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Abstract
Vehicular ad-hoc networks are of high interest in both research and practice. They promise to
enable realization of future safety critical advanced driver assistance systems, which help to in-
crease safety of driving. Security and privacy of participants of such networks are core points of
concern, due to wireless data exchange (often called car-to-X communication), which enables
attacks even with only low effort spent. Hence, a security system dedicated to car-to-X commu-
nication has been developed. However, this work shows that significant overhead is caused by
the existing solution. Moreover, several weaknesses leading to advanced attacks compromising
system security are found and evaluated. Based on these findings, a set of extra requirements
for realization of security systems for vehicular ad-hoc networks is determined. Approaches for
extending European and US systems being currently standardized are proposed and evaluated,
which make such systems conform to the newly identified requirements. Additionally, cross-
layer design weaknesses interfering with security functionality are identified and proposals to
overcome them are provided.
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Chapter 1
Introduction
Traffic safety is a major concern of both government bodies as well as vehicle manufacturers.
A high number of people being affected by traffic accidents is a worldwide problem [247, 305].
This inspired the declaration of the United Nations Decade of Action for Road Safety 2011–
2020. Multiple initiatives have emerged from that declaration. One of them aims to develop
and deploy innovative Advanced Driver Assistence Systems (ADASs), to increase traffic safety,
especially in Europe and the USA [130, 305].
Cooperative driving enabled via so-called Car-to-X (C2X) (or Vehicle-to-X (V2X)) com-
munication is regarded as an enabler for a large set of future safety critical ADASs. The de-
velopment of corresponding technology has significantly sped up during recent years. Impor-
tant progress towards standardization of corresponding mechanisms is made within European
Telecommunications Standards Institute (ETSI) Intelligent Transport Systems (ITS) and United
States Wireless Access in Vehicular Environments (WAVE) frameworks [1,59,129,154]. Within
Europe major effort is taken within the Car2Car Communication Consortium (C2C-CC) [1].
To enable cooperative driving, participants, i.e., mobile vehicles being equipped with an
on-board unit (OBU) and static road side units (RSUs), form a VANET. This kind of ad-hoc
network is characterized by high vehicle dynamics and limited communication range of individ-
ual participants.
Moreover, dedicated wireless channels have been reserved for future VANETs in the 5.9
GHz band [126, 156]. However, available bandwidth is highly limited, causing high importance
of bandwidth saving techniques throughout the protocol stack [59]. Furthermore, the automotive
domain is highly cost sensitive [61]. Hence, expensive solutions to the existing challenges in
VANETs are to be challenged by manufacturers and should be avoided.
One of the core points of concern for VANETs is secure and privacy-preserving message
exchange. Thereby, wireless data transmission and intended realization of safety-critical ADAS
based on exchanged data sets pose tough requirements for the security mechanisms. This holds
especially, as a large number of attacks on VANETs has been proposed during the last years.
Hence, while the provided level of security and privacy needs to be high, overhead caused by
corresponding algorithms has to be kept to a minimum [59, 279].
This work takes an in detail look on the overhead caused by securing communication within
VANETs, to identify possibilities to limit the extend of existing overhead in order to reduce the
3
impact of such overhead on overall system performance. Thereby, we find that several sources
of overhead exist, and interaction of such sources has only been partly considered in prior work.
Especially, the influence of on-demand certificate distribution is extended to the case of dissem-
inating a multi-level certificate hierarchy. Thereby, the need for advanced distribution schemes
for Certificate Authority (CA) certificates is identified, as the standardized straight forward so-
lution is found to cause massive overhead. Additionally, a comparison of platform independent
data representation schemes for security related meta data is provided. It shows that more than
9% in data length can be saved by using data representation based on Efficient XML Inter-
change (EXI) [311], instead of the standardized binary data representation scheme. Moreover,
cross influence from certificate distribution and certificate change mechanisms is found to sig-
nificantly limit the bandwidth saving approaches of certificate dissemination strategies.
Additionally, the given cross-layer aware protocol analysis identifies two severe protocol
design weaknesses within ETSI ITS. High variance of content sizes on multiple protocol layers
leads to violations of maximum data size limitations present within the ITS-G5 access layer.
Hence, a cross-layer coordination scheme is introduced to avoid such conflicts. Moreover, the
state of the art meta data handling at network layer and within the security functionality is found
to completely disable required end-to-end encrypted multi-hop communication. A protocol im-
provement is suggested, which overcomes the found weakness.
Furthermore, a set of novel attacks on wireless data exchange in VANETs is identified. Con-
ducted evaluations show a high impact of the attacks, which range from Denial of Service (DOS)
weaknesses to Sybil and de-pseudonymization attacks. High overhead from certificate and es-
pecially certificate chain dissemination enables an attacker to easily perform a DOS attack, with
an affected area significantly exceeding the communication range of a single attacker. Attacks
on the Global Navigation Satellite System (GNSS) input of nodes allow a broad set of attacks,
which span from a DOS attack to Sybil and message injection attacks. These illustrate the need
to extend security mechanisms for important GNSS data input for VANETs. Additionally, an in
detail analysis of the privacy impact of data sets from all protocol layers shows that may of them
are highly characteristic for their sender, which enables fingerprinting. This leads to tracking
and de-pseudonymization attacks on nodes.
Countermeasures to the found problems are proposed, which extend the security and privacy
approaches from prior work. Both analysis, overhead as well as attacks, lead to a set of ex-
tra requirements for securing VANETs. Extensions for the European ETSI ITS and US WAVE
VANET approaches are proposed and evaluated. Thereby, it is shown that the proposed im-
provements can be used to make these systems fulfill the newly found requirements. Identified
attacks are either disabled or their impact is significantly limited by the proposed improvements.
In summary, this work addresses the research question of how to provide secure and privacy
preserving message exchange in VANETs, while keeping the overhead caused by corresponding
mechanisms low?
The further outline is as follows. At first, Chapter 2 provides an overview about funda-
mentals of the VANET domain and a review of related work. General aspects of the evalua-
tion methodology applied throughout this work are given in Chapter 3. Then, an overview of
overhead sources related to security functionality within VANETs is given in Chapter 4. Some
kinds of identified overhead can be used for advanced DOS attacks on VANETs, as shown in
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Chapter 5. Moreover, additional requirements for secure VANET communication are derived
from further advanced attacks on such systems. In doing so, attacks on satellite based data input
as well as privacy limitations from cross layer data sets are considered. Afterwards, efficient
Public Key Infrastructure (PKI) handling is discussed in Chapter 6. Finally, a conclusion about
achieved results can be found in Chapter 7 alongside with possible topics of future work.
5

Chapter 2
Fundamentals and Related Work
This chapter provides an overview about VANET fundamentals alongside with a review of re-
lated work in the areas covered within this work. The discussion is separated into
• basics of VANET approaches looked at in Section 2.1,
• VANET security architectures studied in Section 2.2,
• attacks on VANETs reviewed in Section 2.3,
• evaluation methodologies and frameworks for VANETs outlined in Section 2.4, and
• data sources for content disseminated via VANET messages discussed in Section 2.5.
In general, there is a very high amount of literature in regard to VANETs. A meta-survey provid-
ing an overview of the numerous surveys in this domain is given in [272]. Thus, the following
discussion is limited to the concepts treated in detail in the later chapters of this thesis, to keep
the presentation compact and to avoid overloading it.
2.1 VANET Basics
This section provides an overview of fundamentals in regard to basic VANET mechanisms and
requirements. A general overview about VANETs’ state of the art is also given in [87]. Targets of
the VANET approach and resulting requirements are looked at in Section 2.1.1. The basic com-
munication protocol architectures from European and US approaches for VANET deployment
under the outlined requirements are given in Section 2.1.2.
2.1.1 Targets and Requirements
The primary goal of VANET deployment is the support of cooperative driving. This means
VANETs are intended to enable safety-critical data exchange, on which future ADAS are based.
Thereby, an increase of safety of driving should be achieved. Additionally, non-safety-critical
communication within VANETs, for several new kinds of comfort and entertainment purposes
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for drivers and passengers, has been proposed [59, 77, 287]. Such communication patterns are
typically IP-based, while dedicated VANET protocols have been developed for safety-critical
communication. The focus on this work is on safety-critical communication within VANETs.
Hence, aspects of non-safety-critical communication are not treated in detail in the following,
and the reader is referred to, e.g., [59, 77, 287] for more details about other kinds of communi-
cation within VANETs.
To increase safety of driving, collision avoidance is a central goal of cooperative ADAS,
i.e., ADAS being (partly) based on data communicated via a VANET. High node mobility and
limited communication range of each node pose challenges to such communication. Hence,
connection times of nodes are often relatively short. Thus, protocols requiring long connection
setup times are inappropriate for VANET communication patterns. In contrast, all communi-
cation should be as stateless as possible, i.e., each message should be usable on its own, to
minimize delay between first radio contact and actual application data exchange [59, 77, 287].
Furthermore, a high level of availability is required for data exchange in VANETs. Hence,
many approaches facilitate a decentralized realization, i.e., there is no dependency on any extra
infrastructure to enable communication. However, additional infrastructure in the form of road
side units (RSUs) should be supported [59,77,287]. In contrast, other kinds of proposals realize
V2X communication based on the infrastructure provided by cellular communication networks,
e.g., [12,98,189,259]. Both kinds of approaches share common challenges, especially in regard
to functionality on and above the network layer as well as security mechanisms. Hence, many of
the results presented in this work also apply to V2X communication systems based on cellular
communication networks, while the focus of this work is on the decentralized approach without
infrastructure support.
Moreover, data exchange should be robust against distortions on the wireless channel caused
by high node mobility. Hence, adaptations of wireless physical layer approaches dedicated to
VANETs have been developed. The most popular one is probably IEEE 802.11p, a variant of the
well known IEEE 802.11 standards family, alongside with its very similar European counterpart
ITS-G5 [59, 106, 169].
In general, accurate position and time information is required within VANETs [59, 285].
This need emerges from the requirements of applications as well as protocol functionality like
routing algorithms. A detailed look at the security aspects of these basic data sets is provided in
Section 2.5.2.
European and US approaches for realization of VANETs based on the requirements outlined
in this section are discussed in the following section.
2.1.2 Communication Protocol Architectures
Basic information dissemination in VANETs is done by broadcasting cyclic messages, which are
often called beacon messages, or shortly beacons. Corresponding messages for ETSI ITS and
WAVE are called Cooperative Awareness Message (CAM) and Basic Safety Message (BSM),
respectively. Data sets, which are only distributed on demand, are handled differently in ETSI
ITS and WAVE. While the dedicated Decentralized Environment Notification Message (DENM)
is used in ETSI ITS, WAVE extends the BSM by appending an extra data container [59].
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The communication protocol stacks within ETSI ITS and WAVE share many features. How-
ever, there is significantly more difference at higher layers, from the network layer upwards,
while lower layers and the applied security mechanisms are pretty similar [59, 272].
A general overview of the protocol stack architectures of WAVE and ETSI ITS is given in
the following. Details about the chosen security approach are discussed in detail in Section 2.2.
2.1.2.1 WAVE Architecture
The WAVE approach for VANET realization provides a dedicated protocol stack for safety-
critical communication [59, 77, 174, 176, 307, 324]. An extension towards a protocol stack sup-
porting IPv6 based communication is available, but is not considered in the following as this
topic is not in the focus of this work.
An illustration of the WAVE protocol stack is given in Figure 2.1. It shows that two cross-
layer entities exist, which are the WAVE Station Management Entity (WSME) as well as the se-
curity entity. Network and transport layer functionality is combined within the so called WAVE
Short Message Protocol (WSMP). In comparison to IP-based protocol stacks only a very limited
amount of functionality is provided. For example, there is no support for multi-hop communi-
cation, i.e., WSMP does not provide routing support for messages.
transport
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Figure 2.1: Architecture of the WAVE protocol stack for safety-critical communication.
The PHY/MAC layers of WAVE are defined by the 802.11p standard, which is a variant
of the well known 802.11 standards family with dedicated optimization for communication in
vehicular environments [169]. The interaction of individual layers with the security entity is
treated in detail in Section 2.2.4.
2.1.2.2 ETSI ITS Architecture
Within ETSI ITS the protocol architecture illustrated in Figure 2.2 is used for safety-critical
communication [59, 101]. As for WAVE, an extension towards IPv6 is available, which reuses
PHY/MAC as well as network layer functionality from safety-critical communication [59,123].
It is intended for non-safety-critical communication. Thus, the reader is referred to [59,123] for
more details, as this kind of VANET communication is not in the focus of this work.
The cross-layer ETSI ITS security system is proposed in [25]. It is described in detail in
Section 2.2.4. The second cross-layer entity is the management entity [101]. It realizes, e.g., the
cross-layer Decentralized Congestion Control (DCC) management [124].
A summary of ETSI ITS standards and corresponding extensions for their implementation
by the C2C-CC is given in [54]. However, many standards are contained in an outdated version.
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Figure 2.2: Architecture of the ETSI ITS protocol stack for safety-critical communication.
Moreover, a general overview of the ETSI ITS approach is given in [138].
The PHY/MAC layers for ETSI ITS are given by the ITS-G5 standard [106]. In general, ITS-
G5 is similar to 802.11p, but some parameters have been adapted for the European approach.
For example, the concept of Decentralized Congestion Control (DCC), which is not present in
WAVE, leads to extensions of the Medium Access Control (MAC) layer. In doing so, ETSI ITS
DCC rules specify a maximum channel access time for the ITS-G5 physical layer. Thereby,
a maximum message size at this layer’s data input of 650 bytes is enforced [103]. General
information about DCC is available in [50, 103].
An overview of the remaining higher level protocol layers is given in the following alongside
with references to similar concepts developed in prior work. This covers the network, transport
and facility layers.
Network Layer / GeoNetworking Network layer mechanisms within ETSI ITS are often re-
ferred to as GeoNetworking. Main mechanisms are standardized in [122]. The term GeoNet-
working relates to the feature of position based routing, which is supported by the ETSI ITS
network layer. This feature is required to support multi-hop communication in VANETs.
A large number of forwarding mechanisms in VANETs has been suggested [47, 59, 140,
141, 161, 287]. These approaches can be differentiated based on the way the forwarding node is
selected. Two major approaches are
• local selection of the forwarder at the sender of a message, and
• decentralized forwarder selection from the set of all possible forwarders.
Sender based forwarder selection is typically done in a way to optimize at least one forwarder
selection criterion. Hence, such kind of approaches are often referred to as greedy forward-
ing schemes. In contrast, decentralized forwarder selection performs the optimization in a dis-
tributed way within the network. All nodes receiving the to be forwarded message decide on
whether to forward it or not. A popular approach, which is also used in ETSI ITS [122], is
contention-based forwarding (CBF) [141]. It uses a combination of timeout and distance based
forwarder selection. For more details the reader is referred to [59, 122, 141].
Like in the WAVE system, packet fragmentation is not supported by the current GeoNet-
working approach [122,174]. Approaches for its support have been looked at, but they have not
been regarded for standardization (yet) [62, 158]. This leads to a cross-layer data size depen-
dency, as shown in Section 4.3. Such kind of dependencies have not been studied in prior work
in the VANET domain. For IP-based communication, the need to consider cross-layer maxi-
mum size limitations during protocol design is stated in [14, 66, 319]. The provided analysis in
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Section 4.3 shows that one has to massively limit data size requirements of current ETSI ITS
facility layer messages and/or the security entity’s security envelope. Otherwise, violation of
maximum packet size limitations at the network and/or MAC layers occurs. This problem can
be addressed by a cross-layer management for inclusion of sporadically disseminated data sets.
Transport Layer Only a single transport layer protocol for safety-critical VANET communi-
cation within ETSI ITS has been proposed so far. It is called Basic Transport Protocol (BTP).
BTP provides just two port numbers to separate messages of higher level applications, i.e, those
on the facility layer. Setting of the sender port number is mandatory. In contrast, it is optional to
provide a dedicated receiver port number [122].
BTP shows similarities to well known User Datagram Protocol (UDP) [207], but with re-
duced protocol overhead. UDP additionally provides the length of the higher level messages as
well as a corresponding checksum [207].
Facility Layer The basic information exchange on the facility layer is handled by the so called
Cooperative Awareness Message (CAM). Additional on-demand information dissemination
is performed using Decentralized Environment Notification Messages (DENMs). Moreover,
dedicated messages have been considered for various use cases, e.g., signaling of traffic light
phases [186]. However, it has not been decided how such messages should be included into the
ETSI ITS approach, e.g., which channel should be used for their dissemination. Each message
type is handled by a dedicated so called basic service, as illustrated in Figure 2.3.
CABS DENBS ... basic services
LDM
app. 1 app. 2 ... applications
fa
ci
lit
y
Figure 2.3: Parts of the facility layer in ETSI ITS.
CAMs are handled by the Cooperative Awareness Basic Service (CABS), while DENMs
are treated by the Decentralized Environment Notification Basic Service (DENBS). These basic
services receive the corresponding messages from the transport layer and are also responsible
for sending of messages based on triggering conditions, e.g., cyclic message dissemination [119,
120].
In general the set of all available data structures within facility layer messages is defined in
the so called Common Data Dictionary (CDD). In detail definitions of these data sets can be
found in corresponding standards [117, 119, 120].
To store received messages for later usage by applications, a common data container called
Local Dynamic Map (LDM) has been introduced [118]. Several extensions of the LDM concept
have been proposed in order to put more intelligence into it than just pure data storage [160,195,
285].
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2.2 VANET Security Architecture
Security and privacy aspects are core concerns during the development of VANET realizations.
General overviews about VANET security are provided within [202, 210, 251]. A more general
look at vehicular security is given [327], which also briefly covers VANET security alongside
with in-vehicle security. An overview of security aspects in regard to wireless ad-hoc networks
is given in [80], which shows that many challenges and corresponding approaches are quite
similar for different kinds of such networks, e.g., VANETs. However, a number of individual
characteristics exists for the dedicated realizations, which is caused by their specific use cases
[80].
The following sections give an overview about various topics in regard to VANET security.
At first, basic requirements and used cryptographic mechanisms are looked at. Then, the privacy
protection approach taken in ETSI ITS and WAVE is studied. Afterwards, a close look on various
implementation aspects of the general design from prior sections is provided in Section 2.2.4.
The general focus is on topics studied in detail in later chapters of this thesis.
2.2.1 Requirements
Main requirements for security mechanisms in VANETs are [89, 100, 188, 279]
1. data integrity,
2. data authenticity,
3. access control, and
4. privacy as well as accountability of drivers.
The requirements of integrity and authenticity are typically realized via a PKI scheme and secur-
ing messages with digital signatures (see also Section 2.2.2.1). Privacy of drivers is ensured by
dedicated privacy protection mechanisms, which have been developed for VANETs, as explained
in Section 2.2.3. Strict privacy protection mechanisms in VANETs are especially demanded in
Germany [147].
Moreover, total anonymity of nodes (resp. drivers) is not desired in VANET realizations.
Instead, a pseudonymization scheme is preferred to allow on demand pseudonym resolution in
order to react to misbehavior of VANET participants. Thereby, the requirement of accountabil-
ity is realized. Closely related to accountability is the requirement of access control, i.e., there
is only a well known set of legitimate nodes in a VANET. In current VANET approaches this
requirement is realized via the mentioned PKI scheme, which only grants Pseudonym Certifi-
cates (PSCs) to well known members of the VANET [89, 176].
An additional requirement affecting security mechanisms is availability. DOS attacks typi-
cally try to force a target to become unavailable. Such attacks are a quite popular kind of attack
in regard to VANETs, as discussed in more detail in Section 2.3.2. However, availability is a
more general requirement, which also includes aspects from various other layers, e.g., robust
channel coding to cope with distortions on the wireless channel [295].
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Furthermore, some applications require confidentiality of data exchange by content encryp-
tion. However, the majority of data dissemination within current ETSI ITS and WAVE ap-
proaches use plain text dissemination of data sets. Section 6.6 is dedicated to data encryption
within ETSI ITS. It is shown, that the current approach suffers from a major design weakness,
which has not been identified in prior work. The current way of handling data encryption within
the security entity does not allow to combine data encryption with multi-hop communication. A
proposal to overcome this problem is provided.
Finally, there are also non-security related requirements for security functionalities within
VANETs [185, 206, 275, 279]. These mainly affect the size of extra data sets, which have to
be exchanged to enable security mechanisms to work, e.g., digital signatures and certificates.
This is caused by massive bandwidth restriction within VANETs [185,206,275,279]. Moreover,
computational requirements of chosen algorithms should be limited, due to the need of limited
energy consumption of vehicles and cost sensitivity of the automotive domain [192, 206, 279].
The mentioned requirements can also be found in the Mobile ad-hoc network (MANET) do-
main [84], and other kinds of wireless ad-hoc networks [80]. However, approaches for Wireless
Sensor Networks (WSNs) and MANETs typically not consider a multi-level PKI, i.e., distri-
bution of intermediate CA certificates is not required [145, 260]. Moreover, WSN proposals
assume a-priori certificate dissemination, i.e., there is no on-demand delivery of new certifi-
cate to nodes within the network [145, 260]. In contrast, these issues have to be considered for
VANETs [125, 176].
To fulfill the given requirements the security entity requires knowledge of accurate time and
position information. This topic is discussed in more detail in Section 2.5.2.
2.2.2 Cryptographic Mechanisms
Cryptographic mechanisms for usage within ETSI ITS and WAVE have been standardized
in [125, 176]. Prior work on general efficiency of cryptographically secured protocols typically
addresses point-to-point communication and/or focuses on runtime performance [13,16]. In con-
trast, broadcast authentication with efficient bandwidth usage and without a lengthy connection
setup procedure is required in VANETs for safety critical use cases. Details regarding digital
signature schemes and encryption mechanisms utilized in VANETs are given in the following.
2.2.2.1 Digital Signatures
Digital signatures for VANETs should provide a high security level with relatively short signa-
ture sizes. Thus, the Elliptic Curve Digital Signature Algorithm (ECDSA) has been selected for
usage in current standards. General basics of Elliptic Curve Cryptography (ECC) can be found
in [194, 225]. Details about ECDSA are given in [244]. ECDSA realizations require a secure
hash function to obtain the value over which the signature is calculated. Current VANET stan-
dard use SHA-256 [235] for this purpose. Arguments for selection of ECDSA as the signature
algorithm for VANETs can be found in [206, 279].
Other digital signature schemes have been proposed for VANETs, e.g., based on the TESLA
protocol [165]. However, these have been found to show drawbacks in comparison to the
ECDSA approach [275, 279]. This is similar to research results from the WSN domain [250].
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2.2.2.2 Encryption Mechanisms
To provide data encryption ETSI ITS and WAVE use the Elliptic Curve Integrated Encryption
Scheme (ECIES) [244] in connection with the Advanced Encryption Standard (AES) cipher
[234]. Thereby, data confidentiality is provided by symmetric encryption of the confidential
payload, while the corresponding key is protected by asymmetric encryption. Efficiency of the
chosen encryption approach has not been looked at in detail, in contrast to the area of WSNs
[144]. However, the number of exchanged encrypted messages within safety critical VANET
communication can be expected to be small [279].
A major use case for confidential data exchange in VANETs is on-demand requesting and
reception of PSCs from a backbone located CA. This mechanism is studied in more detail in
Section 6.4.1.
2.2.3 Privacy Protection Mechanisms
Privacy protection in VANETs is commonly realized by pseudonymisation of node identities.
To avoid tracking of nodes over long distances used identities are change frequently. General
work on protection of privacy of nodes in VANETs is given in [167, 205, 251].
To implement the pseudonym approach in VANETs, a coupling of unique protocol identi-
fiers on all layers of the protocol stack has been introduced. A common “master” pseudonym
identifier is determined by the security entity. Typically, the PSC is used to obtain such an iden-
tifier by calculating its hash value from a secure hash function, e.g., SHA-256. Other protocol
layers derive their individually required protocol identifier from the master pseudonym identifier.
This scheme is illustrated in Figure 2.4 with ETSI ITS nomenclature (WAVE is similar). Every
time the master pseudonym identifier gets changed, all derived identifiers are changed, too. In-
dividual standards for all required interfaces between protocol entities have been published for
ETSI ITS [114–116]. The first two bytes of the GeoNetworking address are set in dependence
of static node properties. For details see [122]. The so-called station ID is used by the facility
layer for node identification [119].
1 2 6 74 50
5432 6 7
2 3 4 5 6 798
3
7654
GeoNet. address
MAC address
certificate ID
station ID 4 byte
8 byte
6 byte
8 byte
Figure 2.4: Dependency between identifiers from different protocol entities in ETSI ITS.
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A pseudonym change strategy determines when and how to change a node’s pseudonymous
identity. Many different strategies have been developed. These include [92, 251, 294]
• fixed pseudonym change intervals,
• randomized pseudonym change intervals,
• time and location based pseudonym change,
• silent periods in combination with any one of the other strategies,
• MixZones,
• context aware pseudonym change, and
• cooperative pseudonym change.
A MixZone is an extension of the silent period concept, which limits pseudonym change to
well defined areas [83, 251]. Moreover, various combinations of the given schemes have been
proposed [251]. A common assumption of these mechanisms is that there is no extra informa-
tion, which enables an attacker to connect the identity before and after a pseudonym change.
However, such information is massively present in various data sets on different protocol layers
within current VANET standards. This is outlined in detail in Section 5.4.
Negative impact of pseudonym change on reliability of cooperative ADAS has been shown
in [205]. This holds especially, for long silent periods and/or large MixZones.
The performance of privacy protection mechanisms can be evaluated by different metrics.
Popular metrics are the distance or time an attacker can continuously track a vehicle, and the
concept of anonymity sets [251]. An anonymity set holds all nodes which an attacker cannot
distinguish. There is more anonymity for a node in case the anonymity set it belongs to has more
members [94, 209, 283]. PSC change algorithms have been proposed, which try to maximize
privacy of nodes by maximizing the size of anonymity sets [63]. The metric of anonymity sets
is used in Section 5.4 to show the negative impact on node privacy caused by data sets being
constant and characteristic for an individual node.
Usage of exposed data sets, which are constant and characteristic for an individual node, to
perform fingerprinting for node identification has not been studied in-detail for VANETs in prior
work. Moreover, there is only a small amount of prior work on that topic in the communication
domain in general [91, 313]. Prior work within the Internet domain has focused on tracking
users based on web browser characteristics [313]. In contrast, radio fingerprinting, which uti-
lizes the shaping of emitted radio waves, is a well studied subject in the domain of wireless
communication [92].
2.2.4 Implementation of Security Mechanisms in ETSI ITS and WAVE
In general, the implementation of security functionality for individual messages is pretty similar
within ETSI ITS and WAVE [125,176]. Both approaches secure messages on the network layer,
by embedding their higher level payload and parts of the network layer header fields into a so
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called security envelope. A general overview about the implementation of security mechanisms
within ETSI ITS is given in [291].
Figure 2.5 shows the relation between network layer meta data and payload to the security
envelope. One can see that only a part of the network layer data is secured by being contained in
the payload of the security envelope. Another part remains outside the secured data set. Details
about the content of the security envelope are given later on (see Section 2.2.4.2).
signer ID div. header fields GeoNet common + extended header layer 3 payload signatureversionGeoNet basic header
sec. envelope header sec. envelope trailer
security payload
Figure 2.5: Security envelope in relation to network layer header fields within ETSI ITS.
The inclusion of the security entity into the overall protocol stack is illustrated in Figure 2.6
with ETSI ITS nomenclature. The above described securing of messages at the network layer
leads to the introduction of a “security layer” between the advanced functionalities of the net-
work layer, e.g., message routing, and basic network layer functionality. In ETSI ITS this basic
mechanisms consist of parsing the basic header, while handling all other kinds of network layer
headers is subject to the advanced functionality.
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Figure 2.6: Inclusion of the security entity in ETSI ITS from a functional point of view.
Interaction between the MAC layer and the security entity only consists of updating the
current MAC address in case the used PSC is changed, i.e., this interface is only used during
a pseudonym change [114]. A similar interface exists between the network and facility layers
and the security entity, for setting their individual node addresses as well [116]. A more detailed
discussion of pseudonym changes is given later on in Section 2.2.4.5.
An extra interface exists between the facility layer and the security entity. By using a so
called ITS-Application Identifier (AID) within a PSC, the PSC is limited in validity to the ap-
plication(s) with present ITS-AIDs. However, the security entity cannot know which kind of
facility layer message is present within the payload of the security envelope. Hence, the secu-
rity layer passes the PSC-ID of a verified message to the network layer (advanced part). This
information is passed via the transport layer to the facility layer. There it is passed again to the
security entity together with the found message type. Finally, the security entity checks whether
the PSC is valid for the found message type and informs the facility layer about the check’s
result [115, 125].
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2.2.4.1 Public Key Infrastructure
ETSI ITS and WAVE security approaches use a Public Key Infrastructure (PKI) [105, 125, 176,
229]. The number of certificate hierarchies is fixed to three within ETSI ITS [105, 125]. In
contrast, there is no such limitation within WAVE [176].
The lowest level certificate used in a VANET PKI is commonly called an Pseudonym Cer-
tificate (PSC) (or authorization ticket in ETSI ITS). This name emerges from the fact that PSCs
are used as temporary identities of nodes, which are changed rapidly to protect privacy of nodes
(see also Section 2.2.3). PSCs are issued by an Certificate Authority (CA), which is called an
Authorization Authority (AA) within ETSI ITS. Hence, the certificate of such a CA (or AA) is
called an Authorization Authority Certificate (AAC). WAVE uses the term Pseudonym Certifi-
cate Authority (PCA) for such kind of CAs [154]. Certificates of ordinary CAs are issued by
a root CA, which itself generates its own root CA certificate. Hence, a root CA certificate is
typically self signed. Additionally, cross signing of root CA certificates may be used [105].
Corresponding PSC, AAC and root CA certificate represent the so called certificate chain
used by a node. Current standards assume that all used root CA certificates are known to
all nodes. Hence, there is no mechanism to distribute them on-demand in the VANET. In
contrast, all other certificates are disseminated on-demand using mechanisms described in
Section 2.2.4.3.
The PKI concept is well known from the Internet domain [193,332]. An important example
for its usage is the Transport Layer Security (TLS) protocol [82]. In contrast, MANET research
commonly focuses on infrastructure-less concepts without a-priori fixed CAs and corresponding
PKI schemes [74,84,159,184,333]. This also holds for other kinds of wireless ad-hoc networks
[78]. In general, MANET requirements are very similar to the ones from VANETs in regard
to security aspects, as mentioned in Section 2.2.1. Hence, the results on PKI based security
mechanisms obtained for VANETs can be expected to be well portable to MANETs.
2.2.4.2 Security Envelope
The full definition of the security envelope for ETSI ITS and WAVE is available in corresponding
standards [125, 176]. Figure 2.5 shows the overall structure of the security envelope with ETSI
ITS nomenclature.
The data sets present within the security envelope depend on the security profile chosen by
higher level functionality. Within ETSI ITS dedicated profiles for CAMs and DENMs alongside
with a generic profile for all remaining messages have been defined [125]. The focus in this
work is on the security profile for CAMs, as the majority of data exchange in ETSI ITS happens
via this message type.
In general, the security envelope consists of a header holding multiple header fields, the
payload and the trailer. The standard allows the presence of multiple trailer fields, but only
one type of trailer field has been defined so far. It holds the signature of the message, which
is calculated over the header fields as well as the payload [125, 176]. All the individual header
fields are discussed in Section 5.4.1.2 alongside with their impact on privacy of nodes.
The signer (and sender) of a message is identified by either including his full PSC (also called
authorization ticket in [125]) or just a hash value of the PSC (so called HashedId8), which serves
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as a PSC-ID, into the security envelope. Both values can be put into the so called SignerInfo
field (Signer ID in Figure 2.5). In specific cases the certificate chain is put into this field (see
Section 2.2.4.3), which also contains the full PSC.
The inclusion frequency of PSCs into messages is commonly limited to limit the channel
load, i.e., there is only sporadic inclusion of the PSC into the security envelope. The contribu-
tion of a certificate to the entire length of a message is significant (see e.g., [125, 176]). Thus,
replacement of a PSC by its just eight byte long identifier yields massive reduction in message
size. However, this replacement strategy causes the security entity be the only non-stateless part
of the protocol stack for single-hop communication. Message verification requires knowledge
about the full PSC. Hence, PSCs have to be buffered and looked up, when their IDs are received
later on. In case the full PSC is unknown, the message is discarded, as it cannot be verified. This
process is called cryptographic packet loss [133, 135].
The main difference between ETSI ITS and WAVE security envelope formats is the usage
of implicit certificates. These are only used within WAVE and provide much shorter certificate
representations, which helps to keep average messages size short. Moreover, cyclic inclusion
of the pseudonym certificate in the security envelope happens with 2 Hz frequency in WAVE,
while ETSI ITS uses just 1 Hz.
2.2.4.3 Certificate Dissemination among Nodes
As outlined above, all elements of the certificate chain used to secure VANET messages, except
of the root certificates, are distributed among nodes in an ad-hoc manner. In the following, we
divide the discussion to concepts for PSC distribution and dissemination of higher level CA
certificates. PSC distribution has been well studied in prior work. In contrast, distribution of CA
certificates in VANETs is a hardly studied topic.
Distribution of Pseudonym Certificates Many different strategies for ad-hoc distribution of
PSCs in VANETs have been proposed [125, 133, 135, 176, 185, 191, 275]. The strategy used in
ETSI ITS and WAVE standards is illustrated in Figure 2.7 with nomenclature from ETSI ITS.
The standardized approach for PSC distribution can be regarded as the result from prior work
given in [185, 191, 275]. Hence, such work is the basis for the further development provided in
this work.
Alternative approaches for PSC dissemination by RSUs and not by mobile nodes have been
proposed [6]. However, such proposals have not been considered in current VANET standards,
as they heavily rely on infrastructure, which is not (yet) available.
Recent work argues against the usage of neighborhood based PSC emission. Instead, a
channel load dependent PSC omission strategy is proposed. It follows the approach that a PSC
is included as often as possible, while limiting the channel load to a well defined maximum by
suppressing dedicated PSC emissions [133,135]. However, this approach suffers from a number
of shortcomings, as outlined in the following. These include,
1. increased capabilities of a single static attacker. An attacker who creates bogus channel
load can cause (very) low emission frequencies or even no PSC emission at all. Thus, all
message exchange with new neighbors will fail, due to cryptographic packet loss.
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yes
new CAM to send
own AAC requested?
CAM from unknown node?
own PSC requested?
include certificate chain (PSC + AAC) include PSC
yes
time since last PSC > timeout?yes
no
no
no
include HashedId8
noyes
wait for CAM
CAM received / analysed
Figure 2.7: Decision process for certificate (chain) inclusion for a CAM or BSM.
2. The approach assumes well PSC distribution in the close environment of a vehicle, but
• this is not the case in systems using rapid pseudonym change,
• in urban scenarios with much shadowing due to buildings and other obstacles to-
gether with complex road architectures like many junctions, new neighbors can ap-
pear in very close vicinity of node, e.g., in the area of some meters.
in these scenarios rapid reaction to the appearance of new neighbors is required, as they
are possible collision partners within a short time frame.
3. The omission approach assumes that the acceptable channel load caused by beacon mes-
sages is constant. However, this does not hold in a VANET distributing messages of more
than only a single type on the same channel, which is used for beacon distribution. E.g.,
ETSI ITS distributes CAMs and DENMs on the same wireless channel. DENMs are sent
on demand, i.e., it is not clear when and how many nodes transmit such a kind of mes-
sage. Hence, the bandwidth requirement for the distribution of this message is unclear in
advance. Moreover, these messages are used for highly time critical information distribu-
tion and disseminated using multi-hop delivery within a relevance area, which can greatly
exceed the communication range of a single node. The used CBF strategy greatly suffers
from increased channel load. Therefore, one can assume a negative impact of DENM dis-
semination performance from the channel load increase caused by the certificate omission
strategy.
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4. The omission approach influences the DCC strategies of ETSI ITS. The accepted channel
load in [133, 135] is higher than DCC congestion limits [103]. This affects the behavior
of an ETSI ITS stack in two ways. These are
• a limitation of the CAM generation interval. In doing so, the amount of generated
CAMs per time interval can get limited. This affects especially highly dynamic traf-
fic scenarios, because they cause high CAM generation rates (without DCC inducted
limitations) [119]. Higher CAM sending intervals reduce the data update rate of ap-
plications at receivers, which may lead to worse performance of such applications.
• Multi-hop delivery of messages, e.g., DENMs, is disabled in all DCC states except
of state RELAXED, i.e., a channel busy ratio (CHBR) lower than 15% [103].
This shows that a negative impact on use cases can be expected, when the PSC omission
approach gets combined with ETSI ITSs’ DCC mechanisms.
Overall, the certificate omission approach is similar to DCC’s CAM omission approach. How-
ever, with certificate omission, the security entity is used to fix the problem of too high channel
load, which is caused by high higher level message generation frequency. Very high node den-
sity is used for system evaluation in [133, 135], together with 10 Hz BSM sending frequency.
However, such high traffic densities are typically partly caused by nodes with low mobility, e.g.,
within a traffic jam. Therefore, the adaptive CAM generation frequency of ETSI ITS already
counters the found channel overloading problem from [133,135], by using longer message trans-
mission intervals in comparison to WAVE. Additionally, low mobility of nodes typically does
not require high beacon exchange rates. Thus, it seems more appropriate to counter the chan-
nel load problems identified in [133, 135] by applying the CAM generation rules (or a similar
mechanism) also for BSMs, instead of using a non-neighborhood aware certificate distribution
strategy.
In contrast to the PSC omitting approach, an extension to standardized PSC distribution is
proposed in Section 4.2. In doing so, we use some of the concepts from [133, 135] to model
a node’s environment leading to context aware PSC distribution. The omission scheme cannot
know were the authenticated and unauthenticated nodes are in its environment by just looking
at the channel load. In contrast, we model such distribution by using techniques proposed in
[133, 135] to evaluate system performance.
Within the WSN domain the need to adjust security mechanisms for short average message
sizes has been looked at as well. In contrast to VANETs, the main motivation for WSNs is
energy consumption, as transmission of longer messages significantly adds to the overall energy
consumption of sensors. However, efficient certificate distribution has not been looked at, as
the focus of research has been on efficient signature and encryption mechanisms [144, 145,
250,260]. WSNs could profit from the sparse certificate distribution approaches from VANETs,
especially as from the ones using new neighbor detection mechanisms, as the mobility of sensors
is typically much lower in comparison to the one of vehicles [80].
In case of WAVE, the PSC inclusion mechanism is the same as in ETSI ITS. However,
certificate chain distribution is more complex in WAVE, due to an arbitrary number of certificate
hierarchies.
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Certificate Chain Distribution The distribution of certificate chains in VANETs is a topic
hardly covered in prior work. Instead, the focus has been on the development of alternative
PKI schemes with the CA being established within the VANET itself on-demand [221, 282].
However, such schemes cannot provide the level of security from fixed and backbone based
CAs [221, 282]. [229] assumes that all CAs’ certificates are distributed by infrastructure nodes,
i.e., RSUs, to all mobile nodes. However, the lack of availability of RSUs clearly limits the
possibility to realize this approach.
Work within similar domains, like MANETs, also focuses on fully decentralized PKI ap-
proaches, i.e., CAs are established within the network itself [74, 159, 184, 333]. In contrast, the
approach in [254] requires a connection to the backbone every time a new connection between
new neighbors in the network is established. However, this would violate the requirement of a
VANET being able to operate without a permanent connection to a backbone service.
In the internet domain certificate chain distribution is a regular task within the TLS protocol’s
handshake [82]. However, only the most straight forward solution of always sending the full cer-
tificate chain to every communication partner every time a new connection has been established
has been considered so far [82]. This is clearly a highly bandwidth consuming approach, which
is infeasible for VANET with many communication partners and often short connection times.
The latest revision of the ETSI ITS security envelope standard (from [109] to [125]) in-
troduced distribution of CA certificates among nodes. However, we find the straight forward
approach taken in the standard shows significant drawbacks, especially in regard to experienced
channel load (see Section 4.2.2 for details). Hence, a detailed introduction of the certificate
chain distribution mechanism from ETSI ITS is given in the following.
Certificate chain distribution in ETSI ITS happens by on-demand inclusion of the full cer-
tificate chain into the security envelope of a CAM. A typical message sequence leading to
certificate chain emission is shown in Figure 2.8 with only two affected nodes. In the shown
example, node A is not aware of AACB , i.e., the AAC used by node B. In contrast, node B
knows about AACA in this example. The message exchange is started when node A receives
the first message from node B. Afterwards, node A requests the unknown PSCB and emits its
own PSCA, due to triggered new neighbor detection. However, node A cannot verify PSCB ,
because it lacks knowledge about AACB . Thus, a request for AACB is sent within the next
CAM. This leads to transmission of the certificate chain of node B.
A
t
B
CAM w PSCA + PSCB req.
CAM w/o PSCA + AACB req.
CAM w PSCB +
AACB
CAM w PSCB
CAM w/o PSCB
Figure 2.8: Message sequence leading to an AAC request and delivery.
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In general, a multitude of nodes can receive a node’s request for an AAC, as illustrated in
Figure 2.9. This is due to the broadcast nature of CAM dissemination. Moreover, the request is
not targeted in any way towards a dedicated node. Thus, all nodes receiving the request and using
the requested AAC themselves will answer it with transmitting their certificate chain. Hence,
assuming a common AAC used by nodes B, C and D in the example depicted in Figure 2.9, nodes
C and D additionally send their certificate chains. These transmissions have to be regarded as
pure overhead, as the AAC has already been delivered to node A by a prior message from node B.
A B
CAM w PSCA + PSCB req.
CAM w/o PSCA + AACB req.
CAM w PSCB +
AACB
CAM w PSCB
CAM w/o PSCB
t
C D
Figure 2.9: Message sequence leading to multiple deliveries of the same AAC.
It can be assumed that many nodes share a common AAC. Thus, the number of answers to an
AAC request can be high. However, every delivery of the AAC after the first one is superfluous
and creates channel load without any further benefit, as no new information is provided to the
recipient.
One should note, that the meeting of two nodes, which share no knowledge about each others
certificate chain, except of the root certificates, is a valid use case. Distribution of certificate
chains is studied in more detail in later chapters of this work.
2.2.4.4 Certificate Refill inside Nodes
The limited validity time of PSCs leads to the requirement to obtain fresh PSCs from time to
time [85, 251, 291]. The refill (or update) frequency depends on the lifetime of PSCs as well
as on the fact whether pre-caching of PSCs inside nodes is used. Buffers holding many PSCs
inside nodes have been suggested to avoid frequent refills [216,251]. However, the attack on the
time base of VANET nodes provided in Section 5.3.1 shows that such pre-caching of PSCs with
future validity times massively endangers security inside a VANET. More details are given in
Section 5.3.1. A suggestion of a PSC refill protocol inside VANETs is given in [291]. However,
the need of privacy of refill requesters is not fulfilled by that proposal.
The general outline of a PSC request from a node to its affiliated CA and the delivery of the
signed PSC ready for usage is described in [105] for ETSI ITS. The standardized mechanism
can be regarded as an extension of the proposal from [291], which also provides privacy to
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requesters by encryption of their requests. The generation of a refill request message according
to [105] is illustrated in Figure 2.10. A similar mechanism for WAVE is to be found in [176].
sign with LTC
encrypt with public key of CA
encrypted data
meta data to be signed PSC
meta data signatureto be signed PSC
Figure 2.10: Assembling of a PSC request message from a node to its CA.
To protect privacy of the requester, the payload of the request is encrypted using the public
key of the CA. The message is first signed with the Long Term Certificate (LTC) of the re-
questing node, then encryption is performed. This is required as the meta data within the request
contains a unique long term identifier of the node, e.g., the LTC itself, within the meta data block
shown in Figure 2.10.
The CA answers the request by sending back a message, which contains the signed PSC. It
gets encrypted with the public key of the requesting node to protect its privacy.
Prior work has focused on the distribution problem of RSUs with backbone connections
to support the pseudonym update process [208, 293, 316, 317]. In contrast, the communication
protocol for the PSC request itself has not been evaluated. Such an evaluation is provided within
this work. It shows that each request causes high computational load at the CA. Thus, such
requests are prone to be used for DOS attacks on CAs. Hence, we propose and evaluate an
alternative mechanism to massively limit the computational load, which can be caused by an
attacker. For more details the reader is referred to Section 6.4.
Requests for fresh certificates are commonly known as Certificate Signing Requests (CSRs)
in the Internet domain [239, 332]. Thereby, privacy of the requester is somehow protected by
encryption of the CSR with the public key of the CA, while the signed certificate is delivered
encrypted with the public key contained in the certificate itself. Hence, only the requester can
decrypt the response from the CA [193, 332]. However, there is no well established mechanism
to communicate between requesters and CAs in a privacy preserving way.
2.2.4.5 Pseudonym Change
To protect the privacy of VANET nodes, e.g., vehicles and their drivers, their used pseudonyms
have to be changed from time to time. A pseudonym change includes to change all unique
identifiers used by all protocol layers, e.g., the station ID used by ETSI ITS facility layer entities
[251, 279], as mentioned in Section 2.2.3.
Only changing the pseudonym, by switching the PSC, each time a vehicle is switched on
and off is suggested in [54] for ETSI ITS. In contrast, frequent timeout based switching (e.g.,
every five minutes) during live operation of a mobile node is proposed in [154] for WAVE. Much
work has been done to identify ways to perform pseudonym changes avoiding that an attacker
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can continuously track the movement of a vehicle [24, 58, 96, 146, 251, 273, 291, 303, 325], as
outlined in Section 2.2.3. However, neither ETSI ITS nor WAVE standardize a pseudonym
change procedure.
2.2.4.6 Verify-on-Demand
Verify-on-Demand (VoD) is one of the schemes proposed for limiting required computational
resources for message verification by selecting only a subset of them for whom cryptographic
verification is performed. For all other messages, signatures are not verified. VoD proposes to let
applications decide which messages should be verified. In this process, the only considered cri-
teria is whether an application performs a safety relevant operation, e.g., a warning is displayed
to the driver, based on a particular received message [199, 320].
Initially VoD was proposed for WAVE. An approach for integrating VoD into ETSI ITS by
storing digital signatures in the LDM is given in [195]. However, integration of VoD into ETSI
ITS is subject to a longer running discussion, which can be traced in some parts in [127, 128].
Early works on computational performance requirements for ECDSA state that a verify-all
scheme cannot be implemented without support from dedicated crypto-processors [199, 279].
Thus, much effort has been put into the development of such dedicated chips [192].
Recently, a number of serious advances for more efficient implementations of ECDSA
in software has been published [5]. Some parts of them are already available in the popu-
lar OpenSSL library [240]. Corresponding benchmarks for modern processors with moderate
speeds show that the number of verifications that can be performed per second greatly ex-
ceeds the number of messages, which can be received per second over a highly bandwidth
restricted 802.11p or ITS-G5 channel. Hence, systems without possibly expensive dedicated
crypto-processors can implement a verify-all scheme. This significantly lowers the necessity of
applying VoD.
An overview of security related problems introduced by a VoD approach based on current
ETSI ITS standards is provided in Section 5.2. Together with the recent progress of more effi-
cient software implementations of ECDSA, such attacks call the feasibility of VoD into question.
Thus, usage of verify-all schemes is recommended for VANETs.
2.2.4.7 Hash Chains for Node Authentication
Hash chains are a popular cryptographic primitive. They have been originally proposed in [203].
The core aim of a hash chain is to provide a sequence of numbers, whose future elements cannot
be predicted by an advisory monitoring arbitrary system outputs. For example, such outputs are
transmitted from their creator to some communication partner in plain text to be used as an One
Time Password (OTP). Many other use cases have been developed as well [21]. In some designs,
it is trivial to check whether an element is the correct successor of the last provided element from
the chain. This holds for all the proposals from [21,79,81,203,330]. These schemes can be seen
as asymmetric approaches, as only the sender of such a sequence needs to know a private secret,
but every receiver can check correctness of the output sequence.
More recent designs (HMAC-based One-time Password Algorithm (HOTP), Time-based
One-time Password Algorithm (TOTP)) do not provide this property. Instead knowledge of the
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pre-shared secret key is required for verification of the sequence. Thus, these approaches can be
called symmetric ones. If used for an entity’s authentication, hash chains often fulfill the same
purpose as so called hopping codes or rolling codes [15, 97]. Such designs, typically rely on
symmetric keys known to sender and receiver.
In the original design from [203], an initial secret key s0 is iteratively provided to a cryp-
tographically secure hash function j times, as shown in Figure 2.11. This yields exactly j + 1
securely usable chained values. These are used in the inverse order of their generation.
generate
use
s
0
h(s0) = s1 h(s1) = s2 ... h(sj) = sj+1
Figure 2.11: Initial design proposal of a hash chain [203].
While the original proposal yielded a-priori fixed length chains, extensions for infinite length
chains were proposed in [21, 79, 81, 330]. In these proposals, typically the hash function from
the initial design is replaced with some asymmetric signing algorithm, at the cost that receivers
need to know the corresponding public key to perform verification of the chain. Moreover,
recent approaches towards secure one-time passwords, like HOTP [230] or TOTP [231], can be
regarded as infinite length hash chain designs.
Authentication via a hash-chain based approach is typically much faster than by the usage
of asymmetric cryptography based digital signatures [28, 279]. Hence, their inclusion into the
PSC refill procedure of VANETs is proposed in this work.
2.2.4.8 Platform Independent Data Representation
Many different kinds of platform independent data representation schemes have been proposed
for usage in communication systems. They are used for data exchange between different entities
within a network to ensure a common understanding of the contained data sets, which is inde-
pendent of the dedicated implementation used within individual nodes. For the case of VANETs,
the focus on prior work has been on dedicated binary encoding schemes as well as on different
variants of Abstract Syntax Notation 1 (ASN.1) [109, 110, 119, 120, 122, 174–176]. However,
no in-detail comparison of the performance of different data representation schemes in regard to
VANET data sets has been published.
Nevertheless, there are several publications providing evaluations and comparisons of plat-
form independent data representation schemes. Regarded schemes include various variants
of both Extensible Markup Language (XML) and ASN.1 as well as JavaScript Object Nota-
tion (JSON), Google Protocol Buffers (protobuf) and EXI [90, 95, 149, 150, 311].
In [242] an evaluation of the performance of different binary encoded XML variants, among
them ASN.1 variants, is given by running tests on ordinary PC machines. In [232] a comparison
of the performance of XML against ASN.1 Basic Encoding Rules (BER) on digitally signed data
is provided. The conclusion is that for applications where high performance is required, ASN.1
BER may be a better choice.
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In [143] the performance of XML, JSON and protobuf gets compared in terms of data size
and coding speed. The authors conclude that protobuf requires less bytes for content represen-
tation in comparison with XML or JSON. Moreover, the option to compress XML and JSON
encoded data sets using gzip [142] is studied. Both compressed text formats perform better than
protobuf in terms of data size. In regard to runtime, protobuf performs better than both plain text
schemes [143].
In [148] a similar study to the one in [143] is given. The evaluation is expanded to in-
clude energy consumption, which is especially relevant for the considered smartphone use case.
Moreover, it is shown that gzip-compressed protobuf, a variant not considered in [143], performs
better in terms of encoded data size in comparison with compressed XML, but worse than com-
pressed JSON. In respect to encoding time, protobuf performs better for the considered data set.
For the parsing process on the receiver side, i.e., decoding, JSON performs slightly better than
the other two schemes [148].
A performance comparison between gzip-XML as well as ASN.1 Packed Encoding Rules
(PER) against EXI is provided in [51], where it is shown that EXI greatly outperforms both other
schemes for the used test data set. [248] highlights the advantages of schema-enabled EXI in the
domain of multimedia applications for embedded systems over the use of plain XML in respect
of encoding and decoding performance as well as compression. They especially focus on the
encoding of Scalable Vector Graphics (SVG) vector graphics, and introduce an approach for a
more efficient data type representation in combination with EXI in this domain.
An alternative suggestion to binary encoding of the security envelope from [109] using
ASN.1 encoding has been proposed in an ETSI ITS draft [110]. However, there are no perfor-
mance studies available providing insights on which alternative should be selected. Moreover,
EXI encoding has not been considered for data representation in ETSI ITS so far. Moreover,
to the best of the knowledge of the author, there are no previous studies focusing on a quan-
titative comparison of performance measurements between ASN.1 Unaligned Packed Encod-
ing Rules (UPER), protobuf and EXI. Thus, such kind of evaluation is provided in this work.
Thereby, an insight into the overhead caused by platform independent data representation is
provided, and a recommendation for the to be used data representation scheme within VANET
security functionality is provided.
2.3 Attacks on VANETs
Many different kinds of attacks on VANETs have been proposed [188, 218, 292]. Obtained at-
tacks are based on various attacker models. Hence, an overview about common attacker models
is given in Section 2.3.1. Afterwards, different kinds of attacks are discussed in detail. A general
overview about attacks on VANETs is given in [222]. Such attacks show many similarities to
attacks on other kinds of wireless ad-hoc networks [80].
2.3.1 Attacker Models
A common approach is to differentiate attackers based on the communication area covered by
the attacker. Typically, two different kinds of attackers are considered, which are [251, 312]
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1. local attackers, which just influence a well defined area around malicious nodes and can
be further differentiated into
(a) static attackers, and
(b) mobile attackers.
2. global attackers, which have full access to the whole VANET.
Moreover, each of the mentioned attacker types can be either passive, i.e., only receiving mes-
sages, or active, i.e., sending and receiving messages. Additionally, insider and outsider attacks
can be discriminated. An attacker is considered an insider in case he controls a valid node
being part of a VANET. In contrast, an outsider attacker has no physical access to a valid
node [251, 312].
2.3.2 Denial of Service Style Attacks
A common requirement of DOS attacks is the presence of an active attacker. The simplest attack
on data dissemination in a VANET is jamming of the used wireless channel(s). A detection
mechanism for DOS attacks on VANET beacon distribution by jamming is proposed in [214].
The area affected by the jamming attack is mainly limited by the transmission power, which the
attacker is able to use. A jamming attack clearly violates regulations in regard to channel usage
limitations and the attacker’s node massively violates standards for VANET communication. In
contrast, this work proposes DOS attacks misusing valid protocol functionality, which are much
harder to be detected, as they facilitate only valid VANET messages. Moreover, it is shown
that an attacker can target areas, which greatly exceed his own communication range by causing
invalid behavior of valid nodes. Details are given in Chapter 5. A general overview of DOS
attacks on VANETs is given in [157].
A so called PSC depletion attack is proposed in [251]. To perform it, an attacker sends
messages with a duplicated network layer source address to the target, i.e., the attacker uses the
same address as the target, to cause a pseudonym change at the target. In case PSCs are only used
once, the attacker is assumed to be able to cause the change such often that the target has no more
PSC available. However, following the security concept of both ETSI ITS and WAVE, this attack
is almost impossible. The check for a duplicated address is performed after the corresponding
message got verified by the security entity. Thus, the attack can only be carried out by an insider
attacker with access to valid ITS credentials. Moreover, the attacker needs a PSC whose ID
(i.e., its shortened hash value) leads to the network layer address (see also Section 2.2.3), which
the attacker wants to duplicate. Otherwise, the PSC used by the attacker does not match the
network layer address used in the attacker’s messages. Hence, a simple consistency check at the
receiver would identify the attack and lead to discarding of the attacker’s message. Obtaining
the required PSC(s) can be assumed to be very hard for any attacker. The attack not even works
in case VoD (see also Section 2.2.4.6) is used, as a duplicated address should clearly trigger
verification of the message, which caused the detection.
27
2.3.3 De-pseudonymisation or Tracking Attacks
De-pseudonymisation and node tracking attacks compromise privacy of nodes. Much work has
been done in regard to such attacks on VANETs (see also Section 2.2.3).
De-pseudonymisation of nodes re-using PSCs from a PSC pool with low update intervals via
long term monitoring by a static passive outsider attacker is shown in [45]. Time triggered PSC
changes are monitored and tracking is used to obtain a mapping of different PSC to their common
user. A backbone database is created, which allows to learn many or even all PSCs from the pool
used by a node. Thereby, pseudonymisation of the node can be circumvented. An extra location
dependency of PSC changes can limit the impact of the attack, but more powerful attackers can
easily overcome this countermeasure. Hence, re-usage of PSCs is discouraged [45].
Node tracking via characteristic data sets on different protocol layers is discussed in
Section 5.4. Moreover, suggestions for improvements of current standards are given to over-
come the found weaknesses of the current approaches. Availability of prior work is very limited
in regard to this aspect. Within the C2C-CC a still unpublished draft for a privacy memo has
been started, which briefly gives some aspects being similar to the analysis provided within this
work. However, no in detail evaluation is provided there [274].
2.3.4 Attacks on VANET Applications
Attacks on VANET applications, e.g., ADASs, are typically either based on banned reception
of messages (see DOS attacks in Section 2.3.2) or on injection of extra malicious messages.
Countermeasures to successful message injection attacks are provided by the digital signature
and PKI scheme outlined above. However, usage of VoD enables such kind of attacks, as shown
in Section 5.2.
The GNSS spoofing based attack introduced in Section 5.3 allows to perform message in-
jection attacks, which are based on replay attacks. Moreover, we show that advanced attackers
can even perform such attacks in the form of a Sybil attack.
2.4 VANET Performance Evaluation
VANET performance evaluation heavily depends on conducting simulations [288]. Real world
experiments have been performed, but achieved density of vehicles equipped with VANET tech-
nology is limited. Moreover, it is hard to reproduce scenarios with many involved vehicles in
practice [285]. Hence, most studies on VANET performance rely on simulation results.
A common feature of discrete event simulators, like the ones used for VANETs, is that
they do not take computational requirements encountered at individual nodes into regard to
evaluate system performance. This means that the obtained results represent a system in which
processing of data at the individual nodes takes zero time. This is caused by the behavior that a
discrete time stamp increase only happens after all processing started at the prior time stamp has
ended [265,309]. However, in reality time clearly proceeds, while computational operations are
ongoing. Thus, one has to make sure that used algorithms are fast enough for practical usage in
a separate evaluation step.
28
framework focus missing standardized features traffic flow
simulator
network
simulator
Veins [288] WAVE security, ASN.1, time/position
coupling
SUMO OMNET++
Artery [262] ETSI ITS time/position coupling SUMO OMNET++
no ITS-G5 (802.11p used in-
stead), DCC
iTETRIS
[155, 215]
ETSI ITS security, ASN.1, time/position
coupling
SUMO ns-3
VANETSim [302] security no standard compliance own own
VNS [137] traffic flow no standard compliance own ns-3,
OMNET++
VSimRTI [277] ETSI ITS ? SUMO,
VISSIM
ns-3,
OMNET++
ezCar2X [266] ETSI ITS - SUMO ns-3
EstiNet [318] SDN security, all above network
layer
own own
Table 2.1: Comparison of features of different simulation frameworks for VANETs
Available simulation environments for VANET evaluation are looked at in more detail in
Section 2.4.1. Moreover, methods for measuring the computational performance of algorithms
are presented in Section 2.4.2.
2.4.1 VANET Simulation Environments
Several simulation environments for VANETs have been developed [137, 215, 266, 277, 288,
302, 318]1. These vary greatly in regard to standard conformance and the set of supported
features. Typically, a combination of different tools for simulation of traffic flow, communication
network and protocol behavior is used. This follows the tool coupling approach proposed for
VANET simulation in [278]. Popular network simulators are ns-3 and OMNET++ [263, 309].
Microscopic traffic flow simulation is often provided by Simulation of Urban MObility (SUMO)
[18]. The VSimRTI framework can also utilize VISSIM [136] for traffic flow simulation. An
overview of the features provided by the different frameworks is given in Table 2.1. A similar
discussion is provided in the author’s prior work given in [43]2.
All of the frameworks from Table 2.1, except of the last three ones (VSimRTI, ezCar2X, Es-
tiNet), are freely available in open source form. Work on further frameworks TraNS, GrooveNet,
NCTUns (predecessor of commercial EstiNet) and MobiREAL, all looked at in [88, 220], has
1The author’s contribution to [266] mainly relates to the design and implementation of security functionality,
platform independent data encoding schemes and integration into ns-3. The remaining contributions are from the
coauthors.
2The coauthor’s contribution to [43] mainly relates to the implementation of functionality enabling the conducted
tests of the ezCar2X framework. The main contribution is from the author of this work.
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been discontinued. Thus, they are not taken into regard in this work. Features of VSimRTI are
gathered from the publicly available information about this tool set, as studying the source code
is not possible [59, 76, 277].
The Artery framework’s feature support is close to the one of ezCar2X. However, due to
the usage of 802.11p on the physical and MAC layers no ETSI ITS conforming DCC can be
realized. DCC requires channel usage information from the MAC layer [103], which is not
available in the Artery approach. Moreover, this also means that the strict MAC layer message
size limit from ETSI ITS is not enforced by Artery.
The simulation framework utilized in this work is based on the ezCar2X framework [266,
267]3. An in detail description and a comparison to other simulation approaches is provided in
Section 3.3.
2.4.2 Computational Performance Measurement
Computational performance can be benchmarked with different performance metrics [153,219].
Important metrics used in this work are runtime and memory footprint (stack and heap). A
methodology for accurate time measurement avoiding unintended influence of modern proces-
sors out-of-order execution is provided in [246]. Following this methodology, a so called seri-
alization instruction is additionally inserted before and after the code fragment whose runtime
is to be measured. Available serialization instructions are processor dependent, e.g., for all Intel
processors the cpuid instruction can be used [246].
All runtime measurement results provided in this work have been collected using the outlined
strategy from [246]. More details about the applied computational performance measurement
methodology are given in Section 3.4.
2.4.3 Traffic Scenarios
Many different traffic scenarios have been suggested for usage in the evaluation process of
VANETs. A traffic scenarios consists of the road topology and the traffic flow built up by
mobile nodes traveling on the road topology. Optionally, RSUs may be present in the scenario,
too. Popular road topologies include
• highway [52, 56, 93, 106, 190],
• highway crossing [93],
• rural road [204],
• urban grid [56, 93, 288, 304], and
• urban roundabout [93].
The highway crossing scenario provides high traffic density, but mutual influence between the
individual highways is identified as low in [52]. Hence, we do not consider this setup as a
separate evaluation scenario. The detailed parameters of scenarios used throughout this work
are given in Section 3.2.
3For remarks on [266] see footnote 1.
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2.5 Security of Data Sources for Security Mechanisms
The security mechanisms looked at in Section 2.2 rely on various data sets, whose contents
do not emerge from the security entity itself. To avoid that the security approach for VANET
message dissemination gets circumvented, the data sets provided to the security entity inside
the protocol stack have to be secured as well. One can separate the discussion into data getting
collected only within the node itself, e.g., from local acceleration sensors, and data sets obtained
by the help of communication with external entities, which are not part of the VANET. An
example, for such an external entity is a GNSS, whose broadcast data is received by nodes to
obtain time and position information. Data sets obtained from outside the node can be targeted
by external attackers, while those from the within the node itself can only be manipulated by
internal attackers. An illustration of typical data sources in a VANET is given in Figure 2.12.
Individual parts of this figure are discussed in more detail in the following.
Figure 2.12: Data sources used in a VANET.
Typical data sources from within a vehicle include both vehicle status sensors, e.g., acceler-
ation sensors, and sensors used to monitor a vehicle’s surrounding, like radar or lidar sensors.
These sensors are typically connected to dedicated control units, which process the sensors’
measurement results and provide other control units, like the OBU, with interpreted results over
wired connections. For example, a radar sensor can be used to detect a blocked road or a broken
down vehicle, and based on that finding the OBU may issue a DENM to warn other vehicles
about the detected road hazard [120]. An important data source for an OBU from outside the
vehicle itself is GNSS. It is typically used in VANETs to provide a high precision reference
time source alongside with location information to vehicles [122, 139, 163, 325]. Furthermore,
wireless connections to other nodes in the VANET, e.g., RSUs and OBUs of other vehicles, are
key data sources for a vehicle’s OBU.
Moreover, an OBU serves as a data source within a vehicle. In doing so, it provides infor-
mation obtained, e.g., via CAMs and DENMs, to other control units. For example, this can be
used to display information about road conditions received from another vehicle to the driver
using an human machine interface (HMI).
Security mechanism for data sets emerging from within the node itself are looked at in
Section 2.5.1. GNSS input for VANET functionality is discussed in Section 2.5.2.
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2.5.1 In-vehicle Security
A popular way for implementing C2X hardware in nodes is to have two (logically) separated
devices called Application Unit (AU) and Communication and Control Unit (CCU). The com-
bination of both devices is often referred to as an on-board unit (OBU) [121]. The separation
may affect the protocol stack implementation, by realization of individual layers on different
devices. A separation above the network layer is suggested in [290]. Thereby, AU holds the
higher layers, while the CCU contains realization of the lower layers. Hence, it is required to
realize secure communication between AU and CCU. Otherwise, an attacker could misuse the
CCU to have its own messages secured, by replacing the AU or injecting malicious messages
into the connection of both devices.
Moreover, modern vehicles use many in-vehicle processing units for highly specialized
tasks, e.g., a radar sensor as shown in Figure 2.12. These individual Electronic Control Units
(ECUs) communicate with each other over one of the several automotive specific bus systems,
e.g., Controller Area Network (CAN) or FlexRay [178, 179]. However, the lack of dedicated
security mechanisms for such systems leads to the identification of several security issues and
corresponding attacks [7, 197, 224, 233]. Hence, proposals for security enhanced versions of the
currently used bus systems have been developed [151, 280, 281, 308, 328].
However, prior approaches for security enhancements either extended bandwidth require-
ments on bus systems or required to move to completely new communication protocols. As an al-
ternative, an approach for efficient securing of typical automotive bus systems without a need to
change application layer messages is given in [26,27]. The given approach works in an (almost)
protocol independent way, by reusing the already present Cyclic Redundancy Check (CRC) data
fields to store secure signatures. For more details the reader is referred to [26, 27], as this work
concentrates on the security of communication outside nodes.
The discussed security approaches can only offer protection about internal attackers target-
ing the on-board communication systems. Guarding a VANET against data manipulation by
attackers targeting local sensors affords additional mechanisms, like discussed in [23].
2.5.2 GNSS Input for VANETs
Basic properties of the very popular GNSS realization Global Positioning System (GPS) are
described in [20, 299]. VANETs typically use GNSS input for time synchronization between
nodes and to obtain global position information within each node [67, 68, 122, 139, 163, 325].
Unfortunately, the currently deployed GPS does not provide a secured signal for civil purposes.
Thus, attacks from simple jamming [180] to advanced spoofing attacks have been developed
[168,255,270,299]. A GNSS spoofing based attack on VANET security mechanisms is proposed
in this work. In doing so, we reuse existing GPS spoofing capabilities, and build an attack on a
VANET’s OBUs on top of a successful spoofing attack. The focus of our attack is to manipulate
the time synchronization of the attacked OBUs.
Prior work on an attack on a distributed system using GPS time spoofing is provided
in [335, 336]. However, the studied SmartGrid system features a static and well known node
distribution. This is not the case in VANETs, in which nodes are expected to be highly mobile.
Thus, the approach for a countermeasure to GPS spoofing developed in [336] is hardly portable
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to VANETs. GPS spoofing is used to attack the time synchronization inside mobile phone net-
works in [321, 322]. General purpose spoofing detection methods are proposed to overcome the
identified threats. An attack on time synchronization of nodes within a static ad-hoc network
using wireless frequency hopping communication is described in [334]. The proposed spoofing
detection mechanism uses the characteristics of the used frequency hopping scheme. Current
VANET approaches do not use frequency hopping. Thus, the spoofing detection mechanism
from [334] cannot be used for them. [327] mentions the need to secure time and position infor-
mation within a VANET node, but no details about how this should be realized are given. [54]
specifies the requirement to obtain time and position of a VANET’s node in a secure manner.
GNSS spoofing for attacking a VANET is mentioned in [202, 210]. However, no detailed
analysis of the impact on VANET security is given. Availability of powerful GPS spoofing meth-
ods is demonstrated in [315]. Several general purpose countermeasures to GNSS spoofing have
been developed, which allow the receiver to detect the spoofing. These include multi-antenna
systems [228] or micro-movement of receiver antennas [256]. A general overview about GNSS
spoofing including countermeasures is provided in [181]. However, anti-spoofing techniques are
still hardly applied in practice, as they cause high effort, and thus also high costs in implemen-
tations [166].
A VANET specific countermeasure to GNSS position spoofing is suggested in [331]. It
verifies the GNSS position information by the help of extra radar based measurements. However,
the proposed system is limited to verifying relative position information, as the reference sensors
can only provide distance measurements. Thus, absolute position information as well as time
information from GNSS cannot be validated. However, both data sets are required for VANET
security functionalities [125, 176].
An approach to obtain location and time information in a secure way from a dedicated in-
frastructure is given by the SecNav protocol [258]. For VANETs, such an infrastructure could
be provided by RSUs. However, this would afford to cover the whole road network by RSUs,
which seems to be infeasible, due to economic constraints.
To limit the susceptibility of a VANET realization in regard to the found attack, multiple
countermeasures are looked at in this work. Usage of more reference time sources than just
GNSS in connection with mutual consistency checks is identified as a promising approach to
limit the impact of a successful GNSS spoofing attack on a VANET.
A commonly used implementation for time synchronization, without connection to a back-
bone network, is given by the combination of well known tools GPS deamon (gpsd) for providing
the GNSS time information and either NTP deamon (ntpd) or chrony [2,3,73], which adjust the
local system time to a provided reference time. However, this solution does not support synchro-
nization to multiple reference time sources. Thus, these implementations need to be extended to
be used for the proposed countermeasures to attacks on GNSS time spoofing.
The following chapter introduces the evaluation methodologies and tools used in the remain-
ing chapters of this work.
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Chapter 3
Evaluation Methodology for VANET
Security Mechanisms
This chapter describes the evaluation methodology used throughout this work. It is based on
simulation of an ETSI ITS based VANET inside a dedicated simulation environment as well
as on performance measurements of algorithms used in these networks, which are conducted
on real hardware. A discrete time simulation approach is used in typical VANET simulators
[215, 266, 277]. Hence, these simulators cannot be used to evaluate the runtime performance
impact of applied algorithms inside nodes. Thus, we use performance measurements on real
hardware to evaluate on this aspect.
Evaluation of VANET mechanisms heavily relies on simulations. This is caused by high
effort of conducting real world field tests and the difficulty to realize complex traffic scenarios
in a reproducible way during such field tests [288]. Hence, approaches proposed in this work
have been implemented inside a simulation environment to obtain performance metrics for them.
These metrics are used to to compare them to proposals from related work.
The further outline is as follows. Firstly, Section 3.1 introduces the applied performance
metrics in regard to VANET protocol behavior. Afterwards, Section 3.2 treats the used traffic
scenarios. Section 3.3 provides a description of the utilized simulation environment combin-
ing multiple dedicated simulators. Finally, methods for computational effort measurement are
provided in Section 3.4.
3.1 Metrics
The main metrics for VANET performance used in this work are
• the certificate (chain) emission rate,
• the number of packets lost due to cryptographic packet loss, and
• channel load in terms of channel busy ratio (CHBR).
Both certificate emission rate as well as cryptographic packet loss are measured within the im-
plementation of the VANET protocol stack. The certificate emission rate can relate to pure PSC
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or AAC emission or the transmission of a certificate chain, which is in ETSI ITS the combined
sending of PSC and AAC.
In contrast, the channel load is measured by equipping nodes within the network simulator
with additional wireless devices at the same location as the devices conducting VANET commu-
nication. Such extra devices do never transmit, but only probe the wireless channel at each time
stamp of the discrete event simulation environment (see also Section 3.3) to determine whether
the channel is busy or not. Parameters of such extra receivers are identical to the ones used for
ordinary VANET communication.
The caused channel load by an individual node (partly) depends on the average number of
certificate inclusions in the security envelope per second. Attacks or cross influence from other
VANET functionality may change the frequency of certificate emission. For such cases the
relation between emission frequency in case of a present influence and an uninfluenced system
is taken into regard.
For all metrics the standard deviation of obtained measurement results is determined and
given in corresponding illustrations in later chapters of this work. Thereby, reliability and sig-
nificance of the obtained results are illustrated. This also addresses criticism from [92] on the
way of presentation of evaluation results in large parts of the VANET related literature.
The metric used in [135], which is called cooperative awareness, is not used within this
work. The core reason is that this metric does not consider the data update rate at receivers. I.e,,
it is only looked at how many nodes in a dedicated part of a node’s environment use a PSC being
known to the ego node, but it is not considered whether the ego node receives any message from
these nodes at all. This is especially a problem in urban environments. In such scenarios, two
nodes can be very close (e.g., closer than 100 m), but no message exchange is possible due to
shadowing from a building. Such nodes have a negative influence on the cooperative awareness
as defined in [133, 135], although there is never any message exchange between both nodes.
Therefore, no cryptographic packet loss occurs and the presence of such nodes should not be
counted as a negative performance criteria of the PSC distribution strategy.
The next section introduces the traffic scenarios, which are used for evaluations throughout
this thesis.
3.2 Traffic Scenarios
An overview of popular traffic scenarios in prior work is given in Section 2.4.3. The following
road network topologies are considered within this work.
• freeway scenario: three lanes in each direction and 6 km length (see Figure 3.4), e.g., used
in [106, 190]
• rural road: a straight road with one lane in each direction, 6 km length and extra vehicles
joining the road about in the center of the scenario, like suggested in [204] (see Figure 3.1).
The joining roads have only one lane with traffic going towards the main road.
• urban grid: represents Munich Schwanthalerho¨he (see Figure 3.3), as exported from Open
Street Map on 17th July 2014 [241]. Urban grid scenarios are used, e.g., in [288, 304].
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• urban roundabout: represents the quite large roundabout to be found in Munich
Maxvorstadt (see Figure 3.2), as exported from Open Street Map on 17th July 2014 [241].
Usage of this kind of scenario is suggested in [93].
Traffic on the road topologies freeway and rural road is determined by defining deterministic
traffic flows within SUMO. In contrast, traffic for the much more complex topologies of urban
grid and roundabout is created using the SUMO random trip generator1.
Figure 3.1: Road topology of the rural road scenario.
Figure 3.2 shows the roundabout scenario (SUMO screen shot). The yellow triangles repre-
sent vehicles on the road. Random trips start and end at the edge of each road leading towards
the roundabout, and each start position is connected with each possible end position of a trip.
The urban grid scenario is displayed in Figure 3.3. Comparison to the roundabout scenario
(see Figure 3.2) shows that this scenario is more affected by shadowing. Both scenarios share
low to medium mobility of nodes, due to applied speed limits according to urban environments.
In regard to velocity profiles a maximum velocity of 50 kmh is set in the urban roundabout
and the urban grid scenarios for all vehicles. The rural road scenario uses speed limits of 100
km
h on the rural road itself and 50
km
h on the roads being connected to the main road at about the
center of the scenario. In the freeway scenario different traffic flows with individual maximum
velocities are used on the dedicated lanes following the recommendations in [106]. The most
right lane is preferred by vehicles using a maximum velocity of 80 kmh , vehicles on the middle
lane yield 110 kmh , and the most left lane is preferred by vehicles going up to 130
km
h .
Parameters for traffic flows are derived from traffic densities. In doing so, the traffic density
is varied from 16 to 45 vehicleskilometer [146]. The freeway scenarios include the ones recommended
in [106]. To obtain results for VANETs realized within the given traffic scenarios, the simulation
environment discussed in the next section is used.
1Implementation of the mentioned traffic scenarios was done in close cooperation with co-authors of [31, 33].
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Figure 3.2: Road topology of the urban roundabout scenario.
3.3 Simulation Environment for VANET Security Mechanisms
An overview about commonly used simulation environments is provided in Section 2.4.1.
Throughout this work a penetration rate of 100% is assumed, i.e., each vehicle on the road
acts as a node of the VANET. All simulations are performed using the ezCar2X framework,
which provides a full featured ETSI ITS protocol stack. Its correctness has been extensively
tested, e.g., at ETSI’s 3rd ITS Cooperative Mobility Services Plugtest [107] and against the in-
dependent implementation from [211,310]. For simulation purposes the ezCar2X protocol stack
is embedded into ns-3, which is coupled with SUMO using the so called TraCI interface. Each
node within ns-3 is equipped with its own protocol stack. The internal time of each node does
not start with time stamp zero, to avoid unintended synchronization effects between the send-
ing times of messages between nodes. Instead, a randomly generated time offset in the interval
between zero and one second is used as the internal start-up time of each node.
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Figure 3.3: Road topology of the urban grid scenario.
For more details about ezCar2X and the simulator setup the reader is referred to [46, 266,
267, 285]2,3,4.
To determine the metrics from Section 3.1, the so called core zone concept is applied to all
simulations. Considered metrics are only calculated from the measured results within the core
zone, which is a subset of the full simulated area. The subset is chosen in a way to be surrounded
by the extra simulated area avoiding edge effects like described in [106, 191]. Moreover, only
results from vehicles having finished their journey through the entire core zone are collected.
The core zone concept is illustrated in Figure 3.4 for the freeway scenario.
4000 m
core zone
1000 m 1000 m
Figure 3.4: Core zone and road topology of the freeway scenario.
Collection of data for evaluation metrics is started after an initialization time has elapsed.
2The author’s contribution to the ezCar2X framework mainly relates to the design and implementation of se-
curity functionality, platform independent data encoding schemes and integration into ns-3. Work on the ezCar2X
framework was done in close cooperation with co-authors of [32, 36, 45, 46, 266, 285].
3For remarks on [266] see footnote 1.
4The author’s contribution to [46,285] is mainly to the proposed software engineering and evaluation methodolo-
gies as well as to the implementation of regarded ADAS. Remaining contributions are from the coauthors.
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During this time the traffic flow on the chosen road topology builds up. This initialization period
is excluded from the evaluation, as it does not model a scenario, which is likely to happen in
practice. For each one of the used road topologies an individually adjusted initialization time
is used. Moreover, the overall simulated time span is determined by defining the number of
nodes, which need to have finished their journey through the core zone, before the simulation is
stopped. A number of 3000 nodes is used for all traffic scenarios, except of the freeway scenario.
To evaluate the freeway scenario a number of 9000 nodes has been used.
The cross-layer message size problem identified in Section 4.3 is avoided in simulations by
not enforcing the DCC rule for maximum packet size on the access layer. Otherwise, no valid
operation of the protocol stack could be achieved without applying changes to the facility or
security related data sets. For more details about this issue see Section 4.3.
On the physical layer a pathloss model with Nakagami fading is used. Its parameters are
taken from [64, 65], while the remaining implementation is as provided by ns-3 [263]. The
individual parameter sets for freeway, rural road and urban environments are applied when sim-
ulating the corresponding traffic scenarios from Section 3.2. I.e., the highway and rural road sce-
narios are combined with corresponding channel model parameters from [65], while the channel
model parameters from [64] are used for both urban scenarios. Parameters from [64, 65] are
used, as they provide a consistent set of parameters for different traffic scenarios. There is
no additional simulation of shadowing effects. General information about channel models for
VANET communication is available in [200, 314].
3.3.1 Advantages of the Full Feature Protocol Support
Missing or outdated features on various protocol stack entities make it impossible to correctly
evaluate their corresponding impact on overall system performance. Examples of issues of ETSI
ITS, which have been found in this work using the framework outline above, but cannot be
identified by incomplete evaluation environments, like iTETRIS, are given by,
• inability to send most of the to be distributed messages, due to maximum messages size
violations (from DCC) on the MAC layer (see Section 4.3), and
• impossible encrypted multi-hop communication, due to encryption of data sets needed for
forwarding (see Section 6.6).
Additionally, basing research on top of incomplete evaluation environments can lead to the
proposal of inappropriate approaches. An example is duplicating information on various pro-
tocol layers, like in [57]. In that work, adding the so called ITS-Application Identifier (AID)
(ITS AID) to the GeoNetworking header is suggested. However, this data set is contained in
the security envelope and the standardized interface between both parts of the protocol stack
specifies to hand over this information [125]. Thus, presence of the ITS AID in the network
layer meta data is pure overhead, as this information is already provided by other mechanisms.
Another example is given by the PSC depletion attack from [251], as explained in Section 2.3.2.
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3.3.2 Comparison of Simulation Frameworks
Evaluation results for VANETs should be obtained in a way, which allows reasonable expecta-
tion of similar behavior in real world realizations. One part of accurate VANET modeling in
simulation environments is to accurately implement communication stacks inside such environ-
ments. Table 3.1 gives an overview about MAC layer message sizes obtained from different
simulation frameworks. All values are given in bytes. VSimRTI is not considered here, due to
a lack of access to this commercial framework. This topic is also covered in the author’s prior
work given in [43]5.
standardized Veins Artery iTETRIS ezCar2X
BSM 215 70 - - -
CAM 217 - 220 300 217
Table 3.1: MAC layer message size comparison of simulation frameworks.
To obtain the values given in Table 3.1, a CAM and BSM holding only mandatory data sets
have been used. Hence, no optional container is present at the facility / application layer and no
certificate is included in the security envelope. iTETRIS is used in version 0.3.0, Veins in version
4.4 and the tested checkout of the Artery repository is from the 1st June 2016. Considered
standards are [103, 119, 122, 125, 174, 175, 271].
Deviations of figures in the first column (standardized message size) of Table 3.1 from those
in other columns (message sizes from implementations) mean that standards have been imple-
mented inaccurately. There are various reasons for the found deviations. For example, missing
support for security functionality leading to a missing security envelope causes significantly
shorter messages, especially for Veins (see also Table 2.1).
The size deviation between Artery and ezCar2X is caused by the usage of an older version
of the ETSI ITS security envelope’s standard in Artery. The minimum size security envelope
has been shortened by three bytes during the change from [109] to [125]. Moreover, [109] does
not support certificate chain distribution, in contrast to [125]. Hence, this mechanism cannot be
studied by using Artery.
In Veins the message size is found to be significantly smaller than the size obtained by
inspection of relevant WAVE standards. An in-detail review of the Veins’s source code shows
that this framework does not use any kind of VANET specific data representation. Instead, the
generic message data representation format of OMNET++ is used. The message size depends on
the data types of contained data fields. Moreover, no security envelope is implemented, which
accounts for the biggest share of missing message size (96 bytes). The obtained message size
deviation can be expected to lower the channel load to about one third in comparison to the one
experienced by using the standardized approach. Clearly, an impact on evaluation results for
applications can be expected from such a difference.
Veins has been used to evaluate the performance of security mechanisms of WAVE, e.g.,
in [92, 93]. However, the corresponding extensions of the framework are not publicly available.
Hence, they are not considered here.
5See also footnote 2.
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Within the iTETRIS framework the message size is specified within a configuration file for
all nodes. A default value of 300 bytes is used in the considered version of the framework.
The message size is completely independent of the content, which gets disseminated by nodes.
This only works because the actual content of messages is not sent over the simulated wireless
connection within ns-3. Instead, ns-3 is only used to determine whether the message is received
by a particular node, while the real content of messages gets exchanged via a second, indepen-
dent mechanism. This means that the impact of average message size reduction schemes, like
sporadic inclusion of data sets, e.g., PSCs, on VANET functionalities cannot be evaluated with
iTETRIS, as it always uses a fixed message size. In contrast, this is possible using all other
considered frameworks. Furthermore, inspection of the source code of the iTETRIS framework
shows that the implemented standards’ versions are greatly outdated.
The obtained results show that the ezCar2X framework accurately resembles the currently
standardized ETSI ITS system. Other considered frameworks show drawbacks in regard to
accurate VANET protocol modeling as outlined above. Hence, the ezCar2X framework is used
for further evaluations throughout this work.
3.4 Computational Effort Measurement
Basic mechanisms of computational effort measurement are introduced in Section 2.4.2. In
regard to computational effort two metrics are considered throughout this work. These are
• runtime, and
• memory requirements in regard to stack and heap consumption.
To obtain reliable results regarding the runtime of an algorithm, the corresponding test pro-
gram is run on an otherwise idle system. The operating system is a standard Debian Linux
installation. All test programs are implemented using C++. Instructions from [246] are applied
to avoid unintended influence of out-of-order instruction execution of modern processors on the
measurements.
For all timing measurements, the Linux kernel’s high performance counters are utilized.
These can be accessed from user space by calling the clock gettime() function [177]. In doing so,
CLOCK PROCESS CPUTIME ID is used as the clock ID to determine only the time spent in
the process containing the to be evaluated algorithm. An accuracy of up to 1 ns can be achieved,
in case the underlying hardware permits such accurate measurements [183]. The described
methodology for time measurements is preferred over directly reading a processor’s time stamp
counter (TSC), as used in other work, e.g., in [246]. This is done as [246] uses operations
only available inside the Linux kernel itself. However, the measurements within the conducted
performance studies are done in user space. Thus, some prerequisites of the approach from
[246], e.g., disabling of interrupts and scheduling, cannot be fulfilled. Therefore, the performed
measurements rely on the implementation of the clock counter in the Linux kernel.
Runtime measurements of algorithms are repeated 10.000 times, and the average of the
obtained results is calculated. To evaluate the reliability of obtained results, their standard devi-
ation [131] is determined.
42
All test programs are compiled on the target using the GNU Compiler Collection (GCC) in
version 4.8.2 [257]. Strong optimization is enabled with the -O3 compiler flag.
Three different processor technologies are used for runtime measurements in this work.
These are a AMD Geode, an Intel Atom and an Intel Core i7 processor [9,170,171]. An overview
about their individual characteristics is given in Table 3.2.
type AMD Geode LX Intel Atom Z520PT Intel Core i7-2640M
clock speed 500 MHz 1.33 GHz 2.8 GHz
measurement resolution 2 ns 1 ns 1 ns
Table 3.2: Used processors and achievable measurement accuracy via Linux clock counters.
An algorithm’s main memory footprint (heap and stack utilization) can be measured by us-
age of the so called malloc count framework [22]. This framework allows to trace the memory
behavior of arbitrary parts of a program by inserting dedicated function calls into it, i.e., by
manual instrumentation. Such extra function calls were only used for memory measurements,
i.e,, they were removed during timing measurements, as they introduce additional runtime over-
head. Other memory tracing tools like massiv from the valgrind framework do not allow to
adjust measurement procedures with such fine granularity [284]. Hence, malloc count was used
to obtain the results presented within this work.
The following chapter studies security related overhead in VANETs. In doing so, the evalu-
ation methods discussed in this chapter are used.
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Chapter 4
Security-related Overhead in VANETs
This chapter takes an in-detail look at various sources of overhead in VANETs in regard to se-
curity and privacy mechanisms. Such overhead limits the efficiency of VANET communication.
To improve its efficiency, the different sources of overhead are categorized and analyzed to show
their individual characteristics, and to identify possibilities to limit the amount of overhead. The
given work is partly covered by prior work of the author in [44]1.
There are several sources of overhead in VANETs, which are caused by security mecha-
nisms. Their influence on the overall system performance includes to cause an
1. increase in required bandwidth and restrict data size for higher protocol layers by the
chosen
(a) type of platform independent data representation influencing the encoded size of the
envelope (see also Section 4.1 and point 2e),
(b) inclusion of extra data sets, e.g., on demand included certificates [133,135,185,191,
275], and the used
(c) digital signature algorithm [279],
(d) certificate type (explicit or implicit) [53, 125, 176],
2. extra data reception delay at receivers built up by
(a) channel access delays at senders (rises with channel load / nodes’ data rate needs)
due to carrier sense multiple access - collision avoidance (CSMA-CA),
(b) pure transmission time (rises with message size),
(c) signing delay from creating the digital signature at the message’s sender,
(d) authentication delay either from signature verification [279] or from discarded pack-
ets due to missing security parameters (see also point 3),
(e) platform independent data representation (sometimes called data serialization) af-
fecting processing time at sender and receiver (see also Section 4.1 and point 1a),
1Contribution of co-authors mainly relates to the determination of data size requirements from protocol layers
except of the security functionality. The main contribution is from the author of this work.
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3. cryptographic packet loss (for CAMs see, e.g., [135]),
4. storage space increase [134], and
5. pseudonym changes.
The delay caused by message signing is typically considered of minor influence in comparison
to signature verification delay. High numbers of received messages in short time spans require
high computational performance for verification of all incoming messages (so called verify-all).
In contrast, the number of messages sent by an individual node is usually low, e.g., ten CAMs
per second. A popular method to limit the verification load is to verify only a subset of all
received messages, e.g., by VoD [199], as introduced in Section 2.2.4.6. However, we show in
Section 5.2 that this method endangers system reliability and robustness, e.g., by creating a DOS
vulnerability.
For the case of cryptographic packet loss (point 3), related work has only studied message
discarding due to missing knowledge of the corresponding PSC. Thus, only the loss of a CAM or
BSM has been considered, as messages with remaining security profiles (e.g., DENMs) always
include the PSC [125]. However, the multi level certificate hierarchy used in ETSI ITS and
WAVE may also cause an inability to verify a message due to missing knowledge of higher
level certificates than the lowest level certificate, i.e., the PSC. This affects especially multi-hop
messages with a dissemination area superseding the one of CAMs sent by the same originator.
Only CAMs are used to distribute AACs [125]. Thus, nodes outside the distribution area of
CAMs emerging from the sender of a DENM cannot obtain the AAC used to secure the DENM
from its sender. Moreover, other messages than CAMs (or BSMs in WAVE) cannot cause a
request for a missing AAC. Hence, verification of such messages completely relies on prior
distribution of the full certificate chain by periodic beacon messages.
The following section provides a comparison of platform independent data representation
schemes applied to the ETSI ITS security envelope. Thereby, the aim is to identify possibilities
to minimize the encoded data length, while keeping the computational effort for data encoding
and decoding low (see also points 1a and 2e above).
4.1 Platform Independent Data Representation
Platform independent data representation schemes are commonly used for encoding data to be
sent from one node to another one within a network. Selection criteria for a data representa-
tion scheme include the length of the encoded data as well as computational performance of
the encoding and decoding procedures. In highly bandwidth restricted systems, like VANETs,
especially the encoded data length is a key selection criterion. However, no comparison of data
representation schemes applied to the ETSI ITS security envelope has been published in prior
work. Hence, such kind of evaluation is provided in this section. The content provided in the
following is partly covered by prior work of the author published in [36, 38]2.
2Contribution of co-authors mainly relates to the implementation of the used EXI encoding scheme as well as
to data representation within CAM and DENM data structures (not covered in this work). The main contribution is
from the author of this work.
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Within VANET protocol stacks two different data representation types are used. These are
custom binary encoding schemes and Abstract Syntax Notation 1 (ASN.1) based encoding. An
overview about their usage on different protocol layers within ETSI ITS and WAVE is given in
Table 4.1.
layer ETSI ITS WAVE
application / facility ASN.1 UPER binary
transport binary binary
network binary ASN.1 DER
security binary ASN.1 DER
MAC / PHY binary binary
Table 4.1: Data representation schemes used in VANET standards.
As one can see from Table 4.1, ASN.1 is used in different variants Data Encoding Rules
(DER) and UPER. UPER provides a more compact, i.e., shorter data representation in compari-
son to DER [90]. To keep the security overhead low in regard to message size increase, the data
representation used for the security envelope should be chosen to provide an encoded length as
short as possible. Hence, a comparison of the security envelope’s size in case of binary and
ASN.1 UPER encoding is provided in the following. ASN.1 UPER encoding for the security
envelope within ETSI ITS is proposed in [110].
Other popular schemes for platform independent data representation, except from ASN.1,
include Google Protocol Buffers (protobuf) and XML-based approaches like Efficient XML In-
terchange (EXI) [149, 150, 311]. protobuf is often regarded as being able to outperform other
data serialization schemes in regard to required computational resources [143]. Moreover, EXI
is a promising approach to achieve a compact, i.e., bandwidth saving, data representation for
wireless communication [51]. Thus, protobuf and EXI are also regarded in the provided com-
parison of data representation schemes for the security envelope’s data sets of ETSI ITS. An
extension of this study to facility layer’s data sets of CAM and DENM can be found in [38].
The used C++ implementations for performance tests use dedicated libraries for the ASN.1,
protobuf and EXI related functionalities. These are FFASN1 [19] for ASN.1 UPER, libprotobuf
in version 2.5.0 as provided by Google and Embeddable EXI Processor in C (exip) for EXI [201].
Moreover, correct ASN.1 encoding was cross checked with software from OSS Nokalva [243].
All implementations of the four different data representation schemes were conducted within the
ezCar2X framework. This framework also provides the binary data representation scheme. For
the performed test runs, a common data set for the to be encoded values was used.
ASN.1, protobuf and EXI use a dedicated format to specify the content of a data set, which
should be represented in a platform independent way. Typically, these specifications are used
by a specific interpreter tool to generate code. This code performs the use case specific tasks of
the data encoding (i.e., raw data to encoded data) and decoding (i.e., encoded data to raw data)
procedures. This holds for the used FFASN1 and protobuf implementations. In contrast, the
exip library uses auto-generated code only for the decoding procedure. All EXI encoding tasks
are performed using a general purpose encoder on an XML representation of the to be encoded
data. In case of EXI, data structures are described using well known XML schema files.
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The definition files for protobuf and the XML schema files for EXI were derived from the
ASN.1 definitions given in [110]. Transformation from ASN.1 definitions to protobuf and EXI
is straightforward, due to the low number of available data types in both data representation
schemes. During the transformation process always the smallest protobuf (or EXI) data type,
which is able to hold the corresponding ASN.1 data type, was selected to avoid introducing
unnecessary overhead.
Protobuf does not provide a data element for choices, thus all possible subjects of a choice
where chosen to be optional elements. This also means that, the protobuf library does not provide
any possibility to check whether exactly one of the to be chosen elements was actually chosen.
Thus, this check is left to the user of the auto-generated code.
In the performance study case for EXI, two approaches were followed. At first, a full map-
ping of the standard to an EXI schema has been developed. These schema files are found to
contain a lot of nesting levels, leading often to (informationally) unnecessary content, which
gets explicitly encoded in the serialized data representation [311]. This makes such schemes
become easy to expand and very well structured. However, since one of the key parameters
in this study is the size of the encoded messages, extra data optimized schemes are designed.
In the data size optimized schema files the unnecessary nesting levels are merged, which de-
creases the number of options getting encoded during EXI based data serialization. An example
for the difference in respect to the XML structure of elements is given in Listings 4.1 and 4.2
for the case of the so called VerificationKey data structure from the security envelope [109].
<s 0 : V e r i f i c a t i o n K e y>
<s0 :Key>
<s0 :Ec dsaNi s tp2 56Wi thSh a256>
<s 0 : p u b l i c K e y>
<s0:CompressedLsbY0>
<s 0 : x>FFFFFFFF< / s 0 : x>
< / s0:CompressedLsbY0>
< / s 0 : p u b l i c K e y>
< / s0 :E cdsaNi s t p256Wi thS ha256>
< / s0 :Key>
< / s 0 : V e r i f i c a t i o n K e y>
Listing 4.1: VerificationKey element from the security envelope as implemented according to
the standard.
<s 0 : S u b j e c t A t t r i b u t e V e r i f i c a t i o n K e y E c d s a N i s t p 2 5 6 W i t h S h a 2 5 6
CompressedLsbY0>
FFFFFFFF
< / s 0 : S u b j e c t A t t r i b u t e V e r i f i c a t i o n K e y E c d s a N i s t p 2 5 6 W i t h S h a 2 5 6
CompressedLsbY0>
Listing 4.2: Data size optimized VerificationKey element from the security envelope using a
dedicated XML tag instead of a deep hierarchy of tags.
As one can see from comparing Listings 4.1 and 4.2, the number of tags required for storing
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the same amount of payload is reduced from six to only one. This significantly reduces the
amount of meta data stored in the serialized data, which leads to reduced encoded data length.
The optimized XML structure is similar to the one of the binary encoding scheme, which also
lacks encoding of data structure hierarchies [109].
For the cases of ASN.1, protobuf and EXI the encoded size of data sets may depend on
the encoded content, e.g., due to variable length integer encoding [90, 311]. To obtain realistic
measurement results, a randomly taken time stamp and a valid certificate, e.g., with correct
ECC parameters, are used during all measurements. For both the time stamp and the certificate
100 different data sets were randomly generated and the encoding procedure was run with all
considered encoding schemes, to check for a difference in encoded data length. The results
showed an equal encoding length for all tested data sets. Hence, the same example data set is
used for all measurements discussed in the following sections.
Evaluations in regard to data length as well as computational effort required for encoding
and decoding in case of the different data representation schemes (binary, ASN.1, protobuf, EXI)
are given in the following.
4.1.1 Data Size Requirements
The obtained results for encoded data lengths of the ETSI ITS security envelope in regard to
binary, ASN.1, protobuf, and EXI representation are given in Table 4.2. The security envelope
for CAMs occurs twice, as it has two variants, which are with and without an included PSC
(see also Section 2.2.4.3). Certificate chain inclusion in CAMs is not considered in this case,
as results in Section 6.3 show that distribution of just one certificate per CAM is sufficient. All
values are given in bytes.
profile binary protobuf ASN.1 EXI
1 (CAM) w/o cert. 96 133 88 90 (opt: 87)
1 (CAM) with PSC 222 306 240 210 (opt: 201)
2 (DENM) 233 318 249 215 (opt: 206)
3 (generic) 230 312 247 213 (opt: 204)
Table 4.2: Performance results in regard to encoded data length for encoding the security enve-
lope with several data serialization schemes. All values are given in bytes.
One can see from Table 4.2 that protobuf encoding significantly increases the size of the
security envelope in comparison to all other considered schemes. The encoding lengths for
security profiles two (DENM) and three (generic) would not differ in case of ASN.1 encoding,
as the data field called message type is optional according to [109], but required according to
the ASN.1 definition from [110]. The presence of this data field is the only difference between
these two security profiles. Thus, this difference would vanish in the case of ASN.1 encoding,
i.e., both cases would yield an encoded data length of 249 bytes for the security envelope. To
justify the existence of both security profiles, the used protobuf and EXI definitions declare the
message type field as optional. The ASN.1 definition is also changed in regard to this point.
From a semantic point of view, it makes no sense to give a message type in case of profile
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number three, as this is the default profile for messages of type generic, i.e., messages with no
assigned message type.
Results in Table 4.2 show that in all cases binary encoding clearly outperforms protobuf in
respect to achieved encoding length. Furthermore, it outperforms ASN.1 encoding in three out
of four cases. The only exception is the case of security profile number 1 without PSC. In
this case, ASN.1 encoding requires nine bytes less than binary encoding. However, for the case
with certificate and security profile one, ASN.1 requires 19 more bytes than binary encoding.
Moreover, binary encoding requires 18 bytes less for security profile number two and 21 bytes
less for security profile number 3, respectively.
Results from Table 4.2 also show that the straight forward EXI encoding scheme achieves the
smallest packet size for security profile one with certificate as well as profiles two and three. Fur-
thermore, for the case of security profile one without certificate it is only slightly outperformed
by the ASN.1 encoding scheme. However, the optimized variant of EXI encoding significantly
outperforms all other schemes in regard to message size.
To give more insight on the best performing encoding scheme for security profile one, the
average size of the security envelope should be considered. Due to the varying CAM emis-
sion frequency fCAM (1 - 10 Hz, fCAM ∈ N) and the various certificate inclusion rules (see
Section 2.2.4.3 or [109]), only a lower limit for the average size of the security envelope for
profile one can be given. The average size of the security envelope ssec is given by
ssec =
(fCAM − fcert) · sw/o + fcert · sw
fCAM
; fcert ≤ fCAM . (4.1)
The size of the security envelope without an included certificate is denoted by sw/o, and the
one with included certificate by sw. fcert ∈ N represents the certificate inclusion frequency.
To calculate the lower limit of ssec, the maximum CAM emission frequency max (fCAM ) =
10 Hz, and the minimum PSC inclusion frequency min (fcert) = 1 Hz is used. The results on
min (ssec) for the regarded encoding schemes are given in Table 4.3.
encoding scheme binary protobuf ASN.1 EXI
min (ssec) in bytes 108.6 150.3 103.2 102 (opt: 98.4)
Table 4.3: Minimum average size of the security envelope for CAMs (i.e., security profile one).
One can see from the results given in Table 4.3 that EXI encoding achieves the lowest result
for min (ssec). Moreover, sw,EXI < sw,{ASN.1,protobuf,EXI} holds (see Table 4.2). This means
that for a higher share of messages including a certificate the advantage of EXI over the other
schemes is greater than in case of the minimum share of such messages leading to the results
from Table 4.3. Hence, with EXI encoding the average message size will always be smaller than
the one of other encoding schemes, whatever fCAM and fcert are applied. The maximum gain of
EXI encoding over all other schemes is achieved in case fcert = fCAM holds, i.e., every CAM’s
security envelope contains a certificate. In this case ssec = sw holds, and figures from Table 4.2
clearly show the data size reduction by using EXI encoding.
Regarding results from Table 4.3, the achieved message size reduction for the optimized
variant of EXI in comparison to the straight forward EXI variant is an additional 3.53%. In
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comparison to the standardized binary encoding scheme, it even saves 9.39% in message size.
Restructuring of the security envelope has been performed from standard versions [109]
to [125] to, among other improvements, save just three bytes in data size. Hence, the found
possibility to reduce the average size of the security envelope by EXI encoding by more than 10
bytes can be considered significant.
In the following, the performance of the different data representation schemes gets evalu-
ated in terms of required runtime for encoding and decoding. To obtain reliable results and to
make sure that results are not biased by the selected processor topology we use three different
processors in the following. These are described in detail in Section 3.4. Obtained results are
presented in the next sections.
4.1.2 Data Encoding Performance
Measured runtime performances for data encoding (i.e., serialization) for the security envelope
of ETSI ITS are given in Figure 4.1. To obtain the given results, the evaluation methodology
described in Section 3.4 is used together with implementation of the different data representation
schemes as described above. The given averages are calculated from the results of 10.000 test
runs.
One can see from the results presented in Figure 4.1 that the binary scheme massively out-
performs all other generic data representation schemes. Moreover, ASN.1 encoding outperforms
its protobuf and EXI counterparts.
A significant source of influence on runtime performance for encoding the security envelope
is the high number of small and deeply nested data fields used for defining the security envelope
(see also Table 4.4). The achieved results depicted in Figure 4.1 indicate that binary encoding
can handle this kind of structure better than the other encoding schemes. Moreover, ASN.1 and
protobuf are almost on par and both clearly outperform the EXI mechanism.
nesting level 1 2 3 4
sec. profile 1 (CAM) w/o cert. 5 16 4 0
sec. profile 1 (CAM) with PSC 5 22 21 11
sec. profile 2 (DENM) 5 22 23 11
sec. profile 3 (Generic) 5 22 22 11
Table 4.4: Nesting of data fields for individual security profiles’ security envelopes.
The numbers in Table 4.4 give the amount of data sets (mandatory and optional) found at the
different nesting levels. To obtain the figures in Table 4.4, the full data sets were represented in
a tree structure. As only mandatory data fields are used in the provided performance study, the
elements of sub-trees following an optional element are not counted. Nesting level one means
the top level of the data packet, whereas nesting level four relates to the data elements at the
most deeply nested position inside the data packet. Such deep nesting is only present within the
PSC’s data structure. One can see from Figure 4.1 that for all data representation schemes the
data structure with the least complex structure (security profile 1 without included certificate,
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(c) Encoding runtime performance on Intel Core I7 processor.
Figure 4.1: Data encoding runtime performances on different processors.
see Table 4.4) requires significantly less computational performance in comparison to all other
data structures.
For all results the standard deviation is given in Figure 4.1. In general, values for this statis-
tical metric are small in comparison to the given averages. Therefore, the achieved measurement
results can be regarded as significant. The differences between the obtained results for different
encoding schemes for same encoded data content are much bigger than three times the standard
deviation of the corresponding runtimes in almost all cases. Only the quite similar results for
ASN.1 and protobuf show a significant overlap of their standard deviation intervals.
Comparing Figures 4.1c, 4.1b, and 4.1a one can see that except of a general increase in
runtime (please note the different scaling of the vertical axis of figures), the overall results are
the same for all processor technologies. This means the overall outcome of the performance
study does not change by switching from a modern high speed processor (like the Core i7) to
a quite old and low speed processor, like the AMD Geode. Lower processor speeds (see also
Table 3.2) lead to increased runtimes, as can be expected. However, the increase is somewhat
bigger than what can be calculated just by comparison of corresponding processor clock speeds.
It is reasonable to observe an advantage in the runtime performance of the Core i7, which is due
to the improved processor technology such as pre-caching algorithms, as it was introduced to
the market significantly later than the used Atom and Geode processors.
Table 4.5 gives the results for main memory consumption for the ETSI ITS security enve-
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lope’s variants. In each cell, the first figure relates to the number of bytes consumed on the
heap, while the second one gives the number of bytes used on the stack. Both values give the
corresponding peak values during runtime of the measured algorithm. The profile column gives
the number of the security profile as defined in [109]. As described before, the two cases of
an envelope with and without certificate are to be distinguished for security profile number one
(used for CAMs).
profile binary protobuf ASN.1 EXI (optimized)
1 (CAM) w/o cert. 240 / 12168 1784 / 13528 1463 / 19784 61760 / 680
1 (CAM) with PSC 798 / 15800 3819 / 15016 2186 / 20528 63313 / 680
2 (DENM) 798 / 15800 4023 / 15016 2186 / 20528 63553 / 680
3 (generic) 798 / 15800 3865 / 15016 2186 / 20528 63457 / 680
Table 4.5: Encoding performance results for the security envelope. All values are given in bytes.
In regard to the sum of consumed memory (heap plus stack), binary encoding outperforms
all other encoding schemes according to the results from Table 4.5. One should note that the
high amount of consumed memory for the EXI implementation is due to the fact that the used
encoder does not use any kind of a-priori code generation, as it is used for common ASN.1 and
protobuf approaches. Instead the exip library [201] generates the encoding tree on-demand in
memory, which is a highly flexible approach. However, it is targeted for experiments and not
for mass roll out in embedded systems. Hence, practical realizations for VANETs should use
another implementation approach with less demanding runtime and memory requirements.
4.1.3 Data Decoding Performance
Runtime performance of data decoding (i.e., deserialization) is shown in Figure 4.2. Like in
Section 4.1.2, the evaluation methodology from Section 3.4 is used to obtain all given results.
Data decoding is required at the receiver side of a message exchange to obtain the data,
which was encoded by the sender. Typically, the number of received messages greatly exceeds
the number of sent messages in a VANET, due to broadcast communication. Hence, efficient
decoding is even more significant than efficient encoding. This is similar to the relation between
message signing and verification.
In general, the relation between the different encoding schemes in regard to their runtime
performance is similar to the one obtained for encoding performance (Figure 4.2 vs. 4.1). Again,
the binary scheme significantly outperforms the other generic data representation schemes. The
EXI scheme performs worst, but the difference to protobuf is smaller for decoding then for
encoding.
Table 4.6 summarizes the results for memory usage of the different deserialization schemes
for the security envelope. Like in Table 4.5, the first value in each cell relates to peak heap mem-
ory consumption, while the second figure gives the corresponding result for stack utilization. All
values are given in bytes.
For decoding of the security envelope, ASN.1 uses less memory than protobuf. More-
over, EXI exhibits the smallest memory footprint for all security profiles, significantly outper-
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Figure 4.2: Data decoding runtime performances on different processors.
profile binary protobuf ASN.1 EXI
1 (CAM) w/o cert. 872 / 15480 1916 / 19992 1296 / 13016 13375 / 1080
1 (CAM) with PSC 1709 / 19208 3665 / 20632 4255 / 14040 14131 / 1100
2 (DENM) 1773 / 19208 3869 / 20632 4327 / 14040 14195 / 1140
3 (generic) 1717 / 19208 3711 / 20632 4311 / 14040 14198 / 1136
Table 4.6: Decoding performance results for the security envelope. All values are given in bytes.
forming binary and ASN.1 decoding schemes. This clearly shows the dependence of a data
(de-)serialization scheme on the used structure of the message.
Memory usage of EXI decoding is much smaller compared to encoding (see also Table 4.5).
This is because the decoder design of the exip library does not try to build a full message tree
in memory before returning the decoded message to the user. Instead, the approach is more like
the one for simple binary decoding. The data packet is parsed element by element and for each
primitive data type found (e.g., an integer) an a-priori registered callback function (provided
by the user) is called. This usage of a-priori information clearly reduces memory consumption
inside the decoding method.
From the obtained results for the quite different processor technologies, one can conclude
that the achieved results can be used to interpret the behavior of the studied encoding algorithms
56
within embedded systems using medium to high speed processors.
Corresponding results for CAMs and DENMs encoded with ASN.1, protobuf, and EXI can
be found in [38]. It is shown that ASN.1 UPER greatly outperforms protobuf in regard to runtime
and memory requirements for ETSI ITS facility layer data sets within CAMs and DENMs.
4.1.4 Conclusion of Comparison
The used data representation approach is shown to have a significant impact on the overhead
caused by security functionality in an ETSI ITS VANET. The comparison of binary, Google
Protocol Buffers (protobuf), ASN.1 and EXI data representation schemes shows that the data
size optimized EXI scheme provides the shortest size platform independent data representation.
More than 9%, i.e., 10 bytes at least, in size can be save in average for the security envelope, in
comparison to the standardized binary encoding scheme.
The provided evaluation of computational effort from Sections 4.1.2 and 4.1.3 clearly shows
that binary data representation outperforms all of the considered general purpose representa-
tion schemes. Hence, a move from binary data representation towards ASN.1, like considered
in [110] for ETSI ITS, is discouraged. This also holds for WAVE [175, 176], due to very high
similarity of used security envelopes in ETSI ITS and WAVE. Instead, a move towards a data
size optimized EXI variant is recommended. However, a more computationally efficient imple-
mentation than the considered general purpose EXI library is required for mass roll-out.
4.2 Certificate Distribution
The combination of requirements of verifying each received message and only sporadic cer-
tificate emission leads to cryptographic packet loss. This occurs in scenarios in which a node
receives a message while the corresponding certificates are not available. Thus, the message
cannot be verified. Hence, the receiver discards the message, i.e., it is lost.
The usage of a multi-level certificate hierarchy in ETSI ITS and WAVE leads to two distinct
causes of cryptographic packet loss. Either a node’s individual PSC is not available, or the
certificate of a CA within the certificate chain of a PSC is unknown to the receiver. The first case
is looked at in Section 4.2.1, while the second one is studied in Section 4.2.2.
4.2.1 Pseudonym Certificate Distribution
The basic mechanisms of standardized PSC distribution have been introduced in Section 2.2.4.3.
However, prior work has not studied the individual influences of the dedicated sub-mechanisms
of the overall PSC dissemination algorithm. Moreover, several details of the standardized algo-
rithm show ambiguities, as outlined in the following. Topics covered in this section are partly
covered by prior work of the author in [32]3.
3Contribution of co-authors mainly relates to implementation of considered traffic scenarios and parts of the
considered set of PSC distribution mechanisms within the simulation environment. The main contribution is from
the author of this work.
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In general, the standardized PSC distribution algorithm can be separated into three distinct
sub-mechanisms, which are
1. neighborhood aware PSC emission, which can be regarded as an implicit request scheme,
i.e., each message serves as an implicit request to respond with including a PSC in case
the sender is found to be a new neighbor. Two variants of this mechanism can be used,
which are
(a) an unsecured variant, which detects a new neighbor also based on unverified mes-
sages not including a PSC, and
(b) a secured variant detecting a new neighbor only based on a message, which could be
verified, i.e., it included all certificates required for its validation.
ETSI ITS and WAVE standards use variant no. 1a [125, 176].
2. Explicit requests are used via an optional and variable length list of requested certificates.
This list is included on-demand in the security envelope. The maximum number of entries
is limited to six in both ETSI ITS and WAVE [125, 176]. Requests for both PSCs and
AACs may be present. However, there is hardly any comment on how to manage this list
within the standards and prior work has also not looked at this aspect in detail. The main
question is how to remove entries from the list. This problem can be separated into two
main aspects as follows.
(a) How to handle situations in which more unknown PSCs should be requested than
there are free entries in the list? One can either
i. drop new entries in case the list is full,
ii. buffer new entries in a second, longer list and keep existing entries, or
iii. maintain the list in a first in first out (FIFO) manner, i.e., a new entry replaces
the oldest one.
(b) How often should a request be sent? Including the choices of
i. including a request only once (remove after sending), or
ii. repeating a request. Multiple possibilities exist for this strategy including
A. repeating until the request gets answered, or
B. repeating for a fixed time (remove by timeout), or
C. repeating for a fixed number of requests, or
D. a combination of no. 2(b)iiB and 2(b)iiC.
Strategy no. 2(b)iiA is not recommended in VANETs, because of typically high
node mobility and limited communication ranges. This leads to situations in which
only a single packet is exchanged between two nodes. Such situations can lead to an
unlimited repetition of explicit requests, which causes pure overhead.
3. Cyclic PSC distribution includes a PSC after a timeout elapsed, e.g., after the PSC has not
been included during the last second by some other mechanism [125].
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To evaluate the different possibilities to create a standard conforming PSC distribution strat-
egy, a freeway and an urban roundabout scenario are considered. For details about these sce-
narios see Section 3.2. In both scenarios all of the following PSC dissemination strategies are
considered. These include,
1. ETSI ITS based PSC emission (see also Section 2.2.4.3) with repeated explicit requests,
2. no. 1 without repeated explicit requests, i.e., onetime requests,
3. no. 1 without unsecured implicit requests,
4. no. 2 without unsecured implicit requests,
5. no. 1 without any implicit requests,
6. no. 2 without any implicit requests,
7. no. 3 without any explicit requests, i.e., only secured implicit requests.
The above given numbering scheme is used to refer to the individual strategies in the remainder
of this section.
Approach no. 7 is the only sporadic PSC emission scheme, which does not require to make
use of any data set from a message whose digital signature cannot be checked, due to unavail-
ability of the sender’s PSC. Thus, an attacker without access to valid ITS credentials cannot
influence this PSC dissemination scheme. In contrast, this is possible for proposals no. 1 to 6.
The DOS style attack on PSC dissemination from Section 5.1.1 misuses this property.
The core aim of implicit and explicit PSC request schemes is to minimize cryptographic
packet loss by enabling fast mutual authentication between new neighbors. Hence, an evalua-
tion considering the extend of cryptographic packet loss in two different traffic scenarios under
presence of PSC request schemes no. 1 to 7 is provided in the following.
Evaluation results for the freeway scenario (see also Section 3.2) are illustrated in Figure 4.3.
The displayed values clearly show that approach no. 1 outperforms its counterparts, as it yields
the lowest message discarding rate, i.e., cryptographic packet loss, for all traffic densities. The
provided error bars in Figure 4.3 represent the standard deviation, as calculated from collected
measurement values. Lower values of the node interval lead to increased traffic density. Hence,
the traffic density increases in Figure 4.3 from the left to the right.
One can clearly see an increase in the message discarding ratio caused by disabling the un-
secured implicit PSC request mechanism (no. 3 vs. no. 1 and no. 4 vs. no. 2). Completely
disabling implicit requests further decreases system performance, as exhibited by results for
no. 5 vs. no. 3 and no. 6 vs. no. 4. The only scheme which is able to completely avoid crypto-
graphic packet loss by design is an always include strategy. However, the channel load caused
by that strategy has been found to be much to high in prior work, see e.g., [133, 135]. Schemes
no. 1 to 7 are found to not show a statistically significant difference in regard to caused channel
load. Hence, no details about this metric are given here.
Measurement results for the roundabout scenario (see also Section 3.2) are given in
Figure 4.4. In general, results for the roundabout scenario are pretty similar to the ones of the
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Figure 4.3: Cryptographic packet loss in the freeway scenario.
freeway scenario discussed before. However, one can see from the comparison of both scenarios
that the much lower traffic density also leads to a significant decrease in the number of discarded
messages per second.
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Figure 4.4: Cryptographic packet loss in a roundabout scenario.
All obtained results show that strategy no. 7 leads to the worst system performance in com-
parison to the other considered approaches. Thus, found results show a significant dependence
of effective PSC dissemination on using unverified information, i.e., unsecured requests. Hence,
disabling this mechanisms to guard the system from attacks leads to significant system perfor-
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mance degradation in ordinary (i.e., non attacked) use cases.
Moreover, the evaluation results show that strategy no. 1 leads to the lowest amount of found
cryptographic packet loss. Furthermore, small standard deviations of measured values illustrate
well dependability of the mechanism. Hence, usage of a combination of unsecured implicit and
repeated explicit PSC requests is recommend for ETSI ITS.
4.2.2 Certificate Chain Distribution
Since version 1.2.1 of the ETSI ITS standard for the security envelope, on-demand exchange of
certificate chains between nodes is supported [109,125]. WAVE uses a similar mechanism [176].
The basic mechanisms of AAC requests are introduced in Section 2.2.4.3. Prior work has not
studied the efficiency of the standardized AAC dissemination mechanism in detail. Thus, such
an evaluation is provided in the following. The topic is also covered by prior work of the author
in [39, 41]4.
The used traffic scenario for all simulations is the freeway scenario, which is described in-
detail in Section 3.2. Unfortunately, there are no reference scenarios for AAC or certificate chain
distribution in prior work. Moreover, the used core zone concept filters out the initialization (or
edge) effects created by injecting new nodes into the simulation in the freeway scenario. Thus,
we use the following concept to evaluate AAC requests during simulation runs.
Four different cases of AAC requests are considered. These consist of the scenarios that a
requester requests
1. one AAC and all receivers answer the request (worst case),
2. the maximum of six different AACs being answered on average by 61.06 % of all re-
ceivers,
3. the single most common AAC, thus the request is answered on average by 21.31 % of all
receivers, and
4. one randomly picked AAC causing a request, which is answered on average by 8.60 % of
all receivers.
To evaluate cases no. 2 to 4, AACs are distributed according to Original Equipment Manufac-
turer (OEM) sales figures for Germany given in [198]. In doing so, a common AAC for each
OEM’s vehicles is assumed. This leads to the given percentages of nodes, which can be expected
to respond to the different kinds of requests in cases no. 2 to 4. In contrast, different OEMs are
assumed to always use different AACs. In contrast, a common AAC is used for all nodes to
show the impact of case no. 1.
An AAC request increases the average message size of CAMs within a requester’s sur-
rounding by causing an increase of the security envelope’s size by a factor of iAACreq., over the
ordinary CAM security envelope’s size (without a received request). Regarding only cyclic PSC
4Contribution of the co-author is mainly in regard to the methodology of implementing the considered mecha-
nisms within the simulation environment. The main contribution is from the author of this work.
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inclusion into CAMs, an upper bound on the increase can be determined by
iAACreq. ≤ sCAM,PSC+AAC · p+ (1− p) · sCAM
sCAM
. (4.2)
The size of a CAM’s security envelope holding a certificate chain is given by sCAM,PSC+AAC
(= 349 bytes), and the one of an average CAM’s security envelope by sCAM [125]. The share of
nodes reacting to the request is given by p ∈ [0; 1].
An upper bound on iAACreq. can be obtained as follows. sCAM = 105.5 bytes holds for
10 Hz CAM emission frequency and minimal 1 Hz PSC inclusion frequency [119, 125]. Thus,
max (iAACreq.) = 3.32 is an upper bound on the increase in average message size for ETSI
ITS (p = 1). The bound is matched in case of no present implicit or explicit PSC requests in
the VANET. Otherwise, PSC inclusion happens more frequently. Such extra PSC emissions
increase sCAM. Hence, iAACreq. is caused to be smaller than the given bound.
The amount of PSC requests depends on the traffic scenario, as such requests happen when
the surrounding of a node changes. Hence, the experienced value of iAACreq. depends on the
traffic scenario, too.
Table 4.7 gives theoretical bounds as well as simulation results for the CAM size increase
at the position of the requester during a time span of 100 ms after a single request message
got sent. The requester is inserted as an RSU into the simulation at its center using the freeway
scenario from Section 3.2, after the ordinary traffic flow was built up. An interval of five seconds
between successive requests is used to ensure that the individual requests do not influence each
other. An average node interval of three seconds per lane is used to obtain the measured results in
Table 4.7. This leads to an average PSC inclusion interval of about 3.0 Hz and an average request
list size of 2.3 entries. Each entry in the request list is 3 bytes long, and the presence as well
as the length of the list is both encoded with a one byte long data field. Hence, sCAM = 139.4
bytes holds for the measured results.
worst case 6 most common AACs most common AAC average AAC
bound 3.32 2.42 1.49 1.20
measured 2.51 1.92 1.32 1.13
Table 4.7: Security envelope size increase factor after an AAC request.
Results given in Table 4.7 show that even requests for a single AAC causes the average
message size to increase significantly. Moreover, a node having no prior knowledge about other
nodes AACs will request multiple AACs with high probability. Thus, the found increase will be
significant, and happen multiple times, as more than just six AACs can be expected to be used
in practice.
The following section discusses the problem of cross-layer size restrictions and their impact
on the message assembling procedure inside an ETSI ITS protocol stack.
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4.3 Cross-layer Size Restrictions
Within current VANETs’ protocol stacks, assembling of the data sets used by the different proto-
col layers for beacons (i.e., CAMs or BSMs) is independent. This means, the individual protocol
layers do not coordinate the inclusion of optional data sets. Additionally, stateless VANET com-
munication for safety critical use cases does not use message fragmentation [122, 174]. This
combination of features can lead to problems for message transmission on the MAC layer, due
to rigid maximum message size restrictions used to limit the channel load in VANETs. ETSI ITS
uses a limit of 650 bytes, which is part of the always active part of the DCC mechanism [103].
Topics covered within this work is partly covered by prior work of the author given in [44]5.
A common approach from other network protocol stacks is to use significant data size vari-
ations only on the application layer, e.g., IP-based protocol stacks [69]. Moreover, the higher
protocol layers always leave enough spare message size for lower layers to allow them to include
their maximum size data sets. However, this is not the case for current VANETs, as shown in
the following.
Sizes of data sets on the different ETSI ITS layers with standardized data encoding rules are
given in Table 4.8. The shown data size requirements for BTP, GeoNetworking service primi-
tives Single Hop Broadcast (SHB) (used for CAMs), Geo-Broadcast (GBC) (used for DENMs),
and the access layer (Logical Link Control (LLC) and MAC) are constant, at least for a dedi-
cated message type. More GeoNetworking service primitives have been defined, but standard
use cases do not make use of them so far [122]. Hence, they are not given in Table 4.8.
layer protocol minimum size common size maximum size
7 CAM 42 389 428
DENM 41 397 / 607 2681
4 BTP 4 4 4
3 SHB 40 40 40
GBC 56 56 56
sec. CAM 93 218(+20)(with PSC) 340
350(+20)(with PSC + AAC) 570
sec. DENM 229 229 331
sec. generic 229 229 331
2 LLC 8 8 8
MAC 30 30 30
sum CAM 217 689(+20) 850
821(+20) 1080
sum DENM 368 724 / 934 3110
Table 4.8: Data field sizes of protocol layers within ETSI ITS and ITS-G5.
To obtain the given numbers in Table 4.8 standards [103,119,120,122,125] have been used.
Figures in the first column slightly differ to the ones from Table 4.2, as those results refer to
5See also footnote 1.
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[109], i.e., version 1.1.1 of the standard and not version 1.2.1, which is used for Table 4.8.
The results from Table 4.8 clearly show that many messages combined from data sets, which
on their own semantically and syntactically comply to their standards, lead to very high message
lengths. Thus, there is a conflict with the maximum message size of 650 bytes defined within the
ITS-G5 DCC rules (see also Section 2.1.2). Hence, such messages are dropped by any ITS-G5
conforming MAC layer implementation. In Table 4.8 affected messages are marked in boldface.
In case of WAVE, the problem described above for ETSI ITS does not affect transmission
of BSMs. The 802.11p MAC layer packet size limit is not as strict as the one of ITS-G5 [169].
However, the basic mechanisms of message assembly are the same for WAVE and ETSI ITS.
Hence, sending of larger messages within a WAVE protocol stack suffers from the same prob-
lems, as the ones outlined for ETSI ITS above.
Data size requirements from the security envelope as well as from the facility layer are
discussed in detail in the following two sections.
4.3.1 Data Size Requirements Inside the Security Envelope
For the security envelope a large range of data lengths is possible, as shown in Table 4.8.
Thereby, the range starts from 93 bytes (no PSC) and goes up to 350 bytes (with PSC and
AAC, i.e., a certificate chain) for CAMs, even in case only the mandatory data fields are present.
Each one of the given values can be extended by up to 20 bytes, in case the optional so called
certificate request list with up to six entries and 3 bytes per entry is present. This list is not used
for other message types [125].
For DENMs, the size of the security envelope is always 229 bytes at least. For all remaining
message types (security profile generic) 229 bytes are used at least, too. Both security profiles
specify to always include the PSC, but never the AAC [125]. Since version 1.2.1 [125], there
is no more difference in regard to the included data sets between security profiles DENM and
generic. To obtain minimal and common values the mandatory header fields for the security
envelope and the certificate have been used.
Moreover, the ETSI ITS standard (and also its WAVE counterpart [176]) for the security
envelope format allows to include many more optional data fields in a certificate, e.g., extra
validity restrictions [125]. These data sets have been used to obtain the worst case sizes in
Table 4.8. Thereby, two ITS-Service Specific Permissions (SSPs) (for CAM and DENM, 2 · 4
bytes) have been used. Additionally, a location restriction given by a polygonal region (98
bytes) is included. Other location restrictions were found to yield a significantly lower size of
the security envelope.
The obtained results clearly show that the size of the security envelope is highly variable.
This can lead to an excess in overall message size. Consequences of this finding are discussed
in Section 4.3.3, after the discussion of the data size requirements within the facility layer in the
next section.
4.3.2 Data Size Requirements Inside the Facility Layer
For CAMs, the data sizes from Table 4.8 are obtained as follows. A message with 42 bytes holds
only mandatory data, 389 bytes contain mandatory data and a low frequency container, and up
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to 428 bytes are used when all data fields are set in high frequency, low frequency and public
transport container. Please note that the public transport container is only one possible choice
for the special vehicle container. However, we found it to be the most data size consuming one.
The standardized CAM assembly rules specify to include only one optional container, i.e., only
low frequency or public transport container, but this is not enforced by the ASN.1 specification
of CAMs [119].
The biggest share of data length within a CAM is required by the so called path history
field within the low frequency container. It holds 40 2-D positions (GNSS coordinates) with
corresponding confidence values. Current standards do not specify how to fill this data field,
but the C2C-CC’s basic system profile calls for covering the last 200 m to 500 m of traveled
trajectory within this data field [60]. The size of a common size CAM is such high that a
resulting message is always dropped at the MAC layer of ITS-G5. This is discussed in more
detail in Section 4.3.3.
The size of DENMs is even higher in comparison to CAMs. The only exception is the case
of a minimum size DENM. However, usage of this kind of DENM does not make sense in
practice, as it only holds the management container and no usable information about the event
itself.
Two results are given for a common size DENM in Table 4.8. The smaller one is obtained
from a DENM containing a situation and a location container, which are always included to-
gether [120]. Thereby, within the situation container only mandatory fields are present, e.g., no
event history field is included. Moreover, the location container includes only one path history
field. Up to seven path history fields may be contained at once [117].
The second value for a common size DENM is the data size obtained in case the optional
values inside the situation container are used. Summing up the obtained DENM length with
minimum overhead of lower layers shows that the obtained message always exceeds the stan-
dardized packet size limit at the MAC layer. Hence, it will drop all such DENMs, although these
use a syntactically correct and semantically reasonable combination of data fields at the facility
layer.
For the worst size DENM, all possible data fields have been used. One can see from Table 4.8
that this leads to an excess in message size. MAC and network layer maximum payload limits
are greatly exceeded. Hence, such a message is dropped by these layers.
The obtained results show that inclusion of long position sequences in CAMs and DENMs
causes massive conflicts between required message size and payload size restrictions. Thus, sig-
nificant limitations of the length of these data fields are required to allow a standard conforming
dissemination of CAMs and DENMs.
4.3.3 Cross-layer Data Size Conflicts
The obtained worst case size of the security envelope for CAMs shows a design weaknesses
of the protocol stack. With a 570 bytes long security envelope, it is not even possible to send
a BTP packet without any further payload. The sum of all protocol layers’ overheads already
exceeds the maximum packet size of the MAC layer. A main contributor is the polygonal region
validity restriction of certificates, which holds 12 GNSS positions, with four bytes each (see also
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Section 4.3.1). Hence, this kind of validity restriction should be removed, as its usage renders the
remaining system useless, unless the accepted maximum packet size is significantly increased.
Layer two to four overhead for CAMs commonly sums up to either 175 bytes without in-
cluded PSC, 299 bytes in case of an included PSC and even 431 bytes in case of a contained
certificate chain (see Table 4.8). However, in case of a CAM with present low frequency con-
tainer, the facility layer leaves only 261 bytes to lower layers. This only works out in case the
security entity does not include any certificate. Currently, certificate inclusion is not done in a
data length aware manner [125]. Therefore, violation of the message length limit, which leads
to discarding of messages at the MAC layer, can occur.
In case of a low CAM generation rate of fCAM = 1 Hz, all the mentioned optional data
fields (CAM’s low frequency container and PSC) are always present in each message [119,125].
The timeout interval to include the low frequency container is 500 ms [119]. This can lead to
a situation in which the affected node cannot transmit any CAM, as these are all dropped at its
access layer. Hence, this has to be regarded as a severe design weakness of the current ETSI ITS
protocol stack. The CAM discarding rate dCAM for fCAM > 1 can be calculate by
dCAM =
fcert
fCAM
+
fcert
fCAM
· fcert − 1 Hz
fCAM − 1 Hz +
(
1− fcert
fCAM
)
· fcert
fCAM − 1 Hz · 1 Hz. (4.3)
fcert gives the PSC inclusion frequency. Please note that due to the used PSC piggybacking
strategy fCAM ≥ fcert holds. Furthermore, it is assumed that inclusion of low frequency con-
tainer is statistically independent from inclusion of the PSC. This is reasonable, as within ETSI
ITS there is no coupling between the inclusion rules for both data sets.
The minimum inclusion frequency of PSCs min (fcert) = 1 Hz leads to min (dCAM ). Cor-
responding values are given in Table 4.9. For an exemplary PSC emission rate of fcert = 3 Hz
(obtained from the freeway scenario described in Section 3.2), values for dCAM are also given
in Table 4.9.
fCAM in Hz 10 9 8 7 6 5 4 3 2 1
min (dCAM ) in Hz 15
2
9
1
4
2
7
1
3
2
5
1
2
2
3 1 1
min (dCAM ) in % 2 2.5 3.1 4.1 5.6 8 12.5 22.2 50 100
dCAM in Hz (fcert = 3 Hz) 35
2
3
3
4
6
7 1 1.2 1.5 2 2 1
dCAM in % (fcert = 3 Hz) 6 7.4 9.4 12.2 16.7 24 37.5 66.7 100 100
Table 4.9: Average share of CAMs discarded due to a maximum packet size violations at the
access layer.
Under presence of an attacker who wants to perform a DOS attack the situation is even
worse. Rapid certificate (chain) inclusion in (almost) every CAM can be caused, as explained in
detail in Section 5.1.1 and 5.1.2. Hence, a node can be banned from sending any CAM in case it
is attacked and subject to the above described internal message discarding. This clearly makes
the attacker achieve his goal of performing a DOS attack.
Protocol stack behavior in both cases, with and without presence of an attack, clearly shows
that the message assembling approach, which has been used so far, needs to be improved. Hence,
an alternative is suggested in Section 4.3.4.
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Moreover, the found cross layer data size issues questions the usability of a PSC omission
approach, like the one suggested in [133,135]. Such kind of PSC dissemination strategy tries to
achieve fcert = fCAM and only omits PSC emissions in case the channel load is found to be too
high. However, this leads to a massive amount of messages getting dropped due to maximum
size violations at the MAC layer.
Basically, three different possibilities exist to overcome the found message length problem
without changing the sporadically included content itself. Theses are
1. to increase the maximum allowed message size at the access layer by either
(a) increasing the maximum air time Tair (see [103]) of a single packet, or
(b) increasing the fixed transmission data rate of the control channel at the physical
layer, or
2. to use packet fragmentation, e.g., at the network layer,
3. to coordinate inclusion of sporadically included large data sets between different protocol
layers to efficiently share message content resources.
Approaches 1a and 1b would significantly change the characteristics of the VANET’s wireless
channel. With increased Tair both the probability of packet collisions and the channel load cre-
ated by a transmitted packet increase. Moreover, increasing the transmit data rate on the physical
layer makes the system less robust against common challenges of wireless communication, e.g.,
signal distortion. Hence, both approaches can be expected to significantly reduce the average
communication range of nodes. Therefore, such kinds of approaches are not recommend.
Packet fragmentation support for VANETs is studied in [62] assuming package reception is
acknowledged by receivers. However, this is not the case in broadcast mode of ETSI ITS and
WAVE approaches. [158] studies the trade off between large packets with no or low amount of
fragmentation and many short packets, as a result of massive fragmentation. Thereby, it is found
that optimal packet length depends on traffic conditions, and should be smaller than 1000 bytes
for typical traffic densities. Hence, massively increasing Tair seems infeasible to overcome the
found packet size issue. Moreover, the influence of fragmentation on delays for data distribution,
which influences the cooperative awareness quality of nodes, has not been looked at. However,
increasing the number of packet transmissions by fragmentation will increase the channel load
on the highly bandwidth restricted single control channel, due to significant protocol overhead
contained in each packet. One can assume that the problems encountered in case of fragmenta-
tion support show similarities to the ones shown in the case of IP-based communication [187].
Therefore, inclusion of fragmentation support into VANET approaches seems unlikely in the
near future.
Instead, a cross-layer content aware message assembling strategy, as suggested in no. 3, is
recommended. Hence, such a strategy is introduced in Section 4.3.4.
4.3.4 Cross-layer Size Aware Packet Assembly
To enable message assembly, which takes into account cross-layer data size requirements,
knowledge about message size limitations and the minimum data size requirement from each
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layer has to be available to all higher layers. Thus, the management entity (see Figure 2.2)
should collect the requirements from the individual layers and disseminate it to all of them.
Thereby, the available message size is to be obtained from the access layer chosen by the net-
work layer. In a hybrid communication scenario, the dissemination technology can be chosen for
each message individually. Thus, the available maximum message size may also vary between
packets.
Awareness about the individual layers’ needs for inclusion of variable length data sets
throughout the protocol stack is required to overcome the found problems. Hence, each layer
has to provide information about the minimum size of data it has to include in a dedicated mes-
sage (mmessage typelayer ). However, this limit may vary between packets. To keep the individual
layers clearly separated, this information should be available through the cross-layer manage-
ment entity. For example, it should provide the facility layer’s CABS with information about
the minimum data size requirement from lower layers for the next CAM to be sent. The facility
layer only needs to know about this summed up value. Hence, the individual composition of the
reserved data size can and should be abstracted by the management entity.
Within ETSI ITS and WAVE the minimum data size required by a protocol layer only de-
pends on the message type, e.g., GeoNetworking uses seven different but fixed formats/sizes of
the extended header [122]. Fortunately, no cross-layer dependencies between presence of op-
tional fields on the different layers exists. For example, the PSC gets included independently
from the presence of optional containers in a CAM. Hence, once generation of a new message
has been triggered, which typically happens at the facility layer, the management entity can
gain knowledge about lower layers’ message part consumption requirements just based on the
message type. One should note that this may not hold for other protocol stacks, which would
significantly increase the effort of determining lower layers’ requirements.
Two different approaches to the content and length aware message assembling problem are
discussed in the following. The first one is a simple top down approach (Section 4.3.4.1), while
the second proposal uses bottom up reservation of packets’ parts (Section 4.3.4.2).
4.3.4.1 Strict Top Down Approach
A straight forward approach is to just have each protocol layer take its share of a packet’s max-
imum size without taking variable length of lower layers into account. Thereby, each layer has
to make sure that the remaining unused share of the packet is at least long enough to hold the
minimum length data fields of lower protocol layers. Thus, lower level entities have to cope with
the unused packet’s part left over by higher level entities.
However, this approach faces a major drawback. It can lead to starvation of lower protocol
layers. In case higher layers always leave just the minimum required message share to lower
layers, these lower layers can never include their required, sporadically included data sets. Thus,
distribution of extra (meta) data is not possible, even in case it would be required to support
further communication.
Regarding ETSI ITS, this approach leads to the following scenario. A CAM generation
frequency of 1 or 2 Hz always leads to inclusion of the optional low frequency container in
every CAM [120]. Hence, the security entity will never be able to include a certificate (chain),
and distribution of PSCs and AACs will not work at all. Hence, all messages will be dropped
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by their receivers, due to cryptographic packet loss. Thus, receivers will never achieve aware-
ness of affected other nodes on their facility layer. However, the affected node will be able to
send out messages, in contrast to the case without maximum length awareness being currently
standardized.
Due to the discovered drawback of the simple top down mechanism, another approach using
message part reservation from lower layers at higher layers is discussed in the following.
4.3.4.2 Top Down with Bottom Up Reservation
Basically, the approach proposed in the following works like the one from Section 4.3.4.1. How-
ever, we add the possibility for lower protocol layers to reserve space within messages at higher
layers.
As lower layers, e.g., the network layer, should not be required to know about the existence
of specific higher layers, they should not reserve message parts directly at such higher layers.
Instead, we propose a publisher and subscriber mechanism run by the management entity as
follows. Each layer, except of the highest one, which needs more than its minimum amount of
message share, informs the management entity about its required data length. The management
entity will then inform all subscribers about this kind of request. All layers, which enlarge
the size of a message, have to subscribe at the management entity to be informed about such
announcements.
After having received a data length reservation announcement, the higher level entities
should make sure that they leave the requested spare data size to lower layers. One could try
to introduce some kind of prioritization into that procedure. Thereby, the higher layers could
ignore the reservation requests in some cases. However, this introduces dependencies between
different layers which will be hard to maintain, especially in case of hybrid communication sce-
narios with a common higher layer and multiple lower layers, e.g., at the access layer level.
Hence, such priorization attempts are not considered in the following.
Message Part Allocation Algorithm For the design of the reservation algorithm, one has to
take into regard when functionalities at different layers know which amount of data they are
about to sent in the next message. Thereby, one can differentiate two characteristics, which are
1. on the fly decision, i.e., decision is only made when a new message gets assembled, or
2. asynchronous decision, i.e., decision can be done in advance, e.g., triggered by received
messages.
In case only strategy no. 1 is used, the system will be equal to the one in Section 4.3.4.1. Higher
level entities just use as much as they want to do and lower levels have to cope with the remaining
spared message part.
Therefore, strategy no. 2 should be used whenever possible. This means, that whenever a cri-
teria for including optional data gets fulfilled, e.g., a timeout for including cyclically distributed
data happens, the corresponding required message part gets reserved at higher layers.
One can assume that an entity, which is not able to transmit its optional data in the current
message, will try to do so again in the next one. Additionally, a communication connection is
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typically built in a bottom up nature, i.e., the link has to be maintained at the network layer
level to allow message exchange at higher layers. Thus, a failed message part allocation should
be repeated straight after the message for which the failure to include occurred was sent at the
lowest layer. Thereby, the lowest layer is allowed to perform its reservation first. Thus, the
probability of successful message part allocation will be high, as other entities will have this
possibility later.
To avoid that the asynchronous reservation mechanism blocks the bottom up reservation
mechanism from working, such requests should only be allowed in case no message sending is
currently due at layers below the requester.
The proposed message assembling procedure is illustrated in Figure 4.5 for the case of a
CAM. At tCAM the facility layer’s CABS decides to send a CAM (trig. CAM). It informs
the management entity about its decision to obtain the maximum size of contents, which it can
sent in this CAM. The management entity reacts with requesting the required content sizes
of all lower layers (req. min CAM size). Each layer determines its content size requirement
within the next CAM and reports the result to the management entity (mCAM{tra,net,sec,acc}). Then,
the management entity informs each layer (above the access layer) about the cumulated data
size requirements of the layers below it. Finally, the CAM is generated and each layer adds its
content to it, before it is sent.
After a CAM from an unknown node, i.e., from a new neighbor, is received at tnew (CAM
new node), the security entity decides to send its PSC in the security envelope of the next CAM.
Thus, it requests to allocate the corresponding size within the next CAM at the management
entity (req. mCAMsec ), as shown in the lower part of Figure 4.5.
trig. CAM
transport network accesssecurityfacility
req. min CAM size
CAM new node
management
t
mCAMacc
mCAMsec +m
CAM
acc
mCAMnet +m
CAM
sec +m
CAM
acc
mCAMtra +m
CAM
net +m
CAM
sec +m
CAM
acc
req. mCAMsec
mCAMtra
mCAMnet
mCAMsec
mCAMacc
CAMfac,tra
CAMfac
CAMfac,tra,net,sec
CAMfac,tra,net
tCAM
tnew
Figure 4.5: Cross-layer sequence for CAM assembling.
A typical inclusion sequence of both the low frequency container inside CAMs (facility
layer) and the PSC within corresponding security envelopes (security entity) in case of used
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cross-layer coordination is given in Figure 4.6. Thereby, the intention to include optional data,
i.e., either the low frequency container or the PSC, in the next message is given by a dashed line.
Massive dots show the points in time at which a new CAM gets assembled.
yes
no t in ms
100
low freq. container
pseudonym certificate
yes
no
PSC requested
100
500
500
1000
t in ms
Figure 4.6: Cooperative inclusion of sporadically distributed data sets within CAMs at the facil-
ity layer (upper part) and security envelopes (lower part).
In the example from Figure 4.6, a node starts up at t = 0 ms. The CABS on the facility
layer and the security entity both want to include their optional data in the first CAM. The
facility layer can do so first (t = 100 ms), while the security entity has to wait for the second
generated CAM (t = 200 ms). At t = 600 ms, the CAM contains optional data from the facility
layer again. A message part reservation by the security entity happens at t = 1030 ms, which
delays the inclusion of optional data at the facility layer for one CAM. Thus, the PSC is sent at
t = 1100 ms, while the low frequency container gets disseminated at t = 1200 ms.
Starvation of High Protocol Layers Unfortunately, with the approach from the section be-
fore, starvation of high protocol layers is possible. For example, the CAM’s low frequency
container can only be included with flow.freq = 2 Hz in case fCAM − fcert ≥ flow.freq holds,
i.e., in case there are enough CAMs without an included PSC, hence being able to hold a low
frequency container. Moreover, in case of a present PSC or AAC dissemination attack (see also
Sections 5.1.1 and 5.1.2) CAMs can never include optional containers. Hence, all the informa-
tion from those containers will not be disseminated and applications relying on them will not be
able to work. However, the bottom up reservation approach ensures that all protocol layers up to
a certain level (for ETSI ITS the network layer security entity) will work well. In contrast, this
is not ensured by the proposal from Section 4.3.4.1.
One should note that lower protocol layers can typically work without support from higher
level ones, but this does not hold vice versa. Hence, the approach from this section should be
preferred in comparison to the one from Section 4.3.4.1.
As mentioned above, higher layers could reject message part allocations from lower one to
enforce inclusion of their own data sets. However, we propose to limit data sizes requirements
at lower layers instead.
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The following section studies mutual influence of certificate distribution and pseudonym
change strategies.
4.4 Cross Influence between Certificate Distribution and
Pseudonym Change
Certificate distribution and pseudonym change are two subjects within the VANET domain,
which have been studied extensively in prior work. However, there is a lack of work taking into
regard the mutual influence of both mechanisms. Hence, an in-detail study about such kind of
cross influence is provided in the following. Topics covered in the following are also part of
prior work of the author in [42]6.
Mutual influence of PSC dissemination and pseudonym change, i.e., PSC change, can be
initiated from both sides. Thereby, analysis of current standards [125, 176] shows that
1. pseudonym change always
(a) causes the need to distribute the new PSC of the node, which changed its pseudonym,
and
(b) triggers new node detection at other nodes receiving the new PSC. According to the
standardized certificate distribution algorithms, this causes inclusion of the PSC into
the very next beacon message of every receiver [125,176]. Thus, certificate changes
may undermine the bandwidth saving approaches of developed sporadic certificate
distribution strategies.
2. PSC distribution can cause the detection of an address duplication. [54] suggests to change
the used PSC in case the lower 32 bits of a node’s own certificate ID (i.e., its station ID)
are identical to the ones of a received certificate’s ID (see also Figure 2.4). The certificate
change then again causes influence no. 1.
One should note that PSC distribution strategies not using neighborhood aware PSC emission
are not affected by case no. 1b. One example of such kind of strategy is channel load dependent
PSC omission [133, 135]. However, such strategies have not been considered for usage in ETSI
ITS or WAVE.
The probability of case no. 2 is quite small, due to the quite large size of the station ID. In
contrast, case no. 1 happens regularly during standard operation of a VANET. Moreover, case
no. 2 always causes case no. 1. Thus, our focus is on case no. 1 in the following.
4.4.1 Uncoordinated Pseudonym Change
In case of uncoordinated pseudonym changes, an equal distribution of such changes over time
can be assumed. A node changes its PSC after a timeout, which is defined by a fixed time
span varied by a small random value to avoid synchronization effects enabling node tracking
6Contribution of the co-author mainly relates to providing support during implementation of the considered
schemes within the simulation environment. The main contribution is from the author of this work.
72
[104,154, 205,251]. Without coordination between nodes, there will be steady presence of PSC
changes going on in the VANET. Thereby, the amount of such changes experienced by a single
node depends on the amount of other nodes within its communication range and the PSC change
interval.
The number of PSC changes experienced by a single node within a time interval i between
two successive beacons is denoted by ci. Assuming a fixed beacon frequency f given in Hz (in
WAVE fixed to f = 10 Hz),
ci =
ni,known
t · f (4.4)
holds. t denotes the time interval between PSC changes in seconds, and t gives the average
of t. As it does not make sense to change the pseudonym faster than sending of messages is
performed, t > 1f holds. It is assumed that pseudonym changing times are not synchronized
between nodes, i.e., pseudonym changes are evenly distributed over time. ni gives the number
of nodes within communication range of a node, i.e, those from whom a message is received
within interval i. These nodes consist of two disjoint sets Ni,known and Ni,new, which represent
the nodes whose identities have been known in the past and those who have not been known to
the receiver, respectively. For them
ni = ni,known + ni,new;ni,known = |Ni,known|, ni,new = |Ni,new| (4.5)
holds. The receiver only experiences the pseudonym change of another node in case it knew
about this node before the change happened, i.e., in case it belongs to Ni,known. In contrast,
nodes from Ni,new are always new neighbors for the receiver, independently from whether they
just changed their pseudonym or not.
In practical scenarios, ci is not a fixed value, but changes frequently, as both the communi-
cation range of a node as well as surrounding traffic density vary. Moreover, within ETSI ITS f
can vary between 1 Hz and 10 Hz between nodes and over time.
Figure 4.7 gives an illustration of values for ci, which can be expected in practice. Thereby,
a node density from 1 up to 400 nodes within communication range of a single node is assumed
[279]. Certificate change intervals of 10 s, 30 s and 5 minutes (= 300 s) are considered following
recommendations in [154, 276, 325]. A fixed beacon frequency of f = 10 Hz is assumed, as it
is used in WAVE.
Provided values in Figure 4.7 show that ci significantly increases with shorter pseudonym
change intervals. Thus, the impact of pseudonym change on neighborhood aware PSC distribu-
tion is clearly lower for higher values of t. However, high values of t result in lower levels of
privacy for nodes [276, 325].
Results in Figure 4.7 show that for high node densities, ci ≥ 1 holds. Due to neighborhood
aware PSC distribution, this means that one can expect inclusion of the PSC in (almost) every
emitted beacon message. Multiple newly detected neighbors between sending of two beacons do
not further increase the emission frequency in comparison to a single new neighbor (saturation
effect). Thus, a PSC inclusion frequency, which is almost equal to f , can be expected.
Results from prior work show that much smaller PSC inclusion frequencies have to be used
to achieve required cooperative awareness among nodes [33, 133, 135]. This holds especially
for high density traffic scenarios. The found extra inclusions of PSCs undermine the bandwidth
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Figure 4.7: Number of new nodes expected to be detected only due to pseudonym changes
between two successive beacon emissions (f = 10 Hz).
saving efforts of developed PSC distribution strategies. Too high PSC inclusion frequencies lead
to increased channel load increasing the probability of collisions on the wireless channel. Thus,
the size of the covered communication area is decreased, which limits availability of information
for applications. Hence, such behavior should be avoided.
The outlined VANET behavior is independent from whether a silent period is used after the
pseudonym change or not. However, one should note that the length of the period during which
awareness about the affected node by other nodes is poor is longer than the silent period itself.
After the silent period, the PSC of the node has to be distributed as well to restore awareness.
4.4.2 Mix Zone based Pseudonym Change
The mix zone concept proposes to perform PSC changes within well defined geographical areas,
which realize coordination between nodes for pseudonym changes. The minimum size of a mix
zone depends on the accepted probability of an attacker being able to track a node although it
changed its pseudonym within a mix zone. Thereby, larger mix zones significantly reduce the
success rate of an attacker [251].
Prior work on the placement of mix zones has so far only considered privacy aspects. How-
ever, pseudonym change can significantly limit the capabilities of applications as shown in [205].
To keep such impact as small as possible, the areas affected by pseudonym changes should
be kept as small as possible. A sketch of a mix zone together with the area affected by the
pseudonym changes within the zone is given in Figure 4.8 to illustrate the issue of an addition-
ally affected area around the mix zone itself. A common communication range in the whole
scenario is assumed to determine the given sizes of affected areas.
One can see from Figure 4.8 that the affected area is larger than the mix zone itself. The
core reason for this behavior is that once nodes leave the mix zone, they start to distribute their
individual data sets, e.g., their PSC, anew. Thereby, every node leaving the mix zone is recog-
nized as new a node by all other nodes (nodes within the directly affected area in Figure 4.8).
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directly affected area
indirectly affected area
communication range
2 · communication range
Figure 4.8: Sketch of a mix zone and the area affected by coordinated pseudonym changes.
Due to neighborhood aware PSC distribution, the area close to the border of the fixed mix zone
will steadily experience increased channel load, in comparison to a scenario without a mix zone.
Thus, nodes inside that area close to the mix zone will suffer from increased packet loss ratios
and lowered communication radius (directly and indirectly affected areas in Figure 4.8).
In comparison to the case of uncoordinated PSC change, the VANET is only affected in parts
from the presence of the cross influence of PSC distribution and change strategies. However,
the size of areas with unreliable VANET performance is increased. Thus, methods to limit
the influence of negative impact from PSC change on VANET performance are discussed in
Section 6.5.
4.4.3 Ad-hoc Cooperative Pseudonym Change
During an ad-hoc initiated cooperative pseudonym change procedure, participants which are
geographically close to each other change their PSC simultaneously. The location of the cooper-
ative pseudonym change is found in an ad-hoc manner, in contrast to fixed mix zones. Moreover,
not all nodes in vicinity have to take part. Different approaches on how to select cooperation
partners have been proposed [251].
As for other PSC change techniques, evaluation has so far focused on the level of privacy
obtained from the cooperative strategies. However, from an application’s perspective it is also
important to consider the time until cooperative awareness has recovered after a pseudonym
change. This recovery time relates to a geographical area around the ad-hoc found pseudonym
change area. The size of this extra area of lowered cooperative awareness clearly depends on
communication conditions after message sending starts again at participating nodes. In case of
poor communication conditions, e.g., high channel load, the recovery time will be increased.
Thus, the area of poor cooperative awareness will increase, too.
For cooperative PSC change strategies, the locations of change areas are not fixed. Thus,
the performance impact of PSC change is spread over the whole VANET, similar to the case of
uncoordinated pseudonym changes. This can even increase the need for low recovery times, as
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the performance impact can not be limited to well defined areas, i.e., well placed fixed mix zones.
In case all nodes within a dedicated area take part in the PSC change process, the performance
impact is equal to the one of a mix zone being present in that particular area, i.e., nodes set up
an ad-hoc mix zone.
4.5 Summary about Overhead caused by Security Mechanisms
Several sources of security related overhead have been discussed in prior sections of this chapter.
Moreover, they have been shown to significantly influence overall VANET performance. The
main results of this chapter are,
1. the chosen type of platform independent data representation scheme can significantly in-
fluence the size of messages sent over the wireless channel, and binary XML data encod-
ing provides shortest messages within ETSI ITS data sets,
2. PSC distribution is not fully specified in [125], and the combination of unsecured implicit
and explicit requests with repeated explicit requests provides the best results in regard to
cryptographic packet loss in comparison to more strict schemes,
3. the combination of a strict messages size limitation, lack of fragmentation support and
uncoordinated variable content length on multiple layers leads to frequent violation of
the access layer’s message size limit, which can be overcome using a cross-layer content
coordination scheme,
4. cross influence between pseudonym change and PSC distribution mechanisms threatens
to (partly) disable the channel load reduction mechanism from of PSC emission strategies
by superfluous new neighbor detections.
For more details on the individual topics the reader is referred to corresponding sections
within this chapter. In the following section advanced attacks on VANETs are studied. Some of
the found DOS weaknesses are caused by security related overhead discussed in this chapter. To
overcome some of the weaknesses given above, advanced strategies for certificate handling are
discussed in Chapter 6.
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Chapter 5
Advanced Attacks on VANETs
An overview of attacks on VANETs proposed in prior work is given in Section 2.3. Several new
attacks are suggested and evaluated in the following. These are specific realizations from the
attack classes of
• DOS attacks (Sections 5.1, 5.2 and 5.3),
• de-pseudonymization attack (Section 5.4),
• Sybil attack (Section 5.3), and
• replay attack (Section 5.3).
Especially, the introduction of VoD and usage of GNSS based data sets are found to massively
put security of VANET communication at risk. New requirements on VANET security mecha-
nisms are derived from the found weaknesses, which restore secure and efficient communication
under the presence of identified threats. These requirements are used to improve VANET proto-
cols in later chapters of this work.
5.1 Denial of Service Attacks Misusing Protocol Functionality
The standardized certificate (chain) distribution mechanism of ETSI ITS and WAVE is described
in Section 2.2.4. Two independent DOS style attacks on either PSC or certificate chain distri-
bution are identified and evaluated in the following. At first, the attack on PSC dissemination
based on misusing neighborhood aware PSC emission is discussed in Section 5.1.1. An attack
on the explicit certificate chain emission request approach is introduced in Section 5.1.2. Both
attack proposals assume a local, static, active outsider attacker. To maximize the impact caused
by the attack, the chosen attacker always ignores all DCC rules.
5.1.1 Pseudonym Certificate Distribution
Implicit and explicit requests for PSCs can be carried out without knowledge about valid cre-
dentials. Messages, e.g. CAMs, without an included PSC can cause such requests [125, 176].
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This feature helps to significantly speed up PSC distribution during ordinary VANET operation,
as shown in Section 4.2.1. Topics discussed in the following are partly covered by prior work of
the author in [32]1.
An active attacker can misuse the described PSC request mechanisms to cause bogus PSC
emissions in the following way. The attacker sends out beacon messages with the maximum
frequency used by valid nodes. For ETSI ITS and WAVE this frequency is 10 Hz. In doing so,
the messages do never carry a PSC. Moreover, the hash value identifying the signer’s PSC (i.e.,
the HashedId8 [125]) and the digital signature consist of random data. Due to the missing PSC,
no receiver can check the signature, but will regard the message as an implicit PSC request, i.e.,
a new neighbor gets detected. Thus, all receivers will include their PSC in the next message.
Rapid sending of the bogus request messages can cause receivers to always include their PSCs’
in every message. Hence, the channel load is increased and communication conditions get worse.
The impact of the attack is illustrated in Figure 5.1 using the freeway scenario from
Section 3.2. However, the basic mechanism of the attack is independent of the road topology in
which the attack happens.
attacker
2 · communication radius of attacker
unaffectedunaffected attacked area
additionally affected by attack
≈ 4 · communication radius of attacker
Figure 5.1: Sketch of the impact of the attack on PSC distribution in a freeway scenario.
Within the area having direct communication with the attacker (red area in Figure 5.1), nodes
are affected by the attack in two ways. Firstly, they are caused to frequently send out their PSCs.
Secondly, they suffer from increased channel load caused by themselves and the nodes in their
environment. Nodes being within communication range of vehicles within the attacked area
(blue area in Figure 5.1), only suffer from increased channel load, but do not add to the increased
channel load themselves.
Valid nodes could use blacklisting to avoid responses to rapid requests from the same node.
However, the attacker could just change the used sender identity after each sent message to
circumvent such kind of countermeasures.
To evaluate the attack’s impact on VANETs, the simulation environment from Section 3.3
is used. Results for channel loads experienced within the freeway scenario (see Section 3.2)
in the area around a single static attacker are given in Figure 5.2. The given error bars show
the obtained standard deviation of measured values, and the attacker is placed as illustrated in
Figure 5.1.
1See also footnote 3.
78
 0
 10
 20
 30
 40
 50
 60
 70
0 50 100 150 200 250 300 350 400 450 500 550 600 650
c h
a
n
n
e l
 b
u
s y
 r
a
t i
o
 i
n
 %
distance from attacker [m]
PSC attack, node interval 2s
PSC attack, node interval 9s
no attack, node interval 2s
no attack, node interval 9s
Figure 5.2: Impact of the attack on neighborhood aware PSC distribution.
To obtain the results from Figure 5.2, static, passive RSUs are placed in the area between the
different driving directions of the scenario every 50 m. These nodes are only used to measure
the channel load at their positions.
Results displayed in Figure 5.2 show that the attack is able to significantly increase the chan-
nel load around the attackers location. This holds especially for scenarios with high traffic den-
sity, i.e., with an average node interval of 2 s. Nodes close to the attacker almost share the same
communication area with the attacker. Hence, these nodes are (almost) completely surrounded
by nodes also being attacked. Thus, within their surrounding all nodes always include their PSC.
In contrast, nodes at the edge of the communication area of the attacker receive about 50% of
messages from nodes always including their PSC, while in the remaining messages ordinary
PSC inclusion behavior happens.
Furthermore, the conducted experiments show that one requires to set up attackers at dis-
tances of about 300 m alongside the highway to cause all nodes in the scenario to always include
their PSC. Thereby, the experienced channel load is equally high everywhere in the scenario.
5.1.2 Certificate Chain Distribution
Basic mechanisms for certificate chain distribution are outlined in Section 2.2.4. In contrast
to PSC only distribution, the dissemination of certificate chains, i.e., an array of at least two
certificates, uses only explicit requests [125]. However, both request schemes share the property
that unauthenticated requests are permitted.
An active attacker issuing bogus certificate chain requests can massively increase the size of
receivers messages. Within ETSI ITS two certificates (PSC and AAC) are included in the next
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CAM after such a request got received [125]. However, the limited number of entries in the
so-called certificate request list limits the amount of certificates, which an attacker can request
in a single message. In current standards the maximum number of entries is six [125, 176]. The
limited amount of certificates, which can be requested by a single message from the attacker,
also limits the amount of receivers responding to the bogus request. However, the amount of
different AACs can be expected to be low, e.g., one per OEM. Thus, many nodes share the same
AAC. Moreover, the attacker can monitor the distribution of used AACs in his surrounding, by
inspecting the PSCs of valid nodes. This allows him to always request the AACs being used at
most within his sphere of influence. Thereby, the attacker maximizes the amount of responders,
which also maximizes the caused channel load increase.
The attacker has two possibilities to cause emission of certificate chains by valid nodes. He
can either
1. send out AAC requests himself (so called direct attack), which are part of beacon mes-
sages holding no PSC. All receivers using a requested AAC will respond with including
their certificate chain. Alternatively, an attacker can
2. send out beacon messages holding a malicious PSC (so called indirect attack). This PSC
identifies its issuing CA by a well chosen value in the signer ID field, which is different
from all IDs of valid AACs. Thus, receivers will not know about the AAC and will trans-
mit an AAC request themselves. However, the attacker chooses the ID in a way that its
shortened version, which is used for the AAC requests by valid nodes [125], is equal to
the one of a valid AAC, i.e., the attacker creates an address collision of the shortened IDs.
Hence, the attacked valid nodes are caused to send requests for AACs being really present
in the network. Therefore, all nodes using the requested AACs respond by emitting their
certificate chain.
For the direct attack (case no. 1), the attacker can cause sending of six different certificate chains
by a single malicious message. In contrast, the indirect attack (case no. 2) requires to send a
dedicated message for each certificate chain.
To create the required AACs IDs for the indirect attack, the attacker just takes the shortened
IDs of valid AACs and enlarges them by some random value with appropriate size. Rapid
changing of the used fake AAC IDs helps the attacker to avoid blacklisting of its messages by
valid nodes.
5.1.2.1 Evaluation
To evaluate the impact of the attack outlined above, the simulation environment described in
Section 3.3 is parametrized with an AAC distribution following the OEMs’ market shares within
Germany from [198]. For all experiments the freeway scenario from Section 3.2 is used and the
attacker is placed as shown in Figure 5.1. The error bars in all shown figures represent the
standard deviation. The attacker tries to realize the DOS attack on nodes by increasing the
channel load such far that data exchange between nodes becomes highly unreliable. Hence, the
focus of this evaluation is on the channel load under presence of the attacks outlined above.
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Results for the channel load in case of a direct DOS attack on AAC distribution are given in
Figure 5.3. To obtain the given results, the attacker is placed like illustrated in Figure 5.5.
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Figure 5.3: Impact of the direct DOS attack on AAC distribution.
Obtained results clearly show, that an active attacker can cause valid nodes to significantly
increase the channel load. The effect is stronger for a higher traffic density. This is the expected
behavior, as the single station attacker targets more nodes at the same time. Hence, more nodes
take part in sending superfluous data to the single wireless channel.
Furthermore, even in case the attacker can only attack vehicles with the six most common
AACs in his surrounding the impact is still significant. One can see that in case of an average
node interval of 2 s, the CHBR is increased above the level of 40%. According to parameters
from [103], this means that DCC is put into state RESTRICTIVE, while it is in state ACTIVE
below this threshold. Hence, the CAM generation interval is restricted by the attack [119].
The geographical distribution of the impact of the direct attack is similar to the one of the
PSC distribution attack from Section 5.1.1 illustrated in Figure 5.1. However, the channel load
increase is much higher for the AAC distribution attack in comparison to the PSC distribution
attack. This is caused by forced inclusion the entire certificate chain instead of only the PSC.
Evaluation results for the indirect attack are provided in Figure 5.4. The used attacker is
positioned as shown in Figure 5.5. One can see from the comparison of Figures 5.3 and 5.4
that the extension of the attacked area, which is described above, actually happens. Moreover,
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in contrast to the direct attack there is a significant area around the attacker in which an almost
continuously very high level of channel load can be maintained by the attacker. The size of this
area corresponds to the communication area of the attacker.
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Figure 5.4: Impact of the indirect DOS attack on AAC distribution.
Outside the communication area of the attacker, the channel load decreases alongside with
increasing distance to the border of that zone. This behavior is equal to the one shown in case of
the direct attack starting directly at the location of the attacker. This shows that the valid nodes
targeted by the indirect attack behave very similar to the attacker in case of the direct attack, i.e.,
they become involuntary co-attackers. The channel load increase disappears at about three times
the communication range of the attacker.
The impact of the indirect attack on VANET channel load is also illustrated in Figure 5.5.
All nodes within direct communication range of the attacker (dark red zone) transmit their cer-
tificate chain rapidly, but are additionally surrounded by other nodes showing that behavior, too.
Moreover, these nodes rapidly send out AAC requests. Those requests are received within the
dark red zone itself as well as within the neighboring red zone.
Moreover, there are nodes, which receive the caused AAC requests, but do not receive the
malicious messages from the attacker (red zone without dark red zone in Figure 5.5). Hence,
theses nodes transmit their certificate chain rapidly, but do not issue malicious AAC requests on
their own. They receive messages from the dark red zone frequently holding a certificate chain,
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2 · communication radius of attacker
Figure 5.5: Areas around an attacker affected by the indirect attack on certificate chain dissemi-
nation.
but also from the blue zone (without the red zone). Furthermore, there are additionally affected
nodes (blue zone without red zone), which do not add to the channel load increase themselves,
but suffer from the increase caused by other nodes within the red zone.
5.1.2.2 Countermeasure
An effective countermeasure to the described attack would be to use a common AAC for all
nodes. Thus, there would not be a requirement to distribute AACs on demand between nodes.
Additionally, a common AAC would also help to improve privacy of nodes, as outlined in
Section 5.4.
Another approach for significantly limiting the impact of the found attack is to limit the num-
ber of AAC deliveries, which follow an AAC request. Such behavior would also be beneficial
for ordinary AAC distribution, by minimizing its impact on remaining VANET communication
(see also Section 4.2.2). Thus, mechanisms allowing to limit the number of responses to an AAC
request are studied in detail in Section 6.3.
5.2 Attacks on Verify-on-Demand Schemes
An introduction to the concept of VoD is given in Section 2.2.4.6. A set of attacks on VoD using
VANET implementations is given in the following. These attacks have not been discovered in
related work, except of prior work of the author in [40]2. They assume a local static outsider
attacker.
2Contribution of the co-author is mainly related to dedicated network and facility layer topics. Discussion of cross
layer issues was done in close cooperation of both authors. Overall, the main contribution is from the author of this
work, especially in regard to the proposed attacks.
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5.2.1 Denial of Service Attacks by Misuse of GeoNetworking Features
VoD is based on the assumption that verified data is only required by applications. However,
this only holds in case lower layers of the protocol stack act in a totally stateless manner, like in
WAVE. This is not the case within ETSI ITS, as the network layer keeps a neighborhood table
to provide the feature of message forwarding, i.e., multi-hop communication support. This leads
to the two security vulnerabilities given in Sections 5.2.1.1 and 5.2.1.2.
5.2.1.1 Neighborhood Table Poisoning
The neighborhood table on the network layer is updated with each received message. In case
messages are not verified before the update is performed, an attacker can poison the neighbor-
hood table by
• adding extra bogus entries, and/or
• causing bogus updates of existing (valid) entries.
Incorrect entries in the neighborhood table can cause incorrect forwarding of messages (i.e.,
failure to forward or superfluous forwarding). With the used CBF method for forwarding in
ETSI ITS, an attacker could fake the position of a multi-hop message’s sender in a way to make
valid forwarder candidates not forward the message. Thus, the attacker can perform a DOS
attack on multi-hop communication.
Multiple countermeasures to the found weakness can be thought of including
• verification of all messages before the neighborhood table update happens. However, this
completely disables VoD, as every received message gets verified.
• Instead of replacing entries in the neighborhood table, one could keep prior entries, too.
Old entries are only removed after a later update got verified by another mechanism. How-
ever, this significantly increases memory requirements, due to an expected low number of
verifications.
• One could only store entries in the neighborhood table after the corresponding message
got verified. However, low numbers of verifications will cause neighborhood tables to
be (very) sparse. Thus, it can be expected that routing will significantly suffer from this
approach.
The found disadvantages of countermeasures together with the impact of the attack itself lead to
the conclusion that the combination of approaches requiring neighborhood table keeping with
VoD is not recommended.
5.2.1.2 Denial of Service Attack by bogus Multi-Hop Messages
ETSI ITS standard [122] requires a received multi-hop message to be verified in case the receiver
is about to forward the message. This is done in order to prevent an attacker from flooding
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the VANET with bogus messages and creating harmful channel load in a large area, as the
dissemination area of a multi-hop message is not limited in general.
[54] suggests to limit the size of dissemination areas to several kilometers, but this still mas-
sively exceeds the communication range of the attacker. Hence, unverified message forwarding
would still significantly increase message injection capabilities of attackers.
The used forwarding strategy in ETSI ITS is CBF. Thus, forwarder selection is done in
a decentralized manner. A node considers itself a forwarder candidate in case it can achieve
progress towards the destination. This decision is done by comparison of the own position
and the position of the sender, which is obtained by a look-up in the neighborhood table based
on the sender’s MAC address. Afterwards, the timeout for sending is started, as described in
Section 2.1.2.
To ensure that targeted nodes consider themselves forwarder candidates, the attacker hijacks
a valid identity of a node present in the VANET. He can easily obtain such identities from
receiving valid CAMs. An example for such an attack is given in Figure 5.6. In the given
example, the attacker sends out two bogus messages. One is claimed to originate from node A
and one from node B. Node C is caused to trigger verification of both bogus messages, while the
remaining nodes only consider themselves forwarder candidates for one bogus message (either
claimed from node A or B).
forwarder area
sender identity of node B
targeted with hijacked targeted with hijacked
sender identity of node A
attacker forwarder area disemmination area
from node A
for message claimed
disemmination area
for message claimed
from node B
node A
node Bnode C
Figure 5.6: Example for DOS attack on VoD by bogus multi-hop messages.
Two possibilities exist for when to trigger verification of the to be forwarded message. Either
verification is triggered when the timeout is started or after the timeout has elapsed. The first
variant provides the advantage of parallel usage of the timeout time for verification and forwarder
selection. However, this strategy causes all nodes which consider itself forwarder candidates to
verify the to be forwarded (bogus or valid) message.
The core advantage of CBF over sender based forwarder selection is to use up to date infor-
mation about the current distribution of nodes in the network. Thus, the length of the timeout
interval before message forwarding is selected to be small [141]. The verification delay would
increase that delay after the sending timeout has already elapsed. Thus, during verification the
knowledge used for forwarder selection will become somewhat out of date. Hence, verification
should be fast, which is somehow in contrast to the aim of VoD targeting to reduce perfor-
mance requirements for verifications. Moreover, this strategy cannot avoid verification of bogus
messages at all forwarder candidates. The attacker cannot correctly sign the message, which
causes the verification to fail. Thus, the messages never gets forwarded. Hence, the timeout at
all forwarder candidates will elapse (without being canceled) causing message forwarding, i.e.,
verification.
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However, there is an advantage for the case of valid messages. During the time for verifica-
tion, the sender timeouts of additional nodes may elapse. This still causes message verification
at multiple nodes. However, as long as the verification delay is smaller then the maximum time-
out interval there is the chance to spare verifications at nodes, which are not going to forward the
message at first. Therefore, verification after the CBF timeout time is recommended for nodes
providing significantly fast signature verification.
The outlined attack can be easily targeted to a single node in case sender based forwarder
selection is used. Thereby, the attacker can explicitly select the targeted node as the forwarder.
However, an attacker has to target every node individually, while attacking all nodes at once is
possible for the case of CBF-based forwarding.
In case the verification capabilities of a node are highly limited, an attacker can exceed such
capabilities by just sending more multi-hop messages to a node then can be verified. Thus, veri-
fication of all kinds of messages is (massively) delayed and if storage capabilities of correspond-
ing buffers are overwhelmed affected messages will have to be dropped. Hence, such messages
cannot be used leading to failure to forward or unavailability of information for ADAS. This
clearly makes the attacker achieve his aim of performing a DOS attack, not only on multi-hop
communication, but on the whole VANET input of affected nodes.
One way to avoid the outlined attack is to be able to verify all incoming messages. However,
this contradicts the VoD aim of limiting the performance requirement for message verification.
An alternative countermeasure is to use prioritization of verifications. Thereby, one can only
perform them for to be forwarded messages in case the single hop messages leave enough spare
verification capacity. While this would allow an attacker to perform a DOS attack on the multi-
hop part of communication, single hop communication (like dissemination of CAMs) still works
under presence of the attack somehow limiting its impact.
5.2.2 Denial of Service Attack by bogus Triggering of Applications
VoD triggers verification of VANET messages in case these would be used by ADAS to perform
a safety critical operation, e.g., to display a warning message to the driver. From the definition
of ADAS, e.g., in [111,112], an attacker can easily determine the condition a bogus message has
to fulfill to be regarded as relevant by an ADAS. Straight forward examples include all kinds of
road hazard warnings (like icy road warning), which are taken into regard by any node within
the relevance area of the warning. The attacker can freely chose this warning area, to attack as
many nodes as he wants to attack.
The impact of the attack is similar to the one of the attack on message forwarding outlined in
Section 5.2.1. In case too many bogus messages have to be verified, proper verification of valid
messages is at risk. This clearly limits the data quality available for ADAS. In case the attacker
can send enough bogus messages to avoid verification of valid messages at all, he achieves a full
scale DOS attack.
The only way to avoid dropping of valid messages’ verifications is to be able to verify all
received messages. However, this contradicts the aim of VoD, which is to limit the required
verification performance. This shows that one can either choose to use VoD at the cost of lim-
ited system robustness, or to use a verify-all scheme to successfully avoid the outlined DOS
weaknesses.
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5.2.3 Attacks on Complex Data Processing on Higher Protocol Layers
A general method for keeping a system secure is to keep the interface(s), which are exposed to
an attacker, as small as possible. For the case of VANETs, prior work has argued in favor of a
change of the security envelope’s format, to avoid parsing of its content before signature verifi-
cation takes place [237]. A verify-all scheme only exposes low level data processing interfaces
up to the network layer security entity.
In contrast, the VoD concept suggests to parse the whole message on all protocol layers,
before deciding on whether to verity the message at all [199]. Thus, the surface for an attack on
data parsing and usage is significantly increased by VoD in comparison to a verify-all scheme.
Within ETSI ITS the data sets on several protocol layers use more complex data encoding
schemes in comparison to WAVE, for which VoD was initially proposed. ETSI ITS protocol
layers above the MAC layer use variable length data sets and deeply nested data types [119,122,
125]. On the facility layer ASN.1 encoding, e.g., in the UPER variant for CAM and DENM, is
used. Parsing of data encoded with such complex schemes requires complex implementations,
which leads to a high risk of security problems. Even for very simple ASN.1 schemes, like the
BER variant, many security problems have been found in implementations in the past [55, 70,
172, 173, 227, 323], e.g., the BERserk vulnerability [172, 173].
Therefore, the effort for secure implementation of all data processing units within a node
handling received data is significantly increased by using VoD in comparison to a verify-all
scheme. This finding puts the VoD concept into question from a system design perspective.
Overall, the found weaknesses of VoD lead to the conclusion that usage of this verification
scheme is not recommended for usage within ETSI ITS. Instead, a verify-all scheme should be
applied.
5.3 GNSS Spoofing based Attacks on VANETs
GNSS spoofing attacks are a well known problem, especially for GPS, as outlined in
Section 2.5.2. However, there is a lack of prior work dedicated to an analysis of GNSS spoofing
targeting VANETs. This holds especially for the case of manipulated time information within the
GNSS signal. As outlined in Sections 2.1.1 and 2.2.1, knowledge of accurate and reliable time
and position information is fundamental to achieve a secure VANET system. VANET require-
ments for time synchronization are rather strict, e.g., a maximum deviation from the reference
time of 20 ms is specified in [54].
The general outline and impact of the proposed attack on GNSS input of VANETs is given
in Section 5.3.1. Countermeasures to the found security problems are discussed in Section 5.3.2.
An experimental evaluation of the proposed attack applied to a commercial state of the art OBU
is provided in Section 5.3.3. Topics covered in this section are partly covered by prior work of
the author in [29, 37]3.
3Contribution of co-authors mainly relates to dedicated GNSS topics as well as to the design and carrying out of
the experimental evaluation of the proposed attacks. The main contribution is from the author of this work, especially
in regard to the found attack weaknesses and suggested countermeasures.
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5.3.1 General Attack Outline
We consider two different attacker models. These are a
1. simple attacker, who is an active, local, outsider attacker. This attacker has no physical
control over the attacked node(s), i.e., he can only carry out the attack over the air, and an
2. advanced attacker, who is an active, local, insider attacker. The advanced attacker has full
control over a valid node being used to attack other nodes. This means especially, that
he can manipulate in-vehicle information and switch the vehicle on and off. However,
the assumed advanced attacker cannot access the sensitive key material inside the OBU
directly, i.e., he cannot circumvent the protection mechanisms of the Hardware Security
Module (HSM) holding the sensitive cryptographic material, e.g., private keys for PSCs.
In both cases, the attacker can send GNSS signals to the attacked node containing arbitrary time
and location information. As outlined in Section 2.1.2, time and location information inside a
VANET protocol stack is highly dependent on GNSS input. The contained time signal is used
for time synchronization among nodes. Furthermore, absolute location information is obtained
from GNSS. Thus, manipulation of these basic data sets can be expected to show a significant
impact on the security of a VANET.
For the case of the simple attacker, the attacked vehicle is controlled by a valid VANET user,
i.e., a driver who does not act as an attacker. The attacker tries to attack VANET services inside
the vehicle from the outside.
In contrast, the advanced attacker controls a vehicle whose OBU is attacked to generate
malicious messages to be used for a (later) attack on valid nodes. In doing so, the attacker
makes use of the valid credentials of the node he controls. One should note, that an attacker can
try to hide his identity in case of a detected attack, but not the identity of the used node, as AAs
can link the used pseudonyms to the node. However, vehicle lender’s fleets or car sharing fleets
are vulnerable to the described attack, as the time of the actual attack on the VANET is (almost)
independent from the time of controlling the misused valid node.
5.3.1.1 Impact on Security Functionality
Time information is used within the security entity for two main purposes [125], which are
1. setting or checking the sending time stamp of a message, and
2. checking the validity time restriction of certificates.
Thus, an attacker manipulating the time information can make an attacked node emit messages
with any time stamp, for which a valid certificate chain is stored. Moreover, all received mes-
sages valid at the point of time set by the attacker are accepted.
Absolute position information is used within the security entity for two main purposes sim-
ilar to time information [125]. These are
1. setting or checking the sending location stamp of a message, and
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2. checking the geographical validity restriction of certificates.
Hence, an attacker controlling the location information can make an attacked node transmit
messages with any location stamp, for which a valid certificate chain is present. Furthermore,
all received messages valid at the location provided by the attacker are accepted. One should
note that geographical validity restrictions are not foreseen for PSCs in ETSI ITS. Moreover, the
security envelope of CAMs do not hold a location stamp in contrast to other kinds of messages
[125]. Thus, manipulation of the location component is not required for CAM based attacks.
Location spoofing cannot be used against an RSU, as it has a fixed location. Thus, this
location can be stored during setup of the station and no corresponding updates are required
during its operation.
In case an attacker targets only a single isolated node, the neighborhood table of this node
will be empty. Thus, the station will not send CAMs but only pure beacons. The attacker
can easily change this, by transmitting own beacons to the targeted node. Current ETSI ITS
standards do not require beacons to be signed by the security entity [122]. Therefore, the attacker
does not need access to valid key material to generate the required beacons. This is clearly not
required in case the attacker can target at least two vehicles, which will mutually initiate the
transmission of CAMs once they recognized each others beacons.
In the following, a number of different attacks is described, which are enabled by successful
GNSS spoofing of VANET nodes.
DOS Attack Temporal validity restrictions of PSCs enable a simple attacker to perform a DOS
attack on nodes. To carry out the attack, the internal time of the attacked node(s) is set to a point
in time (past or future) for which they do not hold a valid PSC and also PSCs of nodes within
their neighborhoods have either passed the end of their lifetime or their lifetime has not started
yet. This causes two effects, which are
• an attacked node is not able to send out any further VANET message, as there is no valid
PSC to sign it, and
• an attacked node will discard all received messages, as they seem to be signed by certifi-
cates being used outside of their lifetime. Moreover, messages either seem to be massively
outdated or to come from the future, which also causes their discarding [54].
Thus, the attacker can ban any further communication between the attacked node and the remain-
ing VANET, which leads to a successful DOS attack. An analogous attack can be performed
misusing geographical restrictions of PSCs, too. Unlike for CAMs, the security envelopes of
BSMs also use locations stamps and not only time stamps.
Acceptance of Outdated Messages An attacker can receive and store valid messages. The
simple attacker just uses the messages of nodes he cannot control. In contrast, the advanced
attacker can drive arbitrary trajectories and store the corresponding VANET messages emitted
by the node under his control.
After having recorded the data sets, the attacker sends out the stored messages in a replay
attack. Moreover, he transmits a faked GNSS signal, which causes the time inside attacked
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nodes to be in line with the time stamps of the replayed messages. This makes the attacked
nodes accept the replayed messages. Thereby, bogus virtual nodes can be suggested to various
protocol stack entities. For example, the neighborhood table on the network layer will store the
invalid nodes as possible message forwarders. Misbehavior of applications by reaction to the
presence of the invalid nodes may be caused, too.
Acceptance of Outdated Certificates Similar to the case of outdated messages, an attacker
can cause the acceptance of outdated certificates by resetting the internal time of targeted nodes
into the past. In case of pure replay attack, this means that in addition to the validity time check
of a message also the corresponding validity checks of certificates used to secure the messages
are passed. Thus, the outdated message is accepted as a valid one by the receiver.
Moreover, acceptance of outdated PSCs is a particular sensitive issue in regard to access
control in VANETs. In case an attacker can get access to formerly valid, but outdated sensitive
key material he can use the GNSS-based attack on internal time of valid nodes to circumvent
the access control feature. The attacker can use the outdated key material to generate arbitrary
messages and inject them into the VANET. These messages will be accepted by valid nodes as
outlined before.
Even in case such an attack gets detected, there is currently no mechanism in ETSI ITS to ban
such an attacker from accessing the VANET, as there are no Certificate Revocation Lists (CRLs)
in ETSI ITS. Instead, nodes with detected misbehavior do not receive PSC updates from AAs.
This approach is intended to make such nodes run out of valid PSCs over time. However, this
mechanism does not work in case the outlined GNSS attack is used, as the misbehaving nodes
can just use their outdated certificates. In contrast, CRLs are used in WAVE [176]. Hence, the
problem affects ETSI ITS in a more severe way than WAVE.
Acceptance of Messages Outside Validity Range Location stamps within the security enve-
lope are used to limit the validity of a message to a dedicated area in connection with a geo-
graphical validity restriction of the corresponding PSC. ETSI ITS uses this kind of restriction
for DENMs [125].
An attacked node using manipulated location information can be caused to accept messages,
which are distributed outside their region of validity. The malicious message can originate from
a replay attack.
Creation of Messages with Future Time Stamps To generate signed messages with future
time stamps, an attacker sends a spoofed GNSS signal with target time tf (in the future) to the
OBUs of attacked nodes. The advanced attacker can clearly start the attack before starting up
the car. Thereby, the GNSS receiver receives the manipulated signal from begin of its operation
on. This makes the attack more probable to succeed as the receiver’s possibilities to detect the
attack are greatly limited [299].
The point in time most far in the future the attacker can use for tf is the end of lifetime of
the PSC being valid for the longest time from current time on. This point in time is denoted by
tf,max ≥ tf .
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If tf is sufficiently far in the future (i.e., the attacker has enough time for carrying out the
attack) the attacker can repeat the procedure described above again and again until he has ob-
tained faked messages signed by all PSCs contained in the OBU, which are valid at tf . Thereby,
a successful Sybil attack [86] can be performed, as the attacker can use multiple well signed sets
of messages in parallel. This weakness especially affects VANET implementations using a so
called certificate pool, i.e., many PSCs with overlapping validity time spans are stored within
an OBU to keep the frequency of certificate refill procedures low. The advanced attacker can
easily create multiple sets of messages from the same time range using multiple stored PSCs
with overlapping validity time periods. To do so, he just switches the vehicle off and on again
causing a re-start of the OBU. This causes selection of a new PSC (see e.g., [54]).
Even in case the attacker can not directly control a vehicle’s start up, he can still use the
described attack once on every node within the range of his manipulated GNSS signal to obtain
properly signed messages from the future. This clearly violates the VANET system security
requirement of non-repudiation. In case a start up of a targeted car is required, an attacker can
target places with high numbers of such procedures happening, like car parks.
One should note that this kind of attack is especially serious for vehicles with rapidly chang-
ing users, e.g., those from car sharing or car lenders fleets. An attacker can temporarily use
a vehicle from the fleet and generate future messages with its PSCs. Afterwards, he uses the
generated and recorded messages (e.g., CAMs and DENMs) significantly after he returned the
vehicle. Even in case the nodes misbehavior is detected, the vehicle’s user at the time the attacker
performed his replay attack will be suspected of having caused the misbehavior. This is due to
the expected non-repudiation property of the security system, which was actually circumvented
by the attacker.
The only kind of validity restriction of certificates not affected by the GNSS attack is the
limitation of a certificates to a dedicated set of ITS-AIDs, and corresponding SSPs. These kind
of usage limitations only relate to the granted capabilities of a node, but not to time or location
related information.
5.3.1.2 Impact on Trajectory Modeling
Collision avoidance applications require quite detailed trajectory modeling of nodes to detect
possible future collisions [285]. With the outlined attack, an attacker can manipulate the time
and location data sets contained in application layer messages, e.g., CAMs and BSMs. These
data sets are used by receivers to model the trajectory of the sender. Thus, the attacker can create
a node with an arbitrary trajectory at receivers. In case no further validation of the input data
can be performed, e.g., by using additional sensors like radar sensors, inappropriate reaction of
ADAS may be caused by the attacker.
Moreover, multi-hop communication uses geographic routing in VANETs. To enable such
routing, the absolute position of nearby nodes is stored in a neighborhood table inside each
node together with a time stamp. This means that the performance of multi-hop communication
depends on accurate trajectory modeling. Hence, manipulated GNSS data can be expected to
decrease the performance of multi-hop communication.
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5.3.2 Countermeasures
In general there are two types of countermeasures to the attack outlined in Section 5.3.1. One
can either try to avoid that manipulated time and position data is used within the protocol stack,
or the impact of such incorrect data sets can be limited to a minimum.
To avoid usage of incorrect time and position data within the protocol stack, detection of the
manipulation is required. Existing generic countermeasures to GNSS spoofing can be applied.
Such mechanisms try to detect the spoofing and disable usage of the manipulated data. This
allows to (temporarily) disable the time synchronization and/or global position updates based
on GNSS. Local sensors can be used to provide an estimate for the required data sets during
the time of disabled GNSS input. For time data a local clock can be used, and a global position
estimate can be achieved, e.g., by an inertial navigation system [261, 301] within the vehicle.
A simple context logic based approach to secure an OBU against invalid time stamp jumps is
considered in the following (Section 5.3.2.1). Moreover, three different approaches for detecting
a GNSS spoofing attack based on cross checks with other independent data sources are studied.
These include cooperation between the VANETs’ nodes themselves (Section 5.3.2.3), alterna-
tive time synchronization mechanisms (Section 5.3.2.4) and alternatives for absolute localization
(Section 5.3.2.5). Furthermore, Section 5.3.2.6 describes a general method for limiting the im-
pact of the found attacks by usage of short lived PSCs.
5.3.2.1 One Directional Time Stamp Jumps
Typical time synchronization systems, e.g., ntpd, use the basic concept that modifications of
the time stamp can only occur in one direction, which is into the future. Thereby, the system
time is ensured to be monotonically increasing. This strategy simply stores the highest value
of the system’s time stamp counter, and allows only higher values to be set afterwards. Within
ETSI ITS, the security functionality is to be implemented in a temper proof way, i.e., inside
an HSM. Moreover, the security entity needs to have access to the system time for embedding
the time stamp into the security envelope [125]. Hence, the security entity could store the last
(and highest) time stamp inside its tamper proof memory. This stored value can be used for a
consistency check in case a jump in the reference time is detected. Thereby, resetting of the time
base to past values to force acceptance of outdated messages and certificates can be avoided.
However, such an approach would open the possibility of a permanent DOS attack on nodes.
An attacker could manipulate the time base of an OBU once, setting its system time very far
into the future. Afterwards, the OBU cannot send out any kind of messages, as all its certificates
are considered being invalid. They seem to be used after their lifetime ended. Additionally, the
node will not be able to receive any valid messages from other nodes, as these seem to carry
time stamps from the far past. Therefore, the security entity will drop all received messages.
Furthermore, the certificates of other nodes will be regarded as invalid, as they are considered
to be used after their lifetime ended. In case the time stamp cannot be reset to the correct value
after the attack, the inability to communicate will be permanent for the attacked node. Hence,
the attacker managed to perform a successful and very long lasting DOS attack on the node,
which even persists after the attacker has long ended his active attack.
Unfortunately, the simple way of securing time stamp usage by forcing time stamp modifi-
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cations to only occur into the future is not recommended, due to the outlined permanent DOS
attack weakness.
5.3.2.2 Absolute Lower Time Stamp Limit
To limit an attackers capabilities for time stamp manipulation into the past, an absolute lower
limit t0 for the current time stamp tc can be defined. In case a time stamp tr is received from the
reference clock for which tr < t0 holds, an attack is detected. Hence, such a tr is not used for
time synchronization of tc. A proper initial value for t0 can be set a manufacturing time.
Furthermore, a mechanism to cyclically update t0 is desirable, to keep the difference between
tc and t0 small. This limits the time span in which an attacker can manipulate tc into the past.
One possibility to realize such kind of mechanism is to re-use the time stamps of AA’s PSC
delivery messages to update t0. Moreover, a new value of t0 is only accepted in case it is higher,
i.e., more in the future, than the currently stored value of t0. This approach assumes that AAs
have always access to a valid time source, e.g., by using their own atomic clock.
By employing the suggested mechanisms, the attackers capabilities can be limited to only
manipulate tc in the area of tc > t0. Hence, no acceptance of outdated messages or certificates
with validity periods in the past before t0 can be caused by the attacker. This clearly limits the
capabilities of an attacker. However, practical impact depends on the t0 update interval, which
is bound to the PSC update interval in case the approach outlined before gets used. More rapid
updates lower the size of time span an attacker can target, but also increases dependency on fre-
quent backbone connections, which is undesirable from a VANET design perspective following
ETSI ITS and WAVE like approaches.
5.3.2.3 Cooperative Time and Location Validation
So called cooperative localization is a well studied subject in wireless networks [226, 329]. It
can be used to improve location accuracy at nodes and also to secure the location information.
In doing so, each node performs cross checks of its own position estimate with the positions
received within messages, e.g., beacons, from other nodes. In case large deviations are detected,
an attack is assumed. This procedure could be extended to time stamps as well.
However, the described way of cooperative attack detection should not be used in VANETs.
It would cause a severe DOS weakness in these systems. An attacker can easily record valid
messages (CAMs or BSMs) and inject them into the system later on, as a replay attack. In doing
so, the replayed messages can be selected to significantly differ from valid up to date messages in
regard to included time and location stamps. However, their signatures and PSCs are still valid.
Hence, valid nodes would detect an attack on time synchronization and/or location information,
which causes incorrect disabling of the usage of this data sources.
5.3.2.4 Alternative Time Sources
An alternative to spoofing detection is to use independent time sources in order to perform
mutual cross checks for detecting an attack on one of them. Such detection can compare the
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difference between the last time stamp, which is considered valid, and its update to a well defined
threshold. Candidates for alternative time sources include
• a local clock,
• terrestrial time broadcast,
• mobile phone network’s dedicated time broadcast messages [113],
• 802.11p time announcement frames [169],
• Internet based time servers (e.g., via Network Time Protocol (NTP)).
These individual time sources are discussed in the following sections.
Local Clock An available hardware clock is a common feature of standard PC hardware. It can
be used to determine the current time without assistance of any external entity [71]. However,
realization of a reliable embedded absolute time source within an OBU faces several challenges.
An automotive ECU, like an OBU, needs to use a highly efficient power save mode quickly
after engine shutdown [162]. This is required to avoid draining a vehicle’s main battery. Fur-
thermore, power disruptions have to be tolerated, e.g., in case the main battery is temporarily
disconnected for performing vehicle maintenance. Usage of an extra rechargeable battery inside
the OBU itself would significantly increase its price. Such kind of battery has to be able to run
the time source for a period of at least some weeks without recharging, while tolerating tough
environmental conditions.
Moreover, local time sources are subject to drifting problems [71], which is the reason
behind synchronization to a more stable reference clock. Drifting issues are especially rele-
vant in case of tough environmental conditions, as they are to be faced within the automotive
domain [182]. This especially relates to significant temperature changes experienced by the
clock [71, 212]. Typical local clock implementations utilize a quartz oscillator to derive time
stamp increase steps. Such oscillators show a typical time drift of 10−6 secondssecond to 10
−8 seconds
second ,
while operated under about constant temperature [71]. Specified accuracy of implementations
within the full automotive temperature range is typically worse, e.g., 3 · 10−6 secondssecond for a tem-
perature range of -40◦C - 85◦C [238]. More accurate clocks based on rubidium or cesium
oscillators are available in general. However, they are usually to expensive and not optimized
for usage under automotive conditions.
Considering the requirement to keep the time source within an accuracy range of 20 ms
in comparison to Coordinated Universal Time (UTC) [54], this means that a local time source
with a drift of 3 · 10−6 secondssecond is expected to violate the time synchronization requirement after
20·10−3s
3·10−6 ≈ 6667 s ≈ 111 minutes. Hence, quite shortly after a vehicle shutdown initial time
synchronization is required before VANET communication with accurately enough time stamps
can be continued after the next startup. Furthermore, even in case the GNSS attack gets detected
and time synchronization is disabled, the need to re-initialize the time synchronization appears,
as the local clock can only provide an accurate enough time base for a limited amount of time.
Hence, in case the attacker can maintain the attack longer than that time span, the attacker’s
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target can only either generate messages with non-accurate time stamps or disable VANET com-
munication, which leads to a successful DOS attack.
Moreover, slow but yet continuous deviation of the local clock from UTC is possible by
GNSS spoofing, as some deviation between the received reference signal and the local clock
has to tolerated by the local time synchronization algorithm. Such an attack is similar to the
one shown in [298] for positioning, i.e., inaccuracy of local sensors is exploited to undetectably
provide a spoofed GNSS signal to the receiver. Increased deviation accepted by the receiver
leads to faster violation of time synchronization requirements. This shows that a local clock
is hardly able to avoid the vulnerability of VANET time synchronization to the found GNSS
attack, especially for the case of vehicles being attacked at their startup time, i.e., during initial
time synchronization to UTC.
Every possibility to reset the internal state of the secondary time source allows an advanced
attacker to perform the attacks given in Section 5.3.1. Therefore, one would have to include
the time source into a HSM. This not only increases the costs of the HSM, but also means
that secure re-initialization of the HSM is required each time its power supply got disconnected.
This would probably cause significant overhead, e.g., during vehicle maintenance. Hence, extra
secure in-vehicle time sources seem infeasible to overcome the described weakness of time
synchronization within VANETs.
Terrestrial Time Broadcast Dedicated terrestrial senders of a time synchronization signal
distributing legal time are available in many countries, e.g., with DCF77 in Germany or WWVB
in the US [99, 132, 213, 252, 253]. These senders transmit a far reaching signal at pretty low
frequencies allowing accurate time synchronization with low effort [236].
Unfortunately, terrestrial time broadcast is unsecured, i.e., messages do not carry any au-
thentication or integrity information. However, they provide a second time source which is in-
dependent from GNSS [253]. Thus, using this input an attacker would need to spoof it together
with the GNSS signal to perform the attacks outlined above.
Prior work on spoofing of terrestrial time broadcast is very limited. It was shown that stan-
dard PC equipment can be used to spoof the amplitude modulated part of the signal emitted from
DCF77 [49]. However, no full attack on the entire signal has been published yet.
Due to the low amount of sender’s, terrestrial time broadcast is a promising candidate for ex-
tension towards a secured time broadcast system. Moreover, governments have pushed forward
VANET approaches in the past (see e.g., [154]). Thus, a security improvement of government
operated time senders would fit this move towards increasing traffic safety.
Mobile Phone Network Time Synchronization The so called Network Identity and Time
Zone (NITZ) message can optionally provide time information in mobile phone networks [113].
Unfortunately, distribution of this message is optional, frequency of distribution is not standard-
ized and accuracy of the included time information is just in the order of five minutes. Thus, the
message cannot fulfill time synchronization requirements for VANETs in its current form. More-
over, many operators of mobile phone networks do not distribute the NITZ messages within their
networks. An unofficial list of operators utilizing this kind of message can be found in [326].
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Moreover, mobile phone network stations often obtain their time base from GNSS [296].
Hence, they are also possible targets of a GNSS spoofing attack. Furthermore, security of NITZ
messages’ content is called into question by findings in various prior work, which showed that
message injection is possible in mobile phone networks [11, 245, 249, 286]. Hence, securing
VANET time synchronization via NITZ messages is not recommended.
Time Announcement Frames The 802.11p standard specifies optional so called time an-
nouncement frames to be used for time synchronization among nodes [169]. However, time
synchronization using these messages is subject to two major drawbacks, which are
1. time announcement frames are sent by the MAC layer. Hence, they are not secured, as
securing of messages within WAVE (and ETSI ITS) happens at the network layer. Thus,
an attacker could fake time announcement frames.
2. There is no guarantee that originators of such frames have access to a valid time source.
In contrast, wireless GNSS spoofing typically affects an entire area. Thus, an attacker can
spoof the GNSS input of many or even all nodes exchanging time announcement frames.
Hence, such frames do not provide independent time information to nodes.
Moreover, ITS-G5 does not make use of time announcement frames. Thus, they are not used in
the current European VANET approach. Therefore, usage of time announcement frames is not
a suitable countermeasure to the attacks outlined before.
Internet based Time Servers In case nodes have regular Internet access, well known NTP
can be used for time synchronization between nodes. NTP implementations are provided by
ntpd and chrony [2, 73]. However, NTP was found to be subject to multiple security flaws
[217, 269, 297]. Thus, extra mechanisms than pure provision of access to an Internet based time
server are required to allow nodes to obtain time synchronization information in a secure way.
One way to ensure avoiding the outlined security weaknesses is to provide the time server
via a Virtual Private Network (VPN) [72, 289] to a secured backbone service. In this case, one
must ensure that the backbone does not obtain its time from GNSS. Otherwise, an attack on
the time server based on GNSS spoofing would affect all nodes being assigned to that server. A
disadvantage of such a solution is to introduce the requirement of rapid backbone connections
for all nodes, which also leads to high computational requirements for the backbone service.
Requirements for secure time synchronization inside VPNs are studied in [268].
5.3.2.5 Alternative Absolute Location Sources
Many approaches for relative positioning of nodes within wireless networks have been proposed.
These make use of the wireless data transmission itself or use extra sensors, e.g., radar or lidar
sensors [8, 331]. In contrast, only a limited amount of approaches to provide absolute location
information, apart from GNSS based systems, at nodes is available.
Absolute positioning based on (public) WiFi networks is popular, especially for mobile
phones. However, security of this kind of approaches is low, as shown, e.g., in [300]. Moreover,
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coverage from such kinds of networks in many urban and highway scenarios is highly question-
able. Thus, WiFi based position estimation seems infeasible to overcome the described GNSS
security problem in VANETs.
Localization of a node within a mobile phone network is a well studied subject [196, 337].
However, its availability and accuracy are clearly bound to the coverage of mobile phone net-
works. Hence, the intended independence of an ad-hoc network from mobile phone network
infrastructure would be called into question when presence of such kind of networks is required
to obtain location information.
A general problem in regard to security related localization in VANETs is the lack of a
commonly understood definition on how accurate location restrictions have to be checked. For
numerous VANET based ADAS location requirements have been defined. In contrast, a corre-
sponding requirement for the security functionality is still to be defined, and countermeasures to
GNSS spoofing must be adapted to this requirement.
5.3.2.6 Short Lived One-Time PSCs
As outlined in Section 5.3.1.1, misuse of nodes for the generation of messages with future time
stamps is possible. This is enabled by the availability of PSCs, which are (still) valid at a point
in time being significantly in the future. Limiting the lifetime of each PSC would be a first step
to resolve the issue.
One should note that the PSC management suggested for WAVE in [154] already implements
this kind of short lived PSCs. In doing so, a validity time in the area of about ten minutes is
proposed for each PSC. Moreover, nodes do not store multiple PSCs with an overlap in lifetime.
This clearly avoids the possibility of a Sybil attack found in Section 5.3.1.1, as the nodes do not
need to store multiple PSCs being valid during the same time span. Hence, the attack is avoided
by system design.
However, the approach from [154] cannot avoid the generation of messages with future time
stamps. To additionally counter this kind of attack, one also has to make sure that OBUs do
not hold PSCs for future usage except for a quite short time span from the current point in time
on. Thus, AAs need to have access to a secure time base (probably not GNSS time based) and
may not issue PSCs for validity times, which are more than a short well defined time span in the
future. Attacked nodes may request such PSCs with a validity time span in the future, as they
regard their stored PSCs as being outdated.
To determine the time span for in advance generation of PSCs, one has to consider a trade-
off between limiting the impact of the attack described above and the reliability of delivering
new PSCs to using nodes before the ones stored in OBUs reach the end of their lifetime. This
is required to ensure uninterrupted operation of the VANET communication system. Ideally, a
fresh PSC is just delivered before its predecessor runs out of lifetime and gets used immediately.
This would limit tf,max to the usage period of a PSC, i.e., to its lifetime (assuming that lifetime
starts at the time of delivery to the OBU).
Thus, we propose to include the approach of short lived PSCs known from WAVE into the
ETSI ITS system. Moreover, an extension to the PSC management scheme to ensure that the in
advance storage period of PSCs is as small as possible should be included into WAVE as well as
ETSI ITS.
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The mechanisms described in Section 5.3.2.4 try to prevent the attacks from Sections 5.3.1.1
and 5.3.1.2 by avoiding the time manipulation. In contrast, the limitation of PSCs’ lifetimes
significantly limits the attacks’ impacts, but cannot avoid the attack completely. An evaluation
of the attacks impact on a real world ETSI ITS OBU is provided in the next section.
5.3.2.7 Secured Beacon Messages
Beacon messages are used to initiate the exchange of CAMs between nodes. These message
are not signed [122]. Hence, an attacker can trivially generate them to cause a valid node being
attacked by GNSS spoofing to generate CAMs. To increase the effort required to perform a
successful attack, securing of beacons with the security profile used for CAMs [125] is proposed.
This approach is based on the fact, that the pure reception of a message (beacon or CAM) is not
enough to trigger the generation of a CAM at the receiver. Instead, the received message must
arrive at the facility layer’s CABS. Hence, input verification of received messages within the
security entity on the network layer level can avoid the scenario of a bogus, i.e., not properly
secured, beacon message triggering CAM generation at the receiver.
This approach can only be used to avoid attacks manipulating time into the future. For past
time stamps, an attacker can just record valid messages and use them in a replay attack to cause
a node to detect neighbors causing it to generate CAMs. However, this kind of replay attack
is not possible for future time stamps. Hence, an attacker needs to successfully manipulate
the internal time of at least two nodes, which will mutually cause CAM generation by sending
beacons holding the manipulated time stamp. Hence, the minimum number of nodes, which
an attacker needs to target with his GNSS spoofing attack is increased from just one (without
secured beacons) to two (with secured beacons). However, once an attacker has obtained well
signed messages with future time stamps, he can use these messages to cause CAM generation
by other attacked nodes.
Securing beacon messages with a standardized ETSI ITS security envelope is considered
unproblematic from a channel utilization point of view. Beacons are only sent in case no other
VANET node is detected within communication range [122]. Hence, the wireless channel is
unused, except for the transmitted beacon messages. Thus, increasing the size of a beacon
messages by an added security envelope should not cause any problems in regard to channel
load. Hence, the usage of secured beacons is recommended.
5.3.3 Experimental Evaluation
To evaluate the practical impact of the attacks described in Section 5.3.1 real world experiments
with up to date OBU hardware have been performed. The used experimental setup is explained
in Section 5.3.3.1 and obtained results are given in Section 5.3.3.2.
5.3.3.1 Test System Setup
To test the feasibility of the attacks outlined in Sections 5.3.1 the test setup described in the
following is used. The OBU hardware Cohda Mk5 [68] is used as the device under attack.
It runs the ETSI ITS conforming VANET protocol stack from the ezCar2X framework. The
98
attacker uses a wireless connection to deliver a malicious GPS signal, which is transmitted by
a custom GPS generation and replay unit based on the Universal Software Radio Peripheral
(USRP) platform [152]. A second OBU with always correct GPS input is used to send valid
CAMs to the attacked OBU.
The following test cases are executed to resemble the identified attack surfaces.
1. A GPS signal holding a faked time stamp is provided to the OBU from the begin of its
operation on.
(a) The OBU holds PSCs being valid at received (faked) time. It is tested whether the
OBU generates and emits messages with a time stamp equal to the faked GPS time
stamps. Generation of messages with both past and future time stamps is tested.
(b) The OBU has no access to a PSC, which is valid at the received GPS time. It is
tested whether the OBU generates any message. This resembles a part of the DOS
attack described above.
(c) One GPS signal is provided to the OBU multiple times, and resets of the OBU are
conducted before the GPS signal is provided anew. It is tested whether the OBU
generates multiple sets of CAMs signed with different PSCs for the same future
time span contained in the used GPS signal. This procedure enables an advanced
attacker to perform a Sybil attack.
2. The unmodified GPS signal is provided to the OBU after its start-up. It is replaced with
a GPS signal containing a time stamp significantly higher than the one in the first GPS
signal, i.e., for the OBU this signal looks like coming from the future. Tests cases 1a
and 1b are run. Furthermore, CAMs with a correct time stamp are sent to the OBU and
reception of these valid messages is tested at the facility layer.
3. The test from 2 is ran, but after five minutes of receiving the manipulated time stamp,
again the correct GPS signal is provided to the OBU. It is tested whether the OBU starts
to send messages with correct time stamps again, after it receives the valid GPS signal
again. This resembles part of the DOS attack from Section 5.3.1 and evaluates whether
time stamp jumps in any direction are accepted by the OBU.
The results of these test cases are given in Section 5.3.3.2.
5.3.3.2 Test Results
An overview of the obtained results for test cases from Section 5.3.3.1 are provided in Table 5.1.
Results summarized in Table 5.1 show that all attacks providing a manipulated time stamp
to the OBU lead to significant security problems. However, the attacker is not able to force a
real time stamp jump after the device had already obtained a first GPS fix, i.e., after initial time
synchronization was performed. Unfortunately, manipulation of this first time synchronization
was always possible.
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test case observed result security problem
1a CAMs with manipulated time stamp
generated
reliability and non-repudiation violated
1b no CAMs generated DOS weakness
1c CAMs generated with different PSCs
for same future time interval
Sybil attack via replay attack
2 CAMs generated with fast increasing
time stamps until OBU’s internal time
is equal to provided GPS time
reliability and non-repudiation violated
other CAMs accepted until time differ-
ence exceeds threshold, afterwards all
received CAMs dropped
DOS weakness
3 at first like for 2 see above
CAMs generated with slowly increas-
ing time stamps until OBU’s internal
time is correct (again)
reliability and non-repudiation violated
received CAMs accepted once time dif-
ference supersedes threshold, but all re-
ceived CAMs dropped before
DOS attack successful until OBU’s
time is correct (again)
Table 5.1: Overview about test case results.
After the attacker transmits a GPS signal with a time stamp significantly far in the future,
compared to the OBU’s current system time (difference greater than ten minutes), the internal
system time increased significantly faster (by a factor of more than two) than during normal
operation. Thereby, the OBU’s internal time synchronization mechanism tries to overcome the
difference between system time and provided reference time from the spoofed GPS signal.
To analyze the cause of this behavior a custom time logger was run on the OBU during
experiments. It was found that the system always starts up with its internal time being equal
to the start of Unix time. This is followed by exactly one time stamp jump, which causes the
system time to be equal to the time stamp contained in the first obtained GPS fix.
Further system analysis shows that the Cohda Mk5 uses gpsd to handle GPS data from the
on-board NEO M8 GPS sensor [306]. Moreover, the ntpd alternative chrony runs on the system
to provide time synchronization to GPS time. Furthermore, initial time synchronization is done
with the help of a custom start-up script, which listens to the gpsd output (via the gpspipe tool)
and performs a hard reset of the system time to the time stamp of the first obtained GPS fix.
Afterwards, this script terminates and further time synchronization is left to the combination of
chrony and gpsd. Thus, this findings clearly corroborate our experimental findings given before.
One should note that the described security issues are not caused by the used ETSI ITS
implementation. Instead, they show a design problem of the current security architecture of
VANET approaches, e.g., affecting both ETSI ITS and WAVE.
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5.4 Limits of Privacy Caused by Protocol Data Sets
Privacy of nodes is an important requirement of future VANETs. This holds especially for
vehicles, as this feature is only of minor interest for static RSUs. Privacy of participants is
commonly achieved by using rapidly changing PSCs, as outlined in Section 2.2.3.
Attacks on privacy of nodes commonly try to perform tracking based on predicted node
movement. However, this assumes that data sets within all protocol layers cannot be used to re-
identify a vehicle after it performed a pseudonym change. The only suggested method proposed
in prior work to guarantee this requirement is to change all unique identifiers on all protocol
layers during a pseudonym change.
Data sets being constant before and after a pseudonym change and which are additionally
different between nodes can undermine the effect of a pseudonym change. They can be used to
create a (highly) characteristic fingerprint of a node. This fingerprint can be used to re-identify
a node after a pseudonym change. Data sets which can be used for fingerprinting are called
characteristic constant data in the following. Nodes with different fingerprints cannot belong
to the same anonymity set. Hence, presence of characteristic constant data limits the level of
privacy of nodes.
Section 5.4.1 provides an analysis of ETSI ITS in regard to the presence and impact of char-
acteristic constant data on the various protocol layers. A comparison to the WAVE system is
given in Section 5.4.2. Finally, Section 5.4.3 provides an evaluation on the impact of present
characteristic constant data on the privacy gained by pseudonym changes, and suggested im-
provements of the state of the art. Parts of the topics discussed in this section are covered by
prior work of the author published in [34, 35]4.
5.4.1 Protocol Analysis for ETSI ITS and Countermeasures
We divide our analysis on the influences on privacy caused by different data sets into the dedi-
cated protocol layers. The facility layer is looked at first. Afterwards, the security envelope, as
composed on the network layer, is studied. Finally, remaining protocol layers are considered.
5.4.1.1 Privacy Influence of Facility Layer Data Sets
Regular beacon messages within ETSI ITS are assembled in the CAM data structure. It is
composed of deeply nested data structures with up to five hierarchy levels [119].
The following data sets are present within a CAM at the facility layer level. These are
mandatory, if not explicitly stated otherwise. Presentation follows the hierarchical structure
within the CAM’s definition. A CAM contains data fields called
• protocol version,
• message ID,
• station ID,
4Contribution of the co-author is mainly related to collection of the vehicle manufacturers information about
vehicles’ sizes. The main contribution is from the author of this work.
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• generation time,
• basic container, which holds
– station type, and
– reference position.
• A high frequency container is present in every CAM. It contains
– dimensions (length and width of vehicle),
– vehicle’s dynamics,
– optional data including
∗ more dynamics information: steering wheel angle, lateral acceleration and ver-
tical acceleration,
∗ acceleration control,
∗ lane position, and
∗ performance class.
• A low frequency container (optional) is sporadically included by all nodes and holds
– vehicle role,
– exterior lights status, and
– path history.
• Usage of a special vehicle container is optional. Presence of such an container enables to
distinguish its sender from other nodes with an ordinary vehicle role in the VANET. Each
special vehicle type uses its own kind of container. It is sporadically included in CAMs.
Inclusion only happens if the low frequency container is not included, i.e., there is at most
one optional container in a CAM.
The message ID is a fixed value for CAMs, and the station ID is changed during the pseudonym
change procedure. Thus, these data sets are not regarded in the following, as they do not offer
an unintended possibility for continuous node tracking before and after a pseudonym change.
Data sets from within a CAM with possible influence on privacy of their sender are discussed
in detail in the following. Furthermore, proposals for privacy enhanced usage of such data sets
are given.
Protocol Version The protocol version is not changed during a pseudonym change, and can be
assumed to be constant for all nodes at the beginning of deployment. However, it is clearly char-
acteristic constant data. Moreover, over time multiple versions may be present within VANETs
at the same time, differentiating nodes into distinguishable anonymity sets. Hence, the presence
of different versions should be avoided, even in case mutual compatibility is maintained from a
functional point of view..
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Generation Time The generation time is different for each CAM from the same node. How-
ever, the temporal difference between two sequential beacon messages is defined by standards
[117]. Neither ETSI ITS nor WAVE define any change to the transmission interval during the
pseudonym change process.
A common assumption is that clocks of nodes within a VANET are well synchronized using
GPS [325] (see also Section 2.5.2). Hence, time intervals between CAM generation within
individual nodes should be quite stable. Moreover, within a set of nodes, the generation times
of CAMs should be randomly distributed leading to an even distribution of used time stamps.
Such time stamps are generated and transmitted twice within the protocol stack. Once with
millisecond resolution within the facility layer CAM itself, and additionally with microsecond
resolution within the security envelope [117, 125]. Hence, collisions in this data field, which
could confuse an attacker, are quite unlikely. Therefore, an attacker can track nodes just based
on their sequence of CAMs’ generation time stamps with high probability.
In case of WAVE, the sending interval of BSMs is fixed. For CAMs, it is determined by
multiple parameters and can be in the range from 1 to 10 Hz. However, the current interval is
additionally contained in each CAM [117]. This allows an attacker to easily use this information
to avoid being confused by the variable CAM transmission interval.
Furthermore, the time stamps are set above the MAC layer. Hence, tracking capabilities of
the attacker are not limited by the probabilistic MAC layer’s channel access mechanism. Only
the actual sending time is somehow randomized by the probabilistic CSMA-CA scheme, which
is used within ITS-G5 and IEEE 802.11p.
Two approaches to overcome the described vulnerability are proposed. Both require the
nodes cooperating for the PSC change to use the same sending frequency before and after the
change for a minimum time span, e.g., one second, at least. This avoids tracking based on an
individual beacon generation interval of a dedicated node.
In the first approach, one reduces the accuracy of the generation time within the security
envelope and the facility layer’s CAM data structure to the commonly used transmission interval,
which is 100 ms for BSMs, and 100 ms - 1 s for CAMs. This causes all CAMs sent within the
same time interval to use equal time stamps. Thus, nodes cannot be differentiated based on
CAMs’ time stamps.
The security entity does not need to determine the sequence of received messages according
to standards. Moreover, the validity time spans of PSCs are specified with full second resolution.
Hence, there is no need to use a high precision time stamp with microsecond resolution for the
generation time contained in the security envelope. It should be substituted by one with less
accurate resolution. A side effect would be a possible reduction of the security envelope’s size
by four bytes [125].
However, the acceptable discretization of the time stamp at the facility layer is limited by
application’s requirements for accurate trajectory modelling of cooperating nodes. Hence, the
following proposal avoids such further discretization.
For the second proposal, immediately after the pseudonym change the next transmission has
to be delayed by a random time span. The length of this waiting time should be in the order of
the normal time difference between two successive transmissions. For example, WAVE would
use values between zero and 100 ms for BSMs. As a consequence, an attacker cannot calculate
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the next message generation time stamp and gets confused. The impact on higher level layers,
e.g., applications, should be low. From their perspective a maximum delay looks just like a
single missed message from the other node.
Station Type The station type associates a node to some generic class, e.g., passenger car or
light truck. This constant data set is clearly characteristic constant data. Thus, cooperative PSC
switching strategies have to take it into regard, i.e., cooperation between nodes with different
station types does not increase their privacy, as they belong to different anonymity sets.
Reference Position A node’s current position measured at its reference point (see [108]) is
available in each CAM. Prior work already showed that this information can be used to bypass
simple PSC change strategies [146,325]. Hence, the advanced PSC switching strategies, like the
ones suggested in these references, should be used.
Vehicle Dimensions A node’s length and width dimensions are included in each CAM with
a resolution of 0.1 m [117]. These values stay constant at least during one journey of a node.
Hence, they are characteristic constant data. The dimensions of a vehicle may change from one
journey to another, e.g., by extension with a trailer.
Privacy aspects of disseminating a node’s dimensions have hardly been regarded in prior
work, except of some remarks in [274]. They can be studied by looking at the characteristics
of currently sold vehicle models in Germany. The individual models can be assigned to the
discretization steps of length and width, which are defined in [117]. Required data is publicly
available, e.g., from the German Kraftfahrt-Bundesamt [198], which holds information on the
share of different vehicle types separated into OEMs and their models. Additionally, public
information from the 45 different OEMs present in [198] was used to obtain the individual
dimensions of vehicle models.
These data sets characterize the overall traffic in Germany caused by newly sold cars. For-
eign cars traveling on German roads are excluded from this data set. However, it should still
provide a reasonable estimate about the overall distribution of vehicle’s dimensions.
The conduced analysis finds that 73% of all vehicle models share a common combination
of width and length with at least one other model. These vehicles represent a market share of
75%. Hence, for a share of 25% one can determine the model directly from its given discretized
dimensions. Even the most common set of vehicles, with length 4.3 m and width 2.0 m, repre-
sents only 17% of all cars. Therefore, most nodes in a VANET can be (re-)identified within their
close vicinity based on their transmitted dimensions, which helps an attacker to track nodes.
Dissemination of node dimensions clearly decreases the probability to find proper (i.e., in-
distinguishable) partners for a cooperative pseudonym change. Further discretization of sent
dimensions to, e.g., 0.3 m would significantly improve the situation for many nodes (see also
Section 5.4.3), but cannot help vehicles with outstanding dimensions.
Vehicle Dynamics The data sets of longitudinal acceleration, curvature (consists of curvature
value and confidence), curvature calculation mode and yaw rate are present in each CAM. They
model a node’s dynamic behavior. The curvature calculation mode is a value, which is unlikely
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to change for an individual node, and may differ between nodes. Hence, it should be regarded
as characteristic constant data.
The remaining values model a node’s trajectory. Many approaches for modeling and pre-
dicting vehicular trajectories exists, e.g., [10, 164]. In case of pure tracking, i.e., no realtime
interaction between attacker and nodes, the attacker does not need to process the received data
in real time. Hence, he can apply computationally expensive, but accurate and complex, move-
ment models. As shown above, an attacker can determine either the vehicle’s type directly or
a group of possible vehicle types. This information can be used to tune the parameters of the
movement model causing it be very accurate. Moreover, movement prediction must only work
well for a short time span as the CAM generation rate is at most one second.
To evaluate the impact of using an advanced movement model on the attacker’s tracking
ability one should prefer to use data obtained from real test drives, instead of pure simulator
output. This is because simulators like the well known SUMO use a predefined movement
model for nodes. Thus, tracking these simulated nodes with a movement model, which fits the
one used to generate their movement, will probably yield unrealistically high success rates.
Optional Data within the High Frequency Container Six data sets may be optionally
present in a CAM’s high frequency container. Three out of them (steering wheel angle, lateral,
vertical acceleration) can be used to improve the movement model described above.
The remaining three values (acceleration control, lane position, performance class) each
describe a node’s individual feature. These can be expected to change quite slowly, i.e., they
should be regarded as characteristic constant data.
All the optional data sets can be added or removed individually. Hence, also the combination
of present data sets may differ between nodes. Therefore, usage of each extra value will increase
the change that a particular node uses a unique set of data sets inside its current vicinity. Thereby,
it will strip itself from finding proper partners for performing a privacy preserving pseudonym
change. Hence, the information about presence of optional data fields has to be considered
characteristic constant data.
Optional Containers In addition to the basic and high frequency container, the low frequency
container is distributed cyclically, but not in every single CAM. It contains the vehicle role,
exterior lights and path history fields. Detailed inclusion rules can be found in [119].
Typically, the status of exterior lights changes slowly. Thus, this data set is characteristic
constant data. However, many nodes can be expected to share the same value.
The path history field should obviously be erased when a pseudonym change occurs or the
inclusion rate of the container has to be such low that sequentially sent values of this field cannot
be linked. Otherwise the attacker can simply link pseudonyms based on this data. However, the
current standards do not specify such behavior, but it is recommended in [60].
In case of an uncommon vehicle role, e.g., rescue vehicle, the corresponding extra container
is cyclically included in the CAM. Density of such vehicles in ordinary traffic is usually low.
Therefore, an attacker can easily track them just based on the presence of their dedicated con-
tainers within their CAMs.
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5.4.1.2 Privacy Influence of Security Envelope Data Sets
In case the security profile for CAMs is used, the following data sets are present within the
security envelope [125]. Thus, they may influence the privacy of the sender. Mandatory data
sets include,
• protocol version,
• signer info, which holds exactly one of the following elements:
– HashedId8, i.e., the hash value of a certificate,
– certificate, usually a PSC., or
– certificate chain, which is composed of an array of at least two certificates.
• generation time,
• ITS-AID: identical for all CAMs, thus one cannot differentiate nodes based on its content.
• certificate request list (optional), and
• signature.
All data sets except the last one are stored in the header part of the security envelope. Only the
signature is stored in the trailer part. Moreover, the signature is currently the only data structure
which may be stored in the trailer [125].
Many more data structures are defined for usage within the security envelope [125]. How-
ever, they are not used by any currently defined security profile. Thus, they are not regarded in
this analysis.
The data sets with (possible) influence on privacy of nodes are discussed in detail in the
following. Moreover, suggestions for privacy enhanced usage of these data fields are provided.
Protocol Version The used protocol version can be assumed to be constant for all node at
the beginning of deployment. However, over time multiple versions may be present within
VANETs at the same time. This value is constant for an individual node over a long time,
and is especially not changed during a pseudonym change. Hence, it is clearly characteristic
constant data. Thus, the presence of different versions should be avoided, even in case mutual
compatibility is maintained. This finding is equal to the one for the protocol version information,
which is contained with the CAM data structure, given above.
Certificate The certificate data structure is clearly the most complex sub-structure of the se-
curity envelope. It contains the following data sets.
• version, with a privacy impact equal to the one of the protocol version discussed before,
• signer info, which can either be
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– empty in case the certificate is a root certificate, which does not need to be signed
by any other certificate. However, root certificates are not distributed by inclusion in
CAMs.
– a HashedId8 for all non-root certificates. A node can be assumed to be assigned to
a dedicated AA to receive its PSCs. Thus, the hash value of the AAC from this AA
is present in this data field. It is characteristic constant data, as discussed in more
detail later on.
• validity restriction(s), which are discussed in-detail in the following,
• subject attribute(s): This data field holds subject type and public key of the certificate.
This key is randomly generated and the subject type is fixed for all PSCs. Thus, there is
no possibility to link PSCs, and thereby pseudonyms, based on the subject attributes.
• subject info: This data field holds a fixed value for all PSCs. Hence, it provides no possi-
bility to track nodes.
• signature: Similar to the signature of the whole security envelope, the content of this field
does not add any new tracking related information, as the signer of the certificate is already
identified by the signer info field mentioned above.
The privacy impact of the data fields given above is discussed in more detail in the following.
Signer Info of a PSC A PSC’s signer info field identifies its issuing AA. Syntactically,
this can be either done by the hash digest of the AAC or by the full AAC. Both uniquely identify
the AA. Within ETSI ITS, PSCs may only hold the AAC’s ID instead of the full certificate to
keep PSCs short [125].
ETSI ITS and WAVE allow for a multitude of CAs (or AAs) to exist. In practice, such
authorities will be probably operated by the car manufacturers, i.e., one CA per OEM. Unfor-
tunately, this leads to a privacy problem. The signer information is caused to be characteristic
constant data, as a vehicle’s manufacturer does never change. An attacker can directly obtain
a node’s OEM from its PSC and use this information to distinguish nodes. The probability of
a node to use PSCs from different AAs is very low. In contrast, it is very likely for a node to
use only PSCs issued by the same AA. Clearly, nodes manufactured by low volume OEMs are
particularly vulnerable to tracking based on their manufacturer’s identity.
There are mainly two countermeasures, to limit the usability of an AA’s identity for an
attacker. At first, one could increase the overall number of AACs, by using a multitude of them
for each single AA. Thereby, the effort for an attacker to keep track of all AACs and their
mapping to OEMs would increase. However, this would significantly increase the effort for
AAC distribution to all nodes (see also Section 4.2.2) for a small security gain.
Secondly, in a converse approach, one could limit the number of AAs. An ideal choice would
be to have only a single AA using a single AAC. Thereby, one would clearly remove the privacy
problem described above, as attackers cannot distinguish nodes based on their AA anymore. To
realize this approach, OEMs have to cooperate and use a common AA. As European OEMs plan
to establish a common root CA for Europe, this seems to be a feasible approach. To limit the
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number of PSCs signed by a single AAC, one could significantly limit its lifetime, e.g., to some
weeks. A new AAC could be deployed during PSC refills.
Moreover, one should coordinate the lifetime of a common AAC with the lifetime of its
issued PSCs. Thereby, any possibility to distinguish PSCs based on their issuing AA should
be ruled out. Furthermore, the number of AACs to be stored securely inside each node is kept
(very) low. This helps to limit costs of required HSMs inside OBUs.
The privacy gain from using only a single AAC is evaluated in Section 5.4.3.
Validity Restriction(s) The only mandatory validity restriction of a PSC is a limited valid-
ity period. Such a validity period is defined by start and end of life time stamps. For both values
an accuracy of one second is used. According to the PSC update (or refill) scheme from ETSI
ITS and WAVE, PSCs are delivered from a CA (resp. an AA in ETSI ITS) to a node upon its
request [102,176]. Many remaining details are implementation specific, as these are not covered
by standards. However, there exists a possible pitfall for privacy of nodes, which is caused by
the mentioned time stamps.
This PSC usage privacy issue arises from the planned way of (re-)using PSCs in Europe.
Following this approach, each vehicle uses a pool of PSCs, which are (re-)used until the full
pool gets updated [24,303]. The update period will probably be in the order of months. Reusing
of PSC has received criticism [251], but the following newly discovered weakness affects PSC
pools even in case no re-usage of PSCs takes place.
A one time usage approach for PSCs is described in [154] for WAVE. Following this ap-
proach, each PSC is only used once and its validity period is the order of minutes. However, this
approach introduces significant overhead in the ITS system for PSC distribution. Either vehicles
require frequent connections to the backbone CA or a huge buffer filled with PSCs for future
usage. Even doubling the proposed validity period of five minutes [154], this would still require
a maximum amount of 144 PSCs per day. To protect the locally buffered PSCs, these have to be
stored in secure memory, e.g., inside an HSM. However, adding more memory to an HSM in-
creases its price. Moreover, many issued PSCs will stay unused, as their lifetime elapses, while
the node stays unused. One would have to know usage times of each vehicle in advance to avoid
that, which is hardly practicable. In case PSCs are updated in whole sets anyhow, the following
approach for securing re-usage of PSCs is recommended.
PSCs are generated inside an CA upon request of a node. A straight forward implementation
would take the same time stamp, e.g., the current time at the CA when the request arrives, and
use it as the common start validity time stamp of all signed PSCs for one node. However, this
means that all PSCs of a set delivered to a node have a very similar (or even the same) start
validity time stamp. Thereby, this information is caused to act as characteristic constant data.
Moreover, this time stamp will be different for most cars with a very high probability, as there is
no timed synchronization between PSC refill requests. Hence, this time stamp could even serve
as a unique identifier for the node. The same holds for the end of validity time stamp.
Nodes using obtained PSCs have no possibility to protect themselves against an attacker
using validity time stamps for tracking them. They cannot change the content of a PSC on their
own, without invalidating its signature. Thus, countermeasures have to be taken within CAs.
A straight forward solution would be to apply discretization for time stamps defining the
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validity period of PSCs. In doing so, globally synchronized time slots for validity periods could
be used. Thereby, all nodes receive a set of PSCs with a common validity period. Consequently,
all nodes meeting on the street use common values in these data fields, which removes the
possibility to distinguish them. Only basic time synchronization between CAs is required to
realize this approach.
Generation Time The generation time is present in both the security envelope as well as
the facility layer CAM content. However, the time stamp’s resolution is much higher within the
security envelope. Microsecond resolution is used there, while only millisecond accuracy is used
within the CAM. For an analysis of the privacy impact of this data field see the corresponding
discussion in Section 5.4.1.1 for the generation time stamp inside the CAM data structure.
Certificate Request List A node requests up to six unknown certificates (PSCs or AACs) by
using the last three bytes of their hash values. Standards are unclear about when to remove
entries from the request list [125, 176]. An algorithm for maintenance of this list is suggested
in Section 4.2.1. It proposes repetition of requests, i.e., entries in the list can be present in
sequential messages. It can be expected that the current set of certificates requested by a node is
highly discriminative between nodes. Hence, the certificate request list should be flushed during
a pseudonym change.
Signature The signature field within the security envelope’s trailer holds metadata for inter-
preting the digital signature and signature itself. Most parts this data structure are fixed and sig-
natures of multiple messages can only be linked together using the respective public key, which
is changed during the pseudonym change procedure. Hence, a digital signature does not carry
any extra privacy related information, in comparison to the public key hold in the corresponding
PSC.
However, the encoding type of the used ECC point may vary in general, but can be assumed
to be constant for a particular vehicle. Hence, this encoding type is characteristic constant data.
There are four options for the ECC point type within ETSI ITS. These relate to three different
options of representing an ECC point, by either given only its x-coordinate, or the x-coordinate
together with the sign of the y-coordinate, or both coordinates. The core difference between
options is enabled or disabled ECC point compression. In the worst case, with three vehicles
cooperating during a PSC change, and all of them using a different ECC point type, this infor-
mation is already enough to render the pseudonym change useless. Thus, the standard should
only allow only one option to be used instead of four. This restriction is also suggested in [237],
to ease parsing of the security envelope.
Summary Overall, many occurrences of characteristic constant data within the security enve-
lope of ETSI ITS have been found. Each single finding reduces chances of nodes to find proper
cooperation partners for a privacy conserving PSC change. Hence, the proposed approaches to
remove characteristic constant data from the security envelope should be applied.
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5.4.1.3 Privacy Influence of MAC/PHY, Network and Transport Layer Data Sets
The node identifiers at the PHY/MAC and network layers depend on the pseudonym, as outlined
in Section 2.2.3. Thus, presence of these identifiers does not add extra information, which could
be used for node tracking.
Network layer meta data holds some data sets, which can also be found within a CAM or
BSM. This includes position information alongside with speed, heading and a time stamp [119].
However, no extra information is obtained by the attacker using this duplicated data sets.
The transport layer uses only a port ID, which is equal for all message from the same type,
e.g., CAMs or BSMs, at all nodes. Thus, this data set cannot be used to differentiate nodes.
5.4.2 Comparison of Influence on ETSI ITS and WAVE
The security functionality and used data sets are very similar in ETSI ITS and WAVE [125,
176]. Thus, the impact on privacy of these data sets within WAVE is the same as outlined in
Section 5.4.1 for ETSI ITS.
Network and transport layer for safety critical VANET communication within WAVE, e.g.,
for BSMs, provide much less features in comparison to ETSI ITS. Thus, the amount of present
meta data for these layers is very low. The present data sets do not provide an attacker with extra
information, not already known from the security envelope’s content.
ITS-G5 used for ETSI ITS shares the same sets of meta data with IEEE 802.11p, which is
used together with WAVE. Hence, privacy impact of PHY/MAC layers in WAVE is very limited,
as described in Section 5.4.1 for the case of ETSI ITS.
The main difference between ETSI ITS and WAVE exists on the application (or facility)
layer. The structure of data sets present with a BSM is significantly different from a CAM.
However, the set of mandatory data is quite similar [17, 119]. Especially, the identified charac-
teristic constant data sets exist in both message types, e.g., vehicle dimensions.
5.4.3 Evaluation of Privacy Loss and Countermeasures
To evaluate the actual impact on privacy of nodes the simulation environment described in
Section 3.3 is used. Moreover, characteristic constant data from the data sets of
• AA issuing a node’s PSCs with the assumption of one AA per OEM (see, e.g., [264]) and
• vehicle dimensions (length and width) are considered.
Section 5.4.3.1 describes the metric used for evaluating the impact of present characteristic
constant data on node privacy, especially in regard to node tracking instead of a conducted
pseudonym change. Regarded privacy change strategies are given in Section 5.4.3.2. Obtained
results from the conduced evaluation are discussed in Section 5.4.3.3.
5.4.3.1 Vehicle Uniqueness as a Privacy Metric
Common pseudonym change schemes are based on the assumption that broadcast data cannot be
mapped to an individual vehicle except of the changed identifiers. However, results from Sec-
tions 5.4.1 and 5.4.2 show that presence of characteristic constant data violates this assumption.
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To evaluate the impact of this findings on privacy of VANET nodes, a the metric called vehicle
uniqueness (V U ) is introduced. It measures the difference between the fingerprints of nodes
from their vehicular environment in regard to data observable by an attacker.
Prior work shows lower tracking success rates with rising traffic density and longer distances
traveled during a cooperative pseudonym switching maneuver [303]. However, one can expect
that this only holds in case an attacker has no extra information for re-identification of a node
after a pseudonym change. V U is a metric for availability of such extra information. In case a
vehicle is unique inside the area of pseudonym changing, i.e., the cardinality of its anonymity set
is equal to one, the attacker is always able to track it. This is independent of the used pseudonym
change strategy.
To calculate V U , a so called exposed feature vector ei is defined. It holds all available
characteristic constant data, which is available for each vehicle. i ∈ I relates to a dedicated
node within a group of nodes I (|I| ≥ 1) cooperating during a pseudonym change. V U is
defined by
V U = Pr{|{x|ex = ey;x ̸= y;x, y ∈ I}| = 0} . (5.1)
Thus, V U ∈ [0; 1] is the probability that there is just one node within I showing one dedicated ei
to the attacker. Nodes sharing exactly the same ei are indistinguishable for an attacker regarding
characteristic constant data, or in other words such nodes form an anonymity set. Thus, these
vehicles are proper candidates for cooperation during a pseudonym change.
5.4.3.2 Regarded Privacy Change Approaches
For the conducted evaluation three different pseudonym switching schemes are taken into regard.
These are
1. uncoordinated pseudonym switching (ETSI ITS and WAVE) with |I| = 1 with high prob-
ability,
2. mix zones with |I| depending on traffic flow and size of the mix zone and
3. pure silent periods with |I| depending on traffic flow and length of silent periods.
Within current standards pseudonym changes are uncoordinated, as every node decides on its
own when to perform the change without including information from other nodes in its decision
process. Hence, the probability that the trajectories of two nodes intersect while both change
their pseudonyms between two successive beacon emissions, e.g., a time span of 100 ms in
WAVE, just by chance can be expected to be very low. However, this would be required to
confuse an attacker who tracks the nodes’ movement. Absence of such behavior leads to |I| = 1,
i.e., there is no simultaneous change of pseudonyms by nodes within close vicinity.
Results of an evaluation using the proposed V U metric as well as the concept of anonymity
sets are given in the following.
5.4.3.3 Evaluation Results
In the following three different system parametrizations are considered. Firstly, a system using
a multitude of AAs is studied. This resembles the currently planed way of VANET deployment
111
based on ETSI ITS and WAVE. Secondly, the approach for usage of a single AA, as proposed
above, is studied to show its significant improvement potential on privacy of nodes. Afterwards,
privacy improvement by further discretization of vehicle dimensions is studied. Finally, a sum-
mary about overall results achieved in the given evaluation is provided.
Multiple Authorization Authorities In this section we include the following data sets into ei:
• AA of PSCs, with the assumption of one AA per OEM (see also Section 5.4.1.2), and
• vehicle dimensions (see also Section 5.4.1.1).
It is assumed that all vehicles manufactured by the same OEM use the same encoding of ECC
points (see Section 5.4.1.2). Thus, this data does not influence V U in our case and is not
taken into regard in the following. The remaining characteristic constant data sets from Sec-
tions 5.4.1.2 and 5.4.1.1 are assumed to be identical for all nodes. This leads to a best case
assumption for privacy of nodes, i.e., a worst case assumption for the attacker. Moreover, we
assume that the probability of two nodes within I sharing a common value of ei (|ei| = 3) only
depends on the share of their particular model within the set of all vehicles.
Vehicle distribution is taken from [198] to estimate V U . Furthermore, an analysis of node’s
dimensions for the models of different OEMs (see also Section 5.4.1.1) shows that the data
included in ei allows to uniquely identify the model of a vehicle, e.g., as VW Golf VII, from
a single CAM with included PSC. Thus, one can calculate the probability to encounter a node
with a particular ei from the mentioned vehicle distribution data set. An illustration of the
distribution of anonymity sets resulting from the considered ei is given in Figure 5.7 using a
Cumulated Distribution Function (CDF).
One can see from Figure 5.7 that the members of the majority of anonymity sets has only a
low share on the overall number of nodes. Hence, those nodes can only expect a low level of
experienced privacy, i.e., tracking of of them is easy.
The number of nodes encountered during a PSC switching maneuver |I| is varied by vary-
ing the traffic density (given in vehicleskilometer ) and size of mix zones or length of silent periods,
respectively. The traffic density is varied from 16 to 45 vehicleskilometer per lane following [146] to
represent both low volume traffic as well as a jammed setup. We use parameters from [303] for
the size of mix zones (25 m - 400 m), length of silent periods (1.25 s - 20 s), and velocity range
(0 - 250 kmh ). This leads to a range for |I| from 1 to 65 vehicles. Obtained results for V U are
displayed in Figure 5.8.
The best case in Figure 5.8 relates to the most common vehicle model. It is the least unique
one within the set of all vehicles. However, only about 7.7% of all vehicles can profit from
the good results for this model having a high chance to find indistinguishable partners for a
cooperative pseudonym change. In contrast, the worst case relates to the least common car. It
has only a very low probability to find proper partners to perform a secure PSC change.
Figure 5.8 shows that the value of 1 − V U increases alongside with |I|. However, for an
average vehicle it is very low for all regarded values of |I|. Moreover, combinations of high
velocity and high traffic density, which lead to high values of |I|, rarely occur in practice. Thus,
V U will exceed 99.9% in most real world scenarios with moderate traffic densities and vehicles’
velocity.
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Figure 5.7: CDF of anonymity sets resulting from |ei| = 3 and standardized data sets.
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Figure 5.8: Vehicle uniqueness during pseudonym change with |ei| = 3.
This means that the attacker can trivially track an average node even after a performed PSC
change with more than 99.9% probability, just based on characteristic constant data. In com-
bination with other techniques from prior work, such as trajectory based tracking, hardly any
privacy of nodes can be expected to remain.
Higher values of |I|, than the ones used above, would relate to unrealistically dense traffic
flow or extending the size of mix zones and length of silent periods to values rendering higher
level applications unusable [303]. One should note that even medium size mix zones have been
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shown to cause significant performance degradation of VANET based ADAS [205]. Calculation
of V U is independent of the pseudonym switching strategy, but the achievable size of |I| differs.
While cooperative PSC switching strategies can adjust it, uncoordinated ones cannot do so.
The obtained data on vehicle uniqueness shows that the presence of characteristic constant
data is able to render PSC changes during driving almost useless. An attacker can almost always
re-identify vehicles based on these data sets after the PSC change. To counter the identified
tracking possibility, the approach of using a common AA for all vehicles is looked at in the next
section.
Common Authorization Authority To reduce vehicle uniqueness the usage of a single AA
for all nodes, as proposed in Section 5.4.1.2, is considered in the following. In contrast to the
section before, the exposed feature vector ei only holds the nodes’ dimensions, i.e., |ei| = 2.
The AA’s identity is no longer present in ei, as it is identical for all nodes.
The proposed privacy improvement via a commonly used AA, which leads to a common
AAC, changes the anonymity sets of nodes. The CDF of anonymity sets corresponding to the ei
considered here is given in Figure 5.9.
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Figure 5.9: CDF of anonymity sets resulting from |ei| = 2 and standard vehicle dimension’s
accuracy.
A comparison of the results given in Figures 5.7 and 5.9 shows that the overall number
of anonymity sets is reduced by the taken approach. Hence, the share of members of many
anonymity sets on the overall amount of nodes is increased, i.e., some anonymity sets get joined
to form a common anonymity set by the suggested approach. Hence, privacy of affected nodes is
improved. However, there are also anonymity sets, which stay unchanged. Thus, the experienced
level of privacy of their members is unchanged.
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The distribution of global anonymity sets resulting from the chosen ei is also illustrated in
Figure 5.10 based on values from [198] and vehicle dimensions. Each anonymity set is labeled
with the width / length value pair, which characterizes the corresponding set. One can see that
the number of sets is high, and there are many sets with a (very) small share one the overall set
of all nodes. Nodes from such small sets can be expected to hardly encounter other nodes from
their own set while driving on streets. Hence, their level of privacy is small, as tracking of them
is easy. However, there is a significant improvement in comparison to a system with a dedicated
AA for each OEM, which yields much more anonymity sets with lower market shares.
Figure 5.10: Anonymity sets of cars based on their exposed dimensions in CAMs.
The same vehicle distributions and traffic scenarios as before are used for evaluating the
proposed privacy improvement technique. Thereby, well comparability of both approaches is
ensured. Obtained results for V U in the system using |ei| = 2 are shown in Figure 5.11.
Comparison of the results from Figure 5.11 to the ones from Figure 5.8 show that using
a single common AA reduces V U (increasing 1 − V U ) by a factor of about eight. Hence,
privacy of nodes is significantly increased. Results for the least common vehicle model are un-
changed. However, for the most common and average vehicle models an improvement of privacy
is achieved, although uniqueness of an average node is still high. The most common group of
indistinguishable nodes contains about 17.0% of all vehicles for this approach. These findings
are in line with the ones in regard to the distribution of anonymity sets described above. To fur-
ther boost the privacy of nodes, an approach changing discretization steps of nodes’ dimensions
is studied in the following.
Further Discretization of Vehicle Dimensions and Common Authorization Authority A
further mechanism to reduce V U is to reduce the accuracy of nodes’ dimensions included in
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Figure 5.11: Vehicle uniqueness during pseudonym change with |ei| = 2 and standardized
vehicle dimensions’ accuracy.
CAMs, as suggested in Section 5.4.1.1. To evaluate its impact the same setup as in the two
sections before is used.
The resolution of node’s dimensions length and width are further discretized to resolutions
of 0.2 m and 0.5 m. With decreasing resolution the data quality available for applications is
lowered. However, no detailed requirements regarding this parameter set have been published
so far. Thus, future work is required to obtain a trade off between privacy and application
requirements in regard to this dedicated data set.
CDFs of anonymity sets resulting from lower resolutions of vehicle dimensions are given in
Figure 5.12. Comparison of the results from Figure 5.12 with Figures 5.7 and 5.9 shows that the
number of anonymity sets can be significant reduced by the suggested discretization approach
of vehicle dimensions. Moreover, the share of anonymity sets’ members on the overall share of
nodes is significantly increased for almost all nodes. Hence, privacy of such nodes is improved.
The distributions of anonymity sets for dimensions with lowered accuracy are also given in
Figure 5.13. The individual sets are described by their unique pair of vehicle width and length.
One can see from the comparison of Figures 5.10 and 5.13 that the number of anonymity sets
significantly decreases with increased discretization steps for vehicle dimensions. However,
even a discretization step of 0.5 m leads to some sets with a (very) small share on the overall set
of vehicles. Hence, nodes from those sets cannot expect a high level of privacy.
Results on V U for a system using |ei| = 2 together with lowered accuracy of node’s dimen-
sions are given in Figure 5.14. The comparison of Figures 5.11 and 5.14 shows that lowering
the resolution of vehicle dimensions, as given in CAMs, significantly decreases V U for most
vehicles. Hence, privacy of nodes is significantly increased. Discretization steps of 0.2 m (best
0.2 / average 0.2) and 0.5 m (best 0.5 / average 0.5) are considered to achieve the results given in
Figure 5.14. The most common group of vehicles holds about 20.8% and 50.8% of all nodes for
resolutions of 0.2 m and 0.5 m, respectively (see also Figure 5.13). Unfortunately, the worst case
behavior is unchanged in comparison to smaller discretization steps. These findings are in line
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(a) CDF of anonymity sets resulting from ei with a commonly used AAC and vehicle dimensions’ reso-
lution reduced to 0.2 m.
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(b) CDF of anonymity sets resulting from ei with a commonly used AAC and vehicle dimensions’ reso-
lution reduced to 0.5 m.
Figure 5.12: CDF of anonymity sets resulting from |ei| = 2 and lowered vehicle dimension’s
accuracy.
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with the findings regarding the distribution of anonymity sets for lowered vehicle dimensions’
accuracy discussed before.
Usage of a lowered node dimension’s resolution without a common AA would be possible.
However, we find that the increase in vehicle privacy is quite low even when using a 0.5 m
resolution. The reason for this is that within the fleet of a single OEM, there is a far smaller set
of nodes with whom a node can be identical regarding its dimensions, in comparison to the set
of all nodes from all OEMs. Thus, we discourage to use the discretization approach only.
Summary of Evaluation The obtained results show that even without other tracking mech-
anisms, an attacker can perform node tracking with high probability using just a small set of
characteristic constant data, even though the node performed a pseudonym change. This shows
that the presence of characteristic constant data is able to render pseudonym changes useless, as
an attacker can simply re-identify nodes after the pseudonym change. Combining this attack with
further tracking mechanisms, e.g., from [303], promises to achieve even higher tracking prob-
abilities. Thus, the suggested precautions for avoiding characteristic constant data in VANET
data sets on all protocol layers should be used to limit the traceability of vehicles. Thereby, the
level of privacy for drivers is enhanced significantly.
(a) Anonymity sets resulting from 0.2 m discretization steps used for vehicles’ dimensions.
118
(b) Anonymity sets resulting from 0.5 m discretization steps used for vehicles’ dimensions.
Figure 5.13: Anonymity sets from node dimensions in CAMs with lowered accuracy.
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Figure 5.14: Vehicle uniqueness during pseudonym change with |ei| = 2 and lowered vehicle
dimension’s accuracy.
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5.5 Summary of Requirements Emerging from Advanced Attacks
Several security issues have been identified in prior sections of this chapter, which emerge from
the obtained advanced attacks on VANETs. These include,
1. secure time synchronization between nodes is required, but state of the art mechanisms
can hardly provide it,
2. secure obtaining of a nodes absolute position is required, but there is a lack of mechanisms
to provide this information,
3. presence of multiple PSCs within a node being valid during the same time interval should
be avoided,
4. pre-caching of PSCs valid in the future within nodes should be limited to a minimum,
5. presence of constant but distinctive data sets within VANET messages, so called charac-
teristic constant data, has to be avoided to enable privacy preserving pseudonym changes,
6. mechanisms for limiting the channel load during certificate chain distribution are required,
especially the number of certificate chain deliveries after a request for a CA certificate
should be limited to a minimum,
7. the VANET communication channel needs to provide enough spare capacity to ensure the
fulfillment of minimum cooperative requirements of applications in case nodes include
their PSC in every single message.
Approaches to fulfill the given requirements, especially for ETSI ITS, are given in Chapter 6.
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Chapter 6
Certificate Handling in VANETs
A number of requirements for efficient and secure certificate (chain) handling are identified in
Chapters 4 and 5. In the following, proposals for improvements to standardized ETSI ITS and
WAVE systems are suggested in order to make these systems fulfill the newly found require-
ments. In doing so, the discussion is separated into
• improved PSC dissemination provided in Sections 6.1 and 6.2,
• a new approach for CA certificate distribution given in Section 6.3,
• improved PSC refill mechanisms discussed in Section 6.4, and
• a novel proposal to limit the impact of PSC change on neighborhood aware PSC dissemi-
nation introduced and evaluated in Section 6.5.
6.1 Adaptive Situation Aware Cyclic Pseudonym Certificate Distri-
bution
The standardized PSC distribution mechanism is described in detail in Section 2.2.4.3. One out
of three parts of this strategy is to distribute a node’s PSC in a cyclic manner. However, only
fixed cycle times have been considered in prior work. To further improve the effectiveness and
efficiency of the standardized algorithm, adaptation of the PSC inclusion frequency is consid-
ered in the following. The proposed algorithm yields to provide at least the same low level of
cryptographic packet loss as the standardized one while lowering the channel load by less fre-
quent PSC dissemination. A side effect of a lowered PSC inclusion frequency is to increase the
amount of data within messages usable for higher protocol layers, e.g., the facility layer. This
is caused by the mutual dependency of variable length data fields included by different protocol
layers, as identified in Section 4.3. Topics treated within this section are partly covered by prior
work of the author in [33]1.
1Contribution of the co-authors is mainly related to implementation of traffic scenarios and the outlined algorithm
within the used simulation environment. The main contribution is from the author of this work.
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6.1.1 Algorithm Design
The basic idea of the adaptive PSC distribution scheme proposed in the following is to adapt
the frequency of cyclic PSC emission to the currently experienced vehicular environment. In
general, the new algorithm is built on top of the standardized mechanisms from [125]. These
are parametrized as recommended in Section 4.2.1. Hence, implicit and repeated explicit PSC
requests are used in combination with cyclic PSC emission. However, the distribution algorithm
from [125] is changed in regard to the following major points.
1. Position-based weighting of a request’s significance is applied. In prior work all requests
are weighted equally.
2. The PSC inclusion frequency is varied based on the accumulated weights of received
requests.
To determine the significance of a request, its sender get assigned to one out of four relevance
areas. This assignment is based on the sender’s relative distance to the receiver. This concept is
illustrated in Figure 6.1.
node
x
0 a3a2a1
A1 A2 A3 A4
Figure 6.1: Significance areas around a vehicle.
Discretization of a node’s environment is inspired by the evaluation concept used in
[133, 135]. However, [133, 135] use this concept only for offline evaluation with global knowl-
edge about the whole network, i.e., in connection with an available ground truth. In contrast,
these areas are used for online calculation of a metric representing a node’s environment in
the following. Moreover, sizes of the different relevance areas are varied based on the current
communication conditions, while work in [133, 135] uses areas of a-priori fixed size.
The boundaries ai (i ∈ [1; 4]) of the individual areas Ai, as shown in Figure 6.1, are given
by Equations 6.1 to 6.4.
a1 =
1
N
N∑
j=1
dj (6.1)
a3 = max dj ; j ∈ [1;N ] (6.2)
a2 =
a1 + a3
2
(6.3)
a4 =∞ (6.4)
N gives the number of currently known nodes in the node’s surrounding. The distance between
the own node and (another) node j is denoted by dj . A node is removed from the list of known
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nodes, if no message from it has been received within a fixed time span (timeout). A timeout
limit of two seconds is used in the following. It is selected to correspond to the doubled max-
imum transmission interval of CAMs. Thus, the algorithm tolerates missing at least one CAM
from another node without removing it from the list of known nodes. The fourth area A4 is
used to filter requests from nodes, which are so far away that no reliable communication with
them is possible, i.e., only sporadic message exchange happens. [133, 135] uses fixed values of
a1 = 100m, a2 = 200m and a3 = 300m.
After a request from relevance areaAi was received, the current authentication ratio ri inside
Ai is determined by
ri =
ni,auth
ni,known
; ni,auth ≤ ni,known; ri ∈ [0; 1] . (6.5)
With ni,auth giving the number of nodes within Ai whose PSC is known and verified, i.e., these
nodes are authenticated. ni,known gives the number of all known nodes within Ai, i.e., such
nodes from whom at lest one message has been received within the forgetting timeout interval
described above.
The different authentication ratios ri get combined to a unified weighted authentication ratio
rw by
rw =
3∑
i=1
wi · ri;
3∑
i=1
wi = 1; wi ≥ 0. (6.6)
Thus, r4, i.e., the authentication ratio within A4, is ignored for determining the PSC emission
frequency. This is done as communication with nodes inside A4 is regarded as unstable and of
minor importance, especially in comparison to communication within areas being closer to the
monitoring node (A1 to A3).
In general, communication with nodes in the close environment of a node is considered more
important for safety critical applications, like collision avoidance, in comparison to nodes being
further away. Hence, we recommended to use the criterion w1 > w2 > w3 in the selection
process of weights wi. Thereby, the influence of unauthenticated nodes in A1 higher than the
ones inA2, which have more impact than nodes inA3. The used selection process for parameters
wi is described after the introduction of the remaining algorithm.
The current time interval tcert between two successive PSC emissions is determined via
tcert =
{
max
[(
rw
1−rw
)z · tcert,min; tcert,min] rw < 1
∞ rw = 1
. (6.7)
The PSC inclusion frequency fcert is given by fcert = t−1cert. Furthermore, z ≥ 0 holds.
Equation 6.7 is chosen in a way that tcert varies alongside with rw, and the scaling factor(
rw
1−rw
)z
of the minimal PSC inclusion period tcert,min may have arbitrary values in the range
between 0 and ∞. This overcomes the fixed, standardized setting of tcert from [125, 176]. Re-
placing the scaling factor with a fixed number yields a system like specified in current ETSI ITS
and WAVE standards. The relation between tcert and rw is illustrated in Figure 6.2.
In case of rw = 1, cyclic inclusion of certificates is turned off, i.e., fcert = 0. This is
done, as rw = 1 relates to a system status in which the node does not know about any other
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unauthenticated node within its surrounding A1 to A3. Hence, further dissemination of the PSC
in a cyclic manner is considered to be pure overhead. Another station being in need of the PSC
can still obtain it via an explicit PSC request, which triggers sending of the PSC even in case
cyclic dissemination is turned of.
The minimum value of tcert (tcert,min) is given by the minimum time interval between send-
ing of two CAMs. The lower limit for tcert,min (min (tcert,min)) is given by the 10 Hz maximum
CAM emission frequency, i.e., a period of min (tcert,min) = 0.1s. This determines the maxi-
mum PSC emission frequency, as the security entity cannot trigger the sending of messages on
its own, but relies on piggybacking its data to messages generated at higher protocol layers,
like CAMs. The parameter z is used to adjust the reactivity of the algorithm to changes in the
monitored weighted authentication ratio in its surrounding.
The influence of the parameter z on the inclusion period of PSCs is shown in Figure 6.2
for the case of a CAM emission frequency of 10 Hz (tcert,min = 0.1s). One can see from
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Figure 6.2: Influence of parameter z on the PSC inclusion interval.
Equation 6.7 and Figure 6.2 that for rw = 1 cyclic PSC emission is turned off. This corresponds
to a traffic scenario in which the surrounding of a node does not change over time, e.g., inside a
large scale traffic jam. In such kind of traffic scenarios there is no need for PSC emission, as all
nodes already know about the PSCs of nodes within their communication range. An approach
using z = 0 is looked at in Section 6.2.
Decreasing values of z lead to increased changes of tcert alongside changes in rw, as illus-
trated in Figure 6.2. Hence, reaction of the PSC emission algorithm on detected changes in a
node’s surrounding is faster for lower values of z. However, this may lead to an overreaction, as
it takes time until feedback (from a CAM with included PSC) arrives from the node(s) causing
rw ̸= 1. During that time interval unnecessary PSC emissions may occur, due to a too strong
reduction in tcert for very low values of z, i.e., z << 1. This shows the need to consider the
trade-off between channel load and cryptographic packet loss, i.e., discarded received packets
due to not available PSCs for their verification.
The reference value shown in Figure 6.2 is the fixed cyclic PSC inclusion interval of 1 s
from [125]. The adaptive scheme uses a significantly longer inclusion interval for high values
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of rw, which can be expected to lower channel utilization within a well known neighborhood.
Simulation based testing of different parameter combinations for wi and z within the pro-
posed adaptive PSC distribution strategy was used to select the values of w1 = 0.6, w2 = 0.3,
w3 = 0.1 and z = 0.5. These were found to provide the best performance in regard to channel
utilization and cryptographic packet loss. Thus, these parameters are used in the following.
One should note that currently the security envelope of CAMs does not hold a location
stamp. However, this information is present in a required data field of a CAM [119, 125]. Thus,
the implementation used for evaluation of this approach looks into the secured data to obtain
this information. This is not required for BSMs, as their security envelope includes a location
stamp [176].
6.1.2 Evaluation of Adaptive Pseudonym Certificate Distribution
Evaluation of the proposed adaptive PSC dissemination strategy uses the methodology described
in Chapter 3. The standardized PSC emission strategy is used as a reference scheme. It is
parametrized with repeated explicit PSC requests, as this setup is found to perform best in
Section 4.2.1.
At first, the emission rate of PSCs is looked at. This criterion directly influences the average
size of sent messages. Thus, a higher PSC emission rate leads to increased channel load for the
same amount and timing of sent messages.
Figure 6.3 displays results for the freeway scenario (see also Section 3.2). These show that
for most traffic densities the average rate of PSC emission is lower for the proposed adaptive
scheme in comparison to the standardized one. However, the difference is quite small and there
is a large overlap of measured standard deviation intervals.
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Figure 6.3: PSC emission rate for a freeway scenario under adaptive PSC emission.
Obtained results for the urban roundabout scenario (see also Section 3.2) are given in
Figure 6.4. The given results show that the adaptive scheme significantly outperforms its stan-
dardized counterpart. For all considered traffic densities, the average PSC emission rate is re-
125
markably lowered by using the proposed adaptive scheme. The difference is larger for lower
traffic densities, which can be expected, as in such traffic scenarios new neighbor detection hap-
pens less frequently than in scenarios with higher node density. Thus, cyclic PSC distribution
being influenced by the proposed adaptive scheme has a more significant role in the overall
PSC distribution procedure for lower density scenarios. In contrast, in high density scenarios
the overall PSC dissemination strategy is governed by PSC emission caused by new neighbor
detection, which is a common sub-strategy of the standardized and adaptive schemes.
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Figure 6.4: PSC emission rate for a roundabout scenario under adaptive PSC emission.
Figure 6.5 gives achieved results for the rural road scenario. One can see that the proposed
adaptive algorithm significantly reduces the number of PSC transmissions per second. Hence,
less bandwidth is consumed by PSC dissemination in comparison to the standardized PSC distri-
bution scheme. The gain is smaller than in the urban roundabout scenario (lower node mobility),
but higher than in the freeway scenario (higher node mobility).
Results for the urban grid scenario are provided in Figure 6.6. One can see that the adaptive
scheme slightly outperforms the standardized one.
Comparison of Figures 6.4 and 6.6 shows that average PSC emission rates for these two
urban scenarios vary significantly. This is caused by the different traffic shapes in these sce-
narios. Within the urban grid scenario the frequency of nodes entering and leaving each others
communication range is significantly higher than in the urban roundabout scenario. Hence,
new neighbor detection happens more frequently and PSC exchange has to be performed more
rapidly.
The number of unknown PSC-IDs received in the freeway scenario is almost the same for
the adaptive and standardized approaches, as shown in Figure 6.7. These kind of messages re-
ceptions lead to cryptographic packet loss. Hence, the adaptive scheme requires a lower amount
of PSC emissions (see Figure 6.3) to achieve the same low amount of discarded messages. The
given results are collected for nodes within A1 and A2.
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Figure 6.5: PSC emission rate for a rural road scenario under adaptive PSC emission.
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Figure 6.6: PSC emission rate for an urban grid scenario under adaptive PSC emission.
Figure 6.8 displays the results on unknown PSC-IDs in the rural road scenario. The displayed
results show that there is no statistically significant performance deviation of both considered
PSC emission schemes. There is an almost full overlap of obtained standard deviation intervals,
and averages are very close to each other. Hence, the adaptive scheme uses a lower PSC emission
rate (see Figure 6.5), but achieves the same low amount of cryptographic packet loss than the
standardized mechanism.
Corresponding results for the roundabout scenario are given in Figure 6.9. In this scenario
the adaptive scheme is able to further reduce the already very low rate of discarded messages.
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Figure 6.7: Cryptographic packet loss in the freeway scenario.
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Figure 6.8: Cryptographic packet loss in the rural road scenario.
For all traffic densities the number of lost messages is hardly noticeable. This means that PSC
distribution can almost completely avoid cryptographic packet loss.
Results on cryptographic packet loss for the urban grid scenario are displayed in Figure 6.10.
The difference between obtained values for the adaptive and standardized approach is quite
small. Regarding averages, the standardized scheme slightly outperforms the adaptive one for
lower traffic densities, while the converse holds for high traffic density. Like for PSC emission,
a significant difference between the results for both urban scenarios is found.
In summary, one can state that the proposed situation aware extension of the standardized
PSC distribution scheme yields better system performance. It lowers PSC emissions rates caus-
ing decreased channel load, while yielding about equal characteristics of cryptographic packet
loss, or even lower this negative impact of sporadic PSC emission in some traffic scenarios.
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Figure 6.9: Cryptographic packet loss in the roundabout scenario.
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Figure 6.10: Cryptographic packet loss in the urban grid scenario.
6.2 Certificate Distribution via Bursts for Low Mobility Scenarios
The suggested burst based PSC dissemination scheme from this section is a special case of the
adaptive scheme from Section 4.2, as also treated in [31]2. In this case, z = 0 holds, which
changes Equation 6.7 to 6.8.
tcert =
{
tcert,min rw < 1
∞ rw = 1
. (6.8)
Moreover, rw only includes data from A1 and A2, i.e., unknown nodes from A3 and A4 are
ignored (see also Equations 6.1 to 6.4). This means that in case an unauthenticated node is
2Contribution of the co-authors is mainly related to implementation of traffic scenarios and the outlined algorithm
within the used simulation environment. The main contribution is from the author of this work.
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known to be in the close vicinity (A1 and A2) of a node, its PSC is always included. The
maximum temporal length of the burst created by a single unknown node is limited by a timeout
interval, after which the unauthenticated node is removed from the list of nodes whose presence
is known. Moreover, the burst is immediately ended in case all nodes within A1 and A2 become
authenticated nodes. A timeout of one second is used in the following. This ensures that the
PSC is sent at least twice in case of 1 Hz CAM emission and failure to deliver the PSC during
its first emission following new node detection within A1 or A2. The limitation to A1 and A2 is
motivated from the targeted low mobility scenarios, which offer more time for reaction of ADAS
to behavior of nodes being pretty far away from the ego node.
The performance of the proposed PSC emission scheme for the urban roundabout scenario
is shown in Figure 6.11. The displayed results show that in average the burst based approach
slightly outperforms its adaptive counterpart. However, considering the standard deviation in-
tervals, the difference in performance has to be considered statistically insignificant.
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Figure 6.11: PSC emission for an urban roundabout scenario under burst based PSC emission.
The negative impact of burst based PSC emission in a high mobility scenario is illustrated
in Figure 6.12 using a freeway scenario. One can clearly see that the PSC emission frequency is
much higher for this scheme in comparison to the ones from the standard and from Section 4.2.
The given results also show that selecting very small values for z, i.e., close to zero, causes
the approach from Section 4.2 to overreact to newly detected nodes, which are temporarily unau-
thenticated. Hence, the selection of z is a trade-off between fast (enough) reaction, i.e., z should
be small, and avoiding overreactions, i.e., z should not be too small.
In summary, one can state that the burst based PSC emission scheme works well for low mo-
bility scenarios like the urban roundabout scenario. However, the gain is small in comparison to
the adaptive approach from Section 4.2, which is shown to work well for all considered scenar-
ios. Hence, we recommended to use the approach from Section 4.2 to avoid extra complexity by
a mobility aware selection of the PSC distribution algorithm.
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Figure 6.12: PSC emission for a freeway scenario under burst based PSC emission.
6.3 Certificate Chain Distribution
The need for efficient distribution of entire certificate chains has been shown in Sections 4.2.2
and 5.1.2, alongside with drawbacks of the currently standardized simple explicit request based
mechanism. Hence, a proposal for an advanced distribution strategy for the dedicated elements
of a certificate chain is proposed in the following, which is partly given in the author’s prior
work in [4, 39, 41]3, too. The discussion is separated into two parts, which are
1. approaches to avoid multiple delivery of CA certificates to
(a) limit the bandwidth consuming response to an AAC request, which also
(b) avoids the DOS vulnerability found in Section 5.1.2.
Such kind of approaches are discussed in Section 6.3.1.
2. A proposal for extending one of the approaches from Section 6.3.1 towards a system only
distributing single dedicated certificates is given in Section 6.3.2. This allows to signifi-
cantly limit the worst case size of the security envelope, as asked for in Section 4.3.
6.3.1 Avoiding Multiple Delivery of a Certificate Authority Certificate
Instead of multiple delivery of an AAC towards its requester, as done in the currently standard-
ized approach (see Section 4.2.2), it is sufficient to deliver the AAC only once. Such kind of
scenario is illustrated in Figure 6.13. In the given example, only one out of three possible re-
sponders answers the request, although nodes B,C and D are assumed to use the same AAC. In
3See also footnote 4.
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contrast, all nodes, i.e., B, C and D, should send the AAC according to the currently standardized
behavior as illustrated in Figure 2.9.
A
CAM w PSCA + PSCB req.
CAM w PSCB
CAM w/o PSCB
CAM w/o PSCA + AACB req. + PSCB req.
CAM w/o PSCB + A
ACB
t
DCB
Figure 6.13: AAC request and delivery mechanism with only a single responder.
One should note that the concerned AAC delivery problem shows similarities to the packet
forwarding problem encountered in the domain of position based routing. One part of this prob-
lem is that the number of forwarders should be minimized to limit the channel load. The main
difference to AAC distribution is that the source of the request (for forwarding) is different from
the target of the delivery, while in the AAC distribution case the requester is identical to the
target of data delivery.
To minimize the number of responses to a request for an AAC, multiple approaches can be
thought of. These can be grouped into
1. explicit selection of a dedicated responder at the requester, and
2. decentralized responder selection among all nodes being able to answer the request.
Approaches from both groups are well known in the position based routing domain. Members of
group no. 1 typically try to maximize/minimize one or multiple parameters of the communica-
tion setup. Thus, they are commonly called greedy (forwarding) schemes. Hence, we call such
approaches for AAC delivery greedy responding schemes. They are discussed in Section 6.3.1.1.
A popular scheme from group no. 2 is contention-based forwarding (CBF). Therefore, we use
the term contention-based responding (CBR) for algorithms using such kind of decentralized
responder selection for AAC delivery. An analysis of CBR is provided in Section 6.3.1.2.
6.3.1.1 Greedy Responding
There are mainly two criteria for optimization of the requester based responder selection process.
These are to either
• minimize the distance of the chosen responder to the requester, which corresponds to an
approach maximizing the probability of successful message exchange, or to
• minimize the time until the responder answers the request. In doing so, one has to keep in
mind that responses do not trigger message sending on their own, in contrast to message
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forwarding, but rely on piggybacking on beacon messages generated by higher layers,
e.g., CAMs.
One could also think of combinations of time and position based criteria in the responder selec-
tion process. However, such approaches are not considered in the following, as the conducted
evaluation already shows well usability of the simple, and thus easy to implement, approaches.
Position Based Selection The requester can try to maximize the probability for successful
bidirectional communication, including request and response. In doing so, different strategies
can be thought of. These include a
• simple strategy using only the positions of available responders, and
• advanced strategies using an environment model of the requester.
Required data like position, speed and heading of nodes is contained in corresponding beacon
messages, i.e., CAMs or BSMs. For the simple strategy, a requester minimizes the distance
between requester and responder. Thereby, it tries to maximize chances that the selected node
actually receives the request, and its reply is successfully delivered to the requester, too. This
strategy is based on the assumption that the probability of two nodes successfully exchanging
data increases with decreasing distance between these nodes. An evaluation of this approach
is given in Section 6.3.3. In WAVE, the required position stamp is contained in the security
envelope of beacons, while in ETSI ITS the security envelope does not contain such data. Hence.
the implementation used for evaluation takes this information from the facility layer CAM data,
which is stored in the security envelope’s payload. The logically corresponding approach from
packet forwarding is to maximize the progress towards the final receiver by each forwarding
hop.
The simple approach does not guarantee to answer the request in minimal possible time.
Time to delivery of the AAC (tdelivery) is determined by the (current) beacon generation in-
tervals of both the requester (∆tbeacon,requester) and the responder (∆tbeacon,responder), due to
piggybacking of both request and response on CAMs. Therefore,
tdelivery ≤ ∆tbeacon,requester +∆tbeacon,responder (6.9)
holds. Hence, in ETSI ITS it can take up to two seconds until the AAC request gets answered
(WAVE: 200 ms). High mobility of nodes may cause the situation that the chosen responder
is no longer the closest possible responder, when answering the request. However, the simple
strategy provides the benefit of being easy to implement.
Advanced strategies could use a model of the communication conditions within a requester’s
surrounding. Approaches for such models are typically based on accurate digital maps and
monitoring of other nodes, like proposed in [48]. However, real time maintenance of such
models is still not possible, due to very high computational requirements. Thus, this approach is
not considered in the following.
A long time span between requesting and arriving of the response poses the drawback of
possible extra cryptographic packet loss, as the AAC in need is shared by many nodes. To
reduce the chance of a long time span until AAC delivery, the following strategy uses the next
expected beacon transmission time as the main criteria to select the responder.
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Sending Time Based Selection The requester of an AAC can minimize the time span∆t, until
the requested AAC is delivered in case no package loss occurs. In VANETs with fixed beaconing
intervals, like WAVE, the requester can directly calculate the next beacon transmission time of
all known nodes. This calculation is based on the sending time stamp from within the security
envelope [125, 176]. However, in ETSI ITS the CAM generation interval varies [119].
A node’s current CAM generation interval is mainly determined from vehicle dynamics,
e.g., speed or turn rate. Fortunately, these data sets are contained in CAMs together with the
current generation interval. One can assume that vehicle dynamics are quite constant in the short
time span between emission of two CAMs. Hence, a receiver can determine a quite accurate
hypothesis about the next CAM’s generation time. However, DCC inducted limitation of CAM
generation may lead to a less accurate hypothesis, in case such limitations change rapidly.
6.3.1.2 Contention Based Responding
For the case of CBR the two cases of position and time based responding, which is close to CBF,
and the case of only timeout based responding are considered in the following.
Position and Timeout Based Responding The proposals of CBF suggest position and time
based selection of message forwarders [140,141]. The initial sender and (final) target of an AAC
request/delivery scheme are identical. In contrast, sender and target are different for multi-hop
message dissemination schemes. Thus, the forwarder selection criteria of CBF has to be changed
to obtain a suitable responder selection criteria for the CBR concept.
Inspired by the CBF timeout function, the CBR timeout function is chosen to be
t =
{
tCAM,i ·
(
1− didmax
)
0 ≤ di < dmax
∞ otherwise
. (6.10)
The distance between requester and responder candidate i when receiving the request is denoted
by di. A maximum distance dmax is used to avoid responses to requesters being so far away that
only sporadic and unstable communication with them can be expected (see e.g., Section 6.1.1 for
a possibility to determine such a boundary). tCAM,i gives the current CAM generation interval
at node i when receiving the request. Moreover, as in CBF, a node monitoring the response
of another node, cancels its own timeout. Thus, it does not transmit the AAC itself, i.e., no
certificate chain emission takes place.
An example scenario for CBR based distribution of an AAC is given in Figure 6.14. The
request is received by two nodes, which both are possible responders, as they are assumed to
be aware of the requested AAC. Two timeouts influence the distribution process. The first one
(right, red in Figure 6.14) is the time until the next message is to be sent. The second timeout
(left, green in Figure 6.14) is the one determined from Equation 6.10.
In the chosen example, the most right vehicle is the first one to send a message after the
AAC request was sent. However, it is not going to include the AAC into this message, as the
timeout from Equation 6.10 will happen after sending the message. Hence, the message will be
subject to cryptographic packet loss at the requester, i.e., it gets dropped. Delivery of the AAC
is performed by the node next to the requester.
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requester
Figure 6.14: Example scenario for CBR based AAC distribution.
This approach tries to minimize the distance between requester and responder di. Hence,
the set of nodes receiving the response can be assumed to be similar to the set of nodes, which
received the request. Therefore, the number of unnecessary extra responses caused by the hidden
station problem can be expected to be low.
However, as many vehicles share the same AAC, it is pretty likely that the requester receives
more than just one message (e.g., CAMs) whose PSC is signed by the requested AAC. All these
messages are discarded (i.e, they lead to cryptographic packet loss), as they cannot be validated.
Hence, a strategy trying to minimize such packet loss at the cost of increased probability for
duplicate responses is proposed at next.
Pure Timeout Based Responding A simpler variant for decentralized responder selection can
use only a responding timeout, i.e., no location information is required in contrast to the above
outlined CBR approach. The timeout period is just given by the time until the next beacon
message is to be transmitted. Like in the concept proposed above, a node cancels AAC emission
when receiving a response from another node.
This concept minimizes the time span until the request is answered. Thus, it also minimizes
the probability of additional cryptographic packet loss by discarding messages from other nodes
sharing the requested AAC.
A drawback of this simple approach is that the set of vehicles receiving the first response
can differ significantly from the set of vehicles, which received the request. Hence, the chance
of duplicated replies is higher for this approach in comparison to the one proposed before.
Additionally, the responder could leave the communication range of the requester, before
transmitting the response. In the worst case, all other possible responders receive the response.
Thus, these nodes suppress their own responses. Hence, the requester does not receive any re-
sponse. To avoid this scenario, a responder can keep track of its current average communication
range. Before sending the response, it checks whether the position of the requester is within this
range. Otherwise, it does not send the response. This improvement can also be used for the time
and requester based responder selection strategy proposed before.
The pure timeout based CBR concept is illustrated in Figure 6.14 (right timeout). In contrast
to position and time based CBR, the most right vehicle will answer the request and the vehicle
in the middle will not emit its AAC. Thereby, the CAM following the request can be verified,
and does not get dropped, in contrast to the case of the position and time using CBR approach
described above.
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6.3.2 Removing the Requirement of Certificate Chain Distribution
Explicit selection of a dedicated responder for AAC requests is discussed in Section 6.3.1.1. The
following approach to avoid the distribution of certificate chains in a single message is based on
this kind of algorithms.
In case a node is selected as the responder to an AAC request, the requester needs to know
about the PSC of this dedicated node. Otherwise, the section algorithm is not able to select this
node, because knowledge of the PSC is required to know about the AAC used to secure this
PSC. Thus, delivery of the full certificate chain of the selected responder is not required, as
the PSC contained in this chain is already known to the requester. Thus, its repeated delivery
is superfluous and only wastes bandwidth on the wireless channel. Hence, including only the
AAC into the security envelope of the response message is sufficient. Thereby, an algorithm is
designed for AAC dissemination, which does not need to include entire certificate chains into a
single message. This approach shows two major advantages, which are
1. further bandwidth saving for the AAC distribution algorithm, and
2. limiting of the maximum number of certificates present in the security envelope to one.
Hence, the worst case size of the security envelope gets reduced in comparison to a system
using distribution of a full certificate chain within a single message.
Finding no. 2 is especially important, due to the cross-layer data size dependence found in
Section 4.3. A shorter worst case size of the security envelope enables to use a larger application
layer payload, while avoiding to violate maximum message size restrictions on the MAC layer,
which are enforced by DCC rules.
6.3.3 Evaluation of Improved Certificate Chain Dissemination Schemes
The performance of the suggested certificate chain dissemination schemes from Section 6.3.1 is
shown in Figure 6.15. To obtain the given results, the freeway scenario from Section 3.2 is used.
The AAC requests are inserted into the simulation as described in Section 4.2.2. The strategy
from Section 6.3.2 was found to perform equally to the transmission time based greedy scheme
from Section 6.3.1 in regard to the response time. Thus, its results are skipped in Figure 6.15 to
avoid overloading it.
Results from Figure 6.15 show that time based responder selection mechanisms outperform
their position based counterparts. Performance of the timeout only CBR strategy reaches the
one of the standardized approach in almost all considered cases. Thus, the corresponding curves
in Figure 6.15 are hardly distinguishable. However, the performance of the proposed time based
greedy algorithm is only marginally worse in average than standardized and timeout only CBR
approaches. Moreover, the difference can be regarded as being statistically insignificant.
The purely position based greedy responding schemes performs worst. Its performance is
partly limited by sporadically selecting nodes with a current CAM generation interval greater
than 100 ms. This effect can be expected to disappear in WAVE. Thus, the expected perfor-
mance would slightly benefit from the fixed 10 Hz beacon interval of WAVE. The CBR scheme
using time and position information outperforms the position based greedy scheme, but performs
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Figure 6.15: Response times of AAC dissemination schemes.
worse than the purely time based schemes. In detail analysis shows that some responses are de-
layed by the position dependent timeout, which leads to a significant delay of actually carried
out AAC inclusion. Moreover, all CAMs of nodes, which skipped transmission of the AAC, are
discarded by the requester, as these still cannot be verified, due to the missing AAC. Therefore,
position based responder selection schemes are not recommended.
In contrast to the position-based routing problem, no serious drawback of requester based
selection schemes in comparison to decentralized responder based selection is found. This is
caused by the differing aim of node cooperation between routing and AAC distribution. For
AAC dissemination, the target of the caused reaction by the addressed responder is the sender
itself. In contrast, for packet forwarding the target is a distant node, which is located out of direct
communication range of the sender. Moreover, forwarding triggers message sending on its own,
while AAC distribution relies on piggybacking on higher level messages, i.e., CAMs or BSMs.
The time based response algorithms yield minimal cryptographic packet loss. In the ideal
case, no other node using the unknown AAC transmits, before the AAC is delivered to the
requester. Hence, the requester is not forced to discard further messages after the one initiating
the AAC request.
In regard to channel load no statistically significant increase was obtained in the setup using
sporadic AAC requests, even in case all nodes use the same AAC. Hence, the impact on VANET
communication conditions from on-demand distribution of AACs, with the proposed advanced
mechanisms, can be regarded as insignificant. Thus, these mechanisms are recommended for
usage in practical VANET realizations.
Moreover, an evaluation of the proposed efficient AAC dissemination schemes as counter-
measures to the DOS attack proposed in Section 5.1.2 is conducted. The freeway scenario is
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used to evaluate this aspect, too. Obtained results show that all proposed strategies can effi-
ciently avoid both DOS attacks (direct and indirect). The increase in average message size and
channel load caused by the attacker is hardly noticeable even in case of frequently repeated AAC
requests (each present AAC requested every 100 ms). The maximum observed amount of re-
sponders for the decentralized schemes was just two. For the remaining AAC delivery schemes,
only one node sent its AAC. Hence, the massive amount of certificate chain emissions provoked
for the standardized approach can be clearly avoided by all proposed schemes.
The provided evaluation shows that both proposed time based AAC distribution schemes
perform well. However, only the requester based selection scheme (time based greedy algo-
rithm) allows to remove the requirement of transmitting entire certificate chains in one message
completely. Thus, this scheme is recommended for future use in VANETs to efficiently dis-
tribute certificates of CAs. Generalization of this CA certificate distribution strategy to a general
multi-level PKI system is discussed in the following section.
6.3.4 Application to a General Multi-Level PKI System
Prior sections described and evaluated the distribution of CA certificates especially for ETSI ITS.
In this VANET approach only one level of CA certificates, namely the AACs, are disseminated
on-demand within the VANET. However, the proposed CA certificate dissemination scheme is
not limited to such flat CA hierarchies within a PKI.
In case CA certificates from multiple levels of the PKI are distributed in the VANET, the
approach from prior sections can be used in an iterative manner. In doing so, the dedicated
CA requests are used for each single CA’s certificate individually. Each element of the certifi-
cate chain, holding multiple CA certificates, can be delivered by a different node, as responder
selection is done for each request individually.
The next section considers efficiency of the PSC refill mechanism in ETSI ITS.
6.4 Certificate Refill for Mobile Nodes
Two major challenges exits in the PSC refill process within mobile nodes, i.e., such without a
fixed communication to a backbone service. These are
1. enabling PSC refills without a valid PSC being available within a node (see Section 6.4.1),
and
2. efficient handling of refill requests at CAs to avoid DOS vulnerabilities of these kind of
important backbone services (see Section 6.4.2).
Both issues are studied in the following.
6.4.1 Enabling Multi-Hop PSC Refill Requests
Communication between a mobile node and a backbone CA requires secured multi-hop message
exchange. However, there are two major issues in current ETSI ITS standards, which disable
such communication. The first problem is the inability of encrypted multi-hop communication,
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as outlined in Chapter 6.6. A second problem is the need to sign the PSC request messages at
the requester, as outlined in the following.
6.4.1.1 Problem Statement
To enable privacy conserving refill requests, the long term credentials of the requester must not
be available to nodes forwarding the request to the CA. Hence, such long term credentials cannot
be used to secure the request message at the network layer. Therefore, the requester needs to
have access to at least one valid PSC to secure the message. Otherwise, no forwarding of the
message will be performed by other nodes, as it does not carry a valid signature [122].
Unfortunately, this requirement of an available valid PSC for backbone connections poses a
problem for the PSC usage and refill process. It contradicts with the requirement of not holding
PSCs with long validity times (see Section 5.5). This leads to an initialization problem after
a node’s start-up. A valid PSC is already required for sending a PSC refill request to the cor-
responding CA. However, a node being inactive for a longer time span, i.e., longer then the
lifetime of its last obtained PSC, does not hold a valid PSC, as pre-caching of PSCs is to be
avoided. Hence, the node cannot obtain a new PSC from the CA. An approach to overcome this
issue is proposed in the following.
6.4.1.2 Initial Pseudonym Requesting via Dedicated Certificates
To solve the initialization problem outlined in the prior section, introduction of a dedicated kind
of PSC called PSCu is proposed. This PSCu is limited in use for pseudonym refill requests by
the help of the ITS-AID field contained in every certificate [125]. Hence, a PSCu cannot be used
to secure any other kind of messages like, e.g., CAMs or DENMs.
The PSCu is only used to obtain a regular PSC from the CA. After its usage, it is replaced
by a new one to protect the requester’s privacy. The lifetime of a PSCu is significantly longer
then the one of an ordinary PSC. To provide robustness of the overall VANET implementation,
a lifetime in the area of some days is proposed.
An attacker manipulating the internal time of a node (see also Section 5.3.1), can misuse
the PSCu to send bogus requests to the CA. However, the request will hold an incorrect time
stamp. Assuming that the attacker cannot manipulate the time base of the CA as well, the bogus
requests are dropped by the CA. Hence, the attacker can only create some bogus traffic in the
VANET and towards the CA, but cannot inject safety critical messages, e.g., CAMs, into the
system like in case of PSCs with long validity times (see also Section 5.3.2).
6.4.2 Efficient PSC Refill Request Handling at CAs
The standardized format for PSC refill request messages is described in Section 2.2.4.4. Han-
dling of the request at the CA includes to first decrypt the request message, and to afterwards
check the signature of the message. The meta data within the message holds a unique and un-
changing identifier of the long term credentials used to sign the message. It is used by the CA to
check the validity of the signer’s certificate and to check the digital signature of the request.
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Therefore, a CA always needs to decrypt a received request message before verifying its
signature. Hence, two computationally expensive cryptographic operations are required before
the CA can decide upon the validity of the request. This can be misused by an attacker, who
sends bogus messages to the CA to overwhelm its computational resources with the target of
performing a DOS attack. The impact of a successful attack would be great, as all nodes assigned
to this CA would experience problems in regard to their cyclically required PSC refill routine.
Hence, we propose to minimize the attack surface of CA’s by the mechanisms introduced in the
following. The described approach is also covered by the author’s prior work in [30].
To overcome the possible DOS vulnerability a combination of two mechanism is suggested.
These include to
1. replace the unique long term credential identifier by a Temporary Identifier (TID), which
can be exposed to the public, and to
2. change the sequence of cryptographic operations to first encrypting and then signing the
request.
The proposed request message assembling process is illustrated in Figure 6.16. For a com-
parison to the standardized mechanism see also Figure 2.10. The sequence of cryptographic
operations (signing and encrypting) is changed and an additional step for adding the TID is
introduced.
PSCmeta data
encrypted data
encrypt with public key of CA
sign with LTC
encrypted data signature
add temporary requester ID
signatureencrypted dataTID
network layer payload
Figure 6.16: Improved format for a pseudonym refill request message.
To protect the privacy of the requester, the TID has to fulfill two criteria. An attacker should
not be able to link different monitored TIDs to their common originator, and an attacker must
not be able to predict a future TID from such monitored in the past. These properties are fulfilled
by some hash chain and rolling code designs, as explained in detail in Section 2.2.4.7. Hence,
usage of such kind of algorithms is recommended to obtain TIDs. Each dedicated TID is only
used once. Moreover, linking of different ECDSA signatures generated by the same long term
secret key to a common source node without knowledge of the corresponding long term public
key, which is kept secret in the common VANET PKI approaches, is considered infeasible.
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Fortunately, the unpredictability of a future TID does not only have a privacy benefit, but
also provides a robustness increase for the operation of the CA. The CA performs a TID look-up
for each received message, i.e., it is compared to the expected TIDs. In combination with a well
performing storage for expected TIDs, e.g., in a hash table linking TIDs to corresponding public
keys, such kind of look-up can be expected to be computationally cheap. In this process, the
TID is used like an One Time Password (OTP).
In case the TID supplied by an attacker does not match any expected input, the request is
dropped without performing any kind of computationally expensive cryptographic operation.
Thus, the computational load generated by the attacker is significantly reduced in comparison to
the standardized scheme. A more detailed comparison is given in the conducted evaluation of
the approach.
To tolerate message loss, which also leads to valid TIDs never reaching a CA, multiple TIDs
with future validity can be stored at the CA for each node. In case a received TID matches anyone
out of the nTID TIDs stored for each node, the message passes the basic input verification.
Hence, the receiver proceeds with verification of the digital signature.
The presence of the plaintext TID allows to verify the digital signature of the request before
decrypting it. Hence, even in case an attacker can obtain a valid TID, only one computationally
demanding cryptographic operation is performed before the attack gets detected, which leads to
the request being discarded.
6.4.2.1 Attack Possibilities on the TID Scheme
An attacker can try to misuse a monitored TID by sending a bogus request with this dedicated
TID to the corresponding CA. This attack succeeds in case the bogus message arrives sooner at
the CA than the original message (wormhole attack).
If an attacker can ban the request to arrive at the CA, the attack will clearly succeed. Thus,
the attackers message’s digital signature gets verified. However, each TID is only valid once.
Hence, the computational load an attacker can cause at the CA is highly limited assuming that
the attacker can only control the message flow of a limited number of nodes.
Another kind of attack is a DOS attack on nodes requesting PSCs from CAs. In case the
attacker can perform the above outlined attack more than nTID times in a row for one node,
synchronization of the internal stati of the hash chains within node and CA is lost.
A possible countermeasure to these attacks is to enforce a minimum time interval between
successive requests from the same node, an approach well known from password query sys-
tems.Thereby, the number of valid TIDs, which an attacker can obtain from a well controlled set
of nodes, can be significantly limited. Moreover, there is a high chance that nodes move out of
the attacked areas of local static attackers within the time interval between multiple successive
requests.
However, global or mobile attackers, which can control the message flow of an attacked
node over a longer time span can still perform the attack. However, such kind of attackers can
also ban a node from communicating within the VANET by multiple other mechanisms, like
dedicated jamming of messages from the attacked node. Hence, the TID mechanism is regarded
as not extending the capabilities of such already (very) powerful attackers.
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6.4.2.2 Extension Towards a Symmetric Key Signature Scheme
Instead of using an ECDSA signature, other more computationally efficient signature schemes
could be used. A well known symmetric key approach is to obtain digital signatures from a
Message Authentication Code (MAC, not to be confused with Medium Access Control (MAC)).
The approach of using a TID already requires a shared secret (i.e., secret key) known to node
and CA. Thus, this shared secret can be used to apply concepts of symmetric key cryptography
to the data retrieval procedure.
Many different approaches for obtaining signature keys from a shared secret have been pro-
posed [223, 244]. Thereby, the TID usage scheme can combined with any standard message
authentication code algorithm, e.g., hash based MAC (HMAC) [244], while keeping the encryp-
tion part unchanged to avoid to introduce too many extra concepts.
The approach based on symmetric keys has three more advantages over the design from
[105], in comparison with the above described proposal still using ECDSA signatures. These
are
1. increased robustness against DOS attacks at receivers, as verification of a symmetric key
signature bears much less effort in comparison to asymmetric signature schemes,
2. lowered computational effort at the node sending a request, as creation of a symmetric key
signature bears much less effort in comparison to asymmetric key schemes, and
3. reduced request message size, as symmetric key signatures achieve comparable security
levels with reduced length in comparison to public key schemes [244].
A possible drawback of including the proposed symmetric key signature scheme into a
VANET approach is increased system complexity in comparison to the public key only ap-
proach. Two different signature schemes have to be provided instead of only a single one.
6.4.2.3 Evaluation of Certificate Refill Request Schemes
To evaluate the proposed approaches, runtime measurements were conducted for each of them.
The used implementation uses C++ and cryptographic primitives from the well known Crypto++
framework [75]. The evaluation platform is the Intel Core i7 described in Section 3.4. Moreover,
all measurement results are obtained using the measurement methodology from Section 3.4.
Furthermore, THF (from [28]) is used to obtain TIDs. It uses SHA-512 for h0 (internal step)
and SHA-3 for h1 (output step), i.e., generation of individual TIDs. The length of a TID is 128
bits. Mapping of TIDs to corresponding public keys is implemented via a hash map.
Three scenarios are regarded for evaluation. At first, messages holding valid signatures are
used to resemble normal operation mode, i.e., no attack is present. Secondly, messages sent by
an attacker without knowledge of any secret key material or valid TIDs is considered to mimic
a DOS attack. At last, messages holding an invalid signature, but a valid TID, are used to show
the impact of an advanced attack. The TIDs are either guessed correctly just by chance or they
are obtained by an advanced attack, like the one described above.
Measured runtimes for the input verification of messages following the considered request
message types are given in Figure 6.17. The standard deviations of measurement results shown
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in Figure 6.17 are quite small. For all results the Coefficient of Variation (CV) is lower then
10−2. Thus, the obtained results can be regarded as being reliable.
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Figure 6.17: Runtime for verification of a PSC refill request at a CA.
Results from Figure 6.17 clearly show the design advantage of the approaches using TIDs
over the standardized mechanism for the case of an attack. Especially, in case of the non-
advanced attack both schemes can massively limit the computational load caused by a bogus
refill request issued by an attacker. In case of the advanced attack, both schemes provide reduced
computational effort at the CA by sparing decryption of the bogus message. However, the gain is
clearly bigger in case the approach using a symmetric key signature (see Section 6.4.2.2) is ap-
plied. Moreover, the runtime for valid requests can be limited by the scheme using a symmetric
key signature. In contrast, both other schemes show an almost identical runtime for processing
valid PSC refill requests. These results show that the proposed mechanisms for avoiding a DOS
weakness of the PSC refill process work well.
6.5 Cross Influence between Certificate Distribution and
Pseudonym Change
Characteristics of the cross influence between PSC distribution algorithms and pseudonym
change (i.e., PSC change) algorithms have been introduced in Section 4.4. Thereby, pseudonym
change is identified as a possibly major source of superfluous PSC emissions. Such kind of ex-
tra PSC emissions can deteriorate the bandwidth saving effects intended by only sporadic PSC
inclusion, as used by many popular PSC distribution strategies (see also Section 2.2.4.3). The
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approach described in the following is also part of the author’s prior work in [42]4.
To avoid the majority of superfluous PSC emissions, explicit signaling of a pseudonym
change after the change itself can be used. To realize this, a node adds an extra flag to the
security envelope of the first beacon message after the pseudonym change. All nodes receiving
this message do not trigger detection of a new node within the security entity based on this mes-
sage. I.e., neighborhood aware PSC emission is disabled for this dedicated message. Hence,
superfluous PSC emissions are avoided.
Evaluation of the proposed signaling is done within the environment described in Chapter 3.
The freeway scenario (see Section 3.2) is used in combination with two different pseudonym
change methods. These are timeout based pseudonym change and a mix zone approach with
temporarily disabled message sending within the mix zone [154, 294].
Obtained results for the uncoordinated pseudonym change method from current standards
are given in Table 6.1. To obtain the given figures, a pseudonym change interval of 30 s is
used within all nodes. A randomly chosen offset t for the pseudonym change timeout with
0 s < t < 30 s is used at each node when it gets inserted into the simulation to avoid unintended
synchronization of pseudonym changes within the simulation environment.
scenario (node interval) average CHBR in % σ2
without signaling (2 s) 55.0 1.67
with signaling (2 s) 40.5 1.79
without PSC change (2 s) 39.5 1.52
without signaling (9 s) 22.2 1.61
with signaling (9 s) 15.9 1.73
without PSC change (9 s) 15.7 1.71
Table 6.1: CHBR for uncoordinated pseudonym switching with and without explicit signaling
of the pseudonym change.
The results from Table 6.1 clearly show that the used approach is able to significantly limit
the experienced channel load. In scenarios with applied a-posteriori signaling of PSC changes
the increase in comparison to the corresponding reference scenarios without a performed PSC
change is quite small. A significant limitation in channel load in comparison to the standardized
system without signaling is achieved.
Evaluation results for the mix zone approach are given in Figure 6.19. To obtain the provided
figures, a rectangular shaped mix zone along the freeway scenario from Section 3.2 with a length
of 50 m is used. It is illustrated in Figure 6.18.
The channel load increase caused by the PSC changes within the mix zone can be signifi-
cantly limited with the proposed signaling approach in comparison to the standardized system,
as shown in Figure 6.19. The improvement is more significant for the scenario with more dense
traffic (average node interval 2 s) than in the more sparse scenario. This is due to the more sig-
nificant negative impact of the superfluous new neighbor detections in the high density scenario.
4See also footnote 6.
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Figure 6.18: Sketch of mix zone along a freeway as used for evaluation.
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Figure 6.19: CHBR for mix zone based pseudonym change with and without explicit signaling
of the changes.
In this case more nodes detect the “new” neighbors in comparison to the lower density scenario,
i.e., with a node interval of 9 s.
Obtained results show that both uncoordinated and coordinated, i.e., mix zone based,
pseudonym change can profit from explicit signaling of the change. Superfluous new neigh-
bor detections can be avoided yielding less CHBR, which leads to improved communication
conditions for all nodes in vicinity of the node(s) performing the pseudonym change.
The following section studies the feasibility of the current specification of encrypted multi-
hop communication in ETSI ITS. This kind of confidential communication is required to request
PSC updates, as stated before.
6.6 Encrypted Multi-Hop Communication
Encryption is required to provide confidentiality of communication in VANETs. One impor-
tant application of encrypted communication in VANETs is PSC refill, as required to realize
requirements no. 3 and 4 from Section 5.5.
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However, an in-detail analysis of the current structuring of data from network layer and
security entity within ETSI ITS shows that end-to-end encrypted multi-hop communication is
not possible following current standards [122, 125]. This is caused by the fact that with the
move of version 1.1.1 [109] to 1.2.1 [125] of the security envelope’s standard the possibility
of multiple payload fields within the security envelope got removed. This follows criticism of
the multi-payload support in [237]. Thus, the routing information of a message is now handed
over to the security entity together with the to be encrypted higher level data, as a common data
block. Hence, the content of the security envelope is as illustrated in Figure 6.20.
GeoNet basic header sec. header sec. trailerfacility layer contentGeoNet common + ext. header
signed content
encrypted content
single security entity payload
Figure 6.20: Standardized security envelope for an encrypted multi-hop message.
One can see from Figure 6.20, that the single payload block including the routing informa-
tion required by forwarders gets encrypted together with higher level payload. Thus, forwarders
cannot access it, as it is encrypted using credentials only known to the final target of the message.
Hence, forwarders cannot obtain the required routing information and have to drop the message.
This entirely disables end-to-end encrypted multi-hop communication within ETSI ITS.
Mainly two approaches can be thought of to overcome the found issue. One can either
1. move data encryption to a higher layer, i.e., the network layer level security functionality
always realizes only signing, and never encryption, or
2. one (partly) re-enables support for multiple payloads. Thereby, the network layer uses
signing for its meta data. Moreover, signing together with optional encryption can be
used for the higher level payload.
Approach no. 1 requires to introduce a new interface between the facility layer and the se-
curity entity to provide data encryption. Moreover, a second kind of security envelope on the
facility layer has to be defined, to hold the corresponding meta data required for data decryp-
tion. Thus, this would significantly increase the complexity of the overall protocol stack design.
Hence, this approach is not recommended.
To enable proposal no. 2, one just needs to allow at most two differently treated payload
fields within the security envelope. This needs only to be used in case of an encrypted multi-
hop message. For all other message types a single, signed payload field can be used. However,
to enable secure message routing, the routing information (first payload) needs to be signed
together with the encrypted higher layer payload (second payload). This design is illustrated in
Figure 6.21. It enables forwarders to access the required routing information, while keeping the
confidential higher level data secret.
The proposed approach avoids the high complexity of full support for an arbitrary mixture of
multiple payloads within the security envelope, which is criticized in [237], while enabling end-
to-end encrypted multi-hop communication in ETSI ITS. Thus, its future usage is recommended.
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GeoNet basic header sec. header sec. trailerfacility layer contentGeoNet common + ext. header
encrypted content
signed content
payload 2payload 1
Figure 6.21: Usable security envelope for an encrypted multi-hop message.
Section 6.7 provides a summary about results obtained throughout individual sections of this
chapter.
6.7 Summary of Proposals for Advanced Certificate Handling
Several proposals for improved certificate handling have been proposed in prior sections of this
chapter. These are based on findings in regard to security related overhead from Chapter 4
and requirements emerging from advanced attacks discussed in Chapter 5. In summary, it is
proposed to
1. use an adaptive, situation aware PSC distribution strategy to limit both channel load caused
by PSC distribution and cryptographic packet loss,
2. replace full certificate chain distribution and corresponding requests by a combination of
requests for dedicated certificates and only single certificate distribution to avoid high
channel load causing also a vulnerability to DOS attacks,
3. introduce dedicated certificates for securing PSC update requests to enable such updates
in scenarios without an available, valid PSC at the requester,
4. use an improved message format for PSC update requests utilizing one-time identifiers for
increased DOS robustness of CAs,
5. introduce a mechanism for certificate change signaling to avoid unnecessary PSC emis-
sions, due to superfluous new neighbor detections,
6. fix a design fault in the message format of encrypted multi-hop messages to re-enable
forwarding of such messages.
For more details the reader is referred to corresponding prior sections of this chapter. The
following chapter provides a conclusion about results obtained in this work alongside with pos-
sible topics of future work.
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Chapter 7
Conclusions and Future Work
Vehicular ad-hoc networks (VANETs) are an important approach to increase future safety of
driving by enabling cooperative Advanced Driver Assistence Systems (ADASs). However, rigid
security and privacy requirements employed to conducted wireless data exchange still pose sig-
nificant challenges for VANET approaches. Several weaknesses of the current state of the art of
VANET approaches from ETSI ITS as well as WAVE standard frameworks have been identified
in this work.
Three main attack surfaces of ETSI ITS and WAVE based VANETs are identified in this
thesis, which are
1. constant and distinctive content in various data fields within frequently sent VANET mes-
sages highly endanger privacy of vehicles, and thereby also their drivers,
2. the distribution strategy of Certificate Authority (CA) certificates allows even a simple
static outsider attacker to massively increase the channel load within a large area around
the attacker, which significantly exceeds his own communication range, and
3. GNSS spoofing modifying time and position information inside nodes
(a) endangers the basic system requirement of accountability by circumventing the non-
repudiation feature of the employed digital signature scheme,
(b) endangers the access control system by forcing the acceptance of outdated messages
and certificates, and
(c) enables an attacker to perform a Sybil attack.
Hence, the identified security problems need to be overcome to re-enable secure usage of
VANETs and ADASs, which are based on the information obtained via VANETs.
Moreover, several communication protocol design weaknesses of the ETSI ITS approach
have been identified. It is found that the standardized way of cross layer message assembly
leads to frequent violation of low layers’ maximum packet size restrictions. This causes in-
abilities to distribute important data sets from the application layer. Furthermore, confidential
end-to-end encrypted communication over a multi-hop connection is impossible, as forwarders
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cannot access required routing information. This is caused by incorrect data encryption rules.
Mechanisms to overcome the found shortcomings are proposed.
To overcome the outlined security issues, several improvements to VANET mechanisms
have been proposed. These include,
1. secure time synchronization between nodes, but state of the art mechanisms can hardly
provide it,
2. presence of multiple pseudonym certificates being valid during the same time span within
a node is to be avoided,
3. pre-caching of pseudonym certificates valid in the future within nodes should be limited
to a minimum,
4. presence of constant but distinctive data sets within VANET messages has to be avoided
to enable privacy conserving pseudonym changes,
5. mechanisms for limiting the channel load caused by certificate distribution are required,
especially
(a) after a pseudonym change the number of superfluous pseudonym certificate distri-
butions due to new neighbor detection should be limited by using explicit signaling
of the change,
(b) sending of certificate chains should be removed altogether, instead individual dis-
semination should be used for CA certificates, and
(c) the number of CA certificate deliveries after a request for such a kind of certificate
should be limited to a minimum by using targeted requests.
By employing the given improvements most of the found security weaknesses can be overcome
(issues 1, 2 and 3c). For the remaining weaknesses the required capabilities for a successful
attack can be made significantly more challenging.
Additionally, an evaluation of security related data set sizes achieved by different platform
independent data representation schemes is provided. Its results show that standardized usage
of ASN.1 yields a significantly longer average message size in comparison to an EXI based
scheme. Hence, EXI based data representation should be used for the data sets inside the ETSI
ITS messages’ security envelope.
Future work should define requirements on the accuracy of absolute location information
inside vehicles. This should be followed by the development of appropriate solutions to obtain
this data set in a secure manner. GNSS spoofing attacks show that pure satellite based positioning
is currently not able to provide important location information in a secure manner. Hence, future
work is required in this area.
Moreover, future work should study the robustness of non-GNSS based wireless time syn-
chronization mechanisms against spoofing attacks in more detail. In doing so, it can be shown
whether such mechanisms can provide a secure alternative for GNSS based time synchronization
inside a VANET. In general, the question of how to provide accurate and secure time synchro-
nization of highly mobile nodes with only sporadic backbone connections to the global reference
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time defined by the backbone network is an open issue. Its solution is important not only for
VANET protocol design. Instead, such a solution is required for all kinds of wireless ad-hoc net-
works, which rely on accurate time synchronization to realize their use cases in a secure manner.
Hence, this topic should be addressed in future work.
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Appendix A
Abbreviations
AA Authorization Authority
AAC Authorization Authority Certificate
ADAS Advanced Driver Assistence System
AES Advanced Encryption Standard
AID Application Identifier
ASN.1 Abstract Syntax Notation 1
AU Application Unit
BER Basic Encoding Rules
BSM Basic Safety Message
BTP Basic Transport Protocol
C2C-CC Car2Car Communication Consortium
C2X Car-to-X
CA Certificate Authority
CABS Cooperative Awareness Basic Service
CAM Cooperative Awareness Message
CAN Controller Area Network
CBF contention-based forwarding
CBR contention-based responding
CCU Communication and Control Unit
CDD Common Data Dictionary
CDF Cumulated Distribution Function
CHBR channel busy ratio
CRC Cyclic Redundancy Check
CRL Certificate Revocation List
CSMA-CA carrier sense multiple access - collision avoidance
CSR Certificate Signing Request
CV Coefficient of Variation
DCC Decentralized Congestion Control
DENBS Decentralized Environment Notification Basic Service
DENM Decentralized Environment Notification Message
I
DER Data Encoding Rules
DOS Denial of Service
ECC Elliptic Curve Cryptography
ECDSA Elliptic Curve Digital Signature Algorithm
ECIES Elliptic Curve Integrated Encryption Scheme
ECU Electronic Control Unit
ETSI European Telecommunications Standards Institute
EXI Efficient XML Interchange
exip Embeddable EXI Processor in C
FIFO first in first out
GBC Geo-Broadcast
GNSS Global Navigation Satellite System
GCC GNU Compiler Collection
protobuf Google Protocol Buffers
GPS Global Positioning System
gpsd GPS deamon
HMAC hash based MAC
HMI human machine interface
HOTP HMAC-based One-time Password Algorithm
HSM Hardware Security Module
ITS Intelligent Transport Systems
JSON JavaScript Object Notation
LDM Local Dynamic Map
LLC Logical Link Control
LTC Long Term Certificate
MAC Medium Access Control
MANET Mobile ad-hoc network
NITZ Network Identity and Time Zone
NTP Network Time Protocol
ntpd NTP deamon
OBU on-board unit
OEM Original Equipment Manufacturer
OTP One Time Password
PCA Pseudonym Certificate Authority
PER Packed Encoding Rules
PKI Public Key Infrastructure
PSC Pseudonym Certificate
RSU road side unit
SDN Software Defined Networking
SHA Secure Hash Algorithm
SHB Single Hop Broadcast
SSP Service Specific Permission
SUMO Simulation of Urban MObility
II
SVG Scalable Vector Graphics
TID Temporary Identifier
TLS Transport Layer Security
TOTP Time-based One-time Password Algorithm
TSC time stamp counter
UDP User Datagram Protocol
UPER Unaligned Packed Encoding Rules
USRP Universal Software Radio Peripheral
UTC Coordinated Universal Time
V2X Vehicle-to-X
VANET Vehicular ad-hoc network
VoD Verify-on-Demand
VPN Virtual Private Network
WAVE Wireless Access in Vehicular Environments
WSME WAVE Station Management Entity
WSMP WAVE Short Message Protocol
WSN Wireless Sensor Network
XML Extensible Markup Language
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