Determining the architecture of a neural network is an important issue for any learning task. For recurrent neural networks no general methods exist that permit the estimation of the number of layers of hidden neurons, the size of layers or the number of weights. We present a simple pruning heuristic which signi cantly improves the generalization performance of trained recurrent networks. We illustrate this heuristic by training a fully recurrent neural network on positive and negative strings of a regular grammar. We also show that if rules are extracted from networks trained to recognize these strings, that rules extracted after pruning are more consistent with the rules to be learned. This performance improvement is obtained by pruning and retraining the networks. Simulations are shown for training and pruning a recurrent neural net on strings generated by two regular grammars, a randomly-generated 10-state grammar and an 8-state triple parity grammar. Further simulations indicate that this pruning method can gives generalization performance superior to that obtained by training with weight decay.
MOTIVATION
Choosing an appropriate architecture for a learning task is an important issue in training neural networks. Because general methods for determining a 'good' (recurrent) network architecture prior to training are lacking, algorithms that adapt the network architecture during training have been developed. These algorithms can be classi ed according to their di erent objectives as constructive or destructive training methods. This paper introduces a simple technique for pruning trained recurrent neural networks to signi cantly improve their generalization performance. To our knowledge, no such technique for recurrent neural networks has been previously published. Good generalization results have also be reported using weight decay ( 8, 10] ). We will compare our pruning method with weight decay for di erent decay rates.
PRUNING A RECURRENT NETWORK
To test our pruning heuristic, we incrementally trained discrete-time, fully recurrent temporally-driven neural networks with second-order weights W ijk to learn regular languages 1, 4, 13, 15] . The network accepts a time-ordered sequence of inputs and evolves with dynamics de ned by the following equations: where g is a sigmoid discriminant function and b i is the bias associated with hidden recurrent state neurons S i . The output is the activation of one of the state neurons S 0 inspected at the end of a temporal sequence. The weights W ijk were updated according to a second-order form of the real-time recurrent learning (RTRL) algorithm for recurrent neural networks ( 16] ). For more details see 4].
The heuristic used for extracting rules from recurrent networks in the form of deterministic nite-state automata (DFA's) is described in detail in 4]. Di erent approaches are discussed in 1, 15] . The quality of the extracted rules has been discussed in 5]. The algorithm used to extract a nite-state automaton from a network is based on the observation that the outputs of the recurrent state neurons of a trained network tend to cluster. Our hypothesis is that collections of these clusters correspond to the states of the nite-state automaton the network has learned. For the DFA extraction, we consider network states where the output of the output neuron S 0 is larger than 0.5 to correspond to accepting DFA states. Otherwise, the current network state corresponds to a rejecting DFA state. The problem of DFA extraction is thus reduced to identifying clusters in the output space 0; 1] N of all state neurons. We use a dynamical state space exploration which identi es the DFA states and at the same time avoids exploration of the entire space which is computationally not feasible.
The extraction algorithm divides the output of each of the N state neurons into q intervals of equal size, yielding q N partitions in the space of outputs of the state neurons. We also refer to q as the quantization level. Clearly, the extracted DFA depends on the quantization level q chosen, i.e., in general, di erent DFA will be extracted for di erent values of q. A subsequent standard minimization algorithm yields a unique, minimal representation of the extracted DFA's ( 9] ). Many di erent DFA extracted thus collapse into equivalence classes. Several minimized DFA's may be consistent with the training set. Thus, it becomes necessary to select among the candidate DFA's the one model which best approximates the unknown source grammar. Based on simulation results in 11], we choose the consistent minimized DFA which was extracted with the smallest quantization level q as the best model. As it turns out, the best model is also always the DFA with shortest description length (number of states). The speci c issues of the extraction algorithm and quality of the extracted rules are discussed in 11, 12] .
Our goal is to train networks of small size with improved generalization performance and also to improve the quality of the extracted rules. We start by training a large network for a known regular grammar and apply our network pruning and retraining strategy to the trained network. Whenever the training is successful, the state neuron with the smallest weight vector is removed and the network is retrained using the same training set. This process is repeated until either a network with satisfactory generalization performance is obtained or until the retraining fails to converge within a certain number of epochs. When the current network fails to converge, we choose the network trained in the previous prune/retrain cycle as our solution network.
SIMULATION RESULTS

Experiments
We trained recurrent networks on two di erent sequentially-presented training sets consisting of positive and negative strings. The rst set of strings was obtained from the randomly generated 10-state DFA shown in gure 1a and the second set from the 8-state DFA shown in gure 1b (this DFA accepts only strings which have an even number of 0's, 1's and 2's, triple parity). Note that all DFA accept strings of arbitrary length. A nite disjoint subset of these strings is chosen for the training and test sets. It consists of the rst 500 positive and 500 negative example strings in alphabetical order with alternating positive and negative strings. Since this a second-order modi cation of RTRL, training occurs at the end of each presented string. An incremental training method discussed in 4] was used for the string presentation. The initial training set consisted of 30 strings. This training set was successfully learned and a small number of incorrectly classi ed strings were then added to the original set. The process was repeated until all strings in the training set were correctly classi ed. The learning rate and the momentum were set to 0.5. We started training with a network of 15 state neurons and the weights were initialized to random values in the interval -1.0, 1.0].
All networks were trained on the same training set. However, because of the incremental training heuristic, none of the networks needed to be trained on all strings of the training set. The learning of the internal representation of the DFA states from short strings permitted the network to correctly classify longer strings without actually training on these strings.
Generalization Performance
For each (re)training/pruning cycle, we show in table 1 the number of state neurons, the (re)training time, the size of the training set necessary for successful training, the generalization performance of the trained network, the quantization level q used for DFA extraction, the size of a good minimized DFA extracted from the network and its generalization performance.
The results for the randomly generated 10-state DFA are shown in table 1. A network with 15 state neurons learned the training set relatively easily (197 epochs) and only a fraction of the entire training set was necessary (142 strings). The generalization performance of the trained network on all strings of length up to 20 (2,097,150 strings) is fairly good with only 6.75% of all strings misclassi ed. For DFA extraction, we only considered DFA's that were consistent with the training set, i.e. the DFA's correctly classi ed all strings of the training set. As a good model of the regular language, we chose the consistent DFA extracted with the smallest quantization level q ( 5]). For the trained 15-neuron network, we were able to extract a consistent DFA for q=2; however, the minimized DFA had 382 states as compared to 10 states for the DFA that generated the training set. The extracted DFA's generalization performance is impressive with only 0.41% of all test strings misclassi ed, thus outperforming the trained network (this is often the case, see for example 5]).
After pruning the rst state neuron of the network, the retraining time was negligible (7 epochs), indicating that the pruned state neuron did not contribute signi cantly to the internal representation of the learned DFA. The generalization performance of the pruned and retrained network and the extracted DFA were comparable to the performance of the larger network.
Retraining became more di cult with fewer state neurons but the network generalization performance improved by an order of magnitude (0.14% for the 7-neuron network). This improvement would come as no surprise if the maximum size of the training set were also increasing; with more training strings used, one would certainly expect the network to perform better. However, the generalization improvement was achieved in most cases without additional new training strings. At each stage of the pruning/retraining process, the size of the training set was smaller than the size of the training set used to train the 15-neuron network. This clearly shows that the performance improvement is due to the reduced size of the network. After retraining the 7-neuron network, we attempted to further reduce the size of the network. However, the 6-neuron network failed to converge within 50,000 epochs. Thus, the 7-neuron network was our nal network. Trained recurrent networks make generalization errors because the internal representation of DFA states is unstable, i.e. with increasing string length, well-separated neuron activation clusters formed during training begin to merge together ( 17] ). The extracted DFA's do not share this problem and thus show consistently better generalization performance. The DFA extracted from the smallest network (7 neurons) was identical with the original DFA. The quality of the extracted rules also tends to improve with decreasing network size.
The results shown for triple parity (table 2) con rm our ndings that our pruning/retraining algorithm is an e ective tool for improving the generalization performance of both the trained network as well as the extracted DFA. Note that in this case the resultant 3-state neural network is the least size neural network for "representing" the 8-state DFA if the internal state representations of the network are con ned to the rails of the sigmoid ( 17] 
Comparison with Weight Decay
It has been observed in simulations that weight decay can improve the generalization performance of feedforward networks ( 8, 10] ). Weight decay suppresses irrelevant components of weight vectors by choosing a small vector that solves the learning problem.
For networks trained using weight decay, the error function is expanded to include an error term which penalizes large weights: The weight update then becomes
The results in table 3 show a comparison of the performances of pruned networks with the generalization of networks trained with weight decay for varying decay rates . In all but one case, the pruned networks outperformed the networks with weight decay. The training time for pruned networks includes the initial time necessary to train a 15-neuron network and the retraining time for each pruning step. The pruning always resulted in networks with 7 state neurons. The training times for pruned networks and networks with weight decay were comparable, although pruning causes fewer weight updates after each pruning/retraining cycle. The methods refer to plain training (none), training with pruning (pruning), and training with weight decay ( = 0:0001, = 0:0005, = 0:001). The pruning heuristic always improved both the network generalization performance and the extracted DFA, especially when the ideal DFA with 10 states was not already extracted in the original 15-neuron network. The convergence time for training with weight decay increases with increasing decay rate. None of the runs converged for values of larger than the ones shown. In cases where the original network was not well trained (table 3a) , weight decay improved network generalization and the extracted rules. However, in all other cases (tables 3b-d), networks trained with weight decay can show worse generalization performance and DFA's were extracted that were consistent with the training data, but not identical with the ideal 10-state DFA. We can conclude that our pruning heuristic generally results in better trained networks and smaller extracted DFA's that explain the training data than weight decay methods. In addition we did not have the weight decay disadvantage of possible failure to converge to a good solution or the need to set the decay rate prior to training. 
CONCLUSIONS
We have presented a destructive method for improving the generalization performance of recurrent neural networks, trained to recognize strings of regular languages. Our simulation results demonstrate that pruning combined with retraining can signi cantly improve the performance of the networks themselves and also of the extracted symbolic rules. The pruning procedure is a repetitive cycle of reducing the size of the architecture and retraining the network. Our method is based on a simple heuristic which assesses the relevance of recurrent state neurons according to the magnitude of the incoming weights. State neurons with small weights tend to contribute less to the overall computation and thus are promising pruning candidates. The pruned network needs to be retrained to achieve its performance prior to the pruning step. As to be expected, the retraining becomes harder as the size of the network decreases; the performance improves while generally using fewer strings than were necessary to train the original network. Our preliminary results where the generalization performance improves by an order of magnitude using a simple pruning heuristic are encouraging. The performance improvements of pruned networks are generally superior to networks trained with weight decay; training is faster due to the shrinking network size and there is no need for determining a decay rate prior to training. It would be interesting to compare our method with other weight pruning methods ( 2, 7] ).
An open question is whether this pruning method produces the smallest network necessary to learn (or represent) the deterministic nite automata (DFA) to be learned. Certainly for the triple parity DFA, a 3-state neural network is the smallest possible if the neuron state activations are con ned to the rails of the sigmoid. But the 10-state random DFA should have had a 4 state recurrent network. However, that did not occur; training failed to converge. It would be interesting to see if knowledge inserted into the network before or during training 3, 6, 14] aids or impedes the pruning process.
