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ABSTRACT OF DISSERTATION
ANALYZING THE EFFECT OF SECOND-CLASS CURRENTS ON NEUTRON
BETA DECAY OBSERVABLES AND THE EFFECT OF THOMAS ROTATION
ON THE RELATIVISTIC TRANSFORMATIONS OF ELECTROMAGNETIC
FIELDS
The next generation of neutron beta decay measurements will attempt to analyze
various beta decay observables of up to O(10−4) precision. At this level of experi-
mental precision, the effects of second-class currents will contribute theoretical un-
certainties to the interpretation of these measurements. Therefore, it is important
to investigate the effects of these second-class currents on decay parameters, such as
the Fierz interference term b which is linear in beyond standard model couplings.
A maximum likelihood statistical framework and Rfit techniques are employed to
study these second-class currents effects. Inputs to the Rfit technique are obtained
through combined global fits to Monte Carlo pseudo data which explore the energy
dependence of angular asymmetry coefficients.
This dissertation also investigates the effects of Thomas rotation in the relativistic
transformation of electromagnetic fields. This may be important to future work on
calculating frequency shifts for relativistic spin-1/2 particles undergoing Larmor spin
precession in electromagnetic fields with small non-uniformities. We calculate the
electromagnetic field tensor for general three-dimensional successive boosts ~β and
∆~β in the laboratory and the rest frame of an accelerated relativistic particle. It
is then compared with the electromagnetic field tensors obtained by a direct boost
~β + δ~β. In the end, their consistency with Thomas rotation is analyzed.
KEYWORDS: neutron beta decay, physics beyond Standard model, special theory
of relativity, electromagnetic fields, Thomas rotation
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Chapter 1 Introduction
Despite the success of the Standard model of particle physics (SM), it fails to
explain some important natural phenomena and hence, is considered incomplete. For
instance – it does not explain gravity; it fails to unify gravity with quantum mechanics;
it does not predict the masses of quarks or various coupling constants; it also fails to
explain why is there so much more matter than anti-matter in the universe. These
limitations of the standard model motivate physicists to find the deviations from the
predictions of the theories or some new phenomenon that might help to answer these
unsolved questions.
Neutrons are an ideal candidate where one may test the robustness of the SM while
probing for signatures of new physics. They react to all known forces and decay into
a proton, electron, and electron-antineutrino in a process known as neutron beta
decay. This decay process offers us a powerful tool where studying the rate at which
it occurs and the angular correlations between the decay products provide insight
into this semi-leptonic decay.
The goal of this dissertation is twofold – first, it analyzes various neutron beta
decay observables in context to the parameters like λ and the Fierz term b. It also tries
to investigate the theoretical uncertainties arising from the ill-known weak hadronic
second-class currents and to examine the limits they put on the ability to infer new
physics from neutron beta decay measurements. Secondly, it also presents a starting
point for the development of a framework to calculate the electromagnetic field non-
uniformities arising from the kinematical phenomenon of Thomas rotation.
The outline of this dissertation is as follows. Chapter 1 presents a literature
survey on the electroweak interactions and the special theory of relativity. A glimpse
of some statistical ideas and concepts relevant to this work are presented in Chapter 2.
Chapter 3 gives an overview of one special class of electroweak interactions, namely,
neutron beta decay. The results of the maximum likelihood framework and Rfit on
the global fits to neutron beta decay observables are presented in Chapter 4. Chapter
5 discusses the results obtained by including the Thomas rotation term in the Lorentz
transformation of the electromagnetic field in the particles’ rest frame as well as the
laboratory frame. Finally, we conclude the dissertation with a brief summary in
Chapter 6.
1.1 Properties of the Neutron
According to the Quark model, the neutrons are composite particles with no
net charge (electrically neutral). They are composed of elementary particles called
quarks which are responsible for the internal structure of many classes of particles.
For example, there are mesons that are composed of two quarks, and baryons which
are made up of three quarks. The quarks are charged particles and they come in
six varieties – up(u), down(d), charm(c), strange(s), bottom(b), and top(t). These
varieties differ from each other on the basis of their mass and charge. Up, charm and
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top are further grouped as up-type quarks whereas down, strange and bottom are
collectively referred to as down-type quarks. Up-type quarks have a fractional charge
of +(2/3)e1 while the down-type variety has a charge of −(1/3)e. The neutron,
which is a baryon, consists of two down (d) quarks and one up (u) quark. The net-
zero charge of the neutron can be seen from the fact that u contains +(2/3)e and d
contains −(1/3)e. The mass of the neutron as reported by the Particle Data Group
(PDG) [2] is 939.5654133 MeV (mn > mp+me) with a lifetime of around 15 minutes.
This difference in mass is one of the key factors why a neutron decays into a proton,
an electron, and an electron-antineutrino. This is also one of the key areas of focus
of this dissertation.
1.2 Recap of Quantum Field Theory
1.2.1 Fermions
Fermions are particles that carry half-integer spin. But there is more to that,
fermions are particles whose physical states are totally anti-symmetric as per the
spin-statistics theorem. According to this theorem, for a system of identical particles,
the particles’ physical states have to follow
ψ(~r1, ~r2) = ±ψ(~r2, ~r1) (1.1)
where the plus sign is for bosons, and the minus sign is for fermions [1]. So far we have
seen all the particles which are thought of as the carriers of the fundamental forces
are bosons like the photon, gluon, W-boson, etc., whereas all the matter particles are
fermions like the electron, neutron, proton, etc.
1.2.2 All is not well with the Klein-Gordon equation
One of the requirements of the relativistic formulation of quantum mechanics is
that the associated solutions be Lorentz invariant. We can expect to get a relativistic
wave equation if we use the operator representation of various observables in the
relativistic dispersion relationship which itself is Lorentz invariant [3, 4] :
E2 = (~p 2c2 +m2c4) (1.2)
Making operator substitutions yields the Klein-Gordon equation (E → Ê = i ∂
∂t
,




= −~∇2φ(x, t) +m2φ(x, t) (1.3)
in natural units (~ = c =1). The above equation can be written more compactly by
introducing




1 e refers to the magnitude of the charge of the electron, e = 1.602× 10−19 Coulombs.
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which will express the Klein-Gordon equation in Lorentz invariant form:
(∂2 +m2)φ(x) = 0 (1.5)
Now, if we try to apply the continuity equation
dρ
dt
+ ~∇ ·~j = 0 (1.6)
to the Klein-Gordon equation to calculate the probability density and current [5],
jµ(x) = i{φ(x)∂µφ∗(x)− φ∗(x)∂µφ(x)} (1.7)
it can be seen that for a plane wave solution (φ(~x, t) = Ne−iEt+i~p·~x = Ne−ip·x)2, the
temporal component of the probability current will be
ρ = j0 = 2 |N |2E (1.8)
From the dispersion equation Eq. 1.2, E can be positive or negative but for negative
E, ρ cannot be interpreted as a probability density since it does not make any sense
to have negative probability! These apparent problems in the Klein-Gordon equation
led to a search for an alternative formulation of relativistic quantum mechanics.
1.2.3 Dirac Equation
The requirement due to the energy-momentum dispersion relations in Eq. 1.2
leads to the conclusion that any relativistic particle should follow the Klein-Gordon
equation which is second order in both time and space derivatives. The Dirac equation
is different in a way that it is linear in both time and space derivatives [3]. Inspired by
the dispersion relations, the most general form of the Dirac equation can be written
as
Êψ = (~α · ~̂p+ βm)ψ (1.9)


















We can actually place a strong constraint on the values of ~α and β by observing
that if Eq. 1.10 is followed by any relativistic particle, it should also follow the
energy-momentum relationship which, in turn, implies that it should also follow the
Klein-Gordon equation. Understanding these parameters is important since these are
the starting point for Dirac matrices. To see that, we need to explore the relationship






























2 xµ = (x0, ~x) = (t, ~x), pµ = (p0, ~p) = (E, ~p)
p · x = gµνpµxν = p0x0 − ~p · ~x = Et− ~p · ~x
3








αjβ + βαj = 0, (1.12)
αjαk + αkαj = 0 (j 6= k)
where I is the identity. It is clear from Eq. 1.12 that αi and β cannot be just plain
real numbers in order for the anticommutation relations to be satisfied. These objects
have to be matrices and we will show by simple mathematical arguments that they
must be even dimensional:
Tr(αi) = Tr(αiββ) = Tr(βαiβ) = −Tr(αiββ) = −Tr(αi) (1.13)
To see the eigenvalues of αi and β, we use the eigenvalue equation:
αiX = λX
X = λ2X (1.14)
Analogously, it is clear from Eq. 1.13 that Tr(A) = 0 where A = {αx, αy, αz, β} and
λ = ±1. Using these it can be claimed that the only possible way a matrix with
eigenvalues ±1 can have a zero trace if it is even dimensional. Moreover, it is clear
from Eq. 1.12 that these matrices have to be hermitian:
αx = α
†
x, αy = α
†
y, αz = α
†
z, and β = β
† (1.15)
Thus we can see the Pauli spin-matrices would have been perfect candidates for αi
and β, but we need something whose basis vector is four-dimensional. Hence, the
lowest dimension these αi and β can be is 4× 4. The Dirac Hamiltonian of Eq. 1.9 is
a 4× 4 matrix of operators that must act on a four-component wavefunction, known








There are many representations in which we can represent Dirac matrices. In fact,
any matrices which are generated by applying unitary transformations to αi and β
in any representation will follow all the algebra satisfied by αi and β. This will make
those matrices an equally valid representation of the Dirac matrices. This makes
sense, since the Dirac equation does not depend on any specific representation, its
predictions will still be the same. One conventional choice of representation is the



































Before proceeding further with the Dirac equation which is just set up by calculating
the parameters αi and β, the probability density and current need to be evaluated. It
will help to see the physical interpretation of this whole formalism of 4× 4 operators.
The expressions for the probability density and current can be obtained using the
same procedure as for the Klein-Gordon equation using Eq. 1.7, the only difference
being that the hermitian-transpose is used instead of complex conjugate: ψ∗ → ψ† =
(ψ∗)T , using Eq. 1.7 and 1.9, we get the continuity equation [5]




By comparing it with Eq. 1.6, the probability density and probability current for the
Dirac equation can be written as
ρ = ψ†ψ, and ~j = ψ†~αψ (1.20)
Unlike the Klein-Gordon equation, all the solutions of the Dirac equation have positive
probability densities, which can be seen by writing the probability density as
ρ = ψ†ψ = |ψ1|2 + |ψ2|2 + |ψ3|2 + |ψ4|2 (1.21)
1.2.3.1 Covariant form and the vector current
A requirement for quantum field theory is that it should be Lorentz-invariant.
As this should hold equally true for the Dirac theory, we need to express the Dirac
equation so that it manifests itself in a Lorentz-invariant form. This can be done by
multiplying Eq. 1.10 with β and simplifying
(iγµ∂µ −m)ψ = 0 (1.22)
where γµ are called the Dirac γ-matrices which are given by
γ0 ≡ β, γ1 ≡ βαx, γ2 ≡ βαy, and γ3 ≡ βαz (1.23)
Eq. 1.22 is referred to as the covariant form of the Dirac equation [3–6].
The properties of the gamma matrices can be obtained easily from the properties
of the ~α and β matrices in the Eq. 1.12-1.15:
(γ0)2 = I,
(γk)2 = −I (k = 1, 2, 3), (1.24)
γµγν = −γνγµ (µ 6= ν)
The above equation can be written more succinctly in a form which might be familiar
{γµ, γν} ≡ γµγν + γνγµ = 2gµν (1.25)
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Note that Eq. 1.24 and 1.25 hold regardless of the representation of the gamma
matrices used. Hence, we can express the gamma matrices in the Weyl or Chiral












It would be helpful to write the probability density and probability current in the
covariant form as well. Using the relationship between the γ and {~α, β} matrices,
Eq. 1.20 can be written as
jµ = (ρ,~j) = ψ†βγµψ = ψ†γ0γµψ (1.27)
jµ is a four-vector since it transforms under the Lorentz transformations in the same
way as other four-vectors like position and momentum. This allows us to write the
continuity equation in Lorentz-invariant form,
∂µj
µ = 0 (1.28)
Now, jµ can be further simplified if we introduce the adjoint spinor ψ [3–5], defined
as
ψ = ψ†γ0
Using the adjoint spinor, the four-vector current can be written compactly as
jµ = ψγµψ (1.29)
1.2.3.2 Spin Considerations
From quantum mechanics, any physical observable has a corresponding operator
whose time dependence can be calculated as
d
dt
Ô = i 〈ψ| [H, Ô] |ψ〉 (1.30)
So if a physical observable commutes with the Hamiltonian of the system, that ob-
servable will be a conserved quantity. This argument can be used for a free particle
satisfying the Dirac equation [3]. The Dirac Hamiltonian for the particle can be
written from Eq. 1.9 as,
HD = ~α · ~̂p+ βm (1.31)
To see if the angular momentum of such a particle is conserved, the commutator
[HD, ~̂L] yields
[HD, ~̂L] = −i~α× ~̂p (1.32)
Therefore, the “orbital” angular momentum is not a conserved quantity, thus man-










S which is the total angular
momentum of the system [3],
[HD, ~̂J ] = 0 (1.33)
Note that, writing the total angular momentum simply as a sum of the orbital and the
spin angular momentum holds only for a non-relativistic fermion [4]. The operator
~̂
S
















~γ × ~γ (1.34)
Relativistically, the intrinsic angular momentum is given by the Pauli-Lubanski vector
Wα which reduces to the ordinary three-dimensional angular momentum ~J in the rest
frame of the particle (~p = 0). W 2 and p2 are the operators which commute with all
the generators of the Poincaré group [81].
1.2.3.3 Helicity and Chirality







These components are themselves two-component objects and are called Weyl spinors.
Using this representation of the Dirac spinors we can substitute it into the Dirac
equation [3, 5, 6]:
(p̂0 + ~σ · ~̂p) ψL = mψR
(p̂0 − ~σ · ~̂p) ψR = mψL (1.35)
where p̂0 = i∂0 and ~̂p = −i~∇. Considering the special case of a massless particle, the
equations for ψL and ψR decouple:
(p̂0 + ~σ · ~̂p) ψL = 0
(p̂0 − ~σ · ~̂p) ψR = 0 (1.36)
The above equation tells us that ψL and ψR are the eigenstates of the massless
Dirac equation with ψL and ψR describing the left-handed particles and right-handed
particles, respectively. For massless particles Ep = | ~p | and the eigenvalues of p̂0 are






ψL = −ψL (1.37)
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It is worth noticing that the states ψL and ψR for the massless particles are eigenstates





In order to generalize the formalism of the left- and right-handed wave functions, the






























which means an entirely left-handed spinor state is an eigenstate of γ5 with eigenvalue
−1 and an entirely right-handed spinor state is then an eigenstate with eigenvalue
+1 [3, 5]. Hence, in general, the Dirac equation predicts the existence of two types
of wave functions: left-handed and right-handed states. In fact, these left-handed
and right-handed parts can be easily extracted from the wave function by using the








All of this is fine but it poses one question: aren’t helicity and chirality the same
thing? The answer to this follows from the discussion in this section: helicity and
chirality are identical only for massless particles, but are, in general, not the same.
A few important explanations follow from the discussion in this section:
• Helicity tells us whether the spin of the particle is parallel or anti-parallel to
the direction of motion. But it should be noted that the direction of motion
of the particle is dependent on the frame of reference. This implies helicity
also depends on the frame of reference whereas there is no such condition for
chirality [3–6].
• For the negative energy solutions of the Dirac equation, we can see that for
the massless particle, the dispersion relation is E = −|p0|. Using Eq. 1.36, a
similar eigenvalue equation for the helicity operator for anti-particles (negative
8






ψL = ψL (1.42)
This shows that right-handed anti-particle states have negative helicity and
left-handed anti-particle states have positive helicity as opposed to the case for
left-handed and right-handed particle states.
1.2.4 S-Matrix
Most of the physical processes in high-energy physics take place by the interaction
of various particles with each other. Classically, this can be visualized as two well-
separated particles which approach each other and then interact. Based on this a
generic Hamiltonian for this dynamical system can be written as
Ĥtotal = Ĥa + Ĥb + Ĥint (1.43)
where Ĥa, Ĥb is the free Hamiltonian for particle a and b, respectively, and Ĥint is
their interaction Hamiltonian. The above equation can more or less be extended to
the case of high-energy physics with one major difference: most of the experiments
happen in the relativistic regime which is characterized by scattering. One can observe
the interaction of two particles or beams with some initial states and analyze the
probability of obtaining a particular final state. This probability is often expressed
in the form of a cross-section. A cross-section is expressed in terms of area; it is the
effective area of one particle or a beam observed by the other interacting particle,
which subsequently becomes the final state.
How do we calculate the cross section then? It turns out that the recipe of
calculating the cross section involves the time evolution of the initial states of the
particles3 for a long time4 with the time-evolution operator
e−iĤintt
of the interacting part of the total Hamiltonian. These states are, then, projected
with the resulting final states representing the desired set of final-state particles [5,6].
Mathematically,5




2 · · ·| e−iĤint(2T ) |p̂1p̂2〉 (1.44)
3 Eigenstates of the non-interacting Hamiltonian.
4 To calculate the probability amplitudes during scattering we make an assumption that the initial
and final states are the eigenstates of the free Hamiltonian (without any interaction term). In
other words, we take the initial state at time t → −∞ and the final state at time t → ∞, to be
the eigenstates of only the free Hamiltonian Ĥ0 (Ĥ0 = Ĥa + Ĥb).
5 The time evolution due to the unitary operators from distant past to distant future resulted in a
factor of 2T in the exponential because the overall strength of interactions is assumed to be time
independent.
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where p̂i and p̂
′
i are the momenta of the in and out states in the interacting theory [4].
Thus, the in and out states are related to each other by the limit of the sequence
of unitary operators based on the interacting Hamiltonian. This limiting unitary
operator is called the S -matrix. All the information about the types of interactions
for two particles or colliding high energy beams of the particles is encoded in the
S -matrix. The S -matrix is of some special relevance to the current work and it will
be discussed later.
1.3 Discrete Symmetries and CPT Theorem
Before going any further, we want to analyze the transformation properties of
various bilinear forms listed in Table 1.1 under Lorentz transformations. Any bilinear
product ψAψ transforms under Lorentz transformations as
ψ
′
A ψ′ = ψ S[Λ]−1A S[Λ] ψ
where S[Λ] is a finite Lorentz transformation which can be written in terms of its gen-





[6]. Using above equation and noting
S[Λ]† = γ0S[Λ]−1γ0
we can easily show that ψψ is a Lorentz scalar and ψγµψ is a 4-vector. In fact,
for any 4 × 4 constant matrix Γ, ψΓψ can be decomposed in terms of sixteen 4 × 4
basis matrices. These sixteen matrices constitute the Dirac bilinears as shown in
Table 1.1. The bilinears with the prefix “pseudo” arise from the fact that under
Table 1.1: Various Dirac field bilinears and their corresponding number of compo-
nents.
Bilinear Matrix form Components
scalar (S) 1 1
vector (V ) γµ 4
tensor (T ) σµν = i
2
[γµ, γν ] 6
pseudo vector (A) γµγ5 4
pseudo scalar (P ) γ5 1
continuous Lorentz transformations they transform as a vector or scalar but they
have an additional sign change under parity transformations. These will be studied
in a bit more detail in the coming sections but first, another important concept needs
to be discussed: Symmetries!
Symmetries are one of the most powerful tools in physics as they usually provide
strong clues about understanding a physical phenomenon whose governing principles
and equations are not known. There is a strong relationship between symmetries
and conservation laws. This was, in fact, proved by Emmy Noether [69] in the well
10
known Noether’s Theorem. It states that when a system possesses a continuous sym-
metry there is a corresponding conservation law, which means a particular physical
quantity would be conserved. For instance, if a system is invariant under spatial
translations, linear momentum will be a conserved quantity. This is one of the space-
time symmetries. Similarly, for a complex scalar field, the Lagrangian is invariant
under the transformation φ→ eiαφ, this leads to particle number being an invariant
quantity [4–6].
Besides continuous symmetries, there also exist discrete symmetries that are of
particular interest to us. These are parity symmetry (P), time-reversal (T) and charge
conjugation (C). Three of the four fundamental forces of nature – the gravitational,
the electromagnetic, and the strong forces – are symmetric with respect to P , C and
T . But the fourth fundamental interaction called the weak interactions violate C and
P separately, but preserves CP and T except for certain rare processes [4].
1.3.1 Parity
Parity transformation, P , is defined as the reversal of signs of the spatial coordi-
nates [4, 6]. Mathematically,
P̂ ~r P̂ † = −~r
P̂ ~p P̂ † = −~p (1.45)
This shows the action of the parity operator on position and linear momentum. Using
this it can be easily shown that the angular momentum is indeed parity even,
P̂ ~L P̂ † = P̂ (~r × ~p)P̂ †
= −~r ×−~p (1.46)
= +~L
It can be seen from above that although angular momentum transforms like a normal
vector under rotation, it transforms with an additional sign change under parity trans-
formations as compared to normal vectors. These physical observables are known as
pseudo-vectors or axial vectors. The transformations of different objects are discussed
in Table 1.2.
Table 1.2: Transformation of different objects under parity.
Physical Observable Type Transformation Example
scalar Invariant Vector norm, ~a ·~b
vector Variant Position vector, ~r
axial vector Invariant Angular Momentum, ~r × ~p
pseudoscalar Variant Scalar triple product, ~a · (~b× ~c)
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1.3.2 Charge Conjugation
The discrete symmetry of charge conjugation is also referred to as the particle-
antiparticle symmetry C. Under charge conjugation, particles are transformed into
their respective antiparticles. This transformation flips the sign of all the “charge-
like” quantum numbers like electrical charge, lepton number, and baryon number.
Table 1.3 shows the effect of charge conjugation on different physical quantities [4,6].
Table 1.3: Transformation of different physical quantities under Charge Conjugation.
Physical Quantity Transformation
Position (~r) Invariant: ~r
Ĉ→ ~r
Momentum (~p) Invariant: ~p
Ĉ→ ~p
Angular Momentum (~L) Invariant: ~L
Ĉ→ ~L
Charge density (ρ) Variant: ρ
Ĉ→ −ρ
Current density ( ~J) Variant: ~J
Ĉ→ − ~J
Electric field ( ~E) Variant: ~E
Ĉ→ − ~E
Magnetic field ( ~B) Variant: ~B
Ĉ→ − ~B
1.3.3 Time Reversal
The idea of time reversal can be explained very easily with the help of a dynamical
system: keep track of the motion of a system with a movie and rewind it. If the
system is time-reversal invariant, then the dynamics of the system observed while
rewinding should also describe the possible time evolution of the system. In other
words, if ~x(t) is a solution to the time evolution of the system then so is ~x(−t) [4–6].
Mathematically,
T̂ ~r T̂−1 = ~r
T̂ ~p T̂−1 = −~p (1.47)
Again, from the above equations it follows that:
T̂ ~LT̂−1 = T̂ (~r × ~p)T̂−1
= ~r ×−~p (1.48)
= −~L
Classically, it is quite intuitive if we think about the action of time reversal on dynamic
variables, but in the realm of quantum mechanics, things get a little tricky. Let us
try to understand this with the help of position and linear momentum operators.
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From quantum mechanics, the canonical conjugate variables follow the commutator
relationship,
[~̂x, ~̂p] = i (1.49)
Applying time-reversal to Eq. 1.49 and using Eq. 1.48, it can be easily seen that
this transformation is not consistent with commutation relations. To understand this
better, consider a physical system at t = 0 represented by a state |ψ(0)〉. Let us run
the state forward in time. Using recipes from quantum mechanics we know the time
evolution of a state is given by the application of the unitary operation [6]
|ψ(t)〉 = e−iĤt |ψ(0)〉 (1.50)
Now suppose that we instead start with the time reversed state T̂ |ψ(0)〉 and evolve
it forward in time,
e−iĤtT̂ |ψ(0)〉 (1.51)
If the Hamiltonian itself is time reversal invariant, then the above equation should be
equivalent to evolving |ψ(0)〉 backwards in time followed by a time reversal operation:
T̂ eiĤt |ψ(0)〉 = e−iĤtT̂ |ψ(0)〉 (1.52)
Expanding the above equation for infinitesimal time t, we get 6,7
T̂ iĤ = −iĤT̂ (1.53)
If we assume the operator T̂ to be linear8, then from the above equation we have
T̂ Ĥ + ĤT̂ = 0 (1.54)
This clearly is wrong and it’s easy to see why. Suppose we have an eigenstate |ψ〉 of
Hamiltonian obeying Ĥ |ψ〉 = E |ψ〉. Using Eq. 1.52 we can write
ĤT̂ |ψ〉 = −T̂ Ĥ |ψ〉 = −ET̂ |ψ〉 (1.55)
Physically this means every eigenstate with energy E must be accompanied by a time
reversed eigenstate of energy −E which does not make any sense. This means the
operator T̂ can not be a linear operator. It comes under a special class of operators
called anti-linear operators9,10 [70, 71]. Let us see if this property fixes the inconsis-
tency in our commutation relations of Eq. 1.49. Applying the time reversal operation
on the commutation relation:
T̂ (~̂x ~̂p− ~̂p ~̂x)T̂−1 = ~T̂ iT̂−1
T̂ ~̂x ~̂pT̂−1 − T̂ ~̂p ~̂xT̂−1 = −i
−~̂x ~̂p+ ~̂p ~̂x = −i (1.56)
[~̂x, ~̂p] = i
6 ex = 1 + x+ x
2
2! + · · ·
7 T̂ eiĤt/~ ≈ T̂ (1 + iĤt/~)
8 For a operator to be linear, it must follow Âα = αÂ for any complex number α.
9 Anti-linear operators have a modified linear transformation rules: B̂α = α∗B̂ for any complex
number α.
10 They are also called anti-unitary operators: BB† = B†B = 1.
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Application of the time reversal operator on the factor i sandwiched between op-
erators on the right-hand side makes it conjugated which, therefore, preserved our
commutation relations. Table 1.4 shows the transformation of some physical quanti-
ties under time reversal.
Table 1.4: Transformation of different quantities under Time Reversal.
Physical Quantity Transformation
Position (~r) Invariant: ~r
T̂→ ~r
Momentum (~p) Variant: ~p
T̂→ −~p
Charge density (ρ) Invariant: ρ
T̂→ ρ
Current density ( ~J) Variant: ~J
T̂→ − ~J
Electric field ( ~E) Invariant: ~E
T̂→ ~E
Magnetic field ( ~B) Variant: ~B
T̂→ − ~B
It is worth noticing that all Lorentz invariant Quantum Field Theories are known
to be invariant under the combined operation of C, P, and T symmetries [4, 6]. This
is known as the CPT theorem which states that CPT is believed to be a fundamental
symmetry of nature. From this argument, one can infer that if CP symmetry is
violated in a physical process, that also implies T violation must also be there and
vice versa.
1.4 Electroweak Interactions and Standard Model of Particle Physics
β-decay is a class of radioactive processes where unstable atoms attain stability
by the emission of high energy electrons or positrons and neutrinos. β-decay happens
in two ways – beta-minus decay, where a neutron in an atom’s nucleus turns into a
proton, an electron and an electron-antineutrino and beta-plus decay, where a proton
in an atom’s nucleus turns into a neutron, a positron and a neutrino. Originally,
people assumed that it was just the emission of electrons which means that the
energy carried by the emitted electrons have discrete values. But the analysis of
the kinetic energy distribution of the emitted electron revealed that they have a
continuous spectrum.
Only after the formulation of Fermi’s theory in 1934 the real understanding of
β-decay came in. The puzzle of the continuous spectrum of the emitted electron in
the β-decay was solved after the postulation of the existence of a massless11 neutral
particle by Wolfgang Pauli [56]. Enrico Fermi succeeded in incorporating Pauli’s idea
in his theory which led to the birth of the theory of electroweak interactions. Fermi
also named these new particles “neutrinos”12. This new particle shares the reaction
11 They were thought massless when first postulated by Pauli, recent experiments revealed a small
mass of about 1.1eV [2].
12 Standard model actually predicts zero mass for the neutrinos.
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energy with all other final state particles hence satisfying the conservation laws and
making everything consistent [60].
Neutron β-decay is the primary topic of the current work and it will be discussed
in more detail later.
1.4.1 Fermi Theory of β-decay
Fermi’s theory treated β-decay as a four-fermion contact interaction [10] [Figure
1.1].
Figure 1.1: Four point interaction proposed by Fermi’s theory. All particles were
thought to interact at the same space-time point.
This description of the electroweak interaction was formulated before the discovery
of parity violation, so it assumed the interactions would be of type vector-vector (as
in the case of QED processes). In other words, the interaction contains two currents
of the vector type, ψγµψ [Table 1.1]. Using these properties, the matrix element for
the β-decay was expressed as
Mfi = GFgµν [ψpγµψn][ψeγνψν ] (1.57)
where GF is called the Fermi constant, which describes the strength of the electroweak
interaction and ψ represents the particle state [3].
Fermi assumed the interaction to be a four-fermion contact interaction i.e. all
particles interact at the same space-time point [57,58]. This means there is no prop-
agator to mediate the interaction of the currents. Though at the quark level, the
decays proceed by the decay of a d-quark into an u-quark, and this decay is mediated
by the emission of a massive W boson, with mW = 80.379 GeV [2]. Figure 1.2 shows
the Feynman diagram for the decay process.
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Figure 1.2: Feynman diagram for the β-decay of a neutron which takes place by
the electroweak interaction. At the quark level, a d quark converts to an u quark
followed by the emission of a W− boson. Apart from a proton, an electron and an
electron-antineutrino are emitted.
The mass of the W is much larger than the decay energy, and thus the W boson
decays nearly instantaneously into an electron and an electron-antineutrino.
For low energy weak interactions, where the momentum transfer13 is much less
than the mass of the W boson (|q2|  m2W), the propagator can be approximated by





This means the interaction no longer has any q2 dependence. Hence, with the absence
of any q2 term, the weak charged-current interaction can be approximated in terms
of a four-fermion contact interaction.
Fermi’s theory [57], although it worked well in predicting the continuous energy
spectrum of the emitted electron, has one shortcoming: it assumed the interaction to
be of vector nature which would not permit the observed β-decay transitions where
13 Momentum transfer (q) is defined as the change in the four-momenta of initial and final states at
each vertex of the Feynmann diagram.
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the spin of the decay products is different from the decaying nucleus [59]. This led
people to look beyond the standard vector interactions, in fact, the Hamiltonian of
Fermi’s theory can be generalized by including all of the Dirac bilinears [7, 8, 57, 72]:
Ĥ = CS(ψpψn)(ψeψν) + CV (ψpγµψn)(ψeγ





µγ5ψν) + CT (ψpσµνψn)(ψeσ
µνψν) (1.59)
where the coupling coefficients Ci, {i = S, V, P,A, T} characterize the strength of
each interaction.
1.4.1.1 Fermi and Gamow-Teller transitions
To find the rate of β-decay, we have to find the transition amplitude of the decay
from the initial state to the final state. Those allowed transitions with no angular
momentum transfer (∆J = 0) from initial to final states with no parity change are
referred to as Fermi transitions. Scalar and vector currents are associated with Fermi
transitions. There are β-decay processes, however, where the allowed transitions
take place with angular momentum transfer of one (∆J = 0,±1, excluding 0+ →
0+ transitions) with no parity change. Those transitions are called Gamow-Teller
transitions. These transitions are characterized by axial vector and tensor currents.
This confirmed that the original vector current Hamiltonian proposed by Fermi was
not enough to explain all the observed β-decay processes. The pseudoscalar term
would produce ∆J = 0 with a parity change [9], but the pseudoscalar term does not
contribute to the amplitude in the low energy limit [7, 10].
1.4.2 Parity violation in weak interactions
1.4.2.1 K mesons and τ − θ puzzle
In the late 1940s, the experiments revealed that although the τ+ and θ+ mesons
had the same mass and charge as that of the K+ mesons, they were very different
on the grounds of their intrinsic parity. The τ decayed into three pions and the
θ decayed into two pions. This strongly suggested that the τ and θ are different
particles [8, 11, 12].
In 1956, T.D. Lee and C.N. Yang suggested one way out of this difficulty: violation
of parity conservation, so that the τ+ and θ+ are just different decay modes of the K+.
All of this presented questions on the validity of the parity conservation in β-decay
which was assumed to be a parity conserving weak interaction at that time. In fact,
a careful analysis of β-decay by Lee and Yang showed that it indeed violates parity
conservation [12]. They modified the interaction Hamiltonian by incorporating parity-
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violating interactions which are shown by the terms with primed coefficients [12,13]:























1.4.2.2 Wu et al. experiment
Soon after Lee and Yang’s theory of violation of parity conservation, C.S. Wu, E.
Ambler, R.W. Hayward, D.D. Hoppes and R.P. Hudson showed the first experimental
proof that parity conservation is indeed violated in the β-decay of atomic nuclei [14].
They studied the decay of the oriented cobalt nucleus into nickel with the emission of
an electron and an antineutrino14. This decay is a Gamow-Teller transitions: parity
stays the same but spin changes by one unit15. In the experimental setup, the cobalt
nuclei were aligned in a strong magnetic field along the ±z direction.
Figure 1.3: Results from Wu et al. experiment [14] showing the observed beta asym-
metry from the emitted electrons. The curves show the different counting rates for
two opposite orientations of the nucleus (magnetization direction). It shows the exis-
tence of parity violation since the emission of electrons is more favored in the direction
opposite to that of the nuclear spin.
14 (60 ~Co→ 60 ~Ni + e− + νe)
15 (JPCo = 5
+, JPNi = 4
+)
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Hence, if parity was conserved in the weak interaction, the rate at which the elec-
trons were emitted in some given direction should be identical to the rate of emitted
electrons in the opposite direction. Experimentally it was found that electrons had a
preferential direction (predominantly opposite to the nuclear spin). This anisotropy
in the direction of the emission of electrons was a clear indication of parity violation
[see Figure 1.3]. It can be easily seen that during a reflection the direction of electron
emission (vector) would be reversed while the direction of the magnetic field and
nuclear spin (axial vector) remains the same. This experiment further solidified the
claim of Lee and Yang that the interaction Hamiltonian of the weak interaction can
not just include vector currents.
1.4.3 V − A law of the Weak interactions
The V − A law of weak interactions can be easily deduced if we try to write the
precise form of the interaction term in the Hamiltonian. From Eq. 1.57 we know that
the leptonic terms in the Hamiltonian are of the form,
ψeÔiψν (1.61)
where i = {S, P, V,A, T} are different Dirac bilinears. Nuclear β-decays are one class
of weak interaction processes. Experimentally it was found that in nuclear β-decays
the emitted electrons have mostly negative helicity and only a very small fraction of
positive helicity electrons are present16. Besides helicity, we also need to put a more
serious constraint of Lorentz invariance on the interaction Hamiltonian. This will
also be the guiding principle for writing the correct form of the Hamiltonian [8].
1.4.3.1 The CKM Matrix
It has been observed in experiments that different weak interaction processes
have different coupling strengths for weak charged current vertices. For example, in
contrast to an expected universal weak coupling for quarks, the measured decay rate
for17 K−(us) → µ−νµ is approximately 20 times smaller as compared to π−(ud) →
µ−νµ. These observations were originally explained by Cabibbo [15]. In the Cabibbo
hypothesis, the weak interaction of the quarks is assumed to be of the same strength
as for the leptons18, but the weak eigenstates of the quarks differ from the mass
eigenstates of the electromagnetic and strong interactions.
The hadronic vertex of nuclear β-decay involves weak coupling between u and d
quarks. Therefore, the matrix element of β-decay is suppressed by a factor of cosθc
19,
where θc is known as the Cabibbo angle. This factor relates the weak eigenstates of
the quarks to their mass eigenstates.
16 Helicity is frame dependent, these observations are with respect to the laboratory frame.
17 Quarks are the elementary particles which are the fundamental building blocks of matter. Six
flavors of quarks exist up, down, strange, charm, bottom, and top.
18 Elementary particles of half-integer spin (spin 1/2). There exist six types of leptons in 2 flavors
with 3 generations: electron, electron-neutrino, muon, muon-neutrino, tau, and tau-neutrino.
19 cos θc is also referred to as Vud.
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Ten years after the Cabibbo hypothesis, Kobayashi and Maskawa [61] generalized
this idea by incorporating a third generation of quarks20. They described the weak
interactions of all the three generations of quarks in terms of a unitary matrix fa-
mously known as the Cabibbo-Kobayashi-Maskawa (CKM) matrix. As an extension









The CKM matrix can be parameterized by three real mixing angles and one imaginary
phase [16]. This imaginary phase is responsible for CP-violating phenomena in flavor
changing processes in the Standard model.d′s′
b′
 =
 c12c13 s12c13 s13e−iδ−s12c23 − c12s23s13eiδ c12c23 − s12s23s13eiδ s23c13




where cij(sij) stand for cos θij(sin θij) (i, j = 1, 2, 3), angles θij relate the couplings
between each quark generation and δ refers to the complex phase. The relative
strength of the interaction is defined by the relevant element of the CKM matrix. For
example, for β-decay, the weak charged current associated with the hadronic part in






µ(CV − CAγ5)ψd (1.64)
In the Standard Model, the CKM matrix is unitary, V †V = I, which means that the
first row of the matrix is bounded by the constraint
|Vud|2 + |Vus|2 + |Vub|2 = 1 (1.65)
Testing the unitarity of the CKM matrix is one of the probes to check the validity of
the standard model [17].
1.4.3.2 Conserved Vector Current Hypothesis
Just like in the case of QED processes, the vector part of the weak interaction is
assumed to be constant as was postulated by Feynman and Gell-Mann in 1958 [18].
Up to O((md −mu)2), the weak vector coupling constant (gV ) exhibits no deviation
from unity as shown via the Ademollo-Gatto Theorem [19]. This conservation of the
vector current in the weak interaction is known as the Conserved Vector Current
(CVC) hypothesis. Hence, the value of gV is taken to be unity (gV = 1). For the
axial vector current, however, a similar conservation rule can not be assumed and the
value of the axial vector coupling constant (gA) is estimated either experimentally or
by numerical methods like lattice QCD.
20 charm, bottom, and top quarks had not yet been discovered when Cabibbo came up with his
theory.
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1.4.4 Weak Interaction processes
1.4.4.1 Neutron β decay
A free neutron is unstable. As mentioned in section 1.4, it decays into a proton,
an electron, and an electron-antineutrino with an energy release of about 782 keV.
As seen before, its decay is mediated by electroweak interactions which, to a good
assumption, are exclusively vector and axial vector in nature. Like mentioned pre-
viously, the vector component of the weak interactions is conserved under the CVC
hypothesis. However, the axial vector component is not conserved which implies the
axial vector coupling constant CA in the weak hadronic current of Eq. 1.60 could
not be accurately extracted from the β-decay of the complex nuclei. Only in the case
of a free neutron β-decay where the uncertainties due to the complex nuclear wave
functions are absent, one can expect to evaluate it to high precision [20,21].
Various physical observables related to free neutron decay provide a testing ground
for the validity of the standard model (SM) and for the searches of beyond standard
model physics (BSM). For instance, there is a discrepancy in the two approaches of
measuring neutron lifetime. The current world average reported by PDG [2] for the
neutron lifetime is
τn = 879.4± 0.6 s.
This value differs significantly from the neutron lifetime value of τn = 887.7±1.2±1.9s
reported by the “beam method” [22]. A precise measurement of neutron lifetime is
pivotal in the understanding of the quark-level dynamics associated with β-decay. It
will help in the determination of |Vud| and serve as a test for the unitarity of the CKM
matrix.
On the other hand, precise measurements of various correlation coefficients such
as electron asymmetry (A) and electron neutrino correlation (a) will help determine
the value of the axial vector coupling constant since they are directly related to CA
and CV . These correlations are discussed in great detail in Chapter 3. A search for
right-handed currents as well as for scalar and tensor currents in the weak interaction
have also been proposed.
1.4.4.2 Pion Decay
Charged pions (π±) are meson systems composed of ud and du states. They have
a mass m(π±) ∼ 140 MeV and are the lightest mesons. Due to this, they can not
decay with strong interactions instead they decay with weak interactions21. There
are three main decay modes of the π− which are mediated by the weak interaction:
π− → e−νe, π− → µ−νµ and π− → µ−νµγ.
For the decay to electrons, the emitted electrons are highly-relativistic which
means for this two-body decay system, the decay rate would highly favor pion decay
21 π0 decays electromagnetically to conserve the lepton number.
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to electrons22. However, it is observed in the experiments that charged pions decay
almost exclusively by π− → µ−νµ with a branching ratio of 99.988%. The decay rate
to electrons is almost a factor of 10−4 smaller than the decay rate to muons.
This very small branching ratio for the decay to electrons is the manifestation of
the weak interaction. The pion has zero spin, JP = 0−, therefore the two leptons
which are emitted in opposite directions must have the same helicity states in the
rest frame of the pion. This would ensure the conservation of the angular momentum
of the system. It should also be noted that the weak interactions only couple to left-
handed chirality states of particles and right-handed chirality states of anti-particles.
Since neutrinos are almost massless, their chirality states are equivalent to the he-
licity states. Hence, the emitted electron-antineutrinos have positive helicity states
which also implies that the emitted electrons also have positive helicity owing to the
conservation of the angular momentum. Because of the finite mass of the electrons,
the helicity and chirality states for the emitted electrons are not equivalent. Hence,
although the weak decay to the right-handed helicity states can occur, it may be
highly suppressed [3].











Since mµ/me ≈ 200, the decay mode π− → e−ν̄e will be strongly suppressed as
compared to π− → µ−ν̄µ. This explains the high branching ratio of the decay mode
involving muons.
1.5 Survey of Special Theory of Relativity
The rest of this chapter is dedicated to the relativistic treatment of the electromag-
netic fields and the way they transform when successive non-collinear Lorentz trans-
formations are performed. Apart from these transformations being non-collinear, the
order in which these are applied is also important which is owed from the fact that
successive Lorentz transformations do not commute with each other [24]:
[Si, Sj] = εijkSk
[Si, Kj] = εijkKk (1.67)
[Ki, Kj] = −εijkSk
where matrices Si, Ki are the generators of the Lorentz group (i = 1, 2, 3). The
matrices Si produce rotations in three dimensions, and the matrices Ki generate
boosts.






where p is the momentum of daughter particles in the center-of-mass frame, M is the invariant
matrix element integrated over whole space [3].
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It is evident from the above commutation relations that two successive Lorentz
transformations are equivalent to a single Lorentz transformation with a three-dimensional
rotation. This three-dimensional rotation is particularly interesting to us. It arises
from a purely kinematical phenomenon known as Thomas precession. Its origin lies
in the fact that whenever a particle undergoes an accelerated motion with at least
one component of acceleration perpendicular to the direction of motion, the particle
will experience Thomas precession [23, 24]. This phenomenon is important to con-
sider, for instance, it affects the interactions of relativistic spin-1/2 particles with
electromagnetic fields. This is discussed in more detail in Chapter 5.
1.5.1 Lorentz Transformations
Consider two inertial reference frames Σ and Σ′ with a relative velocity ~v between
them. They are oriented in a way that the coordinate axes of Σ are parallel to Σ′
and Σ′ is moving in a direction which we assumed as the positive x as seen from Σ.
The position 4-vector of Σ′ is related to the position 4-vector of Σ by the standard
Lorentz transformation equations
x′0 = γ(x0 − βx1)
x′1 = γ(x1 − βx0)
x′2 = x2 (1.68)
x′3 = x3
where




, β = |~β|;
γ = (1− β2)−1/2 (Lorentz factor)
The generalization of Eq. 1.68 for the relative velocity of Σ′ in an arbitrary direction
but with the coordinate axes of the two frames still parallel to each other is given by:
x′0 = γ(x0 − ~β · ~x)






~β − γ~βx0 (1.69)
1.5.2 Addition of Velocities
Consider two inertial reference frames Σ and Σ′ such that the relative velocity
of Σ′ with respect to Σ is ~v. A particle is moving in Σ′ such that its velocity with














where u‖ and ~u⊥ refer to the components of velocity parallel and perpendicular,
respectively, to ~v.









More generally, the velocity composition law for two arbitrary velocities can be writ-
ten as [25–32]






















where symbol ⊕ refers to the direct sum of the vector space of the velocity vectors.
1.5.3 Matrix Representation of the Electromagnetic fields and Boost Ma-
trix
For the rest of the discussion, we will be using matrix methods to calculate Lorentz
transformations as they are very convenient to use and are more explicit. All of the
equations in Eq. 1.68 and 1.69 can easily be obtained by using the boost matrices
for Lorentz transformations. For example, for a boost along the x -axis, the boost
matrix [24] can be written as:
A =

γ −γβ 0 0
−γβ γ 0 0
0 0 1 0









γ −γβ 0 0
−γβ γ 0 0
0 0 1 0














For an arbitrary boost, the general form of the boost matrix A takes a form in which
the matrix elements can be written as:
A00 = γ
A0i = Ai0 = −γβi (1.76)
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To start with, consider two arbitrary boosts ~β and δ~β in three dimensions as
shown in Figure 1.4.
~β = βxx̂+ βyŷ + βz ẑ
δ~β = δβxx̂+ δβyŷ + δβz ẑ (1.78)
In order to calculate the boost matrix for various boosts, we will apply a passive
transformation which will rotate our lab frame (xy) coordinate axes in such a way
that its x-axis is aligned with ~β. This rotated frame will hereafter be called the
longitudinal-transverse (`t) frame.
This whole transformation can be imagined as a product of two rotations: The
first rotation is about the z -axis by an angle φ which will align the x -axis along the
projection of the boost vector in the xy plane [see Figure 1.5]. The rotation matrix
associated with this rotation can be written as:
R1 =

1 0 0 0
0 cosφ sinφ 0
0 − sinφ cosφ 0
0 0 0 1
 (1.79)




of this rotation is that it aligns the x1 axis to the boost vector ~β. For the second
rotation, the rotation matrix is shown in Eq. 1.80.
R2 =

1 0 0 0
0 sin θ 0 cos θ
0 0 1 0
0 − cos θ 0 sin θ
 (1.80)
The overall effect of the two rotations can be combined in a single transformation
matrix R:
R = R2 ·R1 =

1 0 0 0
0 sin θ cosφ sin θ sinφ cos θ
0 − sinφ cosφ 0
0 − cos θ cosφ − cos θ sinφ sin θ
 (1.81)
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Figure 1.4: General boost in three-dimensions. The dotted line represents the pro-
jection of ~β on the xy-plane.
It is clear from Fig.1.4 that if:















where the parameters λ1 and η1 are defined in Chapter 5, Appendix section 5.4.1.
Using Eq. 1.83, matrix R can be written as:
R =





















Figure 1.5: Rotation about z axis by an angle φ. The new x, y and z axes are called
the x1, y1 and z1 axes, respectively.
As mentioned earlier, this rotation matrix will transform the lab frame coordinates
of any 4-vector (xy-frame) to its coordinates in the rotating frame also called the
longitudinal-transverse frame (`t-frame):


















where the superscripts `t and xy refer to the components in the longitudinal-transverse
frame and laboratory frame, respectively, and for the sake of simplicity in notation
we assumed:
βxyx = βx, β
xy
y = βy, β
xy
z = βz (1.86)
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Figure 1.6: Second rotation about the y1 axis by an angle
π
2
− θ. x, y, and z axes in
this new frame are called the x2, y2 and z2 axes, respectively.
Similarly, the infinitesimal boost in the longitudinal-transverse frame is of the form:





















where λ1, λ2, λ5, λ6 and η1 are defined in Chapter 5, Appendix section 5.4.1.
To calculate the γ(~β+δ~β) in the `t-frame, we have:













Keeping the terms linear in δβ, we get
|(~β + δ~β)`t|2 ≈ λ21 + 2λ2 (1.89)
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Using the above equation we calculate:
γ(~β+δ~β) =
(














Hence, γ(~β+δ~β) can be written as:
γ(~β+δ~β) ≈ γ(1 + γ
2λ2) (1.91)
where γ = 1/
√
1− λ21 is the Lorentz factor. Using Eq. 1.85, the boost matrix for
boost ~β`t can be calculated:
A(~β)`t =

γ −γλ1 0 0
−γλ1 γ 0 0
0 0 1 0
0 0 0 1
 (1.92)
Similarly, using Eq. 1.85 and 1.87, to first order in δβ, the boost matrix for the direct
boost ~β + δ~β in the `t-frame can be written as:
A(~β + δ~β)`t =
































Chapter 2 Survey of Statistics
2.1 Probability Distributions
Statistical distributions are just mathematical functions which give us the infor-
mation about the possible values a random variable1 can take and how often they
occur. Think of rolling of a die, each roll can take any integer value between 1 and
6. If we roll the die several times, we can create a table of the number of times a
particular value has appeared. The table we obtain at the end would give us the
distribution of values.
In this case, the die would take a random discrete value on each roll, hence these
distributions are called discrete distributions. Probability distributions can also be
continuous meaning the outcome will be a range of values following some continuous
real-valued function. An example of a continuous distribution is the spectrum of
energy of the emitted electrons from the β decay of neutrons. The energy of the
emitted electrons can take any value between 0 and about 781.5 keV. This idea of
distributions can be further extended to certain mathematical functions which give us
the likelihood of the occurrence of the possible outcomes from an experiment. These
functions are then called probability distributions.
Of the many probability distributions occurring in the analysis of particle and nu-
clear physics experiments, three deserve special attention: the binomial distribution,
the Poisson distribution and the Gaussian distribution [33].
2.1.1 Binomial Distribution
The binomial distribution is generally applied to the experiments where the total
number of observations n are fixed and are independent of each other. The outcomes
from each observation are mutually exclusive and can be represented as either “suc-
cess” or “failure” [33]. For each outcome, the probability p of the success is the same
and probability of failure q and success p are related to each other as
p = 1− q (2.1)
Suppose we toss a fair coin in the air. We know that it has 50% chance of landing
heads up (H) and 50% chance that it will land tails up (T). Now suppose we toss two
coins at a time but now our sample space will consist of four different observations:
{HH, HT, TH, TT}. This makes the probability for any particular permutation to be
1/4. We can easily generalize these ideas for any number of observations by writing a
probability density function PB(k;n, p) which is defined as the probability of getting
k successes out of n observations with the success probability p. This probability










1 A statistical variable whose values are the outcomes of a random phenomenon.
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The binomial distribution itself is not very interesting in nuclear and particle physics
but we will see that both the Poisson distribution and Gaussian distribution are just
the limiting cases of the binomial distribution.
The mean and the standard deviation for the binomial distribution can also be









(x2P (x)− µ2) (2.3)
where P (x) is the probability distribution function. Using the above equations, the






Suppose we are performing an experiment in which we are given a radioactive
sample and we want to calculate the number k of the nuclei which have decayed in
some given time interval (say 15 minutes). If we continue performing this experiment
for many trials, we will almost certainly observe different values of k for different
trials. Each nucleus decays at a random time, and in any random 15-minute interval,
the number of decays may be different from the expected average number of decays in
that interval. This behavior is attributed to the intrinsic random nature of radioactive
decays.
Since the outcome of each event is mutually exclusive and independent, we can,
of course, form a binomial distribution for the decay of the nucleus in the 15-minute
interval: if there are n nuclei and the probability of decay of any nuclei is p then the
probability of the decay of k nuclei would be given by PB(k;n, p), Eq. 2.2. How-
ever, there is one subtlety here: the number of nuclei (number of observations) are
enormous and hence the probability of the decay for any one nucleus is exceptionally
small! Under these limiting conditions, a binomial distribution probability function
asymptotically approaches to a Poisson distribution whose probability density func-





where the parameter λ is just the expected average number of decays [33–35]. We can
easily show that Eq. 2.3 actually follows from Eq. 2.2 after the limiting conditions
have been imposed. Using Eq. 2.3, the mean and the standard deviation for the
2 Standard deviation is defined as the square root of the variance.
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Most of the physical processes in nuclear physics follow Poisson distribution because
they exactly replicate the limiting conditions mentioned above. A primary focus of
this dissertation is the decay of a free neutron to a proton, an electron and an electron-
antineutrino. This decay also follows Poisson statistics and we will see the role played
by it in the estimation of the uncertainties of the goodness-of-fit parameter later.
2.1.3 Gaussian Distribution
The Gaussian or Normal distribution is another special case of the binomial
distribution when the number of possible observations n becomes infinitely large and
the probability for each observation becomes large enough such that np 1 [33–35].
It is also the limiting case of the Poisson distribution when λ becomes large. One of
the characteristics of the Gaussian distribution is that the mean of the observations
from the sampling distribution gives the most probable estimate of the population
mean µ.
The probability density function for the Gaussian distribution is given by














The probability density function describes the probability of obtaining a value x in a
random observation from a distribution with mean µ and standard deviation σ.
The Gaussian distribution is probably the most important distribution in Statis-
tics. For example, it is the basis of finding the significance levels in hypothesis testing
and finding confidence intervals. Many frameworks like maximum likelihood are based
on the assumption that the underlying data follows a normal distribution.
2.2 Maximum Likelihood
Suppose we have a collection of N independent variables xi, where i = 1, 2, · · ·N
which are described by a probability density function P (xi;a) where a = {a1, a2, · · · ,
am} is a set of m parameters whose values are unknown3. So the likelihood function
is a function of the unknown parameters and is given by the product of probability





3 These unknown parameters are often called the fit parameters.
4 It should be noted that because the probability of observing any particular event is less than 1,
the product of all the probabilities will be very small. This might make the likelihood function
numerically unstable. To get around this issue, it is preferred to use the logarithm of the likelihood
function and maximize it with respect to the fit parameters.
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The maximum likelihood framework assumes those values of the parameters {a1, a2, · · · ,
am} which maximize the likelihood function [33,35].
To make things a little less abstract, consider an example of a linear relationship
between two variables x and y such that the actual relationship is assumed to be:
y(x) = a01x+ a
0
2 (2.9)
where a01 and a
0
2 are the theoretical values of the fit parameters. The task of the
maximum likelihood framework is to find the closest estimates a1 and a2 to these
theoretical values which agree with them up to a given precision.
Assuming that the total number of measurements5 performed are N and that for
each independent variable xi, (i = 1, 2, · · · , N), the values of the measured parameter
yexp(xi) follows a Gaussian distribution with standard deviation σi about the theoret-
ical value ytheo(xi). So the probability P (xi) of obtaining the measured observation















where ytheo(xi) is given by Eq. 2.9. The likelihood function for this probability density
























Thus, the estimated values of these fit parameters a1 and a2 would maximize the
likelihood function. The first term in Eq. 2.11 is independent of the fit parameters,
hence, maximizing the likelihood function is equivalent to minimizing the sum in the









Hence, to find the best fitted values of parameters a01 and a
0
2, one needs to minimize
the sum of the squares of the deviations weighted by 1/σ2i .
2.2.1 Maximum likelihood analysis of neutron β-decay
In the context of the current work, the above N independent variables correspond
to N energy bins discretizing the energy of the emitted electron. This allows us to an-
alyze various energy dependent observables in the neutron β-decay such as the energy
spectrum of the emitted electrons and the correlation coefficients. For convenience,
the notation of the Rfit framework mentioned in [36, 64] will be used from now on
which implies all the experimental measurements of the independent variables are
5 These measurements can be obtained from actual experiments or from simulations.
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labelled as xexp,i. These experimental observables consist of binned-in-energy mea-
surements of the differential decay distribution Γexp,i(Ee,j), the spin electron asymme-
try correlation Aexp,i(Ee,j), the electron-antineutrino correlation aexp,i(Ee,j) and the
neutron lifetime τexp,i (where the subscripts i and j refer to the particular experiment
and the energy bin, respectively) [36, 37,64].
{xexp} = {Γexp,1(Ee,1),Γexp,1(Ee,2), . . . , Aexp,1(Ee,1), Aexp,1(Ee,2), . . . ,
aexp,1(Ee,1), aexp,1(Ee,2), . . . , τexp,1, τexp,2, . . . } (2.13)
Each of these experimental measurements are then compared with the corresponding
theoretical calculations xtheo,i. Each of these theoretical calculations are a function
of a set of Nmod parameters, called model parameters, a set of which is denoted
by {ymod}. These Nmod model parameters can be further divided into two sets:
Nfree, experimentally accessible free parameters of the model (like b, λ, Vud, f2, etc.)
and Ncalc = Nmod − Nfree, the calculated parameters for which there have been no
prior experimental measurements thereof, and which are not accessible in the current
experiments (such as the second-class currents, f3 and g2).
{xtheo(ymod)} = {Γtheo,1(Ee,1),Γtheo,1(Ee,2), . . . , Atheo,1(Ee,1), Atheo,1(Ee,2), . . . ,
atheo,1(Ee,1), atheo,1(Ee,2), . . . , τtheo,1, τtheo,2, . . . } (2.14)
with the model parameters including the parameters defined in both the standard
model (SM) and beyond the standard model (BSM)
{ymod} = {λ, b, f2, f3, g2, Vud} (2.15)
Assuming a sufficiently large number of beta-decay events in each energy bin, the
distribution may be considered as a Gaussian. With this assumption, it is reasonable
to define the χ2 function in terms of the likelihood function for the {ymod} parameters.
Using Eq. 2.11,
χ2(ymod) = −2 ln L(ymod) (2.16)
As discussed in [36, 64], the likelihood function can be further simplified by writing
it as a product of an “experimental likelihood” and a “theoretical likelihood”. The
experimental likelihood, Lexp is a function of both experimental, xexp, as well as
theoretical parameters, xtheo, whereas the theoretical likelihood, Lcalc depends on the
free parameters {ycalc}
L(ymod) = Lexp({xexp}, {xtheo(ymod)})Lcalc({ycalc}) (2.17)
The experimental likelihood function is just like the usual likelihood function that
has been defined in Eq. 2.8 as the product of the probability densities evaluated at
each of the N independent variables xi. The individual probability densities may
be considered to follow Gaussian distributions because of the assumption of a large
number of events per energy bin.
Although the theoretical likelihood function can also be defined as the product
of the individual probability densities but the lack of knowledge about the {ycalc}
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parameters prohibits the assumption of a Gaussian distribution for such parameters.
Hence, these parameters can not directly contribute to χ2. One of the approaches of
analyzing these parameters is the proposal of the Rfit technique [36, 64] and it will
be discussed in the next section.
2.3 The Rfit Technique
In this novel approach due to [36, 64], the theoretical likelihood Lcalc does not
contribute to the χ2 of the fit, while the {ycalc} parameters are permitted to vary
freely within some “allowed” ranges defined by the theoretical systematics evaluated
for each of the ycalc,i. The restriction on the ycalc that they are bound to remain
within their predefined allowed ranges is the most important assumption made in the
Rfit technique but all the values of these parameters in their predefined ranges are
treated on the same footing. However, this simple assumption is, indeed, a strong
assumption in the sense that
• the output results obtained can be treated as valid only if these allowed ranges
do contain the true values of ycalc,i, and
• if the chosen predefined range is too big, then one may totally overlook a new
discovery!








− 2 ln Lcalc({ycalc}) (2.18)
where
−2 ln Lcalc({ycalc}) ≡
{
0, ∀ ycalc,i ∈ [ycalc,i ± δycalc,i],
∞, otherwise
Once the χ2 is set-up, two different types of analyses can be carried out:
(i) Estimating SM parameters, and
(ii) Probing the SM
2.3.1 Estimating SM parameters
In the first case, the SM is assumed to be valid and for metrological purposes,
one can estimate the {ymod} parameters using some global fits on various observables.
This can be done by allowing all the Nmod parameters to vary freely and finding a
combination of them which yields the minimum value of χ2(ymod). The minimum
value is denoted by χ2(ymod)min. To get the best possible estimates of the ymod




where χ2(ymod) is the χ
2 value for a given set of model parameters ymod. Following
the assumption that ymod are Gaussian distributed, the confidence levels P(ymod) can
then be easily obtained using:
P(ymod) = Prob(∆χ2(ymod), Ndof) (2.20)
where Prob(· · · ) denotes the probability of obtaining χ2 > ∆χ2(ymod) for Ndof degrees
of freedom [36,37,64].
However, it may not be practically feasible to determine values for all of the
{ymod} parameters. In those cases, we take a Na (Na ≤ Nmod) parameters subset
{ya} of the model parameters for which the confidence levels need to be estimated.
For instance, in the context of the current work, {ya} = {λ, b}. The complementary
set of Nµ = Nmod −Na parameters is denoted by {yµ}.
Hence, the recipe for computing the confidence levels on the set of relevant param-
eters is as follows: at each point in the parameter space formed by the parameters {ya}
find the minimal value of the χ2 function by allowing the parameters {yµ} to freely
vary. This minimal value is denoted by χ2({ya}; {yµ})min. Hence, the offset-corrected
χ2 can be calculated as
∆χ2({ya}) = χ2({ya}; {yµ})min − χ2({ymod})min (2.21)
Using the above equation the confidence levels can then be obtained
P(ymod) = Prob(∆χ2({ya}), Ndof) (2.22)
2.3.2 Probing the SM
So far it has been assumed that the SM is valid and hence, the minimization
scheme is used to estimate a subset or a complete set of {ymod} parameters. The
same minimization procedure can, in principle, be used to test the validity of the
SM according to the following scheme: using Monte Carlo simulations, values of all
the {xexp} variables are sampled using their corresponding theoretical expressions
{xtheo} and by allowing all of the {ymod} parameters to vary freely. After {xexp} are
obtained, we can use the same prescription and scan the parameter space to find the
minimum value of χ2 which will give us the “best” values of the {ya} parameters. This
minimum value denoted by χ2(ymod)min could be further used to define a probability
on the validity of SM [36,37,64]:
P(SM) ≤ Prob(χ2(ymod)min, Ndof) (2.23)
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Chapter 3 Neutron β-decay
3.1 Overview
As mentioned in Chapter 1, neutron β-decay is the process in which a neutron is
transformed into a proton, electron and electron anti-neutrino. The Hamiltonian of
this process is described as a left-handed purely V −A interaction. Since this process
violates parity conservation, analyzing the rate at which this decay occurs and the
angular correlation of various decay products plays a crucial role in the understanding
of the standard model (SM). However, there are a variety of well-motivated novel
approaches which probe beyond standard model physics (BSM) and might falsify the
V − A law for low energy weak interactions. These include, but are not limited to,
finding right-handed currents and the possibility of the presence of scalar and tensor
interactions [13,17,38].
A starting point to study the β-decay process is to analyze the transition rate1
from the initial state to the final state of the decay products. Fermi’s golden rule





whereM is the matrix element and ρ is the density of states. The matrix element of
the four point vector-vector interaction Eq. 1.57 given by Fermi’s theory can not be
further used because of the emergence of the V −A law as a consequence of violation
of parity conservation.
3.1.1 The Matrix Element
The matrix element of polarized β-decay can be written as the product of hadronic




where Lµ is the usual weak interaction leptonic current ψeγν(1 − γ5)ψν and the
hadronic current J µ has six terms






















where σµν = i
2
[γµ, γν ], q = pn − pp is the momentum transfer and M is the neutron
mass.
1W = τ−1, transition rate is the inverse of the lifetime.
37
In neutron β-decay, the q2-dependent terms only appear in the higher orders of
recoil expansion and hence they are not very significant. Also note that f1(0) = gV ,
g1(0) = gA and these form-factors at zero momentum transfer appear in the leading
order.
• gA and gV are weak axial vector and vector couplings2 and they are similar to
CA and CV from Eq. 1.60 and 1.64, CA/CV = gA/gV = 1.2732. This ratio of
coupling constants3 is known as λ
• f2(0) = f2 is the weak magnetism coupling constant [62]
• f3(0) = f3 is the induced scalar coupling constant
• g2(0) = g2 is the induced tensor coupling constant
• g3(0) = g3 is the induced psuedoscalar coupling constant
The weak magnetism coupling constant f2, under CVC it is given by (κp − κn)/2
with κp(n) being the anomalous magnetic moment of the proton (neutron). The in-
duced pseudoscalar term g3 is predicted to contribute to the electron energy spectrum
at the order ε/(Rx) ≈ 10−4 [42, 63][Eq. 3.11]. These couplings, along with f1 and
g1 are referred to as first-class currents. The remaining form factors f3 and g2 are
known as second-class currents. They are expected to be small and contribute to the
electron energy spectrum at order ε/(Rx) ≈ 10−4 [42, 63]. They are special because
they violate G parity which is defined as
Ĝ = ĈeiπI2 (3.4)
It is a transformation defined by the rotation about the 2-axis of isospin (I) space
by 180◦ followed by the charge conjugation (C). If G parity4 is conserved in weak
interactions then these second class currents would vanish [37,40].
Although the second-class currents f3 and g2 have not been probed experimen-
tally probed in neutron β-decay, it is important to discuss the bounds on them in
order to understand the theoretical uncertainties posed by them [37]. Assuming the
CVC hypothesis to be valid (i.e., gV = 1), the value of Vud can be extracted from the
measured ft values in superallowed 0+ → 0+ nuclear β-decay. This confirmed the
universality of gV in these decays to a precision level of 1.3× 10−4 at 68% confidence
level (CL) revealing a constraint of mef3/MgV = −(0.0011± 0.0013) [67] which im-
plies f3 is constrained only to O(1). Decay correlation measurements coalesce tests of
the CVC predictions of the weak magnetism form factor f2 with those which would
limit second-class currents [62]. There has not yet been a published measurement of
2 gV = 1 under CVC hypothesis.
3 For all of the analysis in this dissertation, the values of parameters such as λ, M , M ′, me and
Vud are taken from PDG 2019 [37, 55] while the current PDG averages [2] are used only for
presentational purposes.
4 Those form factors which transform as ĜV µĜ−1 = V µ for vector currents and ĜAµĜ−1 = −Aµ
for axial vector currents are classified as first-class currents and those which are transformed
opposite are second-class currents.
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f2 in neutron β-decay that could be estimated from the linear energy dependence of
the angular correlation coefficients a, or A if g2 = 0 is assumed. However, the weak
magnetism factor can be ignored if we test the second-class currents by the compari-
son of ft values in mirror transitions but an isospin-breaking additive correction from
the axial form factor can arise. These experiments put the strongest empirical con-
straints on second-class currents [73,74] although additional theoretical uncertainties
can enter. A survey of nuclear β-decay data gives the limit |g2/f2| < 0.1 at 90% CL,
yielding |g2| < 0.2 at 90% CL [75].
Some theoretical studies of g2 in context to the strangeness-changing transitions
exist. A bag model estimate gives g2/gV ∼ 0.3 [76] in |∆S| = 1 semileptonic transi-
tions. More recently, nonzero second-class currents have been observed in quenched
lattice QCD calculations of form factors which appear in the hyperon semileptonic de-
cay Ξ0 → Σ+`ν̄, yielding f3/gV = 0.14(9) and g2/gA = 0.68(18) [77]. Turning to the
nucleon sector, we expect these estimates to be suppressed, crudely, by md/ms ∼ 0.1.
This makes them nearly compatible in scale with the value for g2 determined using
QCD sum rule techniques, g2/gA = −0.0152± 0.0053 [78].
3.2 Differential Decay Rate






























where Ee(Eν) and ~pe(~pν) are respectively, the electron’s (antineutrino’s) total energy
and momentum. a, A, B, and D are the angular correlation coefficients. b is called
the Fierz interference term and under the standard model it vanishes. 〈~σn〉 is the
neutron polarization and E0 is the electron endpoint energy, which is given by
E0 = M −M ′ −
(M −M ′)2 −m2e
2M
(3.6)
M being the neutron mass M = 939.5654133 MeV, M ′ = 938.2720813 MeV is the
mass of the proton and me = 0.5109989461 MeV [2] is the mass of the electron [see
Figure 3.1]. F (±Z,Ee) is the Fermi function which represents a distortion of the
emitted electron wave by the Coulomb field of the residual point nucleus [21, 57, 72].
This distortion manifests itself as a shape correction to the spectrum.
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Figure 3.1: Kinetic energy distribution spectrum for the emitted electron in β-decay.
The parameter ξ is a function of the coupling constants of the weak Hamiltonian
Eq. 1.60 as well as the amplitudes of the Fermi and Gamow-Teller transitions. It
describes the relative strengths of these transitions5 [13].
ξ = |MF|2
(




|CA|2 + |CT |2 + |C ′A|2 + |C ′T |2
)
(3.7)
Scalar and tensor interactions are particularly interesting, as probing for their
existence at current experimental limits would indicate the presence of the physics
beyond standard model. As a result, the hadronic matrix element in Eq. 3.3 can be
further generalized by adding the scalar and tensor currents which are
〈p(p′)|ψpψn |n(p)〉 = ψpgS(q2)ψn















where P is the sum of neutron and proton momenta.
3.2.1 Fierz Interference term b
In the standard V − A theory at tree level, there does not exist any interaction
which can shift or introduce any deviations in the electron energy spectrum. This
5 Terms with primed coefficients are the parity violating interactions as defined by Lee and Yang [12].
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also explains why the energy spectrum of the emitted electrons is a natural place to
look for BSM interactions. The Fierz term is responsible for inducing any shifts or
deviations in the spectrum and is linear in the BSM couplings. This further solidifies
the argument to study the electron energy spectrum. The Fierz term is composed of
both Fermi and Gamow-Teller contributions [17] that can be expressed as
bF =
CSCV
|CS|2 + |CV |2
bGT =
CTCA
|CT |2 + |CA|2
(3.9)
Both these terms contribute to the actual Fierz term (b = bF+bGT), this also explains
that in the SM b vanishes because of the presence of scalar and tensor couplings CS
and CT in Eq. 3.9.
3.2.2 Angular Correlation Coefficients
Taking into account this generalized matrix element and including the recoil order




































+ Aβ cos θe (3.10)
+a1β cos θeν + a2β
2 cos2 θeν
]
where θe is the angle between the momentum of the electron and the polarization of
the neutron, θeν is the electron-antineutrino opening angle and β = |~pe|/Ee. There












The parameter λ = gA/gV = CA/CV is just the ratio of the axial vector and vector
coupling constants and is positive according to the sign conventions being used. λ
is an important factor in its right and it is one of the central parameter used in
the global fits in the current work7. It is a measure of how much each quark flavor
contributes to the nucleon spin. It appears in the prediction of energy consumption
in the fusion reaction, p+ p→ d+ νe + e+ going on in the sun. It also enters in the
equations in the calculation of solar neutrino flux [20].
6 Ignoring the coefficients B and D in the current work.
7 λ is being evaluated using numerical approaches like Lattice QCD which uses the nucleon matrix
elements of the axial vector current. Other methods of determining λ involve the measurements
of angular correlation coefficients such as a and A.
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It is worth noticing that in the SM, the coefficients a and A are functions of
λ alone and in the absence of recoil order terms and interference effects, they are
independent of electron energy.
Neglecting the recoil-order terms, the terms Ξ and bBSM and the correlation co-
efficients a0 and A0 can be defined in terms of both SM and BSM couplings [37,38]
Ξ = 1 + 3λ2 + (gSεS)
2 + 3(4gT εT )
2 (3.12)
bBSM =
2(gSεS)− 6λ(4gT εT )
(1 + 3λ2) + (gSεS)2 + 3(4gT εT )2
(3.13)
a0 =
(1− λ2)− (gSεS)2 + (4gT εT )2
(1 + 3λ2) + (gSεS)2 + 3(4gT εT )2
(3.14)
A0 =
2λ(1− λ) + 2(4gT εT )2 + 2(gSεS)(4gT εT )
(1 + 3λ2) + (gSεS)2 + 3(4gT εT )2
(3.15)
Note that we can retrieve the energy independent SM correlation coefficients if we








3.2.2.1 Spin-electron asymmetry coefficient A
Among all the correlation coefficients, the coefficient A has been measured to
greater precision and most frequently due to the fact of its high sensitivity to λ.
A is the angular correlation between the neutron spin and the electron momentum.
Following [17,20], the probability that an electron is emitted with an angle of θe with
respect to the neutron spin polarization P is given by
W (Ee, θe) = 1 + β PA cos θe (3.17)
where β is just the ratio of the electron velocity to the speed of light.
The correlation coefficient A can be expanded as the sum of the SM values and
the recoil order terms which can be written as [42,43]
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(1 + λ+ 2f2)(1− 5λ− 9λ2 − 3λ3) +
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3.2.2.2 Electron-antineutrino correlation coefficient a
The correlation a is defined as the correlation between the electron momentum
and the antineutrino momentum. Measurements of a typically require very precise
measurements of the proton energy spectrum and one of the factors that make these
measurements difficult is that a introduces a small shift in the spectrum. The pre-
cision measurements of existing experiments gives the relative uncertainty of about
2.6% [2]. However, apart from the electron asymmetry coefficient A, a is the next
promising candidate for the measurement of λ since it offers almost the same sensi-
tivity levels to λ as A [17]. Unlike A measurements, a measurements do not require
any polarimetry calibrations since it does not involve neutron polarization.
Similar to the correlation coefficient A, a can also be expanded as the sum of the
SM values and the recoil order terms which can be written as [42,43]
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3.2.3 Neutron Lifetime τ
Another neutron β-decay observable of interest is the neutron lifetime. The total








where gV (gA) are the usual vector (axial vector) form factors and f is the phase-space
factor which includes the Fermi function, Coulomb corrections and various recoil order




F (Z,Ee)peEe(E0 − Ee)2dEe (3.22)
where pe is the electron momentum. One important thing to notice is that the Eq.
3.21 does not take the contribution from the radiative corrections8. Both the Coulomb
corrections and radiative corrections are of O(α), though the Coulomb corrections are
8 Higher order (loop) contributions to basic tree-level processes. For instance, emission of extra
photons also known as bremsstrahlung in quantum electrodynamics.
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much bigger [21, 65]. Improved calculations of the electroweak radiative corrections





ignoring BSM couplings, Ξ becomes 1 + 3λ2. The constant term in the numerator
also includes the corrections to the decay rate found by integrating it over the allowed
phase space. The numerical constant in the numerator, however, does not account for
the corrections due to the second class currents of which only the contributions from




|Vud|2 [Ξ− (6.21× 10−3)g2λ]
(3.24)
3.2.3.1 Status of neutron lifetime measurements
The two different approaches that are being used to measure the neutron lifetime:
Beam and Bottle techniques have their lifetime values significantly different from the
PDG average [2]. This substantial difference between the lifetime values is not well
understood yet and several experimental efforts have been proposed which include
both refinement of the existing approaches as well as new approaches.
It should be noted that the fitting techniques employed in this dissertation for
parameter λ inferred from the various decay observables (specifically electron asym-
metry A) should be compatible only with the τbottle. This is because τbeam is based
on the number of the protons detected obtained from the decay of the neutrons.
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Chapter 4 nFitter Analysis
4.1 Overview
The central idea of this research is to probe physics beyond the standard model
(BSM), particularly the V − A law of the electroweak interactions. In order to do
so we need to push future neutron β-decay measurements to even higher precision
(O(10−4)) [39, 45, 46]. One natural way to proceed is to analyze the energy depen-
dence of the decay spectrum and various correlation coefficients associated with the
decay products. This analysis can be further extended by including the so called
“second-class” currents and the limits to which they should be determined. Using
this recipe, both experimental and theoretical uncertainties can be incorporated into
the measurements of the parameters which can be used to probe the beyond standard
model.
This chapter is dedicated to the whole analysis workflow for nFitter. It describes
the whole data analysis pipeline which not only analyzes the data and infers the final
results but also deals with the process of acquiring the data and cleaning it to make
it suitable for further analysis and numeric optimizations.
We begin by presenting the details of nFitter to the neutron beta decay pseudo-
data generated by Monte Carlo simulations. We will show the impact of the simul-
taneous fits to various neutron beta decay observables like the electron asymmetry
(A), the electron-antineutrino correlation (a), the electron energy spectrum (Γ) and
the neutron lifetime (τ). We will also assess the effects of the second class currents
and the extent to which the theoretical uncertainties attributed by these second class
currents can limit the validity of the Standard Model (SM).
We first performed a single parameter fit for the Fierz term b using unpolarized
neutron beta decay. We then performed the Rfit technique on the parameter space
to see the constraints the second class currents put on the calculation of the Fierz
term. Analysis of unpolarized decay can be used to estimate the value of the Fierz
term to high precision since the estimated value would not contain the uncertainty
contributions from various correlations which are otherwise present in polarized neu-
tron β-decay. But this would require us to have a precise value of lambda which, in
turn, is dependent on the axial vector form factor (gA) and the neutron lifetime. Cur-
rent lattice QCD calculations still have relatively large error bars on gA as compared
to the experimental measurements but they show a promise in reaching comparable
precision as the experimental measurements in the near future.
For the polarized beta decay, we performed the global fits using various β-decay
correlations, electron energy spectrum and neutron lifetime. In this case we performed
three parameter fits on the Fierz term b, the ratio of the axial vector and vector
form factors λ and the normalization term for the electron energy spectrum N . We
employed fitting for both b and λ here because the precision measurements of the Fierz
term from the correlation data is not possible without having a precise measurement
of λ. Furthermore, since we are also fitting to the neutron lifetime, it is natural to
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use λ as the fit parameter since both of them are highly correlated. Finally, we also
assessed the validity of the SM by analyzing the effects of theoretical uncertainties.
4.1.1 High-level explanation
Following is the general sequence of the steps taken in the whole analysis workflow.
At a high level, analysis of both unpolarized and polarized β-decay follow this same
strategy:
• Generate Monte Carlo pseudodata for a required number of neutron β-decay
events
• Pre-process and clean the data and plot histograms for various observables for
the whole energy range of the emitted electrons
• Fit for the parameters of interest {ya} and estimate error based on required
confidence levels
• Vary the second class currents simultaneously by performing the Rfit technique
and analyze the effects of it on the parameter space
Apart from the similar general strategy, there are differences in how this analysis
strategy was implemented for unpolarized vs. polarized beta decay. However, the
above mentioned four steps explain almost all of the analysis of the unpolarized
decay. Polarized β-decay is very rich from the analysis point of view and hence, it
deserves separate discussion of the implementation which will be discussed later.
Most of the analysis described in this work is based on the ROOT Data Analysis
Framework by CERN [47] and Python Data Science1 stack. Without these tools,
much of this analysis would have been painstakingly difficult.
4.2 Unpolarized Neutron β Decay
In unpolarized neutron β-decay, all the terms in the differential decay distribution
which involve the neutron spin are integrated out. Using the most general form for



























we can easily see that the terms containing the correlations A, B and D will no longer
appear. Including terms through next-to-leading order in the recoil expansion and
1 Various python libraries used for scientific computing as well as data science such as NumPy,
Pandas, SciPy, Matplotlib.
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where the different parameters are defined as follows
M = 939.5654133 MeV, me = 0.5109989461 MeV











where E0 is the electron end-point energy
2. For the unpolarized β-decay, we are just
interested in the contribution of the electron energy spectrum to the uncertainty in
the Fierz term. Hence, we also integrated out the electron-antineutrino correlation
(a) from the Eq. 4.1 to remove any contribution from the electron-antineutrino
correlation to the uncertainty in b. The experimental values of the electron asymmetry




















where a1 and a2 are the contribution of the SM and the energy dependent recoil-order
terms to the electron-antineutrino correlation Eq. 3.19 and 3.20.
4.2.1 Monte Carlo Pseudodata
To carry out the analysis, we employed Monte Carlo simulations to generate pseu-
dodata by sampling the differential decay distribution Eq. 4.2 including the recoil-
order terms. We generated 100 million simulated events with 500 energy bins each of
size ∼1.56 keV. The current average from PDG 2019 [55] is assumed for λ (=1.2732).
The CVC value of the weak magnetism factor3 f2 is assumed to generate the pseudo-
data. We also assume zero values for the scalar εS and tensor εT couplings and other
smaller terms like the second class currents f3, g2.
2E0 = M −M ′ − (M−M
′)2−m2e
2M , and M
′ = 938.2720813 MeV is the mass of the proton.
3 f2 = (κp − κn)/2 = 1.8529450
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Figure 4.1: Histogram of the electron energy spectrum as a function of x, (ratio of
electron energy to electron end point energy in β-decay) obtained from simulating
1× 108 neutron β-decay events with 500 energy bins.
Carefully observing Eq. 4.2 shows that while performing Monte Carlo sampling on
the decay spectrum there should also be an additional parameter for the normalization
(N) present in the fitting which will make the area under the plot unity. But letting
N be one of the {ya} parameters will increase the uncertainty in the fitted value of our
parameter of interest b which discourages the use of N as another fit parameter. Later
in the case of polarized β-decay, we will treat N as one of the fit parameters, since
it will allow us to observe the agreement of results with [48]4. To remedy this issue,
we normalized the differential decay distribution so that N = 1. The corresponding
histogram for the electron energy spectrum is shown in Figure 4.2.
4 [48] estimated the errors on parameters b, and λ and correlation coefficients such as a, A from
numerical integration techniques. This served as the benchmark for us while considering the single
parameter fits in the case of polarized β-decay. It is discussed in more detail in section4.3.2.
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Figure 4.2: Normalized version of the Figure 4.1 which makes the area under the
curve to be unity. This allows us to have b as the only fit parameter for the electron
energy spectrum.
4.2.2 Analysis and Results
After the data has been generated and pre-processed, we can use the recipes from
Chapter 2 about the maximum likelihood framework for the estimation of the fit
parameters. Specifically, we will numerically optimize the goodness-of-fit parameter









where the sum is over all energy bins, ytheo(exp) are the theoretical(experimental
5)
values of the differential decay distribution function, and the σi are the error contri-
butions from each energy bin following Poisson statistics6,7.
The “best values” for the parameters we want to estimate are calculated by min-
imizing the χ2. The point of minimum χ2 which we call χ2min gives us the best fitted
value of the parameters of interest. It also allows us to calculate ∆χ2 = χ2 − χ2min
which is used to calculate confidence intervals for the parameters of interest. The
value of ∆χ2 depends on the number of parameters being fitted, for instance, for a
given confidence level, a single parameter fit (implemented in the unpolarized β-decay)
will have a smaller value of ∆χ2 as compared to the three parameter fits (implemented
for the case of polarized β-decay). This is shown for commonly used confidence levels
in Table 4.1 [35, 50].
5 Experimental data is analogous to the simulated data in our case.
6 σi =
√
ni where ni is the number of events in the i
th energy bin.
7 Since the histograms are normalized, the errors have to be scaled the same way as the bin-content.
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Table 4.1: Values of ∆χ2 corresponding to a given confidence level (CL) for m fit
parameters.
CL (%) m = 1 m = 2 m = 3
68.27 1.00 2.30 3.53
90. 2.71 4.61 6.25
95. 3.84 5.99 7.82
95.45 4.00 6.18 8.03
For optimization, we implemented a grid-search algorithm which scans each point
in the parameter space and looks for χ2min. This is shown in Figure 4.3. For smaller
parameter spaces, this algorithm is quite fast but it suffers from high execution times
for large parameter spaces because of the computational complexity. We also used
some off-the-shelf fitting routines available from the ROOT framework8 [47].
The numerical results presented in this analysis serve a dual purpose:
1. They can be used to assess the validity of the SM in which we assume the input
value of b to be zero and fit for it to estimate the value to some pre-determined
precision level. Here we employed the full energy range for Ee, meaning the
kinetic energy of the electron is allowed to be in the range9: 0 ≤ Te ≤ T0.
We assumed all the second class currents and new physics scalar and tensor
coefficients to be zero.
8 Specifically, we used the TMinuit package which comes with the standard ROOT installation.
9 Although we are assuming the full energy range, in the real experiment only a subset of the energy
range is used. There will be limitations due to certain hardware thresholds and analysis cuts in
the lower-energy range.
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Figure 4.3: Parameter space showing the variation of the χ2 with the Fierz term b.
The 68.3% CL are defined by ∆χ2 = 2.30 [Table 4.1] which yielded the fitted value
of the Fierz term b = 0.00066(75) with a χ2min = 473.94. We use the inputs b = 0.0,
nevents = 1× 108, nbins = 500, second class currents: f3 = g2 = 0.
2. We can relax the assumption that second class currents are zero and apply
the Rfit technique for the fitting of the Fierz term where {ya} = {b} and
{yµ} = {f3, g2}. These {yµ} parameters are permitted to vary simultaneously
over some prescribed range. The rest of the parameters: f2 and λ are assumed





Figure 4.4: Variation of χ2 with b for a single parameter fit for the unpolarized
β-decay after allowing second class currents to vary. The original parameter space
plotted along with the one obtained by varying the second class currents one at a
time as well as both simultaneously with a step size of 0.01; (a) f3 ∈ [−0.1, 0.1],
g2 = 0, (b) g2 ∈ [−0.1, 0.1], f3 = 0, and (c) f3 ∈ [−0.1, 0.1], g2 ∈ [−0.1, 0.1]. We use
nevents = 1× 108 and nbins = 500.
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Some explanation of the plots in Figure 4.4 is in order. The main observation that
follows is the uncertainty in the value of b increases after letting the second class
currents vary. This can be easily seen in the widening of the χ2 function which
is inherently convex. This is not very surprising since the second class currents
account for the theoretical uncertainties which means for a given confidence level in
the unpolarized β-decay, they will increase the error in the value of b. However, we
notice that the uncertainty in the value of b is almost insensitive to the value of f3.
This is attributed by the fact that f3 appears in the term with ε/(Rx) which itself
is very small (ε/(Rx) ≈ 2.96 × 10−7). On the other hand, g2 is always scaled by
R ≈ 1.37 × 10−3 as evident in Eq. 4.2. This accounts for the greater contribution
from g2 in the fit. The results of the fit are summarized in Table 4.2.
Table 4.2: Fit results for the Rfit technique applied on the electron energy spectrum
of the unpolarized β decay. The fitted value of b is defined by the location of the
χ2min, while the 68.3% CL is defined by ∆χ
2 = 2.30 for two parameters. We used the
input b = 0.
{f3, g2} χ2min/ndof Fitted b(σ)
f3 ∈ [−0.1, 0.1], g2 = 0 473.944/499 0.00067(76)
g2 ∈ [−0.1, 0.1], f3 = 0 473.943/499 0.00062(77)
f3, g2 ∈ [−0.1, 0.1] 473.943/499 0.000635(785)
4.3 Polarized Neutron β Decay
For the case of the polarized β-decay, all the previously dropped terms containing
neutron polarization are brought back. Using Eq. 4.1 and incorporating recoil order





































+ Aβ cos θe
+a1β cos θeν + a2β
2 cos2 θeν
]
Note that we did not include correlation coefficients B, D into the decay distribution
because they have been integrated out. To make the analysis more robust in terms
of accounting for experimental uncertainties, global fits are employed which include
the electron energy spectrum Γ as well as the other observables like the correlation
coefficients a and A, and the neutron lifetime τ which will make {xexp} = {Γ, a, A, τ}.
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As mentioned in Eq. 3.12-3.16, and Eq. 3.18-3.20, these parameters are up to
recoil order terms are defined as [42–44]
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|Vud|2 [Ξ− (6.21× 10−3)g2λ]
(4.9)
where the energy independent values of the correlation coefficients a0 and A0 can be
written as [13]
a0 =
(1− λ2)− (gSεS)2 + (4gT εT )2
(1 + 3λ2) + (gSεS)2 + 3(4gT εT )2
,
A0 =
2λ(1− λ) + 2(4gT εT )2 + 2(gSεS)(4gT εT )
(1 + 3λ2) + (gSεS)2 + 3(4gT εT )2
(4.10)
and the Fierz term [13]
bBSM =
2(gSεS)− 6λ(4gT εT )
(1 + 3λ2) + (gSεS)2 + 3(4gT εT )2
(4.11)
in terms of SM and BSM (εS and εT ) couplings.
4.3.1 Workflow and Monte Carlo Pseudodata
The big picture remains the same as the case of unpolarized β-decay as men-
tioned in section 4.1.1 and 4.2.1 with a few subtleties. Like mentioned in unpolarized
β-decay, we employed Monte Carlo simulations to generate pseudodata by sampling
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the polarized differential decay distribution including the correlation coefficients men-
tioned in section 3.2.2. Using the theoretical expressions ({xtheo}) of the observables,
the set of the experimental results ({xexp}) are sampled using the Monte Carlo simu-
lations [see section 2.2.1]. The entire set of the model parameters for this case consists
of
{ymod} = {λ, f3, g2, b, N} (4.12)
where we determine confidence levels on only {ya} = {λ, b,N} parameters. The
remaining subset of {ymod}10 includes only the second class currents f3 and g2, and
they are categorized as {yµ} parameters.
In the case of polarized β-decay, we generated two different type of data sets [37].
The first data set assumes zero values for both new physics scalar and tensor couplings
(εS = εT = 0). We refer to this data set as the “Standard Model” data set. We
generated 10 different data files with event size ranging from 1 × 109 to 1 × 1010
events for this data set. This much volume of data is needed because of two reasons:
First, the required precision level in the parameters of interest varies as the inverse of
square root of number of events (∝ 1/
√
N) [48]. Second, it is important to understand
the effect of theoretical uncertainties caused by second class currents during Rfit
technique as the number of events approach infinity.
The value of λ = 1.2732 is taken as the current average from PDG 2019 [55] and
the CVC value of weak magnetism factor is assumed (f2 = (κp− κn)/2 = 1.8529450)
and assuming zero values for other smaller terms like the second class currents f3, g2.
The second data set relaxes the restriction on the scalar and tensor couplings.
We term it as the “New Physics” data set, here we assumed εS = εT = 0.001,
(gS = gT ≈ 1) with everything else being identical to the earlier one. This is because
gSεS = gT εT = 0.001 corresponds to the most stringent limits on the scalar and
tensor interactions which arise from 0+ → 0+ nuclear decays and Dalitz-plot study
of radiative pion decay (π → eνγ), respectively [38]. However, we generated only one
data file for this case with 1 × 1010 events since we are only interested in observing
the deviations of the {ya} parameters from their input values. These deviations are
quantified in the terms of the “Pull” values11 which are analogous to the Z -scores in
statistics.
As a final step of analysis, the parameters of the {yµ} parameter set, which consists
of the second class currents f3 and g2 are permitted to vary simultaneously in both of
the data sets over some prescribed range, following the recipes of the Rfit technique
[36,64].
4.3.2 Single Parameter Fits on the Standard Model Data set
Before jumping to the global fits for the {ya} parameters, we analyzed the ob-
servables and fit parameters separately. Although it is not required for the actual
analysis, it is nevertheless performed for the sanity check. For checking we slightly
10 Other parameters like f2, g3 and Vud are assumed to take fixed values in which g3 = 0.
11 Pull = (xfit − xinput)/σfit
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modified our set of model parameters
{ymod} = {ya} = {a,A, b, λ} (4.13)
and checked for any under-estimation or over-estimation of the uncertainties of these
parameters. This will serve a dual purpose for the rest of the analysis: First, the
uncertainty values obtained from these individual fits will serve as the baseline for
the global fits. Second, it will greatly help us to debug the code should there be any
possible bugs in the event-generator or analysis. The various initial values used in
the fitting are summarized in the Table 4.3.






We start by fitting for the Fierz term b, in which we generated Monte-Carlo
pseudodata for the differential decay distribution. The initial values of the input
parameters are listed in Table 4.3. It should be noted that while fitting for b using
the differential decay distribution, we took the normalization N as the second fit
parameter. This leads to the change in the definition of error for a given confidence
level, for instance, if we want to evaluate the errors for a two parameter fit with 68.3%
CL12, we can use Table 4.1 for the value of ∆χ2 [35, 50]:
∆χ2 = χ2 − χ2min = 2.30 (4.14)
Figure 4.5 shows the histogram of the neutron β-decay energy spectrum as well as
the fitted function.
12 In ROOT, 68.3% CL are given by 1-sigma deviation. In order to calculate them in TMinuit, we
use SetErrorDef(1).
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Figure 4.5: Histogram showing the differential decay distribution plotted as a function
of electron energy. The solid line (red) is a result of the fitting with b and N as the
fit parameters. We use nbins = 1000 and nevents = 1× 1010.
The results obtained from the fitting are summarized in Table 4.4. On inspecting
Table 4.4: Fit results for the differential decay distribution with b and N as the fit
parameters. The values in the parenthesis indicate the error values corresponding to
∆χ2 = 2.30 which corresponds to 68.3% CL.





Prob(χ2 > χ2min) 0.173
the different error values, we observe that σb matches almost perfectly to the result
of numerical integration mentioned in [48] (σb = 7.5/
√
N). It is important to note
though that the value of σb will only agree to the one specified in [48] if we calculate
1-sigma standard deviation13 with only normalization and the Fierz term as the fit
parameters Eq. 4.2.
13 ∆χ2 = 2.30 for 68.3% CL.
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Moving on to the correlation coefficients, we obtained the “experimental asymme-
tries” aexp and Aexp [37] by using the angles obtained from the Monte Carlo sampling
of the polarized decay energy spectrum Eq. 4.5 and making suitable angle cuts.
These experimental asymmetries are then analyzed in a typical “forward/backward”
asymmetry measurement [37,66], where (compare with Eq. 4.4)
aexp ≡
N(cos θeν > 0)−N(cos θeν < 0)













N(cos θe > 0)−N(cos θe < 0)








We observed a similar behavior for A, a and λ which again agrees with the results
of [48]. We employed single parameter fits for the correlation coefficients a and A by
incorporating next-to-leading order energy dependent recoil terms Eq. 4.6-4.7 and
keeping everything else fixed (λ = 1.2732 [55], f3 = g2 = 0, f2 = (κp − κn)/2 =
1.8529450). The result of single parameter fits are shown in Figure 4.6.
(a) (b)
Figure 4.6: Simulated data from the standard model dataset for the electron-
asymmetry and electron-antineutrino correlation plotted as a function of electron
energy. The individual data points are shown in blue and the red solid line is the
result for the single parameter fits with A and a being the fit parameters respectively.
The parameter x is defined as the ratio of electron’s energy to its end-point energy
Eq. 4.3. We use nbins = 1000 and nevents = 1× 1010.
The results of these fits have been summarized in the Table 144.5.
14 The fitted value of λ is obtained from the fitting it as a single parameter in the electron asymmetry
A [Eq. 4.6].
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Table 4.5: Fit results for correlation coefficients from single parameter fits. The
reported value comes from the numerical integration results discussed in [48]. We use
nbins = 1000, nevents = 1× 1010 and ndof = 999.







λ 1.273146(72) ≈ 2.6σA = 7/
√
N
We also implemented Rfit technique on the single parameter fits for the electron
energy spectrum Γ to check the constraints imposed by the second class currents (f3
and g2) on the Fierz term b. We ran Rfit for several different cases:
(a) vary f3 in [−0.1, 0.1] and g2 = 0
(b) vary g2 in [−0.1, 0.1] and f3 = 0
(c) vary both f3 and g2 simultaneously in [−0.1, 0.1]
(d) increase the interval size in which the second-class currents under Rfit can vary
The motivation for using these ranges for second-class currents is discussed in section
3.1.1. The corresponding parameter space is shown in Figure 4.7.
(a) (b)
Figure 4.7: Parameter space obtained from fitting for b and N in electron energy
spectrum using Rfit. Panel (a) shows the parameter space for a given range of [-
0.1, 0.1] but turning off either f3 or g2 to see their effects separately. Red curve
involves both f3 and g2 varied simultaneously. Panel (b) shows the parameter space
for different ranges for both f3 and g2. The χ
2 values on the Y-axis in panel (b) are
different from those in panel (a) because we obtained a much better χ2min when we
removed the first two energy bins of the histograms from the analysis. The step size
for Rfit technique in each of the cases is 0.01 with input b = 0.0. The 68.3% confidence
levels are defined by ∆χ2 = 2.30. We use nbins = 1000 and nevents = 1× 1010.
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We can infer a few things from Figure 4.7 which are also applicable to global
fits. First, f3 has almost negligible effect on the error in b as can be seen from the
broadening of the curve. This actually makes sense since the contribution of f3 is
very small because of the down-scaling due to the ε/(Rx) factor present as shown in
Eq. 4.5 [37]. On the other hand, g2 increases the uncertainty in b significantly which
can also be explained in terms of the way it appears in the electron energy spectrum.
Moreover, the effect of g2 is also slightly up-scaled by R [Eq. 4.5]. The combined
effect of both f3 and g2 can be seen in the panel (b) in Figure 4.7. It shows that the
theoretical uncertainties due to second-class currents indeed increase the uncertainty
in the value of the Fierz term (b). We also see that the uncertainty on b gets about
three times bigger when we let both f3 and g2 vary in the range [−0.5, 0.5]. It also
shows that bigger ranges for Rfit end up in even smaller χ2min as it was for the case
when both second-class currents were switched off.
We know that second-class currents contribute to the theoretical uncertainties
since a very little is known about them and it might not be an appropriate as-
sumption that their underlying probability distribution is Gaussian [37]. This makes
it completely worthwhile to investigate them more and see how they affect other
{ymod} parameters. In principle, we can get around this by having an infinite number
of simulation events and the value of fit parameters tend to approach their accurate
value15. However, having an infinite number of simulation events is impractical, so
we want to see for what number of simulation events the uncertainty due to second-
class currents approaches a saturation. This would give us the maximum number
of simulation events required to make the uncertainty due to second-class currents
almost negligible. We implemented this by creating a series of data files containing
simulation events ranging from 1 billion to 10 billion [see section 4.3.1]. The results
of performing Rfit technique on each of these data files is shown in Figure 4.8.
15 In statistics, this is exactly similar to finding the properties of a population using a sampling
distribution which is supposed to be a representative of a population.
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(a) (b)
Figure 4.8: Effects on the uncertainty in b as a function of the number of events
obtained by fitting for both b and N in the electron energy spectrum with and without
second-class currents. Both second-class currents f3 and g2 are varied simultaneously
in ranges described in the legend. Panel (b) shows the plot in panel (a) in log scale.
∆χ2 = 2.30 for 68.3% CL for each case and nbins = 1000.
It is evident from the above plot that for smaller ranges for Rfit the fractional
change in the uncertainty in b is getting smaller as the number of simulated events
increases. However, for the case when both f3 and g2 are allowed to vary in the
range [−0.5, 0.5], the error on b decreases at first and then from ∼3 billion events,
it remains roughly constant. We believe that it might be because of the fact that
for bigger ranges for second-class currents, the theoretical uncertainties imposed by
them totally dominates the statistical and other systematic uncertainties when the
volume of the simulated events surpass beyond a certain number.
4.3.3 Global Fits
We next studied global fits for the electron energy spectrum Γ, the electron-
antineutrino correlation a, the electron asymmetryA and the neutron lifetime τ with
{λ, b,N} as our {ymod} parameters for the standard model data set. We carried out
several simulations to see the effect of each observable on the {ymod} parameters and
the results are presented in the subsections that follow.
4.3.3.1 Constraints on λ
We observed that fitted value of λ determined from the global fits of {Γ, a, A}
is strikingly different to its calculated value given by λ = gA/gV . This behavior is
actually discussed in [37, 38] which explains that the appearance of a right-handed
coupling emergent from beyond standard model (BSM) physics might modify its
value. However, the unexpected value for λ appears when only the electron energy
spectrum is used as the observable ({xexp} = {Γ}) with {ymod} = {λ, b,N} as the fit
parameters. Inclusion of correlation coefficients in {xexp} seems to dilute this effect
and the determined value of λ starts approaching the expected value. These results
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Table 4.6: Fitted values of λ shown for different subsets of the observables {xexp} =
{Γ, a, A}. We use the input λ = 1.2732 [55], nevents = 1× 1010 and nbins = 1000.
{xexp} Fitted λ(σλ) χ2min/ndof
{Γ} 1.57573(15610) 1037.63/997
{Γ, A} 1.27317(7) 1983.14/1997
{Γ, a} 1.27313(9) 2076.79/1997
{Γ, a, A} 1.27316(6) 3020.03/2997
have been shown in Table 4.6. These results show that λ is much more sensitive to the
correlation coefficients and the neutron lifetime16 than the electron energy spectrum.
Because of this insensitivity to the Γ, for rest of the analysis about global fits, we are
not fitting for λ in the electron energy spectrum. In other words, λ is only included
as a fit parameter in the {A, a, τ} while Γ contains only {b,N} as fit parameters.
4.3.3.2 Constraints on the Fierz term (b)
Next, we find that the most stringent constraints for b also comes from the electron
energy spectrum. This is shown by considering the fact that b is very sensitive to
the new physics interactions since it depends on the new physics scalar and tensor
couplings, εS and εT , to linear order as defined in Eq. 4.11 [37,38]. We obtained the
fit value for b corresponding to χ2min and plotted the extracted value of scalar and
tensor couplings in εS − εT space as shown in Figure 4.9.
16 To be discussed later.
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Figure 4.9: εS − εT space showing the constraints imposed by various observables.
Different subsets of {xexp} = {Γ, a, A} are considered. The plot for the global fits of
{a,A,Γ} is totally eclipsed with the one for only Γ. It looks like Γ puts the most
stringent constraints on the Fierz term b and therefore, on the new physics scalar
and tensor couplings. However, Coulomb radiative corrections can also modify this
as well but we omitted them in our analysis. We use λ = 1.2732 [55], nbins = 1000
and nevents = 1× 1010.
It is evident from Figure 4.9, correlation coefficients alone put loose constraints
on the Fierz term and when they are combined with the electron energy spectrum
via global fits, a strong constraint on the new physics scalar and tensor interactions
starts to emerge. The electron energy spectrum, however, contributes the most to
this strong constraint as we can see the plot for the global fits ({xexp} = {Γ, a, A})
totally eclipsed by the one for the electron energy spectrum alone. The results of the
fit are summarized in Table 4.7.
Table 4.7: Fit results of b shown for different subsets of the observables {xexp} =
{Γ, a, A}. As shown in Figure 4.9, the electron energy spectrum puts the most strin-
gent constraints on the Fierz term. In the fit scenarios where Γ is included in {xexp},
we used {ymod} = {b,N} as the fit parameters (where N is the normalization). We
use the input λ = 1.2732 [55], b = 0.0, nevents = 1× 1010 and nbins = 1000.





{Γ, a, A} -0.000080 (724) 2846.778/2998
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4.3.3.3 Negligible correlation between λ and b
Following the above two points we see that for the global fits, there is almost
negligible correlation between λ and b for the case when second-class currents are
zero (f3 = g2 = 0). This can be easily explained with the help of the previous two
sections: from Figure 4.9 it is evident that electron energy spectrum Γ alone puts
the most stringent constraints on b whereas λ is almost insensitive to Γ which is
why we did not fit for λ in Γ. The presence of both λ and b in the expressions of
the correlation coefficients resulted in a tiny correlation between them as shown in
Figure 4.10.
Figure 4.10: Parameter space for λ and b obtained from the global fits for {Γ, a, A, τ}.
The input values for λ and b are 1.2732 [55] and 0.0, respectively for nevents = 1×1010
and nbins = 1000. A 68.3% CL for three parameters (b, λ, and N) corresponds to
∆χ2 = 3.53.
4.3.3.4 Fitting {ymod} without neutron lifetime (τ)
For the case of Rfit, we first removed the neutron lifetime from the global fits
and considered {xexp} = {Γ, a, A}. The motivation for doing this is to filter out the
effects of the neutron lifetime on the fit parameters. It is later added to {xexp} and
the results are discussed later. On performing Rfit we observed that the error ellipse
is stretched hence increasing the uncertainty in the fit parameters. Interestingly,
inclusion of the second-class currents due to Rfit also introduced a correlation in the
fit parameters as compared to the case where second-class currents were switched off
[see Figure 4.10]. The results of the Rfit technique are shown in Figure 4.11.
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Figure 4.11: Parameter space for λ and b obtained from the global fits for {Γ, a, A}
after letting second-class currents f3 and g2 vary simultaneously in ranges [−0.1, 0.1]
and [−0.5, 0.5]. The input values for λ and b are 1.2732 [55] and 0.0, respectively for
nevents = 1× 1010 and nbins = 1000. A 68.3% CL for three parameters (b, λ, and N)
corresponds to ∆χ2 = 3.53.
This behavior of the parameter space can be again explained from the differential
decay distribution Eq. 4.5. The terms involving second-class currents (especially g2)
in the electron energy spectrum also involve λ. Even in the recoil order terms of the
correlation coefficients Eq. 4.6 and 4.7, the second-class currents appear in the terms
which are polynomials of λ. All of these terms with second-class currents are further
suppressed by the constant term R ≈ 10−3 and the energy dependent term ε/(Rx) ≈
2.96× 10−7. Hence, letting these second-class currents vary in their predefined range
make the terms involving them dominate over the other recoil order terms particularly
in the electron energy spectrum due to the presence of λ. Furthermore, the electron
energy spectrum also has a term involving the Fierz term b containing almost the
same factor me/Ee which make terms containing second-class currents and the Fierz
term to have almost the same scale17. The combined effect of all of this manifests
itself as a non-zero correlation between λ and b after the second-class currents are
turned on. The results of the fit in Figure 4.11 are shown in Table 4.8.











Table 4.8: Results of the global fits consisting of the observables ({xexp} = {Γ, a, A}).
We employed fitting for ymod = {λ, b,N} where the fitted value is defined by the
location of χ2min and the definition of 68.3% CL is given by ∆χ
2 = 3.53 [Table 4.1].
We use the input λ = 1.2732 [55], b = 0.0, nevents = 1× 1010 and nbins = 1000.
{f3, g2} Fitted b(σb) Fitted λ(σλ) χ2min/ndof
f3, g2 = 0 0.000140(135) 1.27316 (11) 3020.1/2997
f3, g2 ∈ [−0.1, 0.1] 0.000170(147) 1.27322 (23) 3020.07/2997
f3, g2 ∈ [−0.5, 0.5] 0.000040(175) 1.27315 (22) 3020.12/2997
4.3.3.5 Effects of including neutron lifetime τ on the global fits
Putting back the neutron lifetime τ to the global fits, {xexp} = {Γ, a, A, τ} revealed
very interesting observations. First, it should be noted that the neutron lifetime does
not have any energy dependence and that is why it only contributes as a single data
point in the calculation of the goodness-of-fit parameter χ2. Secondly, the choice of
δτ has a significant impact in the uncertainties of the fit parameter. Smaller values of
δτ tend to increase the variance which can be seen from the broadening of the error
ellipse as evident from Figure 4.12. This is because high precision for neutron lifetime





where the factor in the numerator is due to Fermi constant for muon decay as well
as the radiative corrections and phase space effects, the CKM matrix element Vud =
0.97420 [2], and Ξ = 1 + 3λ2. The dependence of b on τ can also be explained
by observing the effects of new physics parameters on the standard model value of









As noted in [37], Eq. 4.16 already embeds the small contributions due to various
couplings such as gA, gV integrated over the available phase space but it does not
take into consideration the effect of the second-class currents, particularly g2 (effect
of f3 is negligibly small). This effect can be included in the neutron lifetime as a
small correction term which is implemented by replacing Ξ with Ξ(1 + CgAg2) where
CgAg2 is the contribution due to gA and g2 couplings [21] and is defined as










The effect on the parameter space due to Rfit using this correction term on the
neutron lifetime is shown in Figure 4.1218. Table 4.9 shows the value of the fit
parameters with the corresponding errors for two different values of δτ .
Table 4.9: Fitted values for {λ, b} from simultaneous fits of the observables {xexp} =
{Γ, a, A, τ} to the Standard model data set. The fitted value of the parameters are
defined by the location of χ2min. They correspond to a CL of 68.3% which for a three
parameter fit (m = 3) is defined by ∆χ2 = 3.53 [Table 4.1]. We use the inputs
λ = 1.2732 [55], b = 0, nevents = 1× 1010 and nbins = 1000.
{δτ}(s) Fitted b(σb) Pull b Fitted λ(σλ) Pull λ χ2min/ndof
f3 = g2 = 0
0.1 0.000140(140) (1.0σ) 1.27317(9) (−0.33σ) 3020.27/2998
1.0 0.000140(135) (1.03σ) 1.27316(10) (−0.40σ) 3020.1/2998
f3, g2 ∈ [−0.1, 0.1]
0.1 0.000170(125) (1.36σ) 1.27320(16) (0) 3020.20/2998
1.0 0.000155(147) (1.05σ) 1.27321(22) (0.04σ) 3020.07/2998
f3, g2 ∈ [−0.5, 0.5]
0.1 0.000040(115) (0.34σ) 1.27317(14) (−0.21σ) 3020.32/2998
1.0 0.000095(160) (0.59σ) 1.27315(22) (−0.23σ) 3020.12/2998
Table 4.9 shows the effect of the theoretical uncertainties as a result of the second-
class currents. Without f3 and g2, we obtained a precision of around 1% on the value
of the Fierz term b which changes to around 3% when we allowed both f3 and g2 to
vary in the interval [−0.5, 0.5].
18 It turns out the step size as well as the range for fitting N significantly affects the parameter space
of b and λ as can be seen by the cutting out of the error ellipses. Smaller step size might help to




Figure 4.12: Parameter space showing the error ellipse with and without Rfit with
{xexp} = {Γ, a, A, τ}. Both second-class currents f3 and g2 are varied simultaneously
in the ranges described in the legend. Panel (a) shows the result when δτ = 0.1
seconds whereas panel (b) shows the case when δτ = 1 second. The fitted value of b
are defined by the location of the χ2min, while the 68.3% CL are defined by ∆χ
2 = 3.53.
We use the inputs λ = 1.2732 [55], b = 0.0, nevents = 1× 1010 and nbins = 1000.
4.3.3.6 Effect of number of the events in the Monte Carlo pseudodata on
the uncertainty of the Fierz term (b)
Like in the case of single parameter fits, we also want to analyze the trend of the
uncertainties of the fit parameters as we increase the number of events. We again
employed the same technique by creating Monte-Carlo pseudo-data for events ranging
from 1 billion to 10 billion and perform Rfit using different ranges of the second-class
currents. This case, however, is limited by the computational complexity for the
Rfit technique like the step size and the range for the fit parameters (b, λ,N). For
example, choosing the step size for the fit parameters for Rfit more aggressively
might not end up in the error ellipse at all whereas selecting values for the step size
more conservatively make the execution time really long. Similarly, a lot of trial and
error goes into selecting the optimum range for the fit parameters which gives us
the expected results. Having a 4-dimensional parameter space involving χ2, b, λ,N
as well as two second-class currents make this optimization problem quite convoluted
to handle. In any case, the result for the variation in the uncertainty of the fit
parameters with the number of events in the presence of the second-class currents is
shown in Figure 4.13.
68
(a) (b)
Figure 4.13: Variation in the uncertainty in b as a function of number of events
obtained by fitting b, N and λ in the global fits {xexp} = {Γ, a, A, τ}. Both second-
class currents f3 and g2 are varied simultaneously in ranges described in the legend.
Panel (b) shows the plot in panel (a) in log scale. We use ∆χ2 = 3.53 for 68.3% CL
for each case, nevents = 1× 1010, and nbins = 1000.
4.3.3.7 Getting back the negligible correlation between λ and b
Varying the second-class currents simultaneously in the Rfit tend to bring a non-
zero association between λ and b. This is a consequence of the terms containing
second-class currents in the recoil order terms in the electron energy spectrum and
the correlation coefficients {a,A}. We analyzed this association between λ and b
further by letting the range of the second-class currents in Rfit to shrink. Letting
the second-class currents to vary in a tiny interval started diminishing the correlation
between λ and b and the error ellipse ended up transforming to the original ellipse




Figure 4.14: Parameter space showing the error ellipse with and without Rfit with
{xexp} = {Γ, a, A, τ}. Both second-class currents f3 and g2 are varied simultaneously
in ranges described in the legend. Panel (a) shows the result when δτ = 0.1 seconds
whereas panel (b) shows the case when δτ = 1 second. As can be easily seen, letting
the range of the second-class currents shrink brings back the original error ellipse
with almost zero correlation. We use ∆χ2 = 3.53 for 68.3% CL for each case, and
inputs λ = 1.2732 [55], b = 0.0, nevents = 1× 1010, and nbins = 1000.
This shows that second-class currents are indeed responsible for bringing up the
correlation between the fit parameters. We can also infer from this that out of
{xexp} = {Γ, a, A, τ}, only the spectrum has terms which involve both λ, f3, g2
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and b. Hence, most of the contribution to this correlation is coming out from the
spectrum from the terms involving both g2 and b.
4.3.4 The “New Physics” data set
Apart from the “Standard Model” data set, we generated another data set con-
sisting 10 billion simulated events for the measurement of the Fierz term. Following
the analysis in [37], the only difference between these two data sets is the inclusion of
a non-zero value of the scalar and tensor couplings, namely, gSεS = gT εT = 1.0×10−3.
These values correspond to the maximum constraints in the scalar and tensor cou-
plings obtained from the analysis of 0+ → 0+ nuclear transitions [67] and the Dalitz
plot study of the radiative pion decay [68], respectively. The most significant effect of
these new physics couplings would be in the value of the Fierz term since it depends on
these scalar and tensor interactions to the linear order [Eq. 4.11]. Setting these inter-
actions to non-zero will yield a non-zero value for the Fierz term (bBSM = −0.00487)
which is the direct consequence of the beyond standard model physics.
We started with the global fits in which {ya} = {λ, b,N} and {yµ} is an empty
parameter set. We excluded the neutron lifetime τ and used {xexp} = {Γ, a, A} as
the set of the observables for the global fits. As we can see from the Table 4.10,
except for the case where we used only the electron energy spectrum, these fits yield
reasonable values for χ2min. However, it is evident from the table that the presence of
the electron energy spectrum in the global fits revealed significant pulls [38,39] on the
fitted values of the Fierz term. This makes sense since the electron energy spectrum
put the most stringent constraints [section 4.3.3] on the Fierz term which is highly
sensitive to the new physics scalar and tensor interactions.
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Table 4.10: Fitted values for {λ, b} from simultaneous, and individual fits for different
subsets of the observables {xexp} = {Γ, a, A, τ} to the New Physics data set. Here
the second-class currents are turned off (f3 = g2 = 0). First half of the table consists
the case when the uncertainty in the neutron lifetime δτ is 1.0 second whereas the
second half is when δτ = 0.1 seconds. The Pull values for the Fierz terms have
been calculated with respect to its standard model value (b = 0). The fitted value
of the parameters corresponds to a CL of 68.3% which for a three parameter fit
(m = 3) is defined by ∆χ2 = 3.53 [Table 4.1]. We use the inputs λ = 1.2732 [55],
nevents = 1× 1010 and nbins = 1000.
{xexp} Fitted b Pull b Fitted λ Pull λ χ2min/ndof
{Γ} -0.00467 -62.53 - - 1109.97/998
δτ = 1.0 second
{Γ, A, τ} -0.00505 -67.60 1.27315 -0.68 2068.27/1998
{Γ, a, τ} -0.00467 -62.60 1.27316 -0.43 2092.64/1998
{a,A, τ} -0.00361 -2.52 1.27342 0.72 1940.97/1999
{Γ, a, A, τ} -0.00467 -62.58 1.27319 -0.17 3051.49/2998
δτ = 0.1 seconds
{Γ, A, τ} -0.00505 -68.24 1.27317 -0.53 2068.27/1998
{Γ, a, τ} -0.00467 -63.11 1.27318 -0.32 2092.72/1998
{a,A, τ} -0.00455 -9.68 1.27321 0.12 1941.45/1999
{Γ, a, A, τ} -0.00467 -63.28 1.27319 -0.21 3051.48/2998
A closer inspection of the Table 4.10 also confirms that the uncertainty in the λ
is very sensitive to the value of the uncertainty in the neutron lifetime (δτ) as can be
seen from the reduced pull values for λ for the case when δτ = 0.1 seconds. However,
decreasing the uncertainty in the neutron lifetime further increases the pull values
for the Fierz term. This suggests some sort of association between the fit parameters
and the neutron lifetime.
It should also be noted that λ shows small pull values which is in contrast with
what is observed in [37,38]. This can be explained easily by observing that λ is fitted
as the only fit parameter in the global fits in [37] whereas in each of the cases of
{xexp} discussed in the Table 4.10, we used {ya} = {λ, b,N}19. Hence, for 68.3%
CL the error we obtained for λ would be much greater than the one obtained in [37]
which will bring down the pull values for λ.
In the next step we performed the Rfit technique on this dataset where we allow
the second-class currents f3 and g2 to vary freely in some predefined interval. First,
we analyzed the case where the uncertainty on the neutron lifetime δτ is 0.1 seconds
and later we tried to implement the exact same recipes with δτ = 1 second. In both
of these cases, we tried two different intervals in which we can vary the second-class
currents. The results of this analysis are summarized in Table 4.11.
19 More specifically, as mentioned in section 4.3.3, we fit for only {b,N} in the electron energy
spectrum and fit for {λ, b} in the correlation coefficients and the neutron lifetime for global fits
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Table 4.11: Fitted values for {λ, b} from simultaneous fits of the observables {xexp} =
{Γ, a, A, τ} to the new physics data set with Rfit technique. First half of the table con-
sists the case when the uncertainty in the neutron lifetime δτ is 1.0 second whereas the
second half is when δτ = 0.1 seconds. The fitted value of the parameters corresponds
to a CL of 68.3% which for a three parameter fit (m = 3) is defined by ∆χ2 = 3.53
[Table 4.1]. Input values of λ = 1.2732 [55], bBSM = −0.00487, nevents = 1× 1010 and
nbins = 1000.
{f3, g2} Fitted b σb Fitted λ σλ χ2min/ndof
δτ = 1.0 second
0 -0.00467 0.000135 1.2732 0.0001 3051.49/2998
[−0.5, 0.5] -0.00473 0.000140 1.27333 0.000088 3053.63/2998
δτ = 0.1 seconds
0 -0.00467 0.000135 1.2732 0.00009 3051.49/2998
[−0.5, 0.5] -0.00485 0.000155 1.2733 0.000088 3053.93/2998
From Table 4.11, it is clear that the χ2min values for each of the cases are almost
equal to each other. We observed a similar behavior for the case of the global fits
for standard model dataset [Table 4.9]. However, the obtained values of the χ2min are
worse as compared to their standard model dataset counterpart. As expected, the
uncertainty in the Fierz term increases because of the second-class currents, it also
resulted in large pull values with respect to the standard model value of the Fierz
term (b = 0).
Table 4.11 also revealed similar pull values for λ as Table 4.9. This suggests that
λ has almost negligible association with the new physics couplings, it does, however,
has some association with the second-class currents which manifests itself due to the
presence of g2 in the expression of the neutron lifetime Eq. 4.19 as well as the recoil
order terms for the correlation coefficients Eq. 4.6 and 4.7.
({xexp} = {Γ, a, A, τ}).
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Chapter 5 Thomas Rotation and its effects on the Electromagnetic Fields
5.1 Transformations of the Electromagnetic Field Tensor
The central idea of this chapter is to investigate how the electromagnetic fields
transform relativistically when there is accelerated motion. The motivation behind
it concerns the impact of field non-uniformities on the particles’ Larmor precession
frequencies and spin relaxation rates. Spin-1/2 particles in the presence of electro-
magnetic fields undergo Larmor precession and the frequency associated with the
Larmor precession is sensitive to the non-uniformities in the surrounding electro-
magnetic fields. Considerations of such are then of paramount importance to the
interpretation of results from a precision measurement of a Larmor spin precession
frequency. To our knowledge, the case of non-collinear boosts and their effects on
the electromagnetic field tensor had never before been published; thus, our work,
published as [51], represents the first attempt to carry out these calculations.
As we already know from Chapter 1, a Lorentz transformation can be represented
as a boost matrix. The non-uniform motion can also be broken down to boost matrices
with infinitesimal boost vector δ~β which is applied to the system in the time interval
δt. Because of the non-commuting nature of the Lorentz transformations, successive
Lorentz transformations depend on the order in which they are applied. As stated
earlier in Chapter 1, two successive Lorentz transformations are equivalent to a single
Lorentz transformation followed by a three-dimensional rotation which is known as
Thomas rotation. The consequence of this coordinate rotation can be seen in the
physical quantities which can be represented by 4-vectors like electromagnetic fields,
angular momentum, etc. It adds a correction term to these physical quantities which
is dependent on “Thomas” angular velocity (ωT ).
This work is particularly interested in the effects of the accelerated motions of the
relativistic charged particles on the electromagnetic fields in their rest frame as well as
the lab frame. We will first inspect the transformations in the longitudinal-transverse
frame (rest frame) of the particle and then apply the same transformations to the lab
frame.
5.1.1 Longitudinal-Transverse `t-frame
To see the effects on electromagnetic fields, we first need to bring the electromag-
netic field tensor to the rotating `t-frame so that all the boosts and electromagnetic
fields are in the same frame to start with. The electromagnetic field tensor F µν in
the lab frame is given by [24]:
F µν =

0 −Ex −Ey −Ez
Ex 0 −Bz By
Ey Bz 0 −Bx
Ez −By Bx 0
 (5.1)
For the rest of the chapter we will write F µν = F .
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To get the field tensor in the `t-frame, we can apply the rotation matrix R from
Eq. 1.84 on F µν :
F `t = R · F ·RT (5.2)
where the superscript T refers to matrix transpose. After plugging in the values of F






























κ1 = βxEx + βyEy + βzEz
κ2 = βxEy − βyEx
κ3 = Ezβ
2
x − βxβzEx + βy (βyEz − βzEy)
κ4 = Bxβx +Byβy +Bzβz
κ5 = Byβx −Bxβy
κ6 = Bzη
2
1 − (Bxβx +Byβy) βz
To the electromagnetic field tensor obtained in Eq. 5.2, we will apply boost matrix
for the first successive boost ~β`t and the direct boost (~β+ δ~β)`t using the well-known
equation [24]:
F ′ = A · F · AT (5.4)
where F ′ and F are the electromagnetic field tensors in the boosted frame and the
lab frame (or any inertial frame) respectively and A is the boost matrix.
For boost ~β`t, the transformation of F `t can be calculated using Eq. 1.92, 5.2 and
5.3:
(F ′)`t = A(~β`t) · F `t · (A(~β`t))T
Table 5.1 shows the elements of the field tensor (F ′)`t after matrix multiplication.
The electromagnetic fields in Table 5.1 are consistent with the standard field
transformation equations [24,25].
~E ′ = γ
(













~β(~β · ~B) (5.5)
Similarly, for the direct boost (~β+ δ~β)`t, the electromagnetic field tensor transforma-
tion is given by:
(F ′′)`t = A((~β + δ~β)`t) · F `t · A((~β + δ~β)`t)T (5.6)
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Table 5.1: Expressions for the indicated components of the electromagnetic field



















After simplification and keeping terms to linear order in δβ, (F ′′)`t can be calculated
and the detailed expressions of its elements are provided in the Appendix section
5.4.2.
Because of the way we set up the problem, the electromagnetic field tensor de-
scribed by the direct boost (~β + δ~β)`t already consists of rotations. To get the elec-
tromagnetic fields which do not have any rotations (pure Lorentz boost) [24], we will
use the successive boosts. In particular, we will calculate a matrix AT :
AT = A(~β + δ~β) · A(−~β) (5.7)



























The matrix AT contains all the information regarding relativistic composition of ve-




















is the angle of rotation associated with Thomas rotation.
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Matrices ~K and ~S are the generators of Lorentz boosts and rotations respectively:
K1 =

0 1 0 0
1 0 0 0
0 0 0 0
0 0 0 0
 , K2 =

0 0 1 0
0 0 0 0
1 0 0 0
0 0 0 0
 , K3 =

0 0 0 1
0 0 0 0
0 0 0 0




0 0 0 0
0 0 0 0
0 0 0 −1
0 0 1 0
 , S2 =

0 0 0 0
0 0 0 1
0 0 0 0
0 −1 0 0
 , S3 =

0 0 0 0
0 0 −1 0
0 1 0 0
0 0 0 0
 (5.10)
It can be easily shown that if the boosts and rotations are infinitesimal then:
A(∆~β) ·Rtom(∆~Ω) = Rtom(∆~Ω) · A(∆~β) (5.11)
Extracting the matrix form of A(∆~β`t) and Rtom(∆~Ω



































In order to find the electromagnetic fields due to pure Lorentz boosts, we calculate
the electromagnetic field tensor due to the successive boosts ~β`t and ∆~β`t:
(F ′′′)`t = A(∆~β)`t · A(~β)`t · F `t · (A(~β)`t)T · (A(∆~β)`t)T
= A(∆~β)`t · (F ′)`t · (A(∆~β)`t)T (5.13)
After simplification and keeping the terms which are linear in δβ, we get the matrix
(F ′′′)`t whose elements are provided in the Appendix section 5.4.2. It should be noted
that since (F ′′′)`t and (F ′′)`t are different from each other by just a rotation, so (F ′′′)`t
can be obtained by operating an inverse Thomas rotation on (F ′′)`t. In fact, we used
this as a check for verifying if the expressions of electromagnetic fields calculated
using Eq. 5.12 are correct.
(F ′′′)`t = Rtom(−∆~Ω)`t · (F ′′)`t · (Rtom(−∆~Ω)`t)T (5.14)
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5.1.2 Laboratory xy-frame
After getting the expressions of electromagnetic fields in the `t-frame obtained
by different boosts, we now calculate the electromagnetic fields by the same boosts
with respect to the lab frame. The overall approach stays the same but all the boost
matrices are needed to be transformed in the xy-frame before being used to calculate
the electromagnetic field tensor. Another way of calculating the electromagnetic field
tensor is to directly transform the field tensors obtained in `t-frame.
In order to calculate the electromagnetic field tensor for various boosts in the lab
xy-frame, we will just use the field tensor F as defined in Eq. 5.1. Since R is the
rotation matrix for passive coordinate transformations Eq. 1.84, we have:
R ·RT = RT ·R = I (5.15)
therefore we can write the electromagnetic tensors and boost matrices in the lab
xy-frame as:
F xy = RT · F `t ·R
Axy = RT · A`t ·R (5.16)
After matrix multiplication, A(~β)xy can be written as:
A(~β)xy =

































which is in agreement with Eq. 1.77 if we substitute in
~β = ~βxy = βxx̂+ βyŷ + βz ẑ
Using Eq. 5.3 and 5.16 we can calculate the electromagnetic field tensor (F ′)xy which
corresponds to the boost ~βxy as shown in Table 5.2. These components of the elec-
tromagnetic field tensor can also be verified from the standard field transformations
as shown in Eq. 5.5.
Similarly, for the direct boost (~β + δ~β)xy, we can use Eq. 5.16 to calculate the
boost matrix. The detailed expression of A(~β + δ~β)xy is too long to write here but it
shares the same features as [24] which can be seen if we let δβz = βy = βz = 0:
A(~β + δ~β)xy =

γ + γ3βxδβx −(γβx + γ3δβx) −γδβy 0












0 0 0 1
 (5.18)
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Table 5.2: Expressions for the indicated components of the electromagnetic field
tensor after being transformed by the first boost ~βxy in the laboratory frame.
(F µν)xy
F ′10 γEx + γ (Bzβy −Byβz)− γ
2βx(βxEx+βyEy+βzEz)
γ+1
F ′20 γEy + γ (Bxβz −Bzβx)− γ
2βy(βxEx+βyEy+βzEz)
γ+1
F ′30 γEz + γ (Byβx −Bxβy)− γ
2βz(βxEx+βyEy+βzEz)
γ+1
F ′32 γBx + γ (Eyβz − βyEz)− γ
2βx(Bxβx+Byβy+Bzβz)
γ+1
F ′13 γBy + γ (Ezβx − βzEx)− γ
2βx(Bxβx+Byβy+Bzβz)
γ+1
F ′21 γBz + γ (Exβy − βxEy)− γ
2βx(Bxβx+Byβy+Bzβz)
γ+1
The above matrix is identical in form to the one shown in [24]. After calculating the
boost matrix Eq. 5.18, we can again use Eq. 5.3 to calculate the electromagnetic
field tensor in the direct boosted frame with respect to the laboratory whose detailed
expressions are provided in the Appendix section 5.4.3.
In order to calculate electromagnetic fields in the inertial frames which are boosted
upon by pure Lorentz boosts (no rotation), we use successive boosts ~β and ∆~β. For





2βxλ2) − 1λ21 (γλ4 + γ
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where λi, (i = 1, 2, · · · , 8) and η1 are defined in the Appendix section 5.4.1.
Using Eq. 5.20 and 5.21, we can now calculate electromagnetic fields due to pure
Lorentz boosts whose detailed expressions are provided in the Appendix section 5.4.3.
(F ′′′)xy = A(∆~β)xy · A(~β)xy · F xy · (A(~β)xy)T · (A(∆~β)xy)T
= A(∆~β)xy · (F ′)xy · (A(∆~β)xy)T (5.22)
5.2 Validation of Results
All of the framework that we have constructed can be verified by two ways:
1. Verifying the form of boost matrices and electromagnetic field tensor for some
special cases as discussed here [24].
2. Applying this whole formalism on a 4-vector like position.
For the first approach, in order to see the identical nature of results we will assume
the special case of βy = βz = δβz = 0. Applying this assumption on Eq. 1.92 and
1.93 will give us:
A(~β)`t =

γ −γβx 0 0
−γβx γ 0 0
0 0 1 0
0 0 0 1

A(~β + δ~β)`t =

γ + γ3βxδβx −(γβx + γ3δβx) −γδβy 0












0 0 0 1
 (5.23)
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Similarly, A`tT can be reduced to a familiar result [24]:
A`tT =

1 −γ2δβx −γδβy 0
−γ2δβx 1 (γ−1)δβyβx 0
−γδβy − (γ−1)δβyβx 1 0
0 0 0 1
 (5.24)
In the lab xy-frame, we get the exact same results as Eq. 5.23 and 5.24 for the above
mentioned special case. This makes perfect sense since letting βy = βz = δβz = 0
would just make the original passive coordinate transformations redundant and both
the `t- and xy- frames will be identical.
To see if the matrix for Thomas rotation Rtom(∆~Ω) is correct we can directly
calculate it from its definition:
Rtom(∆~Ω) =
(











The Thomas rotation matrix calculated from the Eq. 5.25 using the corresponding
representations of the boost vectors in `t/xy -frames matches with Eq. 5.12, 5.20,
and 5.21.
For the verification of Electromagnetic Field Tensors, we can calculate them in
different ways. As an example, we calculated (F ′′′)xy using:
(F ′′′)xy = A(∆~β)xy · A(~β)xy · F xy · (A(~β)xy)T · (A(∆~β)xy)T
= Rtom(−∆~Ω)xy · (F ′′)xy · (Rtom(−∆~Ω)xy)T (5.26)
= RT · (F ′′′)`t ·R
All three equations yielded same results. Similar verification also holds for other
electromagnetic field tensors involved.
Our second approach for verification is based on Ungar et al. [25,31,32] in which
we apply direct boost (~β+δ~β) and successive boosts ~β and ∆~β to a position 4-vector.
We can check if the results are consistent and share the same overall features as the
electromagnetic field tensor. To see that we start with a general position 4-vector










Transforming it in the `t- frame using the rotation matrix R from Eq. 1.84, we get:










We can calculate the expression of (r)`t transformed by the first successive boost ~β`t
using Eq. 1.92 in the same way we calculated the electromagnetic field tensor F µν :
(r′)`t = A(~β)`t · (r)`t =









which is nothing but the standard Lorentz transformation of coordinates.
Similarly, for the direct boost (~β+ δ~β)`t and successive boosts ~β`t and ∆~β`t, after
letting βz = δβz = 0 for simplicity, we have:






























One way to check the validity of Eq. 5.29 and 5.30 is to show that the invariant
interval ds2 [24]:
ds2 = gµνdx
µdxν = (dx0)2 − (dx1)2 − (dx2)2 − (dx3)2 (5.31)
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remains the same, where gµν is the metric tensor:
gµν =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
 (5.32)
In our case we are concerned with the invariance of
s2 = x20 − x21 − x22 − x23 (5.33)
To see if that is the case, we can apply Eq. 5.33 to (r′)`t, (r′′)`t and (r′′′)`t calculated
above. The invariant
s2 = −x2 − y2 − z2
indeed stays the same for each case. This makes sense since we ignored the time
component.
Similar results can be obtained for the position 4-vector r in the lab xy -frame
and it can be easily proved that the invariant does not change.
5.3 Comparison with the previous work
The work presented in this paper is another confirmation of the fact that two
successive boosts are not equal to a single direct boost only if the boosts are non-
collinear. In fact, for non-collinear boosts (accelerated motion), just applying the
usual electromagnetic field transformation equations will not result in the correct
form of electromagnetic fields as Thomas rotation must be included.
Apart from the validations made in the previous section we will see if the elec-
tromagnetic field tensors in the direct boosted frame ~β + δ~β and the successively
boosted frames ~β and ∆~β are consistent with the Thomas rotation. To see that we
can take the difference between the corresponding elements of F ′′ and F ′′′ in both
the longitudinal-transverse `t and lab xy-frames.
After taking the difference of the electromagnetic field tensors F ′′ and F ′′′ we
found that
(F ′′)ij − (F ′′′)ij ∝ (γ − 1) (5.34)
for both `t- and xy-frames. This makes sense because both F ′′ and F ′′′ just differ by
Thomas rotation. Although taking the difference of F ′′ and F ′′′ is not very significant
physically it does show what we expected.
To our knowledge, this is the first time that someone has calculated the expressions
of the electromagnetic fields in the frames corresponding to general three-dimensional
non-collinear boosts.
One application of this work concerns the calculation of shifts in the Larmor
frequency of highly relativistic particles moving through non-uniform magnetic and
electric fields. Such a formalism was developed for the motion of non-relativistic parti-
cles [52–54]; however, this formalism is not directly applicable to relativistic particles
because the formalism assumes the electromagnetic fields are known in the particle
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rest frame. For a highly relativistic particle undergoing acceleration (e.g., relativistic
charged particles stored by electromagnetic fields within a circular storage ring), one
can then apply the formalism developed here in this chapter to determine the electro-
magnetic fields in an appropriate reference frame, where any residual motion of the
particle is then non-relativistic, and then proceed to calculate the frequency shifts as
per the formalism of [52–54].
5.4 Appendix
5.4.1 Notation




0 −Ex −Ey −Ez
Ex 0 −Bz By
Ey Bz 0 −Bx
Ez −By Bx 0
 (5.35)








λ2 = βxδβx + βyδβy + βzδβz
λ3 = β
2
yδβx − βxβyδβy + βz (βzδβx − βxδβz)
λ4 = β
2
xδβy − βxβyδβx + βz (βzδβy − βyδβz)
λ5 = β
2
xδβz − βxβzδβx + βy (βyδβz − βzδβy)
λ6 = βxδβy − βyδβx (5.36)
λ7 = βyδβz − βzδβy
















The detailed expressions of the electromagnetic fields (to the first order in δβ) is given
in the next two sections.
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5.4.2 Longitudinal-Transverse `t-Frame
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5.4.3.1 Direct Boosted Frame (~β + δ~β)












− (γ − 1)βxβyEy
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5.4.3.2 Successively Boosted Frame ~β and ∆~β
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(5.55)
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(5.58)
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One of the objectives of this research was to investigate various neutron β-decay
observables such as the electron energy spectrum Γ, the electron asymmetry A, the
electron-antineutrino correlation a and the neutron lifetime τ in order to analyze
parameters like the Fierz interference term b and the parameter λ (which in turn
helps us to study the axial vector form factor gA assuming the CVC hypothesis
holds). We studied the sensitivity in global fits to these observables of theory errors
from ill-known matrix elements on the ability to identify new beyond standard model
(BSM) physics in global fits to these observables.
We quantified the results from the global fits to Monte Carlo generated pseudo-
data for the above mentioned observables under various scenarios and analyzed the
statistical impact that future improvements in the precision of neutron β-decay ob-
servables should have on the assessment of the validity of the SM. We also discussed
the extent to which this assessment is limited by the theoretical uncertainties due to
poorly known second-class currents, and used such studies to extract the precision to
which they should be established to eliminate that impact. All of these could serve
as the tests of the well-known V − A law and at sufficient experimental resolutions,
may yield violations of it. The work could serve as a baseline for future high precision
experiments which plan to probe up to O(10−4) precision.
The second area of focus of this dissertation was to analyze the electromagnetic
fields in the rest frame as well as the laboratory frame of relativistic particles un-
dergoing acceleration. Spin-1/2 particles in the presence of electromagnetic fields
undergo Larmor precession and the frequency associated with the Larmor precession
is sensitive to the non-uniformities in the surrounding electromagnetic fields. For the
case in which these particles are moving in a highly-uniform magnetic field with small
non-uniformities and a non-zero electric field, magnetic fields oriented in the trans-
verse direction relative to the primary magnetic field direction can induce frequency
shifts in the particles Larmor spin precession frequencies. In a situation which em-
ploys both electric and magnetic fields,there are, in general, two possible sources of
transverse magnetic fields in the particle rest frame: gradients in the magnetic field,
leading to off-primary-axis transverse field components, and relativistic transforma-
tions of electric fields. This is important in the interpretation of the results from the
experiments employing Larmor precession techniques such as experiments employing
relativistic particles stored in magnetic storage rings.
6.2 Observations and Inferences
• Analyzing neutron β-decay observables provides key insights to SM as well as
BSM physics. Extraction of leading-order energy independent values of the an-
gular correlation coefficients such as a, A and the neutron lifetime τ determine λ
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in the SM, which is an important parameter of the weak interaction. Measure-
ments of the energy dependence in the electron energy spectrum and angular
correlation coefficients give access to the Fierz term which is most sensitive to
new physics scalar and tensor interactions.
• Among different observables, the electron energy spectrum provides the most
stringent constraints on the Fierz term b and hence to new physics scalar and
tensor interactions. Including angular correlation coefficients does not seem
to reinforce the constraint. However, additional uncertainties might arise due
to uncertainties in the Fermi function, which accounts for the electromagnetic
interaction between the final-state particles. [21].
• The parameter λ cannot be determined to high precision from the electron en-
ergy spectrum alone. In the SM, neutron beta decay observables such as the
angular correlations (a and A) and the neutron lifetime τ can be used to deter-
mine λ due to their high sensitivity to it. Determination of b cannot be done
without pre-determining the value of gA using neutron lifetime measurements
or by simultaneously fitting for both b and λ.
• Second-class currents (SCCs) f3 and g2 tend to dilute the uncertainties in the fit
parameters, but the theoretical uncertainties due to the SCCs can motivate any
attempt in falsifying the SM through the inclusion of a high-precision τ value.
We propose for the determination of SCCs using lattice QCD techniques.
• Lastly, experiments employing Larmor spin precession techniques are sensitive
to small non-uniformities in electromagnetic fields, The effects due to Thomas
precession should be taken into consideration for such high precision exper-
iments. This could potentially be quite relevant to a critical assessment of
results.
6.3 Limitations
Coulomb radiative corrections to the differential decay distribution induces a
shape correction to the electron energy spectrum in terms of a multiplicative fac-
tor representing the Fermi function F (±Z,Ee) [37, 57, 72] [see Eq. 3.5]. These
phase-space integrated Fermi function and corrections to it have been studied in
great detail [21, 79]; we omit it, as well as the outer radiative corrections [80], in the
generation of the Monte Carlo pseudodata for various observables. Future studies
extending the work beyond this dissertation should account for uncertainties in the
Fermi function and their impact on a critical assessment of high precision neutron
beta decay observables.
Copyright c© Lakshya Malhotra, 2021.
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