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a b s t r a c t
We consider Tikhonov regularization of linear ill-posed problems with noisy data. The
choice of the regularization parameter by classical rules, such as discrepancy principle,
needs exact noise level information: these rules fail in the case of an underestimated
noise level and give large error of the regularized solution in the case of very moderate
overestimation of the noise level. We propose a general family of parameter choice rules,
which includes many known rules and guarantees convergence of approximations. Quasi-
optimality is proved for a sub-family of rules. Many rules from this family work well also
in the case of many times under- or overestimated noise level. In the case of exact or
overestimated noise levelwepropose to take the regularization parameter as theminimum
of parameters from the post-estimatedmonotone error rule and a certain new rule from the
proposed family. The advantages of the new rules are demonstrated in extensive numerical
experiments.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
We consider the operator equation
Au = f , f ∈ R(A), (1)
where A ∈ L(H, F) is a linear continuous operator between real Hilbert spaces H and F with norm ‖ · ‖ and scalar product
⟨·, ·⟩. In general our problem is ill-posed: the rangeR(A)maybenon-closed, the kernelN (A)maybenon-trivial.We suppose
that instead of an exact right-hand side f we have only an approximation f˜ ∈ F and exact or approximative information δ
about the noise norm ‖f˜ − f ‖. For most of this paper we assume ‖f˜ − f ‖ ≤ δ, where δmay also be a serious overestimation,
but we also consider the case of an underestimated noise level. In the numerical experiments of Section 5 we increased
the rate of over- and underestimation successively by factor 2, using ϱ := δ/‖f˜ − f ‖ = 2−6, 2−5, . . . , 25, 26. Note that in
applications many sets of data may be available. In the case of two data sets f˜1, f˜2 we may take δ := c‖f˜1 − f˜2‖ with some
constant c.
To find the regularized solution uα of the equation Au = f we apply the Tikhonov method
uα = (αI + A∗A)−1A∗ f˜ , α > 0
(see [1,2]). Here an important problem is the choice of a proper regularization parameter α. If α is too small, then the
numerical implementation may be unstable; in the case of large α the approximation error is large.
To guarantee convergence of the regularized solutions, the parameter choice must use the noise level (see [3]). Many a
posteriori parameter choice rules that use the noise level δ ≥ ‖f˜ − f ‖ can be presented by the following general rule.
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General Rule. Given a function d(α), an estimate δ of the noise level, and a positive parameter b0, choose the regularization
parameter α(δ) such that
d(α) = bδ (2)
for some parameter b > b0. If the solution does not exist, then choose α(δ) = 0; if this equation has many solutions, choose the
smallest solution.
Examples of this general rule are the following rules.
(1) Discrepancy principle (D rule) [4,2]. Discrepancy principle has the form of rule (2) with d(α) = ‖Auα − f˜ ‖ and b0 = 1.
(2) The modification of discrepancy principle (MD rule) [5–7]. Here d(α) = ‖Bα(Auα − f˜ )‖ = ⟨Au2,α − f˜ , Auα − f˜ ⟩1/2
and b0 = 1, where the operator Bα is defined by Bα = √α(αI + AA∗)−1/2 and u2,α is 2-iterated Tikhonov approximation:
u2,α = (αI + A∗A)−1(αuα + A∗f ).
(3) The monotone error rule (ME rule) [8,9]. In the case of the ME rule
d(α) = ‖Bα(Auα − f˜ )‖
2
‖B2α(Auα − f˜ )‖
= ⟨Au2,α − f˜ , Auα − f˜ ⟩‖Au2,α − f˜ ‖
, b0 = 1.
Due to inequality αME ≥ αopt := argmin{‖uα − u∗‖} [9], typically a better parameter than αME is the post-estimated
parameter αMEe = 0.4αME.
Note that in these three rules d(α) is an increasing function of α and Eq. (2) has a unique solution if ‖f˜ ‖/b < δ. In the
case of a very large noise level δ > ‖f˜ ‖/b the equations in these rules may have no solutions.
(4) Rule R1. In [10,11] an a posteriori parameter choice rule was studied, for which the operators Dkα were applied to the
modified discrepancy, where
Dα = α−1AA∗B2α.
In this rule d(α) = ‖DkαBα(Auα − f˜ )‖, 2k ∈ N, k > 0 and b0 = γ˜k := (3/2)
3/2kk
(k+3/2)k+3/2 . As B
2
α(Auα − f˜ ) = Au2,α − f˜ , the norm
‖DkαBα(Auα − f˜ )‖ can be computed by the formula
‖DkαBα(Auα − f˜ )‖ =

α−k⟨(AA∗)k(Auk+1,α − f˜ ), (AA∗)k(Auk+2,α − f˜ )⟩1/2, if k ∈ N,
α−k‖A∗(AA∗)k−1/2(Auk+3/2,α − f˜ )‖, if k+ 1/2 ∈ N.
(5) Balancing principle (BP rule). This rule has a different form in different papers. Here we consider the form from
papers [12–14]:
d(α) =
√
α
√
q‖uα − uα/q‖
1− q , 0 < q < 1, b0 =
3
√
6
16
≈ 0.459.
Note that the balancing principle can be considered as an approximation of rule R1 with k = 1/2 (see [12]). Typically
the balancing principle is implemented by computing a sequence of Tikhonov approximations, but in the case of a
smooth solution a better approximation than single Tikhonov approximation is a proper linear combination of Tikhonov
approximations with different parameters (see [15]).
(6) Rule R2. In [16] a rule was proposed which works better than above mentioned rules in the case of an overestimated
noise level:
d(α) = dR2(α) := κ
1/2
α ‖D1/2α Bα(Auα − f˜ )‖2
‖D1/2α B2α(Auα − f˜ )‖
,
κα := 1+ α‖A‖−2, b0 = 23√3 ≈ 0.385.
The usual way to characterize the quality of various a posteriori parameter choices is to prove their order-optimality on
different sets of solutions. The paper [17] introduced the property of quasi-optimality to characterize the quality of an a
posteriori regularization parameter choice rule for the particular problem Au = f .
Definition 1. A rule R for a posteriori choice of the regularization parameter α = α(R) in the Tikhonov method is quasi-
optimal, if there exists a constant C (which does not depend on A, u∗, f˜ ) such that for each f˜ , ‖f˜ − f ‖ ≤ δ the error estimate
‖uα(R) − u∗‖ ≤ C inf
α≥0{‖u
+
α − u∗‖ + 0.5α−1/2δ}
holds. Here u+α is the approximate solution with an exact right-hand side, u∗ is the minimum-norm solution of Eq. (1), and
the term 0.5α−1/2δ is an upper bound of the norm ‖uα − u+α ‖.
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If the Tikhonovmethodwith a priori parameter choice is order-optimal on some set of solutionsM ∈ H and an a posteriori
parameter choice rule R is quasi-optimal for this method, then the rule R is order-optimal on the setM also. For example, if
M = Mp,ρ = {u ∈ H : u− u0 = (A∗A)p/2v, ‖v‖ ≤ ρ, p > 0},
then from quasi-optimality of rule R it follows that
‖uα(R)−u∗‖ ≤ Cρ
1
p+1 δ
p
p+1 , 0 < p ≤ 2.
This means that the Tikhonov method with parameter choice by rule R is order-optimal for the full range p ∈ (0, 2] also.
The rules MD, ME, R1, and BP are quasi-optimal rules for the Tikhonov method, as the following theorem shows.
Theorem 1. Let f ∈ R(A), ‖f˜ − f ‖ ≤ δ. Let the parameter α(δ) be chosen according to one of the rules MD, ME, R1, or BP. Then
for the Tikhonov method the error estimate
‖uα(δ) − u∗‖ ≤ ‖u+α(δ) − u∗‖ +
δ
2
√
α(δ)
≤ C(b) inf
α≥0

‖u+α − u∗‖ +
δ
2
√
α

(3)
holds.
The proof of Theorem 1 is given in [17,12]: the quasi-optimality of rules MD, R1, ME in [17], of rule BP in [12]. Note that
the discrepancy principle for the Tikhonov method is not quasi-optimal. For Rule R2 [16] we are able to prove the estimate
(3) under a certain additional condition, but extensive numerical experiments indicate the quasi-optimality of this rule, too.
In many papers (cf. [18,19,13,14,20]) for some parameter choice rules the stochastic oracle inequality is proved. Note
that quasi-optimality of a rule means that for this rule the deterministic oracle inequality (see [20, Corollary 1]) holds. The
first rule for which the quasi-optimality and the oracle inequality were proved is the modified discrepancy principle (with
slightly different coefficients) proposed in [7] for the Tikhonov method and in [6] for the Lavrentiev method.
Rules D,MD, andME are unstablewith respect to inaccuracies of the noise level: they fail in the case of an underestimated
noise level and give a large error of the Tikhonov approximation already at very moderate overestimation of the noise level.
Rules R1, BP and R2 also allowmoderate under- or overestimation of the noise level. In rules R1, BP, and R2 the function d(α)
is not monotone and the Eq. (2) may have many solutions. In the formulations above of these rules the smallest solution
was taken to be the regularization parameter α(δ); this is good in the case of an exact noise level. In the case of approximate
noise level information we recommend using rules R1’, BP’, and R2’, taking the regularization parameter α(δ) as the largest
solution of the corresponding equation (2). In [11] the following theorem was proved for rule R1’.
Theorem 2. Let A∗f ∈ R(A∗A). Let α = α(δ) be the largest solution of the equation ‖DkαBα(Auα − f˜ )‖ = bδ, 2k ∈ N, k > 0.
Then under the condition
lim
δ→0 ‖f˜ − f ‖/δ ≤ c∗, c∗ = const
the convergence
‖uα(δ) − u∗‖ ≤ ‖u+α(δ) − u∗‖ +
‖f˜ − f ‖
2
√
α(δ)
→ 0 as δ → 0
holds, where u∗ is the least square solution of the equation Au = f .
In [12], the corresponding theorem was proved for rule BP’. In this paper we consider a general family of rules for a
posteriori choice of the regularization parameter, finding the smallest or the largest solution in the corresponding equation,
and present convergence results, in the case of the smallest solution also quasi-optimal error estimates. The advantage of
the new rules is demonstrated by numerical experiments. In particular, Fig. 3 shows that our rule Me is slightly better than
the discrepancy principle in the case of an exact noise level, essentially better in the case of an overestimated noise level,
and some proposed new rules allow essential over- and underestimation of the noise level. For easier comparison of the
parameter choice rules considered in this paper we note where certain rules are described: known rules D, MD, ME, MEe,
R1, BP, R2, R1, BP, R2 in the Introduction (Section 1), known rules DM and QC in Section 5; rules from the general family:
rules R(k) in Section 2, rules R(k, β) and R(k, β), Me in Section 5.
Note that results of extensive numerical comparisons of various rules for parameter choice are also presented in [21–24].
2. Motivation of the family of parameter choice rules
In the following we consider a general family of parameter choice rules [25] for the Tikhonov method, which includes
several known quasi-optimal parameter choice rules.
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Fig. 1. Behaviours of functions used in different parameter choice rules in the case of a non-smooth solution (p = 0) in dependence on α. Three horizontal
lines show the exact noise level ‖f˜ − f ‖ and the 10 times over- and underestimated noise levels.
General Rule. Fix the parameters q, k, s such that 3/2 ≤ q ≤ 2, s ≥ 0, k ≥ s/2. Let the constant b > b0(q, k, s). Choose the
regularization parameter α = α(δ) as the solution of the equation
d(α, q, k, s) := κ
2k+s0−s
α ‖DkαBα(Auα − f˜ )‖2
‖Dsq/2α B2q−2α (Auα − f˜ )‖ 2q
= bδ2−2/q, (4)
where
κα := 1+ α‖A‖−2, D0α := I, s0 :=

0, if 2k = s,
1, if 2k > s.
If the solution does not exist, then choose uα(δ) = 0; if there existsmore than one solution, then choose the smallest solution.
To avoid computational instabilities when finding the smallest solution of (4), we recommend using some lower bound of
α’s: either stop before evident numerical instabilities occur or use the lower bound α = (δ/(2M))2, whereM is some upper
estimate of ‖u∗‖.
The rule (4) includes as special cases the ME rule (q = 2, s = k = 0), the MD rule (q = 3/2, s = k = 0), rule R2
(q = 2, s = 1/2, k = 1/2), and rule R1 (q = 3/2, s = 4k/3). Rules R1 and R2 have slight differences from the corresponding
rule (4) in the exponent of κα , but due to convergence, κα → 1 as α → 0, the difference is marginal for small α.
Note that this general family of rules was derived by considering the conditions under which the function
tc(α) = ‖u+α − u∗‖2 + c‖uα − u+α ‖2
is monotonically increasing.
In this paper we focus our attention on this family of rules in the case q = 3/2. Then we choose the parameter α as the
solution of the equation
d(α, 3/2, k, s) ≡ κ
2k+s0−s
α ‖DkαBα(Auα − f˜ )‖2
‖D3s/4α Bα(Auα − f˜ )‖ 43
= bδ 23 , (5)
which is a special case of (4) for q = 3/2. In the numerical experiments of Section 5we restrict ourselves to the case s = 2/3,
so that the operator D3s/4α is easily applicable. For the corresponding rule (5) we use notation R(k).
The stability of a parameter choice with respect to the inaccuracy in noise level information depends on the derivative
of the function d(α) in the neighbourhood of α(‖f˜ − f ‖): the larger the derivative of d(α) occurring in the neighbourhood
of α(‖f˜ − f ‖), the more stable the parameter choice rule d(α) = bδ is with respect to the inaccuracy in noise level.
In the Figs. 1 and 2 we show the difference in behaviour of functions d(α) = b−10 d(α, 3/2, k, s) in rules R(2) and R(8)
from the corresponding functions in the ME rule and rule R2 in the example test problem ‘phillips’ from [26] (see Section 5)
in the case ‖f˜ − f ‖ = 0.001. Figs. 1 and 2 correspond to the non-smooth solution u∗ and to smoothened solution (A∗A)p/2u∗
with p = 2, respectively. The horizontal axis shows α’s, the dark solid line shows the error ‖uα − u∗‖ in the Tikhonov
approximation. Note that the functions d(α) in rules R1(k = 1/2) and R2 have very similar graphs, also the functions in
rules D and ME have similar graphs. The parameter α in rule d(α) = b0δ is chosen as the intersection of the corresponding
graph of d(α)/b0 with level δ: in the case of an exact noise level as the intersectionwith level δ = ‖f˜ − f ‖, for example in the
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Fig. 2. Behaviours of functions used in different parameter choice rules in the case of a smooth solution (p = 2) in dependence on α. Three horizontal
lines show the exact noise level ‖f˜ − f ‖ and the 10 times over- and underestimated noise levels.
case of 10 times overestimated or 10 times underestimated noise level we take the intersection with level δ = 10‖f˜ − f ‖
or level δ = 0.1‖f˜ − f ‖, respectively. If the exact noise level δ = ‖f˜ − f ‖ is known, many quasi-optimal parameter choices
work well. In the case of an inexact noise level δ, different quasi-optimal rules may give very different results. The functions
d(α) in rules D and ME are monotone but change only a little in the neighbourhood of α(‖f˜ − f ‖), where α(‖f˜ − f ‖) is the
parameter for which d(α) = b‖f˜ − f ‖. Therefore small changes of δ ≈ ‖f˜ − f ‖ cause large changes in the corresponding
α(δ)’s.
The functions corresponding to rules R(2), R(8) increasemuch faster in the neighbourhood ofα(‖f˜−f ‖) than the function
in rule R2 and essentially faster than the functions in rules ME and D. In the case of overestimation of the noise level, using,
for example, δ = 0.01, the rules R(2), R(8) work better than rule R2 and the worst result is provided by rule ME. In the case
of underestimation of the noise level, using, for example, δ = 0.0001, only rules R(2) and R(8) work comparatively well.
Rule R2 does not allow such a large underestimation of the noise level for p = 0 and hardly allows it for p = 2. Note also
that if α > α(‖f˜ − f ‖) the function d(α, q, k, s) is monotonically increasing inmost cases but if α ≤ α(‖f˜ − f ‖) the function
d(α, q, k, s), k > s/2, starts to oscillate. Therefore, in the case of possible overestimation of the noise level it is better to
take the regularization parameter as the largest solution of Eq. (4).
3. Limits of the function d(α, 3/2, k, s)
The following two lemmas characterize the behaviour of the function d(α, 3/2, k, s). It occurs that this function can be
estimated from above by the function used in the quasi-optimal rule R1. If k ≤ 3s/4 also an upper estimate can be given. In
this section we also find the limits of the function d(α, 3/2, k, s) in the processes α → 0 and α →∞. We use the results of
Lemma 1 to prove the quasi-optimality of a sub-family of rules.
Lemma 1. If k ≥ s/2, then
d(α, 3/2, k, s) ≤ κ2k+s0−sα ‖D3k−3s/2α Bα(Auα − f˜ )‖2/3.
If k ≤ 3s4 , then
d(α, 3/2, k, s) ≥ ‖DkαBα(Auα − f˜ )‖2/3.
Proof. To prove the first inequality, we use the inequality of moments ‖Wv‖ ≤ ‖W pv‖1/p‖v‖1−1/p with the operator
W = Dk−3s/4α and the element v = D3s/4α Bα(Auα − f˜ ):
‖DkαBα(Auα − f˜ )‖ ≤ ‖D3k−3s/2α Bα(Auα − f˜ )‖1/3‖D3s/4α Bα(Auα − f˜ )‖2/3.
Now we get
d(α, 3/2, k, s) = κ
2k+s0−s
α ‖DkαBα(Auα − f˜ )‖2
‖D3s/4α Bα(Auα − f˜ )‖4/3
≤ κ2k+s0−sα ‖D3k−3s/2α Bα(Auα − f˜ )‖2/3.
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To prove the second inequality, we use the inequality ‖Dkαv‖ ≤ ‖v‖ (v ∈ F , k ≥ 0), so we get
d(α, 3/2, k, s) = κ
2k+s0−s
α ‖DkαBα(Auα − f˜ )‖2
‖D3s/4α Bα(Auα − f˜ )‖ 43
= ‖D
k
αBα(Auα − f˜ )‖4/3
‖D3s/4α Bα(Auα − f˜ )‖4/3
κ2k+s0−sα ‖DkαBα(Auα − f˜ )‖2/3
≥ ‖DkαBα(Auα − f˜ )‖2/3. 
Lemma 2. For the function d(α, 3/2, q, s) the following limits hold:
lim
α→0 d(α, 3/2, k, s) = 0, if 2k > s, (6)
lim
α→0 d(α, 3/2, k, s) ≤ δ
2−2/q, if 2k = s and ‖f˜ − f ‖ ≤ δ, (7)
lim
α→∞ d(α, 3/2, k, s) = ∞, if 2k > s, (8)
lim
α→∞ d(α, 3/2, k, s) =
‖(AA∗)s/2 f˜ ‖2
‖(AA∗)3s/4 f˜ ‖4/3 , if 2k = s. (9)
Proof. The following limits are valid [17]:
lim
α→0 κ
2k+s0−s
α = 1; lim
α→0 ‖D
3k−3s/2
α Bα(Auα − f˜ )‖ = 0, if k >
s
2
;
lim
α→0 ‖D
3k−3s/2
α Bα(Auα − f˜ )‖ = lim
α→0 ‖Bα(Auα − f˜ )‖ ≤ δ, if k =
s
2
and ‖f˜ − f ‖ ≤ δ.
Therefore the limits (6), (7) follow from the results of Lemma 1.
The function d(α, 3/2, q, s) can be presented in the form
d(α, 3/2, k, s) = κ
2k+s0−s
α α
−2k+s‖(AA∗)kB2k+1α (Auα − f˜ )‖2
‖(AA∗)3s/4B3s/2+1α (Auα − f˜ )‖4/3
.
Consequently from limits
lim
α→∞α
−2k+sκ2k+s0−sα = lim
α→∞(α
−1 + ‖A‖−2)2k−s(1+ α‖A‖−2)s0
=

1, if 2k = s,
∞, if 2k > s
and
lim
α→∞ ‖B
t
α(Auα − f˜ )‖ = ‖f˜ ‖, if t ≥ 0
we derive the limits (8)–(9). 
From Lemma 2 follows that the Eq. (5) always has a solution if 2k > s. In the case 2k = s this equation has a solution if
δ ≤ ‖(AA∗)s/2 f˜ ‖3/b3/2‖(AA∗)3s/4 f˜ ‖2.
4. Convergence and quasi-optimality of family of rules
In this section we show that the choice of the regularization parameter in the Tikhonov method by the rules of the
proposed family guarantees both convergence of regularized solutions and a quasi-optimal error estimate for s/2 ≤ k ≤
3s/4. It is an open problem whether the quasi-optimality holds also for k > 3s/4.
Theorem 3. Let α = α(δ) be the smallest solution of the equation d(α, 3/2, k, s) = bδ2/3, k ≥ s/2, s ≥ 0,
b > bk,s ≡ (2k− s)
2k−s
(2k− s+ 1)2k−s+1 . (10)
If ‖f˜ − f ‖ ≤ δ, then
‖uα(δ) − u∗‖ → 0 as δ → 0.
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Proof. It is easy to show that
‖uα(δ) − u∗‖ ≤ ‖u+α(δ) − u∗‖ +
δ
2
√
α(δ)
, (11)
Auα − f˜ = −B2αAu∗ − B2α(f˜ − f ),
‖DkαB3αAu∗‖ ≤ ‖DkαBα(Auα − f˜ )‖ + ‖DkαB3α(f˜ − f )‖
≤ ‖DkαBα(Auα − f˜ )‖ + δ. (12)
If δ → 0, then the equality d(α(δ), 3/2, k, s) = bδ2/3 leads to
‖Dkα(δ)Bα(δ)(Auα(δ) − f˜ )‖ → 0
and therefore using the inequality (12) we get
‖Dkα(δ)B3α(δ)Au∗‖ → 0, as δ → 0.
Denote B¯α = √α(αI + A∗A)−1/2. If in the process ‖Dkα(δ)B3α(δ)Au∗‖ → 0 the parameter α(δ)→ 0, then
‖u+α(δ) − u∗‖ = ‖B¯2α(δ)u∗‖ → 0.
Consider now the case, if in the process ‖Dkα(δ)B3α(δ)Au∗‖ → 0 the parameter α(δ) ≥ α¯ = const. In [2, p. 43,66] it is
proved that if AB¯2αnu∗ → 0 (n → ∞), αn ≥ α¯ = const, then B¯2αnu∗ → 0 (n → ∞). Similarly we can show that if
DkαnB
3
αn
Au∗ = α−kn A(A∗A)kB¯2k+3αn u∗ → 0 (n → ∞), then B¯2αnu∗ → 0 (n → ∞). Hence, ‖u+α(δ) − u∗‖ → 0 (δ → 0) and the
convergence of the first term of (11) is proved.
To prove the convergence of the second term of (11) we use Lemma 1. Let the parameter α1(δ) be chosen by rule R1 with
k′ = 3k−3s/2, hence the parameter α1(δ) is the minimal solution of the equation ‖D3k−3s/2α Bα(Auα− f˜ )‖ = cγ˜3k−3s/2δ, 1 <
c < (b/bk,s)3/2, γ˜3k−3s/2 =

(2k−s)2k−s
(2k−s+1)2k−s+1
 3
2
. Because of the quasi-optimality of Rule R1, we have
δ√
α1(δ)
→ 0 as δ → 0. (13)
If α(δ) ≥ α¯ > 0 in the process δ → 0, then the convergence of the second term of (11) is obvious. If α(δ) → 0 as δ → 0,
then using Lemma 1, we have for sufficiently small δ for every α ≤ α1(δ)
d(α, 3/2, k, s) ≤ κ2k+s0−sα ‖D3k−3s/2α Bα(Auα − f˜ )‖2/3
= κ2k+s0−sα c2/3bk,sδ2/3 ≤ bδ2/3.
As α(δ) is the minimal solution of the equation d(α, 3/2, k, s) = bδ2/3, it follows from the last inequality that α(δ) ≥ α1(δ),
which with (13) proves the convergence of the second term of (11). 
Theorem 4. Let α = α(δ) be the largest solution of the equation d(α, 3/2, k, s) = bδ2/3, b = const, k > s/2, s ≥ 0. If in the
process δ → 0 ‖f˜−f ‖
δ
≤ c∗ = const, then
‖uα(δ) − u∗‖ → 0 as δ → 0.
Proof. The following inequality holds
‖uα(δ) − u∗‖ ≤ ‖u+α(δ) − u∗‖ +
‖f˜ − f ‖
2
√
α(δ)
. (14)
The proof of the convergence of the first term of (14) is the same as in Theorem 3. In the followingwe prove the convergence
of the second term of (14). Let the parameterα1(δ) be the largest solution of the equation ‖D3k−3s/2α Bα(Auα− f˜ )‖ = b′δ, b′ <
b3/2. Taking into account that rule R1’ is a stable parameter choice rule (see Theorem 2), in the process δ → 0 we have
‖f˜ − f ‖√
α1(δ)
→ 0 if ‖f˜ − f ‖
δ
≤ c∗. (15)
Using Lemma 1 we get for δ small enough
d(α1(δ), 3/2, k, s) ≤ κ2k+s0−sα1(δ) ‖D
3k−3s/2
α1(δ)
Bα1(δ)(Auα1(δ) − f˜ )‖2/3
= κ2k+s0−sα1(δ) b′2/3δ2/3 ≤ bδ2/3.
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As limα→∞ d(α, 3/2, k, s) = ∞ provided that k > s/2, for the largest solution α = α(δ) of the equation d(α, 3/2, k, s) =
bδ2/3 the inequality α(δ) ≥ α1(δ) holds, which with (15) proves the convergence of the second term of (14). 
Theorem 4 shows that the rules with k > s/2, s ≥ 0 are stable parameter choice rules, if we choose the largest solution
of the equation d(α, 3/2, k, s) = bδ2/3. This means that the error of the approximate solution converges to zero also in the
case where the noise level of the right-hand side is greater than δ.
Theorem 5. Let ‖f˜ − f ‖ ≤ δ. Let α = α(δ) be the minimal solution of the equation d(α, 3/2, k, s) = b0δ2/3, b0 > γ˜k, s/2 ≤
k ≤ 3s/4, s ≥ 0. If α(δ) < ‖A‖2[(b0/bk,s)1/(2k−s0+s) − 1] then
‖uα(δ) − u∗‖ ≤ C(b0) inf
α≥0

‖u+α − u∗‖ +
δ
2
√
α

.
Proof. Using Lemma 1, we get
b0δ2/3 = d(α(δ), 3/2, k, s) ≤ ‖D3k−3s/2α(δ) Bα(δ)(Auα(δ) − f˜ )‖2/3 (16)
and
b0δ2/3 ≥ d(α, 3/2, k, s) ≥ κ2k−s0+sα ‖DkαBα(Auα − f˜ )‖2/3, α ≤ α(δ). (17)
Let the parameter α1(δ) be chosen by rule R1 with k′ = 3k − 3s/2 and b = b0/κ2k−s0+sα > γ˜3k−3s/2 and let the parameter
α2(δ) be chosen by rule R1 with k′ = k and b = b03/2. From (16), (17) it follows that α1(δ) ≤ α(δ) ≤ α2(δ). Since Rule R1 is
a quasi-optimal parameter choice rule, the inequality
‖u+αj(δ) − u∗‖ +
δ
2

αj(δ)
≤ Cj(b0) inf
α≥0

‖u+α − u∗‖ +
δ
2
√
α

, j = 1, 2
holds true (see Theorem 1). Since the function t(α) = ‖u+α − u∗‖ is monotonically increasing, we get
‖uα(δ) − u∗‖ ≤ ‖u+α(δ) − u∗‖ +
δ
2
√
α(δ)
≤ ‖u+α2(δ) − u∗‖ +
δ
2
√
α1(δ)
≤ C(b0) inf
α≥0

‖u+α − u∗‖ +
δ
2
√
α

,
which proves Theorem 5. 
Consider the choice of the coefficient b in Eq. (5). If the smallest solution is used we recommend the coefficient b from
condition (10). If the largest solution is used, it is reasonable to take b smaller.
Under the coarse assumption that different quasi-optimal parameter choices give close parameters, there exists a
parameter α0 for which
d(α0, 2/3, k, s) =
κ
2k+s0−s
α0 ‖Dkα0Bα0(Auα0 − f˜ )‖2
‖D3s/4α0 Bα0(Auα0 − f˜ )‖
4
3
≈ γ˜
2
k
(γ˜3s/4)4/3
δ2/3
and therefore the coefficient b can be chosen to be equal to
b˜k,s = γ˜
2
k
(γ˜3s/4)4/3
= 3
2
k2k
(3s/4)s
(3s/4+ 3/2)s+2
(k+ 3/2)2k+3 .
Numerical results show that if for the regularization parameter the largest solution of Eq. (5) is used, then it is reasonable
to use b near b˜k,s for non-smooth solutions and b near bk,s for smooth solutions.
5. Numerical results
Our tests are performed on the well-known set of test problems in [26]: baart, deriv2, foxgood, gravity, heat, ilaplace,
phillips, shaw, spikes,wing (problems 1–10). In addition, we used test problems from [27]: gauss, hilbert, lotkin,moler, pascal,
prolate (problems 11–16). As in [27], we combined these 6 N × N matrices with 6 solution vectors ui = 1, ui = i/N, ui =
((i−⌊N/2⌋)/⌈N/2⌉)2, ui = sin(2π(i− 1)/N), ui = i/N + 1/4 sin(2π(i− 1)/N), ui = 0 if i ≤ ⌊N/2⌋ and 1 if i > ⌊N/2⌋. In
all tests we had N = 100. In Table 1 the upper part corresponds to problems 1–10 and the lower part to problems 11–16.
Since the performance of methods and rules generally depends on the smoothness p of the exact solution, we
complemented the standard solutions u∗ of (now discrete) test problems with smoothened solutions (A∗A)p/2u∗ (p = 2)
(computing the right-hand side as A

(A∗A)p/2u∗

). After discretization all problems were scaled (normalized) in such a way
that the Euclidean norms of the operator and the right-hand side were 1. On a base of exact data f we formed the noisy data
f˜ , where ‖f˜ − f ‖ had values 0.3, 10−1, 10−2, 10−3, 10−4, 10−5, 10−6. The noise f˜ − f added to f had a normal distribution.
Here, ‖ · ‖means Euclidean norm.
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Table 1
Averages of error ratios in problems in the case p = 0, ϱ = 1. (a) % of cases where R(2, 1) ≡ R’(2, 1); (b) % of cases where R(8, 1)≡ R’(8, 1).
D MEe R2’ R(2, 1) R’(2, 0.25) R’(2, 0.5) (a) R(8, 1) R’(8, 0.1) R’(8, 0.5) (b)
(1) Baart 1.30 1.28 1.61 1.67 1.47 1.95 50.0 1.70 1.67 2.10 20.0
(2) Deriv2 1.23 1.10 1.14 1.16 1.22 1.05 100 1.30 1.03 1.10 100
(3) Foxgood 1.48 1.82 4.62 4.15 2.25 3.45 100 3.43 1.83 4.54 71.4
(4) Gravity 1.17 1.15 1.48 1.40 1.11 1.11 100 1.41 1.19 1.15 100
(5) Heat 1.07 1.04 1.10 1.18 1.23 1.06 100 1.27 1.23 1.11 85.7
(6) i_laplace 1.27 1.23 1.42 1.43 1.16 1.23 100 1.62 1.14 1.40 100
(7) Phillips 1.04 1.03 1.23 1.16 1.21 1.05 100 1.07 1.45 1.07 95.7
(8) Shaw 1.23 1.20 1.42 1.37 1.32 1.37 71.4 1.44 1.36 1.63 47.1
(9) Spikes 1.01 1.01 1.02 1.02 1.02 1.03 28.6 1.02 1.03 1.04 30.0
(10) Wing 1.15 1.14 1.34 1.28 1.39 1.44 57.1 1.27 1.40 1.46 28.6
Avg 1–10 (p = 0) 1.20 1.20 1.64 1.58 1.34 1.47 80.7 1.55 1.33 1.66 67.9
(11) Gauss 1.30 1.26 1.53 1.51 1.16 1.23 92.4 1.50 1.19 1.34 85.7
(12) Hilbert 1.35 1.28 1.68 1.70 1.29 1.53 77.1 1.79 1.31 1.90 53.6
(13) Lotkin 1.65 1.40 1.88 1.88 1.50 1.79 67.1 1.97 1.96 2.85 61.7
(14) Moler 1.06 1.05 1.23 1.24 1.41 1.25 92.9 1.36 1.54 1.99 89.3
(15) Pascal 1.02 1.02 1.04 1.03 1.06 1.06 42.9 1.03 1.06 1.06 42.9
(16) Prolate 1.69 1.78 1.72 1.69 1.52 1.83 94.3 1.71 1.60 2.07 74.0
Avg 11–16 (p = 0) 1.34 1.30 1.51 1.51 1.32 1.45 77.8 1.56 1.44 1.87 67.9
Avg 1–10 (p = 2) 2.70 1.12 1.23 1.08 1.32 1.14 100 1.18 1.89 1.40 100
Avg 11–16 (p = 2) 2.69 1.29 2.18 1.71 1.39 1.37 100 1.31 1.98 1.55 99.2
Table 2
Averages of error ratios over all problems in the case of an overestimated noise level ϱ. (a) % of cases where R(2, 1) ≡ R’(2, 1); (b) % of cases where
R(8,1)≡ R’(8, 1).
Case p = 0, values of ϱ Case p = 2, values of ϱ
1 1.1 1.3 2 4 16 64 1 1.1 1.3 2 4 16 64
R2’ 1.59 1.63 1.69 1.86 2.30 3.56 5.18 1.58 1.66 1.83 2.38 3.84 8.93 16.0
R(2, 1) 1.55 1.58 1.62 1.75 2.19 3.05 4.56 1.31 1.33 1.38 1.62 2.25 5.17 11.7
R’(2, 0.25) 1.33 1.32 1.34 1.42 1.51 2.01 2.64 1.35 1.33 1.30 1.25 1.21 1.55 3.12
R’(2, 0.5) 1.47 1.48 1.50 1.57 1.78 2.46 3.68 1.23 1.23 1.22 1.23 1.36 2.57 5.90
(a) 78.4 78.7 77.3 74.9 79.3 83.2 86.1 100 100 100 99.7 99.7 100 99.7
R(8, 1) 1.56 1.58 1.63 1.76 2.13 2.89 4.13 1.23 1.22 1.21 1.19 1.20 1.69 3.48
R’(8, 0.05) 1.44 1.43 1.42 1.38 1.38 1.57 1.93 2.20 2.17 2.13 2.01 1.84 1.58 1.34
R’(8, 0.1) 1.38 1.38 1.38 1.40 1.48 1.82 2.34 1.93 1.90 1.86 1.77 1.64 1.40 1.33
R’(8, 0.5) 1.74 1.76 1.79 1.93 2.19 2.94 4.22 1.45 1.44 1.41 1.35 1.35 1.35 2.40
(b) 67.9 67.8 67.4 67.7 71.9 74.1 81.4 99.4 99.4 99.4 99.4 99.4 99.4 99.2
We generated 10 noise vectors and used these vectors in all problems (we also have partially computed with 100
noise vectors but the results were almost the same). The problems were regularized by the Tikhonov method, choosing
the regularization parameters by the rules that we wanted to compare. In our experiments we also took into account the
possibility of over- or underestimation of the noise level up to several tens of times.
Since in model equations the exact solution is known, it is possible to find the regularization parameter α = α∗ which
gives the smallest error: ‖uα∗−u∗‖ = minα>0{‖uα−u∗‖}. For every rule R the error ratio ‖uαR−u∗‖/‖uα∗−u∗‖ describes the
performance of rule R on this particular problem. To compare the rules or to present their properties, the following tables
show averages of these error ratios over various parameters of the data set (problems 1–16, smoothness indices p, noise
levels δ, runs). We denote by R(k, β) and R’(k, β), rules which choose the parameter α as the smallest or largest solutions,
respectively, of Eq. (5) with s = 2/3 and b = βbk,2/3. To avoid computational instabilities in rules R(2, β) and R(8, β), we
used a lower bound for the α’s: if at some α = α division by zero occurred, then the lower bound of the α’s was taken to be
400α. This lower bound was needed only for rules R(2, 1) and R(8, 1).
Table 1 shows averages of error ratios if the exact noise level δ = ‖f˜ − f ‖ was used. Results are given in the case p = 0
for every problem 1–16 and in the case p = 2 as averages over problems 1–10 and 11–16. Best results were obtained in
the case p = 0 in rules MEe, D and in new rules R’(2, 0.25), R’(8, 0.1); in the case p = 2 the best results were in rule MEe
and in rules R’(2, 0.5), R(8, 1). The discrepancy principle gives large errors in the case p = 2 due to saturation at p = 1.
We conclude that for smoother solutions a larger coefficient β is preferable in the new rules. Columns (a) and (b) show in
what percentage of cases Eq. (5) with b = bk,2/3 had a unique solution. It turned out in our numerical experiments that this
equation had a unique solution in most cases for k = 8, and also for k = 2 even in most of the problems of [26] (and always
for p = 2).
Tables 2 and 3 contain results for the cases of overestimated noise level (case ϱ := δ/‖f˜ − f ‖ ≥ 1) and underestimated
noise level (case ϱ ≤ 1), respectively. Table 2 shows that the new rules with k = 2 and k = 8 allow large overestimation
of the noise level. Table 3 shows that rules R’(2, 0.5) and R’(8, 0.5) allow mild and large underestimation of the noise level,
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Table 3
Averages of error ratios over all problems in the case of an underestimated noise level ϱ.
Case p = 0, values of ϱ Case p = 2, values of ϱ
1/64 1/16 1/4 1/2 0.75 0.9 1 1/64 1/16 1/4 1/2 0.75 0.9 1
R2’ 1e13 2e12 848 3.42 1.55 1.56 1.59 2e13 4e12 2e3 2.95 1.40 1.51 1.58
R’(2, 0.25) 4e7 1e3 7.62 1.46 1.36 1.34 1.33 9e7 4e3 7.81 1.58 1.42 1.38 1.35
R’(2, 0.5) 1e4 24.5 1.37 1.37 1.43 1.45 1.47 7e3 21.7 1.44 1.30 1.25 1.23 1.23
R’(8, 0.05) 823 25.3 1.94 1.58 1.50 1.46 1.44 3e3 24.5 2.78 2.44 2.29 2.24 2.20
R’(8, 0.1) 77.1 2.20 1.52 1.41 1.38 1.38 1.38 57.2 3.02 2.31 2.10 2.00 1.95 1.93
R’(8, 0.5) 1.58 1.38 1.45 1.56 1.69 1.72 1.74 2.44 2.02 1.70 1.58 1.50 1.47 1.45
Table 4
Averages of error ratios over all problems for combined rules. Rows: (a) D; (b)α = 0.9min(αME, αR2’, αR’(2,0.3)); (c)α = 0.5min(αME, αR2’, αR’(8,1)); (d)α =
min(0.4αME, 1.4αR’(2,0.25)); (e)α = min(0.5αME, 0.5αR2’, 1.4αR’(2,0.25)); (f)α = min(0.4αME, 5αR’(8,0.05)); (g)α = min(0.45αME, 1.5αR’(2,0.25), 3.4αR’(8,0.04)).
Case p = 0, values of ϱ Case p = 2, values of ϱ
1 1.1 1.3 2 4 16 64 1 1.1 1.3 2 4 16 64
(a) 1.25 1.58 1.83 2.33 2.96 4.28 6.60 2.70 2.70 3.34 5.43 7.57 12.9 28.2
(b) 1.22 1.32 1.34 1.39 1.49 2.05 2.75 1.34 1.34 1.31 1.27 1.23 1.62 3.32
(c) 1.24 1.35 1.38 1.46 1.71 2.30 3.23 1.76 1.74 1.70 1.60 1.46 1.34 1.84
(d) 1.23 1.29 1.31 1.43 1.55 2.13 2.83 1.25 1.21 1.19 1.19 1.24 1.95 4.23
(e) 1.22 1.30 1.31 1.42 1.54 2.12 2.82 1.23 1.21 1.19 1.18 1.23 1.92 4.10
(f) 1.20 1.31 1.33 1.45 1.56 1.89 2.48 1.21 1.16 1.16 1.15 1.16 1.37 1.81
(g) 1.22 1.27 1.28 1.32 1.44 1.66 2.21 1.33 1.30 1.28 1.23 1.17 1.15 1.30
Fig. 3. Averages (thick lines) and medians (thin lines) of error ratios of different parameter choice rules in dependence on ϱ = δ/‖f˜ − f ‖.
respectively. Table 3 also confirms that for a smoother solution a larger coefficient β is good. Although the tables do not
contain results for classical rules, note that classical parameter choice rules as a discrepancy principle fail in the case of
underestimation of the noise level and give a large error in the case of overestimation of the noise level.
Table 4 shows that in the case of exact or overestimated noise level it is good to choose the regularization parameter as
the minimum of the parameter αMEe and one or more parameters of the form cαR, where αR is parameter from rule R’(2, β)
or R’(8, β) with some β ≤ 1. The coefficient(s) c here is/are some trade-off: for larger overestimation smaller c is good, but
for smoother solutions larger c is preferred.
Fig. 3 compares error ratios of different parameter choices with respect to the accuracy ϱ = δ/‖f˜ − f ‖ of the noise
level in the interval ϱ ∈ [0.1, 10] in the case p = 0. Here thick and thin lines show averages and medians, respectively, of
error ratios for corresponding parameter choices. Notation Me is used for rule (d) from Table 4. Note that rules from rows
(e)–(g) gave better results but these rules need more computations. Fig. 3 shows that the Me rule typically gives slightly
higher accuracy than the discrepancy principle in the case of an exact noise level but much higher accuracy in the case of an
overestimated noise level. In the case of an underestimated noise level ϱ < 1 both these rules fail, but rules R’(2, 0.25) and
R’(8, 0.1) allow underestimation, rule R’(8, 0.1) even allows large underestimation.
Fig. 3 also contains results for rule QC (see [22,24,23]) not using noise level information and for rule DM (see [28,23])
using an approximate noise level. Rule QC is a modification of the quasi-optimality criterion, which chooses α = αQ as the
minimizer of the functionψ(α) := ‖uα−u2,α‖. In someproblems (for example, in problem ‘heat’ of [26]) the quasioptimality
criterion fails, choosing too small α [22–24]. Rule QC finds αQC as the minimizer of the function ψ(α) for the decreasing
α-sequence (we used αn = 0.9n−1, n = 1, 2, . . .) stopping the calculations if ψ(α) ≥ Cψ(αQC ) for some α. We used the
constant C = 5. Rule DM finds α as the maximal solution of the equation ψ(α)α1/2 = c1δ and then α = αDM as the
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minimizer of dR2(α)αc2 in [α, 1]. We use the constants c1 = 0.005, c2 = 0.45, if information ρ ∈ (0.1, 10) is available, and
c1 = 0.001, c2 = 0.03, if only information ρ ∈ (0.01, 100) is available. We have added three horizontal level lines at 1.2,
1.5, 1.8, to enable us to estimate at which ϱ this ratio of error level is achieved. Note that for ϱ < 0.5 the averages of the
error ratios in rule R’(2,0.25) are much larger than in rule R’(8, 0.1) but the medians for ϱ ∈ [0.1, 5] are less. Fig. 3 shows
that rules R’(2, 0.25), R’(8, 0.1) are good for such inaccurate information about the noise level as ϱ ∈ [0.1, 10].
On the basis of Fig. 3 we recommend using rule Me in the case ϱ := δ/‖f˜ − f ‖ ∈ [1, 1.5] and rule R(2) in the case
ϱ ∈ [0.6, 1.5]. In the case of less information about the noise level we recommend rule DM in the case ϱ ∈ [1/20, 20] and
rule QC otherwise.
When computing expressions of the type ‖DkαBα(Auα − f˜ )‖, the amount of computational work increases proportionally
with k. To reduce the amount of computational work, in [29] alternative numerical schemes for computing ‖DkαBα(Auα− f˜ )‖
are proposed, involving derivatives of uα
‖DkαBα(Auα − f˜ )‖ =

α−k+1
1
k!(1+ k)1/2

dkuα
d(α−1)k
,
dk+1uα
d(α−1)k+1
1/2
, if k ∈ N,
α−k+1
1
(k+ 1/2)!
 dk+1/2uαd(α−1)k+1/2
 , if k+ 1/2 ∈ N,
their numerical approximation by difference schemes, and linear combinations of approximations uα with different
parameters α.
Let us compare the amount of computation between parameter choice rules using the rules from Figs. 1 and 2. Compared
to the discrepancy principle, rule ME needs approximately 2 times as many computations, rules R2 and R(2) 3 times as
many and R(8) 9 times as many. In computing our tables we used α ∈ [10−30, 1]. To avoid loss of stability at smaller α’s
we used alternative computational schemes involving functions Ψ from the Appendix of [24]. In this case ME and R2 still
needed 2 and 3 times as many computations than the discrepancy principle but rules R(2) and R(8) needed 5 and 17 times
as many computations, respectively. However, for the rules in the tables, the computations needed to use rule R(8) included
the computations needed for rules ME, R2, R(2).
6. Conclusion
We propose a general family of rules for a posteriori choice of the regularization parameter, guaranteeing convergence
of the regularized approximations as the noise level tends to zero. This family includes all known quasi-optimal rules
(monotone error rule, rule R1 (an analog of the balancing principle) etc.) but certain new rules from the family are more
stable with respect to the inaccuracies in noise level information than known rules. Numerical comparison of different
rules shows, for various inaccuracies of the noise level, which rule should be preferred to other rules. For the case of exact
or overestimated noise level we proposed in [22–24] to combine the monotone error rule and rule R2 but the numerical
experiments of this paper show that if in this combination a certain new rule from the proposed family is used instead of
rule R2, the accuracy of regularized approximation is higher, especially in the case of extensive overestimation of the noise
level. For the case of possible extensive under- or overestimation of the noise level in works [23,28,24] we recommended a
two-step rule DM, which uses rule R1 and the function from rule R2. It may be possible to improve rule DM using a certain
new rule from the general family in one or both steps. If there is no information about the noise level or if the under- or
overestimation of the noise level may exceed 20 times, we recommend using the modified quasi-optimality criterion QC. It
would be interesting to investigate this family of rules in the case of stochastic noise of the right-hand side.
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