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Аннотация. Глобальное развитие критически важных компьютерных систем (КВКС) в энергетике, про-
мышленности, связи и на транспорте, объектах инфраструктуры крупных мегаполисов и т. п. требует 
постоянного отслеживания киберугроз, а также уязвимостей технических компонентов и программного 
обеспечения. Несовершенство существующих методов киберзащиты, а также изменяющийся характер дей-
ствий атакующей стороны, диктует необходимость продолжать исследования в области математического 
и алгоритмического развития систем защиты информации, способных своевременно обнаруживать кибе-
ратаки, аномалии и угрозы. Таким образом, актуальность исследований, направленных на дальнейшее раз-
витие моделей и методов защиты на основе интеллектуального распознавания угроз КВКС и обеспечения их 
информационной безопасности, является одной из ключевых проблем киберзащиты критической инфра-
структуры государства. В статье предложена схема адаптивной системы защиты информации КВКС и 
описана модель построения системы киберзащиты на основе логических процедур и матриц признаков кибе-
ратак, аномалий и угроз.  
 
Ключевые слова: кибератака, информационная безопасность, критически важные компьютерные системы, 
интеллектуальное распознование, система защиты информации, системы обнаружения аномалий. 
 
Введение 
Повсеместное применение компьютерных си-
стем и информационно-коммуникационных техно-
логий (ИКТ) способствует повышению производите-
льности труда, снижению материально-сырьевых 
затрат, улучшению качества продукции и уровня 
жизни. Критически важные компьютерные системы 
(КВКС) и ИКТ играют ключевую роль в развертыва-
нии, эксплуатации и техническом обслуживании 
жизнено важных инфраструктур, ответственных за 
своевременную доставку потребителям энергоресур-
сов, воды, продуктов питания, предоставление тран-
спортных услуг и связи. Чтобы гарантировать высо-
кую работоспособность, надежность и безопасность 
КВКС, необходимо превентивно решать проблемы, 
связанные с их информационной безопасностью 
(ИБ) и киберзащитой (КЗ). Активное расширение 
сфер применения КВКС, особенно в сегменте моби-
льных, распределенных и беспроводных ИКТ, соп-
ровождается возникновением новых угроз для ИБ, о 
чем свидетельствует стремительный рост числа ин-
цидентов, связанных с ИБ и КЗ КВКС, а также выяв-
ленных уязвимостей в их программном обеспечении 
(ПО). Таким образом, актуальность исследований, 
направленных на дальнейшее развитие моделей и 
методов защиты на основе интеллектуального распо-
знавания угроз КВКС и обеспечения их ИБ, является 
одной из ключевых проблем КЗ критической инф-
раструктуры государства. 
Цель работы: дальнейшее развитие моделей 
и методов защиты критически важных компьютер-
ных систем на основе интеллектуального распозна-
вания киберугроз в условиях постоянного увеличе-
ния количества дестабилизирующих воздействий на 
конфиденциальность, целостность и доступность 
информации. 
Для достижения поставленной цели необхо-
димо решить следующие задачи: 
1. Разработать метод интеллектуального рас-
познавания угроз, аномалий и кибератак, позволя-
ющий обеспечить кибербезопасность КВКС на осно-
ве применения инновационных интеллектуальных 
систем киберзащиты для повышения устойчивости 
КВКС к кибератакам. 
2. Разработать модель интеллектуального ра-
спознавания аномалий и кибератак с использовани-
ем логических процедур, базирующуюся на покры-
тиях матриц признаков (МП) и понятии элементар-
ного классификатора (ЭК).  
Обзор предшествующих исследований  
По данным различных источников [1-3], за 
период с 2009 по 2015 год количество киберинциден-
тов, том числе, кибератак направленных на инфор-
мационные системы государств, входящих в тор 20, 
выросло в среднем в 15 раз (рис. 1). Причем зафик-
сирована тенденция устойчивого роста количества 
киберинцидентов и кибератак, что, в частности, 
объясняется ростом количества КВКС подключен-
ным к глобальным сетям (рис. 2).  
 
 
Рис. 1. Динамика киберинцидентов в КВКС за период с 
2009 по 2015 г. [1, 4, 5] 
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После того, как в промышленных, энергетиче-
ских и транспортных КВКС были выявлены столь 
сложные вирусы как Stuxnet (2010), Duqu (2011), 
Flame (2012), Careto (2014), произошел резкий скачок 
интереса к ИБ критически важных автоматизиро-
ванных систем управления (АСУ или SCADA).  
В итоге в период с 2011 по 2015 г. В компонен-
тах критически важных SCADA было выявлено бо-
лее 130 уязвимостей [1, 3-5] (рис. 3). Самое большее 
количество уязвимостей (42) за период с 2011 по 
2015 г. было выявлено в компонентах КВКС компа-
нии Siemens [3, 6]. 
 
Рис. 2. Динамика киберугроз для КВКС предприятий [1-3, 6] 
Представляют интерес для злоумышленников 
и такие компоненты КВКС и SCADA, как человеко-
машинные интерфейсы (HMI). В них за период с 
2004 г. по 2015 г. было обнаружено более 120 уязви-
мостей [1-3] (рис. 4).  
 
Рис. 3. Динамика роста уязвимостей в КВКС [1-4] 
 
Рис. 4. Типы уязвимостей КВКС [3, 6-10]  
По данным, представленным в [3, 5, 11-13] рост 
количества уязвимостей в КВКС в период с 2004 по 
2015 г. Составил приблизительно 600%. Кроме того, 
как показали исследования [9, 14-16], сформировалась 
устойчивая тенденция снижения требований к уров-
ню сложности успешно реализованных кибератак на 
КВКС. Внешние киберугрозы для КВКС, могут при-
вести к реальным авариям или даже катастрофами, 
см. табл. 1 [3, 12, 17-19]. 
 
Факты вмешательства в работу  
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Следует отметить, что подходы к созданию си-
стем обнаружения вторжений (кибернападений) 
(СОВ), реализующие классические алгоритмы [8, 18, 
25-27] хороши для строго определенного количества 
угроз. В том случае, если возникает новая уязвимость 
или класс кибератак, которые не блокируется СЗИ, 
следует предусмотреть возможность изменения архи-
тектуры базовой СОВ. Кроме того, что в настоящий 
момент большинство рассмотренных в работах [28-34] 
моделей угроз для КВКС не учитывают риски возни-
кновения новых уязвимостей и угроз. То есть: 
сзи сзи сзи сзи1D 2D 3D 12D
YZ YZ YZ YZ ,    где 
сзиiD
YZ – уязви-
мость уровней СЗИ для КВКС. 
Таким образом, одним из наиболее важных ас-
пектов обеспечения киберзащиты КВКС являются ее 
адаптационные возможности, проявляющиеся в усло-
виях изменения среды эксплуатации. 
Адаптация КВКС определяется, прежде всего, 
способностью системы вырабатывать правильную 
стратегию поведения в связи с изменением условий 
существования (внешних и внутренних факторов, в 
том числе и кибератак). Адаптация может быть пред-
ставлена, например, специальными аппаратно-
программными механизмами типа кластеризации и 
динамического перераспределения (балансировки) 
нагрузки [27, 35, 56]. При этом адаптивные СЗИ, в том 
числе СОВ, во многих исследованиях рассматриваютя 
как неотьемлемая часть КВКС [27, 32-35, 56]. 
Достаточно большое количество работ за пос-
ледние десятилетия посвящены и проблематике раз-
вития интеллектуальных СОВ [36-39]. В частности, в 
работах [23, 38] представлены обзоры методов обна-
ружения аномалий, предложены принципы класси-
фикации методов обнаружения, базирующиеся ма-
шинном обучении и статистическом анализе. Обзор 
современных методов машинного обучения для сис-
тем распознавания кибератак (СРКА) достаточно 
полно представлен в работах [2, 26, 40]. Однако, за 
рамками этих публикаций остались некоторые мето-
ды, например, метод k-средних [41], и его модифика-
ции [42]. Методы обнаружения кибератак на основе 
конечных автоматов (КА) достаточно подробно из-
ложены в работах [43, 44]. Другим перспективным 
направлением развития адаптивных СОВ, часто упо-
минаемым в работах зарубежных авторов, является 
направление, связанное с обнаружения злоупотреб-
лений на основе состояний КВКС [9, 45, 46]. 
Методы вычислительного интеллекта, в част-
ности нейронные сети (НС) для задач обнаружения 
кибератак, описаны в работах [24, 47, 48]. В [49-51] 
описаны модели и методы адаптации генетических 
алгоритмов для задачи обнаружения кибератак. В 
работах [16, 45, 48] описаны вычислительные иммун-
ные системы, которые можно использовать для зада-
чи построения СРКА. 
Типичный недостаток большинства СРКА, 
описанных в [35, 52, 53] – ошибочные срабатывания, 
поскольку в них почти всегда задействована только 
одна технология обнаружения (как правило, иден-
тификация атак). По мнению многих авторов [23, 50, 
51, 54-56], самым перспективным направлением раз-
вития методов обнаружения кибератак и аномалий 
является объединение существующих подходов в 
адаптивных или гибридных СРКА, обладающих спо-
собностью к самообучению. 
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Среди методов, которые применяются в СРКА, 
исследователи выделили следующие направления: 1) 
обнаружение аномалий в системе (системы обнару-
жения аномалий – СОА); 2) обнаружение злоупотре-
блений [5, 57]. В работах [58-60] рассматривались 
особенности функционирования СРКА, в которых 
применялись различные методы и модели. Приклад-
ные аспекты коммерческих СРКА – IDES, NIDES, 
EMERLAND, JiNao, HayStack и др., рассмотрены в 
работах [61]. 
Методы обнаружения аномалий (МОА), дают 
возможность стороне защиты выполнить распознава-
ние с высокой степенью точности и сделать обосно-
ванное заключение о причине изменений в состоя-
нии КВКС. Для создания МОА принято использовать: 
1) контролируемое обучение; 2) неконтролируемое 
обучение [24, 62]. Различие между подходами состоит 
в том, что в контролируемом обучении применяют 
дискретный набор признаков, а продолжительность 
обучения заранее определена. Для неконтролируе-
мого обучения совокупность признаков, как правило, 
меняется с течением времени, и обучение может про-
должаться по мере совершенствования системы. Се-
годня в коммерческих СОМ применяют только конт-
ролируемое обучение [57, 63].  
Большинство современных СРКА и СОА бази-
руется на моделях и методологиях, основанных на 
теории распознавания образов [64, 65, 73-75].  
Сложность имплементации в существующие 
модели СРКА формализованного аппарата теории 
распознавания, заключается в том, что конкретный 
информационный комплекс для КВКС, включающий 
в себя зачастую уникальные ПО и информационные 
массивы, а также собственную подсистему ИБ, состо-
ит из разнородных компонентов. Однако, проводи-
мая в рамках настоящего исследования, конкретиза-
ция задач распознавания кибератак и применения 
моделей, позволяющих минимизировать количество 
обучающих выборок в форме матриц признаков, а 
также элементарных классификаторов (ЭК) для каж-
дого из моделируемых классов кибератак, позволит 
оптимизировать работу СРКА.  
В ходе исследования, учитывая особенности 
предметной области и сформулированных задач, 
использовались: булева алгебра, теория нечетких 
множеств, методы и средства имитационного моде-
лирования. 
Модель интеллектуального распознавания 
аномалий и кибератак с использованием логиче-
ских процедур, базирующуюся на покрытиях мат-
риц признаков 
Ниже остановимся на предлагаемой в работе 
модели логических процедур распознавания киберу-
гроз для КВКС.  
Пусть существует набор киберугроз для КВКС. 
Показатель опасности каждой киберугрозы зависит 
от показателей набора факторов, повышающих или 
понижающих защищенность КВКС от данной угрозы 
[6, 8, 23, 26, 28, 33, 34 40, 66-71]. Для обеспечения одно-
значности, полноты и целостности классификации, 
введем следующие требования к классификации 
киберугроз: непересекающиеся классы угроз (опреде-
ляет однозначность выбора класса на основе внешне-
го правила, позволяющего принять решение); при-
менимость (добавление класса не должно вызывать 
дробления более одного класса на две части); объек-
тивность (наличие или отсутствие класса должно 
подтверждаться известными классификациями); ра-
сширяемость (добавление класса возможно путем 
дробления существующих классов); количество клас-
сов конечно. 
Базисом для построения ЭК объектов распоз-
навания (ОР - аномалии, атаки и пр.) для СРКА, мо-
гут стать различные данные, например, описательная 
информация которая представлена в форме двоич-
ного представления трудно объяснимых признаков 
кибератаки или угрозы для ИБ – 
1ax axn{p ,..., p }  в КВКС. 
Также могут быть использованы: диапазоны порого-
вых значений и параметры входящего и исходящего 
трафика, непредусмотренные адреса пакетов, атри-
бутов, временных параметров, запросов и т. д.  
Примем: MI – общее число киберугроз для 
КВКС; PA – число возможных целей нарушителя в 
защищаемой КВКС; 
ap
B  – множество номеров кибе-
ругроз, реализуемых нарушителем при достижении 
pa - й цели, например, в ходе атаки на КВКС. 
Обобщенную категорийную модель интеллек-
туального распознавания аномалий и кибератак с 
использованием логических процедур, базирующую-
ся на покрытиях матриц признаков, в графической 
интерпретации можно представить так, см. рис. 5.  
 
Рис. 5. Категорийная модель распознавания аномалий и 
кибератак с использованием логических процедур, бази-
рующуюся на покрытиях матриц признаков 
 
Квантор 2 2: B KL   позволяет разбить про-
странство признаков ОР (аномалий, кибератак или 
угроз) на классы 2KL  (пара: эталон – ОР). Проверка 
гипотезы о принадлежности ОИО к классу KL , реа-
лизуется оператором Φ . Точность распознавания 
контролируется параметром BN (оператором о). 
Множество UR учитывает количество статистических 
гипотез при формировании ОИО. Оператор 1r  фор-
мирует множество E  для оценки результативности 
применения ОИО для класса KL . Оператор   ис-
пользуется в процессе оптимизации системы кон-
трольных отклонений ОИО. Схема последовательно 
ISSN 2225-5036 (Print), ISSN 2411-071X (Online) 
http://infosecurity.nau.edu.ua; http://jrnl.nau.edu.ua/index.php/Infosecurity 
замыкается множеством WА , включающим операто-
ры 
1 : E WА   и 
2
2 :WА X  , которые отслеживают 
реализацию ОИО в процессе обучения адаптивной 
СРКА. 
В категорийной модели принято: t  – множест-
во моментов времени, в ходе которых происходит 
снятие параметров «слепков» ИБ; ap  – признаки ОР; 
MI  – множество ОР (аномалии, атаки угрозы), кото-
рые влияют на информационную безопасность (ИБ) 
КВКС; 
DOPG  – ЭК, используемые в алгоритмах фор-
мирования ОИО; KB – база знаний (ОИО и др.) для 
идентификации ОР; 
2
X – матрица эталон; 
2
B – 
бинарная учебная матрица; 1f , 2f – процедуры 
формирования матрицы признаков в ее описатель-
ном и бинарном представлении, соответственно. 
Реализация модели предполагает следующие 
этапы: 
Этап 1. Исследуется множество объектов РА – 
число возможных целей нарушителя при атаке на 
КВКС. Объекты, которые можно отнести к данному 
множеству, характеризуются совокупностью призна-
ков 
1ax axn{p ,..., p } . Известно, что множество РА пред-
ставлено в виде объединения подмножеств (классов) 
киберугроз для КВКС – 
1( ,..., )lKL KL  или 1( ,..., )a alp pB B  
которые не пересекаются. Предположим, что сущест-
вует конечная группа объектов 
1a am{sp ,...,sp }  из РА, о 
которых известно, к каким классам аномалий, атак 
или угроз их можно отнести (это прецеденты, т.е. 
объекты, используемые для обучения – ОИО). СРКА 
необходимо по имеющемуся множеству параметров 
(признаков), т. е. используя описание ОР 
ansp  из РА, 
классифицировать этот ОР. Затем, по итогам класси-
фикации выстраивается работа СЗИ для КВКС. СРКА 
изначально неизвестно к какому классу относится ОР.  
Будем полагать, что классификация ОР (кибе-
ратак или аномалий), представляет собой множества 
потенциальных вариантов действий источника угроз. 
Кроме того, будем учитывать множество существую-
щих методов реализации атак с использованием уяз-
вимостей, которые, в конечном счете, могут привести 
к достижению целей нападающей стороны.  
Этап 2. Построение ЛПРУ. Парадигмой пост-
роения ЛПРУ является отыскания информативных 
подописаний (или фрагментов описаний) ОР [23, 25, 
33, 34, 73]. Эти фрагменты при создании, конкретных 
проектных решений для СРКА, например, на основе, 
нейросетей, конечных или клеточных автоматов, 
позволят в будущем однозначно делать вывод о на-
личии (или отсутствии) атаки (аномалии, угрозы) в 
рамках класса.  
Информативными положим фрагменты, от-
ражающие характерные закономерности при описа-
нии ОР, используемого в ходе обучения СРКА. Тогда, 
наличие (отсутствие) фрагмента(тов) в описании ОР, 
проходящего классификацию, дает возможность от-
нести его к определенному классу. В ЛПРУ информа-
тивным положим фрагмент(ты), который имеется в 
описаниях ОР рассматриваемого класса кибератак, но 
отсутствует в описании других классов.  
При построении ЛПРУ для СРКА используют-
ся предложенные рядом авторов [17, 23, 72] элемента-
рные классификаторы (ЭК). ЭК – это фрагмент опи-
сывающий объект, используемый для обучения 
СРКА. Для каждого класса кибератак (киберугроз, 
аномалий, уязвимостей и т.п.) 
1( ,..., )lKL KL  выполняе-
тся построение множества ЭК с заранее заданными 
параметрами.  
При этом сделаем следующие допущения для 
ЭК: используются ЭК, которые присутствуют в опи-
саниях объектов анализируемого в данный момент 
класса, но их нет в описании объектов других классов; 
описательный наборов показателей (признаков) за-
дан в двоичной форме (0010101). При этом ОИО ха-
рактеризуют все объекты данного класса. А, следова-
тельно, ОИО имеют большую информативность. Для 
повышения эффективности ЛПРУ, актуальной явля-
ется проблематика использования в них свойства 
«невстречаемости» групп из приемлемых значений 
показателей ОР. Кроме того, необходимо, имплемен-
тировать в алгоритм распознавания «решающее пра-
вило» ( )axiDR p  [23, 73], для класса атаки (аномалии 
или угрозы) в СРКА с минимальным количеством 
ошибок в его работе.  
Следующая проблема при проектировании 
атапривных СРКА – присутствие в выборке ОИО, с 
характеристиками, лежащими на стыке различных 
классов кибератак 
1( ,..., )lKL KL , например, DOS/DDoS 
или переполнение буфера. Подобный ОИО является 
атипичным для своего класса. Это объясняется схоже-
стью информативных подописаний, т.к. показатели, 
представленные в двоичной форме в целом близки. 
Присутствие в обучающей выборке (ОВ) атипичных 
ОИО, увеличивает длину информативных подописа-
ний. Таким образом, станет возможным различать ОР 
из разных классов. 
При решении заданий, связанных с проекти-
рованием эффективных СРКА для КВКС корректные 
данные о структуре всех целей атаки (РА), чаще всего, 
отсутствуют. Следовательно, изначально, при синтезе 
ЛПРУ не гарантируется корректность их использова-
ния на новых ОР, которые отличны от 
1a am{sp ,...,sp } . 
При этом, ОИО обладают показателями характерны-
ми для анализируемого множества 
1a am{sp ,...,sp } , то 
алгоритм, который работает безошибочно на этапе 
учебы СРКА, обеспечит приемлемые результаты и на 
неклассифицированных 
ansp , которые не входили в 
выборку ОИО. В связи с этим, в работах [48, 73] уде-
лялось проблематике корректности алгоритмов, ис-
пользуемых для распознавания в СРКА. Алгоритм 
корректен, если он верно распознает объекты из тес-
товой выборки. 
Этап 3. Проверка работоспособности метода, 
основанного на ЛПРУ и матрицах информативных 
признаков объектов распознавания.  
Проверка метода или соответствующего алго-
ритма может быть проверена при помощи следую-
щей процедуры. Анализируемый объект 
ansp , на-
пример, описательные показатели (ОП) аномалии 
или кибератаки, киберугрозы и т.п., сопоставляется с 
каждым ОИО из 
1a am{sp ,...,sp } . В случае если ОП ansp  
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тождественны с ОП ОИО 
aisp , его относят к классу, к 
которому принадлежит 
aisp . Иначе алгоритмом будет 
выдано сообщение об отказе от распознавания. Алго-
ритм работоспособен [71, 72, 76], но он не адоптиро-
ван распознать ни один объект 
aisp , ОП которого не 
тождественны с ОП ОИО, имеющихся в репозитории. 
Выполненный в [2, 23, 26, 40, 75] анализ разно-
видностей кибератак, аномалий и типов НСД (т.е. 
классов) к ресурсам КВКС, показал, что вопрос о расс-
тоянии между 
aisp  и ajsp , а также принадлежности их 
к рассматриваемому классу, например, кибератакам, 
можно решать элементарным сравнением заданных 
множеств информационных подописаний 
aisp  и, 
однако, возникает проблема корректного выбора 
поднаборов информационных показателей (ИП), 
используемых алгоритмом распознавания для срав-
нения ОР. В работах [23, 71, 75] был предложен тер-
мин – алгоритм расчета оценок (АРО), который мо-
жет быть задействован в предлагаемой модели. 
Например, рассмотрим задачу классифика-




B B  Предпо-
ложим, что аналитик службы ИБ КВКС располагает 
данными, которые характеризуют нормальную акти-
вность пользователей по узлам КВКС, и совокупность 
примеров классов атак (т.н. шаблоны атак). Полагаем, 
что рассматриваемые классы не пересекаются. Оче-
видно, что имеется вектор VE  и число ЧX , для кото-




Pp   и ЧХ,VE)(pax 1
 при 
22 axax
Pp  , где 
21 axax
,PP  – количественное измере-
ние объекта или пространство показателей.  
Предлагается более удобный способ динами-
ческого распознавания ОР, при котором можно вы-
полнить переход от исходного пространства описа-
ний объектов 
jax
P , в форме двоичного представления 
признаков, к новому пространству 
axNEP  с помощью 
преобразования 
axax NEPP j 
. Примем, что 
ap
NP  – 
некоторая подборка из 
a ap p
r , r MI  несходных дис-
кретных показателей (угрозы, аномалии, кибератаки 
и т.п.) вида 
1 raj aj
{p ,..., p } . Расстояние между объектами 
1 2a a a aMIsp (αp ,αp ,...,αp )     и 1 2a a a aMIsp (αp ,αp ,...,αp )     из 
РА по набору 
ap

















В системе показателей ОИО 
1 jMIa a
{p ,..., p } выде-
лим совокупность подмножеств вида 
1a MIp aj a
NP {p ,..., p } , 
ap
r MI . Выделенные подмно-
жества будем полагать опорными (ОМ) АРО [23, 76-
78]. Всю их совокупность обозначим – ΩMI .  
Зададим следующие дополнительные параме-
тры: 
asp
po – параметр, характеризующий значимость 
цели (объекта) 
aisp , 1,2,..., ;i PA paNPpo  – параметр, 
характеризующий значимость объекта ОМ 
ap
NP ΩMI .  
Выполним расчет оценки, сравнивая объект 
ansp  с каждым ОИО по каждому ОМ.  
Для каждого класса кибератак на КВКС 
},...,KL{KLKLKL, l1 , вычислим оценку прина-
длежности ,KL)Г(spa  объекта asp  классу KL :
KL
1
( ,KL) ( , , ),
|LW | a pa a
ai pa
a sp NP a ai p a
sp KL NP MI
Г sp po po BN sp sp NP Г(sp ,KL)
 
    , где }|.,...,sp{sp|KL||LW aMI.aKL 1    (2) 
Объект 
ansp  отнесен к классу, обладающему 
max  оценкой. Если имеется множество таких клас-
сов, то алгоритм отказывается от последующего рас-
познавания. Для повышения корректности алгорит-
ма необходимо решить следующую систему нера-
венств: 
1 1a1 1 a1 2 aMI 1 aMI 2 aMI 2 aMI 1
(sp , ) (sp , ), (sp , ) (sp , ), (sp , ) (sp , ).Г KL Г KL Г KL Г KL Г KL Г KL    (3) 
Для решения системы (3) необходимо выбрать 
параметры 
aisp
po , 1,2,...,i PA  и 
pa aNP p
po , NP ΩMI . 
Когда система несовместна, необходимо найти для 
нее максимальную совместимую подсистему. Затем 
из решения этой подсистемы определить значения 
aisp
po  и 
paNP
po . 
Альтернативным способом повысить коррек-
тность работы метода является путь подборки сис-
темы достоверных ОМ для того, чтобы распознать и 
классифицировать объекты (аномалии, угрозы, уяз-
вимости или кибератаки). Например, выбрать под-
борку таким образом, чтобы для любого ОИО 
asp KL   выполнялось условие. Кроме того, для лю-
бого ОИО 
asp KL , выполнялось неравенство 
0aГ(sp , KL)  . Реализовать это можно следующим 
образом. Положим 
1a MIp aj a
NP {p ,..., p }  является ОМ. 
Совокупность показателей (или признаков) 
ap
NP  
будем считать удовлетворяющей требованиям теста, 
если для каждого ОИО ,a asp sp  , и при этом, относя-
щихся к несходным классам, выполняется условие 
( , , ) 0a a paBN sp sp NP   . Таким образом, наш тест – это 
группа (подборка) показателей, по которому разли-
чаются только любые два объекта из разных классов.  
Введем обозначение: MC – множество всех 
ЭК, полученных по совокупности признаков из 
 axnax ,...,ss 1 , т.е. ), NP(σMC saDOP , где 
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Учитывая, что в результате процесса обучения 
сформирована матрица бинарных признаков, мож-
но для каждого проверяемого объекта, выполнить 
анализ принадлежности к классу на основании оп-
ределения величины 






























































Каждый алгоритм, задействованный в проце-
дуре распознавания кибератак или аномалий обо-
значим – АL. Для соответствующего класса объекта 
распознавания в СРКА рассматривается подмноже-










  Анализ объ-
екта 
ansp осуществляется на основе определения 
величины ),,( DOP saa NPspBN   для каждого эле-
мента 
DOP( , )saNP  множества 
ALMC (KL),
1 lKL {KL ,...,KL } . При этом для каждого элемента 
выполняется вычисление оценки , KL)p(s a , опреде-
ляющей принадлежность 
asp  классу KL. Алгоритмы 
(AL) задействованные в СРКА характеризуются сово-
купностью ЭК ALMC (KL)  и порядком расчетов 
aГ(sp , KL) . 
Классификаторы, используемые в алгоритмах 
),...,(
r1 DOPDOPDOP
  , сформированы как 
совокупность информационных признаков  saNP . 
При этом, каждый ЭК, должен обладать как мини-
мум одним из перечисленных ниже свойств: 1) 
фрагмент группы ),( saa NPsp , где KLspa  , совпада-
ет с ),...,(
r1 DOPDOPDOP
  ; 2) только часть 
фрагментов ),( saa NPsp , где KLspa  , совпадает с 
),...,(
r1 DOPDOPDOP
  ; 3) фрагменты группы 
),( saa NPsp , где KLspa  , не совпадают с 
),...,(
r1 DOPDOPDOP
  . 
Синтез ЭК 
iDOP
  для класса (кибератаки, 
аномалий и пр.) базируется репликации покрытий 
матриц 
iDOP
 , которое образовано описаниями 
ОИО для KL . Поставим в соответствие ЭК объекта – 
),( DOP saNP , где ),...,( r1 DOPDOPDOP   , 













Если )s,...,s( aQa1 asp  – объект из множества 
РА, следовательно, 1),,( DOP saa NPspBN    тогда 
и только тогда, когда ,NI),...,α.(αα aQa 1  где 
NI  – интервал истинности элементарной конъ-
юнкции .  
При создании ЛПРУ, следует учесть, что оп-
ределение множества ЭК сводится к отысканию до-
пустимых и максимальных конъюнкций для отличи-
тельной функции класса объекта KL  (аномалии, 
кибератаки и т. п). Данная функция является буле-
вой. При этом она принимает различные значения 
на ОИО из 
lKL  и lKL .  
Тогда процедура распознавания объекта 
asp , 
например, кибератаки в КВКС, выполняется на ос-
новании результатов расчета по элементарным 
конъюнкциям ( ). При этом характеристическая 
функция (ХФ) класса 
lKL будет представлена как 
ФАЛ (функция алгебры логики) 
KLF , которая равна 
нулю ( 0 ) на информационных описаниях 
ansp  из 
lKL  и равна единице (1 ) на оставшихся наборах 
признаков из MI
KLE , где 
MI
KLE  – совокупность наборов, 
имеющих длину 
as
r . Следовательно, покрытию клас-
са соответствует допустимое для 
KL
F  значение . 
Тупиковому покрытию соответствует – максималь-
ное наначение   для 
KL
F . Допустимая  в матрицах 
признаков объектов определит принадлежность 
конкретного объекта 
ansp  к классу lCT , если выпол-
няется условие – a1 aQ( s ,..., s ) NI .     
Принимая во внимание выше сказанное, не-
обходимо получить сокращенную дизъюнктивную 
нормальную форму (СДНФ) функции для 
KLF . 
СДНФ равна 0 на наборах из 
CT
FB  и 1 на остальных 
наборах MI
KLE . После того как СДНФ для KLF  получе-
на, из нее необходимо удалить конъюнкции  , ко-
торые не обладают свойством 0
KLF
NI A   .  
Например, получить СДНФ логической 
функции можно путем преобразования конъюнк-
тивной функции вида 
1 2 uD D ... D ,    где 
1 2
i 1 2D ... , 1,2,..,
iQi i
ax ax axQs s s i mu
 
      реализует функ-
цию 
KLF , iMI  – элементы набора KLFB . 
Обозначим: 





  Тогда конъюнктив-
ная функция принимает вид принимает вид 
* * *
1 2 uD D ... D ,    где 
1 2
*
i 1 2D ... , 1,2,.., .
i i iQ
ax ax axQs s s i uV V V
  
       
      (4) 
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Таким образом, синтез ЛПРУ и ЭК выполня-
ется следующим образом: 1) задаем ХФ; 2) находим 
СДНФ, реализующую данную ХФ; 3) находим до-
пустимую (максимальную) конъюнкцию  , опреде-
ляющую принадлежность объекта к рассматривае-
мому классу. 
Т.к. ЭК и ОИО ограничены по объему, приня-
ты следующие правила обучения ОИО. Задана 






где ,N n  – количество признаков распознавания (на-
пример, атаки) и испытаний (тестов), соответствен-
но. Модификация учебной матрицы ОИО при усло-
вии минимизации количества признаков, ее столб-
цов и строк, выполняется при соблюдении следую-
щих правил:  
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mEN  – количество событий, характери-
зующих принадлежность реализаций ОИО к сово-
купности признаков для ЭК рассматриваемого клас-
са объектов (аномалий, кибератак) и количество 
событий, характеризующих принадлежность реали-
заций ОИО к совокупности признаков для ЭК «чу-
жого» класса объектов, соответственно; ,b t  – ниж-
ний и верхний контрольные допуски для признака; 
(j)
m,iΔ – выборочное среднее значение i –го признака в 
векторах ОИО базового класса объекта; ( )
iax
I s  – ин-
формативность признака в рамках класса объекта; 
G – количество градаций признака объекта; iP  – 
вероятность i-той градации признака; ,i ctP  – вероят-
ность появления i-той градации признака в классе 
объектов KL . 
Таким образом, предложенная модель, осно-
ванная на построении множества ЭК и ЛПРУ, по-
строенных на допустимых и максимальных конъ-
юнкциях для характеристической функции класса 
ОР (аномалий, кибератак и киберугроз), позволяет 
создавать не только программные, но и аппаратные 
адаптивные СРКА. 
Результаты имитационного моделирования 
Предложенная модель ЛПРУ, была реализо-
вана в среде MatLab 7 (см. рис. 6). На рис. 7-11 пока-
заны основные результаты, полученные в ходе моде-
лирования информативности значений показателей 
попыток НСД к информационным ресурсам КВКС. 
На рис. 6 показан пример простой матрицы иден-
тифицированных источников угроз и уязвимостей 
для 2 классов компьютерных атак (атака на уровне 
СУБД при нарушении политики паролей и атака на 
уровне сетевого ПО при отсутствии аутентифика-
ции). На рис. 7 приведена структура блока «Chart», 
позволяющего оценить взаимодействие рассматри-
ваемых угроз и уязвимостей. На рис. 8–9 представле-
ны результаты моделирования. Исследования пока-
зали, что в модели «голосования» по представитель-
ным наборам (ПН) при решении задач анализа ки-
беругроз для КВКС достаточно ограничиться ПН из 
3 признаков. Для большей длины наборов эффекти-
вность алгоритма оказывалась такой же. При добав-
лении ПН меньшей длины эффективность алгорит-
ма понижалась. 
На диаграммах показано распределение ин-
формативности показателей. На гистограмме 8 вид-
но, что объекты из принадлежащие к разным клас-
сам ИБ, трудно сложно отделить друг от друга. Это 
объясняет неэффективность классических алгорит-
мов распознавания для задач, решаемых в СРКА.  
Как следует из рис. 9, в задачах анализа кибе-
ратак на КВКС часть значений показателей имеют 
информативность близкую нулю. Однако достаточ-
но много показателей обладающих большой инфо-
рмативностью. 
 
Рис. 6. Пример матрицы идентифицированных источников 
угроз и уязвимостей для 2 классов компьютерных атак 
 
Рис. 7. Структура блока «Chart» 
Решение задач распознавания угроз, анома-
лий и кибератак на основе ПН, целесообразно выпо-
лнять при условии отклонения в алгоритме требова-
ний тупиковости. Это связано со значительным уве-
личением времени решения задачи, а, следователь-
но, значительно снижает скорость работы алгорит-
ма. В тестах применялись ПН, обладающие ограни-
ченной длиной. Максимальная длина набора приз-
наков составила 3. Для меньшего количества приз-
наков в наборе для ряда классов атак оказалось про-
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блематично включить в набор все информативные 
фрагменты. Если количество признаков в наборе 
увеличить до 4-5, это ведет к увеличению времени 
работы алгоритма.  
 
 
Рис. 8. Распределение типичности значений информатив-
ности показателей (признаков) для возможных каналов 
утечки информации 
 
Рис. 9. Распределение типичности значений информатив-
ности показателей (признаков) для задачи  
компьютерной атаки 
Таким образом, в работе показано, что приме-
нение компонентов интеллектуальной адаптивной 
защиты информации КВКС, может быть основано на 
использовании логических процедур и понятии 
элементарного классификатора для аномалий, ки-
беругроз и уязвимостей КВКС. Изложенные основ-
ные подходы к конструированию ЛПРУ с использо-
ванием аппарата логических функций, позволят на 
практике создавать эффективные аналитические, 
схемотехнические и программные решения СЗИ для 
КВКС. 
Выводы 
В результате проведенных исследований, сде-
ланы следующие выводы. 
1. Показано, что для проведения эффектив-
ной политики ИБ для КВКС, выбору и внедрению 
СЗИ, поставить в соответствие описание, анализ и 
моделированием киберугроз и уязвимостей для 
системы в целом. 
2. Разработан метод формирования решаю-
щего правила для отнесения рассматриваемых ано-
малий и кибератак к определенному классу объектов 
распознавания на основе дискретных процедур, 
матриц учитывающих информативность признаков, 
а также, анализе критичности отдельных элементов 
КВКС. Предложенный метод и модель позволяют 
выполнять распознавание аномалий и кибератак с 
минимальным количеством ошибок.  
3. Впервые показано, что построение множе-
ства элементарных классификаторов для рассматри-
ваемых классов угроз сводится к нахождению допус-
тимых и максимальных конъюнкций для характери-
стической функции класса объектов распознавания. 
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Бекетова Г.С., Ахметов Б.Б., Корченко О.Г., Лахно В.А. Розробка моделі інтелектуального розпізнавання ано-
малій і кібератак з використанням логічних процедур, які базуються на покриттях матриць ознак 
Анотація. Глобальний розвиток критично важливих комп'ютерних систем (КВКЗ) в енергетиці, промисловості, зв'язку 
та на транспорті, об'єктах інфраструктури великих мегаполісів, і т.п. Вимагає постійного відстеження кіберзагроз, а 
також уразливостей технічних компонентів й програмного забезпечення. Недосконалість існуючих методів кіберзахисту, 
а також змінний характер дій атакуючої сторони, диктує необхідність продовжувати дослідження в галузі математично-
го та алгоритмічного розвитку систем захисту інформації, здатних своєчасно виявляти кібератаки, аномалії та загрози. 
Таким чином, актуальність досліджень, спрямованих на подальший розвиток моделей і методів захисту на основі інтеле-
ктуального розпізнавання загроз КВКЗ і забезпечення їх інформаційної безпеки, є однією з ключових проблем кіберзахисту 
критичної інфраструктури держави. У статті запропоновано схему адаптивної системи захисту інформації КВКЗ і 
описано модель побудови системи кіберзахисту на основі логічних процедур і матриць ознак кібератак, аномалій і загроз. 
Ключові слова: кібератака, інформаційна безпека, критично важливі комп'ютерні системи, інтелектуальне розпізнаван-
ня, система захисту інформації, системи виявлення аномалій. 
 
Beketova G., Akhmetov B., Korchenko A., Lakhno А. Design of a model for intellectual detection of cyber-attacks, based 
on the logical procedures and the coverage matrices of features 
Abstract. The results of studies aimed at further development of methods and algorithms for detection of cyber threats and the most 
common classes of anomalies and cyber attacks in critical information systems (CIS) are presented. First developed a method for 
intelligent recognition of threats based on the discrete procedures using the apparatus of logic functions and fuzzy sets, allowing you 
to create effective analysis, hardware and software solutions of the system of information protection CIS. First developed a model for 
making a decision rule proposed discrete procedures, which enables detection of threats, with a minimum number of errors. It is 
proved that the proposed approach allows solving complex problems of the CIS cyber defense control and can be used in the develop-
ment of software solutions for cyber defense systems. 
Key words: cyber attacks, information security, mission-critical computer systems, intelligent recognition protection system infor-
mation, anomaly detection system. 
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