A large sample theory is presented for birth and death queuelng processes which are ergodic and metrically transitive. The theory is applied to make inferences about how arrival and service rates vary with the number in the system. Likelihood ratio tests and maximum likelihood estimators are derived for simple models which describe this variation. Composite hypotheses such as that the arrival rate does not vary with the number in the system are considered. A numerical example illustrating these results is presented which Includes the testing of both true and false composite hypotheses.
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I. Introduction
The orientation In queueing theory Is to start with a model and determine the behavior of a system from It. In applications, however, one has the problem of deciding what model is appropriate from observing the behavior of a system. For queueing processes, the problem has been untouched in the literature except for Clark [3] , while for Markov processes, much has been done. A large sample theory based on mudLmm likelihood for Markov processes has been developed in a monograph by BUlingsley [l] , while his paper [2] contains a large bibliography. The results parallel the classical large sample theory as presented in Wilks [6] . Birth and death queueing processes are also Markov processes, and the theory in BUlingsley directly applies. In this paper, the theory is applied to make inferences about how arrival and service rates vary with the number in the system. The birth and death processes considered here are restricted so as to be ergodlc and metrically transitive. A likelihood function is developed based on observing a system continuously over some interval of length T . Relations which are needed to work out results for particular models are developed, and limit theorems from BUlingsley are presented. Estimators and hypothesis tests axe derived for three simple models, as well as their asymptotic properties.
All the models considered will have only a finite number of parameters.
Of particular interest are composite hypotheses such as that the service rate does not vary with the number in the queue. A composite hypothesis can be tested by first nesting it in a more general hypothesis. Methods for doing this are discussed at several points in the paper. A numerical example Assumptions 1-1». prevent the existence of two disjoint non-null irreducible sets of state That is, the process must be metrically transitive. Should metric transitivity
In this paper, Ö denotes a column vector, while its transpose 0' , denotes a row vector. not hold, the theory will apply to each irreducible subset of states considered separately. With the addition of Assumption 5, the process will be ergodic.
Conditions on the {V) and {|j,.) for Assumption 5 to hold are known, but of little importance here since the dimensionality of the parameter space is not affected, and the mean recurrence times will obviously be finite for most applications. In order not to violate Assumption 5, we must choose models with the property that for some 6' there exists a neighborhood such that any G' belonging to that neighborhood defines a process which is ergodic and metrically transitive. A queueing model which is not ergodic is the following:
where the unknown parameters are 9' = (a,b) .
Ergodiclty and metric transitivity quarantee that large sample theory is meaningful. Suppose the system is in state E. at t = 0 . We represent the probability that the system is in state EL at t by P[E. (t) | E.(0)] = P., (t) Under the above assumptions. Lim P., (t) ■ P. > 0 , independent of j , such t-»00 Jk that [P, ) is the unique stationary distribution for the process, 2 P, = 1 k=0 * Other properties of birth and death processes are discussed in Feller [5] .
III. Observing the System
It will be assumed here and in what follows that the system is observed continuously over some time interval T . During T , the times at which customers arrive and services are completed are observed. This is equivalent to considering the state of the system as a step function (not monotone) over time. Suppose one starts to observe the system at t, ~ 0 and finds the system in state E where j = x Let the first transition, E 1 -* E. , T. ■ t. 1 -t , the time the system remains in state E. , upon entering at
That portion of the likelihood function due to a single transition is made up of two components, the density function of time in state E. evaluated at T, ; and given T. , the probability that the transition at t is the one observed (an arrival or completion of a service). Given x. , the probability that Tj > T is simply the probability that both the next arrival and next service completion occur after T . Since these events are Independent,
Hence, the density function for T. is:
Note that we are using X, and p, to refer to the state of the system E 1 1 x. in ft .t ] , and not to any particular transition. Strictly, one should use X and u. , but this notation is needlessly cumbersome.
independent to t. . Equivalently, the probability that the next transition is due to a service is pi./Cx. + ix.) .
Hence, we obtain the portion of the likelihood function due to a single transition, dF. ■ ^(x., i * T. | x , ©) , in the following form:
The correct form depends on what was actually observed (an arrival or a service).
Since the future behavior of a Markov Process depends only on the state of the system when last observed, the portion of the likelihood function due to a single transition, conditioned on the state of the system, is independent of the past history of the system. Hence, the likelihood function of the entire sequency of n transitions is simply the product of terms such as (l). In addition, there is the probability that the system started in state E . If the system is Initially observed at a random moment along the real line, P[x 1 ] = P , the stationary probability. However, for large sample theory, the assumption of random entry is not critical. Further, the portion of the likelihood function due to transition n + 1 occurring after T is
for the entire set of observations, Lf©.) , is the following:
It is convenient to deal with the log of the likelihood function InL (0)
The average rate of arrivals must equal the average rate of departures which
» OS
we define as the average throughput, B ■ 2 ^ P -Z M-« 1 *« • Thus,
CO
For birth and death models we also have the well-known relation: and
From (7), we see that the variance-covarleuice matrix of G , E(GG^) is:
The asymptotic distribution of n -1/2 S as T -• 00 is the multlvarlate normal with mean 9 and variance-covarlance matrix a(6) . We write:
Next consider the maximum likelihood estimator, 9" = (9 ,,...,9 , ) , found -n . ttU nK by setting S ■ 0 . Assume that for large n the estimator is unique. A THEOREM 2: [1] The maximum likelihood estimator, 9 , converges in probability as T -► 00 to the true vector of the parameters, 9 , such that: We now obtain: If BL Is false such that © = Ö say, then the power of the test can be determined as a function of 9° and 9 . For h a n ' (9° -9 ) , the 2 1 quantity A <■ h'a(9 )h is easily conrputed: 
1 with probability one, for in ergodic queues. Note that the form of this result Is Independent of h(j) and g(j) . However, this does not imply that the variances are Independent of h(j) and g(j), since for given T , the distribution of n depends on them.
Hypotheses about a and b can also be tested by the same methods used It is not difficult to show that 2 P < .02 P and hence is J-8 J 0
negligible. We also compute the true throughput, R » U^p^ + kLg^1 " 'b " ^l -1.56 .
Assume for concreteness that we have a 2-channel facility for which it has been observed that rarely are there more than k-customers in the system at any time, (it might be a gas station, a bank, or even a bordello.) We wpuld like to know how * varies with J . Specifically, for small J , does it decline J with j or remain constant? The economics of enlarging the facility are closely tied to this relationship.
Hhe model we will assume in the analysis is the following: 
