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 Abstract The circadian clock allows virtually all light-sensitive organisms to 
anticipate environmental changes caused by daily light-dark cycles, thereby 
influencing behavior and physiology. Interestingly, in mammals and other 
vertebrates, circadian rhythm generation does not involve complex neural 
networks, but is a property of nearly all body cells. Thus, these cells have to keep 
the beat of their cell-autonomous timekeepers coordinated. This is possible owing 
to a master pacemaker residing in the suprachiasmatic nucleus (SCN), a small 
neuroendocrine gland of the hypothalamus. The SCN gets direct photic inputs 
from the retina of the eyes and transmits these signals to countless other oscillators 
in the body through humoral and neuronal signals. The molecular details of these 
phase-entrainment signaling pathways are unknown, but in mammals feeding-
fasting cycles - driven by rest-activity rhythms - appear to play a dominant role. In 
addition, more direct synchronization cues such as cycling hormones also 
participate in the synchronization of peripheral circadian oscillators. Identifying 
such systemic signals might turn out to be a formidable challenge, since any 
circadian signal could either be an input to or an output from the local oscillators. 
In order to get insight into systemic signals that might trigger the resetting of local 
oscillators in vivo, I used a transgenic approach in the mouse.  The underlying 
principle of this approach was to inactivate cell autonomous oscillators in a 
conditional fashion and to identify genes whose activity continued to be rhythmic. 
Such genes are likely to be driven by systemic cues, such as cycling hormones or 
metabolites. To accomplish this task, I established a mouse strain in which the 
nuclear orphan receptor REV-ERBα is overexpressed in a doxycycline dependent 
manner exclusively in hepatocytes. Since REV-ERBα is a strong repressor of the 
essential clock gene Bmal1, this allowed me to obtain a significant knock-down of 
BMAL1 accumulation. This resulted in an arrest of the hepatic oscillator without 
affecting other circadian functions. While most circadian gene expression is 
abolished in the liver of these mice, a few genes continued to produce cyclic 
hepatocyte transcripts in the absence of autonomous oscillators in these cells.  
Hence, the rhythmic expression of these genes must have been driven by systemic 
timing cues. Among these genes, I identified mPer2, a constituent of the core 
circadian oscillator. These data suggest a pleasingly simple mechanism for the 
synchronization of peripheral circadian clocks. In this model cyclic mPer2 
expression, which is hardwired to cell autonomous oscillators, is regulated by 
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oscillating blood-borne Zeitgeber cues. As a consequence the phase of all other 
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Les rythmes circadiens 
 La rotation de la terre autour de son axe soumet la majeure partie de la surface 
terrestre à une alternance de clarté et d’obscurité dont la période est 
reproductiblement de 24 heures. Le comportement et la physiologie de la plupart 
des êtres vivants sur la terre sont affectés en conséquence. Par exemple, la 
photosynthèse qui permet aux algues et végétaux de produire leur source de 
carbone réduit nécessite un rayonnement lumineux et n’a donc lieu que durant la 
journée. Les animaux, bien qu’auxotrophes n’en sont pas pour autant moins 
affectés dans leurs comportements et physiologie. En effet, certains animaux 
chassent leurs proies au moment où ils ont la plus grande aptitude à les apercevoir 
(la journée), d’autres, comme les souris qui seront le sujet de cette étude, au 
contraire cherchant à éviter d’être aperçues par d’éventuels prédateurs, ne se 
déplacent que la nuit. D’autres encore, comme les rapaces nocturnes, s’adaptent au 
rythme circadien de leur proies et chassent la nuit. Cette adaptation du 
comportement au rythme nycthéméral n’est pas sans conséquence sur la 
physiologie. En effet, si l’apport de nourriture est à ce point circadien, il n’est pas 
étonnant que de nombreux aspects de la physiologie, comme le maintien de la 
glycémie et de l’homéostasie de l’énergie soient également sujets à une régulation 
circadienne (Schibler et al., 2003). La capacité à traiter les composés toxiques 
contenus dans la nourriture ainsi que les médicaments est régulée de manière 
circadienne et l’activité de nombreuses enzymes change avec l’heure du jour. Si 
l’apport circadien de nourriture est un paramètre important de la régulation 
circadienne, il existe d’autres variables circadiennes influençant la physiologie. Par 
exemple, chez l’homme, lorsque l’on parle de rythmes circadiens, le premier 
exemple qui vient à l’esprit est l’alternance veille-sommeil (Achermann and 
Borbély, 2003). En effet, l’humain dort mieux durant la nuit que durant la journée 
au point qu’il concentre son temps de sommeil en une seule période de sommeil 
quotidienne, parfois additionnée de siestes de moindre importance1 . 
                                                     
1
 Il est important de noter que le sommeil n’est pas nécessairement circadien. En certaines 
circonstances, la périodicité du sommeil peut être complètement découplée d’autres paramètres 
circadiens comme la température corporelle (Borbély, 1982). 
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L’horloge circadienne 
 Comme dans toutes situations, il vaut mieux prévenir que guérir. Il n’est donc pas 
étonnant que l’évolution ait sélectionné les organismes capables d’anticiper le 
changement environnemental dû au cycle jour-nuit plutôt que les organismes 
simplement capables d’y répondre. Ainsi, la propriété la plus intéressante de ces 
rythmes circadiens est que, pour la plupart d’entre eux, ils ne dépendent pas 
effectivement de l’alternance du jour et de la nuit mais sont gouvernés par une 
horloge interne qui est capable de garder une période proche de 24 heures même 
lorsque toute référence au temps géographique est abolie (comme dans une salle 
où la lumière reste allumée ou éteinte toute la journée). C’est l’astronome Jean-
Jacques d’Ortous de Mairan qui fit cette découverte en 1729 en observant le 
mouvement nycthéméral des feuilles de mimosa. Plus d’un siècle plus tard, le 
botaniste genevois Auguste Pyrame de Candolle observa qu’en laissant des plants 
de mimosa dans une chambre dont la lumière était constante, le rythme d’ouverture 
des feuilles finissait par suivre son propre court et se désynchroniser du temps 
extérieur. Ceci démontrait que les rythmes des feuilles dépendaient non d’une 
réponse à la lumière mais des propriétés d’une horloge endogène. Cette horloge 
suit son court en conditions constantes mais reste synchronisée au rythme 
nycthéméral dans la nature. Cela démontre l’existence d’un oscillateur interne 
capable de générer une période proche de 24 heures. Cela suggère aussi l’existence 
d’une voie de signalisation d’entrée par laquelle les stimuli externes (lumière, 
température) ajustent la période de l’oscillateur afin que sa phase reste 
synchronisée avec le monde extérieur. Cela propose enfin l’existence d’une voie 
de sortie par laquelle cet oscillateur est capable de générer une réponse au niveau 
de la physiologie de l’organisme. Ceci est également vrai pour tous les organismes 
sensibles à la lumière, de la moisissure du pain à l’homme en passant par les 
végétaux. 
L’horloge est autonome à chaque cellule 
 Les organismes les plus simples chez lesquels une horloge circadienne est décrite 
sont les cyanobactéries (Kondo et al., 1997). Ces organismes unicellulaires sont 
capables de mesurer le temps et d’adapter leur programme d’expression génique en 
conséquence. La capacité de mesurer le temps doit donc tenir à l’intérieur d’une 
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cellule et ne pas nécessiter de communication intercellulaire. Ceci est vrai pour 
toutes les horloges étudiées à ce jour (Harmer et al., 2001). Chaque cellule contient 
son propre oscillateur, sa voie d’entrée et sa voie de sortie. Si l’oscillateur semble 
être virtuellement identique entre toutes les cellules d’un même organisme, les 
voies d’entrée et de sortie sont différentes. Chez les mammifères, par exemple, le 
temps extérieur est ressenti principalement par les yeux (Yamazaki et al., 1999, 
Menaker, 2003). Le signal est ensuite transmis via le tractus rétino-
hypothalamique aux neurones du noyau suprachiasmatique (NSC). La voie 
d’entrée de l’horloge du NSC est donc neuronale. La voie de sortie du NSC est très 
intéressante car elle transmet le signal temporel de façon chimique aux autres 
cellules de l’organisme. Le NSC agit donc comme un "chef d’orchestre" qui 
permet que tous les oscillateurs individuels gardent la même phase en accord avec 
le temps extérieur. En effet, ôter le NSC d’une souris la rend phénotypiquement 
arythmique (Stephan and Zucker, 1972): les oscillateurs individuels se 
désynchronisent (Yoo et al., 2004). L’importance de l’horloge du NSC est 
démontrée par des expériences de greffe où le NSC d’un hamster mutant dont la 
période libre est de l’ordre de 20 heures (mutant τ) est greffé sur un hamster 
NSCectomisé de type sauvage. Le hamster "empreinte" la période du donneur 
(Ralph et al., 1990). Donc la voie de sortie du NSC communique avec la voie 
d’entrée des autres cellules de l’organisme et les garde synchronisées à 
l’environnement. L’idée que chaque cellule possède son propre oscillateur vient 
principalement d’expériences d’explantation d’organes et de culture de cellules 
(Balsalobre et al., 1998, Plautz et al., 1997). Dans les deux cas, l’oscillation peut 
être détectée pendant quelques jours après explantation (pour les organes) ou après 
un traitement avec une ou plusieurs molécules. Dans les deux cas, l’amplitude de 
l’oscillation diminue avec le temps, suggérant soit que les oscillateurs ne peuvent 
persister dans de telles conditions, soit que les oscillateurs individuels se 
désynchronisent en l’absence de signal extérieur. La deuxième hypothèse s’est 
avérée puisque l’observation de cellules individuelles de souris par microscopie a 
permis de déterminer que leur horloge ne s’arrêtait pas mais se désynchronisait 
avec le temps (Nagoshi et al., 2004, Welsh et al., 2004). 
Génétique moléculaire des horloges circadiennes 
 L’avancée des techniques de génétique et de biologie moléculaire a récemment 
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permis d’identifier des composants de l’horloge. En effet, dès 1935 Erwin Bunning 
démontre que la période en cours libre du rythme circadien des plantes et des 
insectes est héritée génétiquement, en croisant des parents de périodes endogènes 
différentes. Cette propriété permit à Ronald Konopka et Seymour Benzer de mettre 
au point des cribles génétiques pour identifier des gènes jouant un rôle dans 
l’horloge circadienne de la drosophile (Konopka and Benzer, 1971). Notons que 
l’apparition de mutants arythmiques peut résulter d’une dysfonction de 
l’oscillateur mais aussi de la voie d’entrée (auquel cas les oscillateurs indépendants 
seront désynchronisés) ou de la voie de sortie (auquel cas les paramètres mesurés 
comme le mouvement des feuilles de mimosa ou l’activité locomotrice de la souris 
seront arythmiques). De tels mutants ont depuis été identifiés chez la souris, la 
drosophile, la moisissure Neurospora crassa, la plante crucifère Arabidopsis 
thaliana et la cyanobactérie Synechococcus elongatus. L’oscillateur de cette 
dernière est sans doute le mieux compris puisqu’il a été reconstitué in vitro à partir 
des trois composantes KaiA, KaiB et KaiC qui sont essentiels in vivo (Nakajima 
et al., 2005). KaiC est capable de s’auto-phosphoryler et se déphosphoryler. 
L’interaction avec KaiA augmente l’activité kinase tandis que KaiB inhibe 
l’activité de KaiA. En mélangeant ces trois protéines en présence d’ATP, un cycle 
de phosphorylation-déphosphorylation de KaiC d’une période proche de 24 heures 
peut-être observé durant plusieurs jours, impliquant que la propriété oscillatoire de 
l’horloge est contenue dans ces trois protéines. L’horloge des eucaryotes est moins 
bien circonscrite et semble impliquer une boucle retardée d’autorégulation 
négative au niveau de la transcription et de la traduction de certains gènes de 
l’horloge. En effet de nombreux gènes essentiels des horloges eucaryotes sont des 
facteurs de transcription (BMAL1 et CLOCK chez la souris, Clock et Cycle chez 
la drosophile, WC1 et WC2 chez N. crassa ou CCA et LHY chez A. thaliana).  
L’oscillateur chez les mammifères 
 Un modèle similaire est actuellement en vogue chez tous les eucaryotes étudiés 
(Hardin et al., 1990). En bref, des facteurs de transcription (éléments positifs) 
activent la transcription de gènes. Ces gènes codent pour des protéines (éléments 
négatifs) qui vont réprimer leur propre expression en interférant avec l’action des 
éléments positifs. Ainsi, selon la version "souris" de ce modèle, les facteurs de 
transcription CLOCK et BMAL1 hétérodimérisent et activent l’expression des 
 9
gènes CRY1 et 2 et PER1 et 2. Les protéines PERs et CRYs accumulent dans le 
cytoplasme jusqu’à atteindre une concentration seuil où elles s’assemblent en 
complexe, pénètrent dans le noyau et vont réprimer leur propre transcription. Ce 
cycle de transcription/traduction/inhibition se déroule en environ 24 heures et 
implique en plus la phosphorylation et la dégradation protéasomale des éléments 
négatifs. 
La voie d’entrée chez les mammifères 
 La voie d’entrée par laquelle la lumière influence l’oscillateur du NSC a été 
étudiée au niveau transcriptionnel. Une brève exposition à la lumière durant la nuit 
induit l’expression immédiate de certains gènes (Morris et al., 1998). Cette réponse 
ressemble à celle produite par un choc de sérum sur des fibroblastes avec 
l’induction de gènes tels que c-fos, fos-B, jun-B ou nur77. Il se trouve que Per1 et 
Per2 sont aussi parmi ces gènes. Cela procure un lien direct entre le stimulus 
lumineux et le changement de phase de l’oscillateur. Cette induction de Per1 et 2 
est également opérationnelle chez les fibroblastes traités avec du sérum 
(Balsalobre et al., 1998) et est accompagnée d’une resynchronisation des 
oscillateurs. L’identification de la voie de signalisation entraînant cette réponse 
s’est avérée difficile puisque des voies de signalisations aussi diverses que les 
MAP kinases, l’AMP cyclique, le calcium, les glucocorticoïdes ou même un choc 
de température sont capables de synchroniser les cultures de fibroblastes (Akashi 
and Nishida, 2000, Balsalobre et al., 2000b, Oh-hashi et al., 2002, Brown et al., 
2002). Il est difficile de savoir lesquelles de ces voies de signalisations sont 
importantes in vivo. 
 
 La façon dont le NSC synchronise la périphérie n’est pas claire mais des 
évidences expérimentales soutiennent les points suivants:  
• Le NSC n’a pas besoin de projeter de connections nerveuses dans 
l’organisme. En effet, un NSC greffé sur un hamster NSCectomisé 
restaure la rythmicité, même enfermé dans une capsule poreuse. Le signal 
doit donc être humoral (Silver et al., 1996). 
• Restreindre l’accès à la nourriture à certaines heures de la journée ou de la 
nuit peut aller jusqu’à inverser la phase des horloges périphériques alors 
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que l’horloge du NSC reste en phase avec la photopériode (Damiola et al., 
2000, Stokkan et al., 2001). 
• L’injection de glucocorticoïdes affecte la phase des horloges 
périphériques, et ce différemment suivant l’heure à laquelle ils ont été 
administrés. L’horloge centrale n’est pas affectée par les glucocorticoïdes 
(Balsalobre et al., 2000a). De plus l’inversion de phase par la nourriture 
semble être retardée par la fonction du récepteur des glucocorticoïdes 
(Minh et al., 2001)2 . 
Le taux de glucocorticoïdes dans le sang varie lui-même de façon 
circadienne ce qui serait consistant avec un rôle dans la voie d’entrée des 
horloges périphériques. 
• Enfin la température corporelle des animaux homéothermes varie de 
manière circadienne. Un tel cycle de température est suffisant pour garder 
l’horloge de fibroblastes cultivés en synchronie (Brown et al., 2002).  
Il n’est donc pas facile de dessiner un modèle simple de la voie de signalisation qui 
permet au NSC de synchroniser les horloges périphériques. Le NSC pourrait par 
exemple n’avoir d’influence que sur l’activité locomotrice. Celle-ci ensuite 
déterminerait l’heure à laquelle la souris se nourrit. Cet apport de nourriture 
pourrait changer la température corporelle et donc la phase de ses horloges 
périphériques. Les voies de signalisation par lesquelles la nourriture pourrait 
influencer les horloges sont inconnues. La voie de signalisation des 
glucocorticoïdes en revanche est beaucoup plus simple. Ces molécules lipophiles 
diffusent dans les cellules et activent leur récepteur qui est un facteur de 
transcription pouvant directement activer PER1 via des GREs présents dans son 
promoteur (Yamamoto et al., 2005). Cette voie de signalisation n’est par contre pas 
essentielle in vivo puisque les hépatocytes de souris dont le récepteur aux 
glucocorticoïdes est inactivé dans le foie, restent parfaitement en phase avec la 
photopériode (Balsalobre et al., 2000a). 
La voie de sortie de l’horloge circadienne 
 Comment l’oscillateur circadien influence-t-il la physiologie et le comportement 
                                                     
2
 En effet le découplage des horloges périphériques et centrale lors de la restriction de l’accès à 
la nourriture est beaucoup plus rapide dans le foie de souris ayant une perte de fonction 
hépatospécifique du récepteur des glucocorticoïdes. 
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de l’organisme?  Cet oscillateur impliquant de nombreux facteurs de transcription, 
il est logique de chercher des réponses au niveau transcriptionnel. Ainsi de 
nombreux travaux dont les nôtres ont étudié les évolutions du transcriptome avec 
l’heure du jour (Kornmann et al., 2001, Akhtar et al., 2002, Panda et al., 2002a, 
Storch et al., 2002, Ueda et al., 2002). Puisque les gènes PERs et CRYs sont 
régulés de manière circadienne par l’hétérodimère CLOCK-BMAL1 et par eux-
mêmes, on peut facilement imaginer qu’une régulation similaire opère sur d’autres 
gènes. Ces gènes sont soit directement impliqués dans la régulation circadienne de 
la physiologie, soit eux-mêmes les régulateurs d’autres gènes en aval. Par exemple 
le gène DBP est activé par CLOCK et BMAL1, et réprimé par les PERs et les 
CRYs (Ripperger et al., 2000). La protéine DBP qui accumule ainsi de manière 
circadienne (Wuarin and Schibler, 1990) est un facteur de transcription activateur 
impliqué dans la régulation de nombreux aspects de la physiologie circadienne 
(Gachon et al., 2004a). Un autre facteur dont la régulation circadienne est analogue 
à celle des PERs et CRYs est REV-ERBα (Preitner et al., 2002, Triqueneaux et al., 
2004). Ce récepteur orphelin agit comme répresseur de la transcription et donne 
donc à ses cibles une phase d’expression opposée à celle des cibles de DBP. REV-
ERBα est par exemple responsable de l’accumulation circadienne de BMAL1 
(Preitner et al., 2002). Le minimum d’expression de BMAL1 est à ZT10 (10 
heures après l’allumage de la lumière) au moment du maximum de la protéine 
REV-ERBα. Cette boucle de régulation négative de REV-ERBα sur son activateur 
ne joue pas un rôle central dans l’oscillateur puisque l’inactivation du gène de 
REV-ERBα n’a qu’une influence marginale sur la rythmicité générale des souris. 
En revanche, elle nous procure un moyen de contrôler l’expression de BMAL1 qui 
sera bien utile pour mes travaux. 
Projet de thèse 
 Pendant mon travail de thèse, j’ai d’abord caractérisé de nombreux gènes cibles de 
l’horloge dans le foie grâce à une nouvelle technique de "differential display" 
nommé ADDER que j’ai développée dans l’idée d’optimiser la détection des gènes 
faiblement exprimés3 . Ces résultats sont décrits dans la publication annexe 
(Kornmann et al., 2001). 51 transcrits hépatiques dont l’accumulation varie suivant 
                                                     
3
 En effet les transcrits dont l’accumulation est circadienne ne peuvent pas avoir une longue 
demi-vie et donc ne s’accumulent vraisemblablement pas en grande quantité. 
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l’heure du jour ont été clonés et séquencés. La plupart de ces gènes ont une 
fonction relative à la détoxification des aliments et l’homéostasie de l’énergie. Ce 
résultat suggère comment l’horloge circadienne peut réguler la physiologie en 
impactant sur la transcription et, par voie de conséquence, sur l’accumulation 
d’enzymes du métabolisme. L’avancée récente des techniques de "puces d’ADN" a 
permis de confirmer et de compléter ces résultats par la suite. En effet, de 
nombreuses études utilisant ces puces (Akhtar et al., 2002, Panda et al., 2002a, 
Storch et al., 2002, Ueda et al., 2002) ont été effectuées et à l’heure actuelle, plus 
de 800 gènes ont reçus le qualificatif de circadien dans le foie (Duffield, 2003). 
Ces gènes circadiens peuvent être directement des cibles des gènes de l’horloge du 
foie comme c’est le cas pour DBP et REV-ERBα (Ripperger et al., 2000, 
Triqueneaux et al., 2004). Ils peuvent être également des cibles de facteurs de 
transcription cibles de l’horloge ou même des cibles de cibles de cibles de 
l’horloge. Mais on s’attend également à trouver parmi ces gènes circadiens, des 
gènes qui ne soient pas des cibles directes ou indirectes de l’horloge du foie mais 
qui répondent aux changements systémiques des paramètres circadiens que sont, 
par exemple, la température corporelle, la concentration sanguine de mélatonine, 
de glucocorticoïdes, de corticotropine, d’hormone antidiurétique ou de toxines 
provenant de la nourriture. Ces gènes cibles des paramètres systémiques ne sont 
pas directement distinguables des gènes cibles de l’horloge du foie dans une 
expérience de puce à ADN. Il est pourtant d’un grand intérêt de connaître ces 
gènes car ils ont le potentiel d’agir dans la voie d’entrée de l’horloge. Il est aussi 
crucial de savoir combien des gènes circadiens dépendent de l’horloge locale et 
combien dépendent des paramètres systémiques afin d’avoir une idée de 
l’importance physiologique de l’horloge locale. 
Afin de distinguer les gènes régulés par l’horloge locale de ceux régulés par 
l’horloge systémique, j’ai généré une lignée de souris transgéniques dans 
lesquelles l’horloge du foie est spécifiquement inactivée. Pour arriver à ce résultat, 
j’ai tiré avantage du fait que REV-ERBα est un répresseur de BMAL1. Dans les 
conditions normales, l’accumulation circadienne de REV-ERBα permet la 
transcription de BMAL1 dans une fenêtre de temps suffisante à l’accumulation du 
messager puis de la protéine. En exprimant un transgène REV-ERBα de manière 
constante tout au long de la journée, l’expression de BMAL1 sera toujours 
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réprimée et ne permettra plus à l’horloge de fonctionner. En restreignant 
l’expression de ce transgène aux hépatocytes, l’horloge du foie devrait être 
inactivée sans pour autant toucher aux paramètres systémiques qui conduisent à 
l’expression circadienne de leurs cibles hypothétiques. Enfin, afin de pouvoir 
étudier le comportement de l’oscillateur lors de sa remise en route, j’ai utilisé un 
transgène inductible. Le cDNA de REV-ERBα est placé sous le contrôle d’un 
promoteur CMV minimal en amont duquel se trouvent sept "tetracycline 
responsive elements" (TRE) (Gossen and Bujard, 1992, Gossen et al., 1994). Ce 
transgène a été transféré dans la souris par microinjection pronucléaire. Les souris 
porteuses de ce transgène seul ne l’expriment pas. Afin d’obtenir l’expression du 
transgène, ces souris doivent être croisées avec des souris qui expriment une 
protéine de fusion entre le répresseur de l’opéron de la tétracycline de E. coli et le 
domaine d’activation de la protéine VP16 du virus herpes simplex. Cette protéine 
de fusion reconnaît les TREs dans le promoteur du transgène et active sa 
transcription. De plus, la tétracycline comme son analogue moins toxique 
doxycycline empêche la liaison de la protéine aux TREs et en conséquence, 
l’expression du transgène peut être stoppée par l’administration de doxycycline 
dans la nourriture des souris (Kistner et al., 1996). J’ai donc croisé mes souris 
TRE-REV-ERBα avec des souris LAP-tTA (Kistner et al., 1996) qui expriment la 
protéine de fusion Tet-répresseur/VP16 (tTA) sous le contrôle du promoteur et 
LCR de LAP4) exclusivement dans les hépatocytes. Ces souris ont un 
comportement locomoteur et alimentaire normal. Comme attendu, l’expression 
hépatique du transgène a un effet drastique sur l’expression de BMAL1 ainsi que 
sur celle des gènes cibles de BMAL1 que sont DBP et le REV-ERBα endogène. 
L’expression de PER1 et de CRY1 est également réduite en conséquence. Au 
contraire, l’expression de PER2 ne semble pas souffrir de la réduction de la 
quantité de BMAL1 et son amplitude circadienne reste aussi prononcée que dans 
les souris de type sauvage ou nourries à la doxycycline. Ce résultat remet en cause 
l’idée que BMAL1 soit absolument nécessaire à l’expression de PER2 et propose 
PER2 comme gène dont l’expression circadienne serait conduite par des 
paramètres systémiques. Ceci fait également de PER2 un excellent candidat 
comme gène de la voie d’entrée de l’horloge. 
                                                     
4
 "Liver Activating Protein" 
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Ces souris ont également été utilisée dans une expérience de puce d’ADN où 
l’expression des gènes a été comparée entre différents temps de la journée avec et 
sans doxycycline. Cette expérience a démontré que la plupart des 351 gènes 
détectés comme circadiens dans le foie étaient affectés par l’expression du 
transgène. Elle a aussi permis de trouver une trentaine de gènes dont l’expression, 
bien que circadienne, reste inchangée avec l’expression du transgène. Parmi ces 
gènes se trouvent bien évidemment PER2 mais aussi de nombreuses protéines 
"Heat-shock" ainsi que d’autres gènes cibles du facteur de transcription "heat 
shock factor" ainsi que d’autres gènes comme la tubuline α ou la nocturnine. 
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 Chapter 1 
 
Circadian rhythms 
The alternation of day and night provokes environmental changes that impact 
deeply on every living organism’s life. This impact is not limited to light-
dependent processes like photosynthesis or vision, but affects those influenced by 
temperature and moisture, which differ between day and night. It is then not 
surprising that most physiology and behavior display great circadian variations. 
Most predators tend to be active when their visual acuity is appropriate for 
hunting. Mice, in contrary, need to avoid predators and thus are active mainly 
during the night. In turn, some predators have evolved extremely potent sensory 
systems that allow them to hunt nocturnal rodents during the night. In any case, 
these adaptations lead to a strong circadian behavioral rhythmicity.  
In humans, sleep-wake cycles are the most obvious circadian manifestations of 
behavior (Achermann and Borbély, 2003, Borbély, 1982), and most of the human 
sleeping time is generally concentrated to the night.  Sleep is thought to be a 
homeostatic process that gets synchronized to the circadian rhythm in man 
(Borbély, 1982). In many other species, the sleep and wake episodes are much 
more widespread throughout the day, although the frequency of the rest activity 
bouts is still coupled to the circadian timing system.  
In addition to sleep-wake cycles, many physiological parameters fluctuate in a 
circadian fashion. Since rest-activity rhythms drive daily feeding patterns, it is not 
surprising that processes associated with metabolism and energy homeostasis are 
strongly influenced by the circadian timekeeper.  Hence, glucose and triglyceride 
plasma levels (Rudic et al., 2004), liver glycogen content (Ishikawa and Shimazu, 
1976), and the activity of many food detoxifying enzymes (Furukawa et al., 1999, 
Lavery et al., 1999) are all subject to daily fluctuations. Some of these rhythms are 
of high medical relevance. For example, the oscillating expression of 
detoxification enzymes engenders daily changes in the processing and clearance of 
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many drugs used in the clinic5  (Mormont and Levi, 2003). 
These physiological rhythms are not merely a response to environmental changes, 
but are entrained by the circadian clock and can therefore anticipate the changes. 
For example, mice that feed during the dark phase transcribe genes encoding 
enzymes implied in food processing a few hours before the light is turned off 
(Kornmann et al., 2001, Akhtar et al., 2002, Panda et al., 2002a, Storch et al., 
2002, Ueda et al., 2002). This anticipatory behavior allows to provide a 
presynthesized pool of food-processing enzymes at the very time when the mouse 
will start its feeding period.  
 Chapter 2 
 
The circadian clock 
The most striking property of circadian rhythms is that most of them persist even 
in the absence of environmental changes. For example, mice kept in a cage 
equipped with a running-wheel display a characteristic locomotor activity cycle 
that is correlated to the light-dark environmental cycle, but continue to display 
highly rhythmic wheel-running behavior with a period length close to 24 hours 
under constant conditions (e.g. constant darkness and temperature). Since the 
period is close but not equal to 24 hours, this cycle free-runs and drifts away from 
geophysical time. Moreover, this endogenous period length is under genetic 
control, as mutation and/or polymorphisms in many genes can influence it in a 
strictly heritable fashion. This property demonstrates that mice are equipped with a 
biological clock that allows them to rest and wake-up at predictable times. The 
ability to predict rather than merely respond to an environmental change seems to 
be of such great benefit that circadian clocks can be found throughout the tree of 
life in prokaryotes (cyanobacteria), protozoans, fungi, plants and metazoans6. In 
the laboratory, however, the importance of the circadian clock in terms of 
evolutionary fitness has been shown only in two organisms, the cyanobacterium 
                                                     
5
 This is the basis of chronotherapy. Drugs might vary in term of efficiency and toxicity 
depending on their time of administration. It might thus be possible to optimize chemotherapies by 
determining the appropriate time of drug administration. 
6
   With the notable exception of archaebacteria where no circadian clock has been nowadays described. 
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Synechococcus elongatus and the plant Arabidopsis thaliana. When cyanobacteria 
wild type and mutant strains with different period lengths are grown in mixed 
cultures under different T-cycles7, the one with a resonating period length will out 
grow the one whose period length is not matched to the T-cycle after a few 
generations. (Ouyang et al., 1998, Woelfle et al., 2004). Hence, the same mutation 
can be beneficial or deleterious, depending on the length of the T-cycle. This 
reciprocity rules out that the clock mutation merely reduces the fitness of the strain 
carrying it. Surprisingly, even a clock-deficient strain can outgrow a clock-
proficient one, when they are co-cultured in constant light (Woelfle et al., 2004). 
As demonstrated recently, the green plant Arabidopsis thaliana also profits from a 
resonating clock. Thus, plants with a period length matching that of the imposed T-
cycle perform photosynthesis more efficiently and grow faster than plants with 
non-resonating clocks (Dodd et al., 2005). Experimental evidence for the 
evolutionary importance of a circadian clock in other organisms (and a fortiori in 
non-photosynthetic organisms) is clearly missing, but one can easily speculate 
about the reasons of why such a time measuring system would be important. For 
example, detoxifying enzymes like the p450 cytochrome family might be highly 
beneficial in the presence of the toxic compounds they metabolize. In the absence 
of such compounds, they might be deleterious by overmetabolizing endogenous 
compounds and by generating reactive oxygen species (Bondy and Naderi, 1994). 
The ability to anticipate the presence of toxic compounds by constituting stocks of 
detoxifying enzymes together with the ability to keep these enzymes at a low level 
when they are not required might thus represent a selective advantage. As 
mentioned above, another likely selective advantage of circadian clocks is related 
to predator avoidance.  
An interesting property of circadian clocks is their temperature-compensation, that 
is, their period length is nearly independent of the external temperature. This is in 
striking contrast to the strong temperature dependence of most biochemical 
reactions. In cold-blooded organisms such a temperature compensation is 
obviously essential, but surprisingly, it also applies for circadian oscillators of 
warm-blooded species (Izumo et al., 2003). 
                                                     
7
   A T-Cycle is a schedule of illumination consisting of a regular alternation of light and darkness with a 





Figure 2.1:  Formal sectioning of the circadian clock into an oscillator, an input 
pathway and an output pathway. Below is a comparison to the well known 
mechanical wrist watch that has to be reset by hand (input), possesses a 
mechanical clockwork that generates an self-sustained rhythm (oscillator), and 
hands to display the time (output) 
 
 
2.1 Anatomy of the mammalian circadian clock 
Formally, a clock has to be divided into three interconnected features (see figure 
2.1). At its center lies the oscillator that generates the periodicity. Since its 
precision is limited, it has to be periodically reset. Thus an input pathway must 
exist that feeds environmental cues to the oscillator and thereby resets its phase.8 . 
Since in humans the phase shifting capacity is limited to about an hour a day, 
overseas travelers who fly east or westwards and thereby change the time zone by 
several hours within a very short time span suffer from jet-lag for a few days 
following the journey. Obviously, the clock also needs an output pathway by 
which the temporal information from the oscillator is translated into overt rhythms 
                                                     
8
 Indeed, giving light pulses during the night changes the phase of the circadian clock. If light is 
delivered during the first part of the night, the circadian clock will be delayed. If light is given during 
the second part of the night, the clock will be advanced. The graph plotting the phase change as a 
function of time when light pulses are delivered is called a phase response curve (PRC).  
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in physiology and behavior. 
While studies in algae and protozoans suggested that the circadian clock can be 
contained in a single cell, initial studies in mammals rather led to the belief that it 
involves a complex neuroendocrine circuitry. Indeed, lesions of the 
suprachiasmatic nucleus of the hypothalamus cause arrhythmicity in all examined 
circadian species (Stephan and Zucker, 1972). This small neuroendocrine gland is 
located above the optic chiasm and is composed of approximately 20’000 cells 
(Silver and Schwartz, 2005). It is ideally situated to receive photic inputs via 
neuronal afferents from the optic tract. This photic input helps keeping the SCN - 
and thus the organism - in phase with the environment. Indeed, enucleated mice 
are visually and circadianly blind, and their clock free-runs even in light-dark 
conditions (Nelson and Zucker, 1981, Yamazaki et al., 1999). While the circadian 
function of the SCN as a circadian master pace maker is now well established, the 
role played by the neuroendocrine function of the SCN appears now to be related 
to output function rather than to 24-hour rhythm generation. Indeed, such 
oscillators have been found in a variety of peripheral tissues (Yamazaki et al., 
2000) and even in cells cultured in vitro (Balsalobre et al., 1998). Therefore, it is 
now believed that the SCN acts as a relay that transform the neural input from the 
retina into chemical and neuronal Zeitgebers that keep the peripheral oscillators 
synchronized. In the absence of external photoperiod (i.e. in dark-dark conditions) 
the SCN master clock continues to synchronize peripheral oscillators by imposing 
its free-running period to slave oscillators, just like an orchestra conductor would 
give the tempo to individual players (Pando et al., 2002). 
 Chapter 3 
 
Molecular genetics of the circadian clock 
The circadian clock has been studied at the biochemical and genetic level in 
different model organisms, such as the fruit fly Drosophila melanogaster, the 
filamentous fungus Neurospora crassa, the plant Arabidopsis thaliana, the 
cyanobacterium Synechococcus elongatus, and the mouse Mus musculus. Genetic 
screens have proved useful in retrieving mutants with either arrhythmic or period 
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length phenotypes (Konopka and Benzer, 1971, Feldman and Hoyle, 1973, King 
et al., 1997, Ishiura et al., 1998). A mutation that causes arrhythmicity does not 
necessarily affect the oscillator itself, but the arrhythmicity could also be caused by 
a defect in the input or output pathways. In fact, arrhythmicity could result from an 
arrested oscillator, a failure to keep the different body oscillators synchronized, or 
a deficiency in translating the temporal information to overt rhythms in physiology 
and behavior. However, it is more difficult to conceive that a mutation in the 
output pathway affects the period length of the clock. Hence, a change in period 
length is usually taken as evidence that the oscillator itself is affected. This is 
however not necessarily true, since the impact of the input pathway can also be 
viewed as adaptation of the phase by transiently changing the period length of the 
oscillator. For example during a phase advance, the period will be shorter during a 
few days in order to match the new photoperiod. Thus a mutation that changes the 
period length can in principle affect either the oscillator or the input pathway. It is 
thus difficult to distinguish between a mutation that affects specifically the 
oscillator and a mutation that affects specifically the input pathway. 
3.1  Molecular makeup of circadian oscillators 
3.1.1  The cyanobacteria oscillator 
At present, the best understood oscillator is the clock of the cyanobacterium S. 
Elongatus, since it has been reconstituted in vitro from only three components that 
are essential for rhythmicity in vivo (Nakajima et al., 2005). The three proteins 
KaiA, KaiB and KaiC are transcribed from two operons (Ishiura et al., 1998). KaiC 
is both an auto-kinase and an auto-phosphatase. KaiA interacts with KaiC and 
stimulates its auto-kinase activity. KaiB in contrast attenuates the activity of KaiA 
(Kitayama et al., 2003). Mutant analysis revealed a strong correlation between 
KaiA:KaiC or KaiA:KaiB interaction strength in vitro and the length of the free-
running period in vivo (Iwasaki et al., 1999)9 . KaiC forms hexamers, and its 
structure reveals that it contains RecA-like NTP binding pockets, a feature that is 
also typical for many molecular motors (e.g.  F0/F1-ATPases, helicases, 
unfoldases, or metabolite transporters, Ye et al., 2004). When recombinant KaiA, 
                                                     
9
 Mutations that enhance the interaction usually lengthen the period while mutations that 
diminish the interaction shorten the period. 
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KaiB and KaiC are incubated in appropriate amounts in the presence of ATP, a 
robust oscillation in KaiC phosphorylation with a period close to 24h is observed 
for a few days. This very striking new observation has rendered previous models 
for the cyanobacteria clock obsolete. All of these implied a negative feedback loop 
in kai gene expression. Since these data clearly show that transcription is not 
necessary, we have to reconsider our view of the cyanobacterial clock, and perhaps 
also that of circadian clocks operative in eukaryotic systems. In spite of the 
possibility to generate circadian rhythms with only three purified proteins in vitro, 
we are far from understanding the molecular details involved. The structural data 
on KaiC show that this polypeptide forms hexameric rings. Many hexameric ring 
complex ATPases are thought to undergo a sequential cycle of ATP hydrolysis that 
proceeds from one subunit to the other in a rotating fashion (Singleton et al., 2000, 
Mancini et al., 2004, Gao et al., 2005). It is thus tempting to speculate that the 
phosphorylation/dephosphorylation cycles of KaiC proceed by the cyclic binding 
of KaiA to KaiC, accompanied by a slow auto-phosphorylation (Wang, 2005). 
3.1.2  Eukaryotic oscillators 
The transcriptional/translational feedback loop model 
In eukaryotes, and more specifically in mice, a very different model is now in 
fashion. From the fact that many clock-genes are circadianly transcribed and that 
many clock-genes are transcription factors, it is thought that transcription plays a 
central role in generating the 24h rhythm. Until recently, a similar model has been 
proposed for N crassa, D melanogaster and M musculus (see figure 3.1): positive 
elements activate the expression of the negative elements. These negative 
components are translated in the cytoplasm into monomeric proteins. In this cell 
compartment, a panoply of post-translational events involving multi-subunits 
assembly and phosphorylation are supposed to regulate the stability and the 
nuclear entry of these negative elements. Once in the nucleus, multimeric 
complexes of negatively acting proteins are thought to interfere with the positive 
elements, thereby repressing their own transcription. Since the negatively acting 
transcription factors decay with half-lives of only a few hours, their cellular 
concentration falls below the threshold level required for autorepression, and a 
new accumulation cycle can ensue. The kinetic rate constants – encompassing 
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transcription and translation rates, mRNA and protein decay rates, phosphorylation 
and dephosphorylation rates, protein:protein association and dissociation rates, 
nuclear import and export rates) are believed to have evolved such as to allow for 
approximately 24h-hour accumulation cycles of repressor complexes in the 
nucleus. In this model, The post-translational events are essential in delaying the 
accumulation and action of the negative elements in the nucleus, as mathematical 
models predict that without such delays the system would quickly fall into 








Repressilators: Artificial transcription feedback loop oscillators 
 That a transcriptional activation/repression network can result in an oscillatory 
behavior has been ascertained in bacteria, albeit using a different regulation 
scheme (Elowitz and Leibler, 2000). In this study, the authors engineered a 
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synthetic regulatory network in which repressor A represses the transcription of 
repressor B, which represses the transcription of repressor C, which in turn 
represses the transcription of A. This regulatory network displays an oscillatory 
behavior with a greatly varying period length from one cycle to the other (average 
period length approx. 2 hours). The great variability is probably caused by 
stochastic noise in gene expression. This experiment demonstrates that a negative 
transcriptional feedback loop can indeed generate oscillations and thus establishes 
proof of principle. But it also tells us that some other constraints have to be 
fulfilled in order to limit the noise causing period length variability (Barkai and 
Leibler, 2000). Thus far no successful attempts have been published on synthetic 
biological oscillators generating 24 hour rhythms. 
The Drosophila circadian oscillator 
The transcription feedback loop model was first formulated to describe the 
Drosophila oscillator (Hardin et al., 1990), at the time when only a single clock 
gene, period (per) had been isolated. During the past decade we have witnessed an 
explosion of clock gene discoveries, and as of today the repertoire contains more 
than ten genes. These include genes encoding transcription factors [clock (clk), 
cycle (cyc), PAR domain protein 1 (pdp1), vrille (vri), period (per), timeless (tim)], 
protein kinases [double-time (dbt, a homolog of mammalian casein kinases 1ε and 
δ), shaggy (sgg, a homolog of mammalian GSK3, and casein kinase 2 (ck2)], the 
RNA-binding protein NonA, and the blue light receptor cryptochrome (cry), which 
acts both as a circadian photoreceptor and a core clock component of peripheral 
oscillators. CLK and CYC, the two members of the positive limb, are transcription 
factors of the basic-helix-loop-helix (bHLH) family. They act as heterodimers that 
activate their targets (per, tim) through recognition elements called E-boxes. PER 
and TIM instead belong to the negative limb. CLK and CYC activate per and tim 
from noon to the beginning of the night. PER does not accumulate because it is 
phosphorylated by DBT and targeted for degradation. Only when TIM levels are 
high enough, PER and TIM can dimerize. This has the net effect of stabilizing 
phosphorylated PER. The DBT-PER-TIM complex is then the target of SGG, 
which phosphorylates TIM and allows the whole complex to enter the nucleus. In 
the nucleus, PER dissociates from TIM, binds to CLK, and inhibits the DNA 
binding activity of the CLK-CYC heterodimer, thereby repressing per and tim 
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transcription. DBT can phosphorylate CLK, leading to its proteasomal 
degradation. PER and TIM are no longer produced and will then decay, allowing a 
new round of transcription to take place on the next day (for a review see (Hardin, 
2005)). 
Another feedback loop leads to the circadian expression of CLK. It involves the 
transcriptional repressor VRI and the activator PDP1. vri is also a target of CLK-
CYC and PER-TIM and is therefore expressed in phase with per and tim. As VRI 
represses the transcription of clk (Glossop et al., 2003, Cyran et al., 2003), this 
leads to antiphasic cycles of clk mRNA accumulation. Since vri and pdp1 are 
essential genes, the precise role of this second feedback loop in rhythm generation 
is less well understood. 
The mammalian oscillator 
Except for CLOCK and CK1ε, which have been identified through a heroic 
forward genetic approaches by Joseph Takahashi and his coworkers (King et al., 
1997; Lowrey et al., 2000), all other clock genes have been found by reverse 
genetics, either by homology to a Drosophila counterpart (mPERs and mCRYs), 
by a two-hybrid screen (BMAL1), or by biochemical endeavors (REV-ERB and 
ROR isoforms, NONO, the ortholog of Drosophila NonA). The model in mice has 
been adapted to the Drosophila model with a few variations: Two clk homologs 
are found in mouse, namely mClock and Npas2, There are also two cyc homologs 
(Bmal1 and Bmal2), two per homologs (mPer1 and 2)10 and two dbt homologs 
(Ck1ε/Tau  and Ck1δ). A tim homolog also exists in the mouse genome, but the 
implication of this gene in circadian rhythm generation is somewhat 
controversial11  (Zylka et al., 1998, Gotter et al., 2000, Benna et al., 2000). In 
addition to these genes, two cryptochrome isoforms (mCry1 and mCry2) are also 
implicated in circadian pacemaking. This is in contrast with the drosophila cry, 
which is involved in photoperception and only appears to play a role as a core 
clock constituent in peripheral Drosophila oscillators (Stanewsky et al., 1998, 
Emery et al., 1998, Krishnan et al., 2001). Bmal1 knockout mice and 
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 There also exists a third homolog mPer3 but it does not seem to play any role in the circadian 
clock 
11
 The gene known as mTim is a paralog and does not seem to play any role in circadian 
rhythmicity 
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mCry1/mCry2 or mPer1/mPer2 double knock-out mice are completely arrhythmic 
(van der Horst et al., 1999), while Clock knockout mice still show circadian 
locomotor activity (Steve Reppert, personal communication).  Presumably, NPAS2 
can substitute for CLOCK in animals with a clock null allele.  
  
Figure 3.2:  Sketch of the presently publicized model for the generation of 
circadian rhythms in mammalian cells 
 
 
Although the mCRYs seem to have taken the role of Drosophila tim in the 
mammalian oscillator, the general principle remains the same in both species (see 
figure 3.2). The CLOCK-BMAL1 heterodimer is thought to activate the 
transcription of mCry and mPer genes. mCRYs and mPERs accumulate and form 
complexes with a poorly defined stoichiometry12. These complexes enter the 
nucleus where they repress the transcription of the mPer and mCry genes. Another 
feedback loop involves the anticyclic transcription of Rev-erbα, which is also 
governed by CLOCK-BMAL1 and PER-CRY complexes.  (Preitner et al., 2002, 
Triqueneaux et al., 2004). The repressor REV-ERBα, in turn, represses Bmal1 and 
Clock transcription by competing with ROR activators for the binding to two 
RORE sequences within the Bmal1 promoter (Preitner et al., 2002, Guillaumond et 
al., 2005, Akashi et al., 2005). This renders Bmal1 transcription highly circadian, 
                                                     
12
 but include some other proteins like NONO and WDR5 (Brown et al., 2005). 
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with a phase opposite to that of Per and Cry transcription. While this feedback 
loop within the positive limb is not absolutely necessary for circadian rhythm 
generation, it makes the oscillator more robust and is important for the gating of 
phase advances during the second half of the night (Preitner et al., 2002).  
There are a few points that are worth discussing about this model: for example, 
mCry1 transcript accumulation is not at all in phase with the expected phase of 
expression of a bona fide BMAL-CLOCK and PER-CRY regulated gene. Indeed 
its peak is close to ZT2013  in the liver. According to the most straightforward 
negative feedback scenario, one would expect that mCry and mPer transcription 
would be synchronous and lowest when CRY and PER proteins reach their 
maximal nuclear levels. However this is far from being the case (see Gachon et al., 
2004b). Moreover, mathematical modeling indicates that a protein cycle cannot be 
delayed by more than about four hours from that of its mRNA cycle, unless 
translation and protein decay are uncoupled from the mRNA accumulation rhythm 
(Fonjallaz et al., 1996, Gachon et al., manuscript submitted). Hence one has to 
think of additional mechanisms by which the same set of transcriptional activators 
and repressors can determine different phases of circadian gene expression. This 
might involve more indirect cascades, such as those operative in the repressilator 
model (see above) or chromatin modifications that keep the gene silent even in the 
absence of the original repressors (Gachon et al., 2004b). Thus, in order to fit the 
model to the data, one needs to integrate several additional layers of complexity, 
such as post-transcriptional regulation and chromatin imprinting. The direct 
relationship between cyclic mRNA expression and cyclic protein accumulation 
that constitutes the heart of the model definitely must be reconsidered. In 
Drosophila, recent experiments have also cast doubts on the significance of cyclic 
transcription in circadian rhythm generation. For example, it has been shown that 
per, tim double mutant flies could be rescued by expressing PER and TIM from 
transgenes driven by constitutively active promoters (Yang and Sehgal, 2001). 
This unexpected result also suggests that an auto-regulatory feedback loop 
implying per or tim is not essential for circadian oscillator function. It is thus 
possible that animal circadian oscillators resemble the post-translational oscillator 
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 In a typical 12h light 12h dark photoperiod, ZT0 (zeitgeber time 0) is the time of light on and 
ZT12 is the time of light off. ZT 20 thus means 20 hours after light-on and 8 hours after light-off. 
 28
of cyanobacteria more closely than hitherto assumed. 
3.2 The input pathway 
3.2.1 The SCN is reset by light 
In order to remain synchronized to the environment, the different body oscillators 
have to be periodically reset. The eyes play a crucial role in sensing the 
photoperiod. Hence enucleated animals are visually and circadianly blind 
(Yamazaki et al., 1999, Nelson and Zucker, 1981). Their clock cannot remain 
synchronized to the photoperiod and  is therefore free-running with its endogenous 
period length.  
Opsins 
Surprisingly, Rd mice devoid of both rods and cones still entrain to the 
photoperiod (Freedman et al., 1999). The action spectrum of the light-sensitive 
pigments responsible for the remaining photoperception in these mice fits 
nevertheless that of a typical opsin and has recently been identified as melanopsin 
(Provencio et al., 1998). This photopigment is expressed in the ganglion cells of 
the retina inner layer (see figure 3.3). Melanopsin knock-out mice only display 
mild phase-shifting phenotypes and can entrain to a circadian photoperiod (Ruby 
et al., 2002, Panda et al., 2002b). In contrast, when the melanopsin knock-out 
allele is bred into Rd mice, these completely lose circadian photoentrainement and 
free-run in the presence of a light-dark cycle (Panda et al., 2003, Hattar et al., 
2003). This clearly demonstrates that the circadian photoperception is a property of 
both the cells of the outer retina (rods and cones) and melanopsin-expressing 
ganglion cells of the inner retina. Two major concerns remain to be addressed:  
• is melanopsin a bona fide photopigment or merely a pathway transducer or 
a photoisomerase?   
• is photoperception in the outer retina actually performed by the known 





Figure 3.3:  Morphological organization of the retina 
 
 
These two concerns are legitimated by the fact that vitamin A depletion in mice 
lacking the retinol binding protein causes blindness without affecting circadian 
photoperception, by depleting the retinol cofactor from the opsin-based pigments 
(Thompson et al., 2001). It is thus either possible that a non-opsin based pigment is 
active in the outer retinal rods and cones, or that melanopsin plays an essential role 
in relaying the photic signal but that its retinol moiety is not necessary for 
perceiving it. 
Cryptochromes 
 Cryptochrome is the major circadian photoreceptor in drosophila (Stanewsky 
et al., 1998, Emery et al., 1998). It is a flavin- and folate-containing blue-light 
photoreceptor with a high-degree of similarity with DNA photolyases14 . The two 
mouse homologs mCry1 and mCry2 seem to have shifted from assuming a purely 
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 Photolyases are DNA repairing enzymes that use blue-light to initiate the reparation of 
pyrimidine dimers (Partch and Sancar, 2005) 
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photoreceptive role to executing a more central role in the core oscillator. Indeed, 
mCry1/mCry2 mice are arrhythmic (van der Horst et al., 1999). It is thus difficult 
to assess their involvement in circadian photoperception. Mammalian CRY 
proteins nevertheless seem to play a role in light perception, since their 
involvement in pupillary reflex has been established (van Gelder et al., 2003). So 
cryptochromes are still other likely candidates that might sense light input and 
transmit this information via the melanopsin of inner-retinal ganglion cells to the 
SCN. 
Signal transduction 
 The light signal is transmitted from the retina to the SCN via neural connections 
through the retinohypothalamic tract. Both glutamergic and PACAPergic 
connections are involved (Hannibal, 2002). The SCN responds to light by 
activating different pathways, which lead to a characteristic immediate early 
transcription program (Morris et al., 1998). Interestingly, many genes that are 
activated by serum in cultured fibroblasts are also light-activated in the SCN. 
These include c-Fos, Fos-B, Jun-B and Nur77, but also  mPer1 and mPer2 
(Shearman et al., 1997, Albrecht et al., 1997). The light-dependent induction of 
Per genes provides a plausible way for explaining how a light input can delay or 
advance the clock. If PERs are induced by a pulse of light during the second half 
of the night, PER proteins accumulate precociously, and this will result in a phase 
advance. If PER proteins are light-induced during the first half of the night, the 
disappearance of PER proteins is retarded, and this elicits a phase delay. 
3.2.2  The periphery is reset by the SCN 
The signal transduction cascades operative in the SCN upon exposure of animals 
to light seems to have been conserved in the periphery. However, since peripheral 
tissues of mammals do not receive direct neuronal signals from the retina (with the 
exception of the adrenal cortex, Ishida et al., 2005), humoral signals are mostly 
responsible for keeping the peripheral clocks synchronized. For example, cultured 
fibroblasts treated with serum are resynchronized after the immediate-early 
induction of both Per genes (Balsalobre et al., 1998; Nagoshi et al., 2004,). Given 
the great variety of potential signals present in the serum, it is difficult to 
determine which of these is active in vivo. In fact, a bewildering plethora of 
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chemical and physical signals can trigger Per1 and/or Per2 expression and the 
synchronization of oscillators in cultured cells, including Calcium, compounds 
activating MAP kinases, cAMP, glucocorticoids, or temperature (Akashi and 
Nishida, 2000, Balsalobre et al., 2000b, Oh-hashi et al., 2002, Brown et al., 2002). 
Feeding time seems to be a dominant Zeitgeber for peripheral oscillators, since 
restricting food access to the time when mice usually do not feed causes a phase-
inversion of peripheral clocks, without affecting the phase of the SCN (Stokkan 
et al., 2001, Damiola et al., 2000). Finally, glucocorticoids are good candidates for 
peripheral clock resetting hormones. Their serum concentration oscillates in a 
circadian manner and injection of the glucocorticoid analog, dexamethasone, can 
induce a phase shift in the periphery without affecting the SCN 15 . While mice 
with a targeted disruption of the glucocorticoid receptor gene in the liver still 
display perfect entrainment of their liver oscillators to the photoperiod (Balsalobre 
et al., 2000a), the phase-adaptation to restricted feeding regimes occurs at an 
accelerated rate (Minh et al., 2001). Taken together, these data suggest that the 
SCN might influence the periphery in at least two ways (see figure 3.4):  
1. by influencing the rest-activity cycle. This restricts the feeding time to the 
subjective night and thus sets the phase of the periphery.  
2. by influencing the daily release of glucocorticoids by the adrenal gland. 
Interestingly, a very recent study suggests that light can directly induce 
adrenal corticosterone release through the adrenal sympathetic nerve in a 
SCN-dependent, ACTH-independent way (Ishida et al., 2005).  
None of the examined pathways are strictly necessary for entrainment since mice 
that fail to express the glucocorticoid receptor in the liver still possess perfectly 
phased liver oscillators (Balsalobre et al., 2000a) and the same holds true for mice 
that are forced to feed throughout the day (Van der Veen et al., in press). The 
pathway leading to phase resetting by glucocorticoid signaling is likely to be 
direct, since two Glucocorticoid Response Elements (GREs) are found in the Per1 
gene (Yamamoto et al., 2005). Hence, the SCN-driven variation in plasma 
glucocorticoid level could in principle directly regulate cyclic Per1 expression (see 
above). The pathways eliciting peripheral clock responses to feeding time are still 
                                                     
15
 Indeed, the SCN does not seem to express the glucocorticoid receptor (Balsalobre et al., 
2000a). 
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unknown. Conceivably, they may involve daily changes in the temporal body 
temperature profile16  (Damiola et al., 2000). Indeed, upon daytime-feeding the 
phase of body temperature rapidly gets inverted, and temperature cycles are strong 
Zeitgebers for oscillators of fibroblasts grown in tissue culture (Brown et al.,2002). 
Another possibility is that feeding rhythms drive variations in glucose levels. 
Glucose itself is also a potent synchronizator of fibroblast clocks (Hirota et al., 
2002). The pathway by which glucose entrains peripheral oscillators is different 
from other resetting pathways described so far, since it involves repression rather 
than activation of Per gene expression. The molecular mechanisms by which 
temperature and glucose influence clock gene expression remain to be elucidated.  
3.3  The output pathway 
The oscillations generated by the oscillator have to be translated into overt rhythms 
in physiology and behavior. We know that one of the main outputs from the SCN 
is to secrete humoral substances that will serve as input signals for peripheral 
oscillators. These signals may either regulate clock outputs directly or indirectly. A 
typical example for an indirect pathway is the synchronization of peripheral clocks 
by feeding rhythms. Thus, the SCN drives rest-activity cycles, which in turn 
impose feeding rhythms, and the alternation between feeding and fasting sets the 
phase of oscillators in liver, pancreas, heart, kidney, and other peripheral tissues. 
  
Figure 3.4:  The three ways by which the SCN output might influence circadian 
physiology 
3.3.1  Output from the SCN 
The potential output signals from the SCN are numerous. First the SCN secretes 
different neuro-hormones, such as arginine-vasopressin (AVP) (Shinohara et al., 
1994), TGF-α (Kramer et al., 2001) or prokineticin-2 (Cheng et al., 2002) in a 
circadian fashion. While infusion of prokineticin-2 in the third ventricle of the 
brain inhibits locomotor activity, TGF-α infusion instead stimulates it. Second, the 
SCN can activate corticosterone secretion by the adrenal gland directly via the 
                                                     
16
 The body temperature of mice fluctuates in a circadian manner and this temperature change is 
sufficient to keep fibroblast oscillators synchronized (Brown et al., 2002). 
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sympathetic nerve or indirectly via the hypothalamus-pituitary gland-adrenal axis. 
The SCN might thus affect circadian outputs in three ways. First, the SCN might 
directly influence the physiology, for example by regulating blood pressure via the 
circadian release of AVP. Second, the periodic release of hormones might serve as 
Zeitgebers for peripheral oscillators, as exemplified by the SCN-controlled release 
of corticosterone (Balsalobre et al., 2000a, Ishida et al., 2005). Third, the SCN 
might affect the circadian behavior through the release of neuropeptides, such as 
TGF-α or prokineticin 2. The resulting rhythmic behavior might in turn influence 
the feeding period and thus reset the peripheral oscillators (see figure 3.4). 
3.3.2 Outputs from the periphery 
Most aspects of mammalian physiology are under circadian control, and many 
organs that are known to harbor circadian oscillators are subject to circadian 
regulation. The detoxifying function of the liver, the urine production by the 
kidneys, or the heart beating rate are examples of circadian physiological functions 
that are performed by such specialized organs. These circadian functions can in 
principle be influenced either by the local peripheral oscillators or by systemic 
cues, such as circulating hormones or neural signals, emitted by exogenous 
oscillators. Whether a given circadian output of an organ is due to the action of 
endogenous or exogenous oscillators has mainly been addressed by searching for 
targets of the clock machinery. It has thus been shown that the transcription factor 
DBP was circadianly expressed in the liver, due to the periodic binding of BMAL1 
and CLOCK to its promoter (Ripperger et al., 2000; Ripperger and Schibler, 
2006). In turn, DBP is implicated in regulating many aspects of the physiology, 
such as the production of detoxifying enzymes (Lavery et al., 1999) and the 
regulation of the pool of pyridoxal phosphate (Gachon et al., 2004a). Thus the 
peripheral oscillator can lead to the circadian transcription of clock-output genes 
that might in turn activate physiological pathways in a circadian manner. On the 
other hand, it is also known that a wild-type SCN graft can restore rhythmic 
behavior in a recipient mouse that does not have functional peripheral oscillators 
(Sujino et al., 2003). Many circadian aspects of the physiology are expected to be 
recovered in this case. For example, feeding is expected to follow the locomotor 
activity and thus, all the food-induced physiological processes are expected to 
recover rhythmicity. However, our knowledge of molecular circadian output 
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functions regulated by either endogenous or exogenous oscillators in a given organ 
is very limited. For example, we are completely ignorant about the fraction and 
identity of liver genes whose circadian transcription is driven by the hepatocyte 
oscillators or, alternatively, by rhythmic signals emanating from the SCN master 
pacemaker.  
Circadian transcription 
Many known clock genes encode transcription factors, and the currently publicized 
models for the mammalian oscillator mechanism involve a transcriptional feedback 
loop. It is then not surprising that considerable efforts have been committed to the 
search of clock-controlled genes whose expression is regulated at the level of 
transcription (Kornmann et al., 2001, Akhtar et al., 2002, Panda et al., 2002a, 
Storch et al., 2002, Ueda et al., 2002). Many studies on the circadian 
transcriptomes of several organs have been performed using DNA microarray 
hybridization. We (Kornmann et al., 2001) used an enhanced differential display 
method that we developed in order to optimize detection of low abundance 
transcripts. These transcriptome profiling endeavors helped addressing a number 
of central issues: 
1. As stated above  many clock outputs are probably driven by 
transcriptional mechanisms. Thus, identifying clock-controlled genes 
(CCGs) might help in providing a link between core clock mechanisms 
and circadian physiological outputs.  
2. Many of the core clock genes, e.g. Per1, Per2, Cry1, Rev-Erbα, and 
Bmal1, dispay circadian mRNA accumulation cycles. It is thus possible 
that the identification of genes with circadian expression in all cell types 
may reveal additional core clock components.  
3. The peripheral oscillators are supplied daily with environmental and 
systemic information arising form the SCN. These cues from the master 
clock might play a central role in the input pathway of peripheral clocks 
and must eventually act on circadian gene expression. It is thus possible 
that genes involved in clock resetting can be identified among the genes 
revealed by circadian transcriptome profiling.  
All in all, these studies have revealed that in a given tissue between 1 and 10% of 
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the transcriptome was under circadian control but that only a few transcripts were 
reproducibly circadian in all examined tissues. Indeed, most of the circadian 
mRNA seem to be expressed in a tissue-specific manner (Duffield, 2003). The 
liver is by far the most extensively studied organ in terms of circadian 
transcription. Three independent microarrays studies (Ueda et al., 2002, Storch 
et al., 2002, Panda et al., 2002a) have revealed close to 1000 circadian transcripts 
in the liver. However, the lists reported in these papers probably contain many 
false positives and false negatives, since only 81 genes are shared between the 
three studies (Duffield, 2003). Many of the genes that are circadian in the liver are 
related to metabolic functions, energy homeostasis and food-processing. Among 
these genes, one might expect to find genes that are controlled by the local hepatic 
oscillators, as is the case for Dbp and Rev-erbα. The daily transcription cycles of 
some other genes may be influenced by cues arising from rhythmic behavior, such 
as locomotor activity and feeding cycles. Finally, one expects to find genes whose 
circadian expression is directly regulated by hormone rhythms driven by the SCN. 
For example, given that corticosterone oscillates with a 24-hour cycle in the blood 
plasma, glucocorticoid responsive liver genes would be expected to be transcribed 
in a circadian manner. 
For several reasons, it would be interesting to identify genes whose circadian 
expression is controlled by systemic cues, since such genes are good candidates for 
assuming functions in the synchronization of peripheral circadian oscillators. 
Moreover, the discrimination between genes whose cyclic activity depends on 
oscillators versus those whose transcription is directly driven by systemic signals 
will yield information on the extent to which each of these pathways is involved in 
circadian physiology.  
 Chapter 4 
Thesis project 
During my thesis work, I first characterized many hepatic clock controlled genes. 
For this purpose I developed a novel method for the differential display of 
mRNAs. This method, dubbed ADDER (for Amplification of Double-stranded 
cDNA End Restriction fragments), has the advantage that it does not depend on a 
previous identification of genes and has been proven particularly useful in the 
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detection of some low abundance transcripts17 . Obviously, it has the shortcoming 
of being labor intensive, in that it involves conducting of thousands of PCR 
reactions and the identification of differentially expressed transcripts by gel 
purification, molecular cloning, and sequencing. The results of our ADDER 
analysis are described in the joined publication (Kornmann et al., 2001). 51 hepatic 
transcript displaying different expressions around the clock were cloned and 
sequenced. Most of these encode functions that deal with food-processing, energy 
homeostasis and detoxification. These results strongly suggest that the circadian 
clock plays a pivotal role in metabolic reactions associated with food processing. 
The recent improvements of the microarray technology allowed to confirm and 
complement these results (Akhtar et al., 2002, Panda et al., 2002a, Storch et al., 
2002, Ueda et al., 2002). 
I also used the ADDER technique as a mean to ascertain the fact that a restricted 
feeding regimen primarily influences circadian gene expression. To this end, I 
compared the liver transcriptomes of mice fed ad libitum throughout the day with 
those of mice subjected to daytime-restricted feeding regimen at six four-hour 
intervals around the clock. While most transcripts were unaffected by the restricted 
feeding regimen, every observed circadian gene was phase-inverted. These results 
were included in (Damiola et al., 2000). 
In order to get insight into the relative importance of the central SCN 
pacemaker and peripheral clocks in driving circadian gene expression, I generated 
double-transgenic mice in which the liver oscillator has been specifically 
inactivated. These mice express the orphan nuclear receptor REV-ERBα in an 
inducible and tissue specific fashion. Since REV-ERBα is a strong repressor of the 
essential clock gene Bmal1, the overexpression of REV-ERBα from a transgene 
attenuates Bmal1 transcription, which in turn should arrest the oscillator.  To 
engineer these transgenic mice, I used the tet-off regulatory system designed by 
Bujard and coworkers (Gossen and Bujard, 1992, Gossen et al., 1994). A REV-
ERBα cDNA sequence has been placed under the control of a minimal CMV 
promoter, downstream of seven tetracycline responsive DNA elements (TREs). In 
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 Indeed, circadian transcript cannot have a long half-life, they are thus likely not to accumulate 
to great amounts. 
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parallel, the tetracycline dependent trans-activator gene (tTA)18  is expressed from 
the C/ebpβ-LAP LCR/promoter (Talbot et al., 1994). In transgenic mice, the 
C/ebpβ-LAP locus control region (LCR) drives the constitutive expression of the 
tTA gene in a nearly hepatocyte-specific fashion (Kistner et al., 1996). In wild-
type mice the circadian accumulation of the REV-ERBα repressor allows the 
Bmal1 gene to be expressed during a sufficient time window , and BMAL1 protein 
can thus reach the concentration required for normal circadian rhythm generation.  
In untreated double transgenic LAP-tTA, TRE-Rev-erbα mice, however, transgene-
encoded REV-ERBα levels are always above the concentration required to repress 
Bmal1 transcription, and BMAL1 can thus not accumulate to functionally relevant 
levels. This arrests the circadian clock in hepatocytes without affecting the one 
operative in other cell types19 . Importantly, TRE-Rev-erbα transgene expression 
can be inhibited completely by providing doxycycline20  through the food, which 
reanimates the hepatocyte oscillator in vivo and in vitro. Surprisingly, while the 
expression of bona fide targets of BMAL1, such as Dbp or endogenous Rev-erbα 
are greatly downregulated in hepatocytes when their oscillator is inactivated, 
circadian mPer2 expression persists at nearly normal levels. This result challenges 
the concept that BMAL1 is required for mPer2 expression. It also suggests that 
rhythmic mPer2 expression can be driven by exogenous circadian cues. Hence, 
mPer2 is an excellent candidate for an input gene involved in the synchronization 
of hepatocyte oscillators. 
In order to identify additional genes whose circadian expression is regulated by 
systemic cues, we profiled the circadian liver transcriptomes for mice treated with 
doxycycline, in which the hepatocyte oscillators were operative, and untreated 
mice, in which the hepatocyte oscillators were arrested. We thus found 31 gene 
whose circadian expression was nearly indistinguishable in phase and amplitude 
between the doxycycline treated and untreated mice. These included genes that 
were quite unexpected, such as the tubulin-α or the nocturnin. Interestingly, 
however, this group of circadian genes also comprised several genes encoding 
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 tTA encodes a fusion protein between the bacterial tetracycline operon repressor and the viral 
VP16 activation domain. This protein binds the TREs and activates the transcription 
19
 Indeed, the locomotor activity of these mice is normal and the Bmal1 gene expression is 
indistinguishable in kidney, lung, heart or spleen of mice that were fed with and without doxycycline. 
20
 Doxycycline is a tetracycline analog with reduced toxicity 
 38
various heat shock proteins, and most of these are well known targets of the heat-
shock transcription factor HSF1. It is thus tempting to speculate that feeding time 
or any other systemic circadian cue periodically activates the heat-shock factor, 
and that periodically activated HSF1 drives genes involved in the phase 
entrainment of peripheral clocks, perhaps even that of mPer2. We wish to 
emphasize that, unlike of what we and others have found for the bulk of circadian 
liver genes, a high fraction of the subset of systemically regulated circadian genes 
are expressed in most if not all tissues and cell types. This would be expected for 
genes implicated in the synchronization of peripheral clocks. 
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The transcription factor BMAL1 is essential for circadian rhythm generation. Cyclic 
Bmal1 transcription is driven by the circadian accumulation of the potent repressor 
REV-ERB. We constructed a mouse strain in which liver-specific Rev-erbα transgene 
expression is controlled by doxycycline. In the absence of doxycycline, REV-ERBα 
constitutively represses Bmal1 transcription and thereby arrests circadian oscillators in 
hepatocytes. In doxycycline-treated mice, the Rev-erbα transgene is inactive and 
hepatocyte oscillators are operative. Transcriptome profiling revealed that the circadian 
transcription of most genes depends on functional hepatocyte clocks. However, the 
expression of 31 genes, including mPer2, oscillates robustly in clock-arrested 
hepatocytes. These genes may be implicated in the phase entrainment of liver oscillators.  
 
In mammals virtually all body cells are believed to possess a self-sustained, cell-autonomous 
circadian clock (1, 2). The oscillators in peripheral organs are phase-entrained by a master 
pacemaker residing in the suprachiasmatic nucleus (SCN) of the brain’s hypothalamus, which 
itself is synchronized by daily light-dark changes (3). We still ignore the molecular details of 
the signaling pathways used by the SCN to phase-entrain peripheral clocks, but daily feeding-
fasting cycles appear to play a pivotal role in this process (4, 5). Nevertheless, circadian gene 
expression persists in mice fed at 2.5 hour intervals throughout the day, suggesting that 
chemical and/or neuronal timing cues in addition to those elicited by feeding cycles can serve 
as Zeitgebers for peripheral oscillators (6). Indeed, the circadian oscillators of fibroblasts 
cultured in vitro can be synchronized by a bewildering plethora of signals, including those 
acting on mitogen-activated protein kinases (MAPK), protein A kinase, (PKA), protein C 
kinase (PKC), Ca++ channels, and a variety of nuclear receptors (7-9). The stimulation of each 
of these chemical signaling pathways results in the activation of mPer1 and/or mPer2, similar 
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to what is observed in the SCN after the exposure of animals to phase-shifting light pulses. It 
is thought that the sudden and transient increase of mPER1 and mPER2 expression has a 
causal role in phase resetting, and these two proteins are thus believed to serve as both 
integral clock components and products of immediate early genes. In addition to chemical 
signals even low amplitude temperature oscillations, such as body temperature rhythms, can 
sustain synchronized circadian gene expression in cultured fibroblasts (10). However, these 
do not engender abrupt changes in immediate early gene expression, suggesting that they 
synchronize circadian clocks by smooth changes in clock gene expression. A similar scenario 
may apply to the photic phase-entrainment of the SCN master pacemaker by gradual light 
intensity changes associated with the natural photoperiod. 
 Transcriptome profiling studies performed during the past few years have uncovered a 
large number of cyclically expressed genes in several organs (11-14). For example, in liver 
DNA micro array experiments on temporally staged mRNAs have revealed that the 
accumulation of three to nine percent of all transcripts may be subject to circadian control. 
Many of these genes may be involved in output functions of peripheral clocks. However, 
some cyclically expressed genes may also serve as input regulators, implicated in the phase 
entrainment of peripheral clocks. The oscillating activity of these genes in peripheral organs 
would be expected to be regulated directly by systemic cues, such as circadian hormones, 
metabolites, or body temperature rhythms, and should thus not necessarily depend upon 
functional local clocks. The objective of this study was to discriminate between genes whose 
cyclic expression in liver does or does not depend on intact hepatocyte oscillators, hoping to 
gain insight into putative phase entrainment mechanisms operative in the liver. 
 The PAS-domain helix-loop-helix transcription factor BMAL1 is an indispensable 
component of the circadian oscillators in both the SCN and peripheral cell types (15). Bmal1 
transcription follows a high-amplitude circadian cycle, owing to the circadian accumulation of 
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REV-ERBα, a nuclear orphan receptor that strongly represses Bmal1 transcription by binding 
to two RORE elements within the Bmal1 promoter (Figure 1A) (16). We explored this potent 
repression mechanism to engineer a mouse strain with conditionally active hepatocyte clocks. 
A transgenic mouse strain was established in which transcription of an HA epitope-tagged 
REV-ERBα version (HA-REV-ERBα) is under the control of seven tetracycline responsive 
elements (TREs). These mice were crossed with LAP-tTA mice, which express a tetracycline-
dependent transactivator (tTA) specifically in hepatocytes (17). LAP-tTA/TRE-Rev-erbα 
double transgenic mice thus overexpress the REV-ERBα repressor in a liver-specific, 
tetracycline-dependent fashion. In the absence of the tetracycline analog doxycycline (Dox), 
the tTA binds to the seven TREs of the HA-Rev-erbα transgene and strongly activates HA-
Rev-erbα transcription. As a consequence, HA-REV-ERBα accumulates to constitutively 
high levels and suppresses Bmal1 expression throughout the day, thereby arresting circadian 
clocks in hepatocytes (Figure 1B and left panels of Figure 1C). In the presence of Dox, the 
tTA activator is unable to bind to TREs, the HA-Rev-erbα transgene remains silent, and 
circadian oscillator function is not perturbed in liver cells (Figure 1B and left panels of Figure 
1C). As shown in Figure 1 B, the Dox-dependent regulation of transgenes expression is 
exquisitely tight, as neither HA-Rev-erbα mRNA nor HA-REV-ERBα protein is detectable in 
Taqman RT-PCR experiments and Western blot, respectively, when mice are fed with Dox-
containing chow pellets. Low levels of Bmal1 mRNA and protein can still be observed in the 
liver of untreated animals, but this is expected since the LAP-tTA gene is supposedly not 
expressed in liver cells other than hepatocytes (e.g. endothelial cells, bile duct cells, or 
Kupffer cells)(17).   
We investigated the expression status of other clock or clock-controlled genes in the liver 
of these mice. mPer1, Dbp, and the endogenous Rev-erbα display a substantial 
downregulation in the absence of Dox, as would be expected for bona fide BMAL1 target 
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genes. Unexpectedly, however, other components of the circadian clock, such as mCry1, 
mCry2, and mPer2, only display mild or no expression changes in Dox-treated and untreated 
animals (Figure 2). Remarkably, mPer2 mRNA and protein levels are almost unaffected and 
follow a strongly circadian expression profile in the presence and in absence of Dox. Likewise 
mCry2 mRNA and protein concentrations are nearly identical in untreated and Dox-fed mice. 
As reported previously (16), CRY2 oscillates in abundance during the day in spite of nearly 
constant mCry2 mRNA levels, presumably because the metabolic stability of mCRY2 is 
daytime-dependent. All in all, the results described above suggest that in the liver high 
BMAL1 levels are not required for the expression of mPer2 and mCry2. This is in stark 
contrast to the constitutively low mPer2 mRNA accumulation in the SCN of Bmal1 knockout 
mice.  This apparent discrepancy could be interpreted in two ways. Either, circadian mPer2 
expression is regulated differently in liver and SCN, or the residual BMAL1 levels in the liver 
of our untreated transgenic animals are still sufficient to drive mPer2 transcription at normal 
rates. Obviously, the second scenario would challenge the validity of our approach, since it 
would indicate that the observed downregulation of Bmal1 transcription in untreated 
transgenic mice did not compromise circadian oscillator function. Alternatively, however, in 
the liver of intact animals cyclic mPer2 expression may be driven by systemic cues, such as 
rhythms of blood-borne factors or body temperature, and does not depend on functional 
hepatocyte clocks.   
In order to distinguish between these scenarios, we wished to monitor temporal mPer2 
expression in liver explants, which, in contrast to the liver of intact animals do not receive 
systemic circadian Zeitgeber signals. To this end, we crossed our double transgenic mice with 
mPer2::luc knock-in mice (2). These mice were obtained from embryonic stem cells, in 
which a luciferase open reading frame (ORF) was inserted by homologous recombination into 
the endogenous mPer2 locus. The mPER2::LUCIFERASE fusion protein encoded by this 
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knock-in allele is fully functional, as it rescues all known rhythm phenotypes of mPer2 
knockout mice (2). Tissue explants from the LAP-tTA/TRE-Rev-erbα transgenic mice carrying 
an mPer2:luc fusion allele were placed into culture medium containing luciferin, and 
bioluminescence was recorded during several consecutive days by photomultiplier tubes. As 
shown in Figure 3A, liver explants from these mice do not produce circadian luminescence 
cycles in normal culture medium, suggesting that overexpression of HA-REV-ERBα indeed 
arrested the hepatocyte clocks. However, when tissue pieces from the same livers were 
cultured in Dox-containing medium, circadian luminescence rhythms could be observed 
during several days, as described previously for mPer2::luciferase single transgenic mice . As 
expected, the lung, which does not express the HA-Rev-erbα transgene displays strong 
circadian luminescence rhythms even in the absence of Dox (Figure 3B). Taken together, our 
observations strongly support the hypothesis that in the liver of intact animals circadian 
mPer2 expression is primarily driven by systemic Zeitgeber cues, and that it does not require 
a functional hepatocyte oscillator. 
To discriminate between oscillator dependent and independent circadian gene expression 
by a more global approach, we compared the circadian liver transcriptomes of mice fed with 
normal chow to those fed with Dox-supplemented chow. For both Dox-treated and untreated 
mice, twelve RNA pools from mice sacrificed at four-hour intervals around the clock were 
hybridized to Affymetrix Biochips (MOUSE 430 2.0) containing 45,000 feature sets that 
represent virtually all mouse genes. This resulted in twenty-four data sets corresponding to 
two 24-hour days (for details and data analysis, see Materials and Methods in Supporting 
Online Material). In keeping with previously published results (11-14), we found many 
oscillating transcripts in the liver of Dox-fed mice (see Figure 4A, left panel). All in all, the 
algorithms employed here revealed 351 transcripts, represented by 432 feature sets. Proof-of-
principle for this analysis was provided by the observation that these transcripts include most 
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mRNAs known to fluctuate in liver with a robust daily amplitude, such as the ones specified 
by mPer1, mPer2, mPer3, mCry1, Rev-erbα, Rev-erbβ, Bmal1, Clock, Dbp, Tef, Nocturnin, 
Rorγ, E4bp4, Cyp7a1, or Alas1.  Importantly, the amplitude of circadian accumulation was 
greatly attenuated for most of these 351 transcripts in the livers of transgenic animals not 
receiving Dox-supplemented food (Figure 4A, right panel). Hence, the cyclic expression of 
most rhythmically active genes appears to depend critically on an intact hepatocyte oscillator.  
Nevertheless, we identified 31 different transcripts (represented by 41 feature sets), 
whose circadian accumulation was not affected by the Dox treatment. These are listed in 
Figure 4B (compare left and right panels), and include mPer2 mRNA. Other genes in this 
class are the heat-shock protein genes Hspca (encoding HSP90), Hspa8 (encoding HSP70 
isoform 8), Hspa1b (encoding HSP70 isoform 1A), Hsp105 (encoding HSP105), and Stip1 
(encoding Stress-Induced Phoshoprotein 1, also known as Hsp70/Hsp90 organizing protein), 
and, surprisingly, a tubulin gene (Tuba4). These genes are expressed in phase with mPer2, 
suggesting perhaps that their cyclic transcription is governed by similar systemic timing cues. 
The finding that various heat shock genes belong to this gene class is striking. The expression 
of these genes can be regulated by heat shock transcription factor 1 (HSF1), whose activity is 
modulated by both temperature and chemicals (18). It thus tempting to speculate that 
circadian HSP expression is driven by body temperature rhythms or oscillations of chemical 
cues elicited by feeding-fasting cycles (4). 
Nocturnin (Ccrn4l), Fus, Chordc1, Cirbp1, and Camk2b are additional genes whose 
circadian expression does not require an intact hepatocyte clock. The transcripts issued by 
these genes belong to different phase clusters (Figure 4B), and some of them (e.g. Fus 
mRNA, Cirbp1 mRNA) even accumulate in antiphase with mPer2 mRNA.  
In summary, we generated mice in which liver-specific and constitutively high REV-ERB-
α expression arrests the circadian oscillator in hepatocytes. Transcriptome profiling revealed 
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about 30 genes whose circadian expression persists in these mice. We cannot formally 
exclude that the cyclic expression of some of these genes is driven by a second, yet unknown 
and BMAL1-independent oscillator. However, this hypothesis does clearly not apply to 
mPer2, as mPer2::luc expression ceases to be rhythmic in liver explants not treated with Dox. 
We thus consider more likely that the rhythmic expression of genes in the absence of Dox is 
governed by systemic cues, which are directly or indirectly controlled by the master 
pacemaker in the SCN. Some of these systemically driven circadian genes (SDCGs), like 
mPer2, may also be integral components of the circadian clockwork circuitry. Such SDCGs 
would be particularly strong candidates for genes implicated in the phase entrainment of 
circadian clock (Figure 5). In animals, the expression of these genes is circadian in the 
presence and absence of a local oscillator. At least for mPer2, our results have shown that in 
tissue explants that do not receive timing information from the master clock, its circadian 
expression strongly depends on intact local oscillators. The expression of other SDCGs that 
are not part of the core oscillator is likely to be rhythmic only in hepatocytes exposed to 
circadian systemic Zeitgebers in the intact animal. Future experiments will be aimed at the 
identification of cis-acting regulatory elements within SDCGs that regulate the circadian 
transcription of these genes in animals with an arrested liver oscillator. Such endeavors will 
hopefully shed light on the signaling pathways that are involved in the synchronization of 
hepatocyte and other peripheral clocks. 
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Figure 1: Conditional repression of Bmal1 transcription in hepatocytes 
A) Hepatocyte-specific, Dox-dependent expression of HA-REV-ERBα was achieved by 
placing a 5’-HA-tagged REV-ERBα cDNA transgene under the control of seven Tetracycline 
Responsive Elements (TREs). In the liver of mice expressing the Tet-responsive transactivator 
tTA from the hepatocyte-specific C/ebpβ-LAP locus control region, HA-Rev-erbα 
transcription is constitutively repressed in the absence of the tetracycline analog Dox (tet-off 
system). This leads to an attenuation of circadian oscillator function, since Bmal1 is required 
for circadian rhythm generation. 
B) LAP-tTA/TRE-Rev-erbα double transgenic mice display high HA-Rev-erbα mRNA and 
protein levels throughout the day in the absence of Dox (-Dox). While HA-Rev-erbα mRNA 
accumulation does not vary significantly during the day, HA-REV-ERBα protein does 
apparently follow a diurnal rhythm.  If real, this could reflect an oscillating activity of 
glycogen synthase kinase 3B, which stabilizes REV-ERBα through phosphorylation (19) and 
thereby may engender circadian HA-REV-ERBα accumulation. Note, however, that even the 
minimal levels of HA-REV-ERBα equals the maximal level of endogenous REV-ERBα. In 
the presence 3g/kg Dox in the food (+Dox), neither HA-Rev-erbα mRNA nor protein can be 
detected. 
C) The levels of both Bmal1 mRNA and BMAL1 protein are dramatically downregulated in 
the absence of Dox (compare left to right panels). 
 
Figure 2: The expression of clock and clock-controlled genes can be differentially affected by 
HA-REV-ERBα overexpression.  
A) TaqMan real-time RT-PCR of cDNA was performed with liver whole cell RNA for the 
transcripts of Dbp, endogenous Rev-erbaα, mCry1 and mCry2 from untreated LAP-tTA/TRE-
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Rev-erbα mice (solid lines) and Dox-treated LAP-tTA/TRE-Rev-erbα mice (dotted lines).  
B) Northern blot analysis of liver whole cell RNA for mPer1 and mPer2 mRNAs. Note that 
the temporal accumulation of mPer2 mRNA is not significantly affected by Dox treatment. 
C) Western blot analysis of liver nuclear extracts from LAP-tTA/TRE-Rev-erbα mice that 
were untreated (-Dox) or Dox treated (+Dox). In accordance with the temporal mRNA 
profiles shown in panels A and B, mCRY1 and mPER1 display reduced levels in untreated 
mice, while mPER2 and mCRY2 accumulate to similar levels in nuclei of Dox-treated and 
untreated animals. 
 
Figure 3: Temporal luminescence profiles of organ explants from TRE-Rev-erbα/LAP-
tTA/mPer2::luc triple transgenic mice. 
A) Liver slices were cultured in luciferin-containing medium in the absence (-Dox) or 
presence of 10 ng/ml Dox (+Dox). Luminescence was recorded using photomultiplier tubes. 
Slices from the liver of three different mice (M-1, M-2, M-3) are shown, and the results 
obtained for untreated and Dox-treated explants from these livers are shown in the left and 
right panels, respectively. Note that circadian luminescence cycles are only observed with the 
Dox-treated explants. 
B) Lung explants cultured in the absence of Dox display robust circadian oscillations in 
luciferase activity, indicative that they possess a functional oscillator. Note that lung slices 
yield somewhat more robust luminescence cycles than liver. 
 
Figure 4:  Phase maps of circadian transcripts revealed by Affymetrix microarray 
hybridization. 
A)  LAP-tTA/TRE-Rev-erbα mice fed with Dox-supplemented chow (+Dox) or normal chow 
(-Dox) were sacrificed at twelve four-hour intervals, and the liver transcriptomes were 
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profiled by Affymetrix oligonucleotides microarray hybridization. Circadian transcripts were 
retrieved as outlined in Materials and Methods from the twenty-four data sets (Supplementary 
Material) and their temporal expression patterns were aligned according to phase. Note that 
the circadian accumulation of most transcripts is eliminated or strongly attenuated in the livers 
of untreated mice. The heat scale to the right of the panels represents amplitudes in a 2N 
logarithmic scale.  
B) A subset of transcripts whose circadian accumulation is not significantly affected by the 
HA-REV-ERBα overexpression is displayed according the criteria used for panel A. We 
speculate that the circadian rhythms of these genes are driven by systemic timing cues and 
hence named them SDCGs (systemically driven circadian genes). 
 
Figure 5: Systemically driven circadian genes may be implicated in phase entrainment. 
In the intact animal the phase of circadian mPER2 cycles is dictated by systemic Zeitgeber 
cues (see text). Since mPER2 is also an integral part of the clockwork circuitry, this protein 
might confer the phase of systemic Zeitgebers to the local oscillator. If the oscillator is 
inactivated (e.g. by the repression of Bmal1), mPER2 is still expressed in a circadian manner 
in the intact animal. Under free running conditions (i.e. in liver explants cultured in vitro), the 
expression of mPer2 locked to the oscillators still oscillates, but with the phase imposed by 
the local oscillator. However, when this oscillator is arrested, the expression of all circadian 

















Generation of TRE-Rev-erbα transgenic mice 
TRE-Rev-erbα mice were generated by pronuclear injection basically as described in (1). A 
cDNA containing the full-length REV-ERBα coding sequence was obtained from F. 
Damiola (CNRS UMR 5534, Université Claude Bernard Lyon). This cDNA contains the first 
134 bp of the mouse cDNA (up to the BamHI site) preceded by two HA tags and followed 
by the remaining of the rat REV-ERBα sequence (F. Damiola, unpublished). The cDNA 
sequence was then PCR amplified using the primers ’Bcl1-HA-Revα’ and ’Bcl1-
downstream-Revα’ (see Table 1). The PCR product was cut with BclI and cloned into the 
BamHI site of the pTRE-2 plasmid (ClonTech laboratories, Mountain View CA). This new 
plasmid was then cut with XhoI and AseI and the resulting 3645 bp fragment containing the 
seven tet-responsive elements, the minimal CMV promoter, and the HA-tagged REV-ERBα 
ORF followed by the rabbit β-globin 3’UTR was used for microinjection into the pronuclei 
of mouse zygotes. After the generation of 21 different lines, one was chosen for its high and 
strictly doxycycline-dependent expression of the HA-Rev-erbα transgene as assessed by 
TaqMan real-time RT-PCR. 
Doxycycline treatment 
Doxycycline-containing food was produced as follows: powdered mouse chow (Provimi 
Kliba SA, Kaiseraugst) was mixed with an equal weight of water containing 3g/l 
doxycycline. The mixture was allowed to stand for a few hours in order to soak the powder. 
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Small pellets were then formed and the water was removed by vacuum lyophilization. Mice 
were fed with these food pellets for at least one week before they were sacrificed for RNA or 
protein analysis. 
Determination of the transgenes insertion sites 
In order to facilitate the crossing and genotyping of transgenic mice, we determined the 
transgene insertion site for the TRE-Rev-erbα transgene as well as for the LAP-tTA 
transgene (see Supplementary Figure 1). To this end, transgenic genomic DNA was digested 
with a frequently cutting restriction enzyme that cleaves the transgene (NlaIII for TRE-Rev-
erbα and Sau3AI for LAP-tTA) at N defined sites. After heat-inactivation of the restriction 
enzyme, the DNA was diluted to a concentration of 2ng/µl and ligated with T4 DNA ligase 
in order to circularize the DNA restriction fragments. These DNA fragments were then 
precipitated and re-linearized with an infrequently cutting restriction enzyme (SacI in both 
cases) that cuts the transgene between the restriction sites previously used in the production 
of circularized DNA fragments composed of transgene and flanking genomic sequences. The 
DNA was then used for PCR amplification with primers ’TRE-fwd’ and ’TRE-rev’ for TRE-
Rev-erbα, and ’pLAP-fwd’ and ’pLAP-rev’ for LAP-tTA (see Table I). The resulting PCR 
products were then sequenced and the insertion sites determined. Lap-tTA genotyping was 
performed by PCR using the primers ’LAPtTAtg-fwd’ for the transgenic allele, ’LAP-
tTAwt-fwd2’ for the WT allele and ’LAPtTA-rev2’ as common reverse primer (see Table I). 
The resulting PCR products encompass 302 bp for the WT allele and 360 bp for the 
transgene allele. Genotyping of TRE-Rev-erbα was performed by PCR using the primers 
’twdTRE’ for the transgenic allele, ’TREvalphaWT2’ for the WT allele and ’TREvalpha-
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rev2’ as common reverse primer (see Table I). The resulting PCR products span 351 bp for 
the WT allele and 560 for the transgenic allele. Except for the luminescence analysis, which 
required further crossing to the mPer2::luciferase knock-in mice (2), all experiments were 
conducted using double homozygous mice for both Lap-tTA and TRE-Rev-erbα in order to 
maximize the expression of the transgene. 
RNA analysis 
RNA expression levels were determined using whole cell RNA essentially as described in 
(3). Liver whole cell RNA was extracted according to reference (4). Northern blot 
experiments were performed using 5 µg of whole cell RNA and hybridization to radio-
labeled DNA probes according to the Church protocol (5). Real-Time TaqMan RT-PCR was 
performed as described (3). The primers and probes used in this study are all listed in Table 
I. A primer-probe set for the Tata binding protein (TBP) transcript was used for 
normalization. The same TaqMan probe was used for mouse and rat Rev-erbα, as the mouse 
and rat sequences are identical in this region. 
Western blotting 
Nuclear extracts were prepared as described (6) and Western blotting was performed 
according to standard protocols using affinity-purified rabbit polyclonal antibodies. αCRY1, 
αCRY2, αPER1, αPER2, αBMAL1 and αREV-ERBα antibodies were kindly provided by 
our colleagues S. Brown (Charité Medical Faculty, Humboldt-University Berlin) and J. Ripperger 
(Institute for Biochemistry, University of Fribourg). 
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Luminescence analysis 
Luminescence measurements of liver slices was performed essentially as described (2). Mice 
were sacrificed by cervical dislocation. The Inferior Vena Cava was cut and ice-cold Hank’s 
Balanced Salt Solution (HBSS, Sigma Cat n° H1641) was perfused through the spleen in 
order to remove blood and refrigerate the liver. Tissue pieces were removed, placed into ice-
cold HBSS, and sliced into smaller fragments (Volume approximately ~125 mm3). These 
tissue pieces were then placed in a 35 mm tissue culture dish containing 2 ml of hepes-
buffered phenol red-free DMEM (Gibco Cat n° 1741) supplemented with 5% fetal calf serum, 
glutamine and antibiotics. We noticed that for liver it was important to expose an undamaged 
surface to the photo multiplier tubes to reproducibly obtain circadian luminescence cycles. 
When relevant, doxycycline was added to a final concentration of 10 ng/µl. Cultures were 
maintained at 37°C in a light-tight incubator and bioluminescence was monitored 
continuously using Hamamatsu photomultiplier tubes (PMT) (7). Photon counts were 
integrated over 1-min intervals. 
Microarray hybridization  
 Thirty-six male mice double-homozygous for the two transgenes fed with normal chow and 
an equal number of mice fed with doxycycline-supplemented chow were used for these 
experiments. Six animals each for doxycycline treated and untreated mice were sacrificed at 
ZT00, ZT04, ZT08, ZT12, ZT16 and ZT20 and whole cell liver RNA was extracted from 
each animal. RNA pools of three animals were assembled by mixing equal amounts of RNA. 
This resulted in 12 temporally staged RNA pools encompassing two entire days. 5 µg of 
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pooled RNA was used for the synthesis of biotinylated cRNA. 8.75 µg of biotinylated cRNA 
were then hybridized to 24 mouse Affymetrix 430 2.0 chips containing 45,000 feature sets 
and representing 39,000 genes, using standard Affymetrix protocols. The chips were washed 
and scanned, and the fluorescence signals were analyzed with the RMAexpress software 
using Robust Multi-array Analysis (RMA)(8).  
The data thus obtained were used for a Fourier transform analysis, and the ratio of the F24 
spectral power to the sum of the other Fourier components (i.e. ∞, 48, 12, 9.6 and 8 hours) 
was calculated for each feature set (9). The time-points were then permuted 50,000 times, 
and for each of the permutations the Fourier transform was calculated together with the ratio 
of the F24 Fourier component to the other components. Expression data were then fitted to a 
cosine curve. Temporal mRNA accumulation was considered as circadian if its amplitude 
was higher than 2-fold and if the ratio of the unscrambled Fourier transform was within the 
top 5% of the scrambled ratios. In order to find circadian genes unaffected by doxycycline 


















We did not apply any filter for "presence-" or "absence flags" (as determined by the MAS 
Affymetrix software), since 95% of the hybridization signals obtained for the 432 feature 
sets that we qualified as circadian by Fourier transform analysis scored as "present" in more 
than 12 experiments out of 24 by the MAS software. By comparison, only 35% of total 
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TaqMan Bmal1-fwd CCAAGAAAGTATGGACACAGACAAA 
TaqMan Bmal1-rev GCATTCTTGATCCTTCCTTGGT 
TaqMan Bmal1-probe FAM-TGACCCTCATGGAAGGTTAGAATATGCAGAA-TAMRA 
TaqMan Cry1-fwd CTGGCGTGGAAGTCATCGT 
TaqMan Cry1-rev CTGTCCGCCATTGAGTTCTATG 
TaqMan Cry1-probe FAM-CGCATTTCACATACACTGTATGACCTGGACA-TAMRA 
TaqMan Cry2-fwd TGTCCCTTCCTGTGTGGAAGA 
TaqMan Cry2-rev GCTCCCAGCTTGGCTTGA 
TaqMan Cry2-probe FAM-CAGTCACCCTGTGGCAGAGCCTGG-TAMRA 
TaqMan Dbp-fwd CGTGGAGGTGCTTAATGACCTTT 
TaqMan Dbp-rev CATGGCCTGGAATGCTTGA 
TaqMan Dbp-probe FAM-AACCTGATCCCGCTGATCTCGCC-TAMRA 
TaqMan mREV-ERBα-fwd CATGGTGCTACTGTGTAAGGTGTGT 
TaqMan rREV-ERBα-fwd CATGGTGCTACTGTGTAAAGTGTGT 
TaqMan mREV-ERBα-rev CACAGGCGTGCACTCCATAG 
TaqMan rREV-ERBα-rev CGCAGGCATGCACGCCATAG 
TaqMan REV-ERBα-probe FAM-ACGTGGCCTCAGGC-MGB 
TaqMan tbp-fwd TTGACCTAAAGACCATTGCACTTC 
TaqMan tbp-rev TTCTCATGATGACTGCAGCAAA 










Supplementary Figure 1: Schematic outline of our transgene insertion site identification 
strategy. The transgene is shown as a grey box. It is flanked by unknown DNA (solid line).  
For explanations, see text. 
' 2001 Oxford University Press Nucleic Acids Research, 2001, Vol. 29, No. 11 e51
Analysis of circadian liver gene expression by ADDER,
a highly sensitive method for the display of
differentially expressed mRNAs
Benoît Kornmann, Nicolas Preitner, DaniŁle Rifat, Fabienne Fleury-Olela and Ueli Schibler*
Department of Molecular Biology, Sciences II, University of Geneva, 30 Quai Ernest Ansermet,
CH-1211 Geneva-4, Switzerland
Received February 27, 2001; Revised and Accepted April 3, 2001
ABSTRACT
We describe a novel and highly sensitive method for
the differential display of mRNAs, called ADDER
(Amplification of Double-stranded cDNA End Restric-
tion fragments). The technique involves the
construction and PCR amplification of double-
stranded cDNA restriction fragments complementary
to 3-terminal mRNA sequences. Aliquots of these
cDNA fragments are then amplified by touchdown
PCR with 192 pairs of display primers (16 upstream
primers and 12 downstream primers) that differ in
their ultimate and penultimate nucleotides and the
PCR products are compared by size-fractionation on
ureapolyacrylamide sequencing gels. By using the
ADDER technology for the comparison of liver RNAs
harvested at different times around the clock we
detected nearly 300 cDNA fragments complementary
to mRNAs with circadian accumulation profiles and
sequenced 51 of them. The majority of these cDNAs
correspond to genes which were not previously
known to be rhythmically expressed. A large fraction
of the identified genes encoded factors involved in
the processing and detoxification of nutrients. This
suggests that a primary purpose of circadian tran-
scription in the liver is the anticipation of food
processing and detoxification. Several genes
involved in human disease were also identified,
including the one encoding presenilin II, a protein
implicated in the development of Alzheimers
Disease.
INTRODUCTION
In the hope of gaining more insight into the physiological
purpose of circadian liver gene expression, we wished to estab-
lish a large repertoire of cyclically expressed hepatic mRNAs.
Previous attempts using the selective amplification via biotin-
and restriction-mediated enrichment (SABRE) subtractive
hybridization technique revealed only a few new rhythmically
expressed transcripts (1), probably because rare mRNA
sequences were lost in the course of the multiple rounds of
selection. In fact, all hybridization-based procedures face
inherent problems in the detection of low abundance tran-
scripts, because Cot values (defined as the initial concentration
of single-stranded nucleic acids multiplied by the time of
hybridization) required for the complete hybridization of such
transcripts are difficult to reach (reviewed in 2). The DNA
microarray hybridization procedure, another hybridization-
based approach, has been successfully used in the detection of
differentially expressed genes in a number of systems (3,4).
However, this method also has its shortcomings. Thus, DNA
microarrays representing all expressed genes are available for
only a few organisms and robust hybridization signals are
difficult to obtain for very rare mRNAs. Yet, as discussed in
the following paragraph, many if not most genes active in a
given mammalian cell type produce transcripts contributing
less than 3  105 parts to the total mRNA population.
Serial analysis of gene expression (SAGE) (5) does not
suffer from the limitations encountered with hybridization-
based methods. However, its application is limited to laborato-
ries with access to automated high throughput DNA
sequencing facilities. For example, SAGE profiling of the
human liver transcriptome revealed that 4% of the 8598
detected mRNA species accounted for nearly 60% of the
30 982 collected sequence tags (6). A large fraction of the 8598
different transcripts only provided a single sequence tag.
Therefore, many, if not most, mRNAs expressed in liver may
contribute less than 3  105 parts to the total mRNA popula-
tion. A reliable comparison of such non-abundant transcripts in
multiple mRNA populations would require the sequencing of
millions of sequence tags.
Differential mRNA display, a procedure invented by Liang
and Pardee (7), has been used successfully in many laboratories
for the identification of differentially expressed mRNAs. It
relies on the RTPCR amplification of cDNAs complementary
to 3-terminal mRNA sequences and the display of the RTPCR
products on high resolution gels. In the original methods, the
upstream primers are 10mers with arbitrarily designed
sequences and the downstream primers contain 11 Ts in addi-
tion to the two nucleotides complementary to the ultimate and
penultimate nucleotides of the mRNA. In our hands this method
yielded satisfactory results for abundant and moderately
abundant transcripts, but failed to provide reproducible
patterns for rare cDNA fragments. Conceivably, the low input
of template cDNA (7) and the inefficient initial priming with
*To whom correspondence should be addressed. Tel: +41 22 702 61 75; Fax: +41 22 702 68 68; Email: ueli.schibler@molbio.unige.ch
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the imperfectly matched 10mer primers may have precluded a
statistical sampling for rare cDNA species.
Here we describe a protocol for the differential display of
mRNA sequences that overcomes some of the problems
encountered with the original method. This method, called
ADDER (Amplification of Double-stranded cDNA End Restric-
tion fragments), involves the construction and amplification of
double-stranded (ds) cDNA restriction fragments complemen-
tary to the 3-terminal moieties of mRNAs. We used this
technology for the identification of liver genes with circadian
gene expression and demonstrate that mRNAs that accumulate
to less than 10 copies/hepatocyte (<105 of mRNA population)
can be isolated and identified by this procedure. The ADDER
display has revealed 280 candidate cDNA fragments for




C57BL/6 X 129/SV mice were housed under a 12 h light/12 h
dark (LD) regimen (lights on at 0700, lights off at 1900) or
kept in constant darkness (DD) for at least 48 h before they
were sacrificed.
The modified and unmodified oligodeoxyribonucleotides
were purchased from Microsynth (Balgach, Switzerland). The
sources of the various enzymes used for the ADDER
procedure are given in parentheses: restriction enzymes
(Amersham, New England Biolabs), ribonuclease H-free
reverse transcriptase (USB), T4 ligase (USB), T7 and T3 RNA
polymerases (Biofinex), TAQ polymerase (our laboratory).
Streptavidin-coated Dynabeads M-280 were purchased from
Dynal.
RNA isolation and synthesis of ds cDNA
Whole cell RNA and polyadenylated RNA was isolated as
described (8,9). ds cDNA was synthesized essentially
according to Gubler (10), using 5 g whole cell RNA or 1 g
polyadenylated RNA as template. These RNA templates were
incubated with 0.5 g anchor primer [5-biotin-
ATTGGCGCGCCTAAGCTTTTTTTTTTTTV-3 (V = A, G
or C)] in a total volume of 11.5 l (completed with water) at
70C for 5 min, cooled on ice and mixed with 12.5 l of 2
first strand buffer (100 mM TrisCl pH 8.3, 150 mM KCl,
6 mM MgCl2, 20 mM DTT, 1 mM dNTPs). This cocktail was
preincubated at 37C for 2 min before 40 U (1 l) of RNase
H-free MMLV reverse transcriptase was added. First strand
cDNA synthesis was then allowed to proceed for 60 min at
37C and the tube was placed on ice. For second strand cDNA
synthesis, the 25 l reaction was diluted in a total of 160 l of
1 second strand buffer [20 mM TrisCl pH 7.9, 5 mM MgCl2,
10 mM (NH4)2SO4, 100 mM KCl, 50 g/ml BSA], containing
2.25 U RNase H and 60 U DNA polymerase 1. This reaction
mix was incubated for 60 min at 12C followed by a further
60 min incubation at 22C. Enzymes were then inactivated by
the addition of EDTA (0.02 M final concentration) and a
10 min heating step at 70C.
Generation and amplification of 3 cDNA end restriction
fragments
For the adsorption of biotinylated ds cDNA to streptavidin
microbeads, 70 l reaction mix containing ds cDNA (see
above) was incubated in a 500 l cocktail containing 20 mM
TrisCl pH 8, 10 mM EDTA, 200 mM NaCl and 50 l of
streptavidin-coated beads that had been previously washed
twice in 500 l TENT 1 M (10 mM TrisCl pH 8, 0.1 M
EDTA, 1 M NaCl, 0.1% Triton X-100). cDNA adsorption to the
microbeads was allowed to proceed for 2 h at room temperature
with constant agitation. After adsorption, the beads were
washed twice with 500 l TENT 1 M and once in 500 l of 1
MboI digestion buffer (10 mM Tris pH 7.5, 10 mM
MgCl2,1 mM DTT, 50 mM NaCl, 0.1 mg/ml BSA). The beads
were then resuspended in 100 l 1 MboI digestion buffer
containing 20 U MboI and incubated for 90 min at 37C with
constant gentle shaking.
After digestion, the beads were washed three times in 300 l
ligation buffer (67 mM TrisCl pH 7.6, 10 mM DTT, 6.7 mM
MgCl2, 33 g/ml BSA). The immobilized 3-terminal MboI
cDNA fragments were then ligated to 2 g of a double-
stranded adapter (obtained by the annealing of the oligo-
nucleotides 5-OH-GGTCCATCCAACC-OH-3 and 3-OH-
GCCAGGTAGGTTGGCTAG-PO4-5) in 30 l 1 ligation
buffer, containing 66 M ATP and 15 U T4 ligase, for 1624 h
at 16C. The beads were then washed three times with 500 l
TENT 1 M and once with 300 l digestion buffer (50 mM
potassium acetate, 20 mM Trisacetate pH 7.9, 10 mM magne-
sium acetate, 1 mM DTT, 0.01% Triton X-100, 0.1 mg/ml
BSA) and the 3-terminal ds cDNA MboI fragments
(containing adapter sequences) were released from the beads
by digestion with AscI (20 U) in 100 l of digestion buffer
(20mM Tris-acetate pH 7.9, 10 mM Mg acetate, 50 mM K
acetate, 1 mM DTT) at 37C for 2 h.
PCR amplification of the 3-terminal MboI cDNA
fragments
A master stock of ds 3-terminal cDNA MboI restriction frag-
ments was obtained by PCR amplification of the material
released from the streptavidin beads by AscI digestion. To this
end, preliminary PCR trials with 2.5 l cDNA per 50 l reac-
tion mix were performed to evaluate the minimal number of
PCR cycles required to yield a sufficient amount of cDNA
templates for the differential display. The PCR reaction was
performed in a cocktail containing 50 mM TrisCl pH 9.2,
16 mM (NH4)2SO4, 1.75 mM MgCl2, 5% DMSO, 0.2 mM
dNTPs, 2 U Taq polymerase/50 l reaction and 1 M of each
of the two primers 5-GGTCCATCCAACCGATC-3 and
5-ATTGGCGCGCCTAAGCTT-3, using a Stratagene Robo-
cycler and the following temperature cycles: 1 min at 95C,
1 min 50 s at 52C and 2 min 30 s at 72C. Between 15 and 25
cycles were tested by examining 10 l of the PCR products by
electrophoresis on a 2% agarose gel. We found that 19 cycles
gave reproducible PCR products in the range of 1001000 bp.
Higher numbers of PCR cycles frequently resulted in a smear
emanating from the well of the agarose gel.
After the optimal number of cycles had been determined,
large-scale amplification was performed using 25 l cDNA in
a total volume of 500 l, which was subdivided into five tubes
each containing 100 l. In parallel, a 50 l PCR reaction
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containing 32P-labeled dATP (Ci/mM) was carried out under
identical conditions and the radiolabeled PCR products were
displayed on 5% sequencing gels in order to compare the qualities
of the cDNAs obtained from various RNA populations (Fig. 2).
To obtain a master stock, the unlabeled PCR products
obtained in the large scale preparation were extracted once
with phenolchloroform, precipitated with 0.1 vol 5 M NaCl
and 0.7 vol isopropanol and resuspended in TE (10 mM Tris
Cl pH 8, 1 mM EDTA) at a final concentration of 100 ng/l.
For the following PCR amplification with display primers it is
crucial that all of the master stocks have the same DNA
concentration in order to assure that the differential display
products are directly comparable after electrophoresis on
sequencing gels.
Differential display of amplified 3-terminal cDNA
fragments
For the ADDER differential display, 5 ng cDNA aliquots of
the master stocks (see above) were amplified by touchdown
PCR (11) in 50 l reactions containing 50 mM TrisCl pH 9.2,
16 mM (NH4)2SO4, 1.75 mM MgCl2, 5% DMSO, 0.2 mM
dNTPs, 1 Ci [-32P]dATP, 2 U Taq polymerase and 1 M
each primer. The following PCR program was used:
1 min 95C, 2 (1 min 95C, 1 min 50 s 54C, 2 min 30 s
72C), 2(1 min 95C, 1 min 50 s 52C, 2 min 30 s 72C), 2
(1 min 95C, 1 min 50 s 50C, 2 min 30 s 72C) 2 (1 min
95C, 1 min 50 s 48C, 2 min 30 s 72C], 2 (1 min 95C,
1 min 50 s 46C, 2 min 30 s 72C), 10 (1 min 95C, 1 min
50 s 44C, 2 min 30 s 72C). The upstream and downstream
display primers had the general sequence 5-AACCGATCN1N2-
3 (where N1 and N2 can be either G, A, T or C) and 5-
AGCTTTTTTTTTTTTVN-3 (where V is either G, A or C and
N is either G, A, T or C), respectively. Thus, with 16 different
upstream primers and 12 different downstream primers a total
of 192 primer combinations can be used for the differential
display of cDNAs.
For unknown reasons, the upstream primer whose N1N2 were
CA or CG did not efficiently amplify the cDNA fragments
under the conditions described above. This problem could be
overcome by the use of 12mers instead of 10mers (see Table
1). Another upstream primer that caused problems was the one
containing Gs at its penultimate and ultimate position, probably
because this primer possesses an 8 base palindrome (5-
AACCGATCGG-3), which may allow self-annealing and
hence primer amplification. This problem could be solved by
using a slightly modified primer (5-CCAACGGATCGG-3).
All three of these modified primers yielded satisfactory results
under the PCR conditions mentioned above. The sequences of
the 28 primers required for the comprehensive display of the
master cDNA stocks are listed in Table 1.
Radiolabeled PCR products were displayed on 5%
sequencing gels and examined for differentially expressed
gene products (Fig. 3).
Representation of mRNAs in the ADDER cDNA
population
The differential display is restricted to cDNA fragments
encompassing 501200 nt (Figs 2 and 3). Assuming that each
nucleotide is equally abundant in the mRNA 3 moiety and
neglecting the very small fraction of ds cDNAs containing an
AscI site downstream of the most 3-proximal MboI site, the
probability of a cDNA containing a MboI site (frequency = 1/44)
within these limits is [(255/256)50  (255/256)1200] = 0.8.
Therefore, in theory, 80% of all 3-terminal mRNA sequences
should be represented in the ds cDNA library.
Cloning and analysis of cDNA end fragments
The region of the gel (dried without fixation) containing the
fragment of interest was excised with a scalpel from both the
lanes showing maximal and minimal expression. The gel
pieces were soaked in 150 l water and boiled for 20 min to
elute the DNA. Aliquots (2.5 l) were then amplified by
PCR with the corresponding full-length upstream primer
(5-GGTCCATCCAACCGATCN1N2-3) and downstream
primers (5-ATTGGCGCGCCTAAGCTTTTTTTTTTTTVN-3)
to restore the AscI site. PCR reactions (50 l) were as described
above, but with a 44C annealing temperature for the first two
cycles and a 60C annealing temperature for the following 18
cycles. The products were digested to completion with MboI
and AscI, purified by agarose gel electrophoresis and cloned into a
modified pKS plasmid vector, containing an AscI site between
the EcoRV and EcoRI sites. To identify bacterial colonies with
recombinant plasmids containing the differentially expressed
cDNA fragments, the inserts from multiple individual colonies
were PCR-amplified and digested with different combinations
of frequently cutting restriction enzymes. The digests were run
on 3% agarose gels alongside restriction digests of PCR-ampli-
fied DNA obtained from the gel eluates (see above). Cloned
cDNA fragments with a restriction pattern identical to that of
the most abundant cDNA species seen in PCR products from
gel eluates were kept for further analysis.
cDNA fragments complementary to mRNAs with circadian
expression were sequenced and their sequences were used in a
Table 1. List of the primers required for the ADDER cDNA display
aThis primer was modified to prevent self-annealing, as described in Materials
and Methods.
Upstream primers (5	3) Downstream primers (5	3)
1 CCAACGGATCGGa 17 AGCTTTTTTTTTTTTGG
2 AACCGATCGA 18 AGCTTTTTTTTTTTTAA
3 AACCGATCGT 19 AGCTTTTTTTTTTTTCT
4 AACCGATCGC 20 AGCTTTTTTTTTTTTGC
5 AACCGATCAG 21 AGCTTTTTTTTTTTTAG
6 AACCGATCAA 22 AGCTTTTTTTTTTTTCA
7 AACCGATCAT 23 AGCTTTTTTTTTTTTGT
8 AACCGATCAC 24 AGCTTTTTTTTTTTTAC
9 AACCGATCTG 25 AGCTTTTTTTTTTTTCG
10 AACCGATCTA 26 AGCTTTTTTTTTTTTGA
11 AACCGATCTT 27 AGCTTTTTTTTTTTTAT
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BLAST search (12) in DNA databases or the mouse EST data-
base (GenBank).
RESULTS
Experimental design of the ADDER differential mRNA
display method
The eight experimental steps of the ADDER procedure are
schematically outlined in Figure 1. Polyadenylated mRNA was
reverse transcribed into single-stranded (ss) DNA, using a
biotinylated oligonucleotide primer harboring sites for the
restriction endonucleases AscI and HindIII (in bold), 12 Ts and
a 3-terminal V (A, G or C). The RNADNA heteroduplexes
were then converted into dsDNA, which were adsorbed to
streptavidin beads. After digestion with MboI, the immobilized ds
cDNA fragments were ligated to adapter sequences carrying a
5-GATC overhang. cDNA fragments were released from the
beads by digestion with AscI and amplified using the appropriate
upstream and downstream primers. Aliquots of the amplified
cDNA master stock were then amplified by touchdown PCR,
using combinations of the 16 upstream primers and 12 down-
stream primers shown in Table 1.
Generation of a cDNA master stock
Initially, we prepared four independent ds cDNA end restric-
tion fragment libraries (Fig. 1, steps 16) and compared their
quality by size fractionation on ureapolyacrylamide gels
(Fig. 2A). Two of these libraries were constructed using total
RNA of animals sacrificed at 2000 or at 0800 hours as
templates, and two using polyadenylated mRNAs (A+ RNA)
as templates that were purified from total RNA by oligo dT
cellulose chromatography. Gel electrophoresis of these cDNA
libraries revealed numerous bands (Fig. 2A), supposedly repre-
senting the most abundant mRNA species, superimposed on a
heterogeneous distribution of cDNA fragments in the size range
of 601200 nt. With one exception, the relative intensities of the
abundant mRNA species appeared to be similar for all four
cDNA pools, irrespective of whether total or polyadenylated
RNAs served as templates. One cDNA species, migrating at
180 nt, was only detected in the two preparations obtained
with whole cell RNA as templates. As purification of poly-
adenylated RNA is labor-intensive and may result in the loss of
some mRNA species, we decided to use whole cell RNA in
further experiments.
Figure 1. Schematic outline of the ADDER display technology. For explana-
tions see text.
Figure 2. Analysis of cDNA master stocks. (A) ds cDNA 3 MboI fragments
were prepared from 1 g polyadenylated (A+) RNAs or 5 g total liver RNAs
harvested at 2000 or 0800. ds cDNA fragments were constructed according to
Figure 1, steps 16 and separated on 5% ureapolyacrylamide gels, alongside
size markers whose positions are indicated at the right hand side. The most
abundant cDNA fragment, migrating at 210 nt, is complementary to major
urinary protein (MUP) mRNA (data not shown). (B) Digestion products gener-
ated by the digestion of ds cDNA (total RNA, 0800; A) with the restriction
endonucleases MboI, HindIII or both. MboI removes the upstream primer and
generates a 4 nt 5-overhang on the coding strand, thus producing two strands
differing in length by 4 nt. HindIII removes the downstream primer and gener-
ates a 4 nt 5-overhang on the non-coding strand. Double digestion with MboI
and HindIII removes both primers and leaves 4 nt 5overhangs on both strands,
thus generating two strands with identical lengths for each species. These
digestion products can readily be discriminated by electrophoresis of digestion
products of abundant cDNA species, such as the MUP cDNA fragment migrat-
ing at 210 nt in the non-digested sample (A).
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Digestion of the ds cDNA fragments with MboI, HindIII or
both, and analysis of the digestion products by gel electro-
phoresis (Fig. 2B) confirmed that the cDNAs have the architecture
expected on the basis of the experimental design depicted in
Figure 1.
Display of ds cDNA
The upstream and downstream primers required for a complete
display with 192 primer pairs are listed in Table 1. In order to
increase the specificity of priming, we used touchdown PCR
(11) and relatively short display primers for the display of ds
cDNA subpopulations. In pilot experiments we showed that
shortening of the display primers indeed reduces unspecific
priming significantly (data not shown). This was expected, as
the two variable nucleotides contribute a higher fraction of
binding energy in the annealing of short as compared to long
primers. As ds cDNAs are used as templates, the touchdown
PCR assays can be assembled at room temperature and do not
require a hot start, as the priming can only initiate once the
temperature has reached the melting temperature (Tm) of the
template.
Figure 3 shows cDNA display patterns obtained with 11
different primer pairs for liver mRNAs prepared at 8 h inter-
vals around the clock (0800, 1600 and 2400). The visual
inspection of the various banding patterns suggested that most
mRNAs were expressed at similar levels throughout the day.
However, a few cDNA species were more prevalent at certain
times of day, indicating that they were complementary to
mRNAs with circadian accumulation. A number of such
cDNA fragments (Fig. 3, some marked by arrows) were
cloned, sequenced and used as probes in northern blot hybrid-
izations or RNase protection assays to monitor the temporal
accumulation of their cognate mRNAs. Indeed, most of the
transcripts complementary to the cloned cDNAs turned out to
be subject to circadian regulation with amplitudes of 220-fold
or greater. Some of the protein products of cyclically expressed
mRNAs discovered by the ADDER technique are listed in
Table 2.
A major advantage of differential cDNA display methods is
the possibility to compare many different mRNA populations
simultaneously. This is demonstrated by the data presented in
Figure 4. In this experiment, a total of 12 liver whole cell RNA
samples were compared by ADDER employing the primer pair
5-AACCGATCTC-3 and 5-AGCTTTTTTTTTTTTCC-3.
These RNAs were harvested at 4 h intervals around the clock
(at 0800, 1200, 1600, 2000, 2400 and 0400) from wild-type
mice and Dbp knockout mice. Dbp encodes a basic leucine
zipper transcription factor that accumulates according to a
robust circadian rhythm in most tissues, reaching zenith and
nadir values at 1600 and 0400, respectively (13). Based on the
known sequence of murine Dbp mRNA, the two primers used
in this display should amplify a Dbp cDNA 3-fragment
encompassing 621 bp (including the two display primers). As
expected, a fragment corresponding to this size was observed
exclusively in the RNA samples obtained from wild-type
animals at 1200, 1600 and 2000. Moreover, the relative abun-
dance of this cDNA fragment was highest at 1600. Cloning and
sequencing of this fragment confirmed its identity as the
3-terminal Dbp cDNA segment. An additional 3-terminal
Dbp cDNA fragment spanning 510 bp was obtained with the
same upstream primer and a different downstream primer
(5-AGCTTTTTTTTTTTTCT-3). Presumably this fragment
corresponds to a Dbp mRNA species that is cleaved and poly-
adenylated at an alternative site upstream of the major poly-
adenylation site (data not shown).
Sensitivity and specificity of the ADDER differential
display method
Figure 5A displays the daily accumulation profile of the
mRNA complementary to cDNA fragment indicated by a
Figure 3. Differential display of 3-terminal ds cDNA fragments. Aliquots of
ds cDNA libraries were amplified with the display primers shown and size-
fractionated on a 5% ureapolyacrylamide gel alongside size markers (left
hand side). The times at which the animals were sacrificed to prepare liver
RNA are given at the top. The autoradiography was exposed for 72 h at room
temperature without an intensifier screen. The positions of cDNA fragments
that were cloned and sequenced are indicated by arrows. All of the mRNAs
complementary to these cDNAs showed circadian accumulation profiles, when
examined by northern blot hybridization or ribonuclease protection assays
(Fig. 5 and data not shown). One of the cloned cDNA fragments, GNCLP
(indicated by a white arrowhead), was used to examine the sensitivity and
priming specificity of the ADDER method (Figs 5 and 6). Several additional
fragments for potentially circadian mRNAs can be seen in the autoradiograph;
however, these fragments have not yet been cloned and the corresponding
mRNAs have thus not been examined for cyclic accumulation by northern blot
or RNase protection assays.
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white arrowhead on Figure 3. Sequence analysis revealed that
this mRNA encodes a hitherto unknown protein related to
galactosides/Na+ cotransporters (Table 2). We thus called this
protein GNCLP (Galactosides/Na+ Cotransporter-Like
Protein). GNCLP mRNA levels oscillated with an amplitude
of at least 20-fold during the day, reaching zenith and nadir
levels 2000 and 1200 hours, respectively (Fig. 5B). In order
to examine the sensitivity of the ADDER technique, we wished
to determine the cellular GNCLP mRNA level at 1600 hours,
when the GNCLP cDNA fragment can be readily detected in
the cDNA display (Fig. 3). To this end, increasing amounts of
unlabeled synthetic GNCLP pseudo-mRNA were mixed with a
constant amount of whole cell liver RNA harvested at 1600
hours and the resulting RNA mixtures were subjected to ribo-
nuclease protection assays with a radiolabeled GNCLP anti-
sense RNA probe. Quantification of the signals depicted in
Figure 5C revealed that GNCLP mRNA accumulated to 7.5
molecules/cell at 1600 hours.
The GNCLP cDNA fragment was also used to evaluate the
specificity of priming during the PCR amplification with
display primers (Fig. 6). Aliquots of the cDNA master stock
were PCR amplified using the display primer pairs indicated in
Figure 6 and unlabeled dNTPs. Equal quantities of the PCR
products were then size-fractionated on a 2% agarose gel and
analyzed by Southern blot hybridization with a radiolabeled
GNCLP cDNA probe. As shown in Figure 6, strong hybridiza-
tion signals were observed with the PCR product obtained with
the two perfectly matched display primers, while the signals
obtained with the starting material were barely visible. When
paired with a perfectly matched upstream primer, downstream
primers containing one mismatch in the V and N positions still
yielded some GNCLP cDNA fragments in the display PCR
reaction. In contrast, PCR products obtained with a correct
upstream primer and downstream primers with mismatches in
both the V and the N position did not reveal detectable hybrid-
ization signals, similar to PCR products generated with
mismatched upstream primers. On the basis of this comparison
we deduced (i) that the amplification with perfectly matching
display primers resulted in a dramatic enrichment of the corre-
sponding cDNA fragments, and (ii) that the upstream primers
contributed a higher priming specificity to the display PCR
reaction than the downstream primers.
Table 2. Liver gene products with circadian expression identified by the ADDER procedure
Name Function GenBank Cellular localization Peak expression
Detoxification/stress response
Putative ortholog of rat cyp2c22 Detoxification of xenobiotics AW413095 Microsomes 2000
Coumarin hydroxylase Coumarin detoxification AW113388 Microsomes 2000
Glutamate-cysteine ligase Glutathione biosynthesis U85498 Cytosol 0400
Aminolevulinate synthase Heme biosynthesis M63245 Cytosol 2000
S-adenosyl-L-methionine synthetase S-adenosyl-L-methionine synthesis L13622 Cytosol 2400
Carboxylesterase ES male Detoxification of xenobiotics L11333 Microsomes 2000
NCPR P450-enzyme reduction NM_008898 Microsomes 2000
Glucose regulated protein Chaperone D78645 Cytosol 2000
HSC73 Chaperone U27129 Cytosol 2000
Microsomal glutathione-S transferase Membrane protection J03752 Microsomes 0800
General metabolism
Testosterone hydroxylase Steroid metabolism NM_009997 Microsomes 2000
Cholesterol 7- hydroxylase Bile acid synthesis NM_012942 Microsomes 2000
PEPCK Neoglucogenesis AF009605 Cytosol 1600
Serine dehydratase Serine catabolism J03863 Cytosol 1600
Probable amino acid transporter Amino acid transport? AW536614 Plasma membrane? 1600
Liver-type glucose transporter Passive glucose transport X15684 Plasma membrane 1600
Long chain fatty acyl coA ligase Fatty acid metabolism D90109 Cytosol 2400
Peroxysomal long chain acyl coA-thioesterase 1a Fatty acid metabolism AAF13873 Peroxisomes 2000
SPOT 14 Regulator of lipogenesis K01934 Nucleus 2000
Protein related to spot 14 Transcription regulator? AI195877 Nucleus? 2400
GNCLP Sugar transport? AI787285 Plasma membrane? 2000
Probable ethanolamine kinase Phospholipid metabolism? AI131623 ? 2000
Insulin receptor Y-kinase substrate homolog Signal transduction? AW108024 ? 2000
Uridine phosphorylase homolog Uridine catabolism? AA250708 Cytosol? 16002000
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The nature of circadian gene products
A visual inspection of the PCR reactions generated by all of the
192 display primers in two independent experiments revealed
280 candidates for rhythmically expressed mRNAs. Most of
these mRNAs reach maximal levels during the activity period
(i.e. the dark phase) of mice (Fig. 7). In order to get an idea
about the nature of the rhythmically expressed mRNAs, cDNA
fragments corresponding to some of these transcripts were
cloned and sequenced. Table 2 shows the compilation of 51
cloned and sequenced cDNA fragments. For each of these
cDNAs, the circadian expression of the cognate mRNA has
been verified by either northern blot analysis or ribonuclease
protection assays at 4 h intervals around the clock (Fig. 5A and
data not shown). The majority of these mRNAs have not previ-
ously been known to accumulate in a circadian fashion. A
sequence search of databases revealed at least one sequence
with identity or similarity for each cloned cDNA insert.
Several of the identified circadian gene products appear to be
involved in energy homeostasis, food processing and detoxifi-
cation. As expected for such a role, most of these mRNAs
reached maximal values during the night, when these nocturnal
animals feed.
Table 2. Continued.
Liver RNA was prepared from animals sacrificed at 0800, 1600 and 2400 and used as a template for the ADDER display. Fifty-one differentially expressed
cDNA fragments were cloned and sequenced. ESTs or published cDNA sequences were found for all of them and the proteins encoded by the corresponding
mRNAs are listed. Two cDNA fragments of different size were detected for spot14, uridine phosphorylase homolog and DBP and three fragments were recovered
for contrapsin. Presumably, these cDNA species correspond to transcripts cleaved and polyadenylated at multiple alternative polyadenylation sites. The circadian
accumulation profiles were determined for all of the listed species using RNase protection assays or northern blot hybridization at 4 h intervals around the clock
(at 0400, 0800, 1200, 1600, 2000 and 2400). The times at which zenith levels were observed are given under peak expression. The ratios between zenith and
nadir levels of the listed species vary between 2 and >20.
Name Function GenBank Cellular localization Peak expression
Serum proteins
Contrapsin Protease inhibitor D00725 Serum 2000
Murinoglobulin homolog Protease inhibitor? AA288042 Serum? 0800
Corticosterone binding globulin Hormone transporter NM_007618 Serum 1600
Fibrinogen/angiopoietin-related protein ? NM_020581 Serum 1600
IGF-binding protein 1 Hormone transporter NM_008341 Serum 1600
Other or uncharacterized functions
DBP Transcription factor U29762 Nucleus 1600
TIS7 interferon-related developmental regulator ? NM_013562 ? 1600
Presenilin 2 Notch signal transduction / alzheimer
disease
NM_011183 Membranes 0400
SK2 Potassium channel AF239613 Plasma membrane 1600
Protein related to DEPP Decidual protein induced by progesterone AA060103 ? 1200
Pentylene tetrazole induced cDNA (Ptz-17) Seizure related D45203 ? 2000
N-acetyltransferase camello-2 ? AI182075 Membrane? 2400
DP1-like1 ? AB039933 ? 16002400
MMLV40 reverse transcriptase Viral protein BE635010 ? 2400
58 kDa PKR inhibitor Kinase inhibitor AI047835 Cytosol 24000400
g0s2 homolog ? AI606571 ? 0400
Probable FLJ10276 ortholog ? AW824670 ? 16002000
Unknown putative transmembrane protein ? AW487825 ? 24000400
Protein related to KIAA0977 protein ? Mm.34159 ? 1600
Adipose differentiation-related protein ? NM_007408 ? 0400
Probable TIG1 ortholog ? AI662122 Membrane? 1600
Unknown EST ? W29363 ? 2000
Unknown EST ? BB277938 ? 2400
Unknown EST ? AA571276 ? 2400
Unknown EST ? AA243904 ? 0800
Unknown EST ? AU067703 ? 0400
Unknown EST ? AI426499 ? 16002000
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DISCUSSION
The ADDER technology is based on the general principle of
the original mRNA display method (7), but similar to the
TOGA display method (TOtal Gene expression Analysis) (14)
includes the manipulation of ds cDNAs adsorbed to streptavidin
microbeads. However, while TOGA requires 256 different
primers, ADDER can be carried out with only 28 primers.
Moreover, in contrast to TOGA, ADDER does not involve a
cloning step before the differential PCR display reactions are
carried out. Using one of the cloned sequences, we demon-
strated that mRNAs present at less than 10 copies in liver cells
can be identified and isolated by this technology.
Theoretically, 80% of all mRNA should be represented by
a cDNA fragment in the cDNA library generated for the
ADDER display technique. In reality, this percentage is likely
to be lower, since some sequences may not be amplified
efficiently or may be hidden on the display gels by similarly
sized but more abundant cDNA fragments. Some of these
limitations might be overcome by the parallel display of ds
cDNA fragments generated with different frequently cutting
restriction enzymes. Nevertheless, the large majority of frag-
ments suggestive of differential expression based on the
ADDER display showed similar differences in accumulation
when tested by northern blot or RNase protection experiments
in the RNAs used as templates for cDNA synthesis. Obviously,
like all other techniques aimed at the identification of differen-
tially expressed transcripts, ADDER also reveals differences
not related to the biological question under examination. These
include individual differences and polymorphisms in restriction
sites and fragment length. These can be reduced to a minimum
either by analyzing large pools of RNA samples or by
conducting the display in parallel with several independent
samples.
To ensure a statistical sampling of rare mRNA species, we
used a relatively large RNA input in the initial reverse tran-
scriptase reaction and amplified the cDNA fragment library
before employing it in the display. This permits the use of rela-
tively large amounts of template cDNA in each of the 192 PCR
display reactions. Thus, in the 5 ng ds template DNA used in
each display reaction, even cDNAs for mRNAs contributing
only 105 parts to the entire population are still present at 105
copies.
The ADDER technology offers several advantages when
compared to other gene expression profiling techniques. First,
Figure 4. Simultaneous comparison of 12 mRNA samples. Twelve ds cDNA
libraries were prepared against whole cell RNAs from wild-type (WT) and
Dbp knockout (KO) mice sacrificed at 4 h intervals around the clock. Aliquots
of these templates were amplified with the display primer pair 5-AAC-
CGATCTC-3 and 5-AGCTTTTTTTTTTTTCC-3 and the products were
analyzed as described in Figure 3. Each RNA sample contains RNA from three
to five mice. The times at which the animals were sacrificed are indicated at the
top of each panel and the positions of the size markers are depicted on the left.
The fragment indicated by the arrow on the right has been identified as Dbp
cDNA by cloning and sequencing. As expected, this fragment can only be
observed in RNAs from WT animals sacrificed at 1200, 1600 and 2000.
Figure 5. Circadian accumulation of GNCLP mRNA. (A) Aliquots (10 g) of
total liver RNAs harvested at 4 h intervals around the clock (times indicated at
the top of each panel) were examined by ribonuclease protection assays for the
presence of GNCLP mRNA. An antisense TATA-binding protein (TBP) RNA
probe was included in these assays as a control for a constitutively expressed
mRNA. In parallel, an RNase protection assay was performed with yeast RNA
(Y) as a negative control. (B) The signals obtained for GNCLP mRNA (A)
were quantified by phosphorimaging, normalized to TBP mRNA and con-
verted to copies per cell. In this estimation, we took into consideration that a
liver cell contains 50 pg total RNA. (C) Quantification of the cellular GNCLP
mRNA concentrations present in liver at 1600 hours, the time at which the
GNCLP cDNA fragment was observed in the cDNA display shown in Figure
3. Unlabeled sense RNA was prepared by transcribing the GNCLP cDNA plas-
mid, linearized by digestion with XhoI, with T7 RNA polymerase. Increasing
amounts of this 
mRNA were mixed with 20 g total liver RNA and the result-
ing mixtures were subjected to ribonuclease protection assays with a GNCLP
antisense RNA probe. Quantification of the signals by phosphorimaging
revealed that 20 g total RNA contained 5 amol (3  106 molecules) of
GNCLP mRNA. Since one liver cell contains 50 pg total RNA, it can be esti-
mated that GNCLP mRNA accumulates to about 7.5 copies/cell. Assuming
that poly(A)+ mRNA amounts to 1.5 pg/liver cell and that the average length
of liver mRNA is 1800 nt, GNCLP mRNA makes up 5  106 of all liver
mRNAs at 1600 hours.
PAGE 9 OF 10 Nucleic Acids Research, 2001, Vol. 29, No. 11 e51
similar to the original differential cDNA display method it
allows the simultaneous comparison of a large number of
samples (Fig. 5). For the reasons described previously, this is
not readily possible when using SAGE. Secondly, ADDER is
highly sensitive and thus allows the identification of rare
differentially expressed mRNA sequences (Fig. 6). Thirdly,
ADDER does not require overly expensive equipment and
chemicals, which renders the procedure accessible to all labo-
ratories with standard molecular biology equipment.
The obvious shortcoming of the ADDER procedure is its
relatively low throughput. While the complete display of 12
different mRNA populations, (2304 PCR reactions) can be
accomplished by an experienced researcher in only 12 working
days, the cloning and characterization of differentially
expressed mRNA sequences may require months. However, in
the future it may become feasible to identify most 3 cDNA
fragments in silico on the basis of their size [= distance of the
most 3-proximal MboI site to the poly(A) site], the two nucle-
otides adjacent to the MboI site and the two nucleotides
preceding the poly(A) tail.
We used the ADDER technology to characterize mRNAs
with circadian expression in liver. This analysis suggested that
most of these mRNAs reach zenith values just before and
during the nocturnal activity phase of mice. Cloning and
sequencing of 51 cyclically expressed mRNA sequences
revealed that many of these transcripts encode proteins
involved in metabolism and detoxification. These include four
cytochrome P450 enzymes, the P450 oxidoreductase (NCPR),
enzymes involved in heme and glutathione biosynthesis and
enzymes involved in carbohydrate, fat and amino acid metabolism.
Thus, a major purpose of circadian liver gene expression may
be the anticipation of and adaptation to food processing. This
conjecture is supported by two recent reports that demonstrate
a close connection between circadian gene expression and
feeding (15,16). These studies indicate that feeding time is a
dominant Zeitgeber (timing cue) for circadian gene expres-
sion in peripheral tissues such as the liver. Thus, when mice or
rats are fed for several consecutive days exclusively during the
day, when these nocturnal animals usually sleep, the phase of
peripheral liver gene expression gets completely inverted.
Interestingly, however, feeding time does not affect the master
circadian pacemaker, residing in the suprachiasmatic nucleus
of the hypothalamus.
In conclusion, we have developed a novel mRNA display
technology and have successfully employed it to identify many
genes with circadian expression in the liver. Given the repro-
ducibility, sensitivity and relatively low cost of the ADDER
technology, this approach may prove useful for the isolation of
differentially expressed genes in a large variety of experi-
mental systems.
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