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A singularity is said to be weakly-exceptional if it has a unique purely log terminal
blow up. In dimension 2, V. Shokurov proved that weakly exceptional quotient
singularities are exactly those of types Dn, E6, E7, E8. This thesis classifies the
weakly exceptional quotient singularities in dimensions 3, 4 and 5, and proves
that in any prime dimension, all but finitely many irreducible groups give rise to
weakly exceptional singularities. It goes on to provide an algorithm that produces
such a classification in any given prime dimension.
iv
Lay Summary
In algebraic geometry, we study varieties—high-dimensional geometric objects
defined via polynomial equations. At most of their points, these objects are
smooth, i.e. their neighbourhoods look like a lower-dimensional space. However,
at other points the variety has a more complicated structure. These points are
referred to as the singularities of the variety. For example, a singularity can
appear when one takes a space, identifies groups of points on it in a regular
manner and folds the space, gluing the points in the same group together. Such
singularities are called quotient singularities.
In order to deal with these singularities, one uses a process called resolution,
which makes the singularity more simple while exposing some of its structure.
However, the resolution of a singularity is not in general unique, and some reso-
lutions turn out to be more useful than others. This means a choice of resolution
needs to be made, which can obscure some of the variety’s structure. A singular-
ity is called weakly exceptional if it has exactly one “good” resolution. This thesis
classifies weakly exceptional quotient singularities in low dimensions and proves
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Let G be a finite subgroup of GLN (C). Then G naturally acts on CN and on
the space of polynomial functions in N variables. Consequently, one can study
the quotient variety V = CN/G and functions on it. One of the first people who
studied this variety was H. Cartan (see [5]), who proved that the singularities
of CN/G are normal, and so have codimension at least 2. Substantial contribu-
tions to the study of these varieties have also been made by C. Chevalley [10],
G.C. Shephard and J.A. Todd [35] and D. Prill [27].
The origin of these varieties suggests that they can be looked at from several
different angles. On the one hand, the variety is defined by the choice of action
of the group G on CN (in other words, of the embedding of G into GLN (C)).
Therefore, it is logical to study these varieties by looking at the finite group
actions on CN . On the other hand, for all but the most trivial isomorphism classes
of G, these varieties are singular, with the singularity appearing at the image of
the origin 0 3 CN under the projection CN → CN/G. The neighbourhood
of this quotient singularity (see Definition 2.34) completely defines the entire
variety V , so it makes sense to study the variety by studying the singularity on
it. The purpose of this thesis is to discuss the correspondence between these two
approaches to studying the varieties.
First consider the group-theoretic side of the problem. The first thing to note is
that the group G in question is finite, and that any finite group has at most finitely
many non-conjugate faithful actions on CN . Therefore, it makes sense to start by
looking at the isomorphism classes of G, rather than at a particular embedding
of G into GLN (C). Furthermore, it is evident that the properties of V depend on
not the group G ⊂ GLN (C) itself, but rather on its image Ḡ under the natural
projection GLN (C)→ PGLN (C). This leads to a significant simplification, since
it means that given a finite group Ḡ ⊂ PGLN (C), any lift G ⊂ GLN (C) will
lead to the same conclusions. In particular, one can significantly simplify the
computations by choosing one of the lifts that are contained in the subgroup
SLN (C) ⊂ GLN (C) (see Proposition 2.14). Therefore, one can start with the
assumption that G is a finite subgroup of SLN (C).
It is also worth asking whether or not the group G is “really” in SLN (C), or
if the embedding comes from the embedding of G into SLN ′ (C)×SLN ′′ (C) (with
N = N ′ +N ′′). Such group actions are called reducible (see Definition 2.4), and
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can generally be considered as pairs of actions of G on CN ′ and CN ′′ . It will be
shown (see Theorem 2.45) that for the purposes of this thesis such actions can
be disregarded. On the other extreme, one can consider the primitive actions,
which can be thought of as “maximally irreducible” (see Definition 2.3). The
internal structure of these groups is quite complicated, and there does not seem
to be a pattern to the lists of such groups in different dimensions. However, the
restriction to the Special Linear groups implies that the number of such groups
for any given N is finite (see Lemma 2.16), and there are classifications of all such
groups available for small values of N (see Theorem 2.17, Proposition 2.18 and
Theorem 2.21). This suggests that in any given dimension, the most interesting
case is the one of the irreducible imprimitive group actions. Their structure is (at
first glance) relatively easy to understand, but in reality it is very sensitive to the
prime factorisation of the number N . It is very easy to construct infinite families
of such group actions in any given dimension N , but there is (to my knowledge)
no single family that would both have a useful description and encompass all the
irreducible imprimitive groups actions. Throughout this thesis, the irreducible
imprimitive groups (and the corresponding varieties) will be the ones given most
attention.
Now consider the geometric side of the problem. One of the natural ways to
study a singularity is to look at its complete and partial resolutions or blowups
(see Definition 2.24), or, more precisely, at the exceptional divisors that arise in
these resolutions. By doing this, one can deduce certain information about the
canonical and anticanonical systems of a neighbourhood of the singularity, as well
as about the kinds of metrics the variety admits.
One class of singularities that can be distinguished in this way is the class
of exceptional singularities. One says that a singularity (P ∈ V ) is exceptional
if for any log canonical boundary (see Definition 2.25), there exists at most one
exceptional divisor with discrepancy −1 over P (see Definition 2.26). One dis-
tinguishes such singularities because varieties with them have more complicated
linear systems |−nKV | (for n ∈ Z>0) than those with non-exceptional singulari-
ties. This plays a role in the search for n-complements (certain “good” divisors in
these linear systems), which is a part of V. Shokurov’s project of studying log flips
and the classification of log canonical singularities (see Definition 2.27). However,
it turned out that the class of exceptional singularities is fairly small, especially
in the quotient singularity case. In particular, for any dimension N , there are
only finitely many isomorphism classes of exceptional quotient singularities (see
Corollary 2.44).
This prompts one to try to extend this class to include singularities with
properties “close enough” to those of exceptional singularities. To do this, one
looks at a special class of (partial) resolutions of singularities, called plt blowups.
Informally, a plt blowup is a resolution W → V of P ∈ V with an irreducible
exceptional divisor E and different DiffE (P ) (see Definition 2.28), such that E
is normal and the pair (E,DiffE (P )) is log terminal (see Definition 2.27). These
resolutions do not lead directly to n-complements on V , but they are still very
useful in the study of extremal contractions (see [30]) of the singularities. Any
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Kawamata log terminal singularity (see Definition 2.27) has such a (partial) res-
olution, but if it happens to be unique, then this singularity is called weakly
exceptional (see Definition 2.32, originally defined in [23]). To justify the choice
of the name, it is worth noting that any exceptional singularity is also weakly ex-
ceptional (see Lemma 2.33). The concept of weakly exceptional singularities has
many applications, including the existence of Kähler-Einstein metrics on com-
pact Kähler manifolds (sometimes referred to as the Calabi problem). This can
be seen via the criterion for weak exceptionality stated in the language of Tian’s
α-invariant (see Theorem 2.40)
Since the same object can be looked at from two different points of view, it is
possible to place it into the two relevant class structures. Therefore, it is natural
to ask how these two class structures match up. For example, is it possible to
say anything about the reducibility of a group action that “induces” a weakly
exceptional singularity? What about an exceptional one? Going in the other
direction, what (if anything) can be said about the exceptionality of a quotient
singularity “induced” by an irreducible group action? Or a primitive one?
The first hints to the answers to these questions can be seen in the two-
dimensional example, that was first discussed by V. Shokurov in the paper where
the concept of exceptionality was originally proposed (see [36]). From the group-
theoretic point of view, the classification of finite subgroups of SL2 (C) is a clas-
sical result, having been known for a very long time. They can be divided into
abelian groups Zn and Zn, binary dihedral (also known as dicyclic) groups D2n
and the three polyhedral groups: the binary tetrahedral (A4), dodecahedral (S4)
and icosahedral (A5) groups (for all the notation, see Section 2.1). It is easy to
see that the abelian groups act reducibly, the polyhedral groups act primitively,
and the binary dihedral groups act irreducibly, but imprimitively (for details, see
Theorem 2.17). On the other side, it can be shown (see Theorem 2.22) that the
singularities E6, E7 and E8 induced by the polyhedral groups are exceptional, the
singularities Dn induced by the binary dihedral groups are weakly exceptional but
not exceptional, and the singularities An induced by the abelian groups are not
weakly exceptional. In fact, since the notions of exceptionality and weak excep-
tionality were originally defined based on these examples, it makes sense to think
of exceptional singularities as higher-dimensional generalisations of 2-dimensional
singularities of types E6, E7 and E8. Similarly, the weakly exceptional singulari-
ties can be thought of as generalisations of 2-dimensional singularities of types Dn,
E6, E7 and E8.
The first guess this example suggests is that a quotient singularity is weakly
exceptional if and only if the corresponding group action is irreducible, and that
a quotient singularity is exceptional if and only if it is induced by a primitive
group action. This is, however, not the case in higher dimensions. Although
it is true that every exceptional quotient singularity is induced by a primitive
group action (see Proposition 2.43), it is easy to find examples of primitive group
actions inducing singularities that are not exceptional or even weakly exceptional.
Similarly, a group action inducing a weakly exceptional singularity has to be
irreducible, but already in dimension N = 3 there are examples of irreducible
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group actions inducing singularities that are not weakly exceptional. The aim of
this thesis is to explore this latter gap.
There has been quite a lot of research done into the topic of exceptional singu-
larities. As mentioned above, a group action that induces an exceptional singular-
ity has to be primitive. Therefore, due to the irregular nature of primitive group
actions, it is not realistic to expect a classification of group actions that induce
exceptional singularities in arbitrarily high dimensions. On the other hand, these
group actions in low dimensions have been completely classified by D. Markushe-
vich, Y. Prokhorov, I. Cheltsov and C. Shramov (in dimensions 3, 4, 5, 6 and 7 —
see [25], [7] and [8]). One of the more surprising results is that there are no such
quotient singularities in dimension 7 — the conditions for exceptionality turn out
to be too strong. It is worth noting that all these classifications have been done
in the dimensions where the possible primitive group actions have already been
classified from the representation-theoretic point of view. Such classifications
of primitive group actions exist up to dimension 11 (as far as I am aware of),
and work on processing these with respect to the exceptionality of the induced
singularities is currently in progress. However, any developments into higher di-
mensions will need either new classifications of the group actions or completely
new insights into the question of exceptionality.
The class of weakly exceptional singularities has not enjoyed as much popular-
ity. The research into this class of singularities has been concentrated on finding
better general criteria for weak exceptionality, rather than on obtaining classifi-
cation results in any particular dimension. The original idea of the uniqueness of
a plt blowup can be observed from looking at the blowup graphs (or their dual
graphs) of the two-dimensional weakly exceptional singularities (those of types
D and E). Looking at these graphs (see Figures 2.1 and 2.2), one immediately
notices that the graphs for the exceptional singularities have a “fork” — i.e. the
dual groups have a vertex of degree greater than 2. This property of having
a “special” exceptional divisor generalises to the notion of having a unique plt
blowup the weak exceptionality was defined by. This idea turned out to be linked
to a bound on the α-invariant of Tian (see [40] and [41]) near the singularity,
which in turn allowed the discovery of dimension-specific criteria for the singu-
larity being weakly exceptional (see [9] and [7]). However, no classifications of
such singularities (outside dimension 2) existed before the work presented in this
thesis.
Chapter 2 of this thesis will provide a more precise statement of the results men-
tioned above. After that, the thesis will set out to construct a classification of
low-dimensional weakly exceptional quotient singularities, that relates the group
actions in the corresponding dimensions with the exceptionality of the singulari-
ties these group actions induce. Since it is known that any group action inducing
a weakly exceptional singularity cannot be reducible, only the irreducible group
actions need to be considered. With this in mind, it is possible to produce a full
classification of group actions inducing weakly exceptional singularities in any
given dimension.
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In the 3-dimensional case, the list of such group actions (or subgroups of
SL3 (C)) is:
Theorem 1.1 (see Theorem 3.3). Let G ⊂ SL3 (C) be a finite subgroup. Then G
induces a weakly-exceptional but not an exceptional singularity if and only if one
of the following holds:
• G is an irreducible monomial group, and Ḡ is not isomorphic to (Z2)2 oZ3
or (Z2)2 o S3.
• G is isomorphic to the group E108 of size 108 (see Proposition 2.18).
Proof: see Section 3.1
Since the list of group actions inducing exceptional singularities in this dimen-
sion was already known from [25] (see Theorem 3.1), this concludes the excep-
tionality classification in dimension 3. One thing to note about this classification
is that there are only finitely many (in fact, only 3) irreducible group actions that
induce singularities that are not weakly exceptional.
Moving into higher-dimensional spaces (i.e. higher values of N), the full set of
subgroups of SLN (C) becomes much too big to be a useful basis for a classifica-
tion. However, it is just as informative to look at the set of “counterexamples”
— the group actions inducing singularities that fail to be weakly exceptional.
It is known that a group action has to be irreducible to give rise to a weakly
exceptional singularity. Therefore, it is enough to compute the set of irreducible
group actions that induces a singularity that still fails to be weakly exceptional.
In the 4-dimensional case, the set is as follows:
Theorem 1.2 (see Theorem 3.13). Let G ⊂ SL4 (C) be a finite subgroup acting
irreducibly. Then the singularity of C4/G is not weakly-exceptional exactly when
G is conjugate to one of 38 explicitly defined countable (but not all finite) families
of groups.
Proof: see Section 3.2
As before, the classification of all 4-dimensional exceptional quotient singu-
larities is known (and can be seen in [7]), so the 4-dimensional classification can
be considered complete. It is easy to see that, unlike in the 2- and 3-dimensional
cases, this list contains several infinite families of groups. It is also worth noting
that the group actions in all these infinite families come from the automorphisms
of the variety P1 × P1.
Continuing with the classification, one can also produce a similar list for the
5-dimensional weakly exceptional quotient singularities:
Theorem 1.3 (see Theorem 3.24). Let G ⊂ SL5 (C) be a finite subgroup acting
irreducibly. Then the singularity of C5/G is weakly-exceptional exactly when:
The action of G is primitive and G contains a subgroup isomorphic to the
Heisenberg group of all unipotent 3× 3 matrices over F5 (for a better clas-
sification of all such groups, see [26]).
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OR The action of G is monomial (making G ∼= DoT , with D an abelian group
as above and T a transitive subgroup of S5), and G does not belong to one
of 4 explicitly defined isomorphism classes.
OR The action of G is monomial, and G ⊆ (Z5 ⊗ Z4d)oS5 ⊂ SL5 (C) for d ≤ 4
(note that, up to isomorphism, there are only finitely many such groups G).
Proof: see Section 3.3
There are two surprising facts about this list. First of all, it was mildly
unexpected to find the cycles of size 11 and 61 as the diagonal parts of the possible
monomial groups. These turn out to come from the automorphism groups of Klein
cubic and quartic threefolds, which are relatively unknown. I was not able to find
much research done into these surfaces, but some additional information can be
found in [18].
The other notable fact about this classification is that, unlike in the case of
dimension 4, the list is again finite. This means that although not all the irre-
ducible group actions induce weakly exceptional singularities, in dimensions 2, 3
and 5 this gap is as small as can be expected: only finitely many counterexam-
ples appear. Looking at the structure of irreducible imprimitive group actions in
various dimensions, one can see that this finiteness is likely to hold in other prime
dimensions too. The proof of this conjecture forms the final result of this thesis:
Theorem 1.4 (see Theorem 4.10). Let q be a positive prime integer. Then there
are at most finitely many finite irreducible subgroups Γ ⊂ SLq (C), such that the
singularity induced by Γ is not weakly exceptional.
Proof: see Section 4.1
There are several things that need to be mentioned about the proof of this
result. First of all, one can see that the proof works by bounding the maximal
possible size of the group, but the bound obtained grows far too fast to be of any
use. However, experimental data suggests that this limit is a huge overestimate.
This occurs because the bound for the groups size is obtained as a function of the
determinant of a certain integer matrix with bounded entries (see Lemma 4.5).
The current bound can be improved via a case-by-case analysis of the possible
matrices that may appear, but this would not have produced a more enlighten-
ing result while making the proof significantly more confusing. Therefore, this
analysis was omitted.
The second note is that the proof of this theorem immediately implies an
algorithm for computing, for any given prime dimension N , the list of irreducible
imprimitive group actions that produce N -dimensional singularities that fail to
be weakly exceptional. This algorithm has been described in Section 4.2, and
an example of the initial part of it has been implemented as an illustration.
Incidentally, this example produces a superset of the set of all 7-dimensional
irreducible group actions inducing singularities that fail to be weakly exceptional.
In light of this result, it is natural to ask whether the same (or similar) result
can be shown to be true in any other (non-prime) dimensions. Obviously, one
can’t expect exactly the same result to hold, since it is known that the result is
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false in dimension 4. Furthermore, there is no hope for dimension 4 to be one of
only a few exceptions, since:
Proposition 1.5. There exist arbitrarily high dimensions N , in which there are
infinitely many irreducible subgroups of SLN (C) inducing weakly exceptional sin-
gularities that are not weakly exceptional.
Proof: Take N = k2, for k as large as desired (and k > 1). Write the
coordinates of CN in a k × k grid, and consider the result as a k × k ma-
trix. Consider two finite subgroups A,B ⊂ SLk (C) acting on this matrix as




= ambT . Assuming A and B are large enough, this
action of A × B is irreducible. But this action leaves the determinant of the
matrix semi-invariant, producing a semi-invariant of degree k < N . Therefore,
by Theorem 2.47, the singularity induced by this group is not weakly exceptional.
Choosing different values for the groups A and B, one can get infinitely many
such actions.
Remark 1.6. An example of this can be seen in dimension 4 (i.e. k = 2) in
Lemma 3.12. Similar examples with non-square (k1 × k2) grids (if N = k1k2,
1 < k1 < k2 < N) can be constructed. It is not known if there are any infinite
families of groups that do not appear as a result of such constructions.
However, there is hope to find some structure to the infinite families that
appear on the list. Unfortunately, to do this one would have to look not only at
the semi-invariants, but also at the higher-dimensional invariant spaces for the
symmetric powers of the group actions. And although it turned out to be possible
to bound the size of any cyclic subgroup according to the maximal degree of a
semi-invariant (see Corollary 4.6), it is currently not clear how to do something
similar with higher-dimensional invariant subspaces.
Another possible extension would be to look for similar classification results
over fields Fp of finite characteristic p (rather than C). Clearly, the finiteness
result would be trivial (as SLN (Fp) is a finite group), but it may be possible to
say more about the classification of these group in general. However, as far as
I know, no progress has been made in that direction so far, so it would be too




2.1 Notation and terminology
This section will present some notes on the notation used throughout this thesis.
This is done to avoid repetitions and ambiguity that can sometimes occur due to
different readers being accustomed to different notation. Unless stated otherwise,
n is taken to be an arbitrarily chosen integer.
• ζn — A primitive n-th root of unity. Any primitive root can be chosen, but
the choice needs to be consistent (i.e. ζaab = ζb for any positive integers a,
and b). Sometimes, other symbols (usually, ω) will be used to denote roots
of unity. In that case, it will not be assumed that the root is primitive.
• Zn — The cyclic group of size n.
• D2n — The dihedral group of all symmetries of a regular n-gon.
• Sn — The symmetric group of all permutations of a set of n elements.
• An — The alternating group of all even permutations of a set of n elements.
• Zn, D2n, Sn, An — the central extensions by Z2 of the groups Zn, D2n, Sn,
An respectively (see, for example, [38, Section 4.4]). Since the generators
of these groups will be referred to heavily at the end of Section 3.2, fix the
presentations of these groups as:
– Zn =<an | a2nn = 1>
– D2n =<an, b | ann = b2, b4 = 1, banb−1 = a−1n >
– A4 =<[12][34], [14][23], [123]>, where the basis is chosen so that the
two lines spanned by the basis vectors are preserved (setwise) by[12][34]
and swapped by [14][23].
– S4 =<[12][34], [14][23], [123], [34]>, with the subpresentation of A4 as
described above.
– A5 =<[12345], [12][34]>, where the basis is chosen so that [12345] is
diagonal.
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The last 3 groups are central extensions of permutation groups, and their
generators are intentionally named to identify the permutations they corre-
spond to. The relations come from the relations between the permutations.
• V4 — the Klein group of size 4. Note that the groups V4, D4 and Z2 × Z2
are isomorphic. The notation used for this group will denote the context
the group is considered in: V4 will be used whenever it is considered as a
subgroup of A4 or S4, and one of the other two will be used whenever it
is considered on its own or as a member of a family of cyclic or dihedral
groups.
• AoB is the semidirect product of two groups A and B: let β be an action
of B on A. Then AoB is a set of pairs (a ∈ A, b ∈ B) with multiplication
defined by (a1, b1) · (a2, b2) = (a1β (b1) (a2) , b1b2). Clearly A C A o B is a
normal subgroup.
• Write “extension of G by scalar elements” (for a finite group G) to mean
H oG ⊂ SLn (F), where H is a (possibly, trivial) subgroup of the centre of
SLn (F) (i.e. consists of scalar matrices). Note that unless the integer n is
prime, there are several non-trivial possibilities for H that give H oG the
same image under the natural projection to PGLn (F). Note that the scalar
elements are central in GLn (F), so this is in fact a central extension.
• N, Z, Q, R, C— The sets of Natural, Integer, Rational, Real and Complex
numbers respectively.
• GLn (C), SLn (C), PGLn (C) — the General Linear, Special Linear and Pro-
jective General Linear groups of n× n matrices over the complex numbers.
• GLn (C) is the group of n×n invertible matrices over the complex numbers.
Given a subgroup G ⊂ GLn (C), choose its representation given by the
inclusion of G into GLn (C). This in turn defines an action (representation)
of G on Cn. Unless stated otherwise, this will be the action associated with
this group throughout. Furthermore, the name of the group will be used to
denote this action when referring to the action’s properties (e.g. “group is
primitive” will be used to mean that this action of the group is primitive).
• Define the action of a subgroup G ⊂ GLn (C) on polynomials in n variables
by, for any polynomial f (x1, . . . , xn) and any matrix (i.e. an element of a
group G ⊂ GLn (C)) M , setting
M (f) (x1, . . . , xn) = f
(




• When working with diagonal n × n matrices, write [k, a1, . . . , an] for the







• 〈A |B〉 — The action of a pair of 2 × 2 matrices on C4, as described in
Section 2.4.
• Say a singularity is induced by a group G ⊂ GLn (C) if it is the singularity
of the quotient space Cn/G.
2.2 Representations of finite groups
This thesis talks about quotient singularities (see Definition 2.34) — objects
obtained as quotients of an affine space by a linear group action. Therefore, it
makes sense to first discuss the properties of these actions, namely, the properties
of finite dimensional representations of finite groups. This section is not meant
to be a comprehensive treatment of the subject, but it will define most of the
terms that will be used later on.
Let N > 1 be any integer, and consider a finite subgroup G ⊆ GLN (C). As
stated above, G comes with a choice of action on CN , which will be the action
considered throughout.
Definition 2.1. Given a group G ⊂ GLN (C), a system of imprimitivity for G
is a set {V1, . . . , Vk} of subspaces of CN , such that dimVi > 0 ∀i, Vi ∩ Vj = {0}
whenever i 6= j, V1 ⊗ . . .⊗ Vk = CN , and for any g ∈ G and i ∈ {1, . . . , k}, there
exists j (g, i) ∈ {1, . . . , k}, such that g (Vi) = Vj(g,i).






Definition 2.3. A group G ⊂ GLN (C) is primitive if it has exactly one system
of imprimitivity.
Definition 2.4. A group G ⊂ GLN (C) is irreducible if for any system of im-
primitivity {V1, . . . , Vk} for G, the action of G permutes the subspaces V1, . . . , Vk
transitively.
Proposition 2.5. If a group G ⊂ GLN (C) with a system of imprimitivity
{V1, . . . , Vk} is irreducible, then k divides N , and
dimV1 = dimV2 = · · · = dimVk = N/k.
Proof: Since G is irreducible, given i, j ∈ {1, . . . , k}, there exists gi,j ∈ G such
that gi,j (Vi) = Vj. Therefore, dimVi = dimVj. Applying this for different pairs
(i, j), get dimV1 = dimV2 = · · · = dimVk = d, some d ∈ Z. Since the pairwise
intersections between the Vi-s are trivial, and they span all of CN , kd = N .
Definition 2.6. A group G ⊂ GLN (C) is monomial if there exists a system of
imprimitivity {V1, . . . , Vk} for G, such that for all i ∈ {1, . . . , k}, dimVi = 1.
Proposition 2.7. Let G ⊂ GLN (C) be a finite monomial subgroup. Then have
G ∼= D o T , where D is abelian, T ⊆ SN . Given a system of imprimitiv-
ity {V1, . . . , VN} for this group and choosing 0 6= xi ∈ Vi for every i, the set
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{x1, . . . , xN} forms a basis for CN . In this basis, every element of D is a diago-
nal matrix, and for every element g ∈ G \D, there exists some i, j ∈ {1, . . . , N}
with i 6= j and g (xi) ∈ Vj.
Proof: Since G is monomial, it has at least one system of imprimitivity
{V1, . . . , Vk}, such that all the Vi-s have dimension 1. Fix it. Since V1, . . . , Vk
span CN , must have k = N . The action of G permutes V1, . . . , VN , so have a
homomorphism π : G→ SN defined by these permutations. Let D = ker (π)EG
and T = Im (π) ⊆ SN . Clearly, G = D o T .
For every i, pick a non-zero element xi ∈ Vi. Since Vi is one-dimensional, xi
spans Vi, and so {x1, . . . , xN} is a basis for CN . Given any d ∈ D, d (Vi) = Vi for
every i, and so d must be a diagonal matrix. Therefore, D is abelian.
Let g ∈ G, such that g (xi) ∈ Vi for all i. Then π (g) is the trivial permutation
in SN , and so g ∈ ker (π) = D. So for any g ∈ G \ D, there exist i 6= j with
g (xi) ∈ Vj.
Proposition 2.8. Let G ⊂ GLN (C) be a finite monomial subgroup, and let
G ∼= D o T be the decomposition from Proposition 2.7. If G is irreducible, then
T is transitive.
Proof: Assume T ⊆ SN is not transitive. Let x1 be a basis vector from
Proposition 2.7. Consider the subspace V of CN spanned by OrbG (x1). Since T
is not transitive, there exists j ∈ {1, . . . , N} such that j 6∈ OrbT (1). Therefore,
Vj ∩V = {0}, and so V 6= CN . However, by construction V must be G-invariant,
and so G is not irreducible.
Remark 2.9. Note that the reverse implication does not hold: let N > 1 and
take D = {IN}, T = ZN ⊆ SN . Then G ∼= ZN is abelian, and therefore not
irreducible.
With this decomposition in mind, one can also obtain a much simplified pic-
ture of the set of representations of monomial groups:
Lemma 2.10 ([34, §8.1]). If A is an abelian normal subgroup of a group G, then
the degree of each irreducible representation of G divides the index (G : A) of A
in G.
As it will soon become apparent, this thesis is mainly interested in the decom-
positions of the symmetric powers of the group’s representations, in particular,
in the G-invariant rings of polynomial functions on CN :
Definition 2.11. Given a group G ⊂ GLN (C), and consider its action on the
space Vd of degree d polynomials of N variables. If U ⊆ Vd is a G-invariant
1-dimensional subspace generated by f , then f is called a semi-invariant of G.
In particular, there exists a homomorphism λ : G → C, such that for all g ∈ G,
g (f) = λ (g) f . If λ ≡ 1 (and hence G fixes U pointwise), then f is an invariant
of G.
This means that it is possible to assume several useful properties of the groups
without losing any generality. For instance, consider:
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Definition 2.12. In GLN (C), a pseudoreflection is a diagonal matrix M , such
that N − 1 of the diagonal entries of M are equal to 1, and the remaining one is
equal to λ, where λ 6= 1, but for some k ∈ Z≥2, λk = 1.
Theorem 2.13 (Chevalley–Shephard–Todd theorem, see [38, Theorem 4.2.5]).
The following properties of a finite group G are equivalent:
• G is a finite reflection group.
• S is a free graded module over SG with a finite basis.
• SG is generated by n algebraically independent homogeneous elements.
This means that as far as the properties of rings of functions under the action
of G are concerned, one can assume that the group G contains no pseudoreflec-
tions. Furthermore, given any finite group G ∈ GLN (C) not containing any
pseudoreflections, it is sufficient to look at its image Ḡ under the natural projec-
tion into PGLN (C). This means it is possible to decrease the number of groups
to be considered via:
Proposition 2.14. Let π : GLN (C) → PGLN (C) be the natural projection.
Then given a finite group G ⊂ GLN (C), there exists a group Ĝ ⊂ SLN (C), such
that π(G) = π(Ĝ).
Proof: Since G is a finite group, choose a minimal set {g1, . . . , gk} of generators
for G. Since gi are N×N matrices, take di ∈ C, such that dNi = det gi for every i.
G ⊂ GLN (C), so di 6= 0 ∀i. Take ĝi = 1di gi.
For every i, det ĝi = 1, and π (gi) = π (ĝi). So, take Ĝ to be the group
generated by {ĝ1, . . . , ĝj}. Then Ĝ ⊂ SLN (C), and π(G) = π(Ĝ).
It will be shown later in the thesis that, for the purposes of this thesis, one
is interested purely in π (G), and not G itself. Therefore, one can without loss of
generality assume that G ⊂ SLN (C). This assumption will be made throughout
the thesis.
Remark 2.15. Since G ⊂ SLN (C), G contains no pseudoreflections.
Proof: The determinant of a pseudoreflection matrix is not equal to 1.
This assumption also implies a very useful limitation on the possible groups
G, via the following classical theorem:
Lemma 2.16 (Jordan’s theorem — see, for example, [17]). For any given N ,
there are only finitely many finite primitive subgroups of SLN (C).
This means that all the primitive groups in any given dimension can be clas-
sified (and, in fact, listed). Such classifications are known in low dimensions: I
am aware of the classifications up to dimension 9 and in dimension 11. Some au-
thors mention that the classification for dimension 10 also exists, but I have been
unable to find any paper or series of papers that would provide (or immediately
imply) the list.
The classification in dimension 2 is a well-known classical result:
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Theorem 2.17. Let G ⊂ SL2 (C) be a finite group, Let Ḡ be its image under
the projection to PGL2 (C) = Aut (P1). Then Ḡ belongs to one of the following
classes:
• Cyclic: Zn, n ≥ 1.
• Dihedral: D2n =<a, b | an = b2 = id, bab = a−1> (n ≥ 2).
• Polyhedral groups A4, S4, A5.
Lifting the actions of these groups to SL2 (C), one sees that Ḡ must be conjugate
to one of the following:
• Binary cyclic group
Zn =<a
∣∣ a2n = 1>
All its faithful representations are 1–dimensional, and are of the form of
a  ζ l2n, some l ∈ Z. Thus a 2–dimensional representation has to be a
direct sum of two such.
• Cyclic group Zn, where n is odd. Similar to the binary cyclic group, this
group is abelian, and so its two-dimensional representation must be a di-
rect sum of two one-dimensional representations. When one projects these
groups into PGL2 (C), the kernel is trivial, and a lift of the projection back
to SL2 (C) can be chosen to be either Zn or Zn. To simplify notation later
on, always choose to lift it as Zn.
• Binary dihedral group
D2n =<a, b
∣∣ an = b2, b4 = 1, aba−1 = a−1>
The suitable 2–dimensional representations of this group are indexed by dif-











• Binary tetrahedral group
A4 =<ζ4(12)(34), ζ4(14)(23), ζ4(123)>
(using standard notation for elements of the symmetric group). Similarly
to above, the suitable 2–dimensional representations of this group are deter-






















• Binary octahedral group
S4 =<ζ4(12)(34), ζ4(14)(23), ζ4(123), ζ4(34)>
This group only has 2 suitable representations, each having a subrepresen-
tation isomorphic to the representation of A4 that uses the same value of


















−ζ5 + ζ45 ζ25 − ζ35
ζ25 − ζ35 ζ5 − ζ45
)
One can see that these group actions are of the following types:
• The actions of cyclic groups are not irreducible.
• A4, S4, A5 have primitive actions
• Binary dihedral groups have imprimitive monomial actions.
Proof: The list of the isomorphism classes is a classical result, that can be
attributed to F. Klein (or Plato). A modern treatment can be found in [13].
Explicit matrix representations can easily be computed by hand.
A similar result in dimension 3 is also well-known and can be found in, for
example, in [2]. However, the classical exposition of this result is misleading,
often leading to two of the groups being missed out (actually, direct product of
two other groups in the list and Z3, the center of SL3 (C)). Therefore, a modern
(and more explicit) statement of the same result will be used here:
Proposition 2.18 (see [42, Theorem A]). Define the following matrices:
S =
 1 0 00 ω 0
0 0 ω2
 T =
 0 1 00 0 1
1 0 0
 W =




 ε 0 00 ε 0
0 0 εω
 Q =
 a 0 00 0 b
0 c 0
 V = 1√−3
 1 1 11 ω ω2
1 ω2 ω

where ω = e2πi/3, ε3 = ω2 and a, b, c ∈ C are chosen arbitrarily, as long as
abc = −1 and Q generates a finite group.
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Up to conjugacy, any finite subgroup of SL3 (C) belongs to one of the following
types:
1. Diagonal abelian group.
2. Group isomorphic to an irreducible finite subgroup of GL2 (C), preserving a
plane C2 ⊂ C3, and not conjugate to a group of type (1).
3. Group generated by the group in (1) and T and not conjugate to a group of
type (1) or (2).
4. Group generated by the group in (3) and Q and not conjugate to a group of
types (1)—(3).
5. Group E108 of size 108 generated by S, T and V .
6. Group F216 of size 216 generated by the group E108 in (5) and an element
P := UV U−1.
7. Hessian group H648 of size 648 generated by the group E108 in (5) and U .
8. Simple group of size 60 isomorphic to alternating group A5.
9. Klein’s simple group K168 of size 168 isomorphic to permutation group gen-
erated by (1234567), (142) (356), (12) (35).
10. Group of size 180 generated by the group A5 in (8) and W .
11. Group of size 504 generated by the group K168 in (9) and W .
12. Group G of size 1080 with its quotient G/ <W> isomorphic to the alter-
nating group A6.
Remark 2.19. The groups often missed when working from the classical sources
are those labelled “10” and “11”.
These groups can be put into the form of the algebraic classification of groups
given in the earlier sections as follows:
Remark 2.20. The list of groups in Proposition 2.18 can be subdivided as follows:
• Groups of types (1) and (2) are not irreducible.
• Groups of types (5)—(12) are primitive.
• Groups of types (3) and (4) are irreducible and monomial.
Proof: Immediate from the lists of generators given above and in [42].
Since 4 is not a prime number, the structure of finite imprimitive subgroups
of SL4 (C) is much more complicated than that of analogous subgroups in lower
dimensions. For the structure of the imprimitive subgroups in GL4 (C), one can
refer to [16] and [19], and the restriction to the subgroups of SL4 (C) does not lead
to any significant simplifications. Furthermore, even in prime dimensions, the list
of all imprimitive groups becomes too large to effectively process. However, the
lists of primitive groups still remain fairly short and manageable:
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Theorem 2.21 ([15, §8.5]). If G ⊂ SL5 (C) is a finite group acting primitively,
then either G is one of A5,A6, S5, S6, PSL2 (11) and Sp4 (F3). or G is a subgroup
of the normalizer HM of the Heisenberg group H of all unipotent 3× 3 matrices
over F5, such that H ⊂ G ⊆ HM.
2.3 Exceptional and weakly exceptional singu-
larities
The topic of this thesis was inspired by the following example:
Example 2.22 (see [37, Section 5.2.3]). Consider the varieties C2/G, where
G ⊂ SL2 (C) is a finite subgroup. The list of such subgroups is well-known (see
Theorem 2.17), and these varieties give the usual examples of the well-known
A-D-E singularities: the groups Zn (or Zn if n is odd), D2n, A4, S4 and A5
correspond to singularities of types An−1, Dn+2, E6, E7 and E8 respectively. One
can blow these singularities up and look at their blowup graphs. These graphs can
be seen in Figure 2.1.
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However, it is easier to think about the dual blowup graphs of these singular-
ities (where the vertices are the exceptional divisors, and the edges signify their
intersection). The dual blowup graphs for the five singularity types can be seen in
Figure 2.2.
One immediately observes that unlike the graph for type A singularities, the
graphs for the singularities of types D and E all have a “fork” in them (i.e. a
vertex of degree 3). The singularities with such a “fork” have been named weakly
exceptional.
In order to generalise this, one first needs to define some terminology:
Definition 2.23. Let X and Y be normal varieties, and f : Y → X a projective
morphism, such that f∗OY = OX . Then f is called either a contraction from Y
to X or an extraction from X to Y .
Definition 2.24. A blowup is a birational extraction. Two blowups f : Y → X
and f ′ : Y ′ → X are birationally equivalent if the rational map f−1 ◦ f ′ is an
isomorphism in codimension one.
Definition 2.25. Let X be a variety, and D =
∑
diDi a divisor on X, with Di
distinct prime Cartier divisors and di ∈ R. Then D is a boundary if for all i,
0 ≤ di ≤ 1. D is a subboundary if there exists a boundary D′ =
∑
d′iDi with
0 ≤ d ≤ d′ ≤ 1 for every i.
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Definition 2.26. Let Z ⊆ X, assume X only has normal singularities along Z,
and D =
∑
diDi is a boundary on X (di ∈ R, Di prime divisors). Let f : Y → X
be a blowup, E = ∪Ei its exceptional divisor, and D̂ the proper transform of D
on Y . Then f is a log resolution of the pair (X,D) along Z if:





∪ E is a normal crossing divisor on Y near f−1 (Z).
Writing




with Ei running over the prime divisors on Y , the numbers a (Ei, X,D) ∈ R are






Definition 2.27. Let Z ⊆ X, assume X only has normal singularities along Z,
and D =
∑
diDi is a boundary on X (di ∈ R, Di prime divisors). The pair
(X,D) (or, abusing notation, KX +D) is log canonical along Z if
• KX +D is R-Cartier.
• For any blowup f : Y → X, writing




with E running over the prime divisors on Y , produces af (E,X,D) ≥ −1
for every E near f−1 (Z).
Furthermore, a log canonical pair is:
• Purely log terminal (plt) along Z if af (E,X,D) > −1
• Kawamata log terminal (klt) along Z if af (E,X,D) > −1 and di 6= 1 ∀i
• Canonical along Z if af (E,X,D) ≥ 0
• Terminal along Z if af (E,X,D) > 0
(for all such f and for every prime E near f−1 (Z)). A singularity (P ∈ X)
is said to be log canonical, plt, klt, canonical or terminal if it has the relevant
properties with Z = P and D trivial.
Definition 2.28. Let X be a normal variety and let S + B be a boundary on
X, where S = bS +Bc 6= ∅ and B = {S +B}. Assume that KX + S + B is log
canonical in codimension 2. Then the different of B on S is defined by
KS + DiffS (B) ≡ (KX + S +B)|S .
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Now the example above can be generalised to higher dimension by the follow-
ing:
Definition 2.29. Let (V 3 O) be a germ of a Kawamata log terminal singularity.
The singularity is said to be exceptional if for every effective Q-divisor DV on
the variety V , such that the log pair (V,DV ) is log canonical, there exists at most
one exceptional divisor over the point O with discrepancy −1 with respect to the
pair (V,DV ).
Theorem 2.30 (see [7, Theorem 3.7]). Let (V 3 O) be a germ of a Kawamata
log terminal singularity. Then there exists a birational morphism π : W → V
such that the following hypotheses are satisfied:
• the exceptional locus of π consists of one irreducible divisor E such that
O ∈ π(E),
• the log pair (W,E) has purely log terminal singularities.
• the divisor −E is a π-ample Q-Cartier divisor.
Definition 2.31 ([23]). Let (V 3 O) be a germ of a Kawamata log terminal
singularity, and π : W → V be a birational morphism satisfying the conditions of
Theorem 2.30. Then π is a plt blow-up of the singularity.
This naturally leads to the following definition:
Definition 2.32 ([23]). We say that the singularity (V 3 O) is weakly-exceptional
if it has a unique plt blow-up.
To justify the latter name, it is useful to note that:
Lemma 2.33 (see [28, Theorem 4.9]). If (V 3 O) is exceptional, then (V 3 O)
is weakly exceptional.
Looking at the famous A−D−E classification of 2-dimensional singularities, it
is easy to see that the exceptional singularities are generalisations of singularities
of type E, while the weakly exceptional ones are generalisations of singularities
of types D and E.
Definition 2.34. The singularity O 3 V on an N-dimensional complex variety
V is a quotient singularity if there exists an affine open neighbourhood U ⊂ V
of O and a finite group G ⊆ GLN (C), such that U is isomorphic to an open
neighbourhood of the singularity of CN/G.
In dimension 2, all the singularities considered in Example 2.22 are quotient
singularities, so for the purposes of this thesis, we focus on the quotient singu-
larity case in higher dimensions too. This assumption immediately implies two
things that will greatly simplify the study of such singularities. First of all, it
implies that, at least locally, the classification of such singularities is closely tied
to the classification of finite subgroups of the special linear groups of the relevant
dimension (see section 2.2). Secondly, this gives a predictable action of a group
G on an affine neighbourhood of the singularity. This makes it natural to use
Ḡ-invariant numeric invariants to study this singularity.
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Definition 2.35 (see [40] and [41]). Let X be a smooth Fano variety (see [21])






gijdzi ∧ dz̄j ∈ c1 (X)
Let Ḡ ⊆ Aut (X) be a compact subgroup, such that g is Ḡ-invariant. Let PḠ (X, g)






and supX φ = 0. Then the Ḡ-invariant α-invariant of X is
αḠ (X) = sup
{
λ ∈ Q




where n is the dimension of X.
Definition 2.36. Let X be a variety with at most Kawamata log terminal singu-
larities (see [22, Definition 3.5]) and D an effective Q-divisor on X. Let Z ⊆ X
be a closed non-empty subvariety. Then the log canonical threshold of D along
Z is
cZ (X,D) = sup {λ ∈ Q | the pair (X,λD) is log canonical along Z }
To simplify notation, write cX (X,D) = c (X,D).
There exists an equivalent complex analytic definition of the log canonical
threshold:
Proposition 2.37 (see [22, Proposition 8.2]). Let X be a smooth complex variety,
Z a closed non-empty subscheme of X, and f a non-zero regular function on X.
Then
cZ (X, {f = 0}) = sup
{
λ ∈ Q
∣∣ ‖f‖−λ is locally L2 near Z}
(where ‖ · ‖ denotes the standard norm on C).
Definition 2.38. Let G be a finite subgroup of GLN (C), where N ≥ 2, and let
Ḡ be its image under the natural projection into PGLN (C). Then the global








D is a Ḡ-invariant effective
Q-divisor on PN−1, such that
D ∼Q −KPN−1









Using these invariants produces less abstract criteria for the weak exception-
ality of a given singularity:
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Theorem 2.40 (see [7, Theorem 3.15]). The singularity CN/G is weakly excep-
tional if and only if lct(PN−1, Ḡ) ≥ 1.
Remark 2.41. A similar condition is often necessary in order to compute con-
jugacy classes in higher-dimensional Cremona groups. For details, see [6].
Corollary 2.42. If H ⊆ G ⊂ GLN (C) and the singularity of CN/H is weakly
exceptional, then so is the singularity of CN/G.
Since the singularities are induced by actions of finite linear groups, it is
natural to try to see how the properties of the actions relate to the exceptionality
of the singularities.
Proposition 2.43 (see [29, Proposition 2.1]). Let G ⊂ SLN (C) be a finite sub-
group that induces an exceptional singularity. Then G is primitive.
It follows, that
Corollary 2.44. For any given N , only finitely many finite subgroups of SLN (C)
induce exceptional singularities.
Proof: Immediate by Proposition 2.43 and Jordan’s theorem (Theorem 2.16)
This suggests that the class of exceptional quotient singularities is rather
small. Indeed, it has been proven that in some dimensions, no quotient singu-
larities are exceptional (see [8]). On the other hand, even in dimension 2, there
is an infinite family of weakly exceptional singularities. This thesis is devoted to
studying this bigger class of singularities.
Theorem 2.45. Let G ⊂ SLN (C) be a finite subgroup that induces a weakly-
exceptional singularity. Then G is irreducible.
Proof: The argument is similar to that in [29, Proposition 2.1].
In order to classify WE singularities, it would be very useful to have a group-
theoretic criterion for the group action that induces it. Looking at the two-
dimensional case, the first guess would be irreducibility. However, this proves to
be insufficient, since:
Example 2.46. Consider the group G = (Z2)2 o S3. This group has an irre-
ducible action on C3, but the singularity it induces is not weakly exceptional (see
Theorem 3.3).
The next guess can be suggested by the following:
Theorem 2.47. Let G ⊂ SLN (C) be a finite subgroup with a semi-invariant of
degree d < N . Then the singularity G induces is not weakly exceptional.
Proof: Let fd be such a semi-invariant. Let S = {fd = 0} ⊂ PN−1, and
consider the divisor D = N
d




















Therefore, the singularity G induces is not weakly exceptional by Theorem 2.40.
In dimension 2, this implies the group action has no degree 1 semi-invariants,
which is actually equivalent to irreducibility. Furthermore, this proves to be a
sufficient condition in dimension 3:
Theorem 2.48 (see [7, Theorem 3.18]). Suppose that G ⊂ SL3 (C) is a finite
group and Ḡ is its image under the natural projection into PGL3 (C). Then
the following are equivalent:
• the inequality lct(P2, Ḡ) ≥ 1 holds,
• the group G does not have semi-invariants of degree at most 2.
This begs the question: Is this a sufficient condition in general? Sadly, the
answer is negative:
Theorem 2.49 (see [7, Theorem 4.1]). Suppose that G ⊂ SL4 (C) is a finite
group and Ḡ is its image under the natural projection into PGL4 (C). Then
the inequality lct(P3, Ḡ) ≥ 1 holds if and only if the following conditions are
satisfied:
• the group G is irreducible,
• the group G does not have semi-invariants of degree at most 3,
• there is no Ḡ-invariant smooth rational cubic curve in P3.
Remark 2.50. The last condition is necessary
Proof: Post-factum, this can be seen from Proposition 3.6
On the other hand, the semi-invariants become a sufficient condition again in
dimension 5:
Theorem 2.51 ([9]). Suppose that G ⊂ SL5 (C) is a finite group and Ḡ is its
image under the natural projection into PGL5 (C). Then the following are equiv-
alent:
• the inequality lct(P4, Ḡ) ≥ 1 holds,
• the group G does not have semi-invariants of degree at most 4.
This raises the question of whether or not the lack of low-degree semi-invariants
is a sufficient condition in some higher dimension. It will be shown in Chapter 4,
Lemma 4.3, that it indeed is for imprimitive groups in all prime dimensions. How-
ever, as seen from Remark 2.50, that this is not the case in composite dimensions.
In general dimension, the following holds:
Theorem 2.52 ([9, Theorem 1.12]). Let G be a finite group in GLn+1 (C) that
does not contain reflections. If Cn+1/G is not weakly exceptional, then there
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is a Ḡ-invariant, irreducible, normal, Fano type projectively normal subvariety






and for every i ≥ 1 and for every m ≥ 0 one has
hi
(
Pn,OPn (dimV + 1)⊗ IV
)
= hi (V,OV (m)) = 0,
h0
(








where IV is the ideal sheaf of the subvariety V ⊂ Pn. Let Π be a general
linear subspace of Pn of codimension k ≤ dimV . Put X = V ∩ Π. Then
hi (Π,OΠ (m)⊗ IX) = 0 for every i ≥ 0 and m ≥ k, where IX is the ideal
sheaf of the subvariety X ⊂ Π. Moreover, if k = 1 and dimV ≥ 2, then X
is irreducible, projectively normal, and hi (X,OX (m)) = 0 for every i ≥ 1 and
m ≥ 1.
2.4 Miscellaneous material
This section contains assorted results and constructions that I felt belong in
this chapter, but are not directly related to the two major topics covered above.
Some of them are difficult results from various areas of mathematics, in which
case, relevant references will be given. Others may be fairly simple results that I
felt needed to be explicitly proven for the sake of completeness. The motivation
for including the results will not be given here, but instead will become clear later
in the text, when these results are used.
Theorem 2.53 ([24]). Given m ∈ Z, m > 1, let W (m) be the set of integers
n ≥ 0, for which there exist ω1, . . . , ωn ∈ C with ωmi = 1 ∀i and ω1 + · · ·+ωn = 0.
Take m = pa11 · · · parr the prime decomposition of m. Then
W (m) = Np1 + Np2 + · · ·+ Npr




a1 a2 · · · an−1 an






a3 a4 · · · a1 a2
a2 a3 · · · an a1

for some numbers a1, . . . , an ∈ C.
Lemma 2.55 ([11, §3.2]). For any circulant matrix M with a1, . . . , an as above




i−1. All the eigenvalues of M are of this form.
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Proof: It is easy to check that vectors of this form are indeed eigenvectors of M
with relevant eigenvalues. These form a set of n linearly independent eigenvectors
(can be seen via Theorem 2.53), so these are all the possible eigenvalues and
eigenvectors for M .
Theorem 2.56. Let G ⊆ S5 be a subgroup, such that
Z5 =<(1 2 3 4 5)>⊆ G ⊆ S5.
Then G is isomorphic to one of:
• Z5 =<(1 2 3 4 5)>,
• D10 =<(1 2 3 4 5) , (2 5) (3 4)>,
• GA (1, 5) =<(1 2 3 4 5) , (2 3 5 4)>,
• A5 =<(1 2 3 4 5) , (1 2 3)>,
• S5 =<(1 2 3 4 5) , (1 2)>,
where the generators are written using the standard notation for elements of per-
mutation groups. Furthermore,
Z5 ⊂ D10 ⊂ A5, GA (1, 5) ⊂ S5
The groups A5 and GA (1, 5) are not subgroups of each other.
Proof: By enumerating all possible additional generators. See, for example,
appendix of [39]. The inclusions can be seen from the listed generators.
Theorem 2.57 ([20]). Let S be a smooth cubic surface, and G ⊆ Aut (S) a finite
subgroup. Then G is isomorphic to one of the following groups:






• S3 × Z2.
• S4.








• (Z3)3 o S4.
Remark 2.58. There was an earlier classification of such groups, due to B. Segre
(see [33]). However, the group Z8 was missing from that classification, so a later
result was presented here.
Dimension-independent considerations
Proposition 2.59. Let G0 ⊂ SLN (C) be a finite subgroup, and Ḡ0 the image of
its natural embedding into PGLN (C). Let S ⊂ PN−1 be a subvariety that is not
contained in the union of any two proper linear subspaces of PN−1, and Ḡ0 fixes
S point-wise. Then Ḡ0 is trivial.
Proof: Pick g ∈ G0. Then <g> is a finite abelian group, and so (in some basis
for CN) consists of diagonal matrices. Let ḡ be the image of g under the natural
projection into PGLN (C).
Let ē1, . . . , ēN ∈ S be distinct points, such that their lifts e1, . . . , eN to CN
span all of CN (these exist, since S is not contained in a proper linear subspace of
PN−1). Then ei are eigenvectors of g, and let λi be the corresponding eigenvalues.
Reordering ei-s if necessary, let 1 ≤ m ∈ Z be such that λ1 = . . . = λm and
λn 6= λm ∀m < n ≤ N .
Assume m < N . Then take A ⊂ CN to be the linear subspace spanned by
e1, . . . , em and B ⊂ CN to be the linear subspace spanned by em+1, . . . , eN . Let
Ā, B̄ be their natural projections into PN−1. These are proper linear subspaces,





This means there are at least 1 +N −m distinct linear eigenspaces for g not
contained in A, at least one of which is not contained in B either. Therefore must
have λn = λm for some m < n ≤ N , contradicting the choice of m.
This means m = N , and so g is a scalar matrix.
Corollary 2.60. Let G ⊂ SLN (C) and let Ḡ be its natural projection into
PGLN (C). Let S ⊂ PN−1 be a Ḡ-invariant subvariety, that is not contained
in the union of any two proper linear subspaces of PN−1. Let πs : Ḡ → Aut (S)
be the natural homomorphism. Then ker (πS) = {IdḠ}.
Remark 2.61. If S ⊂ PN−1 is an irreducible surface, then either it is contained
in a hyperplane of PN−1 or it is not contained in the union of any two proper
linear subspaces of PN−1.
Let N ≥ 2, G ⊂ SLN (C) be a finite irreducible subgroup, and Ḡ its natural
projection into PGLN (C). Let S ⊂ PN−1 be a Ḡ-invariant subvariety.
Proposition 2.62. The group Ḡ is not cyclic.
Proof: In that case G is abelian (as it is a central extension of Ḡ), and all
irreducible representations of abelian groups are 1-dimensional.
Proposition 2.63. S cannot be contained in a proper linear subspace of PN−1.
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Proof: If it is, then Ḡ must fix the smallest such subset, which corresponds to
a proper linear G-invariant subset of CN . This means G cannot be irreducible,
contradiction the assumption that it is.
Lemma 2.64. In the notation above, let S contain a Ḡ-orbit consisting of k
isolated points. Then either k = 0 or k ≥ N .
Proof: These points define a G-invariant set of k lines in CN . If k 6= 0, these
lines span a non-empty subspace of CN of dimension at most k. Since G is
irreducible, this subset must have dimension N , making k ≥ N .
Group actions on a smooth quadric surface in P3
In this section some notation for a specific type of group action on P3 will be
presented. This is a general form for an action that preserves a smooth quadric
surface in P3 (which can be taken to be P1 × P1 embedded via the Segre em-
bedding). Some of the notation was taken from this action’s description in [14,
Section 4.3], with some additions tailored to describing individual members of
families of related groups.
It is possible to present P3 as the set of non-zero 2 × 2 matrices modulo the
scalar ones. From now on, consider the “matrix form” of P3 to be:





Let S be the image of P1 × P1 under the Segre embedding
((a : b) , (c : d)) ∈ P1 × P1 7→ (ac : ad : bc : bd) ∈ P3
Then S is the zero set of the determinant of the matrix form of P3.
Let Ḡ be a finite group acting faithfully on P1 × P1. This variety has exactly
two rulings, which Ḡ can either preserve or interchange. Consider the exact
sequence
1 −→ H −→ Ḡ −→ S2
where the image of Ḡ in S2 shows how Ḡ permutes the two rulings. Then H E Ḡ
is the maximal subgroup that preserves the ruling, and either Ḡ = H or Ḡ is
generated by H and an element σΩ, where Ω is the involution interchanging the
two rulings, and σ is some automorphism of S preserving the ruling, with σ2 ∈ H
(see [14, Theorem 4.9]).
Let πi : H → Hi be the projections of H on the automorphism groups of the
two components of P1 × P1. Then have two more short exact sequences
1 −→ K2 −→ H −→ H1 −→ 1
1 −→ K1 −→ H −→ H2 −→ 1
It is clear that K1 ∩K2 = {1}. Therefore, for i 6= j (i, j ∈ {1, 2}),
Ki ∼= K̂i := {kKj | k ∈ Ki}EH/Kj ∼= Hi
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In this notation, H1/K̂1 ∼= H/ (K1K2) ∼= H2/K̂2, so the group can be defined
completely by (H1, K1, H2, K2)α, where α is an isomorphism H1/K̂1 → H2/K̂2.
In return, if H is known, one can reconstruct α by making it map
π1(h)K̂1 7→ π2(h)K̂2 (∀h ∈ H).
In the matrix form described above, H1 acts on P3 by left matrix multipli-
cation, and H2 acts by transposed right matrix multiplication. The involution
switching the two rulings of P1 × P1 corresponds to transposing the matrix. If
h1 ∈ H1 acts on the first component of P1 × P1 and h2 ∈ H2 acts on the second













Furthermore, interchanging the rulings of P1×P1 corresponds to transposing the
matrix form of P3. It is worth noting that if Ḡ 6= H, then conjugation by σΩ
provides isomorphisms H1 ∼= H2 and K1 ∼= K2.
Note that given any matrix presentations of the lifts of H1 and H2 to SL2 (C),
it is possible to choose a basis for P3, such that the matrices this action of G uses
are exactly the corresponding elements of H1 and H2 in the given presentation.
Unless specified otherwise, assume throughout that the basis has been chosen to
correspond to the presentations in 2.17.
The following notation may sound somewhat unnecessary, but it will assist in
avoiding describing explicit generators of groups later on. For some groups, one
can say some of its elements are of some special “type”, e.g. the order 2 element in
D2n (n odd) or the 3-cycles in A4. Given a finite subgroup (H1, K1, H2, K2)α with
H1, H2 ⊂ SL2 (C), say elements of H1 and H2 of some fixed type are “coupled”,
if ∀ 〈h |h′〉 ∈ H with h an element of this type, then h′ must be either an element
of the same type or a product of such an element and an element of a different
type. Otherwise say that elements of this type are “not coupled”. For example,





for some k, l ∈ Z, where a is an order 5 element. Otherwise they
are coupled.
Finally, all the possible isomorphism classes for the groups acting on the
smooth quadric surface in P3 have been classified and are as follows:
Theorem 2.65 ([14, §4.3]). Let G be a finite subgroup of PGL2 (C)×PGL2 (C).
Then one of the following holds:
• G ∼= A × B, where A and B are finite subgroups of PGL2 (C). These are
called the product subgroups.
• G ∼= {(g, α (g)) ∈ A× A | g ∈ A} ∼= A where A is a finite subgroup PGL2 (C),
and α ∈ Aut (A). These are called the twisted diagonal subgroups.








[S4 × S4] ∼= (Z2)4 o S3.
– 1
3
[A4 × A4] ∼= (Z2)4 o Z3.
– 1
2
[D2m × D4n] ∼= (Zm × D2n) o Z2 (m,n ≥ 2).
– 1
4
[D4m × D4n] ∼= (Zm × Zn) o Z4 (m,n odd).
– 1
2k
[D2mk × D2nk]s ∼= (Zm × Zn) oD2k ((s, k) = 1).
– 1
2k
[D2mk × D2nk]s ∼= (Zm × Zn) oD2k ((s, 2k) = 1; m,n odd).
– 1
k
[Zmk × Znk]s ∼= (Zm × Zn) o Zk ((s, k) = 1).
– 1
k
[Zmk × Znk]s ∼= (Zm × Zn) o Zk ((s, 2k) = 1; m,n odd).
– 1
2
[D2m × S4] ∼= (Zm × A4) o Z2.
– 1
2
[D4m × S4] ∼= (D2m × A4) o Z2 (m ≥ 2).
– 1
6




o S3 (m ≥ 2).
– 1
2
[Z2m × S4] ∼= (Zm × A4) o Z2 (m ≥ 2).
– 1
3




o Z3 (m ≥ 2).
– 1
2
[D4m × D4n] ∼= (D2m × D2n) o Z2 (m,n ≥ 2).
– 1
2
[Z2m × D4n] ∼= (Zm × D2n) o Z2 (n ≥ 2).
– 1
2
[Z2m × D2n] ∼= (Zm × Zn) o Z2 ∼= Zm oD2n.
All finite subgroups of Aut (P1 × P1) are either conjugate to a finite subgroup of
PGL2 (C) × PGL2 (C) or conjugate to G0 o Z2, where G0 is a finite subgroup of
PGL2 (C)×PGL2 (C) and Z2 is generated by an automorphism which interchanges
the rulings (denoted σΩ above).
It is easy to see from the description, that all these automorphism groups can




In this chapter, the finite groups giving rise to low-dimensional (dimensions 3,
4 and 5) singularities that are not weakly exceptional will be classified. These
results originally appeared in my papers [31] and [32], and the treatment here fol-
lows that in the original papers. Although parts of that proof can be streamlined
by using the ideas introduced in Chapter 4, such optimisation has been omitted
in order to show the different possible approaches to the problem, as well as to
illustrate the ideas behind the approach used in Chapter 4.
3.1 Three-dimensional case
Let G ⊂ SL3 (C) be a finite irreducible subgroup. Recall that, by Theorem 2.48,
the singularity induced byG is not weakly-exceptional if and only ifG has a degree
2 semi-invariant. Also recall that the list of all possible groups G is known, given
in Proposition 2.18.
The exceptional singularities in dimension 3 have been classified by:
Theorem 3.1 (see [25]). The group G induces an exceptional singularity if and
only if Ḡ is isomorphic to A6, Klein’s simple group K168 of size 168, Hessian
group H648 of size 648 or its normal subgroup F216 of size 216.
Thus, it remains to decide which of the remaining groups induce weakly ex-
ceptional singularities (since any exceptional singularity is weakly exceptional by
Lemma 2.33).
If a group had a semi-invariant of degree 1 (i.e. a G-invariant plane), this
would mean that the group is not irreducible. Therefore, one can assume no
such semi-invariant exists and concentrate on those of degree 2. This makes two
possible approaches to this classification viable:




= 6 and the number of possible families of iso-
morphism classes for G are small, it is possible to explicitly check all the
possible semi-invariants of every family of groups. This is a perfectly viable
approach in this low dimension, but it stops being effective (at least, in its
naive form) even in dimension 4, due to a very rapid growth of both of these
numbers.
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2. The criteria for weak exceptionality (in any given dimension) can be stated
in terms of non-existence of a certain list of Ḡ-invariant subvarieties of
PN−1. It is therefore possible to consider the automorphism groups of these
varieties and to deduce that G cannot be a lifting of one of them to an
action on CN . This is also a feasible approach, but it has the drawback of
relying on a classification of suitable subvarieties and their automorphism
groups.
In this section, the proof will be done by the second method, since it is more clear
and concise. However, a small section of the proof via the first method will also
be presented, as this method naturally evolves into one that is useful in higher
dimensions.
The classification can be obtained as follows:
Lemma 3.2. Assume that the singularity induced by G is not weakly-exceptional.
Then:
• Ḡ leaves a smooth curve C ⊂ P2 of degree 2 invariant.
• G is isomorphic to a central extension of one of D2n (some n ≥ 2), A4, S4
or A5 by scalar elements.
Proof: By Theorem 2.48, Ḡ must preserve a curve C ⊂ P2 of degree 2. If C is
singular, then it must have exactly one isolated singularity. Then this singularity
must be a Ḡ-orbit of size 1, which is impossible by Lemma 2.64. Therefore, C
must be smooth and hence rational, with Ḡ isomorphic to a finite subgroup of
Aut (P1), as classified in Theorem 2.17. Since by Proposition 2.62, Ḡ cannot be
cyclic, it must be isomorphic to one of D2n (some n ≥ 2), A4, S4 or A5. The group
G must then be isomorphic to one of its (possibly, trivial) central extensions by
scalar elements.
Now it remains to identify the “suspect” groups in the classification in Propo-
sition 2.18 and to check that they indeed have the necessary semi-invariants.
Theorem 3.3 (Main theorem in dimension 3). Let G ⊂ SL3 (C) be a finite
subgroup. Then G induces a weakly-exceptional but not an exceptional singularity
if and only if one of the following holds:
• G is an irreducible monomial group, and Ḡ is not isomorphic to (Z2)2 oZ3
or (Z2)2 o S3.
• G is isomorphic to the group E108 of size 108.
Proof: Compare the lists of groups in Proposition 2.18 and Lemma 3.2. It is
easy to see that:
• If Ḡ ∼= D2n, then G must be a group of type 2.
• If Ḡ ∼= A4, then G must be a central extension of (Z2)2 o Z3 ∼= A4, where
(in some basis) both Z2-s act diagonally and Z3 permutes the basis. Such
a group is of type (3).
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• If Ḡ ∼= S4, then G must be a central extension of (Z2)2 o S3 ∼= S4, where
(in some basis) both Z2-s act diagonally and S3 permutes the basis. Such
a group is of type (4).
• If Ḡ ∼= A5, then G, as its central extension, must be of type (8) or (10)
The groups of types (1) and (2) are not irreducible, and thus the singularities
they induce are not weakly exceptional. Consider the central extensions of A4
and S4. Use their presentations from Proposition 2.18, and let (x, y, z) be the
corresponding coordinates for C3. Then the groups have a semi-invariant smooth
conic defined by x2 + y2 + z2 = 0 and thus the singularities they induce are not
weakly exceptional either. Similarly, given any presentation of a group of type (8)
or (10), one can easily find a smooth conic curve the group preserves (see, for
example, [42, Section 2.9]).
Since it was shown in Lemma 3.2 that the singularities all other groups induce
must be weakly exceptional, Theorem 3.3 follows by excluding these groups as
well as the groups inducing exceptional singularities (as listed in Theorem 3.1)
from the list of all irreducible finite subgroups of SL3 (C).
As stated at the start of this section, here is a fragment of the proof of the
same result via the other method:
Example 3.4. The singularity induced by the group
G = E108 ⊂ F216 ⊂ H648 ⊂ SL3 (C)
is weakly exceptional.
Proof: Use the group presentation and notation from Proposition 2.18 through-
out. According to Theorem 2.48, it is enough to prove that the group has no
semi-invariants of degree 1 or 2.
Assume the group has a semi-invariant f1 (x, y, z) of degree 1. Then
f1 (x, y, z) = αx+ βy + γz
for some α, β, γ ∈ C, not all zero. By the linearity of the action of G, can assume
α ∈ {0, 1}. Since f1 is G-semi-invariant, T (f1) = µTf1 for some µT ∈ C. Since
T 3 = I3, µ
3
T = 1 and µT 6= 0. Thus,
αy + βz + γx = µT (αx+ βy + γz)
This implies that α = 1, β = µ2T and γ = µT , i.e.
f1 (x, y, z) = x+ µ
2
Ty + µT z




x+ µ2Ty + µT z
)
= x+ µ2Tωy + µTω
2z
This immediately implies that µS = 1, which is impossible, since ω 6= 1. There-
fore, no such f1 exists.
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Now assume the group has a semi-invariant f2 (x, y, z) of degree 2. Then
f2 (x, y, z) = αx
2 + βy2 + γz2 + δxy + εxz + ηyz
for some α, β, γ, δ, ε, η ∈ C, not all zero.
Applying the matrix T , get T (f2) = λTf2 for some λT ∈ C. Since T 3 = I3,
λ3T = 1 and λT 6= 0. Thus,
αy2 + βz2 + γx2 + δyz + εxy + ηxz = λT
(
αx2 + βy2 + γz2 + δxy + εxz + ηyz
)
This implies that β = λ2Tα, γ = λTα, ε = λT δ and η = λ
2
T δ, i.e.
f2 (x, y, z) = α
(
x2 + λ2Ty









with α and δ not both zero.
Applying the matrix S, get S (f2) = λSf2 for some λS ∈ C. Since S3 = I3,



























This implies that either λS = 1 or α = δ = 0. Since α and δ cannot both be zero,
deduce that λS = 1. But this is impossible, since that would imply that ω = 1,
which it is not. Therefore, no such f2 exists.
Thus the group does not have any semi-invariants of degree 1 or 2, and there-
fore induces a weakly exceptional singularity.
Remark 3.5. Clearly, this method is not as “clean” as the previous one. How-
ever, it has the advantage of not needing the classification of any varieties to work,
and will therefore be “more applicable” to situations in higher dimensions. The
main idea to be observed here is that the calculations get greatly simplified once
some monomials are shown to be in the same G-orbit (in this case, via the action
of T ). This idea will be relied upon heavily when considering the 5-dimensional
case in Section 3.3 and the general prime-dimensional case in Chapter 4.
3.2 Four-dimensional case
As mentioned above, the list of all possible subgroups of SL4 (C) is too long to be
useful. Therefore, the list of subgroups inducing weakly exceptional singularities
will have a similar drawback. Therefore, it makes sense to instead classify the
finite subgroups of SL4 (C) that induce singularities that are not weakly excep-
tional. Furthermore, it is known from Theorem 2.45 that all the non-irreducible
groups are on this list, so it makes sense to restrict attention to the irreducible
ones. So, for this section, let G ⊂ SL4 (C) be a finite irreducible subgroup, and
Ḡ its image under the natural projection SL4 (C)→ PGL4 (C).
In view of Theorem 2.49, this means that Ḡ must be a finite subgroup of an
automorphism group of a surface of degree 2 or 3, or of a smooth rational cubic
curve in P3. First consider the rational curve case.
32
Proposition 3.6. Assume that there exists a Ḡ-invariant smooth rational cubic
curve in P3, but no Ḡ-invariant surfaces of degree 2 or 3. Then Ḡ ∼= A5, and G
is its central extension A5 acting as the third symmetric power of its irreducible
2-dimensional representation.
Proof: Let C be a Ḡ-invariant smooth rational cubic curve. Then one can
assume C is the image of
C : (x : y) ∈ P1 7→
(
x3 : x2y : xy2 : y3
)
∈ P3
This implies (by Proposition 2.60) that Ḡ must be isomorphic to one of the finite
automorphism groups of P1, with its action induced by the action of P1 via C.
This means (by Theorem 2.17) that Ḡ must be one of the following:
• Cyclic group.
• Dihedral group.
• A4 or S4.
• A5.
No cyclic groups or their central extensions have any irreducible 4-dimensional
representations. Therefore, Ḡ cannot be cyclic. The same arguments excludes
the possibility of Ḡ being dihedral.
The induced actions of A4 and S4 preserve {(x : y : u : v) ∈ P3 |xy − uv = 0},
which is a smooth quadric surface. Therefore, Ḡ cannot be one of them.
Therefore, Ḡ cannot be isomorphic to anything except A5, with G acting as
described above. Such an action is primitive, and so irreducible. It can be checked
directly (or seen in, for example, [7, Proof of Lemma 4.9]) that this action does
not preserve any projective surfaces of degree 2 or 3.
It is now necessary to process the automorphism groups of the surfaces of de-
gree 2 and 3. The first step would be to find out exactly what these automorphism
groups might be isomorphic to. This can be achieved by:
Lemma 3.7. Let G ⊂ SL4 (C) be a finite irreducible group, Ḡ ⊂ PGL4 (C) its
projection, and let S ⊂ P3 be a Ḡ-invariant surface of degree minimal among the
degrees of all Ḡ-invariant surfaces. Then either degS ≥ 4 or S is smooth.
Proof: Since G is irreducible, degS ≥ 2. If degS = 2 and S is singular,
then either S has exactly one isolated singularity (which has to be a Ḡ-fixed
point, impossible by Lemma 2.64), or S is a union of two planes and thus has a
singular line (impossible, since G is irreducible), which must then be Ḡ-invariant.
Therefore, if deg S = 2 then S must be smooth.
If degS = 3, and S is not irreducible, then either it is the union of a plane and
an irreducible quadric surface (each of which must thus be a Ḡ-invariant surface
of smaller degree, contradicting the minimality of the degree of S) or S is the
union of 3 distinct planes, whose intersection gives either a point or a line fixed
by all of Ḡ (stopping G from being irreducible). Hence S is irreducible.
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Assume that degS = 3 and S has non-isolated singularities, with C being
the union of all singular curves on S. Then, one can easily see that C is a line.
Since Ḡ(S) = S, must have Ḡ(C) = C, and so there exists a Ḡ-invariant line,
contradicting irreducibility of G. Therefore if degS = 3 then S must have at
worst isolated singularities.
If degS = 3 and S is singular with only isolated singularities, then by [3],
the singularity types form one of the following collections: (A1), (2A1), (A1, A2),
(3A1), (A1, A3), (2A1, A2), (4A1), (A1, A4), (2A1, A3), (A1, 2A2), (A1, A5). Given
any type of singularity, the set of such singularities on S must be preserved by
the action of Ḡ. Therefore, by Lemma 2.64, it must either be empty or have size
at least 4. Therefore, S has to have exactly four A1 singularities. Since there is
only one such surface (see, for example, [3, proof of Lemma 3]), S must be the
Cayley cubic, defined (in some basis) by
S =
{
(x : y : u : v) ∈ P3 |xyu+ xyv + xuv + yuv = 0
}
This surface, contains exactly 9 lines, six of which pass through pairs of sin-
gular points and the other three are defined by
x+ y = 0 = u+ v
x+ u = 0 = y + v
x+ v = 0 = y + u
These last three lines must therefore be mapped to each other by all of Ḡ. But
since they are coplanar, Ḡ preserves the plane they lie in, contradicting the ir-
reducibility assumption for G. Thus if S is a cubic surface, then it must be
smooth.
It now remains to consider exactly two cases:
1. There exists a Ḡ-invariant smooth quadric surface.
2. There are no Ḡ-invariant quadric surfaces, but there is a Ḡ-invariant smooth
cubic surface.
The two cases will be considered separately below.
Lemma 3.8. If G ⊂ SL4 (C) is a finite irreducible subgroup, and Ḡ its projection
to PGL4 (C). Also assume that there is no Ḡ-invariant quadric surface, and
S ⊂ P3 is a smooth Ḡ-invariant cubic surface. Then G must be isomorphic to a






• (Z3)3 o S4.
by scalar elements, acting as described below. Both these cases produce monomial
actions.
Proof: Since Ḡ ⊂ Aut (S) is a finite subgroup, so by Theorem 2.57, Ḡ must
be isomorphic to one of:
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1. Cyclic groups {IdḠ}, Z2, Z4, Z8.
2. Dihedral groups (Z2)2 ∼= D4, S3 ∼= D6, S3 × Z2 ∼= D12.
3. S4.






6. (Z3)3 o S4.
These cases will be considered separately:
1. The group Ḡ cannot be cyclic by Proposition 2.62.
2. Dihedral groups and their extensions by scalar elements do not have any
irreducible 4-dimensional representations, so these groups cannot act irre-
ducibly.
3. The group S4 by itself has no 4-dimensional irreducible representations, but
its central extension has (up to a choice of a root of unity) only one such.
This representation preserves a quadric surface (see the twisted diagonal
actions in Lemma 3.12).





all the notation following in the obvious manner (i.e. write G′ for the lift of
Ḡ′ to SL4 (C), etc.).
Using the notation from [20], define the group G954 generated by elements




∼= (Z3)2 o Z2.
Then one can see that Ḡ′ = G954/C (G
9
54) and Ḡ
′′ = G954 o Z2 (with addi-
tional generator ε̄, such that ε̄2 = id). Let α, β, γ, δ, ε be lifts of ᾱ, β̄, γ̄, δ̄
(respectively) to SL4 (C).
Let h1 := α
3, h2 := β
3. ᾱ, β̄ commute, so say βα = αβh3. By the structure











and so h3 = id. Similarly, get α, β, γ all commuting. Hence the correspond-
ing matrices can all be taken to be diagonal (by choosing a suitable basis).
It is then easy to see that δ and ε must act as elements of a central extension
of S4 permuting the basis.





would be on the list of groups acting on a cubic
surface), δ̄ε̄ 6= ε̄δ̄. Therefore, up to conjugation, δ interchanges the first and
the second basis vectors, and ε interchanges the first basis vector with the
third one and the second basis vector with the fourth one.
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This means that G′ is not irreducible, while G′′ is irreducible, monomial
and (up to conjugation) is generated by
ζ3 0 0 0
0 1 0 0
0 0 1 0
0 0 0 ζ−13
 ,

1 0 0 0
0 ζ3 0 0
0 0 1 0
0 0 0 ζ−13
 ,

1 0 0 0
0 1 0 0
0 0 ζ3 0




0 1 0 0
1 0 0 0
0 0 1 0
0 0 0 1
 ,

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

This group leaves (for example) the cubic polynomial x3 + y3 + z3 +w3 (in
coordinates (x, y, z, w) for C4) semi-invariant, and by direct computation,
one sees that the group does not have a semi-invariant quadric surface.
5. The group S5 is, according to [33, §100], the automorphism group of the
irreducible diagonal cubic surface
S =
{
(x0 : x1 : x2 : x3 : x4) ∈ P4
∣∣∣∣ x30 + x31 + x32 + x33 + x34 = 0,x0 + x1 + x2 + x3 + x4 = 0
}
which immediately implies that there exists a Ḡ-invariant quadric surface.
For the group’s action on it, see Lemma 3.12.
6. As stated in [33, §100], the monomial group (Z3)3 o S4 acts by permuting
the basis vectors of C4 arbitrarily and multiplying them by arbitrary cube
roots of unity. Hence (up to conjugation) G is a central extension of such
a group by scalar elements.
This group clearly leaves the cubic polynomial x3 + y3 + z3 +w3 (in coordi-
nates (x, y, z, w)) semi-invariant, and by direct computation, one sees that
the group does not have a semi-invariant quadric surface.
Quadric surface case
Now assume that there exists a Ḡ-invariant smooth quadric surface S ⊂ P3. The
rest of this section in devoted to creating the list of possible values of G (or,
equivalently, Ḡ) that can appear in this situation. The final list can be found in
Lemma 3.12.
Since S ⊂ P3, there exists a basis for P3, in which S is the image of the Segre




(x : y : u : v) ∈ P3 |xv − yu = 0
}
This implies that the subgroup of PGL4 (C) preserving S is isomorphic to the
group (PGL2 (C))2 o Z2, with the action that can be described in the notation
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given in Section 2.4. This notation will be used throughout the rest of this section.
The list of possible isomorphism classes for Ḡ can be found in Theorem 2.65.
However, to be able to use the list, one needs to understand the type of action of
the possible choices for Ḡ, in other words, one needs to split the possibilities for
G into the following categories:
• Not irreducible.
• Irreducible monomial.
• Irreducible non-monomial imprimitive.
• Primitive (hence irreducible).
This can be done directly by looking at the representations used to build the
action. To make the explanations more simple, it will be assumed that H1 and
H2 (see Section 2.4) both contain a non-scalar diagonal matrix. This will mean
that any proper invariant subspace must have a basis that is also a subset of the
chosen basis for C4. It is easy to check that for all the actions used in this section,
there exists a basis for C4 in which the action contains such a matrix. Now fix
this basis for the remainder of this section.
The first step would be to understand the conditions necessary for the irre-
ducibility of G. This depends on the choices of H1 and H2 and on their interplay
inside Ḡ. Since by construction, H1 and H2 are finite subgroups of PGL2 (C),
they both must be among those given in Theorem 2.17. Furthermore, if an ele-
ment of Ḡ interchanges the two rulings of S, H1 and H2 must be conjugate (by
that element) and therefore isomorphic.
Proposition 3.9. If either H1 or H2 is cyclic, then G is not irreducible.
Proof: Assume without loss of generality that H1 is cyclic. Then the action of
H1 on P1 has a fixed point p. Without loss of generality, assume p = (1 : 0) ∈ P1,
and so the action of Ḡ on S fixes {(1 : 0)} × P1 ⊂ P1 × P1 = S. Under the Segre
embedding, this corresponds to the subvariety
{u = v = 0} ⊂
{
(x : y : u : v) ∈ P3
}
Therefore, this subvariety must be fixed under the action of Ḡ, and so G is not
irreducible.
Proposition 3.10. If H1 and H2 are not cyclic, and if at least one of them is
not dihedral, then G is irreducible.
Proof: Without loss of generality, assume H1 is not dihedral. Then, it must
be true that H1 ∈ {A4,S4,A5}. Assume that V ⊂ C4 is a G-invariant subspace.
Recall that the basis has been chosen for the representations of H1 and H2 to
correspond to those in Theorem 2.17. Let p ∈ V .
If H1 ∈ {A4,S4}, then let h1 be an element of order 3. If H1 = A5, let h1
be an even element of order 2. Take an element g ∈ G, that maps to h1 ∈ H1.
Then g (p) is not a multiple of p (as G is not scalar), and so the dimension of V is
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at least 2. Therefore, if G is not irreducible, there must exist two 2-dimensional
G-invariant blocks V1 and V2, such that they together span all of C4, and G acts
on each of them irreducibly.
Now pick h2 ∈ H2, that is not presented by a diagonal matrix, and let g2 ∈ G
be a preimage of h2. Pick a point p ∈ V1. Then, due to the action of H2 on
P1 × P1 = S, and the embedding of S into P3, g2 (p) 6∈ V1. Therefore, V1 cannot
be G-invariant, and therefore, G must be irreducible.
Proposition 3.11. Assume the groups H1 and H2 are dihedral. Set their stan-
dard generators to be:
H1 = D2n =<a1, b1
∣∣ an1 = b21 = IdH1>,
H2 = D2m =<a2, b2
∣∣ am2 = b22 = IdH2> .
Then G is irreducible unless the elements of H1 containing b1 and those of H2
containing b2 are coupled in Ḡ. The action of such G on C4 is monomial.
Proof: Consider the action of H1 on P1. It has an orbit of exactly two points,
call them q1,1 and q1,2, such that a1 fixes both of them and b1 (q1,1) = q1,2. Simi-
larly, pick q2,1, q2,2 ∈ P1, such that a2 fixes both of them and b2 (q2,1) = q2,2. Let
p̄1, p̄2, p̄3, p̄4 ∈ P3 be the images of the elements (q1,1, q2,1), (q1,1, q2,2), (q1,2, q2,1)
and (q1,2, q2,2) of P1 × P1 = S (respectively) under the embedding. Then each pi
corresponds to a line Vi ⊂ C4, and {V1, V2, V3, V4} is a partition of imprimitivity
of the action of G on C4. Therefore, the action of G is monomial.
Consider the way the action of G permutes the Vi-s. Let T be the corre-
sponding permutation group. If the elements containing bi are not coupled under
the action of G, then it is easy to see that T = S4, and so G acts irreducibly.
However, if the elements are coupled, then T =<(1, 4) (2, 3)>∼= Z2 ⊂ S4, and so
the action of G is not irreducible.
The irreducibility discussion above can be summarised as Table 3.1.
Table 3.1: Irreducibility of G
H1
A4, S4, A5 D2m Zm
H2
A4, S4, A5 Irreducible Irreducible Not irreducible
D2m Irreducible Depends on action Not irreducible
Zn Not irreducible Not irreducible Not irreducible
Now assume that the action of G is irreducible. Then it is necessary to deter-
mine whether the action is primitive, monomial or imprimitive non-monomial.
By direct computation, it is easy to see that in most cases, the place of G
in this classification depends on the matrices in Hi that have 3 or more non-
zero entries, and how these matrices are combined in G, i.e. on the isomorphism
α : H1/K̂1 → H2/K̂2 (as defined above). The only exception occurs when Hi
are dihedral, G does interchange the ruling, but Ω 6∈ Ḡ (hence σΩ ∈ Ḡ for some
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non-trivial σ of even degree) — in this case, the automorphism σ needs to be
considered.
With this in mind, direct computation provides the following criteria (putting
i 6= j ∈ {1, 2}):
• If H1, H2 dihedral and G irreducible, then G acts monomially.
• If Hi ∈ {A4,S4,A5} and Hj = D2n, then the action of G is non-monomial
imprimitive.
• If H1 ∼= H2 ∼= A5, then the action of G is primitive.
• If H1, H2 ∈ {A4,S4} and the 3-cycles are not coupled, then the action of G
is primitive.
• If H1 ∼= H2 ∼= A4 and the 3-cycles are coupled, then the action of G is
monomial.
• If Hi ∼= S4, Hj ∼= A4 and the 3-cycles are coupled, then the action is
imprimitive non-monomial.
• If Hi ∼= S4, Hj ∼= S4, the 3-cycles are coupled and the odd permutations are
coupled, then the action is monomial.
• If Hi ∼= S4, Hj ∼= S4, the 3-cycles are coupled, but the odd permutations
are not coupled, then the action is primitive.
This list is clearly not exhaustive, but it is sufficient for determining the nature
of all the groups below.
Since Ḡ is a finite group leaving a smooth quadric S invariant, its action must
be equal (as shown in Section 2.4) to a suitable action of one of the finite auto-
morphism groups of a smooth 2-dimensional quadric. Thus Ḡ must be conjugate
to the image of one of the finite groups given in 2.65.
In order to make the structure of each of the groups slightly more explicit,
the group structure will also be given in the notation
(H1, K1, H2, K2)α ,
where Hi, Ki are as before, and α is the gluing isomorphism between H1/K̂1 and
H2/K̂2. Where only one such isomorphism exists, α will be omitted. For each
isomorphism class, several representations of the group can be chosen. However,
it is clear that the different faithful representations will differ by at most an outer
automorphism, so all the properties that are of interest in this discussion will
be the same for all of them. Therefore, for each isomorphism class, any faithful
representation of Hi can be chosen. For any group (H1, K1, H2, K2)α, there also
exists a group (H2, K2, H1, K1)α−1 , which corresponds to the same group with the
components of the ruling of the quadric swapped. These two groups are conjugate
to each other.
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Lemma 3.12. If Ḡ ⊂ PGL4 (C) is a finite irreducible subgroup, G its lift to
SL4 (C) and S ⊂ P3 a smooth Ḡ-invariant quadric surface, then Ḡ must be con-
jugate to one of the following groups:
Groups leaving the ruling of P1 × P1 invariant:
1. Product subgroups (H1, H1, H2, H2) ∼= H1 × H2 for some finite subgroups
Hi ∈ Aut (P1). Taking different choices for H1, H2, get the following groups
of the form H1 ×H2:
(a) 9 primitive groups when H1, H2 ∈ {A4, S4,A5}.
(b) 3 families of non-monomial imprimitive groups D2m × H2, for some
H2 ∈ {A4,S4,A5}.
(c) 1 family of monomial groups D2m × D2n.
2. Twisted diagonal subgroups (H1, 1, H1, 1)α
∼= H1 for some finite subgroup
H1 ∈ Aut (P1). This gives 3 families of groups, indexed by the choice of
isomorphism α. They are:
(a) Monomial groups isomorphic to A4 or S4.
(b) Primitive groups isomorphic to A5.
The twisted diagonal groups isomorphic to the dihedral groups do not act
irreducibly, as the relevant central extensions (which are either dihedral or
dicyclic groups) do not have any 4-dimensional irreducible representations.
3. 1
2
[S4 × S4] ∼= (A4 × A4) o Z2 ∼= (S4,A4,S4,A4), a primitive group gener-
ated by elements corresponding to 〈[12][34] | id〉, 〈id | [12][34]〉, 〈[123] | id〉,
〈id | [123]〉 and 〈(12) | (12)〉.
4. 1
2
[D2m × S4] ∼= (Zm × A4)oZ2 ∼= (D2m,Zm,S4,A4), a family of imprimitive




[D4m × S4] ∼= (D2m × A4) o Z2 ∼= (D4m,D2m,S4,A4) (m ≥ 2), a family
of imprimitive non-monomial groups generated by the action of 〈a22m | id〉,
〈b | id〉, 〈id | [12][34]〉, 〈id | [123]〉 and 〈am2m | (12)〉.
6. 1
6
[D6m × S4] ∼= (Zm × V4)oS3 ∼= (D6m,Zm,S4,V4), a family of imprimitive
non-monomial groups generated by 〈a33m | id〉, 〈id | [12][34]〉, 〈id | (13)(24)〉,
〈am3m | [123]〉 and 〈b | (12)〉.
7. 1
6
[S4 × S4] ∼= (V4 × V4)oS3 ∼= (S4,V4,S4,V4), a monomial group generated
by the elements 〈[12][34] | id〉, 〈(13)(24) | id〉, 〈id | [12][34]〉, 〈id | (13)(24)〉,
〈[123] | [123]〉 and 〈(12) | (12)〉.
8. 1
3
[A4 × A4] ∼= (V4 × V4) o Z3 ∼= (A4,V4,A4,V4), a monomial group gener-
ated by the elements 〈[12][34] | id〉, 〈(13)(24) | id〉, 〈id | [12][34]〉, 〈id | (13)(24)〉




[D2m × D4n] ∼= (Zm × D2n) o Z2 ∼= (D2m,Zm,D4n,D2n) (for m,n ≥ 2),




[D4m × D4n]α ∼= (Zm × Zn)oD4 ∼= (D4m,Zm,D4n,Zn)α (where α(b) = an2n,
α(am2m) = b), a family of monomial groups generated by 〈a22m | id〉, 〈id | a22n〉,
〈am2m | b〉 and 〈b | an2n〉.
11. 1
2
[D4m × D4n] ∼= (D2m × D2n)oZ2 ∼= (D4m,D2m,D4n,D2n) (for m,n ≥ 2), a
family of monomial groups generated by 〈a22m | id〉, 〈b | id〉, 〈id | a22n〉, 〈id | b〉
and 〈am2m | an2n〉.
Groups that interchange the rulings of P1 × P1 (via an element σ ◦ Ω):
12. (H1 ×H1) o Z2 ∼= (H1, H1, H1, H1) o Z2 (H1 ∈ Aut (P1)). Taking different
choices for H1 and bearing in mind that choosing H1 to be Zn produces a
group that is not irreducible (see discussion above), get 2 families of mono-
mial groups
(a) (D2n × D2n) o Z2
and 3 families of primitive groups, all of them indexed by the possible invo-
lutions acting on H1:
(b) (A4 × A4) o Z2.
(c) (S4 × S4) o Z2.
(d) (A5 × A5) o Z2.
13. H1 oZ2 ∼= (H1, 1, H1, 1)α (H1 ∈ Aut (P1)). This gives 3 families of groups,
indexed by the choice of isomorphism α. They are:
(a) Monomial groups isomorphic to D4n o Z2.
(b) Monomial groups isomorphic to A4 o Z2 or S4 o Z2.
(c) Primitive groups isomorphic to A5 o Z2.
14. ((A4 × A4) o Z2)oZ2 ∼= (S4,A4,S4,A4)oZ2, a family of primitive groups.
15. ((V4 × V4) o S3)oZ2 ∼= (S4,V4,S4,V4)oZ2, a family of monomial groups.
16. ((V4 × V4) o Z3)oZ2 ∼= (A4,V4,A4,V4)oZ2, a family of monomial groups.
17. ((Zm × Zm) oD4) o Z2 ∼= (D4m,Zm,D4m,Zm)α o Z2 (where α(b) = am2m,
α(am2m) = b), a family of monomial groups.
18. ((D2m × D2m) o Z2) o Z2 ∼= (D4m,D2m,D4m,D2m) o Z2 (m ≥ 2), a family
of monomial groups.
From the way the groups are presented, it is easy to see that all the groups do
need to be in the list.
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Proof: Immediate from Theorem 2.65 and the discussion above. Irreducibility
of these groups can be seen via Table 3.1.
Theorem 3.13 (Main theorem in dimension 4). Let G ⊂ SL4 (C) be a finite sub-
group acting irreducibly. Then the singularity of C4/G is not weakly-exceptional
exactly when G is conjugate to one of the group actions described in Proposi-
tion 3.6, Lemma 3.8 and Lemma 3.12.
Proof: Immediate by applying Theorem 2.49 and Lemma 3.7.
3.3 Five-dimensional case
Let G ⊂ SL5 (C) be a finite irreducible subgroup. Recall that, by Theorem 2.51,
the singularity induced by G is not weakly-exceptional if and only if G has a semi-
invariant of degree at most 4. First of all, consider the types of group actions
that exist in this dimension:
Proposition 3.14. Let q > 1 be a prime number, and let G ⊂ SLq (C) be a finite
irreducible subgroup. Then the action of G is either primitive or monomial.
Proof: Given any system of imprimitivity for G, Proposition 2.5 implies that
all the subspaces in that system must have the same dimension d, with d|q. Since
q is prime, d ∈ {1, q}. If there exists a system with 1-dimensional subspaces, then
the action of G is monomial. Otherwise, the action of G must be primitive.
Since by Theorem 2.45, only the irreducible groups need to be considered,
and since by Lemma 2.16, there are only finitely many primitive subgroups of
SL5 (C), the main problem here comes from dealing with the monomial groups.
The primitive groups will be considered in Lemma 3.23, which will be proven at
the end of this section, since the proof can be streamlined by using a result about
a monomial group. So for now, assume that the group G is monomial.
Lemma 3.15. Assume G ⊂ SLq (C) is a finite irreducible monomial subgroup.
Setting G ∼= D o T as in Proposition 2.7, there exists τ ∈ G \ D and a basis
e1, . . . , eq for Cq, such that τ q = IdG, and τ acts by
τ (ei) = ei+1 ∀i < q; τ (eq) = e1
Proof: Since G is irreducible, T must be a transitive subgroup of Sq (by Propo-
sition 2.8) and must thus contain a cycle of length q (since q is prime). Take
τ ∈ Γ, such that π (τ) is a generator of this cycle. Let e1 ∈ V1 be a non-zero
vector. Then, renaming the Vi-s if necessary, τ
i (e1) ∈ Vi+1 (for 1 ≤ i < q). Set
ei = τ
i−1 (e1) (2 ≤ i ≤ q). Clearly, τ (eq) = αe1 for some α ∈ C.
Since all the subspaces Vi are disjoint and one-dimensional, ei must generate
Vi, and so e1, . . . , eq must form a basis for Cq. Also, since g ∈ D = ker π, and
τ permutes the subspaces Vi non-trivially, τ 6∈ D. Since τ ∈ G ⊆ SLq (C) and q
odd, one also observes that α = 1, and so τ acts as stated above.
Fix this element τ (and the corresponding basis for C5) throughout this sec-
tion. This implies that the group T must be one of the subgroups of S5 containing
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Z5. For the list of such subgroups, see Proposition 2.56. It is now necessary to
look at the possibilities for D. First consider the case of D being trivial (either
empty or central in SL5 (C)):
Lemma 3.16. If all the elements of D are scalar, then the singularity induced
by G is not weakly-exceptional.
Proof: In this case, G must be either one of the groups mentioned in Re-
mark 2.56 or a central extension of one of them by Z5. On this list, the only
groups that have irreducible 5-dimensional representations are A5, S5 and their
central extensions by Z5. It is easy to see that all of these have semi-invariants
of degree 2.
From now on, one can assume that D contains a non-scalar element. Further-
more, in most cases it is possible to assume that D is generated by non-scalar
elements of prime order:
Lemma 3.17. Let g ∈ D be a non-scalar element of order pq for some integers
p, q > 1. Then either p = 5, or ∃g′ ∈ D a non-scalar element of order p.
Proof: Set g′ = gq. Scalar elements in SL5 (C) have orders 1 or 5, so either
p = 5 or g′ is not a scalar.
Since the only obstruction to the singularity induced by G being weakly ex-
ceptional are the G-semi-invariant polynomials of small degree, it is useful to
limit the space of such possible polynomials. This can be done as follows:




1 m2,2 = x1x2 m2,3 = x1x3
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1x4x5 m4,14 = x1x2x3x4
Then any polynomial f of degree at most 4 that is semi-invariant under the action




























where A1, Bi, Ci, Di ∈ C and ω is some (not necessarily primitive) fifth root of 1.
Proof: The polynomial f is semi-invariant under the action of τ , so set ω such
that ωf = τ (f). Have τ 5 = id, so ω5 = 1.
Any polynomial that is τ -semi-invariant and contains a monomial m must
contain all the monomials from the τ -orbit of m. It is easy to check that the md,i
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above are representatives of all orbits of degree d ≤ 4 monomials in 5 variables,
and the result follows.
From now on, assume that the singularity G induces is not weakly exceptional.
This means that one of the polynomials above must be G-semi-invariant. This
allows to limit the possibilities for the group G by considering the limitations
some elements G might have put on the parameters Ai, Bi, Ci, Di.
First look at how the elements of D act on these polynomials. Since D
preserves the basis of C5, all the monomials are D-semi-invariant, so every τ–
invariant polynomial must be preserved. Applying g = [p, a1, . . . , a5] (p prime,
0 ≤ ai < p, ai not all equal), get:
Lemma 3.19. For any g = [n, a1, . . . , a5] ∈ D, ai not all equal (i.e. g is not
scalar), the following hold (replacing g by its scalar multiple if necessary) for
some parameter a ∈ Z (0 < a < n):
A1 = 0
B1 = 0 or n = 2
B2 = B3 = 0
C1 = 0 or n = 3
C2 = 0 or g = [11, a, 4
3a, 46a, 49a, 412a]
C3 = 0 or g = [11, a, 4
4a, 48a, 412a, 416a]
C4 = 0 or g = [11, a, 4
1a, 42a, 43a, 44a]
C5 = 0 or g = [11, a, 4
2a, 44a, 46a, 48a]
C6 = C7 = 0
D1 = 0 or n ∈ {2, 4}
D2 = 0 or g = [61, a, 34
2a, 344a, 346a, 348a]
D3 = 0 or g = [61, a, 34
1a, 342a, 343a, 344a]
D4 = 0 or g = [61, a, 34
4a, 348a, 3412a, 3416a]
D5 = 0 or g = [61, a, 34
3a, 346a, 349a, 3412a]
D6 = D7 = 0 or n = 2
D8 = 0 or g = [11, a, 4
1a, 42a, 43a, 44a]
D9 = 0 or g = [11, a, 4
2a, 44a, 46a, 48a]
D10 = D11 = 0
D12 = 0 or g = [11, a, 4
3a, 46a, 49a, 412a]
D13 = 0 or g = [11, a, 4
4a, 48a, 412a, 416a]
D14 = 0
Proof:
Note that since g ∈ SL5 (C),
∑
i ai = 0 mod n. Furthermore, by Lemma 3.17,
for any prime p, either p 6 |n, or there exists g′ ∈ D with (in the notation above)
n′ = p. With this in mind, have:
• If A1 6= 0, then
a1 ≡ a2 ≡ a3 ≡ a4 ≡ a5 mod n
Therefore, g a scalar.
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• If B1 6= 0, then
2a1 ≡ 2a2 ≡ 2a3 ≡ 2a4 ≡ 2a5 mod n
Therefore, either n = 2 or g is scalar.
• If B2 6= 0, then
a1 + a2 ≡ a2 + a3 ≡ a3 + a4 ≡ a4 + a5 ≡ a5 + a1 mod n
Thus,
a1 ≡ a2 ≡ a3 ≡ a4 ≡ a5 mod n
Therefore, g a scalar.
Applying the permutation (2 3 5 4) to the indices of x1, . . . , x5 in this com-
putation implies that either B3 = 0 or g is scalar.
• If C1 6= 0, then
3a1 ≡ 3a2 ≡ 3a3 ≡ 3a4 ≡ 3a5 mod n
Therefore, either n = 3 or g is scalar.
• If C2 6= 0, then
2a1 + a2 ≡ 2a2 + a3 ≡ 2a3 + a4 ≡ 2a4 + a5 ≡ 2a5 + a1 mod n
If n = 2, then a1 ≡ . . . ≡ a5 mod n, making g a scalar. So 26 |n and
2a1 ≡ a2 + a3 mod n
2a2 ≡ a3 + a4 mod n
2a3 ≡ a4 + a5 mod n
2a4 ≡ a5 + a1 mod n
2a5 ≡ a1 + a2 mod n
Since a1 + · · ·+ a5 ≡ 0 mod n, get
3a1 + 2a3 ≡ 0 mod n
3a2 + 2a4 ≡ 0 mod n
3a3 + 2a5 ≡ 0 mod n
3a4 + 2a1 ≡ 0 mod n
3a5 + 2a2 ≡ 0 mod n
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So:
3a1 ≡ −2a3 mod n
3a2 ≡ −2a4 mod n
3a3 ≡ −2a5 mod n
3a4 ≡ −2a1 mod n
3a5 ≡ −2a2 mod n
Since 2 is not a factor of n, it is invertible modulo n. So:
4a1 ≡ 2a2 + 2a3 ≡ 3a3 + a4 mod n
8a1 ≡ 3 (2a3) + 2a4 ≡ 5a4 + 3a5 mod n
16a1 ≡ 5 (2a4) + 6a5 ≡ 11a5 + 5a1 mod n
One deduces that either 11|n or a1 ≡ a5 mod n. By symmetry,
11a1 ≡ 11a2 ≡ 11a3 ≡ 11a4 ≡ 11a5 mod n
Therefore, either n = 11 or g is scalar. Since 3 ≡ 4 · (−2) mod 11 and
45 ≡ 1 mod 11, it is possible to deduce that g = [11, a, 43a, 46a, 49a, 412a].
Applying powers of the permutation (2 3 5 4) to the indices of x1, . . . , x5 in
this computation gives:
– C3 6= 0 =⇒ g = [11, a, 44a, 48a, 412a, 416a]
– C4 6= 0 =⇒ g = [11, a, 41a, 42a, 43a, 44a]
– C5 6= 0 =⇒ g = [11, a, 42a, 44a, 46a, 48a]
• If C6 6= 0, then
a1 +a2 +a3 ≡ a2 +a3 +a4 ≡ a3 +a4 +a5 ≡ a4 +a5 +a1 ≡ a5 +a1 +a2 mod n
Thus,
a1 ≡ a2 ≡ a3 ≡ a4 ≡ a5 mod n
Therefore, g a scalar.
Applying the permutation (2 3 5 4) to the indices of x1, . . . , x5 in this com-
putation implies that either C7 = 0 or g is scalar.
• If D1 6= 0, then
4a1 ≡ 4a2 ≡ 4a3 ≡ 4a4 ≡ 4a5 mod n
Therefore, either n ∈ {2, 4}, or g is scalar.
• If D2 6= 0, then
3a1 + a2 ≡ 3a2 + a3 ≡ 3a3 + a4 ≡ 3a4 + a5 ≡ 3a5 + a1 mod n
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If n = 3, then a1 ≡ . . . ≡ a5 mod n, making g a scalar. So 36 |n and
3a1 ≡ 2a2 + a3 mod n
3a2 ≡ 2a3 + a4 mod n
3a3 ≡ 2a4 + a5 mod n
3a4 ≡ 2a5 + a1 mod n
3a5 ≡ 2a1 + a2 mod n
Since a1 + · · ·+ a5 ≡ 0 mod n, get
0 ≡ 2 (a1 + · · ·+ a5) ≡
≡ 2a1 + (2a2 + a3) + a3 + (2a4 + a5) + a5 mod n
≡ 2a1 + 3a1 + a3 + 3a3 + a5 ≡ 5a1 + 4a3 + a5 mod n
≡ 5a1 + 4a3 + (3a3 − 2a4) ≡ 5a1 + 7a3 − 2 (3a2 − 2a3) mod n
≡ 5a1 + 11a3 − 3 (2a2) ≡ 5a1 + 11a3 − 3 (3a1 − a3) ≡ 14a3 − 4a1 mod n
giving 4a1 ≡ 14a3 mod n. Similarly, get:
4a1 ≡ 14a3 mod n
4a2 ≡ 14a4 mod n
4a3 ≡ 14a5 mod n
4a4 ≡ 14a1 mod n
4a5 ≡ 14a2 mod n
Since 3 is not a factor of n, it is invertible modulo n. So:
9a1 ≡ 2 (3a2) + 3a3 ≡ 7a3 + 2a4 mod n
27a1 ≡ 7 (3a3) + 6a4 ≡ 20a4 + 7a5 mod n
81a1 ≡ 20 (3a4) + 21a5 ≡ 61a5 + 20a1 mod n
One deduces that either 61|n or a1 ≡ a5 mod n. By symmetry,
61a1 ≡ 61a2 ≡ 61a3 ≡ 61a4 ≡ 61a5 mod n
Therefore, either n = 61 or g is scalar. Since 14 ≡ 34·4 mod 61 and 345 ≡ 1
mod 61, it is possible to deduce that g = [61, a, 342a, 344a, 346a, 348a].
Applying powers of the permutation (2 3 5 4) to the indices of x1, . . . , x5 in
this computation gives:
– D3 6= 0 =⇒ g = [61, a, 341a, 342a, 343a, 344a]
– D4 6= 0 =⇒ g = [61, a, 344a, 348a, 3412a, 3416a]
– D5 6= 0 =⇒ g = [61, a, 343a, 346a, 349a, 3412a]
• If D6 6= 0, then
2a1 + 2a2 ≡ 2a2 + 2a3 ≡ 2a3 + 2a4 ≡ 2a4 + 2a5 ≡ 2a5 + 2a1 mod n
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Thus,
2a1 ≡ 2a2 ≡ 2a3 ≡ 2a4 ≡ 2a5 mod n
Therefore, either n = 2 or g a scalar.
Applying the permutation (2 3 5 4) to the indices of x1, . . . , x5 in this com-
putation implies that if D7 6= 0, then either n = 2 or g is scalar.
• If D8 6= 0, then
2a1 + a2 + a3 ≡ 2a2 + a3 + a4 ≡ 2a3 + a4 + a5
≡ 2a4 + a5 + a1 ≡ 2a5 + a1 + a2 mod n
If n = 2, then
a2 + a3 ≡ a3 + a4 ≡ a4 + a5 ≡ a5 + a1 ≡ a1 + a2 mod n
This implies a1 ≡ . . . ≡ a5 mod n, making g a scalar. So 26 |n and
2a1 ≡ a2 + a4 mod n
2a2 ≡ a3 + a5 mod n
2a3 ≡ a4 + a1 mod n
2a4 ≡ a5 + a2 mod n
2a5 ≡ a1 + a3 mod n
Since a1 + · · ·+ a5 ≡ 0 mod n, get
0 ≡ a1 + · · ·+ a5 ≡ a1 + (a2 + a4) + (a3 + a5) mod n
≡ 3a1 + 2a2 mod n
giving 3a1 ≡ −2a2 mod n. Similarly, get:
3a1 ≡ −2a2 mod n
3a2 ≡ −2a3 mod n
3a3 ≡ −2a4 mod n
3a4 ≡ −2a5 mod n
3a5 ≡ −2a1 mod n
Since 2 is not a factor of n, it is invertible modulo n. So:
4a1 ≡ 2a2 + 2a4 ≡ 2a2 + (a2 + a5) ≡ 3a2 + a5 mod n
8a1 ≡ 3 (a3 + a5) + 2a5 ≡ 5a5 + 3a3 mod n
16a1 ≡ 5 (a1 + a3) + 6a3 ≡ 11a3 + 5a1 mod n
One deduces that either 11|n or a1 ≡ a3 mod n. By symmetry,
11a1 ≡ 11a2 ≡ 11a3 ≡ 11a4 ≡ 11a5 mod n
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Therefore, either n = 11 or g is scalar. Since 3 ≡ 4 · (−2) mod 11 and
45 ≡ 1 mod 11, it is possible to deduce that g = [11, a, 41a, 42a, 43a, 44a].
Applying powers of the permutation (2 3 5 4) to the indices of x1, . . . , x5 in
this computation gives:
– D9 6= 0 =⇒ g = [11, a, 42a, 44a, 46a, 48a]
– D12 6= 0 =⇒ g = [11, a, 43a, 46a, 49a, 412a]
– D13 6= 0 =⇒ g = [11, a, 44a, 48a, 412a, 416a]
• If D10 6= 0, then
2a1 + a2 + a5 ≡ 2a2 + a3 + a1 ≡ 2a3 + a4 + a2
≡ 2a4 + a5 + a3 ≡ 2a5 + a1 + a4 mod n
In particular,
2a1 + a2 + a5 ≡ 2a5 + a1 + a4 mod n
2a3 + a4 + a2 ≡ 2a4 + a5 + a3 mod n
Therefore,
a1 + a2 ≡ a4 + a5 ≡ a2 + a3 mod n
So a1 ≡ a3 mod n. Proceeding symmetrically, get
a1 ≡ a2 ≡ a3 ≡ a4 ≡ a5 mod n
Thus g is scalar.
Applying the permutation (2 3 5 4) to the indices of x1, . . . , x5 in this com-
putation implies that either D11 = 0 or g is scalar.
• If D14 6= 0, then
a1 + a2 + a3 + a4 ≡ a2 + a3 + a4 + a5 ≡ a3 + a4 + a5 + a1
≡ a4 + a5 + a1 + a2 ≡ a5 + a1 + a2 + a3 mod n
Thus,
a1 ≡ a2 ≡ a3 ≡ a4 ≡ a5 mod n
Therefore, g a scalar.
Corollary 3.20. Let G ⊂ SL5 (C) be a finite irreducible monomial group that
induces a non-weakly-exceptional singularity. Then either ‖D‖ or ‖D‖/5 is in{
2k, 3k, 11k, 61k
}
for some positive integer k.
Now it is necessary to look at the possible values the group T can take for the
different isomorphism classes of D.
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Proposition 3.21. Let G ⊂ SL5 (C) be a finite irreducible monomial group that
induces a non-weakly-exceptional singularity, and ∃g ∈ G an element of order 11
or 61. Then G = D o Z5 (with D as above).
Proof: It is easy to see that D o Z5 ⊆ G. Assume the inequality is strict.
Then by looking at the action of G on the polynomials, it is clear that Ci, Cj 6= 0
for some 2 ≤ i 6= j ≤ 5. Then any elements of D must be of the form specified in
Lemma 3.19. However, it is easy to see that an element being in two of the forms
at the same time means (in the notation of Lemma 3.19) that a = 0, and so this
is the identity element, leading to a contradiction. A similar argument works for
the relevant Di-s.
Proposition 3.22. Let G be a finite monomial group as described above preserv-
ing the polynomial






































semi-invariant for some values of D6, D7 not both zero, and some ω a fifth root












Proof: Decompose G = D o T , τ ∈ T as above. Lemma 3.19 implies that for
any g ∈ D, g2 is a scalar, and so such D also leaves f semi-invariant. Therefore,
it remains to check that the representatives of generators of T leave f semi-
invariant. This is obviously true if T ∼= Z5 (then T is generated by the image of
τ).
Therefore, it remains to show the proposition holds for Z5 ( T ⊆ S5. Looking
at the subgroups of S5, this means D10 ⊆ T ⊆ S5. In particular ∃δ ∈ G \ D,
such that the image of δ is (up to conjugation and choosing τ appropriately)
(2 5)(3 4) ∈ D10 ⊆ T ⊆ S5 Therefore, ∃λi ∈ C \ 0 such that g is defined by
(x1, x2, x3, x4, x5) 7→ (λ1x1, λ5x5, λ4x4, λ3x3, λ2x2).




4, λ23 = λ
2
1ω
3, λ24 = λ
2
1ω
3, λ25 = λ
2
1ω. By the definition of the semidirect
product, have δ2 ∈ D, and so λ21 = C (−1)
a1 , λ3λ4 = C (−1)a3 . This and the









5, making f semi-invariant under the action of δ.
Hence the proposition holds unless D10 ( T ⊆ S5. Doing the same calculation
(simplified, as ω = 1) for the elements of G\D that are preimages of the elements
(1 2 3) ∈ A5 ⊂ S5 and (2 3 5 4) ∈ GA (1, 5) ⊂ S5 excludes the remaining 3
possibilities for T .
To complete the classification in this dimension, one needs to consider the case
of G being primitive. In that case, G must be isomorphic to one of the groups in
Theorem 2.21. Using this classification, one can get the following result:
Lemma 3.23. Let G ⊂ SL5 (C) be a finite primitive subgroup. Then G gives rise
to a weakly-exceptional singularity if and only if it contains a subgroup isomorphic
to the Heisenberg group H.
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Proof: Since there is a very small number of such groups (see Theorem 2.21),
one can simply look at the low symmetric powers of their 5-dimensional irreducible
representations. This gives:
• The actions of A5, S5, A6, S6 have semi-invariants of degree 2, since they
are conjugate to sub- groups of GL5 (R)
• The action of PSL2 (11) has a semi-invariant of degree 3, the Klein cubic
threefold (see [1]).
• The action of Sp4 (F3) has a semi-invariant of degree 4, the Burkhardt
quartic threefold (see [4]).
• If G contains the Heisenberg group H, then G cannot have any semi-
invariants of degree at most 4 (either apply Theorem 2.51 to [9, Theo-
rem 1.15] or apply Lemma 3.19 to the (monomial) representations of H of
dimension at most 5).
Comparing this with the list of finite primitive subgroups of SL5 (C) implies the
result.
Theorem 3.24 (Main theorem in dimension 5). Let G ⊂ SL5 (C) be a finite
subgroup acting irreducibly. Then the singularity of C5/G is weakly-exceptional
exactly when:
1. The action of G is primitive and G contains a subgroup isomorphic to the
Heisenberg group of all unipotent 3× 3 matrices over F5 (for a better clas-
sification of all such groups, see [26]).
2. The action of G is monomial (making G ∼= DoT , with D an abelian group
as above and T a transitive subgroup of S5), and none of the following hold:
• D is central in SL5 (C). In this case, G can be isomorphic to A5, S5,
or their central extensions by Z5.
• ‖G‖ = 55 or 55 · 5 with ‖D‖ = 11 or 11 · 5 resp., T ∼= Z5 ⊂ S5,
and there is a k ∈ Z, 1 ≤ k ≤ 4, such that D is generated by[
11, 1, 4k, 42k, 43k, 44k
]
and (in the latter case) also the scalar element
ζ5 ·Id. In this case, G is isomorphic to Z11 o Z5 or (Z5 × Z11) o Z5.
• ‖G‖ = 305 or 305 · 5 with ‖D‖ = 61 or 61 · 5 resp., T ∼= Z5 ⊂ S5,
and there is a k ∈ Z, 1 ≤ k ≤ 4, such that D is generated by[
61, 1, 34k, 342k, 343k, 344k
]
and (in the latter case) also the scalar ele-
ment ζ5·Id. In this case, G is isomorphic to Z61oZ5 or (Z5 × Z61)oZ5.
• There exists some d ∈ {2, 3, 4} and ω with ω5 = 1, such that:
– ∀g ∈ D, gd is a scalar.
– ‖D‖ ∈
{
dk, 5 · dk
}
(depending on whether D contains any non-
trivial scalar elements) with 1 ≤ k ≤ 4.







Proof: If the action of G is primitive, then the result follows from Lemma 3.23;
consider the case of G being irreducible monomial. Decompose G = D o T as
above.
If D is central in SL5 (C), then the result comes from Lemma 3.16. Otherwise
see Lemma 3.19 for the list of possible conjugacy classes of D. For the relevant





This chapter is dedicated to examining weakly exceptional singularity in prime-
dimensional spaces in general. Chapter 3 contained examples of such singularities,
namely classifications of those from dimensions 3 and 5. These suggest what one
can expect from a classification in a general prime dimension.
The first observation one should make is that although one might expect a
complete list in any given prime dimension of the groups inducing singularities
that are not weakly exceptional, one should not expect a general list covering
all prime dimensions. The reasons for this can be observed in dimension 5 (see
Theorem 3.24), where in the monomial case the cycles of length 11 and 61 arise.
Although it is clear that groups with longer cycles will arise (through the interplay
of powers in low-degree monomials), there does not seem to be a rule, which would
predict these in advance. Moreover, getting the list of relevant primitive groups
would require classifying primitive groups in arbitrarily high dimension, which
is a long-standing program in representation theory that is not likely to ever be
completed.
The second observation is that in the prime dimensions covered in Chapter 3
(unlike dimension 4), the list of such groups is finite. This (as well as the similarity
of the weak exceptionality criteria in these dimensions) suggests that in a general
prime dimension, this list is finite too. The first part of this chapter is dedicated to
proving this conjecture. The second part suggests an algorithm for producing this
list in any given prime dimension. as an example of an immediate application,
it also gives a better bound on the types of groups the list would contain in
dimension 7.
4.1 Finiteness of counterexamples
Since one is only interested in the finiteness of the list, one can simplify the
problem by disregarding the primitive group actions: by Jordan’s Theorem (see
Lemma 2.16), there are only finitely many primitive subgroups of SLN (C) in any
dimension N , so they would add at most finitely many elements to the list.
For this chapter, let q ≥ 3 be a prime number, and Γ ⊂ SLq (C) be a finite
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irreducible imprimitive subgroup, such that the singularity of Cq/Γ is not weakly
exceptional.
Corollary 4.1. There exists a subgroup G = DoZq ⊆ Γ generated by D and τ .
The singularity of Cq/G is not weakly exceptional, and ‖Γ‖ ≤ (q − 1)!‖G‖.
Proof: Take G generated by D and the element τ ∈ Γ obtained in Lemma 3.15.
Clearly, G ⊆ Γ and, looking at the action of τ , G ∼= D o Zq. Let Γ̄ and Ḡ be
projections of Γ and G (respectively) to PGLq (C). Then Ḡ ⊆ Γ̄, and any Γ̄-
invariant variety is also Ḡ-invariant. Thus, using Theorem 2.52, the singularity
induced by G is not weakly exceptional. Finally,
‖Γ‖ ≤ ‖Sq‖
‖Zq‖
‖G‖ = (q − 1)!‖G‖
From now on, fix the group G constructed above, the subgroup D ⊂ G, the
element τ ∈ G and the basis e1, . . . , eq for Cq constructed in Lemma 3.15. It is
now necessary to obtain a specialised criterion for determining whether or not
such groups induce a weakly exceptional singularity.
Proposition 4.2. Any irreducible representation of G (given above) over C is
either 1-dimensional or q-dimensional.
Proof: Directly by Lemma 2.10: here, A = D, (G : D) = q, which is only
divisible by 1 or itself.
Lemma 4.3 (generalising [9, Theorem 3.4]). Let q be an odd prime and assume
G ⊂ SLq (C) is a finite imprimitive subgroup isomorphic to A o Zq for some
abelian A. Then the singularity of Cq/G is not weakly exceptional if and only if
G has a (non-constant) semi-invariant of degree d < q.
Proof: If G does have a semi-invariant of degree at most q − 1, then the
singularity is not weakly exceptional by Theorem 2.47. Suppose that G does not
have any such semi-invariants, but the singularity is not weakly exceptional.
Then, by Theorem 2.52, there exists a Ḡ-invariant irreducible normal Fano





and hi (V,OV (m)) = 0
∀i ≥ 1 ∀m ≥ 0 (where OV (m) = OV ⊗OPq−1 (m)).
Let n = dimV . Then, since G has no semi-invariants of degree less than q,
have n ≤ q − 2. Let IV be the ideal sheaf of V . Then








For instance, h0 (V,OV ) = 1.
Take any m ∈ Z with 0 < m < q. Let Wm = H0 (Pq−1, IV (m)). This
is a linear representation of G, so q| dimWm (by Proposition 4.2, as G has no





h0 (V,OV (m)) ≡ 0 mod q
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Since h0 (V,OV (t)) = χ (V,OV (t)) for any integer t ≥ 0, there exist integers
a0, . . . , an, such that
h0 (V,OV (t)) = P (t) = antn + an−1tn−1 + · · ·+ a1t+ a0
Consider P (t) as a polynomial over Zq. Since
P (m) = h0 (V,OV (m)) ≡ 0 mod q
whenever 0 < m < q, P (t) has at least q−1 roots over Zq. But degP ≤ n ≤ q−2,
so P (t) must be the zero polynomial over Zq. In particular, a0 ≡ 0 mod q.
On the other hand, a0 = P (0) = h
0 (V,OV ) = 1 6≡ 0 mod q, leading to a
contradiction.
Now let f (x1, . . . , xq) be a semi-invariant ofG of degree d < q from Lemma 4.3.
Using the chosen basis, let




2 · · · xaqq
be a monomial contained in f (for some ai ∈ Z≥0). Then
∑
i ai = d and∑q
i=0 λ
iτ i (m) is a semi-invariant of G whenever λq = 1. So, without loss of
generality, assume
f (x1, . . . , xq) =
[
m+ λτ (m) + · · ·+ λq−1τ q−1 (m)
]
(x1, . . . , xq)
Note that all the ai are non-negative integers, not all zero, and 0 <
∑
i ai = d < q.
This semi-invariant can now be exploited to obtain a bound for the possible
size of D. To do this, the following lemma is necessary:
Lemma 4.4. Consider the following q by q matrix with integer coefficients:
M =

a1 a2 · · · aq−1 aq






a3 a4 · · · a1 a2
a2 a3 · · · aq a1

The determinant of M is not zero.
Proof: Consider the matrix M over C, and assume detM = 0. Then one of
the eigenvalues of M must be zero. So, by Lemma 2.55,
a1 + ωa2 + ω
2a3 + . . .+ ω
q−1aq = 0
for some ω with ωq = 1. Since all the ai-s are non-negative integers, this is a
sum of exactly d =
∑q
i=1 ai q-th roots of unity. So, by Theorem 2.53, d must be
a sum of the prime factors of q. But, by the initial assumptions, q is prime, and
0 < d < q, producing a contradiction.
This allows to bound the size of cyclic subgroups of D:
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Lemma 4.5. Let g ∈ D, and let n be the smallest positive integer, such that gn
is a scalar matrix. Then n < q2q+1.
Proof: Assume n > 1. Since g ∈ G ⊂ SLq (C), gn = ζqIq, where ζq is a q-th











where βi ∈ Z, not all zero, with 0 ≤ βi < n ∀i > 0; 0 ≤ β0 < q. Since n was
taken to be minimal, the highest common factor of {n, β1, . . . , βq} is 1.
Now consider the polynomial f of degree d < q described above. Since we
know g ∈ G, g (f) = λf for some λ ∈ C. Since gnq = Iq and all the monomials
are g-semi-invariant, λ = ζβ0q ζ
C
n , some C ∈ Z. This is equivalent to:
C ≡ a1β1 + a2β2 + · · ·+ aq−1βq−1 + aqβq mod n
≡ a1β2 + a2β3 + · · ·+ aq−1βq + aqβ1 mod n
≡ a1β3 + a2β4 + · · ·+ aq−1β1 + aqβ2 mod n
. . .
≡ a1βq + a2β1 + · · ·+ aq−1βq−2 + aqβq−1 mod n
This can be rewritten as
M (β1, . . . , βq)
T ≡ C (1, . . . , 1)T mod n
where M is the matrix from Lemma 4.4). However, since
∑q
i=1 ai = d, M also
satisfies
M (1, . . . , 1)T = d (1, . . . , 1)T
Take v = d (β1, . . . , βq)
T − C (1, . . . , 1)T . By linearity, Mv ≡ 0 mod n. Mul-
tiplying both sides by the adjugate matrix of M , get:
(dβ1 − C) detM ≡ 0 mod n
(dβ2 − C) detM ≡ 0 mod n
. . .
(dβq − C) detM ≡ 0 mod n
Therefore,
dβ1 detM ≡ dβ2 detM ≡ · · · ≡ dβq detM ≡ C detM mod n
This implies that gd detM is a scalar matrix. By assumption, 0 < d < q (in Z),
and, by Lemma 4.4, detM 6= 0 (in Z), so ‖d detM‖ = Kn for some positive
integer K. Thus, n ≤ ‖d detM‖ ≤ q‖detM‖.
Now look at the entries Mi,j of the matrix M . Since 0 ≤ ak ≤ d < q for all k,
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‖Mi,j‖ ≤ d < q. Thus,







Corollary 4.6. Let Zm ⊆ D. Then m ≤ q2q+2.
Proof: Take g a generator of Zm ⊆ D. Then for some n ≤ q2q+1, gn is a scalar
matrix in SLq (C). Therefore, gqn = id. So
m ≤ qn ≤ q · q2q+1 = q2q+2
Lemma 4.7. Let (Zm)k ⊆ D ⊂ G ⊆ Γ ⊂ SLq (C). Then k ≤ q.
Proof: Let g1, . . . , gk be a minimal set of generators of (Zm)k ⊆ D. Then for
every i > 1, gi 6∈<g1, . . . , gi−1>. Let ζm be a primitive m-th root of 1. Then all
the gi are diagonal matrices with some powers of ζm as diagonal entries. But any
matrix in SLq (C) has exactly q diagonal entries, so at most q such gi-s can be
chosen. Therefore, k ≤ q.




Proof: Immediate from Corollary 4.6 and Lemma 4.7.
Theorem 4.9. Given q > 3, there are at most finitely many finite irreducible
monomial groups Γ ⊆ SLq (C), such that the singularity of Cq/Γ is not weakly
exceptional.
Proof: Let Γ be such a group. Then by Corollary 4.1, there exists G ⊆ Γ, such




there are at most finitely many such group D. It follows that there are at most
finitely many such groups G, and hence at most finitely many such groups Γ.
Now, for any prime q ≥ 2, consider the set of all finite irreducible subgroups
Γ ⊂ SLq (C) such that the singularity induced by Γ is not weakly exceptional.
If q = 2, no such groups exist (see Example 2.22), so can assume q ≥ 3. By
Jordan’s lemma (Lemma 2.16), there are only finitely many primitive subgroups
of SLq (C). Thus, one can assume Γ is imprimitive, and therefore, by Proposi-
tion 3.14, monomial. But Theorem 4.9, says that there are only finitely many
such groups Γ. This proves the main result of this thesis:
Theorem 4.10 (Main theorem). Let q be a positive prime integer. Then there
are at most finitely many finite irreducible subgroups Γ ⊂ SLq (C), such that the
singularity induced by Γ is not weakly exceptional.
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4.2 Computational algorithm
The proof above gives rise to an algorithm, that, for any prime dimension q,
can list all the imprimitive irreducible subgroups of SLq (C) that give rise to
singularities that are not weakly exceptional. To begin, decompose the group
G = D o T , with D consisting of diagonal matrices and T ⊆ Sq. As before, first
concentrate on the case of T ∼= Zq to find all the possible isomorphism classes for
D. Once this is done, one can look into the other values for T .
This can be written up as the following algorithm:
1. Run through all possible degrees d ∈ {2, . . . , q − 1} of an invariant.
2. Generate the possible subdivisions of d as a sum of integers b1, . . . , bq, such
that b1 ≥ b2 ≥ . . . ≥ bq ≥ 0.
3. For each of the subdivisions:
(a) Generate the possible monomials: Take q-tuples (a1, . . . , aq), such
that for some σ ∈ Sq, ai = bσi. This corresponds to the monomial
xa11 x
a2
2 . . . x
aq
q . To optimize the computation, exclude those elements σ
that can be obtained by multiplying a previously considered element
by an element of a q-cycle in Sq: the equations below consider the
Zq-orbits of the monomials, so only one representative of each orbit
needs to be considered.
(b) For each such q-tuple, construct the matrix M from Lemma 4.4. Let
mσ be its determinant.
(c) Then the group D may have a cycle of length nσ = qmσd.
(d) Furthermore, all the elements of D are (in the chosen basis) diagonal
matrices with diagonal entries ζxinσ , where xi are the components of an
integer vector x satisfying the equations:
dMx ≡ αuT mod nσ
u · x ≡ 0 mod nσ
where u = (1, . . . , 1) is a vector of length q, and α is some integer.
(e) For every such D (acceptable for a permutation σ above), construct
the possible subgroups T ⊆ Sq: an element τ ′ ∈ Sq can be contained
in T exactly when D is also acceptable for the permutation στ ′ ∈ Sq
(for the same subdivision).
At first glance, this algorithm seems unrealistic to implement due to the high
theoretically possible number of elements of the group D (as seen from Corol-
lary 4.8). However, in practice (for any given q) even the initial steps of the
algorithm tend to lower this bound very significantly. This bound is regulated by
the possible values for the integers nσ, and, as an illustration, they all have been
computed in the case of q = 7. The results are displayed in Tables 4.1—4.6.
Looking at these tables, one can deduce that D ⊆ Z7 × (Zn·d)6, where the
values of n and d are as follows:
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Table 4.1: Results for degree 2 monomials
Monomial Determinant Factors Monomial Determinant Factors
Subdivision “2 + 0 + 0 + 0 + 0 + 0 + 0”
x21 −64 26
Subdivision “1 + 1 + 0 + 0 + 0 + 0 + 0”
x1x2 −1 x1x3 −1
x1x4 −1
Table 4.2: Results for degree 3 monomials
Monomial Determinant Factors Monomial Determinant Factors
Subdivision “3 + 0 + 0 + 0 + 0 + 0 + 0”
x31 −729 36
Subdivision “2 + 1 + 0 + 0 + 0 + 0 + 0”
x21x2 −43 43 x21x3 −43 43
x21x4 −43 43 x21x5 −43 43
x21x6 −43 43 x21x7 −43 43
Subdivision “1 + 1 + 1 + 0 + 0 + 0 + 0”
x1x2x3 −1 x1x2x4 −8 23
x1x2x5 −1 x1x2x6 −8 23
x1x3x5 −1
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Table 4.3: Results for degree 4 monomials
Monomial Determinant Factors Monomial Determinant Factors
Subdivision “4 + 0 + 0 + 0 + 0 + 0 + 0”
x41 −4096 212
Subdivision “3 + 1 + 0 + 0 + 0 + 0 + 0”
x31x2 −547 547 x31x3 −547 547
x31x4 −547 547 x31x5 −547 547
x31x6 −547 547 x31x7 −547 547
Subdivision “2 + 2 + 0 + 0 + 0 + 0 + 0”
x21x
2




Subdivision “2 + 1 + 1 + 0 + 0 + 0 + 0”
x21x2x3 −29 29 x21x2x4 −71 71
x21x2x5 −29 29 x21x2x6 −71 71
x21x2x7 −1 x21x3x4 −71 71
x21x3x5 −29 29 x21x3x6 −1
x21x3x7 −71 71 x21x4x5 −1
x21x4x6 −29 29 x21x4x7 −29 29
x21x5x6 −71 71 x21x5x7 −71 71
x21x6x7 −29 29
Subdivision “1 + 1 + 1 + 1 + 0 + 0 + 0”
x1x2x3x4 −1 x1x2x3x5 −8 23
x1x2x3x6 −8 23 x1x2x4x5 −1
x1x2x4x6 −1
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Table 4.4: Results for degree 5 monomials
Monomial Determinant Factors Monomial Determinant Factors
Subdivision “5 + 0 + 0 + 0 + 0 + 0 + 0”
x51 −15625 56
Subdivision “4 + 1 + 0 + 0 + 0 + 0 + 0”
x41x2 −3277 29 · 113 x41x3 −3277 29 · 113
x41x4 −3277 29 · 113 x41x5 −3277 29 · 113
x41x6 −3277 29 · 113 x41x7 −3277 29 · 113
Subdivision “3 + 2 + 0 + 0 + 0 + 0 + 0”
x31x
2
2 −463 463 x31x23 −463 463
x31x
2
4 −463 463 x31x25 −463 463
x31x
2
6 −463 463 x31x27 −463 463
Subdivision “3 + 1 + 1 + 0 + 0 + 0 + 0”
x31x2x3 −421 421 x31x2x4 −568 23 · 71
x31x2x5 −421 421 x31x2x6 −568 23 · 71
x31x2x7 −169 132 x31x3x4 −568 23 · 71
x31x3x5 −421 421 x31x3x6 −169 132
x31x3x7 −568 23 · 71 x31x4x5 −169 132
x31x4x6 −421 421 x31x4x7 −421 421
x31x5x6 −568 23 · 71 x31x5x7 −568 23 · 71
x31x6x7 −421 421
Subdivision “2 + 2 + 1 + 0 + 0 + 0 + 0”
x21x
2
2x3 −29 29 x21x22x4 −197 197
x21x
2
2x5 −1 x21x22x6 −197 197
x21x
2
2x7 −29 29 x21x2x23 −1
x21x2x
2
4 −197 197 x21x2x25 −29 29
x21x2x
2
6 −197 197 x21x23x5 −29 29
x21x
2
3x6 −29 29 x21x23x7 −197 197
x21x3x
2




Subdivision “2 + 1 + 1 + 1 + 0 + 0 + 0”
x21x2x3x4 −43 43 x21x2x3x5 −64 26
x21x2x3x6 −29 29 x21x2x3x7 −8 23
x21x2x4x5 −8 23 x21x2x4x6 −43 43
x21x2x4x7 −29 29 x21x2x5x6 −43 43
x21x2x5x7 −29 29 x21x2x6x7 −8 23
x21x3x4x5 −29 29 x21x3x4x6 −8 23
x21x3x4x7 −43 43 x21x3x5x6 −8 23
x21x3x5x7 −43 43 x21x3x6x7 −29 29
x21x4x5x6 −29 29 x21x4x5x7 −8 23
x21x4x6x7 −64 26 x21x5x6x7 −43 43
Subdivision “1 + 1 + 1 + 1 + 1 + 0 + 0”
x1x2x3x4x5 −1 x1x2x3x4x6 −1
x1x2x3x5x6 −1
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Table 4.5: Results for degree 6 monomials, part 1
Monomial Determinant Factors Monomial Determinant Factors
Subdivision “6 + 0 + 0 + 0 + 0 + 0 + 0”
x61 −46656 26 · 36
Subdivision “5 + 1 + 0 + 0 + 0 + 0 + 0”
x51x2 −13021 29 · 449 x51x3 −13021 29 · 449
x51x4 −13021 29 · 449 x51x5 −13021 29 · 449
x51x6 −13021 29 · 449 x51x7 −13021 29 · 449
Subdivision “4 + 2 + 0 + 0 + 0 + 0 + 0”
x41x
2
2 −2752 26 · 43 x41x23 −2752 26 · 43
x41x
2
4 −2752 26 · 43 x41x25 −2752 26 · 43
x41x
2
6 −2752 26 · 43 x41x27 −2752 26 · 43
Subdivision “4 + 1 + 1 + 0 + 0 + 0 + 0”
x41x2x3 −2689 2689 x41x2x4 −3053 43 · 71
x41x2x5 −2689 2689 x41x2x6 −3053 43 · 71
x41x2x7 −1681 412 x41x3x4 −3053 43 · 71
x41x3x5 −2689 2689 x41x3x6 −1681 412
x41x3x7 −3053 43 · 71 x41x4x5 −1681 412
x41x4x6 −2689 2689 x41x4x7 −2689 2689
x41x5x6 −3053 43 · 71 x41x5x7 −3053 43 · 71
x41x6x7 −2689 2689
Subdivision “3 + 3 + 0 + 0 + 0 + 0 + 0”
x31x
3




Subdivision “3 + 2 + 1 + 0 + 0 + 0 + 0”
x31x
2
2x3 −379 379 x31x22x4 −757 757
x31x
2
2x5 −211 211 x31x22x6 −841 292
x31x
2
2x7 −43 43 x31x2x23 −211 211
x31x2x
2
4 −841 292 x31x2x25 −379 379
x31x2x
2
6 −757 757 x31x2x27 −43 43
x31x
2
3x4 −841 292 x31x23x5 −379 379
x31x
2
3x6 −43 43 x31x23x7 −757 757
x31x3x
2
4 −757 757 x31x3x25 −211 211
x31x3x
2
6 −43 43 x31x3x27 −841 292
x31x
2
4x5 −43 43 x31x24x6 −211 211
x31x
2
4x7 −379 379 x31x4x25 −43 43
x31x4x
2
6 −379 379 x31x4x27 −211 211
x31x
2
5x6 −757 757 x31x25x7 −841 292
x31x5x
2
6 −841 292 x31x5x27 −757 757
x31x
2
6x7 −211 211 x31x6x27 −379 379
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Table 4.6: Results for degree 6 monomials, part 2
Monomial Determinant Factors Monomial Determinant Factors
Subdivision “3 + 1 + 1 + 1 + 0 + 0 + 0”
x31x2x3x4 −463 463 x31x2x3x5 −512 29
x31x2x3x6 −232 23 · 29 x31x2x3x7 −197 197
x31x2x4x5 −197 197 x31x2x4x6 −463 463
x31x2x4x7 −232 23 · 29 x31x2x5x6 −463 463
x31x2x5x7 −232 23 · 29 x31x2x6x7 −197 197
x31x3x4x5 −232 23 · 29 x31x3x4x6 −197 197
x31x3x4x7 −463 463 x31x3x5x6 −197 197
x31x3x5x7 −463 463 x31x3x6x7 −232 23 · 29
x31x4x5x6 −232 23 · 29 x31x4x5x7 −197 197
x31x4x6x7 −512 29 x31x5x6x7 −463 463
















Subdivision “2 + 2 + 1 + 1 + 0 + 0 + 0”
x21x
2
2x3x4 −43 43 x21x22x3x5 −71 71
x21x
2
2x3x6 −113 113 x21x22x3x7 −1
x21x
2
2x4x5 −43 43 x21x22x4x6 −169 132
x21x
2
2x4x7 −113 113 x21x22x5x6 −43 43
x21x
2
2x5x7 −71 71 x21x22x6x7 −43 43
x21x2x
2
3x4 −43 43 x21x2x23x5 −71 71
x21x2x
2
3x6 −71 71 x21x2x23x7 −43 43
x21x2x3x
2
4 −169 132 x21x2x3x25 −71 71
x21x2x3x
2
6 −113 113 x21x2x24x5 −43 43
x21x2x
2
4x6 −43 43 x21x2x24x7 −113 113
x21x2x4x
2
5 −1 x21x2x4x26 −43 43
x21x2x
2
5x7 −113 113 x21x2x5x26 −169 132
x21x
2
3x5x6 −1 x21x23x5x7 −43 43
x21x
2
3x6x7 −113 113 x21x3x24x6 −43 43
x21x3x
2
4x7 −43 43 x21x3x4x25 −71 71
Subdivision “2 + 1 + 1 + 1 + 1 + 0 + 0”
x21x2x3x4x5 −29 29 x21x2x3x4x6 −8 23
x21x2x3x4x7 −8 23 x21x2x3x5x6 −29 29
x21x2x3x5x7 −29 29 x21x2x3x6x7 −1
x21x2x4x5x6 −8 23 x21x2x4x5x7 −1
x21x2x4x6x7 −29 29 x21x2x5x6x7 −8 23
x21x3x4x5x6 −1 x21x3x4x5x7 −8 23
x21x3x4x6x7 −29 29 x21x3x5x6x7 −8 23
x21x4x5x6x7 −29 29
Subdivision “1 + 1 + 1 + 1 + 1 + 1 + 0”
x1x2x3x4x5x6 −1
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d = 2 n = 26
d = 3 n is one of 23, 36, 43
d = 4 n is one of 212, 29, 71, 547
d = 5 n is one of 26, 23 · 71, 56, 132, 29 · 113, 43, 197, 421, 463
d = 6 n is one of 29, 26 · 36, 23 · 29, 26 · 43, 132, 292, 29 · 449, 412, 43 · 71,
113, 197, 211, 379, 463, 757, 2689.
It is also expected that the bound will decrease even further after the calculation
of the elements of D suitable for every particular σ (omitted here). Once that
calculation is done, the possible values of T can be constructed for each value of
D, completing the algorithm.
For example, for degree 6, subdivision 6 + 0 + · · · + 0, the algorithm gives
nσ = 6
6. However, it is easy to see that calculating the suitable elements for D
will show that in fact, the value of 61 would have been sufficient (in fact it is easy
to see that G can be any subgroup of (Z7 × Z66) o S7 and nothing else). Similar
calculations can be done for most other subdivisions, but these need to be done
on a case-by-case basis, and there does not seem to be a way of generalising them
to any significant proportion of cases.
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