This paper describes the use of a dynamic recurrent neural network (DRNN) for simulating lower limb coordination in human locomotion. The method is based on mapping between the electromyographic signals (EMG) from six muscles and the elevation angles of the three main lower limb segments (thigh, shank and foot). The DRNN is a fully connected network of 35 hidden units taking into account the temporal relationships history between EMG and lower limb kinematics. Each EMG signal is sent to all 35 units, which converge to three outputs. Each output neurone provides the kinematics of one lower limb segment. The training is supervised, involving learning rule adaptations of synaptic weights and time constant of each unit. Kinematics of the locomotor movements were recorded and analysed using the opto-electronic ELITE system. Comparative analysis of the learning performance with different types of output (position, velocity and acceleration) showed that for common gait mapping velocity data should be used as output, as it is the best compromise between asymptotic error curve, rapid convergence and avoidance of bifurcation. Reproducibility of the identification process and biological plausibility were high, indicating that the DRNN may be used for understanding functional relationships between multiple EMG and locomotion. The DRNN might also be of benefit for prosthetic control. #
Introduction
In human locomotion electromyographic activity (EMG) is the only non-invasively accessible signal directly related to the final command of movement. EMG signal, though not ideal, is a reasonable reflection of the firing rate of a motoneuronal pool (Soechting and Flanders, 1997) . The analysis of rectified EMG envelopes of multiple muscles may reveal the basic motor coordination dynamics (Scholz and Kelso, 1990) . The relationship between lower limb muscle EMG and support as well as forward progression has been studied (Neptune et al., 2001) .
Despite the recent development of artificial neural networks using multiple EMG time course as input for providing joint torque (Koike and Kawato, 1995; Savelberg and Herzog, 1997) , joint angular acceleration (Koike and Kawato, 1994; Draye et al., 2002) or position of the upper limb, this type of mapping has sparsely been used in the field of human locomotion (Sepulveda et al., 1993) .
Conceptual and technical problems could explain why the neural network approach has been limited in the field of locomotion studies. Walking movement, although seemingly stereotyped, is highly complex as it integrates equilibrium constraints and forward propulsion in a multi-joint system. Therefore separate feedforward neural models could be developed, one for postural control and one for propulsion movement implicating some gating or selecting devices for an appropriate switch between these different networks. However, although this type of approach has proved successful for arm movement control (Koike and Kawato, 1994) , it is problematic for the control of task with simultaneous postural and movement requirements such as locomotion where distinction between the two modes of control is difficult on the basis of EMG signals. Moreover, in walking the great number of joints and body segments involved pose the problem of choice of the kinematic parameter to be used as the output of the neural mapping.
Technically, the majority of neural networks used for EMG-to-kinematics mapping have been of the feedforward type (Sepulveda et al., 1993; Koike and Kawato, 1994) . In these networks information flows from the input neurones to the output neurones without any feedback connections. This excludes context and historical information, which are thought to be crucial in motor control (Kelso, 1995) . In contrast, recurrent neural networks take these aspects into account and are recognised as universal approximators of dynamical systems (Hornik et al., 1989; Doya, 1993) . Therefore, they seem particularly relevant to the study of motor control (Draye et al., 2001 (Draye et al., , 2002 .
In this study we propose a new tool for the study of the lower limb EMG signals associated with locomotion using a dynamic recurrent neural network (DRNN). This neural network is original because it takes into account the history of the temporal relationships between raw EMG signals from six muscles and the elevation angles of the three main segments of the lower limb. Elevation angles of the thigh, shank and foot were chosen because they represent robust parameters of human locomotion (Borghese et al., 1996; including in children (Cheron et al., 2001a) .
Materials and methods

Subjects
The DRNN methodology was applied on EMG and kinematics data recorded in nine healthy adults (five females and four males, 359/6 (mean9/S.D.) years old). Informed consent was obtained from all subjects. The procedures were approved by the local ethics committee of the University and conformed with the Declaration of Helsinki.
Locomotor task
The subjects were asked to walk barefoot as naturally as possibly, looking straightforward from one end of the ground band to the other end.
Data recordings
Kinematics
Kinematics of the locomotor movements was recorded and analysed using the opto-electronic ELITE system (Ferrigno and Pedotti, 1985) . This system consists of five CCD-cameras detecting retro-reflective markers using a sampling rate of 100 Hz. The cameras were placed 4 m around the progression line of the subjects, 3 m above the floor. After calibration, twodimensional data were corrected for optical distortion and converted to 3D coordinates according to Borghese et al. (1996) .
The position in space of ten passive markers, including nine links, was recorded. Spherical reflective markers (1.5 cm in diameter) were fastened on to the skin overlying the following bony landmarks: the nose at the horizontal extent of the lower border of the orbit, the meatus of the ear, the acromial process, the lateral condyle of the elbow, the styloid process of the wrist, the tubercle of the antero-superior iliac crest, the greater trochanter, the lateral condyle of the knee, the lateral malleolus and the 5th metatarsal.
After reconstruction of the stick diagrams representing successful locomotion of subjects, we focused our analysis on the lower limb segments with respect to the vertical. The movement of the following segments was analysed: trunk (defined by the line connecting the acromion and the iliac spine markers), thigh (trochanter Á/knee), shank (knee Á/lateral malleolus) and foot (lateral malleolous Á/5th metatarsal head). The elevation angles of the thigh, shank and foot in the sagittal plane are noted a t , a s and a f , respectively.
EMG recordings
Surface electromyographic activity (EMG) was recorded with the TELEMG system (BTS, Milan), which is compatible with the ELITE system, so that EMG recordings could be synchronised with kinematic ones in order to study temporal relationships. Raw EMG signals (differential detection) were pre-amplified (1000 times) and transmitted to the main unit with a telemetry system (portable unit). After this, EMG were bandpass filtered (5 Á/2000 Hz), digitised at 1 KHz and then-full wave rectified and smoothed by means of a third order averaging filtre with a time constant of 20 ms. We used standard clip-type adhesive pre-gelled disposable silverÁ/ silver chloride electrodes. The electrodes were positioned at an inter-electrode distance of 2.5 cm over the belly of the following six muscles of the left lower limb: rectus femoris (RF), vastus lateralis (VL), biceps femoris (BF), tibialis anterior (TA), gastrocnemius lateral (GL), soleus (SOL).
Network structure and learning equation
The present DRNN is adapted from a previous version originally developed for the upper limb Draye et al., 1996) .
We consider a neural network model governed by the following equations:
where F (a ) is the squashing function F (a )0/(1'/ e (a ) (1 , y i is the state or activation level of unit i , I i is an external input (or bias), and x i is given by:
which is the propagation equation of the network (x i is called the total or effective input of the neuron, W ij is the synaptic weight between units i and j). The time constants T i will act like a relaxation process. The correction of the time constants will be included in the learning process in order to increase the dynamical features of the model. Introduction of T i allows more complex frequential behaviour, improves the non-linearity effect of the sigmoid function and the memory effect of time delays (Draye et al., 1995) . The network consists of 35 fully-connected neurones. Therefore, each neurone in an n neurone network has n connections (including a self-connection).
In order to make the temporal behaviour of the network explicit, an error function is defined as: 
where t 0 and t 1 give the time interval during which the correction process occurs. The function q(y(t), t) is the cost function at time t which depends on the vector of the neurone activations y and on time. We then introduce new variables p i (called adjoint variables) that will be determined by the following system of differential equations:
with boundary conditions p i (t 1 )0/0. After the introduction of these new variables, we can derive the learning equations:
These equations were originally established by Pearlmutter (1989) . Due to the integration of the system of (4) backward through time, this algorithm is sometimes called 'backpropagation through time'.
In order to reduce the time of the learning process, the acceleration method of Silva and Almeida (1990) was used, where each weight and time constant has its own adaptative learning rate.
The training of the network is supervised: the input signals consist of the EMG signals of eight muscles, the output signals consist of the angular velocities of elevation angles of thigh, shank and foot. Each training was associated to only one subject and one type of electrodes location. The error is given by the differential area between the experimental and simulated velocities.
Results
Fig . 1 illustrates the inputÁ/output relationships of the DRNN. The central box symbolises the DRNN. Each EMG signal is sent to all the 35 artificial neurones (hidden unit) which converge to three output units acting merely as summation units. Each output neurone provides one specific type of kinematic data (in the illustrated situation: the angular velocity of the thigh, shank and foot).
Criteria for successful learning
Successful learning was ascertained on the basis of the comparison between the DRNN output and the actual output (provided by experimental data). Fig. 2 illustrates the superimposition of these data ( Fig. 2B Á/D) when the training has reached an error value of 0.001. The learning performance was examined on-line by inspection of the error curve ( Fig. 2A) . The learning process was carried out for 5000 iterations. Unsuccessful learning was characterised by absence of a typical asymptotic error curve. Either the error values remain constant throughout the 5000 iterations, in which case it was considered that there was no learning, or the error curve rapidly diminished during the first 500 iterations and then stabilised at a constant value for the remaining iterations, indicating a bifurcation. Analysis of the corresponding output showed that the DRNN only converged to one or two kinematic curves leaving the other curves untreated.
Choice of the ouput data
The choice of the ideal output largely depends on the final aim of DRNN use. If the purpose of using the DRNN is to reproduce relevant relationships in human locomotion, kinematic invariant such as elevation angle can be used. However, in this case at least three possibilities can be considered, namely position, velocity and acceleration data.
In order to determine the output data that gives rise to the best learning process, we repeated 60 learning phases respectively for the position, velocity and acceleration data acquired during the same trial executed by a subject and representing two complete walking cycles. For each learning process, we limited the maximum number of iterations to 5000, which takes about 30 min on a PENTIUM II. Superimposition of the velocity profile of the thigh (B), shank (C) and foot (D) after artificial potentiation of the soleus muscle. In order to quantify the effect of the artificial modification of the EMG on the velocity profile we systematically subtracted the initial curve to the modified one. Superimposition of curves resulting from subtraction of the initial curve from the modified one in ten different learning trials for the thigh (E), shank (F) and foot (G). Fig. 3 shows a representative asymptotic error curve for each learning paradigm (position, velocity, acceleration). The error curve related to position identification reached the 0.001 limit (14099/229 iterations) (n0/10) much earlier than the velocity error curve (40989/566 iterations) (n0/7). The error curve related to acceleration identification never reached 0.001 over 5000 iterations. Table 1 shows the proportion of each type of error curve encountered.
This analysis shows that for common gait mapping velocity data should be used as output, as it is the best compromise between asymptotic error curve shape, rapid convergence and avoidance of bifurcation.
Reproducibility of the identification process
Reproducibility of the identification process was studied using the mapping data (EMG to angular velocity of the thigh, shank and foot elevation) of one representative subject. The identification process of ten different successful learning trials (asymptotic error of 0.001 reached after a mean (9/S.D.) of 3.330 (9/873) iterations) were comparatively analysed after the training phase with the EMG artificial amplification method described previously : for each muscle input the rectified EMG signal was selectively amplified ()/2) during two dedicated phases (the major stance phase (STP), between 35 and 52% of the gait cycle (200 ms), and the major swing phase (SWP), between 72 and 90% of the gait cycle (200 ms)). (Fig. 4A) is aligned to the corresponding velocity profile of the thigh, shank and foot (Fig. 4B Á/D,  respectively) . In order to quantify the effect of the artificial modification of the EMG on the velocity profile we systematically subtracted the initial curve to the modified one. Then for each of the ten different learnings the resulting curves were superimposed (Fig.  4E Á/G) . This display documents the reproducibility of the identification process for the illustrated muscle (SOL). For the initial maximal peaks of these curves, peaks occurred in the same direction in 90, 50 and 100% of the curves for the thigh, shank and foot respectively. These percentages can be interpreted like a reproducibility score (RS). The same type of analysis was performed for all the muscles (Table 2 ) and for the EMG modifications performed during the stance and the swing phase. The lowest score obtained was 50% reflecting that half of the curves peak to one direction whereas the other half peak to the opposite direction.
In order to assess whether the experimental population exhibited significant reproducibility, we compared observed RSs with the ones produced by a fictive population composed of series of ten learning trials displaying a random identification process. For one particular series of ten random learning trials, the probability (P 100 ) of having ten times the same functional identification of the modification of one EMG is given by: Table 3 shows the proportions of the RSs encountered in the fictive and in the experimental populations. While 85.9% of the experimental RS values were higher or equal to 80%, only 10.7% of the fictive random RS values were higher or equal to 80%.
One-way analysis of variance (ANOVA) was used to compare the RSs obtained in the experimental population with those obtained in the fictive population. The RSs obtained for the SOL (P B/0.0005), TA (P B/ 0.0005), RF (P B/0.001) and VL (P B/0.001) muscles in the experimental population were significantly different from those obtained in the fictive population. Reproducibility of the identification process of the BF and the LG muscles was not better in the experimental than in the fictive population.
Biological plausibility
For each segment only two situations are possible: a forward or backward angle elevation. In order to test the physiological plausibility of the DRNN identification, the basic idea was to compare the angular directional change induced by artificial EMG potentiation of a single muscle with the physiological knowledge of the pulling direction of the muscle. This knowledge is easily accessible for mono-articular muscles, but is less straightforward for the pluri-articular muscles. In the latter, the muscle force can be involved in a force regulation process for which the directional action is not directly defined by the pulling direction of the muscle. Moreover, dynamical coupling between the three joint segments can be implicated in the evoked movement. For example, Fig. 5 illustrates the effect of SOL and TA artificial potentiation applied throughout the walking sequence on the sagittal lower limb kinogram over two steps. Whereas the former results in digitigrade gait (explained by the pulling action of SOL) with increased knee flexion (explained by a coupling action) more marked during the swing phase, the latter results in increased ankle dorsiflexion (walking on the heel explained by the pulling action of TA) and knee hyperextension (coupling action) more marked during the stance phase. The implications of such complex dynamical simulations of biomechanics and muscle coordination in human walking have been recently revisited by Zajac et al. (2003) .
If we take into account the forward or backward direction of the movement induced by a specific EMG potentiation in comparison with the physiological action classically recognised for a specific muscle on a specific segment, we may introduce a physiological plausibility score (PPS). The idea is to calculate for the ten different learning sets the ratio between the sum of the physiological pulling actions produced by the EMG potentiation and the sum of the pulling and the non-pulling actions. This was quantified by means of the following equation:
where V pull is the maximal amplitude of the first peak of the velocity profile directed to the physiological pulling action of the muscle. As used in the case of RS, this velocity profile results from the difference between the velocity profile induced by the EMG potentiation and the normal velocity profile. V non-pull corresponds to the maximal amplitude of the first peak of the same type of velocity profile but directed to the non-pulling direction of the muscle. A PPS of 1.0 will mean that the EMG was interpreted by DRNN as producing the physiological pulling action of the muscle for the ten different learning. This was the case for the action of the SOL muscle on the foot segment during the SWP and for the VL action on the shank during the PPS (Table 4) . The lowest scores (0.32 and 0.39) were obtained for the TA during the SWP and the BF during the STP, respectively (Table 4) .
Discussion
In the present study, it is demonstrated that the DRNN is able to reproduce a major parameter of lower limb kinematics in human locomotion Cheron et al., 2001b) by using multiple raw EMG data. This dynamic mapping provides a new tool for understanding the functional relationships between multiple EMG profiles and the resulting movement. In the context of motor learning the DRNN may be considered as a model of biological learning mechanisms underlying motor adaptation . According to Conditt et al. (1997) , adaptation to change in human movement dynamics is achieved by neuronal modules. These modules realise learning through dynamic mapping between kinematic states (positions or velocities) and the forces associated with these states. The brain is thus capable of forming and memorising remarkably accurate internal representations of body segment dynamics (Conditt and Mussa-Ivaldi, 1999 ). This establishes a functional relation between force and motion, which is generally complex and non-linear (Zajac and Winters, 1990) . Using artificial learning of the mapping between multiple EMG patterns and velocities of lower limb segments we found that the attractor states reached through learning correspond to biologically interpretable solutions. However, in its present form our method does not use force signals but only raw EMG signals. Force signals do not only depend on muscle activation signal reflected in the EMG but also on intrinsic properties of contractile apparatus and passive tissue contribution. Another problem results from dynamical laws of motion that produce kinematic output depending on muscle and external force and torque (see interaction torque, Gribble and Ostry, 1999; Bastian et al., 2000) . These latter phenomena are not explicitly available as controlled variables but may interfere with the identification process of the DRNN. However, this neural network is able to decipher some motor strategies using interaction torque in multi-joint movements (unpublished data). For some authors, EMG patterns are a good reflection of the motor programme used by the CNS for controlling movement (Gottlieb, 1993) . However, for others, EMG and kinematic patterns are emergent, non-programmable properties of the system and the control signals are positional in nature (Feldman et al., 1998; Gribble et al., 1998; McIntyre and Bizzi, 1993) . In this controversial context the present method is not intended to propose a model for motor control based on feedforward related EMG signal for predicting kinematics. On the contrary, we propose to use the identification between EMG signals and kinematics for deciphering the complex relatonships between multiple muscular activation and the resulting movements, and also to expect to use this dynamic memory for prosthetic control.
A series of experimental locomotion studies have provided detailed evidence for the implication of elevation angles into coordinative laws leading to a reduction in kinematic degrees of freedom (Borghese et al., 1996; Bianchi et al., 1998a,b; Grasso et al., 1998 Grasso et al., , 1999 Grasso et al., , 2000 Cheron et al., 2001a,b ; for a review, see . The adaptive process of the DRNN may take advantage of this geometrical property in identifying the dynamics of a locomotor task in terms of the intrinsic coordinate system of the sensors and actuators.
The challenge of artificial neural network simulation of human locomotion is not only to reproduce the movement but also to reach biological interpretability. Our results show that the quality of the identification may allow to clearly interpret the role of each muscle in the stance and swing phases of locomotion. For this testing we applied a method developed previously for verifying the biological plausibility of the DRNN identification during complex figurative drawing without any previous indication about muscle action, anatomy or neural organisation. After the learning phase the same EMG inputs are fed to the DRNN with an amplitude magnification of a short sequence of one of these EMG inputs. This procedure discloses the direction of action of the muscle whose EMG is partly reinforced. As for drawing , the DRNN was able to recognise the preferential action of most muscles in walking.
With this method of direct amplification of an arbitrary portion of EMG signals, variations related to the physiological complexity of the signal can be expected. This drawback can be partly overcome by selecting more EMG portions. The advantage of using complex EMG signals rather than pulse profile simplification is that it is closer to the original waveform of the neurophysiological signals in which both reflex and central command could be identified in selected situations (Horita et al., 2002) . Taking into account the fact that our model presents two types of adaptive parameters, namely the combinatory of synaptic weights and time constants of each neuronal unit, and the possibility for degrees of freedom in parametric determination of the supervisor learning process, we tested the reproducibility and quality of the identification process. For this, identical EMG inputs and kinematic outputs were used for performing ten successive learning identifications. For each one of these, only the initial weight random distribution was changed. This procedure demonstrated that although different identification states can be obtained with the same learning scores (asymptotical error reaching 0.001) (Fig. 4F) , some invariant profiles can emerge from the mapping process (Fig. 4E and G) . The procedure also allowed to eventually reject cases of non-physiological identification characterised by divergence. These occurrences can be partly explained by (1) the limited number of muscles used in the mapping (six muscles whereas more than 50 muscles are implicated in a single lower limb during locomotion (Yamaguchi et al., 1990) ); (2) the absence in the present DRNN of explicit knowledge about anatomy and physiology of muscle acting as eccentric or concentric actuator for providing forces; (3) the absence of the passive contribution of non-muscular elements (e.g. preflex components (Dickinson et al., 2000) ). The DRNN identification would probably be improved by increasing the number of recorded muscles including deeper muscles, and by introducing biological EMG filters and sign-adjusted EMG transformation depending of the eccentric or concentric action of the muscle as demonstrated for the upper limb movement (Draye et al., 1997) . However, transformations of the raw EMG signals by kinematics-related data such as those based on Hill's model suffer from the fact that output elements contaminate the original neuronal input. This problem is particularly crucial if the DRNN is used to study the spontaneous emergence of multiple attractor states linked to the basic input Á/ output mapping. For example, the distribution of the time constants associated with each neurone-like unit may differ in function of the type of movement, giving rise to tonic and phasic hidden neurones (Draye et al., 2002) . Reciprocity and modularity may also arise naturally through correlations in the activation states of recurrent networks (Hua et al., 1999) . As the EMG patterns comprise both feedback and feedforward guided sequences, after learning the DRNN output can provide control signals comparable to those produced by the central pattern generators for which hybrid feedforward/feedback systems have been proposed as optimal controller for rhythmic movements (Kuo, 2002) . The present approach might therefore also be of benefit for the potential use of the DRNN in prosthetic control (Craelius, 2002) . In particular, the DRNN could be used as a dynamically adaptive interface between actual EMG signals from residual muscles and artficial actuators command. The DRNN would be dedicated to a repertoire of learned movements with generalised properties in order to build a patient-specific dynamical memory of motor behaviour.
