Supplementary Methods
Constructing z from univariate effect estimates More often than not, the summary data available for each marker m will consist only of a univariate effect estimate,β m . However, we can construct estimates of the genotype group means,ȳ mg , and counts, n mg , required to define z as follows. First, using an estimate of marker m's minor allele frequency,p m , taken either from the original study or an external source such as the 1000 genomes project, the group counts, n mg , are straight forward to estimate if we assume the marker has reached Hardy Weinberg Equilibrium (HWE):n
Next, defineȳ P op as the population mean value of y. Then, for all m, this may be written as a weighted average of the group means,ȳ mg , weighted by the true group counts; y P op = n 0mȳ0m + n 1mȳ1m + n 2mȳ2m n 0m + n 1m + n 2m As described earlier, for simplicity, we model the mean-centred phenotype, y, to avoid fitting an intercept term. Therefore we have: 0 = n 0mȳ0m + n 1mȳ1m + n 2mȳ2m n 0m + n 1m + n 2m (1) If the assumptions underlying the linear regression model from whichβ m was estimated hold perfectly, we also have;ȳ 1m =ȳ 0m +β m (2) andȳ 2m =ȳ 0m + 2β m
Since we can estimate the group counts, we have a system of three simultaneous equations (1), (2) , and (3) in three unknowns, which may thus be solved to obtain estimates of the three group means. Hence, substituting in the group count estimates,n mg from above, and then substituting equations (2) and (3) into (1) we obtain the following approximation for the wildtype mean; 0 ≈n m0ȳm0 +n m1 (ȳ m0 +β m ) +n m2 (ȳ m0 + 2β m ) n m0 +n m1 +n m2 therefore:ŷ m0 = −n m1βm + 2n m2βm n m0 +n m1 +n m2 Approximations forȳ m1 andȳ m2 then follow from equations (2) and (3):
We may now construct an approximation for z fromn mg andŷ mg , using equation (2) . Therefore, our framework may be used to infer joint effect estimates from univariate effect estimates, providing a full IPD genotype matrix is available from an external population (note that this genotype matrix can be used to derive MAF estimates p m , as well as the plug-in estimate for X X).
Construction of plug-in estimate for X X We follow the method described by Yang and Visscher [2] , to construct a plug-in estimate for X X , the unobserved P × P genotype variance-covariance matrix. Define as W the genotype matrix from an external population (such as the 1,000 genonomes project). For consistency with our intercept free formulation, genotypes for SNP m will be centred in W such that for all individuals i, w i,m = −2p m , 1 − 2p m or 2p m where p m is the frequency of SNP m in the external population. If the external population is of identical size to the analysis population, we could simply approximate X X with W W . However, if the external population is of a different size (as will nearly always be the case) we must scale the variance and co-variances accordingly. First define D W as the diagonal matrix of W W , such that D W (m) , the mth diagonal entry corresponding to marker m, is easily obtained from W as i w 2 i,m . Similarly, define D as the diagonal matrix of X X . We have therefore not observed D, however, assuming HWE, it is straight forward to show that the mth entry may approximated according to MAF p m from the external data as:
Note that this approximation accounts for the mean centred genotype coding; the expression would be different expression if this was not the case. We may now approximate X X with B, where;
Alternatively, in matrix form
Exploiting block independence to extend to high dimensional problems
The approximate inference approach described in the methods can be efficiently extended to large numbers of SNPs if the block independence decomposition described in the online methods is invoked (which will likely be necessary anyhow). We start by defining the approximate normalising constant corresponding to to an analysis of block b in isolation, considering models γ b ∈ Γ * b up to dimension 3:
The normalising constant corresponding to the joint analysis of all blocks, considering all possible models up to dimension 3 within each block, may be written as:
Under the block independence likelihood decomposition, and placing independent betabinomial (a ω , b ω ) priors on model dimension in each block this becomes:
where eachĈ b is given by (4). If we are interested in a particular SNP or combination of SNPs in block b, γ b say, the approximate posterior probability marginalised over all other blocks reduces to that which would be obtained from an analysis of the block in isolation:
...
Therefore, invoking the block independence assumption and using independent but calibrated beta-binomial priors, the genome-wide relative importance of block specific SNPs or models may be estimated from an analysis of each block in isolation. Computationally speaking the genome-wide marginal scan amounts to no more than the total computation of analysing each block in isolation -that is, computation increases linearly with number SNPs. Specifically, the number of calculations, or evaluations of equation (9) 
Model fitting via Reversible Jump MCMC
Here we describe how, alternatively to enumeration of models up to dimension 3, a Reversible Jump MCMC scheme and be used to sample from the posterior p(γ|z L ) described in the online methods [1] . The Reversible Jump sampling scheme starts at an initial model, which we denote γ(0). To sample the next model, γ(1), we propose moving from the 4 current model to another model γ * using a proposal function q(γ * |γ). We then accept the proposed model as the next sample with probability equal to the Metropolis-Hastings ratio:
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