We consider a system with two types of traffic and two types of agents. Outbound calls are served only by blend agents, whereas inbound calls can be served by either inboundonly or blend agents. Our objective is to allocate a number of agents such that some service requirement is satisfied.
INTRODUCTION
We consider a telephone call center with two types of traffic, inbound and outbound, and two types of agents, inboundonly and blend. The number of agents of each type can vary from day to day and within each day. The inbound calls anive according to a Poisson process whose rate may itself evolve as a stochastic process. When traffic is too high, new inbound calls must wait in a queue. For inbound traffic, we consider abandonment, i.e., some customers may not stay in the queue once leaning that they are put on bold, or they may leave after spending some time waiting.
When the inbound traffic is low, and some blend agents are idle, an automatic dialer composes multiple outbound calls in parallel (trying to reach potential customers, e.g., for marketing or direct sales), in order to increase the productivity of the center. Mismatches occur when more customers are reached by outbound calls than the number of idle agents. The outbound calls xe served only by blend agents, whereas inbound calls can be served by either type. We are primarily interested in finding the number of agents such that at least p% of customers should have delay time less than s seconds, for arbitrary p and s. Other performance measures of interest are agent utilization, abandonment rate, and rate of outbound calls.
We have taken two approaches in analyzing the staffing problem: We developed a simulation model of the call center and continuous-time Markov chain (CTMC) queueing models. Each method has its own appeal: The simulation approach is highly flexible, e.g., it can be tailored to specific details and is easy to modify. The simulation model also allows us to do a what-if analysis and learn additional information that may otherwise not be available, e.g., times that customers are willing to wait before abandoning. On the other hand, the CTMC models are insightful, sometimes faster computationally, and relatively easier to constmct than a simulation model. Moreover, a call center can be naturally viewed as a queueing system, e.g., the simplest CTMC model for an inbound call center is a MI M l s queueing model (see Gans, Koole, and for an overview of queueing models in call center applications). Inthis paper we will only describe our simulation model of call centers. Our CTMC development can be found in Deslauriers et al. (2003) . This paper is organized as follows: Section 2 discusses some difficulties that we encountered in modelling the call centers. We describeourdataanalysisin Section3. Section4 explains how we constmct OUT simulation model and how it is validated. Supposing that the simulation model reproduces performance of a real call center, we explore how other management policies affect the call center performance in Section 5.
DIFFICULTIES ENCOUNTERED
Although the call center staffing problem poses many realworld issues that require us to make seemingly simplistic assumptions, the resulting simulation model is quite good at emulating the performance of a real call center (see Section 5) while maintaining its parsimony. We describe the issues that we encountered in developing the call center simulation model in this section.
The types of data that are traditionally available at call centers poses many challenges, one of which is due to the aggregation of data over some period, typically 30 minutes. That is, for each half hour, we have the number of (inbound call) arrivals, the sum of service times of the inbound calls served, and similarly for the outbound calls, but not the arrival times or service times of the individual calls (with the exception on outbound calls in our case). The lack of call-by-call information complicates the data analysis because standard parameter estimation methods generally do not apply. In addition, the stochastic nature of call centers add difficulties to the data analysis, e.g., the arrival rates varies from day to day and within each day.
It has been observed that the arrivals to a call center are, in many cases, not realistically modelled by a process with a deterministic time-varying arrival rate (see, e.g., Avramidis, Deslauriers, and L'Ecuyer 2003 , Jonghloed and Koole 2001 and Brown et al. 2002 . From empirical study, call center arrivals are known to have a variance that is considerably higher than implied by Poisson arrival (Jongbloed and Koole 2001 and Deslauriers 2003) and strong positive association between the arrivals in different time periods (Tanir and Booth 1999 and Brown et al. 2002) .
Moreover, some relevant information is simply not available. For example, in an ideal world, we would use the distribution of time that a customer is willing to wait before abandoning the queue (called the patience time) to model the abandonment process. Instead, what we have is the number of customers abandoning and a rough histogram of distribution of the waiting times before they hang up. In other words, we have a problem of highly censored data; we only observe the maximal patience times of those customers who abandon, but we have no information about these times for customers who are served.
Another piece of missing information is how the dialer works (i.e., the algorithm it uses to activate outbound calls and how many outbound calls it makes) for it is a proprietary knowledge of a software vendor. We gather from Bell staff that the dialer considers the number of idle agents and some measures of the quality of service, e.g., the fraction of inbound calls that waits for longer than some threshold averaged over some previous time interval. However, we do not know how the dialer acmally uses this information. Because the dialer is key to the call center performance in blend environment, the lack of knowledge on the dialer makes it more difficult to validate our simulation model. Specifically, when we compare the simulated performance measures to the empirical values, we cannot be sure if the discrepancies we observe are due to our modelling assumptions or due to our lack of knowledge on the dialer.
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Human aspects of call center operations also complicate model validation. We observe that the empirical quality of service (QoS, defined as the fraction of inbound customers whose waiting time is less than 20 seconds) is better than the target (80%) most of the time. From discussions with Bell staff, we speculate that this is partly because call center managers respond "too quickly" when they observe shortterm poor QoS by manipulating the dialer aggressiveness parameter that controls how often the dialer makes outbound calls and how many calls it attempts at a time. We do not know how managers control the dialer in real time or if they do so in a systematic fashion. In essence, the manager's control of a dialer coupled with the algorithms inside the dialer constitute a black box which we regard as the dialer in our model.
Another human factor comes from the call center agents themselves. The time that they are available to take a call is very likely to be less than the time for which they are scheduled, because of coffee breaks, trips to restrooms, absenteeism, etc. At this moment, due to the lack of information and for the sake of model simplicity, these factors are taken into account globally by reducing the number of agents by some fixed percentage (see Section 4).
JNPUT MODELLING
The call center operates from 8:OO to 20:30, i.e., 8:30p.m. Agents receive only inbound calls before 1400. After that, some of the agents are in blend mode, and there are also outbound calls. Because all the available data is aggregated as averages over half-hour periods, it is natural to assume that the model parameters (e.g., arrival rate, service time distributions) are constant over each half hour, and we proceed as such. That is, the planning horizon is partitioned into half-hour time periods; period I is 8.00-8.30, period 2 is 8.30-9.00, and so on. We experiment with the empirical data from Bell Canada to find the fitting distribution for each process, but we discuss only the arrival and the service processes in this paper (see Deslauriers 2003 for additional details on the model). For those interested in data analysis for call centers, Brown et al. (2002) offer an extensive study of call-by-call data as well as investigation of how well conventional queueing models perform in such cases (inbound-only call centers).
Arrival Processes
After verifying that a Poisson process with a deterministic time-varying arrival rate cannot realistically model the call center arrivals, we consider a Poisson process with stochastic rate. This choice is partially supported by the empirical evidence in Brown et al. (2002) where they concludes that the arrival precesses of call center are well modelled as an inhomogeneous Poisson process. Let Xi be the number of inbound call arrivals in half hour i , with the probability mass function pr{xi = x ) = e-At 3,
(1) X ! Jongbloed and Koole (2001) model Ai as a gamma random variable with density for A > 0, where r(u) = som f'-'e-'df. They assume that the Ai's are mutually independent. This model, which we call the Poisson-gamma arrival process model, is appealing because it is flexible and mathematically tractable; under it, the number of arrivals in a given time interval bas the negative binomial distribution.
To estimate the parameters in (2), we use the maximum likelihood estimation (MLE) method where we estimate the parameters of the negative binomial distribution. Let r be the number of days in our data, d be the total number of half-hour periods in a day (in our case, it is 25), X i , j be the number of arrivals in half hour i of day j . 
We will denote an estimator of a parameter (I as S. The desired i?j is the the value at which &(ai) is maximized witkrespect to ai, i.e., the root of the first derivative of $i(ai) with respect to ai. The parameter pi can be obtained by first solving for the negative binomial parameter
We test the goodness of fit via the Kolmogorov-Smimov (KS) test statistic is simply (1 -%I/%.
where F j ( x ) is the empirical distribution and z . ( x ) is the estimated distribution of Xi for half hour i . Because the empirical data are already used for estimating the distribution parameters, the distribution of Di under the null hypothesis is complicated and unknown. We estimate it via a bootstrapping technique (Ross 1997) as follows. Using the parameterized distribution FGj,jj,, we simulate a new sample path for the same length o f t " as the empirical data. From this realization, we again estimate the distribution parameters in (2) via the MLE method so that we can compute the bwtstrapped Die via (3). By repeating this process, say, B , times we can estimate the p-value-the probability that we observe Dj conditional on the hypothesis that the parameterized distribution is the me underlying distribution-for half hour i as:
A drawback of the Poisson-gamma process is that the number of arrivals in one time period is independent of those in all other periods. This assumption rarely holds in practice (Tanir and Booth 1999 regressive rate parameters across successive days.) The idea is to let the random factor W account for the day-today traffic variation. The main advantages of this model are (a) mathematical tractability: under (1) and (4), the distribution of Xi is negative multinomial distribution; and (b) the possibility of time dependence, which improves modelling realism, e.g., a time period with a heavy inbound traffic would likely be followed by a high call volume in the next time period (however, the random variable W induces a positive correlation between the number of arrivals in successive half hours). In addition, the arrival process (4) has fewer parameters than (2), i.e., 26 vs. 50 parameters for 25 time periods under study.
We estimate parameters in (4) via MLE. Let d and A be a constant that is independent to the parameters we want to estimate. For E[W] = 1, we have that p' = l/a', and the log likelihood function is:
1=1
We get a better goodness of fit when we assume that the arrival process is time-of-the-day and day-of-the-week dependent. Table 1 shows the estimated parameters for Tuesdays, where the number of anivals is per half hour. We observe the arrival rates that are time-of-the-day dependent.
We will use model (4) in our simulation model. 
Service Time Distributions
We tried to fit an inbound service time SI as an exponential random variable with rates that are piecewise-constant over each half-hour. Recall that we only have sum of service times and not call-by-call service times. Let X i , j be the number of inbound calls served in half-hour i on day j , and Yj,j is the sum of service times of these calls. The maximum likelihood estimator of the service rate for half hour i is C>=l X ' i , j E;=, Yi,j '
F1.i =
We assess the goodness of fit by the bootstrapping KS test described in Section 3.1. Because we do not have individual service times, we use the property of the exponential distribution that, for 21, Z2,. . . , 2, i.i.d. exponential random variables with mean p .
Zi is a gamma random variable with parameters a and p . We do the bootstrapping KS test on the sum of service times. We find that the exponential distribution does not provide a satisfactory fit to our data. Note that we simply test if the sum of the service times, conditional on the number of calls Served, follows a gamma distribution. This test is weaker than testing if individual service times are exponential, yet the null hypothesis is rejected by a wide margin (the estimated p-values are 5 0.001 for 11 of the 25 half-hour periods), so it seems that the service times are far from exponential, As suggested in Brown et al. (2002) , we have experimented with the lognormal distribution whose density is 
2 and the ml estimate is
(7)
We obtain mz via the relationship m2 = Var(S1) +m:, and the unbiased estimator of Var(S1) (see Deslauriers 2003 for the proof):
For SI in seconds, we get fi = 5.874 and C2 = 0.948 in Another distribution we have explored is the gamma. The method of moments yields the gamma parameter estimates in Equation (2) as:
(5).
We considered the case where the service times are timeof-the-day independent and dependent, and we got a better fit with the latter. Table 2 shows the parameter estimates and its bootstrapped p-values, where the service times are in seconds. We decided to use the gamma distribution in Pichirlumken, Desluuriers, L'Ecuyer; and Avrumidis our simulation model in Section 4 because it was easier to test the goodness of fit for this distribution than for the lognormal, and the fit was reasonably good. Unlike inbound service times, we do have call-by-call outbound service times. We first explore modelling the outbound service times with parameterized distribntions such as exponential, gamma and lognormal. The lognormal appears to be a good choice if we assume that the outbound service times are half-hour dependent. Nevertheless, because we have a large amount of data, the KS goodness-of-fit test rejects all the distributions we tried. In the simulation, we generate the service times with a density obtained via a kernel density estimation method, using the U " D package (Leydold and Hormann 2002) .
OTHER ASPECTS OF THE SIMULATION MODEL
In our simulation model of the call center, there are n ; , l identical inbound agents and nj.2 identical blend agents during period i. These integers are parameters of the model.
There is a single FIFO waiting queue for inbound calls.
A customer who is not served immediately hangs up with probability 0.005; otherwise, he joins the queue from which he will abandon if experiencing a waiting time greater than his patience rime. We model this patience time as an exponential random variable with mean I,'?; during half hour i .
Our dialer model tries to emulate the real dialer in that the decision on when and how many outbound calls to make is based on the current state of the system. When the service of a customer ends, if the number of idle blend agents is Nz, the dialer makes outbound calls if all of the following three conditions are satisfied: (a) N2 > 1; (b) the number of busy agents (of any type) is at most n;,l f 1 i i . 2 -4; and (c) more than 75% of the inbound calls that anive over the last 10 minutes wait for less than 20 seconds. The number of calls composed is 2N2 if the percentage of mismatches averaged over the last 15 minutes does not exceed 8% of the total outbound calls attempted; otherwise, the number of outbound calls composed is N2. We do not claim that this heuristic is a good control policy for the dialer. We merely want to reproduce what we have observed in the empirical data and learned by talking to the call center managers.
Each outbound call successfully reaches a customer with probability xi during half hour i . The answering time for an outbound call, defined as the time required by the dialer to either reach the customer or recognize that the attempt is not successful, is exponentially distributed with mean 2 seconds.
Under the arrival process and service time distributions described in Section 3 and the parameter values in Table 3, we have validated our simulation model by comparing the simulation results to the empirical data collected form the center. Using the average number of agents from the empirical data, we noticed that our QoS was higher and the agent occupation fraction (defined as the ratio of times agents are busy to the total scheduled times) lower than in the data. We think that this is because our agents are too "efficient," in a sense that they are never absent or take a break. We were able to obtain results much closer to the empirical data by assuming that the inbound agents are available only 90% of time and the blend agents are available only 85% of time.
(To implement this, we simply multiplied the number of agents of each type by the appropriate percentage rounded to the next integer. The numbers given in Table 3 are before this reduction).
In Section 3, we saw that the arrival rates are dayof-the-week dependent, and so is the number of agents. Thus, we simulate each day of the week separately. Table 4 shows the simulation results for Tuesdays. The half widths of the 95% confidence intervals are obtained by assuming that the simulation outputs are i.i.d. normally distributed. Here and in all other fortbcoming tables, E denotes a value less than 0.1. For most performance measures, there is no significant difference between the results of the simulation and the empirical data. The number of abandoned calls in the simulation could better match what we observe in the empirical data had we have better information on customer patience time.
We have developed a simulation tool in C for simulating our models of call centers. The software has a modular design, which is practical in that it enables users to understand the structure and relationships between the various aspects of the model without going into much detail. In addition, it allows stability in the general smcture of the s$ulation model as it evolves; the modification of certain details is done inside the corresponding module while leaving other modules unchanged.
The simulation programs are fast. To give an idea, it takes approximately 12 minutes of CPU time on a 2MHz The policy of the dialer used in our model (and in the call center) attempts at maintaining the QoS above 80% every day, and perhaps every hour, by basing its decision on the QoS and number of mismatches observed over the past 10 minutes. It would certainly be less restrictive to respect the QoS requirement only over the long term (say, one month or one year) rather than in the short term. Simulation experiments can give us an idea of how much we can gain by changing the policy in that direction, i.e., adopting a policy that avoids looking at the QoS over the past few minutes or hours and bases its decision only on the current system's state. Additional motivation for looking at this came from the A M~~-x~ processor system to simulate 100,000 operating days of the call center.
NUMERICAL EXPERIMENTS
The goal.of this section is to provide some examples of what-if analysis that the simulation allows us to do, For this purpose, we assume that the simulation model described in Section 4 replicates the perfomance of a real call center, and we use it to benchmark the changes that we make.
the RedHat ~i~~~ 8 observation that call center managers may have a tendency to modify the dialer's aggressiveness Parameters and Overreact when they see poor QoS in the last few minutes. This type of behavior degrades the performance of the system in the long run.
To illustrate this, we made simulation experiments with the following simple dialing rule: at the end of a service, if Nz blend agents are idle, the system dials round(rN2) numbers in parallel for some fixed constant 7 , where "round" means rounding to the newest integer. Table 5 gives the results for 7 = 1.2, 1.4, 1.6, and 2.0.
We see that the volume of outbound calls completed increasessignificantly. and the agent occupation increases slightly, compared with the original rule described in Section 4 (see Table 4 under column Simulated More refined stationary rules could also be considered and could certainly improve on the simple rules in Table 5 .
Such rules could take into account the number of idle agents of each type and perhaps the current arrival rate Ai. Then, one can define an optimization problem by imposing constraints on some of the long-run performance measures and incorporating the others into the objective function. The decision variables of this problem would be the parameters of the dialing rule (for the above simple rule, it is r). The optimization problem could he solved via optimization-bysimulation methodology.
Sensitivity of the Performance Measures to the Staffing Level
We now look at bow the performance measures are affected by a change in the staffing level. From the simulation experiment, we observe that the QoS is higher than what is required (S8.3% vs SO%). The simulation model allows us to assess the call center performance if we lower the staffing level. Table 6 shows the performance measures when we decrease the number of agents by 5%. The QoS is still comfortably above the requirement, hut the number of outbound calls served decreases. These results enable the call center managers to evaluate if the saving of 5% reduction in the number of agents is enough to compensate the loss of revenue resulting from fewer outbound calls and the loss of customer satisfaction as manifested by the increase in the number of abandoned calls. (One possible explanation for the decrease in agent occupancy is that when there are fewer agents, the dialer is triggered to make outbound calls less frequently as the threshold condition is harder to satisfy.) As we previously mentioned, we have also developed CTMC models in parallel to the simulation model, so we are curious to see bow the change in the input distributions would affect the call center performance. We consider the Poisson arrival process with the deterministic time-of-the-day dependent arrival rates (i.e., W = 1 in (4)) and exponentially distributed service rimes (for inbound and outbound calls, with different distribution parameters). Note that these distributions have the same means as their corresponding counterparts that we have chosen for our original simulation model. Table 7 shows a significant increase in the QoS of the simulation under the new set of disuibutions compared to the original simulation model. 'Illis is not surprising, because assuming deterministic anival rates reduces the traffic variability. This reduces congestion in the system and improves the QoS. We also observe a significant decrease in the in the volume of outbound calls. Our experiment shows that simply using the assumptions of a M/M/s queueing model can give significant error in performance measures
estimates. The significance of these errors depends of course on the other sources of error in the model (e.g., amount
and reliability of the data) and also on what the managers find acceptable. 
