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ANALOGS OF CUNTZ ALGEBRAS ON Lp SPACES
N. CHRISTOPHER PHILLIPS
Abstract. For d = 2, 3, . . . and p ∈ [1,∞), we define a class of representations
ρ of the Leavitt algebra Ld on spaces of the form Lp(X,µ), which we call the
spatial representations. We prove that for fixed d and p, the Banach algebra
Opd = ρ(Ld) is the same for all spatial representations ρ.When p = 2, we recover
the usual Cuntz algebra Od. We give a number of equivalent conditions for a
representation to be spatial. We show that for distinct p1, p2 ∈ [1,∞) and
arbitrary d1, d2 ∈ {2, 3, . . .}, there is no nonzero continuous homomorphism
from Op1d1 to O
p2
d2
.
The algebras that we call the Leavitt algebras Ld (see Definition 1.1) are a spe-
cial case of algebras introduced in characteristic 2 by Leavitt [20], and generalized
to arbitrary ground fields in [21]. The Cuntz algebra Od, introduced in [9], can be
defined as the norm closure of the range of a *-representation of Ld on a Hilbert
space. (Cuntz did not define Od this way.) The Cuntz algebras have turned out
to be one of the most fundamental families of examples of C*-algebras. Leavitt
algebras were long obscure, but they have recently attracted renewed attention.
In this paper we study the analogs of Cuntz algebras on Lp spaces. That is,
we consider the norm closure of the range of a representation of Ld on a space
of the form Lp(X,µ). It turns out that there is a rich theory of such algebras, of
which we exhibit the beginning in this paper.
Our main results are as follows. There are many possible Lp analogs of Cuntz
algebras (although we mostly do not know for sure that they really are essentially
different), but there is a natural class of such algebras, namely those that come
from what we call spatial representations (Definition 7.4(2)). Spatial representa-
tions are those for which the standard generators form an Lp analog of what is
called a row isometry in multivariable operator theory on Hilbert space. (The sur-
vey article [11] emphasizes the more general row contractions on Hilbert spaces,
but row isometries also play a significant role. See especially Section 6.2 of [11].)
We give a number of rather different equivalent conditions for a representation to
be spatial—further evidence that this is a natural class. For fixed p ∈ [1,∞)\{2},
we prove a uniqueness theorem: the Banach algebras coming from any two spa-
tial representations are isometrically isomorphic via an isomorphism which sends
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2 N. CHRISTOPHER PHILLIPS
the standard generators to the standard generators. We call the Banach algebra
obtained this way Opd. The usual Cuntz algebra is O2d. We further obtain a strong
dependence on p. Specifically, for p1 6= p2 and any d1, d2 ∈ {2, 3, . . .}, there is no
nonzero continuous homomorphism from Op1d1 to Op2d2 .
Some of our results are valid, with the same proofs, for the infinite Leavitt
algebra L∞ (which gives Lp analogs of O∞) and for the Cohn algebras (which give
Lp analogs of Cuntz’s algebras Ed). In such cases, we include the corresponding
results. However, in many cases, the results, or at least the proofs, must be
modified. We do not go in that direction in this paper.
The methods here have little in common with C*-algebra methods. Indeed, the
results on spatial representations have no analog for C*-algebras, and the result
on nonexistence of nonzero continuous homomorphisms does not make sense if
one only considers C*-algebras. Uniqueness of Opd is of course true when p = 2,
but, as far as we can tell, our proof for p 6= 2 does not work when p = 2.
This paper is organized as follows. In Section 1, we define Leavitt algebras and
Cohn algebras, and give some basic facts about them which will be needed in the
rest of the paper. In Section 2, we discuss representations on Banach spaces. We
define several natural conditions on representations (weaker than being spatial).
We describe ways to get new representations from old ones, some of which work
in general and some of which are special to Leavitt and Cohn algebras. Section 3
contains a large collection of examples of representations on Lp spaces.
In Section 6 we develop the theory of (semi)spatial partial isometries on
Lp spaces associated to σ-finite measure spaces. The results here are the basic
technical tools needed to prove our main results. Roughly speaking, a semispatial
partial isometry from Lp(X,µ) to Lp(Y, ν) comes from a map from a subset of Y
to a subset of X. Lamperti’s Theorem [18], which plays a key role, asserts that
for p ∈ (0,∞) \ {2}, every isometry from Lp(X,µ) to Lp(Y, ν) is semispatial.
It is unfortunately not really true that semispatial partial isometries from
Lp(X,µ) to Lp(Y, ν) come from point maps. Instead, they come from suitable ho-
momorphisms of σ-algebras. For our theory of spatial partial isometries, we need
a much more extensive theory of these than we have been able to find in the liter-
ature. In Section 4 we recall some standard facts about Boolean σ-algebras, and
in Section 5 we discuss the maps on functions and measures induced by a suitable
homomorphism of the Boolean σ-algebras of measurable sets mod null sets.
Sections 7, 8, and 9 contain our main results. In Section 7, we give equivalent
conditions for representations of Leavitt algebras on Lp spaces to be spatial.
Along the way, we define spatial representations of the algebra Md of d × d
matrices, and we give a number of equivalent conditions for a representation
of Md to be spatial. In Section 8, we prove that and two spatial representations
of the Leavitt algebra Ld on L
p spaces give the same norm on Ld, and thus lead to
isometrically isomorphic Banach algebras. In Section 9, we prove the nonexistence
of nonzero continuous homomorphisms between the resulting algebras for different
values of p.
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CUNTZ ALGEBRAS ON Lp SPACES 3
In [22], we will show that Opd is an amenable purely infinite simple Banach
algebra, and in [23], we will show that its topological K-theory is the same as for
the ordinary Cuntz algebra Od. The methods in these papers are much closer to
C*-algebra methods.
Scalars will always be C. Much of what we do also works for real scalars. We
use complex scalars for our proof of the equivalence of several of the conditions in
Theorem 7.2 for a representation of Md to be spatial. We do not know whether
complex scalars are really necessary.
We have tried to make this paper accessible to operator algebraists who are
not familiar with operators on spaces of the form Lp(X,µ).
We are grateful to Joe Diestel, Ilijas Farah, Coenraad Labuschagne, and Volker
Runde for useful email discussions and for providing references. We are especially
grateful to Bill Johnson for extensive discussions about Banach spaces, and to
Guillermo Cortin˜as and Mar´ıa Eugenia Rodr´ıguez, who carefully read an early
draft and whose comments led to numerous corrections and improvements. Some
of this work was carried out during a visit to the Instituto Superior Te´cnico,
Universidade Te´cnica de Lisboa, and during an extended research visit to the
Centre de Recerca Matema`tica (Barcelona). I also thank the Research Institute
for Mathematical Sciences of Kyoto University for its support through a visiting
professorship. I am grateful to all these institutions for their hospitality.
1. Leavitt and Cohn algebras
In this section, we define Leavitt algebras and some of their relatives. We
describe a grading, a linear involution, and a conjugate linear involution. We
give some useful computational lemmas.
Definition 1.1. Let d ∈ {2, 3, 4, . . .}. We define the Leavitt algebra Ld to be the
universal complex associative algebra on generators
s1, s2, . . . , sd, t1, t2, . . . , td
satisfying the relations
(1.1) tjsj = 1 for j ∈ {1, 2, . . . , d},
(1.2) tjsk = 0 for j, k ∈ {1, 2, . . . , d} with j 6= k,
and
(1.3)
d∑
j=1
sjtj = 1.
These algebras were introduced in Section 3 of [20] (except that the base field
there is Z/2Z), and they are simple (Theorem 2 of [21], with an arbitrary choice
of the field).
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4 N. CHRISTOPHER PHILLIPS
Definition 1.2. Let d ∈ {2, 3, 4, . . .}. We define the Cohn algebra Cd to be the
universal complex associative algebra on generators
s1, s2, . . . , sd, t1, t2, . . . , td
satisfying the relations (1.1) and (1.2) (but not (1.3)).
These algebras are a special case of algebras introduced at the beginning of
Section 5 of [8]. What we have called Cd is called U1,d in [8], and also in [8] the
field is allowed to be arbitrary. Our notation, and the name “Cohn algebra”,
follow Definition 1.1 of [4], except that we specifically take the field to be C and
suppress it in the notation.
Definition 1.3. Let d ∈ {2, 3, 4, . . .}. We define the (infinite) Leavitt algebra L∞
to be the universal complex associative algebra on generators s1, s2, . . . , t1, t2, . . .
satisfying the relations
(1.4) tjsj = 1 for j ∈ Z>0
and
(1.5) tjsk = 0 for j, k ∈ Z>0 with j 6= k.
When it is necessary to distinguish the generators of L∞ from those of Ld and Cd,
we denote them by s
(∞)
1 , s
(∞)
2 , . . . , t
(∞)
1 , t
(∞)
2 , . . . .
This algebra is simple, by Example 3.1(ii) of [3].
Remark 1.4. The algebras Ld, Cd, and L∞ are all examples of Leavitt path
algebras. For Ld see Example 1.4(iii) of [2], for Cd see Section 1.5 of [1], and for
L∞ see Example 3.1(ii) of [3]. (Warning: There are two possible conventions for
the choice of the direction of the arrows in the graph, and both are in common
use.)
Lemma 1.5. Let Cd be as in Definition 1.2 and let Ld be as in Definition 1.1, with
the generators named as there (using the same names in both kinds of algebras).
For d1, d2 ∈ {2, 3, 4, . . . ,∞} with d1 < d2, there is a unique homomorphism
ιd1,d2 : Cd1 → Ld2 such that ιd1,d2(sj) = sj and ιd1,d2(tj) = tj for j ∈ {1, 2, . . . , d1}.
Moreover, ιd1,d2 is injective.
Proof. Existence and uniqueness of ιd1,d2 are immediate from the definitions of
the algebras as universal algebras on generators and relations.
We prove injectivity. We presume that there is a purely algebraic proof, but
one can easily see this by comparing with the C*-algebras, following Remark 2.9
below. Let Ed1 be the extended Cuntz algebra, as in Remark 2.9. There is a
commutative diagram
Cd1
ιd1,d2−−−→ Ld2y y
Ed1 −−−→ Od2 .
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CUNTZ ALGEBRAS ON Lp SPACES 5
The left vertical map is injective by Theorem 7.3 of [25] and Remark 1.4, and
the bottom horizontal map is well known to be injective. Therefore ιd1,d2 is
injective. 
Lemma 1.6. Let A be any of Ld (Definition 1.1), Cd (Definition 1.2), or L∞
(Definition 1.3).
(1) There exists a unique conjugate linear antimultiplicative involution a 7→
a∗ on A such that s∗j = tj and t
∗
j = sj for all j.
(2) There exists a unique linear antimultiplicative involution a 7→ a′ on A
such that s′j = tj and t
′
j = sj for all j.
The properties of a 7→ a∗ are just the algebraic properties of the adjoint of a
complex matrix:
(a+ b)∗ = a∗ + b∗, (λa)∗ = λa∗, (ab)∗ = b∗a∗, and (a∗)∗ = a
for all a, b ∈ A and λ ∈ C. The properties of a 7→ a′ are the same, except that it
is linear: (λa)′ = λa′ for all a ∈ A and λ ∈ C.
Proof of Lemma 1.6. See Remark 3.4 of [25], where explicit formulas, valid for
any graph algebra, are given, and Remark 1.4. Both parts may also be easily
obtained using the universal properties of algebras on generators and relations:
a 7→ a is a homomorphism from A to its opposite algebra, and a 7→ a∗ is the
composition of a 7→ a with a homomorphism from A to its complex conjugate
algebra. 
One can get Lemma 1.6(1) by using the fact (Theorem 7.3 of [25] and Re-
mark 1.4) that there are injective maps from Ld, Cd, and L∞ to C*-algebras which
preserve the intended involution. (For Ld and L∞, injectivity is automatic be-
cause the algebras are simple. See Remark 2.9 for definitions of *-representations
on Hilbert spaces.)
Proposition 1.7. Let A be any of Ld (Definition 1.1), Cd (Definition 1.2), or L∞
(Definition 1.3). Then there is a unique Z-grading on A determined by
deg(sj) = 1 and deg(tj) = −1
for all j.
Proof. The proof is easy. (See after Definition 3.12 in [25].) 
We will need some of the finer algebraic structure of Ld, and associated no-
tation. We roughly follow the beginning of Section 1 of [9], starting with 1.1
of [9].
Notation 1.8. Let d ∈ {2, 3, 4, . . . ,∞}, and let n ∈ Z≥0. For d < ∞, we define
W dn = {1, 2, . . . , d}n, and we define W∞n = (Z>0)n. Thus, W dn is the set of all
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6 N. CHRISTOPHER PHILLIPS
sequences α =
(
α(1), α(2), . . . , α(n)
)
with α(l) ∈ {1, 2, . . . , d} (or α(l) ∈ Z>0 if
d =∞) for l = 1, 2, . . . , n. We set
W d∞ =
∞∐
n=0
W dn .
We call the elements of W d∞ words (on {1, 2, . . . , d} or Z>0 as appropriate). If
α ∈ W d∞, the length of α, written l(α), is the unique number n ∈ Z≥0 such that
α ∈ W dn . Note that there is a unique word of length zero, namely the empty
word, which we write as ∅. For α ∈ W dm and β ∈ W dn , we denote by αβ the
concatenation, a word in W dm+n.
Notation 1.9. Let A be any of Ld (Definition 1.1), Cd (Definition 1.2), or L∞
(Definition 1.3). Let n ∈ Z≥0, and let
α =
(
α(1), α(2), . . . , α(n)
) ∈ W dn .
If n ≥ 1, we define sα, tα ∈ A by
sα = sα(1)sα(2) · · · sα(n−1)sα(n) and tα = tα(n)tα(n−1) · · · tα(2)tα(1).
We take s∅ = t∅ = 1.
For emphasis: in the definition of tα, we take the generators tα(l) in reverse
order . We do this to get convenient formulas in Lemma 1.10(3). In particular,
when working with Cuntz algebras, one simply uses s∗j in place of tj, and we want
to have s∗α = tα.
Lemma 1.10. Let the notation be as in Notation 1.8 and Notation 1.9.
(1) Let α, β ∈ W d∞. Then sαβ = sαsβ and tαβ = tβtα.
(2) In the Z-grading on A of Proposition 1.7, we have deg(sα) = l(α) and
deg(tα) = −l(α) for all α ∈ W d∞.
(3) Let α ∈ W d∞. Then the involutions of Lemma 1.6 satisfy s′α = s∗α = tα and
t′α = t
∗
α = sα.
(4) Let
a1, a2, . . . , an ∈ {s1, s2, . . .} ∪ {t1, t2, . . .}.
Suppose a1a2 · · · an 6= 0. Then there exist unique α, β ∈ W d∞ such that
a1a2 · · · an = sαtβ.
(5) Let α, β ∈ W d∞ satisfy l(α) = l(β). Then tβsα = 1 if α = β, and tβsα = 0
otherwise.
Proof. Parts (1), (2), (3), and (5) are obvious. (Part (5) is also in Lemma 1.2(b)
of [9].)
Using Part (3), we see that Part (4) is Lemma 1.3 of [9]. 
Lemma 1.11. Let d ∈ {2, 3, 4, . . .}, let Ld be as in Definition 1.1, and let m ∈
Z≥0. Then the collection (sαtβ)α,β∈W dm is a system of matrix units for a unital
subalgebra of Ld isomorphic to Mdm . That is, identifying Mdm with the linear
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CUNTZ ALGEBRAS ON Lp SPACES 7
maps on a vector space with basis W dm, with matrix units eα,β for α, β ∈ W dm,
there is a unique homomorphism ϕm : Mdm → Ld such that ϕm(eα,β) = sαtβ.
Proof. We prove that
∑
α∈W dm sαtα = 1, by induction on m. The case m = 1 is
relation (1.3) in Definition 1.1. Assuming the result holds for m, use this and the
case m = 1 at the last step to get∑
α∈W dm+1
sαtα =
∑
β∈W dm
d∑
j=1
sβsjtjtβ =
∑
β∈W dm
sβ
(∑d
j=1
sjtj
)
tβ = 1.
The statement of the lemma now follows from Lemma 1.10(5), or is Proposi-
tion 1.4 of [9]. 
Lemma 1.12. Let d ∈ {2, 3, 4, . . .}, let m ∈ Z>0, and let a1, a2, . . . , am ∈ Ld.
Then there exist n ∈ Z≥0, a finite set F ⊂ W d∞, and numbers λk,α,β ∈ C for
k = 1, 2, . . . ,m, α ∈ F, and β ∈ W dn , such that
(1.6) ak =
∑
α∈F
∑
β∈W dn
λk,α,βsαtβ
for k = 1, 2, . . . ,m.
Proof. Since a1, a2, . . . , am are linear combinations of products of the sj and tj, it
suffices to prove the statement when a1, a2, . . . , am are products of the sj and tj.
By Lemma 1.10(4), we may assume ak = sαktβk with αk, βk ∈ W d∞. Set
n = max
(
l(β1), l(β2), . . . , l(βm)
)
.
For k = 1, 2, . . . ,m, set lk = n− l(βk). Take
F =
m⋃
k=1
{
αkα : α ∈ W dlk
}
.
Lemma 1.11 and Lemma 1.10(1) imply
ak = sαktβk =
∑
α∈W dlk
sαksαtαtβk =
∑
α∈W dlk
sαkαtβkα.
This expression has the form in (1.6). 
Definition 1.13. Let A be any of Ld, Cd, or L∞. Let λ = (λ1, λ2, . . . , λd) ∈ Cd.
(For A = L∞, take d =∞, take Cd =
⊕∞
j=1C, and take λ = (λ1, λ2, . . .).) Define
sλ, tλ ∈ A by
sλ =
d∑
j=1
λjsj and tλ =
d∑
j=1
λjtj.
In principle, this notation conflicts with Notation 1.9, but no confusion should
arise.
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8 N. CHRISTOPHER PHILLIPS
Lemma 1.14. Let the notation be as in Definition 1.13. Let λ, γ ∈ Cd. Then
tλsγ =
(∑
j
λjγj
)
· 1.
Proof. This is immediate from the relations tjsk = 1 for j = k and tjsk = 0 for
j 6= k. 
2. Representations on Banach spaces
In this section, we discuss representations of Leavitt and Cohn algebras on
Banach spaces. Much of what we say makes sense for representations on gen-
eral Banach spaces, but some only works for representations on spaces of the
form Lp(X,µ). Some of the constructions work for general algebras, but some
are special to representations of Leavitt and Cohn algebras. Some of what we
do is intended primarily to establish notation and conventions. (For example,
representations are required to be unital, and isomorphisms are required to be
surjective.)
All Banach spaces in this article will be over C.
Notation 2.1. Let E and F be Banach spaces. We denote by L(E,F ) the
Banach space of all bounded linear operators from E to F, and by K(E,F ) ⊂
L(E,F ) the closed subspace of all compact linear operators from E to F. When
E = F, we get the Banach algebra L(E) and the closed ideal K(E) ⊂ L(E).
The following definition summarizes terminology for Banach spaces that we
use. We will need both isometries and isomorphisms of Banach spaces.
Definition 2.2. If E and F are Banach spaces, we say that a ∈ L(E,F ) is
an isomorphism if a is bijective. (By the Open Mapping Theorem, a−1 is also
bounded.) If an isomorphism exists, we say E and F are isomorphic.
We say that a ∈ L(E,F ) is an isometry if ‖aξ‖ = ‖ξ‖ for every ξ ∈ E. (We do
not require that a be surjective.) If there is a surjective isometry from E to F,
we say that E and F are isometrically isomorphic.
If A and B are Banach algebras, we say that a homomorphism ϕ : A→ B is an
isomorphism if it is continuous and bijective. (By the Open Mapping Theorem,
ϕ−1 is also continuous.) If an isomorphism exists, we say A and B are isomorphic.
If in addition ϕ is isometric, we call it an isometric isomorphism. If such a map
exists, we say A and B are isometrically isomorphic.
For emphasis (because some authors do not use this convention): isomorphisms
are required to be surjective.
The following notation for duals is intended to avoid conflict with the notation
for adjoints.
Notation 2.3. Let E be a Banach space. We denote by E ′ its dual Banach
space L(E,C), consisting of all bounded linear functionals on E. If F is another
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CUNTZ ALGEBRAS ON Lp SPACES 9
Banach space and a ∈ L(E,F ), we denote by a′ the element of L(F ′, E ′) defined
by a′(ω)(ξ) = ω(aξ) for ξ ∈ E and ω ∈ F ′.
We will also need some notation for specific spaces.
Notation 2.4. For any set S, we give lp(S) the usual meaning (using counting
measure on S), and we take (as usual) lp = lp(Z>0). For d ∈ Z>0 and p ∈ [1,∞],
we let lpd = l
p
({1, 2, . . . , d}). We further let Mpd = L(lpd) with the usual operator
norm, and we algebraically identify Mpd with the algebra Md of d × d complex
matrices in the standard way.
We warn of a notational conflict. Many articles on Banach spaces use Lp(X,µ)
rather than Lp(X,µ), and use ldp for what we call l
p
d. Our convention is chosen
to avoid conflict with the standard notation for the Leavitt algebra Ld of Defini-
tion 1.1.
For fixed d, the norms on the various Mpd are of course equivalent, but they are
not equal. The following example illustrates this.
Example 2.5. Let d ∈ Z>0. Let η, µ ∈ Cd, and let ωη : Cd → C be the linear
functional ωη(ξ) =
∑d
j=1 ηjξj. Let a ∈ Md be the rank one operator given by
aξ = ωη(ξ)µ. Let p, q ∈ [1,∞] satisfy 1p + 1q = 1, and regard a as an element of
Mpd . Then one can calculate that ‖a‖ = ‖µ‖p‖η‖q.
The following terminology and related observation will be used many times.
Definition 2.6. Let (X,B, µ) be a measure space and let p ∈ [1,∞]. For a
function ξ ∈ Lp(X,µ) (or, more generally, any measurable function on X) and
a subset E ⊂ X, we will say that ξ is supported in E if ξ(x) = 0 for almost all
x ∈ X \E. If I is a countable set, and (ξi)i∈I is a family of elements of Lp(X,µ)
or measurable functions on X, we say that the ξi have disjoint supports if there
are disjoint subsets Ei ⊂ X such that ξi is supported in Ei for all i ∈ I.
Remark 2.7. Let (X,B, µ) be a measure space, let p ∈ [1,∞), let I be a count-
able set, and let ξi ∈ Lp(X,µ), for i ∈ I, have disjoint supports. Then∥∥∥∑
i∈I
ξi
∥∥∥p
p
=
∑
i∈I
‖ξi‖pp.
Definition 2.8. Let A be any unital complex algebra. Let E be a nonzero
Banach space. A representation of A on E is a unital algebra homomorphism
from A to L(E).
We do not say anything about continuity. We will mostly be interested in rep-
resentations of Ld, Cd, and L∞, for which we do not use a topology on the algebra,
or of Md, for which all representations are continuous by finite dimensionality.
Remark 2.9. The well known representations of Ld, Cd, and L∞ are those on a
Hilbert space H. Choose any d isometries w1, w2, . . . , wd ∈ L(H) (or, for the case
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10 N. CHRISTOPHER PHILLIPS
of L∞, isometries w1, w2, . . . ∈ L(H)) with orthogonal ranges. Then we obtain
a representation ρ : Cd → L(H) or ρ : L∞ → L(H) by setting ρ(sj) = wj and
ρ(tj) = w
∗
j for all j. If d <∞ and
∑d
j=1wjw
∗
j = 1, we get a representation of Ld.
These representations are even *-representations: making A a *-algebra as in
Lemma 1.6(1), we have ρ(a∗) = ρ(a)∗ for all a ∈ A.
The closures ρ(A) do not depend on the choice of ρ (in case A = Cd, provided
ρ
(
1−∑dj=1 sjs∗j) 6= 0), and are the usual Cuntz algebra Od when A = Ld
(including the case d =∞), and the extended Cuntz algebras Ed when A = Cd.
See Theorem 1.12 of [9] for Ld and L∞, and see Lemma 3.1 of [10] for Cd.
Further examples of representations of Ld, Cd, and L∞ will be given in Sec-
tion 3.
Representations of Ld, Cd, and L∞ have a kind of rigidity property. It is
stronger for Ld than for the others: a representation is determined by the images
of the sj or by the images of the tj.
Lemma 2.10. Let A be any of Ld (Definition 1.1), Cd (Definition 1.2), or L∞
(Definition 1.3). Let B be a unital algebra over C, and let ϕ, ψ : Ld → B be
unital homomorphisms such that for all j we have ϕ(sj) = ψ(sj) and ϕ(sjtj) =
ψ(sjtj). Then ϕ = ψ. The same conclusion holds if we replace ϕ(sj) = ψ(sj) with
ϕ(tj) = ψ(tj).
Proof. Assume ϕ(sj) = ψ(sj) for all j. Using the relations tjsjtj = tj at the first
step and ϕ(tj)ϕ(sj) = 1 at the last step, we calculate:
ϕ(tj) = ϕ(tj)ϕ(sjtj)
= ϕ(tj)ψ(sjtj) = ϕ(tj)ψ(sj)ψ(tj) = ϕ(tj)ϕ(sj)ψ(tj) = ψ(tj).
The first statement follows. If instead ϕ(tj) = ψ(tj) for all j, similar reasoning
(using sjtjsj = sj) gives
ϕ(sj) = ϕ(sjtj)ϕ(sj)
= ψ(sjtj)ϕ(sj) = ψ(sj)ψ(tj)ϕ(sj) = ψ(sj)ϕ(tj)ϕ(sj) = ψ(sj).
This completes the proof. 
Lemma 2.11. Let d ∈ {2, 3, 4, . . .}, let B be a unital algebra over C, and
let ϕ, ψ : Ld → B be unital homomorphisms such that ϕ(sj) = ψ(sj) for j ∈
{1, 2, . . . , d}. Then ϕ = ψ. The same conclusion holds if we replace ϕ(sj) = ψ(sj)
with ϕ(tj) = ψ(tj).
Proof. For j ∈ {1, 2, . . . , d}, define idempotents ej, fj ∈ B by ej = ϕ(sjtj) and
fj = ψ(sjtj). By Lemma 2.10, it suffices to show that ej = fj for all j.
First assume that ϕ(sj) = ψ(sj) for all j. Using this statement at the first and
third steps, tjsk = 0 for j 6= k at the second step, and
∑d
k=1 ek = 1 at the last
C
R
M
P
re
p
ri
nt
S
er
ie
s
nu
m
b
er
10
81
CUNTZ ALGEBRAS ON Lp SPACES 11
step, we have
(2.1) fjej = ψ(sjtjsj)ϕ(tj) =
d∑
k=1
ψ(sjtjsk)ϕ(tk) =
d∑
k=1
fjek = fj.
If now j 6= k, then
fkej = fkekej = 0.
This equation, together with
∑d
k=1 fk = 1, gives
(2.2) ej =
d∑
k=1
fkej = fjej.
The proof is completed by combining (2.1) and (2.2).
Now assume that ϕ(tj) = ψ(tj) for all j. With similar justifications, we get
fjej = ψ(sj)ϕ(tjsjtj) =
d∑
k=1
ψ(sk)ϕ(tksjtj) =
d∑
k=1
fkej = ej.
So for j 6= k we have fjek = fjfkek = 0. Combining these results gives fj =∑d
k=1 fjek = fjej, whence ej = fj. 
The analog of Lemma 2.11 for L∞ and Cd is false. See Example 3.5.
The following definition gives several natural conditions to ask of a representa-
tion of Ld, Cd, or L∞ on a Banach space E. The condition in (3) is motivated by
the following property of a *-representation ρ of Ld or Cd on a Hilbert space H
(as in Remark 2.9): for λ1, λ2, . . . , λd ∈ C and ξ ∈ H, we have
(2.3)
∥∥∥ρ(∑d
j=1
λjsj
)
ξ
∥∥∥ = ‖(λ1, λ2, . . . , λd)‖2‖ξ‖.
In Definition 7.4 and Definition 7.6, we will see further conditions on representa-
tions which are natural when E = Lp(X,µ).
Definition 2.12. Let A be any of Ld (Definition 1.1), Cd (Definition 1.2) or L∞
(Definition 1.3). Let E be a nonzero Banach space, and let ρ : A → L(E) be a
representation.
(1) We say that ρ is contractive on generators if for every j, we have ‖ρ(sj)‖ ≤
1 and ‖ρ(tj)‖ ≤ 1.
(2) We say that ρ is forward isometric if ρ(sj) is an isometry for every j.
(3) We say that ρ is strongly forward isometric if ρ is forward isometric and
(following Definition 1.13) for every λ ∈ Cd, the element ρ(sλ) is a scalar
multiple of an isometry.
Remark 2.13. A representation which is contractive on generators is clearly
forward isometric.
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12 N. CHRISTOPHER PHILLIPS
A representation of Ld which is contractive on generators need not be strongly
forward isometric. See Example 3.11 below. We will see in Example 3.5 below
that a strongly forward isometric representation of L∞ need not be contractive
on generators. We do not know whether this can happen for Ld with d finite.
We now describe several ways to make new representations from old ones. The
first two (direct sums and tensoring with the identity on some other Banach space)
work for representations of general algebras. They also work for more general
choices of norms on the direct sum and tensor product than we consider here.
For simplicity, we restrict to specific choices which are suitable for representations
on spaces of the form Lp(X,µ).
Lemma 2.14. Let A be a unital complex algebra, and let p ∈ [1,∞]. Let n ∈
Z>0, and for l = 1, 2, . . . , n let (Xl,Bl, µl) be a σ-finite measure space and let
ρl : A→ L(Lp(Xl, µl)) be a representation. Equip E =
⊕n
l=1 L
p(Xl, µl) with the
norm
‖(ξ1, ξ2, . . . , ξn)‖ =
(∑n
l=1
‖ξl‖pp
)1/p
.
Then there is a unique representation ρ : A→ L(E) such that
ρ(a)(ξ1, ξ2, . . . , ξn) =
(
ρ1(a)ξ1, ρ2(a)ξ2, . . . , ρn(a)ξn
)
for a ∈ Ld and ξl ∈ Lp(Xl, µl) for l = 1, 2, . . . , n. If A is any of Ld, Cd, or L∞,
and each ρl is contractive on generators or forward isometric, then so is ρ.
Proof. This is immediate. 
Remark 2.15. The norm used in Lemma 2.14 identifies E with Lp (
∐n
l=1 Xl) ,
using the obvious measure. We write this space as
Lp(X1, µ1)⊕p Lp(X2, µ2)⊕p · · · ⊕p Lp(Xn, µn).
We write the representation ρ as
ρ = ρ1 ⊕p ρ2 ⊕p · · · ⊕p ρn,
and call it the p-direct sum of ρ1, ρ2, . . . , ρn.
Example 3.11 below shows that if ρ1, ρ2, . . . , ρn are strongly forward isometric,
it does not follow that ρ is strongly forward isometric.
One can form a p-direct sum
⊕
i∈I ρi over an infinite index set I provided
supi∈I ‖ρi(a)‖ <∞ for all a ∈ A.
We now consider tensoring with the identity on some other Banach space. This
requires the theory of tensor products of Banach spaces and of operators on them.
We will consider only a very special case.
Fix p ∈ [1,∞). We need a tensor product, defined on pairs of Banach spaces
both of the form Lp(X,µ) for σ-finite measures µ, for which one has a canonical
isometric identification
Lp(X,µ)⊗ Lp(Y, ν) = Lp(X × Y, µ× ν).
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CUNTZ ALGEBRAS ON Lp SPACES 13
(One can’t reasonably expect something like this for p =∞.) The tensor product
Lp(X,µ)⊗˜∆pLp(Y, ν)
described in Chapter 7 of [12] will serve our purpose. To simplify the notation,
we simply write Lp(X,µ)⊗p Lp(Y, ν).
We note that there is a more general construction, the M -norm of [7], defined
before (4) on page 3 of [7]. This norm is defined for the tensor product of a
Banach lattice (this includes all spaces Lp(X,µ) for all p) and a Banach space.
Theorem 3.2(1) of [7] shows that whenever p ∈ [1,∞) and (X,B, µ) is a finite
measure space, then the completion of E⊗algLp(X,µ) in this norm is isometrically
isomorphic to the space of Lp functions on X with values in E. In particular,
regardless of the value of p, this norm gives the properties in Theorem 2.16.
Theorem 2.16. Let (X,B, µ) and (Y, C, ν) be σ-finite measure spaces. Let p ∈
[1,∞). Write Lp(X,µ)⊗pLp(Y, ν) for the Banach space completed tensor product
Lp(X,µ)⊗˜∆pLp(Y, ν) defined in 7.1 of [12]. Then there is a unique isometric
isomorphism
Lp(X,µ)⊗p Lp(Y, ν) ∼= Lp(X × Y, µ× ν)
which identifies, for every ξ ∈ Lp(X,µ) and η ∈ Lp(Y, ν), the element ξ ⊗ η with
the function (x, y) 7→ ξ(x)η(y) on X × Y. Moreover:
(1) Under the identification above, the linear span of all ξ⊗η, for ξ ∈ Lp(X,µ)
and η ∈ Lp(Y, ν), is dense in Lp(X × Y, µ× ν).
(2) ‖ξ ⊗ η‖p = ‖ξ‖p‖η‖p for all ξ ∈ Lp(X,µ) and η ∈ Lp(Y, ν).
(3) The tensor product ⊗p is commutative and associative.
(4) Let
(X1,B1, µ1), (X2,B2, µ2), (Y1, C1, ν1), and (Y2, C2, ν2)
be σ-finite measure spaces. Let
a ∈ L(Lp(X1, µ1), Lp(X2, µ2)) and b ∈ L(Lp(Y1, ν1), Lp(Y2, ν2)).
Then there exists a unique
c ∈ L(Lp(X1 × Y1, µ1 × ν1), Lp(X2 × Y2, µ2 × ν2))
such that, making the identification above, c(ξ ⊗ η) = aξ ⊗ bη for all
ξ ∈ Lp(X1, µ1) and η ∈ Lp(Y1, ν1). We call this operator a⊗ b.
(5) The operator a⊗ b of (4) satisfies ‖a⊗ b‖ = ‖a‖ · ‖b‖.
(6) The tensor product of operators defined in (4) is associative, bilinear, and
satisfies (when the domains are appropriate) (a1⊗b1)(a2⊗b2) = a1a2⊗b1b2.
Proof. The identification of Lp(X,µ)⊗˜∆pLp(Y, ν) is in 7.2 of [12]. Part (1) is part
of the definition of a tensor product of Banach spaces. Part (2) is in 7.1 of [12].
Part (3) follows from the corresponding properties of products of measure spaces.
Parts (4) and (5) are a special case of 7.9 of [12], or of Theorem 1.1 of [14]. Part (6)
follows from part (4) and part (1) by examining what happens on elements of the
form ξ ⊗ η. 
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14 N. CHRISTOPHER PHILLIPS
In fact, the statements about tensor products of operators in Theorem 2.16(4)
and Theorem 2.16(5) are valid in considerably greater generality; see, for example,
Theorem 1.1 of [14]. We need a slightly more general statement in the proof of
the following lemma.
Lemma 2.17. Let A be a unital complex algebra, let p ∈ [1,∞), let (X,B, µ)
and (Y, C, ν) be σ-finite measure spaces, and let ρ : A→ L(Lp(X,µ)) be a repre-
sentation. Then there is a unique representation ρ⊗p 1: A→ Lp(X × Y, µ× ν)
such that, following Theorem 2.16(4), we have (ρ⊗p1)(a) = ρ(a)⊗1 for all a ∈ A.
This representation satisfies ‖(ρ ⊗p 1)(a)‖ = ‖ρ(a)‖ for all a ∈ A. If A is any of
Ld, Cd, or L∞, and ρ is any of contractive on generators, forward isometric, or
strongly forward isometric, then so is ρ⊗p 1.
Proof. Existence of ρ⊗p 1 and ‖(ρ⊗p 1)(a)‖ = ‖ρ(a)‖ follow from parts (4), (5),
and (6) of Theorem 2.16. If A is one of Ld, Cd, or L∞ and ρ is contractive on
generators, then the norm equation implies that ρ ⊗p 1 is also contractive on
generators.
To prove that ρ⊗p1 is forward isometric or strongly forward isometric when ρ is,
it suffices to prove that if s ∈ L(Lp(X,µ)) is isometric (not necessarily surjective),
then so is s ⊗ 1 ∈ L(Lp(X × Y, µ × ν)). Let E ⊂ Lp(X,µ) be the range of s.
Let t : E → Lp(X,µ) be the inverse of the corestriction of s. Then ‖t‖ = 1. Let
F ⊂ Lp(X × Y, µ × ν) be the closed linear span of all ξ ⊗ η with ξ ∈ E and
η ∈ Lp(Y, ν). Then Theorem 1.1 of [14] implies that t⊗1: F → Lp(X×Y, µ× ν)
is defined and satisfies ‖t⊗ 1‖ = 1. Since ‖s⊗ 1‖ = 1 and (t⊗ 1)(s⊗ 1) = 1, this
implies that s⊗ 1 is isometric. 
In the proof of Lemma 2.17, we could also have used Lamperti’s Theorem
(Theorem 6.9 below) instead of Theorem 1.1 of [14] to show that ‖t⊗ 1‖ = 1.
Finally, we present constructions of new representations that are special to the
kinds of algebras we consider. They will play important technical roles.
Lemma 2.18. Let d ∈ {2, 3, 4, . . .}, let E be a nonzero Banach space, and let
ρ : Ld → L(E) be a representation. Let u ∈ L(E) be invertible. Then there is a
unique representation ρu : Ld → L(E) such that for j = 1, 2, . . . , d we have
ρu(sj) = uρ(sj) and ρ
u(tj) = ρ(tj)u
−1.
Assume further that u is isometric. If ρ is contractive on generators, forward
isometric, or strongly forward isometric (Definition 2.12), then so is ρu.
Proof. For the first part, we check the relations (1.1), (1.2), and (1.3) in Defini-
tion 1.1. For j ∈ {1, 2, . . . , d} we have
[ρ(tj)u
−1][uρ(sj)] = ρ(tj)ρ(sj) = 1,
for distinct j, k ∈ {1, 2, . . . , d} we have
[ρ(tj)u
−1][uρ(sk)] = ρ(tj)ρ(sk) = 0,
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CUNTZ ALGEBRAS ON Lp SPACES 15
and we have
d∑
j=1
[uρ(sj)][ρ(tj)u
−1] = u
(∑d
j=1
sjtj
)
u−1 = u · 1 · u−1 = 1.
The second part follows directly from the definitions of the conditions on the
representation. 
For representations of Cd and L∞, we only need one sided invertibility.
Lemma 2.19. Let d ∈ {2, 3, 4, . . .}, let E be a nonzero Banach space, and let
ρ : Cd → L(E) be a representation. Let u, v ∈ L(E) satisfy vu = 1. Then there
is a unique representation ρu,v : Cd → L(E) such that for j = 1, 2, . . . , d we have
ρu,v(sj) = uρ(sj) and ρ
u,v(tj) = ρ(tj)v.
If u is an isometry and ρ is forward isometric or strongly forward isometric, then
so is ρu,v. If ‖u‖, ‖v‖ ≤ 1 and ρ is contractive on generators, then so is ρu,v.
Proof. The proof is essentially the same as that of Lemma 2.18, using the relations
(1.1) and (1.2) in Definition 1.1 (see Definition 1.2). Since no relation involves
sjtj, we do not need to have uv = 1. 
Lemma 2.20. Let ρ : L∞ → L(E) be a representation. Let u, v ∈ L(E) satisfy
vu = 1. Then there is a unique representation ρu,v : L∞ → L(E) such that for
j = 1, 2, . . . we have
ρu,v(sj) = uρ(sj) and ρ
u,v(tj) = ρ(tj)v.
If u is an isometry and ρ is forward isometric or strongly forward isometric, then
so is ρu,v. If ‖u‖, ‖v‖ ≤ 1 and ρ is contractive on generators, then so is ρu,v.
Proof. The proof is the same as that of Lemma 2.19, using the relations (1.4) and
(1.5) in Definition 1.3. 
Examples 3.4 and 3.5 illustrate this construction.
Lemma 2.21. Let A be any of Ld (Definition 1.1), Cd (Definition 1.2), or L∞
(Definition 1.3). Let E be a nonzero Banach space, and let ρ : A → L(E) be a
representation. Using Notation 2.3 and the notation of Lemma 1.6(2), define a
function ρ′ : A→ L(E ′) by ρ′(a) = ρ(a′)′. Then ρ′ is a representation of A, called
the dual of ρ.
Proof. This follows from Lemma 1.6(2). 
3. Examples of representations
In this section, we give a number of examples of representations of Leavitt alge-
bras on Banach spaces. These examples illustrate some of the possible behavior
of representations. We begin with basic examples of representations on lp.
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16 N. CHRISTOPHER PHILLIPS
Example 3.1. Fix p ∈ [1,∞]. We take lp = lp(Z>0). Let d ∈ {2, 3, 4, . . .}. Define
functions f1, f2, . . . , fd : Z>0 → Z>0 by
fd,j(n) = d(n− 1) + j
for n ∈ Z>0. The functions fj are injective and have disjoint ranges whose union
is Z>0. For j = 1, 2, . . . , d, define vd,j, wd,j ∈ L(lp) by, for ξ =
(
ξ(1), ξ(2), . . .
) ∈ lp
and n ∈ Z>0,
(vd,jξ)(n) =
{
ξ
(
f−1d,j (n)
)
n ∈ ran(fd,j)
0 n 6∈ ran(fd,j)
and
(wd,jξ)(n) = ξ(fd,j(n)).
Then vd,j is isometric, wd,j is contractive, and there is a unique representation
ρ : Ld → L(lp) such that
ρ(sj) = vd,j and ρ(tj) = wd,j
for j = 1, 2, . . . , d.
If we let δn ∈ lp be the sequence given by δn(n) = 1 and δn(m) = 0 for m 6= n,
then
vd,jδn = δfd,j(n) and wd,jδn =
{
δf−1d,j (n)
n ∈ ran(fd,j)
0 n 6∈ ran(fd,j)
for all n ∈ Z>0. For p ∈ [1,∞), these formulas determine vd,j, wd,j ∈ L(lp)
uniquely.
The representation ρ is clearly contractive on generators (Definition 2.12(1)).
One can check directly that ρ is strongly forward isometric (Definition 2.12(3)),
with ∥∥∥ρ(∑d
j=1
λjsj
)
ξ
∥∥∥ = ‖(λ1, λ2, . . . , λd)‖p‖ξ‖.
(Or use Lemma 7.7 below.)
Example 3.2. Let the notation be as in Example 3.1. Then there is a unique
representation pi : Cd → L(lp) such that
pi(sj) = vd+1, j and pi(tj) = wd+1, j
for j = 1, 2, . . . , d. Since
∑d
j=1wd+1, jvd+1, j 6= 1, this representation does not
descend to a representation of Ld.
Example 3.3. Let p ∈ [1,∞]. We obtain a representation ρ of L∞ on lp by the
same method as in Example 3.1, taking v∞,j and w∞,j to come from the functions
f∞,j(n) = 2jn− 2j−1
for j, n ∈ Z>0. Again, this representation is contractive on generators and strongly
forward isometric.
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In Example 3.3, the ranges of the ρ(sj) span a dense subspace of l
p, except
when p =∞. The following example shows that this need not be the case.
Example 3.4. Let p ∈ [1,∞]. Let ρ : L∞ → L(lp) be as in Example 3.3. Then
there exists a unique representation pi : L∞ → L(lp) such that for pi(sj) = ρ(sj+1)
and pi(tj) = ρ(tj+1) for all j ∈ Z>0. Like ρ, this representation is contractive on
generators and strongly forward isometric.
This example can be obtained from ρ by the method of Lemma 2.20. Define
u, v ∈ L(lp) by
(uξ)(n) =
{
ξ(n/2) n is even
0 n is odd
and (vξ)(n) = ξ(2n)
for ξ ∈ lp and n ∈ Z>0. Using the notation of Example 3.1, for p 6= ∞ these are
determined by
uδn = δ2n and vδn =
{
δn/2 n is even
0 n is odd.
Then pi = ρu,v.
Let ρ be as in Example 3.3, and let pi be as in Example 3.4. We do not know
whether the Banach algebras ρ(L∞) and pi(L∞) are isometrically isomorphic, or
even whether they are isomorphic.
The representations of Example 3.3 and Example 3.4 are both very strongly
tied to the structure of lp as a space of functions. (They are spatial in the sense
of Definition 7.4(2) below.) The following example is less regular.
Example 3.5. Let p ∈ [1,∞]. Let the notation be as in Example 3.3 and Exam-
ple 3.4. Define y ∈ L(lp) by
(yξ)(n) =
{
ξ(2n) n is even
ξ(2n) + ξ(n) n is odd.
Thus, in the notation of Example 3.1, we have
yδn =
{
δn/2 n is even
δn n is odd.
We have yu = 1, so, using Lemma 2.20, we obtain a representation σ = ρu,y
of L∞.
We have σ(sj) = pi(sj) for all j, but σ(t1) 6= pi(t1). Indeed, pi(t1)(δ1 + δ2) = δ1,
but y(δ1 + δ2) = 2δ1, so σ(t1)(δ1 + δ2) = 2δ1. Thus the analog of Lemma 2.11 for
L∞ is false. By restriction, it also fails for Cd.
The representation σ is strongly forward isometric, since pi is. For p = 1, it
is easy to check that ‖y‖ ≤ 1, from which it follows that σ is contractive on
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generators. Now suppose p 6= 1. We saw above that σ(t1)(δ1 + δ2) = 2δ1. Taking
1
p
= 0 when p =∞, we have
‖σ(t1)(δ1 + δ2)‖ = 2 > 21/p = ‖δ1 + δ2‖.
So σ is not contractive on generators. In particular, a strongly forward isometric
representation of L∞ need not be contractive on generators. We do not know
whether this can happen for representations of Ld when d is finite.
Example 3.6. The restrictions of the representations of Examples 3.3, 3.4, and
3.5 to the standard copy of Cd in L∞ (see Lemma 1.5) are representations of Cd
on lp.
In particular, strongly forward isometric does not imply contractive on gener-
ators for representations of Cd.
Example 3.7. Let ρ : Ld → L(lp) be as in Example 3.1. One immediately checks
that there is a representation σ : Ld → L(lp) such that for j = 1, 2, . . . , d,
σ(sj) =
1
2
ρ(sj) and σ(tj) = 2ρ(tj).
Then σ has the property (part of the definition of being strongly forward isomet-
ric, Definition 2.12(3)) that for every λ ∈ Cd, the element σ(sλ) is a scalar multiple
of an isometry. Moreover, ‖σ(sj)‖ ≤ 1 for j = 1, 2, . . . , d. Also, the values of σ
on sjtj ∈ Ld are the same as for the strongly forward isometric representation ρ.
However, σ is not strongly forward isometric.
The Banach algebras ρ(Ld) and σ(Ld) are isometrically isomorphic–in fact,
they are equal.
Taking u = 11
2
, and following Lemma 2.18, we can write σ = ρu.
Example 3.8. Let ρ : Ld → L(lp) be as in Example 3.1, and let σ : Ld → L(lp)
be as in Example 3.7. Let pi = ρ⊕pσ be as in Remark 2.15. Then ‖pi(sj)‖ = 1 for
j = 1, 2, . . . , d, but pi is not forward isometric and not contractive on generators.
It seems unlikely that the Banach algebras ρ(Ld) and pi(Ld) are isomorphic.
Taking v = diag
(
1, 1
2
)
and using the notation of Lemma 2.18, we can write
pi = (ρ⊕p ρ)v.
Example 3.8 was obtained using Lemma 2.18 with a diagonal scalar matrix. In
the following example, we instead use a nondiagonalizable scalar matrix. We do
not know how the Banach algebras obtained as the closures of the ranges differ.
Example 3.9. Let ρ : Ld → L(lp) be as in Example 3.1. Let ρ ⊕p ρ be as in
Remark 2.15. Set
w =
(
1 1
0 1
)
∈ L(lp ⊕p lp).
Let τ be the representation τ = (ρ⊕p ρ)w of Lemma 2.18. We have
τ(sj) =
(
ρ(sj) ρ(sj)
0 ρ(sj)
)
and τ(tj) =
(
ρ(tj) −ρ(tj)
0 ρ(tj)
)
for j = 1, 2, . . . , d.
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We now turn to a different kind of modification of our basic example, using
automorphisms of Ld rather than Lemma 2.18.
Example 3.10. Let d ∈ {2, 3, 4, . . .} and let p ∈ [1,∞]. Set ω = exp(2pii/d).
Let q be the conjugate exponent, that is, 1
p
+ 1
q
= 1. For k = 1, 2, . . . , d, define
elements of Ld by
vk = d
−1/p
d∑
j=1
ωjksj and wk = d
−1/q
d∑
j=1
ω−jktj.
(We take d−1/p = 1 when p = ∞ and d−1/q = 1 when p = 1.) It follows from
Lemma 1.14 that wjvk = 1 for j = k and wjvk = 0 for j 6= k. A computation
shows that
∑d
k=1 vkwk = 1. Therefore there is an endomorphism ϕ : Ld → Ld
such that ϕ(sk) = vk and ϕ(tk) = wk for k = 1, 2, . . . , d. A computation shows
that
sk = d
−1/q
d∑
j=1
ω−jkvj and tk = d−1/p
d∑
j=1
ωjkwj.
Therefore ϕ is bijective.
It follows that whenever ρ is a representation of Ld on a Banach space E, then
ρ ◦ ϕ is also a representation. Moreover, (ρ ◦ ϕ)(Ld) = ρ(Ld).
Now take ρ to be as in Example 3.1. We claim that ρ ◦ ϕ is contractive on
generators and strongly forward isometric. To prove this, it is convenient to
introduce the matrix
u =
(
uj,k
)d
j,k=1
= d−1/p

ω ω2 . . . ωd−1 1
ω2 ω4 . . . ωd−2 1
...
...
. . .
...
...
ωd−1 ωd−2 . . . ω 1
1 1 . . . 1 1
 .
We then have
ϕ(sk) =
d∑
j=1
uj,ksj.
Therefore, for λ = (λ1, λ2, . . . , λd) ∈ Cd, and following Definition 1.13,
ϕ(sλ) =
d∑
k=1
d∑
j=1
λkuj,ksj =
d∑
j=1
(uλ)jsj = suλ.
So, for λ ∈ Cd and ξ ∈ lp, Example 3.1 implies that
‖(ρ ◦ ϕ)(sλ)ξ‖p = ‖uλ‖p‖ξ‖p.
In particular, taking λ = δj, for p 6=∞ we get
‖(ρ ◦ ϕ)(sj)ξ‖p = ‖uδj‖p‖ξ‖p =
(
d−1
∑d
k=1
∣∣ωjk∣∣p)1/p ‖ξ‖p = ‖ξ‖p.
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One also checks that ‖uδj‖p = 1 when p =∞. We conclude that ρ ◦ϕ is strongly
forward isometric.
It remains to prove that ρ ◦ ϕ is contractive on generators. Assume p 6= 1,∞.
Let ξ = (ξ(1), ξ(2), . . .) ∈ lp. Let wd,j be as in Example 3.1. Then
d∑
j=1
‖wd,jξ‖pp =
d∑
j=1
∞∑
n=1
∣∣ξ(d(n− 1) + j)∣∣p = ∞∑
m=1
|ξ(m)|p = ‖ξ‖pp.
Now, for k ∈ {1, 2, . . . , d}, we get, using Ho¨lder’s inequality at the second step
and |ω−jk| = 1 at the third step,
‖(ρ ◦ ϕ)(tk)ξ‖pp = d−p/q
∑∞
m=1
∣∣∣∑d
j=1
ω−jk(wd,jξ)(m)
∣∣∣p
≤ d−p/q
∑∞
m=1
(∑d
j=1
|ω−jk|q
)p/q (∑d
j=1
∣∣(wd,jξ)(m)∣∣p)
= d−p/qdp/q
d∑
j=1
‖wd,jξ‖pp = ‖ξ‖pp.
Thus ρ is contractive on generators. Easier calculations show that ρ is contractive
on generators when p = 1 and p =∞ as well.
For p ∈ [1,∞)\{2}, we claim that, unlike the representation ρ of Example 3.18,
we have in general ‖(ρ ◦ ϕ)(sλ)ξ‖p 6= ‖λ‖p‖ξ‖p. Since we have already seen that
‖(ρ ◦ ϕ)(sλ)ξ‖p = ‖uλ‖p‖ξ‖p, it suffices to find some λ ∈ Cd such that ‖uλ‖p 6=
‖λ‖p.
For an explicit easily checked example, take d = 2, p = 3, and λ = (1, 2). Then
‖λ‖pp = 1 + 2p = 9, uλ = 2−1/3(1, 3), and ‖uλ‖pp = 12(1 + 3p) = 14.
For arbitrary p ∈ [1,∞) \ {2} and arbitrary d, define σ : Mpd → L
(
lpd
)
by
σ(a) = uau−1 for a ∈ Mpd . Let ej,k ∈ Mpd be the usual matrix unit. Then one
checks that σ(e1,1) is not multiplication by any characteristic function. This
violates condition (5) in Theorem 7.2 below. Therefore σ is not isometric. So u
is not isometric.
In the following examples derived from Example 3.10, we exclude p = 2 and
p = ∞. When p = 2, we do not get new behavior for the closure of the image
of Ld. We have not checked what happens when p =∞.
Example 3.11. Let d ∈ {2, 3, 4, . . .} and let p ∈ [1,∞) \ {2}. Let ρ be as in
Example 3.1, and let ϕ and ρ ◦ ϕ be as in Example 3.10. Let pi = ρ ⊕p (ρ ◦ ϕ),
as in Remark 2.15. Then pi is forward isometric and contractive on generators
because ρ and ρ ◦ϕ are. However, for p 6= 2, Example 3.8 and Example 3.1 show
that there is λ ∈ Cd and ξ ∈ lp such that ‖ρ(sλ)ξ‖ 6= ‖(ρ ◦ ϕ)(sλ)ξ‖. Therefore
pi(sλ) is not a scalar multiple of an isometry, so pi is not strongly forward isometric.
We do not know whether the Banach algebras ρ(Ld) and pi(Ld) are isomorphic.
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There are more complicated versions of Example 3.10 which also give repre-
sentations which are strongly forward isometric and contractive on generators.
For example, one might split the generators into families and treat each family
separately in the manner of Example 3.10. We give three special cases which are
easy to write down and which we want for specific purposes.
Example 3.12. Let d = 3, let p ∈ [1,∞) \ {2}, and let ρ be as in Example 3.1
with this choice of d. There is a unique automorphism ψ of L3 such that
ψ(s1) = s1, ψ(s2) = 2
−1/p(s2 + s3), ψ(s3) = 2−1/p(s2 − s3),
and
ψ(t1) = t1, ψ(t2) = 2
−1/q(t2 + t3), ψ(t3) = 2−1/q(t2 − t3).
Then ρ ◦ ψ is strongly forward isometric, with
‖(ρ ◦ ψ)(sλ)ξ‖p =
(|λ1|p + 12 |λ2 + λ3|p + 12 |λ2 − λ3|p)1/p‖ξ‖p,
and contractive on generators. Moreover, σ = ρ ⊕p (ρ ◦ ψ), as in Remark 2.15,
is forward isometric and contractive on generators, but not strongly forward
isometric.
Letting pi be as in Example 3.11 with d = 3, we do not know whether the
Banach algebras σ(L3) and pi(L3) are isomorphic. We do note that pi(L3) has an
isometric automorphism which cyclically permutes the elements pi(sj), but there
is no isometric automorphism of σ(L3) which does this. Possibly there isn’t even
any continuous automorphism of σ(L3) which does this.
Example 3.13. Let p ∈ [1,∞) \ {2}. Let d0, n ∈ {2, 3, . . .}. Set d = nd0. In Ld,
call the standard generators sj,m and tj,m for j = 1, 2, . . . , d0 and m = 1, 2, . . . , n.
By reasoning similar to that of Example 3.10, there is an automorphism α of Ld
such that, for j = 1, 2, . . . , d0 and l = 1, 2, . . . , n, we have
(3.1) α(sk,m) = d
−1/p
d∑
j=1
ωjksj,m and α(tk,m) = d
−1/q
d∑
j=1
ω−jktj,m.
Take ρ to be as in Example 3.1. Then ρ ◦ α is a representation of Ld which is
strongly forward isometric and contractive on generators, and for which one has
(ρ ◦ α)(Ld) = ρ(Ld) but, in general, ‖(ρ ◦ α)(sλ)ξ‖p 6= ‖λ‖p‖ξ‖p.
We presume that ρ ⊕p (ρ ◦ α) is essentially different from both ρ and the
representation ρ⊕p (ρ ◦ ϕ) of Example 3.11. However, we do not have a proof of
anything like this.
Example 3.14. Let the notation be as in Example 3.13. Define a homomorphism
β : Cd0 → Ld by β(sj) = sj,1 and β(tj) = tj,1 for j = 1, 2, . . . , d0. Then ρ ◦ β is
a representation of Cd0 which is strongly forward isometric and contractive on
generators, and for which one has ‖(ρ ◦ β)(sλ)ξ‖p = ‖λ‖p‖ξ‖p for λ ∈ Cd0 and
ξ ∈ lp.
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The next example is the analog of Example 3.13 for L∞.
Example 3.15. Let p ∈ [1,∞) \ {2} and let d0 ∈ {2, 3, . . .}. In L∞, call the
standard generators sj,m and tj,m for j = 1, 2, . . . , d0 and m ∈ Z>0. Then there
is an automorphism α of L∞ defined by the formula (3.1), but now for j =
1, 2, . . . , d0 and m ∈ Z>0.
Take ρ to be as in Example 3.3. Then ρ ◦ α is a representation of L∞ which is
strongly forward isometric and contractive on generators, and for which one has
(ρ ◦ α)(L∞) = ρ(L∞) but, in general, ‖(ρ ◦ α)(sλ)ξ‖p 6= ‖λ‖p‖ξ‖p.
We can then form the direct sum representation pi = ρ ⊕p (ρ ◦ α) as in Re-
mark 2.15. We do not know whether pi(L∞) is isomorphic to ρ(L∞) as a Banach
algebra.
Example 3.16. Let the notation be as in Example 3.15. Define a homomorphism
β from L∞ (with conventionally named generators) to L∞ (with generators named
as in Example 3.15) by β(sj) = sj,1 and β(tj) = tj,1 for j = 1, 2, . . . , d0. Then ρ◦β
is a representation of L∞ which is strongly forward isometric and contractive on
generators, and for which one has ‖(ρ ◦ β)(sλ)ξ‖p = ‖λ‖p‖ξ‖p for λ ∈ C∞ and
ξ ∈ lp. We do not know whether (ρ ◦ β)(L∞) is isomorphic to ρ(L∞) as a Banach
algebra.
Remark 3.17. Example 3.10 is based on the Fourier transform from functions
on Zd to functions on Zd. We have not investigated the possibility of using other
finite abelian groups.
We finish this section with basic examples of representations on Lp([0, 1]).
Example 3.18. Let d ∈ {2, 3, 4, . . .} and let p ∈ [1,∞]. For j = 1, 2, . . . , d, define
a function
gj : [0, 1]→
[
j − 1
d
,
j
d
]
by gj(x) = d
−1(j + x − 1). Then we claim that there is a unique representation
ρ : Ld → L(Lp([0, 1])) such that for j = 1, 2, . . . , d, x ∈ [0, 1], and ξ ∈ Lp([0, 1])
we have (
ρ(sj)ξ
)
(x) =
{
d1/pξ(g−1j (x)) x ∈
[
j−1
d
, j
d
]
0 otherwise
and (
ρ(tj)ξ
)
(x) = d−1/pξ(gj(x)).
The proof of the claim is a straightforward verification that the proposed op-
erators ρ(sj) and ρ(tj) satisfy the defining relations for Ld in Definition 1.1.
It is easy to check that ρ is contractive on generators and is forward isometric.
In fact, ρ is strongly forward isometric. This follows from general theory. (See
Lemma 7.9 below.) But it is also easily checked, using Remark 2.7, that for
λ ∈ Cd and ξ ∈ Lp([0, 1]), we have ‖ρ(sλ)ξ‖p = ‖λ‖p‖ξ‖p.
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Example 3.19. Let p ∈ [1,∞]. We give an example of a representation of L∞ on
Lp([0, 1]). In the following, if p =∞ then expressions with p in the denominator
are taken to be zero.
For j ∈ Z>0, define a function
fj : [0, 1]→
[
1
2j
,
1
2j−1
]
by fj(x) = 2
−j(1 + x). Then we claim that there is a unique representation
ρ : L∞ → L(Lp([0, 1])) such that for j ∈ Z>0, x ∈ [0, 1], and ξ ∈ Lp([0, 1]) we
have (
ρ(sj)ξ
)
(x) =
{
2j/pξ
(
f−1j (x)
)
x ∈ [ 1
2j
, 1
2j−1
]
0 otherwise
and (
ρ(tj)ξ
)
(x) = 2−j/pξ(fj(x)).
The proof of the claim is a straightforward verification that the proposed opera-
tors ρ(sj) and ρ(tj) satisfy the defining relations for L∞ in Definition 1.3.
One can check that ρ is contractive on generators and forward isometric. (We
will see in Lemma 7.9 below that it is in fact strongly forward isometric.)
4. Boolean σ-algebras
In this section and the next, we describe the background for the characteriza-
tion, due to Lamperti, of isometries on Lp(X,µ). Parts of this material can be
found in Section 1 of Chapter X of [13] and in Lamperti’s paper [18], but these
references contain only enough to state and prove the characterization theorem,
not enough to make serious use of it. A somewhat more systematic presentation
can be found in Chapter 15 of [24], especially Section 2, and we use the termi-
nology from there, but we need more than is there, and the form in which it is
presented there makes citation of specific results difficult.
For this section, on abstract Boolean σ-algebras, we follow [16] and just state
the basic results. (However, we use notation more suggestive of unions and
intersections than the notation of [16]: our E ∨ F is E + F there, our E ∧ F
is E · F there, and our E ′ is −E there.)
Definition 4.1 (Definition 1.1 of [16]). A Boolean algebra is a set B with two
commutative associative binary operations
(E,F ) 7→ E ∨ F and (E,F ) 7→ E ∧ F,
a unary operation E 7→ E ′, and distinguished elements 0 and 1, satisfying the
following for all E,F,G ∈ B:
(1) E ∨ (E ∧ F ) = E and E ∧ (E ∨ F ) = E.
(2) E ∧ (F ∨G) = (E ∧ F )∨ (E ∧G) and E ∨ (F ∧G) = (E ∨ F )∧ (E ∨G).
(3) E ∨ E ′ = 1 and E ∧ E ′ = 0.
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Subalgebras and homomorphisms of Boolean algebras have the obvious mean-
ings. (See Definitions 1.7 and 1.3 of [16].)
Example 4.2. The standard example is the power set P(X) of a set X, with
E ∨ F = E ∪ F, E ∧ F = E ∩ F, E ′ = X \ E, 0 = ∅. and 1 = X.
We therefore refer to the operations in a Boolean algebra as union, intersection,
and complementation.
Proofs that the axioms imply the other expected properties can be found in
Section 1.5 of [16]. However, for the purposes of finite algebraic manipulations, it
is easier to rely on the following theorem, which implies that all finite identities
which hold among sets also hold in any Boolean algebra.
Theorem 4.3 (Theorem 2.1 of [16]). Let B be a Boolean algebra. Then there
exists a set X and an isomorphism of B with a Boolean subalgebra of P(X).
Definition 4.4. Let B be a Boolean algebra, and let E,F ∈ B. We define E ≤ F
to mean E ∧ F = E. We say that E and F are disjoint if E ∧ F = 0. We define
the symmetric difference of E and F to be
E 4 F = (E ∧ F ′) ∨ (E ′ ∧ F ).
In P(X), disjointness means that the intersection is empty, E ≤ F means
E ⊂ F, and symmetric difference has its usual meaning. Thus, by Theorem 4.3,
the relation of Definition 4.4 is a partial order on B, in which 0 is the least element
and 1 is the greatest element. In particular, if E ≤ F and F ≤ E, then E = F.
Definition 4.5 (Section 15.2 of [24]). A Boolean σ-algebra is a Boolean algebra B
in which whenever E1, E2, . . . ∈ B, then there is a least element E ∈ B such that
En ≤ E for all n ∈ Z>0.
In Definition 1.28 of [16], a Boolean σ-algebra is called a σ-complete Boolean
algebra. (It is also required that greatest lower bounds of countable collections
exist, but this follows from Definition 4.5 by complementation.)
Definition 4.6. Let B be a Boolean σ-algebra. The element E in Definition 4.6
is denoted
∨∞
n=1 En. We call it the union of the En. We further define
∧∞
n=1En =
(
∨∞
n=1E
′
n)
′
, and call it the intersection of the En.
The operations
∨∞
n=1En and
∧∞
n=1 En behave as expected. (This is not proved
in [24], but is proved in [16].)
Lemma 4.7. Let B be a Boolean σ-algebra.
(1) Let E1, E2, . . . ∈ B. Then( ∞∨
n=1
En
)′
=
∞∧
n=1
E ′n and
( ∞∧
n=1
En
)′
=
∞∨
n=1
E ′n.
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(2) Let E1, E2, . . . , F ∈ B. Then
F ∨
∞∨
n=1
En =
∞∨
n=1
(F ∨ En) and F ∧
∞∨
n=1
En =
∞∨
n=1
(F ∧ En),
and
F ∨
∞∧
n=1
En =
∞∧
n=1
(F ∨ En) and F ∧
∞∧
n=1
En =
∞∧
n=1
(F ∧ En).
(3) Let Em,n ∈ B for m,n ∈ Z>0. Then
∞∨
m=1
∞∨
n=1
Em,n =
∞∨
m=1
∞∨
n=1
En,m and
∞∧
m=1
∞∧
n=1
Em,n =
∞∧
m=1
∞∧
n=1
En,m.
Proof. These statements all follow easily from the various parts of Lemma 1.33
of [16], or from their duals (stated afterwards). 
Example 4.8. Let X be a set. Then a σ-algebra of subsets of X is a Boolean
σ-algebra.
We introduce σ-homomorphisms and σ-ideals. In [16], they are called σ-
complete homomorphisms (Definition 5.1 of [16]) and σ-complete ideals (Defi-
nition 5.19 of [16]).
Definition 4.9. Let B and C be Boolean σ-algebras. A σ-homomorphism from
B to C is a function S : B → C which is a homomorphism of Boolean algebras in
the obvious sense, and moreover such that whenever E1, E2, . . . ∈ B then
S
( ∞∨
n=1
En
)
=
∞∨
n=1
S(En).
Lemma 4.10. The σ-homomorphisms of Definition 4.9 have the following prop-
erties.
(1) The composition of two σ-homomorphisms is a σ-homomorphism.
(2) A σ-homomorphism preserves order and disjointness (as in Definition 4.4).
(3) A σ-homomorphism S is injective if and only if S(E) = 0 implies E = 0.
Proof. The first part is obvious, and the second is easy. The nontrivial direction
of the third part is proved by considering symmetric differences. (See Lemma 5.3
of [16].) 
Definition 4.11. Let B be a Boolean σ-algebra. A σ-ideal in B is a subset
N ⊂ B which is closed under countable unions, such that 0 ∈ N , and such that
whenever E ∈ B and F ∈ N satisfy E ⊂ F, then E ∈ N .
The standard example is as follows.
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Example 4.12. Let X be a set, and let B be a σ-algebra on X. Let µ be a
measure with domain B. Then
N (µ) = {E ∈ B : µ(E) = 0}
is a σ-ideal in B.
Definition 4.13. Let B be a Boolean σ-algebra. If N ⊂ B is a σ-ideal, we define
E ∼ F to mean E 4 F ∈ N . We define B/N to be the quotient set of B by ∼ .
If E ∈ B, we write [E] for its image in B/N .
Lemma 4.14. Let the notation be as in Definition 4.13. Then∼ is an equivalence
relation, the obvious induced operations on B/N are well defined and make B/N
a Boolean σ-algebra, and E 7→ [E] is a surjective σ-homomorphism.
Proof. This is outlined in Section 15.2 of [24], and is contained in Lemma 5.22
of [16] and the remark after its proof. 
We finish this section with a lemma which will be needed later.
Lemma 4.15. Let B be a Boolean σ-algebra, and let N ⊂ B be a σ-ideal.
Suppose E1, E2, . . . ∈ B/N are pairwise disjoint (Definition 4.4). Then there
exist disjoint elements E
(0)
1 , E
(0)
2 , . . . ∈ B such that
[
E
(0)
n
]
= En for all n ∈ Z>0.
Proof. We first show that if E,F ∈ B/N are disjoint, then there exist disjoint
E0, F0 ∈ B such that [E0] = E and F0 = F. Choose any E0 ∈ B such that
[E0] = E and any K ∈ B such that [K] = F. Then [K ∧ E0] = 0, so we can take
F0 = K ∧ E ′0.
Now we prove the statement. For m 6= n choose disjoint elements Sm,n, Tm,n ∈
B such that [Sm,n] = Em and [Tm,n] = En. Then take
E(0)n =
∧
k∈Z>0\{n}
(Sn,k ∧ Tk,n).
This completes the proof. 
5. Measurable set transformations
In this section, we consider measure spaces (X,B, µ) and (Y, C, ν), and a suit-
able σ-homomorphism S : B/N (µ) → C/N (ν). We describe how to use S to
produce maps on measurable functions mod equality almost everywhere and on
measures. The idea is not new; it can be found in [18] and (for functions, under
stronger hypotheses) in Chapter X of [13]. However, we need much more than
can be found in these references.
First, we give some definitions and notation which will be frequently used later.
Definition 5.1. Let (X,B, µ) be a measure space. We denote by L0(X,µ) the
vector space of all complex valued measurable functions on X, mod the functions
which vanish almost everywhere. We follow the usual convention of treating
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elements of L0(X,µ) as functions when convenient. If E ∈ B, we denote by χE
the characteristic function of E, which is a well defined element of L0(X,µ).
Definition 5.2. Let (X,B, µ) be a measure space, and let N (µ) be as in Ex-
ample 4.12. For ξ ∈ L0(X,µ), we define the support of ξ to be the element of
B/N (µ) given as follows. Choose any actual function ξ0 : X → C whose class in
L0(X,µ) is ξ, and set
supp(ξ) =
[{
x ∈ X : ξ0(x) 6= 0
}]
.
Further, for E ∈ B/N (µ), define χE ∈ L0(X,µ) to be the class of χE0 for any
E0 ∈ B with [E0] = E.
Definition 5.2 is a natural kind of strengthening of Definition 2.6.
Remark 5.3. In Definition 5.2, it is easy to check that supp(ξ) and χE are well
defined. Clearly ξ is supported in E, in the sense of Definition 2.6, if and only if
[E] ≥ supp(ξ).
The following definition and constructions based on it are adapted from the
beginning of Section 1 in Chapter X of [13].
Definition 5.4. Let (X,B, µ) and (Y, C, ν) be measure spaces, and
let N (µ) and N (ν) be as in Example 4.12. A measurable set transformation from
(X,B, µ) to (Y, C, ν) is a σ-homomorphism (in the sense of Definition 4.9) S :
B/N (µ)→ C/N (ν). By abuse of notation, we write S : (X,B, µ)→ (Y, C, ν). For
E ∈ B, we also write, by abuse of notation, S(E) for some choice of F ∈ C such
that [F ] = S([E]). Injectivity and surjectivity always refer to properties of the
map S : B/N (µ) → C/N (ν). We denote by ranY (S) the collection of all subsets
F ∈ C such that [F ] = S([E]) for some E ∈ B.
In [13], a set transformation is taken to be a multivalued map from B to C, with
possible values differing only up to a set of measure zero, and which preserves
the appropriate set operations, that is, which defines a σ-homomorphism from
B/N (µ) to C/N (ν). Also, (X,B, µ) = (Y, C, ν), and the map is required to be
measure preserving. In our situation, if S is injective, then at least the type of
transformation in [13] sends sets of nonzero measure to sets of nonzero measure.
At the beginning of Section 3 of [18], what we call an injective σ-homomorphism
is called a regular set isomorphism. The definition specifies a map of sets modulo
null sets, although without formally defining an appropriate domain. It omits
the requirement (implicit above) that S(X) = Y, but this is easily restored by
replacing Y by S(X). We do not use the term “regular set isomorphism” because
such maps need not be surjective, and we need to consider cases in which they
are not. Also, we are more careful with the formalism because we need to use
such maps systematically.
Lemma 5.5. Let the notation be as in Definition 5.4. Then ranY (S) is a sub-σ-
algebra of B.
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Proof. The proof is easy, and is omitted. 
Proposition 5.6. Let (X,B, µ) and (Y, C, ν) be measure spaces. Let
S : (X,B, µ)→ (Y, C, ν)
be a measurable set transformation (Definition 5.4). Then (following the notation
of Definition 5.1) there is a unique linear map S∗ : L0(X,µ)→ L0(Y, ν) such that:
(1) S∗(χE) = χS(E) for all E ∈ B/N (µ).
(2) Whenever (ξn)n∈Z>0 is a sequence of measurable functions on X which
converges pointwise almost everywhere [µ] to ξ, then S∗(ξn) → S∗(ξ)
pointwise almost everywhere [ν].
Moreover:
(3) Let n ∈ Z>0, let f : Cn → C be continuous, and let ξ1, ξ2, . . . , ξn ∈
L0(X,µ). Set η(x) = f
(
ξ1(x), ξ2(x), . . . , ξn(x)
)
for x ∈ X. Then
S∗(η)(y) = f
(
S∗(ξ1)(y), S∗(ξ2)(y), . . . , S∗(ξn)(y)
)
for almost all y ∈ Y. (In particular, S∗ preserves products and preserves
arbitrary positive powers of the absolute value of a function.)
(4) The range of S∗ is L0
(
Y, ν|ran(S)
)
.
(5) S∗ is injective if and only if S is injective.
(6) If ξ ∈ L0(X,µ) and B ⊂ C is a Borel set, then S([ξ−1(B)])=[S∗(ξ)−1(B)].
(7) Let (Z,D, λ) be another measure space, and let T be a measurable set
transformation from (Y, C, ν) to (Z,D, λ). Then (T ◦ S)∗ = T∗ ◦ S∗.
For the proof, we use the following well known lemma.
Lemma 5.7. Let (X,B, µ) be a measure space, and let (Eα)α∈Q be a family of
measurable sets such that Eα ⊂ Eβ whenever α ≤ β, and such that⋂
α∈Q
Eα = ∅ and
⋃
α∈Q
Eα = X.
Then there exists a unique measurable function ξ : X → R such that for all α ∈ Q
we have
{x ∈ X : ξ(x) < α} ⊂ Eα ⊂ {x ∈ X : ξ(x) ≤ α}.
Moreover, for α ∈ R we have
{x ∈ X : ξ(x) < α} =
⋃
β∈Q∩(−∞,α)
Eβ
and
{x ∈ X : ξ(x) > α} =
⋃
β∈Q∩(α,∞)
(X \ Eβ).
Proof. The first part of the statement is Lemma 9 in Chapter 11 of [24]. The last
two equations follow easily. 
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Proof of Proposition 5.6. We prove uniqueness. Let T1, T2 : L
0(X,µ) → L0(Y, ν)
be linear and satisfy (1) and (2). It follows from linearity and (1) that whenever
ξ ∈ L0(X,µ) is a simple function, we have T1(ξ) = T2(ξ) almost everywhere [ν].
Since every measurable function is a pointwise limit of simple functions, this
conclusion in fact holds for all ξ ∈ L0(X,µ).
We now prove existence. We follow the construction on page 454 of [13], which
is done under stronger hypotheses. The verification of linearity will be done as a
special case of (3).
First let ξ ∈ L0(X,µ) be real valued. For α ∈ Q define
(5.1) Eα = {x ∈ X : ξ(x) < α}.
Then the sets Eα satisfy the hypotheses of Lemma 5.7. For each α ∈ Q, choose
a set F
(0)
α ∈ C such that
(5.2)
[
F (0)α
]
= S([Eα]).
Set
(5.3) D0 =
( ⋃
α<β
F
(0)
β ∩
(
Y \ F (0)α
)) ∪ (⋂
α
F (0)α
)
∪
(
Y \
⋃
α
F (0)α
)
.
Then ν(D0) = 0 and the sets F
(0)
α ∩ (Y \D0) ⊂ Y satisfy the the hypotheses of
Lemma 5.7 with
(
Y \D0, C|Y \D0 , ν|Y \D0
)
in place of (X,B, µ).
Choose any set D ∈ C such that D0 ⊂ D and ν(D) = 0. For α ∈ Q define
(5.4) Fα =
{
F
(0)
α ∪D α > 0
F
(0)
α ∩ (Y \D) α ≤ 0.
Then the sets Fα ⊂ Y satisfy the the hypotheses of Lemma 5.7 with (Y, C, ν) in
place of (X,B, µ). So Lemma 5.7 provides a measurable function η : Y → R such
that for all α ∈ Q, we have
(5.5)
{
y ∈ Y : η(y) < α} ⊂ Fα ⊂ {y ∈ Y : η(y) ≤ α}.
We define S∗(ξ) = η.
We claim that, up to equality almost everywhere [ν], the function η does not
depend on the choices made in its construction. First, if we replace D with D˜, and
call the new function η˜, then η˜ = η off D ∪ D˜, and ν(D ∪ D˜) = 0. Now suppose
that F
(0)
α is replaced by some other set F˜
(0)
α ∈ C such that
[
F˜
(0)
α
]
= S([Eα]).
Then ν
(
F
(0)
α 4 F˜ (0)α
)
= 0 for all α ∈ Q. Let D0 be as in (5.3), and define D˜0
analogously, using F˜
(0)
α in place of F
(0)
α . Let η and η˜ be the functions resulting
from our construction, with the choice
D = D˜ = D0 ∪ D˜0 ∪
⋃
α∈Q
(
F (0)α 4 F˜ (0)α
)
.
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We have
F (0)α ∩ (Y \D) = F˜ (0)α ∩ (Y \D)
for all α ∈ Q, so also
F (0)α ∪D = F˜ (0)α ∪D
for all α ∈ Q. It follows that η = η˜. This completes the proof of the claim.
We next claim that if ξ =
∑n
k=1 γkχBk , with B1, B2, . . . , Bn ∈ B, then (using
the abuse of notation from Definition 5.4) we have
S∗(ξ) =
n∑
k=1
γkχS(Bk).
To prove this, first suppose that B1, B2, . . . , Bn are disjoint. Using Lemma 4.15,
choose disjoint sets C1, C2, . . . , Cn ∈ C such that [Ck] = S([Bk]) for k = 1, 2, . . . , n.
For α ∈ Q choose F (0)α = ⋃γk<αCk. Then the set D0 in the construction of η is
empty. Taking D = ∅ gives
S∗(ξ) =
n∑
k=1
γkχCk ,
as desired. The general case is easily reduced to the disjoint case by using instead
of the sets Bk all possible nonempty intersections E1 ∩E2 ∩ · · · ∩En in which Ek
is either Bk or X \Bk. This proves the claim.
It follows immediately that (3) holds when ξ1, ξ2, . . . , ξn are real simple func-
tions and f is a continuous function from Rn to R.
We now prove (2). Let (ξn)n∈Z>0 be a sequence of real measurable functions
on X, and suppose that ξn(x)→ ξ(x) almost everywhere [µ]. Changing the ξn and
ξ on a set of measure zero, we may assume that ξn(x)→ ξ(x) for all x ∈ X. For
n ∈ Z>0 and α ∈ Q, let En,α, F (0)n,α, and D(0)n be the sets of (5.1), (5.2), and (5.3)
for the construction of S∗(ξn), and let Eα, F
(0)
α , and D0 be the corresponding sets
for ξ. Let α, β ∈ Q satisfy α > β. Since ξ(x) < α implies lim supn→∞ ξn(x) < α
and ξ(x) ≥ α implies lim infn→∞ ξn(x) > β, we get
Eα ⊂
∞⋃
n=1
∞⋂
m=n
Em,α and X \ Eα ⊂
∞⋃
n=1
∞⋂
m=n
(X \ Em,β).
Set
Bα = F
(0)
α ∩
(
Y \
∞⋃
n=1
∞⋂
m=n
F (0)m,α
)
and
Cα,β =
(
Y \ F (0)α
) ∩(Y \ ∞⋃
n=1
∞⋂
m=n
(
Y \ F (0)m,β
))
.
Since S is a σ-homomorphism, ν(Bα) = 0 and ν(Cα,β) = 0.
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Set
D = D0 ∪
( ∞⋃
n=1
D(0)n
)
∪
(⋃
α∈Q
Bα
)
∪
(⋃
α>β
Cα,β
)
.
Then ν(D) = 0. Using this choice of D, define sets Fn,α as in (5.4) for ξn and Fα
for ξ, and let ηn and η be the representatives the construction gives for S∗(ξn)
and S∗(ξ).
Let y ∈ Y \D. We claim that ηn(y)→ η(y). This will complete the proof of (2)
for real functions.
To prove the claim, let ε > 0, and choose α, β ∈ Q such that
η(y)− ε < β < η(y) < α < η(y) + ε.
Then y ∈ Fα by (5.5). Since y 6∈ Bα, we have
y ∈
∞⋃
n=1
∞⋂
m=n
Fm,α,
so (5.5) for ηn implies that there is n1 ∈ Z>0 such that for all m ≥ n1 we have
ηm(y) ≤ α. Then also ηm(y) < η(y) + ε. Furthermore, (5.5) implies y 6∈ Fβ, and
y 6∈ Cα,β, so
y ∈
∞⋃
n=1
∞⋂
m=n
(Y \ Fm,β).
Using (5.5) for ηn, we get n2 ∈ Z>0 such that for all m ≥ n2 we have ηm(y) ≥
β > η(y)− ε. We have thus shown that ηn(y)→ η(y), as desired.
It now follows that (3) holds whenever ξ1, ξ2, . . . , ξn are real measurable func-
tions and f is a continuous function from Rn to R, because ξ1, ξ2, . . . , ξn are
pointwise limits of real simple functions.
We define S∗ on complex functions ξ by S∗(ξ) = S∗(Re(ξ)) + iS∗(Im(ξ)). It
is easy to check that S∗ satisfies (1) and (2). For (3), first let f : Cn → R be
continuous. Define g : R2n → R by
g(s1, t1, s2, t2, . . . , sn, tn) = f(s1 + it1, s2 + it2, . . . , sn + itn)
for s1, t1, s2, t2, . . . , sn, tn ∈ R. Set η(x) = f
(
ξ1(x), ξ2(x), . . . , ξn(x)
)
for x ∈ X.
Then one checks that
S∗(η)(y) = g
(
S∗(Re(ξ1))(y), S∗(Im(ξ1))(y),
. . . , S∗(Re(ξn))(y), S∗(Im(ξn))(y)
)
= f
(
S∗(ξ1)(y), S∗(ξ2)(y), . . . , S∗(ξn)(y)
)
for y ∈ Y, as desired. The extension to continuous functions f : Cn → C is now
easy.
We now prove (4). It suffices to show that a real valued measurable function
λ ∈ L0(Y, ν|ran(S)) is in the range of S∗. For α ∈ Q, define
Gα = {y ∈ Y : λ(y) < α} ∈ ran(S).
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Choose E
(0)
α ∈ B such that S
([
E
(0)
α
])
= [Gα]. Define
D =
(
X \
⋃
α∈Q
E(0)α
)
∪
(⋂
α∈Q
E(0)α
)
,
and set
Eα =
{
D ∪⋃β<αE(0)β α > 0
(X \D) ∩⋃β<αE(0)β α ≤ 0.
These sets satisfy the hypotheses of Lemma 5.7. Let ξ be the function obtained
from Lemma 5.7. One easily checks that Eα =
⋃
β<αEβ for all α ∈ Q, so the
second part of Lemma 5.7 implies that Eα = {x ∈ X : ξ(x) < α} for all α ∈ Q.
Since S is a σ-homomorphism and Gα =
⋃
β<αGβ for all α ≤ β, one easily
checks that S([Eα]) = [Gα] for all α ∈ Q. In the construction of S(ξ) at the
beginning of the proof, we may therefore take F
(0)
α = Gα for all α ∈ Q, giving
D0 = ∅, and then we may take D = ∅. Thus Fα = Gα for all α ∈ Q. So η = S∗(ξ)
satisfies (5.5) for all α ∈ Q. Such a function is unique by Lemma 5.7, and λ is
such a function, so S∗(ξ) = λ. This completes the proof of (4).
We next prove (6). Suppose first that ξ is real valued. For α ∈ Q, let
Eα = {x ∈ X : ξ(x) < α}
(as in (5.1)). Choose Gα ⊂ Y such that [Gα] = S([Eα]) (as in (5.2), where the
set is called F
(0)
α ). Set
H =
(
Y \
⋃
α∈Q
Gα
)
∪
(⋂
α∈Q
Gα
)
,
and set
F (0)α =
{
H ∪⋃β<αGβ α > 0
(Y \H) ∩⋃β<αGβ α ≤ 0.
Since Eα =
⋃
β<αEβ for all α ∈ Q and S is a σ-homomorphism, we have
[
F
(0)
α
]
=
S([Eα]) for all α ∈ Q. Therefore we may use the sets F (0)α in the construction of
S∗(ξ). This gives D0 = ∅. Take D = ∅. So Fα = F (0)α . One easily checks that
F
(0)
α =
⋃
β<α F
(0)
β for all α ∈ Q. The second part of Lemma 5.7 therefore implies
that Fα = {y ∈ Y : S∗(ξ)(y) < α} for all α ∈ Q. We have verified that
S
([{x ∈ X : ξ(x) < α}]) = [{y ∈ Y : S∗(ξ)(y) < α}]
for all α ∈ Q. Since the collection {(−∞, α) : α ∈ Q} generates the Borel σ-
algebra and S is a σ-homomorphism, we have (6) for real valued ξ and all Borel
subsets of R.
By considering real and imaginary parts separately, one sees that (6) holds for
complex ξ whenever B is the product of two Borel subsets of R. Such products
generate the Borel subsets of C, so (6) holds for arbitrary B.
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For (5), first suppose that S is not injective. Then there is E ∈ B such that
µ(E) 6= 0 but S([E]) = [∅]. So χE 6= 0 but S∗(χE) = 0.
On the other hand, suppose S∗ is not injective. Then there is a nonzero ξ ∈
L0(X,µ) such that S∗(ξ) = 0. By considering the positive or negative part of the
real or imaginary part of ξ, we may assume that ξ is nonnegative. Since ξ 6= 0,
there is ε > 0 such that the set E = {x ∈ X : ξ(x) > ε} satisfies µ(E) 6= 0. Using
part (6) at the first step, we get
[S(E)] =
[{y ∈ Y : S∗(ξ) > ε}] = [∅].
Therefore S is not injective.
Part (7) follows from uniqueness, since T∗ ◦S∗ and (T ◦S)∗ are both linear and
satisfy (1) and (2). 
Corollary 5.8. Let the notation be as in Proposition 5.6, and assume in addition
that µ and ν are σ-finite. Then the following are equivalent:
(1) S is surjective.
(2) S∗ : L0(X,µ)→ L0(Y, ν) is surjective.
(3) The range S∗
(
L0(X,µ)
)
contains χF for every F ∈ C such that ν(F ) <∞.
(4) For every F ∈ C there are disjoint sets E1, E2, . . . ∈ B with finite measure
such that, with E =
⋃∞
n=1En, we have S∗(χE) = χF .
Proof. That (1) implies (2) is Proposition 5.6(4). That (2) implies (3) is trivial.
We prove that (3) implies (4). Since ν is σ-finite and S∗ preserves pointwise
almost everywhere limits (Proposition 5.6(2)), it suffices to consider sets F with
ν(F )<∞. Choose ξ ∈ L0(X,µ) such that S∗(ξ)=χF . Set E={x ∈ X : ξ(x)=1}.
Then S([E]) = [F ] by Proposition 5.6(6). Now use σ-finiteness of µ to write
E =
∐∞
n=1 with µ(En) <∞ for all n.
Finally, we prove that (4) implies (1). Let F ∈ C. Then (4) implies that there
is ξ ∈ L0(X,µ) such that S∗(ξ) = χF . Set E = {x ∈ X : ξ(x) = 1}. Then E ∈ B
and S([E]) = [F ] by Proposition 5.6(6). 
Lemma 5.9. Let the notation be as in Definition 5.4. Let λ be a measure
on C such that λ << ν. Then there exists a unique measure S∗(λ) on B such
that whenever E ∈ B and F ∈ C satisfy [F ] = S([E]), then S∗(λ)(E) = λ(F ).
Moreover:
(1) S∗(λ) << µ.
(2) If σ is another measure on C and σ << λ, then S∗(σ) << S∗(λ).
(3) If S∗(λ) is σ-finite, then λ is σ-finite.
(4) For every nonnegative function ξ ∈ L0(X,µ), and for every function ξ ∈
L1(X, S∗(λ)), we have∫
X
ξ d(S∗(λ)) =
∫
Y
S∗(ξ) dλ.
(5) If (X,B, µ) = (Y, C, ν) and S is the identity map, then S∗(λ) = λ.
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(6) Let (Z,D, ρ) be another measure space, and let T be a measurable set
transformation from (Y, C, ν) to (Z,D, ρ). Suppose σ is a measure on D
such that σ << ρ. Then (T ◦ S)∗(σ) = S∗(T ∗(σ)).
Proof. Uniqueness of S∗(λ) is obvious. For existence, we have to prove that
S∗(λ) is well defined, satisfies S∗(∅) = 0, and is countably additive. The first
follows from λ << ν, the second is immediate, and the third follows from the
first together with Lemma 4.15 and Lemma 4.10(2).
Parts (1), (2), (5), and (6) are clear.
To prove (3), write X =
⋃∞
n=1 En with S
∗(λ)(En) <∞ for all n ∈ Z>0. Choose
Fn ∈ C such that S([En]) = [Fn]. Then λ(Fn) < ∞. Therefore F =
⋃∞
n=1 Fn is a
subset of Y on which λ is σ-finite. Also [Y \F ] = [∅]. Since λ << ν, this implies
that λ(Y \ F ) = 0. Therefore λ is σ-finite.
It remains to verify (4). It suffices to do so when ξ is nonnegative. The result
is immediate for simple functions. Choose a sequence (ξn)n∈Z>0 of nonnegative
simple functions such that ξn → ξ pointwise and ξ1 ≤ ξ2 ≤ · · · pointwise. Propo-
sition 5.6(2) implies that S∗(ξn) → S∗(ξ) pointwise almost everywhere [ν], and
Proposition 5.6(6) implies that S∗(ξ1) ≤ S∗(ξ2) ≤ · · · pointwise almost every-
where [ν]. Using λ << ν, S∗(λ) << µ, and the Monotone Convergence Theorem
(twice), we get∫
X
ξ dS∗(λ) = lim
n→∞
∫
X
ξn dS
∗(λ) = lim
n→∞
∫
Y
S∗(ξn) dλ =
∫
Y
S∗(ξ) dλ.
This completes the proof. 
The converse to Lemma 5.9(3) is false. Take X = Z, take µ to be counting
measure, take Y = Z × Z, take ν to be counting measure, take λ = ν, and take
S(E) = E × Z for E ⊂ X.
We really need to push measures forwards rather than pull them back.
Definition 5.10. Let the notation be as in Definition 5.4, and assume that S is
injective. Let λ be a measure defined on B which is absolutely continuous with
respect to µ. Then we define S∗(λ) to be the measure (S−1)∗(λ) on the σ-algebra
ran(S).
The measure S∗(µ) is called µ∗ in the statement of Theorem 3.1 of [18].
We need some notation.
Notation 5.11. Let (X,B, µ) be a measure space, and let E ∈ B. We denote by
B|E the σ-algebra on E consisting of all F ∈ B such that F ⊂ E. We call it the
restriction of B.
If λ is a measure defined on a σ-algebra B, and C ⊂ B is a σ-algebra on
a set E ∈ B, we write λ|C for the restriction of λ. If C = B|E, we just write
λ|E. When no confusion can arise, we often just write λ. For example, for a
measure space (X,B, µ), we often write Lp(E, µ) rather than Lp(E, µ|E). Also,
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we identify without comment Lp(E, µ) as the subspace of Lp(X,µ) consisting of
those functions which vanish off E.
Lemma 5.12. In the situation of Definition 5.10, the measures S∗(µ) and ν|ran(S)
are mutually absolutely continuous.
Proof. We have
S∗(µ) << ν|ran(S)
by Lemma 5.9(1). Also, S∗(S∗(ν|ran(S))) = ν|ran(S) by Parts (5) and (6) of
Lemma 5.9, and S∗(ν|ran(S)) << µ by Part (1) of Lemma 5.9, so ν|ran(S) << S∗(µ)
by Part (2) of Lemma 5.9. 
We summarize some standard computations.
Corollary 5.13. Let (X,B, µ) and (Y, C, ν) be σ-finite measure spaces, and let
S be a bijective measurable set transformation from (X,B, µ) to (Y, C, ν). Set
h =
[
d(S∗(µ))
dν
]
∈ L0(Y, ν).
Then h has values in (0,∞) almost everywhere [ν], and[
d((S−1)∗(ν))
dµ
]
=
1
(S−1)∗(h)
= (S−1)∗
(
1
h
)
.
Moreover, whenever ξ ∈ L0(X,µ) is nonnegative, or one of the integrals in the
following exists (in which case they all do), we have∫
X
ξ dµ =
∫
Y
S∗(ξ) d(S∗(µ)) =
∫
Y
S∗(ξ)h dν.
Proof. This follows from Lemma 5.9(4) for S and S−1, combined with standard
properties of Radon-Nikodym derivatives and Proposition 5.6(3). 
Corollary 5.14. Let (X,B, µ) and (Y, C, ν) be σ-finite measure spaces, and let
S be a bijective measurable set transformation from (X,B, µ) to (Y, C, ν).
(1) Let λ be a σ-finite measure on (X,B) such that λ << µ. Then S∗(λ) is
σ-finite and S∗(λ) << ν.
(2) Let λ and σ be σ-finite measures on (X,B) such that σ, λ, and µ are
all mutually absolutely continuous. Then S∗(σ), S∗(λ), and S∗(µ) are all
mutually absolutely continuous, and[
dS∗(σ)
dS∗(λ)
]
= S∗
([
dσ
dλ
])
almost everywhere [S∗(λ)].
Proof. For (1), set τ = S∗(λ). Then τ = (S−1)∗(λ), so S∗(τ) = λ by Lemma 5.9(6).
Therefore Lemma 5.9(3) implies that τ is σ-finite, and it follows from
Lemma 5.9(1), applied to S−1, that S∗(λ) << µ.
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We prove (2). Mutual absolute continuity follows from Lemma 5.9(2), applied
to S−1. In particular, we can use Corollary 5.13 with σ and λ in place of µ. Next,
since the measures are σ-finite by (1), the required Radon-Nikodym derivatives
exist. We then prove the result by showing that∫
Y
η · S∗
([
dσ
dλ
])
dS∗(λ) =
∫
Y
η dS∗(σ)
for all nonnegative η ∈ L0(Y, ν). By Corollary 5.8(2), we may assume that
η = S∗(ξ) for some ξ ∈ L0(X,µ). We may take ξ to be nonnegative by Proposi-
tion 5.6(6). Using Corollary 5.13 for (X,B, σ) and Proposition 5.6(3) at the first
step, and Corollary 5.13 for (X,B, λ) at the third step, we have∫
Y
S∗(ξ)S∗
([
dσ
dλ
])
dS∗(λ) =
∫
X
ξ
[
dσ
dλ
]
dλ =
∫
X
ξ dσ =
∫
Y
S∗(ξ) dS∗(σ).
This completes the proof. 
There is a more general version of Corollary 5.14(2), in which we only assume
σ << λ << µ. Since it has a more complicated statement and we don’t need it,
we omit it.
6. Spatial partial isometries and Lamperti’s Theorem
We will need a systematic theory of isometries and partial isometries on Lp
spaces. The main result is Lamperti’s Theorem [18], according to which, for
p ∈ (0,∞) \ {2}, every isometry between Lp spaces is “semispatial” in a sense
which we describe below. The material we need in order to to make effective use
of Lamperti’s Theorem seems not to be in the literature, so we describe it here.
There are two choices of how to formulate the definitions, giving different
results on L2(X,µ). We adopt the stricter choice.
We will need the following three computations.
Lemma 6.1. Let (X,B, µ) and (Y, C, ν) be measure spaces, let p ∈ [1,∞], let S
be an injective measurable set transformation from (X,B, µ) to (Y, C, ν) such that
ν|ran(S) is σ-finite, and let g be a measurable function on Y such that |g(y)| = 1
for almost all y ∈ Y.
(1) The Radon-Nikodym derivative
h =
[
dS∗(µ)
d(ν|ran(S))
]
∈ L0(Y, ν|ran(S))
exists and satisfies h(y) ∈ (0,∞) for almost all y ∈ Y with respect to
ν|ran(S).
(2) Let h be as in (1). Let ξ be a measurable function on X. Define a mea-
surable function η on Y by
η = gh1/pS∗(ξ).
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Then ‖η‖p = ‖ξ‖p.
(3) Let ξ be a measurable function on X, let η be as in (2), and suppose that
S is bijective. Then for almost all x ∈ X, we have
ξ = (S−1)∗
(
1
g
)[
d(S−1)∗(ν)
dµ
]1/p
(S−1)∗(η).
Remark 6.2. Lemma 6.1(2) says that ξ 7→ gh1/pS∗(ξ) defines an isometry in
L
(
Lp(X,µ), Lp(Y, nu)
)
. (This will be made explicit in Lemma 6.5 below.) The
measure ν|ran(S) need not be σ-finite, and in this case we do not get an element of
L
(
Lp(X,µ), Lp(Y, ν)
)
. Example: take X to consist of one point x, take Y = Z>0,
take µ and ν to be counting measure, take S(∅) = ∅ and S(X) = Y, and take
g = 1.
Proof of Lemma 6.1. We prove (1). The measures S∗(µ) and ν|ran(S) are mutu-
ally absolutely continuous by Lemma 5.12. The measure ν|ran(S) is σ-finite by
hypothesis.
We claim that S∗(µ) is σ-finite. Write X =
⋃∞
n=1 Xn with µ(Xn) < ∞.
Choose Yn ∈ C such that S([Xn]) = [Yn]. Then S∗(µ)(Yn) = µ(Xn) < ∞. Since
[Y \⋃∞n=1 Yn] = S([∅]), we have S∗(µ) (Y \⋃∞n=1 Yn) = 0. The claim follows, as
does (1).
For the remaining two parts, we present the proof for p 6=∞. (The case p =∞
is simpler.) For (2), we have, using |g| = 1 almost everywhere at the first step
and Corollary 5.13 at the third step,
‖η‖pp =
∫
Y
h|S∗(ξ)|p dν =
∫
Y
|S∗(ξ)|p dS∗(µ) =
∫
X
|ξ|p dµ = ‖ξ‖pp.
For (3), use Corollary 5.13 at the first step, Proposition 5.6(3) at the second
step, and Proposition 5.6(7) at the third step, to get, with equalities almost
everywhere [µ],
(S−1)∗
(
1
g
)[
d(S−1)∗(ν)
dµ
]1/p
(S−1)∗(η)
= (S−1)∗
(
1
g
)
(S−1)∗
(
1
h
)1/p
(S−1)∗(η) = (S−1)∗(S∗(ξ)) = ξ.
This completes the proof. 
Definition 6.3. Let (X,B, µ) and (Y, C, ν) be σ-finite measure spaces. A semis-
patial system for (X,B, µ) and (Y, C, ν) is a quadruple (E,F, S, g) in which E ∈ B,
in which F ∈ C, in which S is an injective measurable set transformation from
(E,B|E, µ|E) to
(
F, C0|F , νF
)
such that ν|ran(S) is σ-finite, and in which g is a
C-measurable function on F such that |g(y)| = 1 for almost all y ∈ F.
We say that (E,F, S, g) is a spatial system if, in addition, S is bijective.
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Definition 6.4. Let (X,B, µ) and (Y, C, ν) be σ-finite measure spaces, and let
p ∈ [1,∞]. A linear map s ∈ L(Lp(X,µ), Lp(Y, ν)) is called a semispatial partial
isometry if there exists a semispatial system (E,F, S, g) such that, for every
ξ ∈ Lp(X,µ), we have
(sξ)(y) =
g(y)
([
dS∗(µ|E)
d(ν|ran(S))
]
(y)
)1/p
S∗(ξ|E)(y) y ∈ F
0 y 6∈ F.
(When p =∞, we take [
dS∗(µ|E)
d(ν|ran(S))
]1/p
to be the constant function 1.)
We call s a spatial partial isometry if (E,F, S, g) is in fact a spatial system.
We call (E,F, S, g) the (semi)spatial system of s. (We will see in Lemma 6.6
below that it is essentially unique.) We call E and F the domain support and the
range support of s. The sub-σ-algebra ran(S) ⊂ C|F is called the range σ-algebra,
the measurable set transformation S is called the (semi)spatial realization of s,
and g is called the phase factor . If µ(X \ E) = 0, we call s a (semi)spatial
isometry .
Lemma 6.5. Let (X,B, µ) and (Y, C, ν) be measure spaces, let p ∈ [1,∞], and
let (E,F, S, g) be a semispatial system for (X,B, µ) and (Y, C, ν).
(1) There exists a unique semispatial partial isometry
s ∈ L(Lp(X,µ), Lp(Y, ν))
whose semispatial system is (E,F, S, g).
(2) Let s be as in (1). Then ‖sξ‖p = ‖ξ|E‖p for every ξ ∈ Lp(X,µ), and
‖s‖ ≤ 1.
(3) Let s be as in (1). Then for any set B ∈ C, the range of s is contained in
Lp(Y, ν|B) if and only if B contains F up to a set of measure zero.
(4) Suppose s as in (1) is a semispatial isometry. Then s is isometric as a
linear map, that is, ‖sξ‖p = ‖ξ‖p for every ξ ∈ Lp(X,µ).
Proof. Lemma 6.1(2), applied with E in place of X and F in place of Y, implies
existence of s in (1). Uniqueness is obvious. Part (2) follows from Lemma 6.1(2).
Part (4) is a special case of (2).
For (3), it is obvious that if B contains F up to a set of measure zero, then
ran(s) ⊂ Lp(Y, ν|B). Now suppose ran(s) ⊂ Lp(Y, ν|B). Choose ξ ∈ Lp(E, µ) such
that ξ(x) 6= 0 for all x ∈ X. It follows from Proposition 5.6(6) that S∗(ξ|E) is
nonzero almost everywhere on F, from the hypotheses that g is nonzero almost
everywhere on F, and from Lemma 6.1(1) that[
dS∗(µ|E)
d(ν|ran(S))
]
C
R
M
P
re
p
ri
nt
S
er
ie
s
nu
m
b
er
10
81
CUNTZ ALGEBRAS ON Lp SPACES 39
is nonzero almost everywhere on F. Therefore sξ is nonzero almost everywhere
on F, whence B contains F up to a set of measure zero. 
Lemma 6.6. Let (X,B, µ) and (Y, C, ν) be σ-finite measure spaces, let p ∈ [1,∞],
and let s ∈ L(Lp(X,µ), Lp(Y, ν)) be a semispatial partial isometry. Then its
spatial system is unique up to changes in the domain and range supports by sets
of measure zero and up to equality almost everywhere [ν] for the phase factors.
Remark 6.7. In Lemma 6.6, we identify B|E/N (µ|E) with a subset of B/N (µ).
This subset does not change if E is modified by a set of measure zero. We treat
C|F/N (ν|F ) similarly. With these identifications, it makes sense to say that the
measurable set transformation component is actually unique. In particular, he
part about the domain and range supports says they are uniquely determined as
elements of B/N (µ) and C/N (ν).
Proof of Lemma 6.6. Suppose that for j = 1, 2, the sets Ej ⊂ X and Fj ⊂ Y are
measurable, Sj is an injective measurable set transformation from (Ej,B|Ej , µ|Ej)
to (Fj, C|Fj , ν|Fj), and gj is a measurable function on Fj with |gj(y)| = 1 for
almost all y ∈ Fj. Let s1 and s2 be the semispatial partial isometries obtained
from Definition 6.4. We have to prove that if s1 = s2, then
[E1] = [E2], [F1] = [F2], S1 = S2, and g1 = g2 almost everywhere [ν].
It follows from Lemma 6.5(3) that [F1] = [F2]. It is clear from Lemma 6.5(2)
that we must have [E1] = [E2].
For j = 1, 2, set
hj =
[
d(Sj)∗(µ|E)
d(ν|ran(Sj))
]
.
Let B ∈ B|E1 satisfy µ(B) < ∞. Then χB ∈ Lp(X,µ). From the formula for
s1(χB), and since h1 and g1 are nonzero almost everywhere on F, it follows that
S1([B]) = [C] if and only if s1(χB) is nonzero almost everywhere on C and zero
almost everywhere on Y \C. Of course, the same applies to s2 and S2. Since µ is
σ-finite and S1 and S2 are σ-homomorphisms, it follows that S1 = S2, and also
that h1 = h2.
It remains to prove that g1 = g2 almost everywhere [ν]. Choose ξ ∈ Lp(E, µ)
such that ξ(x) 6= 0 for all x ∈ X. It follows from Proposition 5.6(6) that (S1)∗(ξ|E)
is nonzero almost everywhere on F1, and from Lemma 6.1(1) that h1 is nonzero
almost everywhere on F1. From s1ξ = s2ξ almost everywhere, we therefore get
g1 = g2 almost everywhere on F1, as desired. 
Remark 6.8. Let (X,B, µ) and (Y, C, ν) be measure spaces, let p ∈ [1,∞], and let
s ∈ L(Lp(X,µ), Lp(Y, ν)) be a semispatial partial isometry with domain support
E ⊂ X, range support F ⊂ Y, semispatial realization S, and range σ-algebra C0.
Then s is spatial if and only if C0 = C|F . If this is the case, then s is a spatial
isometry if and only if µ(X \ E) = 0.
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Using the terminology we have introduced, we can now state Lamperti’s
Theorem as follows.
Theorem 6.9 (Lamperti). Let (X,B, µ) and (Y, C, ν) be σ-finite measure spaces,
let p ∈ [1,∞) \ {2}, and let s ∈ L(Lp(X,µ), Lp(Y, ν)) be an isometric (not
necessarily surjective) linear map. Then s is a semispatial isometry in the sense
of Definition 6.4.
Proof. The proof is the same as that of Theorem 3.1 of [18]. In [18] it is assumed
that (X,B, µ) = (Y, C, ν), but this is never used in the proof. 
Remark 6.10. Let p ∈ [1,∞) \ {2}, and let s ∈ L(Lp(X,µ), Lp(Y, ν)) be an
isometry. Theorem 6.9 states that there exists a semispatial system (E,F, S, g),
with E = X, such that the construction of Definition 6.4 yields s. The function g
was only required to be measurable with respect to C|F , not with respect to
ran(S). In general, the stronger condition fails. Take X to consist of one point x
and Y to consist of two points y1 and y2. Let µ and ν be the counting measures.
Identify Lp(X,µ) with C and Lp(Y, ν) with C2 in the obvious way. Define s by
s(λ) = 2−1/p(λ, −λ). The semispatial system must be (X, Y, S, g), with S(∅) = ∅
and S(X) = Y, and with g(y1) = 1 and g(y2) = −1. The function g is then not
ran(S)-measurable.
We are primarily interested in partial isometries which are spatial rather than
merely semispatial.
We will need notation for multiplication operators on Lp(X,µ).
Notation 6.11. Let (X,B, µ) be a measure space, and let p ∈ [1,∞]. We let
mX,µ,p (or, when no confusion should arise, just mX or m) be the homomorphism
mX,µ,p : L
∞(X,µ)→ L(Lp(X,µ)) defined by(
mX,µ,p(f)ξ
)
(x) = f(x)ξ(x)
for f ∈ L∞(X,µ), ξ ∈ Lp(X,µ) and x ∈ X.
Lemma 6.12. Let (X,B, µ) and (Y, C, ν) be measure spaces, let p ∈ [1,∞], and
let (E,F, S, g) be a spatial system for (X,B, µ) and (Y, C, ν) (in the sense of
Definition 6.3).
(1) There exists a unique spatial partial isometry
s ∈ L(Lp(X,µ), Lp(Y, ν))
whose spatial system is (E,F, S, g).
(2) Let s be as in (1). Then the range of s is Lp(F, ν) ⊂ Lp(Y, ν).
(3) Let s be as in (1). There exists a unique spatial partial isometry
t ∈ L(Lp(Y, ν), Lp(X,µ))
whose semispatial system is
(
F, E, S−1, (S−1)∗(g)−1
)
. Moreover, using
Notation 6.11, we have ts = m(χE) and st = m(χF ).
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(4) Let s be as in (1) and let t be as in (3). Let u ∈ L(Lp(Y, ν), Lp(X,µ))
satisfy us = m(χE) and u|Lp(Y \F, ν) = 0. Then u = t.
Proof. Part (1) follows from Lemma 6.5(1) and Definition 6.4. The existence of t
in (3) follows from part (1), and the formulas for ts and st in (3) follow from
Lemma 6.1(3). Lemma 6.5(4) and the formula for st imply (2).
For (4), let η ∈ Lp(Y, ν). Write η = η1 + η2 with η1 ∈ Lp(F, ν) and η2 ∈
Lp(Y \ F, ν). We show that uη1 = tη1 and uη2 = tη2. Clearly uη2 and tη2 are
both zero. Also, using ran(t) = Lp(E, µ) at the last step, we have
uη1 = um(χF )η1 = ustη1 = m(χE)tη1 = tη1.
This completes the proof. 
Definition 6.13. Let (X,B, µ) and (Y, C, ν) be measure spaces, let p ∈ [1,∞],
and let s ∈ L(Lp(X,µ), Lp(Y, ν)) be a spatial partial isometry. The spatial
partial isometry t of Lemma 6.12(3) is called the reverse of s.
Remark 6.14. When p = 2, the reverse of s is of course s∗. However, we can’t
define it this way when p 6= 2.
Lemma 6.15. Let (X,B, µ) and (Y, C, ν) be σ-finite measure spaces, let p ∈
[1,∞], and let s ∈ L(Lp(X,µ), Lp(Y, ν)) be a semispatial partial isometry with
domain support E ⊂ X, range support F ⊂ Y, and range σ-algebra C0. Then the
following are equivalent:
(1) s is spatial.
(2) ran(s) = Lp(F, µ).
(3) C0 = C|F .
Proof. That (3) implies (1) is clear from the definitions, and (1) implies (2) by
Lemma 6.12(2). So assume (2). Let S be the semispatial realization of s. Thus S
is an injective measurable set transformation from (E,B|E, µ|E) to (F, C|F , ν|F )
such that ran(S∗) contains χB for every B ∈ C|F with ν(B) <∞. It follows from
Corollary 5.8 that S is surjective, which is (3). 
Lemma 6.16. Let p ∈ [1,∞)\{2}, let (X,B, µ) and (Y, C, ν) be σ-finite measure
spaces, let E ⊂ X and F ⊂ Y be measurable subsets, and let s ∈ L(Lp(X,µ),
Lp(Y, ν)
)
satisfy the following conditions:
(1) The range of s is Lp(F, ν) ⊂ Lp(Y, ν).
(2) s|Lp(E,µ) is isometric.
(3) s|Lp(X\E, µ) = 0.
Then s is a spatial partial isometry in the sense of Definition 6.4, and has domain
support E and range support F.
Proof. Apply Theorem 6.9 with E in place ofX, to conclude that s is a semispatial
partial isometry. Then s is spatial by Lemma 6.15. 
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In the rest of this section, we describe some operations which give new spa-
tial partial isometries from old ones. Most of the statements have analogs for
semispatial partial isometries, but we don’t need them and don’t prove them.
We begin by showing that the product of two spatial partial isometries is
again a spatial partial isometry. On a Hilbert space, the product of two partial
isometries is usually not a partial isometry, unless the range projection of the
second commutes with the domain projection of the first. With spatial partial
isometries, this commutation relation is automatic.
Lemma 6.17. Let (X1,B1, µ1), (X2,B2, µ2), and (X3,B3, µ3) be σ-finite measure
spaces. Let p ∈ [1,∞]. Let
s ∈ L(Lp(X1, µ1), Lp(X2, µ2)) and u ∈ L(Lp(X2, µ2), Lp(X3, µ3))
be spatial partial isometries, with reverses t and w, and with spatial systems
(E1, E2, S, g) and (F2, F3, V, h). Then vs is a spatial partial isometry. Its domain
support is E = S−1(E2 ∩ F2), its range support is F = V (E2 ∩ F2), and its
reverse is tw. Its spatial realization is the composite V0 ◦ S0 of the restriction S0
of S to B1|S−1(E2∩F2) and the restriction V0 of V to B2|E2∩F2 . Its phase factor is
k = (V0)∗(g|E2∩F2)(h|V (E2∩F2)).
Proof. It is immediate that (E, F, V0 ◦ S0, k) is a spatial system for (X1,B1, µ1)
and (X3,B3, µ3). Let y ∈ L
(
Lp(X1, µ1), L
p(X3, µ3)
)
be the corresponding spatial
partial isometry. We claim that y = vs, and it is enough to prove that yξ = vsξ for
ξ in each of the three spaces Lp(X1\E1, µ1), Lp(E1\E, µ1), and Lp(E, µ1). In the
first case, yξ = 0 and sξ = 0. In the second case, yξ = 0. Also sξ ∈ Lp(X2\F2, µ2),
so vsξ = 0.
So let ξ ∈ Lp(E, µ1). Then
yξ = (V0)∗(g|E2∩F2)(h|V (E2∩F2))
[
d(V0 ◦ S0)∗(µ1|E)
d(µ3|F )
]1/p
(V0 ◦ S0)∗(ξ)
and
vsξ = (h|F )
[
d(V0)∗(µ2|E2∩F2)
d(µ3|F )
]1/p
· (V0)∗
(
(g|E2∩F2)
[
d(S0)∗(µ1|E)
d(µ2|E2∩F2)
]1/p
(S0)∗(ξ)
)
.
One sees that these are equal by combining Corollary 5.14 with several applica-
tions of Proposition 5.6(3) and standard properties of Radon-Nikodym deriva-
tives. This completes the proof that y = vs, and thus the proof that vs is as
claimed.
It remains to identify the reverse. We use Lemma 6.12(4). First observe that
wη = 0 for η ∈ Lp(X3 \ F3, µ3) and twη = 0 for η ∈ Lp(F3 \ F, µ3). Also, for
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ξ ∈ Lp(X1, µ1), the first paragraph of the proof shows that vsξ = vsm(χE)ξ. It
is easy to check that sm(χE) = m(χE2∩F2)s. Therefore
twvs = t(wv)sm(χE) = tm(χF2)m(χE2∩F2)s = tsm(χE) = m(χE).
This completes the proof. 
Lemma 6.18. Let (X,B, µ) be a σ-finite measure space, let p ∈ [1,∞], and let
e ∈ L(Lp(X,µ)). Then the following are equivalent:
(1) e is an idempotent spatial partial isometry.
(2) e is a spatial partial isometry, and there is E ∈ B such that the spatial
system of e is (E,E, idB|E , χE).
(3) There is E ∈ B such that e = m(χE).
Proof. It is clear that (2) and (3) are equivalent, and that (2) implies (1). So
assume (1). Let the spatial system of e be (E,F, S, g), and let f be the reverse
of e (Definition 6.13). Lemma 6.17 implies that f 2 = f. Therefore
(6.1) m(χF )m(χE) = (ef)(fe) = efe = em(χE) = e.
Multiplying (6.1) on the left by m(χE) gives
(6.2) m(χE)m(χF )m(χE) = m(χE)e = (fe)e = fe = m(χE).
The left hand sides of (6.1) and (6.2) are clearly equal, so e = m(χE). This
is (3). 
We now consider the tensor product of two spatial partial isometries. We need
a particular case of the product of two σ-homomorphisms, which we can get
from Lamperti’s Theorem. Quite possibly something more general is true, but
we don’t need it.
Lemma 6.19. Let (X1,B1, µ1), (X2,B2, µ2), (Y1, C1, ν1), and (Y2, C2, ν2) be σ-
finite measure spaces. Let
S : B1/N (µ1)→ B2/N (µ2) and V : C1/N (ν1)→ C2/N (ν2)
be bijective σ-homomorphisms. Let B1 × C1 and B2 × C2 be the product σ-
algebras on X1 × Y1 and X2 × Y2, or their completions. Then there is a unique
σ-homomorphism
S × V : (B1 × C1)/N (µ1 × ν1)→ (B2 × C2)/N (µ2 × ν2)
such that, whenever E1 ∈ B1, E2 ∈ B2, F1 ∈ C1, and F2 ∈ C2 satisfy S([E1]) = [E2]
and V ([F1]) = [F2], we have
(6.3) (S × V )([E1 × F1]) = [E2 × F2].
Proof. It does not matter whether we use the product σ-algebras or their com-
pletions, because the Boolean σ-algebras
(B1 × C1)/N (µ1 × ν1) and (B2 × C2)/N (µ2 × ν2)
are the same with either choice.
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Uniqueness of S × V follows from the fact that the measurable rectangles
generate the product σ-algebra.
We prove existence. Fix any p ∈ [1,∞) \ {2}. Let s and v be the spatial
isometries with spatial systems (X1, X2, S, 1) and (Y1, Y2, V, 1). Then s and v are
isometric bijections. Applying Theorem 2.16(5) to s and v, and to their inverses,
and applying Theorem 2.16(6), we see that
s⊗ v : Lp(X1 × Y1, µ1 × ν1)→ Lp(X2 × Y2, µ2 × ν2)
is an isometric bijection. Lemma 6.16 implies that it is spatial. We take S×V to
be its spatial realization. The relation (6.3) is easily deduced from (s⊗v)(ξ⊗η) =
sξ ⊗ vη, Fubini’s Theorem, and σ-finiteness of all the measures involved. 
In the next lemma, we exclude p =∞ because we use Theorem 2.16.
Lemma 6.20. Let (X1,B1, µ1), (X2,B2, µ2), (Y1, C1, ν1), and (Y2, C2, ν2) be σ-
finite measure spaces. Let p ∈ [1,∞). Let
s ∈ L(Lp(X1, µ1), Lp(X2, µ2)) and v ∈ L(Lp(Y1, ν1), Lp(Y2, ν2)).
be spatial partial isometries, with reverses t and w, and with spatial systems
(E1, E2, S, g) and (F2, F3, V, h). Then
s⊗ v ∈ L(Lp(X1 × Y1, µ1 × ν1), Lp(X2 × Y2, µ2 × ν2))
(as in Theorem 2.16) is a spatial partial isometry. With S×V as in Lemma 6.19
and g1 ⊗ g2 as in Theorem 2.16, its spatial system is
(6.4)
(
E1 × F1, E2 × F2, S × V, g1 ⊗ g2
)
,
and its reverse is t⊗ w.
Proof. Let y be the spatial partial isometry with spatial system given by (6.4),
and let z be its reverse.
It is clear that S∗(µ1) × V∗(ν1) and (S × V )∗(µ1 × ν1) agree on measurable
rectangles. The measures S∗(µ1) and V∗(ν1) are σ-finite by Corollary 5.14(1).
The product of σ-finite measures is uniquely determined by its values on measur-
able rectangles. (In Chapter 12 of [24], see Theorem 8 and the discussion after
Lemma 14.) Therefore S∗(µ1)× V∗(ν1) = (S × V )∗(µ1 × ν1). Set
k =
[
d(S × V )∗(µ1|E1 × ν1|F1)
d(µ2|E2 × ν2|F2)
]
and l =
[
dS∗(µ1|E1)
d(µ2|E2)
]
⊗
[
dV∗(ν1|F1)
d(ν2|F2)
]
.
Then for every measurable rectangle R ⊂ E2 × F2, we have∫
R
k d(µ2|E2 × ν2|F2) =
∫
R
l d(µ2|E2 × ν2|F2).
Since
G 7→
∫
G
l d(µ2|E2 × ν2|F2)
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is a product of σ-finite measures on E2×F2, it follows from uniqueness of product
measures (as above) that k = l almost everywhere [µ2|E2×ν2|F2 ]. One now checks
that s ⊗ v = y and t ⊗ w = z by showing, in each case, that they agree on
elementary tensors. 
Lemma 6.21. Let (X,B, µ) and (Y, C, ν) be σ-finite measure spaces, let p ∈
[1,∞), and let s ∈ L(Lp(X,µ), Lp(Y, ν)) be a spatial partial isometry with spatial
system (E,F, S, g) and with reverse t. Let q ∈ (1,∞] satisfy 1
p
+ 1
q
= 1, and for
any σ-finite measure space (Z,D, λ), identify Lp(Z, λ)′ with Lq(Z, λ) in the usual
way. Then s′ ∈ L(Lq(Y, ν), Lq(X,µ)) is a spatial partial isometry with spatial
system
(
F, E, S−1, (S−1)∗(g)
)
and with reverse t′.
Proof. To simplify the notation, let
h =
[
dS∗(µ)
dν
]
and k =
[
d(S−1)∗(ν)
dµ
]
.
Then h = S∗(k)−1 by Corollary 5.13. Let u ∈ L
(
Lq(Y, ν), Lq(X,µ)
)
be the spatial
partial isometry with the spatial system specified for s′. Then for ξ ∈ Lp(X,µ)
and η ∈ Lq(Y, ν), we have, using Corollary 5.13 at the second step,∫
X
ξ · uη dµ =
∫
X
ξ(S−1)∗(g)k1/q(S−1)∗(η) dµ =
∫
Y
S∗(ξ)gS∗(k)1/qηh dν
=
∫
Y
S∗(ξ)gh−1/qηh dν =
∫
Y
S∗(ξ)gh1/pηh dν =
∫
Y
sξ · η dν.
Thus s′ = u.
To identify the reverse of s′, we calculate:
t′s′ = (st)′ = mY,ν,p(χF )′ = mY,ν,q(χF )
and
t′mX,µ,q(χX\E) =
[
mX,µ,p(χX\E)t
]′
= 0.
Now apply Lemma 6.12(4). 
We finish this section with a lemma on homotopies that will be needed later.
We do not know whether surjectivity is necessary in the hypotheses.
Lemma 6.22. Let p ∈ [1,∞) \ {2}. Let (X,B, µ) and (Y, C, ν) be σ-finite mea-
sure spaces, and let λ 7→ sλ ∈ L
(
Lp(X,µ), Lp(Y, ν)
)
, for λ ∈ [0, 1], be a norm
continuous path of surjective isometries. Let Sλ be the spatial realization of sλ.
Then S0 = S1.
Proof. We prove that if v0 and v1 are surjective spatial isometries whose spatial
realizations V0 and V1 are distinct, then ‖v0 − v1‖ ≥ 1. (It follows that the
spatial realization must be constant along a homotopy.) The measurable set
transformations V0 and V1 are bijective by Lemma 6.15.
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Choose a set E ∈ B such that V0([E]) 6= V1([E]). Without loss of generality we
may assume that V0([E]) and V1([E]) have representatives F0, F1 ∈ C such that
F0 does not contain F1 up to sets of measure zero. That is, there is F ⊂ Y such
that
ν(F ) > 0, F ⊂ F0, and F ∩ F1 = ∅.
Since V0 is bijective, the set Q = V
−1
0 (F ) satisfies µ(Q) > 0. Since µ is σ-
finite, replacing F by a suitable subset allows us to also assume that µ(Q) <∞.
Correcting by a set of measure zero, we may further assume that Q ⊂ E.
Define ξ = µ(Q)−1/pχQ ∈ Lp(X,µ). Then ‖ξ‖p = 1. Moreover, v0ξ is supported
in F and, since Q ⊂ E, the function v1ξ is supported in F1. Therefore
‖v0ξ − v1ξ‖pp = ‖v0ξ‖pp + ‖v1ξ‖pp = 2,
so ‖v0 − v1‖ ≥ 21/p ≥ 1. 
7. Spatial representations
In this section, we define and characterize spatial representations on spaces
of the form Lp(X,µ), first of Md and then of Ld for finite d. In each case, we
give a number of equivalent conditions for a representation to be spatial, some
of them quite different from each other. In particular, some characterizations are
primarily in terms of how the representation interacts with X, while others make
sense for a representation on any Banach space. We consider Md first because we
use the results about Md in the theorem for Ld.
We will see in Theorem 7.2 that, for fixed p, any two spatial representations
of Md determine the same norm on Md, and we will see in Theorem 8.7 (in the
next section) that, for for fixed p and when d <∞, any two spatial representations
of Ld determine the same norm on Ld.
Definition 7.1. Let d ∈ Z>0, and let (ej,k)dj,k=1 be the standard system of ma-
trix units in Md. Let p ∈ [1,∞], let (X,B, µ) be a σ-finite measure space, and
let ρ : Md → L(Lp(X,µ)) be a representation. (Recall that, by convention, rep-
resentations are unital. See Definition 2.8.) We say that ρ is spatial if ρ(ej,k) is
a spatial partial isometry, in the sense of Definition 6.4, for j, k = 1, 2, . . . , d.
Theorem 7.2. Let d ∈ Z>0, let p ∈ [1,∞) \ {2}, let (X,B, µ) be a σ-finite
measure space, and let ρ : Md → L(Lp(X,µ)) be a representation. Let (ej,k)dj,k=1
be the standard system of matrix units in Md. Then the following are equivalent:
(1) ρ is spatial.
(2) For j, k = 1, 2, . . . , d, the operator ρ(ej,k) is a spatial partial isometry with
reverse ρ(ek,j).
(3) ρ is isometric as a map from Mpd (as in Notation 2.4) to L(L
p(X,µ)).
(4) ρ is contractive as a map from Mpd to L(L
p(X,µ)).
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(5) ‖ρ(ej,k)‖ ≤ 1 for j, k = 1, 2, . . . , d, and there exists a measurable partition
X =
∐d
j=1 Xj such that for j = 1, 2, . . . , d, the matrix unit ej,j acts
(following Notation 6.11) as ρ(ej,j) = m(χXj).
(6) There exists a measurable partition X =
∐d
j=1 Xj such that for j =
1, 2, . . . , d the operator ρ(ej,1) is a spatial partial isometry with domain
support X1 and range support Xj.
(7) There exists a measurable partition X =
∐d
j=1 Xj such that for j, k =
1, 2, . . . , d the operator ρ(ej,k) is zero on L
p(X \Xk, µ) and restricts to an
isometric isomorphism from Lp(Xk, µ) to L
p(Xj, µ).
(8) With γ being counting measure on Nd = {1, 2, . . . , d}, there exists a σ-
finite measure space (Y, C, ν) and a bijective isometry
u : Lp(Nd × Y, γ × ν)→ Lp(X,µ)
such that, following the notation of Theorem 2.16(4), for all a ∈ Md we
have ρ(a) = u(a⊗ 1)u−1.
In the notation of Lemma 2.17, Theorem 7.2(8) says that if ρ0 : Md → L
(
lpd
)
is
the standard representation, then ρ is similar, via an isometry, to ρ0 ⊗p 1.
We specifically use complex scalars in the proof that (3) and (4) imply the
other conditions. We don’t know whether complex scalars are necessary.
When p = 2, conditions (1) and (3) are certainly not equivalent. We have not
investigated what happens when p =∞, but Lamperti’s Theorem is not available
in this case.
It is essential that the representation be unital. Many of the conditions of
Theorem 7.2 are never satisfied for nonunital representations, but (3) and (4) do
occur. We show by example that they do not imply that the representation is
spatial.
Example 7.3. We adopt the notation of Example 2.5, with p ∈ [1,∞) \ {2}. Set
ξ = 2−1/p(1, 1) and η = 2−1/q(1, 1).
(If p = 1, take η = (1, 1).) Let e ∈ Mp2 be the rank one operator called a in
Example 2.5. Then
e =
1
2
(
1 1
1 1
)
,
which is an idempotent. Since ‖ξ‖p = ‖η‖q = 1, we get ‖e‖ = 1.
Now take (X0,B0, µ0) to be any σ-finite measure space with a spatial represen-
tation ρ0 : Md → L
(
Lp(X0, µ0)
)
. Set X = X0qX0, and equip it with the obvious
σ-algebra B and with the measure µ whose restriction to each copy of X0 is µ0.
Identify Lp(X,µ) with lp2 ⊗p Lp(X0, µ0) as in Theorem 2.16. Define a nonunital
representation ρ : Md → L(Lp(X,µ)) by ρ(a) = e ⊗ ρ0(a) for a ∈ Md. Then
Theorem 2.16(5) implies that, regarded as a map Mpd → L(Lp(X,µ)), the rep-
resentation ρ is isometric. But it is not spatial, not even in a sense suitable for
nonunital representations.
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Proof of Theorem 7.2. We first prove the equivalence of (1), (5), (6), and (7),
beginning with (1) implies (5).
So assume (1). We have ‖ρ(ej,k)‖ ≤ 1 because this is true for all spatial
partial isometries. For each j and k there is a spatial system for ρ(ej,k), say
(Ej,k, Fj,k, Sj,k, gj,k). Apply Lemma 6.18 to ρ(ej,j). We obtain sets Xj ⊂ X such
that
(Ej,j, Fj,j, Sj,j, gj,j) = (Xj, Xj, idB|Xj , χXj) and ρ(ej,j) = m(χXj)
for j = 1, 2, . . . , d. Since
∑d
j=1 ρ(ej,j) = 1, the sets Xj are essentially disjoint and,
up to a set of measure zero,
⋃d
j=1Xj = X. Modification by sets of measure zero
now gives the rest of (5).
We next prove (5) implies (7). We take the partition X =
∐d
j=1Xj to be as
in (5). Let j, k ∈ {1, 2, . . . , d}. The equation ρ(ej,k)
(
1 − ρ(ek,k)
)
= 0 translates
to ρ(ej,k)ξ = 0 for all ξ ∈ Lp(X \ Xk, µ), which is the first part of (7). For
ξ ∈ Lp(Xk, µ), use
‖ρ(ej,k)‖ ≤ 1, ‖ρ(ek,j)‖ ≤ 1, and ρ(ek,j)ρ(ej,k)ξ = ρ(ek,k)ξ = ξ
to get ‖ρ(ej,k)ξ‖ = ‖ξ‖. So ρ(ej,k) is isometric on Lp(Xk, µ). Since
ρ(ej,k)ρ(ek,j)ξ = ξ
for ξ ∈ Lp(Xj, µ), we have ran(ρ(ej,k)) ⊃ Lp(Xj, µ), while the equation
m(χXj)ρ(ej,k)ξ = ρ(ej,j)ρ(ej,k)ξ = ρ(ej,k)ξ
for ξ ∈ Lp(Xk, µ) implies ran(ρ(ej,k)) ⊂ Lp(Xj, µ). This completes the proof
of (7).
That (7) implies (6) is immediate from Lemma 6.16.
We prove that (6) implies (1). From (6), we see that ran(ρ(ej,1)) = L
p(Xj, µ)
for j = 1, 2, . . . , d. Moreover, ρ(e1,1) = m(χX1) by Lemma 6.18. Now fix j, and
consider ρ(e1,j). For k 6= j we have ρ(e1,j)|Lp(Xk,µ) = 0 since e1,jek,1 = 0. Also
ρ(e1,j)ρ(ej,1) = ρ(e1,1) = m(χX1). So Lemma 6.12(4) implies that ρ(e1,j) is the
reverse of ρ(ej,1). In particular, ρ(e1,j) is a spatial partial isometry.
For j, k = 1, 2, . . . , d, it now follows from Lemma 6.17 that ρ(ej,k) =
ρ(ej,1)ρ(e1,k) is a spatial partial isometry, which is (1).
We next prove that (2) and (8) are equivalent to the conditions we have already
considered. We start with (7) implies (8). Let the partition X =
∐d
j=1Xj be as
in (7). Define Y = X1 and ν = µ|X1 . Identify Lp(Nd × Y, γ × ν) with the space
of sequences (η1, η2, . . . , ηd) ∈ Lp(Y, ν)d, with the norm
‖(η1, η2, . . . , ηd)‖ =
(‖η1‖pp + ‖η2‖pp + · · ·+ ‖ηd‖pp)1/p.
Define u : Lp(Nd × Y, γ × ν)→ Lp(X,µ) by
u(η1, η2, . . . , ηd) = η1 + ρ(e2,1)η2 + ρ(e3,1)η3 + · · ·+ ρ(ed,1)ηd.
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(Note that η1 = ρ(e1,1)η1.) Then u is isometric because the summands ρ(ej,1)ηj
are supported in disjoint subsets of X. It is easy to check that u is bijective and
that ρ(ej,k) = u(ej,k ⊗ 1)u−1 for j, k = 1, 2, . . . , d. This proves (8).
Now assume (8); we prove (2). It is trivial that the standard representation
of Md on L
p(Nd) satisfies (2). It follows from Lemma 6.20 that the represen-
tation ρ0(a) = a ⊗ 1 also satisfies (2). The operator u is a spatial isometry by
Lemma 6.16, and Lemma 6.12(4) implies that its reverse is u−1. Lemma 6.17 now
implies that ρ satisfies (2).
That (2) implies (1) is trivial.
We finish by proving that (3) and (4) are equivalent to the conditions we
have already considered. That (8) implies (3) follows from the norm relation
‖a⊗ 1‖ = ‖a‖. (See Theorem 2.16(5).) That (3) implies (4) is trivial.
Assume (4); we prove (5). For j = 1, 2, . . . , d and ζ ∈ S1, set
tj,ζ = 1− ej,j + ζej,j ∈Mpd .
One checks immediately that ‖tj,ζ‖ = 1, and that t−1j,ζ = tj,ζ−1 . Since ρ is con-
tractive, it follows that ρ(tj,ζ) is a bijective isometry for all j and ζ. So ρ(tj,ζ) is
spatial by Lemma 6.16. Since ρ(tj,ζ) is bijective, its spatial system has the form
(X,X, Sj,ζ , gj,ζ). Clearly Sj,1 = idB. So Lemma 6.22 implies that Sj,−1 = idB.
Therefore ρ(tj,−1) = m(gj,−1). It follows that there is a unital algebra homomor-
phism
ϕ : l∞
({1, 2, . . . , d})→ L∞(X,µ)
such that ϕ(χ{j}) = 12(1 − gj,−1) for j = 1, 2, . . . , d. So there is a partition X =∐d
j=1Xj such that for j = 1, 2, . . . , d we have gj,−1 = χXj almost everywhere [µ].
Condition (5) now follows. 
We now turn to representations of Ld and Cd. In Definition 2.12, we defined
what it means for a representation to be contractive on generators, forward iso-
metric (on the sj), and strongly forward isometric (in addition, the linear com-
binations of the sj are sent to scalar multiples of isometries). We now introduce
several further properties of a representation.
Definition 7.4. Let A be any of Ld (Definition 1.1), Cd (Definition 1.2), or L∞
(Definition 1.3). Let p ∈ [1,∞], let (X,B, µ) be a σ-finite measure space, and let
ρ : A→ L(Lp(X,µ)) be a representation.
(1) We say that ρ is disjoint if there exist disjoint sets X1, X2, . . . , Xd ⊂ X (if
A = L∞, disjoint sets X1, X2, . . . ⊂ X) such that ran(ρ(sj)) ⊂ Lp(Xj, µ)
for all j.
(2) We say that ρ is spatial if for each j, the operators ρ(sj) and ρ(tj) are
spatial partial isometries, with ρ(tj) being the reverse of ρ(sj) in the sense
of Definition 6.13.
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The definition of a spatial representation is quite strong. For p 6= 2,∞, we will
see that representations satisfying some much weaker conditions are necessarily
spatial.
The representations of Ld in Examples 3.1 and 3.18 are spatial and disjoint.
The representations in Examples 3.7 and 3.8 are disjoint, but not spatial; in fact,
they are neither contractive on generators nor forward isometric. The represen-
tations in Examples 3.10, 3.11, 3.12, and 3.13 are contractive on generators but
not disjoint and not spatial. The representations of L∞ in Examples 3.3, 3.4,
and 3.19 are spatial and disjoint. The one in Example 3.5 is disjoint, but it is not
spatial. (For j ∈ Z>0, the operator ρ(sj) is a spatial partial isometry, but ρ(tj) is
not.) The representation of L∞ of Example 3.16 is disjoint but not spatial, since
the images of neither the sj nor the tj are spatial.
Lemma 7.5. Let A be any of Ld, Cd, or L∞. Let p ∈ [1,∞]. Then there is an
injective spatial representation of A on lp(Z>0).
Proof. For Ld (including d =∞), we can use any spatial representation, say that
of Example 3.1 for d < ∞ and that of Example 3.3 for d = ∞, because Ld is
simple (Theorem 2 of [21] for d <∞ and Example 3.1(ii) of [3] for d =∞). For
Cd, we use the representation pi of Example 3.2. We check injectivity. With ρ
as in Example 3.1 (for d + 1 in place of d) and ιd, d+1 as in Lemma 1.5, we have
pi = ρ ◦ ιd, d+1. Moreover, ιd, d+1 is injective by Lemma 1.5 and we saw above that
ρ is injective. 
We give two further conditions, also motivated by Equation (2.3) (before Def-
inition 2.12) for the C*-algebras and by the analogous equation for the adjoints.
Definition 7.6. Let A be any of Ld (Definition 1.1), Cd (Definition 1.2) or L∞
(Definition 1.3). Let E be a nonzero Banach space, and let ρ : A → L(E) be a
representation. Let p ∈ [1,∞].
(1) We say that ρ is p-standard on span(s1, s2, . . . , sd) if, following Defi-
nition 1.13, the map λ 7→ ρ(sλ) from Cd to L(E) is isometric from
lp
({1, 2, . . . , d}) to L(E). (In the case A = L∞ and p 6=∞, we say that ρ
is p-standard on span(s1, s2, . . .) if the map λ 7→ ρ(sλ) from C∞ to L(E)
extends to an isometric map from lp(Z>0) to L(E). For p = ∞, we use
C0(Z>0) in place of l∞.)
(2) Let q ∈ [1,∞] be the conjugate exponent, that is, 1
p
+ 1
q
= 1. We say that
ρ is p-standard on span(t1, t2, . . . , td) if, following Definition 1.13, the map
λ 7→ ρ(tλ) from Cd to L(E) is isometric from lq
({1, 2, . . . , d}) to L(E). (In
the case A = L∞ and p 6= 1, we say that ρ is p-standard on span(t1, t2, . . .)
if the map λ 7→ ρ(tλ) from C∞ to L(E) extends to an isometric map from
lq(Z>0) to L(E). For p = 1, we use C0(Z>0) in place of l∞.)
We will see in Theorem 7.7 below that a spatial representation of Ld on a space
of the form Lp(X,µ) is necessarily p-standard on both span(s1, s2, . . . , sd) and
C
R
M
P
re
p
ri
nt
S
er
ie
s
nu
m
b
er
10
81
CUNTZ ALGEBRAS ON Lp SPACES 51
span(t1, t2, . . . , td). Example 3.8 shows that a representation which is p-standard
on span(s1, s2, . . . , sd) need not be spatial, or even contractive on generators. If
in that example one instead defines
pi(sj) = ρ(sj)⊕p 2ρ(sj) and pi(tj) = ρ(tj)⊕p 12ρ(tj),
the resulting representation is p-standard on span(t1, t2, . . . , td) but not spatial.
One could fix the difficulty with Example 3.8 by incorporating strongly forward
isometric in the definition of p-standard on span(s1, s2, . . . , sd), but we don’t know
what the analogous fix for p-standard on span(t1, t2, . . . , td) should be.
Theorem 7.7. Let d ∈ Z>0, let Ld be as in Definition 1.1, let p ∈ (1,∞) \ {2},
let (X,B, µ) be a σ-finite measure space, and let ρ : Ld → L(Lp(X,µ)) be a
representation. Then the following are equivalent:
(1) ρ is spatial.
(2) For j = 1, 2, . . . , d, the operator ρ(sj) is a spatial partial isometry.
(3) For j = 1, 2, . . . , d, the operator ρ(tj) is a spatial partial isometry.
(4) ρ is forward isometric and the restriction of ρ to span
(
(sjtk)
d
j,k=1
) ∼= Md
(see Lemma 1.11) is a spatial representation of Md in the sense of Defini-
tion 7.1.
(5) ρ is contractive on generators and the restriction of ρ to span
(
(sjtk)
d
j,k=1
)
is a spatial representation of Md.
(6) ρ is forward isometric and disjoint.
(7) ρ is contractive on generators and disjoint.
(8) ρ is strongly forward isometric and disjoint.
(9) ρ is p-standard on span(s1, s2, . . . , sd) and is strongly forward isometric.
(10) ρ is p-standard on span(t1, t2, . . . , td) and the representation ρ
′ of
Lemma 2.21 is strongly forward isometric.
(11)
(
ρ(s1) ρ(s2) · · · ρ(sd)
)
is a row isometry, in the sense that, using the
notation of Remark 2.15, it defines an isometric linear map
Lp(X,µ)⊕p Lp(X,µ)⊕p · · · ⊕p Lp(X,µ)→ Lp(X,µ).
(12) ρ is forward isometric and for j = 1, 2, . . . , d there is Xj ⊂ X such that
ran(ρ(sj)) = L
p(Xj, µ).
(13) ρ is contractive on generators and for j = 1, 2, . . . , d there is Xj ⊂ X such
that ran(ρ(sj)) = L
p(Xj, µ).
(14) The representation ρ′ of Lemma 2.21 is spatial.
For p = 1, all the conditions except (3), (10), and (14) are equivalent, and the
other conditions imply these three.
Various remarks are in order. First, when p = 1, we do not know whether the
conditions (3), (10), and (14) imply the representation is spatial. (The last two
of these are the ones which for p = 1 involve representations on L∞(X,µ).)
Second, some of the equivalences fail for representations of L∞ and Cd. Assume
p 6= 1. Then the representation of L∞ of Example 3.5 satisfies (2), (6), (9), (11),
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and (12), but not (3) and hence not (1). The same is true for the restriction
to Cd, using the map ιd,∞ of Lemma 1.5. For p ∈ (1,∞) \ {2}, the representation
of L∞ of Example 3.16, and its dual, both satisfy (6), (7), (8), (9), (10), and (11),
but none of (2), (3), (12), (13). or (14). The same is true for the representation
of Cd0 of Example 3.14.
Third, various other implications one might hope for fail. Example 3.10 shows
that contractive on generators does not imply that the restriction to Md is spatial.
Example 3.7 shows that the restriction to Md being spatial does not imply that
the whole representation is spatial. If ρ is p-standard on span(s1, s2, . . . , sd), it
does not follow that ρ is p-standard on span(t1, t2, . . . , td), or that ρ
′ is q-standard
on span(s1, s2, . . . , sd), by Example 3.8.
A spatial representation of Ld must be strongly forward isometric, since that
is part of Theorem 7.7(8). The converse is not true; Example 3.10 is a counterex-
ample.
Next, we recall from Theorem 7.2 that conditions (4) and (5) actually have
many equivalent formulations. Similarly, condition (14) is equivalent to analogs
on Lq(X,µ) of all the other conditions of Theorem 7.7.
If p > 2 then p-standard on span(s1, s2, . . . , sd) can be weakened to ‖ρ(sλ)‖ ≤
‖λ‖p in (9). (See Lemma 7.10(1).) If p < 2, then p-standard on span(t1, t2, . . . , td)
can be weakened to ‖ρ(tλ)‖ ≤ ‖λ‖q in (10). (See Corollary 7.11(2).)
Finally, it is again essential that the representation be unital. Many of the
conditions in Theorem 7.7 actually do make sense for nonunital representations,
but the following example shows that they do not imply that the representation
is spatial.
Example 7.8. Let the notation be as in Example 7.3, except take ρ0 to be a
spatial representation of Ld on L
p(X0, µ0). Set ρ(a) = e⊗ρ0(a) for a ∈ Ld. Then ρ
is not spatial, not even in a sense suitable for nonunital representations. However,
it is disjoint, strongly forward isometric, contractive on generators, p-standard
on span(s1, s2, . . . , sd), and isometric (although not spatial) on span
(
(sjtk)
d
j,k=1
)
.
It is convenient to break the proof of Theorem 7.7 into several lemmas. Some
of them hold in greater generality than needed. The first, in effect, shows that
(1) implies all the other conditions.
Lemma 7.9. Let A be any of Ld (Definition 1.1), Cd (Definition 1.2), or L∞
(Definition 1.3). Let p ∈ [1,∞], let (X,B, µ) be a σ-finite measure space, and let
ρ : Ld → L(Lp(X,µ)) be a spatial representation. Then:
(1) ρ is contractive on generators.
(2) ρ is strongly forward isometric.
(3) ρ is disjoint.
(4) ρ is p-standard on span(s1, s2, . . . , sd) (Definition 7.6(1)).
(5) ρ is p-standard on span(t1, t2, . . . , td) (Definition 7.6(2)).
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(6)
(
ρ(s1) ρ(s2) · · · ρ(sd)
)
is a row isometry, in the sense described in The-
orem 7.7(11).
(7) For each j there is Xj ⊂ X such that ran(ρ(sj)) = Lp(Xj, µ).
(8) If A = Ld with d 6= ∞, the restriction of ρ to span
(
(sjtk)
d
j,k=1
) ∼= Md
(see Lemma 1.11) is a spatial representation of Md in the sense of Defini-
tion 7.1.
(9) If p 6=∞, the representation ρ′ of Lemma 2.21 is spatial.
Proof. Part (1) follows from Lemma 6.5(2), part (7) follows from Lemma 6.15, and
part (9) follows from Lemma 6.21. Part (8) follows from the fact (Lemma 6.17)
that the product of spatial partial isometries is again a spatial partial isometry.
To prove part (3), let Xj be as in part (7). Suppose µ(Xj ∩ Xk) 6= 0. Then
ρ(tj)ρ(sk) is a nonzero spatial partial isometry by Lemma 6.17, contradicting the
relation (1.2) or (1.5), as appropriate, in the definition of A. Part (3) follows.
We prove (2), (4), and (6) together. Let
s =
(
ρ(s1) ρ(s2) · · · ρ(sd)
)
∈ L(Lp(X,µ)⊕p Lp(X,µ)⊕p · · · ⊕p Lp(X,µ), Lp(X,µ)).
Thus
s(ξ1, ξ2, . . . , ξd) =
d∑
j=1
ρ(sj)ξj
for ξ1, ξ2, . . . , ξd ∈ Lp(X,µ). We already proved that ρ is disjoint, so
ρ(s1)ξ1, ρ(s2)ξ2, . . . , ρ(sd)ξd
have disjoint supports. Since ‖ρ(sj)ξj‖ = ‖ξj‖ by Lemma 6.5(4), it follows from
Remark 2.7 that
(7.1) ‖s(ξ1, ξ2, . . . , ξd)‖pp =
∑
j
‖ρ(sj)ξj‖pp =
∑
j
‖ξ‖pp = ‖(ξ1, ξ2, . . . , ξd)‖pp.
This proves (6). Now let λ ∈ Cd and let ξ ∈ Lp(X,µ). In (7.1), take ξj = λjξ for
j = 1, 2, . . . , d, getting
‖ρ(sλ)ξ‖pp =
∑
j
|λj|p‖ξ‖pp = ‖λ‖pp‖ξ‖pp.
This equation implies both (2) and (4).
It remains to prove (5). Let q ∈ [1,∞] satisfy 1
p
+ 1
q
= 1. For γ ∈ Cd (pos-
sibly d = ∞, in which case we follow the convention of Definition 1.13), define
ωγ : Cd → C by ωγ(λ) =
∑d
j=1 γjλj.
We show that for γ ∈ Cd, we have ‖ρ(tγ)‖ ≥ ‖γ‖q. Let ε > 0, and choose (using
the usual pairing between lp and lq) an element λ ∈ Cd such that ‖λ‖p = 1 and
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|ωγ(λ)| > ‖γ‖q − ε. By part (4) (already proved), we have ‖ρ(sλ)‖ = 1. Using
Lemma 1.14 at the third step, we then get
‖ρ(tγ)‖ = ‖ρ(tγ)‖ · ‖ρ(sλ)‖ ≥ ‖ρ(tγ)ρ(sλ)‖ = ‖ωγ(λ) · 1‖ > ‖γ‖q − ε.
Since ε > 0 is arbitrary, the desired conclusion follows.
We now show the reverse. Let γ ∈ Cd and let ξ ∈ Lp(X,µ). Let the disjoint
sets Xj be as in (3) (already proved). Set ξj = ξ|Xj . Since ρ(tj) is a spatial partial
isometry with domain support Xj, Lemma 6.5(2) gives ‖ρ(tj)ξ‖p = ‖ξj‖p. Now,
using Ho¨lder’s inequality at the third step and Remark 2.7 at the last step, we
get
‖ρ(tγ)ξ‖p ≤
d∑
j=1
|γj| · ‖ρ(tj)ξ‖p
=
d∑
j=1
|γj| · ‖ξj‖p ≤ ‖γ‖q
(∑d
j=1
‖ξj‖pp
)1/p
= ‖γ‖q‖ξ‖p.
So ‖ρ(tγ)‖ ≤ ‖γ‖q. 
Lemma 7.10. Let A be any of Ld, Cd, or L∞. Let p ∈ [1,∞) \ {2}, let (X,B, µ)
be a σ-finite measure space, and let ρ : Ld → L(Lp(X,µ)) be a representation.
Adopt the notational conventions of Definition 7.6 in case A = L∞.
(1) Suppose p > 2. If ρ is forward isometric and for all λ ∈ Cd we have
‖ρ(sλ)‖ ≤ ‖λ‖p, then ρ is disjoint.
(2) Suppose p < 2. If ρ is strongly forward isometric and is p-standard on
span(s1, s2, . . . , sd), then ρ is disjoint.
Proof. For each j, Theorem 6.9 implies that ρ(sj) is semispatial. Let Sj be its
semispatial realization and let Xj be its range support.
Let ξ ∈ Lp(X,µ). We now claim that, under either set of hypotheses, ρ(sj)ξ
and ρ(sk)ξ have essentially disjoint supports for j 6= k.
Assume the hypotheses of (1). Let δ1, δ2, . . . , δd be the standard basis vectors
in Cd. Use the hypotheses with the choices λ = δj + δk and λ = δj − δk at the
first step, and the fact that ρ(sj) and ρ(sk) are isometric at the second step, to
get
‖ρ(sj)ξ + ρ(sk)ξ‖pp + ‖ρ(sj)ξ − ρ(sk)ξ‖pp ≤ 2‖ξ‖pp + 2‖ξ‖pp(7.2)
= 2‖ρ(sj)ξ‖pp + 2‖ρ(sk)ξ‖pp.
By Corollary 2.1 of [18], we must have in fact
‖ρ(sj)ξ + ρ(sk)ξ‖pp + ‖ρ(sj)ξ − ρ(sk)ξ‖pp = 2‖ρ(sj)ξ‖pp + 2‖ρ(sk)ξ‖pp,
and it then follows, by the condition for equality in Corollary 2.1 of [18], that
ρ(sj)ξ and ρ(sk)ξ have essentially disjoint supports.
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Now assume instead the hypotheses of (2). In this case,
‖ρ(sj)ξ + ρ(sk)ξ‖pp + ‖ρ(sj)ξ − ρ(sk)ξ‖pp = ‖δj + δk‖pp‖ξ‖pp + ‖δj − δk‖pp‖ξ‖pp,
so we have equality at the first step in (7.2). The condition for equality in
Corollary 2.1 of [18] therefore implies that ρ(sj)ξ and ρ(sk)ξ have essentially
disjoint supports. The claim is proved.
Since µ is σ-finite, there is ξ ∈ Lp(X,µ) such that ξ(x) > 0 for all x ∈ X. It
follows from the definition of a semispatial partial isometry, Proposition 5.6(6),
and Lemma 6.1(1) that ρ(sj)ξ is nonzero almost everywhere on Xj, and simi-
larly that ρ(sk)ξ is nonzero almost everywhere on Xk. Therefore Xj and Xk are
essentially disjoint. The conclusion of the lemma follows. 
Corollary 7.11. Let A be any of Ld, Cd, or L∞. Let p ∈ (1,∞)\{2}, let (X,B, µ)
be a σ-finite measure space, and let ρ : Ld → L(Lp(X,µ)) be a representation.
Adopt the notational conventions of Definition 7.6 in case A = L∞. Let q ∈
(1,∞) \ {2} satisfy 1
p
+ 1
q
= 1, and let ρ′ : A→ L(Lq(X,µ)) be as in Lemma 2.21.
(1) Suppose p > 2. If ρ is p-standard on span(t1, t2, . . . , td) and ρ
′ is strongly
forward isometric, then ρ′ is disjoint.
(2) Suppose p < 2. If for all λ ∈ Cd we have ‖ρ(tλ)‖ ≤ ‖λ‖q, and ρ′ is forward
isometric, then ρ′ is disjoint.
Proof. Under the hypotheses of (1), we have q < 2. Also, by duality, for λ ∈ Cd
we have
‖ρ′(sλ)‖ = ‖ρ(tλ)‖ = ‖λ‖q.
Therefore ρ′ satisfies the hypotheses of Lemma 7.10(2), with q in place of p, so is
disjoint.
A similar argument shows that if ρ satisfies the hypotheses of (2), then ρ′ is
disjoint by Lemma 7.10(1). 
Lemma 7.12. Let d ∈ Z>0, let p ∈ [1,∞) \ {2}, let (X,B, µ) be a σ-finite
measure space, and let ρ : Ld → L(Lp(X,µ)) be a representation which is disjoint
(Definition 7.4(1)) and forward isometric (Definition 2.12(2)). Then ρ is spatial
(Definition 7.4(2)).
Proof. Let X1, X2, . . . , Xd ⊂ X be the sets of Definition 7.4(1), so that
ran(ρ(sj)) ⊂ Lp(Xj, µ) for all j. Since
∑d
j=1 ρ(sj)ρ(tj) = 1, the closed linear
span of the ranges of the ρ(sj) is all of L
p(X,µ), so (up to a set of measure
zero, which we may ignore)
⋃d
j=1Xj = X and ran(ρ(sj)) = L
p(Xj, µ). It fol-
lows from Lemma 6.16 that ρ(sj) is a spatial isometry for j = 1, 2, . . . , d. Using
Lemma 6.12(3), Definition 6.13, and
∐d
j=1 Xj = X, we see that there is a represen-
tation σ : Ld → L(Lp(X,µ)) such that, for j = 1, 2, . . . , d, we have σ(sj) = ρ(sj)
and σ(tj) is the reverse of ρ(sj). Clearly σ is spatial. Lemma 2.11 implies that
ρ = σ. 
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Proof of Theorem 7.7. We begin by observing that (1) implies all the other con-
ditions. For (2) and (3), this is trivial. For all the others except (10), this
follows from the various conclusions of Lemma 7.9. To get (10), we must also use
Lemma 7.9(9) to see that ρ′ is spatial, and then apply Lemma 7.9(2) to ρ′.
We now prove that all the other conditions imply (1) (omitting (3), (10),
and (14) when p = 1), mostly via one of (2), (6), or (14). That (6) im-
plies (1) is Lemma 7.12. To see that (14) implies (1) for p 6= 1, we apply
Lemma 7.9(9) to ρ′ and use (ρ′)′ = ρ. We prove that (2) implies (6) (and
hence also implies (1)). For j = 1, 2, . . . , d, let Xj ⊂ X be the range sup-
port of ρ(sj). Then ran(ρ(sj)) = L
p(Xj, µ) because ρ(sj) is spatial. Therefore
ran(ρ(sjtj)) = L
p(Xj, µ). If now j 6= k, then ρ(sjtj) and ρ(sktk) are idempotents
whose product is zero, so Lp(Xj, µ) ∩ Lp(Xk, µ) = {0}. Disjointness of ρ follows,
and the other past of (6) is immediate.
For p 6= 1, we prove that (3) implies (14). It follow from Lemma 6.21 that ρ′
satisfies (2). We have already proved that (2) implies (1), so we conclude that ρ′
is spatial, which is (14).
To prove that (4) and (5) imply (6), we use the implication from (1) to (5)
in Theorem 7.2 to conclude that ρ is disjoint. If we start with (5), we also use
Remark 2.13.
That (7) implies (6) is Remark 2.13, and that (8) implies (6) is clear.
That (9) implies (6) follows from Lemma 7.10. We prove that if p 6= 1 then (10)
implies (14). It follows from Corollary 7.11 that ρ′ is disjoint. We have already
proved that (6) implies (1), so we conclude that ρ′ is spatial, which is (14).
We now prove that (11) implies (9). Since we already proved that (9) im-
plies (6), this will show that (11) implies (6). Let λ ∈ Cd and let ξ ∈ Lp(X,µ).
Using the assumption at the second step, we get
‖ρ(sλ)ξ‖p =
∥∥(ρ(s1) ρ(s2) · · · ρ(sd))(λ1ξ, λ2ξ, . . . , λdξ)∥∥p
=
∥∥(λ1ξ, λ2ξ, . . . , λdξ)∥∥p = ‖λ‖p‖ξ‖p.
This equation implies both parts of condition (9).
That (12) implies (2) is immediate from Lemma 6.16. To see that (13) im-
plies (2), use in addition Remark 2.13. 
8. Spatial representations give isometric algebras
In this section, we prove that for d < ∞, any two spatial representations
of Ld (in the sense of Definition 7.4(2)) on L
p(X,µ), for the same value of p,
give isometrically isomorphic Banach algebras. The main technical tools are the
notion of a free representation (Definition 8.1) and the spatial realizations of
spatial isometries.
Definition 8.1. Let A be any of Ld (Definition 1.1), Cd (Definition 1.2), or L∞
(Definition 1.3). Let (X,B, µ) be a σ-finite measure space, let p ∈ [1,∞], and let
ρ : A→ L(Lp(X,µ)) be a representation.
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(1) We say that ρ is free if there is a partition X =
∐
m∈ZEm such that for
all m ∈ Z and all j, we have
ρ(sj)(L
p(Em, µ)) ⊂ Lp(Em+1, µ) and ρ(tj)(Lp(Em, µ)) ⊂ Lp(Em−1, µ).
(2) We say that ρ is approximately free if for every N ∈ Z>0 there is n ≥ N
and a partition X =
∐n−1
m=0Em such that for m = 0, 1, . . . , n− 1 and all j,
taking En = E0 and E−1 = En−1, we have
ρ(sj)(L
p(Em, µ)) ⊂ Lp(Em+1, µ) and ρ(tj)(Lp(Em, µ)) ⊂ Lp(Em−1, µ).
When dealing with approximately free representations, we always take the index
m in Em mod n.
To produce free representations, we follow Lemmas 2.18, 2.19, and 2.20, pro-
ducing representations of the form (ρ(·) ⊗ 1)1⊗u for suitable u. To simplify the
notation and avoid conflict, we will abbreviate this representation to ρu.
Lemma 8.2. Let A be any of Ld (Definition 1.1), Cd (Definition 1.2), or L∞
(Definition 1.3). Let p ∈ [1,∞). Let (X,B, µ) and (Y, C, ν) be σ-finite measure
spaces. Let ρ : A→ L(Lp(X,µ)) be a representation, and let u ∈ L(Lp(Y, ν)) be
invertible. Then there exists a unique representation ρu : A→ L
(
Lp(X × Y, µ×
ν)
)
such that for all j we have (using the notation of Theorem 2.16(4))
ρu(sj) = ρ(sj)⊗ u and ρu(tj) = ρ(tj)⊗ u−1.
This construction has the following properties:
(1) If a ∈ A is homogeneous of degree k (with respect to the Z-grading of
Proposition 1.7), then ρu(a) = ρ(a)⊗ uk.
(2) If u is isometric, p 6= 2, and ρ is spatial (Definition 7.4(2)), then ρu is
spatial.
(3) If there is a partition Y =
∐
m∈Z Fm such that u(L
p(Fm, ν)) = L
p(Fm+1, ν)
for all m ∈ Z, then ρu is free in the sense of Definition 8.1(1).
Proof. Existence and uniqueness of ρu follow from Lemma 2.17, combined with
the appropriate one of Lemmas 2.18, 2.19, and 2.20, taking v = u−1 if A = Cd
or L∞.
It suffices to prove part (1) when a is a product of generators sj and tj. By
Lemma 1.10(4), we may assume that there are words α, β ∈ W d∞ such that
a = sαtβ. Then deg(a) = l(α)− l(β) (by Lemma 1.10(2)), and one checks directly
that
ρu(sαtβ) = ρ(sαtβ)⊗ ul(α)−l(β).
We prove (2). Lemma 6.16 implies that u is spatial, and Lemma 6.12(4) implies
that u−1 is the reverse of u. Now apply Lemma 6.20 to conclude that ρ(sj ⊗ u)
is spatial with reverse ρ(tj)⊗ u−1.
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To prove (3), we use the partition
X × Y =
∐
m∈Z
X × Ym.
The sets X × Ym clearly have the required properties. 
The construction of Lemma 8.2 preserves various other properties of represen-
tations, but we will not need this information.
Proposition 8.3. Let A be any of Ld (Definition 1.1), Cd (Definition 1.2), or L∞
(Definition 1.3). Let p ∈ [1,∞), let (X,B, µ) be a σ-finite measure space, and let
ρ : A→ L(Lp(X,µ)) be a representation. Let u ∈ L(lp(Z)) be the bilateral shift,
(uη)(m) = η(m − 1) for η ∈ lp(Z). Let ρu be as in Lemma 8.2. Then for every
a ∈ A we have ‖ρu(a)‖ ≥ ‖ρ(a)‖.
Proof. Let a ∈ A. Let ε > 0; we show that ‖ρu(a)‖ ≥ ‖ρ(a)‖ − ε.
Recall the Z-grading of Proposition 1.7. Choose N0 ∈ Z>0 such that there are
homogeneous elements
a−N0 , a−N0+1, . . . , aN0−1, aN0 ∈ A
such that deg(ak) = k for all k and a =
∑N0
k=−N0 ak. Choose ζ ∈ Lp(X,µ) such
that
‖ζ‖p = 1 and ‖ρ(a)ζ‖ > ‖ρ(a)‖ − 12ε.
Set r = ‖ρ(a)ζ‖. If r ≤ 1
2
ε, then ‖ρ(a)‖ < ε, and we are done. Otherwise, choose
N ∈ Z>0 such that
N >
N0r
p
rp − (r − 1
2
ε
)p .
Let ν be counting measure on Z. We identify Lp(X × Z, µ × ν) with the
space of all sequences ξ = (ξm)m∈Z with ξm ∈ Lp(X,µ) for all m and such that∑
m∈Z ‖ξm‖pp <∞, with
‖ξ‖p =
(∑
m∈Z
‖ξm‖pp
)1/p
.
Now define ξ ∈ Lp(X × Z, µ× ν) by
ξm =
{
0 |n| > N
(2N + 1)−1/pζ |n| ≤ N.
Then ‖ξ‖pp = 1.
Set η = ρu(a)ξ. We have
[
(1⊗u)ξ]
m
= ξm−1 for all m ∈ Z. Using Lemma 8.2(1),
for all m ∈ Z with −N +N0 ≤ m ≤ N −N0 we get
ηm =
N0∑
k=−N0
(2N + 1)−1/pρ(ak)ξm−k
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= (2N + 1)−1/p
N0∑
k=−N0
ρ(ak)ζ = (2N + 1)
−1/pρ(a)ζ.
There are 2N − 2N0 + 1 such values of m. It follows that
‖η‖pp ≥ (2N − 2N0 + 1)(2N + 1)−1‖ρ(ak)ζ‖pp =
(
2N − 2N0 + 1
2N + 1
)
rp
>
(
1− N0
N
)
rp >
(
1− r
p − (r − 1
2
ε
)p
rp
)
rp =
(
r − 1
2
ε
)p
.
So
‖η‖ > r − 1
2
ε = ‖ρ(a)ζ‖ − 1
2
ε > ‖ρ(a)‖ − ε.
This shows that ‖ρu(a)‖ > ‖ρ(a)‖ − ε. 
Corollary 8.4. Let A be any of Ld, Cd, or L∞. Let p ∈ [1,∞) \ {2}. Then there
exists an injective free spatial representation of A on lp(Z>0).
Proof. By Lemma 7.5, there is an injective spatial representation ρ of A on
lp(Z>0). Let ρu be the representation of A on lp(Z>0)⊗p lp(Z) ∼= lp(Z>0) of Propo-
sition 8.3. The inequality ‖ρu(a)‖ ≥ ‖ρ(a)‖ for all a ∈ A implies that ρu is also
injective. Moreover, ρu is spatial by Lemma 8.2(2) and free by Lemma 8.2(3). 
We want to prove an inequality in the opposite direction from that of Propo-
sition 8.3. We need a lemma.
Lemma 8.5. Let (X,B, µ) be a σ-finite measure space, with µ 6= 0. Let d ∈
{2, 3, 4, . . . ,∞}, let X1, X2, . . . , Xd ⊂ X (X1, X2, . . . ⊂ X if d = ∞) be disjoint
measurable sets, and for each j let Sj be an injective measurable set transforma-
tion (Definition 5.4) from (X,B, µ) to (Xj,B|Xj , µ|Xj). Then for every n ∈ Z>0
there exists E ∈ B with µ(E) 6= 0 such that the elements
Sα(1) ◦ Sα(2) ◦ · · · ◦ Sα(m)([E]) ∈ B/N (µ),
for all m ∈ {0, 1, 2, . . . , d} and all words α = (α(1), α(2), . . . α(m)) ∈ W dm (see
Notation 1.8) are disjoint in the sense of Definition 4.4.
Proof. In this proof, we will write expressions like Sj(E) for measurable subsets
E ⊂ X, meaning that Sj(E) is taken to be some measurable subset of X whose
image in B/N (µ) is Sj([E]) in the sense of Definition 4.13. We remember that
such a set is only defined up to sets of measure zero. Also, disjointness and
containment of subsets of X will only be up to sets of measure zero. No problem
will arise, because we only deal with countably many subsets of X, and we can
therefore make the conclusion exact at the end by deleting a set of measure zero.
By analogy with Notation 1.9, for a word α = (α(1), α(2), . . . , α(m)) ∈ W dm,
we define
Sα = Sα(1) ◦ Sα(2) ◦ · · · ◦ Sα(m),
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which is a measurable set transformation from (X,B, µ) to a suitable subset of X.
We take S∅ = idB/N (µ). As with products of generators of Ld, if α, β ∈ W d∞ and
αβ is their concatenation, then Sα ◦ Sβ = Sαβ.
We first claim that for allm ∈ Z>0 and all α, β ∈ W dm, we have Sα(X)∩Sβ(X) =
∅. To see this, let k be the least integer such that α(k) 6= β(k). Set
α0 = (α(k), α(k + 1), . . . , α(m)), β0 = (β(k), β(k + 1), . . . , β(m)),
and
γ = (α(1), α(2), . . . , α(k − 1)).
Then γα0 = α and γβ0 = β. The sets Sα0(X) and Sβ0(X) are disjoint be-
cause they are contained in the disjoint sets Xα(k) and Xβ(k). It now follows from
Lemma 4.10(2) that (Sγ ◦ Sα0)(X) and (Sγ ◦ Sβ0)(X) are disjoint, which implies
the claim.
Our second claim is that if D ⊂ X and n ∈ Z>0 satisfy µ(D) > 0 and D ∩
Sn1 (D) = ∅, then there exists a subset F ⊂ D such that µ(F ) 6= 0 and such that
for all m ∈ Z>0 such that m divides n, we have F ∩ Sm1 (F ) = ∅. To prove the
claim, first observe that if for some fixed m we have F ∩ Sm1 (F ) = ∅, then for
every subset G ⊂ F we also have G ∩ Sm1 (G) = ∅. Thus, if we prove the claim
for just one divisor m of n, an induction argument will yield the claim as stated.
Define F = D\ (D∩Sm1 (D)). Clearly F ∩Sm1 (F ) = ∅. We need only show that
µ(F ) > 0. Suppose not. Then (as usual, up to a set of measure zero) we have
D ⊂ Sm1 (D). By induction, we get D ⊂ Skm1 (D) for all k ∈ Z>0. In particular,
D ⊂ Sn1 (D), which contradicts D ∩ Sn1 (D) = ∅ and µ(D) > 0. The claim is
proved.
Our third claim is that for all n ∈ Z>0, we have
µ
(
Sn(X) \ S2n(X)) 6= 0.
Indeed, X\Sn1 (X) containsX\S1(X), which contains S2(X), and µ(S2(X)) > 0
because S2 is an injective measurable set transformation. Since S
n
1 is an injective
measurable set transformation, it follows that µ
(
Sn1 (X \Sn1 (X)
) 6= 0. This proves
the claim.
Set N = n!. Define E0 = S
N
1 (X)\S2N1 (X). Then µ(E0) > 0 by the third claim,
and also E0∩SN1 (E0) = ∅. The second claim therefore provides a subset E ⊂ E0
such that µ(E) 6= 0 and such that E ∩ Sm1 (E) = ∅ for m = 1, 2, . . . , n.
We show that E satisfies the conclusion of the lemma. So let α and β be
distinct words with length at most n. We have to prove that Sα(E)∩Sβ(E) = ∅.
Without loss of generality l(α) ≥ l(β).
Suppose l(α) = l(β). Then, using the first claim at the second step,
Sα(E) ∩ Sβ(E) ⊂ Sα(X) ∩ Sβ(X) = ∅.
Suppose now l(α) > l(β). Set m = l(α) and r = l(β). Define a new word γ
with l(γ) = m by
γ = (β(1), β(2), . . . , β(r), 1, 1, . . . , 1).
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Thus Sγ = Sβ ◦ Sm−r1 .
We consider two cases, the first of which is γ 6= α. Then, since m− r ≤ n ≤ N,
Sα(E) ⊂ Sα(X) and Sβ(E) ⊂ Sβ(SN1 (X)) ⊂ Sγ(X).
So Sα(E) ∩ Sβ(E) = ∅ by the first claim.
It remains to consider the case γ = α. Then
Sα(E) ∩ Sβ(E) = Sβ(Sm−r1 (E)) ∩ Sβ(E).
Since Sm−r1 (E) ∩ E = ∅, it follows from Lemma 4.10(2) that Sα(E) ∩ Sβ(E) =
∅. 
Proposition 8.6. Let d ∈ {2, 3, 4, . . .}, and let (X,B, µ) and (Y, C, ν) be σ-
finite measure spaces. Let p ∈ [1,∞) \ {2}. Let ρ : Ld → L(Lp(X,µ)) be an
approximately free spatial representation, and let ϕ : Ld → L(Lp(Y, ν)) be a
spatial representation. Then for all a ∈ Ld, we have ‖ρ(a)‖ ≤ ‖ϕ(a)‖.
Proof. We adopt the same conventions with regard to measurable set transfor-
mations as described at the beginning of the proof of Lemma 8.5. In particular,
set operations and relations are only up to sets of measure zero. Also, as there,
for the measurable set transformations Sj and Rj defined below, we write
Sα = Sα(1) ◦ Sα(2) ◦ · · · ◦ Sα(m),
and define Rα similarly.
By definition, the operators ϕ(sj) are spatial isometries. Therefore they have
spatial systems (Y, Yj, Sj, gj), in which Sj is a bijective measurable set transfor-
mation. In particular, ϕ(sj)(L
p(E, µ)) = Lp(Sj(E), µ). By Lemma 7.9(3), the
sets Yj are disjoint. Since d <∞, we get Y =
∐d
j=1 Yj.
Similarly, the operators ρ(sj) have range supports, say, Xj, and X =
∐d
j=1 Xj.
Moreover, the spatial realization Rj of ρ(sj) is a bijective measurable set trans-
formation from X to Xj.
Let a ∈ Ld. We want to prove that ‖ρ(a)‖ ≤ ‖ϕ(a)‖. By scaling, without loss
of generality ‖ρ(a)‖ = 1. Apply Lemma 1.12, obtaining N0 ∈ Z≥0, a finite set
F0 ⊂ W d∞, and numbers λ(0)α,β ∈ C for α ∈ F0 and β ∈ W dN0 , such that
a =
∑
α∈F0
∑
β∈W dN0
λ
(0)
α,βsαtβ.
SetN1 = max
({l(α) : α ∈ F0}). Let τ be any fixed word of lengthN0. Set b = sτa.
Set F = {τα0 : α0 ∈ F0}. Thus, for all α ∈ F, we have N0 ≤ l(α) ≤ N0 +N1. For
α ∈ F and β ∈ W dN0 , write α = τα0 with α0 ∈ F0, and set λα,β = λ(0)α0,β. Then
b =
∑
α∈F
∑
β∈W dN0
λα,βsαtβ.
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Since ρ and ϕ are both contractive on generators (by Lemma 7.9(1)), we have
‖ρ(a)‖ = ‖ρ(tτ )ρ(sτa)‖ ≤ ‖ρ(tτ )‖ · ‖ρ(sτa)‖
≤ ‖ρ(b)‖ ≤ ‖ρ(sτ )‖ · ‖ρ(a)‖ ≤ ‖ρ(a)‖,
so ‖ρ(b)‖ = ‖ρ(a)‖ = 1, and similarly ‖ϕ(b)‖ = ‖ϕ(a)‖. It therefore suffices to
prove that ‖ρ(b)‖ ≤ ‖ϕ(b)‖.
Let ε > 0. We prove that ‖ϕ(b)‖ > 1 − ε. If N0 = N1 = 0, then b is a scalar,
and this inequality is immediate. Otherwise, N0 +N1 > 0. Choose r ∈ Z>0 such
that
r > (N0 +N1)
(
2
ε
)p
.
Choose ξ(0) ∈ Lp(X,µ) such that∥∥ξ(0)∥∥
p
= 1 and
∥∥ρ(b)ξ(0)∥∥
p
> 1− 1
2
ε.
Since ρ is approximately free, there is N ≥ (N0 + N1)r and a partition X =∐N−1
m=0 Dm such that for m = 0, 1, . . . , N − 1 and all j, taking DN = D0 and
D−1 = DN−1, we have
ρ(sj)(L
p(Dm, µ)) ⊂ Lp(Dm+1, µ)
and
ρ(tj)(L
p(Dm, µ)) ⊂ Lp(Dm−1, µ).
Write
ξ(0) =
N−1∑
m=0
ξ(0)m
with ξ
(0)
m ∈ Lp(Dm, µ) for m = 0, 1, . . . , N − 1.
We claim that there is a set T of N0 +N1 consecutive values of m such that∥∥∥∑
m∈T
ξ(0)m
∥∥∥
p
<
ε
2
.
Since the sets Dm are disjoint, Remark 2.7 gives∥∥∥∑
m∈T
ξ(0)m
∥∥∥p
p
=
∑
m∈T
∥∥ξ(0)m ∥∥pp.
It is therefore enough to prove that there is a set T of N0 +N1 consecutive values
of m such that for all n ∈ T we have∥∥ξ(0)m ∥∥p < ε2
(
1
N0 +N1
)1/p
.
Suppose that there is no such set T. Then, in particular, for
k = 0, 1, . . . , r − 1
there is
nk ∈
[
k(N0 +N1), (k + 1)(N0 +N1)
) ∩ Z
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such that ∥∥ξ(0)nk ∥∥p ≥ ε2
(
1
N0 +N1
)1/p
.
Then ∥∥ξ(0)∥∥p
p
≥
r−1∑
k=0
∥∥ξ(0)nk ∥∥pp ≥ r (ε2)p
(
1
N0 +N1
)
> 1,
contradicting
∥∥ξ(0)nk ∥∥p = 1. This proves the claim.
By cyclically permuting the indices of the sets Dm, we may assume that∥∥∥∑N0−1
m=0
ξ(0)m +
∑N−1
m=N−N1
ξ(0)m
∥∥∥ < ε
2
.
Define
ξm =
{
ξ
(0)
m N0 ≤ m ≤ N −N1 − 1
0 0 ≤ m ≤ N0 − 1 and N −N1 ≤ m ≤ N − 1
and
ξ =
N−1∑
m=0
ξm = ξ
(0) −
N0−1∑
m=0
ξ(0)m −
N−1∑
m=N−N1
ξ(0)m .
Then
∥∥ξ − ξ(0)∥∥ < 1
2
ε, so ‖ρ(b)ξ‖ > 1− ε. Also clearly ‖ξ‖ ≤ ∥∥ξ(0)∥∥ = 1.
Following Lemma 2.17, except with the factors in the other order, define a
representation ψ : Ld → L
(
Lp(X × Y, µ× ν)) by ψ(c) = 1⊗ ϕ(c) for all c ∈ Ld.
It follows from Lemma 2.17 that ‖ψ(b)‖ = ‖ϕ(b)‖. We are now going to define
an isometry (not necessarily surjective)
u : Lp(X,µ)→ Lp(X × Y, µ× ν)
which will partially intertwine ρ and ψ.
The bijective measurable set transformations Rj at the beginning of the proof
preserve disjointness and finite intersections and unions. Since X =
∐d
j=1 Xj,
and identifying, as usual, sets with their images in B/N (µ), we get
Dm+1 =
d∐
j=1
Rj(Dm)
for m = 0, 1, . . . , N − 2. Define
W =
N−1⋃
m=0
W dm.
Set Dγ = Rγ(D0) for γ ∈ W. Then
X =
∐
γ∈W
Dγ.
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For γ ∈ W, define eγ = m(χDγ ) ∈ L(Lp(X,µ)) (following Notation 6.11). Then
the eγ are idempotents of norm 1 and
∑
γ∈W eγ = 1.
Apply Lemma 8.5 to the injective measurable set transformations Sj at the
beginning of the proof, obtaining a set E ⊂ Y with ν(E) 6= 0 such that the sets
Eγ = Sγ(E), for γ ∈ W, are disjoint. Then ϕ(sγ)(Lp(E, ν)) = Lp(Eγ, ν) for all γ.
Choose η0 ∈ Lp(E, ν) such that ‖η0‖p = 1.
As in Theorem 2.16, identify Lp(X × Y, µ× ν) with Lp(X,µ)⊗p Lp(Y, ν). For
any ξ ∈ Lp(X,µ) (not just the specific element ξ considered above), define
uξ =
∑
γ∈W
ρ(tγ)eγξ ⊗ ϕ(sγ)η0.
Then u ∈ L(Lp(X,µ), Lp(X × Y, µ× ν)).
We claim that u is isometric. Let ξ ∈ Lp(X,µ) be arbitrary. Since the sets Dγ
are disjoint, Remark 2.7 gives
‖ξ‖pp =
∑
γ∈W
‖eγξ‖pp.
On the other hand, for γ ∈ W, we have Lp(Dγ, µ) ⊂ ran(ρ(sγ)), so
‖ρ(tγ)eγξ‖p = ‖eγξ‖p.
Also, the elements ρ(tγ)eγξ ⊗ ϕ(sγ)η0 are supported in the disjoint sets X × Eγ
(in fact, in D∅ × Eγ), so (using ‖ϕ(sγ)η0‖p = ‖η0‖p = 1 at the third step)
‖uξ‖pp =
∥∥∥∑
γ∈W
ρ(tγ)eγξ ⊗ ϕ(sγ)η0
∥∥∥p
p
=
∑
γ∈W
‖ρ(tγ)eγξ‖pp · ‖ϕ(sγ)η0‖pp =
∑
γ∈W
‖eγξ‖pp = ‖ξ‖pp.
This completes the proof that u is isometric.
Now set
G0 =
N1⋃
m=0
W dm and G =
N0+N1⋃
m=N0
W dm =
{
α0α1 : α0 ∈ G0 and α1 ∈ W dN0
}
.
Thus, G is the set of all words with lengths from N0 through N0 +N1, and F ⊂ G.
We can therefore write
(8.1) b =
∑
α∈G
∑
β∈W dN0
λα,βsαtβ,
by taking λα,β = 0 for α ∈ G \ F.
We claim that for any ξ ∈ Lp(X,µ) which is supported in
N−N1−1⋃
m=N0
⋃
γ∈W dm
Dγ,
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and any b ∈ Ld of the form (8.1) (not just the particular b used above), we have
(8.2) uρ(b)ξ = ψ(b)uξ.
By linearity, it suffices to prove that for each γ ∈ W with N0 ≤ l(γ) ≤
N −N1 − 1, the claim holds for all ξ which are supported in Dγ. Write γ = γ0γ1
with
γ0 ∈ W dN0 and 0 ≤ l(γ1) ≤ N −N0 −N1 − 1.
Then ξ ∈ ran(ρ(sγ)) ⊂ ran(ρ(sγ0)), so ρ(sγ0)ρ(tγ0)ξ = ξ. For β ∈ W dN0 , we have
tβsγ0 = δβ,γ0 · 1, so
ρ(b)ξ =
∑
α∈G
∑
β∈W dN0
λα,βρ(sα)ρ(tβ)ρ(sγ0)ρ(tγ0)ξ =
∑
α∈G
λα,γ0ρ(sα)ρ(tγ0)ξ.
Since γ = γ0γ1, the element ρ(tγ0)ξ is supported in Dγ1 . Let α ∈ G. Since
l(α) + l(γ1) ≤ N − 1, it follows that ρ(sα)ρ(tγ0)ξ is supported in Dαγ1 . Therefore
(recalling that Notation 1.9 gives tαγ1 = tγ1tα),
uρ(sα)ρ(tγ0)ξ = ρ(tαγ1)ρ(sα)ρ(tγ0)ξ ⊗ ϕ(sαγ1)η0
= ρ(tγ1tαsαtγ0)ξ ⊗ ϕ(sαγ1)η0 = ρ(tγ)ξ ⊗ ϕ(sαγ1)η0.
Thus
uρ(b)ξ =
∑
α∈G
λα,γ0ρ(tγ)ξ ⊗ ϕ(sαγ1)η0.
On the other hand, using tβsγ0 = δβ,γ0 for β ∈ W dN0 at the third step,
ψ(b)uξ = (1⊗ ϕ(b))(ρ(tγ)ξ ⊗ ϕ(sγ)η0)
=
∑
α∈G
∑
β∈W dN0
λα,βρ(tγ)ξ ⊗ ϕ(sα)ϕ(tβ)ϕ(sγ0)ϕ(sγ1)η0
=
∑
α∈G
λα,γ0ρ(tγ)ξ ⊗ ϕ(sα)ϕ(sγ1)η0 = uρ(b)ξ.
This completes the proof of the claim.
We now return to our specific choices of ξ and b. They satisfy the hypotheses
in the claim, so we have, using (8.2) in the second calculation,
‖uξ‖p = ‖ξ‖p ≤ 1 and ‖ψ(b)uξ‖p = ‖uρ(b)ξ‖p = ‖ρ(b)ξ‖p > 1− ε.
Therefore ‖ϕ(b)‖ = ‖ψ(b)‖ > 1− ε. This completes the proof. 
Theorem 8.7. Let d ∈ {2, 3, 4, . . .}, let (X,B, µ) and (Y, C, ν) be σ-finite measure
spaces, and let ρ : Ld → L(Lp(X,µ)) and ϕ : Ld → L(Lp(Y, ν)) be spatial repre-
sentations (Definition 7.4(2)). Then the map ρ(sj) 7→ ϕ(sj) and ρ(tj) 7→ ϕ(tj),
for j = 1, 2, . . . , d, extends to an isometric isomorphism ρ(Ld)→ ϕ(Ld).
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Proof. The statement is symmetric in ρ and ϕ, so it suffices to prove that for all
a ∈ Ld, we have ‖ϕ(a)‖ ≤ ‖ρ(a)‖.
Let u ∈ L(lp(Z)) be the bilateral shift, and let ϕu : Ld → L
(
Lp(Y, ν) ⊗ lp(Z))
be as in Lemma 8.2. Proposition 8.3 implies that ‖ϕ(a)‖ ≤ ‖ϕu(a)‖. Since ϕu
is free (by Lemma 8.2(3)), it is clearly essentially free. Since ϕu is spatial (by
Lemma 8.2(2)), Proposition 8.6 therefore implies that ‖ϕu(a)‖ ≤ ‖ρ(a)‖. 
Theorem 8.7 justifies the following definition.
Definition 8.8. Let d ∈ {2, 3, 4, . . .} and let p ∈ [1,∞). We define Opd to be the
completion of Ld in the norm a 7→ ‖ρ(a)‖ for any spatial representation ρ of Ld
on a space of the form Lp(X,µ) for a σ-finite measure space (X,B, µ). We write
sj and tj for the elements in Opd obtained as the images of the elements with the
same names in Ld, as in Definition 1.1.
When p = 2, we get the usual Cuntz algebra Od. Indeed, if ρ is a spatial
representation on L2(X,µ), then, by Remark 6.14, we have ρ(tj) = ρ(sj)
∗ for
j = 1, 2, . . . , d. Thus, ρ is a *-representation.
Proposition 8.9. Let d ∈ {2, 3, 4, . . .}, let p ∈ [1,∞) \ {2}, let (X,B, µ) be
a σ-finite measure space, and let ρ : Opd → L(Lp(X,µ)) be a unital contractive
homomorphism. Then ρ is isometric.
Proof. Let ρ0 be the composition of ρ with the obvious map Ld → Opd. By The-
orem 8.7, it suffices to prove that ρ0 is spatial. We prove this by verifying con-
dition (5) of Theorem 7.7. (By the last part of Theorem 7.7, this suffices when
p = 1 as well as when p ∈ (1,∞) \ {2}.) That ρ0 is contractive on generators is
immediate. Also, the obvious map sending the standard matrix unit ej,k ∈ Md
to sjtk ∈ Opd is isometric from Mpd to Opd, by Lemma 7.9(8) and the equiva-
lence of conditions (1) and (3) in Theorem 7.2. Therefore the restriction of ρ0 to
span
(
(sjtk)
d
j,k=1
)
is contractive as a map from Mpd to L(L
p(X,µ)). The equiva-
lence of conditions (1) and (4) in Theorem 7.2 therefore shows that this restriction
is spatial. This completes the verification of condition (5) of Theorem 7.7. 
Corollary 8.10. Let d ∈ {2, 3, 4, . . .}, let p ∈ [1,∞) \ {2}, let (X,B, µ) be a σ-
finite measure space such that Lp(X,µ) is separable, and let ρ : Opd → L(Lp(X,µ))
be a not necessarily unital contractive homomorphism. Then ρ is isometric.
Proof. It is clear that e = ρ(1) is an idempotent in L(Lp(X,µ)). Set E = ran(e).
Then ρ defines a contractive unital homomorphism from Opd to L(E).
The hypotheses imply that ‖ρ(1)‖ = 1. It follows from Theorem 3 in Section 17
of [17] that there is a measure space (Y, C, ν) such that E is isometrically isomor-
phic to Lp(Y, ν). Since Lp(X,µ) is separable, so is E, and therefore we may take
ν to be σ-finite. Now apply Proposition 8.9. 
Unfortunately, unlike the case of C*-algebras (p = 2), we know of no result
which allows us to deduce simplicity of Opd from Proposition 8.9 or Corollary 8.10,
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or the other way around. We will prove simplicity of Opd in [22], using methods
much closer to those used in the C*-algebra case in [9].
9. Nonisomorphism of algebras generated by spatial
representations for different p
To what extent do the various algebrasOpd differ from each other? Taking p = 2,
the K-theory computation in [10] shows that, for d1 6= d2, we have O2d1 6∼= O2d2 .
We will show in [23] that the K-theory is the same for p 6= 2 as for p = 2,
giving the analogous nonisomorphism result. Here, we address what happens
when one instead varies p. Here, K-theory is of no help. Instead, we show by
more direct methods that for p1 6= p2 and for d1 and d2 arbitrary, there is no
nonzero continuous homomorphism from Op1d1 to Op2d2 . In fact, there is no nonzero
continuous homomorphism from Op1d1 to L(lp2(Z>0)).
This result gives a different proof of the fact (Corollary 6.15 of [6]) that for
distinct p1, p2 ∈ (1,∞), there is no nonzero continuous homomorphism from
L(lp1(Z>0)) to L(lp2(Z>0)). (We are grateful to Volker Runde for providing this
reference. In this connection, we note that Corollary 2.18 of [6] implies that if
E and F are Banach spaces such that L(E) is isomorphic to L(F ) as Banach
algebras, then E is isomorphic to F as Banach spaces.)
Lemma 9.1. Let p ∈ [1,∞). Let (X,B, µ) be a σ-finite measure space. Let
ρ : L∞ → L(lp(X,µ)) be a spatial representation. Let E be a Banach space.
Suppose there is a nonzero continuous homomorphism ϕ : ρ(L∞)→ L(E). Then
lp(Z>0) is isomorphic as a Banach space (recall the conventions in Definition 2.2)
to a subspace of E.
Proof. The element ϕ(1) ∈ L(E) is an idempotent. Replacing E by ϕ(1)E, we
may assume that ϕ is unital (and E is nonzero).
Let q ∈ (1,∞] satisfy 1
p
+ 1
q
= 1.
Let λ 7→ sλ and λ 7→ tλ be as in Definition 1.13 for L∞. For p ∈ (1,∞),
it follows from Lemma 7.9(4) and Lemma 7.9(5) that the maps λ 7→ ρ(sλ)
and λ 7→ ρ(tλ) extend to isometric maps sρ : lp(Z>0) → L(Lp(X,µ)) and tρ :
lq(Z>0)→ L(Lp(X,µ)). For p = 1, we similarly get sρ as above and tρ : C0(Z>0)→
L(Lp(X,µ)).
Fix η0 ∈ E with ‖η0‖ = 1. Define v : lp(Z>0) → E as follows. For λ =
(λ1, λ2, . . .) ∈ lp(Z>0), set v(λ) = ϕ(sρ(λ))η0. Then v is bounded, because
‖v(λ)‖ ≤ ‖ϕ‖ · ‖sρ(λ)‖ · ‖η0‖ = ‖ϕ‖ · ‖λ‖p.
We claim that for all λ ∈ lp(Z>0), we have ‖v(λ)‖ ≥ ‖ϕ‖−1‖λ‖p. The claim
will imply that v is an isomorphism of lp(Z>0) with some closed subspace of E,
completing the proof of the lemma.
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We prove the claim. Let λ ∈ lp(Z>0). Without loss of generality λ 6= 0. First
suppose p 6= 1. It is well known that there exists γ ∈ lq(Z>0) \ {0} such that
(9.1)
∞∑
j=1
γjλj = 1
and
(9.2) ‖γ‖q = ‖λ‖−1p .
(The method of proof can be found, for example, at the beginning of Section 6.5
of [24].)
By Lemma 1.14, for every n ∈ Z>0 we have(∑n
j=1
γjρ(tj)
)(∑n
j=1
λjρ(sj)
)
=
(∑n
j=1
γjλj
)
· 1.
Letting n→∞ and applying (9.1), we get tρ(γ)sρ(λ) = 1. Therefore
η0 = ϕ(t
ρ(γ))ϕ(sρ(λ))η0 = ϕ(t
ρ(γ))v(λ).
So, using (9.2) at the third step,
1 = ‖η0‖ ≤ ‖ϕ‖ · ‖tρ(γ)‖ · ‖v(λ)‖ = ‖ϕ‖ · ‖λ‖−1p · ‖v(λ)‖.
It follows that ‖v(λ)‖ ≥ ‖ϕ‖−1‖λ‖p, as desired.
Now suppose p = 1. Let ε > 0. Choose γ ∈ c0(Z>0) with finite support and
such that γjλj ≥ 0 for j ∈ Z>0,
∞∑
j=1
γjλj > 1− ε, and ‖γ‖q = ‖λ‖−1p .
Then tρ(γ)sρ(λ) = α · 1 with α > 1− ε. We get
αη0 = ϕ(t
ρ(γ))v(λ) and 1− ε ≤ ‖ϕ‖ · ‖λ‖−1p · ‖v(λ)‖.
Since ε > 0 is arbitrary, we again get ‖v(λ)‖ ≥ ‖ϕ‖−1‖λ‖p, as desired. 
Theorem 9.2. Let p1, p2 ∈ [1,∞) be distinct. LetA be any of Ld (Definition 1.1),
Cd (Definition 1.2), or L∞ (Definition 1.3). Let ρ : A→ L(lp1(Z>0)) be a spatial
representation. Then there is no nonzero continuous homomorphism from ρ(A)
to L(lp2(Z>0)).
Proof. Suppose that ϕ : ρ(A1)→ L(lp2(Z>0)) is a continuous homomorphism.
Regardless of what A1 is, there is a unital homomorphism ψ : L∞ → A1 such
that (in the notation of Definition 1.3)
ψ
(
s
(∞)
j
)
= sj2s1 and ψ
(
t
(∞)
j
)
= t1t
j
2
for all j ∈ Z>0. Since ρ is spatial, one easily checks that ρ ◦ ψ is a spatial
representation of L∞ on lp1(Z>0). Set B = (ρ ◦ ψ)(L∞). Then Lemma 9.1, ap-
plied to ϕ|B, provides an isomorphism of lp1(Z>0) with a subspace of lp2(Z>0).
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The remark after Proposition 2.a.2 of [19] (on page 54) therefore implies that
p1 = p2. 
Corollary 9.3. Let p1, p2 ∈ [1,∞) be distinct. Let A1 and A2 be any two of Ld
(Definition 1.1), Cd (Definition 1.2), or L∞ (Definition 1.3). Let ρ1 : A1 →
L(lp1(Z>0)) be a spatial representation (Definition 7.4(2)), and let ρ2 :
A2 → L(lp2(Z>0)) be an arbitrary representation. Then there is no nonzero
continuous homomorphism from ρ(A1) to ρ(A2).
Proof. Combine Theorem 9.2 and Lemma 7.5. 
In particular, there is no nonzero continuous homomorphism from Op1d1 to Op2d2 .
We recover part of Corollary 6.15 of [6].
Corollary 9.4. Let p1, p2 ∈ [1,∞) be distinct. Then there is no nonzero contin-
uous homomorphism from L(lp1(Z>0)) to L(lp2(Z>0)).
Proof. Suppose ϕ : L(lp1(Z>0)) → L(lp2(Z>0)) is a nonzero continuous homo-
morphism. Use Lemma 7.5 to choose an injective spatial representation ρ :
L∞ → L(lp1(Z>0)). Then 1 ∈ ρ(L∞), so ϕ|ρ(L∞) is nonzero, contradicting Theo-
rem 9.2. 
Corollary 9.3 does not rule out isomorphism as Banach spaces. In fact, we
have the following result.
Proposition 9.5. Let p ∈ [1,∞), and suppose 1
p
+ 1
q
= 1. Let A be any of Ld
(Definition 1.1), Cd (Definition 1.2), or L∞ (Definition 1.3), let (X,B, µ) be a
σ-finite measure space, and let ρ : A→ L(Lp(X,µ)) be any representation. Then
ρ(A) is isometrically antiisomorphic to a subalgebra of L(Lq(X,µ)), namely ρ′(A)
with ρ′ as in Lemma 2.21.
Proof. Use Lemma 2.21 and the fact that (following Notation 2.3) one always has
‖a′‖ = ‖a‖. 
In particular, when ρ is spatial, ρ(A) and ρ′(A) are isometrically isomorphic as
Banach spaces, even though (for p 6= 2) they are not even isomorphic as Banach
algebras.
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