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Resumen
La anotación automática de imágenes médicas se ha convertido en un
proceso necesario para la gestión, búsqueda y exploración de las crecientes
bases de datos médicas para apoyo al diagnóstico y análisis de imágenes en
investigación biomédica. La anotación automática consiste en asignar con-
ceptos de alto nivel a imágenes a partir de las características visuales de
bajo nivel. Para esto se busca tener una representación de la imagen que
caracterice el contenido visual de ésta y un modelo de aprendizaje entre-
nado con ejemplos de imágenes anotadas. Este trabajo propone explorar
la Bolsa de Características (BdC) para la representación de las imágenes
de histología y los Métodos de Kernel (MK) como modelos de aprendizaje
de máquina para la anotación automática. Adicionalmente se exploró una
metodología de análisis de colecciones de imágenes para encontrar patrones
visuales y sus relaciones con los conceptos semánticos usando Análisis de
Información Mutua, Selección de Características con Máxima-Relevancia y
Mínima-Redundancia (mRMR) y Análisis de Biclustering. La metodología
propuesta fue evaluada en dos bases de datos de imágenes, una con imá-
genes anotadas con los cuatro tejidos fundamentales y otra con imágenes de
tipo de cáncer de piel conocido como carcinoma basocelular. Los resultados
en análisis de imágenes revelan que es posible encontrar patrones implícitos
en colecciones de imágenes a partir de la representación BdC seleccionan-
do las palabras visuales relevantes de la colección y asociándolas a conceptos
semánticos mientras que el análisis de biclustering permitió encontrar algunos
grupos de imágenes similares que comparten palabras visuales asociadas al
tipo de tinción o conceptos. En anotación automática se evaluaron distintas
configuraciones del enfoque BdC. Los mejores resultados obtenidos presentan
una Precisión de 91% y un Recall de 88% en las imágenes de histología, y
una Precisión de 59% y un Recall de 23% en las imágenes de histopatología.
La configuración de la metodología BdC con los mejores resultados en ambas
colecciones fue obtenida usando las palabras visuales basadas en DCT con
un diccionario de tamaño 1, 000 con un kernel Gaussiano.
xiii
Abstract
The automatic annotation of medical images has become a necessary
process for managing, searching and exploration of growing medical image
databases for diagnostic support and image analysis in biomedical research.
The automatic annotation is to assign high-level concepts to images from
the low-level visual features. For this, is needed to have a image representa-
tion that characterizes its visual content and a learning model trained with
examples of annotated images. This paper aims to explore the Bag of Fea-
tures (BOF) for the representation of histology images and Kernel Methods
(KM) as models of machine learning for automatic annotation. Additional-
ly, we explored a methodology for image collection analysis in order to find
visual patterns and their relationships with semantic concepts using Mutu-
al Information Analysis, Features Selection with Max-Relevance and Min-
Redundancy (mRMR) and Biclustering Analysis. The proposed methodol-
ogy was evaluated in two image databases, the first have images annotated
with the four fundamental tissues, and the second have images of a type
of skin cancer known as Basal-cell carcinoma. The image analysis results
show that it is possible to find implicit patterns in image collections from
the BOF representation. This by selecting the relevant visual words in the
collection and associating them with semantic concepts, whereas bicluster-
ing analysis allowed to find groups of similar images that share visual words
associated with the type of stain or concepts. The Automatic annotation
was evaluated in different settings of BOF approach. The best results have a
Precision of 91% and Recall of 88% in the histology images, and a Precision
of 59% and Recall of 23% in histopathology images. The configuration of
BOF methodology with the best results in both datasets was obtained using
the DCT-based visual words in a dictionary size of 1, 000 with a Gaussian
kernel.
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Capítulo 1
Introducción
La histología es un área fundamental de la biología que estudia la anatomía
de las células y los tejidos a nivel microscópico en las plantas y los ani-
males. La principal herramienta para la histología es el microscopio (de luz
o electrónico) que se utiliza para examinar cortes delgados de los tejidos.
Las imágenes de histología e histopatología son de gran importancia para la
medicina. Estas son un activo fundamental para determinar la normalidad
de una estructura biológica particular, o para diagnosticar enfermedades co-
mo el cáncer. Los cursos de histología están diseñados para capacitar a los
médicos y biólogos a fin de conocer la apariencia de los diferentes tejidos que
varían de acuerdo con la estructura, función y organización celular en los
distintos órganos del cuerpo. Estas características suelen ser resaltadas con
la ayuda de diferentes tipos de tinciones. Las imágenes de histología se uti-
lizan tanto para la investigación biológica fundamental como para la toma de
decisiones clínicas. En este trabajo, se usaron dos conjuntos de datos difer-
entes que reflejan los dos tipos de aplicaciones de este tipo de imágenes. El
primer conjunto de imágenes anotadas con los cuatro tejidos fundamentales.
Por otro lado, el segundo conjunto de imágenes anotadas con uno o mas de
once conceptos asociados al diagnóstico de carcinoma basocelular, uno de los
tipos de cáncer de piel con mayor incidencia en la población.
El problema abordado en este trabajo es cómo hacer anotación automáti-
ca de imágenes de histología, que no han sido anotadas manualmente, a
partir la información visual de su contenido representando como una Bolsa
de Características (BdC). Para esto, la representación BdC es construida a
partir de la colección de imágenes anotadas manualmente por expertos para
generar un diccionario visual con los patrones relevantes de la colección. La
dificultad de éste problema consiste en aplicar un método para efectuar la
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anotación automática de las imágenes sin anotaciones únicamente a partir
la información visual de éstas, lo cual aun es un problema abierto conocido
como el vacío semántico.
El vacío semántico entre la información textual (nivel semántico) y el
bajo nivel se refiere a la dificultad para encontrar relaciones entre los valores
de los píxeles o su representación particular y la interpretación conceptu-
al del contenido de la imagen. En el dominio de imágenes médicas el vacío
semántico es mayor que en las imágenes de escenas naturales debido a la
heterogeneidad de las imágenes y el conocimiento especializado e incluso es-
tructurado del dominio médico. El contenido visual presente en las imágenes
es de por si heterogéneo, y en el dominio médico es aun mayor debido a las
particularidades de las técnicas de adquisición y la anatomía del paciente o
de las regiones biológicas.
Este problema ha sido un tema ampliamente abordado en el dominio de
las imágenes naturales y médicas, en donde el objetivo de los distintos tra-
bajos previos ha sido buscar reducir este vacío. La mayoría de estos trabajos
han buscado usar el aprendizaje supervisado el cual a partir de un conjunto
de entrenamiento de imágenes representadas por vectores de características,
y con categorías definidas previamente, deben estar anotadas manualmente
por almenos un experto del dominio, lo cual es en general costoso, como es
el caso en el dominio de imágenes médicas. Por otro lado, en muchos casos,
los modelos de anotación obtenidos a través de aprendizaje supervisado fun-
cionan como cajas negras que no permiten entender las relaciones entre la
información visual y los conceptos semánticos de las imágenes.
La representación BdC ha sido exitosamente usada en el área de Visión
por Computador como un sencillo pero eficiente enfoque para reconocimiento
de objetos en imágenes naturales, de hecho ha sido explorada en recuperación
por contenido y anotación de imágenes de radiología. Sin embargo, poco se
ha explorado el potencial de ésta representación para análisis de imágenes
biomédicas y anotación de imágenes en otros dominios como las imágenes de
histología, tomando en cuenta que en ésta representación es posible conocer
e identificar los patrones o palabras visuales que componen una imagen de
acuerdo a un diccionario visual aprendido del dominio del problema. Igual-
mente los Métodos de Kernel han demostrado su potencia en el área de
Reconocimiento de Patrones por medio de una representación implícita de
los datos mapeados a un espacio de características de alta dimensionalidad
donde la solución es lineal y se puede encontrar desde el espacio original, de
hecho las Máquinas de Soporte Vectorial (Support Vector Machines en in-
glés) son un caso particular de los Métodos de Kernel donde se garantiza que
la solución del problema de aprendizaje es óptima. Por otro lado, los métodos
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de análisis de la colección como la Selección de Características y el Biclus-
tering se han usado recientemente con éxito en bioinformática, en donde es
igualmente complejo encontrar patrones implícitos entre genes, poblaciones,
patologías y tratamientos. Las anteriores estrategias individualmente son
métodos exitosos del estado del arte en sus respectivas áreas, las cuales son
propuestas en este trabajo para explorar la capacidad de la representación
BdC en análisis de colecciones de imágenes y anotación automática.
En este trabajo se propuso el enfoque de Bolsa de Características (BdC)
para la representación de las imágenes de histología y los Métodos de Kernel
(MK) como modelos para el aprendizaje de máquina para la anotación au-
tomática de las imágenes. Adicionalmente se exploró una metodología para
el análisis de colecciones de imágenes para encontrar patrones visuales y sus
relaciones con los conceptos semánticos usando Análisis de Información Mu-
tua, Selección de Características de Máxima-Relevancia y Mínima- Redun-
dancia (mRMR) y Análisis de Biclustering. Este último aplicado de forma
análoga al análisis de microarreglos de ADN usado en bioinformática.
La metodología propuesta tanto de análisis de colecciones como de ano-
tación automática fue probada en dos bases de datos de imágenes, una con
imágenes de tejidos normales anotadas con alguno de los los cuatro tipos de
tejidos fundamentales y otra con imágenes de piel con conceptos normales y
anormales asociados con un tipo de cáncer de piel conocido como carcinoma
basocelular.
De esta forma en este trabajo se exploró esta metodología con el objetivo
de evaluar el potencial uso de la representación BdC para análisis de patrones
visuales y anotación automática a partir del uso de métodos de análisis
estadístico y aprendizaje de máquina.
La estrategia de representación BdC ha sido típicamente usada en proble-
mas de clasificación y anotación automática de imágenes. En éstos problemas
el objetivo es determinar los conceptos que están presentes en una imagen,
en clasificación se asocia una clase a la imagen mientras que en anotación se
asocian uno o mas conceptos a ésta. Sin embargo, poco se ha explorado ésta
representación para interpretación y análisis de imágenes. Una ventaja de la
representación BdC es el hecho de representar el contenido de una imagen en
términos de patrones visuales representativos de la colección. Estos patrones
visuales representados en un diccionario visual permite cierta interpretación
al encontrar relaciones entre grupos de patrones visuales y conceptos. Como
contribución de este trabajo se propuso hacer este análisis e inferir las rela-
ciones entre patrones visuales, grupos de imágenes y conceptos semánticos
a partir de medidas estadísticas entre variables aleatorias, así como la tarea
de anotación automática. El resultado final fue consolidado en un articu-
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lo de Journal (Apéndice B) sometido y aceptado con correcciones. Como un
primer trabajo se exploró en el Apéndice C usar la medida de correlación en-
tre las palabras visuales del diccionario y cada concepto semántico, así como
en análisis de biclustering sobre la representación BdC de un subconjunto de
imágenes de histopatología. Posteriormente en el Capítulo 6 se propuso usar
información mutua, mRMR y probabilidades condicionales para asociar las
palabras visuales más representativas y menos redundantes del diccionario
por concepto semántico. Igualmente se propuso realizar el análisis de biclus-
tering únicamente sobre el conjunto de palabras visuales seleccionado por el
método de selección de características mRMR para facilitar el análisis y la
interpretabilidad de los resultados.
Por otro lado, como contribución de este trabajo también se exploró la
capacidad de la representación BdC en la tarea de anotación automática de
imágenes de histología e histopatología. Para ésto se propuso usar los méto-
dos de Kernel. Como un primer trabajo se exploró la representación BdC
y los métodos de Kernel en imágenes de histopatología en el Apéndice D,
en donde se realizó por primera vez una exploración exhaustiva de distintos
parámetros de la metodología BdC, tales como el tipo de palabra visual, el
tamaño del diccionario, la normalización del histograma BdC y la función
de kernel. Finalmente en el Capítulo 7 se extiende y estandariza el método
de anotación automática en donde se evalúa adicionalmente la palabra vi-
sual basada en la transformación discreta de coseno (DCT) comparando los
resultados en la colección de imágenes de histología e histopatología.
De esta forma, se han obtenido distintos productos y publicaciones na-
cionales e internacionales como resultado de las contribuciones directas e
indirectas de este trabajo las cuales se relacionan a continuación:
Publicaciones Internacionales
1. Angel Cruz-Roa, Juan C. Caicedo and Fabio A. González. Visual Pat-
tern Mining in Histology Image Collections Using Bag of Features.
Journal Artificial Intelligence in Medicine. (en revisión).
2. Angel Cruz-Roa, Juan C. Caicedo and Fabio A. González. Visual Pat-
tern Analysis in Histopathology Images Using Bag of Features. Lecture
Notes in Computer Science. 14th Iberoamerican Congress on Pattern
Recognition. CIARP 2009. pp 521-528. Volume 5856/2009. November
2009. ISBN 978-3-642-10267-7. ISSN 0302-9743 (Print) 1611-3349 (On-
line).
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3. Fabio A. González, Juan C. Caicedo, Angel Cruz-Roa, Jorge Camar-
go, Eduardo Romero, Clara Spinel, David Seligmann, Jessica Forero. A
Web-Based System for Biomedical Image Storage, Annotation, Content-
Based Retrieval and Exploration. Microsoft eScience Workshop 2009.
October 15-17th. Pittsburgh. PA.
4. Juan C. Caicedo, Angel Cruz-Roa, and Fabio A. González. Histopathol-
ogy image classification using bag of features and kernel functions.
Lecture Notes in Computer Science. Artificial Intelligence in Medicine,
AIME'09, pp 126-135, July 2009.Volume 5651/2009. ISBN 978-3-642-
02975-2. ISSN 0302-9743 (Print) 1611-3349 (Online).
Publicaciones Nacionales
1. Angel Cruz-Roa, Juan C. Caicedo and Fabio A. González. Visual Min-
ing in Histology Images Using Bag of Features. 6th International Semi-
nar on Medical Image Processing and Analysis -SIPAIM 2010. Diciem-
bre 1-4 de 2010. Hemeroteca Nacional de Colombia. Bogotá (Colom-
bia). ISBN: 978-958-719-614-6
2. González F, Caicedo JC, Cruz A, Camargo J, Spinel C. A System
for Accessing a Collection of Biomedical Images Using Content-Based
Strategies. Acta Biológica Colombiana. Publindex A2. (en impresión).
3. Angel Cruz-Roa, Juan C. Caicedo and Fabio A. González. "Automatic
Medical Images Annotation from a Representation of Bag of Visual
Features". Encuentro Nacional de Investigación en Posgrados  ENIP
2009. Edificio de Posgrados de Ciencias Humanas (Edif 225, Rogelio
Salmona) Universidad Nacional de Colombia. 2 al 4 de Diciembre 2009.
Bogotá D.C. ISBN 978-958-719-374-9.
4. Alejandro Riveros, Angel Cruz-Roa, Juan C. Caicedo, Fabio A. González,
Eduardo Romero. Anonimización Automática de Imágenes y Datos
Personales En Historias Clínicas de Dermatología. Quinto Seminario
Internacional de Ingeniería Biomédica (SIB) y V Seminario Interna-
cional de Procesamiento y Análisis de Imágenes Médicas (SIPAIM).
Universidad de los Andes, Bogotá. Noviembre 26-27 (2009). ISBN: 978-
958-695-478-5.
5. Fabio A. González, Juan C. Caicedo, Jorge E. Camargo, Angel Cruz-
Roa, Clara Spinel, Eduardo Romero. "Sistema para Acceder una Colec-
ción de Imágenes Biomédicas Mediante Estrategias Basadas En el Con-
tenido". Quinto eminario Internacional de Ingeniería Biomédica (SIB)
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y V Seminario Internacional de Procesamiento y Análisis de Imágenes
Médicas (SIPAIM). Universidad de los Andes, Bogotá. Noviembre 26-
27 (2009). ISBN: 978-958-695-478-5.
6. Angel Cruz-Roa and Fabio A. González.Aprendizaje Transductivo
para la Clasificación de Imágenes Médicas de Radiología. IV Congre-
so Colombiano de Computación. UNAB, UIS, Universidad Nacional
Autónoma de Bucaramanga, Bucaramanga (Santander) 23  25 Abril
de 2009. Registro ISBN 978-958-8166-43-8.
Productos de Software Como parte de los resultados de éste trabajo
se han implementando algunos de los métodos presentados en el proyecto
Informed, el cual es de código abierto, y se colaboró en el desarrollo de
un sistema de recuperación por contenido de una colección de imágenes de
histología, de la cual se tomo uno de los conjuntos de datos sobre los que se
evaluó el método propuesto.
1. BiMed - Banco de Imágenes Médicas. Motor de búsqueda textual y
por similitud visual, que provee acceso a una colección de 20,000 imá-
genes de histología para el estudio de los cuatro tejidos fundamentales.
Disponible en http://www.informed.unal.edu.co/.
2. Informedproject. Es un proyecto de desarrollo de código abierto para
proveer un conjunto de herramientas para la gestión de grandes colec-
ciones de información médica, tales como imágenes, texto historias
clínicas, etc. La arquitectura de este proyecto esta basada en la tec-
nología basada en servicios web y puede ser usada para almacenamien-
to, búsqueda, anotación automática y visualización de colecciones de
información médica.
Disponible en http://code.google.com/p/informedproject/.
Finalmente, este documento se ha organizado para su lectura de la siguiente
forma. En el Capítulo 2 se presenta la anotación automática de imágenes
médicas, su importancia y dificultad, así como algunos enfoques propuestos
previamente en la literatura. En el Capítulo 3 se presenta la metodología
de representación de imágenes como Bolsa de Características (BdC) y ca-
da una de sus etapas. En el Capítulo 4 se describen las imágenes de his-
tología e histopatología, su importancia, características y desafíos, así como
los conjuntos de datos usados en este trabajo. En el Capítulo 5 se presenta el
enfoque propuesto de la metodología BdC para la representación de las imá-
genes de histología con cada una de sus etapas. En el Capítulo 6 se presentan
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dos estrategias para inferir las relaciones implícitas entre palabras visuales y
conceptos a partir de información mutua y probabilidades condicionales, así
como inferir las relaciones implícitas entre grupos de imágenes y grupos de
palabras por medio del análisis de biclustering usado comúnmente en bioin-
formática. En el Capítulo 7 se presenta el esquema de anotación automática
usando la representación BdC y métodos de kernel evaluando distintos tipos
de palabras visuales y diferentes tamaños del diccionario visual. Finalmente
en el Capítulo 8 se hace la discusión de las principales conclusiones del tra-
bajo y se plantea el trabajo futuro.
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Capítulo 2
Anotación Automática de
Imágenes Médicas
En este Capítulo se presenta la descripción del proceso de anotación de
imágenes médicas, su importancia y justificación. En la Sección 2.1 se de-
scribe el proceso de anotación y categorización de imágenes médicas. En la
Sección 2.2 se describen la naturaleza de los conceptos médicos y algunos
ejemplos de diccionarios controlados del dominio. En la Sección 2.3 se pre-
senta el estado del arte en anotación automática de imágenes médicas. Fi-
nalmente en la Sección 2.4 se presenta el estado del arte de anotación y
categorización de imágenes médicas usando la representación BdC.
2.1. Anotación de Imágenes Médicas
La anotación de imágenes médicas es la tarea de asociar conceptos semán-
ticos que están presentes en una imagen diagnóstica. Las anotaciones que
hacen los especialistas son la asociación de conceptos presentes (o no) en la
imagen definidos por un vocabulario específico del dominio médico. Estos
conceptos, con los cuales se hacen las anotaciones, están generalmente asoci-
ados a describir la técnica de adquisición de la imagen, el punto de vista de la
imagen, la región anatómica de estudio, el organo, y finalmente la patología
identificada, si ésta existe. En la Figura 2.1 se ilustran ejemplos de distin-
tas modalidades de imagen médica y regiones anatómicas. Cada técnica de
adquisición emplea métodos físicos, químicos o una combinación de ambos
con el objetivo de resaltar ciertas estructuras biológicas y hacerlas visibles
para que el especialista médico pueda realizar su análisis y determinar un
diagnóstico.
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Dermatología Mamografía Ultrasonido
Resonancia Magnética Histopatología Tomografía Axial Computarizada
Figura 2.1: Ejemplo de imágenes médicas.
Generalmente un diagnóstico está dado al asociar la presencia o ausencia
de un conjunto de patrones en la imagen. Por esta razón, las imágenes di-
agnósticas son generalmente descritas con anotaciones del contenido visual
que identifica el médico. Algunas de estas anotaciones son texto libre como el
que se muestra en la Figura 2.2. Sin embargo estas anotaciones usan general-
mente terminología propia del dominio médico de diccionarios controlados
como se describe en la Sección 2.2.
Las anotaciones son generalmente efectuadas por expertos en el área de
acuerdo con el tipo de imagen médica. En general los médicos y biólogos se
forman para reconocer las estructuras biológicas fundamentales en su apari-
encia normal para los distintos órganos del cuerpo. Sin embargo de acuerdo
con su especialidad medica, como radiología o histopatología, la capacidad
de identificar y reconocer patrones anormales en una imagen depende fuerte-
mente del tipo de imagen diagnóstica (i.e. rayos-X, TAC, Resonancia Mag-
nética o Ultrasonido) y en la experiencia en un tipo de patología particular
(i.e. cáncer de mama en mamografias, cáncer de piel en histopatología, etc.).
El problema subyacente consiste en que según el tipo de imagen y la expe-
riencia del especialista su capacidad de identificar patrones en la imagen y
asociarles sus respectivos conceptos (normales o anormales) es más o menos
precisa partiendo de solo la información visual.
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Figura 2.2: Lesión ocupante de espacio compatible con infiltración secundaria
(metástasis) a nivel temporoparietal izquierda asociado con edema alrededor
de la lesión. Resonancia magnética de cráneo. (Tomado de http://commons.
wikimedia.org/wiki/File:MRIbraintumor.jpg)
En los últimos años el tamaño y velocidad de crecimiento de las bases
de datos de imágenes médicas se ha incrementado significativamente [81].
Esto ha sido gracias a la masificación de los sistemas de gestión y almace-
namiento de imágenes, e.g. PACS (Picturing Archiving and Communication
Systems) [73]. La anotación manual de todas las imágenes en estos sistemas
es una labor dispendiosa y poco practicada debido al flujo de trabajo de
rutina en los departamentos de imágenes diagnósticas de los centros clínicos.
Por esta razón es común que en las bases de datos de imágenes médicas el
número de imágenes con anotaciones sea muy inferior respecto al número
de imágenes sin anotaciones [2, 124]. Esto puede ser un problema para el
posterior acceso a las imágenes por parte de los especialistas debido a que
la búsqueda convencional por texto o palabras no sería posible. Por otra
parte no todos los centros de salud tienen la infraestructura computacional
necesaria para el almacenamiento masivo de imágenes médicas en formatos
digitales (DICOM, TIFF, JPEG2000, RGBE, etc.). Por ejemplo en la leg-
islación colombiana se requiere que las imágenes diagnosticas, como parte
de los anexos de la historia clínica, se conserven en el archivo de la entidad
que lo adquirió al menos por 20 años antes de borrarlos o en su defecto ser
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entregadas al paciente bajo su responsabilidad [104].
Las anotaciones en las imágenes médicas son útiles en el trabajo médico
de rutina o de formación, debido a que permiten que el conjunto de imá-
genes anotadas sirvan a la formación de nuevos profesionales , para el diseño
de sistemas diagnóstico asistido por computador , para el seguimiento de la
evolución de la enfermedad y tratamiento del paciente (prognosis y teragno-
sis) , para la categorización automática de imágenes médicas por modalidad
para su almacenamiento eficiente , así como para la recuperación basada en
contenido y búsqueda textual por palabras clave .
2.2. Conceptos Médicos
El vacío semántico (o semantic gap en inglés) entre la información visu-
al de bajo nivel y los conceptos de alto nivel se refiere a la dificultad para
encontrar relaciones entre los valores de los píxeles o su representación par-
ticular y la interpretación conceptual del contenido de la imagen . Este vacío
semántico ha sido un tema de investigación ampliamente abordado tanto
en el dominio de las imágenes naturales como de las imágenes médicas (Ver
Figura 2.3). En ambos dominios el objetivo común ha sido diseñar estrategias
para reducir este vacío.
En el dominio médico, el contenido visual presente en las imágenes médi-
cas es de por si heterogéneo debido a las particularidades de las técnicas de
adquisición y la variabilidad anatómica de los pacientes o de las estructuras
biológicas de estudio. Por otra lado, en la interpretación de este contenido se
asocia conceptos de alto nivel por parte de los especialistas, debido a que su
interpretación está determinada por el conocimiento especializado, e incluso
estructurado, definido en diccionarios controlados u ontologías del dominio
particular. Sin embargo, a pesar de que las técnicas de adquisición buscan
resaltar estructuras biológicas de interés diagnóstico y tener un vocabulario
controlado de términos del dominio, el diseño de métodos para anotación
automática de las imágenes médicas a partir de la información visual es un
problema bastante complejo y aún abierto.
Los conceptos médicos están generalmente definidos en diccionarios con-
trolados de términos en cada dominio médico, de igual forma las relaciones
entre estos conceptos médicos están definidas en ontologías especializadas.
Existen distintos diccionarios especializados y ontologías que se han elabo-
rado para los distintos dominios médicos. Entre ellos está el Unified Medi-
cal Language System (UMLS1), el cual es un meta-tesauro y una ontología
1http://www.nlm.nih.gov/research/umls/
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Figura 2.3: El vacío semántico en imágenes naturales y en imágenes médicas.
del dominio biomédico de distintos vocabularios controlados en las ciencias
biomédicas. Entre esos vocabularios que incluye el UMLS está el Medical
Subject Headings (MeSH2), el cual es un vocabulario especializado para con-
trolar los términos en las publicaciones científicas de ciencias de la vida que
facilita su búsqueda e indexación. En categorías particulares del conocimien-
to medico existen por ejemplo en anatomía la ontología Foundational Model
of Anatomy Ontology (FMA3) [101] y para el dominio de radiología existe
el diccionario de términos y ontología RadLex4 [54] así como el código IR-
MA [60] para la anotación de imágenes.
Por ejemplo, el código IRMA es un esquema de codificación jerárquico de
imágenes médicas compuesto por cuatro partes, cada una con tres o cuatro
posiciones, cada posición con alguno de los posibles valores {0, ..,9, a, ...z},
donde ”0” significa no-especificado para determinar el fin de la ruta jerárquica
del código en cada parte. Las cuatro partes del código son:
T (técnica): modalidad de la imagen
D (direccional): orientación del cuerpo
A (anatómica): región del cuerpo examinada
B (biológica): sistema biológico examinado
2http://www.nlm.nih.gov/mesh/
3http://sig.biostr.washington.edu/projects/fm/AboutFM.html
4http://www.radlex.org/
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Anotaciones IRMA
T: radiografía, plano,
análogo, panorámica
D: coronal, AP, supino
A: abdomen, cintura
B: sistema uropoyetico
1121-127-720-500
Figura 2.4: Imagen de ejemplo anotada con el código IRMA.
Esta codificación permite una forma compacta de representar las anota-
ciones en un solo código de la forma TTTT-DDD-AAA-BBB en donde cada
dígito T, D, A o B tiene un significado en la estructura jerárquica tal como se
muestra en el ejemplo de la Figura 2.4. Esto permite tener un código único
para una descripción completa y estructurada en niveles jerárquicos tanto
de la modalidad, punto de vista y región anatómica.
2.3. Trabajos previos en Anotación Automática de
Imágenes Médicas
Tagare et al. en [115] plantearon por primera vez de forma específica y
estructurada el problema del diseño y recuperación en las bases de datos de
imágenes médicas. Allí afirman que la semántica del conocimiento médico
que se puede extraer a partir de las imágenes es imprecisa y la imagen con-
tiene información de forma y estructura espacial, por lo cual una gran parte
de la información de la imagen es geométrica. Finalmente, afirman que el
conocimiento médico está continuamente evolucionando, por lo cual es het-
erogéneo e impreciso. Por lo tanto proponen desarrollar un sistema donde
el punto de partida es un esquema general básico para la representación de
las imágenes y el conocimiento existente en la base de datos, en donde la
semántica estuviese basada en asociación de prototipos de la representación
de las imágenes.
Sin embargo, para hacer anotación automática de imágenes médicas se
necesita tener un método de representación de la imagen y un modelo de
aprendizaje (generalmente aprendizaje de máquina) que inferirá la relación
entre la representación de la información visual de la imagen y los conceptos
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asociados a ésta. Por esta razón en la ultima década han surgido varios
trabajos proponiendo distintas estrategias de representación de imagen y de
aprendizaje de máquina para resolver la tarea de anotación, clasificación o
categorización automática de imágenes médicas tal como se resume en la
Figura 2.5. Las siguientes subsecciones detallan cada una de las categorías
descritas en la Figura.
Figura 2.5: Estrategias propuestas para la anotación automática de imágenes
médicas.
2.3.1. Representación de la Imagen Médica
Debido a que las imágenes son objetos complejos para su manipulación
original, generalmente se busca tener una representación más compacta y
descriptiva de éstas. Las imágenes digitales normalmente son representadas
por una matriz de valores que están asociados a información de luminancia
o color. Sin embargo, esta representación sigue siendo compleja de usar, por
lo cual a partir de ésta se buscan representaciones que brinden mayor infor-
mación visual o información más específica de una tarea particular. Algunas
representaciones son basadas en la descripción del contenido visual de la
imagen por medio de características globales como histogramas, miniaturas
o distribución de coeficientes de otra representación de la imagen en otro
espacio como la transformada de Fourier o de Wavelet [31,59,108].
Por otra parte están las representaciones de alto nivel que generalmente
buscan no solo representar, sino brindar información más precisa, semán-
tica o descriptiva de acuerdo con una tarea específica (e.g. segmentación
de objetos de interés). Entre éstas representaciones están los métodos basa-
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dos en describir las características del contenido de regiones segmentadas, o
métodos de detección de puntos o regiones de interés, comúnmente llamados
'blobs' [33,39,77,96].
2.3.1.1. Características globales
Lehmann et al. [59] propusieron un sistema para la categorización de
imágenes médicas para clasificar las imágenes entre más de 80 categorías que
describen información de modalidad, dirección, parte del cuerpo y sistema
biológico examinado. Como características visuales combinan características
globales de textura con imágenes escaladas.
Florea et al. [31] proponen y evalúan una representación de la imagen
simbólica basada en características estadísticas y de textura sobre 16 bloques
de una imagen escalada de 256× 256.
Recientemente se está explorando representaciones más complejas de la
imagen en el dominio médico. Silva et al. en [108] utilizan la transformada
Wavelet para representar la imagen médica y su distribución de coeficientes
en las bajas frecuencias como vector de características en la tarea de clasificar
imágenes médicas por modalidad (categorización).
2.3.1.2. Basada en regiones
Mojsilovic y Gomes [77] exploran la categorización automática de imá-
genes médicas por modalidad a partir de la información visual. En éste tra-
bajo proponen extraer información visual aplicando tres técnicas de seg-
mentación. La primera es una segmentación de textura, la cuál es realizada
con mapas de orientación de bordes junto con un algoritmo de crecimiento de
regiones. La segunda segmentación es basada en el color usando una técnica
de clustering no supervisada conocida como el algoritmo mean-shift. En la
tercera segmentación se combinan las dos anteriores para determinar si hay
objetos relevantes y separarlos del fondo. Por cada región se extrajeron car-
acterísticas de forma, textura y color que se combinaron para construir un
único descriptor global de la imagen constituido por el número de regiones,
número de `blobs', número de regiones por color, medidas de contraste global
y local, e histograma de color.
Greenspan y Pinhas [96] propusieron una plataforma general para rep-
resentación y comparación de las imágenes médicas utilizando modelos de
mezcla de Gaussianas (Gaussian Mixture Models - GMM). Este método de
aprendizaje de máquina generativo es utilizado para construir un modelo de
distribución espacial Gaussiana de los niveles de gris en la imagen, denom-
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inados 'blobs', por cada categoría anatómica (cráneo, pecho, mano, etc.).
Para determinar la categoría de una imagen, ésta se compara con cada mod-
elo utilizando la divergencia Kullback Leibler (KL), la cual es una métrica
de la teoría de la información para comparar distribuciones de probabilidad.
En [39] y en [33] proponen una versión mejorada del sistema, el cuál incluye
un algoritmo para reducir la representación GMM basado en Unscented-
Transform, la cual permite estimar las medias y covarianzas en sistemas no
lineales.
2.3.2. Aprendizaje de máquina
El aprendizaje de máquina se refiere al diseño y desarrollo de algorit-
mos que permite a los computadores aprender patrones a partir de datos
de ejemplo. Estos datos pueden ser vistos como la relación de las variables
observadas (datos de entrenamiento), los cuales son usados por el algoritmo
para aprender un modelo que generaliza la relación implícita entre estas vari-
ables. De esta forma, el modelo es capaz de predecir los valores de una de las
variables cuando se tienen nuevos datos. Entre los métodos convencionales
de aprendizaje de máquina esta el aprendizaje supervisado, el aprendizaje
no supervisado y el aprendizaje semisupervisado.
2.3.2.1. Aprendizaje supervisado y no supervisado
El aprendizaje supervisado se refiere a tener un conjunto de datos de
ejemplo con su respectiva etiqueta, o salida deseada, con el cual se entrena un
modelo para predecir la salida de nuevos datos. Mientras que el aprendizaje
no supervisado se refiere al problema en donde dado un conjunto de datos
sin etiquetas asociadas a cada uno, el modelo de aprendizaje sea capaz de
encontrar los grupos o categorías de estos datos. Entre los métodos mas
conocidos de aprendizaje supervisado están las redes neuronales artificiales
(RNAs) y el clasificador de los k vecinos más cercanos (K-NN), mientras que
métodos de aprendizaje no supervisado comúnmente empleados en minería
de datos [42] están las reglas de asociación, k-medias y los mapas auto-
organizados (SOMs) [31,59,67,108].
Antonie et al. [67] utilizaron redes neuronales artificiales y minería de
reglas de asociación para la identificación de tumores en imágenes de mamo-
grafía con resultados por encima del 70% de exactitud.
Lehmann et al. [59] utilizaron para la clasificación un sencillo k-NN sobre
la base de datos del proyecto IRMA [58] entre 80 categorías del código IRMA.
Igualmente Florea et al. [31] usaron como clasificador un k-NN para clasi-
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ficación de imágenes médicas usando una representación basada en textura
sobre una imagen escalada.
Silva et al. [108] utilizan la distribución de coeficientes de la transformada
Wavelet para representar la imagen médica en la tarea de categorización
usando un Mapa Auto-Organizativo en la etapa de aprendizaje.
2.3.2.2. Aprendizaje semisupervisado
Otro enfoque de aprendizaje de máquina utilizado en la tarea de ano-
tación de imágenes médicas es el aprendizaje semisupervisado. En este en-
foque se busca utilizar en el método de aprendizaje, no solo los datos etique-
tados sino también de la estructura de los datos no etiquetados para mejorar
la construcción del modelo. Uno de los supuestos del aprendizaje semisu-
pervisado es que los datos etiquetados y los no etiquetados, vistos como
variables aleatorias, son generados de la misma distribución de probabilidad,
por lo tanto su representación (vector de características) debe ser similar
para etiquetas iguales. El problema de anotación de imágenes médicas tam-
bién ha sido abordado usando este enfoque. Por ejemplo, Najjar et al. [84]
proponen un método para la selección de características para recuperación
basada en contenido en una base de datos de imágenes médicas con propósi-
tos de diagnóstico. Así mismo se han propuesto métodos por agrupamiento
(clustering) de grafos, maquinas de soporte vectorial (SVM) y aprendizaje
activo [18,62,105,125].
Li y Yuen en [62] proponen un algoritmo basado en clustering de grafos
estocásticos por contracción entre nodos, donde cada nodo representa a cada
imagen y la similitud entre dos imágenes está representada por el arco que las
une la cuál es una medida de similitud de color entre estas. La propagación
de las etiquetas asociadas a solo algunas imágenes se hace cuando un nodo
etiquetado se une a un nodo sin etiqueta que se encuentra más cercano, es
decir cuando la similitud entre los nodos es la más alta. Estas etiquetas se
refieren a síntomas presentes en las imágenes y tienen el propósito de apoyo
al diagnóstico de lengua.
Recientemente Seguí et al. [105] propusieron un método que está basado
en un criterio de estabilidad el cual consiste en seleccionar adecuadamente
los ejemplos no etiquetados que se adicionaran al conjunto de entrenamiento,
que también tiene los datos etiquetados, aplicando métodos de perturbación
de datos para modificar el espacio de hipótesis generado. El aprendizaje
semisupervisado se hace a partir de este conjunto de entrenamiento con una
Máquina de Soporte Vectorial, o Support Vector Machine (SVM) en inglés,
para el diagnóstico automático de trastornos de motilidad intestinal usando
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vídeos de endoscopia.
En anotación de imágenes médicas en radiología, se realizó un traba-
jo exploratorio aplicando el Aprendizaje Transductivo a un caso sencillo de
clasificación semisupervisada de imágenes de Rayos X en dos categorías (pe-
cho y columna) [18], mediante la utilización de una Máquina de Soporte
Vectorial Transductiva, o Transductive Support Vector Machine (T-SVM)
en inglés.
Finalmente Yao et al. [125] utilizan el enfoque semisupervisado y apren-
dizaje activo en un contexto de recuperación de imágenes de forma deducible
o semántica (no basada en apariencia visual), en este enfoque se busca de-
ducir la etiqueta de la imagen de consulta para recuperar imágenes médicas
con etiquetas similares.
2.4. Anotación Automática de Imágenes Médicas
usando BdC
Recientemente una metodología del área de visión por computador cono-
cida como bolsa de características (BdC) esta siendo adaptada para la repre-
sentación de imágenes naturales y recientemente se esta probando su capaci-
dad en la anotación de imágenes médicas. La representación BdC consiste
en construir un diccionario de patrones visuales a partir de una colección de
imágenes con el cual se representa cada imagen como la ocurrencia de estos
patrones del diccionario que se encuentran presentes en la imagen. De esta
manera se representa de una forma compacta la imagen por la ocurrencia de
sus partes constituyentes de acuerdo al diccionario visual (i.e. histograma de
las palabras del diccionario), ignorando las estructuras espaciales entre sus
partes. Los detalles de esta representación se presentan en el Capítulo 3.
Anna Bosh [9] utilizó el concepto de BdC para la anotación de imágenes
de mamografía. Como palabras visuales usaron los textones y los puntos
SIFT, donde los primeros obtuvieron un mejor rendimiento en la etapa de
clasificación. La imagen se representaba por el histograma del vocabulario
visual, el cual se construyó por el algoritmo k -medias a partir de las carac-
terísticas visuales. La clasificación la realizan usando análisis de semántica
latente (pLSA) de la representación de la imagen entrenando un clasificador
K-NN y una SVM, donde esta última obtiene mejores resultados en la tarea
de anotación de tejido de mama de acuerdo con las categorías BI-RADS [87]
en las bases de datos MIAS [47] y DDSM [74].
Tommasi et. al. [116] adaptaron la representación BdC en la clasificación
según el código IRMA de imágenes de rayos-X en el desafió de anotación au-
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tomática del ImageCLEF5. Tomando en cuenta que las imágenes radiológicas
tienen una fuerte influencia de las relaciones espaciales, ellos propusieron una
sencilla estrategia que usa un histograma de BdC por cada cuadrante de la
imagen (Ver Figura 2.6), al dividir la imagen en cuatro partes se extrae en
cada una los descriptores SIFT que son cuantificados como un histograma
del vocabulario visual. La clasificación se realiza por métodos de kernels real-
izando una combinación lineal de las representaciones BdC de los cuadrantes.
Iakovidis et. al [45] propusieron un esquema para la recuperación eficiente
de imágenes médicas basada en contenido sobre una plataforma de BdC.
El propósito era identificar el significado semántico de los patrones en la
colección para construir la representación de la imagen. Usando la colección
de imágenes del proyecto IRMA se hacía la extracción de características de
bajo nivel a partir de regiones en la imagen que luego se agrupaban en el
espacio de características para identificar patrones visuales de mas alto nivel
por cada uno de los 116 conceptos semánticos.
Figura 2.6: (a) Imagen radiológica dividida en 4 subimágenes y (b) sus cor-
respondientes histogramas de palabras visuales. Imagen tomada de [116].
Recientemente Avni et al. [4] han propuesto una estrategia de repre-
sentación de BdC que toma en cuenta información espacial para la tarea de
clasificación automática en el desafío ImageCLEF del año 2009. En este caso
el vocabulario visual obtenido es de 700 palabras visuales ubicadas también
espacialmente por medio del algoritmo de k-medias. En este trabajo pro-
ponen una representación basada en parches reduciendo su dimensionalidad
usando Análisis de Componentes Principales (ACP) y tomando solo la rep-
5http://www.imageclef.org/
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resentación del parche normalizado a media cero y varianza uno de los 7
primeros componentes principales mas las coordenadas (x, y) y el promedio
de gris del parche. Para la clasificación usan una SVM multiclase con la
estrategia de uno-vs-uno obteniendo un desempeño de 89.1% en exactitud.
Los últimos enfoques en efecto reflejan la importancia de tomar en cuenta
la información espacial en las imágenes de radiología y también ignorar la
información de color. Esto no necesariamente es el mismo caso en las imá-
genes de histología, puesto que la información de color está presente por la
variedad de técnicas de tinción, además la alta variabilidad de la apariencia
de los tejidos por el tipo de corte podría reflejar que la información espacial
es más heterogénea que en las imágenes radiológicas. En todos los casos la
mayoría de aplicaciones de la metodología BdC en imágenes médicas han us-
ado métodos de kernel para capturar las relaciones complejas entre imágenes
por distintas medidas de similitud y además permitir una gran variedad de
configuraciones del tipo de representación BdC. Esto refleja la flexibilidad
de este enfoque pero al mismo tiempo la importancia de ajustar cada etapa
de la metodología de acuerdo con el problema y dominio de imágenes donde
las características visuales de interés varían.
2.5. Conclusiones
El problema de anotación de imágenes médicas ha sido ampliamente
abordado empleando distintos enfoques para la representación de las imá-
genes y métodos de anotación automática. Sin embargo, la mayoría de es-
tos enfoques se preocupan por resolver el problema de anotación pero no
necesariamente se enfocan en identificar, interpretar y analizar los patrones
visuales asociados a conceptos semánticos.
La mayoría de representaciones son útiles para describir características
globales de la imagen y para que los métodos de aprendizaje de máquina
entrenen modelos para la anotación automática, pero son poco útiles para
entender qué información visual está asociada a un concepto, cuál es el patrón
visual y dónde está localizada en las imágenes, lo cual es de igualmente
importante para los profesionales médicos, el análisis y la investigación en
imágenes médicas.
En el dominio de imágenes médicas se han propuesto algunos trabajos
usando la representación BdC. La mayoría en imágenes de radiología y pocos
en imágenes de histología, de hecho, no se ha explorando y evaluando sis-
temáticamente el enfoque BdC en este tipo de imágenes.
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Capítulo 3
Representación de Imágenes
como Bolsa de Características
Este Capítulo describe la metodología de Bolsa de Características (BdC)
comúnmente conocida como Bag of Features (BOF) en la cual se representa
una imagen a partir de la ocurrencia de un vocabulario (o diccionario) de
palabras visuales de una colección de imágenes [20]. La Sección 3.1 introduce
al concepto de la representación Bolsa de Características así como el esque-
ma general de la metodología. Las Secciones siguientes describen las etapas
de la metodología BdC. La Sección 3.2 describe el proceso de detección y
representación de las características locales. La Sección 3.3 detalla el proceso
de construcción del diccionario visual. La Sección 3.4 describe los modelos
de clasificación automática de imágenes que se han empleado previamente.
Finalmente las conclusiones se presentan en la Sección 3.5.
3.1. Bolsa de Características
Recientemente un enfoque para la representación de imágenes denomina-
do bolsa de características (BdC) ha llamado la atención por su simplicidad
y buen rendimiento, demostrado así su versatilidad en diferentes aplicaciones
como clasificación, categorización y recuperación de imágenes [20,45,82,110].
Este enfoque es una evolución de la representación basada en textones (Figu-
ra 3.1) y es también una adaptación del concepto de bolsa de palabras (Figura
3.2) usado en el área de recuperación de información textual [61].
La representación bolsa de palabras, o Bag of Words (BoW) en inglés,
toma como base la selección de un vocabulario de palabras importantes para
la identificación y diferenciación de los distintos tipos de documentos. Una
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vez seleccionado este vocabulario, cada documento de texto es procesado y
se representa por la ocurrencia de cada palabra del vocabulario presente en
el documento. Esta representación del documento solo toma en cuenta la
frecuencia de las palabras del mismo y por tanto ignora las relaciones entre
las palabras del documento como su estructura gramatical. De hecho, esta
sencilla representación ha demostrado brindar buenos resultados en el área
de recuperación de información textual [29,38,72].
Figura 3.1: Representación basada en textones. Imagen adaptada de [56].
La representación de imágenes como bolsa de características es una metá-
fora de la bolsa de palabras usada en texto en donde el corpus, o colección
de documentos, es la colección de imágenes. En la Figura 3.3 se ilustra el
esquema general de la metodología de representación BdC y cada una de
sus etapas. Sin embargo, para obtener las palabras visuales de una imagen
es necesario hacer la detección y extracción de características locales (1).
Generalmente esto es aproximado, por ejemplo por medio de la partición de
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Figura 3.2: Documento representado como bolsa de palabras. En la izquierda
se muestra un ejemplo de documento y a la derecha la representación del
documento por la frecuencia de términos de las palabras de un diccionario
de términos. Imagen tomada de [76].
la imagen en pequeños bloques del mismo tamaño en una retícula regular.
Cada bloque es representado por un descriptor que puede estar compuesto
por la misma información de color del bloque representada como un vector
o un descriptor de características (i.e. histogramas de color, textura y for-
ma) calculadas en el bloque. En la construcción del diccionario visual (2)
comúnmente se aplica algoritmos de agrupamiento sobre todo el conjunto de
palabras visuales de la colección de imágenes y los centroides de los grupos
obtenidos serían equivalentes a los términos que componen el diccionario. Fi-
nalmente este diccionario es usado para tener la representación de la imagen
(3) como la ocurrencia de las palabras visuales de éste en la imagen.
Al igual que en la representación BoW, en este enfoque se ignora por
completo la estructura espacial subyacente de las partes de los objetos que
contribuyen al significado del mismo. Sin embargo, dependiendo de las pal-
abras visuales que constituyen el diccionario visual puede ser suficiente para
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Figura 3.3: Esquema de la metodología de representación BdC, en donde
(1) se detectan y extraen las características locales, (2) luego se construye
el diccionario visual a partir de estas y (3) finalmente se genera la repre-
sentación BdC por el histograma de las palabras visuales del diccionario que
están presentes en cada imagen. Imagen adaptada de [99].
tener histogramas similares de objetos similares, y así mismo histogramas
bien diferenciados entre objetos distintos. Precisamente estas son algunas
de las características que normalmente se desean tener de un buen descrip-
tor; discriminación y fiabilidad [35]. Entre sus ventajas esta la capacidad de
adaptarse a una colección particular, debido a que el diccionario visual es
generado a partir de ésta, su robustez a oclusión y transformaciones afines,
así como su eficiencia computacional [20].
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3.2. Detección y Representación de Características
El punto de partida de la representación BdC es la detección y repre-
sentación de características locales. El objetivo de esta etapa es detectar los
patrones visuales que integran la imagen y describen la apariencia visual
de partes de los elementos que la constituyen bien sea en color, textura o
forma. Para esto se han propuesto distintas formas de identificar y extraer
estas características locales. Entre ellos extracción de parches en una retícula
regular [63,119], puntos de interés o de atención visual [20,63,109], muestreo
aleatorio [118] y también métodos de segmentación basados en parches [5].
(a) (b)
Figura 3.4: Esquema de detección de características por retícula regular y
puntos de interés.
3.2.1. Parches
La extracción de parches consiste en seleccionar regiones en forma de
cuadrados pequeños de tamaño fijo (alto y ancho igual en píxeles) de la
imagen con algún tipo de criterio (retícula regular, aleatorio, etc.). De esta
forma, el tamaño de los parches es un parámetro a seleccionar así como el
criterio de extracción para determinar el número de palabras extraídas por
imagen. Entre más pequeño sea el tamaño del parche una mayor cantidad de
palabras se podrían extraer, sin embargo los patrones visuales serían cada
vez mas simples por capturarlos en una menor cantidad de píxeles. El crite-
rio de extracción determina la forma en que se localizan las palabras en la
imagen para extraer cada parche. Si los parches se extraen de forma aleatoria
es necesario determinar cuantas palabras máximo se extraerán de la imagen,
normalmente se usa un generador de números aleatorios uniforme indepen-
diente para cada una de las coordenadas x y y. Si el criterio es una retícula
regular, entonces es necesario determinar el porcentaje de solapamiento entre
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Figura 3.5: Proceso de linealización de los parches.
parches, o lo que es igual a el espacio entre los centros de cada palabra visual
tanto en el eje x como y. En la Figura 3.4a se hace una división de la imagen
por retícula regular, la cual esta demarcada en verde, sin solapamiento entre
bloques obteniendo regiones cuadradas del mismo tamaño.
3.2.1.1. Bloque crudo
El descriptor del parche más común y simple, es usar los niveles de in-
tensidad de este transformándolo de una representación matricial de tamaño
n× n a un vector de 1× n², en donde n2 sería el tamaño del descriptor, en
un proceso conocido como linealización del parche [82], tal como se muestra
en la Figura 3.5.
3.2.1.2. Coeficientes DCT
Otro descriptor sobre el parche es la distribución de coeficientes de la
Transformada Discreta de Coseno (Discrete Cosine Transform - DCT) [24,
49] aplicada sobre cada componente de color en la representación RGB del
parche. El descriptor es construido uniendo los n2 coeficientes de cada uno de
los tres canales obteniendo un descriptor de tamaño 3n2. Con este descriptor
se obtiene de esta forma una palabra visual que toma en cuenta información
de color y textura descrita de una forma eficiente.
3.2.2. Puntos de Interés
En el área de visión por computador la detección de puntos de interés
en imágenes se refiere a encontrar puntos que pueden ser caracterizados por
tener una posición en la imagen bien definida, tener una noción local alrede-
dor del punto con valiosa información del contenido en la imagen, general-
mente son invariantes a escala, rotación, traslación cambios de iluminación y
transformaciones afines. A diferencia de parches en donde se puede definir la
cantidad de bloques extraídos por imagen, el número de puntos que pueden
ser detectados en una imagen depende del tipo de detector usado y la imagen
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en si misma. La Figura 3.4b muestra un ejemplo de una imagen en la cual
los puntos de interés detectados (en este caso puntos SIFT) se localizan en
el centro de las circunferencias, en donde cada circunferencia corresponde
al a región de interés asociada al punto en una escala (i.e. resolución) de la
imagen. En ésta imagen la configuración del detector de puntos SIFT es la
comúnmente empleada en la literatura [66].
Existe una amplia variedad de detectores de puntos de interés, sin em-
bargo en la metodología BdC generalmente se ha empleado más los puntos
SIFT (Scale Invariant Feature Transform) por sus propiedades invariantes
en especial en el reconocimiento de objetos [55,82].
3.2.2.1. Puntos SIFT
Los puntos SIFT (Scale Invariant Feature Transform) [66] son puntos
de interés de una imagen que son invariantes a cambios de escala, puntos
de vista, rotación y posición. El algoritmo de detección de los puntos SIFT
consiste de cuatro fases tal como se describe en [66]. En primer lugar se de-
tectan los puntos de interés en el espacio de escalas seleccionando los puntos
máximos y mínimos de la Diferencia de Gaussianas (DoG). En segundo lugar
se selecciona un subconjunto de estos puntos rechazando los que tienen poco
contraste, o pobremente localizados en un borde. La tercera fase es la asig-
nación de la orientación dominante en cada punto. Finalmente la cuarta fase
es el descriptor de los puntos SIFT, el cual es un histograma de las orienta-
ciones alrededor del punto de interés iniciando en la orientación principal
con lo cual es invariante a rotaciones (Figura 3.6).
Por lo anterior estos puntos, y en particular su descriptor, han sido recien-
temente usados con éxito en tareas de visión por computador, recuperación
de imágenes basada en contenido y anotación automática [4, 8, 10, 55, 82] en
la metodología BdC.
3.3. Construcción del Diccionario Visual
A diferencia de la bolsa de palabras, en la representación BdC la ade-
cuada construcción del diccionario visual no es tan sencilla. En el área de
recuperación de información textual se ha trabajado ampliamente sobre esta
etapa teniendo como base el análisis de texto, las palabras, e incluso el signifi-
cado de algunas de estas, así como las distancias entre estas para la selección
del diccionario. En el dominio de imágenes la construcción o aprendizaje del
diccionario visual aun es una prolífica área de investigación. Sin embargo,
por simplicidad la mayoría de trabajos emplean un método de aprendizaje
27
Figura 3.6: Composición del descriptor SIFT. Imagen tomada de [66].
no-supervisado para aprender el diccionario visual. Como se muestra en la
Figura 3.7 los métodos de agrupamiento se pueden adaptar al problema de
encontrar un conjunto de k palabras visuales para construir el diccionario
visual, por ejemplo con el método de k−medias.
Sin embargo, una dificultad de emplear métodos de agrupamiento no-
supervisado es la necesidad de definir el número de palabras visuales que
debe tener el diccionario visual. La Figura 3.8 muestra un ejemplo de dic-
cionario visual obtenido por el algoritmo k−medias ordenado por la fre-
cuencia de ocurrencia de los palabras visuales en una colección de imágenes
de escenas naturales [63], en donde en efecto se asocian estas palabras vi-
suales a primitivas visuales como bordes y esquinas, aunque las palabras de
mínima ocurrencia no representan realmente un patrón visual, por lo cual
carecen de significado como consecuencia de un tamaño demasiado grande
del diccionario visual y de grupos de un solo elemento del algoritmo de agru-
pamiento.
3.4. Modelos de Clasificación
Finalmente el enfoque de BdC ha sido principalmente propuesto para re-
solver aplicaciones en el área de visión por computador, razón por la cual se
han explorado una amplia variedad de modelos de aprendizaje. En general,
el esquema propuesto para la clasificación automática se resume en la Figura
3.9, la cual presenta las etapas tanto de aprendizaje como reconocimiento.
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Figura 3.7: Proceso de construcción del diccionario visual. Imagen adaptada
de [99].
Para el aprendizaje primero se realiza la detección y representación de las
características locales en las imágenes, a partir de estas se construye el dic-
cionario visual para generar la representación BdC y entrenar así los modelos
por cada categoría. En la etapa de reconocimiento lo que se busca es obtener
la representación BdC de una imagen a partir del diccionario visual generado
previamente y predicir a que categoria esta asociada dependiendo el la clasi-
ficación del conjunto de modelos entrenados previamente. Algunos trabajos
previos han propuesto el uso de modelos generativos mientras que otros el
uso de modelos discriminativos.
3.4.1. Modelos generativos
En probabilidad y estadística, un modelo generativo es un modelo para
generar aleatoriamente datos observados dados algunos parámetros. Esto es-
pecífica una distribución de probabilidad conjunta P (x, y) sobre las observa-
ciones x y las etiquetas de las clases y. Con el modelado de esta distribución
de probabilidad y la de los datos observados se puede generar la probabili-
dad condicional aposteriori P (y|x) para hacer predicción sobre nuevos datos
usando el teorema de Bayes [92].
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Figura 3.8: Ejemplo de un diccionario visual obtenido en imágenes de escenas
naturales. Imagen tomada de [63].
Entre los modelos generativos propuestos están el clasificador Naïve Bayes
[20], modelos jerárquicos bayesianos como pLSA (probabilistic Latent Se-
mantic Analysis) y LDA (Latent Dirichlet Analysis) [7, 44,63,109,114].
3.4.2. Modelos discriminativos
Este tipo de modelos buscan inferir la dependencia entre una variable no
observada y en una variable observada x. Lo cual se hace por el modelado de
una distribución de probabilidad P (y|x), la cual es usada para predecir y a
partir de x. Estos modelos difieren de los modelos generativos en el hecho que
no se necesita modelar explícitamente P (x), pero debido a esto no permiten
generar muestras de la distribución de probabilidad conjunta P (x, y).
Entre los métodos discriminativos propuestos en general están las SVM
y los métodos de kernel como el Pyramid Match Kernel [37], entre otros
[20,106].
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Figura 3.9: Esquema de clasificación BdC. Imagen adaptada de [99].
3.4.2.1. Métodos de Kernel
Los Métodos de Kernel (MK ) han cobrado cada vez mas fuerza en los úl-
timos años en área de aprendizaje de máquina y reconocimiento de patrones
debido a eficiencia y capacidad de trabajar con tipos de datos complejos, no
necesariamente vectoriales [107]. Su principal ventaja radica en el hecho de
poder trabajar con datos de estructura compleja, para los cuales se puede
definir una medida de similitud que puede ser calculada en los datos de
entrenamiento y tener una representación implícita de los datos. Esta rep-
resentación implícita es una matriz de similitud que representa la relación
entre los datos, en lugar de la representación explicita de los datos como vec-
tores de características usados en los métodos tradicionales de aprendizaje de
máquina. Esto finalmente simplifica en muchos casos el costo computacional,
además de tener el potencial de paralelización debido a que gran parte de
estos métodos se basan en operaciones matriciales. Las Maquinas de Soporte
Vectorial (Support Vector Machines - SVMs) son un tipo de método de ker-
nel para aprendizaje de máquina que se ha usado con éxito en distintas áreas
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Figura 3.10: Espacio original (izquierda) y espacio embebido (derecha) donde
los datos de cada clase son mapeados por una función φ. Imagen tomada
de [34].
de aplicación y en general los métodos de kernel se están usando cada vez
mas para tareas de aprendizaje de máquina como clasificación, recuperación
de información, ranking, agrupamiento, etc [107].
Este método enfoca el problema mapeando los datos originales en un
espacio de alta dimensionalidad llamado espacio embebido (o espacio de
características), donde cada coordenada corresponde a una característica de
los datos mapeada por una función φ como se ilustra en la Figura 3.10.
La condición necesaria en este espacio es que exista el producto punto el
cual pueda ser calculado por medio de funciones de kernel en el espacio origi-
nal para no hacerlo de manera explicita en el espacio embebido. Es decir una
función de la forma k : X×X → R, tal que k(x, z) = 〈φ(x), φ(z)〉, es llamada
una función de kernel. Esto es conocido como el truco del kernel, lo cual es
mas económico en términos computacionales y permite resolver problemas
de clasificación no-lineales en el espacio original, de forma lineal en el espacio
embebido. En imágenes, las funciones de kernel pueden ser calculadas por
algunas medidas de similitud, como la intersección entre histogramas. De
esta forma se usa la matriz de similitud de las imágenes, como matriz de
kernel, la cual tiene la información implícita de las relaciones entre los datos
sin usar la representación explicita del histograma de la representación BdC.
En la Figura 3.11 el espacio original tiene datos de dos clases (roja y
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Figura 3.11: Datos de dos clases (roja y verde) que no son linealmente sepa-
rables en un espacio de dos dimensiones (eje x y y). Imagen tomada de [34].
verde) que no pueden ser separadas por una función lineal. Para esto, los
datos del espacio original son mapeados a un espacio de tres dimensiones
por una función φ : R2 → R3 que en este caso es mapear los datos (x, y)→
(x2, y2, xy) tal como se muestra en la Figura 3.12 en donde las dos clases
pueden ser separadas linealmente por un plano en R3.
3.5. Conclusiones
El modelo de BdC en el dominio de imágenes en general es intuitivo y sim-
ilar a la metáfora de representación de documentos BoW. En la metodología
BdC la representación de las imágenes se hace por un histograma de ocur-
rencia de las palabras visuales de un diccionario visual en la imagen. Debido
a que estas palabras del diccionario visual son similares a primitivas del sis-
tema visual humano, la cantidad de bloques asociados a cada palabra en la
imagen son afines a la respuesta de su estimulo [63].
El enfoque de un histograma de palabras visuales es computacionalmente
eficiente por ser una representación más ligera de las imágenes con informa-
ción global por el mismo histograma y al mismo tiempo por tener informa-
ción local reflejada en la ocurrencia de cada palabra visual del diccionario.
Adicionalmente tiene algunas ventajas deseables como robustez a oclusión y
transformaciones afines [20]al ser una representación basada en partes de los
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Figura 3.12: Espacio mapeado en donde las dos clases son linealmente sepa-
rables. Imagen tomada de [34].
objetos de interés sin tomar en cuenta la distribución espacial y sus relaciones
entre cada palabra visual.
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Capítulo 4
Imágenes de Histología e
Histopatología
En este Capítulo se presenta la motivación e importancia de las imágenes
de histología e histopatología en la Sección 4.1. La Sección 4.2 presenta las
características de este tipo de imágenes según el tipo de tinción, magnifi-
cación y tipo de corte del tejido. En la Sección 4.3 se describen los desafíos
en este tipo de imágenes para el diseño de sistemas automáticos o semi-
automáticos. Las Secciones 4.4 y 4.5 describen las colecciones de imágenes
de histología e histopatología utilizadas en este trabajo. Finalmente en la
Sección 4.6 se presentan las conclusiones.
4.1. Importancia de las Imágenes de Histología
La histología es un área fundamental de la biología que estudia la anatomía
de las células y los tejidos a nivel microscópico en las plantas y los ani-
males. La principal herramienta para la histología es el microscopio (de luz
o electrónico) que se utiliza para examinar cortes delgados de los tejidos.
Las imágenes de histología e histopatología son de gran importancia para la
medicina. Estas son un activo fundamental para determinar la normalidad
de una estructura biológica particular, o para diagnosticar enfermedades co-
mo el cáncer. Los cursos de histología están diseñados para capacitar a los
médicos y biólogos a fin de conocer la apariencia de los diferentes tejidos que
varían de acuerdo con la estructura, función y organización celular en los dis-
tintos órganos del cuerpo. Estas características suelen ser resaltadas con la
ayuda de diferentes tipos de tinciones. Las imágenes de histología se utilizan
tanto para la investigación biológica fundamental como para la toma de de-
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cisiones clínicas. En este trabajo, se usaron dos conjuntos de datos diferentes
que reflejan los dos tipos de aplicaciones de este tipo de imágenes, imágenes
de tejidos normales de histología e imágenes normales y patológicas para el
diagnóstico de carcinoma basocelular.
4.2. Características de las Imágenes de Histología
En este estudio dos colecciones de imágenes diferentes representan lo dos
tipos de aplicaciones de este tipo de imágenes, tanto de histología como de
histopatología. La colección de imágenes de carcinoma basocelular, por sim-
plicidad llamada colección de histopatología, esta constituida por imágenes
de piel de tejido normal y patológico teñidas con hematoxilina-eosina (HE).
Este colección fue anotada por un experto identificando la presencia tanto de
estructuras biológicas normales como anormales en cada imagen. Una impor-
tante característica de esta colección es el hecho que las regiones correspon-
dientes a los conceptos identificados son normalmente pequeñas respecto a la
imagen completa, sin embargo estas anotaciones son globales sin demarcar la
región especifica dificultando aun mas la detección del patrón visual anotado
y el aprendizaje del concepto relevante para la anotación automática. Por
otro lado cada imagen puede tener una o mas anotaciones.
La otra colección de imágenes es de los tejidos fundamentales, por simpli-
cidad llamada colección de histología, la cual esta constituida por imágenes
de tejidos normales teñidos con diferentes tinciones (HE, PAS, inmunohis-
toquímica, tricrómico de Masson, etc.) y diferentes magnificaciones (10X,
20X y 40X). Las imágenes en esta colección también fueron anotadas global-
mente por un experto con el tipo de tejido fundamental (conectivo, epitelial,
muscular o nervioso) que predomina en la imagen.
4.2.1. Tinción
La tinción o coloración es una técnica auxiliar en microscopía para mejo-
rar el contraste en la imagen vista al microscopio. Las tinciones se usan
tanto en biología como en medicina para resaltar estructuras biológicas de
los diferentes tejidos de acuerdo al tipo de estructuras de interés biomédico o
diagnóstico. Existen distintos tipos de tinciones de acuerdo a las propiedades
químicas de las estructuras biológicas que se buscan resaltar.
La mayoría de tinciones son compuestos orgánicos que tienen alguna
afinidad específica por los materiales celulares. Muchos colorantes utilizados
con frecuencia son moléculas cargadas positivamente (cationes) y se combi-
nan con intensidad con los constituyentes celulares cargados negativamente,
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Figura 4.1: Imágenes de piel en una magnificación de 40X en la división entre
la dermis y la epidermis coloreadas con Hematoxilina-eosina y Tricrómico
de Masson respectivamente. Imágenes tomadas de http://www.informed.
unal.edu.co/ [36].
tales como los ácidos nucleicos y los polisacáridos ácidos. Otro grupo de col-
orantes son sustancias liposolubles; los colorantes de este grupo se combinan
con los materiales lipídicos de la célula, usándose a menudo para revelar la
localización de las gotículas o depósitos de grasa. Si se desea simplemente
incrementar el contraste de las células para la microscopía, son suficientes
los procedimientos simples de tinción como el azul de metileno que marca
las células bacterianas.
Una de las características de las imágenes de histología es que se pueden
emplear los distintos tipos de tinciones citadas previamente de acuerdo al
tipo de estructuras biológicas que se desean resaltar. De esta forma para una
misma muestra fijada en una lámina se puede emplear una tinción u otra. En
la Figura 4.1 se presenta dos imágenes de piel con dos tinciones diferentes,
la primera con Hematoxilina-eosina y la otra con el Tricrómico de Masson,
de tal forma que podemos ver como las propiedades de las tinciones marcan
de distinta forma las células y el estroma en la epidermis. Esta característi-
ca en las imágenes de histología agrega la variabilidad visual por concepto
determinado por la tinción.
4.2.2. Magnificación
La magnificación hace referencia a la proporción de aumento de las es-
tructuras biológicas que son visibles por el microscopio de acuerdo al juego
de lentes de éste. Los microscopios convencionales disponen de un juego de
objetivos estándar de 2X, 10X, 20X, 40X y 100X. La Figura 4.2 muestra por
ejemplo la apariencia del tejido muscular en lengua teñido con el Tricrómico
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Figura 4.2: Tejido muscular en lengua coloreado con la tinción Tricrómico
de Masson en distintas magnificaciones, 10X, 20X y 40X. Imagen tomada
de [23].
de Masson en 10X, 20X y 40X.
4.2.3. Tipo de corte
Otra de las características en las imágenes de histología esta asociada a
la apariencia del tejido de acuerdo al tipo de corte. Por ejemplo la Figura
4.3 ilustra en un esquema como cambia la apariencia en el tejido de epitelio
simple columnar cuando se hace un corte perpendicular o un corte oblicuo.
En la Figura 4.4 se puede ver la diferencia en la apariencia visual de tejido
muscular estriado cardiaco con la misma tinción (Hematoxilina-eosina) y la
misma magnificación (1000X).Esto dificulta la caracterización visual de los
tejidos debido a la infinita posibilidad de los tipos de corte, lo cual agrega una
alta heterogeneidad en su apariencia visual ya inherente de la variabilidad
de las estructuras biológicas. Aunque existen protocolos para el proceso de
adquisición de las laminas de histología para que los tipos de corte sean
estándar, la precisión de los cortes esta delimitada por distintos elementos
técnicos como el tipo de micrótomo usado para hacer el corte, la composición
de la muestra de estudio, la experiencia del histotecnólogo, el tipo de fijador
usado para endurecer el tejido, etc.
4.3. Problemas y Desafíos
Las imágenes de tejidos tienen una naturaleza compleja en su estructura
y composición de la organización de las células en los distintos organos.
Todas las imágenes adquiridas se toman a partir de laminas de cortes de
estos tejidos de una muestra biológica la cual esta sujeta a varios factores
que afectan su apariencia por el tipo de corte, tinción y magnificación. Esto
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Figura 4.3: Apariencia visual según el tipo de corte en tejido epitelial.
Figura 4.4: Tejido muscular estriado cardiaco, corazón (HE), 1000X. Corte
longitudinal (izquierda) y corte transversal (derecha).
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dificulta tener un buen tipo de representación de la imagen que tome en
cuenta la heterogeneidad propia de este dominio. Adicionalmente para la
tarea de anotación automática cada colección presenta sus propios desafíos
por el tipo de anotaciones en imágenes normales y de interés diagnóstico
planteando en si mismo un desafío para el entrenamiento de un modelo de
aprendizaje. Particularmente los desafíos en estas colecciones además de los
ya citados se nombran a continuación:
En la colección de histopatología la apariencia visual de los conceptos
esta relacionada con pequeñas estructuras biológicas en las imágenes,
las cuales adicionalmente presentan una alta variabilidad debido a la
presencia de tejidos patológicos con un tipo de cáncer de piel conocido
como carcinoma basocelular.
La colección de histología presenta una alta variabilidad de la apari-
encia visual para un mismo tejido debido a que contiene imágenes
anotadas con el respectivo concepto en distintas magnificaciones y us-
ando distintos tipos de tinción. A diferencia de las anotaciones de la
colección de histopatología, en esta colección el concepto esta presente
generalmente en toda la imagen.
En ambas colecciones la apariencia visual de los tejidos y las estructuras
biológicas cambia de acuerdo al tipo de corte de una muestra biológica,
por ejemplo en la Figura 4.4 las fibras musculares se ven redondeadas en
un corte transversal mientras que estas mismas fibras se ven elongadas
en un corte oblicuo.
4.4. Colección de tejidos fundamentales
Este conjunto de datos incluye imágenes de los diferentes órganos que son
representativos de los cuatro tejidos fundamentales. Los tejidos fundamen-
tales se clasifican en cuatro de acuerdo a su origen embriológico en conectivo,
epitelial, muscular y nervioso, en donde los dos primeros son poco especializa-
dos y los dos últimos son muy especializados. En histología e histopatología es
fundamental el estudio y reconocimiento de estos tejidos como punto de par-
tida para reconocer la constitución normal o patológica de estos en un órgano
particular por lo cual esta primera clasificación es aprendida por los los pro-
fesionales médicos para posteriormente reconocer estructuras mas complejas.
En este trabajo se tomo un conjunto de datos que incluye 2, 828 imágenes
anotadas con una descripción global del tipo de tejido. Esta colección es un
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subconjunto de las 20, 000 imágenes de histología disponibles en un reposito-
rio de imágenes médicas disponible en linea (BiMed1 [36]). La composición
del conjunto de datos se detalla en la Tabla 4.1. Las imágenes adquiridas de
los respectivos tejidos han sido coloreadas con distintos tipos de tinciones
(hematoxilina-eosina, tricrómico de Masson, PAS, inmunocitoquímica, etc.)
usadas en los diferentes tipos de tejidos con diferentes magnificaciones. La
Figura 4.5 presenta dos ejemplos de cada tipo de tejido fundamental.
Figura 4.5: Imágenes de ejemplo de los cuatro tejidos fundamentales de una
colección de histología.
Tabla 4.1: Distribución de los conceptos de la colección de histología.
Concepto #Imágenes
Tejido conectivo 484
Tejido epitelial 804
Tejido muscular 514
Tejido nervioso 1, 026
4.5. Colección de carcinoma basocelular
Este conjunto de imágenes se ha usado previamente en un estudio clínico
no relacionado para diagnosticar un tipo especial de cáncer de piel conocido
como carcinoma basocelular. Este tipo de cáncer es el mas común en pobla-
ciones de piel blanca y su incidencia esta creciendo a nivel mundial [30].
Cuenta con diferentes factores de riesgo y su desarrollo se debe principal-
mente a la exposición de radiación ultravioleta. Los patólogos confirman o
1http://www.informed.unal.edu.co
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descartan si la enfermedad está presente después de que una biopsia sea eval-
uada en el microscopio. En esta evaluación, los médicos apuntan a reconocer
algunos patrones característicos o combinaciones complejas de éstos. Este
proceso es conocido como diagnostico diferencial y es principalmente efec-
tuado por análisis visual. En [122] se describen los patrones estructurales
que caracterizan al carcinoma basocelular. Entre estos patrones, la base de
datos usada esta compuesta de 1, 135 imágenes anotadas por expertos con 11
diferentes conceptos (normales o patológicos) de imágenes de histopatología.
Cada etiqueta corresponde a un concepto histológico y/o histopatológico
que puede ser encontrado en una imagen de piel, con patología de carcino-
ma basocelular. Una imagen puede tener uno o varios conceptos, es decir,
diferentes conceptos pueden ser reconocidos en la misma imagen y un con-
cepto puede así mismo estar en varias imágenes. Algunos ejemplos de las
imágenes se muestran en la Figura 4.6 y la relación del número de imágenes
por concepto se presenta en la Tabla 4.2.
Figura 4.6: Imágenes de ejemplo del conjunto de imágenes de histopatología.
4.6. Conclusiones
Las imágenes de histología e histopatología son de gran importancia para
la medicina. Estas son un activo fundamental para determinar la normali-
dad de una estructura biológica particular, o para diagnosticar enfermedades
como el cáncer.
Las imágenes de tejidos tienen una naturaleza compleja en su estructura
y organización de las células en los distintos órganos. Adicionalmente presen-
tan una alta variabilidad debido a varios factores que afectan su apariencia
por el tipo de corte, tinción y magnificación. Esta heterogeneidad se con-
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Tabla 4.2: Distribución de los conceptos de la colección de histopatología.
Concepto #Imágenes
Anexos pilocebáceos 145
Cambio quístico 67
Elastosis 125
Glándulas ecrinas 148
Infiltrado epidermis 140
Lesión con fibrosis 90
N.E.H. elastosis 52
N.E.H. fibrosis 50
N.E.H. infiltrado 176
Trabeculas gruesas 60
Vasos sanguíneos 122
vierte en un problema para tener una buena representación de las imágenes
y entrenar modelos de aprendizaje automático para la detección de conceptos
semánticos asociados a patrones visuales presentes en las imágenes.
43
Capítulo 5
Representación BdC para
Imágenes de Histología
En este Capítulo se presenta la metodología propuesta para la repre-
sentación de imágenes de histología e histopatología como BdC. En la Sec-
ción 5.1 se presenta el esquema general de la representación BdC propuesto.
La Sección 5.2 presenta el método para la detección y extracción de las carac-
terísticas. La Sección 5.3 describe el proceso de construcción del vocabulario
visual. La Sección 5.4 propone dos estrategias para la representación normal-
izada del histograma de ocurrencias BdC. Los resultados de los diccionarios
y la representación BdC se presentan en la Sección 5.5 y en la Sección 5.6 se
hace la discusión y conclusiones de este capítulo.
5.1. Metodología propuesta
En este trabajo se propone usar la representación BdC para las imágenes
de histología e histopatología. La principal motivación en este trabajo es
poder explotar una representación para este tipo de imágenes que permita
analizar los patrones visuales que las componen y encontrar las relaciones im-
plícitas entre estos patrones con su significado. De hecho ésta representación,
originalmente aplicada en visión por computador, se ha usado exitosamente
en imágenes médicas como se menciono en la Sección 2.4 para anotación y
categorización. Sin embargo, la exploración de ésta representación para in-
terpretación y análisis de imágenes biomédicas podría ser un campo de gran
interés en orden de no solo aplicar modelos de aprendizaje tipo caja negra,
sino también tener una representación que permita construir modelos que
encuentren relaciones implícitas entre imágenes de acuerdo con la presencia
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de ciertos patrones visuales para una mejor interpretación de los conceptos
semánticos de alto nivel e incluso poder encontrar algunas relaciones implíc-
itas que el especialista no conoce y sean de interés en investigación o apoyo
diagnóstico.
Finalmente las imágenes de histología tienen algunas características que
hacen pensar la posibilidad de ser representadas como una BdC. Entre estas
características están la similitud de la apariencia de los distintos tejidos con
texturas irregulares que igualmente pueden tener información de color asoci-
ada, lo cual es similar al origen de la representación BdC como descriptor de
texturas basado en textones como se describió en el Capítulo 3. Una ventaja
del enfoque BdC para la representación es que se puede seleccionar el tipo de
palabra visual la cual puede tener un descriptor que capture características
visuales de uno o mas tipos, como textura y color. Adicionalmente la com-
plejidad de construir un tipo de representación robusta a la alta variabilidad
visual descrita en el Capítulo 4 de este tipo de imágenes justifica la búsqueda
de alternativas de representación. En este caso la representación BdC plantea
un enfoque frecuencial de los patrones para la representación global de la im-
agen ignorando la estructura espacial y definiendo como unidad fundamental
la palabra visual, la cual depende de la granularidad de los patrones en las
imágenes como las células en los tejidos. De esta forma el problema de la
variabilidad visual estaría incluido, y limitado, en la capacidad del méto-
do de aprendizaje del diccionario visual para encontrar un resumen de los
patrones visuales constituyentes de la colección.
Como se describió en el Capítulo 3 la representación BdC es un enfoque
metodológico para representar una imagen por la ocurrencia de sus partes.
Sin embargo, consta de varias etapas las cuales según el dominio de las
imágenes y la tarea objetivo deben definir una serie de parámetros. Estos
parámetros son la selección del tipo de palabra visual, la estrategia de detec-
ción y descripción de las palabras visuales, el tamaño del vocabulario visual
y finalmente el tipo de representación de las imágenes como BdC.
En la Figura 5.1 se presenta el esquema general de la metodología BdC
empleada en el dominio de imágenes de histología la cual consta de tres fas-
es. La primera es la detección y extracción de las características (i), en la
cual el objetivo es identificar las características locales o palabras visuales en
la imagen y extraer la información visual por medio de una representación
compacta que describa el contenido de esta. La segunda fase consiste en la
construcción del diccionario (ii) en la cual a partir de las palabras visuales
de un conjunto de imágenes de la colección se busca seleccionar un sub-
conjunto de palabras visuales que sea representativo de esta y capture la
variabilidad visual de los patrones que contiene. Finalmente la tercera fase
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Figura 5.1: Esquema general de la representación BdC en imágenes de his-
tología e histopatología.
es la representación de las imágenes como bolsa de características (iii) en la
cual cada imagen es representada por la ocurrencia de las palabras visuales
del vocabulario presentes en la imagen.
5.2. Extracción y Descripción de Palabras Visuales
De la misma forma que en el procesamiento de texto el primer paso es la
extracción de las palabras, en la metodología BdC es necesario identificar y
extraer las palabras visuales. Para esto es necesario definir lo que constituye
una palabra visual. Generalmente en este enfoque se han usado detectores
de características locales como palabras visuales.
En las imágenes de histología se aprecian distintas apariencias de los teji-
dos de los organismos vivos. Para esto generalmente se aplican tinciones que
resaltan las estructuras biológicas que el especialista desea ver, por ejemplo,
la tinción mas comúnmente empleada es la hematoxilina-eosina (HE) la cual
resalta con colores purpuras los núcleos de células y con colores rosados el
citoplasma de éstas. De esta forma es posible distinguir como están orga-
nizadas las células en los distintos tipos de tejidos. Al aplicar este tipo de
tinciones las imágenes generalmente presentan una gama de colores específi-
ca de acuerdo con las propiedades que estas tinciones buscan resaltar en los
tejidos, por lo cual se puede evaluar palabras visuales que tomen en cuenta la
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información de color o simplemente la imagen en tonos de grises asumiendo
que la tinción resaltó las estructuras de interés. Por lo tanto, si el descriptor
de la imagen es global, los modelos de atención visual no necesariamente
mejorarían la detección puesto que esta tarea es efectuada ya previamente
por la tinción al marcar las estructuras de interés visual. Sin embargo, en este
tipo de imágenes se han evaluado distintos tipos de descriptores que toman
en cuenta información del núcleo y el citoplasma, así como su estructura o
distribución en la imagen [13]. Por otro lado, en este tipo de imágenes la
variabilidad morfológica en células normales es alta y aun mayor en células
patológicas además de depender de la magnificación en la adquisición del
ocular del microscopio y del tipo de corte. Por ejemplo las células muscu-
lares en un corte longitudinal se ven alargadas, en un corte oblicuo ovaladas
y en un corte transversal circulares. Por estas razones este tipo de imágenes
se han intentado describir en términos de sus elementos constituyentes mas
simples, las células, y algunos métodos propuestos describen su contenido
global como una textura. Esto se puede aproximar porque la distribución y
organización de las células de cada tipo de tejido tienen un patrón carac-
terístico que se asemeja a una textura a pesar de no ser regular y variar de
acuerdo con la forma del corte del tejido. Sin embargo, es la característica
visual que más afinidad tiene en este tipo de imágenes .
En este trabajo se evaluaron tres tipos distintos de palabras visuales en
el enfoque de BdC. Tal como se describieron en la Sección 3.2, se usaron las
palabras visuales basadas en bloques, basadas en SIFT, y basadas en DCT
(Transformada Discreta de Coseno).
5.2.1. Palabra Visual Basada en Bloques
Para este tipo de palabra visual la imagen es escalada aproximadamente
a un tercio de su tamaño, esto es de una resolución de 720 × 480 píxeles a
una resolución de 256 × 170 píxeles. y se divide en una retícula regular en
donde se extrae cada bloque de 8×8 píxeles. Por lo cual no hay solapamiento
entre los bloques. Para la representación de esta palabra visual no se toma en
cuenta el color, por lo cual el descriptor se construye representando el bloque
linealmente como un vector de los niveles de luminancia de cada píxel. De
esta forma en nuestra experimentación tenemos cada bloque representado
por un descriptor de 64 posiciones.
Con este tipo de palabra visual se busca capturar información de textura
sin tomar en cuenta el color y las distintas variaciones de un patrón visual.
El tamaño de los bloques permite capturar la unidad mínima como lo es el
núcleo de una célula.
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5.2.2. Palabra Visual Basada en Puntos SIFT
El hecho que las imágenes de histología e histopatología tengan patrones
irregulares de distribución de células generalmente marcadas con tonos os-
curos permite la detección de una gran cantidad de puntos SIFT debido
a la cantidad de singularidades (núcleos y contornos de células). Por esta
razón se opta por explotar el descriptor SIFT sobre cada bloque extraído de
igual forma que la subsección anterior. Esto finalmente reduce la cantidad
de puntos extraídos y se tiene una representación del contenido del bloque
que describe textura y además tenga características invariantes.
Para esto, se uso la configuración de parámetros del descriptor SIFT más
comúnmente usada [9, 63, 86], la cual esta compuesta por un histograma de
8 orientaciones de 4 cuadrantes alrededor del punto, de cada una de las 4
escalas resultando en un descriptor de 128 dimensiones.
5.2.3. Palabra Visual basada en DCT
Finalmente la última representación de palabra visual usada en este tra-
bajo toma en cuenta información de color y de textura. Para esto, a cada
bloque extraído de la retícula regular se toma de forma independiente cada
una de sus tres componentes de color (Roja, Verde y Azul). A cada com-
ponente se le aplica la Transformada Discreta de Coseno (Discret Cosine
Transform - DCT). Como resultado tenemos un bloque de 8× 8 de los coefi-
cientes de la DCT para cada componente de color, los cuales son linealizados
y concatenados obteniendo un descriptor de 192 dimensiones.
5.3. Construcción del Diccionario Visual
El diccionario o vocabulario visual es construido usando un algoritmo de
agrupamiento o de cuantización vectorial. En la etapa previa de la metodología
BdC, se extrae un conjunto de características locales. Todas estas caracterís-
ticas locales son usadas conjuntamente sin importar a que imagen están
asociadas, con el objeto de aplicar un método que permita agruparlas por
su semejanza y aprender el conjunto de palabras visuales representativas
de toda la colección. El algoritmo k-medias fue utilizado para encontrar el
conjunto de centroides que representarían las palabras visuales. Nowak et.
al [86] reportaron que la aplicación de un algoritmo de agrupamiento no tiene
una gran mejora en la clasificación de imágenes naturales, comparado con
una selección aleatoria de las palabras visuales. Sin embargo, esto no debe
ser necesariamente cierto en las imágenes de histología puesto que se tiene
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una mayor variabilidad de patrones de acuerdo con los tejidos y un algorit-
mo de agrupamiento puede capturar tanto esta variabilidad como evitar la
redundancia de patrones similares asociados a un mismo grupo.
Una decisión importante en la construcción del vocabulario visual es la
selección de su tamaño, esto es, cuantas palabras visuales son necesarias para
representar la variedad del contenido visual de los patrones en la colección.
De acuerdo con diferentes trabajos en clasificación de imágenes naturales, un
vocabulario de gran tamaño es lo más adecuado [20,86]. Tomassi et. al [116]
encontraron que el tamaño del diccionario visual no es un aspecto significa-
tivo en la tarea de clasificación de imágenes de radiología. Por esta razón, es
necesario evaluar en este enfoque diferentes tamaños de vocabularios visuales
para analizar el impacto de este parámetro en la clasificación de imágenes
de histología e histopatología.
5.4. Representación de las Imágenes
La etapa final de la representación de la imagen como BdC es obtenida
al extraer los bloques de la imagen y comparar cada uno de estos con las
palabras visuales del diccionario, de tal forma que la palabra visual a la cual
el bloque se parece más es incrementada en un histograma de ocurrencias
del diccionario. De esta forma se obtiene un histograma de la ocurrencia de
cada palabra visual del diccionario en la imagen y donde la suma de estas
ocurrencias es igual al número de bloques extraídos. Sin embargo, esta rep-
resentación puede generar problemas al momento de comparar dos imágenes
debido a que una imagen puede tener muchos mas bloques que la otra si el
método de extracción de las palabras visuales es basado en puntos de interés,
por lo cual en esos casos es necesario algún tipo de normalización. Esto no
ocurre si se efectúa la extracción de las palabras por una retícula regular
o el mismo número de palabras extraídas al azar, sin embargo el tamaño
de las imágenes también puede afectar el número de palabras extraídas de
una imagen a otra. Dos métodos comunes de normalización del área de re-
cuperación de información textual conocidos son la frecuencia de términos
y la frecuencia inversa.
5.4.1. Frecuencia de Términos
La representación BdC como frecuencia de términos normaliza la repre-
sentación original del conteo de términos a partir de dividir la cantidad de
ocurrencia de cada palabra por el total de palabras de la imagen para evitar
el sesgo entre estas. De esta forma se mide la importancia o contribución
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de cada palabra visual en la imagen en términos de frecuencia con valores
entre 0 y 1, así que la representación aproxima a una distribución de masa de
probabilidad puesto que la suma de frecuencias de todos los términos de la
imagen es uno. Esto es especialmente útil para la estrategia cuyas palabras
visuales son los puntos SIFT, en la cual el numero de puntos detectados en
una imagen varia bastante de una imagen a otra sobre toda la colección.
Formalmente la definición de la frecuencia de términos tomada del área
de recuperación de información textual es la siguiente:
tfi,j =
ni,j∑
k nk,j
donde ni,j es el numero de ocurrencias del termino o palabra ti en la
imagen dj , y el denominador es la suma del numero de ocurrencias de todas
las palabras en la imagen dj .
5.4.2. Frecuencia Inversa
Adicionalmente a la representación anterior también se propone usar la
frecuencia inversa del documento [103], en este caso frecuencia inversa de
la imagen, en la cual la representación de la imagen está basada en un es-
quema de ponderación de pesos para cada palabra visual o termino. Esta
ponderación de pesos tiene como objetivo normalizar los valores de ocurren-
cia de la palabra en una imagen de acuerdo con su capacidad discriminante
en la colección, de tal forma que palabras que ocurren bastante en toda la
colección tienen poco peso así como aquellas que ocurren muy poco. En este
caso la estrategia de ponderación de pesos es un esquema tradicionalmente
usado en recuperación de información textual conocido como TF-IDF.
La representación de la BdC como frecuencia inversa o TF-IDF es cal-
culada a partir de la frecuencia de términos de la Subsección anterior y la
siguiente definición:
idfi = log
|D|
|{d:ti∈d}|
en donde |D| es el numero total de imágenes en la colección, |{d : ti ∈ d}|
es el numero de imágenes donde la palabra ti aparece (distintas de cero).
De esta forma a partir de las anteriores formulaciones la representación
BdC normalizada por la frecuencia se obtiene por:
(tf-idf)i,j = tfi,j × idfi
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5.5. Resultados
Se construyeron diferentes diccionarios para las dos colecciones usando el
método de la Sección 5.3. Particularmente, los tres tipos de palabras visuales
junto con tres distintos tamaños de diccionario generaron nueve diccionarios
diferentes por cada colección de imágenes. Para la colección de histología
a partir de una muestra de 1, 000 imágenes seleccionadas aleatoriamente se
generaron un total de 1, 536, 000 bloques, los cuales fueron usados como en-
trada del algoritmo de agrupamiento k-medias para construir el diccionario.
Éste mismo proceso fue aplicado a la colección de histopatología a partir de
una muestra de 1, 280, 000 bloques extraídos de 1, 000 imágenes. En ambos
casos, el algoritmo de k-medias fue utilizado variando el numero de grupos
(palabras visuales) con un k igual a 150, 500 y 1, 000 generando así, los
distintos tamaños de diccionarios.
La Figura 5.2 muestra los diccionarios de tamaño 500 basados en blo-
ques y DCT para la colección de imágenes de histología, mientras que la
Figura 5.3 muestra los diccionarios del mismo tamaño y palabras visuales
para la colección de histopatología. En ambos casos, las palabras visuales se
presentan ordenadas de mayor a menor frecuencia en la respectiva colección.
Para los diccionarios basados en bloques, la representación de cada pal-
abra visual es generada por el promedio de los bloques crudos en el grupo
obtenido por el algoritmo k-medias, mientras que para la representación vi-
sual del diccionario basado en DCT, cada palabra es generada calculando
la transformada inversa de coseno (i-DCT) del centroide que corresponde al
grupo. La visualización de las palabras visuales correspondientes a los cen-
troides en la representación basada en SIFT no fue posible debido a que este
descriptor es invariante y los bloques originales que correspondían al mis-
mo descriptor podrían tener una apariencia distinta en términos de rotación
o escala, lo cual no hacia posible generar la palabra asociada al centroide
usando los promedios de los bloques de ese grupo ni tampoco existía una
transformación inversa como en el caso de los centroides de la representación
DCT.
En la colección de histología (Figura 5.2), el diccionario basado en bloques
esta principalmente constituido por una amplia variedad de palabras visuales
con un tono de gris uniforme y tonos claros de bordes, muy pocas de puntos
o de textura. De forma similar, el diccionario basado en DCT presenta mayor
cantidad de palabras visuales con tonos uniformes de distintos colores. Esto
se debe al hecho que esta colección presenta varios tipos de tinciones usadas
para resaltar las características visuales de acuerdo con el tipo de tejido. Las
palabras visuales de este diccionario con menor frecuencia en la colección
51
Figura 5.2: Comparación de los diccionarios de tamaño 500 de la colección de
histología generados por el algoritmo k-medias basado en bloques (izquierda)
y basado en DCT (derecha).
son de algunos bordes borrosos de lineas de diferentes tamaños, muy pocos
representan texturas complejas.
Por otro lado en la colección de histopatología (Figura 5.3), en el dic-
cionario basado en bloques se aprecia patrones detallados asociados con nú-
cleos de diferentes tamaños, orientaciones y niveles de iluminación. Por otro
lado, en el diccionario basado en DCT los patrones más frecuentes correspon-
den a características de color relacionadas con diferentes concentraciones de
la tinción. Los otros patrones que le siguen son patrones asociados a texturas.
Los diferentes tonos de color están asociados con el citoplasma (tonos rosa) y
patrones borrosos de núcleos (tonos violeta) de acuerdo con la tinción usada,
hematoxilina-eosina.
Considerando la distribución de frecuencia de las palabras visuales de
los distintos diccionarios, es posible tratar de determinar si estos tipos de
diccionarios siguen la ley de Zipf [71], la cual se cumple para todos los vo-
cabularios de los lenguajes naturales. La ley de Zipf ley establece que la
frecuencia de una palabra es inversamente proporcional a su posición en una
tabla de frecuencias. Las Figuras 5.4 y 5.5 muestran la distribución de las
palabras en escala logarítmica tanto del rank como de la frecuencia para las
dos colecciones y los tres tipos de representación de las palabras visuales en
un diccionario de tamaño 1, 000. Si la ley de Zipf se cumple la gráfica de dis-
tribución de cada diccionario debería ser una línea recta. La parte central de
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Figura 5.3: Comparación de los diccionarios de tamaño 500 de la colección
de histopatología generados por el algoritmo k-medias basado en bloques
(izquierda) y basado en DCT (derecha).
todas gráficas tienen el comportamiento esperado, sin embargo las palabras
visuales menos frecuentes caen abruptamente. Este mismo comportamiento
se ha observado previamente en diccionarios visuales generados por la rep-
resentación BdC en imágenes naturales y se ha relacionado con el hecho de
que estas palabras puede estar asociada con ruido o artefactos de al generar
la palabra por el algoritmo de agrupamiento [?].
5.6. Conclusiones
En el caso particular de imágenes de histología e histopatología, las pal-
abras visuales con alta frecuencia en la colección pueden estar asociadas con
regiones homogéneas, las cuales están usualmente asociadas con fondo o con
tejidos con baja densidad de células, tal como se presenta en el estroma.
Estas palabras visuales se comportan de forma similar a las conocidas como
palabras vacías, o stop words en inglés, tales como preposiciones, artículos y
conectores en los lenguajes naturales. Éstas palabras vacías tienen también
una alta frecuencia pero contribuyen, por si solas, muy poco a el significa-
do en un texto. Del mismo modo estas palabras visuales con baja frecuencia
caen abruptamente en la escala logarítmica y están principalmente asociadas
a bloques asociados a ruido o artefactos generados por mínimos locales del
algoritmo k-medias donde un grupo puede ser de un solo bloque.
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Figura 5.4: Frecuencia de palabras visuales contra su posición para diccionar-
ios de tamaño 1,000 basados en bloques, SIFT y DCT, para la colección de
histología.
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Figura 5.5: Frecuencia de palabras visuales contra su posición para diccionar-
ios de tamaño 1,000 basados en bloques, SIFT y DCT, para la colección de
histopatología.
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Capítulo 6
Inferencia Automática de
Relaciones entre Palabras
Visuales y Conceptos
Semánticos
En este Capítulo se propone la aplicación de técnicas de análisis estadís-
tico y de aprendizaje de máquina para asociar las palabras visuales con
los conceptos semánticos. La hipótesis subyacente es que algunas palabras
visuales del diccionario, o grupos de estas, pueden estar relacionadas a con-
ceptos semánticos. Para corroborar esto tres estrategias son propuestas, el
análisis de máxima relevancia, el análisis discriminante y el análisis de agru-
pamiento. La Sección 6.1 presenta el análisis de máxima relevancia el cual
mide la dependencia entre palabras visuales y conceptos por medio de la
medida de correlación o de información mutua. Por otro lado, la Sección
6.2 presenta un análisis discriminante tomando en cuenta no solo la máxima
relevancia sino también la mínima redundancia entre palabras visuales y con-
ceptos para ver el conjunto de palabras representativas con mayor poder de
discriminación entre conceptos. La Sección 6.3 presenta el análisis de agru-
pamiento empleado para encontrar grupos de imágenes y palabras visuales
en una colección inspirado del análisis de biclustering utilizado en el análisis
de microarreglos de genes y ADN [28]. Finalmente la Sección 6.5 presenta los
resultados obtenidos de un subconjunto de imágenes de histopatología por
cada uno de estos métodos.
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6.1. Análisis de Máxima Relevancia
El diccionario visual resume en un conjunto de palabras (visuales) la
variabilidad de los patrones representativos de una colección de imágenes.
Algunas de las palabras visuales del diccionario pueden estar presentes en la
mayoría de los conceptos semánticos en las imágenes, así como otras palabras
visuales pueden estar asociadas a solo un concepto y otras a otro. La selec-
ción de un subconjunto de características más relacionadas con los conceptos
es comúnmente conocido como en el área de visión por computador como Se-
lección de Características para lo cual se han propuesto varios métodos [40].
Tradicionalmente la mayoría de métodos buscan asociar las características
(aquí palabras visuales) de un conjunto de imágenes a los conceptos cal-
culando la máxima relevancia (o dependencia) de cada característica por
concepto de forma independiente. La máxima relevancia se puede calcular
de varias formas, dos de las más empleadas normalmente son por la medida
de la correlación o por la medida de la información mutua.
6.1.1. Correlación
El análisis de correlación tiene como objetivo medir el grado de depen-
dencia entre dos variables aleatorias, en este caso sería la relación entre una
palabra visual particular de un diccionario y un concepto. En la colección de
imágenes empleada se conoce el concepto o conceptos que se encuentran pre-
sentes en éstas. Por lo tanto, nosotros asumimos que tenemos dos variables
aleatorias para analizar y medir su respectiva correlación entre los conceptos
semánticos y las palabras visuales. En el caso de los conceptos semánticos la
variable aleatoria es binaria e indica la presencia o ausencia de un concepto
en la imagen. Para las palabras visuales, la variable aleatoria se asume con-
tinua y corresponde a la frecuencia relativa de la palabra visual en la imagen.
Bajo este esquema podemos usar alguna medida empleada para calcular la
correlación entre variables aleatorias como el coeficiente de correlación de
Pearson definido como:
rij =
Cov(wi, cj)
σwiσcj
(6.1)
donde wi es la variable aleatoria asociada a la palabra i, cj es la variable
aleatoria del concepto j, Cov(wi, cj) es la covarianza entre la palabra i y el
concepto j, σwi es la desviación estándar de σcj . Este valor de correlación
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se calcula para cada concepto con cada una de las palabras visuales, para
ello se asume que cada concepto es independiente, así como cada una de las
palabras del diccionario visual.
Bajo estos supuestos nosotros podemos evaluar la correlación de las pal-
abras visuales y los conceptos semánticos. Cuando un concepto particular y
una palabra visual están presentes constantemente en conjunto en una ima-
gen se espera que la correlación entre éstos tenga un valor positivo. Por otro
lado, si las palabras visuales no están usualmente en las imágenes que están
asociadas a el concepto, entonces la correlación tiene un valor negativo. Por
lo tanto, el análisis de correlación es útil para identificar el conjunto mas
representativo de palabras visuales que están asociadas a unos conceptos
semánticos específicos.
6.1.2. Información Mutua
Por otro lado, la Información Mutua (IM) es otro de los métodos tradi-
cionalmente usados para medir la relevancia, o dependencia, entre dos vari-
ables aleatorias. Para este trabajo nosotros evaluamos la información mutua
entre cada palabra visual del diccionario (wi) y cada concepto (cj) asum-
iendo que son variables aleatorias independientes de forma análoga a como
se hizo en el análisis de correlación. Formalmente la información mutua esta
definida como:
I (cj ;wi) =
∑
wi∈{0,1}
∑
cj∈{0,1}
P (cj , wi) log
(
P (cj , wi)
P (cj)P (wi)
)
, (6.2)
donde P (cj) es la probabilidad de que un bloque individual pertenezca a
una imagen etiquetada con el concepto cj , P (wi) es la probabilidad de que
un bloque corresponde a una palabra visual wi, y P (cj , wi) la probabilidad
conjunta de que el bloque pertenezca a la palabra visual wi y al concepto cj .
6.2. Análisis Discriminante (Max-Relevancia y Min-
Redundancia)
El problema de tomar en cuenta únicamente el criterio de máxima rel-
evancia, usando correlación o información mutua, es el hecho de asumir las
palabras visuales y los conceptos como variables aleatorias independientes
ignorando por completo la relaciones de dependencia que puedan tener entre
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palabra visuales y entre conceptos. Esto se refleja en el hecho de que algunas
palabras visuales pueden ser relevantes para la mayoría de conceptos por lo
cual su poder discriminante sería bajo.
Un mejor criterio para determinar las palabras mas relevantes con bue-
na capacidad discriminante es el método de Selección de Características por
Mínima Redundancia y Máxima Relevancia (Minimum Redundance Maxi-
mum Relevance Feature Selection - mRMR) [94], el cual selecciona un sub-
conjunto de características (palabras visuales) que maximice la relevancia
entre la palabra visual y el concepto, mientras minimiza la redundancia en-
tre palabras visuales. El criterio de máxima relevancia en este método esta
definido por:
ma´x
W
D(W, cj) = ma´x
W
1
|W |
∑
wi∈W
I(wi; cj), (6.3)
Mientras el criterio de mínima redundancia esta definido por:
mı´n
W
R(W ) = mı´n
W
1
|W |2
∑
wi,wj∈W
I(wi;wj) (6.4)
Así, la función de optimización que combina los dos criterios es Φ (W, cj)
y esta definida como:
ma´x
W
Φ (W, cj) = ma´x
W
D(W, cj)−R(W ) (6.5)
Peng et al. [94] propusieron un método incremental para seleccionar el
subconjunto de características W de acuerdo con criterio de optimización
definido en (6.5). En este trabajo este método es aplicado para seleccionar
un subconjunto de palabras visuales de un gran diccionario visual con el cual
se obtiene un subconjunto de palabras visuales que, en conjunto, tienen alto
poder discriminante. Sin embargo, el objetivo es encontrar cuales palabras
visuales de ese subconjunto están asociadas por cada concepto. Para lograr
esta asociación la probabilidad condicional P (cj |wi) es calculada por cada
pareja concepto-palabra, y cada palabra visual es asociada a el concepto cuya
probabilidad condicional sea mas alta.
6.3. Análisis de Agrupamiento
Una base natural para organizar palabras visuales es agrupar juntas todas
aquellas que comparten una ocurrencia similar en las imágenes. El propósito
de este análisis de agrupamiento es generar un reordenamiento de las palabras
visuales para analizar las relaciones con los conceptos semánticos. Debido a
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la gran cantidad de imágenes en una colección y también a un potencial-
mente largo vocabulario visual, es difícil asimilar las relaciones subyacentes.
Además, una representación visual que es usualmente aplicada en bioinfor-
mática fue usada para visualizar y explorar datos de expresión de genes en
un modo intuitivo para los biólogos [28]. Nosotros combinamos los métodos
de agrupamiento con una representación gráfica de las palabras visuales en
imágenes. En esta representación, cada valor de ocurrencia es caracterizado
por un color en una matriz donde las filas representan las imágenes y las
columnas las palabras visuales como se muestra en la Figura ??. Un color
azul indica una escasa ocurrencia de la palabra visual en la imagen, mientras
un color rojo indica una alta ocurrencia de la palabra visual en la imagen.
Otros rangos de azul y amarillo indican ocurrencias intermedias.
Para este análisis usamos el agrupamiento jerárquico aglomerativo [70]
con un enlace ponderado para organizar tanto filas como columnas en la ma-
triz, lo cual normalmente se denomina biclustering o coclustering. Para cada
lado de la matriz el correspondiente dendograma es dibujado. Para evaluar
las distancias por el método de agrupamiento se uso la distancia Euclídea
tanto entre la representación BdC de las imágenes (filas) y la ocurrencia de
las palabras visuales en todas las imágenes (columnas). Se espera que este
análisis organice las filas de forma que las imágenes en cada grupo compartan
un concepto semántico. Esto depende en gran medida de la representación
BdC, así que con esto se puede evaluar qué tan buena es esta representación
para el contenido semántico de las imágenes. Además, la organización de
las columnas debería revelar el conjunto de palabras visuales que están rela-
cionadas a unos conceptos semánticos específicos.
6.4. Diseño Experimental
Inicialmente se evaluó el análisis de correlación en un caso de estudio con
un pequeño subconjunto de los datos de la colección de histopatología. Para
este análisis se uso la representación BdC con un diccionario de 50 basado en
bloques y se seleccionaron los conceptos anexos pilocebaceos, cambio quístico,
lesión con fibrosis y patrón morfeiforme para un total de 323 imágenes.
Para los análisis de información mutua, discriminante y de agrupamiento
se tomo las representaciones BdC con el diccionario de tamaño 1, 000 para
cada tipo de palabra visual (i.e. bloques, SIFT y DCT). De la colección de
imágenes de histología se usaron las 2, 828 imágenes anotadas con los cuatro
tejidos fundamentales descritos en la Sección 4.4, mientras que de la colección
de imágenes de histopatología se seleccionaron las imágenes de los conceptos
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que tuvieran al menos 52 ejemplos obteniendo 11 conceptos y 1, 135 imágenes
de la distribución descrita en la Sección 4.5. Cada imagen representada como
BdC fue normalizada dividiendo cada valor por la suma de las palabras
visuales que la componen, de esta manera la suma del histograma era igual a
uno. Para el análisis de información mutua y para el análisis discriminante se
utiliza la representación BdC completa (i.e. diccionario de 1, 000), mientras
que para el análisis de agrupamiento se utiliza solo las 100 palabras obtenidas
por el algoritmo mRMR del análisis discriminante.
6.5. Resultados
6.5.1. Análisis de Correlación
Los resultados del análisis de correlación fueron previamente presentados
en [19](Apéndice C), en donde se muestra que algunas palabras visuales son
más relevantes que otras para identificar algunos conceptos. La Figura 6.1
muestra como los cuatro conceptos seleccionados están correlacionados con
cada palabra visual. Se puede apreciar que el concepto cambio quístico es
el que tiene la correlación mas alta con un conjunto de palabras visuales
mientras los otros conceptos tienen correlación negativa. Esto significa que
ese conjunto particular de palabras visuales están presentes cuando la imagen
presenta cambio quístico y no están cuando la imagen esta anotada con
alguno de los otros tres conceptos. Este comportamiento también se puede
ver en el concepto lesión con fibrosis. Para todos los conceptos es posible
identificar un conjunto de palabras visuales con las cuales tiene la correlación
mas alta. En general se observa que palabras visuales con una correlación
alta con un concepto presenta correlación muy baja o negativa con los otros.
La Tabla 6.1 muestra las diez palabras visuales con el valor mas alto de
correlación para cada uno de los cuatro conceptos. El análisis de correlación
asigna a cada concepto un conjunto de palabras visuales. El concepto cambio
quístico, por ejemplo, esta más correlacionado con palabras visuales oscuras
y partes de grandes patrones circulares, lo cual es consistente con una noción
del tamaño y densidad de las células y el núcleo. Por otro lado, el concepto
lesión con fibrosis muestra palabras visuales con pequeños puntos grises sobre
un fondo claro.
6.5.2. Análisis de Información Mutua
El análisis de información mutua presenta una medida de relevancia de
cada palabra visual para un concepto dado de tal forma que podemos analizar
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Figura 6.1: Distribución de los valores del coeficiente de correlación de las
palabras visuales por cada concepto versus el rank.
las palabras visuales mas relacionadas por concepto. Las Figuras 6.2 y 6.3
muestran la distribución de los valores de información mutua de cada palabra
del diccionario visual con el tejido muscular y tejido nervioso de la colección
de histología. En cada gráfica se presenta la distribución de estos valores para
el diccionario de 1, 000 de cada tipo de palabra visual. En ambas gráficas se
puede apreciar que la distribución de los valores de la información mutua
para el diccionario basado en DCT, en azul, esta siempre por encima de la
distribución de los otros tipos de diccionarios.
Por otro lado las distribuciones de valores de la información mutua para
los conceptos cambio quístico y necrosis en la colección de histopatología
son interesantes de analizar como se muestra en la Figura 6.4. En esta figura
se puede ver como en las primeras 300 palabras con los más altos valores
de información mutua son del diccionario basado en bloques por encima del
diccionario basado en DCT. Esto se debe al hecho que el cambio quístico es un
concepto presente en tejido patológico, en este caso particular en carcinoma
basocelular, por lo cual esta asociado a células cancerosas las cuales tienen
núcleos grandes y oscuros. Sin embargo el cambio quístico tiene la apariencia
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Tabla 6.1: Las diez palabras visuales con mayor correlación para cada con-
cepto con los respectivos rangos de valores.
Concepto # rmin rmax Palabras visuales
Cambio quístico 10 0,4516 0,5868
Anexos pilocebaceos 10 0,1477 0,2356
Lesión con fibrosis 10 0,1561 0,3021
Patrón Morfeiforme 10 0,0601 0,2596
de nódulos blancos o grisáceos en el interior de los tumores los cuales son
los quistes de distintos tamaños como se muestra en la Figura 6.6. Por esta
razón en cambio quístico el color no es tan importante debido a que esta
fuertemente relacionado con la apariencia alrededor de células cancerosas
que son grandes y oscuras, así como los propios quistes que son normalmente
incoloros. Este no es el mismo caso de la necrosis, la cual es el caso opuesto
en términos de apariencia visual, esto se debe al hecho que las la necrosis
esta relacionada con células muertas y esto es principalmente caracterizado
por la ausencia de núcleos. En la tinción H&E el citoplasma de las células
son teñidos de tonos rosas mientras que los núcleos toman tonos purpuras
oscuros y en algunos casos negros, de tal forma que el concepto necrosis lo
define mejor el color el cual esta dado por distintos tonos homogéneos de
rosados claros y algunas palabras visuales del diccionario basado en DCT lo
puede representar de forma apropiada.
6.5.3. Análisis Discriminante
El método de selección de características mRMR nos permite seleccionar
un subconjunto de palabras visuales con la menor redundancia entre palabras
y máxima relevancia por concepto. Con este criterio podemos determinas las
palabras visuales mas discriminantes entre conceptos y representativas de
la colección de imágenes. Entre los distintos tamaños del diccionario que se
obtuvieron en ambas colecciones de imágenes se selecciono el mayor tamaño
de estos, es decir los diccionarios de 1,000 palabras visuales. En la Figura
6.7 se muestra el subconjunto de 100 palabras visuales mas discriminantes,
de acuerdo con los conceptos, seleccionadas por mRMR para los diccionarios
basados en bloques de las dos colecciones de imágenes.
La selección de un subconjunto de palabras del diccionario original de
1,000 palabras visuales reduce la complejidad dada por la variabilidad de los
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Figure 6.2: Distribución de valores de la información mutua para el tejido
muscular en la colección de histología con un diccionario de tamaño 1, 000.
patrones visuales del diccionario completo a solo 100 palabras representativas
de esta variabilidad y al mismo tiempo con mayor poder de discriminación.
Con este subconjunto de palabras visuales se puede asociar con cada palabra
visual a un concepto de acuerdo con la máxima probabilidad condicional
P (Cj |wi).
En la Tabla 6.2 se presentan los resultados de las palabras visuales
basadas en bloques luego de calcular las probabilidades condicionales del
subconjunto seleccionado por mRMR. Es interesante ver como las palabras
visuales seleccionadas con más alta probabilidad para el concepto de tejido
muscular presenta diferentes apariencias de las fibras musculares y la may-
or probabilidad de una palabra visual es igual a uno lo cual significa que
dicha palabra tiene alta capacidad discriminante para diferenciar el tejido
muscular de los otros tejidos. Esto mismo sucede con el tejido nervioso en el
cual también la máxima probabilidad de una palabra visual es uno, con la
particularidad que para este tejido 58 de las 100 palabras visuales tienen la
máxima probabilidad condicional con este tejido.
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Figure 6.3: Distribución de valores de la información mutua para el tejido
nervioso en la colección de histología con un diccionario de tamaño 1, 000.
Por otra parte en los tejidos conectivo y epitelial su máximo valor de
probabilidad condicional es de 0,5 por lo cual la capacidad discriminativa no
es tan buena como en los tejidos nervioso y muscular, particularmente en el
tejido conectivo se encuentra que tiene asociadas solo tres palabras visuales
en contraste con los otros conceptos lo cual no permite un análisis adecuado
de su interpretación. Sin embargo en el tejido epitelial se puede interpretar
que estos patrones reflejan la apariencia de este tipo de tejido puesto que
algunos de estas palabras visuales muestran los puntos de contacto entre
células apreciándose parte de los núcleos de las células adyacentes, que es
una característica de este tipo de tejido donde las células en contacto muy
cercano y compacto entre ellas por las características de ser un tejido de
cubierta y protección de las estructuras biológicas internas.
En contraste con los resultados anteriores, la Tabla 6.3 presenta las pal-
abras visuales basadas en DCT en donde no tenemos información de textura
sino prácticamente de color. En esta tabla, el tejido conectivo tiene 19 pal-
abras visuales asociadas (16 mas que en la Tabla 6.2) y los valores máximos
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Figura 6.4: Distribución de valores de la información mutua para el concep-
to cambio quístico en la colección de histopatología con un diccionario de
tamaño 1, 000.
de probabilidad son mayores o iguales a 0,86 en todos para todos los concep-
tos lo cual refleja que en esta representación se tiene mayor dependencia de
estas palabras con cada concepto. Esto se debe al hecho que estas palabras
visuales están más relacionadas con la apariencia de cada tejido de acuerdo
con los tipos de tinción que se usan normalmente en cada uno de ellos. Por
ejemplo en las imágenes de piel, las cuales son un tipo de tejido epitelial, la
tinción que mas se emplea es la hematoxilina-eosina (HE) en donde las imá-
genes toman tonos rosas con los citoplasmas de las células y tonos purpuras
para los núcleos. Mientras que en el tejido conectivo predominan colores
claros que se relacionan con la baja presencia de núcleos y células además
de baja concentración de las tinciones. Finalmente en los tejidos nervioso y
muscular se presentan palabras visuales relacionadas con colores de algunas
tinciones especiales usadas para estos tejidos como el tricrómico de Masson
en tejido muscular e inmunohistoquímica usada en tejido nervioso.
En el conjunto de imágenes de histopatología se presentan los resulta-
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Conceptos # P (Cj |wi)min P (Cj |wi)max Palabras visuales
Conectivo 3 0,25 0,5
Epitelial 21 0,3314 0,5698
Muscular 18 0,3254 1
Nervioso 58 0,3501 1
Cuadro 6.2: Palabras visuales basadas en bloques con las mayores proba-
bilidades condicionales por concepto en la colección de histología. Se puede
observar en cada fila el concepto seguido del número de palabras visuales
seleccionadas, el rango de la probabilidad condicional del concepto dada la
palabra y ejemplos de estas palabras.
Conceptos # P (Cj |wi)min P (Cj |wi)max Palabras visuales
Conectivo 19 0,3491 0,8631
Epitelial 31 0,4646 0,9711
Muscular 24 0,3706 0,9396
Nervioso 26 0,3447 0,9396
Cuadro 6.3: Palabras visuales basadas en DCT con las mayores probabil-
idades condicionales por concepto en la colección de histología. Se puede
observar en cada fila el concepto seguido del número de palabras visuales
seleccionadas, el rango de la probabilidad condicional del concepto dada la
palabra y ejemplos de estas palabras.
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Figura 6.5: Distribución de valores de la información mutua para el concep-
to necrosis en la colección de histopatología con un diccionario de tamaño
1, 000.
dos para la representación basada en bloques 6.4 y DCT 6.5 de tres de los
once conceptos, cambio quístico, glándulas ecrinas y NEH - Infiltrado. Para
todos los conceptos los valores máximos de probabilidad condicional son los
de la representación basada en DCT. Para cada tipo de palabra visual el
concepto Glándulas ecrinas tiene asociadas pocas palabras visuales, tres en
la representación basada en bloques y nueve en la representación basada en
DCT, en ambos casos son palabras de tonos claros con patrones homogéneos
característicos del color en el interior de las glándulas. En cambio quístico
y NEH Infiltrado, los cuáles son conceptos patológicos relacionados con el
carcinoma basocelular, el número de palabras visuales son mayores y están
mas relacionadas en capturar la variabilidad de los patrones de las células
cancerosas. Para ambos tipos de representación el concepto cambio quístico
tiene la palabra visual con el máximo valor de probabilidad condicional con
respecto a los demás conceptos reflejando que es el concepto en esta colección
que mejor se puede diferenciar a pesar que estos valores son muy inferiores a
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Figura 6.6: Imagen de ejemplo con cambio quístico. Este concepto se presenta
como quistes de distintos tamaños en el interior del tumor de un carcinoma
basocelular.
los obtenidos en la colección de histología. Este concepto tiene palabras vi-
suales asociadas a la presencia aglomerada de núcleos oscuros característico
de la apariencia de cáncer como se muestra en la Tabla 6.4 y tonos bastante
oscuros de violetas en la representación basada en DCT en la Tabla 6.5.
Tomando en cuenta la representación BdC y el subconjunto de palabras
visuales más representativas para un concepto es posible identificar estas pal-
abras en los bloques de la imagen en su ubicación espacial. Por ejemplo en la
Figura 6.8(arriba) tenemos una imagen de anotada globalmente como tejido
muscular (izquierda) y una imagen de histopatología anotada globalmente
con el concepto de cambio quístico (derecha). En las imágenes de la Figura
6.8(abajo) los bloques que corresponden a las las palabras asociadas a los
respectivos conceptos se encuentran resaltadas con un tono mas claro con
relación a los otros bloques mostrando una aproximación de la localización
espacial de los patrones visuales que describen cada concepto. En la imagen
de tejido muscular la mayoría de los bloques están localizados en regiones
que en efecto son de tejido muscular. Igualmente en la imagen anotada con
cambio quístico la mayoría de los bloques están en la región patológica del
tumor donde ocurre el cambio quístico caracterizado por los quistes blancos
en el interior del tumor.
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Figura 6.7: Conjunto de 100 palabras visuales seleccionadas por el método
mRMR de los diccionarios basados en bloques (arriba) y basados en DCT
(abajo) para ambas colecciones, imágenes de histopatología (izquierda) e
imágenes de histología (derecha).
Conceptos # P (Cj |wi)min P (Cj |wi)max Palabras visuales
Cambio quístico 26 0,1360 0,4
NEH - Infiltrado 52 0,1215 0,3207
Glándulas ecrinas 3 0,1068 0,3497
Cuadro 6.4: Palabras visuales basadas en bloques con altas probabilidades
condicionales por cada concepto en la colección de histopatología. Se puede
observar en cada fila el concepto seguido del número de palabras visuales
seleccionadas, el rango de la probabilidad condicional del concepto dada la
palabra y ejemplos de estas palabras.
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Conceptos # P (Cj |wi)min P (Cj |wi)max Palabras visuales
Cambio quístico 14 0,1656 0,5493
NEH - Infiltrado 31 0,1131 0,3317
Glándulas ecrinas 9 0,1032 0,5493
Cuadro 6.5: Palabras visuales basadas en DCT con altas probabilidades
condicionales por cada concepto en la colección de histopatología. Se puede
observar en cada fila el concepto seguido del número de palabras visuales
seleccionadas, el rango de la probabilidad condicional del concepto dada la
palabra y ejemplos de estas palabras.
El punto a resaltar es el hecho que el conocimiento del tipo de patrones
asociados a un concepto y su localización pudo ser descubierto de forma
automática a partir de la anotación global de la imagen y la representación
de la imagen como BdC. De esta misma forma se puede proponer otro tipo
de representaciones y análisis sobre colecciones de imágenes médicas para
hacer extracción y descubrimiento de conocimiento implícito aprovechando
el volumen de información almacenada tanto de las imágenes como de sus
anotaciones. Este tipo de análisis sobre colecciones de imágenes médicas
puede contribuir al entendimiento y análisis de imágenes para investigación,
apoyo a la educación y apoyo al diagnóstico, así como el diseño de sistemas
que permitan una mejor administración, exploración y explotación de la
información de las imágenes médicas.
6.5.4. Análisis de agrupamiento
El análisis de biclustering también fue aplicado sobre cada colección de
imágenes usando el subconjunto del diccionario de las 100 palabras visuales
mas relevantes. La Figura 6.9 muestra los resultados del agrupamiento y
se resaltan dos grupos relevantes G1 (azul) y G2 (rojo) con sus respec-
tivas palabras visuales. El grupo G1 esta principalmente constituido por
imágenes con conceptos normales tales como glándulas ecrinas, vasos san-
guíneos, lesión con fibrosis y anexos pilocebaceos los cuales son caracterizados
por las mismas palabras visuales con tonos claros de rosas y blancos. Por otro
lado, el grupo G2 esta principalmente constituido por imágenes con concep-
tos patológicos tales como cambio quístico y N-E-H infiltrado, y también un
concepto normal, vasos sanguíneos. Las imágenes en el grupo G2 son están
fuertemente relacionadas con el mismo subconjunto de palabras visuales con
varios tonos rosa y oscuros. Los tonos oscuros y violetas están principalmente
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Figura 6.8: Arriba se presentan dos imágenes, a la izquierda una imagen
de histología anotada globalmente como tejido muscular y a la derecha una
imagen de histopatología anotada con el concepto cambio quístico. Abajo se
presentan las mismas imágenes pero resaltando los bloques que corresponden
a las palabras visuales mas relevantes a sus respectivos conceptos.
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Figure 6.9: Análisis de biclustering para la colección de histopatología con
las 100 palabras visuales mas relevantes del diccionario de 1, 000 basado en
DCT.
relacionados con la alta densidad de núcleos por la presencia de los tumores
en las imágenes con cambio quístico y N-E-H infiltrado, mientras los colores
claros de de rosa y los blancos están asociados a la ausencia de tinción en
zonas sin tejido como glándulas o vasos sanguíneos. Una ventaja del biclus-
tering es que se puede analizar en detalle cada grupo para ver los subgrupos
que lo componen. Por ejemplo el grupo G1 esta detallado en la Figura 6.10
en donde se pueden encontrar los grupos A (violeta), B (verde) y C (cían).
El grupo A, por ejemplo, esta principalmente compuesto por imágenes con
lesión con fibrosis, el grupo B tiene glándulas ecrinas y vasos sanguíneos,
mientras que el grupo C tiene anexos pilocebaceos y algunas imágenes con
cambio quístico.
Por otra parte, en la colección de imágenes de histología el algoritmo de
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Figure 6.10: Detalle del grupo G1 (Figure 6.9) en donde es posible encon-
trar otros subgrupos con significado visual y semántico. En el interior de
este grupo se puede encontrar principalmente grupos de imágenes similares
anotadas con lesión con fibrosis (A), grandulas ecrinas y vasos sanguíneos
(B), y anexos pilocebaceos y cambio quístico (C).
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biclustering fue también aplicado sobre la representación BdC del diccionario
de 1, 000 basado en DCT de las 100 palabras visuales mas relevantes de
acuerdo con la selección de características mRMR tal como se muestra en la
Figura 6.11. Los resultados en esta colección son interesantes debido a que los
grupos están principalmente relacionados con las tinciones, en particular los
grupos G1 y G3 tienen en su mayoría imágenes con tejido epitelial mientras
que el grupo G2 tiene imágenes con tejido nervioso.
6.6. Conclusiones
La información mutua nos permite medir el conjunto de palabras visuales
relevantes por concepto mejor que el coeficiente de correlación, sin embargo
la información mutua por si sola no toma en cuenta la capacidad discrimina-
tiva de estas palabras entre todos los conceptos. Por esta razón se probo un
método de selección de características del estado del arte llamado mRMR,
el cual fue satisfactoriamente usado para obtener un subconjunto de pal-
abras visuales con máxima relevancia y mínima redundancia. Este método
junto con la medición de la probabilidad condicional de cada concepto dada
la palabra visual son usados de forma complementaria para identificar los
patrones mas relevantes de una colección de imágenes con alta capacidad
discriminante para asociarlos a cada concepto. Esto permite identificar pa-
trones visuales por concepto como una primera aproximación aceptable para
encontrar la semántica implícita en las imágenes y la anotación aprovechando
la cantidad de datos de la colección completa.
La selección de un subconjunto de las palabras visuales con el método
mRMR facilita el análisis estadístico y de agrupamiento para entender las
relaciones entre las palabras visuales y los conceptos semánticos asociados.
El análisis de agrupamiento permite encontrar relaciones implícitas en
grupos de imágenes que comparten palabras visuales y en algunos casos tam-
bién comparten los mismos conceptos semánticos. Esto permite identificar
diferentes grupos de imágenes de un mismo concepto con apariencias difer-
entes y por lo tanto grupos de palabras visuales diferentes. En los resultados
obtenidos se pudo apreciar como en el caso del tejido epitelial estos subcon-
juntos están relacionados a los distintos tipos de tinción usados comúnmente
para este tejido. En otros casos esta variabilidad visual del concepto puede
ser encontrada en diferentes grupos no solo por la tinción sino también por
la magnificación o el tipo de corte.
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Figure 6.11: Análisis de agrupamiento con las 100 palabras visuales más
relevantes según mRMR usando el diccionario de tamaño 1000 basado en
DCT. Los grupos G1 y G3 están principalmente compuestos por imágenes
del tejido epitelial y el grupo G2 tiene principalmente imágenes de tejido
nervioso.
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Capítulo 7
Anotación Automática de
Imágenes de Histología Usando
BdC
Este Capítulo plantea la estrategia de anotación automática a partir de
la representación BdC así como las medidas para evaluar su desempeño. En
la Sección 7.1 se describe el esquema de anotación automática propuesto. La
Sección 7.2 describe los métodos de kernel usados a partir de las medidas de
similitud en el esquema propuesto. La Sección 7.3 presenta las medidas de
desempeño usadas para evaluar la calidad de la anotación automática. La
Sección 7.4 presenta el diseño experimental empleado. Finalmente la Sección
7.5 presenta los resultados del desempeño de la anotación automática varian-
do distintos parámetros de cada etapa de la representación BdC propuesta.
7.1. Esquema de anotación automática
Para la anotación automática de las imágenes de histología e histopa-
tología se ha propuesto usar la representación de BdC como vector de car-
acterísticas de cada imagen y como modelo de aprendizaje los métodos de
kernel. Para el aprendizaje de cada modelo (uno por concepto) se escoge
aquel que tenga las mejores medidas de desempeño haciendo 10-fold cross-
validation sobre el conjunto de imágenes de entrenamiento (80%) y los re-
sultados finales de la anotación automática están dados por las medidas de
desempeño del conjunto de imágenes de prueba (20%). La Figura 7.1 de-
scribe el esquema general propuesto para la anotación automática de las
imágenes de histopatología.
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Figura 7.1: Esquema general de anotación automática.
7.2. Métodos de Kernel
En este trabajo se usaron Maquinas de Soporte Vectorial (Support Vector
Machines - SVM) que reciben como entrada una representación de los datos
implícitamente definida por una función de kernel [107]. Las funciones de
kernel describen una relación de similitud entre los objetos a ser clasificados,
en este caso la representación BdC. En este sentido, una selección natural de
una función de kernel podría ser una medida de similitud entre histogramas.
Por esta razón el kernel intersección de histogramas es la función de kernel
evaluada en este trabajo:
D∩(H,H ′) =
M∑
m=1
min(Hm, H
′
m) (7.1)
Donde H y H ′ son dos histogramas de frecuencia de términos de dos
imágenes, calculados usando un vocabulario visual con M palabras visuales.
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Cuadro 7.1: Matriz de confusión.
Resultado correcto
C1 C2
Resultado obtenido C1 TP FP
C2 FN TN
Donde,
C1: es la clase a reconocer
C2: es la clase de rechazo, es decir no− C1
TP : es el número de verdaderos positivos.
FP : es el número de falsos positivos.
FN : es el número de falsos negativos.
TN : es el número de verdaderos negativos.
7.3. Medidas de evaluación
Para evaluar el desempeño del método de anotación automática se han
empleado medidas definidas en el aprendizaje de máquina para la tarea de
clasificación. Sin embargo, el problema abordado acá es anotación automáti-
ca debido a que una imagen puede tener uno o mas conceptos asociados, por
lo cual las clases no son excluyentes y no se puede tratar como un problema
de clasificación multiclase. Por lo anterior, la anotación automática se aborda
como un problema de clasificación binaria para cada concepto, por esto una
matriz de confusión se puede calcular comparando los resultados obtenidos
con los resultados correctos de un subconjunto de prueba de las imágenes.
Ver Tabla 7.1.
La matriz de confusión se calcula entonces para cada concepto y a partir
de esta se calculan las medidas de Precision, Recall y F-measure. La medida
Precision es definida como la relación de los elementos que el clasificador
asigno a la clase y realmente pertenecen a esta sobre todos los elementos que
el clasificador considero que pertenecían a la clase. Por otro lado, la medida
de Recall nos da la relación de los elementos que el clasificador asigno a la
clase y realmente pertenecen a esta sobre todos los elementos que pertenecen
realmente a la clase. Las ecuaciones para calcular Precision (P) y Recall (R)
se definen a continuación:
P = TPTP+FP , R =
TP
TP+FN
Muchas veces la dificultad de definir un buen clasificador en términos
de Presicion o Recall es que se le puede dar más prelación a uno u otro,
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sin embargo la medida F-measure permite evaluar el desempeño en términos
tanto del Precision como el Recall en conjunto. La medida F-measure (o F-
score) es el promedio armónico ponderado entre Precision y Recall, la cual
esta definida como:
F = 2·P ·RP+R
Debido a que las medidas de desempeño son calculadas por cada concepto
y su respectivo modelo de aprendizaje, cada problema de clasificación es
distinto. Dependiendo el concepto el aprendizaje puede ser mas sencillo o
mas difícil, también depende de la cantidad de imágenes para entrenamiento
y prueba, por esto para algunas clases se obtienen desempeños muy buenos
mientras que para otras pueden ser muy malos. Por esta razón se calcula el
promedio de Precision, Recall y F-measure para cada modelo de aprendizaje
validado con el conjunto de prueba.
7.4. Diseño Experimental
Para evaluar la calidad de la representación BdC en la tarea de anotación
automática se uso la misma configuración de entrenamiento y prueba para las
dos colecciones de imágenes. En cada colección se selecciono aleatoriamente
el 80% de las imágenes por cada concepto como el conjunto de imágenes de
entrenamiento, de tal forma que el 20% restante se uso como el conjunto de
pruebas. Del conjunto de entrenamiento se hizo la extracción de bloques los
cuales fueron representados por cada uno de los tres tipos de descriptores
(bloque, SIFT y DCT) tal como se describió en la Sección 5.2. Posteriormente
se construyo el diccionario visual para cada tipo de palabra con una muestra
de los bloques como se describe en la Sección 5.3 generando diccionarios
de tres tamaños distintos, 150, 500 y 1, 000. Luego la representación BdC
es construida a partir de los bloques extraídos en cada imagen de acuerdo
al tipo de palabra para cada uno de los diccionarios visuales. Por último,
representación BdC es normalizada al dividir la ocurrencia de cada palabra
en la imagen por el total de las palabras en la imagen para tener histogramas
cuya suma sea igual a uno.
Para la anotación automática se construyo la matriz de similitud del con-
junto de entrenamiento por cada tipo de palabra y tamaño del diccionario.
Para construir esta matriz de similitud se calculo la intersección entre his-
togramas de la representación BdC normalizada. Esta matriz fue la entrada
para una SVM con kernel lineal en donde en la etapa de entrenamiento se
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hizo 10-fold cross-validation y las respectivas medidas promedio de desem-
peño (Precision, Recall y F-measure) fueron calculadas sobre el conjunto de
entrenamiento y validación. Estas medidas de desempeño fueron calculadas
para cada valor del parámetro C, que determina la complejidad del modelo
generado por la SVM, variando la potencia en el rango de 10−2 hasta 1010.
Finalmente la SVM es entrenada con el conjunto completo de entrenamiento
con el mejor parámetro C seleccionado para cada concepto en la colección y
se evalúa su desempeño con el conjunto de prueba.
7.5. Resultados
7.5.1. Complejidad del Modelo
En la etapa de entrenamiento se debe generar un modelo por cada con-
cepto, por cada tipo de palabra y cada tamaño del diccionario. Para cada
modelo es necesario seleccionar el parámetro de complejidad del modelo C
de la SVM con un kernel lineal.
En las Figuras 7.2 y 7.3 se muestran las medidas de desempeño en la
colección de histología e histopatología respectivamente para la selección del
parámetro C. Para esto se evaluaron con distintos valores de C en la etapa
de entrenamiento con los datos de entrenamiento y validación usando 10-
fold crossvalidation. La gráfica superior corresponde a la medida desempeño
Recall, la del medio a Precision y la inferior a F-measure. La linea azul
representa el desempeño de los datos de entrenamiento y la linea verde al
desempeño en el conjunto de validación. Normalmente se ilustra el punto
verde como el mejor compromiso entre desempeño y complejidad del modelo.
7.5.2. Desempeño de la anotación automática
La estrategia de anotación se aplicó a ambos conjuntos de datos. Difer-
entes clasificadores fueron entrenados por cada clase en cada uno de los
conjuntos de datos. El desempeño de cada clasificador se evaluó de forma in-
dependiente utilizando las imágenes de prueba. La precisión media y recordar
por clase se reportan en la Tabla 7.2. En general, la representación DCT ex-
hiben el mejor desempeño, seguido de los bloques en bruto, y dejando la
representación SIFT en el último lugar. Los resultados detallados por cada
concepto de cada colección se presentan en las Tablas 7.3 y 7.4. Las carac-
terísticas SIFT se han reportado que tiene buenos resultados en otro tipo de
imágenes (por ejemplo, imágenes naturales), pero en el caso de las imágenes
de histología los resultados son bastante pobres. El éxito de la representación
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Figura 7.2: Exploración del parámetro C (eje x) de la SVM en relación de
las medidas de desempeño Precision, Recall y F-measure (eje y), para los
conceptos muscular y nervioso con la representación BdC basada en DCT y
diccionario de tamaño 1, 000.
Figura 7.3: Exploración del parámetro C (eje x) de la SVM en relación de
las medidas de desempeño Precision, Recall y F-measure (eje y), para los
conceptos cambio quístico y lesión con fibrosis con la representación BdC
basada en bloques y diccionario de tamaño 1, 000.
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Cuadro 7.2: Desempeño de la anotación automática en ambas colecciones.
Las medidas Precisión (P), Recall (R) y F-measure (F) promedio fueron
calculadas sobre el conjunto de prueba para diferentes combinaciones del
esquema BdC variando el tipo de palabra visual y el tamaño del diccionario.
Colección de histología
k = 150 k = 500 k = 1000
P R F P R F P R F
BLOQUES 0.60 0.61 0.59 0.68 0.65 0.66 0.74 0.66 0.69
SIFT 0.52 0.27 0.33 0.52 0.31 0.37 0.49 0.36 0.40
DCT 0.84 0.83 0.83 0.89 0.87 0.88 0.91 0.88 0.89
Colección de histopatología
k = 150 k = 500 k = 1000
P R F P R F P R F
BLOQUES 0.32 0.14 0.19 0.44 0.19 0.25 0.40 0.16 0.22
SIFT 0.33 0.18 0.22 0.36 0.13 0.18 0.40 0.11 0.17
DCT 0.44 0.28 0.34 0.56 0.23 0.32 0.59 0.23 0.32
DCT se explica por el hecho de que se captura simultáneamente tanto la
información de color y textura, dos importantes características visuales de
imágenes histológicas. En general, un tamaño grande de diccionario genera
los mejores resultados entre las distintas representaciones en los dos conjun-
tos de datos. Sin embargo, la representación del bloque alcanza el máximo
rendimiento en los datos histopatológicos en un diccionario de tamaño 500.
La anotación del conjunto de datos histopatología es claramente más difícil
que la anotación que la colección de histología. Esto se debe al hecho de
que las imágenes histopatología implican conceptos mas específicos, algunos
de ellos con muy pocos ejemplos, y algunos con una estructura visual com-
pleja, que probablemente, no estén siendo capturados adecuadamente por
las tres estrategias de representación utilizadas. La principal conclusión de
esta experimentación exploratoria es que la representación BOF es una rep-
resentación viable para la anotación de imágenes de histología que amerita
una mayor investigación para determinar su verdadero potencial.
7.6. Conclusiones
El mejor desempeño en ambas colecciones se obtiene al utilizar la rep-
resentación BdC basada en DCT con el diccionario de 1, 000. En general la
diferencia con respecto a las otras representaciones es considerable y podría
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Cuadro 7.3: Desempeño de la anotación automática en el conjunto de imá-
genes de histología. F-measure. Diccionario de tamaño k = 1000.
Concepto BLOQUES SIFT DCT
Conectivo 0.65 0.45 0.85
Epitelial 0.74 0.40 0.93
Muscular 0.60 0.30 0.82
Nervioso 0.71 0.42 0.92
Promedio 0.67 0.39 0.88
ser por el hecho que la representación basada en DCT toma en cuenta in-
formación tanto de color como de textura. En la colección de histología se
obtienen muy buenos resultados de desempeño, sin embargo en la colección
de histopatología para la mayoría de conceptos se obtiene un bajo desem-
peño. Solo para los conceptos cambio quístico y lesión con fibrosis se obtiene
un buen desempeño en la representación basada en DCT.
Los resultados de anotación automática muestran en este trabajo ex-
ploratorio que en efecto es posible adaptar la representación BdC para re-
solver el problema de anotación a partir de un esquema sencillo de anotación
automática. De hecho, usar la matriz de similitud como entrada de una SVM
permite aprovechar la representación BdC para obtener representaciones im-
plícitas de la imagen construyendo adecuadas medidas de similitud en esta
representación.
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Table 7.4: Desempeño de la anotación automática en el conjunto de imágenes
de histopatología. F-measure. Diccionario de tamaño k = 500.
Concepto BLOQUES SIFT DCT
Anexos pilocebaceos 0,39 0,42 0,49
Cambio quístico 0,59 0,44 0,70
Elastosis 0,26 0,22 0,39
Glándulas ecrinas 0,21 0,14 0,18
Infiltrado epidermis 0,41 0,08 0,32
Lesión con fibrosis 0,32 0,42 0,65
Necrosis 0,33 0 0,33
N-E-H, elastosis 0,13 0,15 0,4
N-E-H, infiltrado 0,28 0,16 0,4
N-E-H, tallo piloso 0,17 0 0,15
Vasos sanguíneos 0,17 0,16 0,22
Promedio 0,25 0,18 0,32
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Capítulo 8
Discusión y Trabajo futuro
Las imágenes de histología e histolopatología son particularmente com-
plejas para la representación de su contenido visual y semántico. Esta com-
plejidad es debido a la alta heterogeneidad en la apariencia visual de los teji-
dos y sus estructuras biológicas constituyentes. Su heterogeneidad se debe a
las características propias de este tipo de imágenes, entre las cuales esta el
uso de diferentes tipos de tinciones para marcar las estructuras biológicas de
interés, las distintas apariencias de los tejidos según el tipo de magnificación
del microscopio y finalmente la amplia variedad visual determinada por el
tipo de corte de una estructura tridimensional en una sección plana. Por lo
tanto obtener una representación de estas imágenes que permita asociar su
altamente variado contenido visual por concepto se convierte en un problema
relevante para el análisis de este tipo de imágenes y la anotación automática
en orden de brindar herramientas de apoyo a la educación y al diagnóstico
particularmente en el área de patología digital.
En este trabajo se propuso una metodología para hacer análisis y ano-
tación automática de colecciones de imágenes de histología e histopatología
a partir de la representación de las imágenes como Bolsa de Característi-
cas. La principal ventaja de éste enfoque es su capacidad de adaptación al
contenido particular de una colección de imágenes. Los trabajos previos en
análisis de imagen de histología e histopatología usan características glob-
ales o enfoques basados en segmentación que no son fáciles de extender para
otras aplicaciones incluso en el mismo dominio. Sin embargo, la capacidad
de adaptación es obtenida con una adecuada construcción del vocabulario
visual, el cual puede tener suficientes patrones para describir los contenidos
de la colección de imágenes.
Los métodos propuestos para el análisis entre palabras visuales y con-
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ceptos sugieren que la representación BdC podría ser útil para análisis y en-
tendimiento de imágenes de histopatología gracias a que es posible localizar
estos patrones en su distribución espacial en las imágenes.
El análisis de agrupamiento es análogo al usado en bioinformática para
analizar microarreglos de genes, en este caso el gen es equivalente a una pal-
abra visual. Este tipo de análisis no es posible de hacer con otras representa-
ciones de la imagen como descriptores, momentos estadísticos, histogramas o
coeficientes de transformadas. De hecho, este análisis podría ayudar a diseñar
y mejorar herramientas de anotación o clasificación automática, así como sis-
temas de recuperación basada en contenido o de apoyo al diagnóstico, por
medio del entendimiento del grupo de patrones visuales que mejor describen
un conjunto de conceptos, estrategias de ponderación o selección de estos
patrones visuales podrían ser aplicados para enriquecer la representación y
mejorar su capacidad discriminante.
Como resultado de este trabajo exploratorio se ha probado que es posible
hacer análisis y anotación automática usando la representación BdC en el
dominio de imágenes biomédicas de histología. Una de las principales ven-
tajas de usar una representación basada en partes y cuyo diccionario visual
es construido a partir de una colección de imágenes del dominio esta en el
hecho de representar el contenido de las imágenes a partir de los patrones
relevantes de la colección los cuales permiten una mejor comprensión de las
relaciones de estos patrones entre imágenes y conceptos semánticos. Este
tipo de inferencia directa sobre patrones visuales es más complejo de efec-
tuar usando otros tipos de representaciones de imágenes como vectores de
características o transformadas.
El tamaño del diccionario igualmente fue un elemento interesante de
análisis. Se encontró que cuando el tamaño del diccionario es mayor los
patrones que encuentran son más específicos e interpretables, así como el
desempeño en la tarea de anotación automática es mejor. Esto último se
debe a la característica dispersa de cada imagen en su representación con
un gran diccionario. Por otro lado el método de selección de características
permite reducir considerablemente el tamaño de diccionario para efectuar
análisis sobre los patrones mas representativos y permitir la interpretabilidad
en el análisis probabilístico y de clustering. Este selección de un subconjunto
de las palabras visuales del diccionario es útil y necesario para el análisis
debido a la redundancia de patrones como resultado de la construcción del
diccionario.
La principal contribución de este trabajo ha sido determinar el potencial
de la representación BdC en el dominio de imágenes de histología e histopa-
tología. En primer lugar se evaluó la capacidad de esta representación en
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análisis de colecciones de imágenes encontrando relaciones implícitas entre
patrones visuales y conceptos semánticos, igualmente se probó la capacidad
de encontrar grupos visualmente similares que comparten patrones visuales
o conceptos. En segundo lugar se evaluó su capacidad de representación y
discriminación en la anotación automática de imágenes.
Es importante anotar que la metodología propuesta de análisis y ano-
tación automática de colecciones de imágenes biomédicas combina estrate-
gias que están actualmente en el estado del arte en sus respectivas áreas
en donde los respectivos trabajos de investigación han ido en aumento en
los últimos 5 años. Por ejemplo la representación BdC ha llamado el in-
terés en la comunidad de visión por computador por su simplicidad y buen
desempeño en tareas de anotación automática de imágenes naturales o clasi-
ficación de objetos. Su enfoque frecuentista para representar la imagen como
un histograma de patrones visuales de un diccionario visual es un tipo de
representación basada en partes que nos muestra que en algunas ocasiones
probar con cosas sencillas funciona. Por otro lado el método de selección
de características de mínima redundancia y máxima relevancia (mRMR) en
conjunto con el biclustering son usados exitosamente en el área de bioinfor-
mática para encontrar relaciones entre genes, enfermedades y tratamientos
en análisis de microarreglos de ADN. Finalmente los Métodos de Kernel han
estado convergiendo satisfactoriamente en una nueva perspectiva en el área
de Reconocimiento de Patrones y Aprendizaje de Máquina para generalizar
y abordar problemas en donde la representación de los datos es compleja,
como en el caso de las imágenes, grafos, musica y secuencias de símbolos
(strings). Esto ha permitido una gran cantidad de aplicaciones en campos
donde es difícil modelar el problema de aprendizaje dada la naturaleza de
los datos. El enfoque consiste en representar los datos de forma implícita por
medio de una medida de similitud y no de forma explicita con un vector de
características, lo cual permite, en principio, usar esta medida de similitud
como una función de kernel que mapea los datos a un espacio de mas al-
ta dimensionalidad en donde el problema de aprendizaje se puede resolver
mas fácilmente desde el espacio original. De hecho las Maquinas de Soporte
Vectorial (SVMs) son un caso particular de Métodos de Kernel.
El uso conjunto de las anteriores estrategias del estado del arte permitió
obtener prometedores resultados de la representación BdC en el dominio de
análisis y anotación de imágenes biomédicas. Esto es importante dado que
en este dominio es relevante reducir la brecha semántica con métodos que
permitan descubrir conocimiento y efectuar análisis sobre estas colecciones
donde se encuentra una potencial fuente de información de interés científico
y diagnóstico. Lo cual contrasta con los tradicionales enfoques tipo caja
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negra en donde la inferencia del conocimiento no puede ser analizada o
explotada como se requiere en el dominio biomédico. De hecho las últimas
tendencias en áreas similares están convergiendo en explorar metodologías
de las Ciencias de la Computación que puedan procesar grandes y crecientes
colecciones de datos biomédicos de distinta naturaleza con el objetivo de
descubrir conocimiento, de forma similar a la Minería de Datos, en una nueva
área denominada Bioimage Informatics.
Por lo anterior este trabajo exploró un dominio particular y delimitado
tanto del tipo de imagen biomédica como de la metodología propuesta. Esto
puede variar de acuerdo al contexto y a la configuración definida de cada
una de las etapas de la representación BdC. Sin embargo como resultado de
este trabajo se han identificado algunas preguntas de investigación que valen
la pena ser abordadas en trabajos futuros en éste dominio particular.
Por ejemplo, en este trabajo usamos un tamaño fijo de los bloques para
capturar los patrones visuales en las imágenes de histología e histopatología
lo cual es lo propuesto en la metodología convencional de la representación
BdC y en este caso estaba relacionado con el tamaño de la mínima unidad de
información visual dada por el núcleo. Sin embargo el tamaño del bloque esta
estrechamente relacionado con el tipo de patrón visual que se desea capturar,
por lo cual no se puede fijar uno u otro tamaño del bloque de antemano, este
tamaño del bloque o granularidad del patrón visual debe ser encontrada de
acuerdo al significado semántico de éste, lo cual esta fuertemente asociado a
la escala o complejidad de un patrón visual asociado a un concepto semántico
particular. Por lo tanto es necesario explorar metodologías que permitan
el aprendizaje de diccionarios visuales en donde las palabras visuales de
distintos tamaños que tengan significado semántico asociado a los conceptos.
Otro aspecto importante que debe ser explorado en trabajos futuros es la
inclusión de información estructural o espacial de los patrones visuales en las
imágenes. El enfoque de la representación BdC ha ignorado inicialmente las
relaciones espaciales de las palabras visuales en las imágenes, sin embargo
recientes trabajos han propuesto diferentes métodos para incluir la informa-
ción espacial y brindar cierta estructura entre los patrones visuales en las
imágenes en tareas de reconocimiento de objetos y escenas mostrando un
mejor desempeño que el enfoque BdC tradicional. Algunos de estos enfoques
proponen incluir en las palabras visuales información de las coordenadas es-
paciales, otros optan por una representación de las palabras y sus relaciones
como grafos, sin embargo aun se esta explorando representaciones basadas en
partes que sean adaptables y permitan la inclusión de la estructura espacial
de cada una de las partes. En el dominio médico la información estructural
para la interpretación de la imagen es fundamental. La principal razón es
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debido al contexto y la apariencia de estructuras biológicas según la región
anatómica. Este tipo de información no necesariamente queda representada
en el enfoque convencional de representación BdC por lo cual es necesario
que se tome en cuenta en especial en casos donde el diagnóstico diferencial
es clave y la apariencia visual de algunos patrones es similar, pero según el
contexto su interpretación o diagnóstico cambia.
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Apéndice A
Glosario
PACS PACS son las siglas anglosajonas Picture Archiving and communi-
cation system (sistema de archivado y transmisión de imágenes). Se trata
de un sistema computarizado para el archivado digital de imágenes médicas
(medicina nuclear,tomografía computada, ecografía, mamografía...) y para la
transmisión de estas a estaciones de visualización dedicadas o entre estas a
través de una red informática. http://es.wikipedia.org/wiki/Picture_
Archiving_and_Communication_System
Prognosis Es un término médico con el cual se describe el resultado prob-
able de una enfermedad. Un pronóstico completo incluye el tiempo previsto,
la función, y una descripción de la evolución de la enfermedad tal como la
disminución progresiva, crisis intermitentes, o una crisis repentina e impre-
decible. http://en.wikipedia.org/wiki/Prognosis
Teragnosis La teragnósis se refiere a la estrategia de tratamiento que com-
bina terapia con diagnostico. Se asocia tanto a una prueba de diagnóstico
que identifica a los pacientes con mayor probabilidad de ser ayudados o
perjudicados por un nuevo medicamento, y el tratamiento farmacológico es-
pecífico basado en los resultados de la prueba. http://www.ncbi.nlm.nih.
gov/pubmed/19104225 [93]
Ontología El término hace referencia a la formulación de un exhaustivo y
riguroso esquema conceptual dentro de uno o varios dominios dados; con la
finalidad de facilitar la comunicación y el intercambio de información entre
diferentes sistemas y entidades. Un uso común tecnológico actual del concep-
to de ontología, en este sentido semántico, lo encontramos en la inteligencia
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artificial y la representación del conocimiento. En algunas aplicaciones, se
combinan varios esquemas en una estructura de facto completa de datos, que
contiene todas las entidades relevantes y sus relaciones dentro del dominio.
http://es.wikipedia.org/wiki/Ontolog%C3%ADa_(inform%C3%A1tica)
Tesauro Se refiere al listado de palabras o términos empleados para repre-
sentar conceptos. En Ciencias de la Información, un tesauro es una lista que
contiene los "términos" empleados para representar los conceptos, temas o
contenidos de los documentos, con miras a efectuar una normalización ter-
minológica que permita mejorar el canal de acceso y comunicación entre
los usuarios y las Unidades de Información (Entiéndase unidad de informa-
ción como: biblioteca, archivo o centros de Documentación). Aunque en la
práctica tradicional se habla de Unitérminos, en la actualidad se ha efec-
tuado grandes variaciones dando incorporación a términos o descriptores
compuestos, es decir, descriptores que se componen de dos o más palabras.
http://es.wikipedia.org/wiki/Tesauro
Metatesauro Unmetatesauro esta definido como un "diccionario de sinón-
imos de tesauros", que sirve como una forma de armonizar los diferentes
vocabularios controlados para lograr la búsqueda de archivos. [89]
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Apéndice B
Minería de Patrones Visuales y
Anotación Automática en
Imágenes de Histología e
Histopatología
Angel Cruz-Roa, Juan C. Caicedo and Fabio A. González. Visual Pattern
Mining in Histology Image Collections Using Bag of Features. Journal Arti-
ficial Intelligence in Medicine. (en revisión).
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Visual Pattern Mining in Histology Image Collections Using Bag of
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Abstract
The paper addresses the problem of finding visual patterns in histology image collections. Biomed-
ical image analysis has traditionally focused on the analysis of individual images. This work follows
a wider perspective where the focus is the image collection as a whole. The proposed method
combines state-of-the-art machine learning techniques (including feature selection, biclustering and
classification) with a bag-of-features representation. The method is able to find highly discrimina-
tive visual features and associate them to high-level concepts. The method was evaluated in two
data sets: one comprising histology images from the different four fundamental tissues, an the other
composed of histopathology images used for cancer diagnosis. The experimental results showed that
the proposed strategy is able to find meaningful and discriminative visual patterns.
Keywords: Histology Images, Bag of Features, Visual Patterns Analysis, Automatic Medical
Image Annotation, Visual Pattern Mining
1. Introduction
Thanks to the development on acquisition methods and equipment and the accelerated progress
in communications and computer technologies, there is an ever increasing availability of digital
biomedical images [1]. Biomedical images are an important source of information, and a potential
source of knowledge, for both, routine clinical decision and biomedical research. Nevertheless, a
thorough exploitation of this potential requires techniques able to automatically extract information
and knowledge from this vast amount of data. This is an enterprise that has already started, but
is far from being finished [2]. A great deal of work has been done on the area of medical imaging,
which is gradually moving from computer assisted image analysis systems, mainly based on image
processing techniques [3], to fully automatic systems based on pattern recognition and machine
learning methods [4]. Most of the work on automatic medical image analysis and interpretation has
concentrated on individual images rather than on collections of images. Changing this perspective
poses new, and potentially useful, questions: What are the relationships between the images? What
∗Corresponding author. Departamento de Ingenier´ıa de Sistemas e Industrial, Universidad Nacional de Colombia,
Bogota´ DC, Of. 114 Edif. 453 (Aulas de Ingenier´ıa) Tel: (571)3165322
Email addresses: aacruzr@unal.edu.co (A.A. Cruz-Roa), jccaicedoru@unal.edu.co (J.C. Caicedo),
fagonzalezo@unal.edu.co (F.A. Gonza´lez )
Preprint submitted to Artificial Intelligence in Medicine December 24, 2010
2are the common and distinctive characteristics among them? What are the implicit categories or
groups that could be identified in the collection?
The questions discussed in the previous paragraph can be deemed as instances of a more general
image understanding problem, in which the focus of the interpretation process is not an individual
image, but the image collection as a whole. This introduces new challenges, but also provides
new methods to extract hidden knowledge from data. This could have an important impact on
biomedical image analysis since it provides a new set of tools to automatically find interesting
patterns in images, which are difficult to obtain when images are individually analyzed.
This paper addresses the problem of automatically extracting visual patterns from biomedical
image collections. The successful solution of this problem requires to solve two main subproblems:
first, to find an appropriate image representation that takes into account the structure of the image
collection; second, to choose appropriate machine learning tools that, based on the image collection
representation, could extract the most meaningful visual patterns. The main contribution of the
present work is a method that successfully solves these problems combining state-of-the-art machine
learning techniques for feature selection and pattern mining, along with a bag-of-feature approach
to represent the image collection visual content.
During the last few years, the bag-of-features (BOF) image representation has attracted great
attention from the computer vision community. This approach is an evolution of texton-based
representations and is also influenced by the bag-of-words representation for text classification and
retrieval [5]. The BOF representation is an adaptive approach to model image structure in a robust
way. In contrast to image segmentation, this approach does not attempt to identify complete objects
inside images, which may be a harder task than the image classification itself. Instead, the BOF
approach looks for small characteristic image regions allowing the representation of complex image
contents without explicitly modeling objects and their relationships, a task that is tackled in another
stage of the image analysis process. Briefly, the BOF approach works as follows: a set of small
regions are extracted from all the images in the collection, these regions are represented by feature
vectors, then a visual dictionary, a set of codewords, is built as a summary of these feature vectors,
finally, each image in the collection is represented by the frequency of the dictionary codewords
that it contains, i.e., each image is represented by a codeword histogram. In addition, an important
advantage of the BOF approach is its adaptiveness to the particular image collection to be processed.
Some of these properties are particularly useful for medical image analysis and, in fact, the BOF
representation has been successfully applied to some problems in medical imaging. For instance,
Tomassi et al. [6] adapted the BOF representation to effectively classify radiological images in an
automatic image annotation task.
This work concentrates on histological images, and this is motivated by two main reasons: first,
histology images are particularly challenging from an image understanding point of view; in this
type of images, visual patterns are generally a complex combination of fundamental visual features
involving texture, color and shape [7]; second, the success of the BOF representation in other type
of images, such as natural scenes or x-rays, is not a guarantee that it will perform well in histology
images, so, the sole fact of testing this representation in this type of images is a contribution by itself.
The assessment and identification of biological parameters in histology materials is usually made by
visual inspection of tissue samples, something that may be often an inadequate approach to extract
the potential information [8]. Manual intervention holds the disadvantages of being subjective,
laborious, and insufficient when more complex information is needed or is simply unknown. Loukas
et al. [9] stress the importance of computerized methods as an essential tool for interpreting data
with major diagnostic value, and points out that there is little work on computational methods
3dedicated to the extraction of meaningful information from histology images.
In our previous work [10, 11] we presented preliminary results that suggested the potential of the
BOF representation for histology images. The present work builds on these preliminary results per-
forming a systematic experimentation and proposing a method for visual pattern mining in histology
image collections. In particular, the proposed method is tested on two different histology image col-
lections: one involving a wide range of images acquired from different organs and representative of
normal fundamental tissues, and the other one including images used for diagnosis of a type of skin
cancer called basal-cell carcinoma. In both cases, images have global annotations, corresponding to
high-level concepts, but miss local or regional annotations. Taking into account that an image may
involve different tissues and biological structures, the challenge is to identify the particular visual
patterns that characterize the different associated high-level concepts. The experimental results
show that the proposed method is successful on finding meaningful visual patterns. Particularly,
the method was able to find: visual patterns that are highly correlated with high-level concepts
in both data sets (e.g. cancer cells appearance for cystic change concept), the space location of
these visual words in global annotated images (e.g. image regions related to muscular tissue), and
groups of images with similar appearance and visual patterns (e.g. a group of images that share
the same concept, epithelial tissue, and stain, Masson’s trichrome). Additionally, in the automatic
annotation task the BOF representation showed an improved performance over the baseline given
by a global representation based on texture (Gabor, Zernike and Tamura). Specifically, the test
f-measure, which combines precision and recall, is increased by 21% in the histopathology data set
and 47% in the histology data set.
The paper is organized as follows: Section 2 reviews previous works in histology image repre-
sentation and medical image annotation using BOF; Section 3 describes the details of the different
stages of the image collection representation strategy based on BOF; Section 4 presents the pro-
posed method for visual pattern mining; Section 5 describes the proposed automatic annotation
strategy; Section 6 discusses the image acquisition process and data sets used; Section 7 presents
the experimental results in both data sets; finally, conclusions and future work are discussed in
Section 8.
2. Previous work
Microscopy image processing has been the subject of an important body of research since digital
images started to be coupled to microscopes in the early 80’s to acquire and analyse high quality
images [8]. From signal processing operations to automated pathology grading, there is a wide range
of applications and problems in microscopy images that brings together researchers of different
disciplines.
One of the earliest applications of computer vision to histology images has been the charac-
terization of cells within a slide. Quantifying cells or defining their boundaries in blood films or
tissue slides is a time consuming and subjective task, yet, an important procedure in research and
diagnosis activities. Automatic identification and measurement of single cell properties has been
proposed as a mechanism to help experts make accurate and reproducible measurements in cell
cultures [12] and infected blood films [13] among others. These methods showed to be 30 times
faster than humans and up to 90% accurate in completing the task.
In a broad range of histology analysis tasks, the subject of study goes from individual cells to
complete tissue regions. These cases are usually related to cancerous lesions, and the purpose of
tissue analysis is to determine the stage of the lesion on different parts of the tissue, a procedure
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those regions that correspond to each grade [14]. Different pathologies may have different grading
protocols and strategies to identify lesion stage. For instance, Doyle et al. [15] follows the Gleason
system, which describes 5 increasingly malignant stages of cancer and use discriminative learning to
identify them according to several tissue architectural features. In [16], neuroblastoma histological
slides are processed for identifying pathological regions associated to three different grade subtypes,
which are identified in a multiresolution framework. Other examples of tissue segmentation and
tissue classification can be found in [17, 18].
The main characteristic of these works described above, is that the image analysis concentrates
on evaluating information in one image to segment cells or regions, which is still a very important
and fundamental problem in histology image analysis. However, our approach is different from
these works since we follow an image collection analysis strategy to extract meaningful information
out of a set of images rather than process or segment tissues in individual slides.
Another branch of research in histology image analysis is the automatic image classification,
annotation and retrieval. Since large numbers of digital histology slides are being stored more
frequently, methods for automatic image organization and access strategies are becoming important.
Histology image classification using multiple transformed features was evaluated by Orlov et al. [19],
training classifiers that decide what overall category an image belongs to.
The design of image similarity measures for histology images has been approached by Tang
et al. [20] and Naik et al. [21], to enable image retrieval systems to use semantic information.
These approaches tend to exploit more systematically the information within a collection of images
rather than processing just individual images. Learning a classification model and computing image
similarities are tasks that require image collection analysis. However, these works are not intended
to discover relationships between visual patterns or to reveal the image collection structure, which
is the core of our study.
The present work is closely related to a new emerging research area called bioimage informatics
[22, 23], which comprises image processing, data mining and database visualization, extraction,
searching, comparison and management of biomedical knowledge inside massive image collections.
Peng [22] reviewed techniques and biomedical application of this area to high-throughput/high-
content analysis of cellular phenotypes, atlas building for model organisms, understanding the
dynamic processes in cells and living organisms, joint analysis using both bioimage informatics and
other bioinformatics methods.
Mining of visual patterns in biomedical image collections has important applications in both
research and clinical practice. For instance, Swedlow et al. and Kvilekval et al. [24, 25] present
bioimage informatics tools for analysis and management of large biomedical data supporting col-
laborative research in molecular and cell biology. Another examples is the work of Madabhushi
et al. [26, 27] that proposes a method that combines multimodal information sources, including
MRI, digital pathology and protein expression, to support the prognosis and theragnosis of cancer
patients.
In our study, we consider the BOF approach for image representation as a mechanism to analyze
local image patterns from a whole collection perspective. This strategy has been previously used
by other researchers to approach certain problems in medical image analysis, particularly, high
level interpretation of radiology images. Bosch et al. [28] and Iakovidis et al. [6] used a BOF
approach to deal with mammography images and x-ray images respectively. Tommasi et al. [6]
and Avni et al. [29] have adapted BOF models to more general medical image collections, with
different modalities, body parts and pathologies. To the best of our knowledge, our work is the
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important difference with other works that apply BOF to medical images, is that, in almost all
the cases, these works are mainly focused on the problem of automatic image annotation using
discriminative models [30, 6, 29], however other works propose the use of generative models taking
advantage of this representation to learn the latent semantic of data using pLSA (probabilistic
Latent Semantic Analysis) and LDA (Latent dirichlet allocation) [31, 32]. Related works have been
applied in biomedical and bioinformatics problems [33, 34]. In histology, latent semantic analysis
has not been extensively applied, for instance, in histopathology images pLSA have been used for
dimensionality reduction but not for latent topics analysis [35].
In our work, the BOF approach is used to learn discriminative models for automatic image
annotation, as well as for analysing relationships between local visual patterns and image categories
from a wider perspective, adding an interpretation layer that aims to explain image collection
structures and that supports high-level decision making in histology.
3. Image collection visual content representation using BOF
The BOF framework is an adaptation of the bag-of-words scheme used for text categorization
and text retrieval. The key idea is the construction of a codebook, i.e., a visual vocabulary in which
the most representative patterns are codified as codewords or visual words. Then, the image repre-
sentation as BOF is a histogram generated through a simple frequency analysis of each codeword
inside the image. Csurka et al. [36] describe four steps to classify images using a BOF representation:
(1) feature extraction and representation, (2) codebook construction, (3) the BOF representation
of images, and, finally, (4) training of learning algorithms. Figure 1 shows an overview of the three
first steps. The BOF approach is a novel and simple method to represent image contents using
collection dependent patterns. This is also a flexible and adaptable framework, since each step may
be determined by different techniques according to the particular application domain needs. The
following subsections describe these steps.
3.1. Feature extraction and representation
In general, the BOF approach starts extracting small blocks (in the present work, 8× 8 pixels)
from each image in the collection. There are two main alternatives for block extraction, partition
of the image by a regular grid or extraction of blocks on salient points [37]. In this study the
regular-grid-based extraction is used; this generates more blocks, but reduces the probability of
missing interesting patterns. Each extracted block must be represented by a set of features. There
is a great variety of image descriptors proposed in the literature [38], we studied three different
strategies that have produced good results when used in conjunction with the BOF representation
[36, 30]. The first strategy uses the raw block, i.e., the feature vector has 64 values corresponding
to the luminance values of the corresponding pixels (thus, the color information is ignored). The
advantage of this strategy is its simplicity and computational efficiency [37].
The second block-representation strategy is based on Scale-Invariant Feature Transform (SIFT)
points [39]. This strategy uses a key-point detector based on the identification of interesting points
in the location-scale space. This is implemented efficiently by processing a series of difference-
of-Gaussian images. The final stage of this algorithm calculates a rotation invariant descriptor
using a predefined orientations over a set of blocks. SIFT points are used with the most common
parameter configuration: 8 orientations and 4 × 4 blocks of cells, resulting in a descriptor of 128
dimensions. The SIFT algorithm has demonstrated to be a robust key-point descriptor in different
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Figure 1: Overview of the BOF approach to image representation.
image retrieval and matching applications, since it is invariant to common image transformations,
illumination changes and noise [39, 28].
Finally, the third strategy is the Discrete Cosine Transform (DCT) [40, 41] applied to each
channel of the RGB color space by block. The descriptor is built merging the 64 coefficients from
each one of the three channels. This strategy generates a visual word that takes into account color
and texture information from local features described in an efficient way.
3.2. Codebook construction
The visual dictionary or codebook is built using a clustering or vector quantization algorithm
applied to the set of block descriptors extracted from the image collection. All local features, over
a training image set, are brought together independently of the source image and are clustered to
learn a set of representative visual words from the whole collection. The k -means algorithm is used
in this work to find a set of centroids that correspond to the codewords. Nowak et al. [37] have
reported that the application of a clustering algorithm has not a big impact in the classification of
natural images, compared with a random selection of codewords. However, this is not necessarily
the case for histology images [10].
An important decision in the construction of the codebook is the selection of its size, that is, how
many codewords are needed to represent image contents. According to different works on natural
image classification, the larger the codebook size the better [37, 36]. However, Tomassi et al. [6]
found that the size of the codebook is not a significant aspect in a medical image classification
task. We evaluated different codebook sizes, to analyze the impact of this parameter in the pattern
mining task.
4. Visual pattern mining
The main goal of data mining is to extract useful knowledge from large data bases. This
knowledge is usually represented in terms of interesting patterns that uncover hidden, unexpected,
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and/or interesting relationships among data items. Data mining methods have been successfully
applied to different types of data including transactional databases, web pages, and text documents
[42]. Image collections are not an exception, in fact there had been some attempts to perform data
mining in image databases [43, 44, 45, 46], but the advancement has not been as fast as for the other
types of data. The fact is that dealing with visual information is particularly challenging because of
the semantic gap, i.e., the difficulty of finding a connection between low-level visual information and
its conceptual interpretation. This gap has been a widely discussed topic and the focus of several
works that propose methods to reduce it [47, 1, 30, 48]. In biomedical images, the gap may be even
larger than that of natural scene images or generic objects [49], due to the heterogeneity of these
images, the complexity of the structures, and the specialized knowledge required to understand
them.
This paper proposes a system to perform visual pattern mining that adapts particularly well to
histology image collections. The input of the system is a set of images that have global annotations,
which associate images with general conceptual classes. The main goal of the system is to find
visual patterns that can be associated with the high-level annotations. The first type of visual
patterns are individual visual codewords that are highly correlated with conceptual classes and
that have a good discrimination performance. This codewords are selected by a feature selection
and analysis process. In general, it is not possible to characterize conceptual classes by individual
codewords, but by complex interactions between them. Thus, the next level of visual patterns
combine various codewords and associate them with conceptual classes. This is accomplished by
a biclustering analysis that brings out these complex interactions. The mined visual patterns can
be used to understand how high-level concepts relate to low-level visual content, e.g. mapping
discriminative words back to the image to identify characteristic regions associated to a particular
concept. Additionally, this patterns can be used to automatically annotate new images. This is
accomplished by an annotation module that uses the BOF codified images to train a supervised
learning model (e.g., a support vector machine). The overall approach is depicted in Figure 2. The
different steps involved in visual mining are detailed in the next subsections. The annotation stage
is discussed in Section 5.
4.1. Visual word discrimination analysis
The visual dictionary or codebook, as a whole, summarizes the set of visual patterns that are
representative of the image collection. Some visual codewords are shared by all the conceptual
classes and some others are associated with particular conceptual classes. We are interested in
finding those codewords, which are good representatives of particular classes, i.e., codewords with
a high discriminative power. In the general scope of machine learning, this process is known as
feature selection. There are different approaches to perform feature selection, one popular strategy
is to choose those features (in this case, codewords) that have a high correlation or dependence
with a particular class [50]. This approach is called maximum relevance feature selection in [51].
Mutual Information (MI) is a popular approximation to measure feature relevance. In general, MI
measures the dependence between two random variables. In this context, each visual codeword (wi)
and concept (cj) are assumed to be binary random variables that measure the presence/absence
of a visual word or concept in a particular image block. MI is used to measure the relevance of a
visual word with respect to a concept as follows:
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Figure 2: Overview of the proposed method for visual pattern mining using BOF image representation.
I (cj ;wi) =
∑
wi∈{0,1}
∑
cj∈{0,1}
P (cj , wi) log
(
P (cj , wi)
P (cj)P (wi)
)
, (1)
where P (cj) is the probability that an individual block belongs to an image labeled with the
concept cj , P (wi) is the probability that one block corresponds to the visual codeword wi, and
P (cj , wi) is the joint probability.
One problem when using correlation or mutual information to measure the relevance of visual
codewords with respect to concepts is that it ignores the interactions among visual codewords and
concepts. Some visual codewords can be relevant for several concepts, so their discriminative power
is low. A better criteria is provided by the Minimum Redundancy Maximum Relevance Feature
Selection (mRMR) method proposed by Peng et al. in [51], which selects a subset of codewords
(features) that maximizes the codeword-concept relevance, while minimizing the inter-codeword
redundancy. The maximum relevance criteria is represented by the following expression:
max
W
D(W, cj) = max
W
1
|W |
∑
wi∈W
I(wi; cj), (2)
The Min-Redundancy criteria is represented by the following equation:
min
W
R(W ) = min
W
1
|W |2
∑
wi,wj∈W
I(wi;wj) (3)
Then simultaneous optimization of both criteria is accomplished by defining a combined objec-
tive function Φ (W, cj)defined as follows:
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max
W
Φ(W, cj) = max
W
D(W, cj)−R(W ) (4)
The above objective function is solved by an incremental method that builds an optimal subset
of features W . In this work, this method is applied to get a small subset of visual codewords from
the large original visual codebook. This produces a set of codewords that collectively have a high
discriminative power.
The Peng’s method for feature selection [51] is useful to select a highly representative and
discriminative subset of codewords. However, we are interested on finding which visual codewords
from this subset are associated to which concept. To accomplish this, the degree of connection
between visual features, wi, and concepts, cj , is estimated by the conditional probability P (cj |wi),
which indicates the probability of having the concept cj in an image where the visual word wi is
present. This is calculated as follows:
P (cj |wi) = P (cj = 1, wi = 1)
P (cj = 1, wi = 1) + P (cj = 0, wi = 1)
(5)
The above expression is useful to determine the representative visual words for each concept
using the following strategy: first, the conditional probability of (5) is calculated for each concept
and each visual word in the subset of the most relevant-discriminative visual words; second, each
visual word is assigned to the concept with the highest conditional probability.
4.2. Biclustering analysis
Biclustering (or coclustering) analysis is a data mining technique which allows simultaneous
clustering by rows and columns of a data matrix. This method, with its respective graphic repre-
sentation of data, is commonly applied in bioinformatics for gene expression analysis [52]. In this
particular application field, biclustering analysis is useful to correlate gene expression with different
experimental samples (conditions). The different conditions may correspond to samples taken at
different times in an experiment, samples from different organs, or samples from different individu-
als. This is accomplished by finding subsets of genes that are differentially expressed in particular
subsets of conditions. The input data is represented as a matrix with rows corresponding to genes
and columns to samples. A value at position Di,j represents the amount of expression of gene i in
sample j. A cocluster (o bicluster) is a submatrix DI,J defined by the intersection of a subset of
genes, I ⊆ Rows, and a subset of columns, J ⊆ Columns. Depending on the application, biclusters
may be required to exhibit particular properties: constant values, constant rows/columns, coherent
values, etc. [52]. Different algorithms have been proposed to efficiently find the different types
of biclusters, with a particular emphasis on biclusters with coherent values, which are of special
interest in gene expression analysis [53, 52, 54].
In this work, we propose to apply biclustering to histology image analysis using the following
approach: images are analogous to samples (or conditions) and visual words are analogous to genes.
The data matrix is calculated using only the set of most discriminative visual codewords generated
by the mRMR feature selection method described in the previous subsection. The main goal is to
find biclusters that relate sets of images, which are conceptually connected, with sets of codewords.
This goal translates into finding biclusters with high constant values. An agglomerative hierarchical
clustering, using Euclidean distance and average linkage, is applied simultaneously to both images
and visual codewords. The resulting dendrograms are drawn alongside the matrix representation,
where the cells frequency values are represented with colors (blue for low frequency, red for high
frequency). Good candidate biclusters can be spotted as rectangles with a uniform red color.
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4.3. Identification of characteristic regions
One important aspect of data mining models is their interpretability, i.e., the possibility of
understanding how a model is capturing the semantics of a problem. For instance, an interpretable
classification model must be able to explain why a particular sample was classified in a given class.
In the context of visual pattern mining, this translates to models that are able to relate high
level decisions, e.g. assigning an annotation, with particular visual patterns in the image. This is
particularly useful in some application scenarios such as computer-aided medical image analysis.
Here we show how a BOF representation allows a higher degree of interpretability in contrasts
with other image representations (global histograms, directional transforms, etc.). Specifically, a
straightforward method to infer the regions related to global annotations in an automatic way is
proposed. Thanks to the fact that BOF visual codewords are, by construction, local visual features,
it is possible to map particular codewords back to their position in a particular image. If images are
globally annotated (as it is the case for both data sets used in this study), there is not information
about what regions of an image are ’responsible’ for the particular annotations the image has. We
can exploit the locality of the codewords to automatically infer this information as follows:
1. Given a new image, represent it using a particular BOF codebook that has been previously
processed to find the most discriminative codewords per class.
2. If the image is not annotated, annotate it using, for instance, an annotation algorithm such
as the one proposed in Section 5.
3. For a particular image annotation, we can identify codewords present in the image which are
associated with the class indicated by the annotation. The resulting set of codewords could
be further filtered to keep only those codewords with the highest class conditional probability.
4. Highlight those image blocks that correspond to the set of selected codewords. The highlighted
area corresponds to the interest region.
5. Histology image annotation using BOF
Annotation is an important task in biomedical image analysis. Different works focus on the
solution of this problem for different types of images. Section 2 discusses some of these works in
the area of histology image classification. Despite the fact that the focus of this work is not the
annotation problem, it is interesting to see how different representation alternatives, texture features
and BOF representation, perform on this task. Works using BOF representation in biomedical
images are not abundant and in the particular case of histology images they are even scarcer
[10, 11]. In order to evaluate BOF representation we compare different strategies (varying the
dictionary size and the type of visual word) against texture features that have been suggested for
histology image analysis [8, 9] including Gabor and Tamura features1.
In this section, we applied a supervised learning approach that uses a state-of-the-art learning
algorithm to build a classifier for each one of the concepts in each data set. The classifiers use as
input the BOF representation of the images and produce a real number that indicates whether the
image exhibits the concept (1) or not (-1).
1Details of these descriptors are given in [55].
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5.1. Kernel methods
Classifiers used in this work are Support Vector Machines (SVM), that receives as input a
data representation implicitly defined by a kernel function . Kernel functions describe a similarity
relationship between the objects to be classified. The image representation that we are dealing with
are histograms with codeword frequencies generated by the BOF representation. In that sense, a
natural choice of a kernel function would be a similarity measure between histogram structures.
The histogram intersection kernel is the kernel function used in this work:
D∩(H,H ′) =
M∑
m=1
min(Hm,H
′
m),
where H and H ′ are the codeword frequency histograms of two images, calculated using a
codebook with M codewords.
Since one image can be classified in many classes simultaneously, the classification strategy is
based on binary classifiers following the one-against-all rule. One classifier is trained per concept
class in each data set. Training, including hyper-parameter tuning, is performed on the 80% of
the data and the final assessment of classifiers is performed on the remaining 20%. The data set
partition is done using stratified sampling in order to preserve the original distribution of examples
in both data sets. This is particularly important due to the high class imbalance, especially in the
histopathology data set. The SVM hyper-parameters are tuned-up using 10-fold cross validation
on the training set choosing the parameters where the average performance was the best. Then,
the whole training set is used to train the classifier with the selected hyper-parameters and finally
the performance is reported over the test set. Three different block representations were evaluated:
SIFT, block-based and DCT, and three different codebook sizes: 150, 500 and 1000. The perfor-
mance measures reported in this work are precision and recall to evaluate the detection rate of
positive examples, since the class imbalance may produce trivial classifiers with high accuracy that
do not recognize any positive example.
6. Histology image data sets used in this study
Histology is a fundamental area of biology that studies the anatomy of cells and tissues at the
microscopic level in both plants and animals. The main tool for histology is the microscope (light
or electron) that is used to examine thin tissue sections. Histology and histopathology2 images are
of great importance for medicine. They are a fundamental asset to determine the normality of a
particular biological structure or to diagnose diseases like cancer. Histology courses are designed
to train physicians in order to learn different tissue appearances, which vary according to the
structure, function and cell organization in different organs of the body. These characteristics are
usually highlighted with the help of different types of stains. Histology images are used both for
fundamental biological research and for clinical decision making.
In this study, two different data sets that reflect both kind of applications are used. The basal
cell carcinoma data set, which will be denoted as the histopathology data set, is constituted by skin
images (pathological or normal) stained with hematoxylin-eosin (HE). This data set was annotated
by an expert identifying the presence of both normal and abnormal biological structures inside each
2Analysis of pathological tissues.
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image. One important characteristic of this data set is that, generally, these concepts correspond
to small region in the whole image, however, annotations are assigned to whole images and not to
regions, making the task of automatic annotation even more challenging. On the other hand the
fundamental tissues data set, which is denoted as the histology data set, is constituted by images of
normal tissues colored with different stains (HE, PAS, immunohistochemistry, Masson’s trichrome,
etc.) and different magnifications (10X, 20X and 40X). Image in this data set were also globally
annotated by an expert with the type of fundamental tissue (connective, epithelial, muscular and
nervous) that predominates in the image.
The challenges posed by each data set are different. In the histopathology data set the visual
appearance of concepts is related with small biological structures that exhibit high variability, which
is caused by the presence of pathological tissues associated with a skin cancer. The histology data
set presents a high inter-tissue visual appearance variability caused by the different microscopy
magnifications and stains used. In both data sets the visual appearance of tissues and biological
structures changes according to type of cut of the biological sample (e.g. muscle fibers look like
rounded cells in transverse cut whereas that same structure looks like elongated cells in oblique
cut).
6.1. Basal cell carcinoma data set
This data set has been previously used in an unrelated clinical study to diagnose a special skin
cancer known as basal-cell carcinoma. Basal-cell carcinoma is the most common skin disease in
white populations and its incidence is growing worldwide [56]. It has different risk factors and
its development is mainly due to ultraviolet radiation exposure. Pathologists confirm whether or
not this disease is present after a biopsied tissue is evaluated under microscope. In this evaluation,
physicians aim to recognize some characteristic patterns or complex mixes of patterns. This process
is called differential diagnosis and it is mainly achieved by visual analysis. In [57], the structural
patterns that characterize the basal-cell carcinoma are described and correspond to 11 different
complex patterns. The database is composed of 1, 502 images globally annotated by experts. Each
label corresponds to a histopathology concept which may be found in a basal-cell carcinoma image.
An image may have one or several labels, i.e., different concepts may be recognized within the same
image and the other way around. Figure 3 shows a sample of images from four different concept
classes in the data set and Table 1 shows the image distribution per class.
6.2. Fundamental tissues data set
This data set comprises images from different organs that are representative of the four funda-
mental tissues. The data set includes 2, 828 images annotated with a global description of the tissue
type. The data set composition is as follows: 484 connective tissue images, 804 epithelial tissue
images, 514 muscular tissue images, and 1, 026 nervous tissue images. The images show the four tis-
sues in different stains (hematoxylin-eosin, Masson’s trichrome, PAS, immunohistochemistry, etc.)
and at different magnifications and cuts. Figure 4 shows two samples for each kind of fundamental
tissues and Table 2 shows data distribution by concept.
7. Results
7.1. Histology and histopathology codebooks
Different codebooks were built for the two data sets using the process described in the previous
subsections. Specifically, the three different feature extraction strategies combined with three dif-
ferent codebook sizes generated nine different codebooks per data set. For the histology data set
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Figure 3: Sample images from the histopathology data set for basal-cell carcinoma diagnosis exhibiting different
normal and abnormal patterns.
Table 1: Image distribution by semantic concept in the histopathology data set.
Concept #Images
Pilosebaceous annexa 145
Cystic change 67
Elastosis 125
Eccrine glands 148
Lymphocyte infiltrate 140
Lesion with fibrosis 90
Necrosis 52
N-P-C, elastosis 50
N-P-C, infiltrate 176
N-P-C, pilosebaceous a. 60
Sanguineous vessel 122
a sample of 1,000 images was randomly selected to generate a set of 1, 536, 000 blocks, which was
used as input to the k -means clustering algorithm to build the codebook. The same process was
applied to the histopathology data set starting from a sample of 1, 280, 000 blocks extracted from
1,000 images. In both cases the k -means algorithm was run with k equal to 150, 500 and 1, 000, to
generate the respective codebooks.
Figure 5 shows the block-based and DCT-based codebooks of size 500, where the visual code-
words extracted from the histopathology collection were sorted by frequency in descending order.
For the block-based codebooks, the visual representation of codewords is generated by averaging
the raw blocks in the cluster of the corresponding codeword. In the case of DCT-based code-
books, the visual representation is generated by calculating the inverse DCT of the centroid of the
corresponding cluster.
In the block-based codebook we can appreciate detailed patterns associated with nuclei of dif-
ferent sizes, orientations and luminance levels. In the DCT-based codebook the most frequent
patterns correspond to color features related with the different concentrations of stain, followed by
7.1 Histology and histopathology codebooks 14
Figure 4: Sample images for the four fundamental tissues in the histology data set.
Table 2: Image distribution by fundamental tissue in the histology data set.
Concept #Images
Connective 484
Epithelial 804
Muscular 514
Nervous 1, 026
texture related patterns. Different color tones are associated with the cytoplasm (pink levels) and
diffuse or more general patterns of nuclei (purple levels) according with hematoxylin-eosin stain.
This behavior is also observed in the histology data set, the main difference is that this data set has
a richer variety of color, which is a direct consequence of the higher number of stains present in it.
Regarding the codeword frequency distribution of the different codebooks, we want to determine
whether the distribution follows the Zipf’s law, which all the natural languages are known to satisfy.
Zipf’s law states that the frequency of any word is inversely proportional to its rank in a frequency
table. Figure 6 shows rank-vs-frequency log-log plots for both data sets and the three types of block
representation in a 1,000-size codebook. If the Zipf’s law is satisfied the plot for each codebook
should be a straight line. The central part of all the plots clearly follows this behavior, however
the frequency of the least frequent codewords plunges. This behavior has been previously observed
in non-medical image databases and it has been related to the fact that these codewords may be
associated with noise and artifacts [58].
In the particular case of histology and histopathology images, high-frequency visual codewords
can be associated with homogeneous regions, which are usually associated with the background or
with tissues with low cell density, such as the stroma. These visual codewords are the analogous
of stop words (such as prepositions, articles, connectives, etc.) in natural languages, which have
a high frequency but contribute very less to the meaning. Likewise those visual words with lower
frequencies falling abruptly in the plots of Figure 6 are associated with patterns that are rare in
the collection and may be related to noise/artifacts in the images or produced by the local minima
of the k -means clustering algorithm.
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Figure 5: Comparison of visual words in the codebooks of size 500 based on blocks (top-left) and DCT (top-right)
from histopathology data set. In both codebooks the visual words are sorted, in descending order, by their frequency
in the whole collection. Each codebook capture different visual patterns including variation in nuclei size, luminance,
stain concentration and texture (bottom).
Figure 6: The frequency of visual words against their rank for 1000-size codebook based on blocks, SIFT and DCT.
Left histopathology data set and right histology data set.
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Figure 7: Mutual information distribution for muscular (top-left) and nervous (top-right) concepts in the histology
data set, and cystic change (bottom-left) and necrosis (bottom-right) in the histopathology data set. In all the cases,
codewords are ranked according to their mutual information value against the respective concept.
7.2. Visual words related to semantic concepts
As discussed in Subsection 4.1, MI measures the association between concepts and visual words.
MI was calculated between each visual codeword and each concept in both data sets. Different
codebook sizes and different block representations were tested. In all the cases, codewords from the
codebook with size 1,000 exhibited higher MI values. This has to do with the fact that codewords
have a higher specificity in larger codebooks. However, this does not mean that always a larger
codebook is better [10]. The remaining results in this section were obtained with the 1000-size
codebook. Figure 7 shows the codeword MI distribution for four different classes, two per data
set. As it can be seen, DCT-based codebooks exhibit higher MI values. This behavior is repeated
through almost all the concepts in both data sets. One exception is the cystic change class, in
the histopathology data set, where the top 300 MI values correspond to codewords using the block
representation. The good performance of DCT representation is related to the fact that it can
capture both texture and color information. Cystic change is a condition associated with the
presence of basal-cell carcinoma, which manifests with a high density of large and dark nuclei. This
seems to be better captured by the raw block representation.
The mRMR feature selection give us a subset of visual codewords with minimum redundancy and
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Figure 8: 100 visual words selected by mRMR method for both data sets, histopathology data set (left) and histology
data set (right).
maximum relevance, which jointly are able to better discriminate the different conceptual classes in
the data set. It was applied to the different codebooks corresponding to the different representations.
Figure 8 illustrates the results with two subsets of 100 visual words each obtained with mRMR
from both data sets using block-based representation. These subsets contain visual words that are
characteristic of the different conceptual classes and that, collectively, can discriminate them.
To appreciate the difference between codewords and how they are able to discriminate the
conceptual classes, the codewords were further classified according to their conditional probability
P (Cj |wi), the probability that an image containing the codeword wi belongs to the class Cj . A
word is assigned to the class it better predicts, i.e., maxj P (Cj |wi). Table 3 shows the result for the
block-based discriminative codewords for the histology data set. In general, the codewords have a
high conditional probability that implies that they are highly related to the corresponding classes.
The subsets of visual codewords associated to each class clearly represent the visual features that
are distinctive of each conceptual class. For instance, visual codewords associated with muscular
tissue presents the different appearances of muscular fibers, whereas visual codewords associated
to epithelial tissue present inter-cell contact points, which are characteristic of this type of tissue
where cells are closely packed.
Table 4 shows the results for DCT-based visual codewords. In contrast with the results for
block-based representation, these visual codewords do not codify texture information, but color
information. The reason is that different stains are usually employed with different tissues, and
each type of stain has a distinctive color. For example, skin images, which mainly correspond to
epithelial tissue, are typically stained with hematoxylin-eosin that produces distinctive pink and
purple tones. Connective tissue has a scarcer presence of nuclei and cells that causes low stain
concentration. This is captured by visual codewords with brighter colors. Another important
difference between the subsets of discriminative visual codewords of both representations is that
the DCT-based subset exhibits a more balanced distribution of discriminative codewords per class,
as well as higher conditional probabilities. This means that this representation better captures the
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Table 3: Block-based visual codewords with highest conditional probabilities for each concept in histology data
set. We can observe in each row the concept, follow by number of visual codewords selected with high conditional
probability from semantic codebook, the range of class conditional probability values, and finally the first highest
visual codewords.
Concept # P (Cj |wi)min P (Cj |wi)max Visual Words
Connective 3 0.25 0.5
Epithelial 21 0.3314 0.5698
Muscular 18 0.3254 1
Nervous 58 0.3501 1
Table 4: DCT-based visual codewords with highest conditional probabilities for each concept in histology data
set. We can observe in each row the concept, follow by number of visual codewords selected with high conditional
probability from semantic codebook, the range of class conditional probability values, and finally the first highest
visual codewords.
Concept # P (Cj |wi)min P (Cj |wi)max Visual Words
Connective 19 0.3491 0.8631
Epithelial 31 0.4646 0.9711
Muscular 24 0.3706 0.9396
Nervous 26 0.3447 0.9396
class differences and this is in fact corroborated in the next section, where it produces the best
results in the annotation task. However, this does not mean that the DCT representation must be
chosen over the block-based one in all the cases, on the contrary, they can be used in conjunction
since they complementarily capture different aspects of the visual content.
Tables 5 and 6 show the two discriminative subsets obtained by mRMR using block and DCT-
based representation respectively. The tables show the results for three representative conceptual
classes: cystic change, eccrine glands and NPC- Infiltrate. Again, DCT representation exhibits a
higher discriminative power than the block-based representation. Discrimination in this data set
is definitely more challenging than in the histology data set. Notwithstanding, the codewords are
able to capture some of the distinctive visual features of some conceptual classes. For instance,
visual codewords linked to cystic change, a condition associated to the presence of basal-cell cancer,
capture its distinctive agglomerative presence of nuclei and the particular dark-purple tint.
7.3. Biclustering analysis of semantic groups
The biclustering analysis provides an additional mechanism to detect interactions between image
subsets and codewords subsets. It was applied to each data set using the subset of 100 visual words
found by mRMR. The data matrix was preprocessed calculating the logarithm of the frequency
values to emphasize the differences between low and high values. Figure 9 shows the result for
the histology data set using the DCT representation. Biclusters appear as bright-red areas, which
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Table 5: Blocks-based visual words with highest conditional probabilities for each concept in histopathology data
set. We can observe in each row the concept, followed by number of visual codewords selected with high conditional
probability from semantic codebook, the range of class conditional probability values, and finally the first highest
visual codewords.
Concept # P (Cj |wi)min P (Cj |wi)max Visual Words
Cystic change 26 0.1360 0.4
Eccrine glands 3 0.1068 0.3497
NPC - Infiltrate 52 0.1215 0.3207
Table 6: DCT-based visual words with highest conditional probabilities for each concept in histopathology data set.
We can observe in each row the concept, followed by number of visual codewords selected with high conditional
probability from semantic codebook, the range of class conditional probability values, and finally the first highest
visual codewords.
Concept # P (Cj |wi)min P (Cj |wi)max Visual Words
Cystic change 14 0.1656 0.5493
Eccrine glands 9 0.1032 0.5493
NPC - Infiltrate 31 0.1131 0.3317
indicate that a set of related images share a set of related codewords. The bright color indicates a
high frequency of these codewords in the images of the subset that can be detected. As an example,
three different biclusters are highlighted showing the associated images (rows) and visual codewords
(columns). Groups G1 and G2 correspond to epithelial images with two different types of stain,
and group G2 mainly includes nervous tissue images.
Figure 10 shows the biclustering of the histopathology data set using the 100 most discriminant
DCT codewords. Two groups are highlighted G1 (blue) and G2 (red) with their corresponding
visual words. The group G1 is mainly constituted by images with normal concepts such as eccrine
glands, sanguineous vessel, lesion with fibrosis and pilosebaceous annexa which are characterized by
the visual words with bright colors ranging from pink to white. On the other hand G2 is mainly
composed of images exhibiting pathological concepts such as cystic change and N-P-C infiltrate, as
well as a normal concept, sanguineous vessel. Images in group G2 are related to a subset of visual
codewords that mixes dark and light tones. The dark tones are mainly related to with high nucleus
density, which is an indicator of tumor presence in images with cystic change and N-P-C infiltrate,
whereas bright colors are related to the absence of stain in holes like glands or sanguineous vessels.
7.4. Identification of visual patterns on images
Figure 11 shows the application of the region identification strategy shown in Subsection 4.3.
Original images are shown at the top: an image from the histology data set exhibiting muscular
tissue (left) and one image from the pathology data set exhibiting cystic change (right). The image
blocks codified by visual codewords associated to the corresponding concepts were highlighted and
the other image blocks were darkened. The result is shown in the bottom images. In the image
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Figure 9: Biclustering analysis of the histology data set using the 100 most discriminant DCT visual codewords.
Rows correspond to images and columns to visual codewords. Biclusters appear as bright-red areas, which indicate
that a set of related images share a set of related codewords. Three example biclusters are highlighted: G1 and G2
(mainly epithelial tissue images) and G3 (mainly nervous tissue images). The corresponding codewords are shown
as well.
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Figure 10: Biclustering analysis of the histopathology data set using the 100 most discriminant DCT visual codewords.
Rows correspond to images and columns to visual codewords. Biclusters appear as bright-red areas, which indicate
that a set of related images share a set of related codewords. Two example biclusters are highlighted: G1 (mainly
images with eccrine glands, sanguineous vessel, lesion with fibrosis and pilosebaceous annexa annotations, all of
them normal) and G2 (images with pathological concepts cystic change and N-P-C infiltrate, and a normal concept,
sanguineous vessels.). The corresponding codewords are shown as well.
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Figure 11: Automatic detection of concept-related regions in images. Top images: original images from the histology
data set (left) and histopathology data set (right). Bottom images: image blocks corresponding to visual codewords
related with the conceptual class of the images are highlighted: muscular tissue (left) and cystic change (right). The
identification is automatically performed using the procedure described in Subsection 4.3.
with muscular tissue the highlighted region corresponds to a region that has an important presence
of muscle fibers. In the image annotated with cystic change, the highlighted region exhibits a high
profusion of cell nuclei, which is an important characteristic of this condition.
The results in this Subsection illustrated the application of the proposed visual mining method
to two different histology image collections. In both cases, the method was able to find relevant and
meaningful visual patterns with a strong relationship with high-level concepts. The method com-
bines different representation and analysis tools. However, the main contribution of the proposed
approach does not relies on the individual methods used, but on the overall focus on the analysis
of the image collection as a whole, rather than analysis of individual images.
7.5. Automatic annotation performance
The annotation strategy was applied to both data sets. Different classifiers were trained for
each class in each one of the data sets. The performance of each classifier was independently
evaluated using the test images. The average precision and recall per class are reported in Table
7. The baseline is given by standard texture features (Gabor, Zernike and Tamura) calculated for
the whole image. In all the cases, the BOF representation outperforms the baseline. Overall DCT
representation exhibited the best performance among the individual features, followed by raw blocks,
and leaving SIFT representation at the last place. SIFT features have been reported to produce good
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Table 7: Automatic annotation performance for both data sets: histopathology data set and histology data set. The
average of precision, recall and f-measure on the test data sets are reported for texture features (Gabor-G, Zernike-Z
and Tamura-T) and different combinations of block representations (blocks-B, SIFT-S and DCT-D) and codebook
sizes for BOF representation. B+S+D corresponds to a BOF representation combining the three types of block
representation.
Histopathology data set
TEXTURE BOF-150 BOF-500 BOF-1000
G Z T B S D B S D B S D B+S+D
Precision 0.14 0.00 0.28 0.32 0.33 0.44 0.44 0.36 0.56 0.40 0.40 0.59 0.70
Recall 0.09 0.00 0.03 0.14 0.18 0.28 0.19 0.13 0.23 0.16 0.11 0.23 0.25
F-measure 0.10 0.00 0.06 0.19 0.22 0.34 0.25 0.18 0.32 0.22 0.17 0.32 0.30
Histology data set
TEXTURE BOF-150 BOF-500 BOF-1000
G Z T B S D B S D B S D B+S+D
Precision 0.62 0.48 0.63 0.60 0.52 0.84 0.68 0.52 0.89 0.74 0.49 0.91 0.92
Recall 0.30 0.30 0.36 0.61 0.27 0.83 0.65 0.31 0.87 0.66 0.36 0.88 0.88
F-measure 0.37 0.34 0.42 0.59 0.33 0.83 0.66 0.37 0.88 0.69 0.40 0.89 0.90
results in other type of images (e.g. natural scenes), but in the case of histology images the results
are quite poor. The success of DCT representation is explained by the fact that it simultaneously
captures both color and texture information, two important visual features in histology images. In
general, the largest codebook produces the best results among the different representations in both
data sets. However, the block representation reaches the top performance in the histopathology data
set with a codebook of size 500. The annotation of the histopathology data set is clearly harder
than the annotation of the histology data set. This is due to the fact that histopathology images
involve more conceptual classes, some of them with very few samples, and some with complex visual
structure that, probably, is not appropriately captured by the three representation strategies used.
Additionally, a representation scheme combining the three types of BOF codebooks was tested. In
this case, each image is represented by the concatenation of the three histograms. This strategy
in fact produced better results in both data sets. In histopathology data set the improvement was
11% in precision and 2% in recall. In the histology data set the improvement was more discrete,
1% in precision and f-measure. The better performance exhibited by the combined BOF strategy in
one of the data sets suggests the presence of complex visual patterns that involves different aspects
of the visual appearance (color, texture, etc.). In conclusion, the BOF representation is a good
alternative for histology image representation for automatic annotation tasks. This corroborates
the main hypothesis in this work, the local, distributed nature of BOF representation is able to
capture the distinctive visual patterns in histology images.
8. Conclusions
The paper proposed a strategy to automatically extract visual patterns from a histology image
collection. The foundation of the method is a BOF representation that builds a codebook which
gathers the building blocks that explain the visual content of the image collection. A state-of-the-
art feature selection process is applied to find a set of discriminative codewords. The codewords are
related to high-level concepts individually, using conditional probabilities, and collectively, using
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biclustering.
The method was evaluated in two histology image data sets. Histology images are particularly
difficult to analyze because of their high variability and complex visual structure. The method
was able to successfully find visual patterns that could be related to high-level concepts. The
experimental results also showed that the BOF representation is a valuable alternative for histology
image representation.
The main contribution of the paper does not relies on the individual methods, but on the overall
perspective that focuses on the analysis of the image collection as a whole. This novel perspective
allows to use methods, such as biclustering, that traditionally have not been applied to the image
analysis problem. This perspective does not replace traditional biomedical image analysis methods,
but complement them. For instance, the method for automatically detecting concept-related regions
in images, can extend a conventional annotation method equipping it with an explanatory capability.
This is a first exploration with encouraging results. It answered one important question related
to the feasibility of performing visual pattern mining in histopathology image collections using a
BOF representation. However, the results pose new questions which are the focus of our current
and future work, including: exploration of new representation alternatives which take into account
structural and multiscale information in order to capture biological and magnification variability,
application to other type of biomedical images, use of other data analysis methods as latent semantic
analysis, and data fusion from different sources.
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Abstract. This paper presents a framework to analyse visual patterns
in a collection of medical images in a two stage procedure. First, a set of
representative visual patterns from the image collection is obtained by
constructing a visual-word dictionary under a bag-of-features approach.
Second, an analysis of the relationships between visual patterns and
semantic concepts in the image collection is performed. The most im-
portant visual patterns for each semantic concept are identified using
correlation analysis. A matrix visualization of the structure and organi-
zation of the image collection is generated using a cluster analysis. The
experimental evaluation was conducted on a histopathology image col-
lection and results showed clear relationships between visual patterns
and semantic concepts, that in addition, are of easy interpretation and
understanding.
1 Introduction
Medical research centers and medical schools today are facing the problem of
analyzing huge volumes of images from ongoing studies and the normal clinical
operation [7]. The amount of available visual information in medicine constantly
grows and discovering visual patterns in a large collection of images is a challeng-
ing task. Currently, academic image collections for classroom study or advanced
research in medicine are managed by an expert who carefully organize images
according to domain knowledge criteria. However, these collections have no more
than a few hundred images, since the capacity of human beings to deal with large
data collections is limited. Computers are an important asset to support tasks
such as the analysis of image structure [5] and the identification of common and
distinctive visual patterns in large image collections[6].
A large collection of medical images may be organized according to several
categories that describe anatomical or pathological properties, using metadata
from a hospital information system or records from a medical research survey.
So, given such a collection, the main goal is the characterization of those vi-
sual properties that are common to a set of semantically related images. In the
context of this paper, this problem is denoted visual pattern analysis on an im-
age collection. The identification of visual patterns on a collection of medical
images may lead to a better understanding of biological structures and also to
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design computer aided diagnosis tools or educational applications to train new
physicians [4]. Two main questions arise when dealing with the visual pattern
analysis task: how does the system detect or identify patterns that compose im-
age structures in the collection?, and how do those visual patterns relate with
pathological concepts?.
In this paper we propose a framework to answer these two questions. First, to
identify visual patterns inside an image collection, the use of a bag-of-features
representation is proposed, in which a dictionary or codebook is defined by group-
ing features extracted from all individual images. This dictionary constitutes a
representative set of the visual patterns in the image collection, that can be vi-
sually understood and interpreted by domain experts, a task that is not always
possible using other variety of image representations. Second, the relationships
between visual patterns and semantic concepts is analysed applying two comple-
mentary strategies: a correlation analysis and a cluster analysis. The correlation
analysis allows to identify a set of visual patterns that are frequently associated
with particular concepts, while the cluster analysis allows to visualize the dis-
tribution of patterns for similar images and the image collection structure. This
framework has been applied to a collection of histopathology images showing
how both, the feature dictionary and the subsequent analysis, are revealing the
visual and semantic structure of the collection.
The bag-of-features representation has been successfully applied for classi-
fication of natural scenes [2] and medical images [6], but its applicability on
histopathology images has been largely unexplored [1]. This paper also aims to
evaluate the suitability of this approach for histopathology images under the
proposed framework. The structure of this paper is as follows: Section 2 presents
details of the bag-of-features approach. Section 3 discusses the identification of
semantic relationships using correlation analysis and cluster analysis. Section
4 presents the experimental results on a histopathology image collection and
finally Section 5 presents the conclusions and future work.
2 The Bag-of-Features Representation
The bag-of-features representation is an adaptation of the bag-of-words scheme
used for text categorization and text retrieval. The key idea is the construction of
a codebook, that is, a visual vocabulary, in which the most representative patterns
are codified as codewords or visual words. Then, the image representation is
generated through a simple frequency analysis of each codeword inside the image.
This representation has been successfully applied in different image classification
tasks. There are three main steps to build a bag-of-features representation [2]: (i)
feature detection and description; (ii) codebook generation; and, finally; (iii) the
bag-of-features construction. Figure 1 shows an overview of those steps. The bag-
of-features approach is a novel and simple method to represent image contents
using collection dependent patterns.
In this work the following strategy has been used to generate the bag of fea-
tures representation for histopathology images: for feature detection, raw blocks
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Fig. 1. Overview of the Bag of Features representation
are extracted from a regular grid on each image using 8 × 8 pixels per block.
Each block is represented by the array of 64 gray level values which is used as
feature vector. For codebook generation, the k-means algorithm is applied over
the whole set of blocks. The size of the codebook, k, is an important parameter.
It is expected that a moderately codebook size, in the order of hundreds, wold
be enough to capture the most important patterns in the collection [1]. For the
experimentation carried on in the present work, k = 50 was used based on previ-
ous findings in the same image collection [1]. Finally, the bag of features for each
image is generated by counting the occurrence of visual words in the codebook.
3 Visual Pattern Analysis
The bag-of-features codebook constitutes a summary of the visual patterns
present in the histopathology image collection. The hypothesis is that some of
these visual patterns are related to histopathology concepts. In order to corrob-
orate it, two strategies are applied, a correlation analysis and a cluster analysis.
3.1 Correlation Analysis
The goal of the correlation analysis is to measure the strength of the relation-
ship between a particular visual pattern from the dictionary and a semantic
concept. Images in the collection are known to be in one or several predefined
categories or semantic classes. Then, we assume two random variables to anal-
yse the correlation between them: semantic concepts and visual patterns. For
semantic concepts the random variable is binary and indicates the presence or
absence of the concept in the image. For visual words, the random variable is
assumed continuous and corresponds to the relative frequency of the visual word
in the image.
Following these assumptions, we can evaluate the correlation of visual patterns
and semantic concepts. When a particular concept and a visual pattern are
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constantly exhibited in an image set, it is expected that the correlation between
them has a positive value. On the other hand, if the visual pattern is not usually
in those images that exhibit the concept, then a negative correlation is expected.
Hence, the correlation analysis is useful to identify the set of most representative
visual patterns associated to semantic concepts.
3.2 Clustering Analysis
A natural basis for organizing visual patterns is to group together those that share
similar occurrence in images. The purpose of this cluster analysis is to generate a
reordering of visual patterns to analyse the relationships with semantic concepts.
Due to the large amount of images in a collection and also to a potential large
dictionary of visual patterns, it is difficult to assimilate underlying relationships.
Therefore, we follow a visual representation that is usually applied in bioinfor-
matics to visualize and explore gene expression data in an intuitive manner for
biologists [3]. We combine clustering methods with a graphical representation of
the visual patterns in images by representing each occurrence value using a color
in a matrix, as it is shown in Figure 4. A blue color indicates a low frequency of
visual patterns in images, while a red color indicates a high frequency of the pat-
tern. Other ranges of blue and yellow indicate intermediate frequencies. Each row
in the matrix represents an image and each column represents a visual pattern.
We use agglomerative hierarchical clustering, with average linkage, to organize
both, rows and columns in the matrix and the corresponding dendrogram is also
drawn alongside the matrix representation. The distance measure applied in this
work is Euclidean distance among bag-of-features representations (rows) and the
occurrence of visual patterns in all images (columns). This analysis is expected
to organize rows such that images in each group share a semantic concept. It
highly depends on the bag-of-features representation, so that we can evaluate
how good this representation is for semantic image contents. In addition, the
column organization is expected to reveal the set of visual patterns that are
related to particular semantic concepts.
4 Results
The image dataset used in this work is a set of histopathology images used
to diagnose a special skin cancer known as basal cell carcinoma. This dataset
has been used in previous studies for automatic image annotation and retrieval
[1]. A subset of this collection has been selected to analyse the structure of 4
histopathology concepts (cystic change, lesion with fibrosis, morpheaform pat-
tern and pilosebaceous annexa). This subset of images sums up to 348 images
processed for this study (67, 90, 37 and 154 for each concept class respectively).
4.1 Correlation Analysis
The correlation analysis shows that some visual words are more relevant to iden-
tify some particular concepts than others. Figure 2 shows how the four concepts
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Fig. 2. Correlation coefficient measures between high-level concepts and visual words.
Visual words in horizontal axis are sorted by frequency of occurrence from left to right
in descending order.
Table 1. Ten visual words with highest correlation value for each concept
Concept 1 2 3 4 5 6 7 8 9 10
Cystic change
Pilosebaceous annexa
Lesion with fibrosis
Morpheaform pattern
Fig. 3. Spatial location of visual patterns in an image in the category lesion with
fibrosis. a) highlighted blocks are the ten most correlated visual patterns for the cystic
change concept. b) highlighted blocks are the ten most correlated visual patterns for
lesion with fibrosis.
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are correlated with each visual pattern. Note that cystic change is highly cor-
related with a set of visual patterns that other concepts are not. It can also be
observed for lesion with fibrosis. For all concepts it is possible to identify a set of
highly correlated visual patterns, since the plot in general shows that patterns
with high correlation with a concept present low correlation with others.
Table 1 shows top the ten visual words with highest correlation for each con-
cept. The correlation analysis assigns to each concept a set of visual words.
Cystic change, for example, is more correlated with dark elements and parts of
big circular patterns, which is consistent with a notion of large and dense cells
and nuclei. On the other hand, Lesion with fibrosis shows small gray points over
a bright background.
Figure 3 shows the spatial location of visual patterns on an image of the
category lesion with fibrosis. Relevant visual word are shown as blocks with a
lighter color. Subfigure 3.a) highlights the top-ten visual patterns from the cystic
change category, showing a low presence of those patterns. On the other hand
Subfigure 3.b) highlights the top-ten visual patterns of the lesion with fibrosis
category, which are clearly more frequent in the image.
4.2 Cluster Analysis
Cluster analysis allows to distinguish groups of related visual patterns and a
general organization of images and concepts in the collection under the bag-of-
features representation. It is achieved using a graphical representation of the
data, indicating occurrence values in a colored matrix. Colors range from dark
blue, indicating a very low frequency, to red, indicating high frequency values. To
plot this matrix, the 6 most frequent visual words were ignored since they usually
correspond to background and do not have discriminative power. Figure 4 shows
the obtained matrix for all images in the analysed collection, with visual patterns
from the codebook organized in columns, and images organized in rows. The
clustering algorithm reordered rows and columns according to their similarity.
This matrix shows group of images related to groups of visual patterns. For
instance, in Figure 4 a red box and a black box in the upper-left corner of the
matrix shows two different groups of images with a high frequency of several
visual patterns. In the vertical dendrogram these groups are colored with green
and blue respectively and all of the images in them present the cystic change
concept. The left side of the figure shows the images and the visual words as-
sociated with those regions of the cluster matrix. The orange box, in the same
figure, shows how other images in the red portion of the vertical cluster present
a high frequency for other visual words. In this group, there are images with
other concepts, mainly pilocebaceus annexa and lesion with fibrosis.
The cluster analysis shows that it is possible to find visual patterns that can
be associated with semantic concepts. The visual representation makes it easier
the task of finding those visual patterns. In this particular example, the class of
images tagged with the cystic change concept are clearly differentiated from the
other classes by a characteristic set of low-level visual patterns associated with
large cells and nuclei.
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Fig. 4. Cluster analysis on the complete image dataset with 4 concepts. The rows of
the matrix correspond to images and the columns correspond to visual words. The
color of the matrix represent the frequency of the visual words for each image: blue
represents low frequency, red represents high frequency. Both, images and visual words
are clustered using hierarchical clustering. The result is represented by the vertical and
horizontal dendograms. Three different regions of the matrix are marked by colored
boxes. The corresponding visual words, concepts and sample images of these regions
are detailed in the left side rectangles.
5 Conclusions and Future Work
This paper has presented a framework to identify and analyse visual patterns in
a collection of medical images using a bag-of-features representation. The main
hypothesis of this paper was that visual words, identified in the collection us-
ing the bag-of-features representation, can be related to semantic concepts in
histopathology images. The hypothesis was corroborated by the exploratory ex-
periments based on correlation and cluster analysis. These results suggest that
this representation may be useful for analysis and understanding of histopathol-
ogy images. The cluster analysis is analogous to the one used in bioinformatics to
analyse gene array data, where the goal is, e.g., to find how a diseases relates to
the presence or absence of a particular gene. In the image analysis context, visual
words are analogous to genes with the important advantage that they could be
directly related to specific regions of particular images. This kind of analysis is
not possible with other image descriptors such as moments, histograms or trans-
formation coefficients. In addition, these analysis may help to design and improve
automatic tools to manage image collections, such as image retrieval systems.
For instance, understanding the group of visual patterns that better describe
a set of concepts, weighting schemes or pruning strategies may be applied in a
more informed fashion.
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Abstract. Image representation is an important issue for medical im-
age analysis, classification and retrieval. Recently, the bag of features
approach has been proposed to classify natural scenes, using an analogy
in which visual features are to images as words are to text documents.
This process involves feature detection and description, construction of
a visual vocabulary and image representation building through visual-
word occurrence analysis. This paper presents an evaluation of different
representations obtained from the bag of features approach to classify
histopathology images. The obtained image descriptors are processed us-
ing appropriate kernel functions for Support Vector Machines classifiers.
This evaluation includes extensive experimentation of different strate-
gies, and analyses the impact of each configuration in the classification
result.
1 Introduction
Medical imaging applications are challenging because they require effective and
efficient content representations to manage large image collections. The first
stage for medical image analysis is modeling image contents by defining an ap-
propriate representation. This is a fundamental problem for all image analysis
tasks such as image classification, automatic image annotation, object recogni-
tion and image retrieval, which require discriminative representations according
to the application domain. During the last few years, the bag of features approach
has attracted great attention from the computer vision community to represent
image contents. This approach is an evolution of texton-based representations
and is also influenced by the bag of words assumption in text classification. In
text documents, a word dictionary is defined and all documents are processed so
that the frequency of each word is quantified. This representation ignores word
relationships in the document, i.e., it does not take into account the document
structure. An analogy is defined for images in which a feature dictionary is built
to identify visual patterns in the collection. This representation has shown to
be effective in different image classification, categorization and retrieval tasks
[1,2,3].
The bag of features representation is an adaptive approach to model image
structure in a robust way. In contrast to image segmentation, this approach does
not attempt to identify complete objects inside images, which may be a harder
task than the image classification itself. Instead, the bag of features approach
looks for small characteristic image regions allowing the representation of com-
plex image contents without explicitly modeling objects and their relationships,
a task that is tackled in another stage of image content analysis. In addition,
an important advantage of the bag of features approach is its adaptiveness to
the particular image collection to be processed. In the same way as text docu-
ments, in which the appropriate word-list to be included in the dictionary may
be identified earlier in the process, the bag of features approach allows to iden-
tify visual patterns that are relevant to the whole image collection. That is, the
patterns that are used in a single image representation come from the analysis
of patterns in the complete collection. Other important characteristics of this
approach are the robustness to occlusion and affine transformations as well as
its computational efficiency [2].
Some of these properties are particularly useful for medical image analysis
and, in fact, the bag of features representation has been successfully applied to
some problems in medical imaging [4,5]. Histopathology images have a particular
structure, with a few colors, particular edges and a wide variety of textures. Also,
objects such as glands or tissues may appear anywhere in the image, in different
proportions and at different zoom levels. All those properties make the bag of
features a potentially appropriate representation for that kind of visual contents.
Up to our knowledge, the bag of features representation has not been evaluated
yet on histopathology images and that is the main goal of this paper.
This paper presents a systematic evaluation of different representations ob-
tained from the bag of features approach to classify histopathology images. There
are different possibilities to design an image descriptor using the bag of features
framework and each one lead to different image representations that may be
more or less discriminative. In addition, the obtained image descriptors are pro-
cessed using two kernel functions for Support Vector Machine classifiers. The
performed experiments allow to analyze the impact of different strategies in the
final classification result. The paper is organized as follows: Section 2 presents
the previous work on histopathology image classification. Section 3 describes
the bag of features methodology and all applied techniques. Section 4 presents
experimental results, and finally the concluding remarks are in Section 5.
2 Histopathology Image Classification
2.1 Previous work
In different application contexts, medical images have been represented using a
wide variety of descriptors including colors, textures, regions and transformation-
based coefficients. Such descriptors are usually motivated by visual properties
that can be identified by domain experts in target images. For instance, Long et.
al [6] developed an algorithm based on active contours to segment vertebrae in
x-ray spine images, and then match nine semantic points to evaluate a particular
disease. Although the algorithm is very effective in such a task, it has two main
disadvantages: first, the computational effort required to process each image, and
second, the method is devised to work only on that particular kind of medical
images. Other more generic descriptors have been proposed for classification and
retrieval of medical images. Guld et. al [7] proposes to down-scale medical images
up to 32x32 pixels and use that as a feature vector for classification tasks. In
[8] the use of global histogram features are used to retrieve a wide variety of
medical images. Even though that descriptors are by nature simple and generic,
they lack of direct semantics and may lead to poor results in large-scale real
applications. Hence, there is a trade-off between the semantics and the generality
of the representation.
In histopathology images that tendency can also be observed. Most of the
previous works in the context of histology, pathology and tissue image classifi-
cation have approached the problem using segmentation techniques [9,10]. They
first define the target object to be segmented (e.g. cells, nuclei, tissues) and then
apply a computational strategy to identify it. Global features have also been used
to retrieve and classify histology images [11,12]. Those two global approaches are
in one extreme of the balance between explicit semantics and practical gener-
alization or adaptation. Other kind of works have oriented the image content
analysis by window-based features, under the observation that histology images
are “usually composed of different kinds of texture components” [13]. In [14] those
sub-images are classified individually and then a semantic analyzer is used to de-
cide the final image classification on the complete image. This approach is close
to the bag of features one since the unit of analysis is a small sub-image and a
learning algorithm is applied to evaluate the categorization of small sub-images.
However, the approach requires the annotation of example sub-images to train
first-stage classifiers, a process that is performed in an unsupervised fashion
under the bag of features framework.
2.2 Histopathology image dataset
The image dataset has been previously used in an unrelated clinical study to
diagnose a special skin cancer known as basal-cell carcinoma. Basal-cell carci-
noma is the most common skin disease in white populations and its incidence
is growing world wide [15]. It has different risk factors and its development is
mainly due to ultraviolet radiation exposure. Pathologists confirm whether or
not this disease is present after a biopsied tissue is evaluated under microscope.
The database is composed of 1,502 images annotated by experts into 18 cate-
gories. Each label corresponds to a histopathology concept which may be found
in a basal-cell carcinoma image. An image may have one or several labels, that
is to say, different concepts may be recognized within the same image and the
other way around.
Fig. 1. Overview of the Bag of Features framework
3 The Bag of Features Framework
The bag of features framework is an adaptation of the bag of words scheme used
for text categorization and text retrieval. The key idea is the construction of a
codebook, that is, a visual vocabulary, in which the most representative patterns
are codified as codewords or visual words. Then, the image representation is
generated through a simple frequency analysis of each codeword inside the image.
Csurka et. al [2] describe four steps to classify images using a bag of features
representation: (1) Feature detection and description, (2) Codebook generation,
(3) the bag of features construction and finally (4) training of learning algorithms.
Figure 1 shows an overview of those steps. The bag of features approach is a
flexible and adaptable framework, since each step may be determined by different
techniques according to the application domain needs. The following subsections
present the particular methods and techniques that have been evaluated in this
work.
3.1 Feature detection and description
Feature detection is the process in which the relevant components of an image
must be identified. Usually, the goal of feature detection is set to identify a spa-
tially limited image region that is salient or prominent. Different strategies have
been proposed by the computer vision community to detect local features, that
are motivated by different visual properties such as corners, edges or saliency.
Once local features are detected, the next step is to describe or characterize the
content of such local regions. Ideally, two local features should have the same
descriptor values if they refer to the same visual concept. That motivates the
implementation of descriptors that are invariant to affine transformations and
illumination changes.
In this work two feature detection strategies with their corresponding feature
descriptor have been evaluated. The first strategy is dense random sampling. The
goal of this strategy is to select points in the image plane randomly and then,
define a block of pixels around that coordinate. The size of the block is set to 9×9
pixels, and the descriptor for these blocks is the vector with explicit pixel values
in gray scales. This descriptor will be called raw block, but it is also known as
texton or raw pixel descriptor. The advantage of this strategy is its simplicity and
computational efficiency. In addition, a large number of blocks may be extracted
from different image scales, and that sample is a good approximation of the
probability distribution of visual patterns in the image [16].
The second strategy is based on Scale-Invariant Feature Transform (SIFT)
points [17]. This strategy uses a keypoint detector based on the identification of
interesting points in the location-scale space. This is implemented efficiently by
processing a series of difference-of-Gaussian images. The final stage of this algo-
rithm calculates a rotation invariant descriptor using predefined orientations over
a set of blocks. We use SIFT points with the most common parameter configura-
tion: 8 orientations and 4× 4 blocks, resulting in a descriptor of 128 dimensions.
The SIFT algorithm has demonstrated to be a robust keypoint descriptor in dif-
ferent image retrieval and matching applications, since it is invariant to common
image transformations, illumination changes and noise.
3.2 Codebook construction
The visual dictionary or codebook is built using a clustering or vector quantiza-
tion algorithm. In the previous stage of the bag of features framework, a set of
local features has been extracted. All local features, over a training image set, are
brougth together independently of the source image and are clustered to learn a
set of representative visual words from the whole collection. The k-means algo-
rithm is used in this work to find a set of centroids in the local features dataset.
An important decision in the construction of the codebook is the selection of
its size, that is, how many codeblocks are needed to represent image contents.
According to different works on natural image classification, the larger the code-
book size the better [16,2]. However, Tomassi et. al [4] found that the size of the
codebook is not a significant aspect in a medical image classification task. We
evaluated different codebook sizes, to analyze the impact of this parameter in the
classification of histopathology images.
The goal of the codebook construction is to identify a set of visual patterns
that reflects the image collection contents. Li et. al [18] have illustrated a code-
book for natural scene image categorization that contains several visual primi-
tives, such as orientations and edges. The result is consistent with the contents of
that image collection. In the same way, we illustrate a codebook extracted from
the collection of histopathology images. It is composed of 150 codeblocks as is
shown in Figure 2. In this case the codeblocks are also reflecting the contents of
the histopathology image collection. Visual primitives in this case may be rep-
resenting cells and nuclei of different sizes and shapes. That codebook has been
generated using the raw-block descriptor described in the previous Subsection.
Fig. 2. A codebook with 150 codeblocks for the histopathology image collection. Code-
blocks are sorted by frequency.
3.3 Image Representation
The final image representation is calculated by counting the occurrence of each
codeblock in the set of local features of an image. This is why the framework
receives its name, the bag of features, since the geometric relationships of local
features are not taken into account. This representation is known as term fre-
quencies (TF) in text applications and is also adopted in this work. Normalized
term frequencies can also be calculated by normalizing according to the number
of features extracted from the image. This may be specially useful for the SIFT
points strategy, in which the number of features from image to image may have
a large variation. Those are the standard image representations, commonly used
for image categorization. In addition, the inverse document frequency (IDF) has
also been used as weighting scheme to produce a new image representation.
3.4 Kernel Functions
Classifiers used in this work are Support Vector Machines (SVM), that receives
as input a data representation impliciltly defined by a kernel function [19]. Kernel
functions describe a similarity relationship between the objects to be classified.
The image representation that we are dealing with are histograms with term
frequencies. In that sense, a natural choice of a kernel function would be a simi-
larity measure between histogram structures. The histogram intersection kernel
is the first kernel function evaluated in this work:
D∩(H,H ′) =
M∑
m=1
min(Hm, H
′
m)
Where H and H ′ are the term frequency histograms of two images, calcu-
lated using a codebook with M codeblocks. In addition, a Radial Basis Function
composed with the histogram intersection kernel has been also implemented and
tested:
K(H,H ′) = exp(−γD∩(H,H ′))
4 Experimental Evaluation
4.1 Experimental setup
The collection has 1,502 histopathology images with examples of 18 different
concepts. The collection is split into 2 datasets, the first one for training and
validation, and the second one for testing. The dataset partition is done us-
ing stratified sampling in order to preserve the original distribution of examples
in both datasets. This is particularly important due to the high imbalance of
classes. In the same way, the performance measures reported in this work are
precision, recall and f-measure to evaluate the detection rate of positive exam-
ples, since the class imbalance may produce trivial classifiers with high accuracy
that do not recognize any positive sample. In addition, since one image can be
classified in many classes simultaneously, the classification strategy is based on
binary classifiers following the one-against-all rule. Experiments to evaluate dif-
ferent configurations of the bag of features approach have been done. For each
experiment, the regularization parameter of the SVM is controlled using 10-fold
cross validation in the training dataset, to guarantee good generalization on the
test dataset. Reported results are calculated on the test dataset and averaged
over all 18 classes.
4.2 Results
The first evaluation focuses on the codebook size. We have tested six different
codebook sizes, starting with 50 codeblocks and following with 150, 250, 500, 750
and 1000. Figure 3 shows a plot for codebook size vs. f-measure using two different
bag of features configurations. The first strategy, is based on SIFT points and
the second is based on raw blocks. Perhaps surprisingly, the plot shows that
the classification performance decreases while the codebook size increases. This
behaviour is explained by the intrinsic structure of histopathology images: they
are usually composed of some kinds of textures, that is, the number of distinctive
patterns in the collection is limited. This fact can also be seen in the codebook
illustrated in Figure 2, which shows several repeated patterns, even with just
150 codeblocks. In the limit, it is reasonable that a large codebook size does not
have any discriminative power because each different pattern in an image has its
own codeblock.
The nature of the descriptor is also a determinant factor in this behaviour
since the performance of the SIFT points decreases faster than the performance
of raw blocks. This suggests that a SIFT-based codebook requires less codeblocks
to express all different patterns in the image collection, which is consistent with
the rotation and scale invariance properties of that descriptor. On the other
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hand, a block-based codebook requires a larger size because it is representing the
same visual patterns using different codeblocks.
The second factor to evaluate is the feature descriptor. As is shown in Fig-
ure 3, the raw-block descriptor has obtained a better performance in terms of
f-measure among all codebook sizes. Table 1 shows the performance summary
of the different configurations evaluated in this work. In bold are the best val-
ues of precision, recall and f-measure, showing that block-based strategies are
more effective in general. An important question here is why SIFT points, that
are provided with robust invariant properties, are not a good choice with this
type of histopathology images. First, there is some evidence that they were not
designed to find the most informative patches for image classification [16], and
second, it is possible that all the attempts to increase the invariance of features
in histopathology images, lead to a loss of discriminative information.
The next aspect in this evaluation is the image representation, i.e. the use
of absolute term frequencies (TF) or the use of the weighted scheme provided
by inverse document frequencies (IDF). According to the results presented in
Table 1, it is not clear when IDF improves the classification performance. In
the case of the SIFT descriptor, IDF produces a poorer performance in most
of the cases. In constrast, in the raw-block strategy, the IDF is increasing the
importance of discriminative codeblocks, resulting in an improvement of the
classification performance. Finally, the use of the RBF kernel in general shows
an improvement in precision, either for SIFT points or blocks. However, the
recall value is in general hurted by the use of the RBF kernel.
Table 1. Performance measures for the evaluated configurations of the bag of features.
Kernel function BOF SIFT Raw-Blocks
Precision Recall F-Measure Precision Recall F-Measure
Hist. Intersection TF 0.480 0.152 0.207 0.610 0.162 0.234
Hist. Intersection IDF 0.473 0.128 0.189 0.634 0.152 0.231
RBF Kernel TF 0.393 0.146 0.205 0.647 0.123 0.190
RBF Kernel IDF 0.506 0.136 0.165 0.673 0.155 0.237
5 Conclusions and Future Work
This paper presented an evaluation of the bag of features approach to classify
histopathology images. This is the first systematic evaluation of this representa-
tion scheme on this particular medical image domain. The developed evaluation
includes a comparative study of different methods and techniques in each stage
of the bag of features approach. The main advantage of the proposed approach
is its adaptiveness to the particular contents of the image collection. Previous
work in histology and pathology image analysis used global-generic features or
segmentation-based approaches that are not easily extended to other applica-
tions even in the same domain.
The adaptiveness property of this framework is obtained with an automated
codebook construction, which should have enough patterns to describe the image
collection contents. In this domain, we found that the codebook size is very small
compared with the codebook size required in other applications such as natural
scene classification or even in other kinds of medical images (i.e. mamography
and x-rays). The main reason of this smaller size is due to the structure of
histopathology images which exhibit homogeneous tissues and the representative
visual patterns among the whole collection tends to be uniform.
The bag of features is a flexible framework that may be adapted in different
ways, either in the visual feature descriptors and the codebook construction.
The future work includes a more extensive evaluation of codebook construction
methods and different strategies to include color information into visual words
as well as more robust texture descriptors. This evaluation will also include a
comparison against other commonly used representation schemes.
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