Abstract. We establish an explicit algebra isomorphism between the affine YokonumaHecke algebra Yr,n(q) and a direct sum of matrix algebras with coefficients in tensor products of affine Hecke algebras of type A. As an application of this result, we show that Yr,n(q) is affine cellular in the sense of Koenig and Xi, and further prove that it has finite global dimension when the parameter q is not a root of the Poincaré polynomial. As another application, we also recover the modular representation theory of Yr,n(q) previously obtained in [CW].
1. Introduction 1.1. Inspired by Lusztig's work on the structure of cells and the base ring of affine Hecke algebras, Koenig and Xi [KX2] recently defined the notion of affine cellularity to generalize the notion of cellular algebras [GL] to algebras of not necessarily finite dimension over a noetherian domain k. Extended affine Hecke algebras of type A and affine Temperley-Lieb algebras were proved to be affine cellular in [KX2] . Further examples of affine cellular algebras include affine Hecke algebras of rank two with generic parameters [GM] , KLR algebras of finite type [KL] , BLN algebras ( [C1] and [N] ) and affine q-Schur algebras [C2] .
1.2. Yokonuma-Hecke algebras of general types were first introduced in the sixties by Yokonuma [Yo] . In the late 1990s and early 2000s, a new presentation of the YokonumaHecke algebra Y r,n (q) of type A was given by Juyumaya and Kannan [Ju1, JuK] , which has been widely used for studying this algebra since then.
In recent years, many people are interested in the algebra Y r,n (q) from different perspectives. Some people studied Y r,n (q) in order to construct its associated knot invariant; see [Ju2] , [JuL] and [ChL] and so on. Others are particularly interested in the representation theory of Y r,n (q). Chlouveraki and Poulain d'Andecy [ChPA1] gave explicit formulas for all irreducible representations of Y r,n (q) over C(q) and obtained a semisimplicity criterion for it. Moreover, they defined a new kind of algebras, called affine Yokonuma-Hecke algebras and denoted by Y r,n (q). In their subsequent paper [ChPA2] , they studied the representation theory of the affine Yokonuma-Hecke algebra Y r,n (q) and the cyclotomic Yokonuma-Hecke algebra Y d r,n (q). In particular, they gave the classification of irreducible representations of Y d r,n (q) in the generic semisimple case. Besides, Jacon and Poulain d'Andecy [JPA] (see also [ER] ) gave an explicit algebraic isomorphism between the Yokonuma-Hecke algebra Y r,n (q) and a direct sum of matrix algebras over tensor products of Iwahori-Hecke algebras of type A, which is in fact a special case of the results by G. Lusztig [L6, Section 34] . This allows them to give a description of the modular representation theory of Y r,n (q) and a complete classification of all Markov traces for it. Recently, Chlouveraki and Sécherre [ChS] proved that the affine Yokonuma-Hecke algebra is a particular case of the pro-p-Iwahori-Hecke algebras.
In [CW] , we have established an equivalence between a module category of Y r,n (q) (resp. Y d r,n (q)) and its suitable counterpart for a direct sum of tensor products of affine Hecke algebras of type A (resp. cyclotomic Hecke algebras), which allows us to give the classification of simple modules of Y r,n (q) and Y d r,n (q) over an algebraically closed field of characteristic p such that p does not divide r.
1.3. Since the affine Hecke algebra of type A is affine cellular, it is natural to try to show that the affine Yokonuma-Hecke algebra Y r,n (q) is also affine cellular. In this paper, we will prove this fact by constructing an explicit algebra isomorphism between the affine Yokonuma-Hecke algebra Y r,n (q) and a direct sum of matrix algebras with coefficients in tensor products of various affine Hecke algebras of type A. As another application, we also recover the modular representation theory of Y r,n (q) previously obtained in [CW] .
This paper is organized as follows. In Section 2, we recall Koenig and Xi's results on affine cellular algebras, and then review the axiomatic approach to studying them presented in [C2] . In Section 3, we give another presentation of the affine YokonumaHecke algebra Y r,n (q). In Section 4, inspired by the work of Lusztig in [L6] , we give the construction of an algebra E r,n , which is in fact a direct sum of matrix algebras with coefficients in tensor products of extended affine Hecke algebras of type A. Moreover, we prove that E r,n satisfies these axiomatic properties P 1 , P 2 , P 3 and P 4 described in [C2, Section 3] . In Section 5, we follow Lusztig's approach in [L6] to establish an explicit algebra isomorphism between Y r,n (q) and E r,n . Thus, we prove that Y r,n (q) is an affine cellular algebra. We further prove that it has finite global dimension when the parameter q is not a root of the Poincaré polynomial.
Additional remark: Four months after the first version of this paper was made available on arXiv (arXiv:1510.02647), Poulain d'Andecy put up his preprint [PA] on arXiv to give another proof of the isomorphism theorem for affine Yokonuma-Hecke algebras.
2. An axiomatic approach to affine cellular algebras 2.1. Affine cellular algebras. In this subsection, we recall Koenig and Xi's ([KX2] ) definition and results on affine cellular algebras. Throughout, we assume that k is a Noetherian domain.
For two k-modules V and W, let τ be the switch map: V ⊗ W → W ⊗ V defined by τ (v ⊗ w) = w ⊗ v for v ∈ V and w ∈ W. A k-linear anti-automorphism i of a k-algebra A which satisfies i 2 = id A will be called a k-involution on A. A commutative k-algebra B is called an affine k-algebra if it is a quotient of a polynomial ring k[x 1 , . . . , x r ] in finitely many variables x 1 , . . . , x r by some ideal I. (1) i(J) = J.
(2) There exist a free k-module V of finite rank and an affine k-algebra B with a k-involution σ such that ∆ := V ⊗ k B is an A-B-bimodule, where the right B-module structure is induced by the right regular B-module B B .
(3) There is an A-A-bimodule isomorphism α : J → ∆ ⊗ B ∆ ′ , where ∆ ′ := B ⊗ k V is a B-A-bimodule with the left B-module induced by the left regular B-module B B and with the right A-module structure defined by (b ⊗ v)a := τ (i(a)(v ⊗ b)) for a ∈ A, b ∈ B and v ∈ V , such that the following diagram is commutative:
The algebra A together with the k-involution i is called affine cellular if and only if there is a k-module decomposition
we have a chain of two-sided ideals of A:
is an affine cell ideal of A/J l−1 (with respect to the involution induced by i on the quotient).
We call this chain an affine cell chain for the affine cellular algebra A. The subquotients of an affine cell chain will be called layers of A.
Given a free k-module V of finite rank n, an affine k-algebra B and a k-bilinear form ρ : V ⊗ k V → B, we define an associative algebra A(V, B, ρ) as follows: A(V, B, ρ) := V ⊗ k B ⊗ k V as a k-module, and the multiplication on A(V, B, ρ) is defined by
An equivalent description of this construction is as follows: Given V, B, ρ as above, we define the generalized matrix algebra (M n (B), ρ) over B with respect to ρ in the following way. It equals the ordinary matrix algebra M n (B) of n × n matrices over B as a k-space, but the multiplication is given by
, where x and y are elements of (M n (B), ρ) corresponding to x and y, respectively, and Ψ is the matrix describing the bilinear form ρ with respect to some basis of V. Moreover, if B admits a k-involution σ satisfying σρ(v 1 , v 2 ) = ρ(v 2 , v 1 ), then (M n (B), ρ) admits a k-involution κ which sends E jl (b) to E lj (σ(b)), where E jl (b) denotes a square matrix whose (j, l)-entry is b ∈ B and all the other entries are zero.
From the above discussion, we can easily get the following proposition about the description of affine cell ideals. ) Let k be a Noetherian domain, A a unitary k-algebra with a k-involution i. A two-sided ideal J in A is an affine cell ideal if and only if i(J) = J, and J is isomorphic to some generalized matrix algebra (M n (B), ρ) for some affine k-algebra B with a k-involution σ, a free k-module V of finite rank n and a k-bilinear form ρ : V ⊗ k V → B, such that under this isomorphism, if a basis element a of J corresponds to E jl (b ′ ) for some b ′ ∈ B, then i(a) corresponds to E lj (σ(b ′ )).
It has been claimed that the tensor product of two cellular algebras is also cellular ([KX1, p. 716] ). In a similar way, we wil show that the tensor product of two affine cellular algebras is also affine cellular in the next lemma.
Lemma 2.3. If both algebras (A, i) and (B, j) are affine cellular over k, then the tensor product A ⊗ k B is also affine cellular with respect to the k-involution i ⊗ j.
Proof. As in Definition 2.1, we assume that there is a k-
, we have a chain of two-sided ideals of A (resp. B):
We construct the following two-sided ideals of A ⊗ k B:
We leave it as an exercise to use Proposition 2.2 to verify that the following chain of two-sided ideals of A ⊗ k B:
is an affine cell chain of A ⊗ k B with respect to the k-involution i ⊗ j, and that the set {J ′ r ⊗ k K ′ s |1 ≤ r ≤ n and 1 ≤ s ≤ m} forms a complete set of layers in the affine cell chain. In fact, if each layer J ′ r ∼ = (M n 1 (B 1 ), ρ 1 ) for some affine k-algebra B 1 , a free k-module V 1 of rank n 1 and a k-bilinear form ρ 1 :
Thus, A ⊗ k B together with the k-involution i ⊗ j is an affine cellular algebra.
We will also use the following lemma.
Lemma 2.4. (See [KX2, Lemma 2.4] .) Suppose that K is another Noetherian domain and φ : k → K is a homomorphism of rings with identity. If A is an affine cellular k-algebra with an involution i, then K ⊗ k A is an affine cellular K-algebra with respect to the involution id K ⊗ i.
The following theorem plays an important role in investigating homological properties of affine cellular algebras. 
Here we call the algebra n l=1 M n l (B l ) the asymptotic algebra of A. Suppose that each B l satisfies rad(B l ) = 0. Moreover, suppose that each layer J l /J l−1 is idempotent and contains a non-zero idempotent element in A/J l−1 . Then we have
(1) The parameter set of simple A-modules equals the parameter set of simple modules of the asymptotic algebra, that is, a finite union of affine spaces (one for each B l ).
(2) The unbounded derived module category D(A-Mod) of A admits a stratification, that is, an iterated recollement whose strata are the derived module categories of the various affine k-algebras B l .
(3) The global dimension gldim(A) is finite if and only if gldim(B l ) is finite for all l.
Remark 2.6. Koenig [Koe, p. 531] called an affine cellular algebra with the assumptions stated as in Theorem 2.5 an affine quasi-hereditary algebra, since it implies the crucial homological properties analogous to known results about quasi-hereditary algebras and highest weight categories; see also [Kle] for the graded version of affine quasi-heredity.
2.2. An axiomatic approach. In this subsection, we shall review an axiomatic approach to affine cellular algebras established in [C2] . We [C2] show which conditions in [L4, Section 1] are required to prove that an algebra with a cell theory is affine cellular in the sense of Koenig and Xi.
, and let A be an associative k-algebra with a k-involution i. Given a set X, we say that an embedding
We assume that we are given a basis B of A as a k-module which is compatible with the generalized unit in the following sense: the elements 1 λ (λ ∈ X) lie in B and any b ∈ B is contained in 1 λ A1 λ ′ for some uniquely determined λ, λ ′ ∈ X.
We assume that the structure constants
We say that a two-sided ideal of A is based if it is the span of a subset of B.
For each 2-cell c in B, let A c be the k-subspace of A spanned by c. There is an associative algebra structure on A c in which the product of b,
In the following we define a function a : B → N ∪ {∞}. Let c be a 2-cell and let L be the Z[v −1 ]-submodule of A c generated by c.
Let b ∈ c. If there is n ∈ Z ≥0 such that v −n bL ⊂ L, then we define a(b) to be the smallest such n. If there is no such n, we set a(b) = ∞.
We say that B has property P 1 if (a) the number of 2-cells in B is countable, and is indexed by a partially ordered set; further, the partial order is compatible with the partial order LR and for a given 2-cell c, the set {c ′ | c ′ c} is finite.
(c) For each 2-cell c and each λ 1 ∈ X, the restriction of a to c1 λ 1 is constant. Assume that B has property P 1 . We can define for each 2-cell c the asymptotic ring A ∞ c with Z-basis t c = {t b | b ∈ c}, and multiplication defined by
. We say that B, equipped with property P 1 , has property P 2 if for any 2-cell c, the
where D c is a finite set, and the basis t c is compatible with this generalized unit.
We will identify D c with a subset of c, so that the embedding
In this case, the asymptotic ring A ∞ c has 1, namely 1 = d∈Dc t d . Assume that B has property P 1 . We say that B has property P 3 if we have the following equations for any b 1 , b 2 , b 3 , b ′ ∈ B with b ′ , b 2 belonging to the same 2-cell c:
Let c be a 2-cell. Assume that G c is a reductive group over C and that Irr G c is the set of irreducible complex representations of G c . Let T c be the set of triples (d, d ′ , s), where d, d ′ ∈ D c and s ∈ Irr G c . Let J c be the free abelian group on T c with a ring structure defined by
where c s ′′ s,s ′ is the multiplicity of s ′′ in the tensor product s ⊗ s ′ . Since D c is a finite set, we will use {1, 2, . . . , n c } to label these elements in it, where n c = |D c |. From now on we will always use this fixed label.
We say that B, endowed with properties P 1 and P 2 , has property P 4 if the following conditions hold.
(a) For each 2-cell c, there is a bijection between c and the set
, where σ(s) denotes the dual representation of s.
Hereafter, we will identify c with the set C.
(b) There exists a ring isomorphism A ∞ c → J c , that is, the asymptotic ring A ∞ c is isomorphic to an n c × n c matrix algebra over B c , where B c is the representation ring of G c . The isomorphism is given by
In [C2, Theorem 3 .4] we have proved the following result by using Proposition 2.2.
. If a k-basis B of A with a kinvolution i satisfies properties P 1 , P 2 , P 3 and P 4 , then A is an affine cellular algebra with respect to i. Moreover, when c runs through all 2-cells in B, the set consisting of the algebras A c forms a complete set of layers in an affine cell chain of A.
Another presentation of affine Yokonuma-Hecke algebras
In this section, we shall give a new presentation of the affine Yokonuma-Hecke algebra Y r,n (q). Let us first recall the definition of the Yokonuma-Hecke algebra Y r,n (q) and give another presentation of it.
3.1. Yokonuma-Hecke algebras. Let r, n ∈ N, r, n ≥ 1, and let ζ = e 2πi/r . Let q be an indeterminate and let
is an R-associative algebra generated by the elements t 1 , . . . , t n , h 1 , . . . , h n−1 satisfying the following relations:
where s i is the transposition (i, i + 1) in the symmetric group S n on n letters, and for each 1 ≤ i ≤ n − 1,
Note that the elements e i are idempotents in Y r,n . The elements h i are invertible with the inverse given by
Let w ∈ S n , and let w = s i 1 · · · s ir be a reduced expression of w. By Matsumoto's lemma, the element h w := h i 1 h i 2 · · · h ir does not depend on the choice of the reduced expression of w. Let ℓ denote the length function on S n . Then we have
Using the multiplication formula (3.2), Juyumaya [Ju] has proved that the following set is an R-basis for Y r,n :
Thus, Y r,n is a free R-module of rank r n n!.
3.2.
Combinatorics of multipartitions and multitableaux. In this subsection we recall some combinatorial objects which we will use. λ = (λ 1 , . . . , λ k ) is called a partition of n if it is a finite sequence of weakly decreasing nonnegative integers whose sum is n. We write λ ⊢ n if λ is a partition of n, and we define |λ| := n.
To a partition λ we associate a Young diagram, which is the set
We shall regard [λ] as a left-justified array of boxes such that there exist λ j boxes in the j-th row for j = 1, . . . , k. We write θ = (a, b) ∈ [λ] if the box θ lies in row a and column
For λ ⊢ n, we define a λ-tableau (or tableau of shape λ) by replacing each node of [λ] with one of the integers 1, 2, . . . , n, allowing no repeats. For λ ⊢ n, we say that a λ-tableau t is standard if the entries in each row (resp. column) of t increase from left to right (resp. from top to bottom).
The combinatorial objects appearing in the representation theory of the YokonumaHecke algebra Y r,n will be r-multipartitions. By definition, an r-multipartition of n is an ordered r-tuple λ = (λ (1) , λ (2) , . . . , λ (r) ) of partitions λ (k) such that r k=1 |λ (k) | = n. We call λ (k) the k-th component of λ. We denote by P r,n the set of r-multipartitions of n. The Young diagram [λ] of an r-multipartition λ is an ordered r-tuple of the Young diagram of its components. We write θ = (θ, s) ∈ [λ] if the box θ lies in the Young diagram of the component λ (s) of λ.
Assume that λ ∈ P r,n . A λ-multitableau (or multitableau of shape λ) t = (t (1) , . . . , t (r) ) is defined by replacing each node of [λ] with one of the integers 1, 2, . . . , n, allowing no repeats. We will call the number n the size of t and t (k) the k-th component of t.
For each λ ∈ P r,n , a λ-multitableau t is called standard if the numbers increase along any row (from left to right) and down any column (from top to bottom) of each diagram in [λ] . For λ ∈ P r,n , let Std(λ) denote the set of standard λ-multitableaux of size n.
Let λ ∈ P r,n and t be a λ-multitableau. For j = 1, . . . , n, we define p t (j) = k if j appears in the k-th component t (k) of t.
3.3.
Another presentation of the Yokonuma-Hecke algebra. We fix once and for all a total order on the set of r-th roots of unity via setting ζ k := ζ k−1 for 1 ≤ k ≤ r. We denote by s n the set of n-tuples of r-th roots of unity. There is a natural action of the symmetric group S n on s n by permuting n-tuples.
Let A = Z[q, q −1 ] (q an indeterminate). We define H r,n to be an associative A-algebra generated by the elements {g i | i = 1, . . . , n − 1} and {1 λ | λ ∈ s n } with the following relations:
4) where W λ = {w ∈ S n | w(λ) = λ}. Note that the elements g i are invertible. By Matsumoto's lemma, we see that for each w ∈ S n , the element g w := g i 1 g i 2 · · · g ir is welldefined if w = s i 1 · · · s ir is a reduced expression of w.
We denote by P 1 r,n the set of elements of P r,n of the form ((1 n 1 ), (1 n 2 ), . . . , (1 nr )), where n i ≥ 0 and i n i = n. We define
The following lemma appears in the proof of Proposition 1 in the first version of [ER] , but it has been deleted in the current version of this paper. For convenience, we give Espinoza and Ryom-Hansen's proof here.
Lemma 3.1. There exists a natural bijection between the sets s n and Std 1 .
Proof. Assume that (ζ i 1 , . . . , ζ in ) is an n-tuple of r-th roots of unity. We define the corresponding multitableau s as follows: 1. We put the number 1 in the box ((1, 1), i 1 ) of s. 2. If i 2 = i 1 , we then put the number 2 in the box ((2, 1), i 1 ); otherwise, we put the number 2 in the box ((1, 1), i 2 ). 3. Assume that i 3 = i 2 . If in case 2 we have i 2 = i 1 , then we put the number 3 in the box ((3, 1), i 1 ); if in case 2 we have i 2 = i 1 , then we put the number 3 in the box ((2, 1), i 2 ). Assume that i 3 = i 2 . Then we put the number 3 in the box ((2, 1), i 1 ) if i 3 = i 1 , or in the box ((1, 1), i 3 ) if i 3 = i 1 . Continuing in this way we get a standard multitableau s of shape ((1 c 1 ), (1 c 2 ), . . . , (1 cr )), where c j is the number of times that j appears in the set {i 1 , . . . , i n }. Conversely, for each standard multitableau s of shape ((1 c 1 ), (1 c 2 ) , . . . , (1 cr )), we have an associated n-tuple of r-th roots of unity (ζ ps(1) , . . . , ζ ps(n) ). It is easy to see that this defines the inverse of the first map, and thus we have obtained the desired bijection.
From the proof of Lemma 3.1, we can see that if an n-tuple of r-th roots of unity (ζ k 1 , . . . , ζ kn ) corresponds to a standard multitableau s under the bijection, we have k i = k i+1 if and only if i and i + 1 belong to the same column of some component of s. By this and [ER, Propositions 31 and 33] we can get the following result, which gives another presentation of Y r,n .
Lemma 3.2. Let H R r,n = R ⊗ A H r,n . Then we have an R-algebra isomorphism Y r,n ∼ −→ H R r,n . Moreover, the following set 1 λ g w | λ ∈ s n and w ∈ S n (3.5)
forms an A-basis of H r,n .
3.4.
The affine Yokonuma-Hecke algebra and its new presentation. By [ChPA1, §3.1] the affine Yokonuma-Hecke algebra Y r,n = Y r,n (q) is an R-associative algebra generated by the elements t 1 , . . . , t n , h 1 , . . . , h n−1 , Y ±1 1 , in which the generators t 1 , . . . , t n , h 1 , . . . , h n−1 satisfy the same relations as in (3.1), together with the following relations involving the generators Y ±1 1 :
(3.6)
We now define H r,n to be an associative A-algebra with generators {g i |i = 1, . . . , n−1}, {1 λ |λ ∈ s n } and X ±1 1 , in which the generators g i (1 ≤ i ≤ n−1) and 1 λ (λ ∈ s n ) satisfy the same relations as in (3.4), together with the following relations involving the generators X ±1 1 :
for all λ ∈ s n .
(3.7)
By using Matsumoto's lemma again, we see that for each w ∈ S n , both elements h w := h i 1 h i 2 · · · h ir ∈ Y r,n and g w := g i 1 g i 2 · · · g ir ∈ H r,n are well-defined if w = s i 1 · · · s ir is a reduced expression of w. Moreover, both elements h w and g w are invertible.
We define inductively elements Y 2 , . . . , Y n in Y r,n by
By [ChPA1, Proposition 1 and Lemma 1] we have
and for any 1 ≤ i ≤ n − 1 we have
In a similar way, we define inductively elements X 2 , . . . , X n in H r,n by
It can be easily proved that X i X j = X j X i and X j 1 λ = 1 λ X j for 1 ≤ i, j ≤ n and λ ∈ s n .
Moreover, for any 1 ≤ i ≤ n − 1 we have
By [ChPA2, Theorem 4.4 ] (see also [CW, Theorem 2 .5]), we have the following PBW basis for Y r,n :
. . , β n ≤ r − 1 and w ∈ S n . (3.10)
Combining these facts with Lemma 3.2, we can easily get the following result, which gives a new presentation of Y r,n . Theorem 3.3. Let H R r,n = R ⊗ A H r,n . Then we have an R-algebra isomorphism Y r,n ∼ −→ H R r,n . Moreover, the following set
. . , α n ∈ Z, λ ∈ s n and w ∈ S n (3.11)
A construction of the algebra E r,n
In this section, we are largely inspired by the work of Lusztig in [L6] to give the construction of an algebra E r,n , which is in fact isomorphic to a direct sum of matrix algebras with coefficients in tensor products of extended affine Hecke algebras of type A. Furthermore, we prove that E r,n satisfies these axiomatic properties P 1 , P 2 , P 3 and P 4 described in Section 2.2. Thus, it is an affine cellular algebra.
4.1. A subalgebra of H r,n . We denote by s ′ n a set of representatives for the S norbits in s n such that if λ = (λ 1 , . . . , λ n ) ∈ s ′ n , we must have λ 1 = · · · = λ n 1 = ζ 1 , λ n 1 +1 = · · · = λ n 1 +n 2 = ζ 2 , . . . , λ n 1 +···+n r−1 +1 = · · · = λ n 1 +···+n r−1 +nr = ζ r for some (uniquely determined) non-negative integers n 1 , n 2 , . . . , n r satisfying 1≤i≤r n i = n. In this subsection we fix such λ ∈ s ′ n and its associated non-negative integers n 1 , n 2 , . . . , n r , and consider the algebra 1 λ H r,n 1 λ .
Set W := S n and W := Z n ⋊ W. It is well-known that W is isomorphic to the extended affine Weyl group of type A, and we will not distinguish between them in the following. Let be the Bruhat order on W . Let H n denote the extended affine Hecke algebra of type A associated to W , which is defined over A. Here we omit the definition of H n . It is well-known that H n has a Bernstein-Lusztig presentation and an IwahoriMatsumoto presentation. Accordingly, H n has two different bases, which we will assume to be {Z
. . , a n ∈ Z and w ∈ S n } and {T w | w ∈ W }, respectively. Besides, H n has a third basis, that is, a Kazhdan-Lusztig basis {c w | w ∈ W }.
Recall that W λ = {w ∈ S n | w(λ) = λ}. Since λ ∈ s ′ n , W λ is the Young subgroup of W, that is, W λ = S n 1 × S n 2 × · · · × S nr . Let {s i } be a set of generators of the Coxeter group W λ . Set W λ := Z n ⋊ W λ . It is well-known that W λ is isomorphic to a direct product of some extended affine Weyl groups of type A, and we will not distinguish between them in the following. Since W λ is a subgroup of W , it inherits the Bruhat order from W .
Set S n i := Z n i ⋊ S n i for 1 ≤ i ≤ r. Let H n i denote the extended affine Hecke algebra of type A associated to S n i , which is defined over A. We denote by H λ the A-subalgebra of H n generated by the elements Z a 1 1 · · · Z an n T w (with a 1 , . . . , a n ∈ Z and w ∈ W λ ), which coincides with the A-subalgebra of H n generated by the elements T w (with w ∈ W λ ). We see that H λ is naturally isomorphic to H n 1 ⊗ · · · ⊗ H nr , where the tensor products are over A. Moreover, H λ has a Kazhdan-Lusztig basis {c w | w ∈ W λ }.
Lemma 4.1. There exists an isomorphism of A-algebras ϕ : H λ −→ 1 λ H r,n 1 λ , which is given by
Proof. The map ϕ is obviously a bijective A-linear map. It suffices to show that ϕ is an A-algebra homomorphism, which can be easily verified. We leave it as an exercise to the reader.
For each w ∈ W λ , we denote by g w,λ the image of the generator T w of H λ under ϕ in Lemma 4.1. Then {g w,λ } w∈ W λ is an A-basis of 1 λ H r,n 1 λ . Recall that there exists a unique ring involution · on H λ such that T w = T −1 w −1 for each w ∈ W λ and q m = q −m . This induces an involution · on 1 λ H r,n 1 λ such that ϕ(h) = ϕ(h) for any h ∈ H λ .
From the above definition, for any w ∈ W λ we have
Ag y,λ .
By an argument similar to the one in [L5, §5.2], we see that for any w ∈ W λ , there exists a unique element c w,λ ∈ 1 λ H r,n 1 λ such that c w,λ = c w,λ , and
In fact, the set {c w,λ } w∈ W λ is also an A-basis of 1 λ H r,n 1 λ . Moreover, we have c w,λ = ϕ(c w )
for any w ∈ W λ .
4.2.
A construction of the algebra E r,n . For each λ ∈ s n we define λ 0 ∈ s ′ n by λ 0 ∈ W λ. We set
Let E r,n be the set of all formal sums x = (λ 1 ,λ 2 )∈Γ x λ 1 ,λ 2 , where
Then E r,n is naturally an A-algebra, where the product xy of two elements x, y ∈ E r,n is given by (xy) λ 1 ,λ 2 = λ ∈W λ 1 x λ 1 ,λ yλ ,λ 2 . This algebra E r,n has a unit element, namely the element 1 such that 1 λ 1 ,λ 2 = δ λ 1 ,λ 2 1 λ 1 for any (λ 1 , λ 2 ) ∈ Γ. Note that for each (λ 1 , λ 2 ) ∈ Γ, we have λ 0 1 = λ 0 2 . Thus, we can define a ring involution · : E r,n → E r,n by x → x, where
Recall that each element w of W can be uniquely written as the form λw, where λ ∈ Z n and w ∈ W . In what follows, for each element w ∈ W , we will denote by w the corresponding element belonging to W under the above decomposition of w.
Then {x λ 1 ,λ 2 ; w | (λ 1 , λ 2 , w) ∈ C} forms an A-basis of E r,n . From the definition, for each (λ 1 , λ 2 , w) ∈ C we have
By an argument similar to the one in [L5, §5.2], we see that for any (λ 1 , λ 2 , w) ∈ C, there exists a unique element c λ 1 ,λ 2 ; w ∈ E r,n such that c λ 1 ,λ 2 ; w = c λ 1 ,λ 2 ; w , and
In fact, the set {c λ 1 ,λ 2 ; w | (λ 1 , λ 2 , w) ∈ C} is also an A-basis of E r,n . Moreover, there exists a unique A-involution i on E r,n such that i(c λ 1 ,λ 2 ; w ) = c λ 2 ,λ 1 ; w −1 .
Theorem 4.2. The A-algebra E r,n with the basis {c λ 1 ,λ 2 ; w | (λ 1 , λ 2 , w) ∈ C} and with the A-involution i satisfies properties P 1 , P 2 , P 3 and P 4 presented in Section 2.2.
Proof. For each λ ∈ s ′ n , let n λ = |W λ| and let Mat n λ (1 λ H r,n 1 λ ) be the algebra of n λ × n λ matrices with coefficients in 1 λ H r,n 1 λ . From the definition of E r,n , we have the following decomposition:
which is compatible with the algebra structures and with the natural bases. Using this fact, we can easily get that this theorem is reduced to the similar statement for each algebra 1 λ H r,n 1 λ (with λ ∈ s ′ n ). By Lemma 4.1, it suffices to verify the properties for each algebra H λ (with λ ∈ s ′ n ). Recall that associated with each λ ∈ s ′ n , we have some non-negative integers n 1 , n 2 , . . . , n r such that H λ ∼ = H n 1 ⊗ · · · ⊗ H nr , where each H n i (1 ≤ i ≤ r) is the extended affine Hecke algebra of type A. It is easy to see that in order to show that H λ satisfies the properties, it suffices to verify the properties for each algebra H n i (1 ≤ i ≤ r). It follows from Sh] that the algebra H n i satisfies properties P 1 , P 2 and P 3 . The fact that the algebra H n i satisfies the property P 4 follows from [Xi1] . We are done.
Affine cellularity of affine Yokonuma-Hecke algebras
Lusztig [L6, §34.10] proved that the unipotent Hecke algebra is isomorphic to a direct sum of matrix algebras. In particular, it can be deduced that the Yokonuma-Hecke algebra is isomorphic to a direct sum of matrix algebras with coefficients in tensor products of Hecke algebras of type A (see also [JPA] ). In this section we shall follow Lusztig's approach to prove that the algebra H r,n is isomorphic to the algebra E r,n , which are constructed in Sections 3 and 4, respectively. As a consequence, we can show that H r,n , and further Y r,n , is an affine cellular algebra.
Theorem 5.1. We have an A-algebra isomorphism H r,n ∼ −→ E r,n .
Proof. For each λ ∈ s n , we choose a sequence s λ = (s 1 , s 2 , . . . , s k ), where each s i is a simple reflection in S n , and
By definition we have τ λ 1 λ = 1 λ 0 τ λ and 1 λ τ ′ λ = τ ′ λ 1 λ 0 . Thus, we get
Since s k λ = λ, we can replace g s k 1 λ g s k with 1 s k λ by (3.4), and we obtain
Since s k−1 s k λ = s k λ, we can replace g s k−1 1 s k λ g s k−1 with 1 s k−1 s k λ by (3.4), and we obtain
Continuing in this way we get
This proves the first identity in (5.1). The second identity in (5.1) can be proved similarly.
We define an A-linear map Ψ : H r,n → E r,n by
We show that Ψ is a ring homomorphism. Let h, h ′ ∈ H r,n . We have
where the last equality follows from (5.1). Since 1 λ 1 h1λ = 0 ifλ ∈ s n − W λ 1 , we have
Thus, we have Ψ(h)Ψ(h ′ ) = Ψ(hh ′ ) as required. We also define an A-linear map Φ : E r,n → H r,n by
We show that Φ is a ring homomorphism. Let x, y ∈ E r,n . We have
Thus, we have Φ(xy) = Φ(x)Φ(y) as required.
Next we want to show that Φ • Ψ(h) = h for any h ∈ H r,n and Ψ • Φ(x) = x for any x ∈ E r,n .
We have
where the last equality follows from the fact that 1 λ 1 h1 λ 2 = 0 whenever (λ 1 , λ 2 ) / ∈ Γ. We have
We have proved this theorem.
. Set E R r,n := R ⊗ A E r,n and H R λ := R ⊗ A H λ for each λ ∈ s ′ n . Combining Theorems 3.3 and 5.1 with Lemma 4.1 and the equality (4.1), we can get the following theorem.
Theorem 5.2. We have the following isomorphism of R-algebras:
Combining Theorems 2.7 and 4.2 with Theorem 5.1, we have proved the following result.
Theorem 5.3. Let A = Z[q, q −1 ]. The algebra H r,n over A is an affine cellular algebra.
Combining Theorems 3.3 and 5.3 with Lemma 2.4, we can get the following result.
The affine Yokonuma-Hecke algebra Y r,n over R is an affine cellular algebra.
Remark 5.5. By Theorem 5.2, we can also recover the modular representation theory of Y r,n established in [CW, Theorem 4.1] . We skip the details and leave them to the reader.
Next we will apply the approach of affine cellular algebras to investigate homological properties of Y r,n . Let τ λ , τ ′ λ (λ ∈ s n ) and the map Ψ be defined as in the proof of Theorem 5.1. Then we have the following lemma.
Lemma 5.6. For any (λ 1 , λ 2 , w) ∈ C, we have Ψ(τ ′ λ 1
Proof. We first show that for any (λ 1 , λ 2 , w) ∈ C, we have
We have, for any (
The equality (5.2) now follows from the definition of x λ 1 ,λ 2 ; w .
Next we show that
Thus, we see that the equality ( Let us denote by E k c the free k-submodule of E k r,n spanned by c. Then E k c is a layer in an affine cell chain of E k r,n . We need to show that the affine k-algebra B c , associated to E k c , has finite global dimension and its Jacobson radical is zero, and moreover, E k c is idempotent and is generated by a non-zero idempotent element.
By (4.1), we see that the affine k-algebra B c is isomorphic to a matrix algebra over B c . By the facts that the global dimension is preserved under Morita equivalence, and that radM m (R) = M m (radR) for any ring R and m ∈ Z >0 , we see that B c has finite global dimension and its Jacobson radical is zero.
Assume that c λ 1 ,λ 2 ; z ∈ c (necessarily λ 0 1 = λ 0 2 = λ 0 ). By Lemma 5.6 we have c λ 1 ,λ 2 ; z = Ψ(τ ′ belong to E k c . Thus, we have proved that E k c is idempotent. Assume that e c is a non-zero idempotent element of H k c , that is, e 2 c = e c . By using (5.1) we have Ψ(τ By Lemma 5.6, we see that Ψ(τ ′ λ 1 λ 0 e c 1 λ 0 τ λ ) belongs to E k c and is a non-zero idempotent element of E k c . By applying [KX2, Theorem 4.3 (1)], we conclude that E k c is generated by the idempotent element. We have proved this lemma.
We further assume that k contains the r-th root of unity ζ, which is regarded as an R-algebra. Set Y k r,n := k ⊗ R Y r,n . By Theorem 5.2, we have the following algebra isomorphism:
Combining this fact with Lemma 5.7, we can immediately get the following result by applying Theorem 2.5.
Theorem 5.8. Assume that k is a field of characteristic zero which contains ζ, q ∈ k * and w∈W q l(w) = 0. Then all layers in an affine cell chain of Y k r,n correspond to idempotent two-sided ideals, which all have idempotent generators. In particular, the parameter set of simple Y k r,n -modules equals the parameter set of simple modules of its asymptotic algebra, and so it is a finite union of affine spaces. Moreover, Y k r,n has finite global dimension and its derived module category admits a stratification whose strata are the derived module categories of the various affine k-algebras B l .
Remark 5.9. From Theorem 5.8, we immediately get that the affine Yokonuma-Hecke algebra Y r,n (q) is an affine quasi-hereditary algebra when the parameter q is not a root of the Poincaré polynomial.
