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Chapter 1
Introduction
This thesis is concerned with some parabolic equations and elliptic equations with non-
linear boundary conditions. In the standard theory of partial dierential equations, as
far as the boundary condition is concerned, it is usually the case to pose Dirichlet-type,
Neumann-type or mixed-type boundary conditions. For such a case, the system should
be well controlled on the boundary to keep the prescribed boundary condition. However
when the size of the system is very large, there might be no way to control the ux
through the boundary. For this case, the system on the boundary is expected to be gov-
erned by some radiation law. The typical example of this kind of radiation law on the
boundary is derived from the Stefan-Boltzmann radiation law, which says that the heat
energy radiation J from the surface of the body is given by J = (T 4 T 4s ), where  > 0
is a positive constant, T is the surface temperature and Ts is the outside temperature.
The main purpose of this thesis is to treat mathematically the system which is governed
by some nonlinear law on the boundary.
This thesis consists of two parts. In Part I, we consider radiation-absorption models
and study the solvability of parabolic equations and their stationary problems within
these models. In Part II, we consider another type of model with the boundary con-
dition reecting only the absorption eect, which is studied by many authors from the
mathematical interest. Especially we focus on blow-up phenomena for this model.
1.1 Part I
In this part, we study the heat equations with nonlinear boundary conditions:8><>:
ut = u  bu+ f(x; t; u); (x; t) 2 
 2 (0; T );
 @u = (u); (x; t) 2 
 (0; T );
u(x; 0) = u0(x); x 2 
;
(P)
and their stationary problems:(
 u+ bu = f(x; u); x 2 
;
 @u = (u); x 2 @
;
(E)
7
8where 
 is smooth bounded domain in Rn, b > 0 and @ denotes the outward normal
derivative on the boundary. Equation (P) represents systems governed by some radiation
law on the boundary. The boundary conditions for heat equations are usually given by
Dirichlet-type, Neumann-type boundary conditions. However when the system is so
large, there are no way to control the system on the boundary to keep the prescribed
boundary condition. For such a case, the boundary condition is expected to be given
by some radiation law such as (P). The typical example of this kind of radiation law on
the boundary is derived from the so-called Stefan-Boltzmann's radiation law, which says
that the heat energy radiation from the surface of the body J is given by J = (T 4 T 4s ),
where  > 0 is a physical constant, T is the surface temperature and Ts is the outside
temperature. Thus Stefan-Boltzmann's law gives an example where (u) is a monotone
increasing function. In this case, the unique solvability for parabolic equations (P) is
completely covered by the abstract (subdierential operator) theory by H.Brezis [7].
However if we consider the case where the heat ux radiated from the surface is
reected by its surrounding materials, then we must consider also the absorption eect.
For such a case, (u) could not be monotone increasing anymore, but should contain a
perturbation term. In this case, the boundary condition is given by
 @u = (u)  g(u); x 2 @
;
where (u) is a monotone increasing function and g(u) is its perturbation. In fact, such
a kind of non-monotone radiation-absorption models are already proposed from the view
point of engineering (see e.g. [17]).
A goal of this part is to study the solvability of (P) and the existence of its stationary
problem (E) for such non-monotone radiation-absorption models. Here we treat three
cases.
(I) Elliptic problem I: f(x; u) = f(x),
(II) Elliptic problem II: f(x; u) = jujp 1u, (u) = jujq 1u,
(III) Parabolic problem: f(x; t; u) = f(x; t).
Throughout this part, the primitive functions of (u) and g(u) are denoted by j(u) and
G(u) respectively, i.e.,
j(u) =
Z u
0
(s)ds; G(u) =
Z u
0
g(s)ds:
For the case (I), we show the existence of H2-solutions of
(1.1)
(
 u+ bu = f(x) in 
;
 @u = (u)  g(u) on @

under suitable conditions on (u) and g(u):
9(A1) (u) is a continuous and monotone increasing function.
(A2) limjuj!+1 (u)=u = +1.
(A3) g(u) is a locally Lipschitz continuous function and there exist  2 (0; 1), c1 > 0
such that jg0(u)j  0(u) + c1 8u 2 R.
(A4) There exists c2 > 0 such that ju(u)j  c2 (jj(u)j+ u2 + 1) 8u 2 R.
In this setting, we shall show the following existence result.
Theorem 1.1.1. Let (A1){(A3) be satised. Then there exists a solution u 2 H2(
) of
(1.1). Moreover there exists c > 0 such that every solution u of (1.1) belonging to H2(
)
satises
kukH2(
)  c
 
1 + kfkL2(
)

:
Furthermore, we study the H2-regularity of weak solutions u 2 H1(
) of (1.1) (de-
nition of weak solution will be given in Section 2.2) which is an analogue of the classical
elliptic estimates under homogeneous Dirichlet or Neumann boundary conditions.
Theorem 1.1.2. Let (A1){(A4) be satised. Then every weak solution u of (1.1) with
u 2 D(j) := fu 2 H1(
); j(u) 2 L1(@
)g satises
kukH2(
)  c
 
1 + kfkL2(
)

:
We also study the existence of solutions of quasilinear equations involving the so-
called p-Laplace operator: p = div(jrujp 2ru).
(1.2)
8<: pu+ bjuj
p 2u = f(x) in 
;
 jrujp 2@u = (u)  g(u) on @
:
Theorem 1.1.3. Let p > 2 and let (A1){ (A3) be satised. Then for any f 2 W 1;p=(p 1)(
)
there exists a solution u of (1.2) satisfying u 2 fu 2 W 1;p(
); jrujp 2ru 2 W 1;p=(p 1)(
)g.
Theorem 1.1.3 is an extension of Theorem 1.1.1, however we need a strong condition
f 2 W 1;p0(
) in Theorem 1.1.3 to obtain solutions of (1.2).
For the case (II), we study
(1.3)
(
 u+ bu = jujp 1u in 
;
 @u = jujq 1u  g(u) on @
:
Here we impose the following conditions on g(u):
(A5) lim
u!0
g(u)=u = 0.
(A6) g(u) is a continuous function and for any " > 0 there exists c" > 0 such that
jg(u)j  "jujq + c" 8u 2 R:
Under these conditions, we obtain the following existence results.
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Theorem 1.1.4. Let b > 0 and 1 < q < p < 2   1, where 2 = 1 for n  2 and
2 = 2n=(n   2) for n  3. Assume (A5) and (A6). Then there exists a nontrivial
solution of (1.3) in H1(
) \ L1(
).
For more restricted case q 2 (1; n=(n  2)), the mountain pass lemma can be applied
directly to (1.3), since the embedding from H1(
) into Lq(@
) is compact. However, in
order to cover the range q 2 [n=(n   2); p), we need to introduce some approximation
arguments.
Moreover we shall show the existence of multiple solutions of (1.3). To state our
result, we dene a functional I(u) by
I(u) =
Z



1
2
 jruj2 + bu2  1
p+ 1
jujp+1

dx+
Z
@


1
q + 1
jujq+1  G(u)

d:
Theorem 1.1.5. Assume all assumptions in Theorem 1.1.4 and let g(u) be an odd
function. Then there exist innitely many solutions fukg1k=1 of (1.3) in H1(
) \ L1(
)
satisfying
lim
k!1
I(uk) =1:
For the case (III), we discuss the solvability of initial-boundary value problems of
the form:
(1.4)
8><>:
ut = u  bu+ f(x; t); (x; t) 2 
 (0; T );
 @u = (u)  g(u); (x; t) 2 @
 2 (0; T );
u(x; 0) = u0(x); x 2 
:
Here we assume conditions (A1){(A3) on (u) and g(u), which are the same conditions
as in the case (I). We reduce (1.4) to the following abstract evolution equations in L2(
):
(1.5)
(
ut + Au = (  b)u+ f(t); t 2 (0; T );
u(0) = u0;
where u(t) is regarded as a function t 7! u(t) 2 L2(
) and
Au =  u+ u;
D(A) = fu 2 H2(
); @u = (u)  g(u) on @
g:
Here we dene a functional '(u) by
'(u) =
8<:
1
2
kruk2L2(
) +

2
kuk2L2(
) +
Z
@

 
j(u) G(u)d if u 2 D(j);
+1 if u 2 L2(
) nD(j);
where D(j) = fu 2 H1(
); j(u) 2 L1(@
)g. We shall prove that ' is convex and lower
semicontinuous on L2(
) and the subdierential @' coincides with A for suciently
large  > 0. Then our existence theorem is stated as follows.
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Theorem 1.1.6. Let  > 0 be large enough, u0 2 L2(
) and f 2 L2(
 (0; T )). Then
there exists a unique solution u(t) 2 C([0; T ];L2(
)) of (1.5) such that
(i)
p
t  du(t)=dt 2 L2((0; T );L2(
)),
(ii) u(t) 2 D(@') a.e. t 2 (0; T ),
(iii) '(u(t)) 2 L1(0; T ), t'(u(t)) 2 L1(0; T ) and '(u(t)) is absolutely continuous
on (0; T ).
Moreover if u0 2 D(j), then u(t) satises
(iv) du(t)=dt 2 L2(0; T ;L2(
)), u(t) 2 L2(0; T ;H2(
)),
(v) '(u(t)) is absolutely continuous on t 2 [0; T ).
1.2 Part II
In this part, rst we study parabolic equations with an absorption eect on the boundary.
(1.6)
8><>:
ut = u  ajujp 1u; (x; t) 2 
 (0; T );
@u = jujq 1u; (x; t) 2 @
 (0; T );
u(x; 0) = u0(x)  0; x 2 
;
where p; q > 1, a > 0, 
 is the unit ball B1 = fx 2 Rn; jxj < 1g or a half line
R+ = fx 2 R;x > 0g and  denotes the outer unit normal vector on @
. Here a
nonlinear term uq on the boundary represents an absorption eect which may bring
about a blow-up phenomenon and  aup is a damping term which prevents the blow-
up phenomenon. For the case a = 0, from the absorption eect on the boundary, every
positive solution blows up in a nite time if 
 is the unit ball ([51, 23, 53]). For this case,
various aspects of blow-up phenomena are extensively studied, for example the blow-up
set, the blow-up rate, the blow-up prole, the complete blow-up, the boundedness of
global solutions, etc. ([15, 16, 26, 37, 38, 39, 61, 65, 67]). As for the case a > 0, the
dynamics of (1.6) is determined by the condition between p and q. It is known that the
dynamics of (1.6) is classied into three cases:
(i) p > q^ or p = q^, a > q, (ii) p < q^ or p = q^, a < q, (iii) p = q^, a = q,
where q^ = 2q   1. For the case (i), every solution is globally dened and uniformly
bounded, while for the case (ii), solutions with large initial data blow up in a nite
time (solutions with small initial are globally dened) ([1, 12, 71]). Furthermore for
the case (ii), the asymptotic behavior of blow-up solutions is studied by many authors
([12, 14, 64, 65, 69]). In particular for the case n = 1, by [12, 69], it is shown that
the asymptotic behavior of blow-up solutions for the case p = q^, a 2 (0; q) is a slightly
dierent from that for the case p < q^. The critical case (iii) is also studied in [12] only
for the case 
 = ( 1; 1). In this case, the dynamics of (1.6) is quite dierent from those
for the case (i) and (ii). In fact, in [12], it is shown that every nonnegative solution is
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globally dened and converges to the unique positive solution of
(1.7)
(
	00 = q	2q 1 in ( 1; 1);
	 =1 on f 1; 1g:
Namely every nonnegative solutions becomes unbounded at t = 1. However the study
of the higher dimensional cases or unbounded domain cases for the critical case is not
fully pursued yet. For the cases (i) and (ii) with n = 1, the dynamics of solutions of (1.6)
for the case 
 = R+ is almost the same as that for the case 
 = ( 1; 1). However, since
there appears a family of steady states for the critical case with 
 = R+, the large time
behavior of solutions of (1.6) turns out to be dierent from that for the case 
 = ( 1; 1).
The purpose of this part is to understand the dynamics of (1.6) for the critical case
with 
 = B1 (n  2) or 
 = R+ and to nd a new phenomenon. Furthermore we provide
a complete description of the asymptotic behavior of blow-up solutions for the case (ii).
In Chapter 3, we consider the critical case (iii) with 
 = B1 (n  2) and focus
on a nite blow-up of radially symmetric solutions of (1.6). For this case, no positive
stationary solutions exist and the trivial solution is unstable. From these facts, positive
solutions of (1.6) blow up in a nite time or become unbounded at t = 1. As is
stated above, for the case n = 1, every positive solution is globally dened and becomes
unbounded at t = 1. On the other hand, it will be shown that the dynamics for the
multidimensional case diers from that for the one dimensional case.
Theorem 1.2.1. Let p = 2q   1, a = q and n  2. Then every positive radially
symmetric solution of (1.6) blows up on the boundary in a nite time.
Next we study the asymptotic behavior of blow-up solutions near the blow-up time.
We recall that a solution blows up in a nite time if the initial data is large for the case (ii),
where the backward self-similar transformation is useful to investigate the asymptotic
behavior of blow-up solutions ([12, 69]). However since the blow-up phenomenon is not
the self-similar for the critical case, here we use the original variable instead of the self
similar-variable and introduce
v(r; t) = u(r; t) (q 1):
A new function v(r; t) solves
(1.8)
8>><>>:
vt = vrr +
n  1
r
vr +
q
(q   1)v
 
(q   1)2   v2r

; r 2 (0; 1); t 2 (0; T );
@rv =  (q   1); r = 1; t 2 (0; T );
v = v0 := u
 (q 1)
0 ; r 2 (0; 1); t = 0:
By virtue of this transformation, we can analyse the asymptotic behavior of the blow-up
solution u(r; t) by investigating the vanishing behavior of v(r; t). The second result is
concerning the existence of the blow-up prole for u(r; t).
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Theorem 1.2.2. Let u(r; t) be a positive solution of (1.6) with blow-up time T > 0 and
let v(r; t) be dened as above. Then v(r; t) can be continuously extended until t = T in
the sense that
v 2 C1;0([0; 1] [0; T ]); vt; vrr 2 L1((0; 1) (0; T )):
Moreover there exits c > 0 such that
ku(t)k1  c(T   t)1=(q 1):
If an initial data u0(r) is smooth and satises u
0
0(r)  u0(r)q in (0; 1) and u00(1) = u0(1)q,
then there exists ~c > 0 such that
ku(t)k1  ~c(T   t)1=(q 1):
By [69], it is known that the blow-up rate for the case (ii) is that of the self-similar
one, that is
ku(t)k1  (T   t)1=2(q 1):
Therefore the blow-up rate for the critical case turns out to be dierent from that for
the case (ii).
Finally we discuss the continuation of solutions beyond the vanishing (the blow-
up) time T . To construct solutions for t 2 (T;1), we solve (1.8) in a suitable sense
considering v(; T ) as the initial data. This kind of continuation is motivated by [25].
Here we call v(r; t) a global solution of (1.8) in K, if v(r; t) belongs to
K = fv 2 C1;0([0; 1] (0;1)); v(r; t) > 0 in [0; 1) (0;1);Z 1
0
Z 
0
 
v2t + v
2
rr

rn 1drdt <1 8 > 0g
and satises (1.8) with T replaced by 1, where the boundary condition is taken in the
classical sense.
Theorem 1.2.3. There exists a global solution v(r; t) of (1.8) in K such that
v(1; t) = 0; t 2 (T;1);
where T > 0 is the vanishing time of v(r; t).
Then u(r; t) = v(r; t) 1=(q 1) gives an extended global solution of (1.6) satisfying
u(1; t) =1 for t 2 (T;1).
Furthermore the uniqueness of global solutions in K will be discussed. The last result
in this chapter is stated as follows.
Theorem 1.2.4. Global solutions of (1.8) in K is unique.
14
The uniqueness before the vanishing (the blow-up) time follows from the standard
parabolic theory, however we need some special techniques in order to cope with the
presence of singularities on the boundary after the vanishing (the blow-up) time.
In Chapter 4, we consider the case (ii) with 
 = B1 and study the blow-up rate
of radially symmetric solutions of (1.6). The blow-up rate of solutions of (1.6) for the
case a = 0 was rst studied in [26]. They derived the following estimate for radially
symmetric solutions under some additional conditions on the initial data.
(1.9) ku(t)kL1(B1)  (T   t) 1=2(q 1):
For a general bounded domain case, the blow-up rate for the case q 2 (1; n=(n 2)) with
n  3 was studied in [37] and [39] under the following conditions on the initial data:
(1.10) u0;u0  0 in 
; @u0 = uq0 on @
:
Hu [38] derived the blow-up rate without the condition (1.10) for the case q 2 (1; (n  
1)=(n 2)]. Moreover the blow-up rate for the case 
 = Rn+ = fx = (x0; xn) 2 Rn;xn > 0g
with q 2 (1; n=(n  2)) is obtained in [15, 67] without any conditions on the initial data.
As for the case a > 0, Rossi [69] considered the case (ii) with 
 = ( 1; 1) and
obtained the blow-up rate under the following conditions on the initial data similar to
(1.10):
u0; u
00
0   aup0  0 in ( 1; 1); @u0 = uq0 on f 1; 1g:
The rst purpose this chapter is to remove these technical conditions on the initial data
to derive the blow-up rate of radially symmetric solutions.
Theorem 1.2.5. Let u(r; t) be a radially symmetric solution of (1.6) and T > 0 be its
blow-up time. Then there exists c > 0 such that
(1.11) ku(t)kL1(B1)  c(T   t) 1=2(q 1):
In general, the blow-up estimate from below:
ku(t)kL1(B1)  c(T   t) 1=2(q 1)
is easier than that from above. Therefore Theorem 1.2.5 implicitly implies (1.9).
Next we discuss the uniqueness of the following backward self-similar solutions to
determine the asymptotic behavior of u(r; t) near the blow-up time for the case p = q^,
a 2 (0; q).
(1.12)
8<:'00() 

2
'0()  '()
2(q   1)   aj'()j
2q 2'() = 0;  > 0;
 '0() = j'()jq 1'();  = 0:
Theorem 1.2.6. Let a 2 (0; q). Then (1.12) admits at most one positive solution.
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For the case a = 0, Fila-Quittner [26] proved the uniqueness of positive solutions of
(1.12) (see [16] for a multidimensional case). As a consequence, they [26, 69] proved that
if p < q^ or a = 0, then it holds that
(1.13) (T   t)1=2(q 1)u(1  pT   t; t)! '() in Cloc(R+);
where '() is the positive unique solution of (1.12) with a = 0. By the same way, for the
case p = q^, a 2 (0; q), as a consequence of Theorem 1.2.5 and Theorem 1.2.6, we obtain
the same asymptotic formula as (1.13), i.e., the asymptotic prole of blow-up solutions
can be described in terms of the backward self-similar solutions.
On the other hand, as for the critical case, it will be shown that there exists no
backward self-similar solutions. As a consequence of this fact, we nd that
sup
t2(0;T )
(T   t)1=2(q 1)ku(t)k1 =1:
This agrees with the fact: ku(t)k1  (T   t) 1=(q 1) given in Theorem 1.2.2 in Chapter
3. In this sense, the aspect of the blow-up phenomenon for the critical case diers from
other cases and the backward self-similar solution does not play the essential role.
In Chapter 5, we consider the critical case with 
 = R+. In this case, there exists
a family of positive steady states fg>0 ((0) = 0) of (1.6), which is given explicitly
by
(x) =
 
(q   1)x+  (q 1) 1=(q 1) :
A singular solution 1 also exists and is given by
1(x) = ((q   1)x) 1=(q 1) :
From the explicit expressions of , we can deduce that the steady states have the
ordered property, namely
1(x) < 2(x) if 1 < 2:
The rst result is on the instability of the steady states , which can be stated as
follows.
Theorem 1.2.7. Let  2 (0;1), 0  u0   (u0 6 ). Then for any R > 0 there
exists t0 > 0 and  > 0 such that
(x)  u(x; t)  ; (x; t) 2 (0; R) (t0;1):
Moreover let  2 (0;1) and u0   (u0 6 ). Then for any R > 0 there exists t0 > 0
and  > 0 such that
u(x; t)  (x)  ; (x; t) 2 (0; R) (t0;1):
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We recall that the positive radially symmetric steady states of
ut = u+ u
p; (x; t) 2 Rn  (0; T )
also have the same ordered property as above, if p  pJL (Proposition 3.7 (iv) in [72]),
where pJL is given by
(1.14) pJL =
8<:1 if n  10;n  2pn  1
n  4  2pn  1 if n > 11:
For this case, it is known that the positive radially symmetric steady states are stable
in some weighted L1-space (see [32, 33, 60]). Then a natural question arises: \Does the
ordered property of the steady states imply the stability of the steady states ?" Theorem
1.2.7 gives a negative answer to this question.
Next we study the large time behavior of global solutions of (1.6). In general, the
asymptotic behavior of time global solutions for one dimensional parabolic equations is
classied into three cases: (a) the solution converges to zero, (b) the solution converges
to one of nontrivial steady states, (c) the solution becomes unbounded at t =1. As is
stated above, for the critical case with 
 = ( 1; 1), only the case (c) can occur. However,
as for the critical case with 
 = R+, since the steady states exist, all cases (a){(c) might
occur. As for the possibility of the case (c), we have the following result.
Theorem 1.2.8. Assume that there exist  > 0 and x0 > 0 such that for large x  x0
u0(x) 
 
(q   1)x   (q 1) 1=(q 1) :
Then the solution u(x; t) is uniformly bounded on R+  (0;1).
Moreover by virtue of the intersection comparison argument, we nd that if the initial
data intersects with each steady state by nite times, then the case (a) or (b) should
occur. However, it is open whether bounded and oscillating solutions can exist or not
for the general initial data.
Finally we classify the large time behavior of sign changing solutions of (1.6) for the
critical case with 
 = ( 1; 1). We note that (1.6) has two types of singular solutions.
Ones are positive (negative) singular solutions 	(x) satisfying (1.7), the others are sign
changing singular solutions 	s(x) satisfying(
	00s = qj	sj2q 2	s in ( 1; 1);
	s(1) = 1:
As is stated above, the positive singular solution is stable in the sense that every positive
solution converges to the positive singular solution 	(x) as t ! 1. Then here arises
a natural question: \Are there solutions which converge to the sign changing singular
solution 	s(x) as t ! 1 ?" The following result gives a negative answer to this
question.
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Theorem 1.2.9. Let u(x; t) be a solution of (1.6). Then u(x; t) converges to either
	(x) uniformly on any compact set in ( 1; 1) or 0 uniformly on [ 1; 1] as t!1.
In other words, there are no solution which converges to the sign changing singular
solutions 	s(x) as t!1.
Next we consider the case a = 0 and 
 = Rn+ in (1.6):
(1.15)
8><>:
ut = u; (x; t) 2 Rn+  (0; T );
@u = u
q; (x; t) 2 @Rn+  (0; T );
u(x; 0) = u0(x)  0; x 2 R+;
where q > 1. Since the structure of steady states plays a essential role to understand
the global dynamics of (1.15), we study the positive steady states of (1.15).
(1.16)
(
u = 0 in Rn+;
@u = u
q on @Rn+:
The existence and the nonexistence of positive solutions of (1.16) are well understood.
If q 2 (1; n=(n   2)), (1.16) has no positive solutions ([37]), on the other hand, if q 
n=(n  2), (1.16) admits a family of positive solutions. For the case q = n=(n  2), it is
proved in [13, 49] that every positive solution of (1.16) is given by
u(x) =  1jx+ xj (n 2)
for some x = (x
0;  2=(n 2)=(n   2)),  > 0 and x0 2 Rn 1. For the supercritical case
q > n=(n  2), a family of positive solutions fug>0 (u(0) = ) is constructed in [11].
The existence and the nonexistence of positive solutions for (1.16) are closely related
with corresponding ones for
(1.17)   =  p in Rn:
In fact, (1.17) admits a family of positive radially symmetric solutions f (r)g>0
( (0) = ) if and only if p  (n + 2)=(n   2). Furthermore there is another criti-
cal exponent pJL (> (n + 2)=(n   2)) dened by (1.14), which is introduced in [42]. In
other words, the property of the sets of positive radially symmetric solutions of (1.17)
changes its nature across the border p = pJL. For the case (n + 2)=(n   2) < p < pJL,
any two positive radially symmetric solutions  (r) and  (r) ( 6= ) intersect each
other (Proposition 3.5 (ii) in [72], Proposition 2.16 (i) in [32]). On the other hand, for
the case p  pJL, two positive radially symmetric solutions  (r) and  (r) ( 6= )
do not intersect each other, namely a family of positive radially symmetric solutions
f (r)g>0 is completely ordered (Proposition 3.7 (iv) in [72], Proposition 2.16 (ii) in
[32]). Moreover Li [48] derived the asymptotic expansions of positive radially symmetric
solutions of (1.17) as follows. For the case p  pJL, there exists  > 0 such that
 (r) = Lr
 m +
(
c1()r
 (m+1) +O(r (m+1+)) if p > pJL;
(c1() log r + c2())r
 (n 2)=2 +O(r (n 2+)=2) if p = pJL;
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where m = 2=(p  1), Lp 1 = m(n  2 m) and 1 > 0 is the smaller root of
(1.18) 2   (n  2  2m)+ 2(n  2 m) = 0:
This quadratic equation has two distinct real roots if and only if p > pJL. For the case
p < pJL, there exists  > 0 such that
 (r) = Lr
 m +
 
c1() sin(A log r) + c2() cos(A log r) + o(r
 )

r (n 2)=2
where A > 0 is the imaginary part of complex roots of the quadratic equation (1.18).
The stability of positive radially symmetric solutions f (r)g>0 of (1.17) is also
well studied ([32, 72, 33, 60]). It is known that as a consequence of the change of the
property of the family of positive radially symmetric solutions stated above, the stability
of positive radially symmetric solutions of (1.17) also changes its nature across p = pJL.
For the case (n 2) < p < pJL, the positive radially symmetric solution  (r) is unstable
in some sense. While for the case p  pJL, the positive radially symmetric solutions  (r)
are stable under the perturbation in some weighted L1-space.
One of main purposes of this chapter is to investigate the properties and the stability
of positive solutions of (1.16) for the case q > n=(n 2). Although the existence of positive
solutions of (1.16) for the case q > n=(n  2) is already shown in [11], the properties of
them are not yet fully understood. Since positive solutions of (1.16) constructed in [11]
are not radially symmetric but xn-axial symmetric, the ODE approach is not available,
which causes a main diculty.
In Chapter 6, we study more minute properties of positive solutions of (1.16) for
the case q > n=(n   2). Here we consider xn-axial symmetric solutions, i.e., positive
solutions expressed by u(x) = ~u(jx0j; xn). To dene a new critical exponent, we set
b(q) = inf
u2H1(Rn+)
Z
Rn+
jruj2dx  q
Z
@Rn+
'q 11 u
2dx0Z
@Rn+
jx0j 1u2dx0
;
where '1(x) is the positive xn-axial symmetric singular solution of (1.16) introduced in
Section 6.3.1. The sign of b(q) represents the linear stability of the singular solution '1.
Denition 1.2.1. The exponent q is called JL-supercritical if b(q) > 0, JL-critical if
b(q) = 0 and JL-subcritical if b(q) < 0 respectively.
Unfortunately, the explicit expression of the critical exponent introduced above is
not given. However it will be shown that the property of the sets of positive solutions of
(1.16) changes its nature across this critical exponent. Therefore this critical exponent
plays the same role as the critical exponent pJL in (1.17) stated above. For simplicity,
we set
mq = 1=(q   1):
Main results in this chapter are stated as follows.
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Theorem 1.2.10. Let q be JL-supercritical or JL-critical. Then there exists a family
of positive xn-axial symmetric solutions fu(x)g>0 (u(0) = ) of (1.16) satisfying the
following properties.
(i) u(x) = u1(
q 1x)  '1(x), (ii) u1(x) < u2(x) if 1 < 2,
(iii) lim!1 u(x) = '1(x) for x 2 Rn+ n f0g,
(iv) there exists  > 0 such that for any  > 0 there exist c1() < 0, c2() 2 R such
that the following asymptotic expansion in the polar coordinate (r = jxj, tan  = jx0j=xn)
holds for large r > 0:
u(x) = '1(x) +
(
(c1 +O(r
 ))e1()r (mq+1) if JL-supercritical;
(c1 log r + c2 +O(r
 ))e1()r (n 2)=2 if JL-critical;
where 1 and e1() will be dened in Chapter 6 (see Theorem 6.1.1).
Theorem 1.2.11. Let q be JL-subcritical. Then there exists a family of positive xn-axial
symmetric solutions fu(x)g>0 (u(0) = ) of (1.16) satisfying the following properties.
(i) u(x) = u1(
q 1x), (ii) u(x)  c(1 + jxj) mq ,
(iii) lim!1 u(x) = '1(x) for x 2 Rn+ n f0g.
Moreover let '(x) be any positive solution of (1.16) satisfying '(x)  c(1 + jxj) mq .
Then one of the following two asymptotic expansions in the polar coordinate (r = jxj,
tan  = jx0j=xn) holds for large r > 0.
(a) there exists (c1; c2) 6= 0 and  > 0 such that
'(x) = '1(x) + (c1 sin(A log r) + c2 cos(A log r) +O(r )) e1()r (n 2)=2,
(b) there exist c 6= 0 and  > 0 such that
'(x) = '1(x) + (c+O(r )) e2()r (mq+2),
where A, ei() (i = 1; 2) and 2 will be dened in Chapter 6 (see Theorem 6.1.2).
From Theorem 1.2.10, for the JL-supercritical case and the JL-critical case, a fam-
ily of positive solutions of (1.16) is completely ordered. On the other hand, for the
JL-subcritical case, from the asymptotic expansions in Theorem 1.2.11, two positive so-
lutions of (1.16) turn out to intersect each other. Therefore we nd that the structure
of the family of positive solutions of (1.16) coincides with that of positive solutions of
(1.17).
Finally in Chapter 7, we study the stability of positive solutions of (1.16) for the
case q > n=(n  2). First we introduce the weighted L1-norms by
kuk := sup
s2Rn+
(1 + jxj)ju(x)j
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and
kjukj := sup
x2Rn+
(1 + jxj)(n 2)=2
log(2 + jxj) ju(x)j:
These weighted L1-spaces are the same functional spaces as is used in [32, 33]. In
particular, it will be seen that the weight  for the JL-supercritical case ( for the JL-
critical case) plays a crucial role to study the stability of positive solutions of (1.16).
Main results in this chapter are stated as follows.
Theorem 1.2.12. Let q be JL-supercritical, ' be the positive solution of (1.16) given
in Theorem 1.2.10 and u(x; t) be the solution of (1.15). Assume that u0 is xn-axial
symmetric and for any  > 0 there exists  > 0 such that ku0   'kmq+1+   (mq, 1
are as in Theorem 1.2.10), then u(x; t) converges to ' uniformly on Rn+ as t!1.
Theorem 1.2.13. Let q be JL-critical, ' be the positive solution of (1.16) given in
Theorem 1.2.10 and u(x; t) be the solution of (1.15). Assume that u0 is xn-axial sym-
metric and for any  2 (0; 1) there exists  > 0 such that kju0   'kj  , then u(x; t)
converges to ' uniformly on Rn+ as t!1.
Theorem 1.2.14. Let q be JL-subcritical, ' be the positive solution of (1.16) given in
Theorem 1.2.11 and u(x; t) be the solution of (1.15). If u0  ' (u0 6 '), then u(x; t)
converges to zero uniformly on Rn+ as t ! 1, on the other hand if u0  ' (u0 6 '),
then u(x; t) blows up in a nite time.
These results conclude that positive steady states are stable under a small perturba-
tion in appropriated weighted L1-spaces for the JL-supercritical case and the JL-critical
case. However, positive steady states are unstable for the JL-subcritical case. Thus
these results give the complete analogues of the well known facts about the stability of
positive radially symmetric steady states of ut = u+ u
p in Rn.
Part I
Radiation-absorption models
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Chapter 2
Existence of solutions to elliptic
equations and parabolic equations
2.1 Introduction
When one studies the heat equations in some domain with boundaries, as for the bound-
ary condition, normally one poses Dirichlet-type, Neumann-type or mixed-type boundary
conditions. This convention would be reasonable when the whole system on the boundary
is well controlled so as to keep boundary conditions mentioned above.
However, when the whole system is very large such as lakes or the ocean, it is no
more possible to control the ux of heat through the boundaries. For these cases, what
kind of boundary condition should be posed ?
The typical example of this kind of ux condition on the boundary is derived from the
so-called Stefan-Boltzmann's radiation law, which says that the heat energy radiation
from the surface of the body J is given by J = (T 4   T 4s ), where  > 0 is a physical
constant, T is the surface temperature and Ts is the outside temperature. Thus Stefan-
Boltzmann's law suggests that we should consider the following parabolic equations with
nonlinear boundary conditions:8><>:
ut = u+ bu; (x; t) 2 
 (0; T );
 @u = (u); (x; t) 2 @
 (0; T );
u(x; 0) = u0(x); x 2 
;
where @ = @=@ and  is the unit outward normal vector. Stefan-Boltzmann's law
gives an example where (u) is a monotone increasing function. For this case, the
unique solvability for this parabolic equation is completely covered by the abstract theory
(subdierential operator theory) by H.Brezis [7].
However, if we consider the case where the heat ux radiated from the surface is
reected by its surrounding materials, then we must consider also the absorption eect.
For such a case, (u) could not be monotone increasing anymore, but should contain a
perturbed term. In fact, such a kind of non-monotone radiation-absorption models are
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already proposed from the view point of engineering (see e.g. [17]). In this chapter, we
are concerned with such non-monotone radiation-absorption models and mainly study
the stationary problems of the form:
(2.1)
(
 u+ bu = f(x; u) in 
;
 @u = (u)  g(u) on @
;
where b > 0 and 
  Rn is a bounded domain with smooth boundary @
. In this
chapter, we treat two cases respectively
(I) f(x; u) = f(x) (II) f(x; u) = jujp 1u
The purpose for the case (I) is to show the existence of H2-solutions of (2.1) under
suitable conditions on (u) and g(u). To do this, we introduce approximation equations
for (2.1) and establish a priori bound of solutions of approximation equations in H2(
)
independent of the approximation parameter. As for the case (II), (u) is assumed
to be the power type nonlinearity (u) = jujq 1u and the existence of solutions in
H1(
) \ L1(
) is discussed. Here we also introduce approximation equations for (2.1)
and apply a mountain pass lemma to show the existence of approximation equations.
Furthermore the L1-estimates for approximation solutions are established by using the
Moser iteration technique.
Finally we discuss the existence of solutions of parabolic equations of the form:
(2.2)
8><>:
ut = u+ bu+ f(x; t); (x; t) 2 
 (0; T );
 @u = (u)  g(u); (x; t) 2 @
 (0; T );
u(x; 0) = u0(x); x 2 
;
where b > 0 and 
  Rn is a bounded domain with smooth boundary @
. To solve
(2.2), we reduce (2.2) to abstract equations on L2(
) and apply the existence results
given in [6] and [56].
2.2 Assumptions and main results
Throughout this part, the primitive functions of (u) and g(u) are denoted by
j(u) =
Z u
0
(s)ds; G(u) =
Z u
0
g(s)ds:
(I) Elliptic problem I
We impose the following condition on (u) and g(u).
(A1) (u) is a continuous and monotone increasing function.
(A2) limjuj!+1 (u)=u = +1.
(A3) g(u) is a locally Lipschitz continuous function and there exist  2 (0; 1), c1 > 0
such that jg0(u)j  0(u) + c1 8u 2 R.
(A4) There exists c2 > 0 such that ju(u)j  c2(jj(u)j+ u2 + 1) 8u 2 R.
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Condition (A3) implies that g(u) can be regarded as a small perturbation for the leading
term (u), which will play a crucial role in our arguments. Then the main result is
stated as follows.
Theorem 2.2.1. Let (A1){(A3) be satised. Then there exists a solution u 2 H2(
) of
(2.1). Moreover there exists c > 0 such that every solution u of (2.1) belonging to H2(
)
satises
(2.3) kukH2(
)  c
 
1 + kfkL2(
)

:
Furthermore, we can obtain a result which is an analogue of the classical elliptic
estimate for   in L2-space. To formulate this, we need to dene the notion of weak
solutions. We call u 2 fu 2 H1(
) : (u); g(u) 2 L1(@
)g a weak solution of (2.1), if u
satises Z


(ru  r+ bu) dx+
Z
@

((u)  g(u))d =
Z


fdx
for any  2 H1(
) \ L1(
). Here we set
D(j) = fu 2 H1(
); j(u) 2 L1(@
)g:
Then our result on the elliptic estimate can be stated as follows.
Theorem 2.2.2. Let (A1){(A4) be satised. Then every weak solution u of (2.1) with
u 2 D(j) satises (2.3).
Remark 2.2.1. When g(u)  0, it is well known that for any f 2 L2(
) there exists a
unique solution u 2 H2(
) of (2.1) (see e.g. [7]). However for our case, the uniqueness
does not hold in general. If we take (u) = jujq 1u (q > 1), g(u) = u, f  0
and  > 0 large enough, then the uniqueness does not hold. In fact, the associated
functional I(u) = 1
2
R


jruj2dx + R
@

( 1
q+1
jujq+1   
2
juj2)d attains the strictly negative
global minimum on H1(
) for suciently large  > 0, which assures the existence of
nontrivial solution of (2.1) besides the trivial solution u = 0.
Remark 2.2.2. The following condition (A4') gives a sucient condition to assure (A4).
(A4') There exist  > 0 and c > 1 such that j((1 + )u)  cj(u) for any u 2 R.
In fact, by the denition of subdierential, we get
((u); u)  j((1 + )u)  j(u)  (c   1)j(u);
whence follows (u)u  (c 1) 1j(u). On the other hand, the monotonicity of  yields
((u)  (0); u  0)  0. Hence we get  (u)u  j(0)j  juj. Thus (A4) is derived.
We also consider the following quasilinear elliptic equations.
(2.4)
8<: pu+ bjuj
p 2u = f in 
;
 jrujp 2@u = (u)  g(u) on @
;
where p = div(jrujp 2ru) is the so called p-Laplacian. Then we can obtain the
following analog of Theorem 2.2.1.
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Theorem 2.2.3. Let p > 2 and let (A1){ (A3) be satised. Then for any f 2 W 1;p=(p 1)(
)
there exists a solution u of (2.4) satisfying u 2 fu 2 W 1;p(
); jrujp 2ru 2 W 1;p=(p 1)(
)g.
(II) Elliptic problem II
For the case (II), we consider the following semilinear elliptic equations.
(2.5)
(
 u+ bu = jujp 1u in 
;
 @u = jujq 1u  g(u) on @
:
Here we assume the following conditions on g(u).
(A5) lim
u!0
g(u)=u = 0.
(A6) g(u) is a continuous function and for any " > 0 there exists c" > 0 such that
jg(u)j  "jujq + c" 8u 2 R:
Under these condition, we obtain the following existence results.
Theorem 2.2.4. Let b > 0 and 1 < q < p < 2   1, where 2 = 1 for n  2 and
2 = 2n=(n   2) for n  3. Assume (A5) and (A6). Then there exists a nontrivial
solution of (2.5) in H1(
) \ L1(
).
To state the second result, we dene a functional I(u) by
(2.6) I(u) =
Z



1
2
 jruj2 + bu2  1
p+ 1
jujp+1

dx+
Z
@


1
q + 1
jujq+1  G(u)

d:
Theorem 2.2.5. Assume all assumptions in Theorem 2.2.4 and let g(u) be an odd
function. Then there exist innitely many solutions fukg1k=1 of (2.5) in H1(
) \ L1(
)
satisfying
lim
k!1
I(uk) =1:
Remark 2.2.3. If we assume that g(u) is a locally Lipschitz continuous function on R,
then every solution in H1(
) \ L1(
) of (2.5) belongs to H2(
) by Theorem 2.2.2.
(III) Parabolic problem
We study the solvability of initial-boundary value problems of the form:
(2.7)
8><>:
ut = u  bu+ f(x; t); (x; t) 2 
 (0; T );
 @u = (u)  g(u); (x; t) 2 @
 (0; T );
u(x; 0) = u0(x); x 2 
:
Here we assume conditions (A1){(A3) on (u) and g(u), which are the same conditions
as in the case (I). We prepare denitions and notions.
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Let H be a Hilbert space equipped with the inner product (; )H and A : D(A) 
H ! 2E be a multi-valued mapping. Then A is said to be monotone if it satises for
u1; u2 2 D(A), f1 2 Au1, f2 2 Au2
(f1   f2; u1   u2)L2(
)  0:
Moreover A is said to be maximal monotone if these exists no other multi-valued mono-
tone operator A0 such that D(A)  D(A0) and Au  A0u for u 2 D(A).
Let ' : H ! R [ f1g be a convex and lower semicontinuous functional (' 6 +1)
and set
D(') = fu 2 H;'(u) <1g:
The subdierential of ' at u 2 D(') is dened by
@'(u) = ff 2 H;'(v)  '(u)  (f; v   u)H for v 2 D(')g:
It is well known that the operator u 7! @'(u) is maximal monotone (see Theorem 3 in
[7]).
To reduce (2.2) to abstract equations on L2(
), we dene a functional '(u) by
'(u) =
8<:
1
2
kruk2L2(
) +

2
kuk2L2(
) +
Z
@

 
j(u) G(u)d if u 2 D(j);
+1 if u 2 L2(
) nD(j);
where D(j) = fu 2 H1(
); j(u) 2 L1(@
)g. Then it will be shown in Lemma 2.3.4 that
'(u) is convex and lower semicontinuous on L
2(
) for large  > 0 and
@'(u) =  u+ 0u;
D(@') = fu 2 H2(
); @u = (u)  g(u) on @
g:
Therefore (2.2) can be reduced to
(2.8)
8<:
du
dt
= @'(u) + (b  )u+ f(t); t 2 (0; T );
u(0) = u0:
Then we obtain the following existence result.
Theorem 2.2.6. Let  > 0 large enough, u0 2 L2(
) and f 2 L2(
  (0; T )). Then
there exists a unique solution u(t) 2 C([0; T ];L2(
)) of (2.8) such that
(i)
p
t  du=dt(t) 2 L2((0; T );L2(
)),
(ii) u(t) 2 D(@') a.e. t 2 (0; T ),
(iii) '(u(t)) 2 L1(0; T ), t'(u(t)) 2 L1(0; T ) and '(u(t)) is absolutely continuous
on (0; T ).
Moreover if u0 2 D(j), then u(t) satises
(iv) du(t)=dt 2 L2(0; T ;L2(
)), u(t) 2 L2(0; T ;H2(
)),
(v) '(u(t)) is absolutely continuous on t 2 [0; T ).
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2.3 Proofs
(I) elliptic problem I
Proof of Theorem 2.2.1. We rst introduce approximation problems and show the
existence of solutions to the approximation problems. In the next step, we establish a
priori estimates for solutions of approximation problems. Especially, the argument for
the derivation of the H2-bound for solutions of approximation problems independent of
the approximation parameter forms a crucial part of our proof. Finally, we discuss the
convergence of solutions of approximation problems by using a priori estimates given in
the second step, from which the existence of an H2(
)-solution of (2.1) is derived.
Step1: Approximation problems
We introduce the following approximation problems.
(2.9)
(
 u+ bu = f in 
;
 @u = "(u)  g"(u) on @
;
where "(u), g"(u) are approximation functions of (u), g(u) given by
"(u) = "
 
(  ")(u)

; g"(u) = "
 
(g  ")(u)

;
where "(u) is a usual mollier and "(u) is a cut-o function dened by "(u) = 1=" if
u > 1=", "(u) = u if juj  1=", "(u) =  1=" if u <  1=".
By (A2), for K > 0 there exists rK > 0 such that (u)=u  K for juj  rK . Then it
is easy to see that there exists a suciently small "0 > 0 such that for all " 2 (0; "0) and
juj  rK + 1, we get
(  ")(u)=u =
Z 1
 1
((u  y)  ( y))"(y)dy + "(0)

=u

Z 1
 1
((u  y)  ( y))"(y)dy + "(0)

=u
 K
Z 1
 1
(u  y)"(y)dy

=u  c"=juj
 K
2
  K
rK + 1
Z 1
 1
jyj"(y)dy   c"
rK + 1
;
where c" = supy2( 1;1)(j(y)j + j"(0)j): Hence since rK ! +1 as K ! +1 and
"(0)! (0) as "! 0, we obtain
(2.10) lim
juj!1
(  ")(u)=u =1 uniformly in " 2 (0; "0):
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From (A3) and the mean value theorem for monotone functions (q(s2) q(s1) 
R s2
s1
q0(s)ds),
we get
j(g  ")(u+ h)  (g  ")(u)j 
Z 1
 1
Z u+h y
u y
jg0(s)jds
 "(y)dy

Z 1
 1
Z u+h y
u y
(0(s) + c1)ds
 "(y)dy
  j(  ")(u+ h)  (  ")(u)j+ c1jhj;
whence follows
(2.11) jg0"(u)j  0"(u) + c1:
As a consequence, there exists c > 0 such that for juj  1
(2.12) jg"(u)=uj  "(u)=u+ c:
We dene the energy functional I"(u) associated with (2.9) by
I"(u) =
1
2
Z


 jruj2 + bu2 dx+ Z
@

(j"(u) G"(u)) d  
Z


f(x)udx;
where j"(u) =
R u
0
"(s)ds and G"(u) =
R u
0
g"(s)ds. Since "(u), g"(u) are bounded
functions, by virtue of the trace theorem, I"(u) is well dened on H
1. Furthermore, by
(2.10) and (2.12), there exists c > 0 such that
(2.13) j"(u) G"(u)   c:
Hence I"(u) admits a global minimizer u", which implies its Frechet derivative I
0
"(u)
vanishes at u = u", so it is easy to see u = u" satises for any w 2 H1(
)Z


ru"  rwdx+ b
Z


u"wdx+
Z
@

 
"(u")  g"(u")

wd =
Z


f(x)wdx:
Step2: A priori estimates
Since u" is a global minimizer of I"(u), it is clear that
I"(u") =
1
2
Z


 jru"j2 + bu2" dx+ Z
@

(j"(u") G"(u")) d  
Z


f(x)u" dx
= inf
u2H1(
)
I"(u)  I"(0) = 0:
Then using (2.13), we get
(2.14) ku"kH1(
)  c
 
1 + kfkL2(
)

:
Next we establish the H2-estimate, which is the crucial step in our proof.
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Lemma 2.3.1. There exists c > 0 such that
(2.15) ku"kH2(
)  c
 ku"kH1(
) + kfkL2(
) :
Proof. Since the interior estimate can be derived from exactly the same argument as for
the classical linear theory, we here give only the estimates near the boundary. For this
purpose, it suces to give the estimate in a neighborhood of any point x0 2 @
. Since
@
 is a smooth, there exists a neighborhood U  Rn and a dieomorphic mapping '
such that
' : Q+ ! 
 \ U; '(Q0) = @
 \ U;
where Q+ = fy = (y0; yn); jy0j < 1, 0 < yn < 1g and Q0 = fy = (y0; 0); jy0j < 1g. We
dene v"(y) = u"('(y)) and F (y) = f('(y))J(y), where J(y) is the absolute value of
Jacobian of (@'j=@yi). Then v"(y) satises for any  2 f 2 H1(Q+); = 0 on jy0j = 1g
(2.16)
nX
i;j=1
Z
Q+
aij(y)(@iv")(@j)dy + b
Z
Q+
v"J(y)dy
+
Z
Q0
 
"(v")  g"(v")

(y0)dy0 =
Z
Q+
F (y)dy;
where @i = @=@yi, (y
0) is the surface element and aij(y) is a coecient satisfying the
uniform elliptic condition. As a test function in (2.16), we choose
" = D h((y)2Dhv")=(y0);
where Dhv = (hv   v)=jhj, hv(y) = v(y + h), h 2 Rn is a vector with hn = 0 and (y)
is a smooth cut o function with (y) = 0 near jy 0j = 1. It is clear that " 2 f 2
H1(Q+) ;  = 0 on jy 0j = 1g for suciently small jhj. Since aij(y) satises the uniform
elliptic condition, each term in (2.16) except the third term of the left-hand side can be
estimated by the standard arguments as in [7] and [8]. In fact, since
@j" =

D h(@j(2Dhv"))

=   D h(2Dhv") @j=2;
we haveZ
Q+
aij(@iv")(@j")dy =
Z
Q+
Dh(aij@iv")@j
 
2(Dhv")

dy
 
Z


aij(@iv")

D h(2Dhv")

@j=
2dy;
where aij = aij=. Here we note that the coecient aij satises the uniform elliptic
condition and (y0) > 0 for some 0 > 0. Hence by using the fact that Dh(b1b2) =
b1(Dhb2) + (Dhb1)(hb2) and kDhv"kL2(Q+)  krv"kL2(Q+), we obtain
nX
i;j=1
Z
Q+
aij(@iv")(@j")dy  a0 k(Dhrv")k2L2(Q+)
 ck(Dhrv")kL2(Q+)kv"kH1(Q+)   ckv"k2H1(Q+)
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for some a0 > 0. Since k"kL2(Q+)  c(k(Dhrv")kL2(Q+)+ kv"kH1(Q+)), the second term
and the last term of the left-hand side of (2.16) are estimated byZ
Q+
v""J(y)dy  ckv"kL2(Q+)
 k(Dhrv")kL2(Q+) + kv"kH1(Q+) ;Z
Q+
F (y)" dy  ckFkL2(Q+)
 k(Dhrv")kL2(Q+) + kv"kH1(Q+) :
As for the third term of the left-hand side of (2.16), we need some special treatment
reecting our boundary condition. Since "; g" 2 C1(R), from (2.11), we see that
Dh ("(v")  g"(v"))  (Dhv")
=
 
("(hv")  "(v"))  (g"(hv")  g"(v"))
  (Dhv")=jhj
=
Z 1
0
 
0"(hv" + (1  )v")  g0"(hv" + (1  )v")

d

(Dhv")
2

Z 1
0
 
(1  )0"(hv" + (1  )v")  c1

d

(Dhv")
2
  c1(Dhv")2:
Hence we haveZ
Q0
("(v")  g"(v"))"(y)dy0 =
Z
Q0
Dh ("(v")  g"(v"))  (Dhv")2dy0
  c1
Z
Q0
(Dhv")
22dy0:
Then by the trace inequality kvk2L2(Q0)  "kvk2H1(Q+) + c"kvk2L2(Q+), we obtainZ
Q0
("(v")  g"(v"))"(y0)dy0   "k(Dhv")k2H1(Q+)   c"kDhv"k2L2(Q+):
Thus combining these estimates, we conclude that v" satises
k(Dhrv")kL2(Q+)  c
 kv"kH1(Q+) + kFkL2(Q+) ;
which implies thatX
(i;j) 6=(n;n)
k(@i@jv")kL2(Q+)  c
 kv"kH1(Q+) + kFkL2(Q+) :
We here choose (y) such that (y) = 1 on Q+=2 := fy 2 Q+; jy0j < 1=2; 0 < yn < 1g
and (y) = 0 on fy 2 Q+; 3=4 < jy0j < 1; 0 < yn < 1g. Then it follows thatX
(i;j) 6=(n;n)
k@i@jv"kL2(Q+=2)  c
 kv"kH1(Q+) + kFkL2(Q+) :
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To obtain the estimate for @2nv", we go back to (2.16) and make use of the fact that v" is
a solution of (2.16) (see [7, 8]). Hence we obtain
@2nv" =  
0@ X
(i;j)6=(n;n)
@j (aij@iv") + (@nann)(@nv")  bJ(y)v" + F (y)
1A =ann:
Since ann is smooth and strictly positive, there exists c > 0 such that
k@2nv"kL2(Q+=2)  c
0@ X
(i;j)6=(n;n)
k@i@jv"kL2(Q+=2) + kv"kH1(Q+) + kFkL2(Q+)
1A :
Thus the H2-estimate for v" in Q+=2 is derived, whence follows the H
2-estimate for u"
in 
.
Step3: Convergence of solutions of approximation problems
Since u" 2 H2(
); by the standard argument, we see that u" satises  u" + bu" = f
in L2(
) and  @u" = "(u")  g"(u") in L2(@
) for every " > 0. Moreover, from (2.14)
and (2.15), there exists u 2 H2(
) and a sequence fu"kgk2N such that "k ! 0 as k !1
and
u"k * u weakly in H
2(
);
u"k(x)! u(x) strongly in L2(@
) and a.e. @
;
@u"k ! @u strongly in L2(@
) and a.e. @
;
"k(u"k(x))! (u(x)) a.e. @
;
g"k(u"k(x))! g(u(x)) a.e. @
:
Furthermore, since there exists a function h 2 L2(@
) such that
j@u"k(x)j+ ju"k(x)j  h(x); a.e. x 2 @
:
Then, by virtue of (2.12), there exists a constant c such that
j"k(u"k(x))j+ jg"k(u"k(x))j  ch(x); a.e. x 2 @
:
Hence Lebesgue's dominant convergence theorem assures that
"k(u"k)! (u) strongly in L2(@
);
g"k(u"k)! g(u) strongly in L2(@
):
Thus this u 2 H2(
) gives a solution of (2.1), which completes the proof of the rst part
of Theorem 2.2.1.
Next we show the second part of Theorem 2.2.1. Let u 2 H2(
) be a solution of
(2.1). Then by the trace theorem, we get @u = (u)  g(u) 2 L2(@
). Hence, by (A3)
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(and (2.12)), we can show that (u) 2 L2(@
). Hence repeating the same argument as
in the proof of Lemma 2.3.1 with ", g", u" replaced by , g, u respectively, we obtain
kukH2(
)  c
 kukH1(
) + kfkL2(
) ;
where c > 0 is a constant independent of u. To obtain H1-estimate, multiplying (2.1)
by u and integrating over 
, we get
kruk2L2(
) + bku k2L2(
) +
Z
@

((u)  g(u))udx =
Z


f(x)udx:
From (A2) and (A3), we note that ((u)  g(u))u  Ku2   c for some K; c > 0. Hence
we obtain
kukH1(
)  c
 
1 + kfkL2(
)

:
Combining these inequalities, we completes the proof.
Proof of Theorem 2.2.2. We rst note that condition (A3) implies that g(u) can be
regarded as a small perturbation for the leading term (u). In fact, from the mean value
theorem for monotone functions, it follows that
(2.17)
jg(u)uj  j(g(u)  g(0))uj+ jg(0)uj 
Z u
0
jg0(s)jds

juj+ cjuj

Z u
0
 0(s)ds

juj+ cjuj   ((u)  (0)) juj+ cjuj
 (u)juj+ (j(0)j+ c)juj:
Moreover (A3) and (A4) implies that
D(j)  fu 2 H1(
);u(u); ug(u) 2 L1(@
)g:
From (A3) and the mean value theorem for monotone functions, we see that for u1; u2 2 R
(2.18)
 
(u1)  (u2)
   g(u1)  g(u2)(u1   u2)

Z u1
u2
 
0(s)  g0(s)ds (u1   u2)   c1(u1   u2)2:
From the trace embedding inequality, there exists K > 0 such that
(2.19) c1kuk2L2(@
) 
1
2
kruk2L2(
) +
K
2
kuk2L2(
):
Here we consider the following auxiliary problem.
(2.20)
(
 v" +K v" = (K   b)u" + f" in 
;
 @v" = (v")  g(v") on @
;
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where u"; f" are smooth approximation functions of u; f such that u"; f" ! u; f in L2(
).
Then by the rst part of Theorem 2.2.1, there exists a solution v" 2 H2(
) of (2.20)
satisfying
(2.21) kv"kH2  c
 
1 + ku"kL2(
) + kf"kL2(
)

:
Furthermore, since v" is H
2-solution of (2.20), it is easy to see that v" becomes a weak
solution, i.e.,Z


 rv"  r+Kv"dx+ Z
@

 
(v")  g(v")

d =
Z


 
(K   b)u" + f"

dx:
On the other hand, since u is a weak solution of (2.1), u satisesZ


 ru  r+K udx+ Z
@

 
(u)  g(u)d = Z


 
(K   b)u+ fdx:
Hence it holds that for  2 H1(
) \ L1(
)Z


 r(v"   u)  r+K(v"   u)dx+ Z
@

n 
(v")  (u)

  g(v")  g(u)od = Z



(K   b)(u"   u) + (f"   f)
	
dx:
Here we claim that v" 2 L1(
), which will be shown later. Set
uk(x) =
8><>:
k if u(x) > k;
u(x) if ju(x)j  k;
 k if u(x) <  k:
We test (2.3) by ' = (v"   uk) 2 H1(
) \ L1(
) and let k ! 1. Since 0  ((u)  
(0))uk  ((u) (0))u 2 L1(@
), by the Lebesgue convergence lemma, it follows that
(u)uk ! (u)u in L1(@
):
Furthermore, since jg(u)ukj  jg(u)uj  (u)juj+(j(0)j+ c)juj by (2.17), we nd that
g(u)uk ! g(u)u in L1(@
). Hence, by (2.18), we can obtain
kr(v"   u)k2L2(
) +Kkv"   uk2L2(
)   c1kv"   uk2L2(@
)
 (K   b)ku"   ukL2(
)kv"   ukL2(
) + kf"   fkL2(
)kv"   ukL2(
):
Then applying (2.19), we get
kr(v"   u)k2L2(
) + kv"   uk2L2(
)  cku"   uk2L2(
) + ckf"   fk2L2(
):
Thus, in view of (2.21), we conclude that v" ! u strongly in H1(
) and weakly in H2(
),
whence follows (2.3).
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To complete the proof, it sucies to verify the claim v" 2 L1(
), which will be done
by the so-called L1-energy method (see [57, 58, 59]). For simplicity, we denote v" by v.
From (2.17) and (A2), there exists  > 0 such that for juj   
(u)  g(u)u  0:
We dene vk(x) = k if v(x) > k+ , vk(x) = v(x)   if   v(x)  k+  and vk(x) = 0
if v(x) < . Then it is easy to see that 
(v)  g(v)vk  0:
Hence multiplying (2.20) by vk , we obtain

Z


jrvkj2v 1k +K
Z


v+1k 
Z


jF"jvk ;
where F" = (K   b)u" + f". Hence by the Young inequality ab  " (+1)a+1 +
"(+1)=b+1, we get

Z


jrvkj2v 1k +
 
K   "(+1)= Z


v+1k  " (+1)
Z


jF"j+1:
Here we choose "(+1)= = K=2, then we obtain
(2.22) kvkkL+1(
)  2
K
kF"kL+1(
)  2
K
kF"kL1(
)j
j1=(1+):
Letting k !1, we nd that (2.22) holds true with vk replaced by v+ (x) = max(; v(x)).
Finally letting  ! 1, we conclude that v+ 2 L1(Q+) (see Lemma 2.1 of [59]). Re-
peating the same argument for v  (x) = min( ; v(x)), we can derive the claim.
Proof of Theorem 2.2.3. We use the same strategy as in the proof of Theorem 2.2.1.
First we consider approximation problems, where nonlinear diusion term pu is also
approximated to show the existence of solutions in C2(
). In the second step, we provide
a priori estimates for approximation problems. For a quasilinear case, H2-estimates can
not be expected. However we can establish estimates corresponding to Lemma 2.3.1.
Finally we study a convergence of solutions for approximation problems and obtain a
solution of (2.4).
First we consider the following approximation problems.
(2.23)
(
 div (Ap 2" ru) + bjujp 2u = f"(x) in 
;
 Ap 2" @u = "(u)  g"(u) on @
;
where A" = (jruj2 + ")1=2, f"(x) = (f  ")(x) (" is a usual mollier) and "(u), g"(u)
are the same functions given in the proof of Theorem 2.2.1. Equation (2.23) is rewritten
in a weak formula:
(2.24)
Z


 
Ap 2" ru  r + bjujp 2u 

dx+
Z
@

("(u)  g"(u)) d =
Z


f"(x) dx
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for any  2 C1(
). From Theorem 2.2 in Chapter 10 [50], there exists a solution
u" 2 C2(
). Moreover by the same procedure as in step 1 of the proof for Theorem
2.2.1, we see that
(2.25)
Z


(jru"jp + bju"jp) dx  c

1 + kfkp0
Lp0 (
)

;
where p0 is a dual exponent of p given by 1=p0 = 1 1=p. Now we provide a key estimate,
which is corresponding to Lemma 2.3.1.
Lemma 2.3.2. There exists c > 0 such thatjru"jp 2(D2u")p0Lp0 (
)  cku"kpW 1;p(
) + kf"kp0W 1;p0 (
) + 1 :
Proof. First we give interior estimates. Let D stand for one of spacial derivatives
(@=@x1;    , @=@xn), (x) 2 C1c (
) be a cut o function and u(k)" 2 C3(
) be an approx-
imation function of u" such that u
(k)
" ! u" in C2(
) as k !1. We use
(k)" = D
 
2Du(k)"

as a test function in (2.24). By an integration by parts, we see thatZ


Ap 2" ru"  rD
 
2(Du(k)" )

dx
=  
Z


D
 
Ap 2" ru"
  r(Du(k)" )2dx  Z


D
 
Ap 2" ru"
  r2(Du(k)" )dx:
Since u" 2 C2(
), letting k !1, we have
lim
k!1
Z


Ap 2" ru"  rD
 
2(Du(k)" )

dx
=  
Z


D
 
Ap 2" ru"
  r(Du")2dx  Z


D
 
Ap 2" ru"
  r2(Du")dx:
Then each term is estimated by
D(Ap 2" ru")  r(Du") = ((p  2)Ap 4" (ru"  rDu")2 + Ap 2" jrDu"j2) ;
D
 
Ap 2" ru"
  r2 = (p  2)Ap 4" (ru"  rDu")(ru"  r2) + Ap 2" (rDu"  r2):
Hence there exists c > 0 such that
  lim
k!1
Z


Ap 2" ru"  rD
 
2(Du(k)" )

dx  1
2
Z


Ap 2" jrDu"j22dx  c
Z


Ap"dx
 1
2
Z


jru"jp 2jrDu"j22dx  ckA"kpLp(
):
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Last terms in (2.24) is calculated as follows.
lim
k!1
Z


f"D(
2(Du(k)" ))dx =
Z


f"D(
2(Du"))dx
=
Z


(Df")
2(Du")dx  kDf"kLp0 (
)kDu"kLp(
):
Hence for any 
0  
 with dist(@
0; @
) > 0, there exists c > 0 depending on 
0 such
that Z

0
jru"jp 2jrDu"j2dx  c

kA"kpLp(
) + kf"kp
0
W 1;p0 (
)

dx:
Thus an interior estimate is established.
Next we provide estimates near the boundary. Here we use the same notations as in
the proof of Lemma 2.3.1. Then v" satises for any  2 f 2 C1(Q+); = 0 on jy0j = 1g
(2.26)
nX
i;j=1
Z
Q+
aij(y)B
p 2
" (@iv")(@j)dy + b
Z
Q+
v"J(y)dy
+
Z
Q0
("(v")  g"(v"))(y0)dy0 =
Z
Q+
F"(y)dy;
where B" is given by
B" =
 
nX
i;j=1
aij(y)(@iv)(@jv) + "
!1=2
:
Let D0 stand for one of spacial derivatives (@1;    ; @n 1), (y0) 2 f 2 C1(Q+);  = 0
on jy0j = 1g be a cut o function and v(k)" 2 C3(Q+) be an approximation function of v"
such that v
(k)
" ! v" in C2(Q+). We use (k)" = D0(2D0v(k)" )=(y0) as a test function in
(2.26). By using
(k)" = D
0
 
2(D0v(k)" )

!
+ 2(D0v(k)" )

D0
2

and letting k !1, we have
lim
k!1
nX
i;j=1
Z
Q+
aijB
p 2
" (@iv")(@j
(k)
" )dy
=  
Z
Q+
D0
 
aijB
p 2
" (@iv")

@j

2(D0v")


+
Z
Q+
aijB
p 2
" (@iv")@j

2(D0v")
D0
2

:
Here we note that
D0
 
aijB
p 2
" (@iv")

@j

2(D0v")


= aijD
0  Bp 2" (@iv")2(@jD0v")

+aijD
0  Bp 2" (@iv") @j 2

(D0v") + (D0aij)Bp 2" (@iv")@j

2(D0v")


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and
nX
i;j=1
aijD
0  Bp 2" (@iv") (@jD0v")  (p  2)Bp 4"
 
nX
i;j=1
aij(@iv")(@jD
0v"))
!2
+Bp 2"
nX
i;j=1
aij(@iD
0v")(@jD0v")  cBp 2" jrv"jj@jD0v"j:
Hence the rst term in (2.26) is estimated by
(2.27)
  lim
k!1
nX
i;j=1
Z
Q+
aijB
p 2
" (@iv")(@j
(k)
" )dy
 a0
Z
Q+
0@Bp 4"
 
nX
i;j=1
aij(@iv")(@jD
0v"))
!2
+Bp 2" jrD0v"j2
1A 2dy
 c
Z
Q+
 
Bp 2" jrv"jjrD0v"j+Bp 2" jrv"j2
 jr2jdy:
Furthermore we calculate last term in (2.26).
(2.28)
lim
k!1
Z
Q+
F"(y)
(k)
" dy =  
Z
Q+
D0 (F"(y)=) (D0v")2dy
 ckF"kW 1;p0 (Q+)kDv"kLp(Q+):
Finally we estimate the boundary term. Since p > 2, by the same way as in the proof of
Lemma 2.3.1, we verify that
 
Z
Q0
("(v")  g"(v"))(k)" dy0 =
Z
Q0
D0("(v")  g"(v"))(D0v")2 dy0
  c1
Z
Q0
(D0v")22dy0   c1
Z
Q0
jD0v"jp2dy0   c:
By a trace inequality, we haveZ
Q0
jD0v"jp2dy0  "kjD0v"jp=2k2H1(Q+) + c" 1kjD0v"jp=2k2L2(Q+):
 "
Z
Q+
Bp 2" jrD0v"j22dy + c" 1
Z
Q+
Bp"dy:
Hence we obtain
(2.29)
Z
Q0
("(v")  g"(v"))(k)" dy0  "
Z
Q+
Bp 2" jrD0v"j22dy + c"
Z
Q+
Bp"dy + c:
Thus combining (2.27){(2.29), we conclude that
(2.30)
Z
Q+
0@Bp 4"
 
nX
i;j=1
aij(@iv")(@jD
0v"))
!2
+Bp 2" jrD0v"j2
1A 2dy
 c

kB"kpLp(Q+) + kF"k
p0
W 1;p0 (Q+)
+ 1

:
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Since v" 2 C2(Q+), v" satises the following equation in a classical sense.
 
nX
i;j=1
@j
 
aijB
p 2
" (@iv")

+ bJv" = F"(y):
Then it is clear that
(2.31)  
nX
i=1
@n
 
ainB
p 2
" (@iv")

=
nX
i=1
n 1X
j=1
@j
 
aijB
p 2
" (@iv")
  bJv" + F"(y):
The rst term on the right-hand side is estimated by@j  aijBp 2" (@iv")  cBp 2" (j@jrv"j+ jrv"j) :
By the Holder inequality, we see thatZ
Q+=2
@j  aijBp 2" (@iv")p0 dy
 c
Z
Q+=2
Bp"dy
(2 p0)=2Z
Q+=2
Bp 2" j@jrv"j2dy
p0=2
+ c
Z
Q+=2
Bp"dy
 c
Z
Q+=2
Bp 2" j@jrv"j2dy + ckB"kpLp(Q+=2):
Hence from (2.31), it follows that
(2.32)

nX
i=1
@n
 
ainB
p 2
" (@iv")

p0
Lp0 (Q+=2)
 c
Z
Q+=2
Bp 2" jrD0v"j2dy
+kB"kpLp(Q+=2) + kv"k
p0
Lp0 (Q+=2)
+ kF"kp0Lp0 (Q+=2)

:
A direct computation shows that
nX
i=1
@n
 
ainB
p 2
" (@iv")

=
8<:(p  2)Bp 4"
 
nX
k=1
akn(@kv")
!2
+ annB
p 2
"
9=; (@2nv")
+(p  2)Bp 4"
nX
i;`=1
ain(@iv")(@`v")
 
n 1X
k
ak`(@n@kv") +
1
2
nX
k
(@nakl)(@kv")
!
+
nX
i=1
(@nain)B
p 2
" (@iv") +
n 1X
i=1
ainB
p 2
" (@n@iv"):
Therefore since ann is strictly positive, we have
(2.33)
Bp 2" (@2nv")p0Lp0 (Q+=2)  c
0@
nX
i=1
@n
 
ainB
p 2
" (@iv")

p0
Lp
0
(Q+=2)
+
Z
Q+=2
Bp 2" jrD0v"j2 + kB"kpLp(Q+=2)
!
:
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Thus combining (2.32) and (2.33), we obtain
(2.34)
Bp 2" (@2nv")p0Lp0 (Q+=2)  c
Z
Q+=2
Bp 2" jrD0v"j2dy
+kB"kpLp(Q+=2) + kv"k
p0
Lp0 (Q+=2)
+ kF"kp0Lp0 (Q+=2)

:
By the Young's inequality, we observe that
(2.35)
Bp 2" jrD0v"jp0Lp0 (Q+=2) =
Z
Q+=2
 
Bp 2" jrD0v"j
p0
dy
 kB"kpLp(Q+=2) +
Z
Q+=2
Bp 2" jrD0v"j2dy:
Here we note that
B"  c(jrv"jp + 1):
Hence applying (2.30) into (2.34) and (2.35), we obtain from p > p0
nX
i;j=1
jrv"jp 2(@i@jv")p0Lp0 (Q+=2)  nX
i;j=1
kBp 2" (@i@jv")kp
0
Lp
0
(Q+=2)
 c

kv"kpW 1;p(Q+) + kF"k
p0
W 1;p0 (Q+)
+ 1

:
Thus this implies that in the original coordinatejru"jp 2(D2u")p0Lp0 (
)  cku"kpW 1;p(
) + kf"kp0W 1;p0 (
) + 1
which completes the proof.
From (2.25) and Lemma 2.3.2, we see thatjru"jp 2ru"p0W 1;p0 (
) = ckru"kpLp(
) + jru"jp 2(D2u")p0Lp0 (
)
 c

kf"kp0W 1;p0 (
) + 1

:
Hence there exist u 2 W 1;p(
), g; h 2 Lp0(
) and a sequence fu"kgk2N such that
u"k * u weakly in W
1;p(
);
jru"k jp 2ru"k * g weakly in W 1;p0(
);
jru"k jp 2ru"k ! g strongly in Lp0(
);
jru"k jp 2@u"k ! h strongly in Lp0(@
):
By Lemma 4.4 in [20], for p  2 there exists  > 0 such that for a; b 2 Rn
ja  bjp  (jajp 2a  jbjp 2b)  (a  b):
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Hence it holds that

ru"k  ru"k0 p 1  jru"k jp 2ru"k   jru"k0 jp 2ru"k0  :
As a consequence, we nd that ru"k ! ru strongly in Lp 1(
), g = jrujp 2ru and
h = jrujp 2@u. By the same argument as in step 3 of the proof for Theorem 2.2.1, it
follows that
"k(u"k)! (u) strongly in Lp0(@
);
g"k(u"k)! g(u) strongly in Lp0(@
):
Thus this u is a solution of (2.4), which completes the proof.
(II) elliptic problem II
Proof of Theorem 2.2.4. We rely on the variational approach (mountain pass lemma)
to prove the existence of solutions of (2.5). However the functional I(u) given by (2.6)
may not be well dened on H1(
) in general, since the functions appearing in the
boundary integral might not be integrable for any u 2 H1(
). To cope with this diculty,
we rst introduce approximation problems:
(2.36)
(
 u+ bu = jujp 1u in 
;
 @u = k(u)  gk(u) on @
;
where approximation functions k and gk are given by
k(u) =
8<:
kq u > k;
jujq 1u juj  k;
 kq u <  k;
gk(u) =
8<:
g(k) u > k;
g(u) juj  k;
g( k) u <  k:
Then the functional Ik associated with (2.36) is given by
Ik(u) =
Z


1
2
 jruj2 + bu2 dx+ Z
@

(jk(u) Gk(u)) d  
Z


1
p+ 1
jujp+1dx;
where jk(u) =
R u
0
k(s)ds, Gk(u) =
R u
0
gk(s)ds. Since k; gk 2 L1(R) and p 2 (1; (n +
2)=(n   2)), it is clear that Ik is well dened on H1(
). From (A6), there exists  > 0
independent of k 2 N such that jk(u) Gk(u) > 0 for juj > . Hence by (A5) and a trace
inequality, for  > 0 there exists  > 0 independent of k 2 N such that if kukH1(
) < ,Z
@

(jk(u) Gk(u)) d   kuk2H1(
):
Therefore from the Sobolev inequality, there exists ;  > 0 independent of k 2 N such
that if kukH1(
) < ,
(2.37) Ik(u)  kuk2H1(
):
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Next we assure (PS) condition. We note that for u 2 H1(
)
Ik(u)  (rIk(u); u)
p+ 1
=

1
2
  1
p+ 1
Z


 jruj2 + bu2 dx
+
Z
@


jk(u)  k(u)u
p+ 1

d  
Z
@


Gk(u)  gk(u)u
p+ 1

d:
From (A6), for  > 0 there exists c > 0 such that
jk(u)  k(u)u
p+ 1
 

Gk(u)  gk(u)u
p+ 1


8>>><>>>:

1
q + 1
  1
p+ 1

jujq+1    jujq+1 + c if juj  k;
1
q + 1
  1
p+ 1

kqjuj   (kqjuj+ c) if juj > k:
Therefore since 1 < q < p, by choosing  > 0 small enough, we obtain for u 2 H1(
)
(2.38)

1
2
  1
p+ 1
Z


 jruj2 + bu2 dx  Ik(u)  (rIk(u); u)
p+ 1
+ cj@
j:
Let fujgj2N be a sequence such that Ik(uj) ! c and rIk(uj) ! 0 in H1(
) as j ! 1.
Then from (2.38), the sequence fujgj2N is bounded in H1(
). Hence from 1 < p <
(n + 2)=(n   2) if n  3, we verify that the sequence fujgj2N is compact in H1(
).
Therefore the functional Ik satises (PS)-condition for k 2 N. Now we dene
(2.39) I0(u) =
Z


1
2
 jruj2 + bu2 dx  Z


1
p+ 1
jujp+1dx:
Since Ik(u) = I0(u) for u 2 C1c (
), there exists 0 2 C1c independent of k 2 N such
that
Ik(0)  0:
Here we note that due to mountain pass lemma (see [68]), there exists a critical value of
Ik characterized by
ck = inf
2 
max
t2[0;1]
Ik((t));
where   = f 2 C([0; 1];H1(
)); (0) = 0; (1) = 0g. Take (t) = t0 as a test path in
  for all k 2 N, then we get
(2.40) ck  max
t2[0;1]
Ik(t0) = max
t2[0;1]
I0(t0) =: c
;
which implies the boundedness of fckg1k=1. Moreover from (2.37), it is clear that for
k 2 N
ck  2:
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Therefore the critical point with the critical value ck gives a nontrivial solution of (2.36).
Let uk be a critical point of Ik with the critical value ck, then by using (2.40), we can
derive the H1-boundedness of fukg1k=1. In fact, taking u = uk in (2.38), then from
rIk(uk) = 0, we have
(2.41)

1
2
  1
p+ 1
Z


(jrukj2 + bu2k)dx  Ik(uk) + cj@
j  c + cj
j:
Furthermore, we can derive the following L1-estimates.
Lemma 2.3.3. Let n  2. Then there exist c = c(n; p; g) > 0 and  = (n; p)  1 such
that any weak solution uk 2 H1(
) of (2.36) with kukkH1(
)  K satises
kukkL1(
)  cK:
Proof. Our proof is based on the proof of Theorem 8.17 in [31]. Here we use the notation
kukr = kukLr(
) for r 2 [1;1]. From (A6), we can choose R0 > 0 such that ((u)  
g(u))u  0 for juj  R0. We set wk = maxfuk; 0g and m0 = supjujR0 jg(u)j=juj. Here
we note that
(k(uk)  gk(uk))wk   m0w2k:
Hence multiplying (2.36) by w (  1), then we get
4
(+ 1)2
w(+1)=2k 2
H1(
)

Z


w+pk dx+m0
Z
@

w+1k d:
From a trace inequality, we see thatZ
@

w+1k d =
w(+1)=22
L2(@
)


"
 + 1
rw(+1)=2k 2
2
+ c

 + 1
"
w(+1)=2k 2
2
:
Let 2 = 2n=(n  2) if n  3 and 2 = 2(p+ 1) if n = 2. We choose  2 (0; 1) such that
1=(p + 1) = =2 + (1   )=2 and set  = 2=2 > 1. By the Holder inequality and an
interpolation inequality, we haveZ


w+pk dx  kwp 1k k(p+1)=(p 1)kw+1k k(p+1)=2  kwkkp 1p+1
w+1k 1  w+1k 1 :
By the Sobolev inequality and the assumption kukkH1(
)  K, we see thatZ


w+pk dx  cKp 1
w+1k 1  w+1k 1
 c
 
"
 + 1
w+1k  +K(p 1)=  " + 1
 (1 )= w+1k 1
!
= c
 
"
 + 1
w(+1)=2k 2
2
+K(p 1)=

"
 + 1
 (1 )=
kwkk+1+1
!
 c
 
"
 + 1
w(+1)=2k 2
H1(
)
+K(p 1)=

"
 + 1
 (1 )=
kwkk+1+1
!
:
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Hence taking " > 0 small enough, we obtainw(+1)=2k 2
H1(
)
 cK(p 1)=( + 1)kwkk+1+1
for some   1. Therefore from the Sobolev inequality, it follows that
kwkk+1(+1)  cK(p 1)=(+ 1)kwkk+1+1:
By the same iteration argument as in the proof of Theorem 8.17 of [31], there exists
 > 0 such that
kwkk1  cKkwkk2;
which assures the L1-estimates for wk = maxfuk; 0g. By the arguments similar to
those above, we can also derive the L1-estimates for minfuk; 0g. Thus the proof is
completed.
For the case where n  2, Lemma 2.3.3 and (2.41) assure that fukg1k=1 is bounded in
L1(
). As for the case n = 1, (2.41) with the embedding H1(
)  L1(
) assures the
boundedness of fukg1k=1 in L1(
). Hence there exists A > 0 such that kukkL1(
)  A.
Therefore by the construction of k and gk, we see that for k > A
k(uk) = (uk); gk(uk) = g(uk):
Thus this uk 2 H1(
) \ L1(
) gives the desired solution.
Proof of Theorem 2.2.5. We again consider approximation problems (2.36). Since
gk(u) is assumed to be an odd function, we can apply the symmetric mountain pass
lemma to obtain innitely many solutions for approximation problems. In fact, let ei
be the i-th eigenfunction of ( ) with homogeneous Dirichlet boundary condition and
set Ej =spanfe1; e2,    ; ejg. Since Ik behaves as I0 given in (2.39) on Ej, there exists
Rj > 0 independent of k 2 N such that
Ik(u)  0 for u 2 Ej nBEj(Rj);
where BEj(Rj) = fu 2 Ej; kukH1(
) < Rjg. By the symmetric mountain pass lemma
(See Theorem 9.12 of [68]), there exist innitely many critical points fujkg1j=1 of Ik whose
critical values fcjkg1j=1 are unbounded and characterized by
cjk = Ik(u
j
k) = inf
h2 j
max
u2Ej
Ik(h(u));
where  j = fh 2 C(Ej;H1);h is odd; h(u) = u if u 2 Ej n BEj(Rj)g. Take id 2  j as a
test path, then we get
cjk  max
u2Ej
Ik(u) = max
u2Ej
I0(u) =: c

j ;
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whence follows the boundedness of fcjkg1k=1. Hence H1-bounded of fujkgk2N follows from
(2.41).
kujkk2H1(
)  c
 
Ik(u
j
k) + 1
  c  cj + 1 :
Moreover from Lemma 2.3.3, we obtain the L1-estimates for fujkgk2N.
kujkkL1(
)  c
 
1 + cj
=2
=: Aj:
Hence by the construction of k and gk, we note that for k > Aj
k(u
j
k) = (u
j
k); gk(u
j
k) = g(u
j
k):
Therefore the critical point ujk of the functional Ik for k  Aj turn out to be the critical
points of I. Thus, we can nd innitely many critical points fukg1k=1 of I whose critical
values are unbounded, which completes the proof.
(III) Parabolic problem
Proof of Theorem 2.2.6. We introduce a functional '(u) dened on L
2(
).
'(u) =
8<:
1
2
kruk2L2(
) +

2
kuk2L2(
) +
Z
@

(j(u) G(u)) d if u 2 D(j);
+1 if u 2 L2(
) nD(j);
where D(j) = fu 2 H1(
); j(u) 2 L1(@
)g. From (A3), we see that G(u) 2 L1(@
) if
u 2 D(j). Therefore the domain of ' is given by D(') = D(j). From (A3), a function
(u) := (u) + g(u) + c1u is monotone increasing. Hence a functional
P (u) =
8<:
Z
@


j(u) G(u) + c1
2
u2

d if u 2 D(j)
+1 if u 2 L2(
) nD(j)
is convex and lower semicontinuous on L2(
). Moreover we see that a functional
Q(u) =
1
2
kruk2L2(
) +
1
2
kuk2L2(
)  
c1
2
Z
@

u2d
is convex on H1(
). In fact, by a trace inequality, we have for u1; u2 2 H1(
)
d2
d 2
Q(u1 + (1  )u2) = 1
2
kr(u1   u2)k2L2(
) +

2
ku1   u2k2L2(
)
 c1
2
Z
@

(u1   u2)2d:


1
2
  "

kr(u1   u2)k2L2(
) +

2
  c" 1

ku1   u2k2L2(
):
Hence there exists 1 > 0 such that for  > 1
d2
d 2
Q(u1 + (1  )u2)  0; u1; u2 2 H1(
);
which shows a convexity of Q(u). Therefore we obtain the following lemma
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Lemma 2.3.4. There exists 0 > 0 such that for  > 0 the functional '(u) is convex
and lower semicontinuous on L2(
). Moreover it holds that
@'(u) =  u+ u;
D(@') = fu 2 H2(
); @u = (u)  g(u) a:e: @
g;
Proof. By denition, it is clear that
'(u) = P (u) +Q(u):
Since P (u) and Q(u) ( > 1) are convex and lower semicontinuous on L
2(
), '(u) is
also convex and lower semicontinuous on L2(
). Now we dene a operator A by
A =  u+ u;
D(A) = fu 2 H2(
); @u = (u)  g(u) a:e: @
g:
To complete the proof, since @' is a maximal monotone operator (see Theorem 3 in [7]),
it is sucient to show that A is maximal monotone and Au 2 @'(u) for u 2 D(A).
Then from (A3) we see that for u1; u2 2 D(A)
(Au1   Au2; u1   u2)L2(
) = kr(u1   u2)k2L2(
) + ku1   u2k2L2(
)
+
Z
@

 
(u1)  g(u1)
   (u2)  g(u2)(u1   u2)d
 kr(u1   u2)k2L2(
) + ku1   u2k2L2(
)   c1ku1   u2k2L2(@
):
Hence by a trace inequality, there exists 2  1 such that for  > 2
(Au1   Au2; u1   u2)  0; u1; u2 2 D(A);
which shows the monotonicity of A. On the other hand, since (u) = (u)  g(u) + c1u
is monotone increasing, it holds that
(u)(v   u) 
Z v
0
(s)ds 
Z u
0
(s)ds
=

j(v) G(v) + c1
2
v2

 

j(u) G(u) + c1
2
u2

:
Hence we see that for u 2 D(A) and v 2 D(')
(Au; (v   u))L2(
) =
Z


ru  r(v   u)dx+ 
Z


u(v   u)dx
+
Z
@

(u)(v   u)d   c1
Z
@

u(v   u)
 1
2
Z


 jrvj2   jruj2 dx+ 
2
Z


 
v2   u2 dx
+
Z
@

 
j(v) G(v)d   Z
@

 
j(u) G(u)d
= '(v)  '(u);
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which assures Au 2 @'(u) for u 2 D(A). Finally to verify a maximality of A, it
is sucient to show that R(1 + A) = L2(
) (see Proposition 2 in [7]). The claim
R(1+A) = L2(
) follows directly from Theorem 2.2.1. Thus the proof is completed.
From Lemma 2.3.4, we reduce (2.2) to the abstract equation (2.8) on L2(
). Since a
mapping u 7! (0  b)u is Lipschitz continuous on L2(
), by Proposition 3.12 in [6] (see
also [56]), for any u0 2 L2(
) = D(') and f 2 L2((0; T );L2(
)) there exists a unique
solution u(t) 2 C([0; T ];L2(
)) of (2.8) satisfying (i){(iii) stated in Theorem 2.2.6. Thus
the proof is completed.

Part II
Asymptotic behavior of solutions for
absorption models
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Chapter 3
Continuation beyond the blow-up
time for multiple dimensional case
3.1 Introduction
In this chapter, we consider positive solutions of
(3.1)
8><>:
ut = u  aup; (x; t) 2 B1  (0; T );
@u = u
q; (x; t) 2 @B1  (0; T );
u(x; 0) = u0(x)  0; x 2 B1;
where p; q > 1, a > 0, B1 is the unit ball in Rn and  denotes the outer unit normal
vector on @
. The study of nite time blow-up and global existence for this problem
was started in [12] (independent of [54]). These results were improved by many authors
([1, 3, 4, 14, 21, 62, 70, 71]) and extended to quasilinear parabolic equations ([1, 22, 24,
41, 47, 73]). It is known that the dynamics of (3.1) is classied into three cases:
(i) p > q^ or p = q^, a > q, (ii) p < q^ or p = q^, a < q, (iii) p = q^, a = q,
where q^ = 2q 1. For the case (i), every solution is global dened and uniformly bounded,
while for the case (ii), solutions with the large initial data blow up in a nite time (see
[1, 12, 71]). The critical case (iii) is also studied in [12] only for the case n = 1. They
proved that every nonnegative solution is globally dened and converges to the unique
positive solution of (
	00 = q	2q 1 in ( 1; 1);
	 =1 on f1; 1g:
Namely every nonnegative solution becomes unbounded at t = 1. However the study
of the multidimensional case for the critical case has not been studied yet. The purpose
of this chapter is to understand the dynamics for the multidimensional case of positive
solutions of (3.1) for the critical case. Our rst result reveals that the dynamics for the
multidimensional case are diers from that for the one dimensional case.
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Theorem 3.1.1. Let p = 2q  1, a = q and n  2. Then every positive solution of (3.1)
blows up on the boundary in a nite time.
As a corollary of this result, it will be shown that every positive solution blows up in
a nite time even if B1 is replaced by a general bounded domain with smooth boundary.
Next we discuss the asymptotic behavior of blow-up solutions. For the case (ii),
the backward self-similar transformation is useful to study the asymptotic behavior of
blow-up solutions ([69]). However we use the original variables instead of the self-similar
variables here. We introduce a new unknown function:
v(r; t) = u(r; t) (q 1):
A new function v(r; t) solves
(3.2)
8>><>>:
vt = vrr +
n  1
r
vr +
q
(q   1)v
 
(q   1)2   v2r

; (r; t) 2 (0; 1) (0; T );
@rv =  (q   1); (r; t) 2 f1g  (0; T );
v(r; 0) = v0(r) := u0(r)
 (q 1); r 2 (0; 1):
By virtue of this transformation, we can analyse the asymptotic behavior of the blow-
up solution u(r; t) by investigating the vanishing behavior of v(r; t). Let u(r; t) be a
nite time blow-up solution and T > 0 be its blow-up time. Then v(r; t) vanishes on
the boundary at t = T , as a consequence, the factor 1=v of the nonlinear term on the
right-hand side of (3.2) may have a singularity near the boundary at t  T . However
since the factor (q   1)2   v2r of the nonlinear term always vanish on the boundary by
a boundary condition, we can expect that after canceling out, the total nonlinear term
stays bounded as far as the solution exists. This observation suggests that v(r; t) might
be extended continuously until t = T . In fact, the second result justies this observation.
Theorem 3.1.2. Let u(r; t) be a positive solution of (3.2), T > 0 be its blow-up time
and v(r; t) be dened above. Then v(r; t) can be continuously extended until t = T in the
sense of
v 2 C1;0([0; 1] [0; T ]); vt; vrr 2 L1((0; 1) (0; T )):
Moreover there exits c > 0 such that
(3.3) ku(t)k1  c(T   t) 1=(q 1):
If an initial data u0(r) is smooth and satises u
0
0(r)  u0(r)q in (0; 1) and u00(1) = u0(1)q,
then there exists ~c > 0 such that
(3.4) ku(t)k1  ~c(T   t) 1=(q 1):
By [69] (see also Chapter 4), it is known that the blow-up rate for the case (ii) is that
of the self-similar one, that is
ku(t)k1  (T   t)1=2(q 1):
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Therefore the blow-up rate for the critical case turns out to be dierent from that for
the case (ii).
Finally we discuss the continuation of solutions v(r; t) beyond the vanishing time
T . To construct solutions for t 2 (T;1), we solve (3.2) in a suitable sense considering
v(; T ) as the initial data. This kind of continuation is motivated by [25]. In their paper,
they considered one dimensional quasilinear parabolic equations:(
ut = uxx + e
ux ; x 2 (0; L); t > 0;
u(0; t) = u(L; t) = 0; t > 0:
They showed that if L > 0 is suciently large, then for any C1-initial data, there exits
T > 0 such that the solution u(x; t) satises
lim
t!T 0
ux(0; t) =1:
To construct a global solution beyond the blow-up time T , they introduced a new un-
known function w(x; t) = e ux(x;t). Then w(x; t) satises the following equation similar
to (3.2):
(3.5)
8<:wt = wxx +
1
w
(wx   w2x); x 2 (0; L); t > 0;
wx(0; t) = wx(L; t) = 1; t > 0:
They constructed a global solution w 2 C1;0([0; L] [0;1)) of (3.5) satisfying w(x; t) 
w(x; t) for t < T by using approximation equations and limiting procedures. In partic-
ular, the solution w(x; t) satises w(0; t)  0 for t  T . In the same manner, we will
construct global solutions of (3.2). Here we call v(r; t) a global solution of (3.2) in K , if
v(r; t) belongs to
K = fv 2 C1;0([0; 1] (0;1)); v(r; t) > 0 in [0; 1) (0;1);Z 1
0
Z 
0
(v2t + v
2
rr)r
n 1drdt <1 8 > 0g
and satises (3.2) with T replaced by 1, where the boundary condition is taken in the
classical sense. The following result assures the existence of global solutions in K.
Theorem 3.1.3. There exists a global solution v(r; t) of (3.2) in K such that
(3.6) v(1; t) = 0; t 2 (T;1);
where T > 0 is the vanishing time of v(r; t).
Then u(r; t) = v(r; t) 1=(q 1) gives an extended global solution of (3.1) satisfying a
boundary condition u(1; t) =1 for t 2 (T;1).
Furthermore the uniqueness of global solutions in K will be discussed. The last result
in this chapter is stated as follows.
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Theorem 3.1.4. Global solutions of (3.2) in K is unique.
The uniqueness before the vanishing (the blow-up) time follows from the standard
parabolic theory, however we need some special techniques in order to cope with the
presence of singularities on the boundary after the vanishing time.
The rest of this chapter is organized as follows. In Section 3.2, we introduce singular
solutions and collect their properties. Theorem 3.1.1 is proved in In Section 3.3. The
existence of the blow-up prole is discussed in Section 3.4. A global solution beyond
the vanishing time is constructed in Section 3.5 and the uniqueness of global solutions
is discussed in Section 3.6. In Appendix, the properties of zeros of solutions of linear
parabolic equations are listed.
Throughout this chapter, we denote by BR a ball in Rn with a radius R and for
simplicity of notations we set
q = (q   1); q0 = q=(q   1):
We denote by Lpn(0; 1) a weighted L
p-space whose elements consist of kukp <1, where
k  kp is given by
kukp :=
Z 1
0
ju(r)jprn 1dr
1=p
(1  p <1):
The Sobolev space is dened by
W k;pn (0; 1) =
(
u 2 Lpn(0; 1); kukWk;pn (0;1) :=
kX
i=0
k@irukp <1
)
(1  p <1):
Similarly a space-time weighted Lp-space is dened by
Lpn((0; 1) (0; T )) =

u 2 L1loc((0; 1) (0; T ));
kukp
Lpn((0;1)(0;T )) :=
Z T
0
ku(t)kppdt <1

(1  p <1):
We denote the positive (negative) part of u by u+ = maxf0; ug or [u]+ (u  = maxf0; ug
or [u] ). From this denition, it is clear that u = u+   u .
3.2 Preliminaries
3.2.1 Singular solutions
Here we we introduce singular solutions.
(3.7)
8<:00 +
n  1
r
0 = q2q 1; r 2 (; 1);
0() = 0; (1) =1:
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Lemma 3.2.1. Let  2 (0; 1). Then there exists a unique solution (r) of (3.7). More-
over there exists A > 0 such that
(3.8) 1  A(1  r) < (r) q0(r) < 1:
Proof. We x  2 (0; 1). Let (r) be a unique solution of8<:00 +
n  1
r
0 = q2q 1; r > ;
() = ; 0() = 0
From this equation, it is easily veried that (r);
0
(r) > 0. Multiplying by 
0
(r) and
integrating over (; r), we see that
(3.9) 0(r)
2 = (r)
2q   2q  
Z r

2(n  1)

0()
2d:
Hence it follows that 0 < 0(r) < (r)
q. Therefore we obtainZ r

0()
2d 
Z r

0()()
qd  1
q + 1
(r)
q+1:
Applying this estimate to (3.9), we deduce that
(3.10) 0(r)
2  (r)2q   2q   2(n  1)
(q + 1)
(r)
q+1:
Since 0(r) > 0, there exists R >  such that limr!R 0(r) =1. Then it is easily
veried that
lim
!0
R =1; lim
!1
R = :
Moreover since (r) depends continuously on , R is also continuous with respect to
. Therefore from the mean value theorem, there exists 0 2 (;1) such that R0 = 1,
which assures the existence of solutions of (3.7). Next we show the uniqueness for
solutions of (3.7). Integrating  q 
0
 < 1 over (r; R), we see that
(3.11) (r) > (q   1) 1=(q 1)(R   r) 1=(q 1):
Hence from (3.10), we verify that
(3.12)
(r)
 2q0(r)
2  1  2q(r) 2q   2(n  1)
(q + 1)
(r)
 (q 1)
 1  2q(q   1)2q=(q 1)(R   r)2q=(q 1)   2(n  1)

(R   r):
Therefore there exits A > 0 such that (r)
 q(r)0  1  A(R   r), which implies
that
(r)  (q   1) 1=(q 1)(R   r) 1=(q 1) (1 + A0(R   r))
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for some A0 > 0. Combining (3.11), we obtain
(3.13) 1  (q   1)1=(q 1)(R   r)1=(q 1)(r)  1 + A0(R   r):
Now we claim that
(3.14) R < R0 if  > 
0:
Let  > 0. We choose choose  > 1 such that  > 0 and set 	(r) = 0(r). Then
	(r) satises 8<:	00 +
n  1
r
	0 = q 2(q 1)	2q 1; r > ;
	() = 0; 	0() = 0:
Suppose that there exists r0 2 (;R) such that (r0) = 	(r0). Without loss of
generality, we can assume that (r) > 	(r) if r 2 (; r0) and (r0) = 	(r0). Then
integrating frn 1(0  	0)g0 = rn 1(2q 1    2(q 1)	2q 1) over (; r0), we obtain from
 > 1
rn 10 (
0
(r0) 	0(r0)) >
Z r0

n 1(()2q 1  	()2q 1) > 0:
However this contradicts denition of r0, which implies that (r) > 0(r) for r 2
(;R). Hence it follows that R  R0 . If R = R0 , from (3.13), we see that
(r) > 0(r) > (q   1) 1=(q 1)(R   r) 1=(q 1):
However since  > 1, this contradicts (3.13), which shows R 6= R0 . Therefore the claim
(3.14) is assured. The uniqueness for solutions of (3.7) follows immediately from (3.14).
Finally from (3.9) and (3.12), we obtain (3.8), which completes the proof.
Throughout this chapter, we denote by (r) a unique solution of (3.7) and set
 (r) = (r)
 (q 1):
From Lemma 3.2.1, there exists  > 0 such that for r 2 (; 1)
(3.15)
 q   0(r)   q +

2
(1  r);
q(1  r)  (1  r)2   (r)  q(1  r):
3.3 Finite time blow-up
In this section, we study a nite time blow-up solutions of (3.1) for the critical case (iii).
First we consider radially symmetric solutions. We introduce a new unknown function:
(3.16) v(r; t) = u(r; t) (q 1);
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then v(r; t) satises (3.2). For simplicity, we set
QT = (0; 1) (0; T ):
To show a nite time blow-up of u(r; t), it is sucient to show a nite time vanishing of
v(r; t). First we show that a vanishing occurs only on the boundary.
Lemma 3.3.1. There exists  2 (0; 1) depending on infr2(0;1) v0(r) such that a positive
solution v(r; t) of (3.2) satises
v(r; t) 
(
 () if r 2 (0; );
 (r) if r 2 (; 1):
Proof. We set v^(r) =  (r) if r 2 (; 1) and v^(r) =  () if r 2 (0; ). Then it is
veried that v^ 2 H2n(0; 1) and
 @rrv^   n  1
r
@rv^   q
0
v^
 
q2   j@rv^j2
  0
for r 2 (0; 1). Form (3.15), we note that 0   (r)  q(1   r) in (; 1). Hence there
exists  2 (0; 1) such that v0(r)  v^(r) for r 2 (0; 1). Then by a comparison argument,
we obtain v(r; t)  v^(r) in (0; 1) (0; T ), which completes the proof.
The following lemma plays a crucial role to show a nite time vanishing.
Lemma 3.3.2. Let v(r; t) 2 C2;1(QT 0) be a positive solution of (3.2) for some T 0 > 0. If
@rv0   q, then it holds that vr(r; t)   q for (r; t) 2 QT 0.
Proof. Dierentiating (3.2) with respect to r and set (r; t) = vr(r; t)+ q, then we verify
that8<:t = rr +
n  1
r
r   n  1
r2
   q
0vr(q   vr)
v2
   2q
0vr
v
r +
(n  1)q
r2
; (r; t) 2 QT 0 ;
  0; (r; t) 2 f1g  (0; T 0) [ (0; 1) f0g:
Then multiplying by  rn 1 and integrating over (0; 1), we obtain
1
2
d
dt
k k22 + k@r k22 
Z 1
0

q0jvr(q   vr)j
v2
2  +
2q0jvrj
v
j@r j 

rn 1:
Since v(r; t) is positive and vr(r; t) is uniformly bounded in QT 0 , by Schwarz's inequality
and Gronwall's inequality, we verify that    0, which implies that vr   q in QT 0 .
Hence the proof is completed.
Lemma 3.3.3. Let v0(r) be a smooth function with @rv0(1) =  q and @rv0(r)   q for
r 2 (0; 1). Then the solution v(r; t) of (3.2) vanishes on the boundary in a nite time.
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Proof. Under these conditions, we can apply Lemma 3.3.2 and obtain vr(r; t)   q.
As a consequence, according to a boundary condition @rv(1; t) =  q, it is veried that
@rrv(1; t)  0. Since v(r; t) is a solution of (3.2), it holds that
(3.17) vt(1; t)   (n  1)q:
Hence v(r; t) vanishes in a nite time. By Lemma 3.3.1, a vanishing occurs only on the
boundary.
Proof of Theorem 3.1.1. Now we consider a general domain case. Let u(x; t) be a
positive solution of (3.1), R = supx2
 jxj and set uR(x; t) = R1=(q 1)u(Rx;R2t). Then
uR(x; t) is a solution of (3.1) in 
R = fx 2 Rn;Rx 2 
g with the initial data uR0(x) =
R1=(q 1)u0(Rx). Here we choose a positive smooth function w0(r) satisfying w0(jxj) 
uR0(x) in 
R, @rw0(1) = w0(1)
q and 0  @rw0(r)  w0(r)q for r 2 (0; 1). This function
w0(r) can be easily constructed. We denote by w(jxj; t) the solution of (3.1) replaced 

by B1 with the initial data w0(jxj). We set z(r; t) = w(r; t) (q 1). Since 0  @rw  wq is
equivalent to  q  @rz  0, by Lemma 3.3.2, it follows that @rw(jxj; t)  w(jxj; t)q for
(x; t) 2 B1  (0; T ). Hence we obtain
@w(jxj; t)  w(jxj; t)q; (x; t) 2 @
R  (0; T ):
Thus w(jxj; t) turn out to be a sub-solution and we obtain
uR(x; t)  w(jxj; t):
From Lemma 3.3.3, we note that w(jxj; t) blows up on @B1 in a nite time. By denition
of R > 0, there exists x0 2 @
R such that jx0j = 1. Therefore from uR(x0; t)  w(1; t),
uR(x; t) also blows up in a nite time. Thus u(x; t) blows up in a nite time. For the
case where 
 is a ball, from Lemma 3.3.1, a solution blows up only on the boundary.
Thus the proof is completed.
3.4 Existence of blow-up prole
In this section, we study the asymptotic behavior of solutions near the blow-up time.
For the rest of this chapter, we consider only positive radially symmetric solutions. In
the polar coordinate, (3.1) is rewritten by
(3.18)
8>><>>:
ut = urr +
n  1
r
ur   qu2q 1; (r; t) 2 QT ;
@ru = u
q; (r; t) 2 f1g  (0; T );
u(r; 0) = u0(r); (0; 1) f0g;
where QT is given by
QT = (0; 1) (0; T ):
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To understand the asymptotic behavior of a blow-up of u(r; t), we study the asymptotic
behavior of a vanishing of v(r; t) dened by (3.16) here. In this section, u(r; t) always
stand for a classical solution of (3.18), v(r; t) = u(r; t) (q 1) and T > 0 is its blow-up
(vanishing) time. From Lemma 3.7.1, without loss of generality, we can assume that
the number of zeros of ur(; t) on [0; 1] is nite for t 2 [0; T ): (a1)
Moreover from Lemma 3.3.1 and a parabolic regularity theory, we can assume that
u(r; t) + jut(r; t)j+ jur(r; t)j+ jurr(r; t)j  cR; (r; t) 2 (0; R) (0; T );
v(r; t)   (r)  q(1  r)  (1  r)2; (r; t) 2 (; 1) (0; T ):
(b)
for any R 2 (0; 1) and some  2 (0; 1). Throughout this section, we assume (a1) and
(b).
3.4.1 Estimate for vr
We dene the nearest zero of ur(; t) to the boundary fr = 1g by
z(t) = supfr 2 [0; 1);ur(r; t) = 0g:
Lemma 3.4.1. Let z0 = limt!0+ z(t). Then it holds that for t 2 (0; T )
(3.19) max
r2[0;z(t)]
jur(r; t)j  max
r2[0;z0]
j@ru0(r)j
as far as ur(; t) has zeros.
Proof. Let T 0 2 (0; T ) and ur(; t) have zeros for t 2 (0; T 0). By Lemma 3.7.3, the
number of discontinuous points of z(t) is nite. We denote these points by 0 < t1 <
t2 <    < t` < T 0 and set t0 = 0, t`+1 = T 0. Since z(t) is continuous on
S`
i=0(ti; ti+1),
the set Oi = f(r; t); 0 < r < z(t); t 2 (ti; ti+1)g becomes open connected set in QT
for i = 0;    ; `. To estimate ur(r; t), dierentiating (3.18) with respect to r and set
w(r; t) = ur(r; t), then we obtain
(3.20) wt = wrr +
n  1
r
wr   n  1
r2
w   q(2q   1)u2q 2w:
We set M0 = maxr2[0;z0] jw(r; 0)j. Assume that there exists a point (r0; 0) 2 O0 such
that w(r0; 0) > M0. Then there exists another point (r1; 1) 2 O0 \ ft  0g such
that wt(r1; 1)  0, wr(r1; 1) = 0, wrr(r1; 1)  0 and w(r1; 1)  M0. However this
contradicts (3.20). Hence it holds that supO0 w(r; t)  M0. By the same manner, we
verify that infO0 w(r; t)   M0. As a consequence, we obtain
sup
O0
jw(r; t)j M0:
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From Lemma 3.7.3, we note that z(t) has the left-hand limit for t 2 (0; T 0). Hence it
holds that
max
0rz(t1 0)
jw(r; t1)j M0:
Moreover from Lemma 3.7.3, we nd that z(t1 + 0)  z(t1   0). Hence repeating this
procedure a nite time, we obtain for i 2 f0;    ; `g
sup
Oi
jw(r; t)j M0; max
0rz(ti 0)
jw(r; ti)j M0;
which implies (3.19).
Lemma 3.4.2. There exist r0 2 (0; 1) and t0 2 (0; T ) such that ur(r; t) > 0 for (r; t) 2
(r0; 1) (t0; T ).
Proof. If there exits T 0 2 (0; T ) such that ur(r; T 0) > 0 for r 2 (0; 1), then this lemma is
trivial. Hence it is sucient to consider the case where ur(; t) has zeros for t 2 (0; T ).
From Lemma 3.4.1, we note that for r 2 (0; z(t))
(3.21)
u(r; t) = u(0; t) +
Z r
0
ur(s; t)ds  u(0; t) + max
r2[0;z0]
j@ru0(r)j
 sup
t2(0;T )
u(0; t) + max
r2[0;z0]
j@ru0(r)j =:M:
From (b), it is clear that M <1. Applying Proposition 3.4.1 with  = 3M , we obtain
u(r; t)  3M(r) for (r; t) 2 (3M ; 1) (t3M ; T ). Then there exists r0 2 (3M ; 1) such that
3M(r)  2M for r 2 (r0; 1). Hence from (3.21), we obtain z(t) < r0 for t 2 (t3M ; T ),
which completes the proof.
From Lemma 3.4.2, without loss of generality, we can assume that
ur(r; t) > 0; (r; t) 2 (r0; 1) [0; T ): (a2)
For the rest of this section, we also assume (a2). Next we give estimates for vr(r; t).
Dierentiating (3.2) with respect to r and set V (r; t) = vr(r; t), then we obtain
(3.22)8<:Vt = Vrr +
n  1
r
Vr   n  1
r2
V   q
0
v2
V
 
q2   V 2  2q0
v
V Vr; (r; t) 2 QT
V =  q; (r; t) 2 f1g  (0; T ):
We dene a operator Lr associated with (3.22) by
LrV = Vt   Vrr   n  1
r
Vr +
n  1
r2
V +
q0
v2
V
 
q2   V 2+ 2q0
v
V Vr:
Lemma 3.4.3. There exists b > 0 such that
vr(r; t)   q + b(1  r); (r; t) 2 (1  q=b; 1) (0; T );
vt(1; t)   (b+ nq); t 2 (0; T ):
61
Proof. We set V (r) =  q + b(1   r) and r1(b) = 1   q=b, where b > 0 is to be chosen
later. Then we observe that V (r) < 0 for r 2 (r1; 1). Hence we verify that for r 2 (; 1)
Lr V  (n  1)b
r
  (n  1)q
r2
+
q0j V j
v2
 
V 2   q2 + 2bv
 (n  1)b
r
  (n  1)q
r2
+
q0j V j
v2
 
b2   2b (1  r)2:
Now we choose b > 0 large enough such that r1(b)  maxfr0; g and
Lr V  0; V  @rv0; r 2 (r1; 1):
By a boundary condition, it is clear that
V = vr =  q; (r; t) 2 f1g  (0; T )
and from V (r1) = 0 and (a2)
V  vr; (r; t) 2 fr1g  (0; T ):
Hence applying a comparison argument in (r1; 1)  (0; T ), we conclude that vr(r; t) 
 q+b(1 r) in (r1; 1)(0; T ). Consequently, it follows that vrr(1; t)   b for t 2 (0; T ).
Since v(r; t) is a solution of (3.2), we obtain
vt(1; t) = vrr(1; t)  (n  1)q   b  nq;
which completes the proof.
3.4.2 Estimate for (v2r   q2)=v
In this subsection, we x a constant b > 0 given in Lemma 3.4.3 such that b > , where
 is a positive constant in (b). For simplicity of notations, we set
 = q=b; r = 1  =2; Q = (r; 1) (0; T ):
We denote by @pQ a parabolic boundary of Q, which is given by
@pQ = fr; 1g  (0; T ) [ (r; 1) f0g:
Lemma 3.4.4. There exist c1 > 0 and  > 0 such that
ut(r; t)  c1etur(r; t); (r; t) 2 Q:
Proof. From Lemma 3.4.3 and (b), there exists c > 0 such that
(3.23) ut(r; t)  cur(r; t); (r; t) 2 @pQ:
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We set W = ut and w = ce
tur, where  = (n  1)=r2. Then we obtain
(3.24) @tW = @rrW +
n  1
r
@rW   q(2q   1)u2q 2W
and from w  0 in Q
@tw = @rrw +
n  1
r
@rw +

   n  1
r2

w   q(2q   1)u2q 2w
 @rrw + n  1
r
@rw   q(2q   1)u2q 2w; (r; t) 2 Q:
Since ur  0 in Q, it is clear that cur  w in Q. Hence from (3.23), it holds that
W (r; t)  w(r; t); (r; t) 2 @pQ:
Applying a comparison argument, we obtainW (r; t)  w(r; t) in Q, which completes the
proof.
Lemma 3.4.5. There exists c2 > 0 such that
vr(r; t)   c2et; (r; t) 2 Q:
Proof. From Lemma 3.4.3, we note that v2r   q2   2qb(1  r) in Q. Hence from (b), it
is veried that
v2r   q2
v
  2qb(1  r)
v
  2qb(1  r)
q(1  r)  (1  r)2 :
By denition of r and b  , we observe that for r 2 (r; 1)
q   (1  r)  q   (1  r) = q   q=2b  q=2:
This implies that
(3.25)
v2r   q2
v
  4b; (r; t) 2 Q:
Hence we obtain
vrr = vt   n  1
r
vr +
q0
v
 
v2r   q2
  vt   4q0b; (r; t) 2 Q:
As a consequence, it holds that
[vrr]   [vt]  + 4q0b; (r; t) 2 Q:
By Lemma 3.4.4, we note that [vt]   c1etjvrj in Q. Hence from vr < 0 in Q, we verify
that Z 1
r
[vrr]  
Z 1
r
(c1e
tjvrj+ 4q0b) =
Z 1
r
( c1etvr + 4q0b)
=  c1et(v(1; t)  v(r; t)) + 4q0b(1  r)  c1etv(r; t) + 4q0b:
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Therefore from vrr = [vrr]+   [vrr] , we obtainZ 1
r
[vrr]+ =
Z 1
r
vrr +
Z 1
r
[vrr]  = vr(1; t)  vr(r; t) +
Z 1
r
[vrr] 
 jvr(r; t)j+ c1etv(r; t) + 4q0b:
This implies that Z 1
r
jvrr(r; t)j  jvr(r; t)j+ 2c1etv(r; t) + 8q0b:
Thus we conclude that
vr(r; t) = vr(1; t) 
Z 1
r
vrr(; t)d
  q    jvr(r; t)j+ 2c1etv(r; t) + 8q0b :
Combining (b), we complete the proof.
Lemma 3.4.6. There exists c3 > 0 such that
vr(r; t)
2   q2  c3e2tv(r; t); (r; t) 2 Q:
Proof. Multiplying (3.18) by ur and integrating over (r; r), we obtain
ur(r; t)
2   u(r; t)2q  ur(r; t)2 + 2
Z r
r
utur:
Since ur  0 in Q, by Lemma 3.4.4 and Lemma 3.4.5, it holds that for (r; t) 2 Q
ur(r; t)
2   u(r; t)2q  ur(r; t)2 + 2c1et
Z r
r
u2r
= ur(r; t)
2 +
2c1e
t
q
Z r
r
jvrj(uqur)
 ur(r; t)2 + 2c1c2e
2t
q(q + 1)
u(r; t)q+1:
Hence we conclude that
vr(r; t)
q
2
  1 

ur(r; t)
2
u(r; t)q+1
+
2c1c2e
2t
q(q + 1)

v(r; t);
which completes the proof.
Lemma 3.4.7. vt(r; t) and vrr(r; t) are uniformly bounded on Q.
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Proof. From Proposition 3.4.1, there exists t0 2 (0; T ) such that ut(1; t)  0 for t 2
(t0; T ). Since ut(r; t) is a solution of (3.24), by a comparison argument, it is veried that
for t 2 (t0; T )
k[ut] (t)k1  k[@tu] (t0)k1:
Hence [vt]+ is uniformly bounded on Q. By the same reason, [vr]+ is also uniformly
bounded on Q. From Lemma 3.4.5, [vr]  is uniformly bounded on Q. Hence a bounded-
ness of [vt]  follows from Lemma 3.4.4. Thus vt(r; t) is uniformly bounded on Q. Next
we show a boundedness of vrr(r; t). From (3.25), there exists c > 0 such that
q2   vr(r; t)2  cv(r; t); (r; t) 2 Q:
Hence combining Lemma 3.4.6, we obtain
jvr(r; t)2   q2j  c0v(r; t); (r; t) 2 Q:
for some c0 > 0. Therefore a boundedness of vt; vr; (v2r q2)=v in Q implies a boundedness
of vrr in Q. Thus the proof is completed.
Proof of Theorem 3.1.2. From Lemma 3.4.7 and (b), we nd that v; vr; vrr; vt are
uniformly bounded on (0; 1)  (0; T ). Hence v(r; t) converges to some function v0(r) 2
C([0; 1]) uniformly on [0; 1] as t! T   0. Furthermore we see hat v0 2 W 2;1(0; 1) and
v 2 C([0; 1] [0; T ]) \ C2;1([0; 1) [0; T ]); vt; vrr 2 L1((0; 1) (0; T )):
Now we claim that vr 2 C([0; 1] [0; T ]). From a boundary condition, we note that for
t 2 (0; T )
(3.26) jq + vr(r; t)j 
Z 1
r
jvrr(s; t)jds  c(1  r):
Since vr 2 C([0; 1)  [0; T ]), from (3.26), we obtain vr 2 C([0; 1]  [0; T ]). Hence the
claim is proved. Next we derive the blow-up rate estimate. From Proposition 3.4.1, we
note that
(3.27) ku(t)k1 = u(1; t); t  T:
Moreover from Lemma 3.4.7 and Proposition 3.4.1, there exists c > 0 such that vt(1; t) 
 c. Hence integrating both sides, we obtain v(1; t)  c(T   t). Since v(1; t) =
u(r; t) (q 1), it follows that u(1; t)  c 1=(q 1)(T   t) 1=(q 1). Therefore, from (3.27),
we obtain (3.3). On the other hand, under the conditions: u00(r)  u0(r)q in (0; 1) and
u00(1) = u0(1)
q, we obtain from (3.17)
vt(1; t)   (n  1)q:
Hence by the same way as above, we conclude (3.4). Thus the proof is completed.
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To obtain a blow-up prole of the original solution u(r; t), we set
u0(r) = v0(r)
 1=(q 1):
Then from Theorem 3.1.2, it is clear that u(r; t) converges to u0(r) in C
2([0; 1   ]) for
any  > 0 as t! T . From Lemma 3.4.1, we obtain the following lemma immediately.
Lemma 3.4.8. The number of zeros of @ru0 in (0; 1) is less than that of @ru0. We denote
by zT = limt!T  z(t) 2 (0; 1) the nearest zero of @ru0 to the boundary fr = 1g. Then if
@ru0(r) has zeros in (0; 1), it holds that
max
r2[0;zT ]
j@ru0(r)j  max
r2[0;z0]
j@ru0(r)j:
3.4.3 Monotonicity of solutions near blow-up time
Here we show the monotonicity of solution u(r; t) near the blow-up time. Our argument
is based on the intersection comparison argument given in [29]. For the intersection
comparison argument, rst we study the following ODE problem.
(3.28) 00 +
n  1
r
0 = q2q 1; (1) = ; 0(1) = q ( > 0):
We denote by (r) a unique solution of (3.28). When (r) vanishes at some point
r 2 [0; 1), we denote this point by . If (r) does not vanish in (0; 1), we dene  = 0.
Lemma 3.4.9. There exists 0 > 0 such that (r) vanishes in (0; 1) for   0.
Moreover it holds that for r 2 (; 1)
(3.29) 0(r)    (r) > 0:
Proof. Multiplying (3.28) by 0 and integrating over (r; 1), we obtain
(3.30) 0(r)
2 = (r)
2q +
Z 1
r
2(n  1)

0()
2d:
Hence it follows that 0(r) > 0. Applying Schwarz's inequality to (3.30), we obtain from
n  2
0(r)
2  2(n  1)
(1  r)
Z 1
r
0()d
2
 2 (  (r))2 ;
which implies (3.29). From (3.30), it holds that 0  q in (; 1). Hence we obtain for
r 2 (; 1)
(3.31) (r) 
 
q(1  r) 1=q:
Now we claim that  2 (0; 1) if  > 30, where 0 = (q=2) 1=q. Suppose that there
exists  > 30 such that  = 0. Then from (3.31), we see that
(3.32) (r)  0
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for r 2 (0; 1=2). Hence by (3.29), we obtain for r 2 (0; 1=2)
0(r)    0
and (1=2)  (   0)=2. Hence combining (3.32), we conclude that   30, which
contradicts the assumption. Thus the proof is completed.
Proposition 3.4.1. Let t = infft 2 (0; T );u(1; t) = g. Then there exists 0 =
0(u0) > 0 such that if  > 0, it holds that
u(r; t) > (r); (r; t) 2 (0; ) (t; T ):
Moreover there exists t0 2 (0; T ) such that ut(1; t)  0 for t 2 (t0; T ).
Proof. By Lemma 3.4.9, there exits 0 > 0 such that  intersects with u0 exactly one
time in (; 1) for   0. Since u(r; t) blows up on the boundary fr = 1g, it holds that
supt!T u(1; t) =1. Since the number of intersections of  and u(; t) is nonincreasing,
by denition of t, it holds that
u(r; t) > (r); r 2 (; 1)
if  > 0. Hence by a comparison argument, we obtain
u(r; t) > (r); (r; t) 2 (; 1) (t; T )
if  > 0. Since u(1; t) = , we immediately obtain ut(1; t)  0. Thus the proof is
completed.
3.5 Existence of global solutions
In the previous section, we proved that a solution v(r; t) can be continuously extended
up to the vanishing time T . In this section, we construct a global solution v(r; t) beyond
the vanishing time T . A goal of this section is to construct a global solution of
(3.33)
8>><>>:
t = rr +
n  1
r
r +
q0

 
q2   2r

; (r; t) 2 (0; 1) (0;1);
@r =  q; (r; t) 2 f1g  (0;1);
(r) = v0(r); r 2 (0; 1);
where v0(r) = v(r; T ). If a solution (r; t) of (3.33) is constructed, then
(3.34) v(r; t) =
8><>:
v(r; t) if t 2 [0; T );
v0(r) if t = T;
(r; t+ T ) if t 2 (T;1)
gives the desired global solution.
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Proposition 3.5.1. There exists a solution  2 C([0; 1] [0;1))\C2;1((0; 1) (0;1))
of
t = rr +
n  1
r
r +
q0

 
q2   2r

; (r; t) 2 (0; 1) (0;1)
satisfying
(A) r 2 L1((0; 1) (0; )), rr; t 2 Lpn((0; 1) (0; )) for p 2 (1;1),  > 0,
(B) r 2 C([0; 1] (0;1)) and for  > 0
jr(r; t) + qj  c (1  r); (r; t) 2 (0; 1) (0; );
(C) (r; 0)  v0(r), (1; t) = 0 for t 2 (0;1).
Since a solution (r; t) stated in Proposition 3.5.1 simultaneously satises two bound-
ary conditions:
 = 0; @r =  q; (r; t) 2 f1g  (0;1);
we can not apply a standard parabolic theory. To construct solutions stated in Propo-
sition 3.5.1, we consider approximation problems.
(3.35)
8>><>>:
t = rr +
n  1
r
r +
q0

 
q2   2r

; (r; t) 2 (0; 1) (0;1);
 = ; (r; t) 2 f1g  (0;1);
(r; 0) = 0(r) := v0(r) + ; r 2 (0; 1):
From Lemma 3.3.1 and lemmas given in Section 3.4, there exist c > 0 and  2 (0; 1)
independent of  > 0 such that
0(r) 
(
 (r) +  if r 2 (; 1);
 () +  if r 2 (0; );
j@r0(r) + qj  c(1  r); r 2 (0; 1);
u0(r) + j@ru0(r)j+ j@rru0(r)j  cR; r 2 (0; R);
(b1)
where R 2 (0; 1) and u0(r) is given by
u0(r) = 0(r)
 1=(q 1):
Lemma 3.5.1. For any  > 0, there exists a unique solution  2 C1;0([0; 1] [0;1)) \
C2;1([0; 1] (0;1)) with @t 2 C([0;1);Lpn(0; 1)) for p 2 [2;1).
Proof. To construct a solution of (3.35), we go back to the original equation in a coor-
dinate (x; t). 8><>:
Ut = U   qU2q 1; (x; t) 2 B1  (0;1);
U =  1=(q 1); (x; t) 2 @B1  (0;1);
U(x; 0) = U0(x) = u0(jxj); x 2 B1:
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Since u0(jxj) 2 W 2;1(B1)  C(B1) and u0(1) =  1=(q 1), there exits a unique solution
U 2 C(B1  [0;1)) \ C2;1(B1  (0;1)). Set (x; t) = U(x; t)  U0(x). Then (x; t)
is a solution of(
@t =  + f(x; t); (x; t) 2 B1  (0;1);
 = 0; (x; t) 2 @B1  (0;1) [B1  f0g;
where f(x; t) = U0(x) qU(x; t)2q 1. Since f 2 L1(B1(0; )) for  > 0, a parabolic
Lp-theory implies that r; @t 2 Lp(B1  (0; )) for p 2 (1;1),  2 (0;1). Hence 
and U are Holder continuous on B1  [0;  ] for  > 0. Let (x; t) be a unique solution
of 8><>:
@t = ; (x; t) 2 B1  (0;1);
 = 0; (x; t) 2 @B1  (0;1);
(x; 0) = 0(x) := U0(x)   1=(q 1); x 2 B1  f0g:
Since 0 2 W 2;1(B1) and 0 = 0 on @B1, it holds that r 2 C(B1  [0;1)) and
@t 2 C([0;1);Lp(B1)) for p 2 [2;1). Moreover since U(x; t)2q 1 is Holder continuous
on B1  [0;  ] for  > 0, there exists a unique solution (x; t) of(
@t =    qU2q 1 ; (x; t) 2 B1  (0;1);
 = 0; (x; t) 2 @B1  (0;1) [B1  f0g
such that t and r is Holder continuous on B1  [0;  ] for  > 0. By denition of 
and , it is veried that U^(x; t) := (x; t) + (x; t) + 
 1=(q 1) is a solution of8><>:
@tU^ = U^   qU2q 1 ; (x; t) 2 B1  (0;1);
U^ = 
 1=(q 1); (x; t) 2 @B1  (0;1);
U^(x; 0) = U0(x); x 2 B1:
Hence by uniqueness, it holds that U(x; t)  U^(x; t). By the regularity of U^ , we see
that rU 2 C(B1  [0;1)), @tU 2 C([0;1);Lp(B1)) for p 2 [2;1). Finally we set
u(jxj; t) = U(x; t). Then (r; t) = u(r; t) (q 1) is the desired solution.
For the rest of this section, (r; t) stands for a unique solution of (3.35) given in
Lemma 3.5.1 and set u(r; t) = (r; t)
 1=(q 1). Then u(r; t) is a solution of
(3.36)
8>><>>:
@tu = @rru +
n  1
r
@ru   qu2q 1 ; (r; t) 2 (0; 1) (0;1);
u = 
 1=(q 1); (r; t)f1g  (0;1);
u(r; 0) = u0(r); r 2 (0; 1):
From (b1), a comparison argument (see proof of Lemma 3.3.1) shows that
(r; t) 
(
 () if r 2 (0; );
 (r) if r 2 (; 1):
(b2)
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We can also give a estimate of (r; t) from above. In fact, let (r) be a unique solution
of 8<:00 +
n  1
r
0 = q2q 1; r > 0;
(0) = ; 0(0) = 0:
Since u(1; t)   1=(q 1), if we choose 0 > 0 small enough such that
sup
r2(0;1)
0(r) < inf
r2(0;1)
u0(r)
by a comparison argument, we obtain
u(r; t)  0(r)  0; r 2 (0; 1)
for  2 (0; 1), which yields that for  2 (0; 1)
(r; t)   (q 1)0 ; r 2 (0; 1): (b3)
Lemma 3.5.2. There exists d > 0 such that if  2 (0; q=2d), then it holds that
(3.37) (r; t)   (r) +   d(1  r); (r; t) 2 (1  1=d; 1) [0;1):
Proof. We set w(r) =  (r) +   d(1  r) and r1(d) = 1  1=d. A direct computation
shows that
Lw :=  wrr   n  1
r
wr   q
0
w
 
q2   w2r

= q0

1
 
  1
w
 
q2   j@r j2

+
q0d
w
(2@r  + d)  (n  1)d
r
=
q0
w

(1  d(1  r))

q2   j@r j2
 

+ d (2@r  + d)

  (n  1)d
r
:
By (3.15), we can choose d > 0 large enough such that r1(d) >  and
qd  k(q2   j@r j2)= kL1(r1;1);  q  @r    3q=4; r 2 (r1; 1):
Since w(r) > 0 in (r1; 1), we verify that for r 2 (r1; 1)
Lw  q
0
w
 k(q2   j@r j2)= kL1(r1;1) + d ( 3q=2 + d) :
Hence we obtain for r 2 (r1; 1)
Lw  0
if  2 (0; q=2d). From (b2) and r1 > , it holds that for t 2 (0;1)
w(r1) =  (r1)  (r1; t):
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Moreover since w(1) = , it is clear that for t 2 (0;1)
w(1) = (1; t):
From denition of w(r), r1 >  and (b1), we obtain for r 2 (r1; 1)
w(r)   (r) +   (r; 0):
Hence, applying a comparison argument in (r1; 1)  (0;1), we derive w(r)  (r; t) in
(r1; 1) (0;1), which completes the proof.
From now, we x d = d0 > 0 given in Lemma 3.5.2 and set 0 = q=2d0.
Lemma 3.5.3. There exist r0 > 0 and 1 2 (0; 0) such that @r(r; t)  0 for (r; t) 2
(r0; 1) (0;1) if  2 (0; 1).
Proof. By Lemma 3.5.2, we obtain
(3.38) @r(1; t)   (q   d0); t 2 (0;1);
which implies that
(3.39) @ru(1; t) > 0; t 2 (0;1):
Let N(t) be the number of zeros of @ru(; t) in (0; 1) and set t0 = infft 2 (0;1);N(t) =
0g. By Lemma 3.7.2 with (3.39), we nd that N(t) = 0 for t > t0. Hence it is sucient
to consider the case for t < t0. By the same arguments as in the proof of Lemma 3.4.1,
we obtain for t 2 (0; t0)
max
r2[0;z(t)]
j@ru(r; t)j  max
r2[0;z0]
j@ru0(r)j
where z(t) = supfr 2 [0; 1); @ru(r; t) = 0g and z0 = limt!0+ z(t). Since u0(r) =
(u0(r)
 (q 1) + ) 1=(q 1), it holds that @ru0(r) = (u0(r) (q 1) + ) q=(q 1)u0(r) q@ru0(r).
Hence it is clear that z0  zT , where zT 2 (0; 1) is dened in Lemma 3.4.8. Hence from
(b1), there exists c > 0 such that for t 2 (0; t0)
max
r2[0;z(t)]
j@ru(r; t)j  c:
From Proposition 3.4.1 and a strong maximum principle, we note that
u0(r) > (r); r 2 (; 1):
if  > 0. Since u0(r) = (u0(r)
 (q 1) + ) 1=(q 1), for any  > 0 there exists 1() > 0
such that for  2 (0; 1())
u0(r) > (r); r 2 (; 1):
Therefore repeating arguments in the proof of Lemma 3.4.2, we obtain conclusion.
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Here we provide time global L1-estimates for @ru, @tu and @rru.
Lemma 3.5.4. For p 2 (1;1), R 2 (0; 1) there exists K = K(p;R) > 0 such that
sup
(r;t)2(0;R)(0;1)
(j@tu(r; t)j+ j@ru(r; t)j) + sup
t2(0;1)
k@rru(t)kLpn(0;R)  K:
Proof. In this proof, we use both a coordinate (x; t) and the polar coordinate (r; t). Here
we write U(x; t) = u(jxj; t) and U0(x) = u0(jxj). From (b2), we note that
(3.40) U 2 L1(BR  (0;1)) for R 2 (0; 1):
Hence by a parabolic regularity theory, for R 2 (0; 1) there exists KR > 0 such that
sup
(x;t)2BR(1;1)
 
U(x; t) + jrU(x; t)j+
nX
i;j=1
j@i@jU(x; t)j+ j@tU(x; t)j
!
 KR:
To complete the proof, it is sucient to establish estimates for t 2 (0; 1). First we derive
L1-estimates of @ru. We set w(r; t) = @ru(r; t) and w0(r) = @ru0(r). Then w(r; t)
satises8<:@tw = @rrw +
n  1
r
@rw   n  1
r2
w   q(2q   1)u2q 2 w; (r; t) 2 (0; 1) (0;1);
w(r; 0) = w0(r); r 2 (0; 1);
From Lemma 3.4.8 and (b1), there exists H0 > 0 such that
sup
r2(0;1)
w0(r)   H0:
Moreover from Lemma 3.5.3, we note that, w(1; t) > 0 for t 2 (0;1). Hence w^(r; t) 
 H0 becomes a sub-solution. As a consequence, by a comparison argument, we obtain
inf
(r;t)2(0;1)(0;1)
w(r; t)   H0:
Therefore from [@ru]+ = @ru + [@ru]  and [w]   H0, we see thatZ R
0
[w]+(r; t)dr =
Z R
0
(@ru(r; t) + [w] (r; t)) dr  u(R; t) +H0:
Thus from (3.40), there exists H1 = H1(R) > 0 such that
(3.41) k@rukL1n(0;R) = kwkL1n(0;R)  H1:
We set Zi(x; t) = @iU(x; t) and Z
i
0(x) = @iU0(x). Then Z
i
(x; t) is a solution of(
@tZ
i
 = Z
i
   q(2q   1)U2q 2 Zi; (x; t) 2 B1  (0;1);
Zi(x; 0)
=Zi0(x); x 2 B1:
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From Theorem 6.30 in [52] with (3.40), for 0 < R1 < R < 1 there exists H2 =
H2(R;R1) > 0 such that
sup
(x;t)2BR1(0;1)
jZi(x; t)j  H2
Z 1
0
dt
Z
BR
jZi(x; t)jdx+ kZi0kL1(BR)

:
Since kZikL1(BR)  k@rukL1n(0;R), from (3.41) and (b1), there exists H3 = H3(R;R1) such
that
(3.42) sup
(x;t)2BR1(0;1)
jrU(x; t)j  H3:
Next we derive a boundedness of @tu. Let 0 < R2 < R1 < 1 and (x) be a smooth
cut o function such that (x) = 1 if x 2 BR2 and (x) = 0 if jxj  R1. Multiplying
@tU = U   qU2q 1 by (@tU)2 and integrating over B1  (0; 1), we verify thatZ 1
0
dt
Z
B1
j@tUj22dx =  1
2
Z
B1
jrUj22dx 
Z
B1
U2q 
2dx
t=1
t=0
 
Z 1
0
dt
Z
B1
rU  (r2)@tU dx:
Hence by the Schwarz inequality, there exists H4 = H4(R1; R2) > 0 such thatZ 1
0
dt
Z
BR2
j@tUj2dx  H4

krU0k2L2(BR1 ) + kUk
2q
L1(BR1(0;1))
+krUk2L1(BR1(0;1))

:
Therefore from (3.40), (3.42) and (b1), there exists H5 = H5(R;R1; R2) > 0 such that
(3.43)
Z 1
0
dt
Z
BR2
j@tUj2dx  H5:
Set Y(x; t) := @tU(x; t). Then Y 2 C([0;1);Lpn(B1)) (2  p <1) is a solution of(
@tY = Y   q(2q   1)U2q 2 Y; (x; t) 2 B1  (0;1);
Y(x; 0) = Y0(x) := U0(x)  qU0(x)2q 1; x 2 B1:
From Theorem 6.30 in [52] with (3.40), for 0 < R3 < R2 < 1 there exists H6 =
H6(R2; R3) > 0 such that
sup
(x;t)2BR3(0;1)
jY(x; t)j2  H6
 Z 1
0
dt
Z
BR2
jY(x; t)j2dx+ kY0k2L1(BR2 )
!
:
Hence from (3.43) and (b1), there exists H7 = H7(R;R1; R2; R3) such that
(3.44) sup
(x;t)2BR3(0;1)
j@tU(x; t)j2  H7:
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Finally we derive a boundedness of @i@jU(x; t) (1  i; j  n). By a elliptic regularity
theory, for p 2 (1;1), 0 < R4 < R3 < 1 there exists H8 = H8(p;R3; R4) > 0 such that
for t 2 (0; 1)
(3.45)
nX
i;j=1
k@i@jU(t)kLp(BR4 )  H8

k@tU(t) + qU(t)2q 1kLp(BR3 ) + kU(t)kLp(BR3 )

:
Since
@tu(jxj; t) = @tU(x; t); j@ru(jxj; t)j = jrU(x; t)j;
j@rru(jxj; t)j 
nX
i;j=1
j@j@iU(x; t)j;
from (3.40), (3.42), (3.44) and (3.45), we obtain conclusion.
Lemma 3.5.5. There exist b > 0 and 2 2 (0; 1) such that if  2 (0; 2), then it holds
that
@r(r; t)   (q   d0) + b(1  r); (r; t) 2 (1  (q   d0)=b; 1) (0;1):
Proof. We set V(r) =  (q d0)+b(1 r) and r(b) = 1 (q d0)=b. Since limb!1 r(b) =
1 uniformly for  2 (0; 1), we assume that
r > maxf1  1=d0; r0; g;
where r0 2 (0; 1) is given in Lemma 3.5.3. Since V(r) < 0 in (r; 1), it is veried that
for r 2 (r; 1)
LrV  (n  1)b
r
  (n  1)q
r2
+
q0jVj
2
 
V 2   q2 + 2b

 (n  1)(rb  q)
r2
+
q0jVj
2
 
V 2   q2 + 2b

:
From (3.37), we observe that for r 2 (r; 1)
V 2   q2 + 2b =  2qd0+ d202   2(q   d0)b(1  r) + b2(1  r)2 + 2b
 2(b  qd0) + 2bf    q(1  r)g+ b2(1  r)2:
By (3.15) and r > , we note that  (r)  q(1   r)   (1   r)2 in (r; 1). Hence we
obtain
V 2   q2 + 2b  2(b  qd0) + b(b  2)(1  r)2
for r 2 (r; 1). Hence we deduce that LrV  0 in (r; 1) if b > q=r0+ qd0+2. By (3.38),
it is clear that V(1)  @r(1; t) for t 2 (0;1). From Lemma 3.5.3 and V(r) = 0, we
nd that V(r)  @r(r; t) for t 2 (0;1). Moreover from (b1), we note that
@rv0(r)   q + c(1  r):
Hence we obtain V(r)  @rv0(r) = @r(r; 0) if b  c. Thus by a comparison argument,
we conclude that V(r)  @r(r; t) in (r; 1) (0;1), which completes the proof.
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Here we x a constant b = b0 > 0 given in Lemma 3.5.5 such that b0 > 2. Moreover
we set
r = 1  (q   2d0)=2b0; Q = (r; 1) (0;1):
Then from Lemma 3.5.5, we see that
(3.46) @r(r; t)   q=2; (r; t) 2 Q:
Taking b0 > 0 large enough if necessary, we can assume that
r > maxf1  1=d0; r0; g;
where r0 2 (0; 1) is given in Lemma 3.5.3.
Lemma 3.5.6. There exist c1;  > 0 such that if  2 (0; 2), then it holds that
@tu(r; t)  c1et@ru(r; t); (r; t) 2 Q:
Proof. We set
c1 = sup
r2(0;1)

j@rrv0(r)j+ n  1
r
j@rv0(r)j+ q
0
v0(r)
q2   j@rv0(r)j2 :
From v0 2 W 2;1(0; 1), we see that c1 <1. By (3.46), it holds that
(3.47) m1j@r(r; 0)j  c1; r 2 (r; 1);
where m1 = 2c1=q. From @t 2 C([0;1);L2n(0; 1)), we nd that
@t(r; 0) = @rrv0(r) +
n  1
r
@rv0(r) +
q0
(v0(r) + )
 
q2   j@rv0(r)j2

:
Hence by denition of c1, we see that k@t(0)k1  c1. Therefore by (3.47), we obtain
j@t(r; 0)j  m1j@r(r; 0)j for r 2 (r; 1), which implies that
@tu(r; 0)  m1@ru(r; 0); r 2 (r; 1):
By (3.46), we note that @ru(r; t)  u(r; t)q=2 for t 2 (0;1). Since inft2(0;1) u(r; t) 
 for some , it follows that inft2(0;1) @ru(r; t)  1 for soem 1 > 0. On the other hand,
from Lemma 3.5.4, it is veried that supt2(0;1) j@tu(r; t)j  2 for some 2 > 0. Hence
there exists m2 > 0 independent of  > 0 such that for t 2 (0;1)
@tu(r; t)  m2@ru(r; t):
Since @tu(1; t) = 0 for t 2 (0;1), it is clear that for t 2 (0;1)
@tu(1; t)  @ru(1; t):
Thus we can apply the same comparison arguments as in the proof of Lemma 3.4.4 and
obtain conclusion.
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Lemma 3.5.7. There exists c2 > 0 such that if  2 (0; 2), then it holds that
@r(r; t)   c2et; (r; t) 2 Q:
Proof. By Lemma 3.5.2 and Lemma 3.5.5, we see that for r 2 (r; 1)
j@rj2   q2

  2q(d0+ b0(1  r))

  2q(d0+ b0(1  r))
  +   d0(1  r) :
Hence from  (r)  q(1  r)  (1  r)2, it holds that for r 2 (r; 1)
j@rj2   q2

  2q(d0+ b0(1  r))
+ (q   (1  r)  d0)(1  r)
=
 2qd0
+ (q   (1  r)  d0)(1  r) +
 2qb0(1  r)
+ (q   (1  r)  d0)(1  r) :
Since 2 < 0(d0) = q=2d0, it follows that q (1 r) d0 > q=2 (1 r) for  2 (0; 2).
Moreover by denition of r and b0 > 2, we see that for r 2 (r; 1) and  2 (0; 2)
q   (1  r)  d0 > q=2  q=2b0 > q=4:
Hence we obtain for r 2 (r; 1) and  2 (0; 2)
(3.48)
j@rj2   q2

  2(qd0 + 4b0); (r; t) 2 Q:
For simplicity, we set D0 = 2(qd0+4b0). Since (r; t) is a solution of (3.35), we see that
@rr = @t   n  1
r
@r +
q0

 j@rj2   q2  @t  D0; (r; t) 2 Q;
which yields that
[@rr]   [@t]  +D0; (r; t) 2 Q:
Hence from Lemma 3.5.6 and @r  0 in Q, we verify that
(3.49)
Z 1
r
[@rr]  
Z 1
r
([@t]  +D0) 
Z 1
r
 
c1e
tj@rj+D0

=
Z 1
r
  c1et@r +D0  c1et(r; t) +D0:
Therefore we obtain from @r  0 in Q
(3.50)
Z 1
r
[@rr]+ =
Z 1
r
(@rr + [@rr] )  j@r(r; t)j+ c1et(r; t) +D0:
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From (3.49) and (3.50), it follows thatZ 1
r
j@rrj =
Z 1
r
([@rr]+ + [@rr] ) j@r(r; t)j+ 2c1et(r; t) + 2D0:
Thus we conclude that for r 2 (r; 1)
j@r(r; t)j  j@r(r; t)j+
Z r
r
j@rrj  2j@r(r; t)j+ 2c1et(r; t) + 2D0:
From (b3) and Lemma 3.5.4, we note that (r; t) and @r(r; t) are uniformly bounded
for t 2 (0;1). Thus the proof is completed.
Lemma 3.5.8. There exists c3 > 0 such that if  2 (0; 2), then it holds that
j@r(r; t)j2   q2  c3e2t(r; t); (r; t) 2 Q:
Proof. Repeating arguments in the proof of Lemma 3.4.6 with Lemma 3.5.6 and Lemma
3.5.7, we obtain
@ru(r; t)
2   u(r; t)2q  @ru(r; t)2 + ce2tu(r; t)q+1; (r; t) 2 Q
for some c > 0. From Lemma 3.5.4, there exists c0 > 0 such that for t 2 (0;1)
@ru(r; t)  c0:
Hence since j@rj2 = q2(@ru)2=u2q , there exists c00 > 0 such that
j@r(r; t)j2   q2  c00
 
u(r; t)
 (q+1) + e2t

(r; t); (r; t) 2 Q;
which completes the proof.
Lemma 3.5.9. For any p 2 (1;1),  > 0, there exists cp; > 0 such that if  2 (0; 2),
then it holds that Z 
0
Z 1
0
(j@t(r; t)jp + j@rr(r; t)jp) rn 1dr  cp; :
Proof. We set (x; t) = (jxj; t)  0(jxj). Then (x; t) satises(
@t =  + F(x; t); (x; t) 2 B1  (0;1);
 = 0; (x; t) 2 @B1  (0;1) [B1  f0g;
where F (x; t) is given by
F(x; t) =
q0
(jxj; t)
 
q2   j@r(jxj; t)j2

+0(jxj):
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Then for p 2 (1;1),  > 0 there exists c0 = c0(p; ) > 0 such that
(3.51)
Z 
0
Z
B1
 
j@t(x; t)jp +
nX
i;j=1
j@i@j(x; t)jp
!
dx
 c0
Z 
0
Z
B1
(jF(x; t)jp + j(x; t)jp) dx:
From (3.48) and Lemma 3.5.8, there exists D1 > 0 such that
jj@r(r; t)j2   q2j
(r; t)
 D1e2t; (r; t) 2 Q:
Moreover from (b2) and Lemma 3.5.4, there exists D2 > 0 such that
jj@r(r; t)j2   q2j
(r; t)
 D2; (r; t) 2 (0; 1) (0;1) n Q:
Since 0(r) = v0(r) + , we observe that
0(jxj) = v0(jxj):
Therefore there exists c > 0 such that
jF(x; t)j  q0

D1e
2t +D2 + kv0kW 2;1n (0;1)

:
Thus from (3.51) and (b3), we obtain conclusion.
Proof of Proposition 3.5.1. Since @r(r; t)  0 in Q, from Lemma 3.5.7, it holds
that
j@r(r; t)j  c2et; (r; t) 2 Q:
Hence from Lemma 3.5.4, there exists c > 0 such that
j@r(r; t)j  cet; (r; t) 2 (0; 1) (0;1):
Therefore from (b3) and Lemma 3.5.9, there exists a sequence fkg1k=1 and  2 C([0; 1]
[0;1)) \ C2;1([0; 1) (0;1)) such that for any p 2 (1;1),  > 0
k !  in C([0; 1] [0;  ]);
@tk ; @rrk * @t; @rr weakly in L
p
n((0; 1) (0; )):
Moreover it holds that @r 2 L1((0; 1) (0; )) for  > 0 and
(3.52) r(r; t)  0; (r; t) 2 Q0; jr(r; t)2   q2j  ce2t(r; t); (r; t) 2 Q0;
where Q0 = (1  q=2b0) (0;1). Then it is clear that
(r; 0)  v0(r); (1; t)  0;
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which assures (C). From (1; t) = 0 for t 2 (0;1), we see that for t 2 (0;1)
(r; t)  kr(t)k1(1  r):
Therefore from (3.52) and @r 2 L1((0; 1)  (0; )) for  > 0, there exists c > 0 such
that for t 2 (0; )
(3.53) jr(r; t) + qj  c (1  r); (r; t) 2 Q0;
Finally from @r 2 C([0; 1) (0;1)) and (3.53), we deduce that @r 2 C([0; 1] (0;1)),
which implies (B). Thus properties (A){(C) are assured and the proof is completed.
Proof of Theorem 3.1.3. Let v(r; t) be a solution of (3.2), T > 0 be its vanishing time
and (r; t) be a solution of (3.33) constructed in Proposition 3.5.1. We dene v(r; t) by
(3.34). Then it is clear that v 2 C([0; 1] [0;1)). Set g(r; t) = vt(r; t) if t 2 (0; T ) and
g(r; t) = t(r; t) if t 2 (T;1). Then by continuity of v, it holds thatZ 1
0
dt
Z 1
0
v(r; t)'t(r; t)r
n 1dr =  
Z 1
0
dt
Z 1
0
g(r; t)'(r; t)rn 1dr
for any ' 2 C1([0; 1]  (0;1)) with supp'  [0; 1]  (0;1). Hence it follows that
vt  g. We set u(r; t) = v(r; t) 1=(q 1) and U(x; t) = u(jxj; t). A regularity of v implies
that
U 2 C(B1  (0;1)); Ui; Ujk; Ut 2 Lp(BR  (0; )) (1  i; j; k  n):
for p 2 (1;1), R 2 (0; 1),  2 (0;1). Then U satises
Ut = Urr   q U2q 1; (x; t) 2 B1  (0;1):
Let R 2 (0; 1) and R(x; t) 2 C(BR  [0;1)) \ C2;1(BR  (0;1)) be a unique solution
of 8><>:
t = ; (x; t) 2 BR  (0;1);
 = u; (x; t) 2 @BR  (0;1);
(x; 0) = u0(jxj); x 2 BR:
Then R(x; t) := U(x; t)  R(x; t) satises8><>:
t =    q U2q 1; (x; t) 2 BR  (0;1);
 = 0; (x; t) 2 @BR  (0;1);
(x; 0) = 0; x 2 BR:
We set f(x; t) =  q U(x; t)2q 1. Since jrf j; ft 2 Lp(BR  (0; )) for any p 2 (1;1),
R 2 (0; 1),  > 0, by the Sobolev inequality, f(x; t) is Holder continuous on B1  [1;  ]
for any  . Hence by the unique solvability and the Schauder estimate, it follows that
R 2 C2;1(BR  (0;1)). As a consequence, we obtain U 2 C2;1(B1  (0;1)), which
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implies that v 2 C2;1([0; 1)(0;1)). Moreover from Lemma 3.4.7 and (C) in Proposition
3.5.1, for  > 0 there exists c > 0 such that
jvr(r; t) + qj  c (1  r); (r; t) 2 (0; 1) (0; ):
Hence we see that vr 2 C([0; 1] (0;1)). Therefore we obtain v 2 K, which completes
the proof.
3.6 Uniqueness of global solutions
In this section, we show the uniqueness of global solutions of (3.2) in a class K:
K = fv 2 C1;0([0; 1] (0;1)); v(r; t) > 0 in [0; 1) (0;1);Z 1
0
Z 
0
(v2t + v
2
rr)r
n 1drdt <1 8 > 0g
3.6.1 Energy blow-up
In the previous section, we constructed a global solution satisfying (3.6). However, The-
orem 3.1.2 does not say whether every global solution satises (3.6). In this subsection,
we give an armative answer to this question, which is a consequence of the energy
blow-up.
Proposition 3.6.1. Let v(r; t) be any global solution in K of (3.2) and T > 0 be its
vanishing time. Then v(r; t) satises (3.6).
Here we dene the energy functional associated with (3.18).
E(u) =
1
2
kurk22 +
1
2
kuk2q2q  
1
q + 1
ju(1)jq+1:
Proposition 3.6.1 follows from the following energy blow-up.
Lemma 3.6.1. Let u(r; t) be a positive solution of (3.18) and T > 0 be its blow-up time.
Then it holds that
lim
t!T 0
E(u(t)) =  1:
Proof. Our proof is almost same as in the proof of Theorem 3.1 in [14]. Suppose that
there exists  > 0 such that E(u(t))    for t 2 [0; T ). Then from @tE(u(t)) =
 kut(t)k22, we see that for t 2 (0; T )
(3.54)
Z t
0
kut()k22d = E(u0)  E(u(t))  E(u0) + :
Multiplying (3.18) by ur and integrating over (0; 1), we verify thatZ 1
0
uturdr =
Z 1
0
n  1
r
u2rdr +
1
2
u(0; t)2q:
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Hence by the Schwarz inequality, there exists c0 > 0 such thatZ 1
0
u2rdr  c0
Z 1
0
u2tdr  c0
 Z 1=2
0
u2tdr + 2
n 1
Z 1
1=2
u2t r
n 1dr
!
:
Combining (3.54), we haveZ T
0
dt
Z 1
0
u2rdr  c0
 Z T
0
dt
Z 1=2
0
u2tdr + 2
n 1(E(u0) + )
!
:
From Lemma 3.3.1, we note that ut(r; t) is uniformly bounded on (0; 1=2)  (0; T ).
Therefore we obtain
(3.55)
Z T
0
dt
Z 1
0
u2rdr <1:
Since u(r; t)  u(0; t) + R 1
0
jur(r; t)jdr, from (3.55), it holds that
R T
0
dt
R 1
0
u2dr < 1,
Hence from (3.54) and (3.55), we see thatZ T
0
dt
Z 1
1=2
(u2 + u2r + u
2
t )dr <1:
By the Sobolev inequality, it follows thatZ T
0
dt
Z 1
1=2
updr <1
for any p 2 [1;1). Then by a parabolic regularity theory, it holds that u 2 L1((0; 1)
(0; T )). However this contradicts limt!T u(1; t) =1, which completes the proof.
Proof of Proposition 3.6.1. Let u`(r; t) be a solution of
(3.56)
8>><>>:
ut = urr +
n  1
r
ur   qu2q 1; (r; t) 2 (0; 1) (0;1);
@ru = g`(u); (r; t) 2 f1g  (0;1);
u(r; 0) = u0(r); r 2 (0; 1);
where g`(u) = u
q if u  ` and g`(u) = `q if u > ` and set v`(r; t) = u`(r; t) (q 1). Now
we claim that
v(r; t)  v`(r; t) for ` 2 N:
Since u`(r; t) is uniformly bounded on (0; 1) (0;1), we verify that
(3.57) inf
(r;t)2(0;1)(0;1)
v`(r; t) > 0:
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Moreover since u` 2 C2;1([0; 1]  (0;1)), it follows that v` 2 C2;1([0; 1]  (0;1)). Set
h(r; t) = v(r; t)  v`(r; t). Then from v 2 K, we note that
h 2 C1;0([0; 1] (0;1)); ht; hrr 2 L2n((0; 1) (0; )) for  > 0:
Moreover h satises8>><>>:
ht = hrr +
n  1
r
hr   q
0(v + v`)r
v`
hr   q
0(q2   v2r)
vv`
h; (r; t) 2 (0; 1) (0;1);
@rh  0; (r; t) 2 f1g  (0;1);
h(r; 0) = 0; r 2 (0; 1):
From denition of h+, we observe that
h+=vv`  h+=v2` :
Hence multiplying by h+r
n 1 and integrating over (0; 1), we obtain
1
2
d
dt
kh+k22   k@rh+k22 + q0
Z 1
0
 jvr + @rv`j
v`
j@rh+jh+ + jq
2   v2r j
v2`
h2+

rn 1dr:
Therefore from v 2 K and (3.57), for any  > 0 there exists c > 0 such that for t 2 (0; )
1
2
d
dt
kh+(t)k22  ckh+(t)k22:
From Gronwall's inequality, we obtain h+  0, which shows the claim. Since u`(r; t) is
monotone increasing with respect to ` 2 N, u`(r; t) converges to some function u1(r; t)
for (r; t) 2 (0; 1)  (0;1) as ` ! 1. Let u(r; t) be a solution of (3.18) with the initial
data u0 and T > 0 be its blow-up time. Then it holds that
u1(r; t)  u(r; t); (r; t) 2 (0; 1) (0; T ):
Now we claim that
u1(1; t) =1; t 2 (T;1):
We dene the energy functional associated with (3.56) by
E`(u) =
1
2
kurk22 +
1
2
kuk2q2q  G`(u(1));
where G`(u) =
R u
0
g`(s)ds. By the monotonicity of E`(u`(t)), it is veried that
 G`(u`(1; t))  E`(u`(t))  E`(u`(s)); s  t:
We note that lim`!1 u`(r; s) = u(r; s) for s < T . Hence it holds that
lim inf
`!1
G`(u`(1; t))   E(u(s)); s < T < t:
From Lemma 3.6.1, taking s! T   0, we conclude that for t > T
lim inf
`!1
G`(u`(1; t)) =1;
which implies that u1(1; t) = 1 for t > T . Hence the claim is assured. Since v(r; t) 
v`(r; t) for ` 2 N and v` = u (q 1)` , it follows that v(r; t)  u1(r; t) (q 1). Thus we
conclude that v(1; t) = 0 for t 2 (T;1), which completes the proof.
82
3.6.2 Uniqueness of global solutions
Proof of Theorem 3.1.4. Let v1(r; t) and v2(r; t) be two global solutions of (3.2). Since
v1(r; t) coincides with v2(r; t) until one of them vanishes, by continuity of v1 and v2, we
nd that v1(r; t) and v2(r; t) vanishes at the same time T . Hence by continuity of v1 and
v2, it follows that
v1(r; T )  v2(r; T ):
By Proposition 3.6.1, we note that
v1(1; t) = v2(1; t) = 0; t 2 [T;1):
Here we set h(r; t) = v1(r; t+ T )  v2(r; t+ T ), then h(r; t) satises
(3.58)8>>><>>>:
ht = hrr +
n  1
r
hr   q
0(v1 + v2)r
v2
hr   q
0(q2   jv1rj2)
v1v2
h; (r; t) 2 (0; 1) (0;1);
h = hr = 0; (r; t) 2 f1g  (0;1);
h(r; 0) = 0; r 2 (0; 1):
Multiplying (3.58) by hrn 1 and integrating over (0; 1), we obtain
1
2
d
dt
khk22 + khrk22 =  
Z 1
0
q0(v1r + v2r)
v2
hhrr
n 1  
Z 1
0
q0(q2   jv1rj2)
v1v2
h2rn 1
=:  I   J:
We x  > 0. Then there exists c0 > 0 and r0 2 (0; 1) such that v2(r; t)  c0(1   r) in
(0; 1) (0; T + ) and @rv2(r; t)  0 in (r0; 1) (0; T + ). Then it is veried that
 I =
Z 1
0
2q
v2
hhrr
n 1  
Z 1
0
q0(v1r + v2r + 2q)
v2
hhrr
n 1
=
Z r0
0
2q
v2
hhrr
n 1 +
Z 1
r0
q
v2
(h2)rr
n 1  
Z 1
0
q0(v1r + v2r + 2q)
v2
hhrr
n 1:
Here we note that limr!1 h(r; t)2=v2(r; t+ T ) = 0. Hence by choice of r0, it holds thatZ 1
r0
1
v2
(h2)rr
n 1 =

1
v2
h2rn 1
1
r0
 
Z 1
r0

rn 1
v2

r
h2  0:
Moreover we see thatZ 1
0
jv1r + v2r + 2qj
v2
jhhrjrn 1  K + 2q
c0
Z 1 
0
jhhrjrn 1 + ()
c0
Z 1
1 
jhhrj
1  rr
n 1;
where
K = sup
(r;t)2(0;1)(0;T+)
 jv1r(r; t)j+ jv2r(r; t)j;
() = sup
(r;t)2(1 ;1)(0;T+)
 jv1r(r; t) + qj+ jv2r(r; t) + qj:
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Combining these estimates, we obtain
 I  2qc
 1
0
1  r0
Z r0
0
jhhrjrn 1dr + q
0(K + 2q)
c0
Z 1 
0
jhhrjrn 1dr
+
q0()
c0
Z 1
1 
jhhrj
1  rr
n 1dr:
Hence there exists c1 > 0 such that
 I  c1

1

Z 1
0
jhhrjrn 1dr + ()
Z 1
0

h2
(1  r)2 + h
2
r

rn 1

:
Since h(1; t) = 0 for t 2 (0; ), by Hardy's inequality, we conclude that
 I  c2

1

Z 1
0
jhhrjrn 1dr + ()
Z 1
0
h2rr
n 1

for some c2 > 0. By the same way, there exists c3 > 0 such that
 J  c3

1
2
Z 1 
0
h2rn 1dr + ()
Z 1
1 
h2
(1  r)2

 c3

1
2
khk22 + c()khrk22

:
From v1; v2 2 K, it holds that lim!0 () = 0. Hence we take  > 0 small enough and
by Schwarz's inequality, we obtain
d
dt
kh(t)k22  c4kh(t)k22; t 2 (0; )
for some c4 > 0. Applying Gronwall's inequality, we conclude that h(r; t)  0 in (0; 1)
(0; ). Since  > 0 is arbitrary, it holds that h(r; t)  0 on (0; 1) (0;1), which nishes
the proof.
3.7 Appendix
3.7.1 Zeros of radially symmetric solutions of parabolic equa-
tions
We consider radially symmetric solutions of semilinear parabolic equations.
(3.59)
8<:ut = urr +
n  1
r
ur + f(u); (r; t) 2 (0; 1) (0; T );
@ru > 0; (r; t)f1g  (0; T );
where f(u) 2 C1(R) is an analytic function on R+ and f(0) = 0. It is well known that
the number of zeros of a solution of (3.59) is nite and nonincreasing for t > 0 (see
[55, 2, 10]). Here we will see that ur has the same properties.
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Lemma 3.7.1. Let u(r; t) be a positive classical solution of (3.59). Then the number of
zeros of ur(; t) in (0; 1) is nite for any t 2 (0; T ).
Proof. We set U(x; t) = u(jxj; t), Then U(x; t) is a positive classical solution of Ut =
U + f(U) in B1  (0; T ). From [28], U(; t) is an analytic function in B1 for any xed
t 2 (0; T ). Suppose that there exist t1 2 (0; T ) such that ur(; t1) has innitely many
zeros in (0; 1). Then there exist r1 2 [0; 1] and frigi2N  (0; 1) (ri 6= rj if i 6= j) such
that ur(ri; t1) = 0 and limi!1 ri = r1. Since ur(1; t1) > 0, it follows that r1 6= 1. Hence,
since U(; t1) is an analytic function in B1, we obtain rU(; t1)  0 in B1. However this
contradicts @ru(1; t1) > 0, which completes the proof.
To investigate zeros of ur(; t), we dierentiate (3.59) with respect to r and set
w(r; t) = ur(r; t):
Then w(r; t) satises the following equation.8<:wt = wrr +
n  1
r
wr   n  1
r2
w + f 0(u)w; (r; t) 2 (0; 1) (0; T );
w > 0; (r; t) 2 f1g  (0; T ):
The third term on the right-hand side has a singular coecient 1=r2. However, since
the sign of this term is minus, a classical maximum principle still holds. Hence by the
quite same argument as in the proof of Theorem 6.15 in [45], we can show the following
lemma.
Lemma 3.7.2. Let u(r; t) be as in Lemma 3.7.1, w(r; t) = ur(r; t) and dene
Nt = the number of zeros of w(; t) in (0; 1).
Then Nt is nonincreasing if N0 <1.
We dene
z(t) = supfr 2 (0; 1);ur(r; t) = 0g:
As a consequence of Lemma 3.7.2, we obtain the following lemma.
Lemma 3.7.3. Let u(r; t) be as in Lemma 3.7.1. Then the number of discontinuous
points of z(t) on (0; T ) is at most N0. Moreover z(t) has both the right-hand and the
left-hand limits for any  2 (0; T ) and
lim
t!+0
z(t)  lim
t! 0
z(t):
Proof. Since discontinuous points of z(t) appear only when the curve z(t) meet other
zero curves of ur, the number of discontinuous points are at most N0. Now we claim that
z(t) has the left-hand limit for t 2 (0; T ). Suppose that z(t) does not have the left-hand
limit at t1 2 (0; T ). Then it holds that ra := lim inft!t1 0 z(t) < lim supt!t1 0 z(t) =:
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rb. From the continuity of ur(r; t), we nd that ur(r; t1) = 0 for r 2 (ra; rb). However this
contradicts Lemma 3.7.2, which shows the claim. By the same manner, we verify that
z(t) has the right-hand limit for t 2 (0; T ). Let  2 (0; T ) and ra := lim inft! 0 z(t).
From denition of z(t) and a strong maximum principle, we nd that ur(r; ) > 0 for
r 2 (ra; 1]. Hence we obtain
lim
t!+0
z(t)  lim
t! 0
z(t);
which completes the proof.

Chapter 4
Blow-up rate for radially symmetric
solutions
4.1 Introduction
We study nite time blow-up solutions of
(4.1)
8><>:
ut = u  ajujp 1u; (x; t) 2 B1  (0; T );
@u = jujq 1u; (x; t) 2 @B1  (0; T );
u(x; 0) = u0(x); x 2 B1;
where p; q > 1, a  0, B1 is the unit ball in Rn and  denotes the outer unit normal
vector on @B1. A solution u(x; t) is said to blow up in a nite time T > 0, if
lim sup
t!T
ku(t)kL1(B1) =1:
In this chapter, we study the blow-up rate of radially symmetric solutions of (4.1). For
the case a = 0, it is known that every positive solution of (4.1) blows up in a nite
time ([51, 23, 53]). For such a case, the blow-up rate of (4.1) was rst studied in [26].
They established the following blow-up rate for radially symmetric solutions under some
additional conditions on the initial data.
(4.2) ku(t)kL1(B1)  (T   t) 1=2(q 1):
For a general bounded domain case with 1 < q < n=(n   2) if n  3, the blow-up rate
(4.2) was shown in [37] and [39] under the following conditions on the initial data:
(4.3) u0;u0  0 in 
; @u0 = uq0 on @
:
The technical conditions (4.3) on the initial data to derive the blow-up rate are removed
in [38] for the case 1 < q  (n   1)=(n   2). Furthermore for the half space case with
1 < q < n=(n 2) if n  3, the blowup rate (4.2) for positive solutions and sign-changing
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solutions was proved in [15] and [67] respectively without any conditions on the initial
data.
As for the case a > 0, it is known that the dynamics of (4.1) is classied into three
cases.
(i) p > q^ or p = q^, a > q, (ii) p < q^ or p = q^, a < q, (iii) p = q^, a = q,
where q^ = 2q   1. For the case (i), every solution is global dened and uniformly
bounded, while for the case (ii), solutions with large initial data blow up in a nite time
(see [1, 12, 71]). For the critical case (iii), every positive solution is globally dened and
becomes unbounded at t =1 if n = 1 ([12]), on the other hand, every positive solution
blows up in a nite time if n  2 (see Theorem 3.1.1 in Chapter 3). Rossi [69] studied
the blow-up rate for the case (ii) with n = 1 and derived the blow-up rate (4.2) under
the following conditions on the initial data similar to (4.3):
(4.4) u0; u
00
0   aup0  0 in ( 1; 1); @u0 = uq0 on f 1; 1g:
The condition (4.3) and (4.4) implies a monotonicity of solutions in time. For such
a case, a boundedness of (T   t) 1=2(q 1)ku(t)kL1(
) is derived easier than the general
initial data case. The rst purpose of this chapter is to remove such assumptions on the
initial data.
To study nite time blow-up solutions for the case (ii), following [69] (originally [30]),
we introduce self-similar variables in the polar coordinate:
 = (T   t) 1=2(1  r); s =   log(T   t);
where T is the blow-up time and put
v(; s) = (T   t)1=2(q 1)u(r; t):
Then v(; s) satises
(4.5)
8><>:vs = v  
(n  1)
Rs    v  

2
v   v
2(q   1)   ae
 sjvjp 1v; (; s) 2 W;
@v =  jvjq 1v; (; s) 2  ;
where Rs = e
s=2, W = f(; s);  2 (0; Rs); s 2 (sT ;1)g,   = f0g  (sT ;1) and
 = (2q   1   p)=2(q   1). Once a boundedness of v(; s) (which is equivalent to a
boundedness of (T   t)1=2(q 1)u(r; t)) is assured, the last term  ae sjvjp 1v in (4.5)
turns out to be negligible if p < 2q   1. As a consequence, in this case, v(; s) is
governed by the same equation as for the case a = 0 for large s > 0. However for the
case p = 2q   1, a 2 (0; q), the last term  ae sjvjp 1v does not vanish. Therefore the
large time behavior of v(; s) for the case p = 2q   1, a 2 (0; q) are dierent from those
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for the case p < 2q   1. To determine the large time behavior of v(; s), the following
stationary problem of (4.5) plays a crucial role.
(4.6)
8<:'00  

2
'0   '
2(q   1)   aj'j
p 1' = 0; in R+;
 '0 = j'jq 1'; on f0g;
where  = 1 if p = 2q  1 and  = 0 if p < 2q  1. Then u(x; t) = (T   t) 1=2(q 1)'((T  
t) 1=2x) gives a backward self-similar solution of(
ut = uxx   ajujp 1u; (x; t) 2 R+  (0; T );
@u = jujq 1u; (x; t) 2 f0g  (0; T ):
For the case a = 0, Fila-Quittner [26] proved the uniqueness of positive solutions of (4.6)
(see [16] for a multidimensional case). As a corollary of this fact, they [26] obtained the
following convergence:
(4.7) lim
s!1
v(; s) = '() in Cloc(R+);
where '() is the positive unique solution of (4.6) with a = 0. This implies in the original
variable
u(r; t) = (T   t) 1=2(q 1)

'
 
(T   t) 1=2(1  r); t+ o(1)
for 0  (1  r)  (T   t)1=2:
Furthermore for the case p < 2q   1, a > 0, by using the uniqueness result for the case
a = 0 stated above, Rossi [69] proved the convergence (4.7). However the uniqueness of
positive solutions of (4.6) for the case p = 2q   1, a 2 (0; q) remains open. The second
purpose in this chapter is to show the uniqueness of positive solutions of (4.6) for the
case p = 2q   1, a 2 (0; q) and to determine the large time behavior of v(; s).
On the other hand, as for the critical case, it will be shown that there exists no
backward self-similar solutions. As a consequence of this fact, we nd that
sup
t2(0;T )
(T   t)1=2(q 1)ku(t)k1 =1:
This agrees with the fact: ku(t)k1  (T   t) 1=(q 1) given in Theorem 3.1.2 in Chapter
3. In this sense, the aspect of the blow-up phenomenon for the critical case diers from
other cases and the backward self-similar solution does not play the essential role.
The rest of this chapter is organized as follows. In Section 4.2, we derive the blow-up
rate estimate (4.2) for the case (ii) by using the self-similar variables. In Section 4.3, we
prove the uniqueness of backward self-similar solutions for the case p = 2q 1, a 2 (0; q).
Furthermore we show the nonexistence of backward self-similar solutions for the critical
case.
Throughout this chapter, we put
m = 1=2(q   1)
and denote the norm of L1 by k  k1.
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4.2 Blow-up rate of radially symmetric solutions
Throughout this chapter, we study radially symmetric solutions of (4.1).
(4.8)
8>><>>:
ut = urr +
n  1
r
ur   ajujp 1u; (r; t) 2 (0; 1) (0; T );
@ru = jujq 1u; (r; t) 2 f1g  (0; T );
u(r; 0) = u0(r); r 2 (0; 1):
In this section, we consider the case where p; q and a satisfy one of (a){(c).
(a) a = 0, (b) p < 2q   1, a > 0, (c) p = 2q   1, a 2 (0; q).
Theorem 4.2.1. Assume that p; q and a satisfy one of (a){(c). Let u(r; t) be a solution
of (4.8) which blows up in a nite T > 0. Then there exists c > 0 such that
ku(t)k1  c(T   t) 1=2(q 1):
Remark 4.2.1. In general, the blow-up rate estimate from below : ku(t)k1  c(T  
t) 1=2(q 1) is easier than that from above : ku(t)k1  c(T t) 1=2(q 1). In fact, arguments
in the proof of Theorem 1.1 in [34] shows ku(t)k1  c(T   t) 1=2(q 1) for the case (a){(c)
without any modication.
Remark 4.2.2. It is known that if a domain is bounded and smooth, the blow-up set is
only on the boundary for both cases a = 0 ([39, 38]) and a > 0 ([4]).
To study the blow-up rate of solutions of (4.8), we introduce self-similar variables
(see [30, 26, 39])
 = (T   t)  12 (1  r); s =   log(T   t); (sT =   log T )
and set
v(; s) = e msu(1  e s=2; T   e s):
Then v(; s) is dened on
(; s) 2 W = f(; s);  2 (0; Rs); s 2 (sT ;1)g; Rs = es=2
and satises
(4.9)
8><>:vs = v  
(n  1)
Rs    v  

2
v  mv   ae sjvjp 1v; (; s) 2 W;
@v =  jvjq 1v; (; s) 2  ;
where   = f0g  (sT ;1) and  = (2q   1  p)=2(q   1). For simplicity of notations, we
put vB(s) = v(0; s) and
E(; s) = 1
2
jv(; s)j2 + m
2
v(; s)2 +
ae s
p+ 1
jv(; s)jp+1:
91
We dene the energy functional associated with (4.9).
E(s) =
Z Rs
0
E(; s)K(; s)n 1()d   1
q + 1
jvB(s)jq+1;
where
K(; s) = 1  e s=2; () = e 2=4:
Then we have the following energy identity.
(4.10)
d
ds
E(s) =  
Z Rs
0

v2s +
ae sjvjp+1
p+ 1

K(; s)n 1()d
+
(n  1)
2Rs
Z Rs
0
E(; s)K(; s)n 2()d:
First we show a monotonicity of the energy functional E(s).
Lemma 4.2.1. Let p; q > 1 and a  0. Then it holds that for s  sT
d
ds
E(s)   1
2
Z Rs
0
v2sK
n 1d   n  1
2Rs

1
2
jvBj2q   m
2
v2B  
ae s
p+ 1
jvBjp+1

:
Proof. First we decompose the right-hand side of (4.9) into two parts:
vs =

v   
2
v  mv   ae sjvjp 1v

  (n  1)
Rs
v
K(; s)
=: I0   I1:
Since v2s = (I0   I1)2, it is clear that
(4.11)
Z Rs
0
v2sK
n 1d =
Z Rs
0
 
I20   2I0I1 + I21

Kn 1d:
By denition of I0 and I1, we see that
(4.12)
Z Rs
0
I0I1K
n 1d =
n  1
Rs
Z Rs
0

v   
2
v  mv   ae sjvjp 1v

vK
n 2d:
Then each term of right-hand side is estimated as follows.Z Rs
0
vvK
n 2d =  1
2
jvBj2q + 1
4
Z Rs
0
v2K
n 2d +
n  2
2Rs
Z Rs
0
v2K
n 3d;Z Rs
0
vvK
n 2d =  1
2
v2B +
1
4
Z Rs
0
v2Kn 2d +
n  2
2Rs
Z Rs
0
v2Kn 3d;Z Rs
0
jvjp 1vvKn 2d =   1
p+ 1
jvBjp+1 + 1
2(p+ 1)
Z Rs
0
jvjp+1Kn 2d
+
n  2
(p+ 1)Rs
Z Rs
0
jvjp+1Kn 3d:
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Hence from (4.12), it follows thatZ Rs
0
I0I1K
n 1d  n  1
Rs

 1
2
jvBj2q + m
2
v2B +
ae s
p+ 1
jvBjp+1

+
(n  2)(n  1)
2R2s
Z Rs
0
v2K
n 3d   n  1
2Rs
Z Rs
0
E(; s)Kn 2d
=
n  1
Rs

 1
2
jvBj2q + m
2
v2B +
ae s
p+ 1
jvBjp+1

+
(n  2)
2(n  1)
Z Rs
0
I21K
n 1d   n  1
2Rs
Z Rs
0
E(; s)Kn 2d:
Therefore from (4.11), we deduce that
1
2
Z Rs
0
v2sK
n 1d  n  1
2Rs

1
2
jvBj2q   m
2
v2B  
ae s
p+ 1
jvBjp+1

+
1
2
Z Rs
0

I20 +
I21
n  1

Kn 1d +
n  1
2Rs
Z Rs
0
E(; s)Kn 2d:
Thus we obtain from (4.10)
d
ds
E(s)   1
2
Z Rs
0
v2sK
n 1d   n  1
2Rs

1
2
jvBj2q   m
2
v2B  
ae s
p+ 1
jvBjp+1

;
which completes the proof.
Applying Lemma 4.2.1, we obtain a boundedness of v(; s).
Lemma 4.2.2. Let p; q and a satisfy one of (a){(c). Then v(; s) is uniformly bounded
on W .
Proof. The proof of this lemma is based on that of Theorem 3.1 in [14]. Multiplying
(4.9) by vK
n 1e 
2=2 and integrating over (0; Rs), we obtain
(4.13)
1
2
jvBj2q   m
2
v2B  
ae s
p+ 1
jvBjp+1   
Z Rs
0
vsvK
n 1e 
2=2d:
Here we usedZ Rs
0
vvK
n 1e 
2=2d =  1
2
jvBj2q + 1
2
Z Rs
0

 +
n  1
K
e s=2

v2K
n 1e 
2=2d;Z Rs
0
jvj 1vvKn 1e 2=2d    1
 + 1
jvBj+1 (  1):
Since p; q and a satisfy one of (a){(c), from Lemma 4.2.1, there exists c0 > 0 such that
(4.14)
d
ds
E(s)   1
2
Z Rs
0
v2sK
n 1d + c0e s=2:
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Then by denition of E(s), (4.14) and e 
2=2  (), it is veried thatZ Rs
0
jvsvjKn 1e 2=2d  1
2
Z Rs
0
 
v2 + v
2
s

Kn 1d
 E(s) + 1
q + 1
jvBjq+1   d
ds
E(s) + c0e
 s=2:
Since p; q and a satisfy one of (a){(c), from (4.13), there exist c1; c2 > 0 such that
c1jvB(s)j2q  E(s)  d
ds
E(s) + c2:
Integrating both sides over (s0; s), we have
c1
Z s
s0
jvB()j2qd 
Z s
s0
E()d   (E(s)  E(s0)) + c2(s  s0):
We note that from (4.14)
E(s0)  E(sT ) + 2c0e sT =2; s0 > sT :
Hence there exists c3 > 0 such that
(4.15) c1
Z s
s0
jvB()j2qd   E(s) + c3 (1 + (s  s0)) :
Suppose that there exists s0  sT such that E(s0)   M   2c0e sT =2 for some M > 0.
Then by (4.14), it holds that E(s)   M for s  s0. Hence by denition of E(s), we see
that
(4.16) jvB(s)jq+1   (q + 1)E(s)  (q + 1)M; s  s0:
Furthermore if we choose M > 4c3, then from (4.15), it holds that
c1
Z s
s0
jvB()j2qd   1
2
E(s); s0  s  s0 + 1:
Hence from the rst inequality in (4.16), there exists c4 > 0 such that
(4.17) jvB(s)jq+1  c4
Z s
s0
jvB()j2qd; s0 < s < s0 + 1:
Set f() =
R s0+
s0 jvB()j2qd and  = 2q=(q + 1) > 1. The inequality (4.17) implies that
(4.18) f 0()  c4f();  2 [0; 1]:
From (4.16), we see that
(4.19) f(1=2)  (q + 1)

2
M:
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Therefore from (4.18) and (4.19), there exists M1 > 4c3 such that for M  M1 there
exists 0 2 (0; 1) such that lim!0 f() = 1. However this contradicts f 2 L1(0; 1).
Thus there exists  > 0 such that
(4.20) E(s)   ; s  sT :
Next we show a boundedness of v(; s). On the contrary, we suppose that v(; s) is not
uniformly bounded. Then there exits a sequence fskg1k=1 satisfying sk !1 and
Mk = kv(sk)k1 = sup
ssk
kv(s)k1; lim
k!1
Mk =1:
By a maximum principle, we nd that jv(0; sk)j = kv(sk)k1. Now we set
vk(; ) = 
1=(q 1)
k v(k; 
2
k + sk); 
1=(q 1)
k =M
 1
k :
Then vk(; ) satises8>>>><>>>>:
@svk = @vk   k(n  1)
Rs   k @vk  
2k
2
@vk   
2
kvk
2(q   1)   a
2
k e
 (2+sk)jvkjp 1vk;
0 <  <  1k Rs;   2k (sk   sT ) <  <1;
@vk = jvkjq 1vk;  = 0;   2k (sk   sT ) <  <1:
Since kvk()k1 is uniformly bounded on [ 2k(sk sT ); 0] and vk(0; 0) = 1, by a parabolic
regularity theory, there exist a nontrivial function v1(; ) 2 L1(R+  ( 1; 0)) \
C2;1(R+( 1; 0]) and a subsequence fvk(; )g1k=1 which is denoted by the same symbol
such that vk(; )! v1(; ) in C2loc(R+( 1; 0]). Furthermore by changing variables,
we observe that for any 0 > 0Z 0
  2k (sk sT )
Z 0
0
j@vk(; )j2d

d = 
(q+1)=(q 1)
k
Z sk
sT
Z k0
0
jvs(; s)j2d

ds:
From Lemma 4.2.1 and (4.20), we see thatZ sk
sT
Z k0
0
jvs(; s)j2d

ds  e
2k
2
0=4
1  k0e s=2
Z sk
sT
Z k0
0
jvs(; s)j2Kn 1d

ds
 2e
2k
2
0=4
1  k0e s=2
 
E(sT )  E(sk) + 2c0e sT =2

 2e
2k
2
0=4
1  k0e s=2
 
E(sT ) +  + 2c0e
 sT =2 :
Since limk!1 k = 0, it holds thatZ 0
 0
Z 0
0
j@v1(; )j2d

d = 0
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for any 0; 0 > 0. This implies that v1(; ) = v1(). Moreover we nd that v1() is
a nontrivial bounded solution of
(4.21)
(
v00 = ajvjp 1v;  2 R+;
v0 =  jvjq 1v;  = 0;
where  = 0 for the case (a) or (b) and  = 1 for the case (c). However this contra-
dicts Lemma 4.2.3 for all case (a){(c). Thus a boundedness of v(; s) is assured, which
completes the proof.
Lemma 4.2.3. Let  = 0 or  = 1 with a 2 (0; q) in (4.21). Then there are no bounded
solution of (4.21).
Proof. The statement is trivial if  = 0. Let p = 2q   1, a 2 (0; q). Then multiplying
(4.21) by v0 and integrating over (0; ), we obtain by a boundary condition
v0()2 =
a
q
jv()j2q +

1  a
q

jv(0)j2q 

1  a
q

jv(0)j2q:
Therefore since a 2 (0; q), there exists c > 0 such that jv0()j  c for  2 R+, which
implies that lim!1 jv()j =1. However this contradicts a boundedness of v(), which
completes the proof.
4.3 Uniqueness for backward self-similar solutions
In this section, we show the uniqueness of positive solutions of (4.6) for the case p = 2q 1,
a 2 (0; q) and the nonexistence of solutions of (4.6) for the critical case (iii).8<:'00  

2
'0  m'  aj'j2q 2' = 0 in R+;
 '0 = j'jq 1' on f0g:
(S)
Throughout this section, we put
N0 = N [ f0g:
Theorem 4.3.1. Let a 2 (0; q). Then (S) admits at most one positive solution. On the
other hand, let a = q. Then (S) does not admits a nontrivial solution.
From Theorem 3.1.2 in Chapter 3, for the critical case, we note that
(4.22) sup
t2(0;T )
(T   t)1=2(q 1)ku(t)k1 =1:
As a corollary of Theorem 4.3.1, we give another proof for (4.22).
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Corollary 4.3.1. Let p = 2q  1, a = q, u(r; t) be a blow-up solution of (4.8) and T > 0
be its blow-up time. Then u(r; t) satises (4.22).
Proof. Suppose that there exists c0 > 0 such that (T   t)1=2(q 1)ku(t)k1  c0. This
implies that a rescaled solution v(; s) introduced in Section 4.2 is uniformly bounded.
Let E(s) be the energy functional dened in Section 4.2. Then by a boundedness of
v(; s), there exists  > 0 such that
inf
s>sT
E(s)   :
Therefore from Lemma 4.2.1 and Rs = e
s=2, we obtainZ s
sT
Z Rs
0
v2sK
n 1d   2(E(s)  E(sT )) + ckvk21
Z s
sT
R 1s  2( + E(sT )) + ckvk21:
From Remark 4.2.1, there exists c > 0 such that ku(t)k1  c(T   t) 1=2(q 1), which is
equivalent to kv(s)k1  c. By the above facts, there exist a limiting function w() 6 0
and a sequence fskgk2N such that v(; sk) ! w() in Cloc(R+) and vs(; s) ! 0 in
Cloc(R+). We nd that w() is a nontrivial solution of (S). However this contradicts the
second part of Theorem 4.3.1, which completes the proof.
Remark 4.3.1. As a consequence of Theorem 4.2.1 and the rst part of Theorem 4.3.1,
for the case p = 2q   1, a 2 (0; q), we obtain from the energy inequality in Lemma 4.2.1
lim
s!1
v(; s) = '() in Cloc(R+):
Therefore there exists cq > 0 such that
lim
t!T
(T   t)1=2(q 1)ku(t)k1 = cq:
Our proof of Theorem 4.3.1 is based on arguments in the proof for the case n = 2
of Theorem 0.1 in [43] (see also [46]). First we show the nonexistence of sign changing
solutions of (S).
Lemma 4.3.1. There is no sign changing solutions of (S).
Proof. Let '() be a sign changing solution of (S). Without loss of generality, we can
assume that '(0) > 0. Then there exists 0 > 0 such that '(0) = 0 and '() > 0 on
[0; 0). Then it is clear that '
0(0) < 0. Let 1 > 0 be a point such that '0(1) = 0. Then
since '() is a solution of (S), we see that '00(1) < 0. Hence we deduce that '0(y)  0
for   0. Therefore we obtain
'00  aj'j2q 2';  > 0:
From this ordinary dierential inequality with '(0) = 0 and '
0(0) < 0, there exists
2 > 0 such that lim!2 '() =  1, However since '() is dened on [0;1), this is a
contradiction, which completes the proof.
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Throughout this section, we denote by '(y) a positive solution of (S).
Lemma 4.3.2. Every positive solutions of (S) is uniformly bounded on R+.
Proof. Let 0 > 0 be a point such that '
0(0) = 0 and '0() < 0 on [0; 0) Then we see
that '00(0) = m'(0) + a'(0)2q 1 > 0. Therefore by the same reason as in the proof of
Lemma 4.3.1, there exists 2 > 0 such that lim!2 '() =1. However this contradicts
denition of '(), which completes the proof.
Here we dene
E('; ) = e 
2=4

1
2
j'0j2   a
2q
'2q   
4
''0 +
1
2

1
4
 m

'2

:
Lemma 4.3.3. Let '() be a positive solution of (S). Then it follows that for  > 0
(4.23)
d
d
E('; ) =  e 2=4

1
16
'2 +
a
4

1  1
q

'2q

:
Moreover it holds that E('; ) > 0 for  > 0.
Proof. Since '() is a solution of (S), a direct computation shows (4.23). Hence we see
that
d
d
E('; ) < 0;  > 0:
By Lemma 4.3.2, we note that lim!1E('; ) = 0. Hence we obtain E('; ) > 0 for
 > 0.
We put
Pi('; ) =
1
2
j'0j2   a
2q
'2q  Di''0 + Ci
2
'2;
Qi('; ) =
1
2
j'0j2 + a
2

1  1
2qDi

'2q   
4
''0 +
1
2

Ci
2Di
+m

'2;
where Ci and Di are positive constants to be chosen later. Furthermore we dene
Ei('; ) = e
 2=2Pi('; ):
Lemma 4.3.4. Let '() be a positive solution of (S). Then it holds that for i 2 N0
d
d
Ei('; ) = e
 2=2

(m+ Ci  Di)''0   2DiQi('; )

:
Proof. A direct computation shows this lemma.
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Let  2 N0 and i > 0 (i 2 N0) be constants to be chosen later. We put
E('; ) =
X
i=0
i
2iEi('; ):
Then we see that
dE
d
=
X
i=0
i
2i 1

2iEi('; ) + 
d
d
Ei('; )

= e 
2=2
X
i=0
i
2i 1  2iPi + (m+ Ci  Di)''0   2Di2Qi
= e 
2=2
X
i=1

i
2i 1 2iPi + (m+ Ci  Di)''0  2i 1Di 1Qi 1
+e 
2=2
 
0(m+ C0  D0)''0   2D2+1Q

:
Here we choose fig1i=0, C0 and D0 as follows:
0 = 1; ii = i 1Di 1; C0 = 0; D0 = m:
Then it holds that
e
2=2dE
d
=
X
i=1
2ii
2i 1

Pi +

2i
(m+ Ci  Di)''0  Qi 1

  2D2+1Q:
By denition of Pi and Qi, we see that
Pi +

2i
(m+ Ci  Di)''0  Qi 1 =
 a

1
2q
+
1
2

1  1
2qDi 1

'p+1 +
1
2

Ci  

Ci 1
2Di 1
+m

'2
 

Di   1
4
+
1
2i
(Di  m  Ci)

''0:
Now we choose fCig1i=1 and fDig1i=1 as follows:
(4.24) Ci =
Ci 1
2Di 1
+m;

1 +
1
2i

Di =
1
4
+
1
2i
(m+ Ci):
From C0 = 0, D0 = m > 0, it is clear that
Ci; Di > 0; i 2 N:
By (4.24), we see that
Pi +

2i
(m+ Ci  Di)''0  Qi 1 =   a
4q

2(q + 1)  1
Di 1

'2q:
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Hence we obtain
(4.25) e
2=2dE
d
=   a
2q
X
i=1
ii
2i 1

2(q + 1)  1
Di 1

'2q   2D2+1Q:
From (4.24), a direct computation shows that
2(q + 1)  1
Di 1
= 2
 
(1 + q)
 
(i  1) + 2(m+ Ci 1)
  2(i  1) + 1
(i  1) + 2(m+ Ci 1)
!
:
Since m = 1=2(q   1) and Ci  0, it holds that for i 2 N
(1 + q)
 
(i  1) + 2(m+ Ci 1)
   2(i  1) + 1
 (q   1)(i  1) + 2(1 + q)m  1
= (q   1)(i  1) +

q + 1
q   1   1

> 0:
Hence we obtain
(4.26) 2(q + 1)  1
Di 1
> 0; i 2 N:
Next we investigate the behavior of Q('; ). By denition of E('; ), we note that
(4.27) Q = e
2=4E +
a
4q

2(q + 1)  1
D

'2q +

m+
C
4D
  1
8

'2:
By Lemma 4.3.3 and (4.26), we obtain
Q >

m+
C
4D
  1
8

'2:
Now we claim that for any q > 1 there exists 0 = 0(q) 2 N0 such that
(4.28) m+
C0
4D0
  1
8
> 0:
In fact, we see that from (4.24)
m+
C
4D
  1
8
=
1
2

m+ C+1   1
4

:
Hence it is sucient to show that there exists 0 2 N0 such that m + C0+1 > 1=4. By
(4.24), we see that
C+1 =
(2+ 1)C
+ 2(m+ C)
+m:
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Suppose that m+ C+1  1=4 for all  2 N0. Then we have
C+1  (2+ 1)C
+ 1=2
+m = 2C +m:
Since C > 0 for  2 N0, it holds that C  m for  2 N0. However this contradicts
m+ C+1  1=4 for  2 N0, which completes the claim. The rest of this section, we x
 = (q) 2 N0 satisfying (4.28) and for simplicity we set
E('; ) = E('; ):
Substituting (4.26) and (4.28) into (4.25), we obtain
(4.29)
d
d
E('; ) < 0;  > 0:
Therefore we immediately obtain the following lemma.
Lemma 4.3.5. Let '() be a positive solution of (S). Then it follows that for  > 0
E('; ) > 0:
Proof. From (4.29) and lim!1 E('; ) = 0, it holds that E('; ) > 0 for  > 0.
Proof of Theorem 4.3.1. First we consider the critical case a = q. By denition of
E('; ), Ei('; ) and C0 = 0, we nd that
E('; 0) = 0E0('; 0) = 0P0('; 0) = 0C0
2
'(0)2 = 0:
However this contradicts E('; ) > 0 and dE('; )=d < 0. Hence the nonexistence of
solutions of (S) for the critical case is proved.
Next let a 2 (0; q) and '1(), '2() be two distinct positive solutions of (S). Without
loss of generality, we can assume that
'1(0) > '2(0):
Lemma 4.3.6. The following two inequalities hold for  > 0
'1() > '2();
d
d

'2()
'1()

 0:
Proof. We set () = '2()='1() and f() = e
 2=4('02'1   '2'01). Then we see that
d
d
=
'02'1   '2'01
'21
=
e
2=4f
'21
:
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To show '1() > '2(), it is sucient to show that () < 1 for  > 0. Suppose that
there exist 1 < 2 such that (1) = (2) = 1, () < 1 on [0; 1) and () > 1 on
(1; 2). Then we have
d
d
(1)  0; d
d
(2)  0;
which implies that f(1)  0 and f(2)  0. On the other hand, we see that for
 2 (1; 2)
df
d
=  ae 2=4'2q 11 '2
 
1  2(q 1) > 0;
which contradicts f(1)  0  f(2). Hence by (0) < 1, there are two possibilities.
One is () < 1 on R+. The other is () < 1 on [0; 0) and () > 1 on (0;1) for
some 0 > 0. Suppose that the later case occurs. By the above argument, we verify
that df=d > 0 on (0;1) and f(0)  0. However this contradicts lim!1 f() = 0,
which assures () < 1 on R+: As a consequence, it holds that df=d < 0 on R+. By a
boundary condition, we see that
f(0) =  '2(0)q'1(0) + '2(0)'1(0)q > 0:
Hence from df=d < 0 and lim!1 f() = 0, we obtain f() > 0 on R+. Thus d=d > 0
is derived, which completes the proof.
We dene
F() = E('2; ) 

'2()
'1()
2q
E('1; ):
From Lemma 4.3.5 and Lemma 4.3.6, we obtain
dF
d
 d
d
E('2) 

'2
'1
2q
d
d
E('1):
By (4.25) and (4.27), we see that
dF
d
  2e 2=2D2+1
 
Q('2) 

'2
'1
2q
Q('1)
!
  2e 2=4D2+1
 
E('2) 

'2
'1
2q
E('1)
!
 2e 2=2D2+1

m+
C
4D
  1
8

'22
 
1 

'2
'1
2(q 1)!
:
Hence by Lemma 4.3.6 and (4.28), we deduce that
dF
d
  2e 2=4D2+1
 
E('2) 

'2
'1
2q
E('1)
!
:
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We set
F () = E('2; ) 

'2()
'1()
2q
E('1; ):
By Lemma 4.3.3 and Lemma 4.3.6, it holds that
dF
d
=   
16
e 
2=4'22
 
1 

'2
'1
2(q 1)!
 
 
d
d

'2
'1
2q!
E('1) < 0:
Since lim!1 F () = 0, we nd that F () > 0 for  > 0. Hence we obtain
dF
d
() < 0;  > 0:
Since lim!1F() = 0, we conclude that F(0) > 0. On the other hand, by a boundary
condition, it holds that
F(0) = P0(0;'2) 

'2(0)
'1(0)
2q
P0(0;'1) = 0:
However this contradicts F(0) > 0, which completes the proof.
Chapter 5
Stability of steady sates for 1D case
5.1 Introduction
We consider one dimensional semilinear parabolic equations:
(5.1)
8><>:
ut = uxx   aup; (x; t) 2 R+  (0; T );
@u = u
q; (x; t) 2 f0g  (0; T );
u(x; 0) = u0(x)  0; x 2 R+;
where R+ = fx 2 R;x > 0g, p; q > 1, a > 0 and @ denotes the outward normal
derivative on the boundary. A nite time blow-up and global solvability of (5.1) for a
bounded interval case are studied in [12, 54]. It is known that the dynamics of (5.1) is
classied into three cases:
(i) p > q^ or p = q^, a > q, (ii) p < q^ or p = q^, a < q, (iii) p = q^, a = q,
where q^ = 2q   1. For a bounded interval case (possible a half line case), every solution
is globally dened and uniformly bounded for the case (i), while solutions blow up in a
nite time if the initial data is large enough for the case (ii) ([12, 54]). Moreover as for
the critical case (iii) with a bounded interval:
(iii-a) p = q^, a = q and 
 = ( 1; 1),
it is shown in [12] that every positive solution is globally dened and converges to the
unique positive singular solution of
(5.2)
(
	00 = q	2q 1 in ( 1; 1);
	 =1 on f 1; 1g:
Therefore every positive solution becomes unbounded at t = 1. Furthermore for this
case, the following grow-up rate of positive solutions of (5.1) is derived in [27]:
ku(t)kL1( 1;1)  t1=2:
In this chapter, we consider the case
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(iii-b) p = q^, a = q and 
 = R+.
As for the case (iii-b), there appear a family of stationary solutions fg>0 ((0) =
) and a positive singular solution 1 (1(0) = 1). In particular, these stationary
solutions are completely ordered: 1(x) < 2(x) if 1 < 2 (see Section 2). From the
ordered property of stationary solutions, if the initial data u0 is between 1 and 2
(1 6= 2), the solution u(x; t) stays between 1 and 2 for t 2 (0;1). However the
stability of these stationary solutions are more delicate problem, since we need to show
the convergence u(; t)!  as t!1 if the initial data u0 is near . The rst purpose
of this chapter is to study the stability of these stationary solutions.
Next we study the large time behavior of global solutions of (5.1). In general, the
asymptotic behavior of time global solutions for one dimensional parabolic equations is
classied into three cases: (a) the solution converges to zero, (b) the solution converges
to one of nontrivial steady states, (c) the solution becomes unbounded at t =1. As is
stated above, for the critical case with 
 = ( 1; 1), only the case (c) can occur. However,
as for the critical case with 
 = R+, since the steady states exist, all cases (a){(c) might
occur. Here we discuss the possibility of the case (c).
To explain the dynamics of (5.1) for the case (iii-b) from the view point of the energy
structure, we dene the energy functional E(u) by
E(u) =
1
2
Z 1
0
 
u2x + u
2q

dx  1
q + 1
u(0)q+1:
Then the energy functional E(u) is bounded from below:
E(u)  0; u 2 X;
where X = fu 2 L2q(R+);ux 2 L2(R+)g and the stationary solution  2 X ( > 0)
gives the global minimizer:
E() = 0 (0 <  <1):
From this energy structure, every solution of (5.1) seems to be globally dened and
uniformly bounded for t 2 (0;1). In fact, a global solvability and a boundedness of
solutions will be shown in a dierent way.
Finally we study the large time behavior of sign changing solutions of (5.1) for the
case (iii-a). We note that (1.6) has two types of singular solutions. One is positive
(negative) singular solutions 	 satisfying (5.2), the others are sign changing singular
solutions 	s satisfying (
	00s = qj	sj2q 2	s in ( 1; 1);
	s(1) = 1:
As is stated above, the positive singular solution is stable in the sense that every positive
solution converges to the positive singular solution 	(x) as t ! 1. Then here arises
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a natural question: \Are there solutions which converge to the sign changing singular
solution	s(x) as t!1 ?" To provide a complete description of the large time behavior
of sign changing solutions, this question is crucial. The last purpose of this chapter is to
answer this question.
The rest of this chapter is organized as follows. In Section 5.2, we introduce a family
of positive stationary solutions of (5.1) and a positive singular solution. In section 5.3,
we study the stability of stationary solutions of (5.1). A boundedness of solutions is
discussed in section 5.4. Finally in Section 5.5, we study the asymptotic behavior of
sign changing solutions for the case (iii-a), where the large time behavior of solutions of
(5.1) is completely classied. In Appendix, the properties of zeros of solutions for a one
dimensional parabolic equation are collected. Throughout this chapter, k  kr stands for
Lr(R+) norm and we x p = 2q   1 and a = q.
5.2 Stationary solutions
Consider the stationary problem of (5.1):
(5.3)
(
00 = q2q 1 in R+;
0 =  q on f0g:
To construct solutions of (5.3), we consider the following ODE problem:
(5.4)
(
00 = q2q 1 in R+
(0) =  > 0; 0(0) =  q:
We denote by (x) the unique solution of (5.4). Then for any  > 0, (x) gives a
solution of (5.3) and is explicitly expressed by
(x) =
 
(q   1)x+  (q 1) 1=(q 1) :
For the case  =1, we dene
1(x) = (q   1) 1=(q 1)x 1=(q 1):
Then 1(x) turns out be a singular solution of (5.3) satisfying 1(0) =1 and 1(x) =
lim!1 (x). Moreover by an explicit formula of (x), we see that these stationary
solutions are completely ordered:
1(x) < 2(x) if 1 < 2:
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5.3 Instability of stationary solutions
5.3.1 Instability from below
Theorem 5.3.1. Let  2 (0;1), u0(x)  (x) (u0(x) 6 (x)) and u(x; t) be a
solution of (5.1). Then for any R > 0 there exist t0 > 0 and  > 0 such that
(x)  u(x; t)  ; (x; t) 2 (0; R) (t0;1):
We introduce a new unknown function v(x; t) = u(x; t) (q 1). Then v(x; t) satises
(5.5)
8>><>>:
vt = vxx +
q
(q   1)v
 
(q   1)2   v2x

; (x; t) 2 R+  (0;1);
vx(0; t) = (q   1); t 2 (0;1);
v(x; 0) = v0(x) := u0(x)
 (q 1); x 2 R+:
We set for  2 (0;1)
 (x) = (x)
 (q 1) = (q   1)x+  (q 1):
It is clear that  (x) gives a stationary solution of (5.5) for  2 (0;1). First we assume
that an initial data v0(x) satises the following conditions.
(A1) v0(x) is smooth enough and satises v
0
0(0) = (q   1),
(A2) There exists  > 0 such that 0  v0(x)   (x) for x 2 R+,
(A3) 0  v00(x)  (q   1) for x 2 R+,
(A4) There exists R0 > 0 such that v
0
0(x) = (q   1) for x 2 (R0;1).
Lemma 5.3.1. Let u(x; t) be a solution of (5.1) and set v(x; t) = u(x; t) (q 1). If v0(x)
satises (A1) and (A3){(A4), then v(x; t) satises 0  vx(x; t)  (q   1).
Proof. Consider the following approximate equations.
(5.6)
8><>:
ut = uxx   qu2q 1; (x; t) 2 (0; R) (0; T );
ux =  uq; (x; t) 2 f0; Rg  (0; T );
u(x; 0) = u0(x); x 2 (0; R):
By (A1) and (A4), u0(x) satises the compatibility conditions u
0
0 =  uq0 on x 2 f0; Rg
for R  R0. Hence there exists an unique classical solution uR(x; t) of (5.6) and set
vR(x; t) = uR(x; t)
 (q 1). By the same argument as in the proof of Lemma 3.3.2 in
Chapter 3, we see that
0  @xvR(x; t)  (q   1); (x; t) 2 (0; R) (0; T ):
Therefore we obtain
0   @xuR(x; t)  uR(x; t)q; (x; t) 2 (0; R) (0; T ):
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To derive a priori estimate for uR(x; t), we construct a suitable super-solution. We
choose a smooth function U0(x) satisfying U0(x)  u0(x) in [0; 1], U 00(0) =  U0(0)q and
U 00(1) = 0. Let U(x; t) be a unique solution of
(5.7)
8><>:
Ut = Uxx   qU2q 1; (x; t) 2 (0; 1) (0;1);
Ux(0; t) = U(0; t)
q; Ux(1; t) = 0; t 2 (0;1);
U(x; 0) = U0(x); x 2 (0; 1):
Then by Theorem 4.7 in [12], U(x; t) is globally dened. Since @xuR(1; t)  0 for
t 2 (0;1), a comparison argument implies that uR(x; t)  U(x; t) in (0; 1)  (0;1).
Therefore from @xuR(x; t)  0, we get
kuR(t)kL1(0;R) = uR(0; t)  U(0; t):
Hence by a parabolic regularity theory, there exist a sequence fRig1i=1 and a limiting
function u(x; t) such that Ri !1 and
lim
i!1
uRi(x; t) = u(x; t) in Cloc(R+  [0;1))
Then u(x; t) is a classical solution of (5.1) satisfying u(x; t)  U(x; t) and 0   @xu(x; t) 
u(x; t)q. Therefore by a unique solvability of (5.1), it holds that u(x; t)  u(x; t). Thus
the proof is completed.
Here we assume that v0 satises v0    (v0 6  ) and (A1){(A4). To discuss the
stability of the stationary solution  (x) of (5.5), we set
w(x; t) = v(x; t)   (x):
Since vx(x; t) = wx(x; t) + (q   1), we see that
(5.8)
8>>><>>>:
wt = wxx   q (wx + 2(q   1))
(q   1)v wx; (x; t) 2 R+  (0;1);
wx(0; t) = 0; t 2 (0;1);
w(x; 0) = w0(x) := v0(x)   (x); x 2 R+:
Since  (x) = (q   1)x+  (q 1), from v0    and (A2){(A4), we nd that
(5.9) w0  0; w0; w00; w000 2 L1(R+):
Moreover from v0    and (A2), a comparison argument shows that
(5.10)  (x)  v(x; t)   (x); (x; t) 2 R+  (0;1):
From Lemma 5.3.1, we note that
(5.11)  (q   1)  wx(x; t)  0; (x; t) 2 R+  (0;1):
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Therefore from (5.10) and (5.11), we obtain
(5.12)
q
 
 q(wx + 2(q   1))
(q   1)v 
2q
 
:
To construct a sub-solution for w(x; t), we consider the following problem:
(5.13)
8>><>>:
Wt =Wxx   q
 (x)
Wx; (x; t) 2 R+  (0;1);
Wx(0; t) = 0; t 2 (0;1);
W (x; 0) = w0(x); x 2 R+:
Lemma 5.3.2. Let W (x; t) be a classical solution of (5.13). If v0(x) satises (A1){(A4),
then it follows that
w(x; t)  W (x; t); (x; t) 2 R+  (0;1):
Proof. Since wx(x; t)  0, we obtain from (5.8)8>><>>:
(w  W )t  (w  W )xx   q
 (x)
(w  W )x; (x; t) 2 R+  (0;1);
(w  W )x(0; t) = 0; t 2 (0;1);
(w  W )(x; 0)  0; x 2 R+:
Hence by a comparison lemma, we obtain w(x; t)  W (x; t).
Lemma 5.3.3. Let W (x; t) 2 C2;1(R+  [0;1)) be a solution of (5.13). Then if w0 2
BC2(R+), there exists  2 R such that W (; t)!  in Cloc(R+) as t!1. Moreover 
is characterized by
(5.14)  =
Z 1
0
(x)dx
 1Z 1
0
w0(x)(x)dx

;
where (x) = (x+ b)
 q=(q 1), b =  (q 1)=(q   1).
Proof. First we derive a priori estimates for W (x; t);Wt(x; t), Wx(x; t). A standard
comparison argument implies that
sup
t0
kW (t)k1  kW (0)k1 = kw0k1:
Hence by the assumption w0 2 BC2(R+), W (x; t) is uniformly bounded on R+ (0;1).
To derive a estimate for Wt(x; t), dierentiating (5.13) with respect to t and applying a
comparison lemma, we obtain
sup
t0
kWt(t)k1  kWt(0)k1  kw000k1 + qq 1kw00k1
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Therefore by the assumption w0 2 BC2(R+), a boundedness of Wt(x; t) is derived. By
(5.13), we see that for t  0 and x0  0
kWxx(t)kL2(x0;x0+1)  kWt(t)kL2(x0;x0+1) + qq 1kWx(t)kL2(x0;x0+1):
Hence by interpolation inequalities, we have
kWxx(t)kL2(x0;x0+1)  c
 kWt(t)kL2(x0;x0+1) + kW (t)kL2(x0;x0+1) :
Moreover from the Sobolev inequality, we get
kWx(t)kL1(x0;x0+1)  c
 kWxx(t)kL2(x0;x0+1) + kW (t)kL2(x0;x0+1)
 c  kWt(t)kL2(x0;x0+1)kW (t)kL2(x0;x0+1) :
Therefore since W (x; t) and Wt(x; t) are uniformly bounded on R+ (0;1), a bounded-
ness of Wx(x; t) is derived. By an explicit formula of  (x), the right-hand side of (5.13)
is rewritten by
Wxx   q
 (x)
Wx = Wxx   
x+ b
Wx =
1
(x)
((x)Wx)x ;
where b =  (q 1)=(q 1),  = q=(q 1) and (x) = (x+b) . SinceW (x; t);Wx(x; t) 2
L1(R+  (0;1)) and (x) 2 L1(R+), we see that
@t
Z 1
0
W (x; t)(x)dx =
Z 1
0
((x)Wx(x; t))x dx = 0;
which implies that
(5.15)
Z 1
0
W (x; t)(x)dx =
Z 1
0
w0(x)(x)dx:
By a standard way, we get
(5.16)
d
dt
Z 1
0
jWx(x; t)j2(x)dx =  2
Z 1
0
jWt(x; t)j2(x)dx:
Integrating over (0;1), we obtainZ 1
0
dt
Z 1
0
jWt(x; t)j2(x)dx  1
2
Z 1
0
jWx(x; 0)j2(x)dx:
Hence since w0 2 BC2(R+), there exists a sequence ftkg1k=1 such that tk !1 such thatZ 1
0
jWt(x; tk)j2(x)dx! 0:
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By a parabolic regularity theory, there exist a limiting function W(x) 2 BC2(R+) and
a subsequence ftkg1k=1, which is denoted by the same symbol such that
lim
k!1
W (; tk) = W in C2loc(R+):
ThenW(x) is a bounded stationary solution of (5.13). HenceW(x) must be a constant,
which is denoted by . Applying Lebesgue's dominant convergence lemma to (5.15), we
obtain

Z 1
0
(x)dx =
Z 1
0
w0(x)(x)dx:
Since Wx 2 L1(R+  (0;1)), by Lebesgue's dominant convergence lemma, we obtainZ 1
0
jWx(x; tk)j2(x)dx! 0:
Since
R1
0
Wx(x; t)
2(x)dx is decreasing with respect to t by (5.16), we conclude thatZ 1
0
jWx(x; t)j2(x)dx! 0:
Therefore we obtain Wx(; t)! 0 in Cloc(R+) as t!1. Now we claim that W (; t)! 
in Cloc(R+) as t ! 1. Let fkgk2N be any sequence such that k ! 1 as k ! 1.
Then from W 2 L1(R+  (0;1)) and Wx(; t) ! 0 in Cloc(R+) as t ! 1, there exists
0 2 R and a subsequence fkgk2N, which is denoted by the same symbol such that
W (; k)! 0 in Cloc(R+) as k !1. We again apply Lebesgue's dominant convergence
lemma to (5.15) and obtain
0
Z 1
0
(x)dx =
Z 1
0
w0(x)(x)dx:
Hence it follows that 0 = . Therefore we obtain W (; k) !  in Cloc(R+) as k ! 1.
Since a sequence fkgk2N is arbitrary, we conclude that W (; t) !  in Cloc(R+) as
t!1, which shows the claim. Thus the proof is completed.
Combining Lemma 5.3.2 and Lemma 5.3.3, we can show the instabilities of stationary
solutions of (5.5), which is stated as follows.
Proposition 5.3.1. Let  2 (0;1) and u(x; t); v(x; t) be as in Lemma 5.3.1. If v0(x)
satises v0(x)   (x) (v0(x) 6  (x)), then there exists  > 0 such that for any R > 0
there exists t0 > 0 such that v(x; t)   (x)   for (x; t) 2 (0; R) (t0;1).
Proof. For any initial data v0(x) satisfying v0(x)   (x) (v0(x) 6  (x)), we can
choose a function 0(x) satisfying (A1){(A4),  (x)  0(x)  v0(x) and 0(x) 6  (x).
Let (x; t) be the unique solutions of (5.5) with the initial data 0(x). A comparison
argument shows that v(x; t)  (x; t). By Lemma 5.3.2 and Lemma 5.3.3, we verify that
lim
t!1
(; t)!  in C[0; R] for R > 0:
Since  is characterized by (5.14), it follows that  > 0. Since v(x; t)  (x; t), the proof
is completed.
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Theorem 5.3.1 follows from Proposition 5.3.1.
5.3.2 Instability from above
Theorem 5.3.2. Let  2 (0;1), u0(x)  (x) (u0(x) 6 (x)) and u(x; t) be a
solution of (5.1). Then for any R > 0 there exist t0 > 0 and  > 0 such that
u(x; t)  (x)  ; (x; t) 2 (0; R) (t0;1):
The proof of Theorem 5.3.2 is almost same as in the proof of Theorem 5.3.1. So we
omit the proof of all lemmas and a proposition stated below. We assume the following
conditions instead of (A1){(A4):
(a1) v0(x) is smooth enough and satises v
0
0(0) = (q   1),
(a2) v00(x)  (q   1) for x 2 R+,
(a3) There exists R0 > 0 such that v
0
0(x) = (q   1) for x 2 (R0;1).
Lemma 5.3.4. Let u(x; t) be a solution of (5.1) and set v(x; t) = u(x; t) (q 1). If v0(x)
satises (a1){(a3), then v(x; t) satises vx(x; t)  (q   1).
Let v0 satisfy 0  v0(x)   (x) and (a1){(a3). Set w(x; t) = v(x; t)   (x). From
Lemma 5.3.4, it follows that wx(x; t)  0. Hence the second term on the right-hand side
of (5.8) is estimated by
q(wx + 2(q   1))
(q   1)v 
2q
 
:
Therefore w(x; t) satises8>><>>:
wt  wxx   2q
 
wx; (x; t) 2 R+  (0;1);
wx(0; t) = 0; t 2 (0;1);
w(x; 0) = w0(x) := v0(x)   (x); x 2 R+:
Here we note that
w0  0; w0; w00; w000 2 L1(R+):
By the same manner, we consider the following problem:
(5.17)
8>><>>:
Wt =Wxx   2q
 
Wx; (x; t) 2 R+  (0;1);
Wx(0; t) = 0; t 2 (0;1);
W (x; 0) = w0(x); x 2 R+:
Lemma 5.3.5. Let W (x; t) be a classical solution of (5.17). If v0(x) satises 0  v0 
 (x) and (a1){(a3), then it follows that
w(x; t)  W (x; t); (x; t) 2 R+  (0;1):
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Lemma 5.3.6. Let W (x; t) 2 C2;1(R+  [0;1)) be a solution of (5.17). Then if w0 2
BC2(R+), there exists  2 R such that W (; t)!  in Cloc(R+) as t!1. Moreover 
is characterized by
(5.18)  =
Z 1
0
^(x)dx
 1Z 1
0
w0(x)^(x)dx

;
where ^(x) = (x+ b)
 2q=(q 1), b =  (q 1)=(q   1).
Proposition 5.3.2. Let  2 (0;1) and u(x; t); v(x; t) be as in Lemma 5.3.1. If v0(x)
satises v0(x)   (x) (v0(x) 6  (x)), then there exists  > 0 such that for any R > 0
there exists t0 > 0 such that v(x; t)   (x)    for (x; t) 2 (0; R) (t0;1).
Theorem 5.3.2 follows from Proposition 5.3.2.
5.4 Boundedness of global solutions
For simplicity of notations, we dene  1(x) = (q  1)x and   (x) = (q  1)x  (q 1)
for  > 0.
Theorem 5.4.1. Let u(x; t) be a solution of (5.1) and set v(x; t) = u(x; t) (q 1), v0(x) =
u0(x)
 (q 1). If there exists  > 0 such that v0(x)    (x), then u(x; t) is uniformly
bounded on R+  (0;1).
A global solvability of solutions of (5.1) is a consequence of Theorem 4.7 in [12].
Lemma 5.4.1. Every positive solution of (5.1) is globally dened. Moreover, for any
x0 > 0 there exists M > 0 such that u(x; t) M for (x; t) 2 (x0;1) (0;1).
Proof. Let u0(x) be a nonincreasing smooth function satisfying u
0
0(0) = u0(0)
q and
u0(x)  u0(x). We denote by u(x; t) a unique solution of (5.1) with the initial data
u0(x). From a comparison lemma, we see that ux(x; t)  0 and u(x; t)  u(x; t) for
(x; t) 2 R+  (0;1). We take a smooth function U0(x) satisfying U0(x)  u0(x) on
(0; 1), U 00(0) =  U0(0)q and U 00(1) = 0. Let U(x; t) be a unique solution of (5.7). Since
ux(1; t)  0 for t 2 (0;1), a comparison argument shows that u(x; t)  U(x; t). From
Theorem 4.7 in [12], we note that U(x; t) is globally dened in time and converges to
the unique positive solution of(
	00 = q	2q 1 in (0; 1);
	(0) =1; 	0(1) = 0:
Hence for any x0 2 (0; 1) there exist M > 0 such that 0  U(x; t)  M for (x; t) 2
(x0; 1) (0;1). Since u(x; t)  U(x; t), u(x; t) is global dened in time and satises
u(x; t) M; (x; t) 2 (x0; 1) (0;1):
Moreover since ux(x; t)  0, it holds that u(x; t)  M for (x; t) 2 (x0;1)  (0;1).
Therefore from u(x; t)  u(x; t), we obtain the conclusion.
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Set
u(x; t) = (t)(x) + d(x; t); (t) = u(0; t); 0 = (0):
Then d(x; t) satises8><>:
dt + @t(t) = dxx + q
2q 1
(t)   q((t) + d)2q 1; (x; t) 2 R+  (0;1);
d(0; t) = dx(0; t) = 0; t 2 (0;1);
d(x; 0) = d0(x) := u0(x)  0(x); x 2 R+:
Here we assume the following conditions on the initial data.
(D) u0(x) > (x) for  < 0 and u0 intersects with  exactly one time for  > 0.
Lemma 5.4.2. Assume the condition (D). Then u(0; t) is monotone increasing for t > 0
and d(x; t)  0 for (x; t) 2 R+  (0;1).
Proof. Set w(x; t) = u(x; t)  (x). Then w(x; t) satises(
wt = wxx + c(x; t)w in R+  (0;1)
wx = c0(t)w on f0g  (0;1);
where c(x; t) =  q(2q   1) R 1
0
(u(x; t) + (1  )(x))2q 2d and c0(t) = q
R 1
0
(u(0; t) +
(1   )(0))q 1d. Let N(t) be the number of zeros of w(; t). Here from Lemma
5.6.3, we note that N(t) is nonincreasing. Hence by the condition (D), it holds that
N(t)  1 for t  0 if  > 0. Therefore we see that for t > 0
u(x; t) > (t)(x); x 2 R+;
which implies that d(x; t) > 0. Moreover by a comparison argument, we obtain u(x; t) >
(t0)(x) for t > t
0. Since (t) = u(0; t), this implies that ut(0; t)  0 for t > 0. Thus the
proof is completed.
Lemma 5.4.3. Let u0(x) and u(x; t) be stated as in Lemma 5.4.2. If d0(x) 2 Lq(R+),
then d(x; t) satises
(5.19) 0  d(x; t)  (4t) 1=2qkd0kq:
Proof. By Lemma 5.4.2, we note that t(t)  0. Hence we see that @t(t)  0. As a
consequence, we obtain from d(x; t)  0
dt  dxx:
Applying a comparison argument and heat semigroup estimates, we conclude (5.19).
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We set
v(x; t) =  (t)(x)  (x; t):
Let u0 satisfy the condition (D). Then by Lemma 5.4.3, we note that d(x; t)  0 and
t(t)  0. Hence we see that (x; t)  0 and
v(x; t) = u(x; t) (q 1)
 
(t)(x) + d(x; t)
 (q 1)
  (t)   (q   1)(t)(x) qd(x; t)
  (t)   (q   1)0(x) qd(x; t):
Therefore we get
(5.20) 0  (x; t)  (q   1)0(x) qd(x; t):
Here we additionally assume that v0(x)    (x) ( > 0). Then we see that for large
x > 0
d0(x) = u0(x)  0(x)
   (x) 1=(q 1)  
 
(q   1)x+ q 10
 1=(q 1)
=
 
(q   1)x  q 1 1=(q 1)    (q   1)x+ q 10  1=(q 1)
 1
q   1

 (q 1) +  (q 1)0
  
(q   1)x  q 1 q=(q 1) :
Hence from d(x; t)  0, it follows that d0 2 Lq(R+). Therefore from (5.20) and Lemma
5.4.3, there exists c0 > 0 such that
(5.21) 0  (x; t)  c0

(q   1)x+  (q 1)0
q=(q 1)
kd0kqt 1=2q:
The following lemma plays a crucial role, which follows directly from arguments given
in [27]. The proof is given in the end of this section.
Lemma 5.4.4. Let u(x; t) be a solution of (5.1). Then for any  > 0 there exists c > 0
such that
ku(t)k1  ct; t  1:
Hence there exists  > 0 such that
(t)q 1  t1=4q; t  1:
Then by (5.21), it holds that for t  1
(x; t)  c0

(q   1)x+  (q 1)0
q=(q 1)
kd0kq(t) (q 1)t 1=4q:
We choose z(t) as follows:
(q   1)z(t) +  (q 1)0
q=(q 1)
=
t1=4q
2c0kd0kq :
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Then by the choice of z(t), it is veried that
(x; t)  1
2
(t) (q 1); x 2 (0; z(t)); t  1:
Hence since v(x; t) =  (t)(x)  (x; t), we get
(5.22)
v(x; t)   (t)(x)  1
2
(t) (q 1)  (q   1)x+ 1
2
(t) (q 1)
=  1(x) +
1
2
(t) (q 1); x 2 (0; z(t)); t  1:
Moreover from v0(x)    (x), a comparison argument assures that
(5.23) v(x; t)    (x); (x; t) 2 R+  (0;1):
Now we dene
v(x; t) =
8><>:
 1(x) + 2 1(t) (q 1) if x  z(t)=2;
 1(z(t)=2) + 2 1(t) (q 1) if z(t)=2  x  y(t);
  (x) if x  y(t);
where y(t) is given by  1(z(t)=2) + 2 1(t) (q 1) =   (y(t)), which is equivalent to
y(t) =
z(t)
2
+
1
q   1
 
2 1(t) (q 1) +  (q 1)

:
Since z(t) =1 as t!1, there exists t0  1 such that y(t) < z(t) for t  t0. Hence by
(5.22) and (5.23), we verify that
(5.24) v(x; t) < v(x; t); x 2 R+; t  t0:
Lemma 5.4.5. For any  > 0, there exists t1  t0 such thatZ 1
0
(v(x; t1)   1(x))(x)dx > 0;
where (x) = (x+ b)
 q=(q 1), b =  (q 1)=(q   1).
Proof. By denition of z(t), there exist D0 > 0 and 0  1 such that
(5.25) z(t)  D0t(q 1)=4q2 ; t  0:
Hence there exists c > 0 such that for t  0Z z(t)=2
0
(v(x; t)   1(x))(x)dx = (t)
 (q 1)
2
Z z(t)=2
0
(x)dx  c(t) (q 1):
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Since   (x)  v(x; t)   1(x) + 2 1(t) (q 1) and t(t)  0, we see thatZ 1
z(t)=2
jv(x; t)   1(x)j(x)dx =
 
 (q 1) + 2 1(t) (q 1)
 Z 1
z(t)=2
(x)dx


 (q 1) + 2 1 (q 1)0
Z 1
z(t)=2
(x)dx:
Here we note thatZ 1
z(t)=2
(x)dx 
Z 1
z(t)=2
x q=(q 1)dx = (q   1)

z(t)
2
 1=(q 1)
:
Hence from (5.25), there exists D1 > 0 such that for t  0Z 1
z(t)=2
jv(x; t)   1(x)j(x)dx  D1t 1=4q2 :
Thus we obtain for t  0Z 1
0
(v(x; t)   1(x))dx  c(t) (q 1)  D1t 1=4q2 :
By Lemma 5.4.4, we obtain the desired conclusion.
Proof of Theorem 5.4.1. First we assume the condition (D). To derive a contradic-
tion, we suppose that u(x; t) is unbounded on R+  (0;1). By the condition (D) and
a comparison argument, we see that v(x; t) <  0(x) for (x; t) 2 R+  (0;1). From
lemma 5.4.5, there exists t1 > 0 such that
(5.26)
Z 1
0
(v(x; t1)   1(x))0(s)dx > 0:
Then by (5.24) and (5.26), we can choose a smooth function (x) satisfying (A1){(A4)
with  = 0 in (A2), v(x; t1)  (x)  v(x; t1) and
(5.27)
Z 1
0
((x)   1(x))0(x)dx > 0:
We denote by (x; t) the solution of (5.5) with the initial data (x). By a comparison
argument, we see that (x; t)  v(x; t + t1). By Lemma 5.3.2 and Lemma 5.3.3, there
exists a functionW (x; t) satisfying (x; t)  1(x)  W (x; t) andW (; t)!  in Cloc(R+)
as t ! 1. Since  is characterized by (5.14), (5.27) implies  > 0. Hence there exists
t0 > 0 such that (0; t)  =2 for t  t0. Since x(x; t)  0, we obtain (x; t)  =2 for
(x; t) 2 R+  (t0;1). Therefore from v(x; t+ t1)  (x; t), we conclude that
v(x; t)  =2; (x; t) 2 R+  (t0 + t1;1);
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which implies a boundedness of u(x; t). However this contradicts the unboundedness of
u(x; t). Thus the boundedness of solutions is proved.
Next we consider a general initial data u0(x) satisfying v0(x)    (x) for some
 > 0. Here we choose a function u0(x) satisfying (D) and
u0(x)  u0(x); u0(x) (q 1)    (x):
We denote by u(x; t) the solution of (5.1) with a initial data u0(x). Then by the above
arguments, u(x; t) is uniformly bounded on (x; t) 2 R+  (0;1). Therefore from a
comparison argument, we conclude that u(x; t) is also uniformly bounded on (x; t) 2
R+  (0;1). Thus the proof is completed.
Proof of Lemma 5.4.4. The proof of Lemma 5.4.4 is almost the same as in the proof
of Theorem 1.1 in [27]. For the convenience of the reader, we give the brief proof of this
lemma here. We dene
U(y; t) = (t)
1
q 1u((t)y; t); (t) = (1 + t)  ( > 0):
Then U(y; t) satises8>>><>>>:
Ut =
1
2
(Uyy   qU2q 1) + t


yUy +
1
q   1U

; (y; t) 2 R+  (0;1);
Uy(0; t) =  U(0; t)q; t 2 (0;1);
U(y; 0) = U0(y) := 
1=(q 1)u0(y); y 2 R+:
For a comparison argument, we dene
LU = Ut   1
2
(Uyy   qU2q 1)  t


yUy +
1
q   1U

:
To construct a super-solution for U(y; t), we look for a suer-solution U(y; t) which has
the following form:
U(y; t) = (y)  1
2
(t)t(t)g(y);
where (y) = (y) with  = (q   1) 1=(q 1) and g(y) is a unique solution of(
g00   q(2q   1)2q 2g = q in (0;1);
g(0) = g0(0) = 0:
Then g(y) is given by
g(y) = A1(1 + y)
(2q 1)=(q 1) + A2(1 + y) q=(q 1)   A3(1 + y)(q 2)=(q 1);
where
A1 =
(q   1)(q 2)=(q 1)
(q + 1)(3q   1) ; A2 =
(q   1) 1=(q 1)
2(3q   1) ; A3 =
(q   1) 1=(q 1)
2(q + 1)
:
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By denition of g(y), it is easily veried that
g(y); gy(y)  0:
First we claim that there exists 0 > 0 such that for  2 (0; 0)
L U  0 in R+  (0;1):
By the same calculations as in [27], we have for q  3=2
L U   g
2
(2t + tt) +
1
2
jtj

q + cq
2
t
2q 3g2;
where cq = q(q   1)(2q   1)=4. Here we note that (t) =  1(1 + t)jt(t)j and tt(t) =
( + 1)(1 + t) 1jt(t)j. Hence we obtain for q  3=2
L U  
2
t
2
  (2 +  1)g +  1 2(1 + t)2+1q + 2cq2q 3g2
=
2t
2
  (2 +  1)g +  1 2q + 2cq2q 3g2 :
Since g(y)  y(2q 1)=(q 1) and (y)2q 3g(y)2  y(2q+1)=(q 1) for large y > 0, there exists
0 > 0 such that L U  0 in R+  (0;1) for  2 (0; 0).
For the case 1 < q < 3=2, by the same way as in [27], there exits d0 > 0 such that
L U 
8>><>>:
 g
2
 
2t + tt

+
1
2
jtj

q + d0
2
t
2q 3g2 if (y; t) 2 Q1;
 g
2
 
2t + tt

+
1
2
jtj

q + d0
2q 3jtj2q 1g2q 1 if (y; t) 2 Q2;
where Q1 = f(y; t) 2 R+  (0;1); g(y)(t)jt(t)j  2(y)g and Q2 = f(y; t) 2 R+ 
(0;1); g(y)(t)jt(t)j > 2(y)g. Hence estimates for (y; t) 2 Q1 are reduced to the case
q  3=2. Consequently there exists 00 > 0 such that L U  0 in Q1 for  2 (0; 00).
While, we see that for (y; t) 2 Q2,
L U  
2
t
2
  (2 +  1)g +  1 2q + 2d02q 3jtj2q 3g2q 1 :
For the case 1 < q < 3=2, from (t) = (1+t) , we see that 2q 3jtj2q 3  2q 32(2q 3).
Hence we obtain for (y; t) 2 Q2
L U  
2
t
2
  (2 +  1)g +  1 2q + 2d02q 32(2q 3)g2q 1 :
Therefor there exists 000 > 0 such that L U  0 in Q2 for  2 (0; 000). Thus the claim
is proved. Next we claim that there exists 1 > 0 such that U(y; 0)  U(y; 0) for
 2 (0; 1). This claim follows from p145 in [27] without any modications. Finally, we
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claim that for any  > 0 there exists a continuous function 0 < Z(t) < 1 such that
U(Z(t); t) > U(Z(t); t) for t 2 (0;1). From Lemma 5.4.1, we note that u(x; t) M for
(x; t) 2 (1;1) (0;1). Hence it holds that
(5.28) U(y; t)  1=(q 1)M; y  (t) 1:
By an explicit formula of g(y), there exists y1 > 0 such that for y  y1,
g(y)  A1
2
y(2q 1)=(q 1):
Hence by denition of U(y; t), we obtain for y  y1
U(y; t)  A1
4
2(1 + t) (2+1)y(2q 1)=(q 1):
Here we set Z(t) = K(1 + t)(q 1) ( > 0). Then it is clear that Z(t)  y1 for t  0 if
K  y1. Hence if K  y1, it holds that
U(Z(t); t)  A1
4
2K
2q 1
q 1 (1 + t) (2+1)+(2q 1):
Therefore for any ;  > 0 there exist K0  y1 and 0 > 0 such that for t  0
Z(t) = K0(1 + t)
0(q 1)   1(1 + t) = (t) 1;
U(Z(t); t)  A1
4
2K
2q 1
q 1
0 (1 + t)
 (2+1)+0(2q 1)  1=(q 1)M:
From (5.28), it follows that
U(Z(t); t)  U(Z(t); t); t  0;
which assures the claim. Thus combining these estimates and applying a comparison
lemma in Q := f(y; t) 2 R+  (0;1); y 2 (0; Z(t))g, we conclude that
U(y; t)  U(y; t); (y; t) 2 Q:
Thus the proof of Lemma 5.4.4 is completed.
5.5 Sign changing solutions in a bounded interval
In this section, we study the large time behavior of sign changing solutions of (5.1) in a
bounded interval ( 1; 1).
(5.29)
8><>:
ut = uxx   qjuj2q 2u; (x; t) 2 ( 1; 1) (0; T );
@u = jujq 1u; (x; t) 2 f 1; 1g  (0; T );
u(x; 0) = u0(x); x 2 ( 1; 1):
As is stated in Introduction, the large time behavior of positive solutions of (5.29) is com-
pletely understood. Every positive solution converges to the positive singular solutions
	(x) as t!1. Here we provide a complete classication of the large time behavior of
sign changing solutions of (5.29), which is stated as follows.
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Theorem 5.5.1. Let u(x; t) be a solution of (5.29). Then u(x; t) converges to either
	(x) uniformly on any compact set in ( 1; 1) or 0 uniformly on [ 1; 1] as t!1.
Equation (5.29) admits also sign changing singular solutions 	s(x), which is a
solution of (
	00s = qj	sj2q 2	s in ( 1; 1);
	s(1) = 1:
As a consequence of Theorem 5.5.1, we conclude that there are no solutions which
converge to 	s(x) as t!1.
Proof. We denote by N (t) the number of zeros of u(; t). By Lemma 5.6.1 and Lemma
5.6.2, we see that N (t) < 1 for t > 0 and N (t) is a nonincreasing function. Therefore
there exist t0 > 0 and N1 2 N [ f0g such that
N1 = N (t); t  t0:
Let  1 < z1(t) <    < zN1(t)  1 be zeros of u(; t) for t  t0. Then the large time
behavior of solutions are classied in terms of N1.
(I) N1 = 0, (II) N1  1.
For the case (I), since the solution u(x; t) is positive or negative, Theorem 4.7 in [12]
implies that the solution u(x; t) converges to the positive singular solution 	(x) or the
negative singular solution  	(x) as t!1.
Next we consider the case (II). Set O = f(x; t) 2 ( 1; 1) (t0;1); 1 < x < z1(t)g.
Since z1(t) is continuous on (t0;1), O becomes a connected open set in ( 1; 1)(t0;1).
Now we x a positive function U0(x) 2 C1(R+) satisfying U0(x + 1)  ju0(x)j for
x 2 ( 1; 1) and U0(x) (q 1)    (x) for some  > 0. Let U(x; t) be a solution of
(5.1) with the initial data U0(x). By Theorem 5.4.1, U(x; t) is uniformly bounded on
R+  (0;1). Applying comparison lemma in O, we obtain ju(x; t)j  U(x + 1; t) in O.
Hence ju( 1; t)j is uniformly bounded for t 2 (0;1). By the same way, we obtain a
boundedness of ju(1; t)j. We set
m0 = sup
t2(t0;1)
(ju(1:t)j+ ju( 1; t)j) + sup
x2( 1;1)
ju(x; t0)j:
Then U(x)  m0 becomes a super-solution. Hence a comparison lemma implies that
ju(x; t)j  U(x) for (x; t) 2 ( 1; 1)  (t0;1), Therefore u(x; t) is uniformly bounded
on R+  (0;1). Since there are no nontrivial stationary solution of (5.29), the solution
u(x; t) converges to zero uniformly on x 2 [0; 1] as t!1, which completes the proof.
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5.6 Appendix
In this section, the properties of zeros of solutions for a one dimensional parabolic equa-
tion are collected. Consider the following one dimensional parabolic equations:
(5.30)
(
ut = uxx + c(x; t)u; (x; t) 2 ( 1; 1) (0; T ):
ux(1; t) = c(t)u(1; t); t 2 (0; T ):
Here we assume that c(x; t) 2 C([ 1; 1] [0; T ]) and c(t) 2 C([0; T ]). Let N (t) be the
number of zeros of u(; t).
Lemma 5.6.1 (Theorem 6.15 in [45]). Let u(x; t) be a classical solution of (5.30) and
0  t1 < t2 < T . If N (t1) <1, then it holds that N (t2)  N (t1).
As a consequence of Theorem C and Theorem D in [2], the following result holds.
Lemma 5.6.2. Let u(x; t) 6 0 be a classical solution of (5.30). Then it holds that
N (t) <1 for t > 0.
Next we consider the same equation dened on R+:
(5.31)
(
ut = uxx + c(x; t)u; (x; t) 2 R+  (0; T ):
ux(0; t) = c0(t)u(0; t); t 2 (0; T );
where c(x; t) 2 C(R+  [0; T ]) and c0(t) 2 C([0; T ]). Then we can show the following
lemma by the same way as in the proof of Theorem 6.15 in [45].
Lemma 5.6.3. Let u(x; t) be a classical solution of (5.31) and 0  t1 < t2 < T . If
N (t1) <1, then it holds that N (t2)  N (t1).

Chapter 6
Laplace equation with nonlinear
boundary conditions
6.1 Introduction
In this chapter, we study positive solutions of Laplace equations with nonlinear boundary
conditions:
(6.1) u = 0 in Rn+; @u = uq on @Rn+;
where Rn+ = f(x0; xn);x0 2 Rn 1; xn > 0g, @ =  @=@xn, q > 1 and n  3. It is
known that the existence and the nonexistence of positive solutions of (6.1) depend on
the exponent q. If q 2 (1; n=(n   2)), (6.1) has no positive solutions ([37]), on the
other hand, if q  n=(n   2), (6.1) admits a family of positive solutions. For the case
q = n=(n  2), it is proved in [13, 49] that every positive solution of (6.1) is given by
u(x) =  1jx+ xj (n 2)=2;
where x = (x
0;  2=(n 2)=(n   2)),  > 0 and x0 2 Rn 1. For the supercritical case
q > n=(n  2), Chipot-Chlebk-Fila-Shafrir [11] constructed a family of positive xn-axial
symmetric solutions fu(x)g>0 of (6.1) such that
u(x) = u1(
q 1x); u(0) = :
The existence and the nonexistence of positive solutions for (6.1) are closely related with
corresponding ones for
(6.2)   =  p in Rn:
It is well known that (6.2) has no positive solutions if 1 < p < (n + 2)=(n   2) and
has a family of positive radially symmetric solutions f (r)g>0 ( (0) = ) if p 
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(n + 2)=(n   2) (see Theorem 8.1 in [66]). Furthermore there exists another critical
exponent pJL > (n+ 2)=(n  2), which is introduced in [42] and is given by
(6.3) pJL =
8<:1 if n  10;n  2pn  1
n  4  2pn  1 if n  11:
This exponent pJL is known to be the critical exponent concerning the property of the sets
of positive radially symmetric solutions of (6.2). For the case p  pJL, any two positive
radially symmetric solutions  (r) and  (r) ( 6= ) of (6.2) does not intersect each
other, i.e., these positive radially symmetric solutions of (6.2) are completely ordered:
 (r) <  (r) if  < :
On the other hand, for the case (n+2)=(n 2) < p < pJL, two positive radially symmetric
solutions  (r) and  (r) ( 6= ) of (6.2) intersect each other innitely many times.
Moreover the asymptotic expansion of positive radially symmetric solutions of (6.2) are
well understood (see [48, 32]). For the case p  pJL, there exists  > 0 such that
 (r) = Lr
 m +
(
c1()r
 (m+1) +O(r (m+1+)) if p > pJL;
(c1() log r + c2())r
 (n 2)=2 + o(r (n 2)=2+) if p = pJL;
where m = 2=(p  1), Lp 1 = m(n  2 m) and 1 > 0 is the smaller root of
(6.4) 2   (n  2  2m)+ 2(n  2 m) = 0:
This quadratic equation has two distinct real roots if and only if p > pJL. For the case
p < pJL, there exists  > 0 such that
 (r) = Lr
 m +
 
c1() sin(A log r) + c2() cos(A log r) + o(r
 )

r (n 2)=2;
where A > 0 is the imaginary part of complex roots of the quadratic equation (6.4).
The stability of f (r)g>0 is also extensively studied by many authors ([32, 72, 33,
60]). It is known that the intersection property and the asymptotic expansion play a
crucial role to study the stability of f (r)g>0. In fact, the stability of f (r)g>0 also
changes its nature across p = pJL. Let u(x; t) be a solution of(
ut = u+ u
p; (x; t) 2 Rn  (0; T );
u(x; 0) = u0(x); x 2 Rn:
For the case p  pJL, if ju0    j is small enough in some weighted L1-space, then
u(x; t) converges to   as t ! 1, namely   is stable in some weighted L1-space. On
the other hand, for the case (n+2)=(n  2) < p < pJL,   is unstable in any reasonable
sense. In fact if u0 <  , then u(x; t) converges to zero as t!1, on the other hand, if
u0 >  , then u(x; t) blows up in a nite time.
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In this chapter, we study more minute property of positive solutions of (6.1) for the
case q > n=(n   2). Although the existence of positive solutions of (6.1) for the case
q > n=(n   2) was proved in [11], the property of these positive solutions are not yet
fully understood. In particular, we focus on the intersection property and the asymptotic
expansion of them. Moreover we introduce a new critical exponent corresponding to pJL
dened by (6.3). Since we treat not radially symmetric solutions but xn-axial symmetric
solutions, the ODE approach is not available, which causes a main diculty.
The rst result concerning the existence and the property of the sets of positive
solutions of (6.1) for the JL-supercritical and the JL-critical case (see Denition 6.4.1)
is stated as follows.
Theorem 6.1.1. Let q be JL-supercritical or JL-critical and set mq = 1=(q   1). Then
there exists a family of positive xn-axial symmetric solutions fu(x)g>0 (u(0) = ) of
(6.1) satisfying the following properties.
(i) u(x) = u1(
q 1x)  '1(x),
(ii) u1(x) < u2(x) if 1 < 2,
(iii) lim!1 u(x) = '1(x) for x 2 Rn+ n f0g,
(iv) there exists  > 0 such that for any  > 0 there exist c1() < 0, c2() 2 R such that
the following asymptotic expansion holds for large r > 0:
u(x) = '1(x) +
(
(c1 +O(r
 ))e1()r (mq+1) if JL-supercritical;
(c1 log r + c2 +O(r
 ))e1()r (n 2)=2 if JL-critical;
where the polar coordinate r = jxj, tan  = jx0j=xn is used, '1 is a singular solution
given in Section 3 and 1 > 0 is given by
1 =
(n  2  2mq) 
p
(n  2  2mq)2 + 4fmq(n  2 mq) + 1g
2
;
i, ei() are the i-th eigenvalue, the i-th eigenfunction with ei(=2) = 1 of (6.37). More-
over the asymptotic expansion holds uniformly for  2 (0; =2).
As for the JL-subcritical case, we obtain the following result. We use the same
notations as in Theorem 6.1.1.
Theorem 6.1.2. Let q be JL-subcritical. Then there exists a family of positive xn-axial
symmetric solutions fu(x)g>0 (u(0) = ) of (6.1) satisfying the following properties.
(i) u(x) = u1(
q 1x),
(ii) u(x)  c(1 + jxj) mq ,
(iii) lim!1 u(x) = '1(x) for x 2 Rn+ n f0g.
Moreover let '(x) be any positive solution of (6.1) satisfying '(x)  c(1+ jxj) mq . Then
'(x) satises one of the following two asymptotic expansions for large r > 0:
(a) there exists (c1; c2) 6= 0 and  > 0 such that
'(x) = '1(x) + (c1 sin(A log r) + c2 cos(A log r) +O(r )) e1()r (n 2)=2,
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(b) there exist c 6= 0 and  > 0 such that
'(x) = '1(x) + (c+O(r )) e2()r (mq+2),
where A > 0, 2 > 0 are given by
A =
p (n  2  2mq)2   4fmq(n  2 mq) + 1g
2
;
2 =
(n  2  2mq) 
p
(n  2  2mq)2 + 4fmq(n  2 mq) + 2g
2
:
Moreover the asymptotic expansion holds uniformly for  2 (0; =2).
The rest of this chapter is organized as follows. We collect our notations in Section
2. In Section 3, a singular solution and the trace Hardy inequality are introduced, which
plays a crucial role to dene a new critical exponent in Section 4. The existence of
positive solutions of (6.1) satisfying some decay conditions are shown in Section 5. The
asymptotic expansions are studied in Section 6. In Section 7, we discuss the intersection
property of positive solutions for the JL-supercritical case and the JL-critical case. In
Appendix, we give another proof of the trace Hardy inequality.
6.2 Notations
Denition 6.2.1. A function u(x) is called a xn-axial symmetric function, if u(x) is
expressed by u(x) = ~u(jx0j; xn) for some function ~u dened on R+  R+.
For xn-axial symmetric functions, we use the polar coordinate:
r =
p
jx0j2 + x2n;  = arctan
 jx0j
xn

:
Let Sn 1+ = f! = (!0; cos );!0 2 Rn 1;  2 [0; =2); j!0j2 + (cos )2 = 1g be a half unit
sphere. We dene Lpsym(S
n 1
+ ) = f 2 Lp(Sn 1+ ); (!) depends only on g, the norm of
Lpsym(S
n 1
+ ) is denoted by k  kp, which is given by
kkp =
8>>><>>>:
 Z =2
0
j()jp(sin )n 2d
!1=p
if p 2 [1;1);
sup
2(0;=2)
j()j if p =1:
We dene Hksym(S
n 1
+ ) = f 2 L2sym(Sn 1+ ); kk2Hksym(Sn 1+ ) =
Pk
i=0 k@ik22 < 1g. Let
S be the Laplace-Beltrami operator on S
n 1. The Laplace-Beltrami operator S is
expressed in a local coordinate by
S =
 
@ + (n  2)(cot )@


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for  2 C2(Sn 1+ ) \ L2sym(Sn 1+ ). For simplicity of notations, we set
d = (sin )n 2d
and for  2 C(Sn 1+ ) \ L2sym(Sn 1+ )
B = (=2):
A ball with a radius R > 0 in Rn+ and its boundary are denoted by
BR = fx 2 Rn+; jxj < Rg; SR = fx 2 Rn+; jxj = Rg; DR = fx 2 @R+n; jxj < Rg:
The positive (negative) part of a function u is denoted by u+ = maxfu; 0g (u  =
maxf u; 0g). From this denition, it is clear that u = u+   u . Throughout this
chapter, we use
mq = 1=(q   1):
6.3 Preliminaries
6.3.1 Singular solutions
First we introduce singular solutions of (6.1). We look for singular solutions which have
a special form as follows.
'1(x) = V ()r 1=(q 1):
Then V () is a solution of
(6.5)
(
@V + (n  2)(cot )@V = V in (0; =2);
@V = V
q on f=2g;
where  is a positive constant given by (6.34).
Lemma 6.3.1 (Lemma 9 [63]). For q > (n   1)=(n   2), there exists a unique positive
solution of (6.5). Moreover the solution is monotone increasing.
Throughout this chapter, we denote by V () the unique solution of (6.5) and by
'1(x) = V ()r 1=(q 1) a singular solution of (6.1). In [18], they gave the explicit expres-
sion of the solution V () by using the special functions. In particular, they derived
V q 1B =
2  ((1 +mq)=2)   ((n  1 mq)=2)
 (mq=2)  ((n  2 mq)=2) ;
where   is the Gamma function.
128
6.3.2 Trace Hardy inequality
We recall the trace Hardy inequality, which plays an essential role to dene a new critical
exponent in Section 6.4.
Lemma 6.3.2 (Theorem 1.4 [18]). Let n  3. We dene
(6.6) cH = inf
u2H1(Rn+)
Z
Rn+
jruj2dxZ
@Rn+
jx0j 1juj2dx0
:
Then cH is positive and given by
cH = 2  (n=4)
2   ((n  2)=4) 2 :
Moreover for q 2 [1; 2) and R > 0 there exists c > 0 such that
(6.7) cH
Z
@BR\@Rn+
jx0j 1juj2dx0 + ckuk2W 1;q(BR) 
Z
BR
jruj2dx
for u 2 C1(BR) with u = 0 on @BR.
It is known that the trace Hardy inequality is derived from Kato's inequality (see [18],
[63]). Quittner-Reichel also obtained similar and more general inequalities (Theorem 13,
Theorem 14 in [63]). We give another proof for the trace Hardy inequality in Appendix.
6.4 JL-critical exponent
Now we dene a new critical exponent in terms of the linear stability of singular solution
'1. We introduce
(6.8) b(q) = inf
u2H1(Rn+)
Z
Rn+
jruj2dx  q
Z
@Rn+
'q 11 u
2dx0Z
@Rn+
jx0j 1u2dx0
:
By the trace Hardy inequality and an explicit expression of '1, the value b(q) 2 R is
well dened.
Denition 6.4.1. A exponent q is called JL-supercritcal if b(q) > 0, JL-critical if b(q) =
0 and JL-subcritical if b(q) < 0.
Remark 6.4.1. Substituting an explicit expression of '1(x) = V ()r 1=(q 1) into (6.8)
and from the trace Hardy inequality, we see that b(q) > 0 is equivalent to qV q 1B < cH .
Hence a exponent q is JL-supercritcal if qV q 1B < cH , JL-critical if qV
q 1
B = cH and
JL-subcritical if qV q 1B > cH .
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Unfortunately we can not give an explicit expression of the JL-critical exponent in
terms of n. However it is at least shown that q is JL-subcritical if q is close to n=(n  2)
and q is JL-supercritical if q and n are large enough.
Lemma 6.4.1. There exists n0 2 N such that for n  n0 there exists q1 > n=(n   2)
such that cH > qV
q 1
B if q > q1.
Proof. Integrating (6.5) over (0; =2), we verify that
(6.9) V qB = @V (=2) = 
Z =2
0
V ()d:
Since V () is a monotone increasing function, we obtain
qV q 1B  q
Z =2
0
d = qmq((n  2) mq)In;
where In =
R =2
0
d =
R =2
0
(sin )n 2d. On the other hand, by (3.3) in [18], it holds that
cH  n  3
2
:
Since limn!1 In = 0, the proof is completed.
Lemma 6.4.2. For n  3, there exists q0 > n=(n   2) such that cH < qV q 1B for
q 2 (n=(n  2); q0). If n = 3; 4; 5; 6, it holds that cH < qV q 1B for any q > n=(n  2).
Proof. Let e() be a positive solution of (6.60) with eB = VB. By explicit expressions of
 and n, it is easily seen that n >  for q > n=(n   2). We set W () = e()   V (),
then we get
(6.10)
(
@W + (n  2)(cot )@W > W in (0; =2);
W = 0 on f=2g:
Now we claim that
(6.11) W () < 0 in (0; =2):
First we suppose that W (0)  0. By (6.10), it holds that (n  1)@W (0) > W (0)  0.
Since @W (0) = 0, there exists  > 0 such that @W > 0 in (0; ). Since W (=2) = 0,
there exists 0 2 (0; =2) such thatW (0) > 0, @W (0) = 0 and @W (0)  0. However
this contradicts (6.10). Hence it follows that W (0) < 0. Next we suppose that there
exists 0 2 (0; =2) such that W (0)  0. Then there exists 1 2 (0; =2) such that
W (1)  0, @W (1) = 0 and @W (1)  0, which contradicts (6.10). Hence the claim
(6.11) is proved. Next integrating (6.60) over (0; =2), we obtain by Lemma 6.8.1
(6.12) cHeB = n
Z =2
0
e()d:
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By (6.9), (6.12) and eB = VB, we observe that
qV q 1B   cH = V  1B (qV qB   cHeB) = V  1B
 
q
Z =2
0
V ()d   n
Z =2
0
e()d
!
:
From (6.11), we obtain
qV q 1B   cH > V  1B (q   n)
Z =2
0
e()d:
Now we show q  n to obtain qV q 1B > cH . By an explicit expression of , it is clear
that
(6.13) q   n =

1 +
1
q   1

(n  2)  1
q   1

 

n  2
2
2
:
Here we choose q = n=(n   2) in (6.13), then it is veried that q   n > 0. Hence by
a continuity, there exists q0 > n=(n   2) such that q   n > 0 for q 2 (n=(n   2); q0),
which shows the rst statement. Next we show the second statement. We regard the
right-hand side of (6.13) as a function of 1=(q   1). Then q > n=(n  2) is equivalent to
1=(q   1) 2 (0; (n  2)=2). Hence it holds that
(6.14) inf
q>n=(n 2)
(q   n) = inf
t2(0;(n 2)=2)
F (t);
where F (t) = (1 + t)((n  2)  t)  (n  2)2=4. A direct computation shows that
min
t2[0;(n 2)=2]
F (t) =
(
F ((n  2)=2) = 1=2 if n = 3;
F (0) = (n  2)(6  n)=4 if n  4:
Hence from (6.14), we obtain for n = 3; 4; 5; 6
inf
q>n=(n 2)
(q   n) = inf
t2(0;(n 2)=2)
F (t)  0;
which proves the second statement. Thus the proof is completed.
6.5 Existence of solutions
6.5.1 JL-supercritical case and JL-critical case
In this section, we show the existence of positive solutions u(x) of (6.1) satisfying
(6.15) u(x)  '1(x)
for the JL-supercritical case and the JL-critical case. However they proved in [11] the
existence of positive solutions of (6.1), we do not know those solutions satisfy (6.15).
To obtain a solution of (6.1) satisfying (6.15), we construct a solution in a dierent way
here. We do not know a solution constructed here coincides with solutions in [11].
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Proposition 6.5.1. Let q be JL-supercritical or JL-critical. Then there exists a positive
xn-axial symmetric solution u(x) of (6.1) satisfying (6.15).
Theorem 6.1.1 (i) follows directly from Proposition 6.5.1.
Proof of Theorem 6.1.1 (i). Let u(x) be a solution constructed in Proposition 6.5.1.
Then it is easily seen that u(x) = u(
q 1x) is also a solution of (6.1). Since a singular
solution '1 is invariant under this scaling ('1(x) = '1(q 1x)), it holds that u  '1
if u  '1. Hence a family of solutions fu(x)g>0 satisfying u(0) =  and u  '1 is
constructed.
Lemma 6.5.1. There exists 0 > 0 and a positive xn-axial symmetric function u 2
C2(B1+0) such that u  '1 in B1, u < '1 in B1+0 nB1 and
 u  0 in B1+0 ; @u = uq on D1+0 :
Proof. In this proof, we denote by '(r; ) for '1(r; ). We are looking for a function
u(x) which has a special form:
u(x) = '(r; )  a(r)g()  (r   1)4+:
We choose
a(r) = r

'B(r)
q    'B(r)  (r   1)4+q	
and x a function g() 2 C2([0; =2]) satisfying
(6.16)    2qV q 1B  1  g  0; g(=2) = @g(0) = 0; @g(=2) = 1:
Then it is easily veried that u(x) 2 C2(B1+) for some  > 0. Since @ = r 1@ on
@Rn+, we obtain
@u = u
q on D1+:
By a mean value theorem, we see that
(6.17) a(r) = qr(r   1)4+
Z 1
0
 
'B(r)  (r   1)4+
q 1
d:
Hence by (6.16), it holds that for r 2 [1; 1 + ]
a(r)jg()j  qV q 1B jg()j(r   1)4+  (r   1)4+=2;
which implies that u < ' in B1+ nB1. Next we show that there exist  > 0 such that
 u  0 on B1+:
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By (6.17), it is veried that
ar = q
 
(r   1)4+ + 4r(r   1)3+
 Z 1
0
 
'B   (r   1)4+
q 1
d
+q(q   1)r(r   1)4+
Z 1
0
 
'B   (r   1)4+
q 2  
@r'B   4(r   1)3+

d;
arr = q
 
8(r   1)3+ + 12r(r   1)2+
 Z 1
0
 
'B   (r   1)4+
q 1
d
+2q(q   1)  (r   1)4+ + 4r(r   1)3+

Z 1
0
 
'B   (r   1)4+
q 2  
@r'B   4(r   1)3+

d
+q(q   1)(q   2)r(r   1)4+

Z 1
0
 
'B   (r   1)4+
q 3  
@r'B   4(r   1)3+
2
d
+q(q   1)r(r   1)4+
Z 1
0
 
'B   (r   1)4+
q 2  
@rr'B   12(r   1)2+

d:
Hence it holds that
ar(r) = 4qV
q 1
B (r   1)3+ +O
 
(r   1)4+

;
arr(r) = 12qV
q 1
B (r   1)2+ +O
 
(r   1)3+

:
Thus we obtain by (6.16)
 u =

@rr +
n  1
r
+
1
r2
S
 
a(r)g() + (r   1)4+

=

arr +
n  1
r
ar

g +
a
r2
Sg +

@rr +
n  1
r
@r

(r   1)4+
= 12
 
qV q 1B g + 1

(r   1)2+ +O
 
(r   1)3+

 6(r   1)2+ +O
 
(r   1)3+

:
Thus the proof is completed.
Now we consider approximation problems.
(6.18) u = 0 in B1+; @u = u
q on D1+; u = u on S1+;
where u is a function given in Lemma 6.5.1. Here we call u(x) a weak solution of (6.18)
if u 2 fu 2 H1(B1+);u  u = 0 on S1+g satisesZ
B1+
ru  r =
Z
D1+
uq 
for any  2 C1c (B1+ n S1+).
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Lemma 6.5.2. Let q be JL-supercritical or JL-critical and 0 > 0 be give in Lemma
6.5.1. Then for  2 (0; 0) there exits a positive xn-axial symmetric weak solution u(x) 2
H1(B1+) of (6.18) such that u(x)  u(x).
The following lemma is useful in the proof of Lemma 6.5.2.
Lemma 6.5.3. If q > n=(n  2), it holds that '1 2 Lq+1(D1) and 'q1 2 L2(n 1)=n(D1)
Proof. Since '1(x) = V ()r 1=(q 1), a direct computation shows this lemma.
Proof of Lemma 6.5.2. We x  2 (0; 0). We construct a monotone sequence of positive
functions fui(x)gi2N dened by
(6.19) ui+1 = 0 in B1+; @ui+1 = u
q
i on D1+; ui+1 = u on S1+:
We set u0(x) = u(x). To show the existence of u1(x), we nd a solution h(x) = u1(x) 
u0(x) of
(6.20) h =  u in B1+; @h = 0 on D1+; h = 0 on S1+:
Since u(x) is a C2-function, there exists a classical solution h(x) of (6.20). Hence a
solution u1(x) 2 H1(B1+) is constructed. By Lemma 6.5.1, it holds that  h  0
in B1+. Hence by a maximum principle, we obtain h(x)  0, which implies that
u1(x)  u0(x). To derive u1(x)  0, multiplying (6.19) by u  and integrating over B1+,
we obtain Z
B1+
jru j2 +
Z
D1+
uq0u  = 0:
By the Holder inequality and a trace embedding inequality, it holds that
kuq0u kL1(D1+)  kuq0kL2(n 1)=n(D1+)ku kL2(n 1)=(n 2)(D1+)
 ckuq0kL2(n 1)=n(D1+)ku kH1(B1+):
From u0(x)  '1 and Lemma 6.5.3, we nd that uq0u  is integrable on D1+. Hence we
obtain u   0, which shows that u1(x)  0.
Next we construct positive solutions ui+1(x) 2 H1(B1+) (i  1) satisfying ui+1  ui
by an iteration. Then ui+1(x) is uniquely determined by ui(x). In fact, let v1(x); v2(x) 
ui(x) be positive solutions in H
1(B1+) of
v = 0 in B1+; @v = u
q
i on D1+; v = u on S1+:
Then by ui  '1, we see thatZ
B1+
jr(v1   v2)j2 =
Z
D1+
(vq1   vq2)(v1   v2)  q
Z
D1+
'q 11 (v1   v2)2:
Hence by the trace Hardy inequality (6.7) and qV q 1B  cH , we obtain v1(x)  v2(x).
Now we assume that there exists a sequence of positive functions fui(x)gji=1 satisfying
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ui 2 H1(B1+) and ui(x)  ui 1(x) for i = 1;    ; j. To construct uj+1(x), we nd a
solution hj(x) = uj+1(x)  uj(x) of
(6.21) hj = 0 in B1+; @hj = u
q
j   uqj 1 on D1+; hj = 0 on S1+:
From ui  '1 (i = 1;    ; j) and by Lemma 6.5.3, a functional
Ij(h) =
1
2
Z
B1+
jrhj2  
Z
D1+
(uqj   uqj 1)h
is well dened on H = fh 2 H1(
);h = 0 on S1+g and admits a minimizer hj 2 H
such that Ij(hj) = infh2H(B1+) Ij(h). Then this minimizer hj gives a solution of (6.21)
and uj+1 = uj +hj 2 H1(B1+) gives a solution of (6.19). Multiplying (6.21) by hj+ and
integrating over B1+, from uj  uj 1, we obtain hj+(x)  0. Hence it holds that hj  0
and uj+1  uj. A positivity of uj+1(x) is derived by the same argument as above. Hence
this uj+1(x) 2 H1(B1+) is the desired solution of (6.19). As a consequence, the desired
monotone sequence fui(x)gi2N can be constructed by an iteration procedure. Now we
show a H1-boundedness of fuigi2N. Set zi(x) = u(x)  ui(x). Then zi(x) is a solution of
zi = u in B1+; @zi = u
q   uqi 1 on D1+; zi = 0 on S1+:
Since ui  '1, it is clear that 0  zi(x)  '1. Hence multiplying by zi(x) and
integrating over B1+, we obtainZ
B1+
jrzij2 
Z
B1+
jujzi +
Z
D1+
uqzi 
Z
B1+
juj'1 +
Z
D1+
'q+11 :
Hence by Lemma 6.5.3, the sequence fuigi2N is bounded inH1(B1+). Thus by a standard
limiting procedure with Lebesgue's dominated convergence lemma, it is veried that
ui(x) converges to some function u1(x) 2 H1(B1+) satisfying (6.18) with u1  u.
Thus the proof is completed.
Next we show a boundedness of u(x) near the origin.
Lemma 6.5.4. Let q be JL-supercritical or JL-critical and u(x) be a weak solution of
(6.18) constructed in Lemma 6.5.2. Then it holds that u 2 L1(B1+).
Proof. We set d(x) = '1(x)  u(x)  0. Since aq   bq   aq 1(b  a)  0 for a  b  0,
it is veried that d(x) satises
d = 0 in B1; @d  V q 1B r 1d on D1
in a weak sense. Since infS1 d(x) > 0, there exits c0 2 (0; 1) such that d(x)  c0'1(x) on
S1. Since '1 is a solution of '1 = 0 in B1 and @'1 = V
q 1
B r
 1'1 on D1, applying
Lemma 6.5.11, we obtain d(x)  c0'1(x) in B1. This implies that u(x)  (1 c0)'1(x)
in B1. As a consequence, u(x) satises
u = 0 in B1; @u  (1  c0)q 1V q 1B r 1u on D1
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Now we are looking for a positive solution of  = 0 in B1 and @ = (1 c0)q 1V q 1B r 1
on D1. To construct such a solution with a special form (x) = r
 e(), we introduce a
minimizing problem.
(6.22) A() = inf
e2H1sym(Sn 1+ )
k@ek22 + ((n  2)  )kek22
e2B
:
Since f() = ((n 2) ) is positive and monotone increasing for  2 (0; (n 2)=2), by
a trace embedding inequality, it is veried that A() is positive, continuous and strictly
monotone increasing for  2 (0; (n   2)=2). Let e() be a minimizer of (6.22) with
 = 1=(q   1). Then e() is a solution of
Se = e in (0; =2); @e = A(1=(q   1))e on f=2g;
where  = f(1=(q   1)) is used. We normalize e() as e(0) = V (0). Then by the
uniqueness theorem for ODE, we obtain e()  V (), which implies that
A(1=(q   1)) = V q 1B :
Since lim!0A() = 0, there exists 0 2 (0; 1=(q   1)) such that
A(0) = (1  c0)q 1V q 1B :
Let e0() be a minimizer of (6.22) with  = 0. Then we can assure that (x) =
r 0e0() is the desired function. Since supS1 u(x) < 1, there exists c1 > 0 such that
u(x)  c1(x) on S1. Thus applying Lemma 6.5.12, we obtain u(x)  c1(x) in B1.
Set K(x) = u(x)
q 1. A boundary condition for u(x) is written by
@u = K(x
0)u
with K(x0) 2 L(D1) for some  > n   1. Hence from Lemma 6.5.5, we conclude that
u 2 L1(B1+), which completes the proof.
The following L1-estimates are easily derived from the argument in Theorem 8.17
in [31] with Lemma 2.1 in [40]. For the convenience of the reader, we give a brief proof
of the following lemma.
Lemma 6.5.5. Let u(x) 2 H1(B1) be a weak solution of
 u+ b(x)  ru+ c(x)u = 0 in B1; @u = K(x0)u on D1
with K 2 L(D1) for some  > n  1. Then there exists c > 0 depending on kKkL(D1),
kbkL1(D1) and kckL1(D1) such that
kukL1(B1=2)  ckukL2(B1):
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Proof. Let (jxj) be a smooth cut o function satisfying (jxj) = 0 for jxj  1 and set
b = kbkL1(D1) and c = kckL1(D1). Multiplying by uk+2 and integrating over B1, we
obtain
4k
(k + 1)2
Z
B1
jru(k+1)=2+ j22  (1 + b)
Z
B1
uk+jru+j
 
2 + jr2j
+c
Z
B1
uk+1+ 
2 +
Z
D1
K(x0)uk+1+ 
2:
Let 0 be a dual exponent of  dened by 0 = =(   1). By  > n   1, it holds
that 2 < 20 < 2(n   1)=(n   2). Hence we can choose  2 (0; 1) such that 1=(20) =
=2 + (1   )=2, where 2 = 2(n   1)=(n   2). Then by the Holder inequality and an
interpolation inequality, we see thatZ
D1
K(x0)uk+1+ 
2  kKkL(D1)ku(k+1)=2+ k2L20 (D1)
 kKkL(D1)ku(k+1)=2+ k2L2(D1)ku(k+1)=2+ k2(1 )L2 (D1):
Applying trace embedding inequalities: kukL2 (D1)  ckukH1(B1) and kukL2(D1)  krukL2(B1)+
c 1kukL2(B1), we obtain
ku(k+1)=2+ k2L2(D1)ku(k+1)=2+ k2(1 )L2 (D1)  2kr(u
(k+1)=2
+ )k2L2(B1) + c 2ku(k+1)=2+ k2L2(B1):
Hence if we choose 2 = kKk 1L(D1)=(k + 1) with  > 0 small enough, combining these
estimates, we obtainZ
B1
jr(u(k+1)=2+ )j2 
 
1 + kKk2L(D1) +b2 + c

(k + 1)2
Z
B1
uk+1+ ( + jrj)2:
Hence by the Sobolev embedding inequality, we conclude that
ku(k+1)=2+ kL2 (B1)  c(1 + kKkL(D1) +b+ c)(1 + k)ku(k+1)=2+ ( + jrj)kL2(B1);
where 2 = 2n=(n  2). Since this estimate coincide with (8.54) in the proof of Theorem
8.17 in [31], we obtain the same conclusion
ku+kL1(B1=2)  cku+kL2(B1=2):
By the same way, we also obtain an estimate for u . Thus the proof is completed.
Proof of Proposition 6.5.1. Let u(x) be a function given in Lemma 6.5.2 and set
M = supB1+ u(x). Then Lemma 6.5.4 implies that M < 1. First we claim that
lim!0M = 1. On the contrary, suppose that there exist M0 > 0 and a sequence
figi2N such that i ! 0 and Mi  M0. Then there exits a subsequence figi2N, which
is denoted by the same symbol such that ui(x) converges to some function u1(x) in
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H1(B1) satisfying u1  '1. It is easily veried that the function u1(x) is a positive
bounded solution of
u1 = 0 in B1; @u1 = uq1 on D1; u1 = '1 on S1:
Hence from u1 < '1, we obtainZ
B1
jr(u1   '1)j2 < qV q 1B
Z
D1
r 1(u1   '1)2:
By the trace Hardy inequality (6.7) and qV q 1B  cH , it holds that u1  '1. However
this contradicts u1 2 L1(B1). Hence the claim lim!0M =1 is proved. We set
u(x) =M
 1
 u(M
 (q 1)
 x):
Then u(x) is a solution of u = 0 in BMq 1 and @ u = u
q
 on DMq 1 . Since
M 1'1(M (q 1)x) = '1(x) for any M > 0, it is veried that u  '1 in BMq 1 .
Hence by limjxj!1 '1(x) = 0, there exists R > 0 such that maxBR u(x) = 1 for small
 > 0. Thus taking ! 0, we can obtain a positive xn-axial symmetric solution u(x) of
(6.1) satisfying u(x) < '1(x), which completes the proof of Proposition 6.5.1.
6.5.2 JL-subcritical case
To study the asymptotic expansion of solutions of (6.1) in the next section, the following
decay estimate is needed in our argument.
(6.23) u(x)  c(1 + jxj) mq :
Since '1(x) satises (6.23), solutions constructed in Section 6.5.1 automatically satisfy
(6.23). The existence of positive solutions of (6.1) for the JL-subcritical case was already
shown in [11]. However the estimate (6.23) is not studied in [11]. In general, it seems to
be dicult to derive (6.23) for any given positive solution of (6.1). In this section, we
prove that solutions constructed in [11] satisfy (6.23). First we consider approximation
problems.
(6.24)  u = u in B1; @u = uq on D1; u = 0 on S1;
where  > 0 is a parameter. Then the following results follow from Section 2 and Section
5 in [11].
Lemma 6.5.6 ([11]). Let q > n=(n   2). Then there exists a sequence of positive xn-
axial symmetric solutions f(i; ui(x))gi2N of (6.24) such that ~ui(; xn) = ui(x) ( = jx0j)
satises ~u  0. Moreover it holds that limi!1 i = 0 and limi!1 ui(0) =1.
Equation (6.24) is written in the polar coordinate by
(6.25)
8>><>>:
urr +
n  1
r
ur +
1
r2
Su =  u; (r; ) 2 (0; 1) (0; =2);
@u = ru
q (r; ) 2 (0; 1) f=2g;
u = 0 (r; ) 2 f1g  0; =2):
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Lemma 6.5.7. There exists  > 0 such that any positive xn-axial symmetric solution
u(x) of (6.24) satises @u  0 if  2 (0; ).
Proof. We set z(r; ) = u(r; ). Since S = @ + (n  2)(cot )@, dierentiating (6.25)
with respect to , we obtain
zrr +
n  1
r
zr +
1
r2
Sz +

  n  2
(sin )2

z = 0:
Let 1 and 1(r) be the rst eigenvalue and positive eigenfunction of
(6.26)   =  in B1; @ = 0 on D1;  = 0 on S1:
For  2 (0; 1), we set (r) = 1(
p
=1r). Then  and (x) are the rst eigen-
value and eigenfunction of (6.26) replaced the radius 1 by
p
1=. We set f(r; ) =
z(r; )=(r). Then we verify that (see Lemma 5.1 in [11])
 

frr +
n  1
r
fr +
1
r2
Sf

+
n  2
(sin )2
f =
2

(@r)fr:
Since f(r; ) 2 C([0; 1][0; =2]])\C2((0; 1)(0; =2)) and f  0 on f = 0; =2g[fr =
1g, a standard maximum principle implies that f  0 in (0; 1) (0; =2). Hence it holds
that u  0 in (0; 1) (0; =2), which completes the proof.
Lemma 6.5.8. Let q > n=(n   2). There exists a positive xn-axial symmetric solution
u(x) of (6.1) satisfying @u  0 and u(0) = 1.
Proof. Let f(i; ui(x))gi2N be given in Lemma 6.5.6 and set mi = ui(0). Then i(x) :=
m 1i ui(m
 (q 1)
i x) satises
 i = im 2(q 1)i i in Bi @i = qi on Di:
where Bi = fx 2 Rn+; jxj < mq 1i g, Di = @Bi \ @Rn+. From Lemma 6.5.6 and Lemma
6.5.7, it is veried that i(0) = maxBi i(x) = 1 and @i  0. Hence taking i!1, we
obtain the desired solution.
Next we show the decay estimate (6.23). Let u(r; ) be a positive xn-axial symmetric
solution of (6.1). Here we introduce a new function
v(t; ) = r1=(q 1)u(r; ); r = et (t 2 R):
Then v(t; ) satises
(6.27) vtt + vt   v +Sv = 0 in R (0; =2); @v = vq on R f=2g;
where ;  > 0 are constants given in (6.34). We set
v(t) =
Z =2
0
v(t; )d:
Integrating (6.27) with respect to  over (0; =2), we obtain
(6.28) vtt + vt   v + vqB = 0:
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Lemma 6.5.9. Let v(t; ) be a positive solution of (6.27) satisfying @v  0. Then v(t)
is uniformly bounded on R+.
Proof. Since v(t; )  0, there exists c0 > 0 such that c0v(t)q < vB(t)q for t  0. Hence
it holds that
(6.29) vtt + vt < v   c0vq
for t  0. Here we set
d0 = (=c0)
1=(q 1):
Suppose that lim supt!1 v(t) = 1. Then there are two cases: (i) there exists t0 > 0
such that vt(t) > 0 for t  t0, (ii) there exists a sequence ftkgk2N (tk ! 1) such that
v(tk) > d0 and vt(tk) = 0. For the case (i), there exists t1  t0 such that v(t) c0vq   1
for t  t1. Hence multiplying et and integrating over (t0; t), we obtain for t > t1
etvt(t)  et1vt(t1) <   1

 
et   et1 :
Since  > 0, this contradicts vt(t) > 0 for t  t0. Hence the case (i) can not occur. Next
we consider the case (ii). From (6.29), if v()  d0 and vt() = 0 for some  2 R, then it
holds that vtt() < 0. Hence there exists fkgk2N and f^2k 1gk2N (2k 1 < ^2k 1 < 2k <
2k+1) such that for k 2 N
v(t) > d0 in (2k 1; 2k); v(t)  d0 in (2k; 2k+1); v(k) = d0
and vt(^2k 1) = 0. From a mean value theorem, there exist ^2k 2 (2k; 2k+1) such that
v(^2k) < d0 and vt(^2k) = 0 for k 2 N. Multiplying et and integrating (6.28) over
(^2k; 2k+1), we verify that
e2k+1vt(2k+1)  
Z 2k+1
^2k
etv(t)dt  d0

e2k+1 ;
which implies that vt(2k+1)  (d0)= for k 2 N. Since (etvt(t))t < 0 for t 2 (2k 1; 2k),
we obtain for t 2 (2k 1; 2k)
vt(t) < e
 (t 2k 1)vt(2k 1) <
d0

e (t 2k 1):
Hence we conclude that v(t)  (d0)=2 in (2k 1; 2k), which assures a boundedness of
v(t) on R+. However this contradicts lim supt!1 v(t) =1. Thus the proof is completed.
Lemma 6.5.10. Let v(t; ) be a solution of (6.27) satisfying @v  0. Then v(t; ) is
uniformly bounded on (t; ) 2 R+  (0; =2).
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Proof. Let (t) be a cut o function with a compact support in R+. Multiplying (6.27)
by v(t; ) 1=4(t)2(sin )n 2 and integrating over R (0; =2), we obtain
(6.30)
Z
R
 Z =2
0
v 5=4(v2t + v
2
)d + v
q 1=4
B
!
2dt  c
Z
R
Z =2
0
v3=4
 
2 + 2t

ddt:
We recall a trace embedding inequality for a two dimensional domain (a1; a2) (b1; b2):Z a2
a1
jf(1; b2)jd1  c
Z a2
a1
Z b2
b1
 jf j2 + jf1j2 + jf2 j2 d2d1=2 ;
where  > 1 and c > 0 is a constant depending on , (a2   a1) and (b2   b1). Applying
this inequality with f(1; 2) = v(1; 2)
3=8, a1 =  1, a2 = +1, b1 = =4 and b2 = =2,
then we obtain for  > 1Z +1
 1
jv3=8B jdt  c
 Z +1
 1
Z =2
=4
 
v3=4 + v 5=4
 jvtj2 + jvj2 ddt!=2 :
We take a cut o function (t) such that (t) = 1 if t 2 [   1;  + 1] and (t) = 0 if
t 2 R n (   2;  + 2). It is clear that (sin )  1=p2 for  2 [=4; =2]. Hence by (6.30),
it holds that for  > 1Z +1
 1
jv3=8B jdt  c
 Z +2
 2
Z =2
0
v3=4(sin )n 2ddt
!=2
 c
Z +2
 2
vdt
=2
:
By Lemma 6.5.9, for  > 0 there exists c > 0 independent of  > 0 such thatZ +1
 1
vB(t)
dt  c:
Thus from Lemma 6.5.5, we can assure a boundedness of v(t; ).
Proof of Theorem 6.1.2 (i), (ii). From Lemma 6.5.8 and Lemma 6.5.10, there exist
a positive xn-axial symmetric solution u(x) of (6.1) satisfying (6.23). Hence by the same
way as in the proof of Theorem 6.1.1 (i) given in Section 6.5.1, we assure Theorem 6.1.2
(i) and (ii).
6.5.3 Linear elliptic problem with a singular potential on the
boundary
Here we study the behavior of linear elliptic problem with a singular potential on the
boundary.
(6.31) d = 0 in BR; @d  r 1d on DR;
(6.32) d = 0 in BR; @d  r 1d on DR:
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Lemma 6.5.11. Let   cH and (x) 2 H1(BR) be a positive weak solution of  = 0
on BR, @ = r
 1d on DR. Then if a function d(x) 2 H1(BR) satises (6.31) in a
weak sense and d(x)  c0(x) on SR for some c0 > 0, then it holds that
d(x)  c0(x) in BR:
Proof. We set k(x) = c0(x)  d(x), then k(x) satises
k = 0 in BR; @k  r 1k on DR; k  0 on SR:
Multiplying by k+(x) and integrating over BR, we obtainZ
BR
jrk+j2  
Z
DR
r 1k2+:
Applying the trace Hardy inequality (6.7), we obtain k+  0, which assures that d(x) 
c0(x). Hence the proof is completed.
Lemma 6.5.12. Let   cH and (x) 2 H1(BR) be a weak positive solution of  = 0
on BR, @ = r
 1d on DR. If a function d(x) 2 H1(BR) satises (6.32) in a weak
sense and d(x)  c1(x) on SR for some c1 > 0, then it holds that
d(x)  c1(x) in BR:
Proof. By the same way as in the proof of Lemma 6.5.11, we obtain Lemma 6.5.12.
6.6 Asymptotic expansion
6.6.1 First expansion
To investigate the asymptotic expansion of xn-axial symmetric solutions of (6.1), we use
the same function introduced in Section 6.5.2.
v(t; ) = r1=(q 1)u(r; ); r = et (t 2 R):
We recall that v(t; ) satises
(6.33)
(
vtt + vt   v +Sv = 0 in R (0; =2);
@v = v
q on R f=2g;
where
(6.34)  = (n  2)  2mq;  = mq((n  2) mq):
It is easily seen that ;  > 0 if q > n=(n 2). Dene the energy function E(t) associated
with (6.33).
E(t) =
1
2
k@tv(t)k22  

2
kv(t)k22  
1
2
k@v(t)k22 +
1
q + 1
vB(t)
q+1:
Then it is easily veried that
@tE(t) =  kvt(t)k2:
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Proposition 6.6.1. Let q > n=(n 2) and v(t; ) be a positive bounded solution of (6.33)
with limt! 1E(t) = 0. Then it holds that
lim
t!1
v(t; ) = V () in C2([0; =2]):
Proof. Since v(t; ) is bounded on R  (0; =2), an elliptic regularity theory assures a
boundedness of vt(t; ) and v(t; ). Hence we nd that E(t) is uniformly bounded and
(6.35) 
Z 1
 1
Z =2
0
jvtj2ddt = lim
t! 1
E(t)  lim
t!1
E(t) <1:
Let ftigi2N be any sequence satisfying limi!1 ti =1 and set vi(t; ) = v(ti+ t; ). Then
there exits a subsequence ftigi2N, which is denoted by the same symbol such that vi(t; )
converges to some function v1(t; ) in C([ 1; 1] [0; =2]). By (6.35), it is easily veried
that v1(t; ) does not depend on t and is a solution of  v + Sv = 0 in (0; =2),
@v = v
q on f=2g. Since limt! 1E(t) = 0, @tE(t)  0 and @tE(t) 6 0, the limiting
function v1() is not a trivial one. Hence by Lemma 6.3.1, it follows that v1()  V ().
Thus we obtain
lim
i!1
v(ti; ) = V () in C([0; =2])
for any sequence ftigi2N such that ti !1. As a consequence, it holds that
lim
t!1
v(t; ) = V () in C([0; =2]):
From a elliptic regularity theory, we nd that v(t; ) convergences to V () in C2([0; =2])
as t!1.
Proof of Theorem 6.1.1 (iii) and Theorem 6.1.2 (iii). From Theorem 6.1.1 (i) and
Theorem 6.1.2 (i), a solution u(x) with u(0) =  is given by
u(x) = u1(
q 1x):
Set v1(x) = jxj1=(q 1)u1(x). Then we obtain
ju(x)  '1(x)j = ju1(q 1x)  V ()jjxj 1=(q 1)
= jv1(q 1x)  V ()jjxj 1=(q 1):
Hence by Proposition 6.6.1 it holds that for x 6= 0
lim
!1
ju(x)  '1(x)j = 0:
Thus we obtain Theorem 6.1.1 (iii) and Theorem 6.1.2 (iii).
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6.6.2 Second expansion
To derive a higher expansion of v(t; ), we study the asymptotic behavior of
w(t; ) = V ()  v(t; ):
Then w(t; ) is a solution of
(6.36)
(
wtt + wt   w +Sw = 0 in R (0; =2);
@w = qV
q 1
B w + f(w) on R f=2g;
where f(w) =
 
V qB   (VB   w)q   qV q 1B w

. We introduce an eigenvalue problem on
L2sym(S
n 1
+ ).
(6.37)
(
 Se = e in (0; =2);
@e = qV
q 1
B e on f=2g:
We denote by i, ei() the i-th eigenvalue and the i-th normalized eigenfunction such
that keik2 = 1 and eiB > 0. Since L2sym(Sn 1+ ) is spanned by fei()gi2N, w(t; ) can be
expressed by for any t 2 R
w(t; ) =
1X
i=1
yi(t)ei():
Multiplying (6.36) by ei()(sin )
n 2 and integrating over (0; =2), we obtain
(6.38) y00i + y
0
i   ( + i)yi = xi;
where
xi(t) = f(wB(t))eiB:
(i) for the case i  2
By Lemma 6.6.10, it holds that i > 0 for i  2. Hence
(6.39) 2 +    ( + i) = 0
has two real roots ( i < 0 < 
+
i )
(6.40) i =
 p2 + 4( + i)
2
:
Then it is veried that
(6.41)
yi(t) = yi(0)e
 i t   e
 i tp
2 + 4( + i)
Z t
0

e 
 
i s   e +i s

xi(s)ds
  e
+i t   e i tp
2 + 4( + i)
Z 1
t
e 
+
i sxi(s)ds:
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(ii) for the case i = 1
By Lemma 6.6.9, a quadratic equation (6.39) has two real roots  1 < 
+
1 < 0 if q is
JL-supercritical, just one root 1 =  =2 if q is JL-critical and has no real roots if q is
JL-subcritical. Hence we obtain for the JL-supercritical case
(6.42)
y1(t) = y1(0)e
 1 t +
y01(0)   1 y1(0)p
2 + 4( + 1)

e
+
1 t   e 1 t

+
Z t
0
1  e(2 1 +)(t s)p
2 + 4( + 1)
e
+
1 (t s)x1(s)ds;
for the JL-critical case
(6.43) y1(t) = y1(0)e
1t + (y01(0)  1y1(0))te1t +
Z t
0
(t  s)e1(t s)x1(s)ds
and for the JL-subcritical case
(6.44)
y1(t) =
1
A

2
y1(0) + y
0
1(0)

(sinAt)e (t)=2 + y1(0)(cosAt)e (t)=2
+
1
A
Z t
0
((sinAt)(cosAs)  (sinAs)(cosAt)) e (t s)=2x1(s)ds;
where A =
pj2 + 4( + 1)j=2 is an imaginary part of a root of 2 +    ( + 1).
For the rest of this section, we show the following two propositions. Our argument given
here is based on those in [9].
Proposition 6.6.2. If q is JL-supercritical, then there exist 1 6= 0 and ; c > 0 such
that for large t > 0
kw(t)  1e+1 te1k1  ce(+1  )t:
If q is JL-critical, then there exist 1 6= 0, 2 2 R and ; c > 0 such that for large t > 0
kw(t)  (1t+ 2)e t=2e1k1  ce (+)t=2:
Proposition 6.6.3. Let q be JL-subcritical. Then one of the following two expansions
holds.
(i) There exists (1; 2) 6= 0 and ; c > 0 such that for large t > 0
kw(t)  (1(sinAt) + 2(cosAt))e (t)=2e1k1  ce (+)t=2:
(ii) There exists  6= 0 and ; c > 0 such that for large t > 0
kw(t)  e 2 te2k1  ce( 2  )t:
As a consequence of Proposition 6.6.2 and Proposition 6.6.3, we immediately obtain
Theorem 6.1.1 (iv) and the second part of Theorem 6.1.2.
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Proof of Theorem 6.1.1 (iv) and the second part of Theorem 6.1.2. Let q be JL-
supercritical and set 1 = j+1 j. By Proposition 6.6.2, we obtain
kv(t)  (V   e 1te1)k1  ce (1+)t:
Going back to the original valuable, we verify that
u(r; ) = V ()r mq   e1()r (mq+1) +O(r (mq+1+)):
Substituting explicit expression of ;  into (6.40), we obtain an explicit expression of 1,
which coincides with the expression in Theorem 6.1.1 (iv). The proof for the JL-critical
case and the JL-subcritical case are shown by the same way as above.
First we show that w(t; ) decays exponentially as t!1.
Lemma 6.6.1. There exist c;  > 0 such that for t  0
kw(t)k2  ce t:
Proof. By the Schwarz inequality, it is veried that from (6.41)
jyi(t)j = jyi(0)je 2 t + e
 i tp
i
Z t
0
e 
 
i sjxi(s)jds+ e
+i tp
i
Z 1
t
e 
+
i sxi(s)ds
 jyi(0)je 2 t + e
( i t)=2p
ij i j
Z t
0
e 
 
i sxi(s)
2ds
1=2
+
e(
+
i t)=2p
ij+i j
Z 1
t
e 
+
i sxi(s)
2ds
1=2
:
By a trace embedding inequality jeiBj  ckeik1=22 k@eik1=22 , we see that
k@eik22 = 2k@eik22   k@eik22 = 2
 
qV q 1B e
2
iB + ikeik22
  k@eik22
 2ikeik22 + qV q 1B ckeik2k@eik2   k@eik22
 2ikeik22 + ckeik22  cikeik22:
Since keik2 = 1, we nd that
jeiBj  ckeik1=22 k@eik1=22  c1=4i :
Hence we obtain
jxi(s)j  c1=4i wB(t)2  c1=4i kw(t)k2k@w(t)k2:
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Since jii j; j+i j  c
p
i for some c > 0, we verify that
jyi(t)j2  cjyi(0)j2e2 2 t + c
i
Z t
0
e
 
i (t s)(s)kw(s)k22ds
+
Z 1
t
e 
+
i (s t)(s)kw(s)k22ds

 cjyi(0)j2e2 2 t + c
i
Z t
0
e
 
2 (t s)(s)kw(s)k22ds
+
Z 1
t
e 
+
2 (s t)(s)kw(s)k22ds

;
where (s) = k@w(s)k22. By Strum's comparison lemma, there exist positive constants
c1 < c2 such that
c1i
2  i  c2i2
for large i 2 N. Hence we obtain
1X
i=2
yi(t)
2  ckw(0)k22e2
 
2 t + c
Z t
0
e
 
2 (t s)(s)kw(s)k22ds
+
Z 1
t
e 
+
2 (s t)(s)kw(s)k22ds

:
By the same way, from (6.42), (6.43) and (6.44), we see that
y1(t)
2 
8>>>>>>><>>>>>>>:
ce2
+
1 t + c
Z t
0
e
+
1 (t s)(s)kw(s)k22ds if q is JL-supercritical;
cte21t + c
Z t
0
(t  s)e1(t s)(s)kw(s)k22ds if q is JL-critical;
ce t + c
Z t
0
e (t s)(s)kw(s)k22ds if q is JL-subcritical:
Hence there exists  > 0 such that
kw(t)k22  ce t + c
Z t
0
e (t s)(s)kw(s)k22ds+
Z 1
t
e (s t)(s)kw(s)k22ds

for all cases. By Lemma 6.6.2, we obtain the desired conclusion.
Lemma 6.6.2. Let g(t) and (t) be positive continuous functions converging to zero as
t!1. Then if g(t) satises
g(t)  ce t + c
Z t
0
e (t s)(s)g(s)ds+
Z 1
t
e (s t)(s)g(s)ds

for some  > 0, then there exists  > 0 such that
g(t)  ce t:
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Proof. Now we set
g(t) = sup
t
g(); (t) = sup
t
():
Then it is veried that g(t) and (t) are positive, continuous, decreasing, limt!1 g(t) =
limt!1 (t) = 0, g(t)  g(t) and (t)  (t). Hence it holds that
(6.45) g(t)  ce t + c
Z t
0
e (t s)(s)g(s)ds+
Z 1
t
e (s t)(s)g(s)ds

=: R(t):
A direct computation shows that
@tR(t) =  ce t + c

 
Z t
0
e (t s)(s)g(s)ds+
Z 1
t
e (s t)(s)g(s)ds

  ce t + c(t)g(t)

 
Z t
0
e (t s)ds+
Z 1
t
e (s t)ds

=  ce t + c(t)g(t)e t:
Hence there exists t1 > 0 such that @tR(t)  0 for t  t1. Now we claim that g(t)  R(t)
for t > t1. Suppose that there exists t
0 > t1 such that g(t0) > R(t0). Then from
(6.45), it is clear that g(t0) < g(t0). Hence by denition of g(t), there exists T 0 > t0
such that g(t) = g(T 0) for t 2 [t0; T 0]. By a monotonicity of R(t) for t  t1, we obtain
R(T 0)  R(t0) < g(T 0). However this contradicts (6.45), which shows the claim. From
this claim, we obtain for t  t1
g(t)  ce t + c
Z t
0
e (t s)(s)g(s)ds+
Z 1
t
e (s t)(s)g(s)ds

 ce t + c
Z t
0
e (t s)(s)g(s)ds+
(t)g(t)


:
Since limt!1 (t) = 0, there exists t2 > t1 such that for t  t2
g(t)  ce t + c
Z t
0
e (t s)(s)g(s)ds  ce (t)=2 + 
8
Z t
t=2
e (t s)=2g(s)ds
= ce (t)=2 +

8
Z t
t2
e (t s)=2g(s)ds  
8
Z t=2
t2
e (t s)=2g(s)ds
 ce (t)=4 + 
8
Z t
t2
e (t s)=4g(s)ds:
Hence it holds that
e(t)=4g(t)  c+ 
8
Z t
t2
e(t)=4g(s)ds:
By the Gronwall inequality, we obtain for t  t2
g(t)  ce t=8:
Since g(t)  g(t), the proof is completed.
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Next we show more precise decay rate of kw(t)k2.
Lemma 6.6.3. There exists c > 0 such that for t  0
kw(t)k2 
8><>:
ce
+
1 t if q is JL-supercritical;
c(1 + t)e1t if q is JL-critical;
ce (t=2) if q is JL-subcritical:
Proof. Repeating an argument given in the proof of Lemma 6.6.1, we can verify that for
k  2
1X
i=k
yi(t)
2  ce2 k t + c
Z t
0
e
 
k (t s)(s)kw(s)k22ds
+
Z 1
t
e 
+
k (s t)(s)kw(s)k22ds

:
Since w(t; ) is uniformly bounded in H2sym(Sn 1+ ), by an interpolation inequality, it holds
that
k@w(t)k22  ckw(t)k2kw(t)kH2sym(Sn 1+ )  ckw(t)k2:
Hence from (t) = k@w(t)k22 and Lemma 6.6.1, we obtain for k  2
1X
i=k
yi(t)
2  ce2 k t + c(e
 k t + e 3t)
j k + 3j
+ ce 3t:
From (6.41) (6.42), (6.43) and (6.44), it holds that for 2  i  k   1
jyi(t)j  ce i t + ce i t
Z t
0
e 
 
i se (3s)=2ds+ ce
+
i t
Z t
0
e 
+
i se (3s)=2ds
 ce i t + c(e
 i t + e (3t)=2)
j2 i + 3j
+ ce (3t)=2
and
(6.46) jy1(t)j 
8>>>>>>>><>>>>>>>>:
ce
+
1 t +
c(e
+
1 t + e (3t)=2)
j2+1 + 3j
if q is JL-supercritical;
c(1 + t)e1t +
c(e1t + e (3t)=2)
j21 + 3j2 if q is JL-critical;
ce (t)=2 +
c(e (t)=2 + e (3t)=2)
j  3j if q is JL-subcritical:
Now we choose k  2 such that j k j  2j 2 j. Then we obtain
(6.47)
1X
i=2
yi(t)
2  ce2 2 t + c
 
k 1X
i=2
1
j2 i + 3j2
+
1
j k + 3j
!
(e2
 
2 t + e 3t):
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Hence from (6.46) and (6.47), it holds that for  2 (0; 2j+1 j=3)
kw(t)k22  ce 3t=2:
Repeating this procedure in a nite time, we obtain
kw(t)k22  ce t
for some  2 (2j+1 j=3; j+1 j). Hence using again (6.46) and (6.47), we obtain the desired
estimates.
Furthermore we see that the decay rate of kw(t)k2 given in Lemma 6.6.3 is exact one.
Lemma 6.6.4. There exist 1; 2 2 R and ; c > 0 such that
(6.48)
ke +1 tw(t)  1e1k2  ce t if q is JL-supercritical;
ke(t)=2w(t)  (1t+ 2)e1k2  ce t if q is JL-critical;
ke(t)=2w(t)  (1(sinAt) + 2(cosAt))e1k2  ce t if q is JL-subcritical:
Moreover the norm k  k2 can be replaced by the norm k  k1.
Proof. By Lemma 6.6.3 and (6.47), it is veried that
1X
i=2
yi(t)
2  c

e2
 
2 t + e3
+
1 t

for all cases. Hence it is sucient to estimate y1(t). First we consider the JL-supercritical
case. We set y1(t) = e
+1 tz1(t), then from (6.38), it is veried that z1(t) satises
(6.49) z001 + (2
+
1 + )z
0
1 = e
 +1 tx1:
Then z01(t) is given by
z01(t) = z
0
1(0)e
 (2+1 +)t + e (2
+
1 +)t
Z t
0
e(
+
1 +)sx1(s)ds:
Hence by Lemma 6.6.3, there exist  > 0 such that jz01(t)j  ce t. As a consequence,
limt!1 z(t) exists, which is denoted by 1 = limt!1 z(t) Then we see that
jz1(t)  1j 
Z 1
t
jz01(s)jds  ce t;
which shows (6.48) for the JL-supercritical case. For the JL-critical case, we set y1(t) =
te1tz1(t), then by (6.38), it holds that
(6.50) tz001 + 2z
0
1 = e
 1tx1:
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Then z01(t) is expressed by for t > 0
(6.51)
z01(t) =
1
t2
Z t
0
se 1sx1(x)ds
=
1
t2
Z 1
0
se 1sx1(x)ds  1
t2
Z 1
t
se 1sx1(x)ds:
Hence it holds that z01 2 L1(R+). As a consequence, limt!1 z1(t) exists, which is denoted
by 1 = limt!1 z1(t). Set 2 =
R1
0
se 1sx1(x)ds. Then from (6.51), we verify thatz1(t)  1 + 2t
  ce t
for some  > 0, which shows (6.48) for the JL-critical case. Finally we consider the
JL-subcritical case. From (6.44), we obtain
y1(t) =
1
A

2
y1(0) + y
0
1(0)

(sinAt)e (t)=2 + y1(0)(cosAt)e (t)=2 +
e (t)=2
A


(sinAt)
Z t
0
(cosAs)e(s)=2x1(s)ds  (cosAt)
Z t
0
(sinAs)e(s)=2x1(s)ds

:
We set a1 =
R1
0
(cosAs)e(s)=2x1(s)ds and a2 =
R1
0
(sinAs)e(s)=2x1(s)ds. By Lemma
6.6.3, we nd that a1; a2 <1. Hence verify that
(6.52)
y1(t)  1A 2 y1(0) + y01(0) + a1 (sinAt)e (t)=2
 

y1(0)  a2
A

(cosAt)e (t)=2
  1
A
Z 1
t
jx1(s)jds;
which proves (6.48) for the JL-subcritical case. Next we derive the L1-estimate. For
the JL-supercritical case, we set Z(t; ) = e 
+
1 tw(t; )  1e1(). Then it is veried that
(6.53)
(
Ztt + (2
+
1 + )Zt + 1Z +SZ = 0 in R (0; =2);
@Z = qV
q 1
B Z + e
 +1 tf(w) on R f=2g:
By an elliptic estimate, there exists c > 0 such that
sup
t 1t+1
kZ(t)k1  c
 Z t+2
t 2
kZ()k22d
1=2
+ sup
t 2t+2
e 
+
1 f(wB())
!
:
Since f(wB(t))  ce(3+1 t)=2, we obtain the L1-estimate for the JL-supercritical case. For
the JL-critical case, we set Z(t; ) = e 1tw(t; )  (1t+ 2)e1(). Then Z(t; ) satises
(6.53) replaced +1 by 1. Hence by the same way, we obtain the L
1-estimate for the
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JL-critical case. For the JL-subcritical case, we set Z(t; ) = e(t)=2w(t; )  (1(sinAt)+
2(cosAt)))e1(). Then Z(t; ) satises8<:Ztt  

2
4
+ 

Z +SZ = 0 in R (0; =2);
@Z = qV
q 1
B Z + e
(t)=2f(w) on R f=2g:
Hence by the same way as above, we obtain the L1-estimate for the JL-subcritical case,
which completes the proof.
Finally we show the coecients 1 given in Lemma 6.6.4 is not zero for the JL-
supercritical case and the JL-critical case by the same arguments as in the proof of
Proposition 3.5 in [5].
Lemma 6.6.5. Let q be JL-supercritical and 1 2 R be a constant in Lemma 6.6.4. Then
it holds that 1 6= 0.
Proof. We use the same notations as in the proof of Lemma 6.6.4. Since limt!1 z1(t) =
1, there exists a sequence ftkg1k=1 such that
lim
k!1
z1(tk) = 1; lim
k!1
z01(tk) = 0:
Integrating (6.49) over (t; tk) and taking a limit k !1, we obtain
 z01(t) + (2+1 + )(1   z1(t)) =
Z 1
t
e 
+
1 sx1(s)ds:
Since z1(t) and z
0
1(t) converge to zero as t!  1, we conclude that
(2+1 + )1 =
Z 1
 1
e 
+
1 sx1(s)ds:
Since f(w) = (VB w)q V qB qV q 1B w > 0 if w 6= 0, it is clear that x1(t) = f(wB(t))e1B >
0. Hence form 2+1 +  > 0, we conclude that 1 > 0.
Lemma 6.6.6. Let q be JL-critical and 1 2 R be a constant in Lemma 6.6.4. Then it
holds that 1 6= 0.
Proof. Since (6.50) is written by (t2z01)
0 = te 1tx1, integrating over (1; t), we obtain for
t  1
tz01(t) = t
 1z01(1)  t 1
Z t
1
se 1sx1(s)ds:
Hence it holds that limt!1 tz01(t) = 0. As a consequence, integrating (6.50) over (t;1),
by limt!1 z1(t) = 1, we obtain for t > 0
 (tz01(t) + z1(t)) + 1 =
Z 1
t
e 1sx1(s)ds:
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Since tz01 + z1 = ( 1y1 + y1)e 
+
1 t, taking t! 0, we see that
1 = ( 1y1(0) + y01(0)) +
Z 1
0
e 1sx1(s)ds:
By the same way, we obtain for t < 0
 1y1(0) + y01(0) =
Z 0
 1
e 1sx1(s)ds:
Thus we conclude that
1 =
Z 1
 1
e 1sx1(s)ds;
which assures that 1 > 0.
For the JL-subcritical case, we do not know (1; 2) 6= 0. For the case (1; 2) = 0, we
can show that w(t; ) is dominated by y2(t).
Lemma 6.6.7. Let q be JL-subcritical and (1; 2) = 0. Then there exist  6= 0 and
c;  > 0 such that
ke  2 tw(t)  e2k2  ce t:
Moreover the norm k  k2 can be replaced by the norm k  k1.
Proof. Since (1; 2) = 0, from (6.47) and (6.52), it holds that jy1(t)j  ce3 2 t=2. Then
by the same argument as in the proof of Lemma 6.6.3, we obtain
(6.54)
1X
i=3
kw(t)k2  ce 3 t; jy1(t)j+ jx2(t)j  ce3 2 t=2:
Now we set z2(t) = e
  2 ty2(t). Then z2(t) satises
(6.55) z002 + (2
 
2 + )z
0
2 = e
  2 tx2:
Since z2(t) is uniformly bounded, there exists a sequence ftkgk2N such that limk!1 z02(tk) =
0. Hence we verify that
 e(2 2 +)tz02(t) = lim
k!1
e(2
 
2 +)tkz02(tk)  e(2
 
2 +)tz02(t)
=
Z 1
t
e(
 
2 +)sx2(s)ds:
Hence from (6.54), it holds that z02(t)  ce
 
2 t=2. As a consequence, there exists  2 R
such that limt!1 z2(t) =  and
ke  2 w(t)  e2k2  ce t
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for some  > 0. Integrating (6.55) over ( 1;1), we obtain
(2 2 + ) =
Z 1
 1
e(
 
2 +)sx2(s)ds:
Since 2 2 +  < 0 and x2(t) > 0, it holds that  < 0. By the same way as in the proof
of Lemma 6.6.4, we obtain the L1-estimate, which completes the proof.
Proof of Proposition 6.6.2 and Proposition 6.6.3. By a direct consequence of Lemma
6.6.4 { Lemma 6.6.7, we immediately obtain Proposition 6.6.2 and Proposition 6.6.3.
6.6.3 Estimates for eigenvalues of (6.37)
First we give estimates for the rst eigenvalue 1 of (6.37).
Lemma 6.6.8. It holds that 1 <   and
1 >  (n  2)2=4 if q is JL-supercritical;
1 =  (n  2)2=4 if q is JL-critical;
1 <  (n  2)2=4 if q is JL-subcritical:
Proof. Since 1 is the rst eigenvalue of (6.37), it is characterized by
1 = inf
e2H1sym(Sn 1+ )
k@ek22   qV q 1B e2B
kek22
:
Let e^() be a positive minimizer of (6.59). From a positivity of e^(), this e^() turns out
to be the rst eigenfunction of  Se = e in (0; =2) and @e = cSeH on f=2g with
the rst eigenvalue 1 =  (n  2)2=4. Hence by Lemma 6.8.1, it holds that
 

n  2
2
2
= inf
e2H1sym(Sn 1+ )
k@ek22   cHe2B
kek22
:
By Denition 6.4.1, it holds that qV q 1B < cH if q is JL-supercritical and qV
q 1
B > cH
if q is JL-subcritical. Hence we obtain 1 >  (n   2)2=4 if q is JL-supercritical and
1 <  (n  2)2=4 if q is JL-subcritical.
Next we show 1 <  . Since V () is a positive solution of (6.5), by the same way,
we obtain
  = inf
e2H1sym(Sn 1+ )
k@ek22   V q 1B e2B
kek22
:
Hence we conclude that 1 <  .
Lemma 6.6.9. It holds that
2 + 4( + 1) > 0 if q is JL-supercritical;
2 + 4( + 1) = 0 if q is JL-critical;
2 + 4( + 1) < 0 if q is JL-subcritical:
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Proof. By denition of  and , it holds that
2 + 4( + 1) = (n  2)2 + 41:
Thus by Lemma 6.6.8, we obtain the desired results.
Next we see that the second eigenvalue 2 of (6.37) is positive.
Lemma 6.6.10. It holds that 2 > 0.
Proof. Suppose that 2  0 and e2() be a corresponding eigenfunction with e2(0) > 0.
By Strum's comparison lemma, e2() has just one zero in (0; =2), which is denoted by
0. Then integrating (6.37) over (0; 0), we obtain
@e2(0) =
( 2)
(sin 0)n 2
Z 0
0
e2()d;
which implies @e2() > 0. However this contradicts e2() > 0 in [0; 0) and e2() < 0 in
(0; =2]. Hence the proof is nished.
6.7 Intersection property
In this section, we study the intersection property of solutions constructed in Section
6.5.
Proposition 6.7.1. Let q be JL-supercritcal or JL-critical and ui(x) (i = 1; 2) be positive
xn-axial symmetric solutions of (6.1) satisfying
ui(x) < '1(x):
Then it holds that u1(x) > u2(x) or u1(x) < u2(x).
Remark 6.7.1. Proposition 6.7.1 gives a result similar to the uniqueness theorem for
ODE. In fact, let ui(x) (i = 1; 2) be two positive xn-axial symmetric solutions of (6.1)
with ui  '1 (i = 1; 2). From Proposition 6.7.1, if u1(0) = u2(0), then it holds that
u1  u2.
Proof of Theorem 6.1.1 (ii). Since a family of solutions fu(x)g>0 constructed in
Theorem 6.1.1 (i) satises u(x)  '1(x), Theorem 6.1.1 (ii) follows directly from
Proposition 6.7.1.
Lemma 6.7.1. Let q and ui(x) (i = 1; 2) be as in Proposition 6.7.1. Then there are no
bounded components of fx 2 Rn+;u1(x) > u2(x)g [ fx 2 Rn+;u1(x) < u2(x)g.
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Proof. Suppose that there exits a bounded component O of fx 2 Rn+;u1(x) > u2(x)g or
fx 2 Rn+;u1(x) < u2(x)g. We set
u(x) =
(
u1(x)  u2(x) if x 2 O;
0 if x 2 Rn+ nO:
Then since O is bounded set, it holds that u 2 H1(Rn+). By Lemma 6.7.2, we obtainZ
Rn+
jruj2 =
Z
O
jruj2 =
Z
@O\@Rn+
(uq1   uq2)u =
Z
@Rn+
(uq1   uq2)u:
Since a function u(x) is harmonic in O, it is easily veried that u 6 0 on @O \ @Rn+.
Hence we obtain by qV q 1B  cHZ
Rn+
jruj2 <
Z
@Rn+
q'q 1u2  cH
Z
@Rn+
jx0j 1u2:
However this contradicts denition of cH . Thus the proof is completed.
Proof of Proposition 6.7.1. We set u(x) = u1(x)   u2(x). Since ui(x) is a xn-axial
symmetric function, the function u(x) is expressed by u(x) = ~u(; z) ( = jx0j, z = xn).
To show Proposition 6.7.1, it is sucient to show that ~u(; 0) > 0 for   0 or ~u(; 0) < 0
for   0. Suppose that there exists 0  0 such that ~u(0; 0) = 0. Then there exists
1 > 0 such that ~u(1; 0) 6= 0. Now we assume that ~u(1; 0) > 0. Since ~u(0; 0) = 0,
there exists a component ~O  of f(; z); ~u(; z) < 0g such that (0; 0) 2 @ ~O . Now we
claim that
supf  0; (; 0) 2 @ ~O ; ~u(; 0) < 0g  1:
Suppose that there exists 2 > 1 such that (2; 0) 2 @O  and ~u(2; 0) < 0. Since the
zero level set of u(x) is locally determined by spherical harmonics with some orderm (see
Section 6.7.1), there exists a continuous curve (t) such that (0) = (0; 0), (1) = (2; 0)
and (t) 2 ~O  for t 2 (0; 1). Let ~O+ be a component of f(; z); ~u(; z) > 0g such that
(1; 0) 2 @ ~O+. Then the component ~O+ must be a bounded open set. However this
contradicts Lemma 6.7.1, which assures the claim. We choose c > 0 large enough such
that u(x0; 0)  cjx0j (n 2) for jx0j  1. Since limx!1 u(x) = 0, by a maximum principle,
it holds that
(6.56) u(x)  cjxj (n 2)
for x 2 O  = f(x0; xn); (jx0j; xn) 2 ~O g. Now we set
u(x) =
(
u(x) if x 2 O ;
0 otherwise:
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Let R(jxj) be a cut o function such that R(r) = 1 if r  R, R(r) = 0 if r  2R
and @kr R(r)  cR k for k = 1; 2. Multiplying (6.1) by uR and integrating over O , we
obtain by Lemma 6.7.2Z
Rn+
jruj2R =
Z
O 
jruj2R =  1
2
Z
O 
ru2  rR +
Z
@Rn+
(uq1   uq2)uR:
Since R  1 on @O  \ @Rn+ for large R > 0, we verify thatZ
Rn+
jruj2R  1
2
Z
Rn+
u2jRj+ qV q 1B
Z
@Rn+
jx0j 1u2:
Then by jRj  cR 2 and (6.56), the rst term on the right-hand side is estimated byZ
Rn+
u2jRj  cR 2
Z 2R
R
r 2(n 2)+n 1dr = cR n+2:
Hence taking R!1, we conclude that ru 2 L2(Rn+) andZ
Rn+
jruj2  qV q 1B
Z
@Rn+
jx0j 1u2:
Hence by the same reason as in the proof of Lemma 6.7.1, we derive a contradiction,
which completes the proof.
6.7.1 Zero level set of harmonic functions
Let u(x) be a solution of
u = 0 in Rn+:
If u(x0) = 0 for some x0 2 Rn+, by Theorem 1 in [36] for n  3 (Theorem 1 in [35] for
n = 2), there exists an integer m 2 N such that
(6.57)
u(x) = jx  x0jmSm(!) + o(jx  x0jm);
ru(x) = r (jx  x0jmSm(!)) + o(jx  x0jm 1);
where ! = (x  x0)=jx  x0j and Sm(!) is a spherical harmonic function of order m. For
the case where u(x0) = 0 for some x0 2 @Rn+, expansions (6.57) also hold if the function
u(x) is analytic in a neighborhood of x0, namely u(x) is expressed in a neighborhood of
x0 by
(6.58) u(x) =
X
2Nn
c(x  x0);
where  is a multi-index. In fact, by (6.58), there exists m 2 N such that c 6= 0 for
some jj = m and c = 0 for jj < m. Then it holds that

0@X
jj=m
c(x  x0)
1A = 0:
Hence we obtain (6.57). As a consequence of (6.57), we obtain the following lemma.
157
Lemma 6.7.2. Let ui(x) 2 C2(Rn+) (i = 1; 2) be two positive solutions of (6.1) and O
be a component of fx 2 Rn+;u1(x) > u2(x)g or fx 2 Rn+;u1(x) > u2(x)g. Then it holds
that for  2 C1c (Rn+) Z
O
r(u1   u2)  r =
Z
@O\@Rn+
(uq1   uq2) :
Proof. Since a function f(s) = s ( > 1) is analytic if s > 0, by [44], two solutions ui(x)
(i = 1; 2) are analytic functions on Rn+. We set u(x) = u1(x)   u2(x). If the function
u(x0) = 0 for some x0 2 Rn+, then there exists m 2 N such that u(x) satises (6.57) in
a neighborhood of x0. As a consequence, the zero level set of u(x) is locally determined
by spherical harmonics with some order m. Thus the boundary @O is a smooth enough
such that the following identity holds for  2 C1c (Rn+)Z
O
r(u1   u2)  r =
Z
@O\@Rn+
(uq1   uq2) ;
which completes the proof.
6.8 Appendix
We give another proof of the trace Hardy inequality. First we introduce a minimizing
problem.
(6.59) cS = inf
e2H1(Sn 1+ )
krSek2L2(Sn 1+ ) + nkek
2
L2(Sn 1+ )
kek2
L2(@Sn 1+ )
;
where rSe is a gradient of e on Sn 1+ and n = (n   2)2=4. By a trace embedding
inequality, it is veried that there exists a minimizer e 2 H1sym(Sn 1+ ) of (6.59) satisfying
e() > 0 and
(6.60) Se = ne in (0; =2); @e = cSe on f=2g:
Lemma 6.8.1. Let n  3. Then it holds that cS = cH .
Proof. Let u(x) 2 C1c (Rn+). By changing a variable, we obtainZ
@Rn+
jx0j 1u(x0; 0)2dx0 =
Z 1
0
ku(r; )k2
L2(@Sn 1+ )
rn 3dr:
By denition of cS and the Hardy inequality, it holds that
cS
Z 1
0
ku(r; )k2
L2(@Sn 1+ )
rn 3dr 
Z 1
0
Z
Sn 1+
 jrSuj2 + nu2 rn 3d!dr

Z 1
0
Z
Sn 1+
 
r 2jrSuj2 + u2r

rn 1d!dr:
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Since jruj2 = u2r + r 2jrSuj2, we conclude that
cS
Z
@Rn+
jx0j 1u(x0; 0)2dx0 
Z
Rn+
jruj2dx;
which assures that cH  cS. Next we construct a sequence fuigi2N  H1(Rn+) such that
(6.61) lim
i!1
Z
Rn+
jruij2dxZ
@Rn+
jx0j 1juij2dx0
= cS:
Once this sequence fuigi2N is constructed, by denition of cH , we obtain cH  cS, which
nishes the proof. To construct such a sequence, we set
ui(x) =
8><>:
e()i(n 2)=2 if r 2 [0; 1=i);
e()r (n 2)=2 if r 2 [1=i; 1);
(r)e()r (n 2)=2 if r 2 [1;1);
where e() is a minimizer of (6.59) and (r) is a cut o function such that (r) = 1 for
r 2 [0; 1] and (r) = 0 for r  2. Then it is veried thatZ
Rn+
jruij2dx = cSkek2L2(@Sn 1+ )(log i) +O(1);Z
@Rn+
jx0j 1ui(x0; 0)2dx0 = kek2L2(@Sn 1+ )(log i) +O(1):
Hence we obtain the desired convergence (6.61).
Lemma 6.8.2. The best constant cH in (6.6) can not be attained in H
1(Rn+).
Proof. Suppose that there exists a minimizer u 2 H1(Rn+) of (6.6). Then it is veried
that the minimizer u is positive and smooth on Rn+ n f0g. In the polar coordinate, we
set
(r) =
Z
Sn 1+
 jrSu(r; !)j2 + nu(r; !)2 d!Z
@Sn 1+
u(r; !0)2d!0
for r > 0. By denition of cS, it is clear that (r)  cS for r > 0. Now we claim that
(r)  cS. On the contrary, we suppose that there exists r0 > 0 such that (r0) > cS.
Then by a continuity of (r), it follows that (r) > cS for r 2 (r0   ; r0 + ) with some
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 > 0. By denition of (r) and applying the Hardy inequality, we obtainZ 1
 1
 Z
@Sn 1+
u(r; !0)2d!0
!
(r)rn 3dr
=
Z 1
 1
 Z
Sn 1+
 
r 2jrSu(r; !)j2 + nr 2u(r; !)2

d!
!
rn 1dr

Z 1
 1
 Z
Sn 1+
 
r 2jrSu(r; !)j2 + ur(r; !)2

d!
!
rn 1dr:
Since (r)  0 for r > 0 and (r) > cS for r 2 (r0   ; r0 + ), it holds that
cS
Z
@Rn+
jx0j 1u(x0; 0)2dx0 <
Z
Rn+
jru(x)j2dx:
Since u(x) is a minimizer of (6.6), we obtain cS < cH . However this contradicts Lemma
6.8.1, which shows the claim. Thus there exists a function c(r) 2 C2(R+) such that
u(x) = c(jxj)e();
where e() is a minimizer of (6.59). Since u(x) is a solution of
u = 0 in Rn+; @u = cHr 1u on @Rn+;
the function c(r) satises 
@rr +
n  1
r
@r + n

c = 0:
Hence it holds that
c(r) = c1r
 (n 2)=2 + c2(log r)r (n 2)=2:
However this contradicts u 2 H1(Rn+), which completes the proof.

Chapter 7
Stability of steady states for the
Sobolev supercritical case
7.1 Introduction
In this chapter, we study the stability of positive xn-axial symmetric steady states of the
heat equation with nonlinear boundary conditions:
(7.1)
8><>:
ut = u; (x; t) 2 Rn+  (0; T );
@u = u
q; (x; t) 2 @Rn+  (0; T );
u(x; 0) = u0(x); x 2 Rn+;
where Rn+ = f(x0; xn); x0 2 Rn 1; xn > 0g, @ =  @=@xn, q > 1 and n  3. It is known
that (7.1) admits positive steady states, that is, a positive solution of
(7.2) ' = 0 in Rn+; @' = 'q on @Rn+;
if and only if q  qS := n=(n  2) ([37, 11]). For the case q = qS, every positive solution
of (7.2) is explicitly given by
'(x) =  1jx+ xj (n 2)=2;
where x = (x
0;  2=(n 2)=(n  2)),  > 0 and x0 2 Rn 1 ([13, 49]). For the case q > qS,
the existence of a family of positive xn-axial symmetric solutions is proved in [11]. The
existence and the nonexistence of positive solutions for (7.2) are closely related with
corresponding ones for
(7.3)   =  p in Rn:
In fact, (7.3) admits a family of positive radially symmetric solutions f (r)g>0 ( (0) =
) if and only if p  pS := (n + 2)=(n   2) (see Theorem 8.1 in [66]). Furthermore the
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stability of these positive radially symmetric solutions f (r)g>0 is extensively studied
by many authors ([32, 33, 60, 72]). Let
pJL =
8<:1 if n  10;n  2pn  1
n  4  2pn  1 if n  11:
This exponent is known to be the critical exponent concerning the stability of f (r)g>0.
Let u(x; t) be a solution of(
ut = u+ u
p; (x; t) 2 Rn  (0; T );
u(x; 0) = u0(x); x 2 Rn:
For the case p  pJL, if ju0    j is small enough in some weighted L1-space, then
u(x; t) converges to   as t ! 1, namely   is stable in some weighted L1-space. On
the other hand, for the case pS < p < pJL,   is unstable in any reasonable sense. In fact
if u0 <  , then u(x; t) converges to zero as t!1, on the other hand, if u0 >  , then
u(x; t) blows up in a nite time. Furthermore it is known that the stability of positive
radially symmetric solutions f (r)g>0 of (7.3) are strongly related to the intersection
property and the asymptotic expansion of f (r)g>0.
As for (7.2), we introduced a new critical exponent qJL corresponding to pJL in Chap-
ter 6. Moreover we proved that the intersection property and the asymptotic expansion
of the sets of positive solutions of (7.2) change across q = qJL.
The purpose of this chapter is to study the stability of positive xn-axial symmetric
solutions of (7.2) from the view point of the intersection property and the asymptotic
expansion of them.
To state our results, we dene the weighted L1-norms by
kuk := sup
s2Rn+
(1 + jxj)ju(x)j
and
kjukj := sup
x2Rn+
(1 + jxj)(n 2)=2
log(2 + jxj) ju(x)j:
These weighted L1-spaces are the same functional spaces as is used in [32, 33]. In
particular, it will be seen that the weight  for the JL-supercritical case ( for the JL-
critical case) plays a crucial role to study the stability of positive solutions of (7.1). Main
results in this chapter are stated as follows.
Theorem 7.1.1. Let q be JL-supercritical, ' be the positive solution of (7.2) given in
Theorem 7.3.1 and u(x; t) be the solution of (7.1). Assume that u0 is xn-axial symmetric
and for any  > 0 there exists  > 0 such that ku0   'kmq+1+   (mq, 1 are as in
Theorem 7.3.1), then u(x; t) converges to ' uniformly on Rn+ as t!1.
163
Theorem 7.1.2. Let q be JL-critical, ' be the positive solution of (7.2) given in Theo-
rem 7.3.1 and u(x; t) be the solution of (7.1). Assume that u0 is xn-axial symmetric and
for any  2 (0; 1) there exists  > 0 such that kju0 'kj  , then u(x; t) converges to
' uniformly on Rn+ as t!1.
Theorem 7.1.3. Let q be JL-subcritical, ' be the positive solution of (7.2) given in
Theorem 7.3.2 and u(x; t) be the solution of (7.1). If u0  ' (u0 6 '), then u(x; t)
converges to zero uniformly on Rn+ as t ! 1, on the other hand if u0  ' (u0 6 '),
then u(x; t) blows up in a nite time.
Remark 7.1.1. In Theorem 7.1.1{Theorem 7.1.3, we studied the stability of positive
xn-axial symmetric solutions of (7.2) constructed in Theorem 6.1.1 and Theorem 6.1.2.
Unfortunately, those theorems does not mention the stability of any positive solutions
of (7.2), since we do not know any positive solutions of (7.2) has the same intersection
property and the same asymptotic expansion as is stated in Theorem 6.1.1 and Theorem
6.1.2.
These results conclude that positive steady states are stable under a small perturba-
tion in appropriated weighted L1-spaces for the JL-supercritical case and the JL-critical
case. However, positive steady states are unstable for the JL-subcritical case. Thus
these results give the complete analogues of the well known facts about the stability of
positive radially symmetric steady states of ut = u+ u
p in Rn.
The rest of this chapter is organized as follows. We collect our notations in Section
7.2. In Section 7.3, we introduce the JL-critical exponent and recall the existence results
for positive xn-axial symmetric solutions of (7.2) obtained in Chapter 6. The proof for
Theorem 7.1.1 and Theorem 7.1.2 are given in Section 7.4. Finally in Section 7.5, we
shall show Theorem 7.1.3.
7.2 Notations
Denition 7.2.1. A function u(x) is called a xn-axial symmetric function, if u(x) is
expressed by u(x) = ~u(jx0j; xn) for some function ~u dened on R+  R+.
For xn-axial symmetric functions, we use the polar coordinate:
r =
p
jx0j2 + x2n;  = arctan
 jx0j
xn

:
Let Sn 1+ = f! = (!0; cos );!0 2 Rn 1;  2 [0; =2); j!0j2 + (cos )2 = 1g be a half unit
sphere. We dene Lpsym(S
n 1
+ ) = f 2 Lp(Sn 1+ ); (!) depends only on g, the norm of
Lpsym(S
n 1
+ ) is denoted by k  kp, which is given by
kkp =
8>>><>>>:
 Z =2
0
j()jp(sin )n 2d
!1=p
if p 2 [1;1);
sup
2(0;=2)
j()j if p =1:
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We dene H1sym(S
n 1
+ ) = f 2 L2sym(Sn 1+ ); kk2H1sym(Sn 1+ ) = kk
2
2 + k@k22 < 1g. Let
S be the Laplace-Beltrami operator on S
n 1. The Laplace-Beltrami operator S is
expressed in a local coordinate by
S =
 
@ + (n  2)(cot )@


for  2 C2(Sn 1+ ) \ L2sym(Sn 1+ ). For simplicity of notations, we set
d = (sin )n 2d
and for  2 C(Sn 1+ ) \ L2sym(Sn 1+ )
B = (=2):
A ball with a radius R > 0 in Rn+ and its boundary are denoted by
BR = fx 2 Rn+; jxj < Rg; SR = fx 2 Rn+; jxj = Rg; DR = fx 2 @Rn+; jxj < Rg:
The positive (negative) part of a function u is denoted by u+ = maxfu; 0g (u  =
maxf u; 0g). From this denition, it is clear that u = u+   u . Throughout this
chapter, we use
mq = 1=(q   1):
7.3 Preliminaries
7.3.1 Singular solutions
First we introduce singular solutions of (7.2). We look for singular solutions which have
a special form as follows.
'1(x) = V ()r 1=(q 1):
Then V () is a solution of
(7.4)
(
@V + (n  2)(cot )@V = V in (0; =2);
@V = V
q on f=2g;
where  = mq(n  2 mq).
Lemma 7.3.1 (Lemma 9 [63]). For q > (n   1)=(n   2), there exists a unique positive
solution of (7.4).
Throughout this chapter, we denote by V () the unique solution of (7.4) and by
'1(x) = V ()r 1=(q 1) a singular solution of (7.2).
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7.3.2 JL-critical exponent
To dene the JL-critical exponent, we rst introduce the trace Hardy inequality.
Lemma 7.3.2 (Theorem 1.4 [18]). Let n  3. We dene
cH = inf
u2H1(Rn+)
Z
Rn+
jruj2dxZ
@Rn+
jx0j 1juj2dx0
:
Then cH is given by cH = 2  (n=4)
2   ((n  2)=4) 2.
From Lemma 7.3.2, we can dene
b(q) = inf
u2H1(Rn+)
Z
Rn+
jruj2dx  q
Z
@Rn+
'q 11 u
2dx0Z
@Rn+
jx0j 1u2dx0
:
Denition 7.3.1. A exponent q is called JL-supercritcal if b(q) > 0, JL-critical if b(q) =
0 and JL-subcritical if b(q) < 0.
Unfortunately we do not know an explicit expression of the JL-critical exponent.
However it is at least shown that q is JL-subcritical if q is close to n=(n   2) and q is
JL-supercritical if q and n are large enough.
Lemma 7.3.3 (Lemma 6.4.1, Lemma 6.4.2 in Chapter 6). For n  3 there exists q0 >
n=(n  2) such that b(q) < 0 for q 2 (n=(n  2); q0). Moreover there exists n0 2 N such
that for n  n0 there exists q1 > q0 such that b(q) > 0 if q > q1.
7.3.3 Steady states
In this subsection, we recall two results given in Chapter 6. Let i, ei() be the i-th
eigenvalue, the i-th eigenfunction with ei(=2) = 1 of
 Se = e in (0; =2); @e = qV q 1B e on f0g:
Then from Lemma 6.6.8 and Lemma 6.6.10 in Chapter 6, the rst and the second eigen-
values are estimated as follows.
Lemma 7.3.4. The rst eigenvalue 1 is estimated as follows :
1 >  (n  2)2=4 if q is JL-supercritical;
1 =  (n  2)2=4 if q is JL-critical;
1 <  (n  2)2=4 if q is JL-subcritical:
Moreover the second eigenvalue 2 is always positive.
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From Lemma 7.3.4, it is observed that
2   (n  2  2mq)  fmq(n  2 mq) + 1g = 0
has two real roots if q is JL-supercritical, one real root if q is JL-critical and no real roots
if q is JL-subcritical. We denote by 1 the small positive root for the JL-supercritical
case, which is written by
1 =
(n  2  2mq) 
p
(n  2  2mq)2 + 4fmq(n  2 mq) + 1g
2
and denote by A an imaginary part of the root for the JL-subcritical case, which is given
by
A =
p (n  2  2mq)2   4fmq(n  2 mq) + 1g
2
:
Moreover from Lemma 7.3.4, we note that
2   (n  2  2mq)  fmq(n  2 mq) + 2g = 0
has two real roots and denote the positive root by 2, which is given by
2 =
(n  2  2mq) +
p
(n  2  2mq)2 + 4fmq(n  2 mq) + 2g
2
:
Theorem 7.3.1. Let q be JL-supercritical of JL-critical. Then there exists a family
of positive xn-axial symmetric solutions f'(x)g>0 ('(0) = ) of (7.2) satisfying the
following properties.
(i) '(x) = '1(
q 1x)  '1(x), (ii) '1(x) < '2(x) if 1 < 2,
(iii) lim!1 '(x) = '1(x) for x 2 Rn+ n f0g,
(iv) there exists  > 0 such that for any  > 0 there exist c1() < 0, c2() 2 R such that
the following asymptotic expansion holds for large r > 0
'(x) = '1(x) +
(
(c1 +O(r
 ))e1()r (mq+1) if JL-supercritical;
(c1 log r + c2 + o(r
 ))e1()r (n 2)=2 if JL-critical;
where the polar coordinate r = jxj, tan  = jx0j=xn is used and the asymptotic expansion
holds uniformly for  2 (0; =2).
Theorem 7.3.2. Let q be JL-subcritical. Then there exists a family of positive xn-axial
symmetric solutions f'(x)g>0 ('(0) = ) of (7.2) satisfying the following properties.
(i) '(x) = '1(
q 1x), (ii) '(x)  c(1 + jxj) mq ,
(iii) lim!1 '(x) = '1(x) for x 2 Rn+ n f0g.
Moreover let '(x) be any positive solution of (7.2) satisfying '(x)  c(1+ jxj) mq . Then
'(x) satises one of the following two asymptotic expansions for large r > 0.
(a) there exists (c1; c2) 6= 0 and  > 0 such that
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'(x) = '1(x) + (c1 sin(A log r) + c2 cos(A log r) +O(r )) e1()r (n 2)=2,
(b) there exist c 6= 0 and  > 0 such that
'(x) = '1(x) + (c+O(r )) e2()r (mq+2),
where the asymptotic expansion holds uniformly for  2 (0; =2).
7.4 JL-supercritical case and JL-critical case
Here we study the stability of ' constructed in Theorem 7.3.1 for the JL-supercritical
case and the JL-critical case. The proof given here is based on that of Theorem 2 in [33].
Following arguments in [33], we construct suitable super-solutions and sub-solutions by
using the intersection property and the asymptotic expansion stated in Theorem 7.3.1.
Proof of Theorem 7.1.1. To construct super-solutions and sub-solutions, we consider
eigenvalue problems ( > 0):
(7.5)  Se = e in (0; =2); @e = q(1 + )V q 1B e on f0g:
Let 1, e1() be the rst eigenvalue and the rst positive eigenfunction with e1(=2) =
1 and set
1 =
(n  2  2mq) 
p
(n  2  2mq)2 + 4fmq(n  2 mq) + 1g
2
:
Since 1 is characterized by
1 = inf
e2H1(Sn 1+ )
krSek2L2(Sn 1+ )   q(1 + )V
q 1
B kek2L2(@Sn 1+ )
kek2
L2(Sn 1+ )
;
where rSe is a gradient of e on Sn 1+ , 1 depends continuously on  and for  > 0
1 < 1 < 0:
We note that 1j=0 = 1 (1 is given in Section 7.3.3) and (n  2  2mq)2 + 4fmq(n 
2 mq) + 1g > 0. Hence there exists  > 0 such that (n  2  2mq)2 + 4fmq(n  2 
mq) + 1g > 0 for  2 (0; ). Then it is clear that for  2 (0; )
1 > 1 > 0:
We set
K(x) := e1()jxj (mq+1) (0 <  < );
then K(x) satises
K = 0 in Rn+; @K = q(1 + )'q 11 K on @Rn+:
168
We set for  2 (0; )
(x) = '(x) +K(x):
By Theorem 7.3.1 (iv), we observe that for x 2 @Rn+
@   q = q(1 + )'q 11 K   q'q 1 K +O('q 2 K2)
= q'q 1 K + o('
q 1
 K):
Hence for  2 (0; ) there exists R0 > 0 such that
(7.6) @   q  0; x 2 @Rn+ nDR0
Let  > 0 be as in Theorem 7.1.1 and x 0 2 (0; ) such that
(7.7) 10 < 1 + :
Since lim! '(x) = '(x) uniformly on Rn+, there exists 1 2 (;1) such that
(7.8) '1(x) < 0(x); x 2 BR0 :
Furthermore by the asymptotic expansion at a space innity in Theorem 7.3.1, there
exists R1 > R0 such that
(7.9) '1(x) > 0(x); x 2 Rn+ nBR1 :
Now we set
'(x) = minf'1(x);0(x)g:
Then from (7.8) and (7.9), we see that
(7.10) '(x) =
(
'1(x) if jxj < R0;
0(x) if jxj > R1:
Hence from (7.6), '(x) turns out to be a super-solution. Let u(x; t) be a solution of
(7.1) with the initial data '(x). Since '(x) is a super-solution, we see that u(x; t) is
nonincreasing in t > 0. Since '(x)  '(x), from a comparison argument, it holds that
u(x; t)  '(x). Hence u(x; t) converges to some xn-axial symmetric steady state  (x)
of (7.1) satisfying '(x)   (x)  '(x) uniformly on Rn+ as t ! 1. From Proposition
6.7.1 in Chapter 6, we note that if  (x) is a positive xn-axial symmetric solution of (7.2)
satisfying '(x)   (x) < '1(x), then there exits  2 [;1) such that  (x)  '(x).
From (7.10) and  (x)  '(x), we see that '(x)  0(x) for jxj > R1. Hence from the
asymptotic expansion (iv) in Theorem 7.3.1, we nd that  = . Therefore we obtain
lim
t!1
u(x; t) = '(x) uniformly on Rn+:
Next we set
  (x) = '(x) K(x):
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We again x 0 2 (0; ) satisfying (7.7). Then replacing K by  K in the above
argument, we nd that there exists R0 > 0 such that
@
 
0
  ( 0)q  0; x 2 @Rn+ nDR0 :
Then there exists 2 2 (0; ) such that
'2(x) > 0(x); x 2 BR0 :
Furthermore by the asymptotic expansion, there exists R1 > R0 such that
'2(x) < 
 
0
(x); x 2 Rn+ nBR1 :
We set
~'(x) = maxf'2(x); 0(x)g
and let ~u(x; t) be a solution of (7.1) with the initial data ~'(x). Then repeating the above
argument, we nd that ~u(x; t) is nondecreasing in t > 0. Moreover we obtain
lim
t!1
~u(x; t) = '(x) uniformly on Rn+:
From (7.7), there exist  > 0 such that if ku0   'kmq+1+  , then it holds that
~'(x)  u0(x)  '(x):
Hence from a comparison argument, we conclude that
lim
t!1
u(x; t) = '(x) uniformly on Rn+;
which completes the proof.
Proof of Theorem 7.1.2. The proof is almost the same as that of Theorem 7.1.1. The
only dierence part is the way of construction of super-solutions and sub-solutions. Let
 2 (0; 1) be as in Theorem 7.1.2 and e1() be the rst eigenfunction with e1(=2) = 1
given in Section 7.3.3. We x 0 2 (0; ) and set
K0(x) := e1()(log jxj)0 jxj (n 2)=2:
Then we see that
K0 = 0(0   1)e1()(log jxj)0 2jxj (n+2)=2 < 0:
We set
0(x) = '(x)K0(x):
From Theorem 7.3.1 (iv), it is veried that for x 2 @Rn+
@

0
  (0)q = q
 
'q 11   'q 1

K0 +O('
q 2
 K
2
0
)
= f q(q   1)c1() + o(1)g'q 21
 
log jxj  jxj (n 2)=2K0 +O('q 2 K20)
= f q(q   1)c1() + o(1)g'q 21 K20(log jxj)1 0 +O('q 2 K20);
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where c1() is negative constant given in Theorem 7.3.1. Hence there exists R0 > 0 such
that for x 2 @Rn+ nDR0
@
+
0
  (+0)q  0; @ 0   ( 0)q  0:
The rest of proof follows from the argument in the proof of Theorem 7.1.1 without any
modication, we omit the detail and complete the proof.
7.5 JL-subcritical case
7.5.1 Properties of solutions
Here we provide some results concerning properties of solutions of (7.2) which is needed
to study the stability of solutions of (7.2). In this subsection, we consider positive xn-
axial symmetric solutions of (7.2) satisfying:
(7.11) u(x)  c(1 + jxj) mq :
Proposition 7.5.1. Let q be JL-subcritical and u(x); w(x) be any two positive xn-axial
symmetric solutions of (7.2) satisfying (7.11). If there exists R > 0 such that w(x)  u(x)
for jxj  R, then it holds that u(x)  w(x).
Proof. From Theorem 7.3.2, two solutions u(x) and w(x) satisfy the asymptotic expan-
sion (a) or (b). If u(x) satises (a) and w(x) satises (b), then we nd that u(x) and
w(x) must intersect each other for large jxj > 0. Hence this case can not occur. Next we
assume that both u(x) and w(x) satisfy (a). Then there exist (1; 2) 6= 0, (1; 2) 6= 0
such that
u(x) = '1 +
 
1 sin(A log jxj) + 2 cos(A log jxj) +O(jxj )

e1()jxj (n 2)=2;
w(x) = '1 +
 
1 sin(A log jxj) + 2 cos(A log jxj) +O(jxj )

e1()jxj (n 2)=2:
Since w(x)  u(x), it holds that i = i (i = 1; 2). Hence we obtain for large jxj > 0
(7.12) 0  w(x)  ua(x)  cjxj (n 2+2)=2:
We set z(x) = w(x)  u(x) and z(x) = jxj (n 2)z(x=jxj2). Then z(x) satises8<:z = 0 in R
n
+;
@z = q
Z 1
0
(sw(x=jxj2) + (1  s)u(x=jxj2))q 1ds

jxj 2z on @Rn+ n f0g:
From the asymptotic expansion, we see that
lim
jxj!1
jxjmqu(x) = lim
jxj!1
jxjmqw(x) = V () uniformly on (0; =2):
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Hence it follows that for small jxj > 0
u(x=jxj2); w(x=jxj2) = (V () + o(1))jxjmq :
We note that qV q 1B > cH if q is JL-subcritical (see Remark 6.4.1 in Chapter 6). As a
consequence, there exist c0; r0 > 0 such that
(7.13) cH jxj 1z  @z  c0jxj 1z; x 2 Dr0 :
Now we claim that z 2 H1(B1). From (7.12), it is clear that
(7.14) 0  z(x)  cjxj (n 2 2)=2:
Let (jxj) be a cut o function such that (r) = 0 if r 2 (0; ) [ (2;1), (r) = 1 if
r 2 (2; 1) and j@irj  c i (i = 1; 2). Multiplying by z and integrating over Rn+, we
verify that from (7.13) and (7.14)Z
Rn+
jrzj2 =
Z
@Rn+
(@z)z   1
2
Z
Rn+
rz2  r
 c0
Z
@Rn+
jxj 1z2 + 1
2
Z
Rn+
z2jj
 c
Z 2
0
r (1 2)dr + c 2
Z 2

r1+dr:
Hence it follows that z 2 H1(B1), which shows the claim. Here we consider a minimizing
problem:
(7.15) A() = inf
e2H1sym(Sn 1+ )
k@ek22 + ((n  2)  )kek22
e2B
:
From a trace embedding inequality, A() is well dened for  2 (0; n  2) and a positive
continuous function of . Moreover since f() = ((n  2)  ) is monotone increasing
for  2 (0; (n  2)=2), A() is monotone increasing for  2 (0; (n  2)=2). We denote by
e() a positive minimizer of (7.15). Then y(x) = jxj e() is a solution of
y = 0 in Rn+; @y = A()jxj 1y on @Rn+:
By Lemma 6.8.1 in Chapter 6, it follows that A((n   2)=2) = cH . Hence by the mono-
tonicity and the continuity of A(), it holds that A() 2 (0; cH) for  2 (0; (n   2)=2)
and lim!(n 2)=2A() = cH . From (7.13), it is clear that @z  jxj 1z on Dr0 for any
 2 (0; cH). Hence from Lemma 6.5.11 in Chapter 6, for any  2 (0; (n   2)=2) there
exists c > 0 such that for x 2 Br0
z(x)  cy(x):
However this contradicts (7.14), which excludes the case where both u(x) and w(x)
satisfy (a). Finally we consider the case where both u(x) and w(x) satisfy (b). However
this case is also excluded by the same argument as before. Thus we nally conclude that
u(x)  w(x), which completes the proof.
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Proposition 7.5.2. Let u(x) be a positive xn-axial symmetric solution of (7.2) satisfying
(7.11). Then it holds that @u  0.
Proof. We set v(t; ) = r1=(q 1)u(r; ) (t = log r). Then v(t; ) satises
(7.16)
(
vtt + vt   v +Sv = 0 in R (0; =2);
@v = v
q on R f=2g;
where  = (n  2)  2mq,  = mq(n  2 mq). From Proposition 6.6.1 in Chapter 6, we
note that
(7.17) lim
t!1
v(t; ) = V () in C2([0; =2]):
Since V () is a solution of V + (n   2)(cot )V = V , it follows that V(0) = (n  
1) 1V (0) > 0. Hence there exists 0 2 (0; =2) such that V()  V(0)=2 for  2
(0; 0). As a consequence, from (7.17), there exists t0 > 0 such that v(t; ) > 0 for
(t; ) 2 (t0;1) (0; 0). From v(t; 0) = 0, we obtain
v(t; ) > 0; (t; ) 2 (t0;1) (0; 0):
Moreover since V() is strictly positive on (0; =2), from (7.17), there exists t1 > t0
such that
v(t; ) > 0; (t; ) 2 (t1;1) (0; =2):
Therefore it follows that v(t; )  0 for t > t1, which is equivalent to
u(r; )  0; r > r1 := log t1:
To apply a maximum principle, dierentiating (7.2) with respect to  and set z(r; ) =
u(r; ), then we verify that z(r; ) satises8<:@rrz +
n  1
r
@rz +
1
r2
(@ + (n  2)(cot )@)z = n  2
r2(sin )2
z; (r; ) 2 (0; r1) (0; =2);
z  0; (r; ) 2 fr1g  (0; =2) [ (0; r1) f0; =2g:
Since z(r; ) 2 C([0; r1] [0; =2])\C2((0; r1) (0; =2)), by a classical maximum prin-
ciple, we obtain z(r; )  0 in (0; r1) (0; =2), which completes the proof.
Next we shall show the uniqueness of positive xn-axial symmetric singular solutions
of (7.2).
Proposition 7.5.3. Let  2 C2(Rn+ n f0g) be a positive xn-axial symmetric solution of
(7.2) satisfying @  0 and lim supjxj!0  (x) = +1. Then it holds that   '1.
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Proof. First we show that
(7.18)  (x)  cjxj mq :
Since @  0, from Lemma 6.5.10 in Chapter 6, (7.18) holds for jxj  1. Hence it
is sucient to show that (7.18) holds for x 2 B1 n f0g. From now, we use the polar
coordinate r = jxj, tan  = jx0j=xn and set
 a(r) =
Z =2
0
 (r; )d:
Now we claim that rmq a(r) is bounded for r 2 (0; 1). On the contrary, we suppose that
(7.19) lim sup
r!0
rmq a(r) =1:
Multiplying (7.2) by (sin )n 2 and integrating over (0; =2), then we obtain
 00a +
n  1
r
 0a =  
1
r
 qB:
From @  0, it follows that  a(r)  c B(r). Hence we verify that
(7.20) (rn 1 0a)
0   crn 2 qa:
Here we apply the argument in Remarks 4.3 (iii) in [67]. Integrating over (; r), we obtain
(7.21) rn 1 0a(r)  n 1 0a():
Then there are two cases: (i) there is 0 > 0 such that  
0
a(r) > 0 for r 2 (0; 0), (ii)
there is a sequence frigi2N (ri ! 0) such that  0a(ri)  0. For the case (i),  a(r) is
uniformly bounded on (0; 0), this contradicts (7.19). For the case (ii), from (7.21), we
see that  0a(r)  0 for r > 0. From (7.19), there exists a sequence frigi2N (ri ! 0)
such that limi!1  a(ri) = 1. Integrating (7.20) over (ri; r) and taking i ! 1, then
from  0a(r)  0, we obtain  0a   c qa. Hence it follows that  a(r)  cr 1=(q 1), which
contradicts (7.19). Thus the claim is assured.
Now we set v(t; ) = rmq (r; ) (t = log r) and va(t) =
R =2
0
v(t; )d. Then v(t; )
satises (7.16) and va(t) is uniformly bounded on R  = ft 2 R; t < 0g. Hence by the
argument in the proof of Lemma 6.5.10 in Chapter 6, we verify that v(t; ) is uniformly
bounded on R  (0; =2), which shows (7.18). We dene the energy functional E(t) by
E(t) =
1
2
kvt(t)k22  

2
kv(t)k22  
1
2
k@v(t)k22 +
1
q + 1
vB(t)
q+1:
Then it is easily veried that @tE(t) =  kvt(t)k2 (see Section 6.6 in Chapter 6). From a
standard argument (see Proposition 6.6.1 in Chapter 6), it is veried that v(t; ) converges
to nonnegative xn-axial symmetric solution W() of SW = W uniformly for  2
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(0; =2) as t ! 1. From Lemma 7.3.1, W() must be zero or V (). Suppose that
W  = 0. Then for any  > 0 there exists  > 0 such that  (r)q 1  r 1 for r 2 (0; ),
which implies that
@ =  
q  r 1 ; (r; ) 2 (0; ) f=2g:
Applying Lemma 6.5.4 and Lemma 6.5.5 in Chapter 6, we verify that  (r; ) is uniformly
bounded near the origin. However this contradicts lim supjxj!1  (x) = +1. Hence it
holds that W ()  V (). As a consequence, we nd that
lim
t! 1
E(t) =  
2
kV k22  
1
2
k@V k+ 1
q + 1
V q+1B =

1
q + 1
  1
2

V q+1B < 0:
Since E(t) is nonincreasing, it follows that W+()  V (), which implies that
 
Z 1
 1
kvt(t)k22dt = lim
t!1
E(t)  lim
t! 1
E(t) = 0:
Thus we conclude that v(t; )  V (), which completes the proof.
7.5.2 Instability of steady states
In this section, we show the instability of the positive steady state ' for the JL-
subcritical case. Our proof is similar to that of Theorem 3.6 and Theorem 3.10 in
[72].
Proof of Theorem 7.1.3 (global solution). Let 1, e1() be the rst eigenvalue
and the rst positive eigenfunction with e1(=2) = 1 of (7.5). From Lemma 6.6.8 in
Chapter 6, it holds that  1j=0 > (n   2)2=4 for the JL-subcritical case. Hence by
continuity, there exists  > 0 such that  1 > (n  2)2=4 for  2 ( ; ). We set
K(x) = sin(a log r)e1()r
 (n 2)=2;
where a =
p 41   (n  2)2=2. From now, we x  = 0 2 ( ; 0). Then it is
veried that
K0 = 0 in Rn+; @K0 = q(1 + )'q 11 K0 on @Rn+:
Here we set
(x) = '(x) + K0(x) ( 2 R):
Then it is veried that ' = 0 in Rn+ and
@   q = q
Z 1
0
 
(1 + 0)'
q 1
1   (' + sK0)q 1

ds

K0 on @Rn+:
From Theorem 7.3.2, there exists R > 0 such that for jxj  R and jj  1
(1  j0j=2)'q 11  (' + K0)q 1  (1 + j0j=2)'q 11 :
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Hence from 0 < 0, we obtain for  2 ( 1; 0) and x 2 fx 2 Rn+; jxj  R;K0(x)  0g
(7.22) @   q 
qj0j
2
'q 11 jjK0  0:
By denition of K0(x), there exists R2 > R1  R such that K0(x) = 0 for jxj 2
fR1; R2g and K0(x) > 0 for jxj 2 (R1; R2). Now we set
'(x) =
(
'(x) if x 2 Rn+ n 
;
(x) if x 2 
;
where 
 = fx 2 Rn+;R1 < jxj < R2g. Since u0  ', by a strong maximum principle,
it holds that u(x; 1) < '(x) for x 2 Rn+. Hence we can choose 0 2 ( 1; 0) such that
u(x; 1)  '0(x). Let u(x; t) be a solution of (7.1) with the initial data '0 . Then a
comparison argument shows that
(7.23) u(x; t+ 1)  u(x; t):
Since 0 < 0 and K0 > 0 in 
, we note that for x 2 

'0(x) = 0(x) < '(x):
Hence from (7.22), we nd that '0(x) becomes a super-solution. Therefore u(x; t) is
nonincreasing in t > 0. Then u(x; t) is globally dened and converges to some positive
xn-axial symmetric solution  (x) satisfying  (x)  '(x) of (7.2) or zero uniformly on
Rn+ as t!1. From Proposition 7.5.1, we nd that
lim
t!1
u(x; t) = 0 uniformly on Rn+:
As a consequence, from (7.23), we conclude that u(x; t) converges to zero uniformly on
Rn+ as t!1, which completes the proof.
Proof of Theorem 7.1.3 (blow-up solution). To construct suitable sub-solutions,
we use the same functions K(x), (x) as in the proof of Theorem 7.1.3 (global so-
lution). Let 0 < 0 be as in the proof of Theorem 7.1.3 (global solution). Then we see
that for  2 (0; 1) and fx 2 Rn+; jxj  R;K0(x)  0g
@   q   
qj0j
2
'q 11 K0  0:
We dene '(x) as in the proof of Theorem 7.1.3 (global solution) and let ~u(x; t) be a
solution of (7.1) with the initial data ' . By the same way as in the proof of Theorem
7.1.3 (global solution), there exists 0 2 (0; 1) such that u(x; 1)  '0(x). Hence a
comparison argument shows that
u(x; t+ 1)  ~u(x; t):
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By the same way as in the proof of Theorem 7.1.3 (global solution), since 0 > 0 and
K0 > 0 in 
, we nd that ~u(x; t) is nondecreasing in t > 0. If ~u(x; t) blows up in a
nite time, then u(x; t) also blows up in a nite time and the proof is nished. Now we
suppose that ~u(x; t) is globally dened. If ~u(x; t) is uniformly bounded on Rn+  (0;1),
then ~u(x; t) converges to some steady state  (x) of (7.1) satisfying  (x)  '0(x).
However this contradicts Proposition 7.5.1. Hence it is sucient to consider the case
where ~u(x; t) is globally dened and limt!1 k~u(t)kL1(Rn+) =1. Here we claim that
(7.24) ~u(x; t)  0:
From Proposition 7.5.2, it follows that @'(x)  0. Hence from @e1()  0 and 0 > 0,
it is veried that for x 2 

@0 = @(' + 0K0) = @' + 0K0

@e1
e1

 0:
Hence it follows that
(7.25) @ '0(x)  0; x 2 Rn+ n (SR1 [ SR2)
We note that ~u(x; t) is given by
~u(x; t) =
1p
4t
Z
Rn+
Gn 1(x0; y0; t)

e (xn yn)
2=4t + e (xn+yn)
2=4t

'0(y)dy
+
Z t
0
e x
2
n=4(t s)p
(t  s)ds
Z
@Rn
Gn 1(x0; y0; t  s)~u(y0; 0; s)qdy0;
where Gn 1(x0; y0; t) = (4t) (n 1)=2e jx
0 y0j2=4t (see [19]). Then from '0 2 W 1;1(Rn+),
it is veried that ~u 2 C([0;1);H1loc(Rn+)) and ~u; jr~uj 2 L1(Rn+ (0; t0)) for any t0 > 0.
In the polar coordinate, we set z(r; ; t) = @~u(x). Dierentiating (7.1) with respect to
, we verify that
zt = zrr +
n  1
r
zr +
1
r2
Sz   1
r2
n  2
(sin )2
z:
To apply a standard L2-theorey, we set z(r; ; t) = e (1+r
2)1=2z(r; ; t). A direct compu-
tation shows that
zt = zrr +
n  1
r
zr +
2rp
1 + r2
zr +
1
r2
Sz   1
r2
n  2
(sin )2
z
+

1
(1 + r2)3=2
+
r2
1 + r2
+
n  1
(1 + r2)1=2

z:
Multiplying by z rn 1(sin )n 2 and integrating over R+  (0; =2), from z(r; ; t)  0
on f = =2g, we verify that
@t
 Z 1
0
rn 1dr
Z =2
0
z (r; ; t)2d
!
 c
 Z 1
0
rn 1dr
Z =2
0
z (r; ; t)2d
!
:
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Hence it follows thatZ 1
0
rn 1dr
Z =2
0
z (r; ; t)2d  ect
Z 1
0
rn 1dr
Z =2
0
z (r; ; 0)2d:
From (7.25), we note that z (r; ; 0)  0. Hence we obtain z(r; ; t)  0, which assures
the claim (7.24). From Lemma 7.5.1, for  > 0 there exists c > 0 such that
sup
<jxj< 1
~u(x; t)  c:
Since ~u(x; t) is increasing in t > 0 and limt!1 k~u(t)kL1(Rn+) = 1, ~u(x; t) converges to
some singular solution  2 C2(Rn+ n f0g) satisfying lim supjxj!0  (x) =1 and @  0.
Hence from Proposition 7.5.3, it follows that  (x)  '1(x). On the other hand, from
the asymptotic expansion in Theorem 7.3.2, there exists x0 2 Rn+ such that '0(x0) >
'1(x0), which implies that  (x0) > '1(x0). However this contradicts  (x)  '1(x),
which completes the proof.
Lemma 7.5.1. Let u(x; t) be a global positive xn-axial symmetric solution of (7.1) sat-
isfying @u  0 and ut  0. Then for any  > 0 there exists c > 0 such that
sup
t1
sup
<jxj 1
u(x; t)  c:
Proof. We x  > 0. Let 1 > 0 and (x) > 0 be the rst eigenvalue and the rst
eigenfunction of
 =  in B4= nB;  = 0 on S [ S4=; @ = 0 on D4= nD:
Set f(t) =
R
B4=nB u(x; t)(x)dx. Multiplying (7.1) by (x) and integrating over B4=nB,
we verify that
d
dt
f   f +
Z 4 1

uqB(r)r
n 2dr:
Hence from u  0 and the Jensen inequality, it follows that
d
dt
f   f + cf q:
Since u(x; t) is dened for all t > 0, we nd that f(t) is uniformly bounded for t 2 (0;1).
We note that (x) is strictly positive on B2= nB2. Hence we obtain
(7.26) sup
t0
Z
B2=nB2
u(x; t)dx <1:
Let (r) be a cut o function such that (r) = 1 for r 2 (4; 1=) and (r) = 0 for
r 2 (0; 2) [ (2=;1). Multiplying (7.1) by u 1=42rn 1(sin )n 2 and integrating over
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R+  (0; =2) in the polar coordinate, we obtainZ 1
0
rn 1dr
Z =2
0
u 5=4

u2r +
1
r2
u2

2d
 c
 
d
dt
Z 1
0
rn 1dr
Z =2
0
u3=42d +
Z 1
0
rn 1dr
Z =2
0
u3=4(2 + 2r)d
!
:
From (7.26) there exists a sequence ftigi2N (ti !1) such that for t 2 ftigi2N ddt
Z 1
0
rn 1dr
Z =2
0
u(r; ; ti)
3=42d
  1:
Hence it holds that
(7.27) sup
t2ftigi2N
Z 1=
4
rn 1dr
Z =2
0
u 5=4

u2r +
1
r2
u2

d <1:
We recall a trace embedding inequality for a two dimensional domain (a1; a2) (b1; b2):Z a2
a1
jf(1; b2)jd1  c
Z a2
a1
d1
Z b2
b1
 jf j2 + jf1 j2 + jf2 j2 d2=2 ;
where  2 (1;1) and c > 0 is a constant depending on , (a2   a1) and (b2   b1).
Applying this inequality with f(1; 2) = u(1; 2; ti)
3=8, a1 = 4, a2 = 1=, b1 = =4 and
b2 = =2, then we obtain for  > 1Z 1=
4
u
3=8
B dr  c
 Z 1=
4
dr
Z =2
=4
 
u3=4 + u 5=4
 
u2r + u
2


d
!=2
 c
 Z 1=
4
rn 1dr
Z =2
0

u3=4 + u 5=4

u2r +
1
r2
u2

d
!=2
:
From (7.27), it holds that for  2 (1;1)
sup
t2ftigi2N
Z 1=
4
u
3=8
B r
n 1dr <1:
Thus from ut  0 and u  0, we conclude that for  2 (1;1)
sup
t0
ku(t)kL3=8(B1=nB4)  c
 
sup
t0
Z 1=
4
u
3=8
B r
n 1dr
!8=3
<1:
From a parabolic regularity theory, there exists c > 0 such that u(x; t)  c on B1= n
B4  (0;1), which completes the proof.
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