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INTRODUCTION
Current practices of regional flood-frequency analysis define regions in which the records of annual hydrologic extremes have, for the most part, identical distributions. The method of analysis is that of multiple regression, whereby floods of specific recurrence intervals or the statistical parameters of flood distributions are related to basin and climatic characteristics. The method composites the experience over a region but, except by extension based on the assumed distribution of events, it produces results that are limited virtually to the length of the period of sampling. Thus, no advantage is taken of the facts that spatial sampling to some degree is equivalent to time sampling and that some of the experience within the region may furnish information about the expectancy of events for a period much longer than the actual period of record. Work by Conover and Benson (1963) suggests that this information can be realized by appropriate treatment of combined records from several streamflow stations in the defined area. In the Conover and Benson method of analysis, the process is assumed to be ergodic, so that spatial sampling is equivalent to time sampling of extreme events. The result is to increase the size of the sample to nk events in a region (fc=years of record, n number of sets of record), provided the records are independently and identically distributed.
If the Conover and Benson method of regional floodfrequency analysis were applied to records of annual extremes, the records could be reduced to identical distributions by normalizing them to the magnitudes Fl F2 of the mean annual events at each streamflow station. However, the records for a region usually are not independent but are correlated. Hence, another method of analysis must be developed for treating the combined information from several identically distributed sets of records. This report presents a procedure to estimate exceedance probabilities of floods from records that are dependent and identically distributed. The maximum recurrence interval for the region, estimated by this procedure, lies between fc-fl and/(p)fc-fl where /(p) is a function of the correlation between record sets (l</(p)<r&) for the range in correlation coefficients
The scheme of Conover and Benson for treating the combined information from independent and identically distributed records is to compute expected exceedance probabilities (independent of the distribution) for the ordered record maxima. This scheme is the key to developing regional frequency relations for dependent records.
Once a region having identically distributed sets of concurrent annual flood records is defined, the regional flood-frequency relation is developed as follows: 1. The records are reduced to a common base. 2. The maximum events from each reduced record are ordered. 3. The correlation matrix for the records is computed. 4. Computer routines developed in this study are used to provide, through simulation alogorithms that utilize the correlation matrix, estimates of exceedance probabilities associated with ordered maxima from n, number of fc-year records. 5. The frequency relation is defined graphically by relating exceedance probabilities to the ordered maxima. Reversing the transformation process that reduces records to an identical distribution produces regionalized frequency relations for annual floods at individual stations. After briefly illustrating the Conover and Benson method of obtaining exceedance probabilities for independent flood records, this report introduces the mathematical and computer-simulation foundations for estimating exceedance probabilities for dependent flood records. Then follow discussions on the application of the procedure to simple models which help to describe the influence of the number of records, correlation coefficients, and record length on exceedance probabilities; the development of regional flood-frequency relations in the Big Lost River basin, Idaho; and the extension of the procedure to incomplete and to serially correlated records. The complete computer program is presented at the end of the report.
ACKNOWLEDGMENTS
This study of flood-frequency relations was part of a research project on the statistical occurrence of extreme hydrologic events in relation to the design and selection of sites for nuclear reactor facilities. The work was done on behalf of the Division of Reactor Development and Technology, U.S. Atomic Energy Commission.
Early considerations for estimating the probability of occurrence of rare events favored analytical approaches. However, after discussions with W. J. Conover of Kansas State University, it was decided to discard methods relying on analytical approaches. U.S. Geological Survey personnel made the following contributions to the study: M. A. Benson recommended use of Monte Carlo techniques; discussions with N. C. Matalas resulted in much of the structuring in the Monte Carlo model; E. J. Gilroy drew attention to the use of a moving-average scheme to simulate multivariate distributions; and M. S. Hellman kindly supplied an improved computer algorithm for finding the eigenvectors of a correlation matrix.
CONOVER AND BENSON METHOD OF DETERMINING PROBABILITIES
Assume that n concurrent sets of k annual extremes are obtained from n identical and independent distributions. The maximum events, one from each record, are ordered from highest to lowest. The probability that another event j exceeds these ordered maxima {/,; i=l, 2, . . .n} is 4=4 ______r&! -Z_/ ji 771=0 / \IT-r for i=l, 2, . . .n (Conover and Benson, 1963, p. E159 The ordered record maxima {/*; i=l, 2, 3} are, respectively, 83, 69, and 38. The probability that another event / exceeds the second highest maxima is 
METHOD FOR DETERMINING PROBABILITIES FROM DEPENDENT RECORDS
The probability of another random event/exceeding one of the ordered record maxima jt where the records are from dependent distributions cannot be analytically determined. The probability can be determined, however, through use of Monte Carlo simulation techniques. In this application of simulation for dependent records, it is assumed that the probability of another random event exceeding an ordered record maximum is independent of the identical distributions for which the records of random events are a sample. Such an assumption has been verified by Conover and Benson (1963) and proven by Conover (1965) for independent random events.
The simulation algorithm, which incorporates a normal random-number component having zero mean and unit variance, generates n sets of k events that simulate the dependence among n records of k hydrologic extremes. The maximum event yt from each set of normally distributed variables {xn, xi2, . . . xik ; i=l, 2, . . . n} is found, and the maxima are ordered from highest to lowest, so that 2/i>2/2> . . .^>yn-All y t are from normal distributions having zero mean and unit variance, so their exceedance probabilities are given by
By repeated generation of this simulated set of records, estimates of the average exceedance probabilities for the ordered maxima are obtained.
SIMULATION MODEL
The simulated sets of records are generated by the normal multivariate model where X= matrix of n groups of k events, =nXk matrix of independent normal random numbers with zero mean and unit variance, and B=E\=riXn principal-component transform matrix for the records of annual extremes, in which E= eigenvector matrix associated with the correlation matrix R obtained from n records of k hydrologic events, and A=diagonal matrix whose n diagonal elements are the square roots of the eigenvalues forE". (See Morrison, 1967, p. 221-247.) This model is based on techniques of synthetic hydrology developed by Matalas (1967, p. 940) .
After generation of X, the n maxima are selected and ordered and the exceedance probabilities are computed. The algorithm for computing normal exceedance probabilities is that of Zelen and Severs (1965, p. 932, eq. 26.2.19) .
FLOW CHART FOR SIMULATION
The average exceedance probability
was estimated through use of a digital computer. The main program flow chart is shown in figure 1 . Routines for computer input-output listings of matrices, matrix operations, and generation of random numbers are adaptations of subroutines developed by IBM (1968) for use in their 360-series computer systems. Formal declarations of most subroutines have been eliminated from the program to increase efficiency. A complete listing of the Fortran language program for the computations is included in the computer program at the end of this report. The parameters n and k may each be as large as 100 using the present configuration of the IBM 360/65 computing system (380,000 bytes available storage) operated by the U.S. Geological Survey.
INFLUENCE OF INTERRECORD CORRELATION ON EXCEEDANCE PROBABILITY
An n-record correlation matrix contains n(n 1)/2 correlation coefficients. If r^>3, problems in management of matrix elements begin to obscure the study of the influence of interrecord correlation on exceedance probabilities. Hence, most simulations of exceedance probabilities were derived from the simple, yet informative, 3-record correlation matrices. 
EQUICORRELATION MATRIX
Using the equicorrelation matrix R (all correlation coefficients equal) p P P~\ pip LP P IJ for 0>p>l, the expected probabilities \pi\ i l, 2, 3} were simulated for Ar=10, 20, ... 50.
As shown in figure 2, p t for any order i changes monotonically, as had been anticipated very gradually from the theoretical probability at p=0 (three independent records) to about p=0.8, and then rapidly to the common theoretical probability at p l (three identical records). Comparison of the simulated probability to the theoretical probability at p=0 and at P=l, shown in figure 2, indicates that 1,000 iterations is sufficient for estimates of p t. Similar monotonic variations in {p^ i=l, . . . n} between p=0 and p=l occurred for n=2 and n=5 where Ar=10, 20, ... 50.
VERIFICATION THAT A IS DISTRIBUTION FREE
The probabilities p t for n=2, k=lO, and p=0, 0.1, 0.2, ... 1.0 were simulated by the previously de- Another model for simulating a multivariate distribution \Zi_j] i=l, 2, . . . n and j=l, 2, ... k} is to let in which u (l-i) d+i. .,= exponentially distributed independent random numbers having unit mean and unit variance, and 2i(^=random numbers following a marginal gamma distribution having mean ra and variance ra, for which the correlation coefficient s
Using this simulation model the mean exceedance probabilities {p { ; i=l, 2} for the ordered maxima from ztij (for ra=5, n=2, and &=10) were estimated for P=0.2, 0.4, 0.6, and 0.8 (d=4, 3, 2, 1); the coefficient of skew for zitj was 0.89 (the mean coefficient for a 50-record sample of annual floods was 0.9). Results for this bivariate gamma method of estimating pi are shown in figure 3. Within the experimental error experienced, the estimates appear to confirm the assumption that p t is distribution free.
VARIATION OF p t WITH k AND n
The probability p t varies smoothly and monotonically with either k or n. (See figs. 4 and 5 for examples.) The variation with k of p t for 0<p<l and n constant is similar to the variation of the theoretical probability (p=0 and 1) with k. The relation between p t and n for constant k shifts from being highly curvilenar for p near zero to being nearly horizontal for p near 1. FIGURE 4. Variation of pi with k for n=3 and p=0, 0.6, and 1.
GENERAL CORRELATION MATRIX
The relative insensitivity of p^ to changes in p ( fig. 2 ) suggests the use of a simple parameter
This parameter weights the central tendency of correlation coefficients in the general correlation matrix (pij are not all equal) and replaces p in estimating Pi (the prime referring to a general matrix) from relations such as those in figure 2. Results of tests showed that all the variation in p tf could not be accounted for by variations in ~p n. A parameter that described the dispersion of the coefficients in R about p», such as a mean deviation
seemed necessary to explain variations in pt' more fully. Experiments using third-order correlation matrices were performed to define the variation of \pi\ ^ = 1, 2, 3 j with increases in a3 or 5Jj for constant p3 (see fig. 6 ). Under these conditions, p tr was found to increase monotonically for i=l and i=2 and to decrease monotonically for i=3.
Under the constraints that R be positive, semidefinite (see Morrison, 1967, p. 60) , ~pn be constant, and 0<py <1, a maximum an exists. For p3 >%, a3 is maximized if one of the p«=l, say pi2 =l, and the other coefficients o.io hence, Pi3=p23=p for n 2. For ps<O£, a3 is maximized if pi2=3p3 and Pis=p23=0. The maximum is These conditions for which a3 is a maximum obtain the maximum for d%. The upper limit for p/ at a maximum dl is shown in figure 7 .
The variation of p tf with 532, shown in figure 6, brings out a point about the maxima. For i=l, p\ increases to the limit pl for n 2; for i 3, p%' decreases to the limit p2 for n=2; but p2f does not reach either limit. If Pi2=l, then only two ordered maxima occur, one in records 1 and 2 and one in record 3. One of the maxima may be first order and the other may be third order; the second-order maximum does not really exist. It would appear in figure 6 that p2' is approaching the limit for p=l (^=0.0909 for fc=10). Results from two other sets of tests for A:=50 and n=3 and for fc=10 and n=5 indicate that the variations of pf with Pn and 532 are much like those shown in figures 6 and 7. An attempt to relate p tf fully to a practical range in pn, d nz, and k appears to be economically prohibitive because of computer cost. Rather, these results suggest that p^ should be estimated for each specific correlation matrix and period of record.
APPLICATION OF THE METHOD IN THE BIG LOST RIVER BASIN, IDAHO
Frequencies of floods on the Big Lost River near the National Reactor Testing Station in southeastern Idaho are required in connection with an investigation for the Atomic Energy Commission of the potential hazard from extreme floods. The first step of the flood-frequency analysis is to correlate annual flood records in this part of Idaho with distributions that are identical save for some scaling factor.
From a report on regional flood-frequency relations (Thomas and others, 1963) , 48 candidate records were selected for analysis. The coefficient of variation, square of the coefficient of skew, kurtosis, and the standard error of these moments (see Kendall and Stuart, 1963, p. 228-233) were computed for each candidate record. The records of annual floods were assumed to have distributions identical with the selected base record (Big Lost River below Mackay Reservoir) if they satisfied the following criteria: 1. The confidence limits of each moment for the record, defined by its standard error, were within the limits of the same moment for the base record. 2. The median test (Ostle, 1963, p. 473) indicated the acceptability of the hypothesis of identical distribution with the base record at the 5-percent level of significance.
These two criteria were met by 15 records (see table 1 ). The next step in the analysis is to reduce the selected records to identical distributions. This is accomplished by normalizing them to the computed mean annual flood. 
DISCUSSION
The procedure for determining the probability of occurrence of rare flood events may be extended to other kinds of dependent records, only a few alterations being required in the computer program. If the records follow a first-order Markov process as well as being cross correlated, then the simulation model is
X&i =AXj + Btj+i ,
where Xj=riX 1 matrix of the jih events (.7=1, 2, ... k 1) inn records,
BBT=R0 -R1R0~1R1 T,
B=E\, where E is the eigenvector matrix and X is the diagonal matrix whose elements are the square roots of eigenvalues, .R0 =lag-zero correlation matrix, JRj=lag-one correlation matrix, and j=nXl matrix of random normal numbers with zero mean and unit variance. (See Matalas, 1967 , for more detail.) "X 1 1 1 1^"^T hrough special investigations for historical floods, e period of record for the maximum event may be tended from k to k+l years, where I is the period extension. The estimation of p tf for the (k+l)-rent record may be undertaken provided the correla3n matrix denned by fc-event records is considered )plicable to the longer period and the n maxima for e (k+l) -event records are denned. A somewhat analogous condition to the problem analyzing historical floods occurs when some records covering a period k have missing events. Assuming known record maxima, some uncertainty about the correlation matrix is introduced for records of this kind. If the matrix is positive semidefinite, a test of the sensitivity of PI to changes in individual correlation coefficients would seem appropriate. The variation in the lengths of record may be so large that the correlation matrix is inconsistant. Some suggestions for developing consistent matrices were given by Fiering (1968) . The objective in the analytical procedure for developing a regional flood-frequency relation is to maximize the number of station years (increasing the sample size) which tends to minimize p %'. Because Pi varies almost directly with l/nk, the objective can be attained by seeking a large number of short records or a few long records. The objection to the use of short records is that the sample may be nonrepresentative in comparison with norms established by much longer sequences of events. Unless statistical comparisons between long and short records indicate nonhomogeneity, no reason exists for rejecting short records. Sampling errors will be larger for short records, but this disadvantage may be outweighed by the substantially larger values of nk that will be provided by the shorter than the longer records.
CONCLUSIONS
The technique of regional flood-frequency analysis that has been introduced takes advantage of the random variation of flood intensities in both time and space. Previous methods of analysis are virtually limited to the consideration of variation in time. A result of applying this new technique is to increase the recurrence interval for the maximum flood event; because of correlation between records, it is unlikely that this recurrence interval would approach the number of station-years of record available.
Using Monte Carlo simulation techniques, the exceedance probability for rare flood events may be estimated by the simultaneous consideration of concurrent records of annual extremes which are dependent and identically distributed. The method for obtaining rareevent probabilities is to generate sets of normal multivariates equal in number and duration to the observed sets of records through the simulation model to order the simulated record maxima and to compute the normal exceedance probabilities of the ordered maxima. This scheme of generating synthetic variates preserves the observed dependence in records.
In applying the procedure of estimating exceedance probabilities to regional flood-frequency problems it is assumed that a means of defining the region of identical distributions is at hand, that the estimate of exceedance probability is independent of the underlying statistical distribution of observed floods, and that the sample correlation matrix is a reasonable estimate of the true matrix. Indications are that the probability estimates are independent of the distribution of observed floods.
If the correlation coefficients for the records are all equal, the rare-event probabilities vary in a predictable manner with changes in numbers of records, period of record, and magnitude of the coefficient. If the correlation matrix is a mixture of coefficients, variations in the probabilities are a function not only of an equivalent mean coefficient, the number of records, and the period of record, but also of the deviation of the coefficients about the mean coefficient. Even though the probabilities associated with a general correlation matrix also appear to vary predictably with these variables, any general solution would not seem economically justified because of excessive computer costs (about Ink seconds per run). It would seem to be preferable in the interest of economy to estimate the rare-event exceedance probabilities for each set of data under analysis.
A set of criteria for selecting records having identical distributions has been identified in this report. Other sets of criteria for making this selection are possible, and the most definitive must be sought. The simulation program is equally applicable to many kinds of rare hydrologic and hydrometeorologic events such as precipitation, floods, and temperatures. ********************* ** ** ** PROGRAM RAREVENT ** ** ** ********************** 
