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Abstract
This paper considers uniformly valid (over a class of data generating processes) inference for linear
functionals of partially identified parameters in cases where the identified set is defined by linear (in the
parameter) moment inequalities. We propose a bootstrap procedure for constructing uniformly valid
confidence sets for a linear functional of a partially identified parameter. The proposed method amounts
to bootstrapping the value functions of a linear optimization problem, and subsumes subvector inference
as a special case. In other words, this paper shows the conditions under which “naively” bootstrapping
a linear program can be used to construct a confidence set with uniform correct coverage for a partially
identified linear functional. Unlike other proposed subvector inference procedures, our procedure does
not require the researcher to repeatedly invert a hypothesis test, and is extremely computationally
efficient. In addition to the new procedure, the paper also discusses connections between the literature
on optimization and the literature on subvector inference in partially identified models.
Keywords: Stochastic Programming, Subvector Inference, Partial Identification, Linear Programming
1 Introduction
This paper proposes a uniformly valid (over a large class of data generating processes) inference procedure for
a linear functional ψ of a partially identified parameter vector θ in models with linear (in θ) moment functions.
In particular, the paper proposes to use a “naive” bootstrap procedure to approximate the distribution of
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the endpoints of the projected identified set, and discusses conditions under which the procedure is uniformly
valid.
The main idea is to use results from the Operations Research literature that allow the researcher to
approximate the distribution of the value functions in linear programs with stochastic constraints using a
functional delta method. The contribution of this paper is to use these results for stochastic programs as a
proof device to show the uniform validity of a simple bootstrap procedure for constructing confidence sets for
subvectors or functionals of the identified set in partially identified econometric models. Intuitively, bounding
a linear functional over an identified set defined by linear moment functions amounts to solving two linear
optimization problems: one maximization problem for the upper bound, and one minimization problem for
the lower bound. Thus, the endpoints of the identified set for a functional of a partially-identified parameter
can be viewed as value functions of two “stochastic programs.” An inference procedure is then constructed
by decomposing perturbations in the optimal value function into perturbations arising from the objective
function and perturbations arising from the constraint functions. By the envelope theorem, perturbations
in the constraints are related to the value functions through the Lagrange multipliers. The total effect of
perturbations in the constraints on the value function is then given by a weighted sum of the perturbations
in all binding constraints, where the weights are determined by the Lagrange multipliers. Through this
mechanism, we can relate the distribution of the binding moment functions to the distribution of the value
function of a stochastic program.
To prove the validity of our procedure requires noticing that, under some conditions, the value functions
in linear stochastic programs are Hadamard directionally differentiable with respect to perturbations in the
underlying probability measure. However, this form of differentiability is not sufficient for uniformly valid
confidence sets. This result relates to Kasy (2019), who emphasizes that failures of uniformity often result
as failures of the uniform versions of the delta method. We demonstrate the conditions under which the
value functions of a linear stochastic program satisfy the natural definition of uniform Hadamard directional
differentiability with respect to perturbations in the underlying probability measure. The condition that
emerges as being most important for our procedure is the existence and uniqueness of optimal solutions and
Lagrange multipliers.
Uniform Hadamard directional differentiability is sufficient for us to prove the validity of a simple uni-
formly valid bootstrap procedure to estimate the confidence set for a functional of interest. In the envi-
ronment considered in this paper, bounds on the linear functional of interest can always be constructed
by solving linear programs, and our bootstrap procedure amounts to repeatedly solving analogous “boot-
strap linear programs.” Given it’s simplicity, we call the process of repeatedly solving these bootstrap linear
programs the “naive” bootstrap approach to functional inference in partially identified models. Following
this approach, a confidence set for the partially identified functional of interest is constructed by selecting
appropriate quantiles from these value function bootstrap distributions. In other words, this paper shows
the conditions under which naively bootstrapping a linear program can be used to construct a confidence
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set with uniform correct coverage for a partially identified linear functional.
This naive bootstrap approach has considerable advantages relative to other approaches. In particular, it
does not require repeatedly inverting a hypothesis test, and thus is very computationally efficient—also owing
to the computational efficacy of linear programming—and promising for cases when the parameter vector of
interest is high-dimensional. Indeed, in our main simulation exercise we find it takes only about 10 seconds
to compute a two-sided confidence set for a functional of a partially identified parameter vector with 400
elements. Interestingly, the use of Lagrange multipliers allows us to avoid rescaling the moment conditions
by their sample standard deviations in our procedure. This is in contrast to other comparable methods.
Intuitively, any rescaling of the moment functions is countered by an equivalent (but opposite) rescaling of
the Lagrange multipliers. This ensures our bootstrap procedure remains a sequence of linear—and thus easy
to solve—optimization problems. Furthermore, the assumption of a uniform constraint qualification turns
out to be sufficient to allow the user to avoid using moment selection procedures (see Andrews and Soares
(2010)), which are common in the literature on partial identification. One of our contributions will be to
highlight some interesting comparisons and contrasts between assumptions from the optimization literature
versus the assumptions from the previous literature in partial identification.1
Subvector inference, or inference on functionals of the identified set, has recently been a topic of consider-
able interest in the partial identification literature. The earlier papers of Andrews and Guggenberger (2009)
and Andrews and Soares (2010) propose to project confidence sets constructed for the entire parameter
vector in order to obtain confidence sets for a particular subvector of interest. While these procedures are
uniformly valid, they can be highly conservative when the dimension of the partially identified parameter
vector is large (see the discussion in Kaido et al. (2019a)). Both Romano and Shaikh (2008) and Bugni
et al. (2017) consider inverting profiled test statistics in order to construct confidence sets for subvectors or
functionals, where Romano and Shaikh (2008) construct critical values using subsampling and where Bugni
et al. (2017) derive the asymptotic distribution for their profile test statistic for a large class of test func-
tions. Bugni et al. (2017) show that their test dominates projection-based procedures in terms of asymptotic
power, and they derive conditions under which it dominates the subsampling-based approach of Romano
and Shaikh (2008). Kaido et al. (2019a) provide a “calibrated projection” inference method for functionals
of a partially identified parameter. Intuitively, this procedure suitably relaxes the model’s moment inequal-
ities, and then solves two optimization problems subject to the relaxed constraints in order to obtain the
endpoints of the confidence interval for the functional of interest. The relaxation of the constraints requires
the correct calibration of a relaxation parameter in order to obtain uniformly correct coverage. Kaido et al.
(2019a) first linearize any nonlinear moment functions, and then propose an efficient algorithm to calibrate
the relaxation parameter. This allows their procedure to be computationally attractive relative to other
methods in nonlinear models. Similar to the method proposed here, the method of Kaido et al. (2019a) does
not invert a test statistic.
1This is also done in a recent paper by Kaido et al. (2019b).
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The overall approach to constructing confidence sets in this paper is most closely related to the approach
in Gafarov (2019), who also shows how to construct uniformly valid confidence sets for linear functionals of a
partially identified parameter in an optimization framework. It is well known from Hirano and Porter (2012)
that it is impossible to obtain a locally unbiased estimator of the value function when the value function is
nondifferentiable, and to address these problems Gafarov (2019) proposes including a regularization term in
the objective function to ensure a unique optimal solution is selected. In contrast we assume the existence
of unique optimal solutions. Similar to Gafarov (2019), we also impose a linear independence constraint
qualification to ensure uniqueness of the Lagrange multipliers. However, we allow for the linear functional
in the bounding problem to be data-dependent, and both our bootstrap procedure and our proof of uni-
form validity are very different. Overall, we believe our contribution is both practical and theoretical, and
complements this recent work by Gafarov (2019).
The main proofs of this paper uses results from Shapiro et al. (2009). The main result used from Shapiro
et al. (2009) is the proof of Hadamard directional differentiability of value functions for stochastic programs.
However, we extend this result by showing the conditions under which the value functions for a stochastic
program satisfy uniform Hadamard directional differentiability, which is sufficient to derive a uniform delta
method result.
The remainder of the paper proceeds as follows. Section 2 provides a simplified overview of the main
results, and examples to motivate the need for functional inference procedures in partially identified models.
Section 3 develops the methodology in detail and contains the main results of this paper. Section 4 provides
some additional discussion of our results, and Section 5 introduces the Monte Carlo exercises performed
using our procedure. Section 6 concludes. The proofs of all of the main results are provided in Appendix A,
and some additional Monte Carlo results are presented in Appendix B.
Throughout the paper we use notation standard in empirical process theory; in particular, the expectation
of a random element Xt with respect to a measure P is given by PXt. If the random element Xt is a vector,
then the expectation is interpreted element-wise. The random variables W1,W2, . . . ,Wn are assumed to be
coordinate projections from the product space (Wn,An, Pn), where Pn = P ⊗ P ⊗ . . . ⊗ P , and we will
denote (W∞,A∞, P∞) as the infinite product space. The empirical measure is represented by Pn, which is
implicitly a function of the generating measure Pn at sample size n. We index estimated quantities by the
empirical distribution; for example, rather than θˆ, we write θ(Pn). This is done to emphasize the underlying
measure relevant to the construction of the parameter, and becomes useful in both the discussion and the
proofs of the main results. Finally, we use || · || to denote the euclidean norm throughout. For the most part,
we will avoid issues of measurability as much as possible, although all the proofs follow from the definition
of weak convergence in the sense of Hoffmann-Jørgensen (1991) (c.f. Van Der Vaart and Wellner (1996)
Chapters 1.1 and 1.2).
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2 Overview of Results and Motivating Examples
2.1 Main Ideas
This subsection will discuss simplified versions of the main ideas in the paper before the technical details are
introduced in the next section. Our main motivation is to construct uniformly valid confidence sets for the
expectation of the random objective function ψ(W, θ), where W ∈ W denotes the relevant finite-dimensional
vector of random variables in the model, and where θ is only partially identified, and constrained to lie in
the identified set.
To this end, we suppose the identified set for θ ∈ Θ is defined by k moment (in)equalities where the
moment function mj(W, θ) : Θ → R is linear in θ ∈ Θ for j = 1, . . . , k. In this case, the identified
set ΘI(P )—indexed here by the true asymptotic distribution P—is compact, and so the image of ΘI(P )
under any continuous functional Pψ(W, θ) : Θ → R will be an interval ΨI(P ) = [Ψ`bI (P ),ΨubI (P )]. In
this framework, the endpoints of the interval ΨI(P ) can be determined by solving two linear optimization
problems:
(i) minimize Pψ(W, θ) over θ ∈ ΘI(P ) to determine Ψ`bI (P ),
(ii) maximize Pψ(W, θ) over θ ∈ ΘI(P ) to determine ΨubI (P ).
Seen in this way, Ψ`bI (P ) and Ψ
ub
I (P ) are the value functions of two stochastic linear optimization problems.
Now let θ0 ∈ Θ denote the true value of the parameter, and consider the problem of constructing a confidence
set Cψn (1− α) that asymptotically covers Pψ(W, θ0) with probability at least 1− α uniformly over (θ, P ) ∈
{(θ, P ) : θ ∈ ΘI(P ), P ∈ P}, where P is some large class of data generating processes (DGPs). In particular,
we wish to construct a confidence set Cψn (1− α) such that
lim inf
n→∞ inf{(ψ,P ): ψ∈ΨI(P ), P∈P}
P (ψ ∈ Cψn (1− α)) ≥ 1− α.
To construct such a set, we will approximate the distribution of the endpoints (Ψ`bI (P ),Ψ
ub
I (P )) of the
identified set ΨI(P ). In particular, let F denote the relevant class of functions (we define this class more
precisely in Section 3). We show that under a constraint qualification condition, for any sequence {Pn ∈
P}∞n=1 converging to a measure P ∈ P in an appropriate sense (to be made precise), there exist continuous
functionals (Ψ`bI )
′
P , (Ψ
ub
I )
′
P : `
∞(F)→ R such that
√
n
(
Ψ`bI (Pn)−Ψ`bI (Pn)
)
 (Ψ`bI )′P (GP ), (2.1)
√
n
(
ΨubI (Pn)−ΨubI (Pn)
)
 (ΨubI )′P (GP ), (2.2)
whereGP ∈ `∞(F) is the limit of the empirical processGn,Pn :=
√
n(Pn−Pn) ∈ `∞(F), and (Ψ`bI (Pn),ΨubI (Pn))
5
are suitable estimates of the value functions. Moreover, we show conditions under which:
√
n
(
Ψ`bI (Pbn)−Ψ`bI (Pn)
) |{Wi}ni=1  (Ψ`bI )′P (GP ), (2.3)
√
n
(
ΨubI (Pbn)−ΨubI (Pn)
) |{Wi}ni=1  (ΨubI )′P (GP ), (2.4)
uniformly over P, where Pbn is the empirical bootstrap distribution. From here, our proposed confidence set
takes the form:
Cψn (1− α) :=
[
Ψ`bI (Pn)−
Ψˆ`bα√
n
,ΨubI (Pn) +
Ψˆubα√
n
]
,
where the quantiles Ψˆ`bα and Ψˆ
ub
α are selected from the bootstrap approximation to the distributions of
(Ψ`bI )
′
P (GP ) and (ΨubI )′P (GP ) given by (2.3) and (2.4) in order to guarantee uniformly correct coverage. Note
that the approximations in (2.3) and (2.4) can be computed by repeatedly bootstrapping linear programs,
motivating our “naive” bootstrap procedure. After presenting some motivating examples, the next sections
develop this methodology rigorously. The general development of the methodology takes place in two parts:
first, we show the conditions under which the value functions of a linear program are uniformly Hadamard
directionally differentiable, and then we prove that our naive bootstrap can approximate these directional
derivatives uniformly.
2.2 Examples
We now present some motivating examples that illustrate why inference procedures for functionals of partially
identified parameters are needed.
Example 1 (Missing Data). Consider the canonical missing data example. In this example the researcher
observes a sample {YiDi, Di}ni=1. For simplicity, suppose that Yi, Di ∈ {0, 1}. The parameter of interest is
the unconditional average of the outcome variable:
Pψ(W, θ) = ψ(θ) =
∑
y
∑
d
θyd · y,
where θyd := P (Y = y,D = d). The constraints imposed by the observed distribution Pn(Y D,D) on the
latent distribution θyd = P (Y = y,D = d) are given by:
Pn(Y D = 0, D = 1) = θ01, (2.5)
Pn(Y D = 1, D = 1) = θ11, (2.6)
Pn(Y D = 0, D = 0) = θ00 + θ10. (2.7)
It is straightforward to see that point identification of θ occurs only when Pn(D = 0) = 0. The identified set
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for our function of interest, ΨI(Pn) = [Ψ`bI (Pn),ΨubI (Pn)] can be obtained by solving the problems:
Ψ`bI (Pn) = min
θ∈ΘI(Pn)
ψ(θ), ΨubI (Pn) = max
θ∈ΘI(Pn)
ψ(θ), (2.8)
where ΘI(Pn) is the set of θyd satisfying the constraints (2.5)-(2.7). Note that the optimization problems in
(2.8) are linear programs. This paper will attempt to exploit the structure of the optimization problems in
(2.8) to propose an inference procedure that is easy to use for functionals of partially identified parameters.
Here, note that ψ is a functional of the partially identified parameter θ, where the identified set for θ is given
by ΘI(Pn).
Example 2 (Linear Regression with Interval-Valued Dependent Variable). Consider the example of linear
regression with interval-valued dependent variable. We will follow closely the exposition in Kaido et al.
(2019a) Appendix C. In this example the model is given by Y = XT θ + ε, where X ∈ Rd with R points
of support. However, it is assumed that the dependent variable is interval-valued in the following way:
although the value of Y is never observed, there exists two observable random variables Y ∗ and Y∗ such that
P (Y∗ ≤ Y ≤ Y ∗) = 1. The objective is then to construct bounds on the parameter θ given that researcher
observes a sample {Y ∗i , Y∗i, Xi}ni=1, and never directly observes the value of Y . Denoting the support points
of X as {x1, . . . , xr, . . . , xR}, as in Kaido et al. (2019a) the identified set is given by:
ΘI(P ) := {θ : E[Y∗|X = xr]− xTr θ ≤ 0, xTr θ − E[Y ∗|X = xr] ≤ 0, r = 1, . . . , R}.
We now suppose that the researcher is interested in conducting inference only on the first component θ1 of
the parameter vector θ. Then in our notation we can set ψ(W, θ) = ψ(θ) = θ1. Under some weak conditions
we will have that the identified set for the functional ψ is an interval ΨI(Pn) = [Ψ`bI (Pn),ΨubI (Pn)] with the
endpoints determined by the program:
Ψ`bI (Pn) = min
θ∈ΘI(Pn)
ψ(θ), ΨubI (Pn) = max
θ∈ΘI(Pn)
ψ(θ), (2.9)
where ΘI(Pn) is the estimate of the identified set obtained by replacing the moment conditions with their
sample analogs. Note that since all moment conditions defining the identified set are linear in θ, the opti-
mization problems in (2.9) are linear programs. Again, this paper will propose an inference procedure for
functionals of partially identified parameters that uses the special structure of the optimization problems in
(2.9) that characterizes the functional bounding problem.
Example 3 (Nonparametric State Dependence). Consider the model of nonparametric state dependence
given in Torgovitsky (2016). In this model, the researcher observes a realization of a random sequence
Y := (Y0, . . . , YT ) for each individual for T periods. As in Torgovitsky (2016), we consider for simplicity
that each outcome Yt is binary, so that Y ∈ {0, 1}T+1. The sequence of observed outcomes Y are related
to a sequence of unobserved potential outcomes U(0) := (U1(0), . . . , UT (0)) and U(1) := (U1(1), . . . , UT (1))
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through the equation:
Yt = Yt−1Ut(0) + (1− Yt−1)Ut(1).
The researcher may also have access to a sequence of covariates X := (X0, . . . , XT ) for each individual. The
object of interest for the researcher is assumed to be treatment effect parameters that depend on the unobserved
potential outcomes (Ut(0), Ut(1)) at time 1 ≤ t ≤ T . Examples of such treatment effect parameters include
the average treatment effect, given by ATEt = P (Ut(0) = 0, Ut(1) = 1) − P (Ut(0) = 1, Ut(1) = 0), or the
voting criterion given by P (Ut(0) = 0, Ut(1) = 1) (or P (Ut(0) = 1, Ut(1) = 0)).
To see how to bound these parameters, define the vector
u := (u0, u1(0), . . . , uT (0), u1(1), . . . , uT (1))
′,
where u0 is the initial (period 0) potential outcome. In addition, let U := (U0, U(0), U(1))
′, and let
U†(y) := {u : u0 = y0, yt = y(t−1)ut(0) + (1− y(t−1))ut(1), ∀t},
which is the set of all vectors u of potential outcomes that could rationalize an observed vector of outcomes
y = (y0, . . . , yT )
′
. Finally, let X = (x0, . . . , xT )
′. Torgovitsky (2016) shows that without any additional
restrictions, the sharp set of constraints on the unobserved joint distribution θu,x := P (U = u, X = x) is
given by:
Pn(Y = y, X = x) =
∑
u∈U†(y)
θu,x. (2.10)
Torgovitsky (2016) shows how additional restrictions can also be imposed on the unobserved joint distribution
θu,x, such as monotone treatment response (MTR) constraints, stationarity (ST) constraints, monotone
instrumental variable (MIV) constraints and monotone treatment selection (MTS) constraints. All of these
constraints can be imposed on the optimization problem as moment-inequality constraints. Let ΘI(Pn) denote
the set of all joint distributions θ satisfying the imposed constraints as well as the observational equivalence
condition (2.10). Proposition 1 in Torgovitsky (2016) shows that if ψ : ΘI(Pn)→ R is a continuous treatment
effect parameter, then the identified set for ψ can be estimated by ΨI(Pn) = [Ψ`bI (Pn),ΨubI (Pn)], and can be
obtained by solving the problems:
Ψ`bI (Pn) = min
θ∈ΘI(Pn)
ψ(θ), ΨubI (Pn) = max
θ∈ΘI(Pn)
ψ(θ). (2.11)
Note that when T is large, there can be a large number of constraints defining the set ΘI(Pn), and the
partially identified parameter θ can be high-dimensional.
Example 4 (Inference on Counterfactual Policies). In the setting of Kasy (2016), the researcher is interested
in ranking counterfactual policies “A” and “B” which represent two competing proposals of assigning indi-
viduals to some treatment based on covariate values. It is assumed that the policy maker only has knowledge
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of the partially-identified parameters g0(X) := E [Y0|X] and g1(X) := E [Y1|X], where Yd is the partially-
observed potential outcome for treatment state D = d.
We assume that the researcher’s object of interest is the linear functional ψ := ψ(fA, fB) where fA is
the distribution of the random variable Y A representing the observed outcome under policy A, and fB is the
distribution of the random variable Y B representing the observed outcome under policy B. Furthermore, let
DA be the random variable representing treatment assignment under policy A, and let DB be the random
variable representing treatment under assignment B, and assume that DA, DB ⊥ (Y0, Y1)|X. Some simple
objective functions include ψA := E[Y A] (or ψB := E[Y B ]), which measures the average outcome under
policy A, or ψAB := E[Y A−Y B ], which measures the difference in average outcomes between policies A and
B. Let Gd denote the identified set for gd(X). Note that the objective function ψA can be decomposed as:
ψA = E[Y A]
= E
[
E
[
Y A|DA = 1, X]P (DA = 1|X) + E [Y A|DA = 0, X] (1− P (DA = 1|X))]
= E
[
E [Y0|X] + P (DA = 1|X) (E [Y1|X]− E [Y0|X])
]
= E
[
g0(X) + h
A(X) (g1(X)− g0(X))
]
,
where hA(X) = P (DA = 1|X). Since g0(·) and g1(·) are only partially-identified, ψA will also be partially
identified. Let ΨAI (P ) = [Ψ
A
`b(P ),Ψ
A
ub(P )] denote the identified set for ψ
A = E[Y A], where the endpoints of
ΨAI are determined by:
ΨA`b(P ) = inf
(g0,g1)∈G0×G1
∑
x∈X
[
g0(x) + h
A(x) (g1(x)− g0(x))
]
P (X = x), (2.12)
ΨAub(P ) = sup
(g0,g1)∈G0×G1
∑
x∈X
[
g0(x) + h
A(x) (g1(x)− g0(x))
]
P (X = x), (2.13)
where P (X = x) is the probability X = x in the target population. Similarly, as in Kasy (2016), the objective
function ψAB can be decomposed as:
ψAB = E
[
Y A − Y B]
= E
[(
hA(X)− hB(X)) (Y1 − Y0)]
= E
[
hAB(X)g(X)
]
,
where hAB(X) = hA(X) − hB(X), hA(X) = P (DA = 1|X), hB(X) = P (DB = 1|X) and g(X) = g1(X) −
g0(X). Since g(X) is only partially identified, the objective function ψ
AB will also only be partially identified.
Let ΨABI (P ) = [Ψ
AB
`b (P ),Ψ
AB
ub (P )] denote the identified set for ψ
AB, where the endpoints of ΨABI are given
by:
ΨAB`b (P ) = inf
(g0,g1)∈G0×G1
∑
x∈X
hAB(x) (g1(x)− g0(x))P (X = x), (2.14)
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ΨABub (P ) = sup
(g0,g1)∈G0×G1
∑
x∈X
hAB(x) (g1(x)− g0(x))P (X = x), (2.15)
where P (X = x) is the probability X = x in the target population. In this example, note that the partially
identified parameter is θ = (g0, g1) and the identified set is ΘI(P ) = G0 × G1.
Remark 2.1. In practice, the probabilities P (X = x) in the optimization problems (2.12) and (2.13), or
(2.14) and (2.15), may need to be estimated, meaning that the objective functions in these optimization
problems contain sampling uncertainty that must be accounted for when performing inference on either ΨAI
or ΨABI in addition to the sampling uncertainty inherent in the estimation of the sets G0 and G1. Currently,
we are unaware of any uniformly valid inference procedure in partially identified models that can handle these
cases.
3 Methodology
In this section, we develop the ideas introduced in the previous section. We consider a setting where the
identified set ΘI(P ) is defined by moment equalities and inequalities that are satisfied at the true parameter
θ0:
Pmj(W, θ0) = 0, for j = 1, . . . , r1, (3.1)
Pmj(W, θ0) ≤ 0, for j = r1 + 1, . . . , r1 + r2. (3.2)
Note that we can always convert these moment equalities/inequalities defined above into k = 2r1 + r2
equivalent moment inequalities given by:
Pmj(W, θ0) ≤ 0, for j = 1, . . . , r1, (3.3)
−Pmj(W, θ0) ≤ 0, for j = 1, . . . , r1, (3.4)
Pmj(W, θ0) ≤ 0, for j = r1 + 1, . . . , r1 + r2. (3.5)
Thus, we will assume throughout most of the exposition that the model is defined only by k moment
inequalities:
Pmj(W, θ0) ≤ 0, for j = 1, . . . , k. (3.6)
Only on rare occasions will it be necessary to know which of the moment inequalities correspond to moment
equalities; in these cases we will simply refer back to the original formulation in (3.1) and (3.2).
We assume that the researcher is interested in bounding the expected value of a function ψ :W×Θ→ R.
Define the following class of functions:
F :=
{
(ψ(W, θ),m1(W, θ), . . . ,mk(W, θ))
T
: θ ∈ Θ
}
. (3.7)
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A typical element of F will then be the vector-valued function:
f(W, θ) =
[
ψ(W, θ),m1(W, θ), . . . ,mk(W, θ)
]T
.
Furthermore, we will equip this class of functions with a semimetric that depends on the probability measure
P :
ρP (θ, θ
′) :=
∣∣∣∣∣∣diag(VP (f(W, θ)− f(W, θ′))1/2)∣∣∣∣∣∣ , (3.8)
for θ, θ′ ∈ Θ.2 This semimetric was also considered in Bugni et al. (2015). Furthermore, define the class:
F ′ := {f − f ′ : f, f ′ ∈ F},
and let G = F ∪ F2 ∪ (F ′)2. Let {Pn ∈ P}n≥1 be any sequence of data-generating measures. Throughout
the text, we will interpret the statement Pn → P as meaning ||Pn − P ||G → 0, where || · ||G represents the
sup-norm over the class of functions G. This is the relevant notion of the convergence of drifting sequences
of probability measures for the results in this paper; see Sheehy and Wellner (1992) and Van Der Vaart and
Wellner (1996) Section 2.8.3. We will later impose assumptions that guarantee weak convergence over any
such drifting sequence. Throughout the article we will switch freely between considering uniform convergence
over P and convergence over any convergent data-generating sequence {Pn ∈ P}∞n=1 in the sense described
above.
LetP denote the collection of all probability measures onW. We now impose the following assumptions:
Assumption 3.1. The parameter space (Θ,P) satisfies the following conditions:
(i) Θ ⊂ Rdθ is convex and compact.
(ii) F is a measurable class of functions.
(iii) Each distribution P ∈ P ⊆P satisfies:
(a) Pmj(W, θ0) ≤ 0, for j = 1, . . . , k.
(b) In a sample {Wi}ni=1, Wi are independent and identically distributed according to P ∈ P.
(iv) There exists a bounded envelope function F for the class F such that for some a > 0,
sup
P∈P
P ||F (W )||2+a <∞.
Remark 3.1. In Assumption 3.1(ii), we call F measurable if F is P−measurable in the sense of Van
Der Vaart and Wellner (1996) Definition 2.3.3 for all probability measures P ∈ P.
2Recall a semimetric satisfies (i) ρ(f, f) = 0, (ii) ρ(f, g) ≤ ρ(f, h) + ρ(h, g) and (iii) ρ(x, y) = ρ(y, x). However, unlike a
metric, a semimetric can be equal to zero when evaluated at two distinct elements.
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Note that we can write the identified set ΘI(P ) as:
ΘI(P ) = {θ ∈ Θ : Pmj(W, θ) ≤ 0, j = 1, . . . , k} . (3.9)
Now let ΘI(Pn) denote the estimate of the identified set:
ΘI(Pn) = {θ ∈ Θ : Pnmj(W, θ) ≤ 0, j = 1, . . . , k} , (3.10)
where Pn denotes the empirical measure for the first n observations:
Pn :=
1
n
n∑
i=1
δWi , (3.11)
where δWi is the Dirac delta function. We restrict attention to a certain class of functionals of the identified
set.
Assumption 3.2. (i) The functional of interest ψ(w, θ) : W × Θ → R is linear in θ, and is continuous in
w ∈ W; (ii) the functions mj(w, θ) :W ×Θ→ R are linear in θ and continuous in w ∈ W for j = 1, . . . , k.
Denote the identified set for Pψ(W, θ) as ΨI(P ), and note that the identified set for Pψ(W, θ) is the
projection of ΘI(P ) on the manifold generated by Pψ(W, θ). As such, under standard conditions (see
Lemma A.4(ii)) the projection estimator ΨI(Pn) will be a consistent estimator of ΨI(P ). Moreover, since
Pψ(W, θ) is continuous and ΘI(P ) is convex and compact, the identified set ΨI(P ) is an interval—ΨI(P ) =
[Ψ`bI (P ),Ψ
ub
I (P )]—with endpoints determined by:
Ψ`bI (P ) := inf
θ∈Θ
Pψ(W, θ) s.t. Pmj(W, θ) ≤ 0, j = 1, . . . , k, (3.12)
ΨubI (P ) := sup
θ∈Θ
Pψ(W, θ) s.t. Pmj(W, θ) ≤ 0, j = 1, . . . , k. (3.13)
However, since P is not known, the programs (3.12) and (3.13) will be approximated using the empirical
distribution Pn by replacing the population moment conditions and objective function with their sample
counterparts:
Ψ`bI (Pn) := inf
θ∈Θ
Pnψ(W, θ) s.t. Pnmj(W, θ) ≤ 0, j = 1, . . . , k, (3.14)
ΨubI (Pn) := sup
θ∈Θ
Pnψ(W, θ) s.t. Pnmj(W, θ) ≤ 0, j = 1, . . . , k. (3.15)
After an estimate of the identified set is obtained, interest will lie in constructing uniformly valid confidence
sets for the true parameter ψ0 := Pψ(W, θ0). To perform inference on the true parameter using the optimal
values (Ψ`bI (P ),Ψ
ub
I (P )) in programs (3.12) and (3.13), we will approximate the distributions of
√
n(Ψ`bI (Pn)−
Ψ`bI (P )) and
√
n(ΨubI (Pn)−ΨubI (P )) by a simple bootstrap procedure, and will be particularly interested in
proving the procedure is valid uniformly over P.
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Remark 3.2. As a technical note, the functions (Ψ`bI (·),ΨubI (·)) will be seen as maps from P+ to R, where
P+ is defined as the collection of all measures P as well as all finite empirical measures Pn generated by a
P ∈ P (i.e. P+ = span(P, {δw}w∈W), where {δw}w∈W is any finite collection of point masses). It will be
useful to distinguish between the collections P and P+ throughout.
3.1 Value Function Differentiability
Recall from the discussion in Section 2 that our first step will be to show that the value functions satisfy an
appropriate level of differentiability with respect to the underlying probability measure. Since the underlying
probability measure is a possibly infinite-dimensional object, we must use a form of differentiability that is
valid between metric spaces. In particular, it is well-known (e.g. Shapiro (1990), Shapiro (1991)) that under
some conditions the functions (Ψ`bI (P ),Ψ
ub
I (P )) are Hadamard directionally differentiable. To introduce the
differentiability concepts used in this paper in general form, let (D, dD) and (E, dE) be metric spaces.
Definition 3.1 (Hadamard Directional Differentiability). A map φ : Dφ ⊆ D → E is called Hadamard
directionally differentiable at ζ ∈ Dφ if there is a linear map φ′ζ : D→ E such that
φ(ζ + tnhn)− φ(ζ)
tn
→ φ′ζ(h),
for converging sequences {tn} ⊂ R+ with tn ↓ 0 and hn → h such that ζ + tnhn ∈ Dφ for every n. In
addition, we say φ is Hadamard directionally differentiable tangential to a set D0 ⊆ D if we also require that
the limit h ∈ D0 in the above.
While Hadamard directional differentiability can be used to justify an inference procedure in stochastic
programs for a fixed data-generating measure P ∈ P (c.f. Shapiro (1991)), it is not sufficient to construct an
inference procedure for stochastic programs that is valid uniformly over P. It is natural to wonder whether
stochastic programs are uniformly Hadamard directionally differentiable, which is defined in the following:
Definition 3.2 (Uniform Hadamard Directional Differentiability). Let φ : Dφ ⊆ D → E, D0 ⊆ D, and
Dζ ⊆ Dφ. The map φ : Dφ ⊆ D → E is called uniformly Hadamard directionally differentiable in ζ ∈ Dζ if
there is a continuous map φ′ζ : D→ E such that
φ(ζn + tnhn)− φ(ζn)
tn
→ φ′ζ(h), (3.16)
for all converging sequences ζn → ζ ∈ Dζ , {tn} ⊂ R+ with tn ↓ 0, and hn → h such that ζn + tnhn ∈ Dφ for
every n. In addition, we say φ is uniformly Hadamard directionally differentiable tangential to a set D0 ⊆ D
if we also require that the limit h ∈ D0 in the above.
This definition is analogous to the extension of Hadamard differentiability to uniform Hadamard differ-
entiability presented in Belloni et al. (2017), although our definition restricts tn → 0 from above (providing
a “direction”). It also allows the spaces involved to be metric spaces rather than normed linear spaces, and
allows the derivative map φ′ζ to be continuous rather than linear.
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In addition, reflecting more the definition in Van Der Vaart and Wellner (1996) p. 379, we do not explicitly
require that the derivative map (ζ, h) 7→ φ′ζ(h) be continuous at every (ζ, h), as is done in the extension of
Hadamard differentiability to uniform Hadamard differentiability in Belloni et al. (2017). However, similar
to Belloni et al. (2017), we will use the flexibility provided by the above definition to allow ζn to lie outside
Dζ .
As we will see, under some conditions the value functions of a stochastic program are differentiable in
the sense of Definition 3.2. Our first main result requires non-emptiness of the identified set, the existence
and uniqueness of Lagrange multipliers, and uniqueness of the optimal solutions in the programs (3.12) and
(3.13). To guarantee these properties will require that a “uniform constraint qualification” holds for the
linear programs. We impose such a constraint qualification in the next assumption.
Let A (θ, P ) be an index set defined as:
A (θ, P ) := {j ∈ {r1 + 1, . . . , r1 + r2} : Pmj(W, θ) = 0}, (3.17)
i.e. A (θ, P ) denotes the set indexing the binding moment inequalities at θ for some probability measure
P ∈ P.
Assumption 3.3. Let θ∗`b(P ) and θ
∗
ub(P ) be the optimal solutions to the problems (3.12) and (3.13), let
G(θ, P ) be the matrix formed by vertically stacking the row vectors {∇θPmj(W, θ)}r1j=1 and {∇θPmj(W, θ)}j∈A (θ,P ),
and let P := {Q ∈ P+ : ||Q− P ||G ≤ ε, P ∈ P}. Then there exists ε > 0 such that:
(i) ΘI(P ) 6= ∅ for all P ∈ P.
(ii) (LICQ) There exists a κ > 0 such that:
inf
P∈P
min
{
eig
(
G(θ∗`b(P ), P )G(θ
∗
`b(P ), P )
T
)
, eig
(
G(θ∗ub(P ), P )G(θ
∗
ub(P ), P )
T
)} ≥ κ. (3.18)
where eig(A) denotes the minimum eigenvalue of A.
(iii) The optimal solutions θ∗`b(P ) and θ
∗
ub(P ) are unique uniformly over Pε.
Assumption 3.3(i) implies that, for large enough n, the identified set is non-empty. Given non-emptiness
of the identified set, Assumption 3.3(ii) implies a uniform version of the linear independence constraint
qualification (LICQ), and is instrumental in ensuring the existence and uniqueness of Lagrange multipliers
in the programs (3.12) and (3.13). Finally, the interpretation of Assumption 3.3(iii) is straightforward.
Constraint qualifications in various forms have appeared throughout the recent history of partial iden-
tification (e.g. Beresteanu and Molinari (2008), Pakes et al. (2011) Kaido and Santos (2014), Freyberger
and Horowitz (2015), Kaido et al. (2019a), Gafarov et al. (2018), and Gafarov (2019)). We refer to the
recent paper of Kaido et al. (2019b) for a full comparison of the constraint qualifications used in partial
identification. There are some cases where it may be easy to directly verify that the Assumption 3.3(ii) is
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satisfied, but in general Assumption 3.3 is a high-level condition.3 We shall attempt to provide some more
perspective on the strength of this assumption in our discussion in Section 4.
All components of Assumption 3.3 are regularity assumptions that are important in the proof of uniform
Hadamard directional differentiability. Specifically, it is necessary to restrict the optimal solutions and
Lagrange multipliers in (3.12) and (3.13) to be unique for all P ∈ P. To understand why, consider the
problem of multiple optimal solutions, and note that if the problems (3.12) and (3.13) admit multiple
solutions there may be differences between the sets representing “the limiting optimal solutions” (over the
sequence {Pn ∈ P}∞n=1), and the sets representing “the optimal solutions at the limit” (P ∈ P). This is
related to the Theorem of the Maximum, and the fact that the Theorem of the Maximum guarantees only
that the solution correspondence is upper hemicontinuous, but not lower hemicontinuous (and thus, not
continuous). In this case it is possible to show that the value functions Ψ`bI (·) and ΨubI (·) are Hadamard
directionally differentiable, but not necessarily uniformly Hadamard directionally differentiable. The same
intuition follows for the Lagrange multipliers. However, Wachsmuth (2013) shows that the LICQ—implied by
Assumption 3.3—is the weakest constraint qualification under which the Lagrange multipliers are guaranteed
to be unique. Since the LICQ is implied uniformly over Pε by Assumption 3.3(ii), existence and uniqueness
of Lagrange multipliers also follows from Assumption 3.3(ii). Assumption 3.3(iii) then imposes uniqueness
of optimal solutions separately. Assumption 3.3(i) enables us to impose Assumptions 3.3(ii) and (iii) over
Pε, but is also required to ensure that the uniform Hadamard directional derivative is well-defined, which
would not be the case if the identified set was allowed to be empty for all n.
A few additional remarks about Assumption 3.3 are in order. First, Assumption 3.3 is one of the rare
cases where it is useful to distinguish between moment equalities as in (3.1) and moment inequalities as in
(3.2), since the assumption imposes different conditions on the two types of moments. Next note that it
is possible to show that Assumption 3.3 implies that at every P ∈ P there must be at least one interior
point of the set defined by the moment inequalities at which all moment equalities are satisfied. The major
restriction imposed by this implication is that the moment inequalities evaluated at the limiting P ∈ P
cannot point-identify the parameter of interest.4 This condition is reminiscent of condition 4 in Theorem 2.1
in Shi and Shum (2015), and its discussion on page 499 of Shi and Shum (2015). Similar to their discussion,
we note that in many cases this assumption will fail when two inequality constraints become equivalent, in
which case the inequality constraints can be combined to form an equality constraint so that the assumption
still holds. Finally, note that this assumption is sufficient for our method to be uniformly valid, but is
not necessary. However, the assumption is the most primitive assumption we are currently aware of, as it
connects to the highly used constraint qualification assumptions in optimization literature while imposing
3For example, if the moment functions can be expressed as Pmj(W, θ) = Pm˜j(W ) + a
′
jθ, where m˜j is a function of the
random variable W ∈ W, and aj ∈ Rd is a vector, then it suffices to verify the Jacobian of the moment functions (w.r.t. θ) has
full column rank.
4Note also that this condition rules out the case that the moment inequalities define an empty region. However, we do not
consider this a “major restriction” of our method, since if the true identified set is empty then computing functionals over the
identified set becomes a dubious exercise.
15
minimal constraints on any sequence {Pn ∈ P+}∞n=1 required for uniformity.
The final assumption relates to the gradient of the objective function and the moments:
Assumption 3.4. The gradients {∇θPψ(W, θ), {∇θPmj(W, θ)}kj=1} are uniformly bounded over Pε.
This assumption is required only to show that the Lagrange multipliers are uniformly bounded over Pε.
Any other assumption that implies uniform boundedness of the Lagrange multipliers might then be safely
substituted for Assumption 3.4.
Finally, as a piece of technical machinery, we define the tangent cone as:
TP (F) = {v ∈ UCb(F , ρP ) : ∀tn ↓ 0, ∀{Pn ∈ P}∞n=1 → P ∈ P, ∃{Qn ∈ P+}∞n=1 s.t. t−1n (Qn − Pn)→ v},
(3.19)
where UCb(F , ρP ) ⊂ `∞(F) denotes the space of bounded, and uniformly continuous functions with respect
to the semimetric ρP defined in (3.8). While restricting the tangent cone to be a subset of UCb(F , ρP )
might appear to be restrictive, under the Donsker-type assumptions to be introduced later almost all paths
of the limit of the empirical process
√
n (Pn − Pn) will be uniformly continuous; see Addendum 1.5.8 in Van
Der Vaart and Wellner (1996). We now have the following result:
Theorem 3.1. Suppose Assumptions 3.1 - 3.4 hold, and consider Ψ`bI ,Ψ
ub
I : P+ → R defined by the programs
(3.14) and (3.15). Then Ψ`bI (·),ΨubI (·) are uniformly Hadamard directionally differentiable tangential to
TP (F). In particular, for all converging sequences Pn → P ∈ P, {tn} ⊂ R+ with tn ↓ 0, and hn → h ∈ TP (F)
such that Pn + tnhn ∈ P+ for every n, we have:
(Ψ`bI )
′
P (h) := lim
n→∞
Ψ`bI (Pn + tnhn)−Ψ`bI (Pn)
tn
= h1ψ(W, θ
∗
`b(P )) +
k∑
j=1
λ∗`b,j(P )hj+1mj(W, θ
∗
`b(P ))), (3.20)
(ΨubI )
′
P (h) := lim
n→∞
ΨubI (Pn + tnhn)−ΨubI (Pn)
tn
= −h1ψ(W, θ∗ub(P )) +
k∑
j=1
λ∗ub,j(P )hj+1mj(W, θ
∗
ub(P ))),
(3.21)
where hjfj is the j
th component of hf for f ∈ F , θ∗`b(P ) and θ∗ub(P ) are the optimal solutions in the lower
and upper bounding problems at P ∈ P, and {λ∗`b,j(P )}kj=1 and {λ∗ub,j(P )}kj=1 are the Lagrange multipliers
in the lower and upper bounding problems at P ∈ P.
The uniform component of this theorem lies in the fact that it is valid over any generating sequence
{Pn ∈ P} → P ∈ P. This uniform version of differentiability turns out to be sufficient to apply the extended
continuous mapping theorem (Theorem 1.11.1 in Van Der Vaart and Wellner (1996)) in order to relate this
result to inference on the optimal value functions. This is exactly what is done in Lemma 3.1 in the next
subsection.
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3.2 From Differentiability to Weak Convergence
We now consider the asymptotic distribution of the properly rescaled and recentered value functions given
in (3.14) and (3.15), which will make use of the uniform differentiability property given in Theorem 3.1. To
cover the case of a drifting sequence of data-generating processes, which will be necessary to show uniformity,
we impose additional assumptions.
Assumption 3.5. The collections F and P satisfy the following:
(i) The empirical process Gn,P :=
√
n(Pn−P ) is asymptotically equicontinuous uniformly over P; that is,
for every ε > 0,
lim
δ↓0
lim sup
n→∞
sup
P∈P
P ∗P
(
sup
ρP (θ,θ′)<δ
||Gn,P f(W, θ)−Gn,P f(W, θ′)|| > ε
)
= 0,
where ρP is as in (3.8).
(ii) The semimetric ρP satisfies:
lim
δ↓0
sup
||(θ1,θ′1)−(θ2,θ′2)||<δ
sup
P∈P
|ρP (θ1, θ′1)− ρP (θ2, θ′2)| = 0.
(iii) Let A (θ, P ) ⊆ {r1 + 1, . . . , r1 + r2} denote the binding moment inequalities at (θ, P ), let Ieq =
{1, . . . , r1}, and let Vj(θ) := V ar(mj(W, θ)), for j = 1, . . . , r1 + r2. Then there exists a constant
v > 0 such that for all P ∈ P:
inf
θ∈ΘI(P )
min
j∈A (θ,P )∪Ieq
Vj(θ). ≥ v
(iv) Let A (θ, P ) ⊆ {r1 + 1, . . . , r1 + r2} denote the binding moment inequalities at (θ, P ), and let σ > 0 be
a constant. One of the following two holds:
(a) Let V mP := V arP
{{mj(W, θ)}r1j=1, {mj(W, θ)}j∈A (θ,P )}. The objective function ψ(w, θ) is a triv-
ial function of w, and we have:
inf
θ∈ΘI(P )
eig(V mP ) ≥ σ.
(b) Let VP := V arP
{
ψ(W, θ), {mj(W, θ)}r1j=1, {mj(W, θ)}j∈A (θ,P )
}
. Then we have:
inf
θ∈ΘI(P )
eig(VP ) ≥ σ.
(v) There exist positive constants C, δ > 0 such that maxj=1,...,k |Pmj(W, θ)| ≥ C min(δ, dH(θ,ΘI(P ))) for
every P ∈ P and θ ∈ Θ, where dH is the Hausdorff metric.
Assumptions 3.5(i) and 3.5(ii) and are required to apply a uniform Donsker theorem to the class of func-
tions F . Also related are Assumption 3.5(iii) and 3.5(iv), which are required to ensure a uniform multivariate
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central limit theorem holds for the moment functions. These assumptions are related to Assumption 4.3 in
Kaido et al. (2019a), and are also required for our bootstrap procedure to hold. The option (a) or (b) in
Assumption 3.5(iv) splits the cases when the researcher’s objective function depends on W (such as in Ex-
ample 4) with the cases when the researcher’s objective function does not depend on W (such as in subvector
inference). Finally, Assumption 3.5(v) is the partial identification condition given in Chernozhukov et al.
(2007), equation (4.5), and is useful when establishing the Hausdorff consistency and the rate of convergence
of the estimated identified set to the true identified set.
In the following lemma, for any sequence {Pn ∈ P}∞n=1 converging to the Borel probability measure
P ∈ P, we let Gn,Pn :=
√
n (Pn − Pn) ∈ `∞(F) denote the empirical process indexed by Pn. Adding
Assumption 3.5, we have the following result:
Lemma 3.1. Suppose Assumptions 3.1 - 3.5 hold. Then for any sequence {Pn ∈ P}∞n=1 → P ∈ P we have
Gn,Pn  GP where GP is a tight Borel measurable element in TP (F), and:
√
n(Ψ`bI (Pn)−Ψ`bI (Pn)) (Ψ`bI )′P (GP ), (3.22)
√
n(ΨubI (Pn)−ΨubI (Pn)) (ΨubI )′P (GP ). (3.23)
This result follows from the extended continuous mapping theorem (Theorem 1.11.1 in Van Der Vaart and
Wellner (1996)) in combination with the result of Theorem 3.1. When combined with Theorem 3.1, Lemma
3.1 shows that the properly recentered and rescaled value functions converge in distribution to (Ψ`bI )
′
P (GP )
and (ΨubI )
′
P (GP ), evaluated at the limiting empirical processGP , along any converging sequence {Pn ∈ P}∞n=1
satisfying Assumptions 3.1 - 3.5. The next section shows that the objects on the right side of (3.22) and
(3.23) can be approximated uniformly using a nonparametric bootstrap procedure.
3.3 The Bootstrap Version
This section proposes a bootstrap procedure that will allow us to consistently estimate the distributions of the
value functions (Ψ`bI (P ),Ψ
ub
I (P )) uniformly over P. In particular, we propose the following approximations:
Lower Approximation:
√
n
(
Ψ`bI (Pbn)−Ψ`bI (Pn)
)
, (3.24)
Upper Approximation:
√
n
(
ΨubI (Pbn)−ΨubI (Pn)
)
. (3.25)
We will use the distribution of (3.24) to approximate the distribution of (Ψ`bI )
′
P (GP ), and we will use the
distribution of (3.25) to approximate the distribution of (ΨubI )
′
P (GP ).
Remark 3.3. Note, unlike typical inference procedures, we do not standardize the moment conditions by their
sample standard deviations. However, our procedure is still invariant to rescaling of the moment conditions
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by the fact that any rescaling will be reflected in the procedure as an equivalent (but opposite) rescaling
of the Lagrange multipliers. Furthermore, the imposition of Assumption 3.3 allows us to forgo using any
moment selection procedure (see Andrews and Soares (2010)) which are typically used in inference problems
for partially identified models. This connection between moment selection and constraint qualifications is
interesting in its own right.
We must be precise about the conditions under which the law of the approximations (3.24) and (3.25),
conditional on the data {Wi}ni=1, can approximate the unconditional law of (Ψ`bI )′P (GP ) and (ΨubI )′P (GP )
uniformly over P. Let {{W bi }ni=1 : b = 1, . . . , B} denote the bootstrap samples. We maintain the following
assumption:
Assumption 3.6. The bootstrap samples {W bi }ni=1 for b = 1, . . . , B, are drawn i.i.d. with replacement from
the original sample {Wi}ni=1.
The following lemma, which is necessary for our main result, shows that the proposed bootstrap procedure
is uniformly valid:
Lemma 3.2. Suppose that conditional on {Wi}ni=1 we have that, uniformly over P, Gbn  GP where GP is
a tight random element in `∞(F). Then under Assumptions 3.1-3.6:
√
n(Ψ`bI (Pbn)−Ψ`bI (Pn))|{Wi}ni=1  (Ψ`bI )′P (GP ),
√
n(ΨubI (Pbn)−ΨubI (Pn))|{Wi}ni=1  (ΨubI )′P (GP ).
A confidence set for the true parameter ψ0 can then be constructed using the quantiles of the bootstrapped
distributions of (3.24) and (3.25). In particular, the confidence set Cψn (1 − α) with asymptotic coverage
probability of 1− α can be constructed as:
Cψn (1− α) :=
[
Ψ`bI (Pn)−
Ψˆ`bα√
n
,ΨubI (Pn) +
Ψˆubα√
n
]
, (3.26)
where the pair (Ψˆ`bα , Ψˆ
ub
α ) minimize the length of the confidence set C
ψ
n (1− α) subject to the constraints:
P bn
(√
n(Ψ`bI (Pbn)−Ψ`bI (Pn)) ≤ Ψˆ`bα , −Ψˆubα ≤
√
n(ΨubI (Pbn)−ΨubI (Pn)) +
√
n∆(Pn)
)
≥ 1− α, (3.27)
P bn
(√
n(Ψ`bI (Pbn)−Ψ`bI (Pn))−
√
n∆(Pn) ≤ Ψˆ`bα , −Ψˆubα ≤
√
n(ΨubI (Pbn)−ΨubI (Pn))
)
≥ 1− α, (3.28)
where P bn is the bootstrap distribution and ∆ is the length of the identified set. Note that under Assumption
3.3, we will rule out cases where length of the identified set can be drifting towards zero and thus we avoid
issues of uniformity that occur in this scenario (see Stoye (2009)).
The following result verifies that under our assumptions, the confidence set given in (3.26) is uniformly
asymptotically valid:
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Theorem 3.2. Under Assumptions 3.1 - 3.6,
lim inf
n→∞ inf{(ψ,P ): ψ∈ΨI(P ), P∈P}
P
(
ψ ∈ Cψn (1− α)
) ≥ 1− α, (3.29)
where Cψn (1− α) is as in (3.26).
The confidence set Cψn (1−α) is both conceptually simple and easy to implement. Indeed, computing the
confidence set amounts to bootstrapping the value functions for the optimization problems that define the
endpoints of the set ΨI(·). Calibrating the critical values Ψˆ`bα and Ψˆubα is then easily done once the bootstrap
distribution has been recovered. In other words, Assumptions 3.1 - 3.6 are sufficient for a researcher to
“naively” bootstrap the value functions of a linear program in order to construct a uniformly valid confidence
set for a linear functional of interest.
Intuitively, most of the “heavy lifting” required to prove Theorem 3.2 has already been completed in the
proofs of Lemmas 3.1 and Lemma 3.2, and both of these Lemmas rely crucially on Theorem 3.1. Most of the
assumptions needed to obtain Theorem 3.2 are analogous to assumptions made previously in the literature
in partial identification (c.f. Bugni et al. (2015), Bugni et al. (2017) and Kaido et al. (2019a)), the important
exception being Assumption 3.3. Indeed, the simplicity of our procedure relative to previous approaches
might aptly be characterized as arising primarily from Assumption 3.3, which is motivated by analogous
assumptions in the literature on optimization. However, as noted by Kaido et al. (2019b), even Assumption
3.3 can be recognized in various forms in the literature in partial identification. In the next section, we will
attempt to provide the reader with some further intuition regarding Assumption 3.3.
4 Further Discussion
This section provides some additional discussion of the method proposed in the previous section. In partic-
ular, this section will attempt to provide some further intuition for Assumption 3.3, and will then discuss
the case when the identified set is empty in finite sample.
4.1 Constraint Qualifications and Uniqueness of Lagrange Multipliers
Researchers may be concerned about imposing a uniform version of the LICQ, as is implied by Assumption
3.3(ii). Indeed, this is a somewhat non-standard assumption in the econometrics literature, although various
forms of constraint qualifications appear in many papers on subvector inference in partial identification (see
Kaido et al. (2019b)). In this section we show that, at least for a fixed data-generating measure P , the
cases in which the LICQ is not satisfied are somewhat pathological, or “non-generic,” in a sense to be made
precise shortly.5
To state the result, let us suppose for simplicity that the researcher has only moment inequality con-
straints, and let MP (θ) denote the column vector with rows {Pmj(W, θ)}kj=1. For any feasible θ we must
5We are grateful to Victor Aguirregabiria for this suggestion.
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have MP (θ) ≤ 0. We now consider a −perturbation of the moment conditions, so that the perturbed model
is satisfied when MP (θ) ≤ , where  := (1, . . . , k)T ∈ E is a perturbation parameter. We will take E = Rk,
and we will equip E with a probability measure P that is absolutely continuous with respect to the Lebesgue
measure. Finally, let G(θ, P ) be the matrix with rows {∇θPmj(W, θ)}j∈A(θ,P ), where A(θ, P ) is an index
set for the binding moment inequalities at (θ, P ) with perturbation ; i.e., the moment inequalities that
satisfy Pmj(W, θ) = j at (θ, P ).
We can now present an interesting proposition, which is derived from a result in differential topology. To
state and prove the result, recall that a point θ is called a critical point of a map f : Θ→ Rdf if the Jacobian
∇θf(θ) does not have full row rank at θ. For any such θ, the value y = f(θ) is called a critical value. Sard’s
Theorem from differential topology then says that if f is sufficiently smooth, then the set of critical values
for f has Lebesgue measure zero in Rdf . Using this result, we can obtain the following proposition due to
Spingarn and Rockafellar (1979):
Proposition 4.1. Suppose that MP (θ) is r−times continuously differentiable, where r ≥ max{1, dθ−k+1}.
Then P−almost surely, for any θ satisfying MP (θ) ≤  we will have:
eig
(
G(θ, P )G(θ, P )
T
)
> 0. (4.1)
Proof. Up to a change in notation, the proof follows exactly from the proof of Spingarn and Rockafellar (1979)
Theorem 1, and is included only for completeness. Fix any θ satisfying MP (θ) ≤ . Let I = {1, . . . , k}, and
let A ⊂ I be any subset. Denote by MAP (θ) : Θ → R|A| the subvector of MP (θ) that contains the elements
of MP (θ) indexed by A. Then by Sard’s Theorem we have that the set of critical values for M
A
P (θ) have
measure zero in R|A|. Denoting by A the projection of  onto R|A|, we have that:
N(A) := { ∈ Rk : A is a critical value for MAP (θ)},
has measure zero under Pε. Repeating the exercise for every A ⊆ I we have:
N :=
⋃
A⊆I
N(A),
has measure zero under Pε. Thus E \N has probability 1. Now take any  ∈ E \N , and take A = A(θ, P ).
Then the rows of G(θ, P )—formed by the gradients {∇θPmj(W, θ)}j∈A(θ,P )—are linearly independent.
This completes the proof. 
This result shows that even if the initial moment conditions do not satisfy the LICQ implied by As-
sumption 3.3(ii), if we perturb the moment conditions slightly, then at any feasible value for the perturbed
conditions the LICQ will hold with probability 1. This illustrates that cases where Assumption 3.3 fails are
truly “knife-edge” cases. In the optimization literature, these results are referred to as genericity results,
since they show that “generic” (or P−almost all) convex programs satisfy properties like Assumption 3.3.
A similar analysis can be repeated for the case with both equality and inequality constraints by first con-
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verting all equality constraints into two paired inequality constraints, and then choosing the support of the
perturbation parameter in a way to ensure that the two paired inequality constraints are “separated” with
probability 1.
An important caveat is that this analysis holds in the case when the probability measure P is fixed.
Indeed, we have been unable to construct an analogous perturbation analysis that can be used to justify
the LICQ uniformly over P, although we feel this will be a fruitful avenue for future research in partial
identification. Regardless, we feel that Proposition 4.1 helps to put the LICQ Assumption in perspective.
4.2 Empty Sets
In some cases the estimated identified set may be empty in finite samples even though the true DGP satisfies
the assumptions in this paper. However, when the identified set is empty in finite sample it is possible to
“relax” the moment conditions to the point where the relaxed moment conditions have nonempty interior.
We might then perform our subvector inference procedure on this relaxed version of the identified set. If the
model is correctly specified, then this “relaxation” of the moment conditions can gradually be lifted. We
will summarize this procedure here.
Consider the following relaxed versions of the convex programs (3.14) and (3.15):
Ψ`bI (Pn, cn) := inf
θ∈Θ
Pnψ(W, θ) s.t. Pnmj(W, θ) ≤ cn, j = 1, . . . , k,
ΨubI (Pn, cn) := sup
θ∈Θ
Pnψ(W, θ) s.t. Pnmj(W, θ) ≤ cn, j = 1, . . . , k.
For convenience, we will take the infimum over the empty set to be +∞ and the supremum over the empty
set to be −∞. Now define:6
c∗n := inf
{
cn ∈ [0,+∞) : Ψ`bI (Pn, cn) < +∞
}
.
Then by definition the following programs have nonempty feasible sets:
Ψ`bI (Pn, c∗n) := inf
θ∈Θ
Pnψ(W, θ) s.t. Pnmj(W, θ) ≤ c∗n + ε, j = 1, . . . , k, (4.2)
ΨubI (Pn, c∗n) := sup
θ∈Θ
Pnψ(W, θ) s.t. Pnmj(W, θ) ≤ c∗n + ε, j = 1, . . . , k, (4.3)
where the extra ε ensures that the moment inequalities have nonempty interior, which is necessary although
not sufficient for Assumption 3.3(ii) to hold (see the discussion following Assumption 3.3). Now note that if
c∗n = o(n
−1/2), and if Assumptions 3.1 - 3.6 are satisfied, then the value functions Ψ`bI (Pn, c∗n) and ΨubI (Pn, c∗n)
from (4.2) and (4.3) can be used in place of the value functions Ψ`bI (Pn) and ΨubI (Pn) from (3.12) and (3.13).
6Equivalently: c∗n := inf
{
cn ∈ [0,+∞) : ΨubI (Pn, cn) > −∞
}
.
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This procedure is very similar to the idea of a “misspecification-robust identified set” recently introduced
by Andrews and Kwon (2019). Indeed, the relaxation parameter c∗n guarantees under our Assumptions that
the identified set for ψ0 will always be non-empty. Different variations on the notion of a “misspecification-
robust identified set” are also possible.7 If the relaxation parameter satisfies c∗n = o(n
−1/2), then our
procedure remains a valid inference procedure for ψ0; if not, then the model is misspecified, but our procedure
remains valid for a “pseudo-true” value of ψ0 defined by the relaxed moment conditions. We refer readers
to Andrews and Kwon (2019) for a further discussion of this idea.
5 Simulation Evidence
To practically test the proposed the procedure, we performed Monte Carlo experiments on three different
economic examples. In particular, we consider two canonical partial identification examples—given by the
missing data problem from Example 1 and the linear regression example with interval-valued dependent
variable from Example 2—as well as a less canonical example, given by the problem of inference on coun-
terfactual policies in Example 4. For brevity in the main text, we have placed the missing data example,
and the interval-valued regression example in Appendix B, and will only describe the DGP and results for
Example 4 here. However, as Appendix B shows, the inference procedure also performed well in the missing
data and the interval-valued regression examples.
5.1 Description
Recall Example 4 from Kasy (2016) on inference on counterfactual treatment policies. In that example,
we had gd(X) := E[Yd|X], which was assumed to be obtained from an initial study on the effect of some
treatment D, but is only partially identified and known to lie in the (estimated) set Gd. The policy maker
now wants to determine the effect of a treatment policy in a new population with distribution of covariates
given by P (X = x).
The policy maker compares two policies, A and B, which are defined by the conditional probability of
being assigned to treatment given X = x. In particular, policy A is associated with the conditional treat-
ment assignment probability P (DA = 1|X = x) and policy B is associated with the conditional treatment
assignment probability given by P (DB = 1|X = x). Let hAB(x) = P (DA = 1|X = x)− P (DB = 1|X = x).
Furthermore, let ψAB = E[Y A − Y B ], that is, the expected difference in outcomes under policies A and B.
Then the identified set for ψAB is given by:
ΨAB`b (P ) = inf
(g0,g1)∈G0×G1
∑
x∈X
hAB(x) (g1(x)− g0(x))P (X = x), (5.1)
ΨABub (P ) = sup
(g0,g1)∈G0×G1
∑
x∈X
hAB(x) (g1(x)− g0(x))P (X = x). (5.2)
7Indeed, our notion here differs from Andrews and Kwon (2019) in the sense that the choice of c∗n is more conservative, but
computationally simpler than the relaxation proposed in Andrews and Kwon (2019).
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To motivate the relevance and guide the construction of our simulation study, we can consider the case
study in Kasy (2016), in which the initial study to determine bounds on gd(·) was the Tennessee Star
experiment. The Tennessee Star experiment saw students randomized within schools to small and large
classrooms. The outcome in this experiment was student performance on standardized tests, in particular
for reading and math. While student assignment to small and large class sizes was random, compliance
was imperfect for a number of reasons. The study includes a variety of covariates, including indicators for
whether the student was female, black, or was enrolled to receive a free lunch (an indicator for poverty).
As in the Tennessee STAR experiment case study, we will consider a data generating process that includes
a binary instrument Z, a treatment variable D, potential outcomes Y0 and Y1, and a vector of covariates
X = (Xa, Xb). Since we will take both Xa and Xb as binary, it will be equivalent (and more notationally
beneficial) to see X as a scalar covariate that takes values in the set {x1, x2, x3, x4}. The instrument is
generated to satisfy Z ⊥ (Y0, Y1), and the DGP for the instrument and treatment variable is given by:
Z ∼ Bernoulli(0.5)
D = 1{(2Z − 1) > max{c/√n, δ} · ε}, ε ∼ N(0, 1), and c ∈ {0, 1, 2}.
We will allow c ∈ {1, 10, 20} to vary across DGPs. While the precise values of c are chosen arbitrarily, varying
the values of c can be used to control the size of the identified set by changing the relationship between D
and Z. Indeed, if c = 0 and δ = 0, we have D = Z, and the conditional average treatment effect will be
point-identified. On the other hand, if c is very large then the dependence between Z and D is weak, and
the identified set for the conditional average treatment effect will be large. In the DGP we fix δ = 10−6 in
order to ensure the model is always partially identified, even as n→∞.
We restrict our outcome variable Y to be in the range Y := {1, 2, 3, 4, 5}. Returning to the Tennessee
STAR experiment example, this might correspond to quintiles of the standardized test distribution, or some
other mapping from test scores. The conditional distribution Y0|X is specified as follows:
Y0|X = x1 ∼ Categorical(5, p1 = 0.2, p2 = 0.2, p3 = 0.2, p4 = 0.2, p5 = 0.2),
Y0|X = x2 ∼ Categorical(5, p1 = 0.3, p2 = 0.25, p3 = 0.25, p4 = 0.1, p5 = 0.1),
Y0|X = x3 ∼ Categorical(5, p1 = 0.3, p2 = 0.25, p3 = 0.25, p4 = 0.1, p5 = 0.1),
Y0|X = x4 ∼ Categorical(5, p1 = 0.4, p2 = 0.35, p3 = 0.25, p4 = 0, p5 = 0).
Treating the values in Y as analogous to test scores, we can say a few things about this DGP. First, individuals
with X = x1 are equally likely to obtain any test score in the range Y. However, individuals with X = x2
or X = x3 have the same test distribution, and are more likely than individuals with X = x1 to obtain a
lower score. Finally, individuals with X = x4 are more likely to obtain a worse test score than any other
subpopulation. With this in mind, the conditional distribution Y1|X is specified as follows:
Y1|X = x1 ∼ Categorical(5, p1 = 0.2, p2 = 0.2, p3 = 0.2, p4 = 0.2, p5 = 0.2),
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Y1|X = x2 ∼ Categorical(5, p1 = 0.1, p2 = 0.1, p3 = 0.25, p4 = 0.25, p5 = 0.3),
Y1|X = x3 ∼ Categorical(5, p1 = 0.1, p2 = 0.1, p3 = 0.25, p4 = 0.25, p5 = 0.3),
Y1|X = x4 ∼ Categorical(5, p1 = 0, p2 = 0, p3 = 0.25, p4 = 0.35, p5 = 0.4).
Note that when specifying the conditional distribution for Y1|X, we have simply reversed the order of the
probabilities from the conditional distribution for Y0|X; in particular, if the probability vector parameterizing
the categorical distribution for Y0|X = x was p = (p1, p2, p3, p4, p5)T , then the probability vector parame-
terizing the categorical distribution for Y1|X = x is is given by p′ = (p5, p4, p3, p2, p1)T . The implications of
this DGP is that, on average, we do not expect individuals with X = x1 to lose or gain from treatment in
terms of improved test scores, whereas individuals in the populations X = x2, x3 or x4 will all see improved
test scores from treatment (with those with X = x4 benefiting the most on average). We assume that the
initial and target population distribution of covariates is given by:
Initial Distribution: P (X = x1) = 0.25, Target Distribution: P (X = x1) = 0.3,
P (X = x2) = 0.25, P (X = x2) = 0.3,
P (X = x3) = 0.25, P (X = x3) = 0.2,
P (X = x4) = 0.25, P (X = x4) = 0.2.
Note that in our simulations we will take draws from the target distribution, so that the policy-maker will
have sampling uncertainty arising from lack of perfect knowledge of the population covariate proportions.
Finally, in our setup the policy-maker compares the policies A and B represented by the following treatment
assignment rules:
P (DA = 1|X = x1) = 0, P (DB = 1|X = x1) = 0.5,
P (DA = 1|X = x2) = 0.75, P (DB = 1|X = x2) = 0.5,
P (DA = 1|X = x3) = 0.75, P (DB = 1|X = x3) = 0.5,
P (DA = 1|X = x4) = 1, P (DB = 1|X = x4) = 0.5.
In other words, policy A gives a highly unequal treatment assignment probability across covariate values,
whereas policy B represents a policy that is more egalitarian in the sense that the treatment assignment
probability does not depend on the covariate values. However, note that policy A assigns the highest
treatment assignment probability to individuals who are in covariate groups with the highest conditional
average treatment effect. In contrast, policy B assigns equal treatment assignment probability to all groups,
including the group represented by X = x1, which has zero conditional average treatment effect. Quick
computation shows that policy A, which assigns more weight to those who benefit from treatment, will be
preferred to policy B.
For reference, according to this DGP the population values of the parameters of interest are given by the
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following:
E[Y1 − Y0|X = x1] = 0, ψAB = 0.3675,
E[Y1 − Y0|X = x2] = 1.1,
E[Y1 − Y0|X = x3] = 1.1,
E[Y1 − Y0|X = x4] = 2.3.
The moment conditions used to bound the conditional average treatment effect come from Russell (2019). In
particular, for each fixed X = x the sharp set of constraints on the conditional distribution P (Y0 = y0, Y1 =
y1, D = d|X = x, Z = z) when Y0, Y1, X ⊥ Z are derived in Russell (2019). For the sake of brevity we
will not discuss these constraints in detail here, although we will note that all the constraints are linear and
can be expressed in terms of the distribution of the observable variables (Y,D,X,Z) only. Letting P(x, z)
denote the sharp set of all conditional distributions py0,y1,d(x, z) := P (Y0 = y0, Y1 = y1, D = d|X = x, Z = z)
satisfying Y0, Y1, X ⊥ Z, and noticing that:
g1(x)− g0(x) := E[Y1 − Y0|X = x] =
∑
y0,y1,d,z
(y1 − y0)py0,y1,d(x, z)P (Z = z),
we obtain:
ΨAB`b (P ) = inf
py0,y1,d(x,z)∈P(x,z)
∑
x∈X
hAB(x)
 ∑
y0,y1,d,z
(y1 − y0)py0,y1,d(x, z)P (Z = z)
P (X = x), (5.3)
ΨABub (P ) = sup
py0,y1,d(x,z)∈P(x,z)
∑
x∈X
hAB(x)
 ∑
y0,y1,d,z
(y1 − y0)py0,y1,d(x, z)P (Z = z)
P (X = x), (5.4)
which are also linear programs. The partially identified parameter vector py0,y1,d(x, z) contains 50 elements
for each fixed X = x and Z = z, so that in total the partially identified parameter vector has 400 elements.
While we recognize that there are likely simpler ways of constructing this bounding problem, the larger
dimension of the partially identified parameter vector serves as a useful illustration of the computational
benefit of our approach.
In all Monte Carlo exercises we take B = 1000 bootstrap samples for each experiment, and we implement
each experiment 1000 times to determine the simulated coverage probability. We also consider various sample
sizes n ∈ {100, 250, 500, 1000}. In each DGP, we also threshold the length of the identified set; i.e. we use
∆∗n = 1{∆n > bn}, with bn = (log(n))−1/2, rather than ∆n when computing the critical values from (3.27)
and (3.28). We find this thresholding helps to improve the coverage in finite sample in cases when the model
is close to point identification, and introduces at most a conservative distortion under the assumptions in
this paper.
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5.2 Results
The simulation results for the interval valued regression example are displayed in Table 1. Similar to the
Monte Carlo excercises for the missing data and interval-valued regressor examples in Appendix B, the
coverage probability for the true parameter is slightly above nominal in most of the DGPs considered. This
results from the fact that often the true parameter lies interior to the identified set, as well as from the
thresholding discussed at the beginning of this section. As the value of c increases, we see that the length
of the identified set increases since the effect of the instrument on selection becomes weaker. However, for
most of the DGPs considered our confidence set remain informative; in particular, given a reasonably small
sample size (∼ 500), the policy-maker is always able to conclude that policy A is significantly better than
policy B for any value of c we considered. This problem is slightly more computationally involved than both
the missing data example and interval valued regression considered in Appendix B, but we still find that the
approximate time to compute a confidence set is only around 10 seconds.8 Compared to other procedures
this is extremely fast, especially since our partially identified parameter vector py0,y1,d(x, z) has 400 elements.
6 Conclusion
This paper proposes a simple procedure for constructing confidence intervals for functionals of a partially
identified parameter vector. The procedure approximates the distribution of the upper and lower bounds of
the identified set for the functional of interest through a simple bootstrap procedure. In particular, we show
that if the problem is sufficiently regular, a “naive” bootstrap procedure can be used, where the researcher
(essentially) repeatedly solves a linear program, and computes confidence sets by taking appropriate quantiles
of the bootstrap distribution of the value functions. Uniform validity of this “naive” procedure is proven
by making connections to results in the Operations Research literature on stochastic programming, and in
particular by appealing to the notion of uniform Hadamard directional differentiability. The procedure is
found to be extremely computationally efficient, even when the parameter vector is very high-dimensional;
indeed, the parameter vector had 400 elements in the simulation exercise presented in the main text, and
a confidence set for a linear functional could still be constructed in about 10 seconds. The most important
condition for the validity of our procedure is found to be the existence and uniqueness of optimal solutions
and Lagrange multipliers, and we feel that the development of more primitive conditions to ensure these
conditions hold will be a research project worthy of further pursuit.
8All Monte Carlo exercises were run on a laptop computer with an Intel Core i7-8550U CPU.
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Appendix A Proofs
Throughout this appendix we use the following notation: if Xn, X are maps in a metric space (D, d) then:
• Xn = oP(an) is used to denote uniform (over P) convergence in probability of the random element
|Xn/an| to 0; i.e. lim supn→∞ supP∈P P ∗P (|Xn/an| > ε) = 0 for every ε > 0,
• Xn = OP(an) is used to denote uniform (over P) stochastic boundedness of the random element
|Xn/an|; i.e. the fact that for any ε > 0 there exists a a finiteM and anN such that supP∈P P ∗P (|Xn/an| > M) <
ε for all n ≥ N .
We will also rely on the following facts which are not proven here, but for which references are provided.
Fact A.1. Suppose that {Pn ∈ P+}∞n=1 → P ∈ P. Under Assumption 3.1, 3.2 and 3.3 there exists an
N such that for all n ≥ N strong duality holds for Pn ∈ P+; that is, if L(θ, λ)(Pn) is the Lagrangian at
probability measure P , then
Ψ`bI (Pn) = inf
θ∈Θ
sup
λ≥0
L(θ, λ)(Pn) = sup
λ≥0
inf
θ∈Θ
L(θ, λ)(Pn),
and
ΨubI (Pn) = sup
θ∈Θ
inf
λ≤0
L(θ, λ)(Pn) = inf
λ≤0
sup
θ∈Θ
L(θ, λ)(Pn).
This result is called Lagrangian Duality in convex optimization; see, for example, Borwein and Lewis (2010)
Theorem 4.3.7. This follows since any sequence {Pn ∈ P+}∞n=1 → P ∈ P must eventually lie in Pε, so that
Assumption 3.3 holds in the tails of any such sequence.
Before the next fact, some definitions:
Definition A.1 (Upper Hemicontinuity). For metric spaces X and Y, a correspondence G : X → Y is said
to be upper hemicontinuous at x ∈ X if for every open subset S of Y with G(x) ⊆ S there exists a δ > 0
such that G (Bδ(x)) ⊆ S.
Definition A.2 (Compact-Valued). For metric spaces X and Y, a correspondence G : X → Y is said to be
compact-valued if G(x) is a compact subset of Y for each x ∈ X .
Definition A.3 (Closed at x). For metric spaces X and Y, a correspondence G : X → Y is said to be
closed at x if for any sequence {xn} and {yn} with xn → x and yn → y we have that y ∈ G(x) whenever
yn ∈ G(xn) for all n.
Fact A.2 (Proposition E.2 in Ok (2007)). Let X and Y be two metric spaces and Γ : X → Y a correspon-
dence. If Γ is compact-valued and upper hemicontinuous at x ∈ X , then for any sequence {xm}∞m=1 ⊂ X
and {ym}∞m=1 ⊂ Y with xm → x and ym ∈ Γ(xm) for each m, there exists a subsequence {ymk}∞k=1 such that
ymk → y ∈ Γ(x).
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Finally, Θ`b(P ) and Θub(P ) denote the set of optimal solutions to (3.12) and (3.13), and Λ`b(P ) and
Λub(P ) denote the set of Lagrange multipliers for (3.12) and (3.13).
A.1 Proof of Results in Main Text
Remark A.1. The following proof follows similar steps to the proof of Theorem 7.24 in Shapiro et al.
(2009), which shows Hadamard directional differentiability. However, the proof here establishes that this
property holds “uniformly” over P under the assumptions of Theorem 3.1. The proof of uniformity follows
namely from (i) the assumption hn → h in the sup norm (and thus uniformly) where h is an operator that
is uniformly continuous with respect to θ (the latter is provided by Lemma A.5), (ii) boundedness of the
Lagrangian (given by Lemma A.3) and (iii) continuity of the optimal solutions and Lagrange multipliers
(given by Lemma A.2).
Proof of Theorem 3.1. We can focus on the lower bound, since the upper bound can be treated analogously.
Consider any converging sequences Pn → P ∈ P, {hn} ⊂ `∞(F) and {tn} ⊂ R+ with tn ↓ 0 and hn → h ∈
TP (F) such that Pn + tnhn ∈ P+ for all n ≥ 1. Recall the Lagrangian at a probability measure Pn is given
by:
L(θ, λ)(Pn) := Pnψ(W, θ) +
k∑
j=1
λjPnmj(W, θ), (A.1)
where λ := (λ1, . . . , λk)
′ ∈ Rk+ is a vector of Lagrange multipliers. Denote the “unperturbed” and “per-
turbed” programs respectively as:
Ψ`bI (Pn) := inf
θ∈Θ
sup
λ∈Rk+
L(θ, λ)(Pn), (A.2)
Ψ`bI (Pn + tnhn) := inf
θ∈Θ
sup
λ∈Rk+
L(θ, λ)(Pn + tnhn), (A.3)
where Pn + tnhn is interpreted elementwise. By Fact A.1 we have by Lemma A.1 that there exists an N
such that for all n ≥ N :
Ψ`bI (Pn) = inf
θ∈Θ
sup
λ∈Rk+
L(θ, λ)(Pn) = sup
λ∈Rk+
inf
θ∈Θ
L(θ, λ)(Pn), (A.4)
Ψ`bI (Pn + tnhn) = inf
θ∈Θ
sup
λ∈Rk+
L(θ, λ)(Pn + tnhn) = sup
λ∈Rk+
inf
θ∈Θ
L(θ, λ)(Pn + tnhn). (A.5)
Lemma A.1 implies there exists an optimal θ∗`b(Pn) for each n ≥ N . Now consider the sequence {θ∗`b(Pn)}∞n=1
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with θ∗`b(Pn) optimal for each n ≥ N , and conclude that for all n ≥ N :
Ψ`bI (Pn) = sup
λ∈Rk+
L (θ∗`b(Pn), λ) (Pn), (A.6)
Ψ`bI (Pn + tnhn) ≤ sup
λ∈Rk+
L(θ∗`b(Pn), λ)(Pn + tnhn), (A.7)
where (A.6) follows from strong duality, and (A.7) follows from the fact that θ∗`b(Pn) is optimal for program
(A.2) but not necessarily program (A.3).
By Lemma A.1, we have that there exists a optimal vector of Lagrange multipliers in (A.7) for n ≥ N .
Let {λ∗`b (Pn + tnhn)}∞n=1 be a sequence with λ∗`b (Pn + tnhn) optimal for each n ≥ N . For any such sequence,
note from (A.6) and (A.7) we have for all n ≥ N :
Ψ`bI (Pn) ≥ L (θ∗`b(Pn), λ∗`b(Pn + tnhn)) (Pn), (A.8)
Ψ`bI (Pn + tnhn) ≤ L (θ∗`b(Pn), λ∗`b (Pn + tnhn)) (Pn + tnhn). (A.9)
Finally, also note that since hn → h ∈ TP (F) by assumption, we have that:
hn = h+ o(1). (A.10)
Thus, for all n ≥ N :
Ψ`bI (Pn + tnhn)−Ψ`bI (Pn)
≤ L (θ∗`b(Pn), λ∗`b (Pn + tnhn)) (Pn + tnhn)− L (θ∗`b(Pn), λ∗`b(Pn + tnhn)) (Pn) (from (A.8) and (A.9))
= tnhn,1ψ(W, θ
∗
`b(Pn)) +
k∑
j=1
λ∗`b,j (Pn + tnhn) tnhn,j+1mj(W, θ
∗
`b(Pn)) (by (A.1))
= tn
h1ψ(W, θ∗`b(Pn)) + k∑
j=1
λ∗`b,j (Pn + tnhn)hj+1mj(W, θ
∗
`b(Pn))
+ o(tn), (by (A.10))
where the final line follows from uniform boundedness of the Lagrangian from Lemma A.3(ii). Thus for any
sequence {θ∗`b(Pn)}:
lim sup
n→∞
Ψ`bI (Pn + tnhn)−Ψ`bI (Pn)
tn
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≤ lim sup
n→∞
h1ψ(W, θ∗`b(Pn)) + k∑
j=1
λ∗`b,j (Pn + tnhn)hj+1mj(W, θ
∗
`b(Pn))

= h1ψ(W, θ
∗
`b(P )) +
k∑
j=1
λ∗`b,j (P )hj+1mj(W, θ
∗
`b(P )). (A.11)
The last line follows by convergence of Pn → P ∈ P and tn ↓ 0, by uniform continuity of h with respect to
θ from Lemma A.5, and by convergence of the optimal solutions to a unique optimal solution (by Assump-
tions 3.2 and 3.3). This latter fact follows from continuity of the optimal solutions and optimal Lagrange
multipliers, which follows from Lemma A.2.
For the reverse inequality, recall the “unperturbed” and “perturbed” problems given in (A.2) and (A.3)
respectively. By Lemma A.1 the set of optimal solutions to program (A.3) is nonempty for all n ≥ N . Thus,
let θ∗`b(Pn + tnhn) be a sequence of optimal solutions to program (A.3). Furthermore, by Lemma A.1, the
set of optimal Lagrange multipliers to program (A.2) is nonempty for all n ≥ N . Now note for any λ∗`b(Pn)
we have:
Ψ`bI (Pn) ≤ L(θ∗`b(Pn + tnhn), λ∗`b(Pn))(Pn), (A.12)
Ψ`bI (Pn + tnhn) ≥ L(θ∗`b(Pn + tnhn), λ∗`b(Pn))(Pn + tnhn). (A.13)
It follows that for n ≥ N :
Ψ`bI (Pn + tnhn)−Ψ`bI (Pn)
≥ L(θ∗`b(Pn + tnhn), λ∗`b(Pn))(Pn + tnhn)− L(θ∗`b(Pn + tnhn), λ∗`b(Pn))(Pn) (by (A.12) and (A.13))
= tnhn,1ψ(W, θ
∗
`b(Pn + tnhn)) +
k∑
j=1
λ∗`b,j(Pn)tnhn,j+1mj(W, θ
∗
`b(Pn + tnhn)) (by (A.1))
= tn
h1ψ(W, θ∗`b(Pn + tnhn)) + k∑
j=1
λ∗`b,j(Pn)hj+1mj(W, θ
∗
`b(Pn + tnhn))
+ o(tn), (by (A.10))
where the final line follows from uniform boundedness of the Lagrangian from Lemma A.3(ii). Thus,
lim inf
n→∞
Ψ`bI (Pn + tnhn)−Ψ`bI (Pn)
tn
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≥ lim inf
n→∞
h1ψ(W, θ∗`b(Pn + tnhn)) + k∑
j=1
λ∗`b,j(Pn)hj+1mj(W, θ
∗
`b(Pn + tnhn))

= h1ψ(W, θ
∗
`b(P )) +
k∑
j=1
λ∗`b,j(P )hj+1mj(W, θ
∗
`b(P )). (A.14)
The last line follows by convergence of Pn → P ∈ P and tn ↓ 0, by uniform continuity of h with respect to
θ from Lemma A.5, and by convergence of the optimal solutions to a unique optimal solution (by Assump-
tions 3.2 and 3.3). This latter fact follows from continuity of the optimal solutions and optimal Lagrange
multipliers, which follows from Lemma A.2.
Finally, combining inequalities we obtain:
lim
n→∞
Ψ`bI (Pn + tnhn)−Ψ`bI (Pn)
tn
= h1ψ(W, θ
∗
`b(P )) +
k∑
j=1
λ∗`b,j(P )hj+1mj(W, θ
∗
`b(P )). (A.15)
This completes the proof.

Proof of Lemma 3.1. Let Gn,Pn =
√
n(Pn − Pn). By Lemma D.1(2) in Bugni et al. (2015) we have that,
under Assumptions 3.1 and 3.5, F is Donsker and pre-Gaussian, both uniformly over P. By Theorem 2.8.7
in Van Der Vaart and Wellner (1996), we have that Assumption 3.1 and 3.5 imply that Gn,Pn  GP in
`∞(F), which is a tight Gaussian process with sample paths that are almost all uniformly continuous. Let
G˜P be a version of GP with all sample paths uniformly continuous.Let D = `∞(F), D0 = TP (F), E = R,
and define:
Dn = {h : Pn + n−1/2h ∈ P+}.
Then Dn ⊂ D and D0 ⊂ D. Now consider the maps gn : Dn → E and g : D0 → E defined as:
gn(hn) :=
√
n
{
Ψ`bI
(
Pn + n
−1/2hn
)
−Ψ`bI (Pn)
}
, hn ∈ Dn, (A.16)
g(h) := (Ψ`bI )
′
P (h), h ∈ D. (A.17)
By Theorem 3.1, if hn → h with hn ∈ Dn for every n and h ∈ D0, then gn(hn) → g(h), where g : D0 → D.
Now note that Gn,Pn ∈ Dn. Using the fact that G˜P is a tight (and thus separable) Borel element with values
in D0, combined with the extended continuous mapping theorem (Theorem 1.11.1 in Van Der Vaart and
Wellner (1996)), we conclude that:
√
n(Ψ`bI (Pn)−Ψ`bI (Pn)) (Ψ`bI )′P (G˜P ),
as desired. An identical proof can be completed for the upper bound. Thus, this completes the proof. 
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Proof of Lemma 3.2. Let G˜P be a version of GP with all sample paths uniformly continuous. Let D = `∞(F),
D0 = TP (F), E = R, and define:
Dn = {h ∈ D : Pn + n−1/2h ∈ P+},
Then Dn ⊂ D and D0 ⊂ D. Now consider the maps gn : Dn → E and g : D0 → E defined as:
gn(hn) :=
√
n
(
Ψ`bI
(
Pn + n−1/2hn
)
−Ψ`bI (Pn)
)
, hn ∈ Dn, (A.18)
g(h) := (Ψ`bI )
′
P (h), h ∈ D. (A.19)
By Theorem 3.1, if hn → h with hn ∈ Dn for every n and h ∈ D0, then gn(hn) → g(h), where g : D0 → D.
Now note that Gbn ∈ Dn, and by assumption Gbn|{Wi}ni=1  G˜P uniformly over P. Using the fact that G˜P
is a tight (and thus separable) Borel element with values in D0, combined with the extended continuous
mapping theorem (Theorem 1.11.1 in Van Der Vaart and Wellner (1996)), we conclude that:
√
n(Ψ`bI (Pbn)−Ψ`bI (Pn))|{Wi}ni=1  (Ψ`bI )′P (G˜P ),
as desired. An identical proof can be completed for the upper bound. Thus, this completes the proof.

Proof of Theorem 3.2. By definition there exists a sequence (ψn, Pn) ∈ {(ψ, P ) : ψ ∈ ΨI(P ), P ∈ P}
satisfying:
lim inf
n→∞ inf{(ψ,P ): ψ∈ΨI(P ), P∈P}
P
(
ψ ∈ Cψn (1− α)
)
= lim inf
n→∞ Pn
(
ψn ∈ Cψn (1− α)
)
,
where {ψn} is a sequence with ψn ∈ [Ψ`bI (Pn),ΨubI (Pn)] for each n. For such a sequence, there exists a
convergent subsequence indexed by n′ such that:
lim inf
n→∞ Pn
(
ψn ∈ Cψn (1− α)
)
= lim
n′→∞
Pn′
(
ψn′ ∈ Cψn′(1− α)
)
.
For the remainder of the proof we will argue along this subsequence, and abusing notation we will refer to
this subsequence by n rather than n′. Since by construction we have ψn ∈ [Ψ`bI (Pn),ΨubI (Pn)] for each n, it
suffices to establish that:
lim
n→∞Pn
(
Ψ`bI (Pn) ∈ Cψn (1− α)
) ≥ 1− α, (A.20)
lim
n→∞Pn
(
ΨubI (Pn) ∈ Cψn (1− α)
) ≥ 1− α. (A.21)
We can focus on (A.20) since (A.21) can be treated analogously. We have:
Pn
(
Ψ`bI (Pn) ∈ Cψn (1− α)
)
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= Pn
(
Ψ`bI (Pn)− Ψˆ`bα /
√
n ≤ Ψ`bI (Pn) ≤ ΨubI (Pn) + Ψˆubα /
√
n
)
= Pn
(√
n(Ψ`bI (Pn)−Ψ`bI (Pn)) ≤ Ψˆ`bα , −Ψˆubα ≤
√
n(ΨubI (Pn)−Ψ`bI (Pn))
)
= Pn
(√
n(Ψ`bI (Pn)−Ψ`bI (Pn)) ≤ Ψˆ`bα , −Ψˆubα ≤
√
n(ΨubI (Pn)−ΨubI (Pn)) +
√
n∆(Pn)
)
. (A.22)
Decomposing this probability we have:
Pn
(√
n(Ψ`bI (Pn)−Ψ`bI (Pn)) ≤ Ψˆ`bα , −Ψˆubα ≤
√
n(ΨubI (Pn)−ΨubI (Pn)) +
√
n∆(Pn)
)
= P bn
(√
n(Ψ`bI (Pbn)−Ψ`bI (Pn)) ≤ Ψˆ`bα , −Ψˆubα ≤
√
n(ΨubI (Pbn)−ΨubI (Pn)) +
√
n∆(Pn)
)
+
[
Pn
(√
n(Ψ`bI (Pn)−Ψ`bI (Pn)) ≤ Ψˆ`bα , −Ψˆubα ≤
√
n(ΨubI (Pn)−ΨubI (Pn)) +
√
n∆(Pn)
)
− Pn
(
(Ψ`bI )
′
P (GP ) ≤ Ψˆ`bα , −Ψˆubα ≤ (ΨubI )′P (GP ) +
√
n∆(Pn)
)]
(A.23)
+
[
Pn
(
(Ψ`bI )
′
P (GP ) ≤ Ψˆ`bα , −Ψˆubα ≤ (ΨubI )′P (GP ) +
√
n∆(Pn)
)
− Pn
(
(Ψ`bI )
′
P (GP ) ≤ Ψˆ`bα , −Ψˆubα ≤ (ΨubI )′P (GP ) +
√
n∆(Pn)
)]
(A.24)
+
[
Pn
(
(Ψ`bI )
′
P (GP ) ≤ Ψˆ`bα , −Ψˆubα ≤ (ΨubI )P (GP ) +
√
n∆(Pn)
)
− P bn
(√
n(Ψ`bI (Pbn)−Ψ`bI (Pn)) ≤ Ψˆ`bα , −Ψˆubα ≤
√
n(ΨubI (Pbn)−ΨubI (Pn)) +
√
n∆(Pn)
)]
. (A.25)
Note by construction we will have for all n:
P bn
(√
n(Ψ`bI (Pbn)−Ψ`bI (Pn)) ≤ Ψˆ`bα , −Ψˆubα ≤
√
n(ΨubI (Pbn)−ΨubI (Pn)) +
√
n∆(Pn)
)
≥ 1− α,
so that it suffices to show that the terms (A.23), (A.24) and (A.25) converge to non-negative values. First
consider (A.23). By Lemma 3.1 we have that:
√
n(Ψ`bI (Pn)−Ψ`bI (Pn)) (Ψ`bI )′P (GP ). (A.26)
Assumptions 3.1 and 3.5 ensure the objective function (when it is a non-trivial function of w ∈ W) and
moment functions are uniformly Donsker over P. Thus, when combined with uniform boundedness of the
Lagrange multipliers from Lemma A.3, this ensures continuity of the distribution of (Ψ`bI )
′
P (GP ) at its α
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quantile and (ΨubI )
′
P (GP ) at its 1 − α quantile. Thus, convergence of (A.23) to zero follows from (A.26),
Theorem 1.3.4(vi) in Van Der Vaart and Wellner (1996), and continuity of the distributions of (Ψ`bI )
′
P (GP )
and (ΨubI )
′
P (GP ).
Next, note from Lemma A.4 that ΨI(Pn) is Hausdorff consistent for ΨI(P ) over {Pn ∈ P}∞n=1, which
implies consistency of ∆(Pn) for ∆(P ). Also note that Assumptions 3.2 and 3.3 imply that ∆(P ) > 0 for all
P ∈ P, so that √n∆(Pn)→∞. However, ∆(Pn) = ∆(P ) + oPn(1) by Lemma A.4, so that (A.24) converges
to zero, as desired.
Finally, (A.25) converges to zero w.p.a. 1, which follows from bootstrap consistency over the sequence
{Pn ∈ P}∞n=1 from Lemma 3.2, and again from continuity of the distributions of (Ψ`bI )′P (GP ) and (ΨubI )′P (GP )
described above.

A.2 Proofs of Additional Results
Lemma A.1. Under Assumptions 3.1 - 3.3, ΘI(P ), Θ`b(P ), Θub(P ), Λ`b(P ) and Λub(P ) are nonempty for
every P ∈ P. Furthermore, if {Pn}∞n=1 is any sequence converging to P ∈ P, then there exists an N such
that ΘI(Pn), Θ`b(Pn), Θub(Pn), Λ`b(Pn) and Λub(Pn) are nonempty for all n ≥ N .
Proof. Nonemptiness of ΘI(P ), Θ`b(P ), Θub(P ) follows from Assumption 3.1. Nonemptiness of Λ`b(P ) and
Λub(P ) follows from 3.3(ii) and Wachsmuth (2013) Theorems 1 and 2.
The second claim can be established from 3.3(ii) and Wachsmuth (2013) Theorems 1 and 2 if we can show
there exists an N such that ΘI(Pn) is nonempty for all n ≥ N . This follows immediately from Assumption
3.3(i) and the definition of convergence of probability measures used in this paper. 
Lemma A.2. Under Assumptions 3.1, 3.2, and 3.3, we have:
(a) θ∗`b(P ) and θ
∗
ub(P ) are continuous at any P ∈ P.
(b) λ∗`b(P ) and λ
∗
ub(P ) are continuous at any P ∈ P.
(c) Ψ`bI (P ) and Ψ
ub
I (P ) are continuous at any P ∈ P.
Proof. Let ||x − y||Rk+ = || arctan(x) − arctan(y)||, where || · || is the euclidean norm. Note that (Θ, || · ||),
(Rk+, || · ||Rk+) and (P+, || · ||G) are all metric spaces. Focus first on the lower bound program in (3.12). Take
any P ∈ P. Define:
ΘI(Pn) := {θ ∈ Θ : Pnmj(W, θ) = 0, j = 1, . . . , r1, Pnmj(W, θ) ≤ 0, j = r1 + 1, . . . , r1 + r2}.
By Lemma A.1, for any sequence Pn → P ∈ P (possibly with Pn ∈ P+) we have that there exists an N such
that ΘI(Pn) is nonempty for all n ≥ N . By Assumption 3.1(i), ΘI(·) is also a compact-valued correspondence
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for all n ≥ N . Recall the Lagrangian for problem (3.12):
L(θ, λ)(P ) := Pψ(W, θ) +
k∑
j=1
λjPmj(W, θ).
By Assumption 3.2, L(θ, λ)(P ) is continuous in (θ, λ, P ). Define:
Θ∗(λ, P ) := arg min{L(θ, λ, P ) : θ ∈ ΘI(P )},
L∗θ(λ, P ) := min{L(θ, λ, P ) : θ ∈ ΘI(P )}.
Note that Θ∗(λ, P ) 6= ∅ and L∗θ(λ, P ) > −∞ by Lemma A.1. By the Theorem of the Maximum (Ok (2007),
p. 306) we have that Θ∗(λ, P ) is compact-valued, upper-hemicontinuous, and closed, and the profiled-
Lagrangian L∗θ(λ, P ) is continuous in (λ, P ). Now define:
Λ∗θ(P ) := arg max{L∗θ(λ, P ) : λ ∈ R
k
+},
L∗θ,λ(P ) := max{L∗θ(λ, P ) : λ ∈ R
k
+}.
Note that Λ∗θ(P ) 6= ∅ and L∗θ,λ(P ) <∞ by Lemma A.1. Applying the Theorem of the Maximum again, we
have that Λ∗θ(P ) is compact-valued, upper-hemicontinuous, and closed, and the profiled-Lagrangian L∗θ,λ(P )
is continuous in P . Similarly, define:
Λ∗(θ, P ) := arg max{L(θ, λ, P ) : λ ∈ Rk+},
L∗λ(θ, P ) := max{L(θ, λ, P ) : λ ∈ R
k
+},
Θ∗λ(P ) := arg min{L∗λ(θ, P ) : θ ∈ ΘI(P )},
L∗λ,θ(P ) := min{L∗λ(θ, P ) : θ ∈ ΘI(P )}.
I.e. reverse the order of profiling of the Lagrangian with respect to λ and θ. Note this can be done by
strong duality (Fact A.1) without affecting the optimal solution sets. Applying Lemma A.1 as above, we
conclude that Λ∗(θ, P ) 6= ∅, L∗λ(θ, P ) > −∞, Θ∗λ(P ) 6= ∅, and L∗λ,θ(P ) < ∞. Applying the Theorem of
the Maximum sequentially as above, we conclude that Θ∗λ(P ) is compact-valued, upper-hemicontinuous, and
closed, and the profiled-Lagrangian L∗λ,θ(P ) is continuous in P . Finally, by strong duality (Fact A.1) we
conclude Ψ`bI (P ) = L∗θ,λ(P ) = L∗λ,θ(P ), Λ`b(P ) = Λ∗θ(P ), and Θ`b(P ) = Θ∗λ(P ). By Assumption 3.3, all of
these sets are singletons. Repeating the excercise for the upper bound program, the proof is complete. 
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Lemma A.3. Under Assumptions 3.1, 3.2, 3.3 and 3.4,
(i) There exists constants L`b, Lub <∞ such that:
sup
P∈Pε
||λ∗`b(P )|| ≤ L`b, (A.27)
sup
P∈Pε
||λ∗ub(P )|| ≤ Lub. (A.28)
I.e. the Lagrange multipliers are uniformly bounded over P in both the lower bound and upper bound
programs.
(ii) There exist constants C`b, Cub <∞ such that:
sup
P∈Pε
∣∣∣∣∣∣ψ(W, θ∗`b(P )) +
k∑
j=1
λ∗`b,j(P )mj(W, θ
∗
`b(P ))
∣∣∣∣∣∣ ≤ C`b, (A.29)
sup
P∈Pε
∣∣∣∣∣∣ψ(W, θ∗ub(P )) +
k∑
j=1
λ∗ub,j(P )mj(W, θ
∗
ub(P ))
∣∣∣∣∣∣ ≤ Cub. (A.30)
I.e. the Lagrangian is uniformly bounded in both the lower bound and upper bound programs.
Proof. Part (i): We will focus on (A.27) since (A.28) follows analogously. By Assumption 3.2 and 3.3, we
have the KKT conditions:
∇θPm(W, θ∗`b(P ))Tλ∗`b(P ) = −∇θPψ(W, θ∗`b(P ))T ,
where ∇θPm(W, θ∗`b(P )) is the (r1 + r2) × dθ Jacobian matrix for the moment conditions. Let B denote
the index set for the active constraints. Now let λB(P ) denote the subvector of λ
∗
`b(P ) corresponding to the
active constraints. Then clearly:
∇θPm(W, θ∗`b(P ))Tλ∗`b(P ) = G(θ∗`b(P ), P )TλB(P ) = −∇θPψ(W, θ∗`b(P ))T .
Pre-multiplying by G(θ∗`b(P ), P ) and inverting (made possible by Assumption 3.3(ii)) we obtain:
λB(P ) = −
[
G(θ∗`b(P ), P )G(θ
∗
`b(P ), P )
T
]−1
G(θ∗`b(P ), P )∇θPψ(W, θ∗`b(P ))T .
Denote:
A1(P ) := −
[
G(θ∗`b(P ), P )G(θ
∗
`b(P ), P )
T
]−1
, (A.31)
A2(P ) := G(θ
∗
`b(P ), P )∇θPψ(W, θ∗`b(P ))T . (A.32)
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Now note:
sup
P∈Pε
||A1(P )||2 ≤ 1√
κ
, (by Assumption 3.3),
sup
P∈Pε
||A2(P )|| ≤
√
κ · L`b, (by Assumption 3.4),
where || · ||2 denotes the 2−matrix norm and L`b <∞ is some constant. Then:
sup
P∈Pε
||λB(P )|| = sup
P∈Pε
||A1(P )A2(P )||
= sup
P∈Pε
||A1(P )A2(P )||F
≤ sup
P∈Pε
||A1(P )||2||A2(P )||F
≤
(
sup
P∈Pε
||A1(P )||2
)(
sup
P∈Pε
||A2(P )||F
)
≤ L`b,
where || · ||F denotes the Frobenius norm. After some transformation, this upper bound is also sufficient for
the arctan norm, and completes the proof of the first part.
Part (ii): We will focus on (A.29) since (A.30) follows analogously. By Assumption 3.1(v) there exists
a function F (w) such that supθ∈Θ ||f(w, θ)|| ≤ ||F (w)|| for every w ∈ W, and such that F (w) is uniformly
bounded. Let CF <∞ be a positive constant satisfying ||F (w)|| ≤ CF for all w ∈ W. Then:
sup
P∈Pε
∣∣∣∣∣∣ψ(W, θ∗`b(P )) +
k∑
j=1
λ∗`b,j(P )mj(W, θ
∗
`b(P ))
∣∣∣∣∣∣ ≤ supP∈Pε ||F (w)|| · ||λ∗`b(P )||
≤ CFL`b,
where the first inequality follows from Cauchy-Schwarz, and the last inequality follows from part (i). Thus,
taking C`b = CFL`b the proof is complete. 
Lemma A.4. Under Assumptions 3.1-3.5, we have that,
(i) dH(ΘI(Pn),ΘI(P )) = OP(n−1/2).
(ii) dH(ΨI(Pn),ΨI(P )) = oP(1).
(iii) For any ε > 0,
lim sup
n→∞
sup
P∈P
P ∗P (||θ∗`b(Pn)− θ∗`b(P )|| > ε) = 0, (A.33)
and the analogous result for θ∗ub(·).
(iv) For any ε > 0,
lim sup
n→∞
sup
P∈P
P ∗P
(||λ∗`b(Pn)− λ∗`b(P )||Rk > ε) = 0. (A.34)
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and the analogous result for λ∗ub(·).
Proof of Lemma A.4. Part (i): We follows closely the proof of Theorem 4.3(II) in Kaido et al. (2019a).
Define the set:
ΘγI (P ) :=
{
θ ∈ Θ : max
r1+1≤j≤r1+r2
Pmj(W, θ) ≤ γ, Pmj(W, θ) = 0, j = 1, . . . , r1
}
,
for γ ∈ R. First note that by Lemma D.1 in Bugni et al. (2015) Assumption 3.5 implies that F is uniformly
Donsker. In particular, we have that ||Gn,P ||F = OP(1). This implies:
sup
θ∈Θ−εnI (P )
√
nmax
j
|Pnmj(W, θ)|+ ≤ sup
θ∈Θ−εnI (P )
∑
j
√
n|Pnmj(W, θ)|+
= sup
θ∈Θ−εnI (P )
∑
j
|Gn,Pmj(W, θ) +
√
nPmj(W, θ)|+
≤ r1|OP(1)|+ r2|OP(1)−
√
nεn|+,
from which we conclude that Θ−εnI (P ) ⊆ ΘI(Pn) w.p.a. 1 for εn = OP(n−1/2). Furthermore, by Assumption
3.5(iv) we can choose δ(εn) > 0 such that:
inf
θ∈Θ\ΘεnI (P )
√
nmax
j
|Pnmj(W, θ)|+
= inf
θ∈Θ\ΘεnI (P )
max
j
|Gn,Pmj(W, θ) +
√
nPmj(W, θ)|+
≥ inf
θ∈Θ\ΘεnI (P )
1
J
∑
j
|Gn,Pmj(W, θ) +
√
nPmj(W, θ)|+
≥ inf
θ∈Θ\ΘεnI (P )
1
J
[
(J − 1) · 0 + |OP(1) +
√
nC min{δ(εn), d(θ,ΘI(P ))}|+
]
= inf
θ∈Θ\ΘεnI (P )
1
J
|OP(1) +
√
nC min{δ(εn), d(θ,ΘI(P ))}|+,
from which we conclude that ΘI(Pn) ∩ (Θ \ΘεnI (P )) = ∅ w.p.a. 1 for εn = OP(n−1/2) (from the first line).
Note that this concludes the proof of part (i).
Part (ii): It suffices to show consistency of the upper and lower bounds; i.e. that |Ψ`bI (Pn)−Ψ`bI (P )| = oP(1)
and that |ΨubI (Pn) − ΨubI (P )| = oP(1). We will focus on the lower bounds, since the upper bound proof is
symmetric. First note that since ψ(W, θ) is continuous with respect to θ by Assumption 3.2, and that Θ
is compact by Assumption 3.1(i), we have that ψ(W, θ) is uniformly continuous (w.r.t. θ) on Θ. Thus, for
every ε > 0 there exists a δ(ε) > 0 such that |Pnψ(W, θ)− Pnψ(W, θ′)| < ε whenever ||θ − θ′|| < δ(ε).
Now note that:
|Ψ`bI (Pn)−Ψ`bI (P )| =
∣∣∣∣ minθ∈ΘI(Pn)Pnψ(W, θ)− minθ∈ΘI(P )Pψ(W, θ)
∣∣∣∣
≤
∣∣∣∣ minθ∈ΘI(Pn)Pnψ(W, θ)− minθ∈ΘI(P )Pnψ(W, θ)
∣∣∣∣+ ∣∣∣∣ minθ∈ΘI(P )Pnψ(W, θ)− minθ∈ΘI(P )Pψ(W, θ)
∣∣∣∣
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≤ sup
||θ−θ′||≤dH(ΘI(Pn),ΘI(P ))
|Pnψ(W, θ)− Pnψ(W, θ′)|+ sup
θ∈ΘI(P )
|Pnψ(W, θ)− Pψ(W, θ)| .
It suffices to show the two terms in the last line of the previous array converge to zero in probability uniformly.
Note that by part (i) of this Lemma, we have dH(ΘI(Pn),ΘI(P )) = oP(1). Thus by uniform continuity of
Pnψ(W, θ):
lim sup
n→∞
sup
P∈P
P ∗P
(
sup
||θ−θ′||≤dH(ΘI(Pn),ΘI(P ))
|Pnψ(W, θ)− Pnψ(W, θ′)| > ε
)
= 0.
Also, by the uniform Donsker property:
sup
θ∈ΘI(P )
|Pnψ(W, θ)− Pψ(W, θ)| ≤ sup
θ∈Θ
|Pnψ(W, θ)− Pψ(W, θ)| = oP(1).
This completes the proof.
Part (iii) + (iv): Using Lemma A.3, we can restrict λ to lie in the set Λ := {λ : ||λ|| ≤ max{L`b, Lub}}. Fix
any ε, η > 0. By the uniform Donsker property we have:
lim sup
n→∞
sup
P∈P
sup
f∈F
||Pn − P ||F = 0,
which implies the following inequalities hold w.p.a. 1:
L(θ∗`b(Pn), λ∗`b(Pn))(P ) < L(θ∗`b(Pn), λ∗`b(Pn))(Pn) + ε/3,
L(θ∗`b(P ), λ∗`b(Pn))(Pn) < L(θ∗`b(P ), λ∗`b(Pn))(P ) + ε/3,
L(θ∗`b(Pn), λ∗`b(Pn))(P ) > L(θ∗`b(Pn), λ∗`b(Pn))(Pn)− η/3,
L(θ∗`b(Pn), λ∗`b(P ))(Pn) > L(θ∗`b(Pn), λ∗`b(P ))(P )− η/3.
Furthermore, by optimality of θ∗`b(Pn) and λ∗`b(Pn) we have:
L(θ∗`b(Pn), λ∗`b(Pn))(Pn) < L(θ∗`b(P ), λ∗`b(Pn))(Pn) + ε/3,
L(θ∗`b(Pn), λ∗`b(Pn))(Pn) > L(θ∗`b(Pn), λ∗`b(P ))(Pn)− η/3.
Combining these inequalities we obtain w.p.a. 1:
L(θ∗`b(Pn), λ∗`b(Pn))(P ) < L(θ∗`b(P ), λ∗`b(Pn))(P ) + ε ≤ L(θ∗`b(P ), λ∗`b(P ))(P ) + ε,
L(θ∗`b(Pn), λ∗`b(Pn))(P ) > L(θ∗`b(Pn), λ∗`b(P ))(P )− η ≥ L(θ∗`b(P ), λ∗`b(P ))(P )− η.
Now let Bθ and Bλ be any open balls around θ
∗
`b(P ) and λ
∗
`b(P ), respectively, and set:
ε = inf
Θ∩Bcθ
L(θ, λ∗`b(P ))(P )− L(θ∗`b(P ), λ∗`b(P ))(P ),
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η = L(θ∗`b(P ), λ∗`b(P ))(P )− sup
Λ∩Bcλ
L(θ∗`b(P ), λ)(P ).
Note by Assumption 3.3, we have that the optimal solutions and Lagrange multipliers are unique, so that
ε, η > 0. Combining with the results above we conclude that w.p.a. 1:
sup
Λ∩Bcλ
L(θ∗`b(P ), λ)(P ) < L(θ∗`b(Pn), λ∗`b(Pn))(P ) < inf
Θ∩Bcθ
L(θ, λ∗`b(P ))(P ).
Furthermore at least one of the inequalities in the previous display is violated if either θ∗`b(Pn) /∈ Bθ or
λ∗`b(Pn) /∈ Bλ, which concludes the proof. 
Lemma A.5. Under Assumptions 3.1 and 3.5:
(i) For every ε > 0 there exists a δ > 0 such that ||θ − θ′|| < δ implies ρP (θ, θ′) < ε for all P ∈ P.
(ii) Any function h ∈ `∞(F) uniformly continuous in the sup-norm with respect to ρP is uniformly contin-
uous in the sup-norm with respect to || · ||.
Proof. Part (i): Recall that under Assumption 3.5 the semimetric ρP satisfies:
lim
δ↓0
sup
||(θ1,θ′1)−(θ2,θ′2)||<δ
sup
P∈P
|ρP (θ1, θ′1)− ρP (θ2, θ′2)| = 0.
Now take (θ2, θ
′
2) = (θ
′
1, θ
′
1) and obtain:
lim
δ↓0
sup
||θ1−θ′1||<δ
sup
P∈P
ρP (θ1, θ
′
1) = 0.
Thus, we conclude for any ε > 0 there exists a δ > 0 such that:
sup
||θ1−θ′1||<δ
sup
P∈P
ρP (θ1, θ
′
1) < ε.
In other words:
{θ, θ′ ∈ Θ : ||θ − θ′|| < δ} ⊆ {θ, θ′ ∈ Θ : ρP (θ, θ′) < ε}.
Part (ii): By uniform continuity of h we have for any η > 0, there exists a ε(η, P ) > 0 such that:
sup
ρP (θ,θ′)<ε(η,P )
||hf(w, θ)− hf(w, θ′)|| < η.
However, for any such ε(η, P ) > 0, by Part (i) there exists a δ(ε(η, P ))) > 0 such that:
{θ, θ′ ∈ Θ : ||θ − θ′|| < δ} ⊆ {θ, θ′ ∈ Θ : ρP (θ, θ′) < ε}.
We conclude that for any η > 0 there exists a δ(η, P ) > 0 such that:
sup
||θ−θ′||<δ(η,P )
||hf(w, θ)− hf(w, θ′)|| ≤ sup
ρP (θ,θ′)<ε(η,P )
||hf(w, θ)− hf(w, θ′)|| < η,
which completes the proof. 
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Appendix B Further Simulation Evidence
In addition to the Monte Carlo experiment performed in the main text, we now present Monte Carlo excercises
for two canonical partial identification examples given by the missing data problem from Example 1 and
the linear regression example with interval-valued dependent variable from Example 2. In all Monte Carlo
exercises we take B = 1000 bootstrap samples for each experiment, and we implement each experiment 1000
times to determine the simulated coverage probability. In each DGP, we also threshold the length of the
identified set; i.e. we use ∆∗n = 1{∆n > bn}, with bn = (log(n))−1/2, rather than ∆n when computing the
critical values from (3.27) and (3.28). As mentioned in the main text, we find this thresholding helps to
improve the coverage in finite sample in cases when the model is close to point identification, and introduces
at most a conservative distortion under the assumptions in this paper.
B.1 Missing Data Example
B.1.1 Description
Recall that in the missing data example the researcher observes a sample {YiDi, Di}ni=1. In the Monte
Carlo experiments we assume that Yi ∈ Y = {1, 2, 3, 4, 5} and Di ∈ {0, 1}. The parameter of interest is the
unconditional average outcome:
ψ(θ) =
∑
d∈{0,1}
∑
y∈Y
y · θyd, θyd = P (Y = y,D = d).
The constraints imposed by the observed distribution P (Y D,D) on the latent distribution P (Y,D) are given
by:
P (Y D = y,D = 1) = P (Y = y,D = 1), ∀y ∈ Y, (B.1)
P (Y D = 0, D = 0) =
∑
y∈Y
P (Y = y,D = 0). (B.2)
The identified set for ψ is given by ΨI(P ) = [Ψ
`b
I (P ),Ψ
ub
I (P )], and can be obtained by solving the problems:
Ψ`bI (P ) = min
θ∈ΘI(P )
ψ(θ), ΨubI (P ) = max
θ∈ΘI(P )
ψ(θ), (B.3)
where ΘI(P ) is the set of probability vectors satisfying the constraints (B.1) and (B.2). In the Monte Carlo
exercise we take n ∈ {100, 250, 500, 1000}, and specify the DGP as:
P (Y = y,D = 1) =
1
5
(
1−max
{
c√
n
, δ
})
, P (Y = y,D = 0) =
1
5
max
{
c√
n
, δ
}
, ∀y ∈ Y,
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for c ∈ {0.1, 1, 2}, and for some small δ > 0 (we take δ = 10−6).9 Note this corresponds to a DGP where
ψ0 = 3, which will always be partially identified. Notice that all constraints on the identified set can be
expressed Aθ − b = 0, where:
θ =

θ10
...
θ50
θ11
...
θ51

, A =
 ι′(1×5) 0(1×5)
0
(5×5)
I
(5×5)
 , b =

P (D = 0)
P (Y = 1, D = 1)
P (Y = 2, D = 1)
P (Y = 2, D = 1)
P (Y = 4, D = 1)
P (Y = 5, D = 1)

,
where ι denotes a vector of 1’s, and I denotes the identity matrix.
B.1.2 Results
The simulation results for the missing data example are displayed in Table 2. As is expected under partial
identification of the parameter ψ0, the coverage probability for the true parameter is slightly above nominal.
In particular, this results from the fact that often the true parameter lies interior to the identified set. Note
this also occurs because of the thresholding discussed at the beginning of this section, which will introduce
a slight conservative distortion under our assumptions. As the value of c increases, we see that the length
of the identified set increases due to the fact that the missing data probability is increasing. However, in
all of the DGPs considered our confidence sets remain informative. The linear programming formulation of
this problem also ensures that the confidence set can be computed very efficiently; the approximate time to
compute a confidence set was typically below 4 seconds.
B.2 Interval Valued Regression
B.2.1 Description
Recall the example of linear regression with interval-valued dependent variable. We have Y = Xθ+ ε, where
X ∈ Rd with R points of support, and values of Y are never observed, although we observe realizations of
two random variables Y ∗ and Y∗ satisfying P (Y∗ ≤ Y ≤ Y ∗) = 1. The objective is then to perform inference
for the subvector θ1 of θ given that researcher observes a sample {Y ∗i , Y∗i, Xi}ni=1. Recall the identified set
is given by:
ΘI(P ) := {θ : E[Y∗|X = xr]− xTr θ ≤ 0, xTr θ − E[Y ∗|X = xr] ≤ 0, r = 1, . . . , R}.
9The inclusion of δ is mostly a theoretical indulgence, since it ensures that the probability of data being missing is always
positive, even asymptotically. However, in our DGPs we will always have δ < c/
√
n so that practically it plays no role in our
Monte Carlo study.
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Setting ψ(W, θ) = ψ(θ) = θ1, the identified set for the functional ψ is an interval ΨI(Pn) = [Ψ`bI (Pn),ΨubI (Pn)]
with the endpoints determined by:
Ψ`bI (Pn) = min
θ∈ΘI(Pn)
ψ(θ), ΨubI (Pn) = max
θ∈ΘI(Pn)
ψ(θ). (B.4)
In our DGP, we set Y = Xθ + ε, where X ∈ {0, 1}4, with each component of X generated according to a
Bernoulli(0.5) distribution, and where ε ∼ N(0, 1). Note this implies that X has R = 16 points of support.
We assume that the random variables Y∗ and Y ∗ are generated according to:
Y∗ = Y −max{c/
√
n, δ},
Y ∗ = Y + max{c/√n, δ},
for c ∈ {1, 5, 10}, depending on the DGP, and δ = 10−6. Note that the model would be point-identified if
we set c = 0 and δ = 0. Notice that all constraints on the identified set can be expressed Aθ− b ≤ 0, where:
A
(2R×4)
=

−xT1 · P (X = x1)
−xT2 · P (X = x2)
...
−xTR · P (X = xR)
xT1 · P (X = x1)
xT2 · P (X = x2)
...
xTR · P (X = xR)

, b
(2R×1)
=

−E[Y∗1{X = x1}]
−E[Y∗1{X = x2}]
...
−E[Y∗1{X = xR}]
E[Y ∗1{X = x1}]
E[Y ∗1{X = x2}]
...
E[Y ∗1{X = xR}]

.
Similar to the previous simulation exercises, we take sample sizes n ∈ {100, 250, 500, 1000}.
B.2.2 Results
The simulation results for the interval valued regression example are displayed in Table 3. Similar the missing
data Monte Carlo, the coverage probability for the true parameter is slightly above nominal. Again, this
results from the fact that often the true parameter lies interior to the identified set, as well as from the
thresholding discussed at the beginning of this section. However, the coverage probability is very close to
nominal (e.g. see the results for n = 1000 and c = 1). As the value of c increases, we see that the length of
the identified set increases due to the fact that the interval length for the interval-valued outcome variable
increases in length. However, in all of the DGPs considered our confidence set remain informative. Again,
the linear programming formulation of this problem also ensures that the confidence set can be computed
very efficiently; the approximate time to compute a confidence set was around 4 seconds.
44
Table 1: Table showing the results of the simulation excercise for the counterfactual policy example in Kasy (2016) with B = 1000 bootstrap
replications for each experiment, where 1000 experiments are run to determine the coverage probability. The parameter of interest is ψAB , which
is the difference in the expected treatment effect under two competing policies.
c=1
Avg. Estimate 1− α = 0.90 1− α = 0.95 1− α = 0.99
Sample Size True Value LB UB Coverage Avg. LB Avg. UB Coverage Avg. LB Avg. UB Coverage Avg. LB Avg. UB
n=100 0.37 0.37 0.37 0.890 0.18 0.58 0.943 0.15 0.62 0.990 0.07 0.69
n=250 0.37 0.37 0.37 0.899 0.26 0.50 0.961 0.23 0.52 0.988 0.19 0.56
n=500 0.37 0.37 0.37 0.898 0.29 0.45 0.950 0.27 0.47 0.988 0.24 0.50
n=1000 0.37 0.37 0.37 0.914 0.31 0.43 0.962 0.30 0.44 0.992 0.28 0.46
c=10
Avg. Estimate 1− α = 0.90 1− α = 0.95 1− α = 0.99
Sample Size True Value LB UB Coverage Avg. LB Avg. UB Coverage Avg. LB Avg. UB Coverage Avg. LB Avg. UB
n=100 0.37 0.07 0.56 0.995 -0.12 0.72 1.000 -0.17 0.78 1.000 -0.26 0.87
n=250 0.37 0.26 0.43 0.992 0.14 0.57 0.998 0.12 0.59 1.000 0.07 0.64
n=500 0.37 0.34 0.38 0.959 0.26 0.47 0.982 0.25 0.49 0.995 0.21 0.52
n=1000 0.37 0.37 0.37 0.923 0.31 0.43 0.963 0.30 0.44 0.993 0.28 0.46
c=20
Avg. Estimate 1− α = 0.90 1− α = 0.95 1− α = 0.99
Sample Size True Value LB UB Coverage Avg. LB Avg. UB Coverage Avg. LB Avg. UB Coverage Avg. LB Avg. UB
n=100 0.37 -0.09 0.64 0.996 -0.26 0.76 1.000 -0.31 0.82 1.000 -0.42 0.92
n=250 0.37 -0.02 0.60 1.000 -0.14 0.71 1.000 -0.17 0.73 1.000 -0.23 0.79
n=500 0.37 0.12 0.52 1.000 0.04 0.60 1.000 0.02 0.62 1.000 -0.01 0.65
n=1000 0.37 0.26 0.43 1.000 0.20 0.50 1.000 0.19 0.51 1.000 0.17 0.53
“Avg. Estimate” and below “LB” and “UB” stands for the average value of the lower and upper bounds of the identified set, where the average is taken over all experiments. “Coverage”
refers to the proportion of times the true value of ψ fell within the confidence region over all experiments.
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Table 2: Table showing the results of the simulation excercise for the missing data example with B = 1000 bootstrap replications for each
experiment, where 1000 experiments are run to determine the coverage probability. The parameter of interest is the unconditional average
outcome Y where Y ∈ {1, 2, 3, 4, 5} and where Y is observed only when D = 1.
c=0.1
Avg. Estimate 1− α = 0.90 1− α = 0.95 1− α = 0.99
Sample Size True Value LB UB Coverage Avg. LB Avg. UB Coverage Avg. LB Avg. UB Coverage Avg. LB Avg. UB
n=100 3.00 2.97 3.01 0.918 2.73 3.25 0.941 2.69 3.29 0.986 2.60 3.38
n=250 3.00 2.99 3.01 0.931 2.83 3.16 0.956 2.81 3.19 0.987 2.75 3.24
n=500 3.00 2.99 3.01 0.920 2.88 3.12 0.960 2.86 3.14 0.993 2.82 3.18
n=1000 3.00 2.99 3.01 0.928 2.92 3.08 0.969 2.90 3.10 0.994 2.88 3.12
c=1
Avg. Estimate 1− α = 0.90 1− α = 0.95 1− α = 0.99
Sample Size True Value LB UB Coverage Avg. LB Avg. UB Coverage Avg. LB Avg. UB Coverage Avg. LB Avg. UB
n=100 3.00 2.79 3.19 0.997 2.56 3.42 1.000 2.51 3.47 1.000 2.42 3.56
n=250 3.00 2.87 3.12 0.997 2.71 3.28 1.000 2.69 3.31 1.000 2.63 3.36
n=500 3.00 2.91 3.09 0.997 2.80 3.20 1.000 2.78 3.22 1.000 2.74 3.26
n=1000 3.00 2.94 3.06 0.999 2.86 3.14 0.999 2.84 3.15 1.000 2.82 3.18
c=2
Avg. Estimate 1− α = 0.90 1− α = 0.95 1− α = 0.99
Sample Size True Value LB UB Coverage Avg. LB Avg. UB Coverage Avg. LB Avg. UB Coverage Avg. LB Avg. UB
n=100 3.00 2.59 3.39 1.000 2.40 3.58 1.000 2.34 3.64 1.000 2.24 3.74
n=250 3.00 2.74 3.25 1.000 2.62 3.37 1.000 2.58 3.41 1.000 2.52 3.47
n=500 3.00 2.82 3.18 1.000 2.71 3.28 1.000 2.69 3.30 1.000 2.65 3.35
n=1000 3.00 2.87 3.12 1.000 2.79 3.20 1.000 2.78 3.22 1.000 2.75 3.24
“Avg. Estimate” and below “LB” and “UB” stands for the average value of the lower and upper bounds of the identified set, where the average is taken over all experiments. “Coverage”
refers to the proportion of times the true value of ψ fell within the confidence region over all experiments.
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Table 3: Table showing the results of the simulation excercise for the missing data example with B = 1000 bootstrap replications for each
experiment, where 1000 experiments are run to determine the coverage probability. The parameter of interest is the first component, θ1, of the
vector θ, where Y = Xθ + ε, and where Y is interval-valued with P (YL ≤ Y ≤ YU ) = 1.
c=1
Avg. Estimate 1− α = 0.90 1− α = 0.95 1− α = 0.99
Sample Size True Value LB UB Coverage Avg. LB Avg. UB Coverage Avg. LB Avg. UB Coverage Avg. LB Avg. UB
n=100 1.15 1.13 1.16 0.907 0.83 1.46 0.942 0.78 1.52 0.987 0.67 1.63
n=250 1.15 1.13 1.15 0.930 0.95 1.34 0.957 0.91 1.38 0.990 0.84 1.44
n=500 1.15 1.15 1.16 0.915 1.02 1.30 0.954 0.99 1.32 0.989 0.94 1.37
n=1000 1.15 1.14 1.15 0.911 1.05 1.25 0.955 1.03 1.27 0.991 1.00 1.30
c=5
Avg. Estimate 1− α = 0.90 1− α = 0.95 1− α = 0.99
Sample Size True Value LB UB Coverage Avg. LB Avg. UB Coverage Avg. LB Avg. UB Coverage Avg. LB Avg. UB
n=100 1.15 1.07 1.23 0.951 0.77 1.53 0.977 0.71 1.59 0.995 0.60 1.70
n=250 1.15 1.09 1.20 0.963 0.90 1.38 0.982 0.87 1.42 0.997 0.80 1.49
n=500 1.15 1.12 1.19 0.959 0.99 1.32 0.976 0.96 1.35 0.997 0.92 1.40
n=1000 1.15 1.12 1.17 0.961 1.03 1.27 0.986 1.01 1.29 0.998 0.98 1.32
c=10
Avg. Estimate 1− α = 0.90 1− α = 0.95 1− α = 0.99
Sample Size True Value LB UB Coverage Avg. LB Avg. UB Coverage Avg. LB Avg. UB Coverage Avg. LB Avg. UB
n=100 1.15 0.99 1.31 0.986 0.68 1.61 0.993 0.63 1.67 0.999 0.51 1.78
n=250 1.15 1.04 1.25 0.988 0.85 1.43 0.996 0.82 1.47 1.000 0.75 1.54
n=500 1.15 1.08 1.23 0.983 0.95 1.36 0.991 0.93 1.39 0.998 0.88 1.43
n=1000 1.15 1.10 1.20 0.990 1.00 1.29 0.997 0.99 1.31 0.998 0.95 1.35
“Avg. Estimate” and below “LB” and “UB” stands for the average value of the lower and upper bounds of the identified set, where the average is taken over all experiments. “Coverage”
refers to the proportion of times the true value of ψ fell within the confidence region over all experiments.
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