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The archetypal system demonstrating stochastic resonance is nothing more than a threshold
triggered device. It consists of a periodic modulated input and noise. Every time an output crosses
the threshold the signal is recorded. Such a digitally filtered signal is sensitive to the noise intensity.
There exist the optimal value of the noise intensity resulting in the “most” periodic output. Here,
we explore properties of the non-dynamical stochastic resonance in non-equilibrium situations, i.e.
when the Gaussian noise is replaced by an α-stable noise. We demonstrate that non-equilibrium
α-stable noises, depending on noise parameters, can either weaken or enhance the non-dynamical
stochastic resonance.
PACS numbers: 05.40.Fb, 05.10.Gg, 02.50.-r, 02.50.Ey,
I. INTRODUCTION
Stochastic resonance [1–4] is one of effects demonstrat-
ing constructive role of noises in physical systems. In the
stochastic resonance, a weak input signal, due to pres-
ence of a stochastic component in the system dynamics,
is amplified and consequently detectable. The presence of
the stochastic resonance is an universal feature of barrier
crossing events over a periodically modulated potential
[5–7]. The seminal system demonstrating the stochastic
resonance is an overdamped Brownian particle moving
in a double well, fourth order periodically modulated po-
tential. The joint action of a periodic modulation and
an optimal level of noise result in periodic character of
transitions of a test particle over the potential barrier.
Consequently, a weak periodic signal (periodic barrier
modulation) due to the presence of a noise is amplified
and detectable. An analysis of the stochastic resonance
[3, 4] is based on appropriate measures. These measures
depend in a non-monotonous way on the noise intensity
[3, 4]. An increase of the noise intensity to a certain opti-
mal level improves the output signal quality as measured
by signal-to-noise ratio, spectral power amplification, res-
idence time distribution [8, 9], probability of a given num-
ber of transitions per period of an external driving [10].
Stochastic resonance is not only a property of dynamical
systems but it is also a property of level crossing triggered
devices [11, 12] or time series sequences [13].
Usually it is assumed that noise in physical systems
is Gaussian. This is a direct consequence of the central
limit theorem saying that a sum of independent bounded
(characterized by a finite variance) random variables con-
verges to the Gaussian distribution. Nevertheless, the
gathered experimental evidence suggests that there is a
need to consider a more general type of noises. The pres-
ence of a more general, heavy-tailed fluctuations has been
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recorded in versatility of situations: diffusion in the en-
ergy space [14], exciton and charge transport in poly-
mers under conformational motion [15], spectral analysis
of paleoclimatic [16, 17] and economic data [18], motion
in optimal search strategies among randomly distributed
target sites [19–21], two-dimensional rotating flows [22].
The area of applicability of Le´vy stable noises is steadily
growing over time including noise induced effects [7, 23–
27], epidemiology [28, 29], ecology [30] and many others.
The current research extends earlier studies on the
non-dynamical stochastic resonance induced by the
Gaussian noise. Here, it is assumed that the noise is
more general, i.e. the Gaussian noise is replaced by the
non-equilibrium, heavy tailed α-stable noise. The find-
ings presented in the following sections extend existing
studies on the role of Le´vy flights in physical systems.
II. MODEL AND RESULTS
We study properties of the following system
x(t) = sin(Ωt) + σζα,β(t), (1)
where ζα,β(t) are independent α-stable random variables
distributed according to the α-stable density pα,β(x, σ =
1, µ = 0), see next paragraph. The analyzed signal y(t)
is obtained by means of digital filtering of x(t) as
y(t) =
{
1 if x(t) > xth
0 if x(t) 6 xth . (2)
Such a system is an archetypal model for the non-
dynamical stochastic resonance [11–13]. Contrary to ear-
lier examinations, here, it is assumed that the Gaussian
noise is replaced by the more general α-stable noise.
α-stable random variables are distributed according to
the density function pα,β(x;σ, µ) with the characteristic
ar
X
iv
:1
30
6.
39
24
v1
  [
co
nd
-m
at.
sta
t-m
ec
h]
  1
7 J
un
 20
13
20
0.2
0.4
0.6
0.8
1
0 1 2 3 4 5
η
*
σ
xth = 1.0
xth = 1.5
xth = 2.0
FIG. 1: The rescaled spectral power amplification η∗ for the
α-stable white noise with α = 2 (stability index), β = 0
(asymmetry parameter), i.e. for the white Gaussian noise,
with various threshold xth = {1, 1.5, 2} as a function of the
scale parameter σ. To increase the readability of figures,
recorded values of the spectral power amplification are divided
by a normalization constant, which is fixed for all parameters
in a figure.
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FIG. 2: The rescaled spectral power amplification η∗ for sym-
metric α-stable noises (β = 0) with various stability index
α = {2, 1.7, 1.4, 1.1} as a function of the scale parameter σ.
The threshold is set to xth = 1.5.
function (φ(k) =
∫∞
−∞ e
ikxpα,β(x;σ, µ)dx) [31, 32]
φ(k) =

exp
[−σα|k|α (1− iβsgn(k) tan piα2 )+ iµk]
for α 6= 1,
exp
[−σ|k| (1 + iβ 2pi sgn(k) ln |k|)+ iµk]
for α = 1.
(3)
Stable densities are characterized by four parameters: the
stability index α (α ∈ (0, 2]), the asymmetry parameter
β (β ∈ [−1, 1]), the scale parameter σ (σ > 0) and the
location parameter µ (µ ∈ R). The stability index α
describes asymptotic behavior of stable densities, i.e. for
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FIG. 3: The rescaled spectral power amplification η∗ for
α = 1.5 (stability index), xth = 1.5 (threshold) with various
asymmetry parameter β = {−1,−0.5, 0, 0.5, 1} as a function
of the scale parameter σ.
a large x stable densities with α < 2 decay as a power
law |x|−(α+1). The asymmetry parameter β characterizes
skewness of the distribution [31, 32]. For β = 0 stable
densities are symmetric ones while for β 6= 0 they are
asymmetric. Finally, σ describes the overall distribution
width. In the limiting case of α = 2 the Gaussian density
is recovered. In such a case, µ represents the mean value
and σ stands for the standard deviation. In the further
studies it is assumed that µ = 0.
Depending on the threshold value xth and noise pa-
rameters, the recorded signal y(t) can display some pe-
riodicity. The pronounced periodicity is observed when
noise pulses are strong enough to induce threshold cross-
ing events only when x(t) is close to the threshold, i.e.
when sin(Ωt) ≈ 1 (assuming that xth > 1), see below.
The periodicity of the recorded signal can be detected
by the standard measures of the stochastic resonance:
spectral power amplification or signal to noise ratio.
The spectral power amplification η and the signal to
noise ratio are the most common measures of the stochas-
tic resonance [3]. Both of them are derived from power
spectra S(ω). Assuming that there is a periodic input
with an angular frequency Ω the spectral power amplifi-
cation [3] is given by
η =
p1
p2
, (4)
where p1 is a power carried in delta-like spikes of S(ω) at
the driving frequency Ω, while p2 is a power carried by
the input signal. Therefore, the spectral power amplifica-
tion measures relative amplification of the output at the
driving frequency. The signal to noise ratio [3] measur-
ing separation of the output from the noisy background
is defined as
SNR = 2
lim
∆ω→0
∫ Ω+∆ω
Ω−∆ω S(ω)dω
SN (Ω)
, (5)
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FIG. 4: The optimal scale parameter σopt, i.e. the scale pa-
rameter σ leading to the largest values of the spectral power
amplification, as a function of the asymmetry parameter β.
The threshold level is set to xth = 1.5. Various curves corre-
spond to different values of the stability index α.
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FIG. 5: The maximal spectral amplification ηmax as a function
of the asymmetry parameter β. The threshold level is set to
xth = 1.5. Various curves correspond to different values of
the stability index α.
where SN (Ω) is a background level.
For α = 2 any α-stable noise is equivalent to the Gaus-
sian noise. Therefore, obtained results reproduce earlier
findings on the non-dynamical stochastic resonance, see
[11–13] and Fig. 1. The signal to noise ratio and the spec-
tral power amplification depend in non-monotonous way
on the noise intensity σ. For a large enough threshold xth
and a small noise intensity σ, the process x(t) is always
sub-threshold, i.e. x(t) < xth. Consequently y(t) ≡ 0
and no signal is recorded. With the increasing noise in-
tensity, the process x(t) can cross the threshold xth. If
the noise intensity is small, these crossings can take place
only at time instants ti when sin(Ωti) is maximal (clos-
est to the threshold), i.e. when sin(Ωt) ≈ 1. For even
larger noise intensities the exact value of sin(Ωt) is not
important, because noise pulses are large enough to make
x(t) supra-threshold and y(t) becomes insensitive to the
periodic modulation sin(Ωt). The described mechanism
explain non-monotonous dependence of stochastic reso-
nance measures on the noise intensity, see Fig. 1. Fur-
thermore, the increase in the threshold level xth weak-
ens the non-dynamical stochastic resonance and shifts
slightly the optimal noise intensity towards larger values,
see Fig. 1. On the one hand, the increase in the optimal
noise intensity is produced by an increasing gap between
the maximal value of the periodic signal and the thresh-
old. On the other hand, the increase in the noise intensity
decreases the strength of resonance.
The α-stable noise is characterized not only by the
scale parameter σ but also by the stability index α. Both
these parameters control the distribution width as mea-
sured by the interquantile distance (note that α-stable
distributions are characterized by the infinite variance).
For α = 2, α-stable densities are equivalent to the Gaus-
sian density. Fig. 2 presents the spectral power amplifica-
tion η as a function of the scale parameter σ for symmet-
ric (β = 0) α-stable noises. Various curves correspond
to various values of the stability index α. The threshold
xth is set to xth = 1.5. In comparison to the Gaussian
case (α = 2), in the non-equilibrium regime, the optimal
scale parameter σopt shifts insignificantly towards larger
values with the decreasing value of the stability index α,
see Figs. 2 and 4. Moreover, the maximal values of spec-
tral power amplification η for symmetric noises (β = 0)
significantly decay with the decrease of the stability in-
dex α, see Fig. 2. The decay of the maximal spectral
power amplification originates in the increase of the dis-
tribution width with the decrease of the stability index
α. Consequently, in this situation the decrease in α acts
in the same manner like the increase in the scale parame-
ter σ, which also leads to the decay of the spectral power
amplification.
The asymmetry of the noise also affects the model per-
formance. Fig. 3 presents the spectral power amplifica-
tion as a function of the scale parameter σ for various
asymmetry parameters β. The stability index α is set to
α = 1.5 while the threshold xth is xth = 1.5. α-stable
densities with the stability index α < 1 and the asymme-
try parameter β = ±1 are fully skewed, i.e. for β = −1
random numbers distributed according to these densities
are always smaller than location parameter µ, which is
set to µ = 0, while for β = 1 they are always larger than
µ. Consequently, when |xth| > 1 = max(sin(Ωt)) the
process x(t) can be always sub-threshold, because play-
ing with noise parameters it is possible to produce noise
pulses which shift x(t) towards negative values and con-
sequently makes y(t) ≡ 0. For example, such a situation
is observed for xth = 1.5 with α < 1 and β = −1 and
any value of the scale parameter σ. Contrary to the ex-
treme case (α < 1 and β = ±1) the changes in the asym-
metry parameter lead to richer behavior of the spectral
power amplification, see below. For α > 1, the increase
in the asymmetry parameter results in weakening of the
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FIG. 6: The rescaled spectral power amplification η∗ for
xth = 1.5 (threshold), β = 0 (asymmetry parameter), σ = 5.5
(scale parameter) as a function of the stability index α (top
panel) and the spectral power amplification η divided by
the maximal spectral power amplification ηmax(α) (bottom
panel).
non-dynamical stochastic resonance. With increasing β
heights of recorded resonance curves decrease. At the
same time width of resonance curves increase, see Fig. 3,
what is further confirmed in the bottom panel of Fig. 6.
Figure 4 presents the optimal scale parameter σopt as a
function of the asymmetry parameter β. Various curves
correspond to different values of the stability index α.
When the stability index α is close to 2, i.e. the noise
is close to the Gaussian noise, the optimal scale param-
eter σopt displays very weak sensitivity or lack of sen-
sitivity to the asymmetry parameter β because changes
in β induce only minor changes in the shape of α-stable
densities. Complementary Fig. 5 presents the spectral
power amplification corresponding to the optimal noise
intensity σopt, i.e. maximal values of the spectral ampli-
fication ηmax, as a function of the asymmetry parameter
β. Various curves correspond to different values of the
stability index α. For symmetric noise (β = 0), the de-
crease in the stability index α weakens the strength of the
non-dynamical stochastic resonance (as documented in
Fig. 2). The very different situation is observed for asym-
metric noises (β 6= 0), when the non-dynamical stochastic
resonance can be either weakened or enhanced in com-
parison to the reference Gaussian case. For the fixed α
with the decreasing value of the asymmetry parameter
β left tail of the α-stable density becomes heavier and
heavier. At the same time (for α > 1) the modal value
moves to the right. Therefore, a smaller scale parameter
σopt leads to the maximal spectral power amplification
ηmax. The decrease in the asymmetry parameter leads to
the increase in the maximal spectral power amplification
ηmax. When α approaches 2 changes in ηmax are small,
because changes in the noise distribution are minimal.
Traditionally the system is tuned to the stochastic res-
onance by adjusting the scale parameter σ (noise inten-
sity). Since α-stable noises are characterized by four pa-
rameters it is possible to fine tune the system by changing
values of the stability index α or the asymmetry param-
eter β, see Fig. 5. Top panel of Fig. 6 presents a cross
section through a spectral amplification surface at a fixed
value of the scale parameter σ = 5.5 for symmetric α-
stable noises. The threshold level xth is set to xth = 1.5.
The well pronounced maximum of spectral power am-
plification is recorded at α ≈ 0.7. The bottom panel
of Fig. 6 shows fraction of the maximal spectral power
amplification observed for a given value of the stability
index α, i.e. η(α, β = 0, σ = 5.5)/ηmax(α, β = 0). The
fraction of the maximal spectral power amplification is
decreasing function of the stability index alpha because
with decreasing α resonance curves flatten, see Fig. 3.
III. SUMMARY AND CONCLUSIONS
An α-stable noise provides natural generalization of
the Gaussian noise. The generalized central limit the-
orem together with well deweloped numerical methods
makes α-stable noises especially suitable for approxima-
tion of far-from-equilibrium fluctuations.
Analogously, like in the case of equilibrium fluctua-
tions, non-equilibrium heavy tailed α-stable noises can
induce the non-dynamical stochastic resonance. In com-
parison to the Gaussian non-dynamical stochastic reso-
nance, the strength of recorded resonances can be signif-
icantly enhanced or weakened by α-stable noise. In the
close to Gaussian regime (α / 2) the system performance
display weak sensitivity to stable noise parameters. The
largest sensitivity to the exact shape of noise pulses is
observed in the far from Gaussian regime, especially for
asymmetric noises. The strength of the non-dynamical
stochastic resonance is not only controlled by the scale
parameter (noise intensity) but also by remaining noise
parameters: stability index and asymmetry parameter.
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