Application of a non perturbative self-energy solution to the Hubbard model in infinite dimensions, 1993 by Clinton, Tyrone J. (Author) & Neal, Henry L. (Degree supervisor)
APPLICATION OF A NONPERTURBATIVE SELF-ENERGY
SOLUTION TO THE HUBBARD MODEL IN INFINITE DIMENSIONS
A THESIS
SUBMITTED TO THE FACULTY OF CLARK ATLANTA UNIVERSITY
IN PARTIAL FULFILLMENT OF THE REQUIREMENTS FOR






(2c W T- 2.\
ABSTRACT
PHYSICS
CLINTON, TYRONE J. B.A., CALIFORNIA STATE UNIVERSITY
LONG BEACH,1990
APPLICATION OFA NONPERTURBATIVE SELF-ENERGYSOLUTION
TO THE HUBBARD MODEL IN INFINITE DIMENSIONS
Advisor: Dr. Henry L. Neal
Thesis dated May, 1993
The local density of states is calcidated for the Hubbard model in the limit of
infinite dimensions. The noninteracting density of states is treated as a paiEuneter
and assumed to be of finite bandwidth. The calculation is performed using a
nonperttorbative self—energy solution. At zero temperature it is foimd that the
density of states may be determined anadytically. It is found that the bandwidth
broadens due to meuiy—body correlations. The possibility of a Mott metal—insulator
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Fig. 1. The second order self—energy diagram.
Fig. 2. The density of states calculated by the second order pertubation theory.
Fig. 3 The density of states cedculated by the nonperturbative solution.
IV
I. INTRODUCTION
Many physiceJ systems of interest in condensed matter physics are
investigated by considering models. These models are usually drastic simplifications
of the real systems but possess enough of the relevant physics to be useful. Examples
are the Ising [1] and the Heisenberg models [2] for investigating magnetic order in
solids; the Anderson model [3] for investigating the efiects of magnetic impurities in
metals and the heavy—electron phenomena [4]; and the Hubbard model [5] for its
relevance to high temperature superconductivity [6] and strongly correlated electron
systems in general. The focus of this thesis is the Hubbard model. Exztct solutions
have been reported for the one—dimensioned version [7] and, most recently, the
infinite-dimensional version [8—12]. It is beheved that such solutions might help in
the understanding of the more physicedly relevant two and three-dimensional
versions of the Hubbard model. In the limit of infinite dimensions, the equations
become simpler but nontrivial to solve. In general, for the two and three
dimensional versions of the Hubbard model there exists, so far, no satisfactory and
mathematically tractable approach that is valid for all physically relevant values of
the model's parameters. Therefore, there are memy approximate solutions and
methods for obtaining them. Examples are the Green's function decoupling method
[13], the variational wave function method [14], the functional integral method [15],
and the functional derivative (FD) method [16]. The FD method has proven to be
useful because it allows one to generate Green's function decoupling approximations
systematically, starting with am exact equation for the self—energy correction [16].
Solutions obtained by this method are nonperturbative. In the application of these
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solutions, it is usually necessary to overcome a significant amoimt of numerical
complexity. In the limit of infinite dimensions many numerical problems are
eliminated. Thus, in this limit, the Hubbard model may serve as a testing ^ound
for various approximation schemes.
In this thesis a solution to the self—energy equations obtained by Neal [16] is
used to calculate the local density of states (DOS) for the infinite dimensional
Hubbard model [8]. This quantity is important, because it may be used to determine
if the system is a metal or insulator. It is generally believed that the Hubbard model
describes a metal-insulator transition (MIT) as proposed by Mott [17]. This
transition is marked by the development of a energy gEq> in the DOS as the
correlation energy is increased. Although, the MIT problem has received lots of
attention recently [6—12], this question is still xmresolved Imd is investigated in this
thesis. As one of the major goals of this thesis is to test the validity of solution
schemes, the mean—field equations [10—12] that have gauned such prominence
recently are not employed. Rather, the self—energy, which has been determined by
some approximation scheme [16], is used directly.
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n. THE GREEN'S FUNCTION FORMALISM
Many—particle Green's functions [18—19] are one of the weU established tools
of theoreticad condensed matter physics. They are very useful in the investigations
of equilibrium and nonequilibrium properties. The Green's function formalism
enables one to formulate problems in a rigorous manner and to clarify certain
concepts, such as the description of systems at low temperatures in terms of
quasi—particles. This formalism also allows the derivation of certain exact results
easily, such as, dispersion relations and sum rules which in general sire true. Lastly,
the method allows an easy trsmsition from a zero temperature to a finite
temperature description. The usefulness of the Green's functions derive from the
fact that they contain all of the dynamiced information about the system.
In this section a review of the Green's function formalism is given. Included
are the definitions of Green's functions along with their boundary conditions and
Fourier components.
In order to calculate the physically observable quantites one does not need all
of the information contained in the exact eigenstates of the Hamiltonian of a given
many—particle system. It is sufficient to know much simpler quantities, namely the
system averages of a few time dependent operators. If A^(t) = e*®^A^e~*®^ is the
Heisenberg representation of the operator A^ and H is the Hamiltonian that
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and ^ is the inverse of the absolute temperature. Here and are arbitrary
operators, typically products of Boson and/or Fermion creation and destruction
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where 7 is +1 for Boson operators and —1 for Fermion operators.
The above definition for the Green's functions is valid for real time variables
in the interval [— cd, od] and imaginary time variables in the interval [0,—i/i]. The
boundary condition satisfied by the Green's functions in the imaginary time domain
is
A representation which takes this boundary condition into account is the Fourier






The sum on m is taken over all even integers for Bose statistics and over all odd
integers for Fermi statistics.
The Fourier components 2ire






where the spectral density function is given by [12]:
(10)
It is usually convenient to obteun solutions for the Green's functions in the
imaginary time (frequency) domadn and analytically continue to the real time
(frequency) domain. Green's functions solutions may be generated by the equation
5
of motion method [20], the dieigrammatic perturbative procedure [18], and the
quantum Monte Carlo technique [21].
6
m. THE HUBBARD MODEL IN INFINITE DIMENSIONS
In this section, a description of the infinite dimensional Hubbard model [8—9]
is presented. The major feature of the model which makes an exact solution
difficult, is the allowance for electron—electron interaction eunong opposite spin
electrons on the same lattice site. The Hamiltonian [5] is
H = ^t- ct c- +U^n.-n.^,^ ij itr j<r ^ itT Iff’ (11)
ij(r
where n- = ct c- , t- ■ describes the hopping of electrons from the lattice point at
Iff Iff Iff IJ JTi-o tr
R- to the lattice point at R-, ct and c- axe creation and destruction operators
1 ^ J’ icr jcr
respectively; the second term describes the repulsive interaction between opposite
spin electrons on the saime lattice site, and ff = —ff, where ff denotes the electron
spin.
The lattice Green's function (GF) is
(12)
In what follows, only the symmetric case (/i = U/2), where jt is the chemical
potential, is considered. For this case the spin variable is irrelevant and is therefore
dropped. The interacting DOS is determined by
/)(b) = -ImGjj{E)/T, (13)
where G^(b) is the reteurded Fourier component of the local GF. It is related to the
unlocsdized GF Gj^(e) by
k
where N is the number of lattice sites,
Gk(^) = —>
Z - Ej^ + /I - XI|^(z)
z =: (i; + iS, where 6 is inhnitesmally small and positive, and E is the self—energy. To
perform the limit to infinite dimensions, the kinetic energy must be properly scaled
[8]. For example, for nearest neighbor hopping on a simple cubic lattice, the band
energies are given by
d
(16)
where D is the bandwidth and d is the number of dimensions. The appropriate
* *
.




















= 1 — (xt)^ + • • • (22)
where Jq is the Bessel function of order zero and t = D /y/TS. In the limit d-*w
^(x)® = expHxD )V2}. (23)
The noninteracting DOS is obtained by taking the Fourier transform of this
function:






Note that the bandwidth for this ga^^sslaIl DOS is infinite. Generally [9], may
have a finite bandwidth at d = od. This will, of course, depend on the type of lattice
and the kind of site to site hopping that is allowed. As an example, the Bethe lattice
at d = OD with nearest neighbor hopping gives [22] In
the following analysis it is assumed that has a finite bandwidth. There has been
virtueJly no discussion in the literature of the effects of electron correlations on the
beuidwidth at d = to.
In the hmit d w the self—energy becomes independent of wavevector k [9].
This means that = S--. Thus it is necessary to determine only the diagonal
element of the self—energy. It is assumed, for added simplicity, that the imcorrelated
DOS is rectangular. For the half—filled band i^symmetric case) the corresponding
noninteracting GF is given by
Gf") = (25)
where 6 is the step function. This is the Hartree—Fock GF solution for the Hubbard
model and is independent of d. Note that G(w) is the retaurded Fourier component.
In this thesis only the retarded Fourier components are considered. The DOS p^ is
(26)







— B - E(a/)
u d/2 *~ S(w)
u — d/2 — IX**').
(28)
Two self—energy solutions are used in the calculation of this quantity: (1) the second
order perturbative result (SOP) (see self—energy diagram in Fig. 1), smd (2) the
nonperturbative solution (NNP) obtained by Neal [16]. Both are evaluated with the
Hartree—Fock solution G(w). The second—order self—energy correction is
S(ttO = U2G(ttOG(t't)G(tt'). - (29)
The Fourier component is
S(w) = U2 G(U,.
^ J /.I y.i








FIGURE 1. The second order seif-^nergy diagram. Where U, the
Couiomb potential, is represented by dotted lines and the






+ coth(j0fe/2)Imx(B)G(w — B)|dE (32)
where = mx/jS n is an odd integer) is a Fermi frequency, and x
is given by




ImG(E)G(E + a;g)tanh()dlB/2)dE. (34)
—00
In prEu:tice it is generally easier to determine the imaginary part of the Fourier
components. The real part is then obtained from the Hilbert transform of the
imaginary part. The im2iginary part of x is
Imx(w) = — ^^Inco8h{)g°/^^~
cosh(jflD/4)
0 < a; < D, (35)
cosh
cosh(/3D/4)
—D < w < 0, (36)
= 0, \uj\ >D. (37)
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At T= 0:
Iinx(w) = tw/d^, |w| < d/2,
n
= ir(D - w)/d , d/2 < w < D,
= -ir(D + w)/d^, -d/2 < w < 0,











The nonpenurbative E [16] is
E(ttO = U^ACtt'XnjXl - <n;» + (43)





and A(tt') + /*—U(1 — Its Fourier component is





+ coth()3B/2)Imx(E)r(a/ E)[dE. (46)
The function F is
k
(47)
= U<j(w) — 1. (48)
At r= 0:
rU
Im»/(a/) = - dElmr(E)Imx(w — b). (49)
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These equations are used in the calculation of p(e) at T ~ Q. A. discussion of the
results of this calculation is given in the next section.
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IV. DISCUSSION OF RESULTS
The results of the calculation of p{i,) is shown in figures 2 and 3. For
simplicity, only the T = 0 case has been considered. Although the results show the
trends observed in the more elaborate calculations, it is clear that at this level of
£^proximation, the Fermi liquid behavior persists for all values of U. In other
words, no gap developes in the DOS at any value of U, although the NNP results
seem to suggest a trend in this direction. It has already been established [23] that a
self—consistent SOP solution gives qualitatively the same results as shown in figure
2. However, it is possible that a self-consistent NNP solution might show the MIT.
The NNP self—energy has a singularity at a/ = 0. This may be an essential featvire
[12] for the MIT. Therefore, a fully self-consistent NNP c^dculation might give the
MIT. For the SOP and NNP solutions used here only (n-) has been determined
self—consistently.
An interesting result that is clearly shown in the figures is the effects of
electron correlations of the bandwidth. The uncorrelated DOS P^{^) has bandwidth
D while /)(e) has bandwidth 3.0d. Such effects have not been reported before at d =
CD. Whether or not this is a general trend or just an artifact of the rectangular
noninteracting DOS is not clear at present. In most of the work on the Hubbard
model at d = 00, the noninteracting gaussian DOS has been used. Perhaps future
work along these lines will help clarify this as well as the MIT problem.
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FIGURE 2. The density of states calculated by the second order
perturbation theory using various U/D paramaters.
FIGdRIi! 3. The density of states calculated by the nonperturbative
solution.
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