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Abstract. This paper studies the asymptotic behavior of singular perturbations for systems of 
second order linear difference equations with a small parameter. 
1. INTRODUCTION 
In this paper we study singular perturbations of boundary value problems for systems of 
second order difference equations (PC), 
cY(k + 2) + A(k)Y(k + 1) + B(k)Y(k) = 0; O<k<N-2 (II) 
Y(0) = Q, Y(N) = P (I-2) 
where E > 0 is a small parameter, A(k), B(k) are matrices in &,, with A(k) invertible and 
Q, p are given vectors in IRmXi. The aim of this paper is to study the asymptotic behavior 
of the solution of problem (Pt) when c approaches zero and the reduced problem (PO), 
A(k)Y(k + 1) + B(k)Y(k) = 0; O<k<N-2 (1.3) 
together with (1.2) has no solution. There are three important sources of discrete models 
described by systems of the type (1.1). The first source is digital simulation where the ordi- 
nary differential equations are approximated by the corresponding difference equations [2]. 
The study of sampled-data control systems leads in a natural way to discrete-time models 
[3,4]. Finally, many economic, biological and sociological systems are represented by discrete 
models of the type (l.l), [7,8]. 
If C is a matrix in EfzmX, and CT is the transpose of C, then one can define an operator 
norm denoted by ]]C]] as the square root of the maximum eigenvalue of CTC, [5, p.41). If 
C is a matrix in R,,, with ]]C]] < 1 and if I denotes the identity matrix in ZRQ,,,, then 
from [5, p.451, the matrix I - C is invertible and 
(I - C)_’ =I+Cc”; ll(1 - w II L (1 - Ilw-' . u.4 
TX>1 
2. SINGULAR PERTURBATIONS 
We begin this section by showing that the perturbed boundary value problem (PC) admits 
only one solution for small enough values of the parameter E. To prove the existency and 
uniqueness of solutions of problem (Pt) for small enough values of the parameter e, let us 
consider the initial value problem 
.cY(k + 2) + A(k)Y(k + 1) I- B(k)Y(k) = 0; Olk<N-2 
Y(0) = cr, Y(1) = y, (2-I) 
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where y is a free vector in !Rimxi, We will prove the existence and uniqueness of the value of 
y so that Y(N) = p. By using an induction argument, note that for h = 1, 2, there exists a 
matrix C(h) in !Ri,,, and a vector D,(h) in )32,,.,Xi such that 
Y(h) = (-l/#-‘[A@ - 2)A(h - 3). . .A(O) +K(h)]y + D,(h) (2.2) 
Let us assume that (2.2) is satisfied for h = 0,l , . . . , j and we will prove the same relationship 
for h = j + 1. From (1.1) and (2.2) it follows that 
Y(j + 1) = (-l/E)[A(j - l)Y(j) + B(j - l)Y(j - l)] 
= (-l/c)A(j - l){(-l/c)i-l[A(j - 2)A(j - 3). . .A(O) + aC(j)]y + 4(j)} 
+ (-l/a)B(j-l){(-l/e)j’2[A(j-3)A(j-4). . .A(O) + &(j-l)]y + &(j-1)) 
= (-l/E)j{[A(j - l)A(j - 2). . .A(O) + aC(j + l)]y + Dc(j + l)}, : 
where 
C(j + 1) = A(j - l)C(j) - B(j - l)A(j - 3)A(j - 4). . .A(O) + &(j - l)C(j - 1) 
D,(j + 1) = (-l/E)[A(j - l)&(j) + B(j - l)Dc(j - l)] 
Hence, for h = N, it follows that 
(-l/#-‘[A(iV - 2)A(N - 3). . . A(0) + eC(N)]y + D,(N) = Y(N) (2.3) 
Note that from the invertibility of A(j) and from (1.4), for small values of e, the coefficient 
of y in (2.3) is invertible and thus by imposing the condition Y(N) = p, it follows that the 
vector y is uniquely determined by 
y = [A(N - 2)A(N - 3) . . . A(0) + EC(N)]-~(P - D&V))(-#-’ 
Thus for small enough values of E the boundary value problem (PS) has only one solution; 
this will be denoted by Y,. 
Let us consider the initial value problem 
A(k)Z(k + 1) + B(k)Z(k) = 0 (k = 0, 1,. . . , N - 1); Z(0) = Q (2.4) 
From the invertibility of A(k), it is clear that the problem (2.4) has only one solution given 
by Z(k+ 1) = (-l)‘[A(k)]“B(k)[A(k- l)]-‘B(k- 1). . . [A(O)]-‘B(O)a. In an analogous 
way, the final value problem 
W(k + 2) + A(k)W(k + 1) = 0 (k = N - 2, N - 3,. . . ,O); W(N) = ,0 - Z(N) (2.5) 
has only one solution given by 
w(n + 1) = (-1) N-k-l[A(N - 2)A(N - 3). . .A@)]-‘@? - Z(N)). 
Let Ye(k) be the solution of the problem (PC), then we are interested in showing that 
YJk) = Z(k) + PQv(k) + O(E), (2.6) 
where Z(h) and W(k) are the solutions of (2.4) and (2.5) respectively. Let us consider the 
sequence 
R(k) = Yz(k) - (Z(k) + P”W(k)) (2.7) 
then, R(k) satisfies the nonhomogeneous problem 
eR(k + 2) + A(k)R(L + 1) + B(k)R(k) = F,(k) (R = 0, 1, . . . ) N - 2) (2.8) 
where F,(C) = -{EZ(k + 2) + &~-L’B(k)W(k)}. 
To prove (2.6) we need the following lemma: 
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EU(~ + 2) + A(k)U(k: + 1) + B(k)U(k) = F(k) (k = 0, 1,. . . , N - 2) 
U(0) and U(N) are prescribed (2.9) 
where A(k), B(k) are the matrices in R,,, with A(k) invertible and F(k), U(k) are vectors 
in Zii&~. Then for E sufficiently small, there exists a constant p > 0 such that 
,~$$llWj)ll> (2.10) 
-- 
I Pkllw)II + Ilw)ll + ,<~<~_,wwl~1 
- _ 
PROOF: Let us define the sequence {C(k)} by C(0) = A(0) and C(j) = A(j)-eB(j)[C(j-I)]-l. 
Note that C(k) is well defined because A(j) is nonsingular and thus C(0) is nonsingular. 
Also from (1.4) for small values of e and assuming the invertibility of C(j) one concludes 
the invertibility of C(j+l) = A(j+l){l-e[A(j+l)J”B(j+l)[C(j)]-’}. The solution of the 
difference equation appearing in (2.9) may be written in the form 
Hcol(U(N - l), U(N - 2), . . . , U( 1)) = 
col(F(0) - B(O)U(O), F(l), . . . ,F(N - 3), F(N - 2) - eU(N)), 
where 
H= 
0 0 . . . 0 0 0 EI A(0) 
0 0 . . . 0 0 &I A(1) B(1) 
0 0 . . . 0 EI A(2) B(2) 0 
sl A(N-3) . . . 0 0 0 0 0 
A(N-2)B(N-2) . . . 0 0 0 0 0 
Let us consider the sequence D(j) defined by 
D(0) = F(0) - B(O)U(O), 
D(N-2)=F(N-2)- &U(N) - B(N - 2)[C(N - 3)]_‘D(N - 3) 
(2.11) 
(2.12) 
D(j) = F(j) - B(j)[C(j - l)]-‘D(j - l), j = 1,2,. . . , N - 3 
By eliminating B(l), B(2), . . . ,B(N - 2) in the system 
Hcol(U(N-1), . . . , U(1)) = col(F(0) - B(O)U(O), F(l), . . . , F(N-3), F(N-2)-&U(N)) 
one gets the following equivalent system 
Kcol(U(N-1), . . . t U(l)) = (W), q11, * * *, D(N-2)) 
where D(j) is defined by (2.12) and 
(2.13) 
0 0 . . . 0 0 0 &I C(0) - 
0 0 . . . 0 0 EI C(1) 0 
0 0 . . . 0 
Ii= . 
&I C(2) 0 0 
(2.14) 
&2) 
C(N -3) . . . 0 0 0 0 0 
0 . . . 0 0 0 0 0 
From (2.12)-(2.14) it follows that 
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U(N - 1) =[C(N - S)]-‘D(N - 2) 
=[C(N - 2)]-‘{F(N - 2) -G(N) 
+~~1B(N-2)[C(N-3)]-1...B(N-i)[C(N-i-1)]-LP(IV-i-1) 
i=2 
+ B(N - 2)[C(N - 3)]-r . . . B(1)[C(0)]“B(0)U(0)} (2.15) 
and taking norms in (2.15) it follows that 
NV - 1)ll 5 PN-l{W(~)lI + Ilwo)ll+ o<Ec_2 ll~(~)ll~ 
-- 
where 
PN-1 = Ilw=wll max (1 + Nj ]]B(N-2)1] ll[C(N-3)]-‘Il.. . 
i=2 
. . . IlWJJ-411 IlP(~- i-l)l-‘II, INN-2)ll IW(N-3)l”ll e-e 
* *. lP(1)ll Il[mw’ll IP(O) 
Now, by using an induction argument, let us assume that for any k < N - 1, one has some 
positive number pk such that 
IlVk)ll 5 Pkt&llU(~)li + il~@)ll+ ()<!gyI I WN~ (2.16) 
_- 
Then, from (2.13) and (2.14), it follows that U(k - 1) = [C(k - 2)]-‘{D(k - 2) - eU(k)}, 
and taking norms and using (2.16), one gets 
IK’(k - 1)ll 5 !‘k-lk211~(~)li + l~@)ll + . o<y-$y2 IIWIII __ 
where 
f’k-1 = Il[c(k - 2)]-‘11 mdpkmk + IIW - ‘911 Il[c(k - 3)]-‘11.. . 
. a. lls(l)ll ll[c(o)l-‘ll IIB(o)lbk + 1 + ‘2 IIB(k - 2111 II[W - 3)]-‘11 . . . 
i=2 
. . . llB(k - i)]] II[C(k - i - l)]“]]} 
Taking p = ~4,Pl,P2,..., p~_l} one gets (2.10) for small values of E. 
From LEMMA 1 it is clear that R(k) defined by (2.7) satisfies the property 
R(k) = O(r), uniformly for k = 0, 1,2,. . . , N 
and thus the following result has been established: 
THEOREM 1. Let us consider the problem (P<) where A(k) and B(k) are matrices in ZRmX,,, 
with A(k) invertible. If Z(k) and W(k) are the solutions of problems (2.4) and (2.5) respec- 
tively, and Ye(k) is the solution of (Pt), one has the representation 
Ye(k) = Z(k) + E N-kW(k) + O(E), uniformly for k = 0, 1, . . . , N, as E -+ 0. 
REMARK. The results of this paper generalize those of [l] given for the scalar case and of [6] 
obtained for the matrix constant coefficient case. Note that the hypothesis of unsolvability 
of the reduced problem (PO) implies that W(k) defined in THEOREM 1 is not identically zero. 
However, if the reduced problem (PO) is solvable, then THEOREM 1 remains true, W(k) is 
identically zero and Z(k) is uniformly convergent to Y(k) in 0 5 k < N, when E - 0. 
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