I. INTRODUCTION
Signal representations providing progressive and scalable image coding schemes have gained more interest recently from the research community. They provide interesting solutions to an increasing number of multimedia applications that require adaptive signal representations, like image manipulation and transmission over heterogeneous environments such as Internet. Most of the known scalable image coding schemes are generally based on the 2-D wavelet transform, employing a separable 2-D discrete wavelet transform (DWT) [3] - [5] . However, it was demonstrated that the separable wavelet transform in higher dimensional spaces is not ideally suited for representing higher dimensional singularities. For instance, the 2-D DWT fails to capture regular geometric features (e.g. edges or contours) [6] , mainly because it lacks directionality and anisotropic scaling. Two-dimensional adaptive image representation has been proposed recently in [7] , as an alternative to wavelet-based methods. This scheme generates sparse signal expansions in spatial dictionaries, well adapted to represent natural image features and components. It employs the Matching Pursuit algorithm [1] , to obtain a compact signal decomposition using a small number of atoms, and thus allowing for efficient coding at low and medium bit rate. For instance, it was shown that for low bit rates (e.g. up to 0.4 bpp for 256x256 image), the compression results are comparable to the state-of-the-art JPEG-2000 coder, in terms of rate distortion performance and visual quality. However, the matching pursuit algorithm is characterized by a higher computational complexity, because at each iteration, it calculates all the inner products between the residual image and the atoms. Motivated by this issue, we proposed a greedy algorithm for sparsity-constrained optimization problems, called the MTerm Pursuit (MTP) [8] . The MTP algorithm is a recursive approach for compact signal representation that provides an approximation to the residual signal in¨atoms selected from a large dictionary a nd its
. The 2-D Gaussian is used in order to extract the low frequency components. Its A 0 B C D p artial derivative is used to capture image singularities like edges and contours. The affine operator is a composition of translation, scaling and rotation of the mother atoms, as follows: 
C. The MTP Decomposition
In a dictionary partition 
f or the same number of terms. Figure 1 shows the computational complexity as a function of the residual error measured in PSNR, of both algorithms MTP and MP when applied to the Lena image (256x256). One can see clearly that the gain becomes very significant at higher PSNR values. This is due to the fact that at this stage of the approximation, in a single iteration the number of selected atoms by the MTP tends to the maximum e whereas MP keeps selecting only one atom per iteration. For instance, at a PSNR of 28.6, the MP requires almost 400 units in contrast to the 41 units required for the MTP, thus accounting for a speedup of 9.68. It is noteworthy that only the complexity of the approximation is compared since the time required for entropy encoding is a small fraction of the total coding time. 
IV. MTP APPROXIMATION PERFORMANCE
The MTP algorithm has been applied to the dictionary t for the Lena image (256x256) is displayed in Figure 3 . The number of selected atoms increases along the pursuit; this is due to the fact that during the first iterations, most of the selected atoms correspond to the smooth regions present in the image, or the low-frequency part of the signal, which tend to have a support expanding over different regions k ¦ f . Hence, these atoms with overlapping supports are characterized by somehow a large coherence. And by imposing a small coherence threshold t u on the atoms of tends to reduce its cardinality. On the other hand, when iterations run on, the number of selected atoms per iteration stabilizes mainly because these atoms are chosen to represent edges, which are localized, and thus these atoms are almost decorrelated. So their selection restriction comes principally from the fixed threshold . A direct consequence of this observation is that the complexity gain of the MTP over MP, which is defined mainly by the cardinality of , becomes significant after few iterations. 
V. PROGRESSIVE IMAGE COMPRESSION
An interesting application for compact image representation is compression and especially progressive compression, which consists in embedded quantization and coding operations.
A. Embedded Coding
The embedded quantization and coding is performed by using the subset approach introduced in [2] , where the selected atoms (indexes and coefficients) are initially divided into ã disjoint subsets Õ f
. Each subset contains jf elements. Their number is dictated by scalability requirements (i.e., the number of target decoding rates), and represents a trade-off between stream flexibility, and coding efficiency, that respectively increases and decreases with ã . In each subset, atoms are sorted according to their spatial positions, that are further run-length encoded. Other index parameters and quantized coefficients are encoded with an adaptive arithmetic encoder [11] .
B. Rate-Distortion Results
We evaluate the rate-distortion performances of the MTP based image compression scheme and compare it against the state-of-the-art image compression standard JPEG-2000. The standard Lena and Cameraman images are used for comparison in our experiments. It can be seen on Figure 4 that the PSNR of MTP image codec is higher than that of JPEG-2000 by about 0.6 db over the range of low and medium bit rates for both images, i.e. up to 0.4 bpp. Figure 5 show the visual quality of the MTP-based codec when applied upon the Lena image. When decoded at a target bit rate of 0.41 bpp, its PSNR is 32.73. And one can see that all the edges, contours and prominent features present in the image have been captured, which gives some smoothness to the reconstructed image.
VI. DISCUSSIONS AND CONCLUSIONS
We proposed an image representation and coding scheme that uses the novel MTP algorithm as a decomposition strategy over redundant visual dictionaries, or a rich collection of visual primitives tuned for image features. The main strength of the MTP algorithm is its reduced complexity by an order of magnitude when compared to the matching pursuit approach.
Once the image representation is obtained in terms of a finite sum of visual atoms, image processing and compression tasks can be applied directly on the individual atoms. For instance, to achieve scalable image compression these atoms are further quantized and coded in a progressive fashion based on a subset approach. The performances of this scheme are favorably compared to the state-of-the-art image coders such as JPEG-2000 in terms of rate-distortion characteristics. Moreover, the flexible bit-stream allows for non-octave spatial scaling, due to the structure of the dictionary, without resorting to complex transcoding operations [2] . Future works will be to investigate other types of dictionary partitioning, such as scale-based or phase-based partitioning and to compare the algorithm against other fast matching pursuit-based techniques.
