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Abstract
Technologies based on quantum mechanics promise to revolu-
tionize the collection, processing and communication of informa-
tion. However, due to the fragility of quantum coherence, com-
plex quantum states can only exist in highly isolated and stable
environments. One suitable environment is that of a quantum
photonic chip. Quantum integrated photonics seeks to generate,
process and detect complex quantum states inside a photonic
chip. This thesis presents theory and experimental verification
of novel approaches for the integration of various functionalities
into quantum photonic chips in a scalable way. As such, this
thesis encompasses a broad area of physics including quantum
optics and nonlinear photonics.
The results presented in this thesis have applications in the
areas of quantum enhanced measurement, communication and
information processing. In particular we develop the theory and
experimentally demonstrate flexible on-chip sources of spatially
entangled photons, the state of which can be reconfigured all-
optically. We show how such techniques could enable the real-
ization of simple cluster state quantum computing algorithms
using spatially encoded two-photon states. Furthermore, we
suggest new and practical approaches for the efficient charac-
terization of mass produced nonlinear quantum photonic chips.
Finally we develop and experimentally demonstrate a scalable
method for the full quantum state tomography of multi-photon
states on-chip. Importantly this technique only requires a lin-
early increasing number of single photon detectors relative to
the number of photons in the state being characterized, and is
also highly compatible with on-chip single photon detectors.
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Chapter 1
Introduction
1.1 Motivation
Figure 1.1: Moore’s Law. The blue line shows the minimum sized feature achieved in integrated circuits
by year. The red line shows future projections for the minimum feature size based on industry targets.
[Data: Wikipedia]
Over the past century technology has progressed at an unprece-
dented rate. This rapid advance was facilitated by the develop-
ment of the transistor in 1947, and the following cycle of increas-
ing miniaturization of electronic integrated circuits [Fig. 1.1].
This is most clearly summarized by Moore’s law,1 which states
that the number of transistors that can be squeezed into a dense
integrated circuit doubles approximately every two years. This
has held true since the invention of the integrated circuit. How-
ever, this pattern of exponential growth in computing power and
exponential shrinking of the size of integrated circuits can not
continue indefinitely. The feature size of in an integrated cir-
cuit is already below 14nm, quickly approaching the scale where
transistors will be too small to operate as usual, due to parasitic
capacitance and other detrimental effects. This could spell a sud-
den end to the trend of exponential growth of computer power
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and other associated technologies, a trend which has become an
expectation of society and the modern economy.
In order to continue the rate of growth we have come to ex-
pect, scientifically new methods of acquiring, processing and
transmitting information must be developed. A promising ap-
proach is to utilize quantum phenomena to allow fundamen-
tally new physical capabilities. Technology based on manip-
ulating complex quantum states promises enhanced resolution
measurement based multi-particle quantum interference.2–7 It
has been shown that quantum computers, computers using par-
ticles in quantum superposition states, can solve factorization,
search and optimization problems that are intractable for classi-
cal computers.8–13 Quantum communication systems based on
quantum entanglement can allow perfectly secure communica-
tion,14–16 where eavesdropping is impossible without distorting
the message through quantum effects. To realize these technolo-
gies requires the development of a platform for reliably generat-
ing, processing and measuring large quantum states.
Photons, the fundamental quanta of light, provide a good plat-
form for quantum technologies.17 This is because photons gen-
erally only interact very weakly with their environment, so the
quantum state of a photon is very robust against decoherence
and can be manipulated with high fidelity.18 However, to outper-
form traditional classical technologies with photons is impracti-
cal using typical bulk optical elements such as lenses and beam
splitters. In order to be competitive with classical technologies
the entire system for creating and processing quantum states of
photons must be integrated onto a single chip, just like mod-
ern electronics. This has the benefits of reducing the amount
of decoherence in the quantum state, as well as increasing the
complexity of circuits that can be accurately fabricated, by ex-
ploiting mass wafer production techniques such as silicon-on-
insulator19 and silicon-on-insulator complementary metal-oxide-
semiconductor (SOI CMOS).20, 21 The field of integrated quantum
photonics aims to develop photonic devices that can generate,
process and measure photons, all in a single integrated photonic
chip.22
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Over the past decade a number of key challenges to the devel-
opment of integrated quantum photonics have been addressed.
The guiding of photons in on-chip waveguides has become com-
monplace, and arbitrary unitary transformations can be realized
on photons using complex coupled waveguide systems.23, 24 A
wide range of integrated photon sources have been developed,
ranging from nonlinear optics based sources25–30 to 2-D materi-
als.31 Methods have been developed for reconfiguring waveguide
propagation constants on-chip via localized electro-optic or ther-
mal tuning of the waveguides to allow precise tunable control of
the wavefunction.24, 28, 32, 33 Finally, the development of on-chip
single photon detectors has allowed the detection of quantum
states on-chip,34–37 and will ultimately facilitate on-chip feed-
back loops between the photonic quantum state and controlling
electronic systems.
These technologies will no doubt still undergo significant im-
provement in future, but now essentially all the key components
required for highly complex quantum circuits exist, but typically
in isolation. Thus the question of how to integrate all theses
complex and highly specialized functionalities into a single pho-
tonic chip is of great importance. Combining multiple functions
on-chip would have a synergistic effect, allowing exponentially
more complex tasks to be carried out, much as was the case with
the fully integrated electronic circuit. The challenge is to find
sufficiently simple ways of implementing the various functional-
ities so that they can be combined together without interfering
with one another. In this thesis we propose and implement a
number of approaches to achieve this goal of combining multi-
ple functionalities into single photonic chips.
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1.2 Thesis outline
Here we outline the general structure of this thesis.
We will begin in Chapter 2 by giving a general introduction
to the key concepts and technology used in integrated quantum
photonics. We will also cover the theoretical background of the
fields of quantum optics and nonlinear optics which form the
basis of much of the work in this thesis.
In Chapter 3 we experimentally demonstrate that nonlinear
waveguide arrays can form optically reconfigurable on-chip pho-
ton sources. This combines the functionalities of photon gener-
ation and wavefunction reconfigurability on the same chip. We
then show how special domain poling patterns in the array can
be used to tailor the device to span any set of spatially encoded
two-photon states by reconfiguring classical driving lasers.
In Chapter 4 we show theoretically that the same domain
engineering techniques developed in Chapter 3 can be utilized
to generate spatially encoded four-qubit cluster states on-chip.
We consider the efficient implementation of simple cluster state
quantum computation algorithms using these spatially encoded
on-chip quantum states.
In Chapter 5 we investigate mathematical analogies between
quantum and classical nonlinear optical processes. We show that
the quantum state produced by a nonlinear photonic chip can
be predicted by measuring the classical light fields produced by
corresponding classical nonlinear processes. Experimentally we
characterize a specially poled nonlinear photonic chip using one
of these analogies and confirm it produces the expected quantum
wavefunction.
In Chapter 6 we develop a new method for scalable quan-
tum state tomography of unknown N-photon quantum states
on-chip. Importantly, the complexity of this method scales lin-
early with the number of photons in the state being measured.
We demonstrate this approach using a silica photonic chip.
In Chapter 7 we conclude and discuss future opportunities for
the extension and combination of the ideas, concepts and devices
presented in this thesis.
Chapter 2
Background and methods
We will begin, in this chapter, by introducing the key concepts
used in this thesis. First in 2.1 we will introduce the basic
concepts and technologies used in integrated quantum photons.
Then we will introduce the general theoretical framework which
will be used throughout this thesis. In Sec. 2.2, we will give a
brief background to quantum optics, the study of the quantum
properties of light, and single photons. Then, in Sec. 2.3, we will
introduce nonlinear optics, which we will use for generating
quantum states of light in photonic chips.
2.1 Integrated quantum photonics
The typical way of manipulating light is by using bulk optical
elements, such as lenses and beam-splitters as shown in Fig. 2.1.
This approach will become infeasible for dealing with the large
multi-photon quantum states required for non-trivial quantum
Bulk op�cs Photonic chip
Figure 2.1: Comparison bulk optics (left) and a photonic chip (right). [Image credit: Max-Planck-Institut
für Quantenoptik38 and University of Bristol33]
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technologies. This is due to photon losses during free space
transmission, and quantum decoherence of the quantum state
due to vibrations between the various optical elements in the
bulk setup. Furthermore, building any significantly complex op-
tical circuit with bulk optics requires a lot of space, and effort to
construct.
The solution to these problems is the integrate all the opti-
cal elements needed for an optical circuit into a single chip,39
Fig. 2.1. This way vibrations between the various different el-
ements are minimized, so the fidelity of the quantum state is
preserved. Also by integrating all functionalities onto the same
chip photon losses when traveling between different elements
are greatly reduced. In particular, coupling losses, when pho-
tons are coupled from one optical mode into another can be
nearly completely avoided by generating photons inside inte-
grated waveguides, and keeping them within similar integrated
waveguides until they are detected. Finally, complex photonic
circuit architectures can be reliably imprinted onto a chip, using
similar methods to the fabrication of electronic integrated circuit.
2.1.1 Waveguides
The key element of integrated quantum photonics is the abil-
ity to control the path taken though a photonic chip. This is
achieved by confining photons inside optical waveguides on the
chip.22, 40, 41 A waveguide consists of a section of high refractive
index medium surrounded by a lower refractive index medium.
This allows light to be guided by total internal reflection from
the boundary between the two mediums. Waveguides can be
created on-chip though a variety of methods, such as laser writ-
ing,40 lithography, or diffusion.41
Different types of waveguides can confine light in different
numbers of dimensions. Planar waveguides confine light in one
dimension, allowing it to propagate in a two dimensional plane.
Channel waveguides confine light in two different dimensions,
thus allowing propagation in only one direction, which we will
call the z direction in this thesis. Channel waveguides are useful
for integrated optics because multiple channel waveguides can
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be created on the same planar chip. This allows the construction
on complex quantum photonic circuits, with the channel waveg-
uides guiding photons around the chip analogously to how elec-
tric wires guide electric current.
The key property of a waveguide is the guided modes it sup-
ports. Generally a waveguide can support multiple different
modes for a single optical frequency. However typically in this
thesis we will consider waveguides that support only one mode.
Single mode waveguides can be engineered by making the width
of the waveguide a similar to the wavelength of the light that is
to be guided. This way there is only one bound state in the
waveguide’s potential well.
A particularly important problem in quantum photonics is
photon loss. The probability of destroying a N-photon state by
loss is exponentially greater than the single photon loss proba-
bility, since the probability of losing one of the N-photons is PN
(where P is the probability to lose a single photon). As men-
tioned earlier, integrating quantum photonics on-chip is an im-
portant step to reducing coupling losses, but it is also important
to ensure the losses of the on-chip waveguides are as small as
possible. In waveguides the main source of loss is due to imper-
fections in the waveguide fabrication. Therefore materials with
highly developed and precise fabrication techniques, such as Sil-
icon, can be engineered to produce very low loss waveguides for
quantum photonics.22
For lithium niobate fabrication techniques are more limited,
both due to its physical properties (e.g. low refractive index
and brittle crystal structure),41 as well as the comparative lack
of commercial motivation to develop lithium niobate fabrication
compared to other materials like Silicon. Thus Lithium niobate
waveguides suffer from greater losses, and require larger bend
radius’, reducing their effectiveness for quantum photonics ap-
plications. Development of more sophisticated fabrications tech-
niques will be needed to produce complex and low loss quantum
photonic circuits in Lithium niobate.41, 42 Recently there has been
tremendous progress in the field of nonlinear nano-photonics.
In particular, lithium niobate on insulator substrates have now
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become commercially available, along with the development of
techniques for their nanofabrication.43 The tight field confine-
ment in nano-photonic structures has the potential to enhance
nonlinear interactions by orders of magnitude.44 Furthermore,
with the development of nanofabrication techniques for lithium
niobate there is the possibility to realize highly compact and low
cost quantum photonic circuits.
2.1.2 Photonic qubits
Many applications of quantum mechanics rely on the creation
and processing of quantum information in the form of quantum
bits or ’qubits’. A qubit is the quantum analogue of a classical
computer ’bit’.45 A classical bit can have one of two physical
states, which are used to represent a logical 0 or a logical 1. In
contrast, a qubit is a quantum particle, or system, that can be in
any superposition of two quantum states, i.e. it has the quantum
state,
|ψqubit〉 = cos(θ) |0〉+ sin(θ)eiφ |1〉 . (2.1)
The most obvious difference between a bit and a qubit is that
the qubit can be in a continuous range of different states,
parametrized here by the variables θ and φ. A more subtle and
important distinction between a classical bit and a qubit is that
multiple qubits can occupy very large quantum superposition
states. To give a specific example, a two-qubit system could be
in a quantum superposition of four different states at the same
time,
|ψtwo-qubit〉 = (|0〉 |0〉+ |0〉 |1〉+ |1〉 |0〉+ |1〉 |1〉) /2, (2.2)
and in general a N qubit state can be in a superposition of 2N dif-
ferent states simultaneously. This superposition of information
has applications in quantum communication, where special en-
tangled superposition qubit states allow secure communication.
Furthermore in quantum computing, the interference of multi-
qubit quantum states can allow certain types of mathematical
problems to be solved, which would be prohibitively slow to
solve with a computer using classical bits.46
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Figure 2.2: Idealized photonic chip integrating multiple functionalities. Left, on-chip generation of
photons, middle, tuning the wavefunction with integrated phase shifters, right, on-chip detection and
conversion of signal to integrated electronic systems. [Image credit: Joshua W. Silverstone et al.22]
2.1.3 Integrating multiple functionalities onto a single chip
The goal of integrated photonics is to integrate three core func-
tionalities on-chip. These are the generation of photons, the flex-
ible reconfiguring of the photonic wavefunction, and finally the
detection of photons17 [Fig. 2.2].
On-chip generation of photons
The most common method for generating photons on-chip
is to use spontaneous nonlinear optical processes such as
spontaneous four-wave mixing (SFWM) or parametric down-
conversion.25 These methods generate pairs of photons, with
random timing between the emission of the pairs. As explained
in Sec. 2.3, the wavefunction produced by spontaneous paramet-
ric down-conversion (SPDC) in the weak pump regime is, to a
very good approximation,
ψSPDC = |0〉s |0〉i + χ(2)Eptaˆ†s aˆ†i |0〉s |0〉i , (2.3)
where aˆ†s and aˆ†s are the creation operators for the signal and
idler photons, Ep is the field of the pump laser and t is the inter-
action time. Thus the state produced by SPDC in the weak pump
regime can be treated as a two-photon state |1〉s |1〉i. These cor-
related photon pairs can the be used for applications requiring
non-classical light.
Another method for on-chip photon generation is through the
use of quantum dots.47, 48 These are engineered nano-structures
with discrete energy level structure which can be stimulated to
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emit single photons deterministically, rather than spontaneously.
This deterministic nature makes quantum dots very attractive for
applications. However, before quantum dots can replace tradi-
tional photon sources more effort is required to produce quan-
tum dot sources with simultaneously high brightness, purity and
indistinguishably.47 Furthermore, processes for engineering and
utilizing integrated quantum dots are not as well developed yet.
It is possible in principle to take the randomly timed photon-
pair emission from nonlinear optics based sources, and trans-
form it into a deterministically timed stream of photons through
use of photon heralding schemes. In a heralded photon source
the existence of a photon is learned deterministically by detect-
ing another photon that it is entangled to. For example with a
standard SPDC source the detection of the signal photon heralds
the existence of the idler photon. To generate sources of multiple
indistinguishable photons many heralded photon sources can be
multiplexed together, using fast electronic gating to align all the
heralded photons in time or space.49–51 This method uses non-
linear optics based photon-pair sources, as a result the photons
are highly indistinguishable, which is crucial for many quantum
applications. The key requirements for the scalable implementa-
tion of this approach is the integration of on-chip detection for
heralding and electronic gating to control and align the heralded
photons.
On-chip transformation of photons wavefunction
Most quantum technologies require the ability to quickly manip-
ulate quantum states once they are created. In the context of inte-
grated quantum photonics, the manipulation of quantum states
ultimately requires manipulating the properties of the photons
making up the photonic quantum state. This could include the
manipulating spectral, temporal or spatial properties of the pho-
tons. This typically requires introducing some reconfigurable el-
ements to the photonic chip to adjust properties such as the dis-
persion of waveguides. Key considerations for the effectiveness
of these reconfigurable elements are the switching speed that can
be achieved, and the amount of loss and noise introduced into
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the quantum state.
Using silicon photonic chips, the options for reconfiguring the
wavefunction are somewhat limited. Currently the most viable
approach to tuning the wavefunction in silicon is through the
use of thermally tunable phase shifters combined with waveg-
uide couplers.52 However thermal tuning is slow compared to
the GHz switching frequencies achieved with competing classi-
cal devices. Thus, even with quantum enhanced performance of
silicon photonic devices in an applications such as quantum com-
putation or communication, the slow speed of thermal tuning
means devices will be overwhelmed by the sheer speed of their
classical competitors. Switching up to the tens of GHz range in
silicon can be achieved by modulating carrier concentrations in
silicon waveguides inorder to change the refractive index,53 how-
ever this introduces noise and phase dependent losses, which
are highly undesirable for quantum photonics. More suited to
quantum applications is all optical switching, utilizing silicon’s
χ3 nonlinearity.54 This is the most promising route for fast low
loss switching for quantum photonics in silicon, however it is
necessarily noisy due to unwanted spontaneous nonlinear inter-
actions.
Another alternative is using photonic chips based of χ(2) non-
linear materials such as lithium niobate.28, 55 Here electro-optic
phase shifters can be used which provide much faster reconfig-
urability of the wavefunction, with the potential to reach the GHz
frequency achieved by similar classical electro-optic devices. A
downside of lithium niobate is that it has a larger footprint due
to lower refractive index contrast, and it is not compatible with
existing CMOS fabrication techniques.
On-chip detection of single photons
The detection of single photons on-chip can be achieved
using superconducting nano-wire single photon detectors
(SNSPD),35, 36, 56 which are usually made of niobium nitride
(NbN). Operation of the detectors requires cooling well below
the superconducting critical temperature. Thus, SNSPDs can
be difficult to integrate with other functionalities such as ther-
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mally tunable phase shifters.57 SNSPDs are typically realized in
silicon based integrated photonics platforms,36 but can also be
implemented in other materials, such as lithium niobate.58
2.2 Quantum optics
Quantum photonic chips will utilize quantum states of light, par-
ticularly states composed of definite numbers of photons, in or-
der to realize quantum enhanced measurement, data processing,
and communication. Thus, to explain the the work in this thesis,
and, more generally, the field of integrated quantum photonics,
it is necessary to introduce the formalism and techniques used
to describe quantum behavior of light. To this end we briefly
introduce the field of quantum optics.
Quantum optics studies the quantum nature of light, particu-
larly the behavior of photons, the fundamental quanta of light.
The concept of light being composed of particles of discrete en-
ergy was first reluctantly used in 1899 by Max Planck, in or-
der to accurately explain the radiation spectrum of a black body.
Shortly after that Albert Einstein discovered the that the photo-
electric could be accurately explained by assuming that light is
composed of discrete units of energy,59 which later came to be
called photons.
2.2.1 Quantum states of light
A single photon has energy given by,
E = h¯ω, (2.4)
and momentum,
p = h¯k (2.5)
where ω is the frequency of the photon, k is it’s wave-vector and
h¯ is the reduced Planck’s constant. The energy of a single photon
with wavelength 1550nm would be 1.282× 10−19 J, so clearly it is
very easy to produce large numbers of photons inexpensively.
The difficulty is in generating deterministic numbers of photons
in a given state, and then detecting individual photons with high
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reliability and time resolution. As we showed in Sec. 2.1, the
quantum properties of photons can be exploited for a range of
different applications, here we look at how to describe photons
mathematically.
Fock states
The typical description of the electromagnetic field at the photon
level is using Fock states, which are modes of the electromagnetic
containing a given number of photons.60 The ket |n〉a denotes a
Fock state of n photons all in the quantum state |...〉a. In the
context of quantum photonics this could represent n photons all
being in a particular waveguide. By definition Fock states are
eigenstates of the photon number operator, N = aˆ† aˆ, so,
Nˆ |n〉 = n |n〉 . (2.6)
The variance in the photon number of a Fock state is,
VarNˆ(|n〉) = 〈n| Nˆ†Nˆ |n〉 − | 〈n| Nˆ |n〉 |2 = 0. (2.7)
This shows that Fock states have a deterministic number of pho-
tons, which is highly useful for various applications in quantum
integrated photonics. Furthermore the Fock states are mathe-
matically convenient due to their simple interaction with both
the photon annihilation and photon creation operators,
aˆ |n〉 = √n |n− 1〉 , (2.8)
and,
aˆ† |n〉 = √n + 1 |n + 1〉 . (2.9)
Because of this simple ’ladder’ operation, Fock states are a conve-
nient basis to use to describe states of a small number of photons,
and for situations where interactions cause photons to be created
or destroyed. Thus due to the importance of generating Fock
states for quantum applications, and for the convenient mathe-
matical properties we will regularly use Fock states to describe
quantum states in this thesis. In particular, the state of pho-
ton pairs produced by spontaneous parametric down-conversion
will be described in this way throughout the thesis, as introduced
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in Sec. 2.3.
The wavefunction and the density matrix
The fundamental property of quantum systems which distin-
guishes them from classical systems is quantum superposition,
where a quantum system can be in multiple modes at the same
time. For example,
|ψpure〉 = |1〉a + |1〉b√
2
(2.10)
is a wavefunction describing a photon in a superposition of two
different modes. Here a single photon is in a superposition of
both being in mode a (denoted |...〉a) and being in mode b (de-
noted |...〉b). However, as we will explain below, the wavefunc-
tion is not a complete way to describe quantum states because
it can not account for the mixed quantum states which inevitably
arise in all experiential work.
A more general description of a quantum state uses the den-
sity matrix,61
ρˆ =∑ pi |ψi〉 〈ψi| (2.11)
The density matrix can describe mixed quantum states, i.e. states
that are a mixture of multiple different wavefunctions in the clas-
sical probabilistic sense. This form of mixture is completely dis-
tinct from quantum superposition. In quantum superposition
the different quantum states making up the superposition exist
simultaneously, and can therefore interfere with one another. In
contrast, in a quantum mixture, there is a probability distribu-
tion, pi determining if the system has one wavefunction, |ψi〉,
or another. These wavefunctions don’t exist simultaneously, and
thus cannot interfere with one another.
One could imagine the situation where we are unsure what
the exact wavefunction of two photons is, but can infer the prob-
ability of the photons having a given wavefunction. For example
the photon could have a 50% probability of having the quan-
tum wavefunction |1〉a (where the photon is in state a) and a 50%
probability of having the quantum wavefunction |1〉b. This quan-
§2.2 Quantum optics 15
tum state could not be represented by any wavefunction, since
by definition it is a statistical mixture of multiple wavefunctions.
Instead we would describe such a state with the density matrix,
ρˆ =
|1〉a 〈1|a + |1〉b 〈1|b
2
. (2.12)
It is informative to compare this to the density matrix of the pure
quantum state |ψpure〉 (above), which is,
ρˆpure =
|1〉a 〈1|a + |1〉a 〈1|b + |1〉b 〈1|a + |1〉b 〈1|b
2
(2.13)
Now we can see for the pure quantum superposition state we
have extra terms |1〉a 〈1|b and |1〉b 〈1|a. These terms signify that
the states |1〉a and |1〉b are in quantum coherence with one an-
other, and can thus exhibit quantum interference (after a trans-
formation). A more general way of expressing this difference
is that ρˆpure is factorisable (ρˆpure = |ψpure〉 〈ψpure|) where as the
mixed quantum state is not factorisable. States that can be fac-
torized in this way we say are coherent quantum states, where as
states that cant be factorized are incoherent, or mixed quantum
states. As we will show in the next section, coherence is a very
important property of both quantum and classical light.
Correlation functions
The correlations between different photons are crucial to deter-
mining the properties of quantum states of light.62 Throughout
this thesis we will utilize correlation measurements [Fig. 2.3] in
order to analyze quantum states. The correlation measurements
between photons can determine if a photon source is displaying
quantum coherence, and furthermore a complete set of different
correlation measurements can determine determine the density
matrix of a quantum state via a process called quantum state
tomography,63, 64 as we show in Chapter 6.
However first we begin by considering correlations in classical
16 Background and methods
light, where first order correlation function is defined by,
G(1)(r1, t1; r2, t2) =
〈E∗(r1, t1)E(r2, t2)〉√〈|E(r1, t1)|2〉 〈|E(r2, t2)|2〉 . (2.14)
where 〈...〉 denotes the statistical average. This function can be
measured using an interferometer, such as a Mach–Zehnder in-
terferometer, which splits the field into two paths, introduces a
controlled time delay between the paths, then recombines them.
For coherent light, such as that produced by a laser, the result-
ing intensity of the recombined beam will oscillate between zero
and a maximal value as the time delay between the two paths,
|t1 − t2|, is varied. This shows the coherent self-interference of
the field. In contrast, for a partially incoherent field, the dif-
ference between the maximum and minimum of the oscillations
is reduced, and for fully incoherent light no oscillations will be
seen in the output intensity of the interferometer.
When treating light at the photon level the corresponding
equation for the first order correlation function is,
G(1)(τ) =
aˆ†(t + τ)aˆ(t)
〈 ˆa(t)〉2
, (2.15)
however typically more useful is the second order correlation
function, which is given by,
G(2)(τ) =
〈aˆ†(t)aˆ†(t + τ)aˆ(t + τ)aˆ(t)〉
〈aˆ†(t)aˆ(t)〉2 . (2.16)
Here we have focused on the temporal variation at a particu-
lar spatial location by setting r1 = r2, and omitting them both
from the equation. For classical light the second order correla-
tion function can be thought of as showing correlations in the
intensity of the field. In the quantum interpretation the second
order coherence function can be thought of as; the probability to
detect a photon at time t+ τ given a photon was detected at time
t (divided by the average probability of detecting two photons).
So as shown in Fig. 2.3b) a light source that tends to produce
photons bunched together, (i.e. in a ’bunched state’), will have
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Figure 2.3: Photons detections as a function of time for a) random photons (coherent state), b) bunched
photons (i.e. SPDC) , and c) anti-bunched photons. Second order correlations are measured by splitting
the beam with a beamsplitter and measuring the temporal correlation between the single arrival times
at the two detectors.
G(2)(τ) > 1 for small τ, since a second photon is more likely to
be found within a small time period (τ) of the first photon. A
bunched state of light can be produced by spontaneous paramet-
ric down-conversion as we will show in Sec. 2.3.
For anti-bunched light, Fig. 2.3c), we will have G(2)(τ) < 1
for small values of τ. In contrast for the classical definition of
G(2) the Cauchy-Schwarz inequality requires that G(2) ≥ 1. Thus
a clear signature of light that cannot be explained classically is
anti-bunching, and specifically G(2) < 1. Anti-bunched states can
be produced from deterministic photon sources such as quantum
dots, or heralded single photon sources.50
Using correlation functions it is possible to analyze and dis-
tinguish a range of different forms of quantum light which are
used in quantum photonics. Ultimately the states of light we are
interested in a Fock states, but to generate such precise quantum
states first requires understanding and utilizing more common
and nondeterministic states of light.
Coherent states
The most straightforward and convenient source of light for pho-
tonic technologies is a laser. The state of a laser can be well de-
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scribed by a coherent state, which is constructed mathematically
from a quantum superposition of Fock states. This provides a
link between the quantum description of light at the single pho-
ton level, and the properties of lasers, which are well described
by purely classical electromagnetism. A coherent state is defined
to be an eigenfunction of the destruction operator for the photon
annihilation operator, aˆ(ω),
aˆ(ω) |α(ω)〉 = α |α(ω)〉 . (2.17)
The reasoning behind this definition is that a eigenvalue of the
annihilation operator will perfectly factorize the correlation func-
tion, G(n)(r1, t1, ..., rn, tn), for all n.62 Thus the values of all corre-
lations functions of a coherent state are 1, and a coherent state is
perfectly coherent at all orders. The form of a coherent state in
the Fock basis is,
|α〉 = e−|α|
2
2
∞
∑
n=0
αn√
(n!)
|n〉 = e−|α|
2
2 +αaˆ
† |0〉 (2.18)
This equation represents the quantum state produced by a in-
dividual photons emitted at random times into the same mode.
When detected this would produce statistics suggestive of the
distribution in Fig. 2.3a). A coherent state is thus provides a good
description of light emitted from a laser, and they are commonly
described as such. We typically consider strong laser sources,
where the loss of a single photon has no easily observable impact
on the laser beam. Thus in this thesis we treat coherent states as
classical waves, with electric field given by A(k, t) = Aeiωt−k·r.
Since the properties of a laser can be well described classically
we will refer to lasers as ‘classical’ light sources in this thesis.
Squeezed vacuum
A state of light which will necessitate a quantum description
is the squeezed vacuum state. Like to the coherent state, a
squeezed state represents the situation of photons produced
with non-deterministic timing, but with the key difference that
they are now produced in pairs, as in Fig. 2.3b). This will clearly
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alter the higher order the correlation functions of the state,
since now detecting one photon heralds the detection of the
other photon in the pair. Squeezed states are produced by an
interaction Hamiltonian of the form,65
HˆI = ih¯χ(2) aˆ†s aˆ
†
i − ih¯χ(2)
∗
aˆs aˆi (2.19)
producing a quantum state with the form,
Sˆ(ζ) |0〉 = e(χ(2) aˆ† aˆ†−χ(2)
∗
aˆaˆ)t |0〉 ≈
∞
∑
k=0
(χ(2)t)k
k!
|k〉s |k〉i (2.20)
A squeezed vacuum well describes the quantum state produced
by the nonlinear optical process of spontaneous parametric
down-conversion (SPDC), where photon pairs are produced via
a Hamiltonian containing two-photon creation terms aˆ† aˆ†. SPDC
is a common technique of generating quantum states of light
and will be used extensively in this thesis. In the next section
we introduce SPDC, along with various related nonlinear optical
processes that will be considered in this thesis.
2.3 Nonlinear optics
Nonlinear optics is the field of physics focused on the interac-
tion between photons, mediated by photon induced polarization
in materials. The exploration of nonlinear optical effects was ini-
tially enabled by the invention of the ruby laser in 1960, which
gave physicists access to high intensity coherent light. One of
its first uses of this new light source was in demonstration of
the nonlinear optical process of second harmonic generation.66
This was achieved by shining coherent light into a crystalline
quartz sample and measuring the spectrum of the light leaving
the quartz. A small amount of light with frequency of twice the
ruby laser’s frequency was observed on a photographic plate af-
ter the quartz crystal. This was caused by pairs of photons from
the ruby laser interacting to produce single photons of twice the
energy and thus twice the frequency.
This process of second harmonic generation can be explained
by considering the material polarization that is induced when
20 Background and methods
light propagates through a medium. Nonlinear optical processes
are conveniently understood by analyzing the induced polariza-
tion in the form of a Taylor series expansion of the polarization
density P(ω),67
P(ω) = e0
[
χ(1)E(ω) + χ(2)E(ω1)E(ω2) + χ(3)E(ω1)E(ω2)E(ω3)...
]
.
(2.21)
Here e0 is the permittivity of the vacuum and χ(1),χ(2) and χ(3)...
are the first, second and third order susceptibility tensors of the
material. The frequencies ω1, ω2... are frequencies of the elec-
tromagnetic field which combine, as in E(ω1)E(ω2), in order to
induce the polarization with frequency ω = ω1 +ω2.
The first term, χ(1)E(ω), describes the polarization induced
with the same frequency as the incident light. This term is re-
sponsible for refraction of light when it enters materials. The
second term, χ(2)E(ω1)E(ω2), is the interaction of two incident
frequencies, ω1 and ω2, to produce polarization at the frequency,
ω3 = ω1 + ω2. This new polarization frequency component can
then radiate light at the frequency ω3, adding an extra frequency
into the incident light as in the case of second harmonic genera-
tion in the quartz crystal mentioned earlier. As we will show, this
three wave interaction leads to a number of other distinct pro-
cesses, namely sum-frequency generation, difference frequency
generation, and spontaneous parametric down-conversion. For
these interactions to be possible χ(2) in the material must be
nonzero, this is the case for non-centrosymetric crystals such as
crystalline quartz or lithium niobate (LiNO3).
2.3.1 Second harmonic generation
The process of second harmonic generation is a special case of
the three wave interaction, where the two input frequencies ω1
and ω2 are equal. SHG can occur, as mentioned earlier, when
pumping a χ(2) nonlinear crystal with a coherent light source of
frequency ωp = ω1 = ω2. Two photons of the same frequency
ωp can then combine to form a photon at the second harmonic
frequency 2ωp. For the case where all the propagating waves are
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colinear SHG can be described classically by the coupled mode
equations,
∂A(2ωp)
∂z
= i
ωpχ
(2)
2n2ωpc
A(ωp)2e(i∆kz), (2.22)
∂A(ωp)
∂z
= i
ωpχ
(2)
2n2ωpc
A(ωp)A(2ωp)e(−i∆kz). (2.23)
Here A(ω) is the slowly varying electric field envelope for fre-
quency ω and nω is the refractive index of the material for fre-
quency ω. The term ∆k is the phase mismatch between the
pump and second harmonic waves, defined by 2kωp − k2ωp . As
we will show, reducing the phase mismatch between the interact-
ing waves is crucial for creating efficient nonlinear interactions,
and thus crucial for creating photon sources based on second
order nonlinear optics.
Phase matching
Nonlinear optical interactions always conserve the energy and
momentum of the interacting photons. Energy, being a scalar
quantity, is conserved in all cases where the energy of input
photons is equal to the output. For example in second harmonic
generation this is achieved when 2ωp = ωSH, since the two pump
photons have energy equal to 2h¯ωp and the output second har-
monic photon has energy h¯ωSH.
Momentum is a vector, rather than a scalar quantity. Thus the
momentum conservation condition can satisfied for some direc-
tions of propagation and not for others. Since in this thesis we
are generally focused on nonlinear interactions in waveguides,
we will concentrate on the case where the k-vectors of all inter-
acting fields are parallel, as they would be when propagating in
a single waveguide. In this case the phase mismatch between
the interacting fields is caused by the refractive index disper-
sion in the material, i.e. when nωp 6= nωSH. Differing refractive
indices mean that the waves accumulate phase at different rates,
and thus a phase difference will build up between the interacting
waves as a function of propagation distance, z. This means field
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Figure 2.4: Growth of the second harmonic field intensity for two different cases. From 0 to 4 coherence
lengths the SH field oscillates near zero each coherence length. From 4 to 8 coherence lengths a χ(2)
poling structure is introduced to periodically correct the phase mismatch and achieve efficient second
harmonic generation.
created at different positions in the nonlinear material can inter-
fere destructively, making energy flow back and fourth between
the pump and second harmonic fields, and ultimately limiting
the efficiency of the second harmonic generation.
In waveguides a common approach to achieve momentum
conservation for the nonlinear process is called ’quasi-phase
matching’ (QPM).68 It involves periodically inverting the sign of
the nonlinear coefficient χ(2) in order to periodically correct the
accumulated phase difference between the interacting waves. In
practice inversion of the nonlinear coefficient can be achieved
by inverting the ferro-electric domain structure of the nonlinear
crystal. Applying a strong local electric field using lithograph-
ically defined electrode masks can precisely invert the domain
structure to achieved QPM.69
In Fig. 2.4 the generation of the second harmonic field is
shown for two different phase-matching situations. The inten-
sity of the SH field is shown on the y-axis and the propagation
distance along the waveguide is shown along the x-axis. Propa-
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gation distance is defined in terms of the coherence length of the
nonlinear interaction, the distance required for phase difference
between the waves to return to its starting value, Λ = 2pi/∆β(0).
The first part of the curve shows the SH field produced with no
phase matching. In this case the SH increases for half a coher-
ence length, until the fields have a pi/2 phase difference, then
the SH field begins decreasing due to destructive interference.
The next section of the curve shows the field produced by quasi-
phase matching, with the sign of the nonlinear coefficient flipped
by pi for every 1/2 coherence length preventing destructive in-
terference and allowing the SH field to grow. This technique is
very important for facilitating nonlinear interactions in waveg-
uides, and as we will show in chapter 3, can allow shaping of
the photon-pair wavefunction produced by the nonlinear optical
process of spontaneous parametric down-conversion.
2.3.2 Sum-frequency generation and difference-frequency generation
Two second order nonlinear processes, which are generalizations
of SHG, are sum-frequency generation and difference-frequency
generation. These processes are well described by classical non-
linear optics with no need to go to a quantum description, and
both can take place with strong easily detected classical fields
for both the inputs and outputs. As we will show in Ch. 5 both
can be useful for determining the quantum state that would be
produced by spontaneous parametric down-conversion.
Sum frequency generation (SFG) is a more general form of sec-
ond harmonic generation, where two photons, called the signal
and idler, with frequency ωs and ωi interact to form a new pho-
ton of frequency ωs +ωi = ωSF. The key difference between SFG
and second harmonic generation being that the signal and idler
photons can have different frequencies, thus can originate from
different coherent light sources. The equations for the collinear
interaction of the signal, idler and sum frequencies are,
∂Aω1
∂z
= i
ω1χ
(2)
2nω1c
Aω3 Aω2e
(−i∆kz) (2.24)
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∂Aω2
∂z
= i
ω2χ
(2)
2nω2c
Aω3 Aω1e
(−i∆kz) (2.25)
∂Aω3
∂z
= i
ω3χ
(2)
2nω3c
Aω1 Aω2e
(i∆kz) (2.26)
where to model SFG we set the signal, idler and sum frequencies
to be ω1, ω2 and ω3 respectively.
The same set of three coupled equations (Eqs. 2.24-2.26) can
describe the closely related process of difference-frequency gen-
eration (DFG). In DFG a new wave is generated with frequency
equal to the difference of the two input frequencies, where as
SFG generates a new wave with frequency equal to the sum of
the two input frequencies. In DFG a pump field, ωp, is mixed
with a seed field, ωs, of a lower frequency. The presence of the
seed field stimulates photons at the pump frequency to split into
two photons, one at the seed frequency and another at the differ-
ence frequency, ωp − ωs = ωDF , hence DFG is a form of stimu-
lated emission. In order to model DFG with Eqs. 2.24-2.26 we set
the seed, difference frequency (sometimes called the idler) and
pump frequency to be ω1, ω2 and ω3 respectively.
2.3.3 Spontaneous parametric down-conversion
Spontaneous parametric down-conversion (SPDC) is the reverse
process of sum frequency generation. In a χ(2) nonlinear material
a photon, corresponding to the sum frequency, can be split into
two lower energy photons called the signal and idler [Fig. 2.5].
This could also be thought of as the spontaneous emission equiv-
alent of DFG, where the seed field is replaced with quantum vac-
uum fluctuations in the electromagnetic field.70 The signal and
idler photons are correlated since they are necessarily created at
the same place and time. Thus SPDC can be useful as a way of
generating quantum states of light containing correlated pairs of
photons, and we will use it extensively throughout this thesis.
The photon pair can either be generated with the same polar-
ization (Type I SPDC) or opposite polarizations (Type II SPDC).
In this thesis we consider primary Type I down-conversion. This
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Figure 2.5: Spontaneous parametric down-conversion. Photons from a pump laser are split into two
lower energy photons, called the signal and idler photons.
is because processing photons of different polarization on the
same chip is challenging due to on-chip waveguides typically
being birefringent (unless special effort is made to avoid bire-
fringence). In the quantum interaction picture the Hamiltonian
for Type I this process can be written as,71
Hˆi = e0
∫
V
dr3χ(2)EˆpEˆ†s Eˆ
†
i + H.C. (2.27)
Here,
Eˆp =∑
k
Ep aˆk(ωp)ei(kz−ωpt), (2.28)
defines the pump field, in terms of the photon annihilation op-
erator aˆ(ω) and the constant,
Ep = i
√
h¯ωp
2e0n2pVQ
(2.29)
where VQ is the quantization volume. The fields of the signal
and idler photons, Eˆs and Eˆi are defined similarly.
For typical photon pair generation experiments in the lab we
can treat the pump as a strong classical field Ep. We can also
simplify the Hamiltonian by absorbing all constants and phase
matching terms into χ(2), in order to reveal the underlying struc-
ture of the Hamiltonian. Thus rewrite the Hamiltonian in Eq.
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2.30 as,
Hˆi = χ(2)Ep aˆ†s aˆ
†
i + c.c. (2.30)
Clearly the SPDC interaction Hamiltonian corresponds to the
creation of a pair of photons at all points in space, the proba-
bility of generation from a specific location determined by the
χ(2) term incorporating phase matching and the nonlinearity. To
find the two photon state that would be generated we calculate
the unitary evolution of the Hamiltonian on the vacuum state,
e−i
Hˆt
h¯ |0〉s |0〉i = exp
(
−i(χ(2)Ep aˆ†s aˆ†i + c.c.)t/h¯
)
|0〉s |0〉i (2.31)
The form of the generated SPDC state is now that of a squeezed
vacuum. Typically, to create a two-photon source, the intensity of
the pump laser is chosen to be low, so the dominate term in the
SPDC wavefunction is the two photon term (and vacuum term).
Since the annihilation operator applied to the vacuum state is 0
we can ignore the annihilation operators in this equation, and
expand the creation operators as,
exp
(
−i(χ(2)Ep aˆ†s aˆ†i + c.c.)t/h¯
)
|0〉s |0〉i ≈
∞
∑
k
(
χ(2)Ep aˆ†s aˆ†i t/h¯
)k
k!
|0〉s |0〉i
(2.32)
In the weak pump approximation terms in the series with higher
powers of Ep such as (E2p and above) can be neglected since they
will be very small. Thus to a good approximation the state pro-
duced by SPDC with a weak pump is,65
ψSPDC = |0〉s |0〉i + χ(2)Ep aˆ†s aˆ†i t/h¯ |0〉s |0〉i . (2.33)
Thus SPDC can effectively provide a source of two-photon Fock
states. This process will be used extensively in this thesis for the
generation of quantum states of light in photonic chips.
Chapter 3
Generation of optically
reconfigurable quantum states in
nonlinear photonic chips
Two important functionalities for integrated photonics are the
on-chip generation of photons, and the subsequent manipula-
tion of their wavefunction. Ideally these functionalities would
both be integrated into a single photonic chip, so photons can
be both created and manipulated in the same device. In this
chapter we develop a simple way of integrating both. Impor-
tantly, in our approach, the manipulation of the wavefunction is
achieved all-optically by modulating the phase or amplitude of
external pump lasers coupled into the chip. Thus the state pho-
tons are generated with could potentially be manipulated at GHz
frequencies using electro-optic modulators (EOMs) to adjust off-
chip driving lasers, without the need to integrate the modulators
themselves onto the chip.
The latest experimental developments26, 28, 52, 72, 73 show that the
goal of a fully integrated and reconfigurable source of entangled
photons is highly achievable in a range of platforms. However,
it is important to consider the feasibility of each approach for its
eventual integration into a multi-functional photonic chip realiz-
ing a useful application. In particular the speed that the photonic
wavefunction can be manipulated at is highly important to en-
sure that the chip is competitive with existing classical photonic
and electronic technologies. Furthermore, it is crucial that the
generation and reconfiguration methods are as simple as possi-
ble to ease their eventual integration with on-chip single-photon
detectors.36
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Using silicon waveguides, photon pairs can be generated
on-chip via spontaneous four-wave mixing26, 52 [Fig. 3.1a)], but
the options for reconfiguring the wavefunction are somewhat
limited. Currently the most viable approach to tuning the
wavefunction in silicon is through the use of thermally tunable
phase shifters combined with waveguide couplers. However
thermal tuning is slow compared to the GHz switching fre-
quencies achieved in competing classical devices. Switching at
up to the tens of GHz range can be achieved by modulating
carrier concentrations in silicon waveguides inorder to change
the refractive index.53 However, this introduces noise and phase
dependent losses, which are highly undesirable for quantum
photonics. More suited to quantum applications is all optical
switching, utilizing silicon’s χ3 nonlinearity.54 This is the most
promising route for fast low loss switching for quantum pho-
tonics in Silicon, however it is necessarily noisy due to extra
unwanted nonlinear interactions, such as Raman-scattering,74
which can be challenging to suppress.
Another alternative is using photonic chips based of χ(2) non-
linear materials such as lithium niobate.28 In this platform pho-
tons can be generated easily using SPDC, and their wavefunction
manipulated by electro-optic phase shifters integrated onto the
waveguides [Fig. 3.1b)]. The electro-optic phase shifters provide
much faster reconfigurability of the wavefunction, with the po-
tential to reach the GHz frequencies achieved by similar classical
electro-optic devices. The downsides of lithium niobate com-
pared to silicon is that it has a larger footprint due to lower re-
fractive index contrast, and that it is not compatible with exist-
ing CMOS fabrication techniques. Furthermore, integration of
electro-optic phase shifters on-chip significantly complicates the
device and, in the short-term, makes integration of other func-
tionalities, such as on-chip detection, highly challenging.
Here we consider how to combine the generation and manip-
ulation of photons on-chip in a more fundamental and simple
way than the previously mentioned approaches. By focusing on
simplicity the resulting device can become significantly easier to
integrate with other functionalities. Thus we consider how to do
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Figure 3.1: a) Photon-pair generation in silicon via spontaneous four-wave mixing (SFWM), followed by
wavefunction manipulation using thermal phase shifters in conjunction with a waveguide coupler. b)
Photon-pair generation in lithium niobate (LiNO3) via SPDC, followed by wavefunction manipulation
using electro-optic phase shifters. [Image credit: a) Joshua Silverstone et al.26 and b) Haifei Jin et al.28]
away with the need to integrate thermal or electro-optic phase
shifters on-chip, and instead reconfigure the photonic wavefunc-
tion all-optically. We predict that a photonic chip consisting of an
array of coupled nonlinear waveguides75–77 can be designed for
all-optically controlled generation of any set of path-entangled
two-photon states. This device is particularly elegant because
the output quantum wavefunction is directly mapped from the
amplitudes and phases of the classical laser inputs. Hence the
device can be reconfigured in real time by varying classical in-
puts, providing a flexible interface between classical and quan-
tum information.
This chapter is organized as follows. In Sec. 3.1 we introduce
the nonlinear waveguide array (WGA), an integrated device that
can produce entangled photon-pairs via SPDC. Then in Sec. 3.2
we explain and demonstrate experimentally how this provides a
simple optically reconfigurable on-chip photon source, using the
simple example of a nonlinear waveguide coupler?. In Sec. 3.3
?I performed data processing, optical alignment, and design of the quantum tomography setup for the nonlinear
coupler project.27 A significant amount of the experiment was completed by Dr. Frank Setzpfand and Dr. Alexander
Solntsev.
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we show how to design χ(2) poling structures in the WGA to al-
low the production of nearly any desired two-photon state when
pumping just a single waveguide. As a specific example we show
how to structure the poling so that pumping each waveguide in
an array of four coupled waveguides produces a different Bell
state. We also investigate the limits of using χ(2) poling patterns
to produce any arbitrary two-photon wavefunction, showing that
not all wavefunctions can be produced in a homogeneous WGA.
Then we show that these limits can be overcome by breaking
the symmetries of the device. Finally, we numerically model the
effect of realistic fabrication errors on the performance of the de-
vice.
3.1 SPDC in nonlinear waveguide arrays
In this section we introduce the theory required to describe SPDC
in nonlinear waveguide arrays. We begin by describing the prop-
erties of linear waveguide arrays, before introducing a mathe-
matical model for SPDC in χ(2) waveguide arrays.
3.1.1 Coupled waveguide arrays
A key component for transforming quantum states within a pho-
tonic chip is the directional coupler. This is formed by two
waveguides are close together, allowing the evanescent fields
of each waveguides guided mode to overlap.78 This lets light,
or single photons, in the mode of one waveguide couple into
the other waveguide via the evanescent field overlap (and vice
versa). Mathematically this can be described by two coupled
mode equations,
∂ψ1(z)
∂z
= iβ0ψ1(z) + iCψ2(z) (3.1)
∂ψ2(z)
∂z
= iβ0ψ2(z) + iCψ1(z) (3.2)
where β0 is the propagation constant of the waveguides. Here ψn
is the component of a single-photon wavefunction in the mode of
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Overlaping mode proles
Coupled waveguide array
Figure 3.2: A planar array of waveguide, coupled via their overlapping evanescent fields.
waveguide n, and C is the coupling rate between the two waveg-
uides. C is dependent on the overlap between the waveguides
evanescent fields, therefore C becomes larger as the waveguides
get closer together along the propagation direction z. From these
coupled equations we can see that light tunnels continuously be-
tween the two waveguides as a function of propagation distance,
z.
A coupled waveguide array is a generalized form of a waveg-
uide coupler.79 A waveguide array consists of a large number of
waveguides, each with some coupling to some of its neighbor-
ing waveguides. Since this thesis is focused on planar integrated
circuits we consider waveguide arrays in a single 2D plane [Fig.
3.2]. Waveguide arrays of this type have been used to perform
quantum walks of multiple photons,80, 81 where each photon trav-
els down the array in the z direction, while simultaneously cou-
pling into neighboring waveguides.
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Figure 3.3: A pump laser (green) creates a photon-pair wavefunction (red) in an array of coupled χ(2)
nonlinear waveguides. Two-photon correlations are detected using a pair of single photon detectors.
[Image credit: Alexander Solntsev et al.75]
3.1.2 SPDC in nonlinear waveguide arrays
Recently it was proposed to combine the continuous transfor-
mation of a waveguide array with the simultaneous generation
of photons pairs via SPDC.75 This requires the waveguides in
the array to be made from a nonlinear material, thus it is called
a nonlinear waveguide array. This device was experimentally
demonstrated in reference,76 and it was shown that a nonlin-
ear waveguide array produces output quantum states with high
spatial entanglement. This is because the down-converted pho-
ton pair are created from a superposition of all points along the
pump lasers path. Therefore, depending on the creation location
the photon-pair undergoes different amounts of inter-waveguide
coupling before emerging at the end of the array. So the output
two-photon state is a superposition of many different photon
pair states, and thus is highly entangled. Spatial entanglement
(or path entanglement) is an important resource for many quan-
tum information and sensing applications, thus is an essential
property for any on-chip photon source.
To model SPDC in the a waveguide array we will work in
the weak pump regime, neglecting all terms in the state of the
down converted photons corresponding to the creation of multi-
ple photon pairs. Hence we assume that SPDC produces a two-
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photon quantum state, which can be described as
|Ψ(z)〉 =∫
dωsdωi
N
∑
nsni
Ψnsni(z,ωs,ωi)a
†
ns(ωs)a
†
ni(ωi) |0〉s |0〉i , (3.3)
where a†n(ω) is the creation operator for a photon of frequency
ω in waveguide number n ∈ [1, 2, ..., N] and Ψnsni(z,ωs,ωi) is the
two-photon wavefunction which depends on both the frequency
and position of the signal (subscript s) and idler (i) photons in
the WGA.
We consider filtering the frequency range of the output two-
photon state to a narrow band such that the signal and idler
are nearly degenerate. However mathematically we must still
treat the photons as distinguishable because true degeneracy oc-
curs only at an infinitesimal point on the spectrum. Restricting
both the integrals over signal and idler frequencies to a single,
sufficiently narrow frequency range, the two-photon state is de-
scribed by a frequency-independent wavefunction,
Ψnsni(z,ωs,ωi) ≈ Ψnsni(z) (3.4)
When pumping the WGA with a laser of frequency ωp =
ωs +ωi the two-photon wavefunction obeys the differential equa-
tion,76, 82
i
∂Ψns,ni(z)
∂z
= i
N
∑
np=1
Anpdnp(z)e
i∆β(0)zδns,npδni,np
− C
[
Ψns,ni+1 +Ψns,ni−1 +Ψns+1,ni +Ψns−1,ni
]
. (3.5)
Here the first term on the right is the generation of the two pho-
ton wavefunction via SPDC, with classical laser driving ampli-
tude Anp and second order nonlinear coefficient dnp(z) in waveg-
uide number np, while the phase mismatch is denoted as ∆β(0).
The last term on the right describes the evanescent coupling of
signal and idler photons between neighboring waveguides with
the coupling rate given by C. Due to the symmetry between
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the signal and idler photons in Eq. 3.5, for the initial vacuum
state Ψns,ni(0) = 0, the two-photon wavefunction is symmetric,
Ψns,ni(z) = Ψni,ns(z), at all z.
The solution to Eq. (3.5) is found in terms of the supermodes
of the coupled waveguide array. These are the eigenfunctions of
the inter-waveguide coupling operator, with the form,
φks,ki = sin
(
piksns
N + 1
)
sin
(
pikini
N + 1
)
. (3.6)
We express the wavefunction in terms of these modes as,
ψns,ni = ∑
ks,ki
fks,ki(z) sin
(
piksns
N + 1
)
sin
(
pikini
N + 1
)
(3.7)
and substitute this into Eq. 3.5, and rearrange it to a differential
equation for ∂ fks,ki(z) . This diagonalizes the differential equa-
tion since each fks,ki represents a supermode of the array. Thus
Eq. (3.5) can be directly integrated, giving the following solution
for the two-photon wavefunction in terms of amplitude of each
supermode at the end of the array,
fks,ki(L) = e
iβkski L
N
∑
np=1
Anp sin
(
pikinp
N + 1
)
sin
(
piksnp
N + 1
)
×
L∫
0
dnp(z)e
i(∆β(0)−βkski )zdz. (3.8)
Here βkski = 2C [cos(piki/(N + 1)) + cos(piks/(N + 1))] is an ex-
tra phase mismatch term resulting from the transverse momen-
tum of the various supermodes, and L is the total length of the
array.
3.2 An optically reconfigurable photon source
As described by Eq. 3.5 the propagation of two-photons in a non-
linear waveguide array is essentially linear. So if driving the
waveguide np with unity pump amplitude produces the quan-
tum output state |ψnp〉, then driving multiple waveguides pro-
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duces the state |Ψ〉 = ∑Nnp=1 Anp
∣∣ψnp〉. Therefore by varying the
N classical laser inputs, Anp , we can reconfigure the device in real
time to produce any state in an N dimensional quantum space.
Thus, a nonlinear waveguide array is an optically reconfigurable
on-chip photon source.
We first demonstrate this experimentally, for the simplest
type of nonlinear waveguide array, an array of just two coupled
waveguides. Thus we will refer to this device as a nonlinear
coupler. I assisted with the optical alignment, data analysis and
quantum tomography system design for the nonlinear coupler
experiment presented in this section, as published in.27 I also
showed how the result can more generally applied to arrays of
larger numbers of waveguides as I will present in Sec. 3.3.
The nonlinear coupler used in the experiment was fabricated
using Titanium in-diffused waveguides on a Lithium Niobate
chip. In this experiment the on-chip waveguides where sin-
gle mode at the down-converted photon wavelength of around
1342nm filtered to a 12nm bandwidth, and multi-mode at the
pump wavelength of 671nm. The pump laser was always cou-
pled into the chip so as to only excite the lowest order waveguide
mode. The evanescent field overlap between the two waveguides
was chosen to be very small for the pump wavelength so that
light from the pump laser does not couple significantly out of
the waveguide it is originally coupled into. In contrast there
is a large overlap between the waveguide modes at the longer
wavelength of the down-converted photons, so they will couple
between waveguides. The length of the waveguides is optimized
so that the CL = pi/2 at the down-converted photon wavelength
range, so photons created at the very start of the waveguide will
exit in a superposition of both waveguides.
For this device the two-photon wavefunction as a function of
propagation distance can be described by the differential equa-
tion,82
∂Ψ1,1(z)
∂z
= A1dei∆β
(0)z − iC [Ψ1,2 +Ψ2,1] . (3.9)
∂Ψ1,2(z)
∂z
= −iC [Ψ1,1 +Ψ2,2] (3.10)
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Figure 3.4: a) Diagram of the nonlinear waveguide coupler. The two input pump lasers have a tunable
phase shift ∆φ between them. b) The single photon eigenmodes of the coupler. c) Tunability of the
two-photon state by adjusting the phase mismatch (via temperature tuning) or pump phase difference.
∂Ψ2,2(z)
∂z
= A2dei∆β
(0)z − iC [Ψ1,2 +Ψ2,1] . (3.11)
Which is simply Eq. 3.5 for the case where ni(s) ∈ {1, 2}. For the
simple case of two waveguides the supermode phase-matching
term βkski will have values β1,1 = 2C, β1,2 = β2,1 = 0 and β2,2 =
−2C. Thus the nonlinear coupler differential equations have so-
lution,
ψ1,1(L) =
Ld
4
[
A1 + A2eiδφ
]
ei
L∆β0+pi
2 sinc
(
L∆β0− pi
2pi
)
(3.12)
ψ1,2(L) = ψ2,1(L) = −Ld4
[
A1 + A2eiδφ
]
ei
L∆β0
2 sinc
(
L∆β0
2pi
)
(3.13)
ψ2,2(L) =
Ld
4
[
A1 + A2eiδφ
]
ei
L∆β0−pi
2 sinc
(
L∆β0 + pi
2pi
)
(3.14)
where sinc(x) = sin(pix)/x, and we have used the fact that
LC = pi/2 for this particular coupler. From these equations it
is easy to see that adjusting amplitudes of the two driving lasers,
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Figure 3.5: Tunability of output two-photon wavefunction from the nonlinear coupler. a) Two photon
correlations measured for in phase pumps (∆φ = 0) pumps at various temperatures, b) and c) for
∆φ = pi/2 and ∆φ = pi respectively.
A1 and A2, or phase between them, eiδφ, will change the out-
put wavefunction. Adjusting the phase mismatch, ∆β0, can add
another degree of freedom to allow the wavefunction to be var-
ied over a larger range of states as demonstrated in reference.27
However, control of the phase mismatch can not be achieved all
optically in any straightforward way, thus here we focus our at-
tention of exerting control purely with the pump lasers A1 and
A2 and their phase difference.
The temperature of the chip was set to around 370°C in order
to achieve phase matching with ∆β(0) = 0. In this case the output
wavefunction can be expressed as,
Ψ(L) = −idpiA
2C
ei∆φ/2
[
sin(∆φ/2) cos(∆φ/2)
cos(∆φ/2) − sin(∆φ/2)
]
, (3.15)
where the matrix element m, n corresponds to the wavefunction
element ψn,m and we have set A1 = A2 = A. From this we
see that by tuning ∆φ between 0 and pi the output wavefunc-
tion can switch from an anti-bunched state (where both pho-
tons are in the opposite waveguides), to a bunched state (where
both photons are in the same waveguide). This switching can
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be seen in the experimentally measured two-photon correlations
produced by the nonlinear coupler [Fig. 3.5]. Specifically for the
temperature of 370.6°C a pump phase difference of 0 results in
the two-photon correlations between photons in waveguides 1
and 2 being the strongest. Where as, simply switching the pump
phase difference to pi changes the two photons correlations to be
strongest between photons emerging from the same waveguide,
corresponding to the bunched state.
Therefore the two-photon wavefunction can be reconfigured
all-optically between bunched and anti-bunched states. For prac-
tical applications it would be useful to be able to produce more
complex states, while still retaining the ability to all-optically
those states. Therefore in the next section we consider how a
general integrated all-optically reconfigurable source could be
developed, which could be engineered produce and switch be-
tween any quantum states in any multidimensional space.
3.3 Steering the wavefunction with tailored poling patterns
Here we predict that a photonic chip consisting of an array
of coupled nonlinear waveguides75–77 can be designed for all-
optically controlled generation of any set of path-entangled
two-photon states. This device is particularly elegant because
the output quantum wavefunction is directly mapped from the
amplitudes and phases of the classical laser inputs. Hence the
device can be reconfigured in real time by varying classical
inputs, providing a flexible interface between classical and
quantum information.
We illustrate the device concept in Fig. 3.6(a). Laser driving
one of the waveguides in the nonlinear waveguide array will gen-
erate entangled photon pairs in the driven waveguide via SPDC.
The waveguides are coupled such that the two down-converted
photons can tunnel between neighboring waveguides, but the
pumping laser is confined to one waveguide. It has been shown
that the interference between the probability amplitudes of dif-
ferent two-photon paths can lead to highly non-classical states
at the output of the device.76, 83 However it remained an open
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Figure 3.6: (a) Diagram of quadratically nonlinear waveguide array. A pump laser field, Anp , produces
path-entangled two-photon state, Ψ, via SPDC. (b) Poling pattern for wavefunction control: each waveg-
uide is divided into a number of segments, with a different duty cycle (ratio of ‘up’ to ‘down’ poling)
in each segment.
question as to whether the WGA could be tuned to produce cus-
tom and reconfigurable quantum states. We demonstrate that
this can be achieved through specially designed domain poling,
as illustrated in Fig. 3.6(b).
As mentioned earlier, the propagation of two-photons in a
nonlinear waveguide array is essentially linear. So if driving the
waveguide np with unity pump amplitude produces the quan-
tum output state |ψnp〉, then driving multiple waveguides pro-
duces the state |Ψ〉 = ∑Nnp=1 Anp
∣∣ψnp〉. Therefore by varying the
N classical laser inputs, Anp , we can reconfigure the device in real
time to produce any state in an N dimensional quantum space.
However the total quantum output space will have N(N + 1)/2
degrees of freedom, namely the complex wavefunction ampli-
tudes of pairs of photons occupying any two of N waveguides.
Thus by varying the N lasers driving the device only a subspace
of the full set of possible output wavefunctions can be produced.
So the ability to all-optically vary the output wavefunction is
limited by the fact that only N of the N(N + 1)/2 degrees of
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freedom can be accessed.
We address this problem, showing that the output space can
be flexibly controlled by introducing special domain poling pat-
terns in the WGA [Fig. 3.6(b)]. Adjusting the domain poling
pattern allows us to choose the exact form of the N dimensional
subspace that is spanned by varying the classical laser inputs to
the device. This is achieved by optimizing the poling in each
waveguide to produce a specific ‘basis state’, |ψnp〉, when it is
pumped individually. Then pumping all waveguides simultane-
ously will allow the creation of any linear combination of the
‘basis states’.
3.3.1 Poling structures
The typical use of domain poling is to achieve quasi-phase
matching (QPM) for χ(2) nonlinear processes.68 QPM involves
periodically inverting the orientation of the ferroelectric dipole
moment in the nonlinear medium; this corresponds to altering
the sign of the second order nonlinearity in the medium. The
technique has also been used to shape the wavefront of down
converted photons in bulk nonlinear crystals.73, 84–86 We utilize
domain poling within the waveguide array structure to alter the
sign of the nonlinear coefficient, dnp(z), as a function of waveg-
uide number, np, and propagation length, z. This effectively
inverts the quantum phase of the two-photon wavefunction
generated at different points along the array, enabling controlled
interference between different two-photon paths.
We begin by discussing the limits on the size of ferro-electric
domains, and how the limits are accounted for in our design.
With established fabrication techniques the minimum length (or
width) of a ferro-electric domain that can be fabricated is around
5µm,87 while newer techniques promise smaller domain sizes.88
In contrast, the typical separation distance between waveguide
cores for the type of coupled WGA we consider is greater than
10µm. Therefore it is entirely possible to envisage a device com-
prised of coupled waveguides with a different poling pattern in
each waveguide. In order to shape the two-photon wavefunction
the efficiency of SPDC is varied along the length of each waveg-
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uide by changing the duty cycle of the poling pattern (the ratio of
‘up’ to ‘down’ poling) between 0% and 50%. This would gener-
ally result in domains that are too small to fabricate since having
an arbitrarily small duty cycle would require arbitrarily small
domain sizes. In Sec. 3.3.4 we show that doubling the period of
the poling pattern allows our method to work using only duty
cycles between 25% and 50%. For lithium niobate this results in a
minimum required domain size of around 10µm, which should
be achievable with established fabrication procedures. Finally,
for our later work on cluster state generation in chapter 4 we
will show that poling patterns can be devised that allow com-
plete control of the generated wavefunction with a constant size
of the inverted domains.
As in QPM we alter the nonlinear coefficient to create pol-
ing structure with periodicity that tends to cancel out the phase
mismatch of the SPDC process. However, as mentioned above,
we also modulate the local efficiencies of SPDC by varying the
duty cycle of the periodic poling structure. This controlled varia-
tion of SPDC efficiency allows tailoring of the output two-photon
wavefunction. Note that varying the duty cycle is not the only
way to achieve this variation, the poling could be structured in
many different ways to achieve the desired variation of SPDC ef-
ficiency. Hence there is great flexibility in the design process
to accommodate fabrication limitations. This leads us to for-
mulate the problem more generally in terms of the ‘aggregate
nonlinearity’, the average efficiency of the down conversion pro-
cess over one (or a small number of) coherence lengths of SPDC,
Λ = 2pi/∆β(0).
Using the aggregate nonlinearity makes it possible to find
a general solution for the poling pattern required to produce
any arbitrary two-photon wavefunction. This general solution
amounts to solving Eq. (3.5) for Ψnsni(L) and then inverting the
result to express the poling structure, dnp(z), in terms of Ψnsni(L).
The role of the aggregate nonlinearity is to mediate between the
discrete up-down poling structure and the continuous valued
two-photon wavefunction.
The solution to Eq. (3.5) was given by Eq. (3.8), which we
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Figure 3.7: (a-d) Target output two-photon states produced when each of the four waveguides is
pumped individually, representing Bell states with dual-rail encoding. The color represents the com-
plex amplitude of each element in the wavefunction, which for the case of perfect Bell states is restricted
to the values −1, 0 and 1. (e) The values of the aggregate nonlinear coefficient, Dnp (z) along the length
of each waveguide.
repeat here for clarity,
fks,ki(L) = e
iβkski L
N
∑
np=1
Anp sin
(
pikinp
N + 1
)
sin
(
piksnp
N + 1
)
×
L∫
0
dnp(z)e
i(∆β(0)−βkski )zdz. (3.16)
In practical implementations of this type of waveguide array
the phase mismatch due to the individual waveguide modes is
much larger than the contribution of the WGA supermodes to
the phase mismatch, i.e. βkski  ∆β(0). Therefore in Eq. 3.16
we can separate the integral over the total phase mismatch into
slowly and quickly varying terms, βkski and ∆β
(0) respectively.
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Under this approximation the integral over z in Eq. (3.16) be-
comes,
∑
j
e−iβkski zj
(j+1)Λ∫
jΛ
dτdnp(τ)e
i∆β(0)τ, (3.17)
where Λ the coherence length of SPDC (in a single uncoupled
waveguide) but in principle the integral could be performed over
any length scale over which the slowly varying term doesn’t
change significantly but the quickly varying term has one or
more complete periods.
We use a QPM poling structure such that dnp(z) is a square
wave with periodicity Λ = 2pi/∆β(0). This results in the quickly
varying term appearing to change linearly over length scales
much longer than one period of the poling structure.68 The rate
of increase of the quickly varying term can be described by the
concept of aggregate nonlinearity, the average quantity of two-
photon wavefunction generated from a QPM poling structure
with arbitrary duty cycle. The aggregate nonlinearity is defined
as,
Dnp(z) =
1
Λ
Λ∫
0
dτdnp(τ)e
i∆β(0)τ, (3.18)
where Λ is the quasi-phase matching period. Over each duty
cycle the sign of dnp(z) will change from positive to negative at
the point lnp(z). So the aggregate nonlinearity produced by a
given duty cycle is
Dnp(z) =
d0
Λ
eiφnp (z)∆β
(0)
[∫ lnp (z)
0
ei∆β
(0)τdτ −
∫ Λ
lnp (z)
ei∆β
(0)τdτ
]
.
(3.19)
Here d0 is the absolute value of the nonlinear coefficient dnp(z),
which is unaffected by domain poling. The arbitrary phase
eiφnp (z)∆β
(0)
simply results from translation of each section of the
poling structure with respect to the driving laser. Dividing by
the poling period, Λ, ensures that the aggregate nonlinearity
represents the amount of two-photon wavefunction produced
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Figure 3.8: (a),(b),(c),(d) The error between the target states in Fig. 3.7(a)-(d), and the states resulting
from using the poling structures in (e). (e) The poling structures used to approximate the aggregate
nonlinearities in Fig. 3.7(e), two colors represent the up and down orientations of the ferroelectric dipole
moment. The number of domains has been reduced to approximately 100 for visualization.
per unit length, rather than the amount produced over a whole
period. Integration of (3.19) gives
Dnp(z) =
2d0
pi
exp
[
i∆β(0)
( lnp(z)
2
+ φnp(z)
)]
sin
(
∆β(0)
lnp(z)
2
)
.
(3.20)
Now by varying the translation, φnp(z), and the length of the
positive part of the duty cycle, lnp(z), we can produce an ag-
gregate nonlinearity with any phase and with any magnitude
(less than the optimal quasi-phase matching magnitude). Hence
by combining a few sections of different duty cycles along the
length of each waveguide we can set the aggregate nonlinearity
to different values in each section [Fig. 3.6(b)]. This allows very
flexible control over the creation of two-photons and therefore
over the final output states of our device.
Substituting the aggregate nonlinearity into Eq. (3.16) gives,
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fks,ki(L) ≈ eiβkski L
N
∑
np=1
Anp sin
(
pikinp
N + 1
)
sin
(
piksnp
N + 1
)
×
M
∑
j=1
Dnp(zj)
∫ zj+1
zj
e−iβkski zdz , (3.21)
which is valid in the realistic situation where βkski  ∆β(0). This
equation can be inverted to solve for the aggregate nonlinearity,
Dnp(zj), given that such a solution exists (see Sec. 3.3.2 for a dis-
cussion of the existence of solutions to the inverse problem). To
invert the equation the aggregate nonlinearity is treated as a free
parameter, allowed to take on a number of different values down
the length of each waveguide. The number of different values of
the aggregate nonlinearity is chosen to be large enough that a
solution exists for the target output state Ψns,ni(L) when invert-
ing Eq. (3.21). Generally this will require around N(N + 1)/2
different values for Dnp(zj) down the length of each waveguide,
since this is the number of free parameters in the two-photon
wavefunction output space.
To illustrate this general approach we design a four-waveguide
device with poling to generate the set of two-photon Bell states
as the outputs |ψnp〉 [Fig. 3.7(a)-(d)]. The Bell states in Fig. 3.7(a)-
(d) are encoded with dual-rail encoding,45, 52 where the signal
photon occupying waveguide 1(3) represents a logical 0(1) and
similarly for the idler photon in waveguides 2 and 4. Driving the
waveguides simultaneously will produce a superposition of the
four Bell states, with the amplitude and phase of each Bell state
determined by the amplitude and phase of the classical laser
driving the waveguide np.
We consider physical parameters similar to the experimentally
realized nonlinear coupler, using lithium niobate (LiNbO3),76
with a waveguide length of L = 5 cm, a coupling rate be-
tween the waveguides C = 161 m−1, and a poling period of
Λ = 18.5 µm at 230°C for 775 nm pump wavelength. Using
these parameters we solve Eq. (3.21) for the four Bell states
[Fig. 3.7(a)-(d)], this provides the required aggregate nonlinear-
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ities in the four-waveguide array [Fig. 3.7(e)]. From the values
of the aggregate nonlinearity we can reconstruct the full poling
structure, dnp(z), using Eq. (3.20), the reconstruction is shown
in Fig. 3.8(e). To check our solutions numerically we compare
the states produced by the full poling structure to the target
Bell states, the errors are shown in Fig. 3.8(a)-(d). The fidelities
between the target states and the realized states are all greater
than 0.999, this shows that the approximate use of the ‘aggregate
nonlinear coefficient’ is valid for realistic parameters.
To conclude this section we have demonstrated how to create
all-optically reconfigurable linear combinations of the set of two-
photon Bell states in an array of four coupled nonlinear waveg-
uides with special poling. Moreover the poling technique can
be applied to a WGA to enable it to produce a large range of
different two-photon states. This opens the door for the design
of a variety of reconfigurable entangled photon sources, with
output quantum spaces tailored to specific technological appli-
cations. We also note that the nearest neighbour coupling in-
teractions and nonlinear effects we consider here are common
to many physical systems. For instance similar all-optically re-
configurable control of entangled photons could be achieved via
spontaneous four-wave-mixing in χ(3) media, by varying waveg-
uide properties (other than χ(2)) poling) in order to control the
phase mismatch.
3.3.2 Effect of degeneracies on available output space
We have shown that a nonlinear four-waveguide waveguide ar-
ray can be used to generate any linear combination of the set of
Bell states. In fact domain poling patterns in waveguide arrays
provide nearly limitless freedom to produce different quantum
states. This, combined with WGA’s dynamic all-optical recon-
figurability, provides a very flexible source of quantum states of
light.
To design a waveguide array capable of being optically recon-
figured over a given output space the array must be able to pro-
duce the set of ‘basis’ output states, |ψnp〉, that define the full
output space. If these states can be produced from the device by
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only varying the pumping lasers, then the device can be reconfig-
ured over the full subspace to any state |Ψ〉 = ∑np Anp |ψnp〉. As
we will show in this section, degeneracies in WGA’s transverse
modes mean that not every subspace defined by a set of arbitrary
|ψnp〉 can be spanned. In Sec. 3.3.3 we show that this limitation is
removed if the degeneracies are broken by introducing refractive
index differences between waveguides.
To investigate the effect of degeneracies on the output space of
a WGA it is convenient to consider using domain poling struc-
tures in the WGA with different poling periods in different lo-
cations. Localized adjustment of the poling period allows phase
matching with particular transverse modes of the array. This lets
us to isolate and drive each transverse mode in different sec-
tions of the array, thus allowing any linear combination of these
modes to be produced at the output of the array. Hence any
quantum state can be produced at the end of the array given that
all the transverse modes can be driven individually. To demon-
strate this we again consider Eq. 3.16, showing the output from
the array in terms of transverse modes fks,ki ,
fks,ki(L) = e
iβkski L
N
∑
np=1
Anp sin
(
pikinp
N + 1
)
sin
(
piksnp
N + 1
)
×
L∫
0
dnp(z)e
i(∆β(0)−βkski )zdz. (3.22)
Here we see that poling the nonlinear coefficient, dnp(z), with a
frequency of ∆β(0) − βk′sk′i will selectively drive transverse modes
that have propagation constants βk′s,k′i . Hence transverse modes
with unique propagation constants can be phase matched and
driven individually, without affecting other modes. In order to
determine which modes have unique propagation constants we
must look at the spectrum of the modes eigenvalues as a function
of ki and ks. This spectrum is given by
βkiks = 2C
[
cos
(
piki
N + 1
)
+ cos
(
piks
N + 1
)]
, (3.23)
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Figure 3.9: Two-photon eigenvalues (βkiks ) of the transverse modes for a four-waveguide array. The
dashed line shows the symmetry axis ki = ks. The diagonal rectangle marks the degenerate eigenvalues
along the line ks = N + 1− ki.
and a plot of the mode propagation constants for N = 4 is shown
in Fig. 3.9. First it is important to note that the equation is tran-
scendental, so there will be some randomly occurring degenera-
cies, especially for large N. There will also be some degeneracies
that can be predicted analytically. Here we will consider only the
degeneracies that can be predicted analytically, since in WGAs
with only a few waveguides these are by far the most common
type of degeneracy.
The most obvious of these predictable degeneracies occurs be-
cause the signal and idler are almost degenerate, so naturally
βkiks = βkski , and the eigenvalues are symmetric across the main
diagonal. This degeneracy is not an obstacle to showing that the
device can generate any quantum state because it arises from the
particles themselves rather than from the WGA. However there
will also be degenerate eigenvalues when ks = N + 1− ki, since
in this case βki,(N+1−ki) = 0 for all ki. This degeneracy corre-
sponds to the set of modes where the entangled signal and idler
photons have equal and opposite propagation constants, so the
net propagation constant of the state is zero. This presents a
problem, because now the degenerate eigenvalues correspond to
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distinguishable states, but we cannot drive these states indepen-
dently with domain poling.
As a result of the degeneracy of the fki,(N+1−ki) modes just
choosing the domain poling period cannot drive the modes indi-
vidually. This limitation can be overcome by adjusting the pump
intensity in each waveguide. The degenerate transverse modes,
fki,(N+1−ki), have distinct spatial profiles for each ki. Hence shap-
ing the spatial profile of the laser driving of the device can drive
one of the transverse modes without exciting the others. Cou-
pling the pump laser into different waveguides will change the
rate each of the modes fkiks is driven at. We will call the rate each
mode is driven at, Pkiks , the pump profile. From Eq. (3.22) we
can see the pump profile is given by
Pkiks =
N
∑
np=1
Anp sin
(
pikinp
N + 1
)
sin
(
piksnp
N + 1
)
, (3.24)
where np denotes the waveguide numbers the pumping lasers
are coupled to. Now to control the driving rate of modes with
degenerate eigenvalues we should look at Pki(N+1−ki),
Pki(N+1−ki) =
N
∑
np=1
Anp sin
(
pikinp
N + 1
)
sin
(
pi(N + 1− ki)np
N + 1
)
.
(3.25)
This is the rate that each of the degenerate modes fki,(N+1−ki)
is driven at when pumping each waveguide with an arbitrary
intensity and phase pump laser Anp . It is equivalent to
Pki(N+1−ki) = −
1
2
N
∑
np=1
Anp(−1)np
[
1− cos
(
2pikinp
N + 1
)]
. (3.26)
Now if we drive each waveguide with laser field given by
Anp = cos
(
2pikpnp/(N + 1)
)
(−1)np , then Pki(N+1−ki) = δkikp +
δ(N+1−ki)kp . Here kp denotes the mode number of the pump. This
pump profile allows the mode fk′i(N+1−k′i) to be addressed indi-
vidually, without exciting the other modes sharing its degener-
ate propagation constant. By using a linear combination of these
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pump profiles, ie
Anp =∑
ki
cki cos
(
2pikpnp
N + 1
)
(−1)np , (3.27)
any linear combination of the degenerate modes can be
driven. Therefore the degeneracy in the modes propaga-
tion constants can be overcome by carefully shaping the
pumping, Anp , to exploit the spatial differences between de-
generate modes. Importantly pumping with the profiles
Anp = sin
(
2pikpnp/(N + 1)
)
(−1)np never excites the degen-
erate fki(N+1−ki) modes. So this gives N/2 degrees of free-
dom for exciting other modes while simultaneously using the
cos
(
2pikpnp/(N + 1)
)
(−1)np pumping profile to excite the N/2
degenerate fki(N+1−ki) modes. This could be useful for allowing
reconfigurability, despite degeneracies, by appropriate shaping
of the poling structures in the array.
To summarize we have shown in this section that waveguide
arrays can be designed to span large quantum output spaces via
all-optical reconfigurability, even in the presence of degeneracies.
Through careful choice of which waveguide is driven to produce
which basis state, |ψnp〉, the desired output space can often be
spanned. For example in the the previous section we show that
the set of four Bell states can be spanned with pump excitation
of individual waveguides.
3.3.3 Removing degeneracies for maximum reconfigurability
We now consider how degeneracies could be removed from a
nonlinear waveguide array to allow it to span any N dimensional
two-photon output space. Although (as shown earlier) arrays
with small numbers of waveguides can span interesting output
spaces such as the Bell states, in principle not every output space
can be spanned due to degeneracies. This becomes more im-
portant for large numbers of waveguides because the increasing
numbers of modes increases the probability that the transcen-
dental equation for the eigenmodes, Eq. 3.23, will produce more
degeneracies.
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Figure 3.10: Single-photon mode profiles and their corresponding propagation constants (β shown
along the y-axis) for arrays of five waveguides with (a) the same refractive index in all waveguides,
(b) with one of the edge waveguides having a higher refractive index. Here the size of the dots shows
the light intensity in each waveguide for a given mode, while the color of the dots denotes the phase of
the light (phase is limited to 0 (red dots) or pi(blue dots))
Degeneracies in two-photon modes occur when the difference
between two single-photon modes eigenvalues are the same.
This can be shown by assuming a pair of two-photon modes are
degenerate,
βks1 ,ki1
= βks2 ,ki2 =⇒ βks1 + βki1 = βks2 + βki2 , (3.28)
then inverting to find a condition relating to the difference be-
tween eigenvalues of single-photon modes ,
βks1 − βks2 = βki2 − βki1 . (3.29)
So to remove degeneracies we require that all the differences be-
tween eigenvalues of single-photon modes, βks1 − βss2 , are not
equal. This could be achieved by tuning the refractive index
in each waveguide to ensure Eq. 3.29 is violated for all single-
photon modes.
In Fig. 3.10 we give an example of this degeneracy breaking
for an array of five waveguides. The removal of degeneracies
can be seen by noting the non-uniform spacing of single photon
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modes propagation constants in Fig. 3.10b), meaning the condi-
tion for degeneracy [Eq. 3.29] will not be fulfilled. This shows
that a small adjustment in refractive index can remove degener-
ate propagation constants as well as removing zero points from
transverse modes.
Allowing for different refractive indices in all waveguides the
propagation of two-photons is governed by the following equa-
tion,
i
∂Ψns,ni(z)
∂z
= i
N
∑
np=1
Anpdnp(z)e
i∆β(0)zδns,npδni,np
− C
[
Ψns,ni+1 +Ψns,ni−1 +Ψns+1,ni +Ψns−1,ni
]
+ (δβns + δβni)Ψns,ni , (3.30)
where δβns + δβni is the sum of the propagation constants due to
refractive index modulation in the waveguides occupied the by
signal and idler photons. We now introduce a new set of trans-
verse single-photon modes, u(k)n , to account for the new propa-
gation constants in the array. These are eigenmodes of the com-
bined single-photon coupling and propagation operators from
Eq. 3.30, so for the kth mode
βku
(k)
n = −C
[
u(k)n+1 + u
(k)
n−1
]
+ δβnu
(k)
n . (3.31)
The two-photon wavefunction produced by down-conversion
can be expressed in terms of pairs of single-photon modes such
that, Ψns,ni = ∑ks,ki fks,kiu
(ks)
ns ⊗ u(ki)ni . Writing Eq 3.30 in terms of
fks,ki gives,
i
∂ fks,ki(z)
∂z
= iDks,ki + βks,ki fks,ki(z), (3.32)
Here βks,ki = (βks + βki) and Dks,ki is the spatial overlap between
the pumping and the real space profile of the two-photon mode,
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Dks,ki =
N
∑
npnsni
Anpu
(ks)
ns u
(ki)
ni δni,npδns,npdnp(z)e
i∆β(0)z. (3.33)
The solution to Eq. (3.32) is
fks,ki(L) = e
iβks,ki L
N
∑
np
Anpu
(ks)
np ⊗ u(ki)np
∫ L
0
dnp(z)e
i(∆β(0)−βks ,ki)z.
(3.34)
This is analogous to Eq (3.22), but now with a new set of modes
and eigenvalues. From this equation the two conditions to exclu-
sively drive any two-photon mode in any waveguide are evident:
1. The mode must have a unique eigenvalue, βks,ki , so that mode
can be selectively driven by poling at the resonant spatial
frequency ∆β(0) − βks,ki .
2. It must be possible to drive the mode by pumping any
waveguide, so the overlap of the mode, Dks,ki , must be
nonzero, when each waveguide is driven individually.
The first condition ensures that each mode can be driven ex-
clusively, while the second condition ensures that this exclusive
driving can occur in any waveguide. In Fig. 3.10 it is shown
that both criteria are satisfied for an array of five waveguides,
but only after one waveguide is given a different refractive index
to the others, so that δβn = 1 for one waveguide in Eq. (3.30).
These two criteria make mean the poling in a single waveguide
can be structured to produce any linear combination of the ar-
rays supermodes via SPDC, thus any two-photon quantum state
can be produced by driving a single waveguide. Thus it possi-
ble to design a WGA to span any desired N dimensional output
space when driving each waveguide.
This would be achieved by poling each waveguide with
N(N + 1)/2 different segments of poling. Each segment be-
ing poled with a period 2pi/(∆β(0) + βks,ki) to phase match a
particular mode. If the length of each segment is set so that
L  1/min(|βks,ki − βk′s,k′i |), then only the mode that is phase
matched will be produced in a particular segment. Then, by
varying the relative length of each segment, any linear combi-
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nation of modes can be produced at the end of the array. This
process could be used in every waveguide, engineering each to
produce a different state |ψnp〉. Then driving the waveguides
simultaneously can span the entire space defined by the |ψnp〉.
Since the |ψnp〉 can now, in the absence of degeneracies, be set to
any state this means that the array can now be engineered to be
all-optically reconfigured to produce two-photon states in any
N dimensional subspace.
So in conclusion waveguide arrays can be engineered to span
any N dimensional quantum output space. However this will
generally require some optimization of the refractive index in
each waveguide in order to remove degeneracies.
3.3.4 Fabrication tolerances
We have shown how waveguide arrays can be designed as a op-
tically reconfigurable source of two photon states. However this
method will rely of fabrication of nonlinear waveguide arrays
with highly optimized properties and precise nonlinear poling
patterns. In this section we consider the robustness of our de-
sign to realistic fabrication imperfections.
The fabrication of a nonlinear waveguide array can be thought
of as involving two steps. Firstly the coupled modes of the
waveguide array must be created by engineering the linear prop-
erties of the device. Then the nonlinear poling pattern is im-
printed on the array, allowing the waveguide modes to be driven
via SPDC. Both these steps will introduce some error into the de-
vice, so the output states will deviate from the target somewhat.
In this section we analyze the effect of these errors and propose
ways to compensate for the errors. We find that errors in the
structural properties of the array could be mitigated by altering
the poling pattern in the array and we also show how to make
the poling pattern itself more robust to fabrication errors.
First we consider errors in the fabrication of the coupled
waveguides that make up the waveguide array. These errors
will typically be structural errors, such as errors in the inter-
waveguide coupling rates, errors in the propagation constants
of waveguides, or linear photon losses. These errors will all
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perturb the form of the super-modes of the waveguide array,
resulting in errors in the output wavefunction. For example we
plot the fidelity of the output states in the presence of errors in
the inter-waveguide coupling rates in Fig. 3.11a). This shows
the fidelity decreases when the coupling rate is varied by only
about five percent. Therefore it could be challenging to fabricate
a waveguide array with appropriate coupling rates to realize
high fidelity quantum states from this device.
Depending on the exact fabrication procedure used to create
the device the errors mentioned above could be mitigated by us-
ing the nonlinear poling pattern of the array to compensate. This
would require the waveguides to be fabricated before the poling
structure is applied to the nonlinear material, as in reference89
and elsewhere. This way errors in the waveguide array can be
characterized before the poling pattern is created. Structural er-
rors would perturb the supermodes of the WGA, thus the poling
pattern must be adjusted to drive this new set of eigenmodes to
the target output state. The mathematical method used to design
the device can be adjusted to use the new set of modes rather
than the typical modes considered earlier in Eq. 3.21. We denote
the new eigenmodes by ν(k) and the corresponding changes in
propagation constant by δβks . Adjusting Eq. 3.21 to account for
the new modes gives,
fks,ki(L) = e
iβkski L
N
∑
np=1
Anpν
(ks)
np ν
(ki)
np
×
M
∑
j=1
Dnp(zj)
∫ zj+1
zj
e−i(βkski+δβks+δβki )zdz . (3.35)
Now this equation can be inverted to solve for the aggregate
nonlinearities, Dnp(zj), thus giving the poling pattern required
to produce the target wavefunction, fks,ki(L) in the presence of
structural errors. This applies even for errors to the propaga-
tion constants with an imaginary component, corresponding to
linear losses.90 Therefore linear errors that can be predicted or
determined by measurement could be eliminated by incorporat-
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ing their effect on the system into the design of poling pattern.
Another important source of error will come from the poling
structure itself, so we also consider the effect of errors in the
poling pattern on the fidelity of the output wavefunction. We as-
sume that errors in the poling pattern take the form of random
shifts in the position of each domain wall. To model this we add
Gaussian noise to the poling structure, perturbing each domain
wall by a random amount, with standard deviation denoted σd
(measured in µm). The relationship between the standard devi-
ation of the poling pattern, σd, and the resulting fidelity of the
output state is shown in Fig. 3.11(a). We see that high fidelity op-
eration can be achieved, despite Gaussian errors in the domain
pattern of around 500nm.
Now we consider how to make the poling pattern more robust
to errors in the position of domain walls. First it is important to
realize that there are many different poling patterns that will
produce the same output wavefunction. The important quan-
tity is the aggregate nonlinearity of the poling pattern, this was
defined earlier in Eq. (3.19) as,
Dnp(z) =
1
Λ
∫ Λ
0
ei∆β
(0)τdnp(τ)dτ, (3.36)
and represents the average amount of ‘down-converted wave-
function’ produced over one coherence length, Λ = 2pi/∆β(0).
This can be generalized to allow longer poling periods by inte-
grating over an integer (denoted Q below) number of coherence
lengths. The aggregate nonlinearity for a poling pattern with
period QΛ and arbitrary duty cycle is
Dnp(z) =
2
piQ
exp
(
ipiQl
Λ
)
sin
(
piQl
Λ
)
. (3.37)
By increasing the poling period to an integer multiple of the
phase matching period there will be an increase in sizes of fer-
roelectric domains required in the poling structure, therefore the
structure will be easier to fabricate, and furthermore errors in
the domain boundary positions will have less detrimental effects.
The cost of this increased ease of fabrication will be a decrease
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Figure 3.11: Plot of the fidelity between a target Bell state and the realized state in the presence of
Gaussian errors in the coupling rates between waveguides (standard deviation σC) and in the location
of the domain boundaries of the poling structure (standard deviation σd). (a) A domain poling structure
with period equal to the coherence length, (b) poling period equal to twice the coherence length.
in the efficiency of the SPDC process. A plot of the fidelity of
the device using a poling pattern with period equal to twice the
coherence length is shown in Fig. 3.11(b). This shows that the
device can produce a target state with high fidelity despite the
position of every domain boundary in the poling structure hav-
ing a standard deviation of over 1µm.
Finally, increasing the poling period solves another problem, it
prevents the need for arbitrarily small domain sizes. This can be
seen in Eq. (3.37), when the poling period is twice the coherence
length (so Q = 2) the aggregate nonlinearity will vary from 0 to
its maximum value as the duty cycle is varied from 50% (l/Λ =
0.5) to 25% (l/Λ = 0.25). Thus the whole range of aggregate
nonlinearities can be realized with a minimum domain size of
0.25Λ. For a typical coherence length of 18.4µm, with poling
period at the second harmonic (Λ = 32.8µm), this would give a
minimum domain size of 9.2µm. This domain size is well within
the current limits of domain poling techniques.
To summarize there are a number of methods that can be used
to make the device more robust to errors. Linear errors can be
characterized, and then mitigated by appropriate design of the
poling structure. Furthermore the accuracy of the poling struc-
ture can be increased by using longer poling periods that are in-
teger multiples of the phase matching length, effectively gaining
accuracy at the expense of the efficiency of the down-conversion
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process. Finally using a poling structure with poling period
equal to twice the phase matching period will only require a min-
imum domain size of approximately 9µm. This is well within the
limits of current technologies, therefore the design will be possi-
ble to realize with current fabrication techniques.
3.4 Summary and conclusions
In conclusion, while working with Dr. Frank Setzpfand and Dr.
Alexander Solntsev, I helped to experimentally demonstrate that
a nonlinear waveguide coupler can provide an optically recon-
figurable on-chip quantum source.27 Furthermore, I have shown
theoretically how to extend this result to create and switch be-
tween arbitrarily complex spatially entangled two-photon states
in a nonlinear waveguide array.91 Specifically, I showed how an
array of four waveguides with special poling patterns in each
waveguide can produce and switch between any linear combi-
nation of the four two-photon Bell states, just by varying a set
of classical driving lasers. Since linear combinations of the Bell
states span the set of all two-qubit states the device can produce
and switch between all two-qubit states. This opens the door for
the design of a variety of all-optically reconfigurable entangled
photon sources, with output quantum spaces tailored to specific
technological applications. I have also shown that the device is
robust to a number of sources of error, and could be fabricated
with existing techniques.
In Ch. 5 we experimentally realize a specially poled nonlinear
photonic chip based on the theory I developed in this chapter.
The chip consists of three waveguides with a inhomogeneous
poling pattern numerically optimized to cause the chip produce
a tailored two-photon quantum state via SPDC. However first in
Ch. 4 I will consider how these types of reconfigurable sources
could be used for a special type of quantum computation.
Chapter 4
Cluster state generation and
computation
One of the most revolutionary promises of quantum information
systems is the ability to perform computations using quantum
states. This is a concept known as quantum computing. By
exploiting the quantum properties of superposition and entan-
glement a quantum computer would be able to efficiently solve
certain types of problem that are intractable with classical com-
puters.46 This is possible because the number of states that can be
present in a quantum superposition increases exponentially with
the number of qubits (or quantum particles) in the superposi-
tion. Thus for relatively modest numbers of qubits the quantum
superposition could become exponentially more complex than
any classical computer. Quantum algorithms can then be de-
signed to exploit interference between the huge number of states
in quantum superpositions in order to amplify the specific state
corresponding to the solution to a problem. Problems which can
be solved in this way include search,11 and factorization10 and
optimization problems,12, 13 as well as the simulation of quantum
systems.8, 9
To realize such algorithms large numbers of qubits need to
be created in a coherent (or partially coherent) quantum state.
Furthermore, it must be possible to process the qubits through
linear transformations and two-qubit gates. Finally the qubits
need to be measured to readout the result of the calculation.
In integrated quantum photonics large numbers of photons
can be fused into a single quantum state probabilistically, or
using by multiplexing heralded photon sources in time or
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space.50, 92 Linear transformations are easily realized on single
photons on-chip using thermal phase shifters,52 or electro-optic
modulators,28 as discussed in Chapter 3. Furthermore, measure-
ment of single-photons can be achieved on-chip using integrated
single photon detectors,36 although this technology is still in its
infancy so integration with other complex functionalities can be
challenging. Therefore, a number of the building blocks required
for an integrated quantum photonic computer are already within
reach. However, nonlinear interactions between single photons
are challenging to realize,93 so two-photon quantum logic gates
cannot be directly implemented in quantum photonics. Along
with the difficulty of creating multi-photon sources, this is one
of the key hurdles to achieving quantum computation with
photons.
The solution to this problem is to use the inherent nonlin-
earity in the process of wavefunction collapse during quantum
measurement in-order to implement logic gates between single
photons. This lead to the first proposal for a complete photonic
quantum computer, known as the KLM protocol, where logic
gates are realized by measuring entangled ancillary photons.45
Another method for quantum computation, called ‘cluster state’
quantum computing, was later proposed.94 This approach also
exploits wavefunction collapse to realize quantum gates, thus it
is also promising for realization in photonic quantum systems.
Cluster state quantum computing is implemented by first creat-
ing large entangled quantum states, then measuring the photons
in the state sequentially to realize quantum logic circuits.
Even when quantum circuits are implemented, whether be it
using the KLM protocol or using cluster state quantum comput-
ing, there will always be some chance each quantum gate fails
to operate correctly. For deep quantum circuits consisting of N
gates the probability of failure is PN, where P is the probability a
single gate fails. Thus the probability the quantum circuit works
as intended decreases exponentially with the number of gates
in the circuit, which most likely will negate any computational
advantages of the quantum algorithm over classical alternatives.
However, given the probability of each gate failing is below a
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certain threshold, the errors in quantum circuits can be caught
and corrected using quantum error correction techniques.95 This
means that, in principle, arbitrarily long quantum computations
can be carried out, although practically speaking the physical re-
sources required for useful applications are prohibitively large
with current technology.96
Therefore, to enable practical quantum computing, develop-
ment of more efficient and scalable ways of producing the re-
quired physical resources are required. In particular, the gen-
eration of cluster states in simple integrated photonic platforms
can facilitate scalable cluster state quantum computing. In this
chapter we will explain how cluster states can be generated and
encoded in the spatial degree of freedom of the wavefunction in
a photonic chip. First we will give a brief introduction to clus-
ter state quantum computing in Sec. 4.1. We will then show
in Sec. 4.2, how special poling patterns in a nonlinear chip can
be designed to generate and switch between a range of cluster
states useful for simple quantum algorithms. Finally we will dis-
cuss the implementation of quantum algorithms based on cluster
states encoded in a waveguide array.
4.1 One way quantum computing with cluster states
Cluster states are highly entangled multi-particle quantum
states97 that have drawn significant interest for their potential in
quantum information processing.94, 98 These multi-qubit states
form a complete basis for one-way quantum computation, where
algorithms are carried out by successive measurement of qubits,
causing information to flow through the state via entangle-
ment.99 Crucially for practical applications, cluster states have
been shown to be robust to decoherence and loss of qubits.100 In
solid state physics cluster states are naturally produced in spin
lattices interacting by an Ising type Hamiltonian,97, 101, 102 but
increasingly they are considered useful in quantum photonic
systems.
A cluster state is formed by starting with a number of qubits
in the |+〉 = (|0〉+ |1〉) /√2 state, then entangling certain qubits
62 Cluster state generation and computation
Qubit
a) b)
c) d)
e)
CPHASE gate
Measure Measure
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Information flow 2-qubit gate
Figure 4.1: a) Diagrammatic representation of the basic elements required for a cluster state, qubits (red
circles) joined via CPHASE gates (grey bars). b) A linear four-qubit cluster state, c) a box cluster state
and d) a star cluster state. e) Implementation of cluster state algorithm using a sequence of single qubit
measurements in bases determined by feed-forward of previous measurement results.
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with controlled-phase (CPHASE) gates. The CPHASE gate flips
the sign of the target qubit in the case where both the target and
control qubits are in the state |1〉. The action of the gate on a
quantum state can be summarized by,
CPHASE(|0〉t |0〉c) = |0〉t |0〉c , (4.1)
CPHASE(|0〉t |1〉c) = |0〉t |1〉c , (4.2)
CPHASE(|1〉t |0〉c) = |1〉t |0〉c , (4.3)
CPHASE(|1〉t |1〉c) = − |1〉t |1〉c . (4.4)
The application of the CPHASE gate on two qubits has the effect
of entangling those two qubits given they are in certain states,
an important example of this being the |+〉 |+〉 state. This is rep-
resented diagrammatically for a range of different cluster states
in Fig. 4.1a)-d), where the balls represent qubits in the |+〉 state,
and the lines joining them represent entangling CPHASE gates
that have been applied to create various cluster states.
For quantum computation using cluster states the quantum
circuit to be implemented is defined by the structure of entangle-
ment links between qubits. The computation proceeds by mea-
suring successive qubits in a particular order causing informa-
tion to flow through the quantum circuit via the entanglement
links. Importantly, for complex circuits, the results pf previous
qubit measurements must be fed forward to adjust the choice
of measurement basis for subsequent measurements. This feed-
forward is the step key that distinguishes cluster state compu-
tation from non-universal quantum computation methods such
as boson sampling.103 Fig. 4.1b)-e) shows different organizations
of the entanglement links for the case of 4-qubit cluster states,
which all implement different simple quantum circuits.
Ultimately for non-trivial cluster state quantum computing
large complex circuits containing many qubits must be assem-
bled, as suggested in Fig. 4.1e). Thus cluster state computing
will need reliable multi-photon quantum sources. However, it
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is worth noting that in some ways full cluster state computation
is wasteful for photonic qubits. This is at least partially because
the process of sending information from place to place is easily
achieved with photons, with no need to use the ‘quantum-wires’
formed by 1-D cluster states such as Fig. 4.1a). The key bene-
fit cluster state brings is in the multi-qubit gates formed when
multiple quantum-wires in a cluster state intersect such as in
Fig. 4.1c)-e). Thus a practical photonic quantum computer may
use some aspects of cluster state computation, but will no doubt
combine this with other approaches too.45
4.1.1 Realizations of photonic cluster states
Cluster states based on photonic polarization qubits have been
generated in optical systems utilizing nonlinear optics104–109 or
periodically driven quantum dots110 to achieve the required en-
tanglement between multiple photons. Furthermore basic ele-
ments of quantum computation have been demonstrated with
these polarization qubit states, including qubit rotation, two-
qubit gates and the Grover search algorithm.104 Photonic clus-
ter states can also be created using continuous variable quantum
entanglement,111–113 where the qubits are encoded in the time de-
pendent quadrature of the field. In this chapter we consider the
generation of cluster states using a fully spatial encoding of each
qubit, which is well suited for on-chip implementation.
Typically photonic cluster states are generated in bulk optical
setups by passing a pulsed pump laser twice through a nonlinear
crystal, generating a pair of photons by spontaneous parametric
down-conversion (SPDC) on each pass giving a four photon po-
larization entangled state.104 Alternatively just two photons can
be used, since by exploiting hyper-entanglement in spatial and
polarization degrees of freedom four quibts can be encoded in
the two photons.105, 108 This approach has the advantage of pro-
ducing higher photon count rates, while still producing nontriv-
ial four qubit cluster states. Ultimately, for quantum computing
it is necessary to produce cluster states containing large numbers
of qubits. The reason is that cluster state computation relies on
successive single photon measurements, so the number of inde-
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pendent computational steps is limited by the number of qubits
in the state. Encoding multiple qubits in a single photon has
the potential to significantly increase the size of cluster states
that can be realized, and such states can be used for quantum
algorithms.105 However, it should be emphasized that encoding
multiple qubits into a single photon means that all those qubits
must be measured simultaneously in the cluster state algorithm.
This is not necessarily possible for every algorithm. Therefore,
the choice of which qubits (and how many qubits) to encode into
a single photon needs to be carefully considered, depending on
which qubits in the specific algorithm can be measured simulta-
neously.
So far the realization of cluster state based quantum algo-
rithms has been largely restricted to bulk optical setups, but in-
evitably cluster state generation will need to be integrated on-
chip. This is because the generation of large scale cluster states
will require the isolated and stable environment provided by a
photonic chip to maintain quantum coherence. Furthermore, in-
creasingly complex optical circuitry will be required to produce
larger cluster states, which is impractical to build with bulk op-
tics.
Cluster states based on hyper-entanglement between polariza-
tion and spatial degrees of freedom have been demonstrated on-
chip,109 using a linear photonic circuit to shape the two-photon
state produced from , but a more natural and convenient realiza-
tion would be based on just the spatial degree of freedom, since
processing orthogonal polarizations in the same waveguide re-
quires highly specialized fabrication platforms. To this end we
describe a method for the generation of cluster states within a
nonlinear photonic chip with fixed photon polarization, where
the state is fully encoded in the spatial properties of the pho-
tons. Importantly this method allows switching between differ-
ent cluster states all optically, without a need for complex recon-
figurable components to be integrated on-chip.
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4.2 Generating spatially encoded cluster states in a nonlinear
waveguide array
We consider a photonic chip with second-order nonlinearity so
that pairs of photons can be generated via type I spontaneous
parametric down-conversion (SPDC).75, 114 As shown in the Ch. 3
SPDC in arrays of coupled waveguides provides a stable source
of highly entangled two-photon states,76 and that χ(2) poling
in the array can be engineered to produce tailored two-photon
quantum states,91 thus it is a natural platform to consider for the
integrated generation of cluster states. Similarly to Refs.105, 108
we propose to use two-photon states to encode four-qubit clus-
ter states. However, instead of exploiting hyper-entanglement
between polarization and spatial modes, we will use spatially
distributed entanglement across an array.
4.2.1 Spatial encoding method
We demonstrate a potential for cluster state generation in an
array of eight nonlinear waveguides, where specially tailored
χ(2) poling allows the production of specific two-photon states
via SPDC. We consider the regime where the signal and idler
photons are indistinguishable spectrally, but where their state is
engineered such that observing one photon in odd numbered
waveguides guarantees the other is in an even numbered waveg-
uide. This way the two-photons can effectively be distinguished
using their spatial properties rather than their spectrum’s. Thus
the system we consider consists of two photons, each with four
states available to it, giving a total of 16 distinct two-photon
states.
As shown in Fig. 4.2, each of these two-photon states can
be mapped to a different 4-qubit state, by encoding two com-
putational qubits into the state of each photon. For example
the physical two-photon state |1〉odd |2〉even, with one photon in
waveguide 1 and the other in waveguide 2, would correspond
to the 4-qubit state |0〉1 |0〉2 |0〉3 |0〉4. Here the state of compu-
tational qubits |...〉1 and |...〉2 is defined by the physical state of
the down-converted photon in the four odd numbered waveg-
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Figure 4.2: a) Conceptual diagram of a cluster-state encoded in an array of 8 waveguides. The array
is driven by a pump laser (blue) producing a pair of entangled photons (red). The encoding from the
two-photon eight-waveguide state to a four qubit cluster state is illustrated, whereby the signal (idler)
photon in the odd (even) number waveguides encodes qubits 1 and 2 (3 and 4) of the four qubit cluster
state. b) Table showing the exact mapping from the spatial location of the odd and even photons to
two-qubit states.
uides (|...〉odd), and qubits |...〉3 and |...〉4 are defined by the state
of the other down-converted photon in the four even numbered
waveguides. Thus four qubit cluster states can be encoded in the
8 waveguide system when the two-photon spatial wavefunction
is shaped accordingly.
Once the photons are created, cluster state computation algo-
rithms proceed by sequentially measuring different qubits in the
state. The measurement basis used to measure qubit number i is
denoted Bi(α), with basis states |ψ(±α)〉i =
(|0〉i ± eiα |1〉i) /√2,
where the value of α is adjusted for each qubit measurement,
depending on the algorithm being implemented.98 In the con-
text of a waveguide array this measurement basis is non-trivial
to implement, because it requires spatial transformations on the
output waveguides to rotate to the B(α) measurement basis, re-
gardless of the value of α. We observe that for many simple
operations, such as propagating a state through a quantum wire,
or performing a CNOT gate, measurements in the bases B(0)
and B(pi) are required.98, 99 Under a Hadamard transformation,
68 Cluster state generation and computation
these measurement bases are mapped to direct measurements
in the waveguide mode basis, i.e. Hˆ
(|0〉i + eipi |1〉i) /√2 = |1〉i
and Hˆ
(|0〉i − eipi |1〉i) /√2 = |0〉i, so there is no need to perform
any extra linear transformation before measurement (except for
feed-forward operations on the qubits). Thus we propose that in
order to implement spatially encoded cluster state algorithms ef-
ficiently, a Hadamard transformation should be applied to all the
measurement bases used for the algorithm, and also, to preserve
the form of the algorithm, Hadamard transformations should be
applied to each qubit in the cluster states itself. Thus the cluster
states we designed above are the typical cluster states, but with
a Hadamard transformation applied to each qubit in the state.
4.2.2 Simulation of cluster state generation via specialized nonlinear pol-
ing
In order to shape the wavefunction in the array we propose to
use tailored domain poling patterns to allow control of the lo-
cal effective nonlinearity along the pumped waveguide. This ef-
fectively defines the local SPDC photon-pair generation proba-
bility at different points along the waveguide, thus, when com-
bined with the continuous photon-pair coupling to neighboring
waveguides, allows tailoring of the output spatial wavefunction.
Similar methods have allowed wavefunction engineering in spe-
cially poled bulk nonlinear crystals73, 84, 86 and in arrays of up to
four coupled waveguides,91, 115 as in chapter 3. Here we show
how such control of the wavefunction can be achieved in eight
coupled waveguides using only a single size of inverted χ(2) do-
mains, making fabrication of the structures more feasible to im-
plement with existing technology than the duty cycle variation
method proposed in the previous chapter.91
Using special domain poling patterns to control the two-
photon wavefunction can be preferable to adjusting linear
properties of the chip such as the intra-waveguide coupling rate.
Furthermore, the waveguides can be given distinct nonlinear
poling patterns, allowing the chip to be quickly reconfigured
to produce different cluster states simply by driving different
waveguides in the array. This avoids the need to integrate
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Figure 4.3: a) Diagram of the poling technique. Every second ’up’ domain can be translated by ∆z to
alter the local effective nonlinearity. b) The local effective nonlinearity vs. the domain translation (∆z),
showing full control with a translation of half a coherence length (Λ).
complex thermal or electro-optic phase shifters onto the chip to
reconfigure the wavefunction. Thus inhomogeneous waveguide
poling provides a straight-forward approach to generating and
reconfiguring different photonic wavefunctions on-chip.
To this end we develop a class of nonlinear poling patterns that
give precise control over the local effective nonlinear coefficient
of each waveguide. Particularly we focus on designing patterns
that would be easy to fabricate, thus avoiding varied domain
sizes such as in Refs.84, 91 This is achieved by superimposing two
fourth-order periodic poling patterns [Fig. 4.3a)]. Fourth-order
patterns have period equal to four times the decoherence length
of the SPDC process (LC), and in this case we consider patterns
where the ’up’ domain length is (LC/2), and the remaining 3.5LC
is poled down. Two of these patterns are then superimposed, as
in Fig. 4.3a), to make a second-order phase-matched poling pat-
tern. The displacement between the two fourth-order patterns,
∆z, determines the phase difference between the two-photon
wavefunction generated from each poling pattern, thus the local
effective nonlinearity of the poling structure can be controlled by
varying this displacement as shown in Fig. 4.3b). Translating the
whole structure (with respect to other sections of poling on the
waveguide) changes the overall phase of the wavefunction gen-
erated from that section of poling. Therefore the displacement
of overlapping fourth-order patterns with respect to one another
(∆z) controls the magnitude of the effective nonlinearity, while
translating the whole structure controls the phase.
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A key consideration for ferroelectric domain poling is that the
size of the domains to be inverted should be the same for the
entire chip, and the inverted domains should not be too close
together. This is because the growth of ferroelectric domains is
a complex process, and fabrication parameters such as electrode
size must be determined empirically to produce the required do-
main size.116 Thus it is difficult to fabricate domains with a range
of different sizes on the chip, and domains spaced too closely
together can interact, or fuse together during the inversion pro-
cess, producing unpredictable results. Since the general poling
pattern we propose requires only ‘up’ domains of a constant size,
and these domains are never closer to one-another than LC/2, it
is straightforward to fabricate using typical electric field poling
with lithographically defined electrode masks.
In order to create tailored wavefunctions using this poling
technique we divide each waveguide in the nonlinear waveg-
uide array into 34 different sections, and allow each section to
have a different poling pattern of the form shown in Fig. 4.3a),
and thus a different effective nonlinearity. Through algorithmic
optimization of the effective nonlinearity in each section, we can
design tailored poling structures to produce, via SPDC, a de-
sired two-photon state at the output of the array. For a practical
source of cluster states we design an eight waveguide device to
produce the box or star cluster states [Fig. 4.4a) and b)] when
waveguides number 8 or 1 respectively are driven by the pump
laser. The down-converted photon intensity in the device is sim-
ulated in Figs. 4.4c) and d) for production of the box and star
cluster states respectively. The full output wavefunctions pro-
duced from the poling structures are presented in Figs. 4.4e) and
f), with fidelity to the ideal box and star cluster states of 99.8%
and 99.9%, respectively.
After Hadamard transformations are applied to each qubit of
the star cluster state the resulting wavefunction is,
Cstar4 = |0〉1 |0〉2 |0〉3 |+〉4+ |1〉1 |1〉2 |1〉3 |−〉4 , (4.5)
where |±〉i = |0〉i ± |1〉i. The corresponding spatial two-photon
wavefunction of this state is shown in Fig. 4.4f). Such a state
§4.2 Generating spatially encoded cluster states in a nonlinear waveguide array 71
-0.5
1
0
2 3
0.5
84 75 66 57 48 321
-0.5
1
0
2 3
0.5
84 75 66 57 48 321
1
2
3
4
3
2
1 4
a) b)
c) d)
e) f)
Figure 4.4: a) and b) Structure of the box and star cluster states, where red (green) spheres represent
qubits physically encoded in the signal (idler) photon. c) and d) down-converted field intensity during
the generation of the box and star cluster states respectively, using special waveguide array poling
descried in Fig. 4.3. e) and f) show the corresponding output two-photon wavefunctions predicted to
be produced when pumping waveguides 8 and 1 of the array. The wavefunction in e) has a fidelity of
99.8% to the perfect box cluster state and the wavefunction in f) has a fidelity of 99.9% to a perfect star
cluster state.
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could be used to implement a CNOT gate,98 provided the mea-
surement basis is the Hadamard transformation of the typical
basis. Similarly we define the box cluster state as,
Cbox4 = |0〉1 |+〉2 |0〉3 |+〉4+ |1〉1 |−〉2 |0〉3 |−〉4+
|0〉1 |−〉2 |1〉3 |−〉4+ |1〉1 |+〉2 |1〉3 |+〉4 , (4.6)
and the representation of this state as a two-photon spatial wave-
function is shown in Fig. 4.4e).
4.2.3 Grovers search algorithm in a waveguide array
The box cluster state can be used for an implementation of
Grover’s search algorithm.11, 104–106 For the simple case of a two
qubit database this search consists of two steps. First a two bit
state is prepared in the |+〉 |+〉 state, and a two-bit string to be
recovered (e.g. ’01’) is encoded into the state by inverting the
sign of the corresponding wavefunction element (e.g. |0〉 |1〉). In
the next step the amplitude of the quantum state representing
this encoded string is amplified by inverting the entire state
about the mean. For the two qubit case the answer is produced
in a single iteration.
The measurements required to implement this algorithm us-
ing the box cluster state are shown in Fig. 4.5a), with our im-
plementation in the eight waveguide spatial encoding shown in
4.5b). As mentioned earlier for spatially encoded cluster states
we propose to use a measurement basis that is the Hadamard
transform of the usual measurement basis. We now define the
basis explicitly as BHˆi (α) with basis states,
|ψ(±α)〉i =
(|+〉i ± eiα |−〉i) /√2, (4.7)
where detection of one of the two basis states is interpreted as
a logical 0 or 1 respectively. To implement the Grover’s search
algorithm in this spatial encoding, first qubits 1 and 2 are mea-
sured, which physically involves detecting which odd number
waveguide the signal photon is in. The choice of measurement
basis determines the bit string that is marked for recovery. Mea-
suring qubit i ∈ {1, 2} in the basis BHˆi (pi) (or BHˆi (0)) will encode
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a logical 0 (or 1) into the ith element of the bit string to be re-
covered. If both measurement results, s1 and s2, are 0 the initial
encoding of the two-bit string was successful, otherwise unsuc-
cessful encoding can be compensated for by feeding forward the
measurement results and using them to rotate the measurement
bases for qubits 3 and 4. To recover the encoded bit string via
Grover’s search algorithm the remaining two qubits, 3 and 4, are
measured in the basis BHˆi (pi), physically achieved by detecting
the idler photon in one of the even numbered waveguides. In
place of rotating the measurement basis of qubits 3 and 4 post-
processing of results can instead be used, reinterpreting final re-
sult as (s1⊕ s3, s2⊕ s4). This recovers the marked bit string with
certainty.
For example, if we choose to encode the bit string ‘01’ into
the two-photon state, for recovery we would use the measure-
ment bases BHˆ1 (pi) and B
Hˆ
2 (0). Detection of the signal photon
in waveguide 1 corresponds to the state |0〉1 |0〉2, which in these
measurement bases is interpreted as measurement results s1 = 1
and s2 = 0. Then due to the cluster state structure [Fig. 4.4e)] the
idler photon will be detected in waveguide 2, corresponding to
state |0〉3 |0〉4, which is interpreted with the required basis BHˆ3 (pi)
BHˆ4 (pi) to give results s3 = 1, s4 = 1. Finally, the recovered bit
string is (s1⊕ s3, s2⊕ s4) = (0, 1), exactly the bit string that was
encoded by the measurement of qubits 1 and 2.
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Figure 4.5: Operation of Grover’s search algorithm. a) Cluster state diagram of the implementation of
Grover’s search. b) Implementation in the 8-waveguide system. Measurements are made directly in the
waveguide output mode basis.
4.3 Summary and conclusions
In conclusion, in this chapter I have shown how to design a non-
linear photonic chip to generate and all-optically switch between
different 4-qubit cluster states. This is achieved using a non-
linear waveguide array with specially tailored poling patterns,
which are optimized to be easy to fabricate with typical electric
field poling methods. I also show that a change of basis, relative
to traditional cluster state computing, improves the practicality
of implementing cluster state algorithms for the case of spatially
encoded photonic qubits. Importantly this technique can pro-
vide a stable integrated source of spatially encoded cluster states,
with potential to scale to larger states by increasing the number
of waveguides in the array. However, ultimately for nontrivial
quantum information processing, on-chip single photon detec-
tion and fast electronic feed-forward must be integrated on-chip
along with the photon sources.
Chapter 5
Classical characterization of
on-chip nonlinear quantum sources
In the previous chapters we showed how a range of complex
quantum states could be produced from specially engineered
nonlinear photonic chips. Quantum photonic chips could one-
day be made commercially through large scale wafer fabrication,
for applications such as quantum communication or enhanced
sensing using quantum states. However the benchmarking and
characterization of the quantum state produced by such a device
is a difficult task, since in the discrete variable case, it requires
detecting correlations between single photons. Single-photon
detection currently requires complex and expensive equipment,
and necessarily has a lower signal-to-noise ratio than detecting
strong classical fields. Furthermore, the number of different
correlation measurements required to characterize a two-photon
state increases quadratically with the number of waveguides in
the device.63 Thus quantum characterization and benchmark-
ing of mass produced nonlinear quantum photonic chips could
present a significant challenge.
A promising solution to this problem is to exploit analogies
between quantum and classical nonlinear optical processes. By
performing measurements of classical nonlinear processes such
as difference-frequency generation (DFG) or sum-frequency gen-
eration (SFG), information can be attained about the general non-
linear properties of the chip. In turn this must provide some
information about how the chip would preform in a quantum
nonlinear processes, such as SPDC. Thus, it should be possible
to infer the wavefunction a chip would produce via SPDC, given
75
76 Classical characterization of on-chip nonlinear quantum sources
sufficient information about the classical linear and nonlinear
properties of the chip can be measured. This could provide a
way to quickly and easily characterize quantum photonic chips
using measurements of classical light, with no need to resort
to experimentally complex, and low signal-to-noise ratio single-
photon measurements.
As we will show in this chapter, there are actually two distinct
classes of analogy to be found between quantum and classical
processes. The first type of analogy is indirect, essentially mean-
ing a complete set of data about the classical fields produced
from the photonic chip must first be measured, then from this
data the SPDC wavefunction of the chip can be reconstructed
using a mathematical transformation. The second type of anal-
ogy is a direct one, where there is a one-to-one mapping from
the amplitudes and phases of fields produced by the classical
nonlinear process, directly to individual elements of the SPDC
wavefunction. The advantage of a direct analogy is that indi-
vidual elements of the SPDC wavefunction can be determined
without needing to take the full complement of measurements
required to reconstruct the entire SPDC wavefunction. However,
both direct and indirect analogies could be useful for rapid pro-
totyping of photonic chips depending on the relative ease of im-
plementing each.
In Sec. 5.1 of this chapter we will first introduce the theory be-
hind two different quantum to classical analogies. The first is an
indirect analogy between SPDC and difference-frequency gener-
ation.70 This analogy is inspired by the observation that DFG
is the stimulated version of SPDC, as suggested in Fig. 5.1a)-
b). The second is a direct analogy between SPDC and its time
reversed analogue, sum-frequency generation.117, 118 This is pos-
sible because of perfect symmetry between the photonic interac-
tions taking place in SPDC and those taking place in the time (or
propagation direction) reversed SFG, as shown in Fig. 5.1b)-c). In
Sec. 5.2 we show how the DFG-SPDC analogy can be extended
to characterization of complex inhomogeneous poled waveguide
array structures of the type considered in Ch. 3 and Ch. 4. In
Sec. 5.3 we present an experimental demonstration of the di-
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rect SFG-SPDC analogy, and its use to characterize the quantum
wavefunction of a specially poled nonlinear waveguide array ?.
Finally this result is compared with true two-photon correlation
measurements to confirm the validity of the analogy.
5.1 Analogies between classical and quantum processes
In SPDC, a photon from a strong pump laser interacts with quan-
tum vacuum fluctuations in the electromagnetic field via a mate-
rials second order nonlinear coefficient. This can cause the pump
photon to split into two lower energy photons called the sig-
nal and idler, as shown in Fig. 5.1a). There are also two other
distinct nonlinear optical processes that can occur in the same
χ(2) medium. The first is difference frequency generation, where
the pump interacts with a coherent seed beam to produce light
with frequency ωDFG = ωp −ωseed, commonly called the ‘differ-
ence frequency’ [Fig. 5.1b)]. In the other process two photons,
again called the signal and idler, fuse together into a photon
with frequency ωSFG = ωs + ωi, and called the ‘sum frequency’
[Fig. 5.1c)]. Both these processes can take place using strong co-
herent laser sources as the inputs for the interaction, and (unless
the process is extremely inefficient) with strong signals for the all
outputs, which can be measured with standard photo-detectors.
Thus both processes are good candidates to gather information
in-order to classically characterize the performance of a nonlin-
ear photonic chip, and infer the form of the two-wavefunction
the chip would produce via SPDC.
The most obvious classical analogy between SPDC and a clas-
sical nonlinear optical process is the analogy to frequency differ-
ence generation.70 This is because the frequencies of the three
DFG outputs, the pump seed and idler can occupy similar spec-
tra to those of the pump signal and idler in SPDC. The key dif-
ference is that SPDC is a spontaneous splitting of the pump pho-
tons, triggered by quantum vacuum fluctuations, where as in
frequency difference generation the pump splitting is stimulated
by the seed field. Thus in order to simulate SPDC with DFG the
?I preformed chip design, simulation and data analysis for this work. The fabrication and characterization was
carried out by Francesco Lenzini at Griffith University115, 119
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Figure 5.1: Diagram of SPDC and its classical analogues. a) spontaneous parametric down-conversion
interaction, with input coherent pump field interacting with quantum vacuum fluctuations to produce
the signal and idler photon pair. b) Frequency difference generation, the stimulated classical analogue
of SPDC, vacuum fluctuations are simulated by the strong classical seed input, producing a strong
output field at the difference frequency which mimics the idler photon. c) sum frequency generation,
the reverse analog of SPDC. Photons from the strong coherent signal and idler lasers interact to form
photons at the pump frequency
key requirements are to use the same pump laser spectrum for
both processes, and secondly, to shape the properties of the seed
laser to match the quantum vacuum fluctuations (although with
a much higher intensity).
In simple structures, with only one spatial mode, mimicking
the vacuum fluctuations with a DFG seed laser amounts to scan-
ning the seed laser through all frequencies of the vacuum fluctu-
ations, and observing the resulting DFG spectrum Fig. 5.2c). Of
course it is only necessary to scan across frequencies that are rea-
sonably well phase matched, since vacuum fluctuations at other
frequencies will not play a significant role is stimulating SPDC.
This has been demonstrated for single mode optical fibers,120 Al-
GaAs ridge waveguides121 and for the related χ(3) case of stimu-
lated four-wave mixing in a silicon nano-wire.122
For complex multi-mode structures shaping the seed to mimic
vacuum fluctuations is more challenging since the seed must be
scanned across all frequencies, polarization and spatial modes
of the structure. This has been demonstrated for a SPDC source
composed of two χ(2) nonlinear crystals mounted with the crys-
tal axes orthogonal to one another, in order to generate a two-
photon state with two polarization modes.123 Characterization
via DFG was achieved by reconfiguring the seed to different po-
larization states, and measuring the corresponding intensity of
the DFG field at each of those polarizations, allowing full re-
construction of the SPDC polarization state. In Sec. 5.2 we will
show how this analogy can be extended into the spatial domain,
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to characterize arbitrarily large nonlinear waveguide arrays with
complex inhomogeneous poling patterns.
A major drawback of using DFG for characterization of SPDC
processes is that all previous work ignored the effect of photon
loss, and in-fact it has been shown that the analogy can not ac-
count for loss.117 Fundamentally this is because the temporal
evolution of the DFG seed field is affected differently by losses
than the vacuum fluctuations it seeks to emulate. Some level
of loss is unavoidable for realistic devices, especially in complex
multi-mode devices. Thus, for highly accurate device characteri-
zation it is important for find a classical to quantum analogy that
holds in the presence of loss.
An analogy that accounts for losses is found in the process of
sum-frequency generation.117, 118 For the case where the input
signal and idler fields for SFG are quasi-continuous waves (CW),
SFG is essentially the exact reverse process of SPDC. The spec-
trum of the signal and idler in the CW case are delta functions at
the frequencies ωs and ωi. Thus when a signal and idler photon
fuse in SFG to produce a photon of frequency ωSFG this is exactly
the reverse process to SPDC for the splitting of a pump photon
frequency ωSFG into two photons of the frequencies ωs and ωi.
Thus the probability of the either interaction occurring at a point
in a nonlinear structure is the same, once the processes are nor-
malized with respect to the relative intensities of the input fields.
Thus in a simple single mode structure there is a direct analogy
between SPDC and SFG.117
We extend this equality to large structures with inhomoge-
neous χ(1) and χ(2) by use of the Green-function method.118, 124
To maintain the the analogy in inhomogeneous structures the di-
rection of propagation of the input SFG fields must be reversed
relative to the SPDC pump direction, thus effectively SFG be-
comes the time reversed version of SPDC.115 Losses of the sig-
nal and idler photons after generation by SPDC are perfectly
matched in by losses of the signal and idler input fields in the
SFG case. In Sec. 5.3 we show experimental application SFG to
SPDC correspondence for the purpose of characterizing an inte-
grated two-photon source, designed with inhomogeneous poling
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Figure 5.2: Characterization of the SPDC spectral response via DFG.121 a) SPDC input and output fields
and b) DFG input and output fields. c) Characterization results for the SPDC two-photon spectrum, de-
termined via DFG by sweeping the seed laser (x-axis) spectrum and recording the output DFG spectrum
(y-axis). [Image credit: Andreas Eckstein et al.121]
patterns such as those in Chapter 3. Furthermore we check the
validity of the relationship by comparing the results to full sin-
gle photon correlation measurements of the SPDC wavefunction.
However, first in Sec. 5.2, we focus on the DFG analogy70 and
show how this can also be extended to inhomogeneously poled
nonlinear waveguide arrays of the type considered in Chapters 3
and 4.
5.2 Inferring the SPDC wavefunction with difference fre-
quency generation measurements
Here we show how to use classical difference frequency gen-
eration in a waveguide array to determine the quantum wave-
function that would be produced by SPDC. Spontaneous para-
metric down-conversion is the quantum analogue of difference
frequency generation. The key difference being that DFG is stim-
ulated by a specific photon state (the seed laser) where as SPDC
is stimulated via quantum vacuum fluctuations. Remarkably it is
possible to reconstruct the biphoton wavefunction that would be
produced by SPDC by carefully choosing the seed field of DFG,
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as is demonstrated in.70 We show how to extend this concept to
arrays of coupled waveguides with inhomogeneous poling pat-
terns.
First we derive the equation for DFG in an array of coupled
waveguides. Then we show how seeding the array with a specific
seed field profile allows reconstruction of an idler field propor-
tional to the SPDC wavefunction. Finally we demonstrate that
a complex seed profile is not actually needed to simulate SPDC.
We can instead simply seed one waveguide at a time, then add a
linear combination of the output idler fields together to achieve
the same output that would be produced by the seed with com-
plex spatial profile. This is due to the linearity of idler field with
respect to the seed field in the case of negligible pump depletion.
5.2.1 Difference frequency generation in a waveguide array
The equation for the idler field produced by DFG in an array of
coupled waveguides is
i
∂Eni
∂z
= −C
[
Eni+1 + Eni−1
]
+ iE(s)ns
∗
Anpdnp(z)e
i∆β(0)zδni,npδns,np
(5.1)
where we assume the fields of the pump, Anp , and seed, E
(s)
ns , are
undepleted, and also that only one waveguide (waveguide num-
ber np) is driven by the pump laser. We can solve this equation
by rewriting it in terms of the eigenmodes of the idler field in the
array. The eigenmode decomposition of the idler field is given
by
Eni =
N
∑
ki=1
sin
(
pikini
N + 1
)
fki . (5.2)
Rewriting Eq. 5.1 in terms of fki then integrating gives,
fki(L) = e
(iβki L)
L∫
0
dze(i(∆β
(0)−βki )z) sin
(
pikinp
N + 1
)
E(s)np
∗
Anpdnp(z).
(5.3)
Here we have introduced βki = 2C cos (piki/(N + 1)), the contri-
bution of the idler photons transverse modes to the phase match-
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ing conditions.
The seed field will also couple into neighboring waveguides in
the array, so the transverse profile of E(s)ns will evolve according
to,
i
∂E(s)ns
∂z
= −C
[
E(s)ns+1 + E
(s)
ns−1
]
. (5.4)
This is easily solved using the same method as was used to solve
Eq. (5.1) giving,
fks(z) = fks(0) exp
(
2iC cos
(
piks
N + 1
)
z
)
, (5.5)
in reciprocal space, and in position space,
E(s)ns (z) =
2
N + 1
N
∑
ks=1
sin
(
piksns
N + 1
)
fks(0) exp
(
2iC cos
(
piks
N + 1
)
z
)
.
(5.6)
Now we can substitute this profile for the seed field, E(s)ns (z),
into the expression for the idler field, Eq. (5.3). This gives,
f (DFG)ki (L) =
2
N + 1
eiβki L
N
∑
ks=1
L∫
0
dzei(∆β
(0)−βki−βks )z
× sin
(
pikinp
N + 1
)
sin
(
piksnp
N + 1
)
f (s)ks (0)
∗Anpdnp(z), (5.7)
with βki = 2C cos (piki/(N + 1)) and βks = 2C cos (piks/(N + 1)).
We now compare the classical signal field fki to the wavefunc-
tion for the SPDC case from Ch. 3 Eq. (3.8)],
f (SPDC)ks,ki (L) = e
i(βki+βks )L
L∫
0
dzei(∆β
(0)−βki−βks )z
× sin
(
pikinp
N + 1
)
sin
(
piksnp
N + 1
)
Anpdnp(z). (5.8)
Equations (5.8) and (5.7) are very similar, except in the classical
DFG case all the seed modes, ks, are summed over. Now in Eq.
(5.7) we can set f (s)ks (0) = δks,ks′ so that the input seed is in a
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single eigenstate of the coupling operator. This means there is
only one non-zero term in the sum over ks, thus the sum can be
ignored. Thus the output DFG state will be proportional to the
SPDC state f (SPDC)ks′ ,ki (L). So by making N measurements of the
DFG output for ks′ = 1, 2, ..., N we can construct the full SPDC
wavefunction f (SPDC)ks,ki (L). Also in principle we can give the initial
seed mode a specific phase so that it matches the SPDC equation,
hence the required seed profile is f (s)ks (0) = f
(s)
0 δks,ks′ e
(−iβks L), this
gives
f (DFG)ki (L) =
2e(i(βki+βks )L)
N + 1
L∫
0
dze(i(∆β
(0)−βki−βks )z)
× sin
(
pikinp
N + 1
)
sin
(
piksnp
N + 1
)
Anp f
(s)
0 dnp(z), (5.9)
which is identical to equation (5.8) up to a constant factor,
2 f (s)0 /(N + 1). In practice of course it is not necessary to give
the input seed a phase shift of e(−iβks L), this can instead be done
via mathematical post-processing during the reconstruction of
the SPDC wavefunction.
5.2.2 Practical reconstruction of Ψ(SPDC) from E(DFG)
We have shown that DFG with the seed pulse in a particular
transverse mode will be give the components of the SPDC wave-
function where the signal photon is in that same transverse mode
(up to a phase and normalization factor). So by taking multiple
measurements of DFG output, with the seed in a different mode
each time, it is possible to reconstruct the complete quantum me-
chanical wavefunction produced by SPDC. However in practice
it would be difficult to couple a seed laser into a waveguide ar-
ray in a specific transverse mode, requiring precise control of the
amplitude and phase at the input of each waveguide.
Typically the easiest quantity to measure would be the out-
put idler field produced when seeding only one waveguide and
pumping only one waveguide. We will denote the measured
idler output field Enins′ , where ni is the waveguide number the
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Figure 5.3: Idler field intensity (|Enins′ |2) evolution along the waveguides in the process of difference
frequency generation. The larger arrow shows the pumped waveguide, np, while the smaller arrow
shows the seeded waveguide, n′s. Since the idler intensity is proportional to both the seed and pump
intensities the color scale in each plot is independently normalized to the maximum value in that plot.
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Figure 5.4: Output idler field: (a) intentisy (|Enins′ |2) and (b) phase of Enins′ . Each row corresponds the
seed beam being coupled into a different waveguide ns′ . The intensity values are normalized to run
from zero to one, since the total intensity depends on both the seed and pump intensities. Thus the plot
shows only relative intensities of the various elements.
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Figure 5.5: Reconstructed (a) intensity and (b) phase of the wavefunction Ψnins , using the transformation
in Eq. (5.15) on the DFG output given in Fig. 5.4.
idler field is measured at and ns′ is the waveguide that the input
seed field was coupled into. Taking multiple measurements of
Enins′ , but with the seed laser coupled into a different waveguide
each time (while the pump remains in waveguide np) will pro-
duce an N × N matrix. As we will show, this matrix provides
enough information to determine the quantum state that would
be produced via SPDC when pumping the waveguide np. We
will assume that this N × N matrix is the quantity that is actu-
ally measured, and we will show how to reconstruct the SPDC
wavefunction from the measured values.
To demonstrate this we will simulate characterization of the
waveguide array design for producing Bell states via inhomoge-
neous poling patterns developed in Ch. 3 Fig. 3.8. The generation
and propagation of the idler field produced by DFG inside the
device is shown in Fig. 5.3, for the four cases where the seed field
is coupled into a different one of the four waveguides while the
pump laser is always coupled into the first waveguide. The in-
tensity and phase of the output difference frequency field, Enins′ ,
that would be measured from this set of measurements is shown
in Fig. 5.4. This is the quantity that would be measured in prac-
tical implementations of this DFG characterization method.
We denote the k-space form of Enins′ as f
(meas.)
ki,ns′
(L), where ki
is the transverse mode of the output idler field, and ns′ remains
as the waveguide number that the seed laser is coupled to. The
expression for f (meas.)ki,ns′ (L) can be found from Eq. 5.7 by setting the
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initial seed profile to E(s)ns (0) = δns,ns′ so that only waveguide ns′
is seeded. This gives
f (meas.)ki,ns′ (L) =
2
N + 1
e(iβki L)
×
N
∑
ks=1
sin
(
pikinp
N + 1
)
sin
(
piksnp
N + 1
)
sin
(
piksns′
N + 1
)
×
L∫
0
dze(i(∆β
(0)−βki−βks )z)Anpdnp(z). (5.10)
Note that setting E(s)ns (0) = δns,ns′ implies that the seed magni-
tude and phase remain the same when changing the seed laser
to different waveguides, ns′ , to measure different elements of
f (meas.)ki,ns′ (L). In general it is not necessary to keep the intensity
and phase the same, but any variations must be known to recon-
struct the SPDC wavefunction. Here we assume for simplicity
that the phase and intensity of the seed remains constant regard-
less of which waveguide is seeded.
Now once the idler output has been measured with the seed in
each of the N waveguides the SPDC wavefunction can be math-
ematically reconstructed from the measured values. This gives
a reconstructed function f (recon.)ki,ks′ (L) which is proportional to the
SPDC wavefunction in Eq. (5.8),
f (recon.)ki,ks′ (L) = e
(iβks′ L)
N
∑
ns′=1
sin
(
pins′ks′
N + 1
)
f (meas.)ki (L) (5.11)
In this equation we adding together a superposition on the
measured outputs, f (meas.)ki (L), weighted by a sin function, and
multiplied by a phase factor e(iβks′ L). The ks′ argument determines
which column of the SPDC wavefunction is reconstructed. To
confirm that f (recon.)ki,ks′ (L) is actually a reconstruction of the SPDC
wavefunction we substitute in the full equation for f (meas.)ki,ns′ (L),
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then simplify,
f (recon.)ki,ks′ (L) = e
(iβks′ L)
N
∑
ns′=1
sin
(
pins′ks′
N + 1
)
2
N + 1
e(iβki L)
×
N
∑
ks=1
sin
(
pikinp
N + 1
)
sin
(
piksnp
N + 1
)
sin
(
piksns′
N + 1
)
×
L∫
0
dze(i(∆β
(0)−βki−βks )z)Anpdnp(z) (5.12)
summing over the seeded waveguide number, ns′
f (recon.)ki,ks′ (L) = e
(iβks′ L)
2
N + 1
e(iβki L)
×
N
∑
ks′=1
sin
(
pikinp
N + 1
)
sin
(
piks′np
N + 1
)
×
L∫
0
dze(i(∆β
(0)−βki−βks′ )z)Anpdnp(z) (5.13)
This is proportional to the expression for the down converted
wavefunction in Eq. (5.8). The same transformation can be ap-
plied to the real space version of the DFG output,
E(recon.)niks′ = e
(iβks′ L)
N
∑
ns′=1
sin
(
pins′ks′
N + 1
)
E(meas.)nins′ (5.14)
Then the real space SPDC wavefunction can be recovered by
transforming back from ks′ space to ns space
E(recon.)nins′ =
N
∑
ks′=1
sin
(
pinsks′
N + 1
)
e(iβks′ L)
N
∑
ns′=1
sin
(
pins′ks′
N + 1
)
E(DFG)nins′
∝ Ψ(SPDC)nins′ (5.15)
This transformation is implemented in Fig. 5.5 to recover the
quantum state produced by pumping the first waveguide of the
proposed device. As we can see, the recovered state has the form
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of the first Bell state, just as the chip was designed. It would
be straightforward to generalize this procedure to the case of
inhomogeneous refractive indices, just requiring adjustment of
the eigenmodes and propagation constants used. So fast classical
characterization using DFG could also be applied to arrays with
varied refractive indices.
5.2.3 Characterization procedure
We have shown that a complete set of intensity and phase mea-
surements of the DFG output of a device can be used to fully
reconstruct the SPDC wavefunction. This will allow for quicker
characterization of large numbers of devices. However, this pro-
cedure will require the phase of the output idler field from the
device to be measured. This could be achieved by sequentially
interfering idler field from each output waveguide with idler
field from a chosen output ’reference’ waveguide (for example
this reference could be chosen to be the first waveguide of the
device). This interferometric procedure will of-course require
an additional apparatus after the chip to coherently mix pair-
wise combinations of the waveguide output ports, which will be
much more difficult than output intensity measurements. Hence
a good first step for characterization would be to measure the
intensity in each waveguide produced by DFG and compare this
with the intensity predicted by Eq. (5.10) using the target fabri-
cation parameters. Then, if the intensity measurements are in
reasonable agreement with the target values, phase measure-
ments could be taken to reconstruct the complete SPDC wave-
function. If the reconstructed wavefunction matches that target
SPDC wavefunction, then finally quantum correlation measure-
ments of down converted photons can be used confirm the quan-
tum properties of the device.
This three-tiered characterization procedure will allow the ma-
jority of defective devices to be quickly identified and discarded
using classical measurement techniques. Hence the photonic
chips passing such classical quality control will be suitable for
operation in the quantum regime.
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5.3 Experimental characterization of a nonlinear photonic
chips wavefunction via SFG
In this section we demonstrate the characterization method
based on SFG. The key advantage over the DFG method pre-
sented in the previous section is that this approach is valid
for arbitrary losses in the signal idler and pump wavelengths.
We demonstrate the characterization method by characterizing
the two-photon wavefunction that would be produced from a
specially poled integrated photon source. My contribution to
this work was the design and simulation of the photon source,
as well as simulation and data processing for the sum frequency
generation characterization method. The fabrication and ex-
perimental work for this section was primarily performed by
Francesco Lenzini of Griffith University.
Previously the analogy between SFG and SPDC was derived
only for single mode structures with homogeneous proper-
ties.117 We showed in115 that this analogy can be extended to
more complex structures through rigorous use of the Green-
function method. In particular the analogy is shown to hold
perfectly for structures of arbitrary inhomogeneous χ(1) and
χ(2) and loss, thus is perfectly suited for characterization of
complex nonlinear quantum photonic chips. Furthermore the
nature of the analogy is very simple and fundamental, with
no post processing transformations of measurement results are
required in contrast to the DFG analogy in the previous section.
Amazingly the amplitude and phase of individual the quantum
wavefunction elements in the SPDC case are directly equal (after
normalization) to the amplitude and phase of the SF field for
certain input signal and idler field. Thus any given wavefunction
elements can be readout directly by measuring the SF field for
the right input signal and idler fields.
This SFG characterization can reconstruct any properties of the
quantum state, such as polarization, temporal, spectrum or spa-
tial mode. We will focus on the case of characterizing the spec-
trum and spatial modes of a quantum state, as these are com-
monly used degrees of freedom for integrated photonics. Thus
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Figure 5.6: Diagram of the a) SPDC in a quantum photonic chip and b) characterization of the chip via
reverse SFG measurement.
we consider a arbitrarily complex photonic chip that produces
by, SPDC, a two-photon state across N discrete spatial modes, as
in Fig. 5.6a). The two photon state produced will be described
by,
|Ψ〉 =
∫ ∞
0
∫ ∞
0
N
∑
ns,ni=1
Ψni,ns(ωs,ωi)aˆ
†
ns(ωs)aˆ
†
ni(ωi) |0〉 , (5.16)
Here aˆ†ns(ωs) is the creation operator for a photon at frequency
ωs in output spatial mode ns, and similarly for aˆ†ni(ωi). The goal
for characterization is therefore to determine the spatially and
spectrally dependent two-photon wavefunction Ψni,ns(ωs,ωi).
SFG characterization is performed by coupling coherent sig-
nal and idler lasers backwards through the chip, as shown in
Fig. 5.6b). The SF field produced from waveguide np when the
signal and idler are coupled into waveguides ns and ni is then
denoted Enpns,ni . The sum frequency field in the undepleted pump
regime is then directly proportional to the two photon wavefunc-
tion element Ψni,ns(ωs,ωi), for the case where the SPDC pump is
coupled into spatial mode np. Furthermore, the relative phase
between different wavefunction elements is contained in the rel-
ative phases of the SF field for different signal and idler inputs.
To test this concept we characterized a photonic chip, designed
§5.3 Experimental characterization of a nonlinear photonic chips wavefunction via SFG 91
a) b)
Figure 5.7: a) Diagram of the specially poled nonlinear photonic chip that was characterized. The
intended SPDC operation of the chip is shown, with the pump laser propagating through the chip from
left to right. b) The modulus squared of the two-photon wavefunction the chip is designed to produce.
to produce a tailored two-photon state using the poling tech-
niques developed in Ch. 3. The device was composed of three
waveguides Fig. 5.7a), with special poling designed to produce
the state shown in Fig. 5.7b), where given the signal photon is
in an even waveguide the idler photon will be in an odd num-
ber waveguide. The poling pattern contained 5 defects where
the periodic poling structure is translated by an extra half a pol-
ing period (Λ/2), as shown in the inset of Fig. 5.7. The loca-
tions of the defects were determined via numeric optimization
(based on the work in Ch. 3), in order to produce the target two-
photon state. Crucially for this work the defects are asymmetri-
cally placed along the length of the array, allowing us to confirm
whether the SFG characterization approach works for complex
structures with inhomogeneous χ(2) properties.
To preform SFG characterization the signal and idler beams
are generated by two tunable laser diodes with 100 KHz
linewidth. The beams are then coupled into the ‘output’ end
of the chip using a fiber array as shown in Fig. 5.8a). The
signal and idler are scanned through the wavelength range
shown in Fig. 5.8b) to find the conversion efficiency of SFG. This
varies depending of which waveguides the signal and idler are
coupled into, so is repeated for all combinations of ns and ni.
For the degenerate case where 2λp = λs = λi the conversion
efficiency for signal and idler input into waveguides ns and ni
can then be displayed as a function of pump wavelength, as
shown in Fig. 5.8c). Here the case where ns = 1 and ni = 3 is
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a)
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Figure 5.8: a) The experimental setup used for SFG characterization. b) Conversion efficiency of SFG
for signal and idler in waveguides 2 and 3 respectively. c) Modulus square of wavefunction elements
[defined in Eq. (5.16)], reconstructed from the measured SF intensities with λp = 775nm, (integrated
over a 10nm bandwidth).
denoted 1− 3 for example. In the context of the SFG to SPDC
analogy each element, (ns, ni), corresponds to one element of
the SPDC two-photon wavefunction, Ψns,ni , and shows the de-
pendence of that element on the SPDC pump wavelength. This
direct correspondence is reflected in the choice of axis labels in
Fig. 5.8c).
By integrating the SFG data in Fig. 5.8c) at a pump wavelength
of 775nm over a narrow bandwidth of 0.05nm we can find the
two-photon state that would be produced by such a pump spec-
trum. This result is shown in Fig. 5.9a). This has a fidelity of
98% to the target two-photon state in Fig. 5.9b). To confirm the
validity of this method we also performed SPDC with the chip
and measured the two-photon correlations. The pump wave-
length used was 775nm, to match the SPDC characterization,
and the produced signal and idler photons were filtered with
a 6nm band-pass filter, centered at 1550nm. The results for the
relative probabilities of detecting a correlated signal and idler
pair in waveguides ns and ni are shown in Fig. 5.9b). This gives
the square modulus of the two-photon wavefunction, which we
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a) b)
Figure 5.9: a) Square modulus of the two-photon wavefunction determined by SFG measurements and
b) by SPDC two-photon coincidence measurements
found has a fidelity to the SFG result [Fig. 5.9a)] of,
F = ∑
ns,ni
√
|ΨSFGnins |2|ΨSPDCnins |2 = 99.28± 0.31%. (5.17)
Therefore the SFG characterization method is highly accurate in
determining the SPDC wavefunction, even for complex inhomo-
geneously poled photonic chips.
Thus far we have only characterized the square modulus of
the wavefunction. As mentioned earlier the quantum phases of
the wavefunction can also be calculated through analogy to the
SF fields phases. In particular what needs to be measured is the
phase between all the elements of ΨSFns,ni , i.e. the phases between
the SF field produced for signal and idler in different combina-
tions of waveguides. This is achieved with the setup shown in
Fig. 5.10a). Here the signal and idler lasers are both split into
two fibers, so that both can be coupled to two different waveg-
uides at the same time. This way we can create a reference SF
field, ΨSF1,1 by coupling both the signal and idler into waveguide
1. Then the other signal and idler fibers can be coupled into
different waveguides to observe the interference between the ref-
erence SF field ΨSF1,1, and the other SF field Ψ
SF
ns,ni . The phase
in the input signal and idler reference fibers is modulated at
500KHz to create an interference pattern between the two SF
fields. The trace of the interference pattern is in the SF field
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shown in Fig. 5.10b) for the case where the signal and idler are
in waveguides 2 and 3. Also shown are the traces of the signal
and idler frequencies, which were separated with a wavelength
division multiplexer. The wavelengths used for the signal and
idler were λs = 1550.12nm and λi = 1556.55nm.
Recording similar interference trances for all combinations of
signal and idler input waveguides allows all the relative phases
to be determined. These are shown in Fig. 5.10c), and by anal-
ogy give the phases of the output wavefunction, relative to the
phase of the element ΨSFG1,1 . Using these phases we can calculate
the Schmidt number125 of the two photon state, can compare it
to that of the target state the device was designed to produce.
Defining the Schmidt number as
S =
1
∑j S2j
, (5.18)
where Sj are the Schmidt coefficients of the state, we find the
experimentally measured Schmidt number is 1.59 which is close
to the schmidt number of the state the chip was designed to pro-
duce, with a value of 2. This suggests that the quantum phase, as
characterized by SFG is also reasonably accurate. However in or-
der to definitively test and confirm the accuracy of the phase re-
covery method we would have to compare to directly measured
quantum phase of the two-photon state. This would highly re-
quire complex quantum state tomography methods which were
not used in this experiment. In the next chapter we will intro-
duce typical quantum state tomography methods and show how
they can be made more simple and scalable with specialized pho-
tonic chip architecture.
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a) b) c)
Figure 5.10: a) Experimental setup used to determine the two-photon wavefunction phases via SFG
phase measurements. The signal and idler beams are coupled into different combinations of the input
waveguides, and the phase difference between the beams is modulated continuously to observe the
interference in the output SF field. b) Trace of the interference pattern in the SF field for the specific
case where the signal and idler are coupled into waveguides 2 and 3 respectively. c) Reconstructed
two-photon wavefunction phases determined from the full complement of interference measurements.
5.4 Summary
In conclusion, in this chapter I have explored analogies between
the quantum state generated by SPDC, and the classical pro-
cesses of DFG and SFG. First I showed theoretically how to ex-
tend the DFG analogy70 to complex multi-mode structures with
inhomogeneous second order nonlinearity, such as poled nonlin-
ear photonic chips.91 Then we showed that the SFG analogy117, 118
can be extended to similarly complex structures with inhomo-
geneous χ(1) and χ(2).115 Thanks to the fabrication and char-
acterization preformed by Dr. Francesco Lenzini, we verified
the SFG analogy experimentally by characterizing a inhomoge-
neously poled waveguide array, which was designed to produce
a tailored quantum state via SPDC. In this work I designed the
photonic chip and performed simulation of both SPDC and SFG
in the chip, as well as analyzing the experimental results.
These results show that the wavefunction of the two-photon
states produced in complex quantum photonic chips can be effi-
ciently characterized by measuring strong classical fields, with-
out need for single-photon detection. This can significantly im-
prove the accuracy of the characterization of nonlinear quantum
photonic circuits, due to the increased signal to noise ratio of the
classical measurements, as well as the ability to tune CW input
lasers frequency to spectrally resolve the two-photon wavefunc-
tion. Furthermore such methods are much faster and easier than
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single photon measurements, so could be useful for the rapid
benchmarking of mass produced photonic chips in future.
Chapter 6
Scalable on-chip quantum state
tomography
Quantum information systems are on a path to vastly exceed
the complexity of any classical device. The number of entangled
qubits in quantum devices is rapidly increasing126–128 and, due
to quantum superposition, the information required to fully de-
scribe these systems scales exponentially with qubit number.129
This scaling is the key benefit of quantum systems, in particular
the exponential number of terms interfering in quantum super-
position states is what enables quantum computation. However,
this scaling also presents severe challenge; to characterize such
systems typically requires an exponentially long sequence of dif-
ferent measurements.130 This inevitably becomes highly resource
demanding for large numbers of qubits.131
The standard way to characterize an arbitrary quantum sys-
tem is known as quantum state tomography,130, 132 which we will
introduce briefly in Sec. 6.1. It involves measuring expectation
values of a complete set of observables and using these to re-
construct the system’s density matrix.52, 63, 133–136 To characterize
an N-qubit state, 22N different observables are measured,63 thus
the measurement apparatus must be reconfigured exponentially
many times, which becomes impractical for large qubit numbers.
Furthermore, many of the expectation values measured will be
vanishingly small and thus contribute little useful information.
Finally, even if all the measurements can be completed, the com-
putational task of reconstructing the density matrix from mea-
surement data becomes computationally challenging for high
qubit-number states.131 Therefore there are a number of chal-
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lenges preventing quantum state tomography of states with large
qubit numbers.
A step towards meeting these challenges is to integrate the
quantum tomography apparatus on-chip, allowing precise fabri-
cation of more complex circuits to realize the exponentially com-
plex sequence of measurements required. Quantum state tomog-
raphy has been demonstrated on chip for two-photon states.52 In
this demonstration thermal phase shifters were used to reconfig-
ure the transfer function of a silicon chip in order to measure the
required sequence of different quantum observables. Aside from
the exponential scaling of the number of measurements required,
such an approach has further limitations for the characterization
of complex multi-photon quantum states. Firstly the thermal re-
configurability is relatively slow, so the system could not resolve
quantum states that are varying in time at a speed compara-
ble to the thermal tuning rate. Furthermore, thermally tunable
phase shifters are complex, and challenging to integrate with
cryogenically cooled on-chip single photon detectors.36 Thus a
demonstration of quantum state tomography using on-chip sin-
gle photon detectors is still elusive.
In this chapter we propose and implement a novel and scalable
method to characterize quantum systems, where the complexity
of the measurement process only scales linearly with the number
of qubits. Specifically the number of waveguides and single pho-
ton detectors only increases linearly with the number of photons
in the state to be measured. Importantly, our method only re-
quires simple planar photonic circuit, with no need for complex
thermal or electro-optic phase shifters. This simplicity should
ease integration with on-chip detectors, and, combined the with
linear scaling against the number of photons, can enable the on-
chip measurement of states containing much larger numbers of
photons than was previously possible.
In Sec. 6.1 we briefly introduce the process of quantum state
tomography as it is usually formulated and implemented. Then
in Sec. 6.2 we introduce the theory behind our approach to quan-
tum tomography, and explain its scalability with respect to pho-
ton number. In Sec. 6.3 we experimentally demonstrate this
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method using a silica photonic chip capable of tomography of
two- and three-photon quantum states. In Sec. 6.4 we devise
and implement a computationally scalable way of recovering the
density matrix from the measurement data.
6.1 Quantum state tomography
The standard way to characterize a quantum system is known as
quantum state tomography.130, 132 It involves measuring expecta-
tion values of a complete set of observables and using these to
reconstruct the system’s density matrix.52, 63, 133–136
The expectation value of an observable of a given quantum
state is,61
〈Aˆ〉 = trace(ρˆAˆ), (6.1)
where ρˆ is the density matrix of the system, and Aˆ is the observ-
able that is being measured. Different observables allow different
information about the density matrix to be recovered via their ex-
pectation values. Thus, to recover the density matrix first a set
of observables must be derived that, once measured, uniquely
determine the systems density matrix. To deduce whether a spe-
cific set of observables, Aˆi, is sufficient to uniquely determine the
density matrix we introduce the linear mapping from the density
matrix to expectation values of the set of observables,
Γi = trace(ρˆAˆi). (6.2)
Here Γi is a vector containing results for all the different expec-
a) b)
Figure 6.1: Implementations of quantum state tomography in free space and on-chip. a) A two-photon
polarization state is emitted by a ‘black box’ photon source. A system of rotatable wave-plates and
polarizers is used to measure the photon-pair correlations in a sequence of different measurement
bases. b) A two-photon spatial mode state is coupled into a photonic chip and analyzed via tomography.
Different measurement settings are realized by adjusting thermal phase shifters. [Image credit: a) Daniel
James et al.63 and b) Pete Shadbolt et al.52]
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Figure 6.2: The number of different observables required to be measured in order determine the density
matrix of qubit states. [Image credit: Daniel James et al.63]
tation values that would be measured in sequence if the set of
observables Aˆi was used to attempt quantum state tomography.
Simply put, if this linear mapping from ρˆ to the measurement
results can be inverted then quantum state tomography is pos-
sible using the set of measurements defined by Aˆi. Thus, there
is considerable freedom to choose the measurement system used
for quantum state tomography, so it can be optimized for consid-
erations such as experimental simplicity and error robustness.137
Typically the density matrix is described in terms of tensor
products of the four Stokes parameters.63 This is a set of observ-
ables that was initially used to fully describe the polarization
state of light, but also provides a general mathematical descrip-
tion of any set of qubits. To perform quantum state tomography
all four of the Stokes parameters for each qubit in the state must
be measured. This is complicated by the potential presence of
entanglement between the qubits, meaning that correlation mea-
surements between the stokes parameters of all the qubits must
be performed. Thus if we denote the measurement operators for
the four stokes parameters as µˆ1, µˆ2, µˆ3, µˆ4 the sequence of mea-
surements that need to be performed to characterize a 2 qubit
system are, µˆ1 ⊗ µˆ1, µˆ1 ⊗ µˆ2,... µˆ4 ⊗ µˆ4, as shown in Fig. 6.2. Fol-
lowing this trend for increacing numbers of qubits the number
of different measurements required to characterize an N qubit
state is 2(2N), and measurement apparatus must be reconfigured
exponentially many times, which is impractical for large states.
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6.1.1 New approaches to quantum state tomography
New approaches to quantum state tomography are being devel-
oped in an effort to increase its practicality and efficiency. Some
approaches seek to avoid unnecessary measurements by assum-
ing that the system is in particular low rank states, such as sparse
states138, 139 or low dimensional matrix product states.140 Alterna-
tively tomography can be ‘self-guided’, where real-time feedback
of measurement results guides the next choice of the measure-
ment basis,141, 142 helping to avoid taking measurements that have
limited utility for analyzing the state. It has been shown that to-
mography procedures involving some global quantum measure-
ments have increased error robustness relative to using only local
qubit measurements, and thus can be completed in less time.137
The computational burden of inverting large data sets to find
the density matrix is reduced with simple real-time optimiza-
tion algorithms in self guided tomography, or can be completely
avoided with systems for direct projection of density matrix pa-
rameters.143–145 However all these approaches rely on a common
measurement paradigm, whereby different characteristics of a
system are measured sequentially, thus they become exponen-
tially complex to implement as the number of parameters in the
density matrix scales exponentially with qubit number.
Our approach presented here is originally inspired by com-
pressed sensing. Conventionally in compressed sensing it is as-
sumed that a signal is sparse in some basis, and this knowledge
allows reconstruction of the signal from fewer measurements
than suggested by the Nyquist-Shannon sampling theorem.146
This can be exploited for sub-wavelength optical imaging147, 148
and could be applied for fast tomography of near pure quantum
states138 and quantum process tomography.149 It has also been
shown that knowing a quantum state is sparse can facilitate char-
acterization of three-photon quantum states just by measuring
two-photon coincidences.139
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6.2 Scalable on-chip quantum state tomography
Here we present a quantum tomography method with complex-
ity that scales linearly with qubit number. This is achieved by
leveraging quantum systems’ greatest strength, the simultaneous
occupation of exponentially many states, in the measurement
process. Instead of preforming a sequence of different measure-
ments on the state, we propose a static measurement system that
preforms one, many-outcome measurement, as in Fig. 6.3. Since
the state is spread coherently across all the outputs, the number
of different measurement outcomes follows a similar scaling to
the number of parameters in the density matrix. Thus the ex-
ponential scaling of quantum sates can be balanced by a similar
scaling in the amount of information extracted from measure-
ment of the state. This leads to the striking benefit that the re-
quired physical complexity of multi-outcome measurement only
scales linearly with the number of qubits in the state being mea-
sured, in contrast to the usual exponential scaling for standard
approaches to quantum state tomography.
In the context of photonic quantum states our approach also
removes the need to build complex reconfigurable measurement
systems,63 instead allowing full quantum tomography with just
static linear optical circuits, which can easily be implemented on
photonic chips. This avoids the problem faced by conventional
approaches, where some measurements provide little useful in-
formation about the underlying state. This is because in our
approach, the full complement of measurements are performed
simultaneously, and thus the most important correlation detec-
tions for reconstructing a particular state naturally have the high-
est count rates. Our approach is based on interfering all the pho-
tons through a special optical transformation, thus can be opti-
mized to incorporate nonlocal measurement, allowing the error
robustness to be increased. Furthermore, we show that our ap-
proach is compatible with computationally scalable reconstruc-
tion, avoiding resource intensive direct inversion.
Specifically we will consider hybrid quantum-walks within
on-chip coupled waveguide arrays (WGA).80 It has previously
§6.2 Scalable on-chip quantum state tomography 103
Min Mout
Figure 6.3: (a) A linear optical transformation operates on an unknown multi-photon state, then corre-
lations between the photons are measured.
been was shown that a WGA can be used to perform interfer-
ometry,150–152 a classical analogue of quantum state tomography.
Light can be coupled into a small number of waveguides, and
the intensity measured at the output of the whole WGA. This al-
lows both the phase and amplitude of the input classical fields to
be determined, just from intensity measurements. The method
also leverages sparsity (specifically, the knowledge that the input
state was coupled into only a few selected waveguides) for full
reconstruction of a complex valued input field from only inten-
sity measurements.
6.2.1 Characterizing multi-photon states with a single optical transforma-
tion
We explain our method for the case of N-photons in an arbitrary
pure or mixed state featuring spatial quantum entanglement be-
tween the input ports, although a larger number of ports can be
considered as well.64 The N-photon quantum state is described
by a density matrix, ρˆin, which has 22N real parameters. We ap-
ply a single (fixed) linear transformation, Uˆ, to map the quantum
state from a number of input waveguides, Min to a larger num-
ber of output waveguides, Mout, as illustrated in Fig. 6.3. Then,
we obtain information about the quantum state by measuring
coincidences, Γ, in the arrival time of photons to different com-
binations of the single-photon detectors. As we will show, given
enough output ports and appropriately chosen form of the trans-
formation Uˆ, the system’s full density matrix can be determined
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Min4
Mout4
(2N)
Figure 6.4: Linear mapping from input to output density matrix for the case of a two photon state.
Highlighted rows and elements show the parts of the transformation associated with correlation mea-
surements.
with just this static optical setup. We will then establish that the
minimum number of output ports required scales linearly with
the number of photons.
To demonstrate our approach to tomography we first intro-
duce the mathematical formalism required to propagate a multi-
photon density matrix through an arbitrary optical transforma-
tion and then take multi-photon correlation measurements at
the output. This arbitrary transformation represents on-chip lin-
ear photonic circuit as suggested by Fig. 6.3, although the exact
structure of the chip we leave undefined at this point. The net
effect of the transformation on a single photon can be written
as a matrix transformation, Uˆ.24 This transformation will oper-
ate on the wavefunction of each photon coupled into the circuit
according to,
|ψ〉out = Uˆ |ψ〉in . (6.3)
For simplicity we assume that all photons in the state undergo
the same transformation, but the following could be generalized
to the case where each photon undergoes a different transfor-
mation, for example if each photon is of a significantly differ-
ent frequency. In the case of an ideal optical system Uˆ would
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be a unitary operator, but in real experimental implementations
it could be non-unitary due to losses and other imperfections.
Therefore, anticipating practical applications, we treat Uˆ as an
arbitrary matrix transformation, without assuming it is unitary.
The the joint wavefunction of the N photons can be written as
the sum of N-photon product states,
Ψ =∑
i
ci |ψ1〉(i) |ψ2〉(i) ... |ψN〉(i) . (6.4)
Therefore, under the transformation Uˆ the N-photon wavefunc-
tion will transform according to,
Ψout =∑
i
ci |Uˆψ1〉(i) |Uˆψ2〉(i) ... |UˆψN〉(i) = Uˆ(N)Ψin. (6.5)
Now a statistical mixture of two photon wavefunctions is best
described by the density matrix,
ρˆ =∑
j
pj |Ψj〉 〈Ψj| , (6.6)
where pj is the probability of the mixed quantum system being in
state |Ψj〉.61 We see that under the single-photon transformation
Uˆ the multi-photon density matrix must transform according to,
ρˆout = Uˆ(N) ρˆin Uˆ(N) = Uˆ(2N)ρˆin, (6.7)
where
Uˆ(2N) = Uˆ(N) ⊗ Uˆ(N)∗ . (6.8)
Since it is linear Eq. (6.7) can be expressed as a matrix equation as
shown in Fig. 6.4 for the simple case of a two-photon state (N =
2). To do this the input and output density matrices are written
as vectors of MNin and M
N
out elements respectively, Min being the
number of input waveguides and Mout the number of output
waveguides. The transformation Uˆ(2N) can then be rewritten as
a MNout ×MNin matrix in a consistent way.
Now we have determined how a multi-photon density matrix
will transform under an arbitrary transformation. At this point it
is important to consider how the output state will be measured.
Typically in integrated quantum photonics the measured quan-
106 Scalable on-chip quantum state tomography
tity will be the correlations in the arrival time of N photons at
any of the output waveguides.52 This will give the probability
amplitudes, Γi1,i2,...iN , associated with observing the correlated ar-
rival of the N photons with photon 1 in waveguide i1 and photon
2 in waveguide i2 and so on. Mathematically, expectation values
of these probability amplitudes are represented by applying the
measurement operator
Oˆi1,i2,...iN = |iN〉 ... |i2〉 |i1〉 〈i1| 〈i2| ... 〈iN| (6.9)
to the density matrix,61 and accordingly,
Γi1,i2,...iN = 〈i1| 〈i2| ... 〈iN| ρˆout |iN〉 ... |i2〉 |i1〉 . (6.10)
These expectation values correspond to the measurement of only
a sub-set of the whole output density matrix. We illustrate this
schematically for the case of N = 2 in Fig. 6.4, where such mea-
surable elements of the output density matrix are highlighted in
yellow. Our goal is to use these measurements to reconstruct all
the elements of the input density matrix. Accordingly, we refor-
mulate Eq. 6.7 by excluding the elements of ρˆout which do not
correspond to correlation measurements,
Γ = MΓ ρˆin. (6.11)
Here MΓ is a matrix containing only the rows of Uˆ(N) that map
the input state, ρˆin, to correlations, Γ, in the output mixed state
(for example these are the rows highlighted yellow in Fig. 6.4).
We refer to MΓ as the ‘instrument matrix’, since it links the den-
sity matrix to the observable outputs of the measurement instru-
ment.
Now the problem of quantum state tomography can be for-
mulated as follows; can the input density matrix, ρˆin, be in-
ferred from Eq. (6.11) given that Γ has been measured. To an-
swer this question we first consider the dimensionality of ρˆin and
Γ. There are generally (Mout)N different correlations which can
be measured, each being a real number. The input N-photon
density matrix contains (Min)2N elements, most of which are
complex. However since it is Hermitian, it is fully defined by
(Min)2N real parameters. For the tomography problem to be
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solvable, the amount of measured information should be equal
to or exceed the number of unknowns, and accordingly we re-
quire (Mout)N ≥ (Min)2N. Furthermore, if the photons are indis-
tinguishable, which we consider in the examples below, due to
additional symmetries the condition becomes,
(Mout + N − 1)!
N!(Mout − 1)! ≥
(M2in + N − 1)!
N!(M2in − 1)!
(6.12)
where the number of free parameters are now determined by
binomial coefficients. Here the number of free parameters in
the density matrix has been reduced to account for the fact that
information about which photon is which cannot be known,
this is explained in detail in the Appendix A.3.2. This for-
mula implicitly assumes that the single photon detectors are
photon-number-resolving. In the case where the detectors are
non-number-resolving the inequality becomes,
Mout!
N!(Mout − N)! ≥
(M2in + N − 1)!
N!(M2in − 1)!
(6.13)
This requirement on the number of correlation measurements
means that the transformation Uˆ must be a sparse one, mapping
Min inputs to Mout outputs with Mout > Min.
In Fig. 6.6b) we use these inequalities to show that for the case
of two input modes (Min = 2), using non-photon number re-
solving detectors, the number of outputs required scales linearly
with the number of photons in the state. This situation, with a
multi-photon state coupled into two input waveguides is the gen-
eral setup we will consider in the experimental implementation
in Sec. 6.3. However, it is worth noting that this linear scaling
extends to larger numbers of input ports also. A more detailed
investigation of the device scaling for arbitrary numbers of pho-
ton and input modes can be found in Appendix A.3.
If a sufficient number of outputs are chosen so the inequal-
ity [Eq. 6.13] is satisfied, then it is possible that Eq. 6.11 can be
inverted to find the input density matrix. The inversion can be
carried out using the Moore-Penrose pseudoinverse,153
ρˆin = (MΓ)−1Γ. (6.14)
108 Scalable on-chip quantum state tomography
Here the pseudoinverse is defined as (MΓ)−1 = VS−1U†, where
a singular value decomposition is performed as MΓ = USV†. If
Eq. 6.14 maps every possible set of correlations to a unique den-
sity matrix, then full quantum state tomography can be achieved
simply by knowing the correlations, Γ, and (MΓ)−1. Of course,
(MΓ)−1, the mapping back from measured correlations to input
density matrix, is completely determined by Uˆ, the linear op-
tical transform implemented on each photon before correlation
measurement. This mapping must be carefully chosen so that
Eq. 6.14 produces a unique solution for any measured correla-
tions, making quantum state tomography possible. It should
also be noted that the inversion can be completed using numeri-
cal algorithms, which is more computationally scalable for large
amounts of data. This is considered in Sec. 6.4.
The robustness of the technique in the presence of measure-
ment errors is determined by the condition number153 of the
transformation MΓ. A high condition number means inversion
will be impossible in realistic situations, because errors in the
measurements will be highly amplified in the recovered density
matrix. In contrast a low condition number means that tomog-
raphy can be completed more efficiently, with a better signal-
to-noise ratio. Therefore the final consideration when choosing
Uˆ for tomography is that the mapping MΓ has a suitably low
condition number.
6.2.2 Possible tomography measurement system designs
A straightforward on-chip optical transformation with more in-
puts than outputs can be realized using a coupled waveguide
array. This is achieved in the case where only a subset of the
waveguides are used as inputs for the transformation, but light
can spread across the whole array. Thus it is natural to con-
sider this as a platform for quantum tomography based on the
above mathematical approach. Previous works with WGAs have
succeeded in recovering classical amplitude profiles and mu-
tual coherence functions of classical light fields152, 154 or the den-
sity matrix of quantum states where the form of the entangled
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Figure 6.5: a) Diagram of a hybrid QW for two-photon tomography. (b) Graphical representation of
the mixed state coupled into the device. The left (right) hand sphere shows the real (imaginary) basis
states for each wavefunction in the mixture. Each colored ball shows the real and imaginary parts of
one pure state in the mixture. The size of each ball shows the statistical weight of that pure state in
the mixture. (c) Simulated correlation measurements at the output. (d) Real and imaginary parts of the
input density matrix recovered using the correlation measurements shown in (c).
part of the wavefunction is known a priori.139 However it has
been shown that recovery of the mutual coherence function using
a WGA necessarily requires nonlocal coupling in the WGA,154
which calls for a 2-D WGA, rather than a planar chip. This re-
sult extends to quantum state tomography also due to the sim-
ilarities between incoherent classical light and mixed quantum
states. For our purposes the use of a 2-D WGA is undesirable,
especially for the goal of fully integrated quantum photonics on
a planar chip. Thus we develop a special type of optical cir-
cuit, combining a discrete time quantum walk with a continuous
quantum walk. As we demonstrate in the following, such a hy-
brid quantum walk can allow full tomography of multi-photon
density matrices in a planar device.
A theoretical example of a linear optical circuit implement-
ing a suitable hybrid QW is shown in Fig. 6.5a). Here, two in-
put waveguides (Min = 2) are split using integrated waveguide
splitters into an array of four, realizing one step of a discrete
QW. Following this, the four waveguides form a coupled WGA
(Mout = 4) with a dimensionless length L = 3.76 and a coupling
rate C = 1. We note that the waveguide numbers satisfy the
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necessary condition for tomography of degenerate photons with
photon-number resolving detectors for the case of 1 and 2 photon
states (degeneracy and photon-number resolution is irrelavent
for the one-photon case). This can be seen by substituting the
appropiate values (Mout = 4, Min = 2 and N = 1 or N = 2) into
Eq. 6.12. This means that the circuit can allow quantum state
tomography just by taking correlation measurements at the out-
put. To test this we use this circuit to simulate tomography of a
mixed two-photon state comprised of 20 different pure states, as
shown in Fig. 6.5b). This way of representing the mixed state is
used to demonstrate that the state is nontrivial, containing many
two-photon pure states. We calculate the state concurrence value
of 0.3718, which confirms the presence of entanglement.155 This
representation of a mixed state was then used to calculate the in-
put density matrix ρˆin of the state. We then propagate the density
matrix through the hybrid WGA circuit, and model the output
two-photon spatial correlations presented in Fig. 6.5c). From the
correlation measurements, the input density matrix is uniquely
recovered using Eq. 6.14. The real and imaginary parts of the
recovered input density matrix are shown in Fig. 6.5d), and we
have verified that they exactly match the input state.
To experimentally demonstrate this general approach to to-
mography in the next section we will use a similar design of
photonic chip to that shown in Fig. 6.5. However, instead of
each photon being distinguished uniquely by the single photon
detectors, we will consider the simple case where the detectors
don’t distinguish between different photons, and cannot resolve
photon numbers. This means we require a larger number of out-
put waveguides and detectors in order to reconstruct the input
density matrix, as shown in Fig. 6.6a). With 2 input and 6 out-
put waveguides such a configuration can achieve tomography of
degenerate 1, 2 and 3 photon states using non-photon-number
resolving detectors. This can be seen by substituting the num-
ber of inputs, outputs and photons into Eq. 6.13. This leads to a
linear scaling relationship between the number of photons in the
state and the number of output waveguides required for com-
plete tomography, as shown in Fig. 6.6b). In the next section
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Figure 6.6: Linearly scalable quantum state tomography concept. a, Conceptual diagram of a photonic
chip for scalable tomography based on a single optical transformation. b, Scaling relationship between
the number of photons in the quantum state to be measured and the number of output waveguides re-
quired in the linear transformation. The scaling for both distinguishable and indistinguishable photons
are both considered.
we experimentally realize such a photonic chip and demonstrate
tomography for a range of different multi-photon states.
6.3 Experimental on-chip quantum state tomography
We experimentally demonstrate our approach by performing to-
mography of spatially entangled mixed or pure states of two
indistinguishable photons, using a specially designed on-chip
laser-written waveguide circuit.40 The action of the circuit on the
input single photon state |ψ〉 = |0〉+ i |1〉 is shown in Fig. 6.7(a).
The circuit allows full reconstruction of the input density ma-
trix just by measuring the output two-photon coincidences with
non-photon-number resolving single-photon detectors.
The circuit was optimized to make the tomographic recon-
struction highly robust to measurement errors. Each output
waveguide carries information from a different vector on
the input Bloch sphere. The Bloch vectors were determined
experimentally using a classical characterization method156
[Appendix A.1], and are shown graphically in Fig. 6.7(b). It
is worth noting that the number of measurements required
for classical characterization of the device increases (at most)
quadratically relative to the number of waveguides in the device,
and that these classical measurements are significantly easier
and more scalable than quantum state measurements. The equal
spacing of vectors around the Bloch sphere gives the device
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Figure 6.7: Experimental realization with a photonic chip. a, The structure of the silica photonic chip
showing simulation of coupling a single photon in state |0〉+ i |1〉 into the input ports. b, Experimentally
determined mappings from the input Bloch sphere to the six output waveguide field intensities. c, The
experimental setup. Photon-pairs at 815nm are generated via spontaneous parametric down-conversion
(SPDC) by pumping a bismuth triborate (BiBO) crystal with a 407.5nm diode laser. The two photons
are then coupled into two fibers, and optionally passed through a fiber-splitter to transform the anti-
bunched state into a bunched state. The photons are then coupled to the photonic chip and detected
with a array of 6 single photon-detecting avalanche photo-diodes (APDs).
maximum robustness to errors in the tomography procedure,157
by essentially realizing non-local measurements. This can be
confirmed by calculating the condition number of the transfer
function of the chip, lower values of which correspond to higher
robustness of the state reconstruction to measurement errors.
The experimentally realized device has a condition number of
' 5, which is better than the condition number of ' 9 for typical
to tomography techniques.137
The waveguides in the photonic chip are written into trans-
parent fused silica wafers (Corning 7980 ArF Grade), using
ultrashort laser pulses (τ < 150 fs, λ = 800 nm) that are focused
250 µm below the sample surface using a 20× microscope ob-
jective (NA≈ 0.35). The actual writing speed, achieved with a
high-precision positioning system (Aerotech) is 100 mm/min
at a pulse energy of 200 nJ and a repetition rate of 100 kHz
(Coherent Mira/Reg A). Such waveguides exhibit low propaga-
tion losses (< 0.3 dB/cm) and almost vanishing birefringence
(∆nH,V ≈ 10−6). With a supported mode field diameter of
12 µm× 15 µm coupling losses of 3 dB are obtained with stan-
dard single mode fibers.
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To test the performance of the chip we created various
spatially entanged mixed and pure two-photon states and
preformed tomography of those states with the chip. The
photon-pairs are generated at λ = 815 nm using a standard
type-I spontaneous parametric down-conversion source with
a visibility of 93%. A BiBO crystal is pumped by a 100 mW,
407.5 nm laser diode producing horizontally polarized photon-
pairs, which are collected by polarization maintaining fibers.
Commercial V-groove fiber arrays were used to couple the pho-
tons into the chip as well as collecting them at the output facet
from the individual waveguides. We used high-NA multi-mode
fibers in order to feed the photons to the respective avalanche
photo-diodes, ensuring low coupling losses at the output side
of the chip. From the data of the photo-diodes, the photon
probability distribution at the output, as well as the inter-
channel correlations, were computed using a correlation device
(Becker-Hickl) and standard computer programs (LabView for
the data acquisition and MatLab for the data processing). The
photonic chip was fabricated such that the waveguide spacing
at the input and output facets matched the standard fiber array
spacing of 127 µm. The typical two-photon coincidence rates
after propagating through the chip were approximately 30Hz,
and an integration time of around 20 seconds was used for
coincidence measurements.
To test the performance of the device we prepared a range of
different two-photon entangled quantum states using the pho-
ton source, coupled them into the chip, and measured the output
correlations as schematically shown in Fig. 6.7(c). We first ana-
lyze an anti-bunched state, which in an ideal form is described
by the pure wavefunction |ψ〉 = (|01〉+ |10〉) /√2 and the corre-
sponding density matrix ρˆ = |ψ〉 〈ψ|. We present in Fig. 6.8(a) the
experimentally measured probabilities of detecting the photon-
pair in a given pair of output waveguides, and the reconstructed
real and imaginary parts of the density matrix, as indicated by
labels. We confirm that this is indeed an anti-bunched state, with
the fidelity of 95.0%. Furthermore, this measurement permits us
to get information about the spectral overlap of the pair of pho-
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Figure 6.8: Two photon tomography results. a, Results for an anti-bunched state, b, a N00N state, and
c, a N00N state with pi/2 phase shift. The second column shows the measured 2-photon correlations,
while the third and fourth columns show the real and imaginary parts of the recovered density matrices.
tons, since the observed correlations exhibit a generalized form
of Hong-Ou-Mandel interference.158–160 This will be discussed in
more detail later in this section.
We also prepared N00N states, with wavefunctions given by
|ψ〉 = (|00〉+ eiφ |11〉) /√2, where φ is a phase shift. The phase
shift is determined by the photon propagation before the chip,
and because the shift is double the value that would accumu-
late classically161 it is highly sensitive to the environment. Ex-
perimentally, we explored this quantum-enhanced sensitivity by
propagating a two-photon N00N state through one meter long
optical fibers before the chip. The accumulated phase was very
sensitive to fiber stress, varying by up to 2pi on the scale of a few
minutes. With our approach we observed experimentally the
temporal variation of the phase in the density matrix using an
integration time of 20 seconds with a photon pair detection rate
of 30Hz. We show typical two-photon correlations at different
times in Figs. 6.7(b) and (c) and the corresponding reconstructed
N00N states, with phases determined to be φ = 0 in Fig. 6.8(b)
and φ = pi/2 in Fig. 6.8(c). The fidelity of both states exceeds
94%. Thus, we can observe with high precision the density ma-
trix of a quantum state that is varying over time.
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So far we have considered the recovery of states where the
two photons are indistinguishable, with no spectral difference
or temporal delay between the photons. In Appendix A.2 we
show analytically how the spatial density matrix recovered here
depends on the individual spectral and temporal properties each
photon. As a specific example of this general result we show, in
Appendix A.2, that the spatial density matrix of an anti-bunched
photon pair is given by,
ρˆ =
1
2

0 0 0 0
0 1 Ia,b Ib,a 0
0 Ia,b Ib,a 1 0
0 0 0 0
 , (6.15)
where Ia,b =
∫
dω φ(a)∗(ω)φ(b)(ω) is the spectral overlap between
the two photons. Here we explore this result experimentally,
by measuring the density matrices of distinguishable and indis-
tinguishable photons using the on-chip tomography technique.
We do not use any extra experimental equipment to determine
which photon was detected in which location, so cannot tell
which photon is which. However we can still determine the
amount of distinguishably between the photons, and incorpo-
rate that into the reconstructed density matrix. Ultimately this
is possible because of generalized Hong-ou-Mandel (HOM)158
interference between the photons, depending on how indistin-
guishable the two photons are.
To demonstrate this we tune the two-photon source between
producing an anti-bunched state of distinguishable or indistin-
guishable photon pairs. This is achieved by introducing variable
time delay between the two photons after they are emitted from
the BiBO crystal and before they are coupled into the chip. The
quality of this source is checked using traditional HOM inter-
ference, showing a visibility of 93% [Fig. 6.9]. With this photon
source we can therefore create two different anti-bunched two-
photon states, one state where the two photons are distinguish-
able because of a time delay between them, and one state where
there is no time delay so the photons can’t be distinguished.
These correspond to non-degenerate and degenerate two-photon
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Figure 6.9: HOM interference of photon source. Standard HOM interference measurement of the
two-photon source, using a fiber-splitter to give the interference. The HOM visibility is 93%, without
subtracting the background counts.
density matrices, respectively.
We then demonstrate recovery of both the distinguishable and
indistinguishable anti-bunched states. We couple these two dif-
ferent states into our photonic chip, and observe the two distinct
sets of two-photon correlations at the six outputs, much like in
traditional HOM. For these two cases the two-photon correla-
tions that are observed across the six output waveguides of the
device are shown in Fig. 6.10(a) and 6.10(d) for the distinguish-
able and indistinguishable cases respectively. There is a clear
difference between these two sets of measurements, especially
in the elements (2, 3), (3, 4), and (4, 5), which are much larger
in the distinguishable case than the indistinguishable case. This
is due to quantum interference as some parts of the two-photon
wavefunction are non-orthogonal in the indistinguishable case
and thus interfere with one another. Thus we can observe a gen-
eralized form of the HOM effect in our device.
As can be seen in Eq. 6.15 the form of the density matrix we
are recovering depends on the overlap between the (complex)
spectrum of the photons being measured, so it contains infor-
mation about how distinguishable the photons are. Perform-
ing reconstruction of the input density matrices of the distin-
guishable and indistinguishable coincidence measurements from
Fig. 6.10(a) and (b) allows us to see the difference between the
density matrices. The real and imaginary parts of the recon-
structed density matrix for the distinguishable case is shown in
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Figure 6.10: (a) Correlations between the six output waveguides when the photons in the anti-bunched
state are separated in time (by > 3 ps). (d) Correlations between the six output waveguides when
the photons in the anti-bunched state are overlapping in time (with ≈ 93% visibility). Reconstructed
real and imaginary parts of the de, respectively, of the distinguishable two-photon anti-bunched state
density matrix, corresponding to the measured correlations in Fig. 6.7(a). (c, d) Reconstructed real and
imaginary parts respectively of the indistinguishable two-photon anti-bunched state density matrix,
based on the measured correlations in Fig. 6.7(b).
Figs. 6.10(b) and (c) and the density matrix for the indistinguish-
able case is shown in Figs. 6.10(e) and (f). The density matrix
of the distinguishable case has small off diagonal elements, sug-
gesting that it is a ‘classical’ state. In contrast the density ma-
trix of the indistinguishable state has two large off diagonal ele-
ments, these show that there is quantum coherence between dif-
ferent states of the two particles. Therefore, even without photon
distinguishing detection schemes, our approach to quantum to-
mography is capable of recovering distinguishable and indistin-
guishable multi-photon quantum states using generalized HOM
interference.
The chip presented in Fig. 6.7(a) is also capable of tomography
of degenerate three-photon states. We demonstrate this using the
experimentally determined transfer function, Uˆ, and simulate
the propagation of a three-photon Greenberger-Horne-Zeilinger
(GHZ) state [Fig. 6.11(a)] through the chip. The simulated out-
put three-photon correlations are shown in Fig. 6.11(b), where
Gaussian noise with standard deviation 5% of the peak corre-
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Figure 6.11: Tomography of a three-photon state. a, Diagram of the three-photon GHZ state. b,
Simulated correlations of the GHZ state after propagation through the measured transfer function
of the device in Fig. 6.7(a). Gaussian error with standard deviation of 5% the maximum correlation
element’s value is added to each element. c, The real part of the GHZ state’s density matrix. d, Real
part of the density matrix that was recovered using the simulated correlations from (b).
lation value has been added to each element. Reconstruction of
the input density matrix gives highly accurate results despite this
noise. The real part of the recovered density matrix is shown in
Fig. 6.11(d), which closely matches the three-photon GHZ state
in Fig. 6.11(c). This provides a significantly simpler and more
stable platform for three-photon tomography compared to pre-
vious realizations.162
6.4 Scalable computational reconstruction
The reconstruction of the density matrices from the measured
correlations was carried out using a computationally scalable al-
gorithm. This is important, since although the number of detec-
tors and waveguides in the circuit scales linearly with the num-
ber of qubits to be measured, the number of photon detections
required for reconstruction still necessarily scales exponentially,
and processing of measurement data can be extremely resource
demanding. We employ an optimization technique known as
§6.4 Scalable computational reconstruction 119
the simultaneous perturbation stochastic approximation,163 simi-
lar to the algorithm formulated for self-guided quantum state to-
mography.141 It minimizes a distance measure between the true
state and the algorithm’s current guess. We use the least squares
distance between the measured correlations and the correlations
that would be produced by the current guess of the density ma-
trix, |Γmeas.− Γguess|2. The reconstruction fidelity of the algorithm
is 99.67% after 1500 iterations.
We demonstrate recovery of the mixed state,
ρˆmix = (ρˆanti-bunched + ρˆN00N) /2, (6.16)
using the algorithm. The inset of Fig. A.1(a) shows the experi-
mentally measured correlations corresponding to ρˆmix, obtained
by numerically combining separately recorded raw coincidence
data from an anti-bunched state and a N00N state. The main
plot in Fig. A.1(a) shows 1000 realizations of the algorithm as
red lines, and density matrices at iteration numbers 1, 30 and 300
are shown in Fig. A.1(b) for the realization highlighted in blue in
Fig. A.1(a). Importantly, our method offers the same computa-
tional advantage as self-guided tomography, but without a need
for complex reconfigurable measurements which so far restricted
this approach to only pure states.142
The algorithm for reconstructing the density matrix from a
measured set of correlations uses the simultaneous perturba-
tion stochastic approximation (SPSA).163 We follow an optimiza-
tion process very similar to standard self-guided quantum state
tomography,141 except we adapt it to work with mixed quan-
tum states. This is achieved by defining the density matrix as,
ρˆ(t) = Tˆ†(t)Tˆ(t)/Tr{Tˆ†(t)Tˆ(t)}, as in Eq. (4.5) of Ref.63 Then
the optimization algorithm proceeds optimizing t, rather than
|ψ〉 as in previous approaches for pure quantum states. The al-
gorithm starts from a random physical density matrix, ρˆ(t1) and
proposes two new density matrices given by ρˆ(t1 ± σ), where σ
is a randomly generated search direction. The next iteration of
the density matrix is updated according to ρˆ(t2) = ρˆ(t1 + gσ),
where g is the difference between the distance measures evalu-
ated for the two proposed density matrices. We determine the
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Figure 6.12: Scalable reconstruction algorithm for mixed states. a, inset Measured two-photon correla-
tions for the mixed state ρˆmix = (ρˆanti-bunched + ρˆN00N) /2. a, Performance of the self guided tomogra-
phy algorithm searching for the input density matrix that best matches the measured correlations. Red
curves show 1000 different realizations of the algorithm. b, The real (top row) and imaginary (bottom
row) parts of the density matrix at iteration numbers 1, 30 and 300 during the realization highlighted
in blue in Fig. A.1(a).
reconstruction accuracy using the experimentally measured de-
vice transfer function. The recovery of 500 random density ma-
trices is simulated, each for 1500 iterations of the algorithm. The
reconstruction fidelity, the average fidelity between the true den-
sity matrix and the algorithm’s final guess, is found to be 99.67%.
6.5 Summary and conclusions
In this chapter I have demonstrated that a fixed linear optical
transformation can be devised to allow complete quantum to-
mography of arbitrary N-photon states.64 Importantly, the com-
plexity of the transformation only scales linearly with the num-
ber of photons in the state, in contrast to the exponential scaling
§6.5 Summary and conclusions 121
in the number of measurements required in typical tomography.
Furthermore, since our technique has a lower condition num-
ber than standard tomography, the state reconstruction should
be more robust as the standard technique, under the same level
of shot noise. I have experimentally demonstrated this approach
by characterizing pure and mixed two-photon states using a spe-
cially designed silica photonic chip.164 I fabricated and tested
the chip with the assistance of Markus Gräfe and Dr. René Heil-
mann, and with the advice of Prof. Alexander Szameit. In this
chapter I have also presented a computationally scalable algo-
rithm I developed in order to invert the measurement data and
recover the density matrix.
Due to the simplicity, and lack of any tunable elements in
this approach to quantum measurement, it is uniquely suited
to integration with cryogenically cooled on-chip single photon
detectors36 for a fully on-chip tomography scheme. The nature
of integration suggests that fabricating large numbers of inte-
grated single photon detectors on a single chip is potentially
cheap and feasible, given the fabrication of a single detector is
possible. Thus, because of its linear scaling in physical dimen-
sions, and compatibility with on-chip detectors, our approach to
quantum state tomography provides a promising way to charac-
terize quantum states with high photon number. This could be
useful for the characterization of complex quantum information
devices, as well as for quantum enhanced sensing applications.
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Chapter 7
Conclusion and Outlook
7.1 Conclusion
At a time where the growth of classical integrated circuit technol-
ogy is stagnating, the quantum photonic integrated circuit pro-
vides an important pathway for the development of new science
and technology in the areas of measurement, data processing,
and communication. A number of different functionalities have
been realized in integrated quantum photonic circuits, including
on-chip photon generation, reconfigurable wavefunction manip-
ulation and on-chip single photon detection. However, nontriv-
ial technological applications will require the incorporation of
some, if not all, of these functionalities onto a single photonic
integrated circuit. In this thesis we have proposed and imple-
mented various quantum functionalities on-chip using simple
approaches that will be highly compatible for direct integration
with other functionalities.
I began by designing simple on-chip photon sources with the
capability to reconfigure the photonic wavefunction all-optically
based on specifically poled nonlinear waveguide arrays.27, 91 This
combines the functionalities of on-chip photon generation with
all-optical reconfigurability of the photonic wavefunction. The
wavefunction is controlled by phase modulation of classical in-
put lasers to the chip, allowing fast reconfigurability. We suc-
cessfully validated my approach with a lithium niobate pho-
tonic chip which was fabricated and characterized by Francesco
Lenzini.115 The experimentally generated two-photon state had
a fidelity of 98% to the theoretically designed state.
I also theoretically showed how an integrated two-photon
source could be tailored to produce cluster states using specially
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optimized poling patterns.165 Importantly the poling technique
was designed to be highly compatible with existing ferroelectric
domain poling techniques. I found that for implementations of
cluster state quantum computing based on spatially encoded
qubits the standard measurement basis is inefficient. I proposed
a more practical measurement basis for such spatially encoded
realizations. This was achieved by using cluster states in which
each qubit has a Hadamard transform applied, relative to the
usual formulation of cluster states.
We also developed new methods for the characterization of
nonlinear photonic chips based on analogies between classical
and quantum nonlinear optical processes. In particular I de-
rived a analogy between difference-frequency generation and
SPDC in complex waveguide array structures with inhomoge-
nous χ(2) poling. We also developed processes for character-
izing complex and inhomogeneous photonic chips with using
frequency-difference generation.115 Furthermore, we validated
the SFG approach by applying it to characterize a specially poled
nonlinear quantum photonic chip, and comparing that to stan-
dard single photon measurements. In this work I contributed
the chip design, simulation, and analysis of the experimental re-
sults. The classical characterization techniques I helped develop
could enable the rapid benchmarking and detailed characteri-
zation of mass fabricated photonic chips. Furthermore, these
techniques provide information about the two-photon wavefunc-
tion with unparalleled frequency resolution and higher signal-to-
noise ratio than typical single photon detection based measure-
ment schemes. Therefore, they can be applied for fundamental
scientific research of complex nonlinear structures.
Finally, in this thesis I proposed and experimentally tested a
scalable method for characterizing large multi-photon quantum
states. I showed that correlation measurements after a single spe-
cially designed static unitary transformation can enable full de-
termination of the quantum state’s density matrix.64 This avoids
the need for an exponentially long sequence of measurements to
be taken using complex tunable phase shifters on-chip, as was
required in previous methods. Thus my approach should be
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straightforward to integrate with cryogenically cooled on-chip
single photon detectors. Crucially, the number of integrated de-
tectors required to characterize an N-photon state only increases
linearly with respect to N. Therefore, the method could be used
to characterized much larger multi-photon states than has previ-
ously been possible. I experimentally tested this approach using
a silica photonic chip for the characterization of pure and mixed
spatially entangled quantum states.166
7.2 Outlook
In this thesis we have shown that nonlinear materials can be
highly useful for quantum photonics, allowing on-chip gener-
ation of photons and all-optical reconfigurability of their wave-
function. This is especially true for second order nonlinear ma-
terials, which have the capability to shape the wavefunction with
nonlinear ferroelectric domain poling, as well as fast electronic
tunability of photons state via a strong electro-optic effect. As
I have shown χ(2) materials can be used to generate spatially
encoded cluster states, which could be useful for quantum com-
putation. However, in order to make such integrated photonics
platforms competitive for information processing applications
the generation of higher photon-number states is needed,50, 92
as well as on-chip detection followed by electronic feed-back to
electro-optic modulators.28, 55 Thus the integration of on-chip sin-
gle photon detectors is essential for nontrivial quantum informa-
tion applications.
Direct fabrication of on-chip detectors has proved challenging
in lithium niobate with a maximum detection efficiency of ≈ 1%
realized to date.167 It has recently been shown that SNSPDs can
be fabricated on silicon nitride membranes then the the highest
quality detectors can be selected and transfered onto a prefabri-
cated silicon-on-oxide photonic circuit.36 Transferring the detec-
tors into highly χ(2) nonlinear materials such as lithium niobate
could provide an avenue for realizing highly efficient SNSPDs
on χ(2) nonlinear photonic chips for quantum information ap-
plications. Thus nontrivial quantum information applications
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could be realized in χ(2) nonlinear chips, but this is reliant on
development of new SNSPD fabrication procedures. The fabri-
cation of on-chip detectors is outside the scope of this thesis, but
even without relying on the integration of efficient single photon
detectors into nonlinear materials there are a large number of
different avenues for continuing beyond the work in this thesis.
In this thesis we have shown how to control the spatial degrees
of freedom of the photonic wavefunction using specially tailored
domain poling patterns. Parallel efforts of other groups have
focused on spectral and temporal tailoring of the wavefunction
with domain poling.168 Combining both the temporal and spatial
shaping of the wavefunction could be highly useful for quantum
information and communications applications, providing mul-
tiple ways to encode information into the photons’ wavefunc-
tion. Furthermore, shaping of the pump into controlled pulses
could add a complimentary degree of freedom to optically re-
configure the spatio-temporal wavefunction. This could provide
particularly flexible photon sources when the pump pluses are
manipulated across multiple spacial and temporal bins using fast
electro-optic modulators.
Such wavefunctions, with complex spatial temporal and spec-
tral variation, would be highly challenging to characterize with
standard measurement techniques. However the capability to
characterize nonlinear quantum sources by analogy to classi-
cal nonlinear optical processes developed in this thesis would
be suited to such a task.70, 115, 117 In particular, the ability to
use wavelength division multiplexing to analyze classical signals
containing information about the SPDC wavefunction would al-
low precise spectral resolution of complex spatially and spec-
trally entangled quantum states.121 This combined with the abil-
ity to determine relative quantum phases of different frequency
components of the wavefunction, through direct analogy to the
classical phases, could allow the precise analysis of the temporal
variation of the quantum states wavefunction.
For the characterization of more exotic quantum sources, be-
yond nonlinear optics based approaches, such classical analo-
gies have not been developed. Indeed, for high photon num-
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ber sources, classical analogies will not to feasible to implement
experimentally, even if they are found to exist theoretically for
certain systems. This is because the information contained in
an N-photon state scales exponentially with the number of pho-
tons. Thus, one would expect the number of classical fields and
or measurement settings required in a complete analogy to also
increase exponentially.
As we have shown, the key to characterizing large N-photon
quantum states is to exploit quantum superposition to allow ex-
ponentially many observables to be measured with an apparatus
that just scales linearly with N.64, 166 In the context of integrated
quantum photonics this leads to the important observation that
N-qubit photonic quantum states can be characterized with an
photonic chip only containing on the order of N integrated sin-
gle photon detectors, and a similar number of waveguides, with
no need for any complex reconfigurable elements on-chip. The
ability to perform tomography without need for tunable phase
shifters makes integration of our tomography method with on-
chip detection schemes easily achievable with current technol-
ogy. Therefore, a clear future direction is the integration of many
on-chip single photon detectors with the type of static optical
circuits developed in Chapter 6, to enable tomography of large
multi-photon states.
More generally, it is an open question as to how the mathemat-
ical principles behind the quantum tomography method devel-
oped in this thesis could be applied to other classes of quantum
state. Interesting cases to consider are states encoded in other
degrees of freedom such as time-bin or polarization entangled
states, as well as states where the exact photon number is unde-
fined, such as squeezed states or coherent states. For example,
the characterization of time-bin entangled states would require
temporal linear transformations, such as fiber loops, rather than
the spatial transformations we considered in this thesis. The pre-
cise characterization of other classes of quantum light with com-
plex structure at the single photon level could provide new sci-
entific insight, as well as having applications for enhanced mea-
surement of the objects with which the light has interacted.
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With regard to enhanced measurement, our approach to quan-
tum tomography is unique in that it provides real time resolu-
tion of the density matrix, rather than requiring a reconstruc-
tion from a long sequence of different measurements. Thus our
approach can be useful for tomography of quantum states of
light where the density matrix varies quickly over time. As we
showed experimentally real-time quantum tomography can pro-
vide quantum enhanced sensitivity to the change in refractive in-
dex between two fibers over time.166 This could be extended for
sensing with complex distributed multi-mode networks, where
real time quantum state tomography could be used to monitor
the relative phase between many different nodes of the network
with quantum enhanced precision.
Appendix A
Appendix
A.1 Classical characterization the silica photonic chip’s trans-
fer function
In this Appendix we explain the process used to characterize the
transfer function of the silica photonic chip used for quantum
state tomography in Ch. 6.
Using the photonic chip for tomography requires that the ac-
tion of the chip on an input photon can be accurately predicted.
The propagation of a photon wavefunction through the chip can
be described by Uˆ |ψin〉 = |ψout〉, here Uˆ is the transfer function
of the chip, describing the mapping from the input waveguides
to the outputs. Thus in order to use the chip for tomography
this transfer function needs to be determined. This could be
achieved using quantum process tomography, however we used
a more straightforward method156 requiring just classical light.
We use a classical laser beam coupled into the chip in order
to find its transfer function. The absolute values of each element
in the transfer function, |Ui,j|2 are found simply by coupling the
laser into one of the inputs and measuring the intensity at each of
the 6 outputs. For example coupling the laser into input waveg-
uide 1 and measuring the intensity at output waveguide 6 will
give the transfer element |U1,6|2. Doing this for both the two in-
put ports of the chip gives the absolute values of each of the 12
elements in the transfer function.
In a similar way the phases of the transfer function can be
easily determined, up to a constant overall phase factor between
the two columns of the transfer function. To do this we pass
the laser through a beamsplitter, splitting it into two beams, then
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Figure A.1: Measurement of transfer function elements phases. (a) Output intensities of each waveg-
uide when a 810 nm laser is coupled into each of the two input ports simultaneously using a beam-
splitter. The intensity of each waveguide is normalized so that the maximum intensity value is 1 for
each waveguide. (b) Colored data points show the intensity in waveguide 2 against the intensity in
waveguide 3. The time each data point is recoreded is shown by its color, with the earliest data points
being blue.
couple each beam into one of the two input waveguides. The
two beams interfere within the chip. The output field in the jth
waveguide is be given by,
U1,j E
(in)
1 +U2,j E
(in)
2 = E
(out)
j (A.1)
Here E(in)1 is the complex field amplitude at input waveguide
number 1 and E(in)2 is the complex field amplitude at input 2.
Since the absolute values of the transfer matrix elements are
already known, it makes sense to separate the transfer matrix
into its absolute values and phase components. Thus we rewrite
Eq. (A.1) as,∣∣∣|U1,j|| E(in)1 |+ |U2,j| |E(in)2 |ei(φj+∆d/λ)∣∣∣2 = |E(out)j |2 (A.2)
Here φj is the phase difference between U1,j and U2,j, which
we need to determine. The global phase ∆d/λ denotes a vari-
able phase shift we will intentionally introduce by increasing
the path length of the beam coupled into input 2. Varying the
phase of one input relative to the other is ultimately what will
allow the unknown transfer matrix phases, φj, to be determined.
The changing phase produces oscillations in the intensity of each
output waveguide. These oscillations measured in our chip are
shown in Fig. A.1(a). The output intensity, |E(out)j |2, will oscillate
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with changing ∆d according to
|E(out)j |2 =
a
2
[1+ cos(φj + ∆d/λ)] + b (A.3)
Here a and b are constants related to absolute values of the
transfer matrix and input beams. Since ∆d/λ at a given time is
the same for all output ports, the phase shifts between transfer
matrix elements, φj, can to be determined, up to an unknown
phase shift, θ, between the two columns of the transfer func-
tion. This is achieved by comparing the phase shifts between
the oscillations of the different outputs in Fig. A.1(a). To deter-
mine the phase shifts efficiently we plot the output intensity of
waveguide j against the intensity of waveguide k, which yields
elliptical Lissajous curves. The shape and orientation of the el-
lipses’ determine the phase difference between the oscillations of
the intensity in waveguides j and k. For example the Lissajous
curve for waveguides 2 and 3 is plotted in Fig. A.1(b). An ellipse
is fitted to the data points and the parameters of the ellipse de-
termine the phase difference between the oscillations in outputs
2 and 3, thus give the quantity φ2 − φ3. This is repeated for all
combinations of output ports to find all the phases of the transfer
function, up to an unknown constant phase shift eiθ between the
two columns of the transfer function, as in.156
After extracting the phases between all the elements in one
column of the transfer function we can now write the transfer
function up to the constant overall phase factor eiθ,
|U1,j| E(in)1 + |U2,j|ei(φj+θ) E(in)2 = E(out)j (A.4)
This constant phase factor, θ, is unknown because the absolute
value of the phase shift between the two inputs E(in)1 and E
(in)
2
is never directly measured, all that is known is that the shift is
changing with the displacement ∆d. This unknown phase fac-
tor could have been determined using an interferometric setup,
but we chose not to do this since we can already observe rela-
tive phase differences between different density matrices without
needing to know the absolute phase.
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A.2 The spatial density matrix of a broadband two-photon
wavefunction
In Ch. 6 we characterized the spatial density matrix of a number
of different two-photon quantum states. Of course these states
also have spectral and temporal properties, and these proper-
ties have an impact on the spatial density matrices we recover.
In this Appendix we derive the link between the spectral and
temporal properties of the photon-pair and the resulting spatial
density matrices. We do this starting from a general frequency
dependent two-photon wavefunction of the type that would be
produced by our SPDC source, then integrating over the signal
and idler photon frequencies in order to derive the reduced den-
sity matrix for the spatial state of the two-photons.
First we write the frequency dependent two-photon wavefunc-
tion as
|Ψ〉 =∑
n,m
∫
dω1dω2 Ψn,m(ω1,ω2) aˆ†n(ω1)aˆ
†
m(ω2) |0〉 (A.5)
Here ψn,m(ω1,ω2) is the joint spatial and spectral distribution
of photons a and b. The spatial mode of photon a is denoted n
and the mode of photon b is denoted m.
For comparison with experiment we now specify the form of
the wavefunction to be an anti-bunched state, of the type that
would be produced by our SPDC source. Specifically we set
Ψn,m(ω1,ω2) = φ(a)(ω1)φ(b)(ω2)δn,1δm,2 (A.6)
Giving photons a and b spectra φ(a) and φ(b), and putting them
in different spatial modes to make an anti-bunched state.
Elements in the reduced spatial density matrix ρˆn,m,n′,m′ can be
calculated by projecting the two-photon wavefunction into the
operator basis for the spatial density matrix, effectively integrat-
ing over frequency to leave a purely spatial description of the
density matrix. So we will take inner products with the follow-
ing operators,
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|Dn,m〉 〈Dn′,m′ | =∫
dω3dω4 D∗(ω3) F∗(ω4)aˆ†n(ω3)aˆ
†
m(ω4) |0〉
〈0|D(ω3) F(ω4)aˆn′(ω3)aˆm′(ω4), (A.7)
where D and F represent some spectral or temporal windows
used to distinguish the two photons. In the case where the mea-
surement apparatus is not designed to distinguish different pho-
tons we set D∗(ω3)D(ω3) = F∗(ω3)F(ω3) = 1/
√
2, to preserve
normalization since each photon will be detected by both detec-
tion windows. Otherwise D and F can be set to be step functions
in frequency or time, depending of whether photons are distin-
guished by their spectrum or arrival times.
So the elements of the anti-bunched state’s density matrix are
given by the expectation values,
ρˆn,m,n′,m′ = 〈Ψ| |Dn,m〉 〈Dn′,m′ | |Ψ〉 =
1
2
〈0|
∫
dω1dω2 φ(a)∗(ω1)φ(b)∗(ω2)aˆ1(ω1)aˆ2(ω2)
×
∫
dω3dω4 D∗(ω3) F∗(ω4)aˆ†n(ω3)aˆ
†
m(ω4) |0〉
× 〈0|D(ω3) F(ω4)aˆn′(ω3)aˆm′(ω4)
×
∫
dω5dω6 φ(a)(ω5)φ(b)(ω6)aˆ†1(ω5)aˆ
†
2(ω6) |0〉 . (A.8)
This can be evaluated to give,
ρˆ1,2,1,2 =
1
2
∫
dω3dω4 φ(a)∗(ω3)φ(b)∗(ω4)φ(a)(ω3)φ(b)(ω4) = 1/2,
(A.9)
ρˆ2,1,2,1 =
1
2
∫
dω3dω4 φ(a)∗(ω4)φ(b)∗(ω3)φ(a)(ω4)φ(b)(ω3) = 1/2,
(A.10)
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ρˆ1,2,2,1 = ρˆ
∗
2,1,1,2 =
1
2
∫
dω3dω4 φ(a)∗(ω3)φ(b)∗(ω4)φ(a)(ω4)φ(b)(ω3)/2 =∫
dω3 φ(a)∗(ω3)φ(b)(ω3)
∫
dω4φ(b)∗(ω4)φ(a)(ω4). (A.11)
All other density matrix elements are zero. Thus general form
of the anti-bunched state density matrix will be,
ρˆ =
1
2

0 0 0 0
0 1 Ia,b Ib,a 0
0 Ia,b Ib,a 1 0
0 0 0 0
 , (A.12)
where Ia,b =
∫
dω φ(a)∗(ω)φ(b)(ω) is the spectral overlap between
the two photons. Clearly this spectral overlap is an important
factor in determining the exact form of the two photon den-
sity matrix. It can be equal to zero in cases where the photons
have non-overlapping spectrum or if there is a temporal delay
between the photons. In the case where the photons are indistin-
guishable the overlap will be unity, resulting in a different spatial
density matrix compared to the non overlapping (distinguishable
case) case.
The reduced density matrix of the anti-bunched state
[Eq. A.12] can be recovered using our static photonic chip
based approach to tomography. This can be achieved for
quantum states of both distinguishable and indistinguishable
photons, despite the fact that we do not use single-photon
detectors to directly determine which photon was detected. Ulti-
mately this is possible because of generalized Hong-ou-Mandel
(HOM)158, 160, 170 interference between the photons in the case
where their spectra overlap.
A.3 Scaling of device complexity with photon number
In Ch. 6 of the main text we considered coupling of an unknown
N-photon quantum state into an optical circuit performing linear
transformation of Min input modes into Mout output modes. We
demonstrated that for photon number N = 2 and 3, measuring
§A.3 Scaling of device complexity with photon number 135
N-photon correlations at the output can allow the form of the in-
put N-photon density matrix to be uniquely determined, given
a transformation is specially designed and there are enough out-
put modes. If the density matrix is to be recovered, clearly the
number of different correlation elements that are measured must
be equal to or greater than the number of free parameters in the
input density matrix. Thus, the number of output modes, Mout,
must be chosen to provide sufficiently many unique correlation
measurements at the output to determine the input density ma-
trix. In the main text we showed numerically, for photon num-
bers up to N = 25, that this requirement can be satisfied by
increasing the number of required output ports linearly with the
number of photons in the state to be measured.
Here we extend this result to arbitrarily large photon num-
bers. We calculate the number of distinct N-photon correlations
that can be measured at Mout output ports. We then find how
many output ports are required to ensure the number of distinct
correlations is greater than or equal to the number of degrees of
freedom in density matrix of a system of N photons. We will ex-
plore the asymptotic behavior of this inequality, and show that
the scaling remains linear for all N.
There are two slightly different cases that can be considered,
depending of whether the single photon detection scheme can
distinguish which photon is which. First we consider the scaling
for the case where photons can be distinguished by the detec-
tors, then we consider the scaling for the case where they are not
distinguished (as was the case in our experimental setup). We
find that in both cases the number of output modes and single
photon detectors required will scale linearly with the number of
photons in the state being measured.
A.3.1 Device scaling for the case of photon distinguishing detection
schemes
There is great interest in photonic systems consisting of many
qubits, where each qubit is encoded into a single photon. When
handling of such systems of many photonic qubits, generally it
is necessary to distinguish one photon from another using a vari-
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able such as the photon’s spatial mode, temporal window, or fre-
quency. A typical example of this is photonic qubits with distinct
spatial modes, for instance when each photon is made to occupy
a different pair of waveguides, creating a system of multiple dis-
tinguishable qubits.52 More recently it has been shown that mul-
tiple photons qubits can be manipulated in distinct modes of a
single waveguide, opening the possibility to have many distin-
guishable qubits in a single waveguide.171 Aside from spatial
distinguishably, distinguishing photonic qubits by giving each
photon a different time bin shows great promise for allowing
the efficient processing and measurement of large numbers of
qubits.172 In this case the photonic qubits are distinguished by
their arrival time at a detector so large multi-photon states could
be detected with just normal single photon detectors, given the
temporal resolution of the detectors is shorter than the time bin
spacing of successive photonic qubits. Finally a scheme for com-
puting with many qubits, distinguished by their spectral win-
dow has also been proposed.173
Due to the prevalence and future importance of systems con-
sisting of large numbers of distinguishable qubits, we consider
how our approach to quantum state tomography would scale
when characterizing such systems. Thus we consider the case
of an N-photon state, where the photons can be perfectly dis-
tinguished by some parameter (e.g. time-bin) when they are de-
tected by single photon detectors.
The input N-photon density matrix contains (Min)2N elements,
most of which are complex. However since it is Hermitian, it is
fully defined by (Min)2N real parameters.
Currently most photon detection schemes are non-photon
number resolving. So it is worth considering the case where the
detectors can distinguish the photons in some way, but cannot
resolve multiple photons at the same detector for a given qubit.
For example, for time-bin encoded states this limitation can
appear if the detector dead-time is larger than the time-bin spac-
ing. In this case the number of N-photon output correlations is
equal to the number of ordered samples without repetition of
N objects chosen from Mout objects (where N is the number of
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photons in the state, and Mout is the number of output modes of
the chip). Thus, the number of different N-photon correlations
is,
No. different N-photon correlations =
Mout!
(Mout − N)! . (A.13)
For reconstruction to be possible we require that there are
more different correlation measurements than free parameters
in the input density matrix, i.e. that
Mout!
(Mout − N)! ≥ M
2N
in (A.14)
For finite range of values of N and Min the minimum value of
Mout can be calculated numerically. In the main text this was
done for the case of N = 1→ 25 and Min = 2, showing that Mout
increases linearly with photon number (at least until N = 25).
Our goal here is to find the asymptotic behavior of this scaling
for arbitrarily large values of N and Min. To do this we now
introduce the ansatz Mout = N into Eq. (A.14),
N!
(N − N)! = N! ≥ M
2N
in . (A.15)
For values of N and Min that satisfy this inequality the ansatz
Mout = N must be valid. Using Stirling’s approximation, which
converges asymptotically for large N, this becomes
N! ≈
√
2piN
(
N
e
)N
≥ (M2in)N. (A.16)
Taking the logarithm of both sides of the inequality and simpli-
fying gives,
1
2N
log(2piN) + log
(
N
e
)
≥ log(M2in). (A.17)
For large N the first term on the left, 12N log(2piN), tends to zero,
so the inequality approaches,(
N
e
)
≥ (Min)2. (A.18)
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Now for any given Min, we can find an N which satisfies the
above inequality, thus the initial ansatz Mout = N is valid asymp-
totically. Therefore, for the case of non-photon number resolv-
ing detectors that can distinguish which photon is which, the
number of required output modes scales linearly with photon
number.
A.3.2 Device scaling for the case of non-distinguishing photon-detection
schemes
For the case where the experimental detection scheme does not
distinguish which photon is which, and we are using non-photon
number resolving detectors, the number of N-photon output cor-
relations is equal to the number of unordered samples without
repetition of N objects chosen from Mout objects,
Mout!
N!(Mout − N)! . (A.19)
Furthermore, when the photons are not distinguished by the de-
tection scheme the full density matrix can never be determined,
since no information about ‘which photon is which’ is measured.
However, a subspace of the full density matrix can still be re-
covered. Here we show the mathematical form of this reduced
density matrix, and derive the number of free parameters in it.
This allows us to compare the number of free parameters with
the number of distinct output correlations that can be measured,
thus determining if tomography is possible for a given number
of output modes, Mout.
The independent elements in the density matrices of a single
photon can be extracted mathematically by projection onto a set
of matrices, |s〉 〈s′|, according to,
ρRe(s|s′) = Tr
[
ρˆ
|s〉 〈s′|+ |s′〉 〈s|
2
]
= Tr
(
ρˆ Oˆ+(s|s′)
)
(A.20)
ρIm(s|s′) = Tr
[
ρˆ
|s〉 〈s′| − |s′〉 〈s|
2
]
= Tr
(
ρˆ Oˆ−(s|s′)
)
. (A.21)
where |s〉 ∈ (0, K− 1) are the labels for the K different orthogonal
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state in the system. Here ρRe(s|s′) is the real part of the density
matrix element (s|s′) and ρIm(s|s′) is the imaginary part. Since ρˆ is
Hermitian, by definition ρRe(s|s′) = ρ
Re
(s′|s) and ρ
Im
(s|s′) = ρ
Im
(s′|s), thus the
number of independent parameters in the density matrix is (K+
1)K/2 real parameters and K(K − 1)/2 imaginary parameters,
for a total of K2 independent parameters.
Now for an N-photon density matrix, the matrix elements can
be determined by projection onto operators of the form,
Oˆ±
(sp1,sp2...spN |s′p1,s′p2...s′pN) =(
|sp1〉 〈s′p1| ⊗ |sp2〉 〈s′p2| ⊗ ... |spN〉 〈s′pN| ± H.C.
)
/2 (A.22)
according to,
ρ±
(s1,s2...sN |s′1,s′2...s′N) = Tr
(
ρˆ Oˆ±
(sp1,sp2...spN |s′p1,s′p2...s′pN)
)
. (A.23)
Here sp1 denotes the state of the photon labeled p1, and so on.
Now there will be M2Nin independent parameters in the density
matrix. In the case where the photons are not distinguished by
the detectors, then some elements of the N-photon density ma-
trix will be indistinguishable from others. For example the two
photon density matrix element, corresponding to projection onto
|0〉p1 〈0|p1 ⊗ |0〉p2 〈1|p2 + H.C will be impossible to distinguish
from the element corresponding to projection onto |0〉p1 〈1|p1 ⊗
|0〉p2 〈0|p2 + H.C, since if the photon labels are removed, and the
ordering of the tensor product ignored, both operators are the
same. In general if permuting the labels of the photons leaves a
density matrix element unchanged (aside from the ordering/la-
beling of the tensor product elements) then those two elements
cannot be distinguished by any measurement that doesn’t dis-
tinguish the photons. Because of this, for the case where the
measurement apparatus does not distinguish photons, the num-
ber of free parameters of the density matrix is reduced according
to the number of degenerate elements.
The number of free parameters in this reduced density matrix
will be equal to the number of ways of choosing a tensor product
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Figure A.2: Independent elements in a two-photon two-mode density matrix, where the photons are
not distinguished by the detection scheme. a) list of the independent elements in the form of operators
as in Eq. (A.24). This is for the specific case where N = 2 and Min = 2. b) The structure of the typical
4-by-4 representation of the density matrix is shown in b) and c) (real and imaginary parts respectively),
where the labels A, B, C... indicate which elements are degenerate, corresponding to a single element
in the list from a). Density matrix elements with a red cross are always equal zero.
of N single photon density matrices, where the ordering of the
single photon density matrices is not important. i.e each unique
density matrix element can be written as
ρ±N1,N2...NM2in
=
1
2
tr
[
ρˆ
(
(|0〉 〈0|)N1 ⊗ (|0〉 〈1|)N2 ⊗ ...⊗ (|0〉 〈Min|)NMin ⊗ ...
⊗ (|Min〉 〈Min|)NMin2 ± H.C.
)]
(A.24)
Here, ρ±N1,N2...NM2in
is a element of the density matrix, where Nn
specifies the number of photons with the single photon density
matrix |sn〉 〈s′n|. Thus for a state with N photons N1 + N2 + ... +
NM2in = N. The density matrix elements are now specified only
in terms of how many photons are in each single photon state,
the photon labeling / ordering is no longer a factor. An example
of the structure of the density matrix described in Eq. (A.24)
is shown in Fig. A.2, for the specific case where N = 2 and
Min = 2.
Note that in Eq. (A.24), since there are Min different modes the
photons could be in, then the number of distinct single photon
density matrices is M2in. Thus the number of unique N photon
density matrix elements is equal to the number of ways of dis-
tributing the N indistinguishable photons across these M2in dif-
ferent single photon density matrices. In other words, N indis-
tinguishable objects must be distributed into M2in distinguishable
bins. Using standard combinatorics, the number of free parame-
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ters in the N-photon density matrix is therefore,(
M2in + N − 1
M2in − 1
)
=
(M2in + N − 1)!
N!(M2in − 1)!
. (A.25)
For tomography to be possible the number of distinct correla-
tion measurements must be equal to or greater than the number
of free parameters in the density matrix. Therefore, recalling
the number of different correlations measurements given in Eq.
(A.19), we require,
Mout!
N!(Mout − N)! ≥
(M2in + N − 1)!
N!(M2in − 1)!
. (A.26)
Thus the minimum number of output modes required scales lin-
early with the photon number as
Mout = M2in + N − 1, (A.27)
as this number of output ports corresponds to exact equality in
Eq. (A.26).
For our experimentally fabricated device with two input ports
(Min = 2) we get Mout = N + 3 according to Eq. (A.27). This
agrees perfectly with the numerical result calculated for N ≤ 25
that was shown in Ch. 6 Fig. 6.6(b) in the main text.
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