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Abstract 
We consider a process u~(x, t), for x in a bounded interval, t~> 0 and c a small parameter, given 
as the solution of a nonlinear heat equation perturbed by a space-time white noise multiplied by 
c. The nonlinear part is the derivative of a one-well polynomial, with a nondegenerate minimum 
at 0. We study, in the limit as ~ goes to zero, the time required by u,: to escape from the unitary 
ball (in the sup norm), when it is close to the null function at time zero. We prove that, when con- 
veniently normalized, this time has an exponential limit distribution. The proof is based on a cou- 
pling constructed by Mueller (1993), and answers a question posed by Martinelli et al. in (1989). 
AMS classification: 60H15, 60H20, 60K40 
Keywords: Stochastic PDE's; Couplings; Exit times; Perturbations of dynamical systems 
1. Introduction 
Consider the process u~(x,t), for x E [O,L] and t>~0, given as the solution of the, 
initial value problem for the stochastic partial differential equation 
- V ' (u~)  + e~ ( 1.1 ) 
~?t 2 Ox 2 
with the boundary conditions 
u~:(0, t) -- u~(L,t) = 0 Vt>~0, 
and initial datum ~ a given continuous function, where c~(x,t) is a standard space 
time white noise, and ~: is a small parameter. The process u,: can be thought of as a 
small random perturbation of u0, the solution of (1.1) for ~ = 0. In the case V'(u) -: 
u 3 - u this u0 is studied in detail in Chaffee and Infante (1974) and Henry (1981). 
where it is presented as a gradient-type dynamical system in a space of continuous 
functions of the interval [0,L]. The functional that plays the role of the potential has 
(for sufficiently large L), two maxima (±qS) and several saddle points. Faris and Jona- 
Lasinio (1982) proved the existence and uniqueness of a solution for ~: > 0, for any 
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given continuous initial datum. They also obtained the large deviation estimates, and 
used them to give some estimates related to the tunnelling, that is, the passage of u~ to a 
small neighbourhood of one of the points of minima starting from the other. Martinelli 
et al. (1989) proved that, after proper normalization, the tunnelling time converges to 
an exponential random variable. The same result had previously been established by 
Galves et al. (1987) for a finite dimensional model analogous to that given by (1.1). 
This unpredictability of the tunnelling time can be explained from the behaviour of a 
typical trajectory, which tries to move away from a neighbourhood of the minimum 
due to the effect of the noise, but is strongly attracted back to it by the drift. This 
happens many times, until a large fluctuation allows the escape. In fact, the idea of the 
proof in Galves et al. (1987) is to make this picture precise, and the main technical 
point is to prove that for small c5, 
sup [P(T~,(~) > t )  - P (T~(4~)  > t)l ~ 0 as e --~ 0, (1.2) 
where T~(O) denotes the normalized tunnelling time for the process starting at ~b, and 
P is the probability in the space where the process is constructed. This is done with 
the aid of a result of Day (1983), and it turns out that (1.2) also holds for T~ being 
the exit time from a region containing only one stationary point. The limit distribution 
for this other time is then also exponential, as expected. In the model given by (1.1), 
the proof in Martinelli et al. (1989) is similar, but an additional argument is needed 
in the proof of (1.2), which is based on an exponential loss of memory of the initial 
condition, proved in Martinelli and Scoppola (1988). The joining of the trajectories 
due to the attractive drift in the final part of the motion plays an essential role in this 
case, and the reasoning no longer works for the exit time from a region containing only 
the attractor. From the heuristic argument above, however, it is reasonable to expect 
the same limit law for this exit time. (See the discussion by Martinelli et al. (1989, 
Section 4, Remark 4). 
Here, we prove that this is indeed the case. We show that (1.2) holds also when V 
is a one-well polynomial, and T~ is the normalized exit time from a ball containing the 
unique attractor. From this, it follows that the limit distribution of T~: is exponential. 
To prove (1.2), we consider the coupling introduced by Mueller (1993) for solutions 
of (1.1) with two different initial data. Then we obtain estimates for the coupling time, 
which show that it is much shorter than the expectation of the exit time. 
In the following section, we state precisely our hypothesis and result, and we prove 
it in Section 3. 
2. Preliminaries and statement of  the main result 
We suppose that V(u) is a one-well polynomial of the form 
U 2n U 2 
V(u) = a~n + - f  , 
where a~>0 is a constant and n ~>2 is an integer. V ~ is the derivative of V. 
(2.1) 
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We denote by CD[0,L] the space of continuous functions ~ : [0, L] ~ ~ with 
Dirichlet boundary conditions, that is, ~(0) = O(L) = 0, and by I1" II the usual sup 
norm in this space. Now, suppose ~ c== CD[0,L] is given. The standard way to give a 
precise meaning to (1.l) with initial datum t) is to consider the corresponding integral 
equation 
l, i0 u~:(x,t) = G; (x ,y )~(y)dy  - a Gt ,(x,y)u~" I (y ,s )dyds  , , ) , 
+~: G;_s(x, y )~( y,s  ) dy ds. (2.2) 
The stochastic integral is defined in the sense of Walsh (1984) and the kernel Gt is 
the fundamental solution of the equation 
- t, (2 .3 )  
?t 2 ~'x 2 
with Dirichlet boundary conditions in [0,L]. Explicitly, we have 
G,(x ,y)  ~ e ;"'(o,,(x)dp,(y), (2.4) 
n>~ l 
where 
~/,, , (x)  = (2 /L )  l .2  sin ( nrtx ) . ' \ L / z,, = 1 +(n2~2/2L2) .  
The stochastic integral in (2.2) defines a centered Gaussian process A 
A(x, t) = G; s(x, y):~(y, s) d v ds (2.5) 
whose covariance F is given by 
F(x ,y , t , s )  :E (A(x , t )A (y ,s ) )  
e -;~,;(' ;)O,,(x)O,,(z) ~ e -;''(~ ;)ch,,(y)q~,,(z dz d/. 
dO ; l n>l  
(2.6) 
For a detailed analysis of this process, see Walsh (1984). In particular, F is a H61der 
function of its two variables, and, since A is Gaussian, it also holds that A(x,t )  is a.s. 
H61der in (x,t).  From the same arguments as in Faris and Jona-Lasinio (1982), one 
concludes the global existence of a unique, continuous (in (x , t ) )  solution u;: of (2.2). 
It will be denoted by u;:(x, t; ~,), when the initial condition is to be stressed. The null 
function 0 is the unique stationary point of the deterministic flow (that is, that given 
by (1.1) when ~: - 0), and it is easily seen to be stable. The large deviation estimate 
of Faris and Jona-Lasinio (1982) are also valid. Our coefficient V' in (1.1) does not 
satisfy a global Lipschitz condition, so we are not exactly in the hypothesis of Mueller 
(1993). But, since we are interested in the process up to the exit time from a bounded 
set, we can suppose that we have a modification of V' that is globally Lipschitz and 
is equal to V ~ in a sufficiently large bounded set, so that the probability of the events 
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we are interested in will not be modified. From now on, we suppose we have this 
modification of  V ~ wherever it is necessary, with no further mention of  it. 
Next, let us define the stopping times we are interested in: 
r,:(0) = inf{t~>0: Ilu~(x,t;(J)ll ~>1}. (2.7) 
For each positive e, the stopping times r~ are continuous and a.s finite random variables, 
so we can define the normalization fl,: through 
1 p(~(o) > fl~)= - .  (2 .8 )  
e 
We also know that fie ~" ec as e ~ 0. More precisely, it can be proved using large 
deviation estimates (see for instance Brassesco (1991, Proposition 4.2) that 
fl,: > e C/~' (2.9) 
for some positive constant c. See also the Remark after the proof of Lemma 5 below. 
Finally, we can state 
Theorem 1. Consider z~: and fl~; as in (2.7) and (2.8). Then, there exists 3 > 0 such 
that, fo r  any ~ E CD[0,L] with l] ([I ~<3, we have 
P(r~(¢) > fl~:t) ---+ e - t  as ~ ---+ 0, Vt > 0. (2.10) 
3. Proof of Theorem 1 
As discussed in the introduction, we will prove that, for sufficiently small 6, 
sup [P(~;(~) > f l~:t) -P(r~(O) > f l J ) [ -+0 ase--~0,  Vt>~O. (3.1) 
Let us indicate briefly how (2.10) follows from (3.1). The idea is that of the proof 
of  Theorem 1 in Galves et al. (1987), the details can be seen there. Some points are 
simpler in our case since we have only one stationary point. For any positive s, define 
R s = inf{/>~sfl~. : [I u~;(., l)[[ ~<3}. There exists a positive constant M ~>0 such that, for 
some C > 0, 
inf P([I u~.(., t; 0)I[ < ,5 for some t < M) ~> 1 - e -c / '? ,  (3.2) 
1[,/,1142 
which yields, using the strong Markov property, and recalling fir: --~ oc, 
sup P(r~(~) > ( t+s)~: ,RS>>-s~+M)- -~O as~--+0, Vt > 0 (3.3) 
The inequality (3.2) follows for instance from Brassesco (I 991, Remark 3.1). See also 
the Remark after the proof of  Lemma 5 below. Then, from the strong Markov property, 
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we have that 
P(r(O) > (t+s)fi~:,R ~< sfl;:+ M) 
- t f~  P(z(O) > l 'R~cdl 'u~:("R")~d~) 
, :11<,5 (~[~,~1~+~4) 
× P(z(~) > (t + s)f i , : -  l )dl ,  
which yields 
P(r(0) > sf i , :+M,R ~ < sfi , :+M) inf P(r(~) > tfi,:) 
I!,:11 <~,~ 
~<P(~(0) > (t + s)fi~:,R ~< s[J,: + M)  
~<P(r(0) > sfi,:) sup P(r(~) > tfi,: m). (3.4) 
I1~11 <6 
From (2.8), (3.1), (3.3) and (3.4) one concludes, as m Galves et al. (1987) that 
f ( t )  =: lim~:~0 P':(r(0) > f i j )  exists, and satisfies f ( t  + s ) -  f ( t ) f ( s ) .  Since, by the 
definition of f i~:,.((l)= e ~, it follows that f ( t )=  e -t. Finally, with the aid of (3.11 
the result is extended to all ~ as in the statement of the theorem, and (2.10) lbllows. 
So, in what follows, we shall prove (3.1). Consider, for 0,~ ~ CD[0,L] the pair 
(u,v) introduced by Mueller (1993), which satisfies 
?t; 1 ?2u 
?t -- 2 ?x 2 
~r I ~,2v 
?t 2 ?x 2 
with initial conditions 
V'(u) + ; :~ l ,  
U' ( t )+c[ (1 - ( ]u  v ia l ) ) '  2~L+() , - - r ]A t )~ 2~.2], (3.5 I 
u(x,O) ~)(x), v(x,O) = ~, (3.61 
and ~l and ~2 being two independent space-time white noises. We impose Dirichlet 
boundary conditions instead of that of Mueller (1993) (periodic). Thus, u and c arc 
solutions of (1.1), with initial conditions ~/J and ~, respectively, constructed in the same 
probability space and with different white noises. By adapting the proof of Theorem I 
of Mueller (1993) we shall see that (u, t;) is a coupling for (1.1), that is, there exist:~ 
a stopping time ~1, finite with probability one, and such that 
u(x, t )=t , (x , t )  Vx~ [0, L], Vt>~l 1. (3.7) 
Then, taking ~ = 0, 
IP(~,:(g') > /U) -  P(z,(O) > fl,:t)l 
= IP(r;:(@) > [3,:t,r;:(O)<<,[3,:t) P(r,:(O) > fi,:t,r,:(O)<~fi;:t)]<~2P(I I > fi~t), 
(3.8) 
so (3.1) and in consequence Theorem 1 will be proved once we show that this last 
probability goes to 0 with c, for each t > 0. This, in turn, will be a result of (2,9), 
and (3.9) below. 
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Proposition 2. Let ~ and ~ belonyin.q to CD[0,L] be 9iven. Then, it is possible to 
construct a pair (u, v) such that each coordinate is a solution of  (1.1) with initial 
datum ~ and ~, respectively, u and v driven by different white noises, such that there 
exists a stoppin9 time q, finite with probability 1, for which (3.7) holds. Moreover, 
i f6  is sufficiently small and if II 'll <<.6 and ]I~H ~<6, the couplin9 time ~l satisfies 
P(r/ > c -3) ---+ 0 as ~ ---* O. (3.9) 
Proof. We prove first that q is finite, by adapting Mueller's proof to Dirichlet boundary 
conditions. Take u and v as in (3.5), and consider first the case ~,~.  Define 
A(x,t) = u(x,t) - v(x,t). 
Lemma 3.1 of Mueller (1993) applies also to our case, so A(x,t)>~O with probability 
one. Set 
L F 
U(t) = Jo A(x,t)sin(Tzx/L) dx. (3.10) 
By a direct application of Lemma 3.1 of Walsh (1984), as in Mueller (1993), we get 
that 
/0' U(t) = U(O)+ C(s) ds+M(t ) ,  (3.11) 
where M(t) is a martingale with respect o the filtration generated by cq and c~2 up to 
time t, with compensator 
f0'/0 (M)(t ) = ~2 2 sin2(rcx / L ) 
and 
IA(x,s)l A 1 
1 + (1 - ]A(x ,s )A 1)1/2 
dx ds, (3.12) 
f 
L 
C(s)  = [ -L ] (x , s )  - a(u2n- l (x,s)  - v2n--I(x,s))] sin(nx/L) dx<.O. 
For (3.11) to hold, it was necessary to introduce a C a function in Co[0,L], in the 
definition of U. We took sin(fix/L) to fix ideas, but the reasoning also holds for other 
non-negative C a functions. From (3.12), 
L 
d(M)(t)dt ~>e2 f0 sinZ(ltx/L)(lA(x't)l A 1) dx. (3.13) 
Since sin2(~x/L) is not bounded away from zero, an extra twist is needed to estimate 
(3.13) from below. Using H61der's inequality we obtain 
f L sin(~x/L)(lA(x,s)l A 1) dx 
<~ ( f L  (sinS/4(Ttx/L)(lA(x,s)l A1)5/8)S/S dx)  5/8 
~< 
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L 3/8 
x (fo. (sin-1/4(gx/L)(IA(x's)]A1)3'a)S/3dx) 
58 L 3 8 
(,~.L sin2Ozx/L)('A(x,s)' A l )dx ) '  x (.fo sin-2/3(rcx/'L)) (3.14) 
which, together with (3.13), yields 
L 85  
__d(M)(t)dl >/ Kc2 ( /' o, sin(nx/L)(lA(x,t)l A l ) dx) 
~> Kt: 2 sin(~x/L) dx 
' IA(x,t)lv 1 
K~; 2 
~> [sup~ci0,t I (IA(x,t)l v 1)] s/~ (U(t))~ 5' 
where we set 
K (./14 sin 2:3(1~x/L)) 
That is, we get 
with 
d(M~) (t) = U(t)s"SD(t), 
dt 
3,'5 
dx. 
8 '5  
r 1 
D(t )> K, ,2 ] sup (~a(x,t)Lvl)l (3.15} 
LxciO.Ll J 
Following Mueller (1993), we put 
// (p(t) = D(s) ds. (3.16 
From Mueller (1993, Lemma 3.3), p(t) --+ oc as t --* oc, so we can define the time 
changed process 
X(t) ~ U(qo-l(t)), (3.17~ 
which satisfies 
L' L X(t) = U(0) + C'(s)ds + X s' 1°(,3) dB(s) 
for some Brownian motion B(s) and d" nonpositive, lt6's formula yields that, up to its 
arrival time at zero, Y(t):= 5(X(t)) I/s satisfies 
~' (C(s) 2 )ds+B(t)" Y( [ )  = 5(U(0))1"5 + ~, y4 5Y 
This implies that Y hits zero (at a time smaller than that taken by the Brownian motion 
B(t) to reach 5(U(0))1/5), so the coupling is achieved, in the case under consideration 
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(i.e. ~b~>~). In general consider the function p(x) = (~p A ~)(x). By the previous case, 
there exists a coupling time ql for u,;(x,t;O) and u~:(x,t;p), and a coupling time g/2 
for u,:(x,t; ~) and u~.(x,t;p). Then, r/~<v/1 V q2. Clearly, to prove (3.9), it is enough to 
estimate the coupling time in the case already considered, so let us estimate q. Call 
7 = inf{t~>0 • B(t) = 5(U(0))1'5}. (3.~8) 
From (3.17), (3.10) and the definition of r/, we have that for any y~>0, 
P( .  > y)<~P(./ > ~0(y)). (3.19) 
To complete the proof of Proposition 2, we will estimate this last probability in the 
case y = e -3. The proof is based on some properties of the Gaussian process A, that 
we state and prove below. 
Lemma 3. I rA  is the Gausian process defined in (2.5), then: 
sup E(A2(x, t)) =: a 2 ~< 1 
t>~O, xC[O,L] 
E(  sup ,A(x,t)J) ~<k(loge 3)1/2, 
t ~<c-3,xC[0,L] 
(3.20a) 
(3.20b) 
Jor some positive constant k. 
Proof. To prove (3.20a), recall that, from (2.6), 
E(A2(x,t))= f' fo L e;"(t-s)4)n(x)(a,,(y)12dyds 
f01 l e_2;~n t )2 ~ ( I -  = n=lk q~2(x) e -2)''(t-s) ds~<~ .=, 
l ( . . . .  ) = - ~_j 1 -- e -2t(l+n-rc-/2L') 
L = 1 + n2x2/2L: 
1 /00 ~ dz <~ L 1 q-z2g2/2L 2 - -  1. 
We will prove (3.20b) from entropy estimates. Let h ~ (0, l), x C [0,L], t~>0. The 
following bounds on the modulus of continuity of the covariance can be deduced from 
(2.6) (see Walsh (1989, Proposition 4.2): 
E(A(x + h, t) - A(x, t))  2 ~< Clh, 
E(A(x, t + h) - A(x, t)) 2 ~ C2h j/2 (3.21) 
for some positive constants C1 and C2. 
Now we consider as parameter space 
S = {(x,t): x E [O,L],O~t<~e-3}, 
with the metric 
d((x, t), (£, [))  = [E(A(x, t) - A(£, i ))211/2 
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Catl N(6) the minimal number of balls of radius (~ necessary to cover S. From 
(3.21) we obtain the bound 
co 
N(6) ~< ~:3~5~, (3.22) 
for some constant C0. It is known (see Adler (1990)) that there exists a universal 
constant .~" such that 
c )z  E sup kA(x,t)L ~<k {logN(,~/}~2d(k 
and so (3.20b) follows from (3.22) and (3.20a). 
Corollary 4. Gi~:en 6o > O, there exi~'ts t~ such that jor any c <~ co, 
P(\.,c[O.LI.t~:-sup 3 [d(x,t ) ,  > C~0)~<4e Ckl,og~: ' f : , s j -  
where k is the positive constant in (3.20b). 
Proof. It follows from Borell's inequality (see Adler (1990, Theorem 2.1)) and the 
previous lemma. 
Lemma 5. There exists a (5 such that (/ u~: is' a solution o/ ( l .1 )  with u,:(-,0) := ~), 
II ~ II ~<,~, rh,... 
( ) P sup lu,:(x,t)l > 1 ~<e x,,:= (3.23) 
\ ~G[(I.L].I<<.;: '
.liar some positive K and e su~ciently small. 
Proof. Recall the integral equation (2.2) for u,:: 
I," 1"1  u,:(x, t) = @(x, y)O(y)  dy - a • 0 ,0  • 
It is easy to see that 
1 ,L 
.17 Gt(x, y)~(y)dyds~<e -t  ][ ~9 II, 
Next, take 6o < 1 such that a(260) 2" l 
T -- inf{t >~0: 
G,_,.(x, y)u~" L(.v, s) dyds + cA(x. t ). 
(3.24) 
• t ~,0 l. ~ Gt ~(x, y) dyds~ 1. 
I - I - < f6o and /) < jOo and define 
sup ]u,:(x,t)l>~26o }. 
rC[O.L] 
64 
Then, decompose 
P ( sup 
\ xE[O,L ],t ~:  - 3 
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\ 
[u~:(x,t)l>~l } <~P(T<~e -3, sup IeA(x,t)l~6o) 
/ xC[O,L],t<~: -3 
\ xC[O,Ll, t <~  - 3 
Let us see that the first probability on the r.h.s, above is equal to zero. Suppose that 
T~e -3 and suPt. ,  3 II~A II ~<~0. From (3.24), we have that, in this case, 
1 1 260 =llu,:(', T)II ~<X~o + ~o + ~o, 
which is a contradiction, and the lemma follows from (3.25) and Corollary 4. 
Remark. The estimate (3.23) in Lemma 5 also follows from the large deviation esti- 
mates in Faris and Jona-Lasinio (1982), see for instance Proposition 4.2 of Brassesco 
(1991). We obtained it directly from the Gaussian estimates ince it is simple, and the 
L dependence can be put explicit, which could be useful to investigate the case where 
L goes to oc as a function of e.. In particular, (3.23) shows that /3~. > ~-3. Moreover, 
by the same method it can be proved that /3~ > e K(~)/~:2, for any K(e) that goes to 
0 as e goes to 0. (It is enough to consider t<~e K(~')/d instead of t~<e -3 in Lemma 3 
and Corollary 4.) This estimate o f /~  is clearly already sufficient to prove Theorem 1 
(although not as accurate as (2.9)). Let us also observe that, exactly as in the proof 
of Lemma 5, and using (3.23) as an a priori estimate for supt,< r 11 u~:(.,t)tl, we can 
prove that 
sup P sup Ilu,:(.,t;g,)-uo(.,t;g,)ll> ~ <~e ~/~ 
11~11~2 t<~T 
for any given 6, for some k positive and e sufficiently small, where u0 is the solution 
of (1.1) with e = 0 and initial condition ~. In particular, since u0 is known to visit 
any neighbourhood of 0 in finite time, the existence of M such that (3.2) holds also 
follows from our estimates. 
Finally, we are ready to estimate the r.h.s, in (3.19). Indeed, we know (see (3.16) 
and (3.15)) that 
d,. 
\.~-~[o,L] 
Set, for brevity, 
F(s)= (sup ,A(x,s),V1) 8/5 
\xE[0, L] 
Then, 
P(~o(~. -3)  >Ke-l/4)>~P(s<~: -3sup F(s)~<4) .
(3.26) 
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But 
P sup F(s) > 4) 
( 
= P 1 sup 
k s~<c ,xff[O. L] 
~< P ( sup 
\.s. ~ ~: ,xC[0,L] 
/ 
+ P ( sup 
\.,- ~< c ~,xcI0.ml 
]u , : (x , s )  - v,:(x,s) 
4 s'~ )
I~',:(-*,,;)l > -5 -  
> 45 , 8) 
~<2P(.,v,: -'.xCI0.Llsup [u,:(x,s)l > 1)~<2e -a'::, 
where we have used (3.26) and Lemma 5. That means 
U:(¢)(~ -3) > Kc-l/4)~>l - 2e ~"~::, 
and then, from (3.19), we have 
P':OI > ~: 3)~<p,:(? > q0(U-3))~<2e-/~,,,:-' +p, : (? ,  > Kc - l /4 ) ,  
wh ich ,  f rom (3 .18)  p roves  (2 .10)  and f in ishes the proo f  o f  Theorem 1. 
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