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This paper proposes an asymmetric Hamming Embedding
scheme for large scale image search based on local descrip-
tors. The comparison of two descriptors relies on an vector-
to-binary code comparison, which limits the quantization
error associated with the query compared with the origi-
nal Hamming Embedding method. The approach is used in
combination with an inverted file structure that offers high
efficiency, comparable to that of a regular bag-of-features
retrieval systems. The comparison is performed on two pop-
ular datasets. Our method consistently improves the search
quality over the symmetric version. The trade-off between
memory usage and precision is evaluated, showing that the
method is especially useful for short binary signatures.
1. INTRODUCTION
Large scale image search is still a very active domain. The task
consists in finding in a large set of images the ones that best resem-
ble the query image. Typical applications include finding searching
images on web [15], location [13] or particular object [11] recogni-
tion, or copy detection [8]. Earlier approaches were based on global
descriptors such as color histograms or GIST [12]. These are suf-
ficient in some contexts [3], such as copy detection, where most
of the illegal copies are very similar to the original image. How-
ever, global description suffer from well-known limitations, in par-
ticular they are not invariant to significant geometrical transforma-
tions such as cropping. Here we focus on the bag-of-words (BOW)
framework [14] and its extension [6], where local descriptors are
extracted from each image [9] and used to compare images.
The BOW representation of images was proved be very discrim-
inant and efficient for image search on millions of images [5, 11].
Different strategies have been proposed to improve it. For instance,
[11] improves the efficiency in two ways. Firstly, the assignment of
local descriptors to the so-called visual words is much faster thanks
to the use of a hierarchical vocabulary. Secondly, by considering
large vocabularies (up to 1 million visual words), the size of the in-
verted lists used for indexing is significantly reduced. Accuracy is
improved by a re-ranking stage performing spatial verification [9],
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and by query expansion [1], which exploits the interaction between
the relevant database images.
Another way to improve accuracy consists in incorporating addi-
tional information on descriptors directly in the inverted file. This
idea was first explored in [5], where a richer descriptor representa-
tion is obtained by Hamming Embedding (HE) and weak geomet-
rical consistency [5]. HE, in particular, was shown successful in
different contexts [15], and improved in [6, 7]. However, this tech-
nique has a drawback: each local descriptor is represented by rela-
tively large signatures, typically ranging from 32 [15] to 64 bits [6].
In this paper, we propose to improve HE in order to better ex-
ploit the information conveyed by the binary signature. This is
done by exploiting the observation, first made in [2], that the query
should not be approximated. We therefore adapt the voting method
to better exploit the precise query location instead of the binarized
query vector. This requires, in particular, two regularization steps
used to adjust the dynamic of the local query distribution. This
leads to an improvement over the reference symmetric HE scheme.
As a complementary contribution, we evaluate how our approach
trades accuracy against memory with smaller number of bits. To
our knowledge, such a comparison has never been published.
The paper is organized as follows. The datasets representing the
application cases and the evaluation protocol are introduced in Sec-
tion 2. Section 3 briefly describes the most related works: BOW
and HE. Our asymmetric method is introduced in Section 4. Fi-
nally, experiments in Section 5 compare the performance of our
asymmetrical method with the original HE, and provides a com-
parison with the state of the art on image search. Its shows a signif-
icant improvement: we obtain a mean average precision of 70.4%
on the Oxford5K Building dataset before spatial verification, i.e.,
+4% compared with the best concurrent method.
2. EVALUATION DATASETS
This section introduces the datasets used in our experiments,
as well as the measures of accuracy used to evaluate the differ-
ent methods. These datasets reflect two application use-cases for
which our method is relevant, namely place and object recognition.
They are widely used to evaluate image search systems.
Oxford5K and Paris. These two datasets of famous building
in Oxford and Paris contain 5,062 and 6,412 images, respectively.
We use Paris as an independent learning set to estimate the parame-
ters used by our method. The quality is measured on Oxford5K by
mean average precision (mAP), as defined in [13]: for each query
image we obtain a precision/recall curve, and compute its average
precision (the area under the curve). The mAP is then the mean for
a set of queries.
INRIA Holidays. This dataset contains 1491 images of per-
sonal holiday photos, partitioned into 500 groups, each of which
id bVW1
VWk
Figure 1: Overview of the HE indexing structure:
it is a modified inverted file. Each inverted list is
associated with a visual word. Each local descriptor
is stored in a cell containing both the image identi-
fier and a binary signature (from 4 to 64 bits in our
paper). This indexing structure is also used in our
AHE method: only the score similarity is modified.
represents a distinct scene, location or object. The first image of
each group is the query image and the correct retrieval results are
the other images of the group. Again, the search quality is mea-
sured by the mAP, see [13, 5] for details. A set of images from
Flickr is used for learning the vocabulary, as done in [5].
Flickr1M. In order to evaluate the behavior of our method on a
large scale, we have used a set of up to one million images. More
precisely, we have used the descriptors shared online1 by Jegou
et al., which were downloaded from Flickr and described by the
same local descriptor generation procedure as the one used for Hol-
idays. This dataset is therefore merged with Holidays and the mAP
is measured using the Holidays ground-truth, as in [7].
The recall@R measure is used for this large scale experiment. It
measures, at a particular rankR, the ratio of relevant images ranked
in top R positions. [3] states that it is a good measure to evaluate
the filtering capability of an image search system, in particular if
the large scale image search is followed by a precise spatial geo-
metrical stage, as classically done in the literature.
3. RELATED WORK
3.1 Bag-of-features representation
The BOW framework [14] is based on local invariant descrip-
tors [10, 9] extracted from covariant regions of interest [10]. It
matches small parts of images and can cope with many transforma-
tions, such as scaling, local changes in illumination and cropping.
The feature extraction is performed in two steps: detecting re-
gions of interest with the Hessian-Affine detector [10], and com-
puting SIFT descriptors for these regions [9]. We have used the
features provided by the authors for all the datasets.
The fingerprint of an image is obtained by quantizing the local
descriptors using a nearest-neighbor quantizer, produced the so-
called visual words (VW). The image is represented by the his-
togram of VW occurrences normalized with the L2 norm. A tf-idf
weighting scheme is applied [14] to the k components of the result-
ing vector. The similarity measure between two BOW vectors is,
most often, cosine similarity. The visual vocabulary of the quan-
tizer is produced using k-means. It contains a large number k of
visual words. In this paper, k = 20, 000 for the sake of consis-
tency with [5] and [6]. Therefore, the fingerprint histograms are
sparse, making queries in the inverted file efficient.
3.2 Hamming embedding
The Hamming Embedding method of [5] is a state of the art
method extension of BOW, where a better representation of the im-
1http://lear.inrialpes.fr/people/jegou/data.php
ages is obtained by adding a short signature that refines the rep-
resentation of each local descriptor. In this approach, a descriptor
x is represented by a tuple (q(x), b(x)), where q(x) is the visual
word and b(.) is a binary signature of length m computed from
the descriptors to refine the information provided by q(x). Two
descriptors are assumed to match if{
q(x) = q(y)
h (b(x), b(y)) =
∑
i=1..m |bi(x)− bi(y)| ≤ ht
, (1)
where h(b, b′) is the Hamming distance between binary vectors b =
[b1, .., bm] and b′ = [b′1, .., b′m], and ht is a fixed threshold. The
image score is obtained as the sum [5] or weighted sum [7] of the
distances of the matches satisfying (1), then normalized as BOW.
As BOW, the method uses an inverted file structure, which is
modified to incorporate the binary signature, as illustrated by Fig-
ure 1. The matches associated with the query local descriptors are
retrieved from the structure and used as follows.
• Find the nearest centroid of the query descriptor x, producing
quantized indexes q(x), i.e., the visual word (VW). The entries
of the inverted list associated with q(x) are visited.
• Compute the vector Q×x = b∗ = [b∗1(x), . . . , b∗m(x)] associ-
ated with descriptor x, where Q is a rotation matrix for which
only the first m rows are kept so that Q× x ∈ Rm.
• The binary signature is obtained by comparing each component
b∗i , i = 1..mwith a threshold τq(x),i. This amounts to selecting
bi = 1 if b∗i − τq(x),i > 0, else bi = 0. The thresholds τc,i are
the median values of b∗i measured on an independent learning
set for all VWs c and all bit components i.
• Only the database descriptors satisfying Equation 1 make a
vote for the corresponding image, i.e., they vote only if their
Hamming distance is below a pre-defined threshold ht. The
vote’s score is 1 in [5]. Scoring with a function of the distance
improves the results [6]. We therefore adopt this choice.
• All images scores are finally normalized.
Additionally, we consider in this paper two techniques [6] that
improve the results. First, multiple assignment (MA) reduces the
number of matches that are missed due to incorrect quantization
indexes. Second, the so-called burstiness (denoted by “burst”)
handling method regularizes the score associated with each match,
to compensate the bursty statistics of regular patterns in images.
4. ASYMMETRIC HAMMING EMBEDDING
This section introduces our approach. It is inspired by the works
of Dong [2] and Gorda [4], where the use of asymmetric distances
was investigated in the context of Locality Sensitive hashing. This
method has to be significantly adapted in our context. Using the
distance to hyperplanes may suffice for pure nearest neighbor search,
where the objective is the find the Euclidean k-nearest neighbor of
a given query [2]. However, in our case, this is not sufficient, be-
cause computed distances are used as match quality measurements.
Our goal is therefore to provide a soft weighting strategy that bet-
ter exploits the confidence measures of all matches to produce the
aggregated image scores.
Intra-cell distance regularization. We first adapt the lo-
cal distances so that they become more comparable for different
visual words. This is done, in our AHE scheme, by computing the
standard deviation σc of the distance b∗i − τc,i to the separating
hyperplanes for each of the k visual words c. This estimation is
carried out using a large set of vectors from an independent learn-
ing set. We used 50M Flickr descriptors for Holidays and all the
 0  5  10  15  20  25
σ
c
Figure 2: Empirical probability distribution func-
tion of σc measured for all visual words. The large
variation of density across cells shows the need for
a per-cell variance regularization.
Figure 3: Illustration of HE and AHE for binary
signatures of length 2. In the symmetric case, only
three distances are possible (0, 1 or 2) between query
and database descriptor y. AHE gives a continuous
distance (reflected by the intensity of blue).
descriptors from Paris for Oxford5K. The standard deviation is ei-
ther computed component-wise (one per bit dimension) of for the
whole cell. In our case we chose the simple choice of estimating a
single parameter per cell used for all bits (isotropic assumption).
As observed in Figure 2, the standard deviations significantly
vary from one cell to another. It is then worth obtaining more com-
parable values when using distances as quality measurements.
Distance to hyperplanes. In the symmetric version, the
query projected by Q is binarized and compared with the database
descriptors. We instead compute the distance between the projected
query (b∗(x) = Q × x) and the database binary vectors that lie in
the same cell (associated with q(x)). The “distance” between the
ith component of b∗(x) and the binary vector b(y) is given by
dia (b
∗
i (x), bi(y)) = |b∗i (x)− τq(x),i| × |bi(x)− bi(y)| . (2)
This quantity is zero when x is on the same side of the hyper-
plane associated with the ith component. The distances are added
for all the m components to get an asymmetric “distance” between










i (x), bi(y)) . (3)
The descriptors are assumed to match if ha (b∗(x), b(y)) ≤ ht,
as for the symmetric version. For a given query x, the values
|b∗i (x) − τq(x),i| are precomputed before being compared to the
database vectors. The similarity is penalized according to the dis-
tance from the hyperplane in the embedded Hamming space, pro-
viding improved measurements, as illustrated by Figure 3. In the
symmetric case, it does not matter how far b∗i lies from τq(x),i. In
contrast, the distance is a continuous function in our method.
Score weighting. Similar to what is done in [6] for the sym-
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Figure 5: Impact of the threshold on accuracy (m =
32 bits). Note that the ranges for ht differ for HE
(Hamming distance) and AHE (derived from nor-
malized distance to hyperplanes).
Oxford5K Holidays
BOW [14] 40.3 -
BOW+soft MA [14] 49.3 -
HE+MA5 [6] 61.5 77.5
HE+burst [5] 64.5 78.0




Table 1: State of the art. For [5], we report in italics
the results obtained with the best descriptors ([5] re-
ports inferior results with different descriptors and
with geometrical information only).
the voting score. In [6] weights are obtained as a gaussian func-
tion of Hamming distance. Here the weights are simply the differ-
ence ht − ha (b∗(x), b(y)) between the threshold and the normal-
ized “distance”. We also apply the burstiness regularization method
of [6]. As we will show in Section 5, its impact is very important in
our case because the aforementioned variance regularization does
not sufficiently balance the amount of score received by the dif-
ferent query vectors, leading individual descriptors from the query
image to have a very different impact in the final score. The bursti-
ness regularization effectively addresses this issue.
5. EXPERIMENTS
Search quality: HE vs AHE. Figure 4 evaluates our AHE
method introduced in Section 4 against the original HE one, for
varying numbers of bits. For both HE and AHE, we report the
results obtained with the best threshold. As shown by Figure 5, the
performance is stable around this best value.
Using the asymmetric version significantly improves the results,
especially for short signatures. As stated in Section 4, the burstiness
regularization of [6] is important in our case: without it AHE only
achieves a slight improvement for short signatures.
Observe the important trade-off between the search accuracy and
the signature length: using more bits clearly helps. However it is
important to keep this signature short so that database images re-
main indexed in memory. Multiple Assignment helps in both cases,
at the cost of increased query time. Unless specified, we used MA
to the 5 nearest visual words, denoted by MA5.
Comparison with the state of the art. Table 1 compares
our results with, to our knowledge, the best ones reported in the
literature. Our approach clearly outperforms the state of the art
on both Holidays and Oxford5K. Interestingly, for symmetric HE,
our results (in italics) on Oxford5K are better than those reported




































































HE+burst - 32 bits
AHE+burst - 32 bits
HE+burst - 16 bits
AHE+burst - 16 bits
Figure 6: Search quality on a large scale (1 million
images): Holidays merged with Flickr1M.
features used in [6] are not as good as those we used here. We only
include in our comparison the results reported with learning done
on an independent dataset itself. Some papers shows that learning
on the test set itself improves the results, as to be expected. But
as stated in [7] such results do not properly reflect the expected
accuracy when using the system on a large scale.
Large scale experiments. As shown in Figure 6, the filter-
ing capability of AHE is better than HE: the recall@R measure is
almost as good for AHE with 16 bits as HE with 32 bits. Equiva-
lently, the performance is much better for a given memory usage.
The complexity of the method is increased compared to the orig-
inal symmetric method. In both HE and AHE, the vector has to
be projected. The main difference appears in the similarity com-
putation, which is a simple XOR operation following by a bit count
in HE, while we need to add pre-computed floating point values to
get ha in Equation 3. As a result, on 1 million images the search
time is roughly 1.7 times slower in the asymmetric case, on av-
erage, compared to [6]: on average searching in one million im-
ages (using 64 bits) with AHE it takes 2.9s on one processor core,
against 1.7s for HE.
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6. CONCLUSION
This paper shows that a vector-to-binary code comparison sig-
nificantly improves the state-of-the-art Hamming Embedding tech-
nique by reducing the approximation made on the query. This is
done by exploiting the vector-to-hyperplane distances. The im-
provement is obtained at no additional cost in terms of memory.
As a result, we improve the best results ever reported on two popu-
lar image search benchmarks before geometrical verification.
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