Abstract. The SECHIBA module of the ORCHIDEE land surface model describes the exchanges of water and energy 12 between the surface and the atmosphere. In the present paper, the adjoint semi-generator software denoted YAO was 13 used as a framework to implement a 4D-VAR assimilation method. The objective was to deliver the adjoint model of 14 SECHIBA (SECHIBA-YAO) obtained with YAO to provide an opportunity for scientists and end users to perform their 15 own assimilation. SECHIBA-YAO allows the control of the eleven most influent internal parameters of SECHIBA or of 16 the initial conditions of the soil water content by observing the land surface temperature measured in situ or as it could be 17 observed by remote sensing as brightness temperature. The paper presents the fundamental principles of the 4D-Var 18 assimilation, the semi-generator software YAO and some experiments showing the accuracy of the adjoint code 19 distributed. In addition, a distributed version is available when only the land surface temperature is observed. 20
Introduction 23
Land surface models (LSM) simulate the interactions between the atmosphere and the land surface, which directly 24 influence the exchange of water, energy and carbon with the atmosphere. They are important tools for understanding the 25 main interaction and feedback processes simulating the present climate and making predictions of future climate 26 evolution (Harrison et al., 2009 ). Such predictions are subject to considerable uncertainties, related to the difficulty to 27 model the highly complex physics with a limited set of equations that does not account for all the interacting processes 28 (Pipunic et al., 2008 , Ghent et al. 2011 . Understanding these uncertainties is important in order to obtain more realistic 29
simulations. 30
The main challenge of a dynamical model, regardless its nature, is to have the appropriate source of information to 31 produce an accurate response. Observations sample the system of interest in space and time. These measurements 32 soil moisture to calibrate a Soil-Vegetation-Atmosphere Transfer (SVAT) model, based on error minimization of 23 temperature and soil moisture model outputs. Flux simulations were improved when the model is calibrated against in 24 situ surface temperature and surface soil moisture versus satellite estimates of the same fluxes. In Bateni et al. (2013) , the 25 full heat diffusion equation is employed in the variational data assimilation scheme as an adjoint (constraint). Deviations 26 terms of the evaporation fraction and a scale coefficient are added as penalization terms in the cost function. Weak 27 constraint is applied to data assimilation with model uncertainty, accounting in this way for model errors. The cost 28 function associated with this experiment contains a term that penalizes the deviation from prior values. When 29 assimilating LST into the model, the authors proved that the heat diffusion coefficients are strongly sensitive to specific 30 deep land surface temperature. As a conclusion, it can be seen that the assimilation of LST can improve the model 31 simulated flows. 32
In the present study, we focused on the SECHIBA module (Ducoudré et al. 1993) , part of the ORCHIDEE Land Surface 33 Kuppel et al., 2012 . In the present study, ORCHIDEE 1.9 version is used in a grid-point mode (one given location), 23 forced by the corresponding local half-hourly gap-filled meteorological measurements obtained at the flux towers. In this 24 study, only the SECHIBA module is considered. 25
In SECHIBA, the land surface is represented as a whole system composed of various fractions of vegetation types called 26 PFT (Plant Functional Type). A single energy budget is performed for each grid point, but water budget is calculated for 27 each PFT fraction. The resulting energy and water fluxes between atmosphere, ground and the retrieved temperature 28 represent the canopy ensemble and the soil surface. The main fluxes modeled are the net radiation (R n ), soil heat flux (Q), 29 sensible (H) and latent heat (LE) fluxes between the atmosphere and the biosphere, land surface temperature (LST) and 30 the soil water reservoir contents. Energy balance is solved once, with a subdivision only for LE in bare soil evaporation, 31 interception and transpiration for each type of vegetation. Water balance is computed for each fraction of vegetation 32 (Plant Functional Type or PFT) present in the grid. The SECHIBA version used in this work models the hydrological 33 budget based on a two-layer soil profile (Choisnel, 1977) . The two soil layers represent respectively the surface and the 34 total rooting zone. The soil is considered homogeneous with no sub-grid variability and of a total depth of h tot = 2m. The 35 soil bottom layer acts like a bucket that is filled with water from the top layer. The soil is filled from top to bottom with 36 precipitation; when evapotranspiration is higher than precipitation, water is removed from the upper reservoir. Runoff 37 arises when the soil is saturated. SECHIBA inputs are: R lw the incoming infrared radiation; R sw the incoming solar 38 radiation; P the total precipitation (rain and snow); T a the air temperature; Q a the air humidity; P s the atmospheric 39 pressure at the surface and U the wind speed. 40
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In the full version of SECHIBA-YAO, observations of LST or brightness temperature can be used to constrain model 1 inner parameter or initial conditions of the model variables. However, the simulated LST is hemispheric and does not 2 account for solar configuration and viewing angle effects. In order to compute a thermal infrared brightness temperature 3 from LST, and neglecting the directional effects, the total energy emitted by the surface (Rad) can be computed using the 4 following expression : 5
In this equation,  is the surface emissivity, k emis is the multiplicative factor for emissivity and LW down is the longwave 8 incident radiation that is an input forcing of SECHIBA. Svendsen et al. (1990) proposed a transfer function to link the 9 surface emitted radiance towards an observed brightness temperature TB measured in the [8, 14] spectral band The 10 empirical formulation is given by the expression 11
In the following the capabilities of the 4D-VAR is demonstrated in a series of assimilation experiment using the data 13 provided by the FLUXNET network. SECHIBA-YAO can be run using other data as long as the inputs needed to operate 14 SECHIBA are completed. FLUXNET M is used to estimate variables, which are most often observed from an observation operator H, permitting to compare 20 the observed values y 0 with respect to the y calculated by the composition H° M, when they are available. The cost 21 function J will be defined in terms of observations, so H i allows us to estimate the variables y i , from the state vector x(t i ). 22 We suppose that
where i is a random variable with zero mean. This term represents the sum 23 of the model, observation and scaling error. Finally, the most general form of the cost function is defined as follows: 24
The background vector is defined as k b , which is an a priori vector of the inner model parameters. 
The control parameters are adjusted several times until a stopping criterion is reached. The iterations of the gradient 9 method allow us to approach the solution, in order to satisfy a stopping criterion that could be, for example, a certain 10 threshold on the norm of the cost function gradient. 11
YAO 12
Variational data assimilation requires the computation of the adjoint code of the direct model, which is a heavy and 13 complex task, especially for a large model such as SECHIBA. Usually, the adjoint code is computed with the help of 14 specific softwares (automatic differentiators) (e.g., Bischof et al.,1996; Giering and Kaminski, 2003; Hascoët and 15 Pascual, 2004). These softwares are appropriate for the differentiation of large codes, but their use will be optimal only 16 under specific coding conventions and a good level of modularity of the codes (Talagrand, 1991). Moreover, manual 17 optimization of the produced code is often necessary. Therefore, in many practical cases the automatic production of 18 code will not be totally optimal in terms of flexibility (e.g., when the direct model is updated frequently, one has to 19 re-differentiate the whole code). These considerations motivated the development of a slightly different but 20 complementary approach that focuses on the high-level structure of the numerical models, embedding implementation 21 details inside simple entities that can be easily updated. This has led to the development of the YAO assimilation 22 software at LOCEAN/IPSL (https://skyros.locean-ipsl.upmc.fr/~yao/). YAO is based on the decomposition of a 23 numerical model into elementary modules interconnected by directional links. On one side, the structure of the model 24 (variables, dependencies...) is described as a graph structure. On the other side, the details of the physics are coded inside 25 C/C++ basic modules that are ideally simple. The user can therefore separate the "high-level" structure of the model 26 from implementation details. It is also very easy to update a numerical code within this framework. Regarding the 27 assimilation strategy, YAO computes the tangent linear and adjoint codes from the elementary jacobians of each 28 module (provided by the user). Adjoint/cost function test tools are also available. Finally, YAO includes routines 29 devoted to classical assimilation scenario (incremental form ...) and is interfaced with the M1QN3 minimizer (Gilbert 30
and Lemaréchal, 1989) . 31
Graph formalism 32
In YAO, a numerical model must be described as an ensemble of modules related by connections in order to form a 33 graph. Let us define more precisely the main components of the graph: 34 The external context is the ensemble of data input and output points used as external data by a whole graph at a 6 specific level of abstraction. Basic connections link a data input point located in the external context to one or 7 several module(s) (for instance modules needing the specification of some initial conditions, boundary conditions or 8 model parameters). Inversely, the global outputs of the model link a module towards a data output point located in the 9 external context. 10
The modular graph is the ensemble of the modules and of their connections. It must be acyclic so that a 11 topological order may be defined on the nodes of the graph (i.e., if there is connection F p → F q , then F p should be 12 computed before F q ) (see Fig.1 ) 13 14 Typically, a modular graph describes the equations governing the system of interest and each physical variable appearing 15 in the governing equations are associated with a specific module. However, supplementary modules can also be defined 16 to represent temporary variables required to simplify computations for complex equations. The user has generally to 17 specify modules at a single point (i, j, k, t) of space (i, j, k) and time (t), and the names and space-time locations (e.g. i+1, 18 j-1, k, t-1) of the discretized variables taken as inputs. From the local description of the equations, YAO is able to build a 19 model on a given space domain and on a given number of time steps by automatically replicating the local graph in 20 space-time (cf. Fig.2 
)). 21
By passing the different modules in topological order, YAO is clearly able to emulate the global model and to 22 calculate the global model outputs given model initial conditions and parameters. 23
Now, we will see that the usefulness of the graph modular approach is reinforced when the jacobian matrix of each basic 24 function is known. For a basic function F such that y = F( x ), the jacobian matrix F relates a perturbation of the inputs to 25 the associated perturbation of outputs: dy = F dx. Since the jacobian of a composition of functions is the product of the 26 elementary jacobians, the tangent linear model associated with a modular graph may also be obtained by passing the 27 graph in the same topological order. 28
The "lin-forward" algorithm is the following: 29 1) Initialize the external context data input points with a perturbation dx i (around a given linearization point) 30
2) Pass the modules in topological order and propagate the perturbation 31 32
3) Estimate the perturbation output dy on output data points in the external context of the graph. 33 assimilation instructions. The executable file reads these instructions when the user calls them. However, it is not 1 compulsory to use an instruction file since YAO accepts a command-line instruction if no instruction file is provided. 2 Due t o the graph structure of the model and of its adjoint, it is easy to modify the model and its adjoint, e.g. by 3
updating some adequate modules; one can systematically obtain the update global direct model and the global adjoint 4
As mentioned in the introduction, this paper gives access to a compiled version of SECHIBA-YAO and allows to 5 perform some assimilation experiments related to the control of the ten most influent internal parameters of SECHIBA by 6 observing the land surface temperature . YAO is a free software that gives the opportunity to modify the SECHIBA code 7 provided in this paper. developer of SECHIBA-Fortran sees the implementation in YAO, he will find his way easily. 26
Direct model 27
After defining the modular graph in YAO, the second step in the SECHIBA-YAO implementation is the coding of the 28 direct and the derivatives of the modules. This consists in coding the different modules directly with YAO meta-29 language. Every module is represented as a script and the different processes attributed to the module are implemented 30 inside the script, allowing a better control of the physics, i.e. any change in the physics could be made easily. In 31 SECHIBA-YAO, the second approach was used. 32
Module Derivatives 33
Once the direct model has been coded and validated, there are two options to code the derivatives: they can be coded 34 line-by-line based on the forward computing, in order to obtain the Jacobian matrix of the module, or they can also be 35 produced routinely, using an automatic differentiation tool (for example, Tapenade (Hascoët et al, 2012)). For 36 SECHIBA-YAO, the derivative process was made line-by-line. The outputs are derived with respect to every input. YAONevertheless, the derivative process introduced errors related to the coding process, to inexact derivatives, expressions 1 that were not differentiated among others. In order to reduce it to a minimum number of bugs, the adjoint of the model 2 was validated (as it was made with the direct model). This guarantees the accuracy when performing assimilation. The 3 validation of the adjoint model is presented in section 4. More validations of the direct and the adjoint models are 4 available in Benavides, 2014. 5
Data assimilation experiments 6
In this section we present several experiments that have been realized using the SECHIBA-YAO.. They are related to the 7 control of the eleven most influent internal parameters of SECHIBA by observing the land surface temperature. 8
The parameters are divided into two groups: inner parameters and multiplying factors ( Table 1 ). The first group 9 corresponds to physical parameters. The second group collects parameters weighting some physical processes of 10 SECHIBA. In the initial model, they are all normalized to 1 indicating that no weights are used, thus the effect of the 11 assimilation is to allow a local adaptation of these weighting factors. The model inner parameters are the following: 12 rsol cste is a numerical constant involved in the soil resistance to evaporation. This parameter limits the soil evaporation, so 13 the greater its value the lower the evaporation; hum cste , mx eau and min drain are related to soil water processes, the higher 14 their values, the more water will be available in the model reservoir, affecting water transfers and especially 15 evapotranspiration; dpu cste represents the soil depth in meters. The other parameters are multiplicative factors. We have 16 k rveg which is used in the calculation of the stomatal resistance, this variable limits the transpiration capacity of leaves, the 17 greater its value, the lower the transpiration; k emis controls the soil emissivity used to compute land surface temperature. 18
This parameter takes part in the net radiation calculation which determines the energy balance between incoming and 19 outgoing surface fluxes; k albedo weights the surface albedo, which is defined as the reflection coefficient for short wave 20 radiation; k cond and k capa take part in the thermal soil capacity and conductivity, both involved in the computation of the 21 soil thermodynamics and k z0 weights the roughness height, which determines the surface turbulent fluxes. Prior to the assimilation process, different scenarios were defined for the tests. A scenario makes reference to the 27 experimental conditions. It includes the definition of the vegetation functioning type (PFT), the type of observation to be 28 assimilated, the observation sampling, the time sampling, and the atmospheric forcing file, the subset of control 29 parameters, the assimilation window size and the time of the year to start the assimilation. The different scenarios were 30 calculated using the adjoint model for several typical summer conditions of the two Fluxnet sites selected. The dates 31 presented in this paper are representative of sunny days in summer or winter, with no perturbation coming from clouds 32 and without rainfall events. In order to show the benefit of data assimilation in SECHIBA, we conducted several 33 experiments using SECHIBA-YAO. The next section explains the scenarios for the different experiments performed in 34 this work. 35
Variational sensitivity analysis 36
In order to show the accuracy of the distributed SECHIBA-YAO code, we present an analysis that allows to rank the 37 eleven parameters according to their sensibility estimated by using the adjoint model and to compare the results to those 38 obtained by using finite differences. We identify the most sensitive parameters to the estimation of land surface 39
Geosci The sensitivity analysis was performed for a subset of inner parameters related to the energy and water physical 8 processes on bare soil (PFT 1) and agricultural C3 crop (PFT 12), in order to quantify the role of the vegetation on the 9 land surface temperature parameters' sensitivity. The work was made on a daily basis, in order to observe the diurnal 10 variations of sensitivities. At each half-hour time step, the model is restarted. At each time step, a gradient is computed in 11 order to have the updated gradient value. Since no prior values of the control parameters is known, as mentioned in 12 section 2 , there is no background and the initial values of the parameters are those of Table 1 . We recall that for 13 numerical purpose, the control parameters have been normalized in order to have the same order of magnitude (i.e. equal 14 to 1) during the minimization process. both finite differences and model gradients. Bare soil results are presented in Fig.4(a) . The agricultural C3 crop scenario 17 is illustrated in Fig.4(b) . The efficiency of the adjoint calculation is first demonstrated in these plots, because the 11 18 desired parameters sensitivities are obtained in a single integration. By using the same methodology, sensitivity curves 19 were computed in the Fluxnet site Kruger Park, which are presented in Benavides (2014) 20
The comparison between sensitivity analysis done using the adjoint and using finite differences shows a very good 21 agreement between the two methods (the same results, not shown, were obtained with the Kruger Park site). For more 22 information, consult Benavides (2014), where the comparison between the two approaches is developed. The diurnal 23 characteristics of the parameter sensitivities with a maximum around noon in phase with the diurnal variation of solar 24 radiation are clearly visible. 25 Table 2 presents, for Harvard Forest and Kruger Park, the 11 parameters ranked with respect to their influence. 26
According to the four scenarios defined (two sites and two PFT), it can be seen that the hierarchy change with the 27 vegetation, but remains the same for both sites. Parameter hierarchy revealed that the highest gradient values correspond 28 to those that have the largest influence on the land surface temperature estimate. Clearly k emis is the most influential 29 parameter in the calculation of land surface temperature, regardless of the climatology used and vegetation fraction. In 30 addition, min drain is the least influential parameter for all scenarios. 31
The parameters k capa , k cond , k zo and k albedo are the most influential in bare soil conditions, after k emis . In the presence of 32 vegetation, several sensitivities change radically: k rveg becomes the most important multiplicative factor after k emis ; the 33 factor k albedo is less sensitive compared to its influence in the bare soil case and mx eau is more sensitive, given that less 34 water is available when a fraction of vegetation is present. The other parameters show equivalent sensitivity values 35 regardless the scenario. For hum cste and k rveg , sensitivities are equal to zero for bare soil, because these parameters affect 36 surface temperature only in presence of vegetation. 37
Parameters with persistent positive sensitivity are: rsol cste , k rveg and hum cste . Parameters with persistent negative 38 sensitivity are: k z0 , k albedo and emis. The sign of the gradients reflects the positive or negative feedback on the surface 39 temperature of the processes involved. For example, the parameters involved in the evapotranspiration processes presentnegative sensitivities because a reduction (respectively an increase) of the evapotranspiration will lead to an increase 1 (respectively a decrease) of the land surface temperature, when the soil water content is sufficient. 2 Transpiration processes influence directly the land surface temperature in presence of vegetation and is the dominant 3 process in the studied sites. Therefore k rveg has a higher sensitivity than k cond , k capa and k albedo. . For bare soil, on the 4 contrary, the dominant processes are those related to the soil thermodynamics, explaining why k capa, k cond and k emis are the 5 most sensitive parameters . 6 In general, sensitivities are higher in bare soil conditions for the control parameters, except for min drain and mx eau . Since 7 min drain is not sensitive to the land surface temperature, this parameter is no longer controlled. Only the ten most influent 8 parameters are used in the following sections. 9
The next section presents the different assimilation experiments that can be performed using the SECHIBA-YAO 10 software. 11
Twin experiments 12
Twin experiments are synthetic tests checking the robustness of the variational assimilation method. The model is run 13 with a set of parameters or initial conditions Ptrue in order to produce pseudo observations of land surface temperature 14 
Experiment Definition 19
The 10 most sensitive parameters are considered in the twin experiments (all parameters except min drain ). We present here 20 the results obtained for one particular random perturbation of the parameters (the one provided in the distributed version, 21 see Section 5). A statistic made with 500 different random realizations gave the same performances (Benavides, 2014). 22
Each experiment was perturbed with a uniform distribution random noise reaching 50% of the parameter nominal value. 23
We ran the assimilations in each experiment by randomly perturbing the initial conditions presented in Table 1 . This 24 permitted us to obtain the relative errors of the control parameters and the relative values of the root mean square error 25 (RMSE) of the model flux, based on their value before and after the assimilation process. The fluxes considered are the 26 land surface temperature (LST), the sensible (H) and latent heat (LE). 27
Scenarios for all the assimilation experiments are presented in Table 3 . All parameters are controlled at the same time. given that the more the observed variable is sensitive to a parameter, the easier the minimization process finds its optimal 1 value, and consequently reducing the estimation error. 2
In Experiment 3, all parameters, except min drain , are controlled (since min drain has no impact in the land surface 3 temperature estimation), during a week in Harvard Forest. 4
Comparing Experiment 3 with Experiments 1 and 2 allows us to study the impact of taking a larger control parameter set 5 in the assimilation process. In addition, we want to test if land surface temperature as observation, provides enough 6 information to constrain all the model parameters at the same time and if we can hope to improve all model state 7 variables. 8
Results 9
The RMSE errors of the assimilations for experiments 1, 2 and 3 are presented in Table 4 (resp Table 5 The assimilation process allows the reduction of the parameter errors ( Fig.5 and Fig.6) . 15 Relative value of the RMSE, with respect to the synthetic measurements, for LST, LE and H in Experiment 3 prior to 16 assimilation, are equal to 3.12 K, 34.1 W/m 2 and 30.4 W/m 2 , respectively. After assimilation, the RMSE is reduced for 17 both sites. The same holds for the mean relative error of the control parameters. 18
Comparing the results from Experiments 1 and 2 to Experiment 3, degradation in fluxes and parameter restitution can be 19 observed. Effectively, we find higher errors in the fluxes and the final control parameters when increasing the size of the 20 control parameter set (Experiment 3). Best performances in the parameters restitution are always for the control of 5 21 parameters. When we control the 10 most sensitive parameters, as in Experiment 3, degradation in the final value of the 22 parameters is observed. This can be explained by the complexity of the model, the larger the control parameters set, the 23 more difficult it is to find local minima that correspond to the initial control parameters values used to produce the 24 synthetic observations. It is difficult to retrieved parameters that are insensitive to LST, thus the assimilation of this 25 variable in order to optimize these parameters is not optimal. 26
Conclusion 27
In this study the adjoint of SECHIBA was implemented, using an adjoint semi-generator software denoted YAO. With 28 SECHIBA-YAO, land surface temperature gradients with respect to each control parameter were computed, with the aim 29 at carrying out a sensitivity analysis of the parameter influence on LST estimation. 30
The first contribution of this paper is the sensitivity analysis results. They show exactly which parameters of the model 31 are the most sensitive and have to be controlled during the assimilation process. However, it is important to mention that 32 sensitivity analysis depends on the region, the forcing, the PFT, the time period (hour and day), among other factors. 33
Once the parameter hierarchy was set, twin experiments were performed for different scenarios, aiming at testing the 34 robustness of the assimilation scheme. 35
The second contribution of this work is that we showed the usefulness of the variational data assimilation of LST to 36 improve SECHIBA parameter estimations. Land surface temperature assimilation has the potential of improving the 37 LSM parameter calibration, by adjusting properly the control parameters. In a forecasting approach, this can be valuable, 38
given that simulation can be more reliable since they are fitted on actual measurements. The improvement in the model 39
Geosci given by the LST synthetic observations. In addition, the influence that the size of the control parameter set has in the 4 assimilation performance was shown. 5
Adding extra parameters to the control set increases the complexity of the cost function. Taking into consideration the 6 results of assimilation of land surface temperature when controlling the 10 most sensitive parameters (Experiment 3), we 7 can see that, after having made several assimilation runs, land surface temperature does not provide enough information 8 to constrain the parameter set, in order to improve the estimation of state variables in SECHIBA. In the case of 9 controlling all parameters we cannot hope improving all model state variables unless we assimilate additional 10 observations. 11
Assimilation with the YAO approach permits the implementation of different assimilation scenarios in a very flexible 12 way, when performing different twin experiments: the control parameters and the observed variables (once the adjoint 13 code has been generated), the assimilation windows, the observation sampling, the time sampling and other different 14 features can be changed easily. Fig.4 (a) and for PFT 12 in Fig.4(b) . The sensitivities were computed on the surface temperature for 4
Harvard Forest. Blue curves represent the LST derivative with respect to each parameter given by the adjoint each half 5 hour over a day. Red curves represent the LST derivative computed with a finite difference discretization of the model. 
