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LOWER BOUNDS OF GRADIENT’S BLOW-UP FOR THE LAME´
SYSTEM WITH PARTIALLY INFINITE COEFFICIENTS
HAIGANG LI
Abstract. In composite material, the stress may be arbitrarily large in the
narrow region between two close-to-touching hard inclusions. The stress is
represented by the gradient of a solution to the Lame´ system of linear elasticity.
The aim of this paper is to establish lower bounds of the gradients of solutions
of the Lame´ system with partially infinite coefficients as the distance between
the surfaces of discontinuity of the coefficients of the system tends to zero.
Combining it with the pointwise upper bounds obtained in our previous work,
the optimality of the blow-up rate of gradients is proved for inclusions with
arbitrary shape in dimensions two and three. The key to show this is that we
find a blow-up factor, a linear functional of the boundary data, to determine
whether the blow-up will occur or not.
1. Introduction and main results
In high-contrast composites, it is a common phenomenon that high concentration
of extreme mechanical loads occurs in the narrow regions between two adjacent
inclusions. Extreme loads are always amplified by such microstructure, which will
cause failure or fracture initiation. Stimulated by the well-known work of Babus˘ka,
et al. [10], where the Lame´ system of linear elasticity was assumed and the initiation
of damage and fracture in composite materials was computationally analyzed, we
consider the Lame´ system with partially infinite coefficients to characterize high-
contrast composites. The gradient of the solution exhibits singular behavior with
respect to the distance between hard inclusions. This paper is a continuation of
[14,15], where a pointwise upper bound of the gradient of solution is established by
an iteration technique with respect to the energy, as the distance (say, ε) between
the surfaces of discontinuity of the coefficients of the system tends to zero.
The main purpose of this paper is to show the blow-up rates obtained in [14,15]
are actually optimal, by establishing the lower bounds on the gradients of solutions
of the Lame´ system with partially infinite coefficients in two physically relevant
dimensions d = 2, 3. Namely, the optimal blow-up rates are, respectively, ε−1/2
in dimension d = 2, (ε| log ε|)−1 in dimension d = 3. Usually, it is not easy to
obtain a lower bound. The novelty of this paper is that we introduce a blow-up
factor defined by a solution of the limit case when two inclusions touch each other,
which is a linear functional of the boundary data to determine whether or not the
blow-up to occur. Physically, this factor seems much natural. Here new difficulties
need to be overcome, and a number of refined estimates are used in our proof.
The introduced methodology allows us define an analogous blow-up factor for the
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perfect conductivity problem considered in [11] and give a new and simple proof
for the lower bound estimates.
There have been many works on the analogous question for the following scalar
equation with Dirichlet boundary condition, called the conductivity problem,{
∇ ·
(
ak(x)∇uk
)
= 0 in Ω,
uk = ϕ on ∂Ω,
(1.1)
where Ω is a bounded open set ofRd, d ≥ 2, containing two ε-apart convex inclusions
D1 and D2, ϕ ∈ C2(∂Ω) is given, and
ak(x) =
{
k ∈ (0,∞) in D1 ∪D2,
1 in Ω \D1 ∪D2.
For touching disks D1 and D2 in dimension d = 2, Bonnetier and Vogelius [18] first
proved that |∇uk| remains bounded. The bound depends on the value of k. Li and
Vogelius [38] extended the result to general divergence form second order elliptic
equations with piecewise smooth coefficients in all dimensions, and they proved
that |∇u| remains bounded as ε → 0. Li and Nirenberg [37] further extended the
results in [38] to general divergence form second order elliptic systems including
systems of elasticity.
The estimates in [37] and [38] depend on the ellipticity of the coefficients. If
ellipticity constants are allowed to deteriorate, the situation is quite different. When
k = ∞, the L∞-norm of |∇u∞| for the solutions u∞ of (1.1) generally becomes
unbounded as ε tends to 0. The blow-up rate of |∇u∞| is respectively ε−1/2 in
dimension d = 2, (ε| log ε|)−1 in dimension d = 3, and ε−1 in dimension d ≥ 4.
See Bao, Li and Yin [11], as well as Budiansky and Carrier [20], Markenscoff [41],
Ammari, Kang and Lim [7], Ammari, Kang, Lee, Lee and Lim [8] and Yun [45,46].
Further, more detailed, characterizations of the singular behavior of ∇u∞ have
been obtained by Ammari, Ciraolo, Kang, Lee and Yun [3], Ammari, Kang, Lee,
Lim and Zribi [9], Bonnetier and Triki [16,17] and Kang, Lim and Yun [29,30]. For
related works, see [2,4–6,12,13,17,19,21–28,32–36,39,40,43,47] and the references
therein.
We follow the notations of [14, 15]. Let Ω ⊂ Rd be a bounded open set with
C2 boundary, and D1 and D2 are two disjoint convex open sets in Ω with C
2,γ
boundaries, 0 < γ < 1, which are ε apart and far away from ∂Ω, that is,
D1, D2 ⊂ Ω, the principle curvatures of ∂D1, ∂D2 ≥ κ0 > 0,
ε := dist(D1, D2) > 0, dist(D1 ∪D2, ∂Ω) > κ1 > 0, (1.2)
where κ0, κ1 are constants independent of ε. We also assume that the C
2,γ norms
of ∂Di are bounded by some constant independent of ε. This implies that each Di
contains a ball of radius r∗0 for some constant r
∗
0 > 0 independent of ε. Denote
Ω˜ := Ω \D1 ∪D2.
Assume that Ω˜ andD1∪D2 are occupied, respectively, by two different isotropic and
homogeneous materials with different Lame´ constants (λ, µ) and (λ1, µ1). Then the
elasticity tensors for the inclusions and the background can be written, respectively,
as C1 and C0, with
C1ij kl = λ1δijδkl + µ1(δikδjl + δilδjk),
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and
C0ij kl = λδijδkl + µ(δikδjl + δilδjk),
where i, j, k, l = 1, 2, 3 and δij is the Kronecker symbol: δij = 0 for i 6= j, δij = 1
for i = j. Let u = (u1, u2, · · · , ud)T : Ω→ Rd denote the displacement field. For a
given vector valued function ϕ, we consider the following Dirichlet problem for the
Lame´ system ∇ ·
((
χΩ˜C
0 + χD1∪D2C
1
)
e(u)
)
= 0, in Ω,
u = ϕ, on ∂Ω,
(1.3)
where χD is the characteristic function of D ⊂ Rd,
e(u) =
1
2
(∇u + (∇u)T )
is the strain tensor.
Assume that the standard ellipticity condition holds for (1.3), that is,
µ > 0, dλ+ 2µ > 0; µ1 > 0, dλ1 + 2µ1 > 0. (1.4)
For ϕ ∈ H1(Ω;Rd), it is well known that there exists a unique solution u ∈
H1(Ω;Rd) of the Dirichlet problem (1.3). More details can be found in the Appen-
dix in [14].
Let
Ψ :=
{
ψ ∈ C1(Rd;Rd)
∣∣ 2e(ψ) = ∇ψ + (∇ψ)T = 0 }
be the linear space of rigid displacement in Rd. With e1, · · · , ed denoting the
standard basis of Rd,{
ei, xjek − xkej
∣∣ 1 ≤ i ≤ d, 1 ≤ j < k ≤ d }
is a basis of Ψ. Denote this basis of Ψ as {ψα}, α = 1, 2, · · · , d(d+1)2 . If ξ ∈
H1(D;Rd), e(ξ) = 0 in D, and D ⊂ Rd is a connected open set, then ξ is a linear
combination of {ψα} in D.
For fixed λ and µ satisfying (1.4), denoting uλ1,µ1 the solution of (1.3). Then,
as proved in the Appendix in [14],
uλ1,µ1 → u in H1(Ω;Rd) as min{µ1, dλ1 + 2µ1} → ∞,
where u is a H1(Ω;Rd) solution of
Lλ,µu := ∇ ·
(
C0e(u)
)
= 0, in Ω˜,
u
∣∣
+
= u
∣∣
−, on ∂D1 ∪ ∂D2,
e(u) = 0, in D1 ∪D2,∫
∂Di
∂u
∂ν
∣∣
+
· ψβ = 0, i = 1, 2, β = 1, 2, · · · , d(d+1)2 ,
u = ϕ, on ∂Ω.
(1.5)
where
∂u
∂ν
∣∣∣
+
:=
(
C
0e(u)
)
~n = λ (∇ · u)~n+ µ (∇u+ (∇u)T )~n,
and ~n is the unit outer normal of Di, i = 1, 2. Here and throughout this paper the
subscript ± indicates the limit from outside and inside the domain, respectively.
The existence, uniqueness and regularity of weak solutions of (1.5), as well as a
variational formulation, can be found in the Appendix in [14]. In particular, the
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H1 weak solution is in C1(Ω˜;Rd) ∩ C1(D1 ∪D2;Rd). The solution is the unique
function which has the least energy in appropriate functional spaces, that is,
I∞[u] = min
v∈A
I∞[v], I∞[v] :=
1
2
∫
Ω˜
(
C
(0)e(v), e(v)
)
dx,
where
A := {u ∈ H1ϕ(Ω;Rd) ∣∣ e(u) = 0 in D1 ∪D2} .
It is well known, see [44], that for any open set O and u, v ∈ C2(O),∫
O
(
C
0e(u), e(v)
)
dx = −
∫
O
(Lλ,µu) · v +
∫
∂O
∂u
∂ν
∣∣∣
+
· v. (1.6)
A calculation gives
(Lλ,µu)k = µ∆uk + (λ+ µ)∂xk (∇ · u) , k = 1, 2, 3.
We assume that for some δ0 > 0,
δ0 ≤ µ, dλ+ 2µ ≤ 1
δ0
. (1.7)
Throughout the paper, unless otherwise stated, C denotes a constant, whose
values may vary from line to line, depending only on d, κ0, κ1, γ, δ0, and an upper
bound of the C2 norm of ∂Ω and the C2,γ norms of ∂D1 and ∂D2, but independent
of ε. Also, we call a constant having such dependence a universal constant. Let
ρd(ε) =
{√
ε, d = 2,
1
| log ε| , d = 3.
In order to show the optimality of the blow-up rate, we first recall the following
upper bound estimates established in [14, 15].
Theorem A. (Upper Bounds, [14,15]) For d = 2, 3, assume that Ω, D1, D2, ε are
defined in (1.2), λ and µ satisfy (1.7) for some δ0 > 0, and ϕ ∈ C2(∂Ω;Rd). Let
u ∈ H1(Ω;Rd)∩C1(Ω˜;Rd) be the solution of (1.5). Then for 0 < ε < 1/2, we have
‖∇u‖L∞(Ω;Rd) ≤
Cρd(ε)
ε
‖ϕ‖C2(∂Ω;Rd),
where C is a universal constant.
Remark 1.1. Since D1 and D2 are two strictly convex subdomains of Ω, there
exist two points P1 ∈ ∂D1 and P2 ∈ ∂D2 such that
dist(P1, P2) = dist(∂D1, ∂D2) = ε. (1.8)
Use P1P2 to denote the line segment connecting P1 and P2. The proof of Theorem
A actually gives us the following stronger estimates for x ∈ Ω˜:
|∇u(x)| ≤

C√
ε+ dist(x, P1P2)
‖ϕ‖C2(∂Ω;Rd), d = 2;(
C
| log ε|(ε+ dist2(x, P1P2)) + Cdist(x, P1P2)ε+ dist2(x, P1P2)
)
‖ϕ‖C2(∂Ω;Rd), d = 3.
(1.9)
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The pointwise upper bound in (1.9) shows that the gradient |∇u(x)| (at least
the right hand side of (1.9)) would achieve its maximum on the segment P1P2 if
the blow-up occurred. However, whether the blow-up occurs or not depends totally
on the boundary data ϕ for given domain Ω, D1 and D2 with suitable smoothness.
Therefore, in order to show that the blow-up rate of the gradients obtained in
Theorem A is optimal, it is necessary to establish the lower bound of |∇u(x)| on
the segment P1P2 with the same blow-up rate.
To this aim, a key ingredient is to find a function u∗b , one part of the limit
function of u as ε tends to zero. Denote D∗1 := { x ∈ Rd | x + P1 ∈ D1 } and
D∗2 := { x ∈ Rd | x+ P2 ∈ D2 }. Set Ω˜∗ := D \D∗1 ∪D∗2 . Let u∗b be the solution of
the following boundary value problem:
Lλ,µu∗b = 0, in Ω˜∗,
u∗b =
d∑
α=1
Cα∗ ψ
α, on ∂D∗1 ∪ ∂D∗2 ,
u∗b = ϕ(x), on ∂D,
(1.10)
where the constants Cα∗ , α = 1, 2, · · · , d, are determined later. We remark that
u∗b is smooth near the origin by theorem 1.1 in [35]. In order to capture the lower
bound of |∇u|, we now introduce a vector-valued linear functional of ϕ,
bβ∗1[ϕ] :=
∫
∂D∗1
∂u∗b
∂ν
∣∣∣
+
· ψβ , β = 1, 2, · · · , d. (1.11)
Notice that these quantities are independent of ε. It will be turn out that they
will determine whether or not the blow-up to occur. We call them blow-up factors.
Their important role will be shown in next section. The main result of this paper
is the following lower bounds of |∇u| on P1P2.
Theorem 1.2. (Lower Bounds for d = 2, 3). For d = 2, 3, under the assumptions
as in Theorem A, let u ∈ H1(Ω;Rd)∩C1(Ω˜;Rd) be a solution to (1.5). Then if there
exists a ϕ such that bk0∗1[ϕ] 6= 0 for some integer 1 ≤ k0 ≤ d, then for sufficiently
small 0 < ε < 1/2,
∣∣∇u(x)∣∣ ≥ ρd(ε)
Cε
|bk0∗1[ϕ]|, for x ∈ P1P2,
where C is a universal constant.
Remark 1.3. Theorem 1.2, together with Theorem A, shows that the optimal
blow-up rate of |∇u| is ρd(ε)ε , namely, ε−1/2 in dimension d = 2, (ε| log ε|)−1 in
dimension d = 3. These generic blow-up rates are actually the same as the scalar
case [11], as well as expected in [14, 15]. Of course, we also can define bβ∗2[ϕ] on
the boundary ∂D∗2 . We would like to point out that Kang and Yu [31] proved the
blow-up rate ε−1/2 is optimal under a stronger assumption that inclusions are of
C3,α in dimension two by using a singular function. The method is totally different
with ours. Here we only assume that ∂D1 and ∂D2 are of C
2,γ as before.
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For the convenience of application, we give the corresponding results for the
following perfect conductivity problem
∆u = 0, in Ω˜,
u
∣∣
+
= u
∣∣
−, on ∂D1 ∪ ∂D2,
∇u = 0, in D1 ∪D2,∫
∂Di
∂u
∂ν
∣∣
+
= 0, i = 1, 2, α = 1, 2, · · · , d(d+1)2 ,
u = ϕ, on ∂Ω.
(1.12)
The proof is much simpler and shorter than that for the elasticity case. An analo-
gous blow-up factor is defined by
b∗1[ϕ] :=
∫
∂D∗1
∂u∗
∂ν
, (1.13)
where u∗ satisfies 
∆u∗ = 0, in Ω˜∗,
u∗ = C∗, on ∂D∗1 ∪ ∂D∗2 ,
u∗ = ϕ, on ∂Ω.
and the constant C∗ is uniquely determined by minimizing the energy∫
Ω˜∗
|∇u|2dx,
in an admissiable function space
A0 :=
{
u ∈ H1(Ω) ∣∣ ∇u = 0 in D∗1 ∪D∗2 , and u = ϕ on ∂Ω} .
Theorem 1.4. (Lower Bounds for perfect conductivity problem). For d = 2, 3,
under the assumptions for the domain as in Theorem A, let u ∈ H1(Ω) ∩ C1(Ω˜)
be a solution to (1.12). Then if there exists a ϕ such that b∗1[ϕ] 6= 0, then for
sufficiently small 0 < ε < 1/2,∣∣∇u(x)∣∣ ≥ ρd(ε)
Cε
|b∗1[ϕ]|, for x ∈ P1P2,
where C is a universal constant.
Remark 1.5. We remark that the quantity b∗1[ϕ] is independent of ε. This is an
essential difference with Qε[ϕ] defined in [11]. On the other hand, one can see
that u∗ is smooth near the origin while v∗i , i = 1, 2, in the definition of Qε[ϕ]
are singular at the origin. So the definition of b∗1[ϕ], (1.13), is more natural from
physical viewpoint and it is easier to check whether it equals to zero or not, in these
two physically related dimensions, although it can not be used to deal with higher
dimensions cases so far.
The rest of this paper is organized as follows. In Section 2, we list several
known results from [14, 15] about |∇vαi | and Cαi , after we decompose the solution
u =
∑d(d+1)/2
α=1 (C
α
1 v
α
1 + C
α
2 v
α
2 ) + v0 in Ω˜, see (2.1) below. By a careful observation
of the structure of a system of linear equations for Cαi , we find a quantity b
β
1 [ϕ],
which turns out to be convergent to the blow-up factor bβ∗1[ϕ]. This is the heart
of this paper. The proof is technical and carried out in Section 3. Section 4 is
devoted to proving Theorem 1.2 in dimension two and the proof of Theorem 1.2 in
dimension three is given in Section 5. Finally, we prove Theorem 1.4 in Section 6
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to give a new and more simple proof of results in [11] for the perfect conductivity
in dimension two and three, especially for the lower bound estimates of |∇u|.
2. Preliminaries and the blow-up factor
In this section we first introduce a decomposition of the solution of (1.5). In
Subsection 2.2, we choose a new system of linear equations for Cαi from the whole
system to solve Cα1 − Cα2 , α = 1, 2, 3. It is a different way from the selection made
in [14,15] that just allows us to obtain upper bound estimates. While this selection
makes it possible to introduce the blow-up factor bβ∗1[ϕ] in Subsection 2.3 to get a
lower bound of |∇u|. In the end, we list several preliminary results from our earlier
papers [14, 15] to make our paper self-contained and our exposition clear.
2.1. Decomposition of u. By the third line of (1.5), u is a linear combination of
{ψα} in D1 and D2, respectively. By using continuity, we decompose the solution
of (1.5), as in [14], as follows:
u =
d(d+1)/2∑
α=1
Cα1 v
α
1 +
d(d+1)/2∑
α=1
Cα2 v
α
2 + v0, in Ω˜, (2.1)
where vαi ∈ C1(Ω˜;Rd), i = 1, 2, α = 1, 2, · · · , d(d+1)2 , and v0 ∈ C1(Ω˜;Rd) are
respectively the solution of
Lλ,µvαi = 0, in Ω˜,
vαi = ψ
α, on ∂Di,
vαi = 0, on ∂Dj ∪ ∂Ω, j 6= i,
(2.2)
and 
Lλ,µv0 = 0, in Ω˜,
v0 = 0, on ∂D1 ∪ ∂D2,
v0 = ϕ, on ∂Ω.
(2.3)
The constants Cαi := C
α
i (ε), i = 1, 2, α = 1, 2, · · · , d(d+1)2 , are uniquely determined
by u.
By the decomposition (2.1), we write
∇u =
d∑
α=1
(Cα1 − Cα2 )∇vα1 +
2∑
i=1
d(d+1)
2∑
α=d+1
Cαi ∇vαi +∇ub, in Ω˜, (2.4)
where
ub :=
d∑
α=1
Cα2 v
α + v0, v
α = vα1 + v
α
2 .
It is obvious that vα, α = 1, 2, · · · , d, verifies
Lλ,µvα = 0, in Ω˜,
vα = ψα, on ∂D1 ∪ ∂D2,
vα = 0, on ∂Ω.
(2.5)
Notice that from theorem 1.1 in [35],
‖∇vα‖L∞(Ω˜∗) ≤ C, and ‖∇v0‖L∞(Ω˜∗) ≤ C, (2.6)
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since the displacement takes the same constant value on the the boundaries of both
inclusions. So that |∇ub| is also bounded.
2.2. A selected system of linear equations for Cαi . By the linearity of e(u)
and decomposition (2.4),
e(u) =
d∑
α=1
(Cα1 − Cα2 )e (vα1 ) +
2∑
i=1
d(d+1)
2∑
α=d+1
Cαi e (v
α
i ) + e(ub), in Ω˜.
It follows from the forth line of (1.5) that
d∑
α=1
(Cα1 − Cα2 )
∫
∂Dj
∂vα1
∂ν
∣∣∣
+
· ψβ +
2∑
i=1
d(d+1)
2∑
α=d+1
Cαi
∫
∂Dj
∂vαi
∂ν
∣∣∣
+
· ψβ
+
∫
∂Dj
∂ub
∂ν
∣∣∣
+
· ψβ = 0, j = 1, 2, β = 1, 2, · · · , d(d + 1)
2
. (2.7)
Denote, for i, j = 1, 2, α, β = 1, 2, · · · , d(d+1)2 ,
aαβij := −
∫
∂Dj
∂vαi
∂ν
∣∣∣
+
· ψβ , bβj := bβj [ϕ] =
∫
∂Dj
∂ub
∂ν
∣∣∣
+
· ψβ . (2.8)
Then (2.7) can be written as
d∑
α=1
(Cα1 − Cα2 )aαβ11 +
2∑
i=1
d(d+1)
2∑
α=d+1
Cαi a
αβ
i1 − bβ1 = 0,
d∑
α=1
(Cα1 − Cα2 )aαβ12 +
2∑
i=1
d(d+1)
2∑
α=d+1
Cαi a
αβ
i2 − bβ2 = 0,
β = 1, 2, · · · , d(d + 1)
2
.
(2.9)
We select β = 1, 2, · · · , d(d+1)2 for j = 1 and β = d + 1, · · · , d(d+1)2 for j = 2 to
solve Cα1 − Cα2 , α = 1, 2, · · · , d. One can see that this selection is different with
that in [14, 15]. For simplicity, we denote it in block matrix
AX :=
(
A11 A12
A21 A22
)(
X1
X2
)
=
(
B1
B2
)
,
where
A11 :=
(
aαβ11
)
α,β=1,2,··· ,d , A12 :=
(
aαβ11 a
αβ
12
)
α=1,2,··· ,d; β=d+1,··· , d(d+1)2
,
A21 :=
 aαβ11
aαβ21

α=d+1,··· , d(d+1)2 ; β=1,2,··· ,d
, A22 :=
 aαβ11 aαβ12
aαβ21 a
αβ
22

α,β=d+1,··· , d(d+1)2
,
X1 =
(
C11 − C12 , C21 − C22 , · · · , Cd1 − Cd2
)T
,
X2 =
(
Cd+11 , · · · , C
d(d+1)
2
1 , C
d+1
2 , · · · , C
d(d+1)
2
2
)T
,
and
B1 =
(
b11, b
2
1, · · · , bd1
)T
, B2 =
(
bd+11 , · · · , b
d(d+1)
2
1 , b
d+1
2 , · · · , b
d(d+1)
2
2
)T
.
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Since A is positive definition, we can solve X1 by Cramer’s rule. Then the quan-
tities of bβ1 , β = 1, 2, · · · , d, will play a key role to determine whether Cα1 − Cα2 ,
α = 1, 2, · · · , d, equal to zero or not. In next subsection, we will show that bβ1 is
convergent to the blow-up factor bβ∗1, for β = 1, 2, · · · , d.
2.3. bβ1 [ϕ] convergent to the blow-up factor b
β
∗1[ϕ]. Recalling the definitions
of bβ1 [ϕ] and b
β
∗1[ϕ], (2.8) and (1.11), respectively, we have b
β
1 → bβ∗1, as ε → 0, for
β = 1, · · · , d,
Proposition 2.1. For d = 2, 3, and β = 1, 2, · · · , d,∣∣∣bβ1 [ϕ]− bβ∗1[ϕ]∣∣∣ ≤ Cmax{ε1/3, ρd(ε)} (‖ϕ‖L1(∂Ω) + |∂Ω|) .
Consequently,
bβ1 [ϕ]→ bβ∗1[ϕ], as ε→ 0, β = 1, 2, · · · , d.
To prove this convergence, similar to (2.5) and (2.3), we define their limit cases,
respectively, for α = 1, 2, · · · , d,
Lλ,µv∗α = 0, in Ω˜∗,
v∗α = ψα, on ∂D∗1 ∪ ∂D∗2 ,
v∗α = 0, on ∂Ω.
(2.10)
and 
Lλ,µv∗0 = 0, in Ω˜∗,
v∗0 = 0, on ∂D
∗
1 ∪ ∂D∗2 ,
v∗0 = ϕ, on ∂Ω.
(2.11)
Then
u∗b =
d∑
α=1
Cα∗ v
∗α + v∗0 .
It follows from theorem 1.1 in [35] that
‖∇v∗α‖L∞(Ω˜∗) ≤ C, and ‖∇v∗0‖L∞(Ω˜∗) ≤ C. (2.12)
So that |∇u∗b | is also bounded. We shall prove that u∗b is actually the limit of ub
later. The proof of Proposition 2.1 will be given in the next section.
To complete this section, we fix our notations and list several known results
of [14, 15] for later use. We use x = (x′, xd) to denote a point in Rd, where
x′ = (x1, x2, · · · , xd−1). By a translation and rotation if necessary, we may assume
without loss of generality that the points P1 and P2 in (1.8) satisfy
P1 =
(
0′,
ε
2
)
∈ ∂D1, and P2 =
(
0′,−ε
2
)
∈ ∂D2.
Fix a small universal constant R, such that the portion of ∂D1 and ∂D2 near P1
and P2, respectively, can be represented by
xd =
ε
2
+ h1(x
′), and xd = −ε
2
+ h2(x
′), for |x′| < 2R. (2.13)
Then by the smoothness assumptions on ∂D1 and ∂D2, the functions h1(x
′) and
h2(x
′) are of class C2,γ(BR(0′)), satisfying
ε
2
+ h1(x
′) > −ε
2
+ h2(x
′), for |x′| < 2R,
10 H.G. LI
h1(0
′) = h2(0′) = 0, ∇h1(0′) = ∇h2(0′) = 0, (2.14)
∇2h1(0′) ≥ κ0I, ∇2h2(0′) ≤ −κ0I, (2.15)
and
‖h1‖C2,γ(B′2R) + ‖h2‖C2,γ(B′2R) ≤ C. (2.16)
In particular, we only use a weaker relative strict convexity assumption of ∂D1 and
∂D2, that is
h1(x
′)− h2(x′) ≥ κ0|x′|2, if |x′| < 2R. (2.17)
For 0 ≤ r ≤ 2R, denote
Ωr :=
{
(x′, xd) ∈ Rd
∣∣ − ε
2
+ h2(x
′) < xd <
ε
2
+ h1(x
′), |x′| < r
}
.
For |z′| ≤ 2R, we always use δ to denote
δ := δ(z′) = ε+ h1(z′)− h2(z′).
By (2.14)-(2.17),
1
C
(
ε+ |z′|2) ≤ δ(z′) ≤ C (ε+ |z′|2) . (2.18)
We now list the following estimates of |∇vαi | and Cαi from [14, 15].
Lemma 2.2. ( [14,15]) Under the hypotheses of Theorem A, and the normalization
‖ϕ‖C2(∂Ω) = 1, let vαi and v0 be the solution to (2.2) and (2.3), respectively. Then
for 0 < ε < 1/2, we have∥∥∇v0∥∥L∞(Ω˜) ≤ C; (2.19)∥∥∇vα∥∥
L∞(Ω˜)
≤ C, α = 1, 2, · · · , d; (2.20)
1
C(ε+ |x′|2) ≤
∣∣∇vαi (x)∣∣ ≤ Cε+ |x′|2 , i = 1, 2, α = 1, 2, · · · , d, x ∈ Ω˜; (2.21)∣∣∇vαi (x)∣∣ ≤ C|x′|ε+ |x′|2 + C, i = 1, 2, α = d+ 1, · · · , d(d+ 1)2 , x ∈ Ω˜; (2.22)
and ∣∣Cαi ∣∣ ≤ C, i = 1, 2, α = 1, 2, · · · , d(d+ 1)2 ; (2.23)
for d = 2, 3, ∣∣Cα1 − Cα2 ∣∣ ≤ Cρd(ε), α = 1, 2, · · · , d. (2.24)
Remark 2.3. Estimate (2.24) can also be proved in Proposition 4.1 and Propo-
sition 5.1 below in a different way. It tells us that as ε → 0, in dimensions two
and three the difference |Cα1 − Cα2
∣∣ → 0, α = 1, 2, · · · , d, which allows us to prove
that bβ1 [ϕ] can be convergent to the blow-up factor b
β
∗1[ϕ]. But in higher dimensions
d ≥ 4, so far we do not know whether |Cα1 − Cα2 | tends to 0 or not as ε → 0. For
more details, see the proof of Lemma 3.2 in Section 3, where we prove that Cα1 and
Cα2 have the same limit C
α
∗ , for α = 1, 2, · · · , d.
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3. Proof of Proposition 2.1
We introduce a scalar auxiliary function u¯ ∈ C2(Rd) as before, such that u¯ = 1
on ∂D1, u¯ = 0 on ∂D2 ∪ ∂Ω,
u¯(x) =
xd − h2(x′) + ε2
ε+ h1(x′)− h2(x′) , in Ω2R, (3.1)
and
‖u¯‖C2(Rd\ΩR) ≤ C.
We use u¯ to define vector-value auxiliary functions
u¯α1 = u¯ψ
α, α = 1, 2, · · · , d, in Ω˜.
Thus, u¯α1 = v
α
1 on ∂Ω˜. Similarly, we define
u¯α2 = uψ
α, α = 1, 2, · · · , d, in Ω˜,
such that u¯α2 = v
α
2 on ∂Ω˜, where u is a scalar function in C
2(Rd) satisfying u = 1
on ∂D2, u = 0 on ∂D1 ∪ ∂Ω, u(x) = 1− u¯, in Ω2R, and ‖u‖C2(Rd\ΩR) ≤ C.
A direct calculation gives, in view of (2.14)-(2.17), that
|∂xk u¯(x)| ≤
C|xk|
ε+ |x′|2 , k = 1, 2, · · · , d− 1, ∂xd u¯(x) =
1
δ(x′)
, x ∈ ΩR. (3.2)
Thus, for i = 1, 2, α = 1, 2, · · · , d,
|∇x′ u¯αi (x)| ≤
C√
ε+ |x′|2 , and
1
C(ε+ |x′|2) ≤ ∂xd u¯
α
i (x) ≤
C
ε+ |x′|2 , x ∈ ΩR.
(3.3)
We need the following Lemma to prove Proposition 2.1.
Lemma 3.1. ( [14,15]) Assume the above, let vαi ∈ H1(Ω˜;Rd) be the weak solution
of (2.2) with α = 1, 2, · · · , d. Then for i = 1, 2, α = 1, 2, · · · , d,
|∇(vαi − u¯αi )(x)| ≤

C√
ε
, |x′| ≤ √ε,
C
|x′| ,
√
ε < |x′| ≤ R,
∀ x ∈ ΩR, (3.4)
and
‖∇(vαi − u¯αi )‖L∞(Ω˜\ΩR) ≤ C. (3.5)
Let u∗ be the solution of the following Dirichlet boundary value problem:
Lλ,µu∗ = 0, in Ω˜∗,
u∗ =
d(d+1)/2∑
α=1
Cα∗ ψ
α, on ∂D∗1 ∪ ∂D∗2,∫
∂D∗1
∂u∗
∂ν
∣∣
+
· ψβ + ∫∂D∗2 ∂u∗∂ν ∣∣+ · ψβ = 0, β = 1, 2, · · · , d(d+1)2 ,
u∗ = ϕ(x), on ∂D,
(3.6)
where Cα∗ , α = 1, 2, · · · , d(d + 1)/2, are uniquely determined by minimizing the
energy ∫
Ω˜∗
(
C
(0)e(v), e(v)
)
dx
in an admission function space
A := {v ∈ H1(Ω;Rd) ∣∣ e(v) = 0 in D∗1 ∪D∗2 , and v = ϕ on ∂Ω} ,
12 H.G. LI
and u∗ is the limit of u in the sense of variation. If ϕ = 0, then by a variational
argument, there is only trivial solution u∗ ≡ 0 for (3.6). Hence, Cα∗ ≡ 0, α =
1, 2, · · · , d(d+ 1)/2. Generally, if ϕ 6= 0, we have
Lemma 3.2. For d = 2, 3, under the hypotheses of Theorem A, and the normal-
ization ‖ϕ‖C2(∂Ω) = 1, let Cαi and Cα∗ be defined in (2.1) and (3.6), respectively.
Then ∣∣∣∣12(Cα1 + Cα2 )− Cα∗
∣∣∣∣ ≤ Cρd(ε), α = 1, 2, · · · , d.
Consequently, in view of (2.24),
|Cα∗ − Cαi | =
1
2
|Cα1 − Cα2 |+ Cρd(ε) ≤ Cρd(ε), i = 1, 2, α = 1, 2, · · · , d. (3.7)
The proof will be given later. We first use it to prove Proposition 2.1.
Proof of Proposition 2.1. We here prove the case β = 1 for instance. The other
cases are the same. Set
b11 =
∫
∂D1
∂ub
∂ν
∣∣∣
+
· ψ1 =
∫
∂D1
∂v0
∂ν
∣∣∣
+
· ψ1 +
d∑
α=1
Cα2
∫
∂D1
∂vα
∂ν
∣∣∣
+
· ψ1
:=b1,01 +
d∑
α=1
Cα2 b
1,α
1 . (3.8)
STEP 1. First, for b1,01 . It follows from the definitions of v0 and v
1
1 and the
integration by parts formula (1.6) that
b1,01 =
∫
∂D1
∂v0
∂ν
∣∣∣
+
· v11 =
∫
Ω˜
(
C
0e(v11), e(v0)
)
=
∫
∂Ω
∂v11
∂ν
∣∣∣
+
· ϕ.
Similarly,
b1,0∗1 :=
∫
∂D∗1
∂v∗0
∂ν
∣∣∣
+
· ψ1 =
∫
∂Ω
∂v∗11
∂ν
∣∣∣
+
· ϕ,
where v∗11 satisfies 
Lλ,µv∗11 = 0, in Ω˜∗,
v∗11 = ψ
1, on ∂D∗1 \ {0},
v∗11 = 0, on ∂D
∗
2 ∪ ∂Ω.
(3.9)
Thus,
b1,01 − b∗1,01 =
∫
∂Ω
∂(v11 − v∗11 )
∂ν
∣∣∣
+
· ϕ. (3.10)
It suffices to estimate |∇(v11 − v∗11 ) on the boundary ∂Ω.
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STEP 1.1. In order to estimate the difference v11 − v∗11 , we introduce two
auxiliary functions
u¯11 =

u¯
0
...
0
 , and u¯∗11 =

u¯∗
0
...
0
 ,
where u¯ is defined by (3.1), and u¯∗ satisfies u¯∗ = 1 on ∂D∗1 \ {0}, u¯∗ = 0 on
∂D∗2 ∪ ∂Ω, and
u¯∗ =
xd − h2(x′)
h1(x′)− h2(x′) , on Ω
∗
R, ‖u¯∗‖C2(Ω˜∗\Ω∗
R/2
) ≤ C,
where Ω∗r :=
{
x ∈ Ω˜∗ ∣∣ h2(x′) < xd < h1(x′), |x′| < r }, for r < R. Similar to
(3.3), we have
|∇x′ u¯∗11 (x)| ≤
C
|x′| , and
1
C|x′|2 ≤ ∂xd u¯
∗1
1 (x) ≤
C
|x′|2 , x ∈ Ω
∗
R. (3.11)
By making use of (2.14), (2.15), and (2.18), we obtain, for x ∈ Ω∗R \ {0},∣∣∣ ∇x′((u¯11)1 − (u¯∗11 )1) ∣∣∣ = |∇x′(u¯− u¯∗)| ≤ C|x′| ,
and ∣∣∣∂xd((u¯11)1 − (u¯∗11 )1)∣∣∣ = ∣∣∣ 1ε+ h1(x′)− h2(x′) − 1h1(x′)− h2(x′)
∣∣∣
≤ Cε|x′|2(ε+ |x′|2) . (3.12)
Applying Lemma 3.1 to (3.9) leads to
|∇(v∗11 − u¯∗11 )(x)| ≤
C
|x′| , x ∈ Ω
∗
R; (3.13)
and in view of (3.11),
|∇x′v∗11 (x)| ≤
C
|x′| , |∂xdv
∗1
1 (x)| ≤
C
|x′|2 , x ∈ Ω
∗
R. (3.14)
STEP 1.2. Next, we estimate the difference v11 − v∗11 . Notice that v11 − v∗11
satisfies 
Lλ,µ(v11 − v∗11 ) = 0, in V := Ω \ (D1 ∪D∗1 ∪D2 ∪D∗2),
v11 − v∗11 = ψ1 − v∗11 , on ∂Di \D∗i , i = 1, 2,
v11 − v∗11 = v11 − ψ1, on ∂D∗i \ (Di ∪ {0}), i = 1, 2,
v11 − v∗11 = 0, on ∂Ω.
Define a cylinder
Cr :=
{
x ∈ Rd
∣∣ |x′| < r,−ε
2
+ 2 min
|x′|=r
h2(x
′) ≤ xd ≤ ε
2
+ 2 max
|x′|=r
h1(x
′)
}
,
for r < R. We first estimate |v11 − v∗11 | on ∂(D1 ∪D∗1) \ Cεγ , where 0 < γ < 1/2 to
be determined later. For ε sufficiently small, in view of the definition of v∗11 ,
|∂xdv∗11 (x)| ≤ C, x ∈ Ω˜∗ \ Ω∗R.
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By using mean value theorem, we have, for x ∈ ∂D1 \D∗1 ,
|(v11 − v∗11 )(x′, xd)| = |(ψ1 − v∗11 )(x′, xd)|
= |v∗11 (x′, xd − ε)− v∗11 (x′, xd)| ≤ Cε. (3.15)
For x ∈ ∂D∗1 \ (D1 ∪ Cεγ ), using mean value theorem again and (2.21),
|(v11 − v∗11 )(x′, xd)| = |v11(x′, xd)− v11(x′, xd + ε)|
≤ Cε
ε+ |x′|2 ≤ Cε
1−2γ . (3.16)
Similarly, for x ∈ ∂D2 \D∗2 ,
|(v11 − v∗11 )(x′, xd)| ≤ Cε; (3.17)
for x ∈ ∂D∗2 \ (D2 ∪ Cεγ ), by (2.21),
|(v11 − v∗11 )(x′, xd)| ≤ Cε1−2γ . (3.18)
For x ∈ Ω∗R with |x′| = εγ , it follows from (3.4), (3.12), and (3.13) that∣∣∂xd(v11 − v∗11 )(x′, xd)∣∣ = ∣∣∂xd(v11 − u¯11) + ∂xd(u¯11 − u¯∗11 ) + ∂xd(u¯∗11 − v∗11 )∣∣ (x′, xd)
≤ Cε|x′|2(ε+ |x′|2) +
C
|x′|
≤ C
ε4γ−1
+
C
εγ
.
Thus, for x ∈ Ω∗R with |x′| = εγ , recalling (3.18), we have
|(v11 − v∗11 )(x′, xd)| =|(v11 − v∗11 )(x′, xd)− (v11 − v∗11 )(x′, h2(x′))|+ Cε1−2γ
≤ ∣∣∂xd(v11 − v∗11 )∣∣|x′|=εγ · (h1(x′)− h2(x′)) + Cε1−2γ
≤( C
ε4γ−1
+
C
εγ
) · ε2γ + Cε1−2γ
≤C(ε1−2γ + εγ). (3.19)
Letting 1 − 2γ = γ, we take γ = 1/3. Combining (3.15), (3.16) and (3.19), and
recalling v11 − v∗11 = 0 on ∂Ω, we obtain
|(v11 − v∗11 )(x)| ≤ Cε1/3, x ∈ ∂(V \ C 3√ε).
Now applying the maximum principle for Lame´ systems on V \C 3√ε (see, e.g. [42])
yields
|(v11 − v∗11 )(x)| ≤ Cε1/3, in V \ C 3√ε.
Then, using the standard boundary gradient estimates for Lame´ system (see [1]),
|∇(v11 − v∗11 )(x)| ≤ Cε1/3, on ∂Ω.
Therefore, recalling (3.10),
|b1,01 − b1,0∗1 | =
∣∣∣∣∫
∂Ω
∂(v11 − v∗11 )
∂ν
∣∣∣
+
· ϕ
∣∣∣∣ ≤ Cε1/3‖ϕ‖L1(∂Ω). (3.20)
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STEP 2. Secondly, for b1,α1 , α = 1, 2, · · · , d. The proof is essentially the same.
It follows from the definitions of vα, α = 1, 2, · · · , d, (2.5) that
Lλ,µ(vα − ψα) = 0, in Ω˜,
vα − ψα = 0, on ∂D1 ∪ ∂D2,
vα − ψα = −ψα, on ∂Ω.
(3.21)
Recalling the definitions of v11 , and using the integration by parts formula (1.6), we
have, for α = 1, 2, · · · , d,
b1,α1 =
∫
∂D1
∂(vα − ψα)
∂ν
∣∣∣
+
· v11 =
∫
Ω˜
(
C
0e(v11), e(v
α − ψα)) = ∫
∂Ω
∂v11
∂ν
∣∣∣
+
· (−ψα).
Similarly, for α = 1, 2, · · · , d,
b1,α∗1 =
∫
∂D∗1
∂(v∗α − ψα)
∂ν
∣∣∣
+
· ψ1 =
∫
∂Ω
∂v∗11
∂ν
∣∣∣
+
· (−ψα).
In view of v∗11 = 0 on ∂Ω, by using a standard boundary estimate for elliptic system
(see, [1]), it is easy to see that
|b1,α∗1 | ≤ C‖ψα‖L1(∂Ω) = C|∂Ω|, α = 1, 2, · · · , d. (3.22)
By applying the same argument above, we have
|b1,α1 − b1,α∗1 | =
∣∣∣∣∫
∂Ω
∂(v11 − v∗11 )
∂ν
∣∣∣
+
· (−ψα)
∣∣∣∣ ≤ Cε1/3|∂Ω|, α = 1, 2, · · · , d.
(3.23)
STEP 3. Finally, recalling (3.8), using (3.7) and (2.23), and substituting (3.20),
(3.22), (3.23) and (3.7), we have
|b11 − b1∗1| =
∣∣∣∣∣
∫
∂D1
∂ub
∂ν
∣∣∣
+
· ψ1 −
∫
∂D∗1
∂u∗
∂ν
∣∣∣
+
· ψ1
∣∣∣∣∣
=
∣∣∣∣∣
(
b1,01 +
d∑
α=1
Cα2 b
1,α
1
)
−
(
b1,0∗1 +
d∑
α=1
Cα∗ b
1,α
∗1
)∣∣∣∣∣
≤|b1,01 − b1,0∗1 |+
d∑
α=1
|Cα2 ||b1,α1 − b1,α∗1 |+
d∑
α=1
|Cα2 − Cα∗ ||b1,α∗1 |
≤Cmax{ε1/3, ρd(ε)}
(‖ϕ‖L1(∂Ω) + |∂Ω|) .
The proof of Proposition 2.1 is completed. 
Proof of Lemma 3.2. STEP 1. Systems of (Cα1 +C
α
2 )/2 and C
α
∗ . Recalling the
original decomposition (2.1) and the forth line of (1.5), we have
d(d+1)/2∑
α=1
Cα1 a
αβ
11 +
d(d+1)/2∑
α=1
Cα2 a
αβ
21 − b˜β1 = 0,
d(d+1)/2∑
α=1
Cα1 a
αβ
12 +
d(d+1)/2∑
α=1
Cα2 a
αβ
22 − b˜β2 = 0,
β = 1, 2, · · · , d(d+ 1)
2
, (3.24)
where
b˜βj =
∫
∂Dj
∂v0
∂ν
∣∣∣
+
· ψβ .
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For the first equation of (3.24),
d(d+1)/2∑
α=1
(Cα1 + C
α
2 )a
αβ
11 +
d(d+1)/2∑
α=1
Cα2 (a
αβ
21 − aαβ11 )− b˜β1 = 0,
and
d(d+1)/2∑
α=1
(Cα1 + C
α
2 )a
αβ
21 +
d(d+1)/2∑
α=1
Cα1 (a
αβ
11 − aαβ21 )− b˜β1 = 0.
Adding these two equations together leads to
d(d+1)/2∑
α=1
(Cα1 +C
α
2 )(a
αβ
11 + a
αβ
21 ) +
d(d+1)/2∑
α=1
(Cα1 − Cα2 )(aαβ11 − aαβ21 )− 2b˜β1 = 0. (3.25)
Similarly, for the second equation of (3.24),
d(d+1)/2∑
α=1
(Cα1 +C
α
2 )(a
αβ
12 + a
αβ
22 ) +
d(d+1)/2∑
α=1
(Cα1 − Cα2 )(aαβ12 − aαβ22 )− 2b˜β2 = 0. (3.26)
A further combination of (3.25) and (6.7) together yields
d(d+1)/2∑
α=1
Cα1 + C
α
2
2
 2∑
i,j=1
aαβij
+ d(d+1)/2∑
α=1
Cα1 − Cα2
2
(aαβ11 − aαβ22 )− (b˜β1 + b˜β2 ) = 0.
(3.27)
Recalling that
u∗ =
d(d+1)/2∑
α=1
Cα∗ v
∗α + v∗0 ,
where v∗α and v∗0 are, respectively, defined by (2.10) and (2.11). From the third
line of (3.6), we have
d(d+1)/2∑
α=1
Cα∗
(∫
∂D∗1
∂v∗α
∂ν
∣∣
+
· ψβ +
∫
∂D∗2
∂v∗α
∂ν
∣∣
+
· ψβ
)
+
(∫
∂D∗1
∂v∗0
∂ν
∣∣
+
· ψβ +
∫
∂D∗2
∂v∗0
∂ν
∣∣
+
· ψβ
)
= 0, β = 1, 2, · · · , d(d+ 1)
2
. (3.28)
STEP 2. Closeness. Next, comparing (3.28) with (3.27), we will prove∣∣∣∣∣∣
2∑
i,j=1
aαβij −
2∑
i=1
∫
∂D∗i
∂v∗α
∂ν
∣∣
+
· ψβ
∣∣∣∣∣∣ ≤ Cρd(ε), α, β = 1, 2, · · · , d(d+ 1)2 ; (3.29)
and ∣∣∣∣∣
2∑
i=1
b˜βi −
2∑
i=1
∫
∂D∗i
∂v∗0
∂ν
∣∣
+
· ψβ
∣∣∣∣∣ ≤ Cρd(ε), β = 1, 2, · · · , d(d + 1)2 . (3.30)
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We only prove (3.29) for instance. The proof of (3.30) is the same. By the
definition of vα, (3.21),
aαβ :=
2∑
i,j=1
aαβij =
∫
∂D1
∂vα
∂ν
∣∣
+
· ψβ +
∫
∂D2
∂vα
∂ν
∣∣
+
· ψβ
=
∫
∂D1
∂(vα − ψα)
∂ν
∣∣
+
· ψβ +
∫
∂D2
∂(vα − ψα)
∂ν
∣∣
+
· ψβ
=
∫
∂Ω
∂vβ
∂ν
∣∣
+
· (−ψα).
Similarly, by (2.10),
a∗αβ :=
∫
∂D∗1
∂v∗α
∂ν
∣∣
+
· ψβ +
∫
∂D∗2
∂v∗α
∂ν
∣∣
+
· ψβ =
∫
∂Ω
∂v∗β
∂ν
∣∣
+
· (−ψα).
Thus, ∣∣aαβ − a∗αβ∣∣ = ∣∣∣∣∫
∂Ω
∂(vβ − v∗β)
∂ν
∣∣
+
· (−ψα)
∣∣∣∣ . (3.31)
Now we use the argument in STEP 1 and STEP 2 of the proof of Proposition
2.1 to prove that
|vβ − v∗β | ≤ Cε, in V, for β = 1, 2, · · · , d(d+ 1)/2. (3.32)
Denote Γi1 := ∂D
∗
i \ ∂Di and Γi2 := ∂Di \ ∂D∗i , i = 1, 2. Then ∂V = ∪i,j=1,2Γij ∪
∂Ω. Setting
φβ(x) := vβ(x)− v∗β(x),
then Lλ,µφβ = 0 in V . It is easy to see that φβ = 0 on ∂Ω. For β = 1, 2, · · · , d, on
Γ11, by mean value theorem, and (2.6), we have
|φβ |
∣∣∣
Γ11
= |vβ − v∗β |
∣∣∣
Γ11
= |vβ − ψβ|
∣∣∣
Γ11
= |vβ(x′, xd)− vβ(x′, xd + ε/2)|
∣∣∣
Γ11
= |∇vβ(ξ)|ε ≤ Cε,
where ξ ∈ D∗1 \D1. Similarly, by (2.12),
|φβ |
∣∣∣
Γ12
= |vβ − v∗β |
∣∣∣
Γ12
= |ψβ − v∗β |
∣∣∣
Γ12
= |v∗β(x′, xd)− v∗β(x′, xd − ε/2)|
∣∣∣
Γ12
= |∇vβ(ξ)|ε ≤ Cε,
for some ξ ∈ D1 \D∗1 . For β = d+ 1, · · · , d(d + 1)/2, on Γ11,
|φβ |
∣∣∣
Γ11
= |vβ − v∗β |
∣∣∣
Γ11
= |vβ − ψβ |
∣∣∣
Γ11
= |vβ − (ψβ + ε) + ε|
∣∣∣
Γ11
= |vβ(x′, xd)− vβ(x′, xd + ε/2)|
∣∣∣
Γ11
+ ε = |∇vβ(ξ)|ε+ ε ≤ Cε,
where ξ ∈ D∗1 \D1. On Γ12 is the same. By the same way,
|φβ |
∣∣∣
Γ21∪Γ22
≤ Cε, for β = 1, 2, · · · , d(d+ 1)/2.
Applying the maximum principle to φβ on V ( [42]), yields (3.32).
Then, using the standard boundary gradient estimates for Lame´ system again,
|∇φβ | ≤ Cε, on ∂Ω.
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Therefore, recalling (3.31),∣∣aαβ − a∗αβ∣∣ ≤ Cε‖ψα‖L1(∂Ω), α, β = 1, 2, · · · , d(d+ 1)
2
.
STEP 3. Invertibility of the coefficients matrix a∗αβ. On the other hand,
a∗αβ =
∫
∂D∗1
∂v∗α
∂ν
∣∣
+
· ψβ +
∫
∂D∗2
∂v∗α
∂ν
∣∣
+
· ψβ =
∫
Ω˜∗
(
C
0e(v∗α), e(v∗β)
)
.
We claim that a∗αβ is positive definite, so invertible. Moveover, there exists a
universal constant C such that
d(d+1)/2∑
α,β=1
a∗αβξαξβ ≥ 1
C
, ∀ |ξ| = 1. (3.33)
Indeed, if e
(∑d(d+1)/2
α=1 ξαv
∗α
)
= 0 in Ω˜∗, then
∑d(d+1)/2
α=1 ξαv
∗α =
∑d(d+1)/2
α=1 aαψ
α
in Ω˜∗, for some constants aα. Since
∑d(d+1)/2
α=1 ξαv
∗α∣∣
∂Ω
= 0, it follows that a1 =
a2 = · · · = ad(d+1)/2 = 0. Hence, |ξ| = 0 by using v∗α = ψα on ∂D∗i . This is a
contradiction.
STEP 4. Completion. Finally, we notice from u¯ = 1 − u in ΩR that ∇u¯α1 =
−∇u¯α2 in ΩR, α = 1, 2, · · · , d(d+ 1)/2. Then making use of (3.4) and (3.5),∣∣∣aαβ11 − aαβ22 ∣∣∣ = ∣∣∣ ∫
ΩR
(
C
0e(vα1 ), e(v
β
1 )
)
−
∫
ΩR
(
C
0e(vα2 ), e(v
β
2 )
)
+
∫
Ω˜\ΩR
(
C
0e(vα1 ), e(v
β
1 )
)
−
∫
Ω˜\ΩR
(
C
0e(vα2 ), e(v
β
2 )
) ∣∣∣
≤
∣∣∣ ∫
ΩR
(
C
0e(u¯α1 ), e(u¯
β
1 )
)
−
∫
ΩR
(
C
0e(u¯α2 ), e(u¯
β
2 )
) ∣∣∣
+
∣∣∣ ∫
ΩR
(
C
0e(vα1 − u¯α1 ), e(vβ1 )
)
−
∫
ΩR
(
C
0e(vα2 − u¯α2 ), e(vβ2 )
) ∣∣∣+ C
≤C.
So that, by (2.24),∣∣∣∣Cα1 − Cα22 (aαβ11 − aαβ22 )
∣∣∣∣ ≤ Cρd(ε), for α = 1, 2, · · · , d. (3.34)
It follows from (3.33) and (3.29) that for sufficiently small ε, (aαβ) is also invert-
ible. So that for sufficiently small ε, in view of (3.30), and (3.34) for α = 1, 2, · · · , d,
it follows from comparing (3.27) and (3.28) that the proof of Lemma 3.2 is fin-
ished. 
4. Proof of Theorem 1.2 in dimension two
In this section, we first give an improvement of estimates for |Cα1 −Cα2 |, α = 1, 2,
especially including a lower bound, which contains a non-zero factor bα1 (b
α
∗1 is
its limit). This is due to a careful selection from the whole system of Cαi ,(2.9),
although it seems a little different with that in [14]. From it we can see the role of
the blow-up factor bα∗1 in such singularity analysis of |∇u|.
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Proposition 4.1. If bα1 6= 0, then√
ε
C
∣∣∣bα1 [ϕ]∣∣∣+ o(√ε) ≤ ∣∣Cα1 − Cα2 ∣∣ ≤ C√ε, α = 1, 2. (4.1)
In order to solve C11 − C12 and C21 − C22 from (2.9), we choose β = 1, 2, 3, for
j = 1, and β = 3 for j = 2. Then
AX =

a1111 a
12
11 a
13
11 a
13
12
a2111 a
22
11 a
23
11 a
23
12
a3111 a
32
11 a
33
11 a
33
12
a3121 a
32
21 a
33
21 a
33
22


C11 − C12
C21 − C22
C31
C32

=

b11
b21
b31
b32

.
4.1. Refined estimates in dimension d = 2. We first give the following refined
estimates for aαβij .
Lemma 4.2. A is positive definite, and
1
C
√
ε
≤ aαα11 ≤
C√
ε
, α = 1, 2; (4.2)
|a1211| = |a2111| ≤ C| log ε|; (4.3)
1
C
≤ a33ii ≤ C, i = 1, 2; (4.4)∣∣a3312∣∣ = ∣∣a3321∣∣ , ∣∣aα3ij ∣∣ = ∣∣a3αji ∣∣ ≤ C, i = 1, 2, α = 1, 2; (4.5)
and ∣∣∣bβj ∣∣∣ ≤ C. (4.6)
Remark 4.3. Estimates (4.2), (4.4), (4.5) are the same as in [14], we omit their
proof here. Estimate (4.3) is an improvement of (4.13) in [14], |a1211| = |a2111| ≤
Cε−1/4. While (4.6) needs to be shown since the definition of bβj is different with
that in [14]. So we only prove (4.3) and (4.6) below.
Proof of Lemma 4.2. For (4.3), we take a1211 for instance. By definition (2.8),
a1211 = −
∫
∂D1
∂v11
∂ν
∣∣∣
+
· ψ2 = −
∫
∂D1
∂u¯11
∂ν
∣∣∣
+
· ψ2 −
∫
∂D1
∂(v11 − u¯11)
∂ν
∣∣∣
+
· ψ2
:= −I− II,
where
I =
∫
∂D1
∂u¯11
∂ν
∣∣∣
+
· ψ2 =
∫
∂D1∩CR
∂u¯11
∂ν
∣∣∣
+
· ψ2 +
∫
∂D1\CR
∂u¯11
∂ν
∣∣∣
+
· ψ2 := IR +O(1),
and by using (3.4),
|II| ≤ C.
On boundary ∂D1,
n1 =
∂x1h1(x1)√
1 + |∂x1h1(x1)|2
, n2 =
1√
1 + |∂x1h1(x1)|2
.
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Recalling
u¯11 =
(
u¯
0
)
, ∇u¯11 =
(
∂x1 u¯ ∂x2 u¯
0 0
)
,
then (∇u¯11 + (∇u¯11)T )~n = ( 2∂x1u¯n1 + ∂x2 u¯n2∂x2 u¯n1
)
.
Thus,
IR =
∫
∂D1∩CR
∂u¯11
∂ν
∣∣∣
+
· ψ2
=
∫
∂D1∩CR
(
λ
(∇ · u¯11)~n+ µ (∇u¯11 + (∇u¯11)T )~n) · ( 01
)
dS
=
∫
∂D1∩CR
λ (∂x1 u¯)n2 + µ∂x2 u¯n1dS.
So that
|IR| ≤
∣∣∣ ∫
∂D1∩CR
λ (∂x1 u¯)n2 + µ∂x2 u¯n1dS
∣∣∣
≤C
∫
|x1|≤R
|x1|
ε+ |x1|2 dx1
≤C| log ε|.
Therefore
|a1211| ≤ |I|+ |II| ≤ C| log ε|.
By definition (2.8), and uBuB =
∑2
α=1 C
α
2 v
α + v0, we have
bβ1 =
∫
∂D1
∂ub
∂ν
∣∣∣
+
· ψβ
= C12
∫
∂D1
∂v1
∂ν
∣∣∣
+
· ψβ + C22
∫
∂D1
∂v2
∂ν
∣∣∣
+
· ψβ +
∫
∂D1
∂v0
∂ν
∣∣∣
+
· ψβ
= C12 I1 + C
2
2 I2 + I0.
By using integration by parts, (1.6), and (2.19),
|I0| = |
∫
∂D1
∂v0
∂ν
∣∣∣
+
· ψβ| = |
∫
Ω˜
(
Ce(v0, e(v
β
1 ))
)
| ≤ C.
Similarly, by using (2.20), we have
|I1|, |I2| ≤ C.
Combining these with (2.23), |Cαi | ≤ C, the proof of (4.6) is finished.
Finally, we prove that A is positive definite. For ξ = (ξ1, ξ2, ξ3, ξ4)
T 6= 0, by
elliptic condition, (1.4), we have
ξTAξ =
∫
Ω˜
(
Ce(ξ1v
1
1 + ξ2v
2
1 + ξ3v
3
1 + ξ4v
3
2), e(ξ1v
1
1 + ξ2v
2
1 + ξ3v
3
1 + ξ4v
3
2)
)
≥
∫
Ω˜
|e(ξ1v11 + ξ2v22 + ξ3v31 + ξ4v32)|2 > 0.
In the last inequality, we used the fact that e(ξ1v
1
1 + ξ2v
2
1 + ξ3v
3
1 + ξ4v
3
2) is not
identically zero. Indeed, if an element ξ ∈ Ψ vanishes at two distinct points x¯1, x¯2,
then ξ ≡ 0, see lemma 6.1 in [15]. Namely, if e(ξ1v11 + ξ2v21 + ξ3v31 + ξ4v32) =
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0, then ξ1v
1
1 + ξ2v
2
1 + ξ3v
3
1 + ξ4v
3
2 =
∑3
α=1 aαψ
α for some constants aα. Since
ξ1v
1
1 + ξ2v
2
1 + ξ3v
3
1 + ξ4v
3
2
∣∣
∂Ω
= 0, and {ψα}α=1,2,3 is linear independent, it follows
that a1 = a2 = a3 = 0. Since ξ1v
1
1 + ξ2v
2
1 + ξ3v
3
1 + ξ4v
3
2
∣∣
∂D2
= ξ4ψ
3, so that ξ4 = 0.
While, by ξ1v
1
1 + ξ2v
2
1+ ξ3v
3
1+ ξ4v
3
2
∣∣
∂D1
= ξ1ψ
1+ ξ2ψ
2+ ξ3ψ
3 and the same reason,
ξ1 = ξ2 = ξ3 = 0. This is a contradiction. 
From the fact that A is positive definite, we know that its principle minor A22 =(
a3311 a
33
12
a3321 a
33
22
)
is also positive definite. Furthermore, we have
Lemma 4.4. There is a universal constant C, independent of ε, such that
detA22 = a
33
11a
33
22 − a3312a3321 >
1
C
.
Proof. From elliptic condition, (1.4), it suffices to prove that∫
Ω˜
|e(ξ1v31 + ξ2v32)|2 >
1
C
, ∀ ξ = (ξ1, ξ2)T , |ξ| = 1.
Indeed, if not, then there exist a sequence εk → 0+, |ξk| = 1, such that∫
Ω˜
|e(ξk1v3,εk1 + ξk2v3,εk2 )|2 → 0, as i→∞. (4.7)
Here we add superscript εk to denote the solution of (2.2) when dist(D1, D2) = εk.
Since v3,εki ≡ 0 on ∂Ω, it follows from the second Korns inequality (see Theorem
2.5 in [44]) that there exists a constant C, independent of εk, such that
‖v3,εki ‖H1(Ω˜\Br¯ ;Rd) ≤ C, i = 1, 2,
for some r¯ > 0 (say, r¯ = R/2). Then there exists a subsequence, still denote {v3,εki },
such that
v3,εki ⇀ v
∗3
i , in H
1(Ω˜∗ \Br¯;Rd), as k → +∞, i = 1, 2.
It follows from (4.7) that there exists ξ∗ such that
ξk → ξ∗, as k → +∞, with |ξ∗| = 1,
and ∫
Ω˜∗\Br¯
|e(ξ∗1v∗31 + ξ∗2v∗32 )|2 = 0,
where v∗3i , i = 1, 2, are defined by
Lλ,µv∗αi = 0, in Ω˜∗,
v∗αi = ψ
α, on ∂D∗i \ {0},
v∗αi = 0, on ∂D
∗
j ∪ ∂Ω, j 6= i,
(4.8)
with α = 3. This implies that
e(ξ∗1v
∗3
1 + ξ
∗
2v
∗3
2 ) = 0, in Ω˜
∗ \Br¯.
Hence,
ξ∗1v
∗3
1 + ξ
∗
2v
∗3
2 =
3∑
α=1
aαψ
α, in Ω˜∗ \Br¯,
for some constants aα, α = 1, 2, 3.
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Since ξ∗1v
∗3
1 + ξ
∗
2v
∗3
2
∣∣∣
∂Ω
= 0, we have a1 = a2 = a3 = 0. Indeed, if an element
v ∈ Ψ vanishes at two distinct points x¯1, x¯2, then v ≡ 0, see lemma 6.1 in [15].
Namely, restricting on one part of ∂D∗2 , we have ξ
∗
2 = 0. Restricting on one part
of ∂D∗1 , we have ξ
∗
1 = 0. This is a contradiction with |ξ∗| = 1. The proof is
finished. 
Proof of Proposition 4.1. By the estimates in Lemma 4.2, it follows that A is pos-
itive definite, and
1
Cε
≤ detA ≤ C
ε
.
So that A is invertible, and
C11 − C12 =
b11a
22
11(a
33
11a
33
22 − a3312a3321)
detA
+ o(
√
ε),
and
C21 − C22 =
b21a
11
11(a
33
11a
33
22 − a3312a3321)
detA
+ o(
√
ε).
On one hand, it is easy to obtain from Lemma 4.2 again that the upper bound
|Cα1 − Cα2 | ≤ C
√
ε, α = 1, 2.
On the other hand, since a3311a
33
22 − a3312a3321 ≥ 1C , then if bα1 6= 0, then
|Cα1 − Cα2 | =
√
ε
C
|bα1 |+ o(
√
ε).
Thus, Proposition 4.1 is proved. 
Finally, we give the proof of Theorem 1.2.
Proof of Theorem 1.2 in dimension two. By Proposition 2.1, we have
bα1 − bα∗1 = O(ε1/3), α = 1, 2.
Then if there is an k0 ∈ {1, 2} such that bk0∗1 6= 0, then for sufficiently small ε,
|∇u(x)| ≥
∣∣∣∣∣
2∑
α=1
(Cα1 − Cα2 )∇vα1 (x)
∣∣∣∣∣− C ≥ |bk01 |C√ε ≥ |bk0∗1 +O(ε1/3)|C√ε ≥ |bk0∗1|C√ε .
The proof is finished. 
5. Proof of Theorem 1.2 in dimension three
In this section, we are devoted to proving Theorem 1.2 in dimension three. Simi-
larly, as in Section 4, we first give lower and upper bounds of estimates for |Cα1 −Cα2 |,
α = 1, 2, 3. Here the selection from the whole system for Cαi , (2.9), is different from
that in [15].
Proposition 5.1. If bα1 [ϕ] 6= 0, then
1
C| log ε|
∣∣∣bα1 [ϕ]∣∣∣+O(| log ε|−2) ≤ ∣∣Cα1 − Cα2 ∣∣ ≤ C| log ε| , α = 1, 2. (5.1)
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5.1. Finer Estimates in Dimension d = 3. In order to solve C11 −C12 , C21 −C22 ,
and C31 −C32 from (2.9), we take β = 1, 2, · · · , 6 for j = 1 and β = 4, 5, 6, for j = 2.
Then
AX =
(
A11 A12
A21 A22
)(
X1
X2
)
=
(
B1
B2
)
,
where
A11 =

a1111 a
12
11 a
13
11
a2111 a
22
11 a
23
11
a3111 a
32
11 a
33
11
 , A12 = (aαβ11 , aαβ12 )α=1,2,3;β=4,5,6 ,
A21 =
 aαβ11
aαβ21

α=4,5,6;β=1,2,3
, A22 =
 aαβ11 aαβ12
aαβ21 a
αβ
22

α,β=4,5,6
.
X1 =
(
C11 − C12 , C21 − C22 , C31 − C32
)T
, X2 =
(
C41 , C
5
1 , C
6
1 , C
4
2 , C
5
2 , C
6
2
)T
,
and
B1 =
(
b11, b
2
1, b
3
1
)T
, B2 =
(
b41, b
5
1, b
6
1, b
4
2, b
5
2, b
6
2
)T
.
Lemma 5.2. ( [15]) A is positive definite, and
| log ε|
C
≤ aαα11 ≤ C| log ε|, α = 1, 2, 3;
1
C
≤ aααii ≤ C, α = 4, 5, 6, i = 1, 2;
and ∣∣∣aαβij ∣∣∣ = ∣∣∣aβαji ∣∣∣ ≤ C, α, β = 1, 2, · · · , d(d+ 1)2 , α 6= β.
|bβ| ≤ C, β = 1, 2, · · · , d(d + 1)
2
.
Therefore,
| log ε|3
C
≤ detA11 ≤ C | log ε|3.
Proof. The estimate of bβ1 can be proved by a very similar way as in the proof of
Lemma 4.2. We omit it here. 
Lemma 5.3. There is a universal constant C such that, for any ξ = (ξ1, ξ2, · · · , ξ6)T 6=
0,
ξTA22ξ >
1
C
|ξ|2.
Proof. The proof is similar to that of Lemma 4.4. We omit the limit process, since
it is the same. After it, if there exists a vector ξ∗ = (ξ∗1 , ξ
∗
2 , · · · , ξ∗6)T with |ξ∗| = 1,
such that
e(
3∑
α=1
ξ∗αv
∗(α+3)
1 +
6∑
α=4
ξ∗αv
∗α
2 ) = 0, in Ω˜
∗ \Br¯,
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where v∗βi are defined in (4.8) for β = 4, 5, 6. Indeed, by using lemma 6.1 in [15]
again, if an element v ∈ Ψ vanishes at three distinct points x¯1, x¯2, and x¯3, which
are not on a plane, then v ≡ 0. Namely, there exist aα, α = 1, 2, · · · , 6, such that
3∑
α=1
ξ∗αv
∗(α+3)
1 +
6∑
α=4
ξ∗αv
∗α
2 =
6∑
α=1
aαψ
α.
Recalling that v∗αi = 0 on ∂Ω, we have aα ≡ 0, α = 1, 2, · · · , 6. Restricting on
one part of ∂D∗1 , in view of the linear independence of ψ
4, ψ5 and ψ6 on ∂D∗1 , we
have ξ∗1 = ξ
∗
2 = ξ
∗
3 = 0. By the same reason on ∂D2, ξ
∗
4 = ξ
∗
5 = ξ
∗
6 = 0. This is a
contradiction with |ξ∗| = 1. 
Proof of Proposition 5.1. By the estimates in Lemma 5.2, it follows that
| log ε|3
C
≤ detA ≤ C| log ε|3,
and A is invertible, then by Cramer’s rule,
C11 − C12 =
b11a
22
11a
33
11 detA22
detA
+O(| log ε|−2),
C21 − C22 =
b21a
11
11a
33
11 detA22
detA
+O(| log ε|−2),
and
C31 − C32 =
b31a
11
11a
22
11 detA22
detA
+O(| log ε|−2).
On one hand, it is easy to obtain from Lemma 5.2 again that the upper bound
|Cα1 − Cα2 | ≤
C
| log ε| , α = 1, 2, 3.
On the other hand, since detA22 ≥ 1C , then if bα1 6= 0, then
|Cα1 − Cα2 | ≥
|bα1 |
C| log ε| +O(| log ε|
−2).
Thus, Proposition 5.1 is proved. 
Proof of Theorem 1.2 in dimension three. For d = 3, using the fact that |∇vβi (0′, xd)| =
0 for |xd| < ε/2, β = 4, 5, 6, and estimates (2.19), (2.20), (2.22), and (5.1), we have
for x = (0′, xd) ∈ Ω˜,
|∇u(x)| =
∣∣∣ 3∑
α=1
(Cα1 − Cα2 )∇vα1 +
3∑
α=1
Cα2 ∇(vα1 + vα2 ) +
2∑
i=1
6∑
α=4
Cαi ∇vαi +∇v0
∣∣∣(x)
≥
∣∣∣ 3∑
α=1
(Cα1 − Cα2 )∇vα1 (x)
∣∣∣−( 3∑
α=1
|Cα2 | |∇(vα1 + vα2 )(x)| + |∇v0(x)|+ C
)
≥
∣∣∣ 3∑
α=1
(Cα1 − Cα2 )∇vα1 (x)
∣∣∣− C
≥
∣∣∣ 3∑
α=1
(Cα1 − Cα2 )∇u¯α1 (x)
∣∣∣− C. (5.2)
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For |xd| < ε/2,
2∑
α=1
(Cα1 − Cα2 )∇u¯α1 (0′, xd) =
1
ε

0 C11 − C12
0 C21 − C22
0 C31 − C32
 . (5.3)
Therefore, it suffices to obtain a positive lower bound of
∣∣C11 − C12 ∣∣, ∣∣C21 − C22 ∣∣ or∣∣C31 − C32 ∣∣.
If bk0∗1 6= 0, for some integer 1 ≤ k0 ≤ 3, then it follows from Proposition 2.1 that
there exists a universal constant C0 > 0 and a sufficiently small number ε0 > 0,
such that, for 0 < ε < ε0,
|bk01 | >
1
C0
.
By (5.1), for sufficiently small ε,
|Ck01 − Ck02 | ≥
|bk01 |
C| log ε| ≥
|bk0∗1|
C| log ε| .
Combining it with (5.2) and (5.3) immediately yields that
|∇u(0′, xd)| ≥ |b
k0
∗1|
Cε| log ε| , |xd| < ε/2.
Theorem 1.2 is thus established. 
6. Proof of Theorem 1.4
6.1. Decomposition of u. We make use of the following decomposition as in [11],
u = C1v1 + C2v2 + v0, in Ω˜, (6.1)
where vi ∈ C1(Ω˜), i = 1, 2, 0, are, respectively, the solutions of
∆vi = 0, in Ω˜,
vi = 1, on ∂Di,
vi = 0, on ∂Ω˜ \ ∂Di,
(6.2)
and 
∆v0 = 0, in Ω˜,
v0 = 0, on ∂D1 ∪ ∂D2,
v0 = ϕ, on ∂Ω.
(6.3)
The constants Ci := Ci(ε), i = 1, 2, in (6.1), are uniquely determined by u.
Denote
ub := C2(v1 + v2) + v0,
then ub verifies 
∆ub = 0, in Ω˜,
ub = C2, on ∂D1 ∪ ∂D2,
ub = ϕ, on ∂Ω.
(6.4)
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By using theorem 1.1 in [35] again, we have
|∇ub| ≤ C, (6.5)
where C is a universal constant, independent of ε.
In view of the decomposition (6.1), we write
∇u = (C1 − C2)∇v1 +∇ub, in Ω˜. (6.6)
It follows from the forth line of (1.12) that
(C1 − C2)
∫
∂Dj
∂v1
∂ν
∣∣∣
+
+
∫
∂Dj
∂ub
∂ν
∣∣∣
+
= 0, j = 1, 2. (6.7)
Denote
aij := −
∫
∂Dj
∂vi
∂ν
∣∣∣
+
, bj := bj [ϕ] =
∫
∂Dj
∂ub
∂ν
∣∣∣
+
, i, j = 1, 2.
Then (6.7) can be written as {
a11(C1 − C2) = b1,
a12(C1 − C2) = b2.
(6.8)
Recalling the definitions of v1, v2 and by using the integration by parts, we have
aij = −
∫
∂Dj
∂vi
∂ν
∣∣∣
+
=
∫
Ω˜
∇vi·∇vj , and bj =
∫
∂Dj
∂ub
∂ν
∣∣∣
+
=
∫
Ω˜
∇ub·∇vj , i, j = 1, 2.
By the same argument for the estimate of |∇v11 | in Proposition 2.2, or the estimate
of |∇v1| in Proposition 3.1 in [36], one can see
‖∇(v1 − u¯)‖L∞(ΩR/2) ≤ C, ‖∇(v2 − u)‖L∞(ΩR) ≤ C. (6.9)
So that
1
C(ε+ |x′|2) ≤ |∇vi(x)| ≤
C
ε+ |x′|2 , i = 1, 2, x ∈ ΩR, (6.10)
and
‖∇vi‖L∞(Ω˜\ΩR/2) ≤ C, i = 1, 2. (6.11)
Therefore,
1
Cρd(ε)
≤ a11 ≤ C
ρd(ε)
,
1
Cρd(ε)
≤ −a12 ≤ C
ρd(ε)
, (6.12)
and in view of (6.5),
|bj| ≤ C, j = 1, 2. (6.13)
6.2. Proof of Theorem 1.4.
Proof of Theorem 1.4. If b1 = 0, then by solving (6.8), we have C1 − C2 = 0, since
a11 > 0. Hence, it follows from (6.6) and (6.5) that |∇u| = |∇ub| ≤ C. Therefore,
blow-up does not occur.
If b1 6= 0, then solving (6.8), we have
|C1 − C2| = |b1|
a11
. (6.14)
In view of (6.12) and (6.13), we have
|C1 − C2| ≤ Cρd(ε), (6.15)
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and
|C1 − C2| ≥ C|b1|ρd(ε), if b1 6= 0. (6.16)
It follows from (6.6), (6.5), (6.10) and (6.15) that
|∇u| ≤ |C1 − C2| |∇v1|+
∣∣∇ub∣∣ ≤ Cρd(ε)
ε+ |x′|2 , in ΩR, (6.17)
and on the other hand, by (6.16),
|∇u(0′, xd)| ≥ |(C1 − C2)∇v1(0′, xd)| − C ≥ |b1|ρd(ε)
Cε
, |xd| < ε
2
. (6.18)
By using Proposition 6.1 below, bj → b∗j , as ε → 0, it follows from (6.18) that for
sufficiently small ε,
|∇u(x)|
∣∣∣
P1P2
≥ |b1|ρd(ε)
Cε
≥ |b
∗
1|ρd(ε)
Cε
.
Thus, b∗1 is a blow-up factor. If |b∗1| 6= 0, then we obtain the lower bound of |∇u(x)|
on P1P2 and complete the proof of Theorem 1.4. 
6.3. The blow-up factors b∗j [ϕ]. In order to characterize the limit properties of
b1 (or b2), we consider the following limit problem. Let u
∗ be the solution of
∆u∗ = 0, in Ω˜∗,
u∗ = C∗, on ∂D∗1 ∪ ∂D∗2,∫
∂D1
∂u∗
∂ν
∣∣∣
+
+
∫
∂D2
∂u∗
∂ν
∣∣∣
+
= 0,
u∗ = ϕ, on ∂Ω.
(6.19)
where, by the uniqueness of the solution and (6.15), we have C∗ = 12 (C1 + C2).
Define
b∗j := b
∗
j [ϕ] =
∫
∂D∗j
∂u∗
∂ν
.
Then
Proposition 6.1. For d = 2, 3,
|bj − b∗j | =
∣∣∣∣∣
∫
∂Dj
∂ub
∂ν
ds−
∫
∂D∗j
∂u∗
∂ν
ds
∣∣∣∣∣ ≤ C√ρd(ε), j = 1, 2. (6.20)
To prove Proposition 6.1, we need the following lemma.
Lemma 6.2. Let C1 and C2 be defined in (6.1) and C
∗ be in (6.19). We have∣∣∣∣C1 + C22 − C∗
∣∣∣∣ ≤ Cρd(ε). (6.21)
As a consequence, combining it with (6.15), we have
|Ci − C∗| ≤
∣∣∣∣Ci − C1 + C22
∣∣∣∣+ ∣∣∣∣C1 + C22 − C∗
∣∣∣∣ ≤ Cρd(ε), i = 1, 2. (6.22)
The proof of Lemma 6.2 will be given later. We first use it to prove Proposition
6.1.
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Proof of Proposition 6.1. Recall V = Ω\D1 ∪D2 ∪D∗1 ∪D∗2 , and Γi1 := ∂D∗i \∂Di
and Γi2 := ∂Di \ ∂D∗i , i = 1, 2. Then ∂V = ∪i,j=1,2Γij ∪ ∂Ω. Setting
φ(x) := ub(x)− u∗(x),
then ∆φ = 0 in V . It is easy to see that φ = 0 on ∂Ω. On Γ11, by mean value
theorem, (6.5) and (6.22), we have
|φ|
∣∣∣
Γ11
= |ub − u∗|
∣∣∣
Γ11
= |C2 + |∇ub(ξ)|ε− C∗| ≤ Cρd(ε) + Cε ≤ Cρd(ε),
where ξ ∈ D∗1 \D1. Similarly,
|φ|
∣∣∣
Γ12
= |ub − u∗|
∣∣∣
Γ12
≤ |C2 − C∗ − |∇u∗(ξ)|ε| ≤ Cρd(ε) + Cε ≤ Cρd(ε),
for some ξ ∈ D1 \D∗1 . By the same way,
|φ|
∣∣∣
Γ21∪Γ22
≤ Cρd(ε).
We now apply the maximum principle to φ on V ,
|φ| ≤ Cρd(ε), on V. (6.23)
Denote
Ω+ := V ∩ {x ∈ Ω | xd > 0}, and ∂Ω+ := {x ∈ ∂Ω | xd > 0},
and γ = {xd = 0} ∩ Ω. Since ub and u∗ are harmonic in Ω+ \ D1 and Ω+ \ D∗1 ,
respectively, by using integration by parts, we have∫
∂D1
∂ub
∂ν
=
∫
∂Ω+
∂ub
∂ν
+
∫
γ
∂ub
∂ν
,
and ∫
∂D∗1
∂u∗
∂ν
=
∫
∂Ω+
∂u∗
∂ν
+
∫
γ
∂u∗
∂ν
.
Thus, ∫
∂D1
∂ub
∂ν
−
∫
∂D∗1
∂u∗
∂ν
ds =
∫
∂Ω+
∂φ
∂ν
+
∫
γ
∂φ
∂ν
.
Divide γ into three pieces: γ = γ1 ∪ γ2 ∪ γ3, where
γ1 := {(x′, 0) | |x′| ≤
√
ρd(ε)}, γ2 := {(x′, 0) |
√
ρd(ε) < |x′| < R},
γ3 := γ \ (γ1 ∪ γ2).
Write ∫
γ
∂φ
∂ν
=
∫
γ1
+
∫
γ2
+
∫
γ3
∂φ
∂ν
:= I + II + III.
First, for (y′, 0) ∈ γ1, since |∇ub|, |∇u∗| ≤ C in ΩR, so |∇φ| ≤ C in ΩR. Hence
|I| ≤ C(
√
ρd(ε))
d−1 ≤ Cρd(ε)(d−1)/2.
For (y′, 0) ∈ γ2, there exists a r > 1C |y′|d for some C > 1 such that Br(y′, 0) ⊂ V . It
then follows from the standard gradient estimates for harmonic function and (6.23)
that
|∇φ(y′, 0)| ≤ Cρd(ε)|y′|d ,
and
|II| ≤ Cρd(ε)
∫
√
ρd(ε)<|y′|<R
1
|y′|d dS ≤ C
√
ρd(ε).
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For (y′, 0) ∈ γ3, there is a universal constant r > 0 such that Br(x) ⊂ V for all
x ∈ γ3. So we have from (6.23) that for any x ∈ γ3,
|∇ϕ| ≤ Cε
r
≤ Cε,
and
|III| ≤ Cε.
Finally, using the standard boundary gradient estimates for φ and (6.23), we have∣∣∣ ∫
∂Ω+
∂φ
∂ν
∣∣∣ ≤ Cρd(ε).
Thus, we have (6.20). The proof is completed. 
Remark 6.3. From the proof of Proposition 6.1, one can see that the convergence
of bj depends on the estimates (6.15), |C1−C2| ≤ Cρd(ε)→ 0. However, in higher
dimensions d ≥ 4, we still do not have such closeness of C1 and C2. However, from
(6.14), it is not difficult to find a boundary data ϕ such that |b1[ϕ]| ≥ 1C for some
universal constant C, although b∗1[ϕ] is not necessarily its limit. Thus, we also can
have a lower bound estimate, |∇u(x)|P1P2 ≥ 1Cε .
Proof of Lemma 6.2. We decompose u∗ into
u∗ = C∗v∗1 + v
∗
0 , in Ω˜
∗,
where v∗1 , v
∗
0 ∈ C1(Ω˜) are, respectively, the solutions of
∆v∗1 = 0, in Ω˜
∗,
v∗1 = 1, on ∂D
∗
1 ∪ ∂D∗2,
v∗1 = 0, on ∂Ω,
(6.24)
and 
∆v∗0 = 0, in Ω˜
∗,
v∗0 = 0, on ∂D
∗
1 ∪ ∂D∗2,
v∗0 = ϕ, on ∂Ω.
(6.25)
From the third line of (6.19), we have
C∗
(∫
∂D∗1
∂v∗1
∂ν
∣∣∣
+
+
∫
∂D∗2
∂v∗1
∂ν
∣∣∣
+
)
+
(∫
∂D∗1
∂v∗0
∂ν
∣∣∣
+
+
∫
∂D∗2
∂v∗0
∂ν
∣∣∣
+
)
= 0 (6.26)
Let v1, v2 and v0 be defined in (6.2) and (6.3). We claim that∣∣∣∣∣
∫
∂Di
∂(v1 + v2)
∂ν
∣∣∣
+
−
∫
∂D∗i
∂v∗1
∂ν
∣∣∣
+
∣∣∣∣∣ ≤ Cρd(ε), i = 1, 2, (6.27)
and ∣∣∣∣∣
∫
∂Di
∂v0
∂ν
∣∣∣
+
−
∫
∂D∗i
∂v∗0
∂ν
∣∣∣
+
∣∣∣∣∣ ≤ Cρd(ε), i = 1, 2. (6.28)
As in the proof of Proposition 6.1, letting
φ1 := (v1 + v2)− v∗1,
30 H.G. LI
then ∆φ1 = 0 in V , and φ1 = 0 on ∂Ω. Since v1 + v2 satisfies
∆(v1 + v2) = 0, in Ω˜,
v1 + v2 = 1, on ∂D1 ∪ ∂D2,
v1 + v2 = 0, on ∂Ω,
(6.29)
it follows from theorem 1.1 in [35] that
|∇(v1 + v2)| ≤ C, in Ω˜, (6.30)
since the potential takes the same constant value on boundaries of both partials.
Because of the same reason,
|∇v∗1 | ≤ C, in Ω˜∗. (6.31)
Thus, on Γ11, by using mean value theorem and (6.30), we have
|φ1|
∣∣∣
Γ11
= |(v1 + v2)− v∗1 |
∣∣∣
Γ11
= |(v1 + v2)− 1|
∣∣∣
Γ11
= |(v1 + v2)− (v1 + v2)(x′, xd + ε)|
∣∣∣
Γ11
≤ |∇(v1 + v2)(ξ)|ε ≤ Cε,
for some ξ ∈ Ω˜; similarly, using (6.31),
|φ1|
∣∣∣
Γ12
= |(v1 + v2)− v∗1 |
∣∣∣
Γ12
= |1− v∗1 |
∣∣∣
Γ12
= |v∗1(x′, xd − ε)− v∗1 |
∣∣∣
Γ12
= |∇v∗1(ξ)|ε ≤ Cε,
for some another ξ ∈ Ω˜∗. By the same way,
|φ1|
∣∣∣
Γ21∪Γ22
≤ Cε.
We now apply the maximum principle to φ1 on V , instead of (6.23), we have
|φ1| ≤ Cε, on V. (6.32)
Therefore, by the same process as in the rest of the proof of Proposition 6.1, (6.27)
for i = 1 is proved. The proofs of claim (6.27) for i = 2 and (6.28) are similar.
In view of the decomposition (6.1), the forth line of (1.12), we have
C1
∫
∂Dj
∂v1
∂ν
∣∣∣
+
+ C2
∫
∂Dj
∂v2
∂ν
∣∣∣
+
+
∫
∂Dj
∂v0
∂ν
∣∣∣
+
= 0, j = 1, 2. (6.33)
That is, {
a11C1 + a12C2 = b˜1,
a21C1 + a22C2 = b˜2.
So that
(a11 + a21)C1 + (a12 + a22)C2 + b˜1 + b˜2 = 0.
Since a12 = a21, it follows that
(a11 + a21)(C1 + C2) + (a22 − a11)C2 + b˜1 + b˜2 = 0.
Similarly,
(a12 + a22)(C1 + C2)− (a22 − a11)C1 + b˜1 + b˜2 = 0.
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Adding these two equations together and dividing it by two yields
(a11 + a21 + a12 + a22)
(C1 + C2)
2
+ (a22 − a11) (C2 − C1)
2
+ b˜1 + b˜2 = 0.
That is,(∫
∂D1
∂(v1 + v2)
∂ν
∣∣∣
+
+
∫
∂D2
∂(v1 + v2)
∂ν
∣∣∣
+
)
(C1 + C2)
2
+
(∫
∂D1
∂v0
∂ν
∣∣∣
+
+
∫
∂D2
∂v0
∂ν
∣∣∣
+
)
+
(∫
Ω˜
|∇v2|2 −
∫
Ω˜
|∇v1|2
)
(C2 − C1)
2
= 0.
(6.34)
Recalling u = 1− u¯ in ΩR and using estimates (6.9) and (6.11) leads to∣∣∣∣∫
Ω˜
|∇v2|2 −
∫
Ω˜
|∇v1|2
∣∣∣∣
≤
∣∣∣∣∫
ΩR
|∇v2|2 −
∫
ΩR
|∇v1|2
∣∣∣∣+
∣∣∣∣∣
∫
Ω˜\ΩR
|∇v2|2 −
∫
Ω˜\ΩR
|∇v1|2
∣∣∣∣∣
≤
∣∣∣∣∫
ΩR
|∇u|2 −
∫
ΩR
|∇u¯|2
∣∣∣∣+ ∣∣∣∣∫
ΩR
|∇(v2 − u)|2 −
∫
ΩR
|∇(v1 − u¯)|2
∣∣∣∣+ C
≤ C.
By using the integration by parts and the definition of v∗1 , we have∫
∂D∗1
∂v∗1
∂ν
∣∣∣
+
+
∫
∂D∗2
∂v∗1
∂ν
∣∣∣
+
=
∫
Ω˜∗
|∇v∗1 |2 > 0.
Therefore, by the claim above, (6.34) can be written as(∫
∂D∗1
∂v∗1
∂ν
∣∣∣
+
+
∫
∂D∗2
∂v∗1
∂ν
∣∣∣
+
+O(ρd(ε))
)
(C1 + C2)
2
+
(∫
∂D∗1
∂v∗0
∂ν
∣∣∣
+
+
∫
∂D∗2
∂v∗0
∂ν
∣∣∣
+
+O(ρd(ε))
)
+O(ρd(ε)) = 0.
Comparing it with (6.26), the proof of (6.21) is finished. 
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