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Typical room temperature conditions hinder ballistic long-range transfer of excitations, rendering
quantum phenomena unimportant as potential tools for the design of effcient and controllable energy
transfer over signifcant time and length scales. However, it is well-known that many properties of
macroscopic systems depend on the quantum properties of minimal repeating units and, as we show
here, excitonic energy transfer is no exception. With the support of an exactly solvable model, we
are able to show how exciton delocalization and the ensuing formation of dark states within unit
cells can be harnessed to support classical propagation over macroscopic distances. We specifically
discuss the role of such factors in nano-fabricated arrays of bacterial photosynthetic complexes via
extensive simulations. This allows us to resolve the to-date unexplained experimental observation of
exciton diffusion lengths in such arrays in terms of an interplay between intra-unit cell thermalization
and delocalization, which conspire to create and use robust dark states at room temperature.
∗ Correspondence and requests for materials should be addressed
to A.M. (email: andrea.mattioni@uni-ulm.de) or M.B.P. (email:
martin.plenio@uni-ulm.de).
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2Research over the last decades into the role of coherent
excitonic delocalization across different timescales in the
dynamics of excitations in photosynhetic membranes, has
often shown that strong coherent coupling in subunits of
tightly coupled pigments results in excitonic delocaliza-
tion in the steady state within these small domains [1–6].
Delocalization within these domains, typically restricted
to individual proteins termed antenna complexes, is es-
sential for modeling transient and steady optical spec-
tra of the full light-harvesting ensemble. Additionally,
this delocalization is an essential ingredient for a mod-
ular description of dynamics over longer distances and
timescales [7–9], which, as observed experimentally [10–
13], proceeds via incoherent transfer rates between an-
tenna complexes. These rates depend on the properties
of the states involved, and thereby rely heavily on the
steady state excitonic delocalization within antenna com-
plexes, as has been shown by intensive numerically exact
calculations [4, 5, 14].
The potential for artificial solar energy conversion and
molecular electronics based on this modular design is
promising [15–18], as the high degree of available ex-
perimental control allows for the integration of synthetic
and biological structures and for the directed assembly
of photosynthetic antenna complexes isolated from living
organisms [19–24] or of supramolecular dye arrays [25–
31]. To exploit this prospect, however, a more thorough
theoretical understanding of the mechanisms involved in
to-date unexplained observations of diffusion lengths in
these arrays is needed. For instance a micron-scale dif-
fusion of excitations in nano-fabricated arrays of purple
bacteria antenna complexes and phycobilisome proteins
[19–21] was observed to exceed by more than one order of
magnitude the theoretical expectation for diffusion based
on experimentally determined parameters under physio-
logical conditions. On the one hand, this shows that an
important enhancement on the diffusion can be achieved
with hybrid technologies. On the other, it stresses the ne-
cessity for theory to identify and verify a physical mecha-
nism by which few pigment delocalization can enable the
observed long-range energy transfer.
Recent studies on the role of dark states in solar en-
ergy conversion have provided insight into the advantages
of shelving excitations from fluorescence in order to pro-
mote charge separation [32–36]. These models, never-
theless, do not considered the microscopic origin of the
interactions, thereby omitting the conditions that enable
or inhibit the active participation of dark states in the
dynamics. Because these states cannot be directly ex-
cited by light and typically do not efficiently couple to
the propagating bright states, their participation in the
exciton propagation is non-trivial [37, 38]. In the present
work, we provide a theoretical model that identifies
the desirable traits for the design of spectral structures
and exciton delocalization within unit cells (subunits of
tightly coupled pigments), which relies on the formation
and participation of dark states in order to achieve long-
range diffusion across arrays built upon these subunits.
We show how this is possible by a combination of exci-
tonic delocalization within unit cells and close proximity
between unit cells. Identifying each LH2 complex as a
unit cell of the transfer chain, we show that a model for
the long-range energy propagation reported in LH2 ar-
rays does not need to resort to previously hypothesized
[39–41] long-range quantum coherence involving several
LH2 complexes [42–46]. In contrast, we demonstrate that
a theoretical description consistent with available exper-
imental data concerning structure and optical response
of the LH2 antenna [42–45, 47] can be developed, which
reproduces the experimentally observed exciton diffusion
length [20].
RESULTS
Minimal model of a light-harvesting array
The beneficial role of exciton delocalization within unit
cells and the resulting dark states for efficient incoherent
energy transfer can be understood already with a model
system where unit cells consist of a dimeric structure
(Fig. 1A). Let us consider a linear array of unit cells,
each of them described by a Hamiltonian (~ = 1)
Hn =
∑
i
i|n, i〉〈n, i|+
∑
i6=j
Vij |n, i〉〈n, j|. (1)
Propagation across the full array is made possible by the
interaction between pigments of different unit cells, de-
scribed by Hn,n+1 =
∑
i,j vij |n, i〉〈n+ 1, j|+ H.c., where
vij are dipole-dipole couplings. For the configuration
consisting of a pair of degenerate pigments separated a
distance δ (dimeric unit cells) which repeat with lattice
constant l as shown in Fig. 1A, the unit cell Hamil-
tonians are Hn = V0|n, 1〉〈n, 2| + H.c. and the inter-
dimer Hamiltonians are Hn,n+1 = v+|n, 1〉〈n + 1, 2| +
v−|n, 2〉〈n + 1, 1| +
∑
i=1,2 v|n, i〉〈n + 1, i| + H.c.. If the
intra-dimer coupling V0, the inter-dimer couplings v±
and v and the single-pigment optical dephasing rate Γ
satisfy v±, v < Γ < V0, then the intra-dimer excitons
|n, α〉, which diagonalize the intra-dimer Hamiltonian
(Hn|n, α〉 = ±V0|n, α〉), form and may be used to de-
scribe the (incoherent) transfer of excitations between
adjacent dimers [8]. We refer to “incoherent” or “clas-
sical” transfer interchangeably, meaning that inter-unit
cell coherences of the density operator of the full chain
are negligible (〈n, i|ρ|m, j〉 ≈ 0 for n 6= m), and there-
fore do not play any role in the transfer dynamics along
the chain, which then results in classical diffusion across
subunits exhibiting local coherent dynamics. This hi-
erarchy of interactions is commonly fulfilled in photo-
synthetic membranes and nano-engineered arrays, where
pigments aggregate in antenna complexes within sub-
nanometer distances, while the inter-complex distances
can span several nanometers, as we will discuss later in
detail. For the configuration of aligned transition dipoles
3(i.e. ei = di/|di| is the same for all i) of Fig. 1A, the n-
th dimeric unit supports a bright (dark) exciton |b〉 (|d〉)
given by the symmetric (antisymmetric) coherent su-
perposition |n, α〉 of single pigment states (|n, 1〉, |n, 2〉),
namely |n, α〉 = |n,bn,d〉 = (|n, 1〉± |n, 2〉)/
√
2. The delocal-
ized states |b〉 and |d〉 are split by an energy difference
Eb − Ed = 2V0, which may be positive (i.e. high-lying
bright state) or negative (i.e. low-lying bright state),
thus determining the energetic ordering of |b〉 and |d〉 af-
fecting vibrational relaxation rates Rαα′ . The two cases
V0 > 0 and V0 < 0 correspond respectively to H- and
J-aggregation of monomers [48], which will be later dis-
cussed in detail.
A quantum master equation description of the full
chain Hamiltonian in the presence of dephasing and re-
laxation mechanisms [49] can be replaced by the rate
equations
∂tpnα =− Fαpnα −
∑
β
Wβαpnα +
∑
β,m=n±1
Wαβpmβ
−
∑
α′
Rα′αpnα +
∑
α′
Rαα′pnα′ + κnα, (2)
for the population pnα of the α-th exciton on the n-th
dimeric unit cell. Here pairs of subindices αβ (αα′) la-
bel excitons on different (the same) unit cells. The rates
that describe the transfer of excitations between unit cells
Wαβ , their fluorescence Fα rate, and their thermalization
rate Rα′α, depend on the characteristics of the quantum
states within these cells. Injection of excitations into the
array occurs with rates κnα. The rates Wαβ can be ob-
tained from the overlap between homogeneous lineshape
functions and depend on the coupling matrix elements
vαβ = 〈n, α|Hn,n+1|n + 1, β〉 between unit cell eigenvec-
tors and the relative dephasing rate Γαβ between these
states via
Wαβ =
{
2|vαβ |2 1Γαβ for α = β,
2|vαβ |2 ΓαβΓ2αβ+4V 20 otherwise,
(3)
as explained more extensively in the Supplementary
Information (SI). The dephasing rate between non-
overlapping excitons Γαβ = Γα + Γβ is the addition of
the linewidths Γα =
∑
α′ Rα′α/2, which are typically
dominated by pure dephasing Rαα ∝ Γ over the intra-
unit cell thermalization rates Rα′ 6=α. The thermalization
rate Rα6=α′ ∝ J(|Eα − Eα′ |) |n(Eα − Eα′)| (where Eα
denotes the energy of the α-th exciton) is proportional
to the phonon spectral density J(ω) and to the thermal
boson occupation number n(ω) across the excitonic man-
ifold, which would lead to a Boltzmann exciton distribu-
tion if exciton injection, loss or inter unit-cell transfer are
much slower than thermalization. Excitonic pure dephas-
ing Rαα/2 =
∑
i |〈i|α〉|4Γ ≡ IPR−1α Γ is slower than the
pigment’s pure dephasing Γ by a fraction given by the
reciprocal of the inverse participation ratio (IPR) [50].
Consequently, excitonic delocalization (IPRα > 1) re-
sults in slower dephasing rates for unit cell excitons than
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FIG. 1. Exciton propagation across a chain of dimer-
ized units. (A) Linear chain of dimerized unit cells consist-
ing of interacting transition dipole moments. Energy transfer
between subunits is considered to be incoherent. Two cases
are considered: delocalized states form within a dimer, ex-
hibiting different fluorescence and transfer rates to the neigh-
boring subunits (left); local dephasing prevents the formation
of coherently delocalized states within a dimer and all trans-
fer steps are incoherent between single monomeric pigments
(right). (B) Stationary MSD (in units of l2) for the dimeric
array in J- (blue) and H-aggregates (red), as a function of the
dipole redistribution ∆F/F and the ratio between average re-
laxation and transfer rates R/K. The optimal MSD for the
monomeric array is shown in yellow (see SI for optimization
details). (C ) The same observable is shown as a function of
the dipole redistribution ∆F/F and ∆K/K, quantifying the
role of dark-to-dark state transfer. When the dipole redis-
tribution is large, H-aggregates clearly allow for larger dif-
fusion lengths than J-aggregates, as opposed to the case of
smaller dipole redistribution, showing the relevance of dark
state shelving. Fixed in both (B–C ) are v = Γ/10, |V0| = 3Γ,
K = Γ/10, F = 10−3Γ and ∆R/R = tanh(2V0/kBT ) =
0.99992. When they are not scanned, ∆K/K = 0.9 and
R/K = 1. With Γ = (50 fs)−1, this parametrization yields
typical values for pigments in light-harvesting complexes, such
as v = 11 cm−1, V0 = 319 cm−1, K = (0.5 ps)−1.
for individual pigments, which, based on Eq. 3, implies
an enhancement of the transfer rates between excitons in
neighboring units for larger unit cell delocalization. For
this dimeric system where IPRα = 2, delocalization over
two pigments of states |b〉 and |d〉 results in a two-fold
speed up on the inter-dimer transfer Wdd and Wbb, as
compared to unit cells where strong dephasing Γ or mild
coupling V0 prevents the formation of delocalized exci-
tons |α〉. Excitonic delocalization within unit cells also
4redistributes the optical transition dipole strength from
individual pigments, resulting in a fluorescence rate of
excitons Fα = χαγ0, where γ0 is the single pigment flu-
orescence rate and χα =
∑
ij〈α|i〉χij〈j|α〉 is the super-
radiance length (SRL). The SRL provides the number of
sites participating in the fluorescence from exciton α [51],
and is determined by χij = (ei · ej) j0(2pirij/λ)− 12
(
ei ·
ej−3(ei·nij)(ej ·nij)
)
j2(2pirij/λ), where jν are spherical
Bessel functions of the first kind, λ is the wavelength as-
sociated to the pigment’s Qy transition and rij = rijnij
is the relative position of pigments i and j. The SRL
reduces in the limit rij  λ to the usual measure of
superradiance |Dα|2/d2, where Dα =
∑
i〈i|α〉di, lead-
ing to a superradiant |b〉 (χb ≈ 2) and a subradiant |d〉
(χd ≈ 0) exciton for the dimeric unit cells of Fig. 1A.
The participation of dark states in the dynamics follow-
ing excitation injection in a bright state is made possible
by thermalization or bright-dark coupling vbd, whereas
the propagation across the dark state manifold relies on
the coupling between dark states vdd. These couplings
vbd = v+ − v− and vdd = v − (v+ + v−)/2 vanish in
a point-like dimer (if l  δ) since v+ ≈ v− ≈ v, but
when l & 2δ, then v− > v > v+, causing vbd and vdd to
become comparable to vbb = v + (v+ + v−)/2 in magni-
tude, thus also allowing effective propagation through the
dark state manifold. Summarizing, excitonic delocaliza-
tion and transition dipole geometry (or/and the sign of
V0) determine the configuration of sub- and superradiant
states within unit cells, whereas the finite size of the unit
cell in densely packed arrays opens up the possibility to
engage dark states into the propagation dynamics.
As we are interested in diffusion over macroscopic dis-
tances, it is useful to describe the position of a dimeric
unit cell in terms of a continuous variable x = nl as
l → 0. Thus, bright and dark state populations at dis-
crete sites pnα(t) are replaced by the respective densities
b(x, t) and d(x, t). We consider identical dimers, so we
drop the implicit dependence on n of fluorescence, re-
laxation and transfer rates. Eq. 2 can thus be replaced
by two coupled continuous diffusion equations which al-
low for an analytical solution of the time-dependent
mean squared displacement (MSD) 〈x2〉t, from which
we can extract the steady state diffusion coefficient as
D = limt→∞〈x2〉t/(2t) (see SI). Moreover, we can over-
come the need to follow transient dynamics if we allow
continuous injection of excitations, as performed experi-
mentally [20, 21], with an injection profile κnα and make
use of its balance with fluorescence in order to obtain the
stationary MSD 〈x2〉 (see SI for more details).
In the case of a dimeric unit cell with fully delocalized
excitons we obtain
Ddim = l
2
(
K +
k(2k +R)−∆K(∆F + ∆R)√
(2k +R)2 + ∆F (∆F + 2∆R)
)
(4)
〈x2〉dim = 2l
2
∆F
{
(k −K)∆F + (F + 4k + 2R)∆K
F + 4k + 2R−∆F
+
2∆F [FK + (k +K)(2k +R)]
F (F + 4k + 2R)−∆F (∆F + 2∆R)
− ∆K[∆F
2 + F (F + 4k + 2R)]
F (F + 4k + 2R)−∆F (∆F + 2∆R)
}
. (5)
Here, diffusion coefficient and steady state MSD are ex-
pressed in terms of the average rates K = (Wbb+Wdd)/2,
R = (Rdb + Rbd)/2, F = (Fb + Fd)/2, and the relative
differences ∆K = (Wbb −Wdd)/2, ∆R = (Rdb − Rbd)/2
and ∆F = (Fb − Fd)/2, while we denote both Wbd and
Wdb as k.
The advantage provided by intra-unit cell delocaliza-
tion can be appreciated when comparing these results
with those obtained in a regime where dephasing pre-
vents appreciable intra-unit cell excitonic delocalization,
i.e. |V0| < Γ. In this case, dark states do not form
and energy transfer across the chain occurs incoherently,
between effectively monomeric subunits (Fig. 1A). In
this case, employing the continuum limit and consider-
ing steady state diffusion, the diffusion coefficient and
MSD take the form
Dmon = l
2
(
w +W − 2∆W
2
2W +W0
)
(6)
〈x2〉mon = 2l
2
γ0
(
w +W − 2∆W
2
2W +W0 + γ0/2
)
. (7)
Here W = (W− + W+)/2 and ∆W = (W− − W+)/2,
while W0, W± and w are the transfer rates between
monomers associated to couplings V0 and v± and v, as
summarized in the right side of Fig. 1A. A closer look
at Eq. 6–7 reveals that in the limit of slow fluorescence
(γ0  W0) the transfer process can be interpreted as
the diffusion of a single species with lifetime 1/γ0, i.e.
〈x2〉mon ≈ 2Dmon/γ0. Eq. 4–5 cannot be reduced to
such a simple interpretation, testifying the relevance of
local interference effects for energy transfer across a chain
of dimers.
In order to study the effect of dark states on energy
transfer, we focus on the dependence of 〈x2〉 on three
quantities which capture different properties of antenna
complexes (Fig. 1B–C ). The first is ∆F/F , which quan-
tifies the effective amount of dipole redistribution be-
tween unit cell excitons, ranging from 0 (no dipole re-
distribution) to 1 (complete dipole redistribution). Sec-
ondly, we consider R/K, which represents the weight
of intra-dimer relaxation relative to inter-dimer trans-
fer: for R < K, thermalization within the unit-cell is not
reached before transfer to neighboring unit-cells, hence
taking place away from thermal equilibrium. Lastly, we
5consider ∆K/K, quantifying the relevance of dark-to-
dark state transfer, which can only take place due to
unit cell finite size effects, i.e. when the spatial extension
of the unit cell is commensurate with the separation be-
tween unit cells. This transfer channel is important for
closely packed arrays of unit cells. The ratio ∆K/K takes
its maximum value 1 when dark states are completely
decoupled from each other and interactions depend only
on the transition dipole moment of “point-like” unit cell
excitons, whereas its minimum, which depends on the
specific unit cell geometry (∆K/K > 0.8 for δ/l < 0.35
in this setup, see SI), is approached when the finite size
of the unit cell is comparable to the lattice spacing l.
In Fig. 1B we examine the dependence of the steady
state MSD on ∆F/F and R/K for dimeric (for both
H- and J-aggregate, respectively in red and blue) and
monomeric unit cell (yellow). Intuitively, vibrational re-
laxation drives population to the lowest exciton, which
determines the properties of transport at long times.
Thus, we expect fast short-lived energy transfer in the
case of J-aggregates and slow long-lived for H-aggregates,
by virtue of the enhanced/reduced oscillator strength,
which determines transfer and fluorescence rates (as
shown below). When |b〉 and |d〉 fluoresce with similar
rates (∆F/F ≈ 0), J-aggregation gives always rise to
longer ranged transfer than H-aggregation. For ∆F ≈ 0
neither of the states |b〉 nor |d〉 are shielded from fluo-
rescence, and the best strategy is to propagate using the
fastest channel, i.e. bright-to-bright transfer. Accord-
ingly, this transfer pathway enhances the propagation in
J-aggregates for faster equilibration towards the bright
state (R/K > 1). However, this behavior is reversed
when |d〉 becomes darker (∆F/F ≈ 1). In this regime,
H-aggregation gives rise to longer-range energy propa-
gation, surpassing by one and two orders of magnitude
the diffusion across monomeric units and J-aggregates,
respectively. This regime can be accessed by making the
equilibration towards the dark state faster (increasing
R/K in Fig. 1B), while simultaneously improving the
transfer speed between these dark states (Wdd . Wbb,
i.e. ∆K ≈ 0.8 in Fig. 1C ). This latter improvement can
be accomplished in our model if the distance between
unit cells is comparable to the distance between the pig-
ments within each unit cell. Thus a dense packing assists
the dark-to-dark transfer via the interactions between in-
dividual pigments on neighboring units and becomes a
necessary condition for an efficient exciton propagation
that exploits dark state protection.
Bacterial light-harvesting units
The simple dynamical model considered so far allows
for analytical expressions that facilitate the identification
of different mechanisms at play, on which we base our ex-
planation of the to-date unexplained experimental obser-
vations of long-range energy transfer in nano-engineered
arrays of LH2 photosynthetic complexes of purple bac-
teria Rb. sphaeroides [20]. These complexes consist
of a protein holding two concentric bacteriochlorophyll
(BChl) rings (Fig. 2A) with the inner B850 ring con-
sisting of 18 strongly interacting BChl pigments, which
at room temperature exhibit an excitonic delocalization
across about 3–6 pigments, determined by superradiance
measurements [42–46]. This subunit mediates the trans-
fer between LH2 complexes under physiological condi-
tions.
We consider the full B850 Hamiltonian Hn regarding
the interactions among Qy transitions of its 18 BChls,
sketched with red arrows in Fig. 2A, and study the delo-
calization properties of the single-ring excitons |α〉 (where
Hn|n, α〉 = Enα|n, α〉, with α = 1, . . . , 18). For realistic
LH2 complexes, we need to consider different excitonic
energies Enα from realizations of pigment energies i in
order to describe the inhomogeneities (static disorder)
arising from local protein configurations. Our choice of
spectral density, nearest neighbor couplings, static dis-
order, geometry and magnitude of the transition dipoles
are justified by previous analysis of independent experi-
mental observations [6, 44, 50, 53–56] and, when incorpo-
rated into our model, they reproduce observed absorption
spectra and superradiance enhancement as shown in Fig.
2B–C (for details of calculation and parameters, see SI).
Notice that while different models with comparable mag-
nitude of static disorder can reproduce the experimental
absorption spectrum of the B850 band (denoted as A,
B, C in Fig. 2B), it was noted earlier that they lead to
similar exciton delocalization lengths [6, 50]. All these
models result in a fluorescence rate kfl = γ0〈
∑
α p
th
α χα〉
(where pthα denotes the population of exciton α at thermal
equilibrium and 〈·〉 represents the average over static dis-
order), arising cooperatively from 〈∑α χαpthα 〉 ≈ 3 pig-
ments on average, in full compliance with the experimen-
tal observations of superradiance in LH2 [44]. The IPR
shown in Fig. 2C presents a maximum 〈IPRα〉 ≈ 8, also
consistent with previous observations [44], which under-
lie excitonic delocalization constrained to small portions
of the B850 ring (Fig. 2A, bottom).
We should note that for realistic LH2 center-to-center
distances l, that the aggregation into arrays does not
disrupt the excitonic manifold of single rings, as can
be expected from the similarity of optical spectra of
diluted and densely packed arrays [20]. Typical phys-
iological conditions and lipid-reconstituted membranes
exhibit a center-to-center distance l ≈ 8 nm, with in-
creasing inter-complex distances for larger lipid concen-
tration [57–59]. On the other hand, the process of nano-
fabrication of LH2 arrays exploits host-guest interactions
on a nano-imprinted substrate and does not involve lipids
[20], which permits to assume the 6.2 nm diameter of
LH2 β-helices of Rb. sphaeroides [60] as the absolute
minimum for l. Hence, it is reasonable to consider sepa-
rations of l & 6.5 nm in the nano-engineered arrays. To
assess the robustness of the single ring excitonic mani-
fold against the coherent interaction between neighboring
LH2s, we proceed to diagonalize the full two-ring Hamil-
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FIG. 2. Excitons in bacterial light-harvesting units. (A) Pigment arrangement in a LH2 antenna from Rps. acidophila
[47]. B850 (violet) and B800 (blue) rings are composed respectively by 18 and 9 BChls, whose Qy transition dipoles are
indicated by red arrows (top); typical probability density for the three lowest excitons on the B850 ring are partially delocalized
(bottom). (B) Experimental absorption [52] (blue circles) and theoretical fit of the B850 band of LH2, using three models
of static disorder [50], referred to as A, B, C (red, yellow and purple lines), describing different amounts of inter-pigment
correlations (see SI for details). (C ) Energy distribution of delocalization lengths of B850 excitons, measured by IPR (circles)
and SRL (diamonds). Thermal averages of the SRL (dotted lines) represent the size of the exciton right before fluorescence.
Results are shown for models A, B, C. (D) Energy distribution of delocalization lengths, measured by IPR (circles) and SRL
(diamonds) of excitons of a system of two B850 rings at center-to-center distance ranging from l = 9.5 nm (blue) to 6.5 nm
(yellow), compared to single-ring values (solid line). The maximum IPR is roughly 3 pigments larger than the single-ring value,
whereas the SRL is practically unchanged, suggesting delocalization within a single ring. (E) Spatial overlap Oµν between
excitons of a system of two B850 rings at center-to-center distance l = 8 nm (top) and 7 nm (bottom). Excitons are organized
in ascending energy and grouped according to the ring on which they have largest population. Diagonals are set to zero to
increase contrast. (F ) Energy distribution of total transfer rates from one exciton to any other exciton on a neighboring ring
(escape rates), for center-to-center distances ranging from l = 9.5 nm (blue) to 6.5 nm (yellow). As l decreases, the distribution
becomes more similar to the one of the IPR, rather than the SRL. Single- and two-ring quantities are obtained as ensemble
averages over 106 and 104 realizations of static disorder respectively. In the two-ring case, each realization also includes random
rotations about the rings’ symmetry axis. In (D–F ), only results for model A are shown.
tonian (Hn +Hn+1 +Hn,n+1)|µ〉 = Eµ|µ〉 and present in
Fig. 2C the average over static noise for IPR and SRL of
the resulting eigenstates |µ〉. Notice that even though the
IPR (circles) in the LH2 pair is slightly larger, very minor
changes occur in the distributions of SRL (diamonds),
with respect to the single ring eigenstates. Because op-
tical spectra mainly depend on the SRL (associated to
exciton transition dipoles), this result confirms that the
coherent electronic interaction with realistic values of l
does not disrupt the excitonic structure of isolated rings.
The robustness of the single ring excitonic manifold can
be understood by noticing that the maximum coupling
between pigments in different rings (averaged over static
noise and relative rotations on coplanar rings) is 19 cm−1
and 128 cm−1 for l = 8 nm and 7 nm, respectively, which
is smaller than the nearest neighbor interactions within
each ring ≈ 250–350 cm−1 [50, 54]. Another fact in favor
of the robustness of the single ring excitonic manifold to
the coherent coupling between rings is related to the ther-
malization properties of the two-ring system. In fact, the
relaxation rate Rµν between two-ring eigenstates is pro-
portional to the spatial overlap between their respective
probability densities, i.e. Rµν ∝ Oµν ≡
∑
i |〈µ|i〉〈i|ν〉|2,
as a result of relaxation by local phonons and vibrational
modes of each pigment [50]. This implies that, if two exci-
tons do not overlap significantly over the same pigments,
they cannot exchange energy via vibrations and therefore
belong to two distinct thermal pools. The overlap Oµν ,
shown in Fig. 2E for states µ and ν ordered according
to their participation in either ring, clearly displays fully
distinguishable blocks for both l = 8 nm (top) and l = 7
nm (bottom), meaning that excitons localize predomi-
nantly on either of the two rings, with thermalization
operating on each ring independently.
At this point, we have established that energy trans-
fer between neighboring B850 rings can be treated based
upon the single ring eigenstates for l ≥ 7 nm. In the SI
we give further evidence in support of this claim, show-
ing that energy transfer dynamics across two B850 rings
can be regarded as incoherent for center-to-center dis-
tances down to l = 6.5 nm. Now we proceed to analyze
the mechanisms that underlie incoherent energy trans-
fer between neighboring LH2s. In Fig. 2F we show the
distribution of escape rates, i.e. the transfer rate from
a given exciton α to any other exciton β of an adjacent
ring
∑
βWβα, as a function of the energy Eα across the
donor manifold. The distribution of escape rates when l
is reduced down to 6.5 nm transforms from a distribution
resembling the SRL, peaking at low-energy bright states,
to a broader distribution rather similar to the IPR in
7Fig. 2B involving higher-energy dark states. This find-
ing underlines that the interaction in densely packed ar-
rays does not depend on the exciton transition dipoles
but rather on their delocalization, as quantified by the
IPR (see SI for further discussions).
Nano-engineered LH2 arrays
Armed with these facts, we now proceed to discuss the
origin of the long-range diffusion observed in [20]. In this
experiment, simultaneous excitation with a continuous
wave (CW) diffraction-limited laser beam and imaging
of the spatial profile of emission through confocal fluores-
cence detection enabled the read-out of diffusion lengths
of up to 2 µm in quasi-1D assemblies of LH2 complexes.
To the best of our knowledge, theoretical models could
only explain such a diffusion by ignoring static disorder
and underestimating dephasing [6, 61, 62], resulting in
long-range excitonic delocalization across approximately
40 pigments [39–41], a value that is in conflict with the
experimental observations [42–46].
In order to examine this experiment, we determine the
rates of the Pauli master equations Eq. 2 for stochastic
realizations of the pigment energies i and relative ori-
entations of a 1D array of coplanar LH2 complexes as
shown schematically in Fig. 3A. The constant of pro-
portionality between the thermalization rates Rαα′ and
the spectral density J(ω) estimated via fluorescence line
narrowing experiments [63], is such that the ≈ 200 fs
timescale of equilibration in LH2 [53] is reproduced.
We characterize the diffusion of excitations by the ra-
tio between the full width at half maximum (FWHM) of
the excitation distribution at steady state ∆x, and the
FWHM ∆x0 of the excitation profile κnα, and present
the result in Fig. 3B (red circles). The diffusion with
∆x/∆x0 ≈ 1.5–3 observed in [20] is explained based on
our model if l ≈ 7 nm. With such a distance, a compe-
tition between thermalization and transfer leads to the
establishment of a non-equilibrium steady state (NESS)
exciton population within antenna units pNESSα , that has
a larger weight on high energy dark states than the ther-
mal distribution, as shown in Fig. 3C (see SI for details).
This is a clear signature that the non-equilibrium trans-
fer across these arrays partially proceeds via high energy
dark states, which, as noticed above, rely on excitonic
delocalization within each ring unit cell. Dark states can
also play a protective role for long-range energy trans-
fer dynamics if they are located at lower energies with
respect to bright states, via the shelving mechanism dis-
cussed above in the case of a dimerized chain. In fact,
the lowest energy exciton of the B850 band is signifi-
cantly darker than the two energetically neighboring ex-
citons (Fig. 2C ), suggesting that it might be harnessed
for excitation shelving. In order to test this possibility,
we artificially increase the relaxation rates to Rαα′ →∞
(keeping the dephasing rates Γα fixed), thus forcing more
population down in the low-lying dark state. This cor-
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FIG. 3. Exciton propagation across a chain of
LH2 units. (A) Energy transfer in a linear array of LH2
complexes, where inter-complex distances can vary between
roughly 6.5 nm in nano-engineered arrays and 9.5 nm in
biological membranes, resulting in inter-ring transfer rates
Wαβ ' (1–10 ps)−1 in typical physiological settings. Intra-
complex dynamics is governed by inter-exciton dephasing and
relaxation Rαα′ , with a typical time-scale of 100 fs. (B) Rel-
ative spread of the fluorescence area ∆x/∆x0 as a function of
the center-to-center distance between neighboring B850 rings.
The dashed lines represent the rates and spreads obtained ne-
glecting finite size effects, i.e. assuming a point-like unit cell.
The results are shown both for transfer occurring from ther-
malized exciton manifolds (blue diamonds) and for a NESS
exciton distribution (red circles). Relative spreads are com-
puted both for coplanar rings (full) and rings with a 5◦ tilt
outside the aggregation plane (empty). Blue shaded areas
highlight the typical transfer regime in photosynthetic mem-
branes (transfer time 5–20 ps, distance 7.5–8.4 nm, spread
1.1–1.3) , while pink shaded domains represent the transfer
regime observed in nano-engineered aggregates (spread 1.5–3,
distance 6.3–7.2 nm, transfer time 0.012–2.4 ps). The initial
FWHM dictated by the laser excitation profile is 400 nm as
in Ref. [20]. (C ) NESS population of rings in a linear chain
of LH2 complexes under CW pumping of one ring, for differ-
ent center-to-center distances l. At small l, the population
deviates from the Boltzmann distribution (dotted line) and
transfer effectively proceeds out of thermal equilibrium. (D)
Multichromophoric Förster transfer rate as a function of l,
plotted in analogy to (B). All shown quantities are obtained
as ensemble averages over 104 realizations of static disorder.
Only results for model A are shown, since no significant dif-
ferences with models B and C were observed.
responds in practice to forcing the exciton distribution
8in a single ring to be always thermal pthα . The shift of
population towards the lowest exciton results in longer
ranged transfer (Fig. 3B, blue diamonds), exemplify-
ing the dark state protection regime discussed above.
The relevance of such shelving mechanism is also con-
firmed by the transfer rate ktr: forcing more popula-
tion towards the low-lying darker exciton results in a
decrease of the transfer rate (up to 27%). This is cap-
tured by Fig. 3D, where we show that the transfer rate
ktr at non-equilibrium kNESStr =
∑
β〈WαβpNESSβ 〉 is slower
than ktr computed for instantaneous thermalization, i.e
kthtr =
∑
β〈Wαβpthβ 〉. As noticed recently [64], ktr bene-
fits from the engagement of dark states at small inter-ring
separations. Their participation allows for an increase
in ktr that exceeds the one predicted by the point-like
LH2 approximation, presented as dashed line in Fig. 3D,
where vαβ in Eq. 3 is simply given by the interaction be-
tween the global dipoles Dα and Dβ , hence relevant only
for bright states, following a simple power law ktr ∝ l−6.
The power law increase of ktr does not translate, how-
ever, into any appreciable increase in the relative spread
under the point-like LH2 approximation (dashed line in
Fig. 3B). This emphasizes that long-range propagation
across bright states, even for fast transfer (l ≈ 7 nm),
is hindered by their fluorescence. The observed propa-
gation relies on the unit cell finite size effects, that on
the one hand, opens up a multitude of pathways besides
the bright states manifold, increasing the transfer rate as
compared to the point-like approximation [64], while on
the other hand, permits the participation of dark states
which protects dynamics from fluorescence. The rele-
vance of the finite size of unit cells naturally makes the
transfer more dependent on their geometrical details and
relative arrangement. Indeed, we notice for example that
a systematic out-of-plane angle of just 5◦ as observed
in lipid-reconstituted membranes [60, 65], which slightly
increases the distance between the closest pigments in
neighboring rings, slows down the transfer rate ktr (Fig.
3D) and decreases the relative spread (Fig. 3B).
DISCUSSION
In conclusion, we have shown with the help of an
analytically solvable model that room temperature effi-
cient energy transfer can benefit from quantum dynamics
within modular unit cells. A hybrid “quantum-classical”
design can optimize both speed and propagation range
thanks to the participation of the dark states resulting
from to excitonic delocalization within unit cells. Im-
proving speed can be achieved when the packing density
of unit cells is made large enough such that the coupling
of individual pigments on different unit cells allows for
the engagement of high-lying dark states into the trans-
fer dynamics. An enlarged propagation range is achieved
by mechanisms that assist the population of low-lying
dark states, i.e. thermalization in H-aggregates, which
allow for excitation shelving from fluorescence. These ba-
sic mechanisms are shown to underpin the micron-range
propagation of excitations observed in artificial arrays of
LH2 photosynthetic complexes can be explained by the
dense packing induced speed up of inter-complex transfer
rates and the protection against fluorescence provided by
dark states. The fact that the speed and spatial extent of
energy transfer can be directly related to excitonic wave-
function delocalization suggests the possibility of using
partial delocalization restricted to single unit cells (due to
the magnitude of noise in real room-temperature scenar-
ios) as a resource to optimize the range of propagation of
electronic excitations in technological applications with
the goal of outperforming the already extremely high ef-
ficiency of natural photosynthesis.
METHODS
Analytical results
The solution of exciton dynamics in a dimerized chain
can be obtained analytically starting from the rate equa-
tion for the populations of different excitons Eq. 2. After
taking the continuous limit for the spatial variable x = nl
(which effectively imposes a high-wavevector cutoff), we
can study the long-wavelength (kl 1) properties of the
system by means of Fourier analysis. Eq. 2 can thus
be transformed in a system of coupled continuous diffu-
sion equations, which become linear algebraic equations
in Fourier space. Without the need to transform back to
real space, one can evaluate the total exciton population
and its mean squared displacement by expanding the so-
lution at second order in k around the origin in Fourier
space k = 0. The steps necessary to arrive at Eq. (4–7)
are covered in full detail in the SI.
Numerical results
The full simulations of the LH2 array are performed
by considering a chain of NLH2 = 1001 rings, each con-
sisting of 18 pigments (only the B850 rings are explicitly
considered). Each pigment is subjected to stochastic en-
ergy fluctuations of its Qy transition energy, which are
taken to be normally distributed, and each ring is sub-
jected to a random rotation around its symmetry axis
by a uniformly distributed angle. All results are aver-
aged over 104 stochastic realizations. The injection of
excitons into the LH2 array is performed continuously
in time at the central ring of the chain n0 = 501, ac-
cording to an energy distribution that reproduces B800
→ B850 energy transfer. The stationary exciton popula-
tions across the chain are obtained by solving the linear
system ∂tpnα =
∑
m,βWnα,mβpmβ = 0, where Wnα,mβ
represents the matrix of all the rates appearing in Eq.
2, including fluorescence, transfer, relaxation and driv-
ing. The final exciton distribuion is found by taking the
convolution of a Gaussian excitation profile of 400 nm
9FWHM with the stationary exciton distribution obtained
via injection on the central ring n0 only. This allows us to
consider relatively short arrays without running in trou-
bles caused by the finite extent of the chain. More details
can be found in the SI.
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Supplementary Information:
Design principles for long-range energy transfer at room temperature
I. DIFFUSION COEFFICIENT IN THE
CONTINUUM LIMIT
A. Dimeric unit cell
We start from Eq. 2 in the main text, i.e. the dis-
crete diffusion equation of a linear array composed by
dimerized unit cells, each hosting two levels, |b〉 and |d〉
(bright and dark), which can hop to the neighboring cells
and are subject to intra-cell relaxation and fluorescence.
Writing explicitly both the equations for the bright and
dark components and considering momentarily no exci-
ton injection (κnα = 0), we obtain
∂t bn = Wbb(bn+1 + bn−1 − 2bn) +Wbd(dn+1 + dn−1)
− 2Wdbbn −Rdbbn +Rbddn − Fbbn (S1)
∂t dn = Wdd(dn+1 + dn−1 − 2dn) +Wdb(bn+1 + bn−1)
− 2Wbddn +Rdbbn −Rbddn − Fddn, (S2)
where bn (dn) denotes the population of the bright (dark)
state of the n-th dimer. The continuum limit is achieved
by identifying bn = b(x) with x = nl and taking the
inter-dimer separation l to be vanishingly small, so that
x becomes a continuous variable. Thus we obtain
∂tb(x, t) = Wbbl
2∂2xb(x, t) +Wbdl
2∂2xd(x, t)
− (2Wdb +Rdb + Fb)b(x, t) + (2Wbd +Rbd)d(x, t)
(S3)
∂td(x, t) = Wdbl
2∂2xb(x, t) +Wddl
2∂2xd(x, t)
+ (2Wdb +Rdb)b(x, t)− (2Wbd +Rbd + Fd)d(x, t).
(S4)
Introducing
p =
(
b
d
)
, G2 =
(
Wbb Wbd
Wdb Wdd
)
,
G0 =
(
2Wdb +Rdb + Fb −2Wbd −Rbd
−2Wdb −Rdb 2Wbd +Rbd + Fd
)
, (S5)
we can rewrite Eq. S3–S4 more compactly as
∂tp(x, t) =
(
G2l
2∂2x − G0
)
p(x, t). (S6)
We are interested in obtaining the effective diffusion co-
efficient, which being a property of the transport process
alone, does not depend on the initial state (see below).
Therefore, in order to ease the calculations, we choose
p(x, 0) = δ(x)p0, with p0 = (1, 0)T, i.e. only the bright
state of the unit cell located at position x = 0 is initially
populated. Moving to Fourier space with respect to the
spatial coordinate x, we find the solution to Eq. S6 as
pˆ(q, t) = e−(G2l
2q2+G0)tp0, (S7)
where pˆ(q, t) =
∫
dx e−iqxp(x, t). Introducing the vector
u = (1, 1)T, we can write the total exciton population
and its mean squared displacement (MSD) at time t as
uTpˆ(0, t) =
∫
dx
(
b(x, t) + d(x, t)
)
− ∂
2
qu
Tpˆ(q, t)
uTpˆ(q, t)
∣∣∣∣∣
q=0
=
∫
dx x2
(
b(x, t) + d(x, t)
)∫
dx
(
b(x, t) + d(x, t)
) = 〈x2〉t.
(S8)
Making use of Eq. S7–S8 and the following identity for
matrix exponentials
d
dz
eA(z) =
∫ 1
0
dζ e(1−ζ)A(z)
dA(z)
dz
eζA(z), (S9)
we can evaluate the MSD to be
〈x2〉t = 2t
[
l2
1
t
∫ t
0
ds uTe−(t−s)G0G2e−sG0p0
uTe−G0tp0
]
. (S10)
The matrix exponentials can be evaluated analytically,
since G0 is a 2×2 matrix. The quantity in square brackets
in Eq. S10 can be interpreted as a time-dependent dif-
fusion coefficient, i.e. Dt = 〈x2〉t/2t, which can be made
time-independent by looking at the steady state diffusion
as t→∞, i.e. D∞ = limt→∞Dt. In this limit, transport
properties are determined by the smallest eigenvalue of
G0, therefore the analytical evaluation simplifies further,
and yields
D∞ = l2
(
K +
k(2k +R)−∆K(∆F + ∆R)√
(2k +R)2 + ∆F (∆F + 2∆R)
)
,
(S11)
where we have defined k = Wbd = Wdb, and introduced
the mean rates
K =
Wbb +Wdd
2
, R =
Rdb +Rbd
2
, F =
Fb + Fd
2
,
(S12)
and the differences
∆K =
Wbb −Wdd
2
, ∆R =
Rdb −Rbd
2
, ∆F =
Fb − Fd
2
.
(S13)
Eq. S11 coincides with Eq. 4 for Ddim in the main text.
B. Monomeric unit cell
The derivation in the case of hopping in the pigment
basis of a dimeric unit cell follows the same steps, start-
ing from a different diffusion equation. In this case, we
S2
denote as p1,n (p2,n) the probability of having one excita-
tion at the leftmost (rightmost) pigment of the unit cell.
The Pauli master equation reads
∂t p1,n = w(p1,n+1 + p1,n−1 − 2p1,n) +W+(p2,n+1 − p1,n)
+W−(p2,n−1 − p1,n) +W0(p2,n − p1,n)− γ0p1,n
(S14)
∂t p2,n = w(p2,n+1 + p2,n−1 − 2p2,n) +W−(p1,n+1 − p2,n)
+W+(p1,n−1 − p2,n) +W0(p1,n − p2,n)− γ0p2,n,
(S15)
where the rates W±, w, W0 and γ0 are those presented
in the main text. The continuum diffusion equations in
this case present an additional term proportional to the
gradient of the populations, as they take the form
∂tp(x, t) =
(
G2l
2∂2x − G1l∂x − G0
)
p(x, t), (S16)
with
p =
(
p1
p2
)
, G2 =
(
w W
W w
)
,
G1 =
(
0 2∆W
−2∆W 0
)
,
G0 =
(
2W +W0 + γ0 −2W −W0
−2W −W0 2W +W0 + γ0
)
, (S17)
where we have defined W = (W− + W+)/2 and ∆W =
(W− − W+)/2. By Fourier transforming Eq. S16 and
exponentiating the generator analogously to what pre-
viously shown for the dimeric unit cell, we can compute
again the MSD as in Eq. S8, and hence extract the steady
state diffusion coefficient. The diffusion coefficient D∞
at t→∞ is
D∞ = l2
(
w +W − 2∆W
2
2W +W0
)
, (S18)
which, is identical to Eq. 6 for Dmon in the main text.
C. Generic initial conditions
We have just presented the calculation of the time-
dependent MSD in a system of coupled diffusion equa-
tions in 1D, for a perfectly localized initial condition. We
now show that the assumption of having an initially local-
ized probability distribution is not restrictive, as one can
obtain from it the dynamics for any other initial distri-
bution. Let us indicate in general the system of coupled
diffusion equations as
∂tp(x, t) = −Gxp(x, t), (S19)
where Gx denotes a differential operator with respect to
x. Generalizing what shown above for the specific case of
the dimeric unit cell, the general solution for any initial
condition p(x, 0) = k(x) can be obtained by going to
Fourier space, i.e.
pˆ(q, t) = e−G(q)tkˆ(q), (S20)
where G(q) is the Fourier space analogue of the differ-
ential operator Gx (i.e. a matrix depending on the real
variable q) and kˆ(q) is the Fourier transform of k(x). Con-
sidering a perfectly localized initial condition in either of
the two coupled manifolds, i.e. p(x, 0) = eiδ(x) with
e1 = (1, 0)
T and e2 = (0, 1)T, we will obtain in general
two different solutions, whose Fourier transform accord-
ing to Eq. S20 will be
rˆi(q, t) = e
−G(q)tei. (S21)
We now can insert identity
∑
i eie
T
i right after the matrix
exponential in Eq. S20, use Eq. S21 and transform back
to real space, obtaining thus
p(x, t) =
∑
i
∫
dx′ri(x− x′, t)eTi k(x′), (S22)
which can be easiliy verified to satisfy Eq. S19 for a
generic initial condition p(x, 0) = k(x). In our case, we
verified the results for Ddim and Dmon to be indepen-
dent from the initial condition k(x), which is reasonable,
considered that they are obtained at t→∞.
II. STATIONARY MSD IN THE CONTINUUM
LIMIT
A. Dimeric unit cell
We now consider the problem of obtaining the MSD of
the exciton distribution at steady state, i.e. 〈x2〉∞, when
the system is continuously pumped. Let us start with the
dimeric unit cell exhibiting delocalized bright and dark
states. In this case, Eq. S6 is modified to
0 =
(
G2l
2∂2x − G0
)
p(x,∞) + κδ(x)p0, (S23)
where the source term κδ(x)p0, with p0 = (1, 0)T, rep-
resents the injection of excitations into the bright state
manifold at x = 0 with a rate κ. It is sufficient to consider
point-like injection since every other absorption profile
can be treated by convolution (see section below). We
can determine 〈x2〉∞ following the same strategy that
we used above to determine the diffusion coefficient. The
steady state solution in Fourier space is
pˆ(q,∞) = κ(G2l2q2 + G0)−1p0. (S24)
Since (G2l2q2 + G0)−1 = G−10 − l2q2G0−1G2G−10 +O(q4),
we readily obtain the steady state MSD using Eq. S8,
namely
〈x2〉∞ = 2l2 u
TG0
−1G2G−10 p0
uTG−10 p0
. (S25)
S3
Plugging in the expressions for G2 and G0, we obtain
〈x2〉∞ = 2l
2
∆F
{ (k −K)∆F + (F + 4k + 2R)∆K
F + 4k + 2R−∆F
+
2∆F [FK + (k +K)(2k +R)]
F (F + 4k + 2R)−∆F (∆F + 2∆R)
− ∆K[∆F
2 + F (F + 4k + 2R)]
F (F + 4k + 2R)−∆F (∆F + 2∆R)
}
, (S26)
i.e. Eq. 5 for 〈x2〉dim in the main text.
B. Monomeric unit cell
In the case of hopping in the site basis, we start by
adding a localized source term to Eq. S16 and going to
the stationary state:
0 =
(
G2l
2∂2x − G1l∂x − G0
)
p(x,∞) + κδ(x)p0, (S27)
where p0 can indicate either or both of the two pigments
on which excitations are injected.
Following the same procedure illustrated for the case
of a dimerized unit cell, we arrive at the result
〈x2〉∞ = 2l
2
γ0
(
w +W − 2∆W
2
2W +W0 + γ0/2
)
, (S28)
i.e. Eq. 7 for 〈x2〉mon in the main text.
C. Generic injection profile
In principle, we could inject excitations into the chain
with a generic profile k(x), rather than κδ(x)p0 used
above. Adding a generic source term to Eq. S19 and
sending t→∞, we get
Gxp(x,∞) = k(x). (S29)
If we denote the solution of Eq. S29 for point-like exci-
tation with unit injection rate k(x) = δ(x)ei by ri(x), we
can straightforwardly show that the steady state solution
p(x,∞) of Eq. S29 for a generic injection profile k(x) is
given by a sum of convolutions of ri(x) and eTi k(x), in
complete analogy to Eq. S22. In our case, the results
for 〈x2〉dim and 〈x2〉mon do not depend on the specific
choice of k(x)/|k(x)|, but of course depend on the spatial
profile. If the latter is Gaussian with standard deviation
σ0, this would simply correct 〈x2〉∞ by an additive factor
σ20 , which would not change our discussion of 〈x2〉dim and
〈x2〉mon.
III. PARAMETRIZATION OF THE TOY
MODEL
The quantities K, ∆K and k, in terms of which we
parametrized Ddim and 〈x2〉dim, depend on the same mi-
croscopic parameters such as pigment dephasing rate Γ,
bright-dark energy gap 2V0, dipole strength d and intra-
dimer distance δ, via Wbb, Wbd and Wdd, in terms of
which they are defined. In order for our parametrization
to make sense, it needs to be built upon reasonable val-
ues of such microscopic parameters, which always need
to satisfy certain conditions. In particular, since we are
considering a dimerized chain, we need to have δ < l/2
by construction. Moreover, in order to have incoher-
ent transfer across unit cells with coherently delocalized
states, we need to fulfill
V0 > Γ > v. (S30)
This sets another bound on δ/l if we assume both intra-
and inter-unit cell couplings V0 and v to arise from dipole-
dipole interactions, i.e. V0 ∝ d2/δ3 and v ∝ d2/l3. By
fixing V0 = 3Γ and expressing v as V0(δ/l)3, we obtain
from Eq. S30 that δ/l < 0.7, therefore we place ourselves
in the even safer regime where δ/l < 0.35.
Recalling that v± ∝ d2/(l ± δ)3, and using Eq. 3 and
the definitions of vbb, vbd and vdd from the main text,
one sees that the ratio ∆K/K depends only on geomet-
ric constraints and is therefore bounded by the possible
values of δ/l. Fig. S1A shows such dependence. Varying
δ/l across its entire range [0,0.5], we see that ∆K/K can
only take values in [0.456,1]. However, the additional re-
striction δ/l < 0.35 arising from Eq. S30, sets a lower
bound of 0.8 for ∆K/K (gray lines in Fig. S1A). This
determines the physical range of ∆K/K that is consid-
ered in Fig. 1C in the main text. Moreover, once we fix
the microscopic parameters Γ, v, V0, the cross-hopping
rate k can no longer be varied independently from ∆K,
since they both depend on δ/l. This parametric depen-
dence is shown in Fig. S1B, and is taken into account for
plotting 〈x2〉 in Fig. 1B–C in the main text.
The case of monomeric unit cells is used in the main
text to benchmark the performance of dimeric unit cells.
Following the expression for 〈x2〉mon in Eq. 7, we show
in Fig. S1C the monomeric MSD for different values of
δ/l, to underline that this quantity has a maximum value
for δ/l = 0.5. In order to benchmark diffusion lengths in
the along the dimerized chain, we compare 〈x2〉dim with
the value of 〈x2〉mon optimized over δ/l. This is the value
shown in Fig. 1B–C from the main text.
Analogously to the MSD shown in Fig. 1B–C, in Fig.
S2A–B we plot also the diffusion coefficients of Eq. 4 and
6 using the same parametrization. In complete analogy
to the optimization carried out for 〈x2〉mon, also Dmon
takes its maximum value at δ/l = 0.5, whose value is
plotted in yellow.
IV. LINESHAPES, LINEAR SPECTRA AND
AND TRANSFER RATES
We now determine the lineshapes of an excitonic sys-
tem (i.e. our unit cells), which allow for the calculation
of both linear optical spectra and incoherent transfer
rates. Consider an excitonic system with Hamiltonian
S4
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FIG. S1. Parametrization of the toy model. (A) ∆K/K
as a function of δ/l. ∆K/K is bounded from below by 0.456 as
δ/l is varied across its full range [0,0,5]. However, the bound
on δ/l introduced by Eq. S30 (vertical gray line), sets the
minimum value of ∆K/K to 0.8 (horizontal gray line). (B)
Once dephasing rate, bright-dark gap and dipole strength are
fixed, ∆K and k can no longer be varied independently, as
they both depend on δ/l. This plot shows this parametric
dependence as δ/l is scanned in between 0 and 0.5. This plot
is obtained for Γ = 1, v = 1/10 and V0 = 3. (C ) 〈x2〉mon, for
Γ = 1, v = 1/10 and γ0 = 1/1000.
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FIG. S2. Diffusion coefficient at steady state. (A)
Long-time diffusion coefficient D∞ for the dimeric array in J-
(blue) and H-aggregates (red), as a function of the dipole re-
distribution ∆F/F and the ratio between average relaxation
and transfer rates R/K. The optimal diffusion coefficient for
the monomeric array is shown in yellow. (B) The same quan-
tity is shown as a function of the dipole redistribution ∆F/F
and ∆K/K, quantifying the role of dark-to-dark state trans-
fer. J-aggregates give always rise to faster diffusion than H-
aggregates. As intuitively expected, faster relaxation gives
rise to faster (slower) transfer for J-aggregates (H-aggregates).
For parameter values, see caption of Fig. 1in the main text.
H =
∑
αEα|α〉〈α|, which we identify as our unit cell,
where Greek letters denote exciton states of the unit cell
(here we relax the convention used in the main text, ac-
cording to which primed indices refer to the same sub-
unit). Within a single unit cell, excited state popula-
tion thermalizes due to the interaction between electronic
and vibrational degrees of freedom of protein and solvent
environment. Under the conditions of weak electron-
phonon coupling and fast vibrational relaxation, this pro-
cess can be described by a phenomenological dissipator
of the form
Lρ =
∑
α,β
Rαβ
(
|α〉〈β|ρ|β〉〈α| − 1
2
{|β〉〈β|, ρ}
)
(S31)
where the transition rates Rαβ describe population trans-
fer from exciton β to α and are determined by
Rαβ = 2piJ(|ωαβ |) |n(ωαβ)|Oαβ (S32)
where ωαβ = Eα−Eβ , the spectral density of the environ-
ment is denoted by J(ω), while n(ω) represents the ther-
mal occupation of a bosonic mode at frequency ω, and
Oαβ is the spatial overlap between the excitonic wave-
functions, definied in the main text. We make use of
the spectral density specified in the main text, rescaling
it by a multiplicative factor, tuned to reproduce the ex-
perimentally observed relaxation rates between the two
lowest B850 excitons, as discussed in the main text. The
dissipator of Eq. S31 also correctly reproduces dephas-
ing if we set Rαα = 2IPR−1α Γ, where Γ is the dephasing
rate of a single pigment. On the basis of this obser-
vation, it is convenient to split the dissipator Eq. S31
in two parts, R and D, one causing population transfer
and the other inter-excitonic dephasing respectively. On
top of this, we have also intra-unit cell Hamiltonian dy-
namics, whose effects can be straightforwardly embedded
into the dephasing part of the evolution, since it does not
cause any population transfer between excitons. There-
fore, the intra-ring dynamics is governed by a quantum
master equation of the form ρ˙ = −i[H, ρ]+Lρ = (R+D)ρ
(leaving out fluorescence for the moment), where
Rρ =
∑
αβ
Rαβ (ταβρτβα − τββρτββ)
Dρ =
∑
αβ
Rαβ
(
τββρτββ − 1
2
{τββ , ρ}
)
, (S33)
where ταβ = |α〉〈β|. Since optical dephasing is generally
faster than relaxation, it is reasonable to consider the
separation of D and R as a partition into free dynamics
and perturbation respectively. This is particularly useful
when computing absorption and emission spectra. These
are related to the absorption and emission tensors, A(ω)
and E(ω) respectively, defined by their matrix elements
Aαβ(ω) =
∫
dteiωt〈aα(t)a†β(0)〉g
Eαβ(ω) =
∫
dte−iωt〈a†β(t)aα(0)〉e. (S34)
S5
Here aµ(t) denotes the Heisenberg time evolution of the
annihilation operator of exciton µ, aµ = |g〉〈µ|, and
〈·〉g(e) denotes the average over the equilibrium ground
(excited) state. Evolving the transition dipole operator
only through the dual of D, results in the simple expres-
sion aµ(t) = |g〉〈µ|e−(Γµ+iEµ)t, which leads to diagonal
absorption and emission tensors, with each exciton hav-
ing a Lorentzian lineshape, i.e. Aαβ(ω) = δαβfα(ω) and
Eαβ(ω) = δαβfα(ω)p
th
α , where pthα is the thermal popula-
tion of exciton α, and
fα(ω) =
2Γα
Γ2α + (ω − Eα)2
. (S35)
Once we have the lineshape for each exciton, we weight
each individual lineshape by its associated superradi-
ance length χα ≈ |Dα|2/d2, and calculate straight-
forwardly the absorption spectrum of the unit cell as
ω
∑
α χαfα(ω). In the case of the B850 subunit, using
that we present below and averaging over static disorder,
this expression gives excellent agreement with experimen-
tal results, as shown in the main text (Fig. 2B).
If we introduce a second excitonic system, weakly in-
teracting (with respect to the timescales associated to R
and D) with the first one via dipole-dipole couplings
vii′ = 〈i|v|i′〉 = 1
4pi0
d2
r3ii′
(
ei · ei′ − 3(ei · nii′)(ei′ · nii′)
)
,
(S36)
we can calculate the incoherent energy transfer rate be-
tween excitons α and α′ on the two subunits via gener-
alized Förster theory, according to which, we have
Wαα′ =
|vαα′ |2
2pi
∫
dωfα(ω)fα′(ω)
= 2|vαα′ |2 Γαα
′
ω2αα′ + Γ
2
αα′
, (S37)
where vαα′ =
∑
i,i′〈α|i〉vii′〈i′|α′〉, which equivalent to
Eq. 3 from the main text.
V. PARAMETRIZATION OF THE B850 RING
Table S1 summarizes the parameters that have been
used in the simulations of the B850 rings. The ring
structure is dimerized, meaning that each pigment i
is identified by two indices, one specifying the dimer
(n = 1, . . . , 9) and the other the position within the dimer
(ν = 1, 2). A single ring is described by the Hamiltonian
H =
∑
i
(εi + ∆εi)|i〉〈i|+
∑
i 6=j
vij |i〉〈j|
=
9∑
n=1
[(
ε−∆/2)|n, 1〉〈n, 1|+ (ε+ ∆/2)|n, 2〉〈n, 2|
+ J1
(|n, 1〉〈n, 2|+ H.c.)+ J2(|n, 2〉〈n+ 1, 1|+ H.c.)]
+
∑
i,j
′
Vij |i〉〈j|+ δH, (S38)
where the primed sum indicates summation over all cou-
ples of non-adjacent pigments and Vij stands in this case
for the dipole-dipole interaction between pigments. Mod-
els A, B, C mentioned in the main text, correspond to
three different kinds of static disorder, whose parameters
are reported in Table S2. They all can be written in
terms of the stochastic Hamiltonian
δH =
∑
i
∆εi|i〉〈i|
=
9∑
n=1
{[
δεn,1 + δε1 cos(2npi/9 + φ1)
+ δε2 cos(4npi/9 + φ2) + δε0
]|n, 1〉〈n, 1|
+
[
δεn,2 + δε1 cos(2npi/9 + φ3)
+ δε2 cos(4npi/9 + φ4) + δε0
]|n, 2〉〈n, 2|}, (S39)
where δεn,ν and δεk are zero mean Gaussian random vari-
ables with standard deviation σp and σk (k = 0, 1, 2) and
the angles φi (i = 1, . . . , 4) are uniformly distributed in
[0, 2pi[.
TABLE S1. Model parameters for a B850 ring.
Value Parameter description
γ 10.06◦ intra-dimer angle
∆γ1,
∆γ2
19.9◦, 17.6◦ dipole-tilt away fromthe tangent
φ1, φ2 6.24◦, 4.81◦
dipole-tilt away from
ring plane
r 3.0 nm ring radius
z 0.063 nm vertical displacementbetween α and β BChl
d 6.4 D Qy dipole moment ofBChl
ε 12330 cm−1 average site energy
J1, J2
320, 255
cm−1
intra- and inter-dimer
nearest neighbor
coupling
Γ (20 fs)−1 single pigment opticaldephasing rate
R01 (200 fs)−1
relaxation rate between
the two lowest excitons
kfl (1 ns)−1
fluorescence rate from
thermalized exciton
manifold
T 298 K temperature of thevibrational bath
VI. LINDBLAD DYNAMICS OF TWO B850
RINGS
In this section we demonstrate that energy transfer dy-
namics between two B850 rings does not show significant
coherent features for center-to-center distances down to
l = 6.5 nm. In order to do so, we compute the dynamics
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TABLE S2. Parameters of three models for static disorder
(labeled A, B, C). All quantities are expressed in wavenum-
bers.
A B C Parameterdescription
σp 265 230 160
Std. dev. of
pigment
uncorrelated
disorder
σ1 0 197 217
Std. dev. of k = 1
correlated
disorder
σ2 0 0 149
Std. dev. of k = 2
correlated
disorder
σ0 33 25 64
Std. dev. of
completely
correlated (k = 0)
disorder
∆ 0 0 290
Intra-dimer site
energy difference
of the full excitonic density matrix of the two-ring system
ρ, assuming a Lindblad equation of the form
ρ˙ = −i[H12, ρ] + (D1 +R1 +D2 +R2)ρ, (S40)
where H12 denotes the coherent interaction between the
two rings, whereas Dn and Rn (n = 1, 2) have the same
form of the superoperators D and R previously intro-
duced, describing dephasing and relaxation between sin-
gle ring eigenstates and Hamiltonian dynamics within
each of the two rings.
The choice of relaxation and dephasing on a single-ring
exciton basis can be justified by looking at the spatial
overlap between global excitons of the two-ring system,
i.e. the eigenstates of the Hamiltonian H1 + H2 + H12,
as discussed in the main text. In this case we look at
this quantity for l = 6.5 nm in Fig. S3A. Despite being
quite blurred by the intra-ring interaction, the averaged
overlap Oµν still shows the presence of two blocks, cor-
responding to the local ring excitons. This justifies the
structure of the dissipator in Eq. S40.
At time t = 0 we assume an excitation in a thermal
state on ring 1. In Fig. S3B–C we look at the dynamics
of the exciton population on ring 1,
∑
α〈α|ρ|α〉, and the
total intra-ring l1 measure of coherence
∑
α,β |〈α|ρ|β〉|,
where α and β denote excitons on ring 1 and 2 respec-
tively. We note that the l1 measure of coherence exhibits
a maximum value of N − 1 for a maximally coherent
superposition of N excitons, which is 35 the case of a
B850 dimer. Five single realizations of static disorder
are shown as thin dotted lines, whereas thick continuous
lines represent averages over 104 realizations. On the one
hand, both disorder-averaged population dynamics and
single realizations (Fig. S3B) do not show coherent fea-
tures in the sense of revivals or non-monotonic behavior,
and therefore can be consistently described by a linear
combination of exponentially decaying functions, in ac-
cordance with our treatment via rate equations for exci-
tonic populations. On the other hand, intra-ring coher-
ence (Fig. S3C ) does not vanish, but is always confined
to be in the range 10−3–10−2 on average. Single realiza-
tions show values of the intra-ring coherence smaller that
unity, showing that no significant coherent superposition
of two excitons on different rings is reached during time
evolution. The case l = 6.5 nm is an exception, possibly
showing intra-ring coherence exceeding 1 for short tran-
sients, before settling to smaller values at longer times.
However, the monotonic decay of populations hints that
the treatment with simple rate equations is applicable
also to this case.
VII. ESCAPE RATES AND DEPHASING
In the main text we discuss how the energy distribu-
tion of escape rates shifts from a distribution similar to
the SRL to another one resembling more the IPR as the
center-to-center distance between two B850 complexes l
is decreased (Fig. 2F ). We want to rule out the possibil-
ity that this effect is simply due to the dependence of the
optical dephasing rates Γα on the IPR. First, we notice
that exciton delocalization properties do not affect qual-
itatively the part of the dephasing rate induceced by re-
laxation, i.e.
∑
α′ Rα′α/2. In order to do so, we compute
the relaxation-induced dephasing rate for each exciton
and plot it as a function of the exciton energy Eα. We
consider two cases: one in which we take into account the
spatial overlap Oαα′ appearing in Eq. S32, and another
in which we set all overlaps Oαα′ to a constant such that
the relaxation rate between the two lowest excitons is the
same in the two cases. We see from Fig. S4A that these
two choices (red and yellow line respectively) do not lead
to qualitatively different behavior of the dephasing rate
Γα across the excitonic manifold. Finally, we compute
the escape rate as a function of the exciton energy in the
two cases just described (constant overlap and varying
overlap) at three different center-to-center distances, as
shown in Fig. S4B–C (red circles and yellow squares re-
spectively). We consider also a third case, namely we
consider a constant dephasing rate throughout the exci-
tonic manifold, i.e. Γα does not depend on α (blue trian-
gles in Fig. S4B–C ). The lack of significant differences
in the escape rates among these three cases suggests that
the change of the shape of the distribution discussed in
the main text in Fig. 2F is not completely captured by
the IPR-dependence of the dephasing rates, but rather
comes from the structure of the inter-ring couplings vαβ ,
which for small l become more sensitive to excitonic de-
localization (in an IPR sense) rathen than to excitonic
dipole strengths.
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VIII. STATIONARY DIFFUSION ALONG A
B850 ARRAY
A. All-exciton simulations
In order to calculate the relative spread ∆x/∆x0
shown in the main text Fig. 3B, we follow two ap-
proaches. The first is based on a full numerical solution
of the diffusion along a linear array of B850 complexes,
including averages over static disorder and random ring
rotations around its center of symmetry. In analogy with
the experiment of Escalante et al. [Escalante, M. et al.
Nano Letters 10, 1450–1457 (2017)], we look at the sta-
tionary exciton probability profile along the linear array
upon continuous wave (CW) driving, i.e. we look nu-
merically for the steady state of Eq. 2 (with all rates
dependent also on the specific subunit n, since every sub-
unit exhibits a different realization of static disorder, i.e.
different spectra and pigment positions, affecting relax-
ation, fluorescence, transfer and injection rates). In the
experiment the driving is provided by a CW 800 nm laser
with spatial intensity profile with a full width at half
maximum (FWHM) of 400 ± 50 nm. In order to ease
the numerics, we consider instead injection on a single
B850 complex at the center of the chain. In this way, we
can simulate shorter chains (up to 1000 subunits) and
be safely protected from systematic errors introduced by
the finite size of the array. The results for spatially broad
excitation can be recovered as shown above in the case
of the toy model, i.e. by convolving the result for local
injection with the desired excitation profile.
We clarified that our injection profile is local, i.e.
κnα ∝ δn0n where n0 is the central site of the chain,
but we have not specified yet in which states α of the
ring excitations are injected. Optical excitation at 800
nm cannot be absorbed by the B850 subunit (as seen in
Fig. 2B), nevertheless it can excite the B800 ring. We
are not explicitly considering the B800 subunit in our
model. However, excitations enter the B850 ring upon
downhill B800→ B850 energy transfer. Due to the small
coherent coupling between the two concentric rings, this
transfer process is largely controlled by incoherent rates
of the form of Eq. S37, therefore we can think of an
indirect excitation of the B850 excitons with an energy
distribution given by
κn0α ∝
Γα + ΓB800
(Eα − εB800)2 + (Γα + ΓB800)2 , (S41)
where εB800 = 12330 cm−1 and ΓB800 = 258 cm−1 are
optical gap and dephasing rate of the B800 pigments.
Such a procedure gives rise to the stationary proba-
bility profiles shown in Fig. S5A–D for different lattice
steps l ranging from 9.5 nm to 6.5 nm, after averaging
over 104 realizations of static disorder. The probabilities
pnα are shown as a function of the position x = (n−n0)l,
while the different exciton levels α are represented in as-
cending energies with colors from blue to yellow. The
total spatial distribution given by the sum of all exciton
populations at each site ptotn =
∑
α pnα, is represented in
black.
Having obtained the stationary exciton profile upon lo-
cal excitation injection ptotn , we can convolute it with a
Gaussian profile with a FWHM of ∆x0 = 400 nm (dashed
line in Fig. S5E ), in order to make contact with the ex-
periment of Escalante et al.. This yields the convoluted
profiles shown in Fig. S5E. The FWHM obtained from
the convoluted profiles is ∆x, which is plotted as relative
spread ∆x/∆x0 in Fig. 3B in the main text. The results
are shown here only for coplanar rings. Similar profiles
arise when considering rings with an aggregated accord-
ing a tilt angle of 5◦, whose relative spread is also shown
in Fig. 3B.
For all lattice spacings l and exciton levels α, the spa-
tial distributions pnα look almost exactly exponential,
as one would expect from a continuum model with only
one exciton level per lattice site and localized injection
(as we will show later). Indeed, if we compute the vari-
ance of these spatial distributions pnα and benchmark
it with the variance of the total distribution ptotn , we do
not see deviations larger than 0.5% (Fig. S5F ). Since
the exciton profiles pnα are largely independent from α,
within every unit cell the exciton population will have
approximately the same distribution in energy, a part
from a site-dependent multiplicative factor given by ptotn .
Thereofre, it makes sense to ask what is the population
distribution across the exciton manifold throughout the
chain, i.e. what is
∑
n pnα/
∑
n p
tot
n . We can thus cal-
culate non-equilibrium steady state (NESS) populations
pNESSα , which are shown in Fig. 3C in the main text.
B. Continuum model
The other approach is based on a continuum model
like (and even simpler than) the ones presented in pre-
vious sections. We consider explicitly only two rings, in
order to calculate the rates Wαβ of Eq. S37. We assume
that thermalization in the exciton manifold of one ring
happens infinitely faster than transfer to a neighboring
ring, therefore, by indicating the thermal populations of
ring n as pthnα, we can compute an average transfer rate
from ring n to a neighboring ring, say ring n+ 1, as
kn→n+1tr =
∑
α,β
Wαβp
th
nα. (S42)
By averaging this rate over static disorder, we obtain a
single transfer rate ktr that condenses all the informa-
tion about local interactions between individual dipoles
(namely the multichromophoric Förster rate). These
rates are those shown as blue diamonds in Fig. 3D in
the main text. As a side remark, we note that we used
a similar approach also to determine an effective transfer
from the all-exciton simulations (Fig. 3D, red circles),
replacing thermal population with the actual population
at steady state.
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The same approach can be applied to obtain a sin-
gle fluorescence rate kthfl . Therefore, thermally and in-
homogeneously averaged fluorescence and transfer rates
contain now all the information about the microscopic
interactions. In the continuum limit we can write down
the simple driven-dissipative 1D diffusion equation
∂tp(x, t) = l
2kthtr ∂
2
xp(x, t)− kthfl p(x, t) + κ(x). (S43)
By using the same techniques presented above, we get
the probability profile at the steady state t → ∞ upon
local pumping with rate kabs, i.e. κ(x) = kabsδ(x), which
is
r(x) =
kabs
kthfl
e−|x|/ldiff
2ldiff
, (S44)
where ldiff = l
√
kthtr /k
th
fl is the diffusion length. Assuming
a Gaussian excitation profile with standard deviation σ0
(such that the FWHM is ∆x0 = 2
√
2 ln 2 σ0 = 400 nm),
we can write the steady state exciton spatial distribution
as a convolution between κ(x) and r(x), yielding
p(x,∞) = kabs
kthfl
1
4ldiff
e−σ
2
0/2l
2
diff
× [e−x/ldiff erfc(X−) + ex/ldiff erfc(X+)] (S45)
where X± = (σ0/ldiff ± x/σ0)/
√
2 and erfc is the com-
plementary error function. From Eq. S45 we can calcu-
late the FWHM of the stationary probability profile ∆x.
The resulting relative spreads ∆x/∆x0 obtained via this
model are shown as blue diamonds in Fig. 3B in the
main text.
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FIG. S3. Linidblad energy transfer dynamics. (A) Disorder-averaged spatial overlap of the global excitons of two B850
rings, separated by 6.5 nm (center-to-center). (B) Total population on ring 1 and (C ) l1-norm of the intra-ring coherence
starting from an initial thermal state, for different center-to-center distances between rings 1 and 2, computed by Lindblad
dynamics. Ensemble averages are shown as thick solid lines, while five sample trajectories are shown as thin dotted lines.
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FIG. S4. Excitonic dephasing and transfer rates. (A) Excitonic dephasing rate Γα as a function of the exciton energy
Eα (thick lines). The thin lines represent the different parts that make up the dephasing rate: pure dephasing (blue) and
relaxation-induced (red and yellow, respectively for constant and non constant overlap Oαα′). (B–D) Energy distribution of
the escape rate calculated with constant overlap (red circles), varying overlap (yellow squares) and constant dephasing Γ = const
(blue triangles), for l = 9 nm, 8 nm and 7 nm.
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FIG. S5. Excitonic stationary spatial distribution.
(A–D) Exciton spatial profiles pnα in an array of B850s at
the steady state upon CW pumping of the central complex of
the array, for four different center-to-center distances l. Low
to high energy excitons are shown in different colors from blue
to yellow. The sum of the colored profiles ptotn =
∑
α pnα, i.e.
the total exciton population profile, is shown in black. (E)
Total exciton spatial profile for different center-to-center dis-
tances (solid), for a Gaussian excitation profile with a 400 nm
FWHM (dashed). These profiles are obtained as convolutions
of the excitation profile with the impulse response functions
ptotn . (F ) Relative deviations of the variance of the spatial
profile of the α-th exciton σ2α = 〈x2〉α with respect to the
variance of the total population profile σ¯2 = 〈x2〉tot, plotted
for different center-to-center distances. Deviations are always
smaller than 0.5%, therefore the shape of the profiles pnα can
be considered independent from α.
