We present a generalization of the Holevo theorem by means of distances used in the definition of distinguishability of states, showing that each one leads to an alternative Holevo theorem. This result involves two quantities: the distance based Holevo quantity and the generalized accessible information. Additionally, we apply the new inequalities to qubits ensembles showing that for the Kolmogorov notion of distinguishability (for the case of an ensemble of two qubits) the generalized quantities are equal. On the other hand, by using a known example, we show that the Bhattacharyya notion captures not only the non-commutativity of the ensemble but also its purity.
I. INTRODUCTION
One of the fundamental results of quantum information theory is the so-called Holevo theorem, which establishes an upper bound for the accessible information (the amount of classical information which can be reliably encoded into a collection of quantum states) [1] [2] [3] [4] .
A natural measure of "quantumness" for a quantum ensemble is the non-commutativity (measured by N c [5] ) and it connects the accessible information I Sr with the Holevo bound X Sr . Specifically, if the elements of the ensemble commute then the non-commutativity is null and it holds I Sr = X Sr , otherwise, the inequality is strict: X Sr > I Sr [6] . Additionally, although the Holevo quantity can be achieved through measurements on a large number of copies, it is regularly not tight in the single-copy measurements case [7] . Some authors have raised the question of whether the Holevo bound can be improved, by setting an alternative inequality which has a better performance [8, 9] . To give a closed answer to the previous arXiv:1907.07707v2 [quant-ph] 30 Jul 2019 question exceeds the goal of this work; instead we focus on showing that the Holevo bound is a particular case of a more general ones.
The proof of the Holevo bound uses the strong subaditivity of the quantum entropy, which can be established from the monotonicity of the quantum relative entropy. Further the Holevo quantity X Sr can be expressed in terms of the generalized Jensen-Shannon divergence among the elements of the ensemble used in the communication protocol [10] , insinuating a close relation between the Holevo bound and the notion of distances between quantum states. Besides, in [11] a Holevo-type bound was obtained using the HilbertSchmidt distance measure and in [12, 13] was proposed and studied a generalized Holevo information using a geometrical approach involving generalized divergences D(·||·) between quantum states. These facts motivated us to seek to generalize the Holevo theorem employing distance measures as mathematical objects with specific properties, obtaining new inequalities between the distance based Holevo quantity (DBHQ) and the generalized acces-
In quantum mechanics the states of a system are not observable. Therefore, the only way to distinguish two quantum states is through the measurements of physical quantities.
Thus, a criterion to distinguish quantum states by using measurement procedures requires a measure of distinguishability [14] . In the present work, we consider the main notions of distinguishability used in the field of quantum cryptography [14] , obtaining for each of them a version of the Holevo theorem [cf. Sec. IV] which involves new quantities (DBHQ and GAI) with different interpretations and behaviors.
In the particular case of qubits ensembles, we show that the DBHQ and GAI coincide for every ensemble of two elements for the Kolmogorov notion of distinguishability [cf. Sec. V].
Besides, we have studied the behavior of the previous quantities for Bhattacharyya notion of distinguishability in a well known example [cf. Sec. V A] showing a richer behavior than I Sr and X Sr .
II. THEORETICAL FRAMEWORK
This section is divided into two parts. In the first one we set the general communication framework while in the second we enunciate the properties of the different distances measures used.
We will always consider quantum systems associated with finite-dimensional Hilbert spaces. The states will be described by density matrices belonging to B + 1 (H) (namely, the set of bounded, positive-semidefinite operators with unit trace) where H denotes a Hilbert space.
A. Communication scheme and related quantities
Let us consider a quantum system Q associated with the Hilbert space H Q . This system is shared by two entities, commonly referred to as Alice and Bob. In a communication scheme, the former has a classical information source X = {x 0 , . . . , x n }, n ∈ N, and p i = Prob(X = x i ) the probability of occurrence of the value x i . If at random it turns X = x i Alice prepares a quantum state ρ i belonging to a fix ensemble {ρ 0 , . . . , ρ n } ⊂ B + 1 (H Q ). The central aim is to communicate the result X = x i to the other part by mean of the states {ρ i }. Accordingly, Bob makes a measurement over the system Q described by the POVM
The measurement results constitute a new random variable Y M = {y 0 , . . . , y m } with probability of occurrence given by
The conditional probability of obtaining the measurement result Y M = y j given that
; therefore, the joint probability of the variables X and Y M is given by
Reasonably, the information that Bob gains about X depends on the particular measurement M and it is quantified by the mutual information I(X, Y M ) [15] :
being
The accessible information I Sr (X, Y ) is defined as the maximum of I(X, Y M ) over the possible measurements:
The Holevo theorem [1, 2] establishes:
being S(ρ) = −Tr[ρ log ρ] the von Neumann entropy and X Sr the Holevo bound or Holevo information.
B. Distance Measures
A central issue of this work is the concept of distance measure. Particularly, we are interested in the closeness of quantum states, namely, static measures [2] . There exist many distance measures used in different quantum information areas and frameworks. This variety generally is due to the arbitrariness in the distance measures definition [2, 14] . 
then sometimes it is called quantum distance.
In this paper, we are interested in a set of distance measures with two additional properties which will allow us to establish the new inequalities [cf. Sec. III]. These requirements are:
is non-increasing under the action of a completely positive trace-preserving map
It is important to note that if a distance measure fulfil the previous property then it satisfied the following requirement [13] :
As we shall see, if d(·||·) fulfils the following requirement [16] then the new inequalities (see Sec. III) can be expressed in a clearer way. e) Additional Property:
being {|i } an orthonormal basis of H A , {p i } a probability distribution and {ρ i } ele-
Some examples of well-known distance measures fulfilling the previous conditions are the trace distance, the squared Bures/Hellinger distance, the quantum Jensen-Shannon divergence (QJSD) and the relative entropy [2, 10, 17, 18] .
III. NEW INEQUALITIES
A well-known result about the mutual information I between two random variables X and Y is the intrinsic connection with the (Shannon) relative entropy H r . Specifically, in our communication context, we can rewrite (1) in the form:
where H r (P ||p × q) is the (Shannon) relative entropy between the joint probability distribution P = {P ij } and his uncorrelated counterpart p × q = {p i q i }. Also, H r is a measure of distance between the former probabilities distributions [17] . Therefore, the equality (3) point out a connection between distinguishability and the information shared by the random variables X and Y M . The Holevo quantity can also be rewritten using the von Neumann relative entropy S r (ρ 0 ||ρ 1 ) = Tr [ρ 0 (log 2 ρ 0 − log 2 ρ 1 )] [17] , resulting:
with ρ = i p i ρ i . Therefore, the Holevo theorem takes the following expression:
In other words, the distinguishability between the joint probability distribution P and p × q is lower or equal than the mean distinguishability between the states {ρ i }, but here the distance measure used is solely the von Neumann relative entropy. We shall now generalize the previous inequality for general distance measures within a particular set. To do this, we will deal with two auxiliary Hilbert spaces H P and H M with orthonormal basis {|i P } n i=0
and {|j M } 
where
We will call to X d the distance based Holevo quantity.
Digression about notation: For any reasonable distance measure d(ρ cc ||ρ P cc ⊗ ρ M cc ) constitutes a statistical distance (or divergence) between the probability distributions P and p × q (on the grounds that the states ρ cc and ρ P cc ⊗ ρ M cc commute and are diagonal states in the orthonormal base {|ij P M } of H P ⊗H M ). Therefore, we choose D(P ||p×q) = d(ρ cc ||ρ P cc ⊗ρ M cc ) to emphasize that. On the other hand, D(P ||p × q) depends on the measurement M, while X d depends only on the ensemble {p i , ρ i }. Therefore, bearing in mind (2), we choose:
We will call to I d (X, Y ) the generalized accessible information. The interpretation of the previous quantity clearly hinges on the distance measure used.
Proof Consider now the communication scheme established in Sec. II A and the Hilbert spaces H P and H M previously introduced.
Let us connect each result of X with an element of the orthonormal basis of H P , |i P .
On the other hand, such events are associated with a specific preparation, e.g. if X = x i then ρ = ρ i (the state of the shared system Q). These links are represented in the state: These two prescriptions have associated the states::
The state ρ M can be obtained from the application of a trace-preserving quantum operation
The state that describes the information acquired by Bob about the variable X is:
The uncorrelated counterparts of the states (6), (7), (8) and (9) respectively are:
Let us consider now a distance measure d(·||·) which fulfils the properties a), b), d) and e).
Then, due to the restricted additivity property (see Sec. II B), it is direct to see that
By using d), we have
and, taking into account that the trace operation over a subsystem is a trace preservingquantum operation per se [2] , it follows:
Finally, combining (10)- (14) and using the additional property e) we obtain:
It is important to remark that the Holevo theorem is recovered if we choose as distance measure the relative entropy S r (·||·).
On the other hand, it is easy to prove that if the states {ρ i } commutes between them, then for any reasonable distance measure the equality in (4) is achieved. On the contrary, it depends on the distance measure considered if an equality in (4) implies the commutation of the states {ρ i }. This is a point that deserves to be remarked: the implications of the inequality depend markedly on the distance used.
IV. CRYPTOGRAPHIC DISTINGUISHABILITY MEASURES
As we have seen in Sec. II B, a distance measure is a mathematical object with specific
properties, but it is well known that not all of them can be considered as distinguishability measures. The reason is that the only physical way to distinguish two quantum states is through a measurement process. In quantum mechanics, the events are intrinsically stochastic and therefore the measurement results are associated with a probability distribution. In consequence, if one has a criterion for distinguishing two probability distributions then it is possible to obtain a measure of distinguishability between two quantum states measuring and optimizing over the possible measurements [2, 14] .
The main purpose of this section is to use the new inequality (4) and apply it to specific distinguishability notions.
Following [14] , we shall consider three different notions of distinguishability that are of interest to quantum cryptography: Kolmogorov distance (K), Probability of error (PE) and Bhattacharyya coefficient (B). We will not include in this analysis the Shannon distinguishability mainly because of it does not have a closed expression in the quantum realm.
The Kolmogorov distance (K) between two probability distributions p and q is defined by
On the other hand, the Kolmogorov distance between two density matrices ρ and σ results equal to the trace distance:
Consequently, the corresponding inequality for the Kolmogorov notion of distinguishability is
It is noteworthy that even when the states in the set do not commute, it is possible to reach the equality in (16), as will be shown in section (V A), by analysing the case of an ensemble of qubits. This a quite different behavior with respect to the conventional Holevo bound.
The probability of error between two distributions p and q is
and it is related to the Kolmogorov notion through:
therefore, the probability of error between quantum states is
Then, we have an alternative interpretation of the inequality (16) within the probability of error notion:
Finally, it remains to consider Bhattacharyya coefficient between two distributions p and q is defined by
wich in extended in the quantum realm as
being F (ρ||σ) the quantum fidelity [14, 18] . At the same time, this coefficient is related to the squared Bures/Hellinger distance:
The Bures distance satisfies the conditions established in Theorem III.1, driving to an inequality::
Bearing in mind that F (ρ||σ) ≥ Tr(ρσ) it is easy to see that
] the purity of the state which is (a priori) delivered to Bob.
V. QUBITS ENSEMBLES
Now, we shall consider an ensembles of states of qubits, i.e., dim H Q = 2 [cf. Sec. II A]
and we shall restrict our calculations to von Neumann measurements. Our purpose here is to identify the difference between usual quantities given by the relative entropy, i.e. 
being E j = V * |j j| V , and {|j } 1 j=0 the computational basis [19] . So the Bloch vector of the events E j are given by Tr(E j σ) = (−1)
Thus,
The direction given by z characterizes the measurement E. It is easy to see that z overspreads the Bloch sphere, i.e., it is possible to measure in any direction. Now, if the states of the ensemble are given by
where ρ = i p i ρ i and therefore β m = i p i β i , it can be seen that the probabilities P ij and p i q j [cf. Sec. II A] are given by:
Given an ensemble of operators {ρ 1 , ρ 2 , . . . , ρ n }, with probability p i each of ones, the non-commutativity N c is defined as [5] :
where ||A|| 2 = Tr [A † A] is the Hilbert-Schmidt norm. After some algebra, we have:
In the case of the state (26), the purity γ results:
Now, we are in position of obtaining the generalized expressions for the distance based Holevo quantity X d and D(P ||p × q) for the cryptographic distinguishability measures considered in Sec. IV. We have omitted the probability of error (PE) because the expressions are totally analogous to the Kolmogorov notion (K).
For the Kolmogorov distance
and for the Bhattacharyya coefficient
In the case of the Relative entropy, the Holevo bound and H r (P ||p × q) take the form
where f (x) = (1 + x) log 2 (1 + x) + (1 − x) log 2 (1 − x) is minus the binary Shannon entropy.
Thus, once obtained the analytical expressions for the Kolmogorov notion, we can establish the following result: Consequently, the non-commutativity measure N c and the purity γ take the following analytical forms [cf. (27) and (28)]:
Additionally, the expression for X K (also for I K ) is
The remaining cases, i.e. 
VI. CONCLUDING REMARKS
In this work, we have proposed a generalization of the Holevo theorem by means of distance measures, focusing our study in cryptographic notions of distinguishability. In particular, we have obtained the corresponding new inequalities to the notions of Kolmogorov, Bhattacharyya coefficient and probability of error. To explore the behaviors of the generalized quantities (DBHQ and GAI) in these three cases, we have calculated the corresponding analytical expressions for the qubit case, using the von Neumann measurements, proving that DBHQ and GAI are equal for the Kolmogorov notion of distinguishability (I K = X K )
for any qubit ensemble of two elements. We have also obtained the analytical expressions for the non-commutativity (measured by N c ) and purity (measured by γ) of the ensemble as a function of the Bloch vectors of the states composing the ensemble. Finally, we have considered an ensemble of two pure states in which we have numerically computed the accessible information I a and GAI for the Bhattacharyya notion of distinguishability. By using the non-commutativity and the purity as figure of merit of the ensemble properties, we found that that: 1) X Sr − I Sr increase and decrease if the non-commutativity does and 2) the difference of the generalized quantities for the Bhattacharyya notion, i.e. I B − X B ,
captures not only the non-commutativity of the ensemble but also the purity showing a richer behavior that the relative entropy case.
It would be further interesting to deepen the study of GAI and DBHQ meaning, the tightness of the bounds and his operational uses, for different distance measures and different distinguishability notions.
