We prove that the strong immersion order is a well-quasi-ordering on the class of semi-complete digraphs, thereby strengthening a result of Chudnovsky and Seymour [2] that this holds for the class of tournaments.
notion of a butterfly minor 1 . However, general digraphs are not well-quasi-ordered under the butterfly minor relation, as the set of oriented cycles depicted in Figure 1 forms an infinite antichain in the butterfly minor relation. For this reason, special classes of digraphs were studied in the context of inclusion relations. In this work we focus on the classes of tournaments and semi-complete digraphs. A simple digraph is one where there are no loops nor multiple arcs with the same head and tail; however, we allow the presence of two arcs of the form (u, v) and (v, u) at the same time, which we call symmetric arcs. A simple digraph is semi-complete if for every pair of different vertices u, v, at least one of the arcs (u, v) and (v, u) is present in the digraph; it is a tournament, if exactly one of them is present for every pair u, v. Thus, in tournaments we forbid symmetric arcs, while in semi-complete digraphs we allow them. Kim and Seymour proved that the butterfly-minor relation is a well-quasi-ordering on the class semi-complete digraphs [10] . It is believed that this result cannot be generalized to natural larger classes of digraphs. Indeed, it is conjectured in [10] that neither the class supertournaments nor the class simple digraphs with stability number at most two is well-quasi-ordered under the butterfly-minor relation.
For immersions, we may consider the (weak) immersion relation for directed graphs, defined similarly as the weak immersion relation for undirected graphs, but undirected paths are replaced with directed ones. We may also consider the (strong) immersion relation where we additionally require that no path that is an image under µ of some arc (u, v) traverses a vertex µ(w) for some w / ∈ {u, v}. See Section 2 for a formal definition. The set depicted in Figure 1 is again an infinite antichain for both the strong or the weak immersion relations in general digraphs. However, as proved by Chudnovsky and Seymour [2] , strong immersion is a well-quasi-ordering on the class of tournaments.
Theorem 1 ([2]).
Tournaments are well-quasi-ordered under strong immersions.
The proof of Theorem 1 of Chudnovsky and Seymour [2] actually does not work directly in the more general setting of semi-complete digraphs, despite this statement being circulated in the literature [11, 13] . More precisely, there is a technical issue in one of the considered cases, where it is crucially used that the digraphs in question do not contain symmetric arcs. In this work we fill this gap by generalizing Theorem 1 to semi-complete digraphs.
Theorem 2. Semi-complete digraphs are well-quasi-ordered under strong immersions.
As for every digraph H there is a cubic time algorithm that decides whether there is a strong or weak immersion of H in an input semi-complete digraph D [1] , Theorem 1 has a number of meta-algorithmic consequences, for instance a cubic algorithm for the recognition of any fixed immersion-closed class of tournaments. Theorem 2 allows us to extend these corollaries to semi-complete digraphs.
Let us briefly explain our approach to the proof of Theorem 2. In a nutshell, we follow closely the approach of Chudnovsky and Seymour [2] and we "patch" the crucial step in the proof where the assumption about the non-existence of symmetric arcs is used. This patch is not straightforward and requires some new combinatorial ideas.
The crux of the proof of Chudnovsky and Seymour [2] is to use a structural parameter cutwidth (we define it formally in Section 2), which is bound to strong immersions via the following result of Chudnovsky, Fradkin, and Seymour [1] .
Lemma 1 ([1]) . Let F be a family of semi-complete digraphs. Then the following conditions are equivalent.
• There exists a positive integer c such that every member of F has cutwidth at most c.
• There exists a digraph H such that H cannot be strongly immersed in any member of F.
Note that Lemma 1 works in the semi-complete setting. By Lemma 1, proving Theorem 2 boils down to the following statement, as we explain next.
Lemma 2. For every nonnegative integer c, the strong immersion relation is a well-quasiordering on semi-complete digraphs of cutwidth at most c.
We now repeat the argument of Chudnovsky and Seymour [2] in order to show how Theorem 2 can be obtained by combining Lemmas 1 and 2. Take any infinite sequence S 1 , S 2 , S 3 , . . . of semi-complete digraphs. It suffices to prove that there are some 1 ≤ i < j such that S i can be strongly immersed in S j . If S 1 can be strongly immersed in any S j for j ≥ 2, then we are done, hence assume otherwise. By Lemma 1, there exists c such that each of the semi-complete digraphs S 2 , S 3 , S 4 , . . . has cutwidth at most c. By Lemma 2, there are some 2 ≤ i < j such that S i can be strongly immersed in S j , and we are done.
The proof of the counterpart of Lemma 2 in [2] is essentially done by encoding a smallwidth layout of a tournament in a word over an alphabet of size dependent in c in such a way that a Higman-like embedding of words encoding two tournaments implies the existence of a strong immersion from one to the other. The place where the non-existence of symmetric arcs is used in [2] lies in the proof of this implication. In order to prove the more general statement of Lemma 2, we enrich the encoding of a small-width layout of a semi-complete digraph by including also information about symmetric arcs. This allows us to find appropriately embedded paths for them as well. The technical details of this step rely on a good understanding of the proof of [2] , so we defer further explanation to Section 3.
Preliminaries
Basic definitions and notation. A relation over a set S is a quasi-ordering if it is transitive and reflexive. We say that is a well-quasi-ordering (WQO for short) if for every infinite sequence x 1 , x 2 , . . . of elements of S there exist 1 ≤ i < j such that x i x j . It is well-known that this is equivalent to saying that for every subset T of S closed under , there is a finite set F ⊆ S such that an element x of S belongs to T if and only if f x for each f ∈ F .
We use standard graph notation for directed graph (digraph). 
of the elements of S. A permutation σ ∈ S(S) is seen as a bijective mapping σ :
An element u ∈ S is at position i in σ if σ(u) = i, and we denote this unique element by σ i . The prefix of length i of σ is the set σ ≤i = {σ j : j ∈ [1, i]}; we set σ ≤i = ∅ when i ≤ 0, and σ ≤i = S when |S| ≤ i. We extend this notation to prefixes and suffixes of orderings naturally, e.g., σ >i = S \ σ ≤i is the set of the last n − i vertices in σ. 
A vertex ordering
Definition 2. Let D and H be two digraphs. A strong immersion of H in D is a mapping µ such that:
3. for every pair of distinct arcs e, f ∈ E(H), the directed paths µ(e) and µ(f ) are arcdisjoint; 4 . for every arc e ∈ E(H) and every vertex v ∈ V (H) not incident to e, the vertex µ(v) does not lie on the directed path µ(e).
Linked vertex ordering and linked sequence of ordered cuts. We recall the definitions of the main tools used in [2] for the proof of the counterpart of Lemma 2 for tournaments. • either there exists h ∈ [i, j] such that |E h π | < t, or
• there exist t arc-disjoint paths from π >j to π ≤i .
The definition of linked vertex ordering is extended to sequence of ordered cuts as follows.
Definition 4.
Let (E 0 π , . . . , E n π ) be the sequence of cuts of a linked vertex ordering π of a digraph D. Then a sequence (ε 0 π , . . . , ε n π ) of ordered cuts of π, with ε i π ∈ S(E i π ) for i ∈ [0, n], is linked if for every i, j with 0 ≤ i < j ≤ n such that |E i π | = |E j π | = t, we have that:
• either there exists h ∈ [i, j] such that |E h π | < t, or
• there exist t arc-disjoint paths P 1 , . . . , P t from π >j to π ≤i such that for all s ∈ [t], the path P s starts with the arc ε i π (s) and ends with the arc ε j π (s).
As shown by Chudnovsky and Seymour [2] , there is always a ctw-optimal vertex ordering that is linked. Moreover, given a linked vertex ordering, one can construct a linked sequence of ordered cuts. • for all j ∈ [n], we have λ(j) = λ (f (j)); and
Observe that a (L, c)-codeword can be seen as a directed path with n vertices with labels on both vertices and arcs. Vertices are labeled by λ with labels from L, while arcs are labeled by ζ with integers from [0, c]; here, an argument i ∈ [n − 1] of ζ is intepreted as the arc from the ith to the (i + 1)st vertex of the path. As in [2] , we can use the variant of Higman's lemma due to [12, 17] to infer the following. Note here that L is a finite set, so equality on it is a well-quasi-ordering.
Lemma 5. The set of (L, c)-codewords with the domination order is a well-quasi-ordering.
To prove that tournaments are well-quasi-ordered under strong immersions, Chudnovsky and Seymour [2] represent a tournament equipped with a linked vertex ordering using an (L, c)-codeword, for some finite L. They show that given two tournaments T and T , if a (L, c)-codeword representing T is dominated by the one representing T , then the domination relation allows to reconstruct the immersion of T in T . We explain this formally in the next section.
Semi-complete digraphs are well-quasi-ordered under strong immersion
This section is devoted to a proof of Lemma 2 restated below: Lemma 2. For every nonnegative integer c, the strong immersion relations is a well-quasiordering on semi-complete digraphs of cutwidth at most c.
The idea of the proof is as follows. We first define (L, c)-codewords, for some finite L, in order to represent the structure of a semi-complete digraph equipped with a linked vertex ordering. The way we construct (L, c)-codewords will extend the (L, c)-codewords defined by Chudnowsky and Seymour [2] to represent tournaments. Given two semi-complete digraphs S and S , immersion of S in S will be constructed from the domination relation between the respective (L, c)-codewords. We proceed in two steps. First we partition the arc set E(S) of S into E 1 and E 2 such that T = (V (S), E 1 ) forms a tournament. Then we apply Chudnovsky and Seymour [2] to build an immersion model µ of T in S. It then remains to extend µ to an immersion model of S in S by mapping the arcs of E 2 to "free" paths of S .
Let us first describe how a semi-complete digraph S, such that ctw(S) ≤ c for some nonnegative integer c, can be represented by an (L, c)-codeword, for some finite L. Let π be a vertex ordering of S such that ctw(S, π) ≤ c. Fix any sequence of ordered cuts σ = (ε 0 π , . . . ε n π ) of π. Based on these, we will define the encoding of S with respect to (π, σ) as (n, code S, π, σ , cuts S, π ).
Recall here that cuts S, π = (|E 0 π |, |E 1 π |, . . . , |E n π |), hence we need to define code S, π, σ . Intuitively, code S, π, σ is a function tailored to representing, for every i ∈ [n], the structure of consecutive ordered cuts (ε i−1 π , ε i π ) of π using only a finite set of labels. To that aim, we define an equivalence relation ∼ over pairs of ordered cuts of size at most c. Let (E 1 , E 2 ) and (F 1 , F 2 ) be two pairs of cuts of size at most c and consider ordered cuts ε 1 ∈ S(E 1 ), ε 2 ∈ S(E 2 ), ϕ 1 ∈ S(F 1 ), ϕ 2 ∈ S(F 2 ). Then (ε 1 , ε 2 ) ∼ (ϕ 1 , ϕ 2 ) if and only if the following conditions are satisfied:
• |E 1 | = |F 1 | and |E 2 | = |F 2 |; and
• ε 1 (i) = ε 2 (j) if and only if ϕ 1 (i) = ϕ 2 (j), for all relevant indices i, j.
To complete the description of the function code S, π, σ , for every i ∈ [n], we define:
• profile S, π, σ (i) is the equivalence class of (ε i−1 π , ε i π ) with respect to ∼; and
if and only if we also have (v, u) ∈ E(S).
We remark that the information encoded in a codeword by Chudnovsky and Seymour in [2] is exactly profile S, π, σ and cuts S, π . Here, we extend this information by two components: symmetric S, π, σ that stores information on symmetric arcs, and the remainder of the index modulo 4c + 1. The latter will be used for a technical reason in the proof.
Observe that, as ctw(S, π) ≤ c, the size of every cut of π is at most c and the number of equivalence classes of ∼ is bounded by a function of c. It follows that all the values of profile S, π, σ (i) and of code S, π, σ (i), for i ∈ [0, n], belong to some finite sets whose sizes are bounded by a function of c. Let us denote by L c profile and L c code these (finite) sets of possible values, respectively. It follows that: Observation 1. Let S be a semi-complete digraph with ctw(S) ≤ c. Suppose σ = (ε 0 π , . . . ε n π ) is a sequence of ordered cuts of a ctw-optimal vertex ordering π of S. Then (n, profile S, π, σ , cuts S, π ) is an (L c profile , c)-codeword and (n, code S, π, σ , cuts S, π ) is an (L c code , c)-codeword.
It essentially remains to prove that a strong immersion between two semi-complete digraphs of cutwidth at most c can be inferred from the domination relation between two (L, c)-codewords associated with them. In [2] , this claim for the tournament case is proved in (5.2) . The following Lemma 6 is a rephrasing of this result, with some additional assertions added. These assertions follow from a straightforward inspection of the proof of (5.2) in [2] ; let us review them quickly.
• We do not need to assume that the vertex ordering of the embedded tournament is linked.
Similarly for the sequence of ordered cuts associated with it.
• We do not need to assume that the host digraph S is a tournament; semi-completeness of S suffices.
• The additional properties of the constructed immersion model µ follow directly from the construction.
Lemma 6 ([2])
. Let π be a vertex ordering of a tournament T on n vertices such that ctw(T, π) ≤ c and π be a linked vertex ordering of a semi-complete digraph S on n vertices such that ctw(S, π ) ≤ c. Suppose further that σ and σ are sequences of ordered cuts for π and π , respectively, where σ is linked. Finally, suppose that
which is certified by an embedding f :
. Moreover, for every arc e of S,
• [(3) in proof of (5.2) in [2] ] if e is a feedback arc in π, then the path µ(e) both starts and ends with a feedback arc in π ,
• [(5) in proof of (5.2) in [2] ] if e is not a feedback arc in π, then the path µ(e) consists of one arc.
We are now ready to generalize Lemma 6 to the setting of semi-complete digraphs.
Lemma 7. Let S = (V, E) and S = (V , E ) be two semi-complete digraphs with associated vertex orderings π and π , respectively, where π is linked and such that ctw(S, π) ≤ c and ctw(S , π ) ≤ c. Suppose further that σ and σ are sequences of ordered cuts for π and π , respectively, where σ is linked. Finally, suppose that (n, code S, π, σ , cuts S, π ) dom (n , code S , π , σ , cuts S , π ).
Then S can be strongly immersed in S .
Proof. We adopt the notation from the definition of domination: we have an embedding f : [n] →
[n ] such that for all j ∈ [n] we have code S, π, σ (j) = code S , π , σ (f (j)), and for all j ∈ [n−1] and all i ∈ [f (j), f (j + 1)
Observe that since only the feedback arcs in π contribute in the definitions of profile S, π, σ and cuts S, π , we have (n, profile T, π, σ , cuts T, π ) = (n, profile S, π, σ , cuts S, π ).
Moreover, from the assumed domination we have (n, profile S, π, σ , cuts S, π ) dom (n , profile S , π , σ , cuts S , π ).
Hence we may apply Lemma 6 to get a strong immersion model µ of T in S such that µ(π j ) = π f (j) for all j ∈ [n].
Our goal is to extend µ to a strong immersion of S in S . It remains to show how for each arc of E 2 we can construct a corresponding directed path in S so that these paths are pairwise arc-disjoint, and also arc-disjoint with the paths used in µ. Let us partition E 2 into F 1 F 2 , as follows. Take any arc (u, v) ∈ E 2 , , and let us denote π(u) = j and π(v) = h; recall that j < h. Recall also that since (u, v) ∈ E 2 , we have (v, u) ∈ E 1 . Since the embedding f is strictly increasing, we have
We first construct the images for the arcs of F 1 . Take any (π j , π h ) ∈ F 1 . Observe that since f is strictly increasing, in fact for every ∈ [0, h − j], we have f (j + ) = f (j) + . By domination, we have that code S, π, σ (j + ) = code S , π , σ (f (j + )) = code S , π , σ (f (j) + ) for all ∈ [0, h − j]. Since the codewords contain the full information on which feedback arcs in consecutive cuts are equal, and which feedback arcs have corresponding symmetric arcs, it can be easily seen that these equalities of the labels imply that the semi-complete digraphs S[π ≥j ∩π ≤h ] and S [π ≥f (j) ∩ π ≤f (h) ] are isomorphic, with the isomorphism mapping π j+ to π f (j)+ . In particular, we have (µ(π j ), µ(π h )) = (π f (j) , π f (h) ) ∈ E . Observe that by the definition of a strong immersion, if (µ(π j ), µ(π h )) belonged to some path µ(e) for an arc e ∈ E 1 , then we would necessarily have e = (π j , π h ), however (π j , π h ) ∈ F 1 . Therefore the arc (µ(π j ), µ(π h )) is free and we can set µ((π j , π h )) to be the length-1 path consisting only of the arc (µ(π j ), µ(π h )). Observe that this preserves the invariant asserted by Lemma 6 that all non-feedback arcs in π are mapped to single-arc paths in S .
We are left constructing the images for arcs of F 2 . Take any (π j , π h ) ∈ F 2 . Since j ≡ f (j) mod (4c + 1) and h ≡ f (h) mod (4c + 1) by domination, we infer that f (h) − f (j) ≡ h − j mod (4c + 1). Therefore, f (h) − f (j) ≥ h − j + (4c + 1). This means that there are at least 4c + 1 vertices in π ≥f (j) ∩ π ≤f (h) that are not images under µ of any vertex of S. Among these 4c + 1 vertices, at most c can be the tails of feedback arcs with π f (j) as the head, since each such arc contributes to |E f (j) π |, which is at most c. Similarly, at most c of these vertices can be the heads of feedback arcs with π f (h) as the tail. Since S is semi-complete, this leaves us with at least 2c + 1 indices i with the following properties
