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Abstract
¿is work focuses on non-compact groups and their applications to quantum gravity,
mainly through the use of tensor operators. Non-compact groups appear naturally if
the space-time is of Lorentzian signature, but can also have an important role in the
Euclidean case, as will be shown.
First, the mathematical theory of tensor operators for a Lie group is recast in a new
way which is used to generalise the Wigner–Eckart theorem to non-compact groups.
¿e result relies on the knowledge of the recoupling theory between nite-dimensional
and innite-dimensional irreducible representations of the group; here the previously
unconsidered cases of the 3D and 4D Lorentz groups are investigated in detail. As an
application, the Wigner–Eckart theorem is used to generalise the Jordan–Schwinger
representation of SU(2) to both groups, for all representation classes.
Next, the results obtained for the 3D Lorentz group are applied to (2+ 1) Lorentzian
loop quantum gravity to develop an analogue of the well-known spinorial approach
used in the Euclidean case. Tensor operators are used to construct observables and to
generalise the Hamiltonian constraint introduced by Bonzom and Livine (2012) for 3D
gravity to the Lorentzian case. ¿e Ponzano–Regge amplitude is shown to be a solution of
this constraint by recovering the (opportunely generalised) Biedenharn–Elliott relations.
Finally, the focus is shi ed on the intertwiner space based on SU(2) representations,
widely used in loop quantum gravity. When working in the spinorial formalism, it has
been shown that the Hilbert space of n-valent intertwiners with xed total area is a
representation of U(n). Here it is shown that the full space of all n-valent intertwiners
forms an irreducible representation of the non-compact group SO∗(2n). ¿is fact is
used to construct a new kind of coherent intertwiner state (in the sense of Perelomov).
Although some of these states were known already, the majority of them was not until
now; moreover, the underlying group structure was completely unknown. Hints of how
these coherent states can be interpreted in the semi-classical limit as convex polyhedra
are provided.
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• Chapter 1
Introduction
Lie groups are undoubtedly one of the most useful tools in mathematical and theoretical
physics, especially in quantum theory. Although compact Lie groups play a more
prominent role in physics, non-compact ones have important applications too: many of
the dynamical groups are non-compact1, and, as a matter of fact, the systematic study of 1SinanoGˇlu, ‘Remarks on
dynamical and noncom-
pact groups in physics and
chemistry’.
the representation theory of non-compact Lie groups started in 1947 with Bargmann,
‘Irreducible Unitary Representations of the Lorentz Group’, which was motivated by the
importance of the Lorentz group in physics.
Non-compact groups are the main theme of this work, which focuses both on their
mathematical properties and on their application to physics. Part of this thesis—mostly
Chapter 2—is very mathematical in nature, as it deals with a rigorous construction of
some important denitions and results in the representation theory of non-compact
groups. ¿e rest of the work focuses on two distinct but related applications of non-
compact groups to quantum gravity; the link between the two applications is the use—
either explicitly or implicitly—of tensor operators. ¿e three main topics covered in the
following chapters are described in the sections below, together with a brief overview of
loop quantum gravity.
1.1 Tensor operators andWigner–Eckart theorem for
non-compact groups
Among the many applications of Lie groups and Lie algebra to physics, tensor operators
play a prominent role. Initially arising in the study of the quantum theory of angular
momentum, these operators are a generalisation of the notion of classical tensors, in
the sense that they transform “well” under the action of a group (SO(3) or its double
cover SU(2) for angular momentum); this statement can be formalised in terms of
representation theory by requiring that tensor operators transform, under the adjoint
action of the group, as vectors in one of its irreducible representations. Notable examples
are the position and momentum operators q and p (vector operators) and their “norms
squared” q2 and p2 (scalar operators): the latter are particularly important as, in general,
scalar operators are exactly those which are invariant under the action of the group.
1
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1.1. Tensor operators and Wigner–Eckart theorem for non-compact groups
Tensor operators are extensively used in quantum mechanics, especially in atomic
and nuclear physics2, essentially for two reasons: two tensor operators can be combined 2Messiah, Quantum Mechanics,
chap. XIII.to obtain another one (for example we can construct q × p and q ⋅ p from q and p),
and in general the matrix elements of a tensor operator are easy to calculate, due to the
result known as theWigner–Eckart theorem. ¿e theorem states that3, when the group is 3Barut and Rązka, ¿eory of
Group Representations and Ap-
plications, chap. 9.
compact (e.g., SU(2)), the matrix elements of a tensor operator are proportional to the
Clebsch–Gordan coecients—quantities that appear in the study of the decomposition
of a product of two representations into irreducible ones—with the proportionality
constant independent of the specic component of the tensor operator and of the basis
elements being considered: as a consequence, only onematrix element has to be explicitly
calculated to know all of the others, of which, depending on the rank of the tensor and
on the dimension of the vector spaces on which it acts, there can be quite a large number!
A generalisation to non-compact groups exists, although it is only for tensor op-
erators transforming as unitary representations of the group4, which are necessarily 4Klimyk, ‘Wigner–Eckart
theorem for locally compact
groups’.
either 1-dimensional (trivial representation) or innite-dimensional. In addition to the
obvious drawback of having to work with innitely many components, the latter have
the disadvantage that, in general, they cannot be composed to obtain scalar operators5, 5Mathematically, this is a con-
sequence of the fact that the
trivial representation does not
appear in the decomposition of
the product of two innite-di-
mensional ones.
which as noted before are the only ones invariant under the action of the group and thus,
depending on the context, may be the only true observables of the theory.
In this thesis, a new generalisation of the Wigner–Eckart theorem which allows
tensor operators transforming as nite-dimensional (non-unitary) representation of
non-compact groups is introduced. To do so, the theory of tensor operators will be
revisited, introducing a basis-free denition which will make the proof of the theorem
straightforward. As we will see, however, the theorem itself is quite useless without the
explicit expression of the Clebsch–Gordan coecients, which for non-compact groups
require the knowledge of the recoupling theory of nite-dimensional (non-unitary)
and innite-dimensional (unitary) representations, which is not known in general and
has to be studied case by case. Here such a study will be presented for the particular
cases of Spin(2, 1) and Spin(3, 1), the double covers of the 3D and 4D Lorentz groups,
which are of great importance in physics. In both cases, the recoupling theory between
nite and innite-dimensional representations was either only partially known6 or 6¿e 3D case was considered
only for representations in the
discrete series in Ui, ‘Cleb-
sch–Gordan Formulas of the
SU(1, 1) Group’, but even in
these cases some results we are
going to prove here are missing.
completely unknown. As we will see, despite these being amongst the simplest examples
of non-compact groups, the study of their Clebsch–Gordan decompositions is far from
easy.
As an application, theWigner–Eckart theoremwill be used to obtain a generalisation
of the Jordan–Schwinger representation of SU(2) to innite-dimensional representations
of Spin(2, 1) and Spin(2, 1); in both cases this result was completely unknown for rep-
resentations in the continuous series, which for the 4D Lorentz group contains all the
non-trivial unitary representations. ¿e Jordan–Schwinger representation is a way to
construct the generators of innitesimal rotations—the su(2) generators, which can
be seen as the components of a vector operator—in terms of smaller building blocks,
namely a pair of uncoupled quantum harmonic oscillators, which are the components of
two spinor operators. ¿e generalisation to the Lorentz groups exhibits similar features
to the Euclidean counterpart, but in the case of continuous series representations the
spinor operators can no longer be interpreted as harmonic oscillators, despite satisfying
2
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1.2. Applications to quantum gravity
the same commutation relations.
1.2 Applications to quantum gravity
1.2.1 Overview of loop quantum gravity
An introductory overview of the most important aspects of loop quantum gravity is
presented here, following Rovelli and Vidotto, Covariant Loop Quantum Gravity. Loop
quantum gravity (LQG) is a tentative approach to the quantisation of gravity whose
main feature is that the quantisation is non-perturbative, i.e., the full metric is quantised,
not just the excitations of a xed background metric. LQG focuses on the quantum
properties of geometrical quantities such as areas and volumes; the main result of the
theory is that space is fundamentally discrete, in the sense that the spectra of the operators
associated to the geometrical observables are discrete.
Loop quantum gravity attempts to quantise general relativity in the Palatini formal-
ism: instead of the metric, the vielbein7 and the connection are used as variables, without 7¿e equivalent of the tetrad in
arbitrary dimensions.assuming that the latter is necessarily the Levi–Civita connection. ¿e quantisation is
obtained in two steps: rst the classical theory is discretised, then the resulting phase
space is canonically quantised. ¿e quantum theory obtained with this procedure is
obviously a truncation of the full theory; to recover the latter a continuum limit has to be
considered, where the discretisation is increasingly rened.
Discretisation of classical boundary phase space
First, space-time is discretised by introducing a triangulation, i.e., by approximating it
with d-simplices8. ¿e triangulation of a region of space-time induces a triangulation of 8¿e higher-dimensional ana-
logue of triangles and tetrahed-
rons. Here d is the space-time
dimension.
its boundary, to which we associate its dual graph (Fig. 1): to each node of the graph we
associate a “chunk of space”—a triangle for 3D gravity or a tetrahedron for 4D gravity—
and to each link coming out of the node we associate one of the (d − 2)-simplices
bounding it—lines in 3D or triangles in 4D (Fig. 2). Two nodes are connected when
their two associated tetrahedra/triangles are adjacent.
¿e connection and the vielbein are discretised by assigning an SU(2) group element
and an su(2) algebra element to each link, known respectively as the holonomy and ux.
¿is way the classical boundary phase space of the theory becomes (su(2) × SU(2))L ≅
T∗SU(2)L, where L is the number of links in the graph. Note that the group SU(2) is
only used in 3D Euclidean gravity and 4D gravity (both Euclidean and Lorentzian); as
already mentioned, the non-compact group Spin(2, 1) is needed in the 3D Lorentzian
case.
Hilbert space and spin networks
Given a discretisation, or equivalently a boundary graph, theHilbert space describing the
quantum states of the boundary geometry is given by canonically quantising T∗SU(2)L
and taking into account the local SU(2) invariance at each node of the graph. A basis
for the Hilbert space is provided by spin networks, i.e., graphs with irreducible SU(2)
3
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1.2. Applications to quantum gravity
Figure 1: Section of the dual graph associated to the boundary triangulation.
(a) (b)
Figure 2: We associate to each node a triangle (a) in 3D and a tetrahedron (b) in 4D.
representations (labelled by half-integer spins) attached to each link and intertwiners
attached to each node; the latter are mathematical objects needed to ensure that the sum
of the SU(2) generators (angular momenta) of the links connected to each node is zero—
in other words they implement the local SU(2) invariance. ¿e geometrical observables
are constructed from the SU(2) generators of each link. In particular, the operators
associated to the area/length of the triangle/segment dual to a link are proportional to
the Casimir operator of its representation, and consequently have a discrete spectrum.
One should note that thisHilbert space is kinematical, i.e., theHamiltonian constraint
has to be implemented to obtain the physical Hilbert space.
Open problems
Loop quantum gravity still has some issues that need to be resolved. Of particular
importance are the following:
• Hamiltonian constraint: the dynamics of the theory, i.e., the construction of the
physical Hilbert space, is not fully understood yet, especially in the 4D case. ¿e
diculty lies in nding the solutions to the Hamiltonian constraint.
• Semi-classical limit: it is not yet known if loop quantum gravity has the right
semi-classical limit, that is general relativity is recovered in the limit ħ → 0.
¿e results of this thesis are related to both these problems: in Chapter 3 a solvable
Hamiltonian constraint is introduced for the 3D Lorentzian theory, while Chapter 4
deals with a new kind of coherent states in loop quantum gravity, which could be used
to achieve a better understanding of the semi-classical limit of the theory.
4
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1.2.2 Spinorial approach to 3D Lorentzian loop quantum gravity
3D quantum gravity is a useful “theoretical laboratory” to explore and test some of
the issues met in the 4D theory9. For example, it is possible to solve the Hamiltonian 9Carlip, Quantum Gravity in
2 + 1 Dimensions.constraint and to relate loop quantum gravity (LQG) to the relevant spinfoam model:
this was done in the Euclidean case, with either a vanishing or negative cosmological
constant10. 3D Euclidean LQG uses SU(2) as a gauge groups, and its Hilbert space is 10Noui and Perez, ‘Dynamics of
loop quantum gravity and spin
foam models in three dimen-
sions’; Bonzom and Freidel,
‘¿e Hamiltonian constraint in
3d Riemannian loop quantum
gravity’; Bonzom, Dupuis
and Girelli, ‘Towards the
Turaev-Viro amplitudes from a
Hamiltonian constraint’.
spanned by spin networks, graphs whose edges are labelled by irreducible representations
of SU(2) and whose vertices are associated to intertwiners of the representations of the
edgesmeeting at the vertex. ¿ese states diagonalise the operators describing geometrical
quantities, such as lengths and angles, which are constructed out of the su(2) algebra
generators, and whose spectrum turns out to be discrete.
An important tool in the description of 3DEuclidean LQG is given by what is known
as the spinorial framework, which uses the Jordan–Schwinger representation to introduce
a new family of SU(2)-invariant observables, which can be used to construct all the
usual geometrical observables and have the advantage of forming a closed algebra11. 11In contrast, the length and
angle operators do not form a
closed algebra.
Among the other things, these new observables can be used to construct a solvable
Hamiltonian constraint12. As mentioned above, the Jordan–Schwinger representation
12Bonzom and Livine, ‘A New
Hamiltonian for the topolo-
gical BF phase with spinor net-
works’.
can be recast in terms of tensor operators: this key realisation makes the generalisation
of the spinorial framework to dierent gauge groups possible; for example, it was used
to generalise it to the quantum group Uq(su(2)) in Dupuis and Girelli, ‘Observables in
Loop Quantum Gravity with a cosmological constant’, in order to introduce a non-zero
cosmological constant in the theory.
Having an equivalent of the Jordan–Schwinger representation for Spin(2, 1) allows
one to extend the spinorial formalism to the 3D Lorentzian case, of which it is the
gauge group13; this generalisation is one of the main topics of this thesis. As a rst step, 13Freidel, Livine and Rovelli,
‘Spectra of length and area in
(2+1) Lorentzian loop quantum
gravity’.
the classical LQG phase space is constructed by introducing classical tensors and, in
particular, classical spinors. ¿e spinors are used as fundamental building blocks, as they
can be used to reconstruct both the ux and the holonomy variables of the phase space,
similarly to the Euclidean case; moreover, following an approach similar to the one
in Bonzom and Livine, ‘A New Hamiltonian for the topological BF phase with spinor
networks’, the spinors and the group elements constructed with them are used to rewrite
the atness constraint of the classical space in terms of a new set of variables, namely the
classical equivalent of the observables constructed out of the spinor operators.
¿e quantisation of the classical phase space needs to be treated carefully, as there
are subtleties involved due to the non-compacticity of the gauge group. For example, the
quantum spinorial observables can take intertwiners between unitary representations to
intertwiners involving some (innite-dimensional) non-unitary representation. Nev-
ertheless, these observables can be used to construct an Hamiltonian constraint as the
quantisation of the spinorial atness constraint. Focusing on a triangular face of a spin
network, it is shown how the Lorentzian Ponzano–Regge amplitude, given by a Racah
coecient, is a solution of the Hamiltonian constraint.
5
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1.3. Organisation of the thesis
1.2.3 Intertwiner space as an SO∗(2n) representation
¿is last topic deals with applications of non-compact groups to quantum gravity again,
but it does so in the Euclidean setting. When working with the spinorial formalism in
loop quantum gravity with SU(2) gauge group, an additional structure appears on the
space of n-valent intertwiners with a xed total area: this space is nite dimensional,
and it provides an irreducible unitary representation of the compact groupU(n), whose
generators are constructed as SU(2)-invariant quadratic polynomials in the 2n harmonic
oscillators appearing in the Jordan–Schwinger decomposition of each leg14. Here it will 14Freidel and Livine, ‘¿e ne
structure of SU(2) intertwiners
from U(N) representations’.be shown how, even when working with a compact gauge group, the spinorial formalismnaturally introduces a non-compact group in the theory: in fact, the full space of n-
valent intertwiners, with all possible areas, is shown to have the structure of an SO∗(2n)
representation. ¿is group, which is non-compact for all n > 1, is a lesser-known real
formof SO(2n,C); wewill showhow, using the fact that it is a subgroup of the symplectic
group Sp(4n,R), it can be identied with the subgroup of Bogoliubov transformations on
the 2n harmonic oscillators that leaves the SU(2) invariance of the intertwiners intact.
One of the most important consequences of this new result is that, as will be shown,
the invariance of intertwiner space under SO∗(2n) can be used to construct a new kind of
coherent intertwiner, just as U(n) coherent intertwiners were introduced for xed-area
intertwiner space15. ¿ese are Gilmore–Perelomov coherent states, a generalisation of the 15Freidel and Livine, ‘U(N)
Coherent States for Loop
Quantum Gravity’.
well-known harmonic oscillator coherent states—living in a unitary representation of the
Heisenberg group—to arbitrary Lie groups. In this work the new kind of coherent states
is introduced and analysed; in particular, the expectation values and variances of the
physical observables measuring areas are calculated in these states, and in some specic
cases it is shown how the full probability distribution can be calculated. Moreover, their
semi-classical limit is investigated: when the areas involved are large, it is shown that the
expectation values of the SO∗(2n) generators can be endowed with a Poisson algebra
structure, which leads to the original space upon quantisation. ¿is semi-classical limit
can be related to a classical geometry by introducing n vectors that can be interpreted as
the normals to the faces of a convex polyhedron in R3, although more works needs to
be done to fully understand this process.
One should note that, although the understanding of the group structure underlying
these coherent states is completely new, some of them have been considered before, for
example in Freidel and Hnybida, ‘On the exact evaluation of spin networks’. Neverthe-
less, these form only a small subset of the full family of coherent states: in fact, as we will
see, the SO∗(2n) coherent intertwiners are labelled by antisymmetric matrices ζ satis-
fying some additional constraints; of these, only the ones with rank(ζ) = 2 have been
considered16, as these are exactly the ones that can be obtained as a linear combination 16In which case ζ is sometimes
said to satisfy the Plücker rela-
tions.
of the U(n) coherent intertwiners.
1.3 Organisation of the thesis
¿e thesis is divided in three main chapters, based on the topics discussed above.
Chapter 2 starts with a brief review of the theory of (g,K)-modules, needed to rig-
orously treat innite-dimensional group representations with algebraic methods, and a
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section dedicated to the study of tensor operators and the Wigner–Eckart theorem for
arbitrary groups; subsequently, the results on recoupling theory of nite and innite-
dimensional representations and on the Jordan–Schwinger representation are presented
separately for Spin(2, 1) and Spin(3, 1). Chapter 3 is roughly divided in two part: rst
the classical description of LQG is considered, then the focus is shi ed to the quantum
theory, with the description of the Lorentzian intertwiner space and the study of the
quantum Hamiltonian constraint built out of the spinor operators. Chapter 4 starts with
an introduction of the Lie group SO∗(2n) and its Lie algebra, followed by a section
describing their action on intertwiners space; the rest of the chapter is focused on the
study of SO∗(2n) coherent states and their properties.
A number of appendices are included at the end of the thesis: Appendix A lists some
useful properties of tridiagonal and antisymmetric matrices, Appendix B contains a
table of the Clebsch–Gordan coecients used throughout the thesis and the proof of
some of their properties, and Appendix C provides some results on the groups SO∗(2n)
and Sp(2n,R) and their action on bounded symmetric domains, which are used to label
the coherent states of Chapter 4.
7
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• Chapter 2
Wigner–Eckart theorem and
Jordan–Schwinger representation for the 3D
and 4D Lorentz group
¿e key question of this chapter is the following: does theWigner–Eckart theorem admit
a generalisation for non-compact groups? It is already known that this is possible if we
use the theorem for tensor operators transforming as (innite-dimensional) unitary
representations1, so we will focus on tensor operators transforming as nite-dimensional 1Klimyk, ‘Wigner–Eckart
theorem for locally compact
groups’.
(non-unitary) representations2. As is common in physics, we will work throughout the
2As noted in Chapter 1, these
are also more relevant from the
physical point of view.
chapter with algebraic methods, i.e., we will consider everything from the Lie algebra
perspective; in order to do this rigorously for innite-dimensional representations, we
will need the mathematical machinery of (g,K)-modules, so we will start by reviewing
them in Section 2.1. Wewill then show in Section 2.2 how tensor operators can be dened
in a basis-independent way, and use this new denition to prove the Wigner–Eckart
theorem for a generic Lie group.
As mentioned in Chapter 1, to actually use the theorem in the case on non-compact
groups it is necessary to study the recoupling theory of the product of a nite-dimensional
representation and an innite-dimensional one. We will study in detail the cases of
the 3D and 4D Lorentz groups, respectively in Section 2.3 and Section 2.4. In both
cases, as an application, we will use theWigner–Eckart theorem to generalise the Jordan–
Schwinger representation, known for only some representation classes3, to all irreducible 3Finite-dimensional and dis-
crete series representations in
the 3D case, nite-dimensional
only in the 4D case.
representations; the results for the 3D case will be the basis for Chapter 3.
¿e contents of this chapter are based on the results presented in the articles Sel-
laroli, ‘Wigner–Eckart theorem for the non-compact algebra sl(2,R)’ and Sellaroli,
Wigner–Eckart theorem and Jordan–Schwinger representation for innite-dimensional
representations of the Lorentz group.
2.1 Innite-dimensional Lie group representations and(g,K)-modules
When working with non-compact groups, as we are about to do in this thesis, we o en
have to deal with innite-dimensional representations; we will see in this section how
8
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nite-dimensional Lie group representations and (g,K)-modules
to rigorously treat them with algebraic methods, making use of the notion of (g,K)-
modules. Recall that a continuous Lie group representation, which we will also refer to
as a (topological) G-module, is a topological vector space4 V with a continuous action 4We will always assume that
representations are on complex
vector spaces.
G × V → V such that
g(v +w) = gv + gw , gαv = αgv , ∀g ∈ G , ∀v ,w ∈ V , ∀α ∈ C; (2.1)
as common when working with the module notation, we will denote the representa-
tion/module by its underlying vector space V . When working with nite-dimensional
representation, we can obtain a g-module5 with the same vector space by dening 5i.e., a representation of the Lie
algebra g of G.
Xv ∶= d
dt
∣
t=0e tXv , X ∈ g, ∀v ∈ V , (2.2)
and we can o en obtain all the information we need about the G-module by working on
the corresponding Lie algebra representation: for example the G-module is irreducible
if and only the associated g-module is.
¿ese algebraic methods are extremely useful, and they are widely used in applic-
ations of representation theory to physics. However, when V is innite-dimensional,
the requirement that the group action be continuous makes things considerably more
dicult; for example, an innite-dimensional representation V is irreducible if there are
no closed invariant subspaces other than {0} and V itself, so that pure algebraic methods
are a priori not enough to enstablish the irreducibility of V . Moreover, working with the
Lie algebra is not as straightforward as the nite-dimensional case: one cannot always
obtain a g-module from V as in (2.2), since the RHS may not be dened for a generic v.
In order to overcome these diculties, we will work with (g,K)modules6: 6See Wallach, Real Reductive
Groups I, chap. 3.
Denition 2.1. Let G be a real Lie group with Lie algebra g and maximal compact
subgroup K. A (g,K)-module is a vector space V that is both a g-module and a K-module,
where we ignore the topology of K, which satises the compatibility conditions
1. k ⋅ X ⋅ v = Ad(k)X ⋅ k ⋅ v for all v ∈ V , k ∈ K, X ∈ g;
2. if v ∈ V , Kv = {kv ∣ k ∈ K} spans a nite-dimensional subspace of V on which the
action of K is continuous;
3. if v ∈ V and Y ∈ k then ddt ∣t=0e tYv = Yv.
¿e rst condition is technical and is needed to extend the denition to disconnected groups;
the second conditions is equivalent to saying that V is the algebraic direct sum7 of nite- 7i.e., only sums of nitely many
vectors are considered.dimensional irreducible K-modules, while the third condition ensures that the innitesimal
action of K agrees with that of its Lie algebra k ⊆ g.
Although this denition may seem very technical, these objects have reasonable
properties: they are essentially g-modules with some additional compatibility with the
group. In order to understand how (g,K)-modules provide the right tool to study
innite-dimensional representations with algebraic methods, we can take a look at some
of the results fromWallach, Real Reductive Groups I:
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• every topological G-module H induces a (g,K)-action on the space of K-nite
vectors
HK ∶= {v ∈ V ∣ dim span{Kv} <∞},
which is also referred to as the underlying (g,K)-module of H; the action of g on
HK is given by (2.2) as expected.
• An admissible G-module H is irreducible if and only if it is innitesimally irredu-
cible, i.e., HK is irreducible
8. 8No need to check if the invari-
ant subspaces are closed!
• Two unitary representation on the Hilbert spaces H, H′ are unitarily equivalent if
and only if they are innitesimally equivalent, i.e., HK ≅ H′K , both as a g-module
and as a K-module.
Here a (g,K)-module V is an admissible if each irreducible representation of K appears
only nitely many times in V , while a G-module H is admissible if HK is. Admissible
representations are those that, in some sense, behave “nicely”: for example, they include
all irreducible unitary representations. We will implicitly assume that all representations
we work with are admissible.
2.2 Tensor operators andWigner–Eckart theorem
Tensor operators are a class of operators that transform particularly well under the
adjoint action of the group G, namely they transform as vectors in a representation of G.
¿ey are usually dened relative to a basis, i.e., a tensor operator is identied with the
set of its components; here we will consider a basis-free denition instead. Moreover,
we will distinguish between the concept of weak and strong tensor operators9 to allow 9¿is distinction is not found
in the literature.for a rigorous treatment at the Lie algebra level for innite-dimensional representations
by using (g,K)-modules.
Denition 2.2 (strong tensor operator). Let V0, V and V ′ be (topological) G-modules of
a Lie groupG, withV0 nite-dimensional. A strong tensor operator for G is an intertwiner
between V0 ⊗ V and V ′, i.e., a continuous linear map
T ∶ V0 ⊗ V → V ′
such that
T ○ g = g ○ T , ∀g ∈ G .
If V0 is irreducible, T is called an irreducible strong tensor operator.
Denition 2.3 (weak tensor operator). Let V0, V and V ′ be (g,K)-modules of a Lie
group G, with V0 nite-dimensional. A weak tensor operator for G is an intertwiner
between V0 ⊗ V and V ′, i.e., a linear map10 10In this weaker denition T is
not required to be continuous,
as there is no topology specied
on the (g,K)-modules.T ∶ V0 ⊗ V → V ′
10
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such that
T ○ X = X ○ T , ∀X ∈ g and T ○ k = k ○ T , ∀k ∈ K ,
where g and K act on the product module as
X(v0 ⊗ v) = (Xv0)⊗ v + v0 ⊗ (Xv)
k(v0 ⊗ v) = (kv0)⊗ (kv).
If V0 is irreducible T is called an irreducible weak tensor operator.
Note that this nomenclature is appropriate, as weak tensor operators aremore general
than strong ones; in fact
Proposition 2.1. An intertwiner T ∶ V → V ′ between G-modules is also an intertwiner
between the corresponding (g,K)-modules. As a consequence, a strong tensor operator is
also a weak tensor operator.
Proof. Recall that the subspace VK ⊆ V of K-nite vectors, i.e., the set of all vectors v
such that span{kv , k ∈ K} is nite-dimensional, is the (g,K)-module associated to V ,
with
Xv ∶= d
dt
∣
t=0 exp(tX)v , ∀X ∈ g, ∀v ∈ VK . (2.3)
We have, since T commutes with the action of K ⊆ G,
dim span{kTv ∣ k ∈ K} = dim span{Tkv ∣ k ∈ K}= dimT(span{kv ∣ k ∈ K}) <∞ (2.4)
for each v ∈ VK , that is T(VK) ⊆ V ′K . Moreover, for each X ∈ g and v ∈ VK ,
XTv = d
dt
∣
t=0 exp(tX)Tv = ddt ∣t=0T exp(tX)v = T ddt ∣t=0 exp(tX)v = TXv , (2.5)
where the fact that T is continuous was used. It follows that T ∣VK is an intertwiner
between the (g,K)-modules VK and V ′K .
As weak tensor operators are more general, in the following chapters we will refer to
them simply as tensor operators, unless otherwise noted. It is o en preferable to have
operators between V and V ′: this can be achieved by dening the “components” of a
tensor operator T in a basis {ei}i∈I ⊆ V0 as
Ti ∶ v ∈ V ↦ T(ei ⊗ v) ∈ V ′; (2.6)
the denitions of strong and weak tensor operators become respectively
gTi g
−1 =∑
j∈I⟨e j , gei⟩Tj , ∀g ∈ G , (2.7)
and ⎧⎪⎪⎨⎪⎪⎩[X , Ti] = ∑ j∈I⟨e
j , Xei⟩Tj , ∀X ∈ g
kTik
−1 = ∑ j∈I⟨e j , kei⟩Tj , ∀k ∈ K , (2.8)
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where ⟨⋅, ⋅⟩ is the dual pairing of V∗0 and V0 and {e j} j∈I ⊆ V∗0 is the dual basis11 dened 11Here V∗ denotes the continu-
ous dual space to V , that is
the space of continuous linear
maps V → C.
by ⟨e j , ei⟩ = e j(ei) = δ ji . (2.9)
¿e denition of weak tensor operators can be simplied when K is connected, since
one can simply require the the operator commutes with every element of g. In fact we
have12 12¿eproof is based onWebster,
equivalence of Lie group and Lie
algebra intertwiner.Proposition 2.2. If K is connected, a linear map T ∶ V → V ′ is a (g,K)-module homo-
morphism, i.e., an intertwiner between V and V ′, if
T ○ X = X ○ T , ∀X ∈ g.
Proof. Let k ⊆ g be the Lie algebra of K. For any X ∈ k, v ∈ V , α ∈ V∗ one has
d
dt
∣
t=0⟨α, (T ○ exp(tX) − exp(tX) ○ T)v⟩ = ⟨α, (T ○ X − X ○ T)v⟩ = 0. (2.10)
Since the derivative vanishes, it must be
⟨α, (T ○ exp(X) − exp(X) ○ T)v⟩ = ⟨α, (T ○ exp(0) − exp(0) ○ T)v⟩ (2.11)
for each v ∈ V , α ∈ V∗, so that
T ○ exp(X) = exp(X) ○ T , ∀X ∈ k; (2.12)
however, if K is connected, exp(k) ⊆ K generates it13, hence 13In the sense that every k ∈ K
can be obtained as a product of
elements of exp(k). Kosmann-
Schwarzbach, Groups and Sym-
metries: From Finite Groups to
Lie Groups, chap. 4.
T ○ k = k ○ T , ∀k ∈ K . (2.13)
One of the most useful properties of irreducible tensor operators is the Wigner–
Eckart theorem, originally proved for compact groups14 and later extended to non- 14Barut and Rązka, ¿eory of
Group Representations and Ap-
plications.
compact groups15 only for the particular case of tensor operators transforming as (innite-
15Klimyk, ‘Wigner–Eckart
theorem for locally compact
groups’.
dimensional) unitary representations, which we do not consider. Here we generalise it
to tensor operators transforming as (possibly non-unitary) nite-dimensional represent-
ations of arbitrary Lie groups. ¿e theorem itself is trivial to prove, as it is essentially a
corollary of Schur’s lemma16; in fact we have
16We continue referring to it
as a theorem solely for consist-
ency with existing literature.
Lemma 2.1. Let V0, V , V be irreducible (g,K)-modules for a Lie group G, with V0 nite-
dimensional. If a decomposition into irreducible modules for V0 ⊗ V exists, a non-zero
intertwiner
T ∶ V0 ⊗ V → V ′
is possible if and only if V ′ appears (at least once) in the decomposition. If T is the vector
space of all such intertwiners, dimT equals the multiplicity of V ′ in the decomposition,
and a basis is provided by the projections in each of the submodulesWα ⊆ V0⊗V ,Wα ≅ V ′,
with α keeping track of the multiplicities.
12
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Proof. Let T ∶ V0 ⊗ V → V ′ be a (g,K)-module homomorphism. Schur’s Lemma for
irreducible (g,K)-modules17 guarantees that, ifW ⊆ V0 ⊗ V is a submodule, 17See Wallach, Real Reductive
Groups I, chap. 3.
T ∣W ∝ ⎧⎪⎪⎨⎪⎪⎩1 if W ≅ V
′
0 otherwise.
(2.14)
It is then trivial to see that any such T can be written as a linear combinations of the
independent maps Tα that project V0 ⊗ V on eachWα ≅ V ′.
It trivially follows that
¿eorem (Wigner–Eckart). Let T ∶ V0 ⊗ V → V ′ be an irreducible tensor operator, with
V , V ′ irreducible. If a decomposition for V0 ⊗ V exists, T is a linear combination of the
projections Tα ∶ V0⊗V →Wα into each irreducible componentWα ≅ V ′. If V ′ /⊆ V0⊗V
the tensor operator must necessarily vanish.
¿e reason why this theorem is so useful is that it implies that a tensor operator
T ∶ V0 ⊗ V → V ′ is fully specied18 by the decomposition of the product module 18Up to proportionality factors.
V0 ⊗ V . ¿e non-trivial step is to study the decomposition of this product, when G is
non-compact, for V0 nite-dimensional and V innite-dimensional. In the following
sections we will tackle all possible such representations for the specic case of the 3D and
4D Lorentz groups, which were previously unconsidered; in both cases the results will
be used, with the aid of theWigner–Eckart theorem, to generalise the Jordan–Schwinger
representation of SU(2) to the respective non-compact group.
2.3 3D Lorentz group
¿is section focuses on the recoupling theory of a nite and an innite-dimensional
representation of the double cover of the 3D Lorentz group, Spin(2, 1). First we will
review the representation theory of the group in the language of (g,K)-modules, then
we will study the Clebsch–Gordan decomposition for all classes of innite-dimensional
representations. Finally the recoupling theory results are used, in conjunction with
the Wigner–Eckart theorem to generalise the Jordan–Schwinger representation to all
representation classes of Spin(2, 1).
2.3.1 Irreducible representations of Spin(2, 1)
¿e proper orthochronous 3D Lorentz group SO0(2, 1) is the identity component of the
subgroup of GL(3,R) that preserves the indenite quadratic form
S(x) = −(x0)2 + (x1)2 + (x2)2, x = (x0, x1, x2) ∈ R3. (2.15)
To allow for spin representations, we will work with its double cover Spin(2, 1), which is
isomorphic to
SU(1, 1) = {g ∈ SL(2,C) ∣ g∗(1 00 −1)g = (1 00 −1)}
= {(α ββ α) ∈ M2(C) ∣ ∣α∣2 − ∣β∣2 = 1}.
(2.16)
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Its maximal compact subgroup is given by
K = {(eiθ 0
0 e−iθ) ∈ M2(C) ∣ 0 ≤ θ < 2pi} ≅ U(1). (2.17)
We will only consider complex representations, so we can work with the complexied
Lie algebra spin(2, 1)C, generated by
J0 = 12(1 00 −1), J1 = 12(0 ii 0), J2 = 12( 0 1−1 0), (2.18)
with commutation relations
[J0, J1] = iJ2, [J1, J2] = −iJ0, [J2, J0] = iJ1. (2.19)
¿e Casimir operator is given in this basis by19 19Note the resemblance with
the quadratic form S(x).
Q = −(J0)2 + (J1)2 + (J2)2. (2.20)
It will prove useful to work with the ladder operators
J± ∶= J1 ± iJ2 (2.21)
satisfying [J0, J±] = ±J±, [J+, J−] = −2J0, (2.22)
so that the Casimir becomes
Q = −J0(J0 + 1) + J−J+ ≡ −J0(J0 − 1) + J+J−. (2.23)
¿e (g,K)-modules induced by the irreducible admissible Hilbert space representations
of Spin(2, 1) exhaust all the possible irreducible (g,K)-modules20, and the generators 20See Knapp, Representation
¿eory of Semisimple Groups:
An Overview Based on Ex-
amples, chap. II for the explicit
expression of the group repres-
entations.
act on them as ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
J0∣ j,m⟩ = m∣ j,m⟩
J±∣ j,m⟩ = Γ±( j,m)∣ j,m ± 1⟩
Q∣ j,m⟩ = − j( j + 1)∣ j,m⟩, (2.24)
where
Γ±( j,m) ∶= i√ j ∓m√ j ±m + 1. (2.25)
¿e vectors ∣ j,m⟩ form an orthogonal basis21 for the vector space of the representation, 21Unless the representation is
unitary or nite-dimensional,
it is not generally possible to
renormalise the basis to 1 and
keep the action (2.24) at the
same time.
with j being a label for the representation and m enumerating the vectors; their possible
values depend on the representation class, which can be one of the following22:
22See Wallach, Real Reductive
Groups I, chap. 5, for the classi-
cation.
• Positive discrete series D+j : innite-dimensional lowest weight (with a lower bound
on m) modules, with
j ∈ {− 12 , 0, 12 , 1, . . .} and m ∈ { j + 1, j + 2, j + 3, . . .}.
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• Negative discrete series D−j : innite-dimensional highest weight (with an upper
bound on m) modules, with
j ∈ {− 12 , 0, 12 , 1, . . .} and m ∈ {− j − 1,− j − 2,− j − 3, . . .}.
• Continuous series Cεj : innite-dimensional modules of parity ε ∈ {0, 12}, with
m ∈ ε +Z and j ∈ C;
when j is (half-)integer, there is the additional constraint
j − ε /∈ Z.
Moreover, the representations Cεj and C
ε− j−1 are isomorphic.
• Finite-dimensional series F j: isomorphic to the unitary SU(2)-modules23, with 23As spin(2, 1)C ≅ su(2)C rep-
resentations.
j ∈ {0, 12 , 1, . . .} and m ∈ {− j,− j + 1, . . . , j − 1, j}.
¿ey are the only nite-dimensional modules, with dimension 2 j + 1.
Of these representations, the only unitary ones are the whole discrete (positive and
negative) series, the continuous series with either
j ∈ {− 12 + is ∣ s ≠ 0}, ε = 0, 12 , (2.26)
known as the principal series, or
j ∈ (−1, 0), ε = 0, (2.27)
known as the complementary series, and, among the nite-dimensional ones, only the
trivial representation F0. Of these, the only ones appearing in the Plancherel decompos-
ition24 are the principal series and the discrete series with j ≥ 0. Note that the inner 24i.e., those with non-zero
Plancherel measure.product on the Hilbert space of non-unitary representations, such as the F j, is not
preserved by the action of spin(2, 1).
2.3.2 Product of nite and discrete modules
Consider the coupling Fγ⊗D+j of a nite-dimensional module and one from the discrete
positive series, with γ ≥ 12 . ¿e generators of spin(2, 1) act on this module as
J0 ≡ J0 ⊗ 1 + 1⊗ J0, J± ≡ J± ⊗ 1 + 1⊗ J±. (2.28)
Remark. ¿e discrete negative module D−j is the dual module to D+j , i.e., they are related
by the change
J0 → −J0, J± → −J∓, ∣ j,m⟩→ (−1)m∣ j,−m⟩.
Conversely, Fγ is dual to itself, i.e., it remains unchanged under the same change. For this
reason, the results in this section will be proved for D+j only: the analogues for the negative
module trivially follow by transforming operators and vectors for both the nite and the
discrete series.
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Such a module is not generally irreducible. In order to nd out if Fγ ⊗ D+j can be
decomposed in terms of irreducible modules of spin(2, 1)—a non-trivial task, since
the module is not unitary—we will consider the algebraically equivalent problem of
diagonalising (if possible) the Casimir Q. Solving the eigenvalue equation for generic
γ is not easy; instead, the approach will be to explicitly nd the eigenvectors and then
show that, under certain conditions, they provide a basis for the product space.
To avoid confusion, the basis elements of the nite-dimensional serieswill be denoted
by ∣γ, µ⟩, µ ∈ {−γ, . . . , γ} (2.29)
from now on. Since both Fγ and D
+
j are lowest weight modules, i.e., J− annihilates one
of their basis elements, their tensor product has to be as well. In fact, the vector
∣ψ(−γ)⟩ ∶= ∣γ,−γ⟩⊗ ∣ j, j + 1⟩ (2.30)
satises
J−∣ψ(−γ)⟩ = 0; (2.31)
an element of Fγ⊗D+j satisfying this property will be called a lowest weight vector. ∣ψ(−γ)⟩
is trivially a Q-eigenvector: from (2.23) follows that
Q∣ψ(−γ)⟩ = −J0(J0 − 1)∣ψ(−γ)⟩ = −( j − γ)( j − γ + 1)∣ψ(−γ)⟩, (2.32)
since
J0∣γ, µ⟩⊗ ∣ j,m⟩ = (m + µ)∣γ, µ⟩⊗ ∣ j,m⟩. (2.33)
¿is is not the only lowest weight vector; in fact, we have
Proposition 2.3. For the coupling Fγ ⊗ D+j , the vectors
∣ψ(µ)⟩ = µ∑
ν=−γ(−1)γ+ν ν−1∏σ=−γ Γ+( j, j + µ − σ)Γ+(γ, σ) ∣γ, ν⟩⊗ ∣ j, j + 1 + µ − ν⟩,
with µ ∈ {−γ, . . . , γ} are lowest weight vectors and Q-eigenvectors, with respective eigen-
values
q(µ) ∶= −( j + µ)( j + µ + 1).
Proof. First notice that each ∣ψ(µ)⟩ is non-vanishing. Acting on it with J−, we get
µ∑
ν=−γ(−1)γ+ν ν−1∏σ=−γ Γ+( j, j + µ − σ)Γ+(γ, σ) Γ+(γ, ν − 1)∣γ, ν − 1⟩⊗ ∣ j, j + 1 + µ − ν⟩+
µ∑
ν=−γ(−1)γ+ν ν−1∏σ=−γ Γ+( j, j + µ − σ)Γ+(γ, σ) Γ+( j, j + µ − ν)∣γ, ν⟩⊗ ∣ j, j + µ − ν⟩, (2.34)
where the property
Γ+( j,m − 1) = Γ−( j,m) (2.35)
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was used. Relabelling the dummy index ν in the rst sum and noticing that the term
ν = µ vanishes in the second one, we can rewrite this as
µ−1∑
ν=−γ(−1 + 1)(−1)γ+ν ν∏σ=−γ Γ+( j, j + µ − σ)Γ+(γ, σ) Γ+(γ, ν)∣γ, ν⟩⊗ ∣ j, j + µ − ν⟩ = 0. (2.36)
Again, the action of the Casimir is trivially given by
Q∣ψ(µ)⟩ = −J0(J0 − 1)∣ψ(µ)⟩ = −( j + µ)( j + µ + 1)∣ψ(µ)⟩. (2.37)
¿e fact that a nite number of eigenvectors exist does not mean Q is diagonalisable.
Instead of working in an innite-dimensional setting, however, we can take advantage
of the tensor product basis vectors of Fγ ⊗ D+j being J0-eigenvectors: the space can be
decomposed as25 25Here ⊕ is the algebraic direct
sum.
Fγ ⊗ D+j = ∞⊕
M= j+1−γVM , (2.38)
where the VM are the orthogonal subspaces spanned by∣(µ)M⟩ ∶= ∣γ, µ⟩⊗ ∣ j,M − µ⟩, µ ∈ {−γ, . . . ,min(γ,M − j − 1)}. (2.39)
Each VM is nite-dimensional and, since [Q , J0] = 0, we can work with the restriction
QM ∶= Q∣VM , satisfying
QM(VM) ⊆ VM . (2.40)
¿e total Casimir Q will be diagonalisable if and only if each QM is. In order to prove
whether Q is diagonalisable or not and under which conditions, the following two
lemmas will be needed.
Lemma 2.2. If j > γ − 1, then the repeated action of J+ on a lowest weight vector never
vanishes; that is, for every µ,
(J+)n∣ψ(µ)⟩ ≠ 0 ∀n ∈ N.
Proof. Suppose the lemma is not true for an arbitrary µ, and let n ≥ 1 be the smallest
integer such that (J+)n∣ψ(µ)⟩ = 0; (2.41)
then we have (J+)n−1∣ψ(µ)⟩ ≠ 0 and, since Q and J+ commute,
Q(J+)n−1∣ψ(µ)⟩ = (J+)n−1Q∣ψ(µ)⟩ = q(µ)(J+)n−1∣ψ(µ)⟩. (2.42)
On the other hand
Q(J+)n−1∣ψ(µ)⟩ = −J0(J0 + 1)(J+)n−1∣ψ(µ)⟩ +J−(J+)n∣ψ(µ)⟩= q(µ+n)(J+)n−1∣ψ(µ)⟩, (2.43)
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since (J+)n−1∣ψ(µ)⟩ ∈ Vj+µ+n . (2.44)
¿is is only possible if q(µ) = q(µ+n), that is( j + µ)( j + µ + 1) = ( j + µ + n)( j + µ + n + 1), (2.45)
which is equivalent to
n(n + 2 j + 2µ + 1) = 0. (2.46)
However, since µ ≥ −γ and j > γ − 1, we have⎧⎪⎪⎨⎪⎪⎩n ≥ 1n + 2 j + 2µ + 1 > 1 + 2(γ − 1) − 2γ + 1 = 0, (2.47)
which leads to a contradiction.
Lemma 2.3. ¿e values
q(µ) = −( j + µ)( j + µ + 1), µ ∈ {−γ, . . . , γ}, j ∈ C
are all distinct if and only if
j /∈ Z/2 or ⎧⎪⎪⎨⎪⎪⎩ j ∈ Z/2j ∈ (−∞,−γ) ∪ (γ − 1,∞).
Proof. Consider arbitrary µ ≠ ν. One can easily check that
q(µ) = q(ν) ⇔ (µ − ν)(µ + ν + 2 j + 1) = 0. (2.48)
Since µ and ν are dierent, this is equivalent to solving
µ + ν = −2 j − 1. (2.49)
¿e LHS is an integer number, so if j /∈ Z/2 there is no solution, i.e., the qµ’s are all
dierent. Suppose now that j ∈ Z/2. ¿e LHS is subject to the constraint (remember
µ ≠ ν) ∣µ + ν∣ < 2γ, (2.50)
so that a solution exists if and only if
∣2 j + 1∣ < 2γ. (2.51)
Since j can only change by half-integer steps, it follows that coinciding q(µ)’s exist if and
only if j ≤ γ − 1 and j ≥ −γ. Consequently, they are all dierent if and only if j > γ − 1 or
j < −γ.
We can now prove, under certain conditions, the diagonalisability of Q.
18
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Proposition 2.4. When j > γ − 1, the operator QM is diagonalisable, with distinct eigen-
values
q(µ) = −( j + µ)( j + µ + 1), µ ∈ {−γ, . . . ,min(γ,M − j − 1)}.
It follows that Q is overall diagonalisable.
Proof. Dene, up to a normalisation factor, the vectors
∣ j + µ,M⟩ ∶= (J+)M− j−1−µ ∣ψ(µ)⟩ ∈ VM , µ ∈ {−γ, . . . ,min(γ,M − j − 1)}; (2.52)
owing to Lemma 2.2, they are all non-vanishing. Moreover, since Q commutes with J+,
they are QM-eigenvectors, with eigenvalues q(µ). Finally, it follows from Lemma 2.3 that
the eigenvalues are all distinct: since the number of eigenvalues equals the dimension of
VM , QM is diagonalisable.
Proposition 2.5. When j ≤ γ − 1, the operator Q j+1+γ is not diagonalisable. It follows
that Q is overall not diagonalisable.
Proof. ¿e proof is divided in two parts: rst we show that the only possible eigenvalues
of Q j+1+γ are the q(µ)’s, then we use this fact to prove that Q j+1+γ is not diagonalisable.
(i) Suppose there is a non-zero eigenvector ∣φ⟩ ∈ Vj+1+γ, with eigenvalue
φ ≠ q(µ), µ ∈ {−γ, . . . , γ}. (2.53)
It must be (J−)n∣φ⟩ = 0 (2.54)
for some
n ∈ {1, 2, . . . , 2γ + 1}, (2.55)
since there is only one vector in Vj+1−γ and it is annihilated by J−. Let N be the smallest
such number; then (J−)N−1∣φ⟩ ≠ 0 and
Q(J−)N−1∣φ⟩ = (J−)N−1Q∣φ⟩ = φ(J−)N−1∣φ⟩, (2.56)
while at the same time
Q(J−)N−1∣φ⟩ = −J0(J0 − 1)(J−)N−1∣φ⟩ + J+(J−)N ∣φ⟩ = q(γ−N+1)(J−)N−1∣φ⟩. (2.57)
It follows that φ equals one of the q(µ)’s, which is a contradiction.
(ii) Notice that, since j ≥ − 12 , it is always j ≥ −γ. ¿en, since j ≤ γ − 1, it follows from
Lemma 2.3 that there are at most 2γ distinct eigenvalues. However, by acting with Q j+1+γ
on the basis vectors
∣(µ) j + 1 + γ⟩ = ∣γ, µ⟩⊗ ∣ j, j + 1 + γ − µ⟩ ∈ Vj+1+γ , (2.58)
we nd that the matrix elements26 26Here (e i ∣A∣e j) denotes a
matrix element of the operator
A in the (possibly non-
orthonormal) basis {e i}i∈I . If
the basis is orthonormal then(e i ∣A∣e j) ≡ ⟨e i ∣A∣e j⟩.
Qµν ∶= ((µ) j + 1 + γ∣Q∣(ν) j + 1 + γ) (2.59)
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vanish unless
µ = ν or µ = ν ± 1; (2.60)
in other words, Qµν are the entries of a tridiagonal matrix (see Appendix A.1). In
particular, since the superdiagonal entries
Qµ,µ+1 = Γ+(γ, µ)Γ−( j, j + 1 + γ − µ), µ ≤ γ − 1 (2.61)
are all non-zero, it follows from Proposition A.1 that the eigenspaces of Q j+1+γ are all
1-dimensional. As a consequence, there are at most 2γ eigenvectors, which meansQ j+1+γ
is not diagonalisable, as dimVj+1+γ = 2γ + 1. Since QM is non-diagonalisable for at least
oneM, Q will not be diagonalisable as well.
Summary
¿e coupling Fγ ⊗D+j can be decomposed in irreducible modules if and only if j > γ − 1.
An eigenbasis for Q can be constructed by dening recursively
∣J ,M + 1⟩ = 1
Γ+(J ,M) J+∣J ,M⟩, J ∈ { j − γ, . . . , j + γ}, (2.62)
starting from27 27Up to a normalisation factor.∣J , J + 1⟩∝ ∣ψJ− j⟩, (2.63)
which satisfy
Q∣J ,M⟩ = −J(J + 1)∣J ,M⟩, J0∣J ,M⟩ = M∣J ,M⟩. (2.64)
Lemma 2.2 guarantees that these vectors are all non-zero, so that each Q-eigenspace
behaves as the discrete positive module28 D+J . In terms of the the old basis elements, the 28Note that J−∣J , J + 1⟩ = 0 as∣J , J + 1⟩ is a lowest weight vec-
tor.
change of basis must be of the form
∣ j + µ,M⟩ = ΩM∑
ν=−γAMνµ( j, γ)∣(ν)M⟩, µ ∈ {−γ, . . . , ΩM}, (2.65)
where
ΩM ∶= min(γ,M − j − 1), (2.66)
with the AMνµ’s forming an invertible matrix; they will be called Clebsch–Gordan coe-
cients, in analogy with su(2) representation theory. More generally, we can write
∣J ,M⟩ = γ∑
µ=−γ
∞∑
m= j+1A(γ, µ; j,m∣J ,M)∣γ, µ⟩⊗ ∣ j,m⟩, (2.67)
where29 29Note that ∣γ, µ⟩ ⊗ ∣ j,M − µ⟩
vanishes for µ ≥ ΩM .A(γ, µ; j,m∣J ,M) ∶= AMµ,J− j( j, γ)δm+µ,M (2.68)
will also be called Clebsch–Gordan coecients.
Analogous results are easily found for the coupling with D−j . We can write the result
in a compact form as
Fγ ⊗ D±j = j+γ⊞
J= j−γD±J , j > γ − 1, (2.69)
where we use the symbol ⊞ to emphasise that this (algebraic) direct sum of modules is
not an orthogonal direct sum30. 30In fact, one can check that Q
is not Hermitian, as Fγ , γ ≥
1
2 is non-unitary, so there is
no reason to expect the Q-
eigenbasis to be orthogonal.20
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2.3.3 Product of nite and continuous modules
Consider now the coupling Fγ ⊗ Cεj of a nite-dimensional module and a generic one
from the continuous series, not necessarily unitary. ¿e technique used for the discrete
series will not work here since the spectrum of J0 is unbounded, hence a dierent
approach is needed.
We will work again individually on each J0-eigenspace VM ,M ∈ ε+ γ+Z, with basis
vectors ∣(µ)M⟩ = ∣γ, µ⟩⊗ ∣ j,M − µ⟩, µ ∈ {−γ, . . . , γ}, (2.70)
and try to diagonalise QM . Explicitly, we are interested in nding a change of basis
∣J(µ),M⟩ = γ∑
ν=−γAMνµ( j, γ)∣(ν)M⟩, µ ∈ {−γ, . . . , γ}, (2.71)
with
Q∣J(µ),M⟩ = −J(µ)(J(µ) + 1)∣J(µ),M⟩. (2.72)
Remark. Since any non-trivial Fγ is not unitary, the total Casimir is not Hermitian;
moreover, one can easily check that it is not a normal operator either, i.e.
[Q†M ,QM] ≠ 0.
As a consequence, not only the spectral theorem cannot be used to diagonalise it, but its
eigenvectors will be non-orthogonal and the matrix AM( j, γ) non-unitary.
Solving the eigenvalue equation explicitly for arbitrary γ is too dicult; however,
one can easily do it for the 2-dimensional case γ = 12 : each QM is diagonalisable if and
only if j ≠ − 12 , with eigenvalues q(± 12 ) (the corresponding Clebsch–Gordan coecients
are listed in Table B.1). Using this information, we can prove by induction that, when
j /∈ Z/2, Q is diagonalisable for all γ ≥ 12 . ¿e case j ∈ Z/2 will be treated later with a
dierent method.
Proposition 2.6. When j /∈ Z/2, the eigenvalues of QM for the coupling Fγ ⊗ Cεj are
q(µ) = −( j + µ)( j + µ + 1), µ ∈ {−γ, . . . , γ},
that is
J(µ) = j + µ.
¿ese are all distinct and do not depend on M, so Q is diagonalisable.
Proof. (i) ¿e proof proceeds by induction on half-integer γ ≥ 12 . As the statement is
true for γ = 12 , suppose that it is true for γ − 12 and consider the coupling Fγ ⊗ Cεj . ¿e
nite-dimensional modules are isomorphic to the irreducible unitary modules of su(2),
seen as representations of the complexication spin(2, 1)C ≅ su(2)C. Consequently, the
well-known result of su(2) recoupling theory31 31Barut and Rązka, ¿eory of
Group Representations and Ap-
plications.Fγ ⊂ F 12 ⊗ Fγ− 12 ≅ Fγ−1 ⊕ Fγ (2.73)
21
21
2.3. 3D Lorentz group
can be used; explicitly,
∣γ, µ⟩ ≡ 12∑
σ=− 12
γ− 12∑
λ=−γ+ 12 ⟨ 12 , σ ; γ − 12 , λ∣γ, µ⟩∣ 12 , σ⟩⊗ ∣γ − 12 , λ⟩, (2.74)
where ⟨ 12 , σ ; γ − 12 , λ∣γ, µ⟩ (2.75)
are the su(2) Clebsch–Gordan coecients. We can then write, since Fγ− 12 ⊗ Cεj is
decomposable by induction hypothesis,
∣γ, µ⟩⊗ ∣ j,M − µ⟩ =∑
σ ,λ
⟨ 12 , σ ; γ − 12 , λ∣γ, µ⟩∣ 12 , σ⟩⊗ (∣γ − 12 , λ⟩⊗ ∣ j,M − µ⟩)
=∑
σ ,λ
⟨ 12 , σ ; γ − 12 , λ∣γ, µ⟩∣ 12 , σ⟩⊗ γ− 12∑
κ=−γ+ 12 B
M−σ
κλ ( j, γ − 12)∣ j + κ,M − σ⟩
(2.76)
where the BMκλ are the inverse Clebsch–Gordan coecients, i.e., B
M is the inverse of the
matrix AM . In particular, when µ = −γ, the only non-zero su(2) coecient is32 32Using the conventions from
Varshalovich, Moskalev and
Khersonski˘ı, ‘Clebsch–Gordan
Coecients and 3 jm Symbols’.
⟨ 12 ,− 12 ; γ − 12 ,−γ + 12 ∣γ,−γ⟩ = 1 (2.77)
so that
∣γ,−γ⟩⊗ ∣ j,M + γ⟩ = 12∑
ρ=− 12
γ− 12∑
κ=−γ+ 12 B
M+ 12
κ,−γ+ 12 ( j, γ − 12)
× BM
ρ,− 12 ( j + κ, 12)∣( j + κ) j + ρ + κ,M⟩, (2.78)
where the ( j + κ) label in the vector indicates it comes from the coupling
∣ 12 ,− 12⟩⊗ ∣ j + κ,M + 12⟩. (2.79)
¿ere are exactly 4γ vectors on the RHS of (2.78): they are
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∣( j − γ + 12) j − γ,M⟩∣( j + µ ± 12) j + µ,M⟩ for µ ∈ {−γ + 1, . . . , γ − 1}∣( j + γ − 12) j + γ,M⟩; (2.80)
their Q-eigenvalues are
q(µ) = −( j + µ)( j + µ + 1), µ ∈ {−γ, . . . , γ}, (2.81)
which are all distinct33, and they form a basis for theM eigenspace in V 1
2
⊗ Vγ− 12 ⊗ Cεj , 33It follows from Lemma 2.3, asj /∈ Z/2.i.e., they are independent.
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As shown in Appendix B.1, Clebsch–Gordan coecients satisfy the property
BMν+1,−γ( j, γ) = αν( j, γ)√ j + ν −M + 1√ j + ν +M + 1BMν,−γ( j, γ), (2.82)
where αν is xed by the normalisation convention and does not depend onM. Using
this formula and the fact that (see Table B.1)
BMρ,− 12 ( j + κ, 12) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
−√ j+κ+M+ 12√
2 j+2κ+1 if ρ = − 12√
j+κ−M+ 12√
2 j+2κ+1 if ρ = 12 , (2.83)
we can write
∣(−γ)M⟩ = ∣γ,−γ⟩⊗ ∣ j,M + γ⟩ = γ∑
ν=−γ BMν,−γ( j, γ)∣ j + ν,M⟩ (2.84)
for some coecients BMν,−γ , where the vectors on the RHS are dened up to a normalisa-
tion factor as
∣J ,M⟩∝
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∣(J + 12)J ,M⟩ if J = j − γ∣(J − 12)J ,M⟩ if J = j + γ
1√
2J ∣(J − 12)J ,M⟩ − β(J)√2J+2 ∣(J + 12)J ,M⟩ otherwise, (2.85)
with
β( j + κ + 12) = ακ( j, γ − 12). (2.86)
Since these vectors live in dierent Q-eigenspaces, they are necessarily independent.
(ii) Suppose now that the vectors ∣J ,M⟩ dened in (2.85) belong to VM : then they
would be 2γ + 1 independent eigenvectors in VM , i.e., an eigenbasis, which proves the
proposition. It only remains to show that this is indeed true; it can be done by induction
as well. We can easily check that, for µ < γ,
Q∣(µ)M⟩ ∈ span{∣(µ − 1)M⟩, ∣(µ)M⟩, ∣(µ + 1)M⟩}, (2.87)
with ((µ + 1)M∣Q∣(µ)M) = Γ+(γ, µ)Γ−( j,M − µ) ≠ 0; (2.88)
consequently, it must be
∣(µ + 1)M⟩ ∈ span{∣(µ − 1)M⟩, ∣(µ)M⟩,Q∣(µ)M⟩}. (2.89)
Now suppose that
∣(µ − 1)M⟩, ∣(µ)M⟩ ∈ span{∣J ,M⟩ ∣ J = j − γ, . . . , j + γ}; (2.90)
then34 34Recall that Q∣J ,M⟩ ∝∣J ,M⟩.
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Q∣(µ)M⟩ ∈ span{∣J ,M⟩ ∣ J = j − γ, . . . , j + γ}, (2.91)
so that, as a consequence of (2.89), it must be
∣(µ + 1)M⟩ ∈ span{∣J ,M⟩ ∣ J = j − γ, . . . , j + γ} (2.92)
as well. Since when µ = −γ the hypothesis is valid35, it follows by induction that every 35Note that ∣(−γ − 1)M⟩ ≡ 0.
basis vector ∣(µ)M⟩ can be written as a linear combination of the independent ∣J ,M⟩
vectors. As their number match, the latter must form a basis for VM , so that they are, in
fact, eigenvectors for QM .
When j ∈ Z/2, QM is not always diagonalisable. In order to prove when it can be
done, the following Lemma is needed.
Lemma 2.4. When j ∈ Z/2, the eigenvalues of QM for the coupling Fγ ⊗ Cεj are given by
q(µ) = −( j + µ)( j + µ + 1), µ ∈ {−γ, . . . , γ}.
Proof. ¿e result follows by continuity from Proposition 2.6. First notice that the func-
tion36 36HereQM( j) is the matrix rep-
resenting QM in the coupling
Fγ ⊗ Cεj , where γ is xed.dMλ ∶ j ∈ R↦ det(QM( j) − λ1) ∈ C, (2.93)
is continuous since it is a product of continuous functions37 of j. Moreover, for j /∈ Z/2,
37One can easily check that the
entries of QM( j) are continu-
ous in j.
it is given by
dMλ ( j) = γ∏
µ=−γ[−( j + µ)( j + µ + 1) − λ], (2.94)
as a consequence of Proposition 2.6. Now let k ∈ Z/2; since d is continuous, it must be
dMλ (k) = limj→k dMλ ( j) = γ∏µ=−γ[−(k + µ)(k + µ + 1) − λ] (2.95)
so that the eigenvalues of QM are the q(µ)’s.
It is now possible to prove that
Proposition 2.7. When j ∈ Z/2, Q is diagonalisable for the coupling Fγ ⊗ Cεj if and only
if j > γ − 1 or j < −γ.
Proof. We know from Lemma 2.3 that the eigenvalues of each QM (given by Lemma 2.4)
are all distinct if and only if j > γ − 1 or j < −γ. However, like in the discrete case (see
proof of Proposition 2.5), QM is represented in the ∣(µ)M⟩ basis by a tridiagonal matrix
with non-zero superdiagonal entries. It follows from Proposition A.1 that the QM are
diagonalisable if and only if the eigenvalues are all dierent, i.e., j > γ − 1 or j < −γ, as
required.
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Summary
¿e coupling Fγ ⊗ Cεj can be decomposed in irreducible modules if and only if j /∈ Z/2
or, when j is (half-)integer, if j > γ − 1 or j < −γ. One can check directly that each
Q-eigenspace behaves as a continuous module: in fact, either
j /∈ Z/2 ⇒ J /∈ Z/2 (2.96)
or ⎧⎪⎪⎨⎪⎪⎩ j ∈ Z/2j − ε /∈ Z ⇒
⎧⎪⎪⎨⎪⎪⎩J ∈ Z/2J − E /∈ Z, (2.97)
where
E ∶= ⎧⎪⎪⎨⎪⎪⎩0 if ε + γ ∈ Z12 if ε + γ ∈ 12 +Z; (2.98)
in both cases
Γ±(J ,M) ≠ 0, ∀J ∈ { j − γ, . . . , j + γ}, ∀M ∈ E +Z. (2.99)
¿e Clebsch–Gordan coecients can be found by solving the eigenvalue problem for
the matrix representation of QM , withM arbitrary; the coecients for the specic cases
of γ = 12 , 1 with arbitrary Cεj can be found respectively in Tables B.1 and B.2.
As with the coupling with discrete representations, we can write the result in the
compact form
Fγ ⊗ Cεj = j+γ⊞
J= j−γCEJ , (2.100)
with the restriction that, if j ∈ Z/2, j > γ − 1 or j < −γ.
2.3.4 Jordan–Schwinger representation
An application of the Wigner–Eckart theorem to the non-compact group Spin(2, 1) will
be presented here. It is well known in the quantum theory of angular momentum, where
the Lie group SU(2) is used, that the generators of the algebra (physically corresponding
to innitesimal rotations) can be expressed in terms of a pair of uncoupled quantum
harmonic oscillators; this result is known as Jordan–Schwinger representation38. Explicitly, 38Schwinger, ‘On Angular Mo-
mentum’.the su(2)C generators39 Kz , K+ and K− with commutation relations
39Unitary representations are
those with K†z = Kz , K†+ = K−.[Kz ,K±] = ±K±, [K+,K−] = 2Kz (2.101)
can be expressed as
Kz = 12(a†a − b†b), K+ = a†b, K− = b†a, (2.102)
where a and b are quantum harmonic oscillators, i.e., satisfy
[a, a†] = [b, b†] = 1, (2.103)
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and all the other commutators vanish. More generally a, a†, b, b† and 1 form a complex
unitary representation of the 5-dimensional Heisenberg algebra h2(R).
Onemay ask if a similar result holds for the (g,K)-modules of Spin(2, 1): the answer
is positive for the discrete and nite-dimensional series, but an analogous construction
for the continuous series is not easily guessed and, in fact, was not available until
recently40. It will be shown here how the Wigner–Eckart theorem can be used to nd 40Sellaroli, ‘Wigner–Eckart the-
orem for the non-compact al-
gebra sl(2,R)’.an analogue of the Jordan–Schwinger representation for Spin(2, 1), which covers allrepresentation classes.
First notice that the Wigner–Eckart theorem for a Spin(2, 1) tensor operator41 41Here Vj is an irreducible(g,K)-module of Spin(2, 1),
on which the Casimir acts as
Q ≡ − j( j + 1)1. Moreover, we
assume the module Fγ ⊗ Vj is
decomposable.
τ ∶ Fγ ⊗ Vj → Vj′ , (2.104)
with components
τµ ∶ ∣ j,m⟩ ∈ Vj → τ(∣γ, µ⟩⊗ ∣ j,m⟩) ∈ Vj′ , (2.105)
takes the form ( j′,m′∣τµ ∣ j,m) = ( j′∥τ∥ j)B( j′,m′∣γ, µ; j,m), (2.106)
where ( j′∥τ∥ j) (usually called the reduced matrix element) does not depend on m, m′
or µ and B( j′,m′∣γ, µ; j,m) are the inverse Clebsch–Gordan coecients42 42If Vj is nite dimensional
these are the SU(2) Clebsch–
Gordan coecients. It is im-
plicitly assumed that the coef-
cients vanish if Vj′ does not
belong to the decomposition.
B( j′,m′∣γ, µ; j,m) ∶= Bm′j′− j,µ( j, γ)δm+µ,m′ . (2.107)
Now note that a tensor operator
V ∶ F1 ⊗ Vj → Vj (2.108)
can be constructed out of the algebra generators, with components
V±1 = ∓iJ±, V0 = −√2J0; (2.109)
in fact [J0,Vµ] = µVµ , [J±,Vµ] = Γ±(1, µ). (2.110)
An alternative way to look at the Jordan–Schwinger construction is to look for two
tensor operators
T ∶ F 1
2
⊗ Vj → Vj− 12 , T̃ ∶ F 12 ⊗ Vj → Vj+ 12 (2.111)
that can be combined to obtain V . Explicitly, we make the ansatz
Vµ = 12∑
µ1=− 12
1
2∑
µ2=− 12 ⟨ 12 , µ1; 12 , µ2∣1, µ⟩Tµ1 T̃µ2 . (2.112)
It can be shown43 that the RHS (2.112) is indeed a tensor operator F1 ⊗ Vj → Vj; the 43Barut and Rązka, ¿eory of
Group Representations and Ap-
plications, chap. 9.
Clebsch–Gordan coecients appearing in it are44
44Varshalovich, Moskalev and
Khersonski˘ı, ‘Clebsch–Gordan
Coecients and 3 jm Symbols’.
⟨ 12 , µ1; 12 , µ2∣1, µ⟩ = √(1 − µ)!√(1 + µ)!√2 (2.113)
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so that, in terms of the generators,
J± = ±iT±T̃±, J0 = − 12(T−T̃+ + T+T̃−), (2.114)
with the shorthand notation
T± ∶= T± 12 . (2.115)
We know from the Wigner–Eckart theorem that the matrix elements of T and T̃ are
( j − 12 ,m′∣Tµ ∣ j,m) = f ( j)B( j − 12 ,m′∣ 12 , µ; j,m) (2.116a)( j + 12 ,m′∣T̃µ ∣ j,m) = f̃ ( j)B( j + 12 ,m′∣ 12 , µ; j,m), (2.116b)
where f and f̃ are arbitrary functions. ¿e matrix elements of the generators are known:
using the ansatz, we get
Γ+( j,m) = ( j,m+ 1∣J+∣ j,m) = i( j,m+ 1∣T+∣ j+ 12 ,m+ 12)( j+ 12 ,m+ 12 ∣T̃+∣ j,m). (2.117)
¿e RHS can be evaluated, assuming the decomposition exists of F 1
2
⊗ Vj exists, with
the Clebsch–Gordan coecients from Table B.1, which give
i
f ( j + 12) f̃ ( j)√
2 j + 2√2 j + 1√ j −m√ j +m + 1 = f ( j +
1
2) f̃ ( j)√
2 j + 2√2 j + 1 Γ+( j,m), (2.118)
so that it must be
f ( j − 12) f̃ ( j)√
2 j
√
2 j + 1 = 1. (2.119)
Similarly
( j,m − 1∣J−∣ j,m) = f ( j + 12) f̃ ( j)√2 j + 2√2 j + 1 Γ−( j,m) (2.120)
and ( j,m∣J0∣ j,m) = f ( j + 12) f̃ ( j)√2 j + 2√2 j + 1 m, (2.121)
which means the ansatz is true whenever (2.119) holds. ¿e choice
f ( j) = f̃ ( j) = √2 j + 1 (2.122)
will be used here. ¿e action of T and T̃ is thus
T−∣ j,m⟩ = −√ j +m ∣ j − 12 ,m − 12⟩ (2.123a)
T+∣ j,m⟩ = √ j −m ∣ j − 12 ,m + 12⟩ (2.123b)
T̃−∣ j,m⟩ = √ j −m + 1 ∣ j + 12 ,m − 12⟩ (2.123c)
T̃+∣ j,m⟩ = √ j +m + 1 ∣ j + 12 ,m + 12⟩, (2.123d)
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from which it follows that [T+, T̃−] = [T̃+, T−] = 1, (2.124)
with all other commutators vanishing.
¿ese commutation relations closely resemble those of the harmonic oscillator and,
in fact, generalise them. For example, when the representation considered is F j we nd
by inspection
T̃± = ∓T†∓ . (2.125)
Renaming
T− = −a, T+ = b (2.126)
we get
J+ = ia†b, J− = ib†a, J0 = 12(a†a − b†b), (2.127)
with a and b satisfying the harmonic oscillator commutation relation. Analogously, for
the discrete series D±j with j ≥ 0 we have
T̃± = ⎧⎪⎪⎨⎪⎪⎩−T
†∓ for D+j
T†∓ for D−j ; (2.128)
with the choice ⎧⎪⎪⎨⎪⎪⎩T− = a, T+ = ib
† for D+j
T− = a†, T+ = ib for D−j (2.129)
we get ⎧⎪⎪⎨⎪⎪⎩J+ = a
†b†, J− = ab, J0 = 12(a†a + b†b + 1) for D+j
J+ = −ab, J− = −a†b†, J0 = − 12(a†a + b†b + 1) for D−j . (2.130)
Note that, despite the fact that the Clebsch–Gordan decomposition of F 1
2
⊗ D±− 12 does
not exist45, the Jordan–Schwinger representation in terms of harmonic oscillators also 45Recall that it must be j > γ−1.
works for D±− 12 ; in fact the action of T̃ is well dened even when j = − 12 , while T only
acts on D±1
2
, on which it is dened.
¿e continuous series generators cannot be rewritten in terms of harmonic oscillators
because, while
( j + 12 ,m ± 12 ∣T̃±∣ j,m) = ∓( j,m∣T∓∣ j + 12 ,m ± 12), (2.131)
these matrix elements are never always real or imaginary, as that depends on the value
of m. ¿is is to be expected, as if the generators could be written in terms of harmonic
oscillators, the Casimir element Q would be expressible in terms of the number operators
Na = a†a, Nb = b†b, (2.132)
which have discrete spectrum46: this contradicts the fact that the eigenvalues of Q are 46Messiah, Quantum Mechan-
ics.continuous. Nevertheless, thanks to the Wigner–Eckart theorem, we constructed an
an analogue of the Jordan–Schwinger representation that works even in this case. ¿is,
28
28
2.4. 4D Lorentz group
together with the Clebsch–Gordan decomposition of Fγ⊗Cεj , is themost important result
of this chapter, as it will allow us to generalise the spinorial formalism of loop quantum
gravity to 3D Lorentzian space-time in such a way that continuous representations can
be considered, as we will see in Chapter 3. One should note that,despite the fact that the
components of T and T̃ are not harmonic oscillators, the commutation relations (2.124)
are still those of a Heisenberg algebra representation, where one of the generators acts
as the identity, so that for each j, ε the space47 47Although F 1
2
⊗ Cεj is not de-
composable when j = − 12 and
ε = 0, the Jordan–Schwinger
representation works even in
this case, as with the discrete
series.
⊞
k∈ZC
εk
j+k/2, (2.133)
where εk changes parity every time k increases by 1 and ε0 ≡ ε, carries the structure of a
(non-unitary) h2(R)C-module.
2.4 4D Lorentz group
In this section we are going to study the recoupling theory of nite and innite-dimen-
sional representations of the double cover of the 4D Lorentz group, Spin(3, 1), using
the results of the 3D case as a guideline. ¿e results we obtain are very similar to the
Spin(2, 1) case, but their proofs are more elaborate due to the more sophisticated nature
of the representations. We will rst review the Spin(3, 1) representation theory, then
study the product of a nite dimensional representation and an innite-dimensional one.
As for the 3D case, we are then going to use the Wigner–Eckart theorem to generalise
the Jordan–Schwinger representation, known only for the nite-dimensional modules,
to innite-dimensional representations.
2.4.1 Irreducible representations of Spin(3, 1)
¿e proper orthochronous Lorentz group SO0(3, 1), henceforth simply referred to as the
Lorentz group, is the identity component of the subgroup of GL(4,R) that preserves
the quadratic form
Q(x) = −(x0)2 + (x1)2 + (x2)2 + (x3)2, x = (x0, x1, x2, x3) ∈ R4. (2.134)
To allow for spin representations, the double cover Spin(3, 1) ≅ SL(2,C)R of SO0(3, 1)
will be used here; moreover, only complex representations will be considered, so that
one may work with a complexied Lie algebra.
¿e Lie algebra spin(3, 1)C has 6 generators
J = (J0, J1, J2), K = (K0,K1,K2), (2.135)
with commutation relations48 48Here ε cab is the Levi–Civita
tensor, and we use the Einstein
convention of summation over
repeated indices.
[Ja , Jb] = iε cab Jc , [Ja ,Kb] = iε cab Kc , [Ka ,Kb] = −iε cab Jc . (2.136)
¿e J’s generate the subalgebra spin(3) ≅ su(2) (i.e., spatial rotations), while the K’s are
the generators of boosts. ¿e algebra has two CasimirsC1 = J ⋅K, C2 = J2 − K2 (2.137)
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which, introducing the operators
J± ∶= J1 ± i J2, K± ∶= K1 ± iK2 (2.138)
and making use of (2.136), can be rewritten as
C1 = J0K0 + 12(J−K+ + J+K−), C2 = J2 − (J0 + K20 + K+K−). (2.139)
As in Section 2.3, we will work with the (g,K)-modules induced by irreducible
admissible Hilbert space representations49, with g = spin(3, 1) and K = SU(2); for 49¿e maximal compact sub-
group is SU(2).Spin(3, 1) these exhaust all the possible irreducible (g,K)-modules50. ¿e general
50See Knapp, Representation
¿eory of Semisimple Groups:
An Overview Based on Ex-
amples, chap. II for the explicit
expression of the group repres-
entations.
irreducible admissible (g,K)-module51, labelled by a pair (λ, ρ) ∈ Z/2 × C, is the
51Gel’fand, Minlos and Shapiro,
Representations of the rotation
and Lorentz groups and their ap-
plications.
algebraic direct sum
Vλ,ρ = jmax⊕
j=∣λ∣V
j
λ,ρ (2.140)
of unitary irreducible SU(2)-modules V jλ,ρ, where the sum is in integer steps and, de-
pending on the values of λ and ρ, it is either jmax ∈ ∣λ∣ + N0 or jmax = ∞ (see later
discussion). ¿e (complex) vector space V jλ,ρ is spanned by the basis
∣(λ, ρ) j,m⟩, m ∈M j ∶= {− j,− j + 1, . . . , j − 1, j}, (2.141)
on which the su(2)C generators act as52 52 J2 = J ⋅ J is the su(2) Casimir.⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
J0∣(λ, ρ) j,m⟩ = m∣(λ, ρ) j,m⟩
J±∣(λ, ρ) j,m⟩ = C±( j,m)∣(λ, ρ) j,m ± 1⟩
J2∣(λ, ρ) j,m⟩ = j( j + 1)∣(λ, ρ) j,m⟩, (2.142)
with
C±( j,m) ∶= √ j ∓m√ j ±m + 1, (2.143)
i.e., they are eigenvectors for J0 and J
2; since SU(2) is simply connected, its action onV jλ,ρ
is completely determined by the corresponding Lie algebra action. ¿e (g,K)-module
will be given an inner product by requiring the SU(2)-modules to be orthogonal to each
other and the vectors in (2.141) to be orthogonal to each other53. 53As in Section 2.3, we cannot
guarantee they are of norm 1
unless the module is unitary or
nite-dimensional.
¿e possible matrix elements54 of the boost generators are
54All the other matrix elements
necessarily vanish. In fact, the
boost generators K0, K± are
(proportional to) the compon-
ents of an SU(2) tensor oper-
ator, so that all other possibilit-
ies are excluded by the Wigner–
Eckart theorem.
( j + 1,m ± 1∣K±∣ j,m) = ∓P+λ,ρ( j)√ j ±m + 1√ j ±m + 2 (2.144a)( j + 1,m∣K0∣ j,m) = P+λ,ρ( j)√ j +m + 1√ j −m + 1 (2.144b)( j,m ± 1∣K±∣ j,m) = Pλ,ρ( j)C±( j,m) (2.144c)( j,m∣K0∣ j,m) = Pλ,ρ( j)m (2.144d)
( j − 1,m ± 1∣K±∣ j,m) = ±P−λ,ρ( j)√ j ∓m√ j ∓m − 1 (2.144e)( j − 1,m∣K0∣ j,m) = P−λ,ρ( j)√ j +m√ j −m, (2.144f)
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where
P−λ,ρ( j) = √ j + λ√ j − λ√ j + ρ√ j − ρj√2 j + 1√2 j − 1 , P+λ,ρ( j) = P−λ,ρ( j + 1) (2.145)
and
Pλ,ρ( j) = ⎧⎪⎪⎨⎪⎪⎩
iλρ
j( j+1) if j ≠ 0
0 if j = 0. (2.146)
¿e Casimirs act on Vλ,ρ as
C1 = iλρ 1, C2 = (λ2 + ρ2 − 1)1. (2.147)
¿e values j can take have an upper bound jmax ∈ ∣λ∣ +N0 if and only if
P+λ,ρ( jmax) = 0 and P+λ,ρ( j) ≠ 0 ∀ j < jmax, (2.148)
i.e.55, 55Recall that j ≥ ∣λ∣.
ρ = ±( jmax + 1). (2.149)
It follows thatVλ,ρ is nite-dimensional when ρ ∈ ±(∣λ∣+N) and it is innite-dimensional
in all other cases.
Remark (isomorphic modules). ¿e values of the Casimirs and of Pλ,ρ( j), P+λ,ρ( j) and
P−λ,ρ( j) are invariant under the change (λ, ρ)→ (−λ,−ρ); moreover, whether the module
is nite-dimensional and the value of jmax are unaected by the change as well. It follows
that the modules Vλ,ρ and V−λ,−ρ are isomorphic.
Unitary modules are those for which
K†0 = K0, K†+ = K−, (2.150)
with respect to the inner product on Vλ,ρ. Explicitly, it must be
Pλ,ρ( j) ∈ R, P−λ,ρ( j) ∈ R, (2.151)
which is satised by three possible classes of modules:
• principal series: λ ∈ Z/2 and ρ ∈ iR;
• complementary series: λ = 0 and ρ ∈ (−1, 0) ∪ (0, 1);
• trivial representation: λ = 0 and ρ = ±1.
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Finite-dimensional modules
It was shown that the (g,K)-module with ρ = B(ω + 1), ω ∈ ∣λ∣ +N0, B = ±1 is nite-
dimensional. We will assume, for nite-dimensional modules (and for those only), that
λ ≥ 0. It is then easy to check that
dimVλ,ρ = ω∑
j=λ(2 j + 1) = (ω − λ + 1)(ω + λ + 1). (2.152)
Finite-dimensional modules can be given an alternative construction using the fact that
spin(3, 1)C ≅ su(2)C ⊕ su(2)C, (2.153)
i.e., by changing to the basis
MA ∶= 12(J − iAK), A = ±1, (2.154)
with commutation relations
[MAa ,MBb ] = iε cab MAc δAB; (2.155)
one can easily show that, for nite-dimensional modules,
K†0 = −K0, K†+ = −K−, (2.156)
so that each MAa is self-adjoint, i.e., each su(2)C subalgebra acts as a unitary su(2)
representation.
From su(2) representation theory we know that, if Vj is the (2 j + 1)-dimensional
unitary irreducible su(2)-module,
ω⊕
j=λ Vj ≅ Vω+λ2 ⊗ Vω−λ2 ≅ Vω−λ2 ⊗ Vω+λ2 . (2.157)
Since J =M(−) +M(+), we can then change the basis to
∣ j1,m1⟩⊗ ∣ j2,m2⟩ = ω∑
j=λ
j∑
m=− j⟨ j,m∣ j1,m1; j2,m2⟩∣(λ, ρ) j,m⟩, (2.158)
where ⟨ j,m∣ j1,m1; j2,m2⟩ are the su(2) Clebsch–Gordan coecients56 and 56Varshalovich, Moskalev and
Khersonski˘ı, ‘Clebsch–Gordan
Coecients and 3 jm Symbols’.⎧⎪⎪⎨⎪⎪⎩ j1 =
ω+λ
2
j2 = ω−λ2 or
⎧⎪⎪⎨⎪⎪⎩ j1 =
ω−λ
2
j2 = ω+λ2 ; (2.159)
it is assumed that M(−) and M(+) only act respectively on ∣ j1,m1⟩ and ∣ j2,m2⟩. ¿e
dimension of the new basis is
(2 j1 + 1)(2 j2 + 1) = (ω + λ + 1)(ω − λ + 1), (2.160)
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as expected. ¿e choice of j1, j2 depends on the sign of ρ: in fact, we haveC1∣ j1,m1⟩⊗ ∣ j2,m2⟩ = iBλ(ω + 1)∣ j1,m1⟩⊗ ∣ j2,m2⟩, (2.161)
but also C1 =∑
A
iA(MA)2, (2.162)
so that (2.161) is consistent if and only if
j1 = ω − Bλ2 , j2 = ω + Bλ2 . (2.163)
Conversely, one can show that every product of su(2)-modules
Vj1 ⊗ Vj2 , j1, j2 ∈ N0/2 (2.164)
gives rise to a Lorentz group (g,K)-module with
λ = ∣ j1 − j2∣, ρ = ⎧⎪⎪⎨⎪⎪⎩( j1 + j2 + 1) if j1 < j2−( j1 + j2 + 1) if j1 ≥ j2. (2.165)
As a consequence, every nite-dimensional irreducible (g,K)-module can be specied
by a pair ( j1, j2) ∈ N0/2 ×N0/2; it is customary to use the pair to denote the module
itself.
Examples of nite-dimensional modules are
• (0, 0): the scalar module (trivial representation);
• ( 12 , 0) and (0, 12): respectively the le and rightWeyl spinor modules;
• ( 12 , 12): the (complexied) vector module;
• ( 12 , 0)⊕ (0, 12): the Dirac spinor module (not irreducible).
It is not dicult to infer the decomposition of the product of two nite-dimensional
modules from su(2) results; we have
( j1, k1)⊗ ( j2, k2) ≅ j1+ j2⊕
j=∣ j1− j2 ∣
k1+k2⊕
k=∣k1−k2 ∣( j, k), (2.166)
and, in particular, ( j1, j2) ≡ ( j1, 0)⊗ (0, j2). (2.167)
Wewill refer tomodules of the kind ( j, 0) and (0, j) respectively as le and rightmodules;
it follows from (2.167) that any other irreducible module can be constructed from the
product of a le and right one. To allow to easily specify if a module is le or right, the
notation
FAj ∶= ⎧⎪⎪⎨⎪⎪⎩( j, 0) if A = −1(0, j) if A = 1 (2.168)
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will be used in the following sections. A basis for FAj is given by∣ jA, µ⟩, µ ∈M j , (2.169)
with⎧⎪⎪⎨⎪⎪⎩J0∣ jA, µ⟩ = µ∣ jA, µ⟩J±∣ jA, µ⟩ = C±( j, µ)∣ jA, µ ± 1⟩ and
⎧⎪⎪⎨⎪⎪⎩K0∣ jA, µ⟩ = iAµ∣ jA, µ⟩K±∣ jA, µ⟩ = iAC±( j, µ)∣ jA, µ ± 1⟩.
(2.170)
2.4.2 Product of nite and innite-dimensional modules
In order to use the Wigner–Eckart theorem with innite-dimensional modules, we
need to study the Clebsch–Gordan decomposition of the tensor product of a non-trivial
nite-dimensional module (necessarily non-unitary) and an innite-dimensional one
(either unitary or non-unitary), which was previously unconsidered. In light of the
consequences of (2.167) mentioned above, we will start by considering couplings of the
kind FAγ ⊗ Vλ,ρ, where γ ≥ 12 and λ, ρ are such that
P+λ,ρ( j) ≠ 0, ∀ j ∈ ∣λ∣ +N0. (2.171)
A Clebsch–Gordan decomposition exists if and only if it is possible to simultaneously
diagonalise the two Casimirs in the product module57, where the generators act as 57One can check explicitly that
the Casimirs acting on the
product space are neither self-
adjoint nor normal operators,
i.e., they do not commute with
their adjoint, so that the spec-
tral theorem cannot be used.
J ≡ J⊗ 1 + 1⊗ J, K ≡ K⊗ 1 + 1⊗K (2.172)
on the basis elements
∣γA, µ⟩⊗ ∣(λ, ρ) j,m⟩, j ∈ ∣λ∣ +N0, m ∈M j , µ ∈Mγ . (2.173)
Instead of working with an innite dimensional vector space, we can decompose
the product space into a sum of nite-dimensional spaces by diagonalising J0 and J
2
rst. Using su(2) recoupling theory, we nd that the vectors
∣( j)J ,M⟩ ∶= ∑
µ∈Mγ ∑m∈M j⟨γ, µ; j,m∣J ,M⟩∣γA, µ⟩⊗ ∣(λ, ρ) j,m⟩,
j ∈ ∣λ∣ +N0, J ∈ {∣ j − γ∣, . . . , j + γ}, M ∈MJ (2.174)
provide an orthogonal basis of (J0, J2)-eigenvectors for the product space.
Proposition 2.8. ¿e set of possible values J can take for the vectors ∣( j)J ,M⟩ is
J (λ, γ) = max(ε, ∣λ∣ − γ) +N0, ε = ⎧⎪⎪⎨⎪⎪⎩0 if λ + γ ∈ Z12 if λ + γ ∈ 12 +Z.
Proof. (i) First consider the case ∣λ∣ ≥ γ. As j ≥ ∣λ∣ ≥ γ, the possible values J can take
for xed j are
j − γ, . . . , j + γ, (2.175)
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so that
J (λ, γ) ≡ ⋃
j∈∣λ∣+N0{ j − γ, . . . , j + γ} = ∣λ∣ − γ +N0 ≡ max(ε, ∣λ∣ − γ) +N0, (2.176)
as ∣λ∣ − γ ≥ ε.
(ii) Now let γ > ∣λ∣; in this case, we have
J ∈ ⎧⎪⎪⎨⎪⎪⎩{ j − γ, . . . , j + γ} if j ≥ γ{γ − j, . . . , γ + j} if j < γ. (2.177)
It follows that, with ε dened as in the statement,
J (λ, γ) = γ+ε−1⋃
j=∣λ∣ {γ − j, . . . , γ + j} ∪ ∞⋃j=γ+ε{ j − γ, . . . , j + γ}
= γ+ε−1⋃
j=∣λ∣ {γ − j, . . . , γ + j} ∪ (ε +N0)= ε +N0 ≡ max(ε, ∣λ∣ − γ) +N0,
(2.178)
as ⋃γ+ε−1j=∣λ∣ {γ − j, . . . , γ + j} is necessarily58 a subset of ε +N0. 58Note that γ − j ≥ 1 − ε ≥ ε
when ∣λ∣ ≤ j ≤ γ + ε − 1.
¿e eigenspace V JM , dened by
J0∣ψ⟩ = M∣ψ⟩, J2∣ψ⟩ = J(J + 1)∣ψ⟩, ∀∣ψ⟩ ∈ V JM , (2.179)
is spanned by the basis vectors59 59¿e form of ΩJ(λ, γ) can be
evinced from Table 2.1.
∣( j)J ,M⟩, j ∈ ΩJ(λ, γ) ∶= ⎧⎪⎪⎨⎪⎪⎩{max(∣λ∣, J − γ), . . . , J + γ} if J ≥ γ − ∣λ∣{γ − J , . . . , γ + J} if J < γ − ∣λ∣, (2.180)
so that
dimV JM = ⎧⎪⎪⎨⎪⎪⎩min(J + γ − ∣λ∣ + 1, 2γ + 1) if J ≥ γ − ∣λ∣2J + 1 if J < γ − ∣λ∣; (2.181)
note that, when ∣λ∣ ≥ γ, it is always true that J ≥ 0 ≥ γ − ∣λ∣, so that the case J < γ − ∣λ∣
need only be considered when ∣λ∣ < γ.
Since the Casimirs commute with both J0 and J
2, we can work with their restriction
on the nite-dimensional subspaces V JM and diagonalise those; moreover, it suces to
consider the restrictions to VJ ∶= V JJ thanks to the following
Proposition 2.9. Let J ∈ J (λ, γ). ¿e eigenvalues of the Casimirs C1 and C2 are the same
on each V JM , M ∈MJ .
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(a) γ = ∣λ∣ + 12 + n, n ∈ N0
j possible values of J∣λ∣ n + 12 , . . . , 2γ − n − 12∣λ∣ + 1 n − 12 , . . . , 2γ − n + 12⋮∣λ∣ + n − 1 32 , . . . , 2γ − 32∣λ∣ + n 12 , . . . , 2γ − 12∣λ∣ + n + 1 12 , . . . , 2γ + 12∣λ∣ + n + 2 32 , . . . , 2γ + 32⋮
J possible values of j
1
2 ∣λ∣ + n, ∣λ∣ + n + 1 (γ − J , . . . , γ + J)
3
2 ∣λ∣ + n − 1, . . . , ∣λ∣ + n + 2 (γ − J , . . . , γ + J)⋮
n + 12 ∣λ∣, . . . , ∣λ∣ + 2n + 1 (∣λ∣, . . . , J + γ)
n + 32 ∣λ∣, . . . , ∣λ∣ + 2n + 2 (∣λ∣, . . . , J + γ)⋮
2γ − n − 12 ∣λ∣, . . . , ∣λ∣ + 2γ (∣λ∣, . . . , J + γ)
2γ−n− 12 +k ∣λ∣ + k, . . . , ∣λ∣ + 2γ + k (J − γ, . . . , J + γ)
(b) γ = ∣λ∣ + 1 + n, n ∈ N0
j possible values of J∣λ∣ n + 1, . . . , 2γ − n − 1∣λ∣ + 1 n, . . . , 2γ − n⋮∣λ∣ + n − 1 2, . . . , 2γ − 2∣λ∣ + n 1, . . . , 2γ − 1∣λ∣ + n + 1 0, . . . , 2γ∣λ∣ + n + 2 1, . . . , 2γ + 1⋮
J possible values of j
0 ∣λ∣ + n + 1 (γ − J , . . . , γ + J)
1 ∣λ∣ + n, . . . , ∣λ∣ + n + 2 (γ − J , . . . , γ + J)⋮
n + 1 ∣λ∣, . . . , ∣λ∣ + 2n + 1 (∣λ∣, . . . , J + γ)
n + 2 ∣λ∣, . . . , ∣λ∣ + 2n + 2 (∣λ∣, . . . , J + γ)⋮
2γ − n − 1 ∣λ∣, . . . , ∣λ∣ + 2γ (∣λ∣, . . . , J + γ)
2γ − n − 1 + k ∣λ∣ + k, . . . , ∣λ∣ + 2γ + k (J − γ, . . . , J + γ)
Table 2.1: Possible values of J given j (le ) and of j given J (right) when γ > ∣λ∣.
Proof. ¿e basis vectors of V JM satisfy
J±∣( j)J ,M⟩ = C±(J ,M)∣( j)J ,M ± 1⟩, (2.182)
so that
J±(V JM) ⊆ V JM±1, ⎧⎪⎪⎨⎪⎪⎩
ker J+∣V JM = {0}, ∀M < J
ker J−∣V JM = {0}, ∀M > −J . (2.183)
Since J± commutes with the Casimirs, given a Ca-eigenvector ∣αa⟩ ∈ V JM with eigenvalue
αa ∈ C we have
0 ≠ J±∣αa⟩ ∈ V JM±1, Ca J±∣αa⟩ = J±Ca ∣αa⟩ = αa J±∣αa⟩ (2.184)
whenever V JM±1 is dened60, so that each V JM has the same eigenvalues. 60Respectively when M < J
andM > −J.
¿e action of the Casimirs on the basis vectors of VJ∣( j)J⟩ ∶= ∣( j)J , J⟩, j ∈ ΩJ(λ, γ) (2.185)
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is given by
C1∣( j)J⟩ = [J(J + 1) iA+Pλ ,ρ( j)2 − ( j( j + 1) − γ(γ + 1)) iA−Pλ ,ρ( j)2 ]∣( j)J⟩+ P+λ ,ρ( j)2 √J + j + γ + 2√ j + γ − J + 1√J + j − γ + 1√J − j + γ∣( j + 1)J⟩+ P−λ ,ρ( j)2 √J + j + γ + 1√ j + γ − J√J + j − γ√J − j + γ + 1∣( j − 1)J⟩
(2.186a)C2∣( j)J⟩ = [(J(J + 1) − j( j + 1))(1 − iAPλ,ρ( j))+ γ(γ + 1)(1 + iAPλ,ρ( j)) + λ2 + ρ2 − 1]∣( j)J⟩− iAP+λ,ρ( j)√J + j + γ + 2√ j + γ − J + 1√J + j − γ + 1√J − j + γ∣( j + 1)J⟩− iAP−λ,ρ( j)√J + j + γ + 1√ j + γ − J√J + j − γ√J − j + γ + 1∣( j − 1)J⟩,
(2.186b)
where it is implicitly assumed that ∣( j)J⟩ = 0 if j /∈ ΩJ(λ, γ). Note that the matrix form
of each Ca is tridiagonal (see Appendix A.1) and that, for the subdiagonal entries,(( j + 1)J∣Ca ∣( j)J) = 0 ⇔ j = J + γ = maxΩJ(λ, γ), (2.187)
i.e., they are all non-zero61; it then follows from Proposition A.1 that the eigenspaces of 61Note that when j = J + γ the
vector ∣( j + 1)J⟩ vanishes.Ca are all 1-dimensional, so that it is diagonalisable if and only if it has dimVJ distinct
eigenvalues. Explicitly, the Casimirs are simultaneously diagonalisable on VJ if and only
if there is a basis
∣(Λ,P)J⟩ = ∑
j∈ΩJ A{γA; (λ, ρ) j∣(Λ,P)J}∣( j)J⟩, (Λ,P) ∈ CAJ (λ, ρ, γ) ⊆ C2, (2.188)
with ∣CAJ (λ, ρ, γ)∣ = dimVJ , (2.189)
such that
C1∣(Λ,P)J⟩ = iΛP∣(Λ,P)J⟩ (2.190a)C2∣(Λ,P)J⟩ = (Λ2 + P2 − 1)∣(Λ,P)J⟩ (2.190b)
and for every (Λ,P), (Λ′,P′) ∈ CAJ (λ, ρ, γ)⎧⎪⎪⎨⎪⎪⎩ΛP = Λ
′P′
Λ2 + P2 = (Λ′)2 + (P′)2 ⇔ (Λ′,P′) = (Λ,P); (2.191)
note that at this stage Λ is allowed to be any complex number, to ensure that any
pair of eigenvalues of the Casimirs can be written as in (2.190). ¿e coecients of the
change of basisA{γA; (λ, ρ) j∣(Λ,P)J}will be called as usualClebsch–Gordan coecients.
Conversely, the inverse change of basis is
∣( j)J⟩ = ∑(Λ,P)∈CJ B{(Λ,P)J∣γA; (λ, ρ) j}∣(Λ,P)J⟩, j ∈ ΩJ(λ, ρ), (2.192)
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where the B{(Λ,P)J∣γA; (λ, ρ) j} are the inverse Clebsch–Gordan coecients. As a con-
sequence of Proposition 2.9, the eigenvectors in V JM ,M < J will be∣(Λ,P)J ,M⟩ ∶= ∑
j∈ΩJ A{γA; (λ, ρ) j∣(Λ,P)J}∣( j)J ,M⟩ (2.193)
so that, more generally,
∣(Λ,P)J ,M⟩ = ∑
j∈ΩJ ∑µ∈Mγ ∑m∈M j A{γA; (λ, ρ) j∣(Λ,P)J}× ⟨γ, µ; j,m∣J ,M⟩∣γA, µ⟩⊗ ∣(λ, ρ) j,m⟩. (2.194)
Solving the eigenvalue equations for arbitrary γ is not an easy task: instead, we will
solve explicitly the case γ = 12 and proceed by induction for the other cases. When γ = 12 ,
we have
J (λ, 12) = ⎧⎪⎪⎨⎪⎪⎩
1
2 +N0 if λ = 0∣λ∣ − 12 +N0 if λ ≠ 0 and dimVJ =
⎧⎪⎪⎨⎪⎪⎩1 if J = ∣λ∣ −
1
2
2 if J ≥ ∣λ∣ + 12 , (2.195)
and it can be explicitly checked by solving the eigenvalue problem for (2.186) that, when
λ ≠ −Aρ,
CAJ (λ, ρ, 12) = ⎧⎪⎪⎨⎪⎪⎩{(λ −
1
2 , ρ − A2 ), (λ + 12 , ρ + A2 )} ⊆ Z/2 ×C if J ≥ ∣λ∣ + 12{(λ − 12 sgn(λ), ρ − A2 sgn(λ))} ⊆ Z/2 ×C if J = ∣λ∣ − 12 ; (2.196)
the corresponding Clebsch–Gordan coecients can be found in Table B.3 (Appendix B).
When ρ = −Aλ the eigenvalues for J ≥ ∣λ∣ + 12 coincide, so that, as pointed out earlier,
the Casimirs cannot be diagonalised.
As the eigenvalues do not depend on J and
CAJ (λ, ρ, 12) ⊆ CAJ+1(λ, ρ, 12), ∀J ∈ J (λ, γ), (2.197)
the eigenvectors can be extended to an eigenbasis
∣(Λ,P)J ,M⟩, (Λ,P) = (λ ± 12 , ρ ± A2 ), J ∈ ∣Λ∣ +N0, M ∈MJ , (2.198)
as it follows from (2.196) that when λ ≥ 12⎧⎪⎪⎨⎪⎪⎩Λ = λ −
1
2 ⇒ J ≥ ∣λ∣ − 12 = ∣Λ∣
Λ = λ + 12 ⇒ J ≥ ∣λ∣ + 12 = ∣Λ∣ (2.199)
and when λ ≤ − 12 ⎧⎪⎪⎨⎪⎪⎩Λ = λ −
1
2 ⇒ J ≥ ∣λ∣ + 12 = ∣Λ∣
Λ = λ + 12 ⇒ J ≥ ∣λ∣ − 12 = ∣Λ∣. (2.200)
One can check, for all eigenvalue pairs62, that 62Assuming ρ /∈ (∣λ∣ +N).
P /∈ ±(∣Λ∣ +N), (2.201)
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so that FA1
2
⊗ Vλ,ρ splits in two innite-dimensional irreducible modules
VΛ,P, (Λ,P) = (λ ± 12 , ρ ± A2 ). (2.202)
¿ese modules are never both unitary: a list of the possible pairs (λ, ρ) such that there
is one unitary module in the decomposition can be found in Table 2.2. Notice that there
are, up to isomorphisms, only two unitary modules that coupled with FA1
2
have a unitary
one in the decomposition.
λ ρ Vλ,ρ unitary if
principal series any ± 12 + iR (λ, ρ) = (0,± 12)
complementary series ± 12 sgn(λ)A2 + (−1, 0) ∪ (0, 1) (λ, ρ) = (± 12 , 0)
Table 2.2: ¿e possible pairs (λ, ρ) such that one VΛ,P is unitary (principal or comple-
mentary series).
A generalisation of the case γ = 12 to arbitrary γ is provided by the following Propos-
itions:
Lemma 2.5. Let γ ∈ N/2, A = ±1 and (λ, ρ) ∈ Z/2 ×C, with ρ /∈ ±(∣λ∣ +N). ¿en⎧⎪⎪⎪⎨⎪⎪⎪⎩
i(λ + µ)(ρ + Aµ) ≠ i(λ + ν)(ρ + Aν)(λ + µ)2 + (ρ + Aµ)2 − 1 ≠ (λ + ν)2 + (ρ + Aν)2 − 1 ∀µ ≠ ν ∈Mγ
if and only if ρ + Aλ /∈ (−2γ, 2γ) ∩Z.
Proof. Let µ ≠ ν ∈Mγ. ¿e statement reduces to
µ2 + µ(λ + Aρ) ≠ ν2 + ν(λ + Aρ), (2.203)
which is equivalent to63 63Recall that µ ≠ ν.
(µ − ν)(λ + Aρ + µ + ν) ≠ 0 ⇔ λ + Aρ + µ + ν ≠ 0. (2.204)
¿e possible values the sum µ + ν can take are
{µ + ν ∣ µ ≠ ν ∈Mγ} ≡ {−2γ + 1,−2γ + 2, . . . , 2γ − 2, 2γ − 1}, (2.205)
so that (2.204) is true if and only if ρ + Aλ /∈ (−2γ, 2γ) ∩Z.
Proposition 2.10. Consider the product FAγ ⊗ Vλ,ρ, with γ ≥ 12 and Vλ,ρ innite-dimen-
sional. When ρ + Aλ /∈ (−2γ, 2γ) ∩ Z the Casimirs are simultanously diagonalisable,
with (Λ,P) ∈ {(λ + ν, ρ + Aν) ∣ ν ∈Mγ}.
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Proof. ¿eproof proceeds by induction on γ ∈ N/2. Assume that the statement is true for
γ − 12 , and consider the product FAγ ⊗Vλ,ρ , γ > 12 . It is known from su(2) representation
theory that
FA1
2
⊗ FAγ− 12 = FAγ−1 ⊕ FAγ , (2.206)
so that ∣γA, µ⟩ ≡ ∑
σ∈M 1
2
∑
τ∈Mγ− 12
⟨ 12 , σ ; γ − 12 , τ∣γ, µ⟩∣ 12A, σ⟩⊗ ∣(γ − 12)A, τ⟩; (2.207)
in particular ∣γA, γ⟩ = ∣ 12A, 12⟩⊗ ∣(γ − 12)A, γ − 12⟩. (2.208)
Consider now the J2-eigenspace VJ , J ≥ ∣λ∣ + γ, so that J − γ ∈ ΩJ(λ, γ) and the vector∣(J − γ)J⟩ = ∣γA, γ⟩⊗ ∣(λ, ρ)J − γ, J − γ⟩ (2.209)
exists. Using (2.208), ∣(J − γ)J⟩ can be rewritten as
∣(J − γ)J⟩ = ∣ 12A, 12⟩⊗ (∣(γ − 12)A, γ − 12⟩⊗ ∣(λ, ρ)J − γ, J − γ⟩)= ∑
τ∈Mγ− 12
B{(λ + τ, ρ + Aτ)J − 12 ∣(γ − 12)A; (λ, ρ)J − γ}× ∣ 12A, 12⟩⊗ ∣(λ + τ, ρ + Aτ)J − 12⟩,
(2.210)
where we used the inductive hypothesis and the fact that
ρ + Aλ /∈ (−2γ, 2γ) ∩Z ⇒ ρ + Aλ /∈ (−2γ + 1, 2γ − 1) ∩Z. (2.211)
Since in particular ρ ≠ −Aλ, the results of the case γ = 12 can be used, so that∣(J − γ)J⟩ = ∑
σ∈M 1
2
∑
τ∈Mγ− 12
B{(λ + τ + σ , ρ + Aτ + Aσ)J∣ 12A; (λ + τ, ρ + Aτ)J − 12}
× B{(λ + τ, ρ + Aτ)J − 12 ∣(γ − 12)A; (λ, ρ)J − γ}∣[λ + τ](λ + τ + σ , ρ + Aτ + Aσ)J⟩,
(2.212)
where [σ] keeps track of the fact that (λ+τ+σ , ρ+Aτ+Aσ) comes from (λ+τ, ρ+Aτ).
¿ere are exactly 4γ (independent) vectors on the RHS of (2.212), namely⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∣[+ 12](λ + γ, ρ + Aγ)J⟩∣[− 12](λ + ν, ρ + Aν)J⟩ and ∣[+ 12](λ + ν, ρ + Aν)J⟩, ν ∈Mγ−1∣[− 12](λ − γ, ρ − Aγ)J⟩, (2.213)
with 2γ + 1 ≡ dimVJ distinct eigenvalue pairs (see Lemma 2.5).
As shown in Proposition B.2, when J ≥ ∣λ∣ + γ the Clebsch–Gordan coecients
satisfy
B{(Λ + 1,P + A)J − 12 ∣(γ − 12)A; (λ, ρ)J − γ}
B{(Λ,P)J − 12 ∣(γ − 12)A; (λ, ρ)J − γ} = α(Λ,P)
√
J + Λ + 12√J + AP + 12√
J − Λ − 12√J − AP − 12 ,
(2.214)
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where α is xed by the normalisation convention and is independent of J. Using this
formula and the γ = 12 Clebsch–Gordan coecients from Table B.3
B{(Λ + σ ,P + Aσ)J∣ 12A; (Λ,P)J − 12} =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
iA
√
J−Λ+ 12√J−AP+ 12√
2J+1√Λ+AP if σ = − 12√
J+Λ+ 12√J+AP+ 12√
2J+1√Λ+AP if σ = + 12 ,
(2.215)
it is possible to write
∣(J − γ)J⟩ = ∑
ν∈Mγ B{(λ + ν, ρ + Aν)J∣γA; (λ, ρ)J − γ}∣(λ + ν, ρ + Aν)J⟩, (2.216)
where the vectors on the RHS are dened (up to a normalisation factor) as
∣(Λ,P)J⟩∝ ∣[± 12](Λ,P)J⟩ if (Λ,P) = (λ ± γ, ρ ± Aγ) (2.217)
and
∣(Λ,P)J⟩∝ 1√
Λ+AP−1 ∣[+ 12](Λ,P)J⟩ + iAα(Λ− 12 ,P− A2 )√Λ+AP+1 ∣[− 12](Λ,P)J⟩ (2.218)
otherwise. As these vectors live in dierent (C1, C2)-eigenspaces, they are necessarily
independent. Moreover, they form a basis of VJ : in fact, we know from (2.186) thatC1∣( j)J⟩ ∈ span{∣( j − 1)J⟩, ∣( j)J⟩, ∣( j + 1)J⟩}, (2.219)
with (( j − 1)J∣C1∣( j)J) = 0 ⇔ j = J + γ, (2.220)
so that ∣( j + 1)J⟩ ∈ span{∣( j − 1)J⟩, ∣( j)J⟩, C1∣( j)J⟩}. (2.221)
Since ∣(J − γ)J⟩ is a linear combination of the ∣(Λ,P)J⟩ vectors, it follows recursively
that ∣( j)J⟩ ∈ span{∣(λ + ν, ρ + Aν)J⟩ ∣ ν ∈Mγ}, ∀ j ∈ ΩJ(λ, γ). (2.222)
It follows from Proposition 2.9 that all the results obtained for VJ hold for each V
J
M ,
M ∈MJ . One can then extend them to every J ∈ J (λ, γ) by dening recursively (once
the Clebsch–Gordan coecients and the vectors have been appropriately normalised,
so that the generators act on the (C1, C2)-eigenvectors as (2.144))
∣(Λ,P)J − 1, J − 1⟩∝ K−∣(Λ,P)J , J⟩ − PΛ,P(J)√2J∣(Λ,P)J , J − 1⟩− P+Λ,P(J)√2∣(Λ,P)J + 1, J − 1⟩, (2.223)
for J ≤ ∣λ∣−γ, which are trivially still eigenvectors. Since a basis of eigenvectors has been
constructed for the whole product space, it follows that the Casimirs are diagonalisable.
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¿e results of Proposition 2.10 does not apply when ρ + Aλ ∈ (−2γ, 2γ) ∩Z; in this
case we have
Proposition 2.11. Consider the product FAγ ⊗ Vλ,ρ, with γ ≥ 12 and Vλ,ρ innite-dimen-
sional. When ρ + Aλ ∈ (−2γ, 2γ) ∩Z the Casimirs are not diagonalisable on the product
module.
Proof. Consider the J2-eigenspace VJ , J ≥ ∣λ∣ + γ. ¿e function
dλk ∶ ρ ∈ R↦ det(C1∣VJ − k1) ∈ C, k ∈ C (2.224)
is continuous, as it is a product of continuous functions of ρ (see eq. (2.186)). From
Proposition 2.10 we have that, for ρ + Aλ /∈ (−2γ, 2γ) ∩Z,
dλk(ρ) = ∏
ν∈Mγ [i(λ + ν)(ρ + Aν) − k]; (2.225)
it follows from continuity that, for each xed λ ∈ Z/2, n ∈ {−2γ + 1, . . . , 2γ − 1},
dλk(−Aλ + n) = limρ→−Aλ+n dλk(ρ) = ∏ν∈Mγ [i(λ + ν)(−Aλ + n + Aν) − k]. (2.226)
From Lemma 2.5 we know that there are at most 2γ distinct eigenvalues in this case, while
dimVJ = 2γ+ 1. As pointed out earlier, the matrix form of Ca ∣VJ satises the assumptions
of Proposition A.1, so that it has at most 2γ eigenvectors, i.e., it is not diagonalisable on
VJ (and hence on the whole product space).
Finally, the result for le and right modules can be generalised to arbitrary nite-
dimensional ones with the following
Corollary 2.1. ¿e Casimirs are simultaneously diagonalisable in (γ1, γ2) ⊗ Vλ,ρ, with
γ1, γ2 ≥ 12 and Vλ,ρ innite-dimensional, if and only if ρ − λ /∈ (−2γ1, 2γ1) ∩ Z and
ρ + λ /∈ (−2γ2, 2γ2) ∩Z, with(Λ,P) ∈ {(λ + ν1 + ν2, ρ − ν1 + ν2) ∣ ν1 ∈Mγ1 , ν2 ∈Mγ2};
the eigenvalue pairs are not necessarily distinct.
Proof. As already noted, one has (γ1, γ2) ≅ F−γ1 ⊗ F+γ2 , so that we may diagonalise the
Casimirs in F+γ2 ⊗ Vλ,ρ rst, and then, for each resulting eigenspace VΛ,P, in F−γ1 ⊗ VΛ,P.
We can distinguish 3 cases:
(i) if ρ+ λ /∈ (−2γ2, 2γ2)∩Z the product F+γ2 ⊗Vλ,ρ admits a decomposition. ¿e second
decomposition exists if and only if, for each ν ∈Mγ2 ,
ρ + ν − (λ + ν) = ρ − λ /∈ (−2γ1, 2γ1) ∩Z. (2.227)
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(ii) If ρ + λ ∈ (−2γ2, 2γ2) ∩Z but ρ − λ /∈ (−2γ1, 2γ1) ∩Z the product F+γ2 ⊗ Vλ,ρ is not
decomposable, but we can use the fact that F−γ1 ⊗ F+γ2 ≅ F+γ2 ⊗ F−γ1 and decompose the
product F−γ1 ⊗ Vλ,ρ rst. Following the same reasoning of the previous case, the product
of each resulting submodule with F+γ2 will not be decomposable, as for each ν ∈Mγ1
ρ + ν + (λ − ν) = ρ + λ ∈ (−2γ2, 2γ2) ∩Z. (2.228)
(iii) Finally, if ρ − λ ∈ (−2γ1, 2γ1) ∩Z and ρ + λ ∈ (−2γ2, 2γ2) ∩Z, both F−γ1 ⊗ Vλ,ρ and
F+γ2⊗Vλ,ρ are non-decomposable. ¿e only results we have are on the product of FAγ with
irreduciblemodules, so we are not in a position to say anything in this case. However, as
we saw in the proof of Proposition 2.11, the eigenvalues of C1 and C2 on F+γ2 ⊗ Vλ,ρ are
still respectively
i(λ + ν)(ρ + ν) and (λ + ν)2 + (ρ + ν)2 − 1, ν ∈Mγ , (2.229)
although they are not all distinct. Moreover, as each C1, C2-eigenspace is 1-dimensional,
in each (J0, J2)-eigenspace V JM there is exactly one vector ∣(λ + γ2, ρ + γ2)J ,M⟩ such
thatC1∣(λ + γ2, ρ + γ2)J ,M⟩ = i(λ + γ2)(ρ + γ2)∣(λ + γ2, ρ + γ2)J ,M⟩ (2.230a)C2∣(λ + γ2, ρ + γ2)J ,M⟩ = [(λ + γ2)2 + (ρ + γ2)2 − 1]∣(λ + γ2, ρ + γ2)J ,M⟩. (2.230b)
It is easy to see that64 64We are assuming for simpli-
city, and without loss of gener-
ality, that λ ≥ 0.span{∣(λ + γ2, ρ + γ2)J ,M⟩ ∣ J ∈ λ + γ2 +N0,M ∈MJ} (2.231)
behaves as a Lorentz group (g,K)-module under the action of J andK, that is F+γ2 ⊗Vλ,ρ ,
although not completely reducible, has at least one submodule Vλ+γ2 ,ρ+γ2 . Since the
product F−γ1 ⊗ Vλ+γ2 ,ρ+γ2 is not decomposable65, (γ1, γ2)⊗ Vλ,ρ ⊇ F−γ1 ⊗ Vλ+γ2 ,ρ+γ2 will 65As (λ+γ2)−(ρ+γ2) = λ−ρ.
be indecomposable as well.
¿e values of the Casimirs follow from Proposition 2.10, and it can be checked
explicitly that they need not be all distinct: for example, when γ1 = γ2 = 1, two possible
pairs are (λ, ρ) and (λ − 2, ρ), which are equivalent if (λ, ρ) = (1, 0).
Summary
A Clebsch–Gordan decomposition of the product FAγ ⊗ Vλ,ρ, with Vλ,ρ innite-dimen-
sional, is possible if and only if ρ + Aλ /∈ (−2γ, 2γ) ∩Z, with the modules in the decom-
position having (Λ,P) ∈ {(λ + ν, ρ + Aν) ∣ ν ∈Mγ}; (2.232)
we can write this result in the compact form
FAγ ⊗ Vλ,ρ = ⊞
ν∈Mγ Vλ+ν,ρ+Aν . (2.233)
Likewise, the product (γ1, γ2)⊗Vλ,ρ is decomposable if and only if ρ−λ /∈ (−2γ1, 2γ1)∩Z
and ρ + λ /∈ (−2γ2, 2γ2) ∩Z, in which case(γ1, γ2)⊗ Vλ,ρ = ⊞
ν1∈Mγ1
ν2∈Mγ2
Vλ+ν1+ν2 ,ρ−ν1+ν2 . (2.234)
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2.4.3 Jordan–Schwinger representation
Just as in the 3D case, we can use the Wigner–Eckart theorem to generalise the SU(2)
Jordan–Schwinger representation to innite-dimensional Spin(3, 1) representations.
Recall that the su(2)C generators can be rewritten, when acting on unitary irreducible
SU(2) representations, as
J0 = 12(a†a − b†b), J+ = a†b, J− = b†a; (2.235)
the extension of this result to nite-dimensional Spin(3, 1) representations trivially
follows from the fact that spin(3, 1)C ≅ su(2)C ⊕ su(2)C (see Section 2.4.1). A general-
isation to innite-dimensional (g,K)-modules can be obtained by making use of tensor
operators as follows.
Proposition 2.12. LetMA = 12(J− iAK), A = ±1 be the generators of su(2)C⊕ su(2)C ≅
spin(3, 1)C. ¿ere exist four tensor operators
TA ∶ FA1
2
⊗ Vλ,ρ → Vλ− 12 ,ρ− A2 , T̃A ∶ FA12 ⊗ Vλ,ρ → Vλ+ 12 ,ρ+ A2 , A = ±1,
where Vλ,ρ is an arbitrary innite-dimensional (g,K)-module with
ρ ≠ ±λ, ρ ≠ ±(λ + 1), (2.236)
such that
MA0 = − 12(TA− T̃A+ + TA+ T̃A− ), MA± = ±TA± T̃A± ,
when acting on Vλ,ρ, where
TA± ∣(λ, ρ) j,m⟩ ∶= TA∣ 12A,± 12⟩⊗ ∣(λ, ρ) j,m⟩.
¿eir action on Vλ,ρ is
TA± ∣(λ, ρ) j,m⟩ = ± √ j ∓m√ j + λ√ j + Aρ√2 j√2 j + 1 ∣(λ − 12 , ρ − A2 ) j − 12 ,m ± 12⟩
+ iA√ j ±m + 1√ j − λ + 1√ j − Aρ + 1√
2 j + 1√2 j + 2 ∣(λ − 12 , ρ − A2 ) j + 12 ,m ± 12⟩
T̃A± ∣(λ, ρ) j,m⟩ = ∓ iA√ j ∓m√ j − λ√ j − Aρ√2 j√2 j + 1 ∣(λ + 12 , ρ + A2 ) j − 12 ,m ± 12⟩
+ √ j ±m + 1√ j + λ + 1√ j + Aρ + 1√
2 j + 1√2 j + 2 ∣(λ + 12 , ρ + A2 ) j + 12 ,m ± 12⟩,
and they satisfy the commutation relations
[TA+ , T̃B− ] = [T̃A+ , TB− ] = δAB , [TAµ , TBν ] = [T̃Aµ , T̃Bν ] = 0.
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Proof. Consider the tensor operators TA, T̃A described above. As a consequence of the
Wigner–Eckart theorem, it must be
TAµ ∣(λ, ρ) j,m⟩ = tA(λ, ρ) j+ 12∑
J= j− 12 B{(λ − 12 , ρ − A2 )J∣ 12A; (λ, ρ) j}× ⟨J ,M∣ 12 , µ; j,m⟩∣(λ − 12 , ρ − A2 )J ,M⟩
(2.238a)
T̃Aµ ∣(λ, ρ) j,m⟩ = t̃A(λ, ρ) j+ 12∑
J= j− 12 B{(λ + 12 , ρ + A2 )J∣ 12A; (λ, ρ) j}× ⟨J ,M∣ 12 , µ; j,m⟩∣(λ + 12 , ρ + A2 )J ,M⟩,
(2.238b)
with tA, t̃A arbitrary functions of λ and ρ. Let now
VA0 ∶= −√2MA0 , VA±1 ∶= ±MA± ; (2.239)
one can check that they are the components in the basis ∣1A, µ⟩ of a tensor operator
VA ∶ FA1 ⊗ Vλ,ρ → Vλ,ρ; in fact
[MB0 ,VAµ ] = µδABVAµ , [MB± ,VAµ ] = C±(1, µ)δABVAµ±1. (2.240)
Suppose, as an ansatz, that
VAµ = ∑
µ1∈M 1
2
∑
µ2∈M 1
2
⟨ 12 , µ1; 12 , µ2∣1, µ⟩TAµ1 T̃Aµ2 ; (2.241)
it is a standard result for SU(2) tensor operators66,67 that the RHS is indeed the µ 66Barut and Rązka, ¿eory of
Group Representations and Ap-
plications, chap. 9.
67Remember that FAγ is also an
SU(2) representation.
component of a tensor operator transforming like FA1 , so that the ansatz is consistent.
Evaluating the Clebsch–Gordan coecients, one can rewrite (2.241) as
MA0 = − 12(TA− T̃A+ + TA+ T̃A− ), MA± = ±TA± T̃A± . (2.242)
Comparing the possible matrix elements of both sides of (2.241) one can explicitly
check that they agree, i.e., the ansatz is veried, if and only if68 68Notice that the RHS is non-
zero if and only if ρ ≠ ±λ and
ρ ≠ ±(λ + 1).tA(λ + 12 , ρ + A2 ) t̃A(λ, ρ) = √λ + Aρ√λ + Aρ + 1 ≠ 0. (2.243)
We choose here the particular solution
tA(λ, ρ) = t̃A(λ, ρ) = √λ + Aρ; (2.244)
with this choice we recover the required matrix elements69 and, a er some tedious but 69Using the Clebsch–Gordan
coecients from Table B.3.simple calculations, the required commutation relations.
Note that the matrix elements of the TA, T̃A operators satisfy
((λ− 12 , ρ− A2 ) j− 12 ,m± 12 ∣TA± ∣(λ, ρ) j,m) = ±((λ, ρ) j,m∣T̃A± ∣(λ− 12 , ρ− A2 ) j− 12 ,m± 12)
(2.245)
45
45
2.5. Concluding remarks
and
((λ− 12 , ρ− A2 ) j+ 12 ,m± 12 ∣TA± ∣(λ, ρ) j,m) = ∓((λ, ρ) j,m∣T̃A± ∣(λ− 12 , ρ− A2 ) j+ 12 ,m± 12),
(2.246)
and, like in the 3D case for continuous representations, they are never always real
or always imaginary if Vλ,ρ is innite-dimensional, so the components of the tensor
operators are not harmonic oscillators. Nevertheless, the commutation relations from
Proposition 2.12 are still those of the Lie algebra h2(R)C ⊕ h2(R)C, the same as the
nite-dimensional case; in the innite-dimensional case, however, sinceMA does not
act on Vλ,ρ as a unitary su(2) representation, the TA, T̃A (with A xed) operators will
not act unitarily as a Heisenberg algebra either. ¿is result is analogous to the one for
the continuous series in Section 2.3.4, and was similarly unknown until now. Let us
emphasise that, unlike the case of Spin(2, 1), in the 4D case there is no discrete series,
so that this is the rst version of the Jordan–Schwinger representation that works for
unitary representations.
2.5 Concluding remarks
We have seen in this chapter how the well-known Wigner–Eckart theorem admits
a simple generalisation to arbitrary Lie groups, possibly non-compact. Despite the
simplicity of the proof, it is still important to remember that, to actually gain any
useful information from the theorem, it is necessary to know which representations
appear in the Clebsch–Gordan decomposition of the product of the representation the
tensor operator transforms as and the representation it acts on, as well as the Clebsch–
Gordan coecients themselves for the explicit values of the matrix elements. When the
representation acted on is innite-dimensional—as it happens when the group in non-
compact—not only are these results not known in general, but as we have seen they are
not easy to obtain. We have studied the particular cases of Spin(2, 1) and Spin(3, 1) for
their potential applications to physics, an example of which we will see in Chapter 3, and
in the hope that the techniques we used will prove useful to investigate more complicated
cases.
Regarding the Jordan-Schwinger representation, we have discovered the new result
that, even when the representation is in the continuous principal series, it is possible
to express the algebra generators in terms of two spinor operators, which generalise
the harmonic oscillators. Although for continuous representations the spinors are not
harmonic oscillators anymore, it is interesting that they still have the commutation
relations of a Heisenberg algebra.
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• Chapter 3
Spinor operators in 3D Lorentzian loop
quantum gravity
With this chapter we start investigating the applications of non-compact groups to
quantum gravity; in particular, we will construct amodel of 3DLorentzian loop quantum
gravity, and make use of the results of Section 2.3—particularly the Jordan–Schwinger
representation—to implement the Lorentzian version of the spinorial framework used
in the Euclidean case. Our main goal is to generalise to Lorentzian signature the results
of Bonzom and Livine, ‘A New Hamiltonian for the topological BF phase with spinor
networks’, where the spinorial framework is used in the 3D Euclidean case (with SU(2)
as gauge group) to construct a solvable Hamiltonian constraint. In the Lorentzian case
the gauge group is given by Spin(2, 1); as we should expect by now, the treatment will
be considerably more complicated than the compact case.
We will rst work at the classical level. In Section 3.1 we will dene classical tensors,
which are essentially the equivalent of tensor operators for Poisson algebras; in particular
we will use classical spinors to obtain a classical analogue of the Jordan–Schwinger rep-
resentation. In Section 3.2 we will then use the spinors to construct a set of observables,
which we will use to express the classical Hamiltonian constraint. ¿e rest of the chapter
is dedicated to the study of the quantised model. We start by constructing the space of
quantum states in Section 3.3; in Section 3.4 we will then quantise the classical Hamilto-
nian constraint, and we will show that the Lorentzian Ponzano–Regge amplitude1, given 1Davids, ‘A State sum model
for (2+ 1) Lorentzian quantum
gravity’; Freidel, ‘A Ponzano-
Regge model of Lorentzian 3-
dimensional gravity’.
by the Racah coecient, is in its kernel. Finally, we will see in Section 3.5 that our
formalism is general enough that it can be used to cover the Euclidean case as well.
¿e content of this chapter is based on the results presented in the article Girelli and
Sellaroli, ‘3D Lorentzian loop quantum gravity and the spinor approach’.
3.1 Classical tensors and tensor operators for SU(1, 1)
¿is section focuses on the notion of classical tensors. We will rst dene these quantities,
then show how, upon quantisation, they become the tensor operators we dened in
Section 2.2.
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3.1. Classical tensors and tensor operators for SU(1, 1)
3.1.1 Classical tensors
Classical Spin(2, 1) tensors are the Poisson analogue of the tensor operators we dened
in Section 2.2. Explicitly, a tensor is a set of functions τγµ that transform as the vectors in
a Spin(2, 1) representation, where the innitesimal Spin(2, 1) action is implemented as
a Poisson bracket2, i.e., 2We follow here a “canonical
dequantisation” procedure, i.e.,
we replace [⋅, ⋅] with i{⋅, ⋅}.{x0, τγµ} = −iµτγµ , {x±, τγµ} = −iΓ±(γ, µ)τγµ±1. (3.1)
¿e Poisson structure on R3 analogous to the spin(2, 1) commutation relations is given
by {x0, x±} = ±ix±, {x+, x−} = 2ix0, (3.2)
where the algebra is parametrised by x0 ∈ R, x± ∈ C with x− = x+. We will only consider
tensors transforming like nite-dimensional representations: as we will see they are the
only ones that can be contracted together to obtain Spin(2, 1)-invariant quantities. We
will call respectively vectors, spinors and scalars the tensors transforming like F1, F 12 and
F0. We will also dene contravariant tensors, i.e., tensors τ
γ∗ transforming as the dual
representation F∗γ . Recall that the Lie algebra acts on the dual space F∗γ as
X⟨γ, µ∣ ∶= −⟨γ, µ∣X , X ∈ spin(2, 1)C. (3.3)
One can easily show that F∗γ ≅ Fγ as representations, with the isomorphism given by
φγ ∶ ⟨γ, µ∣ ∈ F∗γ ↦ (−1)γ−µ ∣γ,−µ⟩ ∈ Fγ; (3.4)
consequently, we dene the components of the tensor dual to τγ as
τγ
∗
µ ∶= (−1)γ−µτγ−µ , (3.5)
which satisfy {x0, τγ∗µ } = iµτγ∗µ , {x±, τγ∗µ } = iΓ∓(γ, µ)τγ∗µ∓1. (3.6)
Analogously to tensor operators, tensors can be composed to obtain new tensors
using the Clebsch–Gordan coecients; in fact3, 3Barut and Rązka, ¿eory of
Group Representations and Ap-
plications, chap. 9.τγµ = ∑
µ1 ,µ2
A(γ1, µ1; γ2, µ2∣γ, µ) τγ1µ1τγ2µ2 (3.7)
is the µ component of a tensor transforming as Fγ , as long as Fγ ⊆ Fγ1 ⊗ Fγ1 . We can use
this fact to construct x0, x± out of two spinors, retracing our steps from Section 2.3.4
(Jordan–Schwinger representation), i.e., we consider two spinors τ̃ = ( τ̃−̃τ+ ), τ = ( τ−τ+ )
such that
x0 = − 12(τ− τ̃+ + τ+ τ̃−), x± = ±iτ± τ̃±, (3.8)
with {τ+, τ̃−} = {τ̃+, τ−} = −i (3.9)
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and all other Poisson brackets vanishing. At this stage we are working with a symplectic
structure on C4, which we have to reduce by imposing the reality constraints x0 = x0,
x+ = x−; two natural choices to implement these constraints are
τ̃± = τ∓ and τ̃± = −τ∓, (3.10)
which reduce C4 to C2 equipped with the canonical symplectic form.
We can concatenate the spinors to form scalars using (3.7): using the Clebsch–
Gordan coecients
A( 12 , µ1; 12 , µ2∣0, 0) = (−1) 12−µ1√2 δµ1+µ2 ,0, (3.11)
we dene a bilinear form
B(σ , τ) ∶= −√2 ∑
µ1 ,µ2
A( 12 , µ1; 12 , µ2∣0, 0)σµ1τµ2 = σ−τ+ − σ+τ−, (3.12)
which assigns a scalar to two spinors σ , τ.
It will be useful to introduce a bra–ket notation for the spinors. We dene
∣τ⟩ ∶= τ, ∣τ] ∶= τ̃ (3.13)
and ⟨τ∣ ∶= B(τ̃, ⋅) = (−τ̃+, τ̃−), [τ∣ ∶= B(τ, ⋅) = (−τ+, τ−); (3.14)
note that ⟨τ∣ and [τ∣ are respectively the dual spinors of ∣τ] and ∣τ⟩. With this notation
we can write the spin(2, 1) generators in the compact form
xa = 12⟨τ∣σa ∣τ⟩, (3.15)
where
x1 ∶= x+ + x−2 , x2 ∶= x+ − x−2i (3.16)
and
σ0 = (1 00 −1), σ1 = ( 0 −i−i 0 ), σ2 = ( 0 −1−1 0 ) (3.17)
are the equivalent of the Pauli matrices.
An interesting feature of the spinors is the possibility to use them to construct
SU(1, 1) ≅ Spin(2, 1) group elements
g = (α ββ α) ∣α∣2 − ∣β∣2 = 1. (3.18)
using tensor products of spinors and contravariant spinors; explicitly, we introduce
another pair of spinors w, w̃ and dene4 4One should note that this
denition diers from the one
presented in Girelli and Sel-
laroli, ‘3D Lorentzian loop
quantum gravity and the spinor
approach’, as an inconsistency
was later discovered in the old
denition. ¿e rest of the con-
tent in the chapter has also been
adapted to t the change.
g = ∣w⟩⟨τ∣ − ∣w][τ∣√⟨τ∣τ⟩⟨w∣w⟩ = 1√⟨τ∣τ⟩⟨w∣w⟩(w̃−τ+ −w− τ̃+ −w̃−τ− +w− τ̃−w̃+τ+ −w+ τ̃+ −w̃+τ− +w+ τ̃−), (3.19)
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with the normalisation factor ensuring that det(g) = 1. We also require that g11 = g22
and g12 = g21; one can easily check that these conditions are satised when using one of
the constraints from (3.10) for the spinors. ¿e inverse group element is given by
g−1 = ∣τ⟩⟨w∣ − ∣τ][w∣√⟨τ∣τ⟩⟨w∣w⟩ . (3.20)
Note that g acts on spinors by interchanging τ with w; in fact, introducing thematching
constraint5 5Following Bonzom and Livine,
‘A New Hamiltonian for the to-
pological BF phase with spinor
networks’.
⟨w∣w⟩ = ⟨τ∣τ⟩, (3.21)
we have⎧⎪⎪⎨⎪⎪⎩g∣τ⟩ = ∣w⟩, g∣τ] = ∣w],⟨w∣g = ⟨τ∣, [w∣g = [τ∣ and
⎧⎪⎪⎨⎪⎪⎩g
−1∣w⟩ = ∣τ⟩, g−1∣w] = ∣τ],⟨τ∣g−1 = ⟨w∣, [τ∣g−1 = [w∣. (3.22)
We will see in Section 3.2 that we can use this fact to interpret the group element g as
the parallel transport between the spinors on the edge of a graph.
3.1.2 Quantisation of classical tensors
Let us now consider the quantisation of the phase space we constructed. ¿e spin(2, 1)
generators become the operators J0, J± acting on an irreducible representation; the
reality constraints x0 = x0 and x+ = x− are quantised as
J†0 = J0, J†+ = J−, (3.23)
i.e., the representation is unitary. If we quantise the spinors as
τ± → T±, τ̃± → T̃± (3.24)
and the Poisson brackets as {⋅, ⋅}→ −i[⋅, ⋅], we obtain the tensor operators we dened
when we treated the Jordan–Schwinger representation in Section 2.3.4, satisfying
[T+, T̃−] = [T̃+, T−] = 1 (3.25)
and such that
J± = ±iT±T̃±, J0 = 12(T−T̃+ + T+T̃−); (3.26)
we will thus henceforth refer to them as spinor operators.
Recall that we have a constraint on the spinors imposed by the reality conditions. A
priori, we have a choice: we can rst implement the reality constraints, then quantise,
or alternatively rst quantise and then implement a quantum version of the reality
constraints. ¿e quantisation of the two natural reality constraints (3.10)
τ̃± = ⎧⎪⎪⎨⎪⎪⎩−τ∓τ∓ → T± =
⎧⎪⎪⎨⎪⎪⎩−T̃
†∓
T̃†∓ . (3.27)
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leads to the spinor operators acting on the discrete series D±j as harmonic oscillators, as
we saw in Section 2.3.4. However, there is no natural reality condition at the classical
level that upon quantisation leads to an action on the continuous series, as in this case
( j + 12 ,m ± 12 ∣T̃±∣ j,m) = ∓( j,m∣T∓∣ j + 12 ,m ± 12), (3.28)
i.e., in some sense6, T̃± = ∓T t∓, which does not have a classical analogue. Despite this, the 6¿e notion of transpose here
is basis dependent: there is no
guarantee that the matrix ele-
ments in a dierent basis satisfy
the same conditions.
quantum constraints J†0 = J0 and J†+ = J− are still satised. For this reason, we will adopt
the second quantisation scheme (rst quantise, then implement the reality constraints),
which allows us to have continuous representations at the quantum level; in other words,
we will treat τ and τ̃ as independent variables until we quantise them.
¿e quantisation of the spinors ∣w⟩ and ∣w] appearing in the spinorial description
of the SU(1, 1) group elements is analogous, i.e.,
w± → T±, w̃± → T̃±, (3.29)
with the dierence that we will have them act on covectors (bras). It should be noted that
there is an ambiguity in the quantisation of ⟨τ∣τ⟩ and ⟨w∣w⟩, as the operators appearing
in their naïve quantisation do not commute; we will choose the symmetric quantisation
τ̃−τ+ − τ̃+τ− → 12(T̃−T+ − T̃+T− + T+T̃− − T−T̃+) ≡ T̃−T+ − T̃+T− + 1 =∶ E , (3.30)
which has the double advantage of regularising the denominator of the (quantised)
group element when j = 0 and, as we will see later, closing the Lie algebra of scalar
operators we can build from the spinor ones. Note that with this choice the quantised
versions of ⟨τ∣τ⟩ and ⟨w∣w⟩ satisfy respectively7 7Using the action of the spinor
operators from Section 2.3.4.
E∣ j,m⟩ = (2 j + 1)∣ j,m⟩ and E⟨ j,m∣ = (2 j + 1)⟨ j,m∣, (3.31)
which is the quantum version of the matching constraint (3.21).
3.2 Classical description of Lorentzian 3D loop quantum
gravity
We recall now the standard construction of the loop quantum gravity phase space8, 8See for example Bonzom and
Livine, ‘ANewHamiltonian for
the topological BF phase with
spinor networks’.
specialising it to the Spin(2, 1) case. ¿e triad and connection (e ,ω) are discretised
into the holonomy and ux variables (g ,X) ∈ T∗Spin(2, 1). More precisely, we consider
a graph Γ and to each edge e we associate two uxes X, X̃ and a group element g; the
uxes sit respectively at the source and target vertex, and the group element parallel
transports X to X̃ (Fig. 3). ¿e idea behind the spinorial framework is to replace the
uxes and holonomies by attaching a pair of spinors ∣τ⟩, ∣τ] at each vertex. For each
edge the two pairs of spinors provide the full information about T∗Spin(2, 1), since we
can reconstruct from them both the ux and the holonomy9. 9see (3.15) and (3.19).
¿e dynamics of gravity is encoded by two constraints, the Gauß constraint and the
atness constraint. ¿e Gauß constraint is discretised at the vertices of Γ, and corres-
ponds to an (innitesimal) Spin(2, 1) invariance at the vertex; due to the proportionality
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g
X X̃
g∣τ⟩
∣τ]
∣w⟩
∣w]
Figure 3: ¿e information about uxes is now encoded by a pair of spinors.
between the uxes and the su(1, 1) generators, this invariance can be interpreted as the
requirement that the total ux at each vertex is zero10, i.e., 10One should be aware that
this is merely a coincidence:
when dealing with quantum
groups, the invariance under
the quantum group cannot
be interpreted as the require-
ment that the equivalent of
the uxes sum to zero. See
Bonzom, Dupuis and Girelli,
‘Towards the Turaev-Viro amp-
litudes from aHamiltonian con-
straint’.
∑
i
Xi = 0. (3.32)
Given a vertex v, we can construct a set of functions which commute with the Gauß
constraint, and as such they will be called observables. ¿ey are dened in terms of
the spinors living on dierent legs of the vertex in such a way that they are Spin(2, 1)
invariant; these functions are
fab ∶= B(τa , τb) = [τa ∣τb⟩, f̃ab ∶= B(τ̃a , τ̃b) = ⟨τa ∣τb],
eab ∶= B(τ̃a , τb) = ⟨τa ∣τb⟩, ẽab ∶= B(τa , τ̃b) = [τa ∣τb] = −eba . (3.33)
¿e observables fab and f̃ab are not all independent when reality conditions are imple-
mented: for example, if we use either τ̃± = −τ∓ or τ̃± = τ∓ on both of the legs a and b,
we get that f̃ab = fab. If instead we use τ̃± = −τ∓ on leg a and τ̃± = τ∓ on leg b (or vice
versa), we get f̃ab = − fab. ¿e functions e, f and f̃ satisfy the closed Poisson relations{eab , ecd} = −i(δcbead − δadecb) (3.34a){eab , fcd} = −i(δad fbc − δac fbd) (3.34b){eab , f̃cd} = −i(δbc f̃ad − δbd f̃ac) (3.34c){ fab , f̃cd} = −i(δdbeca + δcaedb − δcbeda − δdaecb) (3.34d){ fab , fcd} = { f̃ab , f̃cd} = 0. (3.34e)
¿ese quantities are equivalent to the spinorial observables of the Euclidean case11, and in 11¿ese will be analysed in de-
tail in Chapter 4, where we will
work in the Euclidean regime.
fact satisfy the same Poisson algebra: the only dierence is in the choice of real structure,
i.e., which variables are conjugate to each other. As it is well-known in the Euclidean
case, we can use these observables to generate all the standard LQG observables.
¿e atness constraint is discretised by requiring that the product of the holonomies
around each face f of the graph is the identity, i.e.,
∏
e∈ f ge = 1. (3.35)
In the Euclidean case it was discovered that this constraint can be recast in a natural
constraint involving either the uxes12 or the spinors13, according to the initial choice of 12Bonzom and Freidel, ‘¿e
Hamiltonian constraint in 3d
Riemannian loop quantum
gravity’.
13Bonzom and Livine, ‘A New
Hamiltonian for the topolo-
gical BF phase with spinor net-
works’.
variables on the graph. In the spinorial framework, one essentially projects the atness
constraints on the basis provided by the spinors, to obtain a set of scalar constraints.
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¿e physical interpretation is that the scalar product of two spinors at a vertex is le 
invariant when parallel transporting the spinors along the edges around the relevant
face. To generalise this result to the Lorentzian case, we will focus on a triangular face
of the graph, such as in Fig. 4, following Bonzom and Livine14. Sitting at the vertex 14One should be aware that this
construction should be gener-
alised to any face. ¿is was
done for vector constraints (us-
ing the uxes) by Bonzom, in
an unpublished work.
g1
g2
g3 g4
g5
g6
Figure 4: ¿e atness constraint on the triangular face is g2g
−1
4 g3 = 1.
between g2 and g3 and proceeding clockwise (i.e. along the cycle ⟨342⟩), the constraints
are given by
H⟨⟩342 ∶= ⟨w2∣(1 − g2g−14 g3)∣τ3⟩[w2∣τ3] (3.36a)
H[]342 ∶= [w2∣(1 − g2g−14 g3)∣τ3]⟨w2∣τ3⟩ (3.36b)
H⟨]342 ∶= ⟨w2∣(1 − g2g−14 g3)∣τ3][w2∣τ3⟩ (3.36c)
H[⟩342 ∶= [w2∣(1 − g2g−14 g3)∣τ3⟩⟨w2∣τ3], (3.36d)
where the factors on the right, e.g., [w2∣τ3], are introduced for convenience, as they will
be important when we quantise these contraints.
¿e constraint (3.35) is actually a set of 3 real scalar constraints: in fact g2g
−1
4 g3, as
an SU(1, 1) ≅ Spin(2, 1) group element, is parametrised by 3 real parameters, so that the
constraint
1 − g2g−14 g3 = 0 (3.37)
has 3 (real) degrees of freedom. ¿e four complex constraints in (3.36), being propor-
tional to the matrix elements of (3.37), are equivalent to it and thus carry the same
degrees of freedom. Using the parallel transport of the spinors we can simplify the
expression of the previous Hamiltonian constraints, namely we can express them in
terms of the vertex observables eab , fab , f̃ab. For example, using (3.22) for ⟨w2∣g2 and
g3∣τ3], we have that
H⟨]342 = ⟨w2∣(1 − g2g−14 g3)∣τ3][w2∣τ3⟩= ⟨w2∣τ3][w2∣τ3⟩ − ⟨τ2∣g−14 ∣w3][w2∣τ3⟩
= ⟨w2∣τ3][w2∣τ3⟩ − ⟨τ2∣( ∣τ4⟩⟨w4∣ − ∣τ4][w4∣√⟨τ4∣τ4⟩⟨w4∣w4⟩ )∣w3][w2∣τ3⟩= f̃23 f23 − (e24 f̃24 − f̃43 ẽ43)e−14 f23,
(3.38)
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where we dene that e4 ∶= e44 = ⟨τ4∣τ4⟩ = ⟨w4∣w4⟩.
Dierent sets of constraints can be obtained by considering the other possible cycles;
the general expression for them is
H⟨⟩abc =eca ẽca − (ecbeba − f̃cb fba)e−1b ẽca (3.39a)
H[]abc =ẽcaeca − ( fcb f̃ba − ẽcb ẽba)e−1b eca (3.39b)
H⟨]abc = f̃ca fca − (ecb f̃ba − f̃cb ẽba)e−1b fca (3.39c)
H[⟩abc = fca f̃ca − ( fcbeba − ẽcb fba)e−1b f̃ca , (3.39d)
where ⟨abc⟩ is any permutation of ⟨342⟩. Note that it suces to consider even permuta-
tions only15, as it is easy to check that 15In other words, the counter-
clockwise cycles provide the
same constraints as the clock-
wise ones.
H⟨⟩cba ≡ H[]abc , H⟨]cba ≡ H⟨]abc , H[⟩cba ≡ H[⟩abc . (3.40)
One can check by direct computation that
H⟨]abc +H[⟩abc −H⟨⟩abc −H[]abc = eaec tr(1 − gagbgc), (3.41)
where the trace is calculated using the fact that, for two column vectors x and y,
tr(x ⊗ yt) ≡ ytx , (3.42)
so that for example
tr(∣τa⟩⟨τb ∣) = ⟨τb ∣τa⟩ = eba , (3.43)
and the identity
fca f̃ca − eca ẽca = (τc−τa+ − τc+τa−)(τ̃c− τ̃a+ − τ̃c+ τ̃a−) − (τ̃c−τa+ − τ̃c+τa−)(τc− τ̃a+ − τc+ τ̃a−)= (τ̃a−τa+ − τ̃a+τa−)(τ̃c−τc+ − τ̃c+τc−)= eaec
(3.44)
is used.
3.3 Relativistic spin networks
Our goal in this section is to quantise the classical LQG space we constructed in 3.2. We
will rst recall some notions of Spin(2, 1) recoupling theory that we will need to proceed,
then construct the space of Spin(2, 1) intertwiners, which we will use as building blocks
of our quantum theory. It should be noted that, due to the non-compactness of the
group, closed spin networks, which are proportional to the intertwiner which maps the
trivial representation to itself, are generally divergent; spin networks for non-compact
groups have been studied in detail in Freidel and Livine, ‘Spin networks for noncompact
groups’, where it was shown how to deal with these divergencies. We will mostly focus
on 3-valent intertwiners, but we will also consider 4-valent ones to introduce the notion
of Racah coecients. In the last subsection we will introduce an inner product in the
space of intertwiners.
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3.3.1 Spin(2, 1) recoupling theory
Some results of Spin(2, 1) representation theory, namely the known recouplings between
irreducible (g,K)-modules are reviewed here. ¿e ones we discovered in Section 2.3
are recalled as well.
Coupling of nite-dimensional representations
¿e nite-dimensional representations of Spin(2, 1) coincide with those of SU(2). In
particular, their recoupling will have the same Clebsch–Gordan decomposition, i.e.
F j ⊗ F j′ = j+ j′⊕
J=∣ j− j′∣ FJ . (3.45)
Coupling of unitary representations
¿e known recouplings for unitary representations are16 16Mukunda and Radhakrish-
nan, ‘Clebsch-Gordan problem
and coecients for the three-di-
mensional Lorentz group in a
continuous basis. I’.
D±j ⊗ D±j′ = ∞⊕
J= j+ j′+1D±J (3.46a)
D±j ⊗ D∓j′ = j− j′−1⊕
J=Jmin D
±
J ⊕ j′− j−1⊕
J=Jmin D
∓
J ⊕ ∫ ⊕R+ Cε− 12+iS dS , Jmin = ε = ς( j + j′) (3.46b)
D±j ⊗ Cε− 12+is = ∞⊕J=Jmin D±J ⊕ ∫ ⊕R+ CE− 12+iS dS , Jmin = E = ς( j + ε) (3.46c)
Cε− 12+is ⊗ Cε′− 12+is′ = ∞⊕J=Jmin D+J ⊕
∞⊕
J=Jmin D
−
J ⊕ 2 ∫ ⊕R+ CE− 12+iS dS , Jmin = E = ς(ε + ε′),
(3.46d)
where j, j′ ≥ − 12 and s, s′ > 0, the function ς is dened by
ς(x) = ⎧⎪⎪⎨⎪⎪⎩0 if x ∈ Z12 if x ∈ 12 +Z (3.47)
and it is to be understood that⊕bJ=a vanishes if b < a. Notice in particular that only
representations in the Plancherel decomposition appear in the Clebsch–Gordan de-
composition, even when we consider couplings involving discrete representations with
j = − 12 . Moreover, the trivial representation F0 does not appear in any of the representa-
tions. ¿e factor 2 in (3.46d) denotes that each continuous representation appears twice
in that decomposition.
Coupling of nite and innite-dimensional representations
Recall from Section 2.3 that for the coupling of a nite-dimensional representation and
one from the discrete or continuous series we have
Fγ ⊗ D±j = j+γ⊞
J= j−γD±J , (3.48)
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with the restriction j > γ − 1 and
Fγ ⊗ Cεj = j+γ⊞
J= j−γCEJ , E = ς(γ + ε), (3.49)
with the restriction that, if j ∈ Z/2, j > γ − 1 or j < −γ.
Clebsch–Gordan coecients and label notation
So far our results of recoupling theory are very heterogeneous. In order to have a uniform
notation across dierent cases, we will introduce a new convention: the quantumnumber
j ∈ C will become a label, i.e., we will, with abuse of notation, continue to call j the pair( j, α), where
α ∈ {D+,D−,C0,C 12 , F} (3.50)
is a symbol denoting the representation class. ¿e label j now completely determines
the module, which we denote by Vj, spanned by the standard basis ∣ j,m⟩. ¿e set of
possible m values will be denoted byM j.
Consider now a generic coupling Vj ⊗ Vj′ . If a decomposition exists, we are going
to denote byD( j, j′) the set containing the labels of all representations appearing in it.
We then have∣J ,M⟩ = ∑
m,m′ A( j,m; j′,m′∣J ,M)∣ j,m⟩⊗ ∣ j′,m′⟩, J ∈ D( j, j′), M ∈M j , (3.51)
where the A( j,m; j′,m′∣J ,M)’s are the Clebsch–Gordan coecients of the decomposi-
tion. To account for the case Fγ ⊗ Vj, in which this map is generally not unitary, we will
write ∣ j,m⟩⊗ ∣ j′,m′⟩ = ∫D( j, j′) dξ(J) ∑M∈MJ B(J ,M∣ j,m; j′,m′)∣J ,M⟩, (3.52)
where the B(J ,M∣ j,m; j′,m′)’s are the components of A−1, i.e., the inverse Clebsch–
Gordan coecients. ¿e integral is taken with respect to a measure ξ dened as follows:
ifDα( j, j′) ⊆ D( j, j′) is the subset of labels with representation class α, then17 17Here ∣S∣ denotes the cardinal-
ity of a set S.
ξ∣Dα ∶= ⎧⎪⎪⎨⎪⎪⎩λ if ∣Dα ∣ = ∣R∣∑J∈Dα δJ if ∣Dα ∣ = ∣N∣, (3.53)
where λ is the Lebesgue measure on C and δJ is the Dirac measure dened by
δJ(A) = ⎧⎪⎪⎨⎪⎪⎩1 if J ∈ A0 if J /∈ A. (3.54)
Clebsch–Gordan coecients possess many interesting properties. It follows from their
denition that they satisfy the orthogonality relations
∫ dξ(J)∑
M
A( j,m; j′,m′∣J ,M)B(J ,M∣ j, n; j′, n′) = δm,n δm′ ,n′ (3.55a)
∑
m,m′ B(J ,M∣ j,m; j′,m′)A( j,m; j′,m′∣J′,M′) = δ(J , J′) δM ,M′ , (3.55b)
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where
δ∣Dα×Dβ
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
is a Dirac delta if α = β and ∣Dα ∣ = ∣R∣
is a Kronecker delta if α = β and ∣Dα ∣ = ∣N∣
identically vanishes if α ≠ β. (3.56)
Moreover, they can be normalised so that
A( j,m; j′,m′∣J ,M) ≡ B(J ,M∣ j,m; j′,m′), (3.57)
so that we may refer to both of them as Clebsch–Gordan coecients. With this normal-
isation, they satisfy the recursion relations
Γ±(J ,M)A( j,m; j′,m′∣J ,M ± 1) = Γ±( j,m ∓ 1)A( j,m ∓ 1; j′,m′∣J ,M)+ Γ±( j′,m′ ∓ 1)A( j,m; j′,m′ ∓ 1∣J ,M), (3.58)
which easily follow by acting with J± on both sides of (3.51).
3.3.2 Intertwiners
Recall that an intertwiner between (g,K)-modules for Spin(2, 1), V andW , is a linear
map ψ ∶ V →W satisfying
ψ ○ X = X ○ ψ, ∀X ∈ spin(2, 1). (3.59)
¿e set of all possible intertwiners from V toW forms a vector space, which will be
denoted byHom(V ,W). We will only work with intertwiners between representations
that are either irreducible or a tensor product of irreducible ones18. An intertwiner 18When speaking of products
we assume that none of the
representations involved is the
trivial one, for obvious reasons.ψ ∶ k⊗
a=1 Vja → n⊗b=r+1Vjb (3.60)
will be called n-valent and, for reasons that will become clear shortly, we will say it has
k incoming legs and (n − k) outgoing ones.
Of particular interest are the 3-valent intertwiners. If the decomposition of Vj1 ⊗Vj2
exists, the vector space Hom(Vj1 ⊗ Vj2 ,Vj3) is completely specied by it, as a non-
vanishing intertwiner only exists if Vj3 appears in the decomposition; the number of
independent intertwiners equals the multiplicity of Vj3 in the decomposition (1 or 2 for
the known decompositions). ¿ese basis elements will be denoted by
j1
j2
j3 ∶ ∣ j1,m1⟩⊗ ∣ j2,m2⟩↦ ∑
m3∈M j3 B( j3,m3∣ j1,m1; j2,m2)∣ j3,m3⟩, (3.61)
where we assume j3 also includes an appropriate label for multiplicities, when necessary.
On the LHS we used a graphical notation for the map, which will turn out to be very
useful. It is to be read this way: incoming representations (legs) are on the le , while
outgoing ones are on the right; an arrow will be used to make the direction clear if
needed.
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Analogously, the basis elements forHom(Vj3 ,Vj1⊗Vj2) are given by the intertwiners
j1
j2
j3 ∶ ∣ j3,m3⟩↦ ∑
m1∈M j1
m2∈M j2
A( j1,m1; j2,m2∣ j3,m3)∣ j1,m1⟩⊗ ∣ j2,m2⟩. (3.62)
Moreover the unique intertwiner in the 1-dimensional space Hom(Vj ,Vj) will be de-
noted by
j j ≡ 1Vj . (3.63)
¿e two kinds of 3-valent intertwiners can be used as building blocks of all the others,
provided that the necessary Clebsch–Gordan decomposition exists: this can be achieved
by composing intertwiners, to obtain maps on bigger representations; with our graphical
notation, this amounts to “glueing” them together. We will call any such composition
of intertwiners a spin network. Note that, when working with unitary representations,
there is no way to obtain a closed spin network19 with this glueing procedure, as the 19i.e., an element of the space
Hom(F0 , F0).trivial representation F0 does not appear in any recoupling of innite-dimensional
representations. Closing a spin network by tracing, which graphically amounts to
connecting an incoming leg with an incoming one of the same intertwiner, leads to
divergencies, which will have to be dealt with; here however we are only interested in the
nodes inside a spin network, which would be unaected by any regularisation procedure.
3.3.3 Racah coecients
Consider a 4-valent intertwiner ψ with 3 incoming legs Vj1 ⊗ Vj2 ⊗ Vj3 and a single
outgoing one Vj: it will generally not be unique, unless one of the representations
involved is the trivial one. Two possible bases of intertwiners, whose linear combinations
can be used to construct any 4-valent one of this type can be obtained by exploiting the
associativity of tensor products, i.e.
Vj1 ⊗ Vj2 ⊗ Vj3 ≅ (Vj1 ⊗ Vj2)⊗ Vj3 ≅ Vj1 ⊗ (Vj2 ⊗ Vj3). (3.64)
Assuming the decomposition in irreducible representations ofVj1⊗Vj2 exists, the generic
ψ can be written as a linear combinations of the intertwiners
j1
j2
j3
j
j12
, j12 ∈ D( j1, j2); (3.65)
analogously, if Vj2 ⊗ Vj3 is decomposable, the intertwiners
j1
j2
j3
j
j23
, j23 ∈ D( j2, j3) (3.66)
form a basis as well. We will now study how the two bases are related to each other.
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First notice that20 20To simplify notation, the
range of the j’s in the summa-
tion is omitted: it is implied
to only assume the values for
which a non-vanishing inter-
twiner exists. Moreover, when
a subset of labels j appears con-
tinuously in a decomposition,
over that subset the sum is to
be considered an integration.
∑
j12 , j
j1
j2
j3
j12
j1
j2
j3
j12
j = ∑
j23 , j
j1
j2
j3
j23
j1
j2
j3
j23
j = j1 j1j2 j2
j3 j3
, (3.67)
as can be checked explicitly using the properties of Clebsch–Gordan coecients. ¿is
equation can be “glued” to the basis elements (3.65) to obtain
j1
j2
j3
j
j12 = ∑
j23 , j′
j1
j2
j3
j
j′ j12
j23j23
j1
j2
j3
. (3.68)
¿e intertwiner
j1
j2
j3
jj′ j12
j23
, (3.69)
having only one incoming and outgoing representation, must necessarily be proportional
to the unique intertwiner between j′ and j. Since the latter vanishes when j ≠ j′, it must
be
j1
j2
j3
jj′ j12
j23
∝ δ( j, j′) j j , (3.70)
where the δ is to be considered a Dirac delta over continuous subsets in bothD( j12, j3)
and D( j1, j23), and a Kronecker delta otherwise. ¿e proportionality factor in (3.70),
which we will call Racah coecient, is given by
[ j1 j2 j12j3 j j23] = ∑m1 ,m2 ,m3
m12 ,m23
A( j1,m1; j23,m23∣ j,m)A( j2,m2; j3,m3∣ j23,m23)
× B( j12,m12∣ j1,m1; j2,m2)B( j,m∣ j12,m12; j3,m3), (3.71)
with m ∈M j; one can check using the Clebsch–Gordan recursion relations that the
result does not depend on which m is chosen. We nally get that
j1
j2
j3
j
j12 =∑
j23
[ j1 j2 j12j3 j j23]
j1
j2
j3
j
j23
, (3.72)
i.e., the Racah coecients are the components of the elements of one basis in terms of
the other. An analogous argument can be made for the basis elements (3.66). With our
convention for the Clebsch–Gordan coecients, we can check that
j1
j2
j3
jj′ j12
j23
= j1 j2
j3
jj′ j12
j23
(3.73)
so that
j1
j2
j3
j
j23
=∑
j12
[ j1 j2 j12j3 j j23]
j1
j2
j3
j
j12
. (3.74)
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Remark. Note how there was nomention of unitary representations in the discussion of
Racah coecients: what was presented is well-dened any time the appropriate Clebsch–
Gordan decomposition exists. ¿is means in particular that we can consider Racah coe-
cients involving both unitary and non-unitary representations, which be relevant when
discussing the quantum version of the observables e, f and f̃ .
3.3.4 Inner product space structure
We already saw that Hom(V ,W) is a vector space; we will now see how an inner
product can be dened naturally on it. ¿is time we will only use unitary irreducibly
representations from the Plancherel decomposition.
¿e space of intertwiners can inherit an inner product by requiring that21 21Note that it is always true that
the LHS can be split in the sum
of independent subspaces on
the right: what we are really re-
quiring is for these subspaces
to be orthogonal.
Hom(⊗a Vja ⊕⊗b Vjb ,⊗c Vjc) ≡ Hom(⊗a Vja ,⊗c Vjc)⊕Hom(⊗b Vjb ,⊗c Vjc).
(3.75)
It is then easy to convince ourselves that the composition of two intertwiners belongs to
(a space isomorphic to) the tensor product of their respective intertwiner spaces, so that,
for example,
Hom(Vj1⊗Vj2 ,Vj3⊗Vj4) = ∫ ⊕ dξ( j)Hom(Vj1⊗Vj2 ,Vj)⊗Hom(Vj ,Vj3⊗Vj4) (3.76)
or
Hom(Vj1 ⊗ Vj2 ⊗ Vj3 ,Vj) = ∫ ⊕ dξ( j12)Hom(Vj1 ⊗ Vj2 ,Vj12)⊗Hom(Vj12 ⊗ Vj3 ,Vj).
(3.77)
We can repeat this process until we only have sums of products of 3-valent spaces, so
that it only remains to dene the inner product on the latter. ¿is is easily achieved:
• when the space is one dimensional there is only one basis vector which we may
normalise to 1;
• when the space is two dimensional, i.e., there is multiplicity, we choose the two
basis elements22 to be orthonormal. 22Note that there is a nat-
ural choice for the basis ele-
ments once a convention has
been chosen for the Clebsch–
Gordan coecients appearing
in (3.46).
One can check explicitly that this is consistent with the possibility of using dierent
decompositions for the same space, e.g.
Hom(Vj1 ⊗Vj2 ⊗Vj3 ,Vj) = ∫ ⊕ dξ( j23)Hom(Vj2 ⊗Vj3 ,Vj23)⊗Hom(Vj1 ⊗Vj23 ,Vj),
(3.78)
so that the procedure is well dened.
Restricting ourselves to representations in the Plancherel decomposition makes
our construction possible, as it guarantees that the direct sums in the Clebsch–Gordan
decomposition are orthogonal. Note, however, that if we only use nite-dimensional
representations the samewould be true, and the inner product would still be well dened:
in fact, the total Casimir acting on a product of nite-dimensional representations is
self-adjoint, so that the modules appearing in the decomposition are orthogonal to each
other.
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3.4 3D Lorentzian loop quantum gravity and Lorentzian
Ponzano–Regge model
In this nal section we will construct a quantum version of the spinorial observables,
and determine their action on intertwiners. We will then discuss some properties of
the Racah coecients, which are dened even when both unitary and non-unitary
representations are coupled; in particular, we will show that the Biedenharn–Elliott
relation—also known as pentagon identity—holds, even when one of the representations
involved are nite-dimensional. Finally, we will quantise the Hamiltonian constraints
dened in Section 3.2, and show that the intertwiner associated to the Racah coecients,
which generates the Lorentzian Ponzano–Regge model, is in their kernel; the proof
consists in showing that the action of each constraint is implemented as a recursion
relation (the Biedenharn–Elliott relation), whose solution is the Racah coecient.
3.4.1 Intertwiner observables
We want observables in loop quantum gravity to be invariant under the action of the
gauge group Spin(2, 1): this is exactly what scalar operators (tensor operators trans-
forming as F0) are. ¿e usual observables we consider are those built from the algebra
generators, which are essentially the components of the vector operator V dened in
(2.109). When acting on a product of representations⊗a Vja they are dened as
Qab ∶= √32 ∑µ A(1, µ; 1,−µ∣0, 0)V aµ V b−µ = −Ja0 Jb0 + 12(Ja−Jb+ + Ja+Jb−), (3.79)
where V a denotes the operator acting only on representation a; equivalently, we can
write them in the suggestive form
Qab = ηi j Jai Jbj , η = diag(−1, 1, 1), (3.80)
where i and j are space-time indices.
When working in the spinorial setting, we can construct scalar operators by com-
bining the two spinor operators T and T̃ . ¿e four kinds of operators we can get are
Eab = −√2∑
µ
A( 12 , µ; 12 ,−µ∣0, 0) 12(T̃aµ Tb−µ + Taµ T̃b−µ) = T̃a−Tb+ − T̃a+Tb− + δab1, (3.81a)
Fab = −√2∑
µ
A( 12 , µ; 12 ,−µ∣0, 0)Taµ Tb−µ = Ta−Tb+ − Ta+Tb− , (3.81b)
F̃ab = −√2∑
µ
A( 12 , µ; 12 ,−µ∣0, 0)T̃aµ T̃b−µ = T̃a− T̃b+ − T̃a+ T̃b− , (3.81c)
which are the quantumanalogues of the classical observables (3.33). Note that an ordering
factor was introduced in the quantisation of eab; this particular ordering was chosen
to ensure that these operators form a closed Lie algebra. ¿e commutation relations of
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these operators are [Eab , Ecd] = δcbEad − δadEcb (3.82a)[Eab , F̃cd] = δbc F̃ad − δbd F̃ac (3.82b)[Eab , Fcd] = δadFbc − δacFbd (3.82c)[Fab , F̃cd] = δdbEca + δcaEdb − δcbEda − δdaEcb (3.82d)[Fab , Fcd] = [F̃ab , F̃cd] = 0. (3.82e)
Note that, when acting on the continuous class, the operators E , F , F̃ take unitary rep-
resentations (in the Plancherel decomposition) to non-unitary ones23. As such, they are 23¿e T and T̃ operators would
send the module V− 12 +is re-
spectively to V−1+is and Vis ,
neither of which would be unit-
ary anymore.
not proper observables when acting on continuous representations; however, one can
choose quadratic functions of these observables such that the representation is sent to
itself.
Due to the relation between T and T̃ , the operators we dened are not all independ-
ent. One has, in general24, 24Here the transpose is dened
with respect to the matrix ele-
ments in the standard ∣ j,m⟩
basis.
Ftab = F̃ab , Etab = Eba . (3.83)
In particular cases the transposes can be converted to adjoints; for example, if a and b
both denote a representation in the discrete positive (negative) class Ftab = F†ab, while if
one is them is discrete positive and the other discrete negative Ftab = −F†ab.
¿e operators we dened act on representations; their action can be extended to
intertwiners as follows. Let
ψ ∶ k⊗
a=1∣ ja ,ma⟩→ ∑mr+1⋯∑mn α(m1, . . . ,mn)
n⊗
b=k+1∣ jb ,mb⟩ (3.84)
be a generic n-valent intertwiner25, where α is a function depending on Clebsch–Gordan 25¿e operators we dene will
always act on a single node, i.e.,
n-valent intertwiner, inside a
generic spin network.
coecients; this intertwiner can be also expressed in the form
ψ⋆ ∶=∑
m1
⋯∑
mn
α(m1, . . . ,mn) n⊗
b=k+1∣ jb ,mb⟩⊗ k⊗a=1⟨ ja ,ma ∣, (3.85)
which does indeed return the same values when acting on⊗a Vja . However, (3.85) is
not necessarily an element of the space ⊗b VJb ⊗⊗a V∗ja , since it does not generally
have nite norm for innite-dimensional representations26: it is only to be regarded as a 26¿is can be easily checked in
the case of an intertwiner with
one incoming and one outgo-
ing leg, which is necessarily pro-
portional to the identity.
formal expression, similarly to the usual way of representing the identity of a separable
Hilbert space as ∑
i∈I ∣i⟩⟨i∣, (3.86)
where {∣i⟩}i∈I is an orthonormal basis.
One can easily check, using (3.59), that ψ is in intertwiner if and only if
J0ψ
⋆ = 0, J±ψ⋆ = 0, (3.87)
where the generators act on dual vectors as the dual representation (see equations (3.3)
and (3.4)), i.e.
J0⟨ j,m∣ = −m⟨ j,m∣, J±⟨ j,m∣ = −C∓( j,m)⟨ j,m ∓ 1∣. (3.88)
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¿e action of an operator of the form
T ∶ n⊗
b=k+1Vjb ⊗ k⊗a=1 V∗ja → n⊗b=k+1Vj′b ⊗ k⊗a=1 V∗j′a (3.89)
is then dened by inverting transformation (3.85) for Tψ⋆. One can check that the
resulting map is an intertwiner if and only if T is a scalar operator.
¿e E, F and F̃ operators can be expressed as a sum of operators of the form (3.89) by
having Ta and T̃a act as the identity on anything but the a-th leg (incoming or outgoing)
and by extending their action to dual vectors as
T±⟨ j,m∣ ∶= ⟨ j,m∣T±, T̃±⟨ j,m∣ ∶= ⟨ j,m∣T̃±, (3.90)
that is
T−⟨ j,m∣ = −√ j +m + 1 ⟨ j + 12 ,m + 12 ∣ (3.91a)
T+⟨ j,m∣ = √ j −m + 1 ⟨ j + 12 ,m − 12 ∣ (3.91b)
T̃−⟨ j,m∣ = √ j −m ⟨ j − 12 ,m + 12 ∣ (3.91c)
T̃+⟨ j,m∣ = √ j +m ⟨ j − 12 ,m − 12 ∣. (3.91d)
¿e actions of the scalar operators on some 3-valent intertwiners of interest are listed
here, where the notation
D( j) ∶= √2 j + 1 (3.92)
is used; these actions are27 27Note that we have Fba = −Fab
and F̃ba = −F̃ab by denition.
E12
j1
j2
j3 = D(k1)D( j2)[k1 12 j1j2 j3 k2]δk1 , j1− 12 δk2 , j2+ 12 k1k2 j3 (3.93a)
E21
j1
j2
j3 = −D(k1)D( j2)[k1 12 j1j2 j3 k2]δk1 , j1+ 12 δk2 , j2− 12
j1
j2
j3 (3.93b)
F12
j1
j2
j3 = −D(k1)D( j2)[k1 12 j1j2 j3 k2]δk1 , j1+ 12 δk2 , j2+ 12 k1k2 j3 (3.93c)
F̃12
j1
j2
j3 = −D(k1)D( j2)[k1 12 j1j2 j3 k2]δk1 , j1− 12 δk2 , j2− 12 k1k2 j3 (3.93d)
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E12
j1
j2
j3 = −D(k1)D( j2)[k1 12 j1j2 j3 k2]δk1 , j1+ 12 δk2 , j2− 12 k1k2j3 (3.93e)
E21
j1
j2
j3 = +D(k1)D( j2)[k1 12 j1j2 j3 k2]δk1 , j1− 12 δk2 , j2+ 12 k1k2j3 (3.93f)
F12
j1
j2
j3 = −D(k1)D( j2)[k1 12 j1j2 j3 k2]δk1 , j1− 12 δk2 , j2− 12 k1k2j3 (3.93g)
F̃12
j1
j2
j3 = −D(k1)D( j2)[k1 12 j1j2 j3 k2]δk1 , j1+ 12 δk2 , j2+ 12 k1k2j3 (3.93h)
E23
j1
j2
j3 = D( j2)D( j3)[ j1 j2 j31
2 k3 k2
]δk2 , j2− 12 δk3 , j3− 12 j1k2 k3 (3.93i)
E32
j1
j2
j3 = D( j2)D( j3)[ j1 j2 j31
2 k3 k2
]δk2 , j2+ 12 δk3 , j3+ 12 j1k2 k3 (3.93j)
F23
j1
j2
j3 = D( j2)D( j3)[ j1 j2 j31
2 k3 k2
]δk2 , j2+ 12 δk3 , j3− 12 j1k2 k3 (3.93k)
F̃23
j1
j2
j3 = −D( j2)D( j3)[ j1 j2 j31
2 k3 k2
]δk2 , j2− 12 δk3 , j3+ 12 j1k2 k3 . (3.93l)
¿e Racah coecients we have used may involve both unitary and non-unitary repres-
entations; as discussed in Section 3.3.3, they are still dened in this case.
3.4.2 Biedenharn–Elliott relations and symmetries of the Racah
coecients
Some useful properties of the Racah coecients are presented here, namely some sym-
metries and the Biedenharn–Elliott relations, essential to our goal.
Symmetries
When at least one of Vj1 , Vj2 and Vj3 is the nite-dimensional representation F 12 the
Racah coecients possess the symmetries28 28¿is is not by any means the
only case in which some sym-
metries arise, but explicit know-
ledge of the Clebsch–Gordan
coecients is needed in order
to prove them.
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Figure 5: Graphical representation of the pentagon identity.
[ j1 12 k1j2 J k2] = (−1) j1+ j2−k1−k2 D(k1)D(k2)D( j1)D( j2) [k1 12 j1k2 J j2] (3.94a)
[ 12 j1 k1J j2 k2] = (−1) j1+ j2−k1−k2 D(k1)D( j2)D( j1)D(k2)[ 12 k1 j1J k2 j2] (3.94b)
[ J j1 j21
2 k2 k1
] = (−1) j1+k2−k1− j2 D(k1)D(k2)
D( j1)D( j2) [ J k1 k212 j2 j1 ]; (3.94c)
note that the numbers on the exponents are always in Z/2: for example, in the rst
equation, it must be ki ∈ D( 12 , ji) so that ji − ki = ± 12 . ¿e proof of these symmetries
is straightforward, and can be checked by inserting the explicit values of the Clebsch–
Gordan coecients from Table B.1 in (3.71).
Biedenharn–Elliott
Racah coecients, regardless of the representation classes involved, satisfy the Bieden-
harn–Elliott relations or pentagon identity, which can be represented graphically as in
Fig. 5: one can go from the le most intertwiner to the rightmost one by repeated Racah
transformations in two possible ways; equating the Racah coecients appearing in the
two transformations we get that
∑
j23
[ j1 j2 j12j3 j123 j23][ j1 j23 j123j4 j j234][ j2 j3 j23j4 j234 j34] = [ j1 j2 j12j34 j j234][ j12 j3 j123j4 j j34 ]. (3.95a)
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Analogously, we can repeat the process starting from one of the other 4 intertwiners, to
get the remaining identities
∑
j123
[ j12 j3 j123j4 j j34 ][ j1 j2 j12j3 j123 j23][ j1 j23 j123j4 j j234] = [ j2 j3 j23j4 j234 j34][ j1 j2 j12j34 j j234], (3.95b)
∑
j12
[ j1 j2 j12j34 j j234][ j12 j3 j123j4 j j34 ][ j1 j2 j12j3 j123 j23] = [ j1 j23 j123j4 j j234][ j2 j3 j23j4 j234 j34], (3.95c)
∑
j34
[ j2 j3 j23j4 j234 j34][ j1 j2 j12j34 j j234][ j12 j3 j123j4 j j34 ] = [ j1 j2 j12j3 j123 j23][ j1 j23 j123j4 j j234], (3.95d)
∑
j234
[ j1 j23 j123j4 j j234][ j2 j3 j23j4 j234 j34][ j1 j2 j12j34 j j234] = [ j12 j3 j123j4 j j34 ][ j1 j2 j12j3 j123 j23]. (3.95e)
One can equivalently obtain all relations from the rst one by repeatedly applying the
Racah coecients orthogonality relations
∑
j12
[ j1 j2 j12j3 j j23][ j1 j2 j12j3 j j′23] = δ( j23, j′23)D( j1, j2∣ j12)D( j2, j3∣ j23) (3.96a)
∑
j23
[ j1 j2 j12j3 j j23][ j1 j2 j′12j3 j j23] = δ( j12, j′12)D( j1, j2∣ j12)D( j2, j3∣ j23), (3.96b)
where D( j1, j2∣ j12) ∶= ⎧⎪⎪⎨⎪⎪⎩1 if j12 ∈ D( j1, j2)0 if j12 /∈ D( j1, j2). (3.97)
3.4.3 Recovering the Lorentzian Ponzano–Regge model from the
Hamiltonian constraint
We have now all the tools to discuss the quantum Hamiltonian constraint and the
Lorentzian Ponzano–Regge model29. ¿e classical Hamiltonians given in (3.39) can 29Freidel, ‘A Ponzano-Regge
model of Lorentzian 3-dimen-
sional gravity’; Davids, ‘A State
sum model for (2 + 1) Lorent-
zian quantum gravity’.
be quantised using the quantum observables E, F and F̃; we will choose the ordering
exactly as it appears in the classical equations. ¿e quantum Hamiltonians are given by
Hˆ⟨⟩abc =Eca Ẽca − (EcbEba − F̃cbFba) ẼcaEb (3.98)
Hˆ[]abc =ẼcaEca − (Fcb F̃ba − Ẽcb Ẽba)EcaEb (3.99)
Hˆ⟨]abc =F̃caFca − (Ecb F̃ba − F̃cb Ẽba)FcaEb (3.100)
Hˆ[⟩abc =Fca F̃ca − (FcbEba − ẼcbFba) F̃caEb . (3.101)
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Note that there is no ordering ambiguity in the fractional term, as Eb and, say, Ẽca act
on dierent nodes. On the other hand, there is an ordering ambiguity between E−1b and
the other terms where one of the indices is b: this particular ordering was chosen to
ensure that the Lorentzian Ponzano–Regge amplitude, given by the Lorentzian Racah
coecient, is a solution of these constraints. To prove this we restrict ourselves to a
triangular subgraph, given by the spin network30 30¿is is the intertwiner equi-
valent of the triangular face of
Fig. 4.
ψ( j2, j3, j4) ∶= j1
j6
j5
j3
j4
j2 ; (3.102)
we made explicit only the dependence on j2, j3 and j4 as these are the only legs that can
be changed by Hˆabc , when ⟨abc⟩ is a permutation of ⟨342⟩.
Let us consider the particular quantum Hamiltonian constraint given by
Hˆ⟨]342 = F̃23F23 − (E24F̃43 − F̃24Ẽ43)F23E4 ≡ F̃23F23 + (E24F̃34 − F̃24E34)F23E4 ; (3.103)
all the other cases can be treated in the same way. ¿e proof that ψ it is annihilated by
the operator Hˆ⟨]342 consists in showing that the action of Hˆ⟨]342 on ψ provides a recursion
relation for the Racah coecient, essentially the Biedenharn–Elliott relation. ¿is was
already discussed at length, for both the (undeformed and deformed) vector case31 31Bonzom and Freidel, ‘¿e
Hamiltonian constraint in 3d
Riemannian loop quantum
gravity’; Bonzom, Dupuis
and Girelli, ‘Towards the
Turaev-Viro amplitudes from a
Hamiltonian constraint’.
and the spinor case32 in the Euclidean framework; we will see here that this is also
32Bonzom and Livine, ‘A New
Hamiltonian for the topolo-
gical BF phase with spinor net-
works’.
happening in the Lorentzian case33. Note that this new result relies on the knowledge of
33Girelli and Sellaroli, ‘3D
Lorentzian loop quantum
gravity and the spinor
approach’.
recoupling theory between nite and innite-dimensional representations investigated
in Section 2.3: without it the Racah coecients appearing in (3.93) would not be dened.
Making use of equations (3.93) we can compute the explicit action of Hˆ⟨]342 on ψ. For
the rst part of Hˆ⟨]342 we get
F̃23F32ψ( j2, j3, j4) = −D( j2)D( j3)D( j2 + 12)D( j3 − 12)× [ j1 j2 j31
2 j3 − 12 j2 + 12][ j1 j2 +
1
2 j3 − 121
2 j3 j2
]ψ( j2, j3, j4), (3.104)
while for the other 2 parts we have34
34Note that each operator is act-
ing on a dierent node.E24F̃34
F23
E4
ψ( j2, j3, j4) = D( j2)D( j3)D( j2 + 12)D( j3 − 12)[ j1 j2 j31
2 j3 − 12 j2 + 12]× [ j3 − 12 12 j3j4 j5 j4 − 12][ j2 +
1
2
1
2 j2
j4 j6 j4 − 12]ψ( j2 + 12 , j3 − 12 , j4 − 12) (3.105)
and
F̃24E34
F23
E4
ψ( j2, j3, j4) = −D( j2)D( j3)D( j2 + 12)D( j3 − 12)[ j1 j2 j31
2 j3 − 12 j2 + 12]× [ j3 − 12 12 j3j4 j5 j4 + 12][ j2 +
1
2
1
2 j2
j4 j6 j4 + 12]ψ( j2 + 12 , j3 − 12 , j4 + 12). (3.106)
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Using the denitions of the Racah coecients (3.72) and the fact that, as a consequence
of (3.55b), when j, j′ ∈ D( j1, j2)
j′ j
j1
j2
= δ( j, j′) j j ≡ δ( j, j′) j′ j′ , (3.107)
we see that
ψ( j2, j3, j4) =∑
j
[ j1 j2 j3j4 j5 j ]
j1
j6
j5j
j4
j2 = [ j1 j2 j3j4 j5 j6]
j1
j6
j5 ; (3.108)
moreover, we can adapt (3.95d) to our situation as35 35Note that J4 ∈ D( 12 , j4).
[ j1 J2 J31
2 j3 j2
][ j1 j2 j3j4 j5 j6] =
j4+ 12∑
J4= j4− 12
[J2 12 j2j4 j6 J4][ j1 J2 J3J4 j5 j6][J3 12 j3j4 j5 J4]. (3.109)
Substituting these results in the action of the Hamiltonian, it follows that
Hˆ⟨]342ψ( j2, j3, j4) = 0. (3.110)
3.5 Relationship with SU(2) theory
¿e framework we have constructed automatically describes the Euclidean case as well.
Mathematically, this is a consequence of the fact that SU(2) and SU(1, 1) are two real
forms of the complex Lie group SL(2,C), i.e.
SU(2)C ≅ SU(1, 1)C ≅ SL(2,C). (3.111)
As a consequence, the complex representations of the two groups coincide; in particular,
SU(1, 1) representation theory contains as a subcase all the nite-dimensional repres-
entations of SU(2) used in Euclidean LQG. In our description, every notion at the
representation theory level (spinor operators, Racah coecients, etc.) has by design not
been restricted to unitary representations, instead allowing for any irreducible one. ¿e
only exception is the denition of the Hilbert space structure, which however, as we
noted, is still valid if we restrict to nite-dimensional representations alone; consequently,
everything at the quantum level can be used to described the Euclidean case as well, by
using intertwiners between nite-dimensional representations.
¿e same is true at the classical level. Recall that for nite-dimensional represent-
ations the spinor operators satisfy T̃± = ∓T†∓; using the equivalent reality condition
τ̃± = ∓τ∓ for classical spinors, the group element (3.19) becomes
g = 1√⟨τ∣τ⟩⟨w∣w⟩(w+τ+ +w−τ− w−τ+ −w+τ−w+τ− −w−τ+ w−τ− +w+τ+). (3.112)
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Since ⟨τ∣τ⟩ = ∣τ−∣2 + ∣τ+∣2 ≥ 0, (3.113)
we have
g22 = g11, g21 = −g12, (3.114)
which makes g an element36 of SU(2). ¿e su(2) Poisson brackets are recovered by 36Recall that g was normalised
so that det(g) = 1.letting x± → −ix±; the same transformation, at the quantum level, makes the nite-
dimensional representations unitary (as SU(2) representations).
3.6 Concluding remarks
We have seen in this chapter that, thanks to our results from Section 2.3, it was pos-
sible to extend the spinorial formalism of loop quantum gravity to the 3D Lorentzian
case; moreover, we were able to reproduce the results of Bonzom and Livine, ‘A New
Hamiltonian for the topological BF phase with spinor networks’, namely we construc-
ted an Hamiltonian constraint using the spinor operators, and we showed, using an
opportunely generalised Biedenharn–Elliott relation, that it is solved by the Ponzano–
Regge amplitude. ¿e Racah coecients we dened in Section 3.3.3 were essential in
obtaining this result, as they appear in the action of the spinorial observables and in
the Biedenharn–Elliott relation. It is important to note that, when working with con-
tinuous representations, the Racah coecients we use may involve non-unitary innite-
dimensional representations, which are not in the inner product space we dened: this
should not be seen as an issue37, but rather as a consequence of the parametrisation of 37In fact, even though the ac-
tion of the Hamiltonian takes
us outside of the inner product
space, it maps the Ponzano–
Regge amplitude to the zero
vector.
the Hamiltonian constraint using complex variables. One should note that, following
Bonzom and Livine, we only considered the case of a triangular face; for a complete
treatment more general cases should be investigated.
69
69
• Chapter 4
SU(2) intertwiners from SO∗(2n)
representations
In this last chapter we will consider a second application of non-compact groups to
quantum gravity. Unlike Chapter 3, we will work with Euclidean loop quantum gravity,
with SU(2) as gauge group; despite the fact that the gauge group is compact, we will show
that a non-compact group appears naturally when working in the spinorial formalism,
i.e., when we rewrite the SU(2) generators using the Jordan–Schwinger representation.
Two main results are presented in the chapter: we will rst show how the non-compact
group SO∗(2n), whose properties are reviewed in Section 4.1, has a natural action on
the space of all n-valent intertwiners, a generalisation of the known fact that the space of
n-valent intertwiners with xed area provides a U(n) ⊂ SO∗(2n) representation1; this 1Freidel and Livine, ‘¿e ne
structure of SU(2) intertwiners
from U(N) representations’.result, together with a review of the U(n) one, is the topic of Section 4.2. ¿e secondresult is an application of the rst one: in Section 4.3 we will use the SO∗(2n) structure
to construct a new kind of coherent intertwiners, following the Gilmore–Perelomov
construction of coherent states for arbitrary Lie groups. Wewill then study the properties
of these coherent states, in particular the matrix elements and expectation values of
the algebra generators, and the semi-classical limit. Finally we will see how these states
are connected to the symplectic group and to Bogoliubov transformations, which will
allow us to give a physical interpretation to SO∗(2n) as the subgroup of Bogoliubov
transformation of the Jordan–Schwinger harmonic oscillators which are compatible
with the SU(2) invariance.
4.1 ¿e Lie group SO∗(2n) and its Lie algebra
¿e non-compact Lie group G = SO∗(2n) is the subgroup of SU(n, n) consisting of
matrices that preserve the symmetric form
x1yn+1 + y1xn+1 + x2yn+2 + y2xn+2 +⋯ + xn y2n + ynx2n , x , y ∈ C2n , (4.1)
that is
SO∗(2n) = {g ∈ SU(n, n) ∣ gt( 0 1n
1n 0
)g = ( 0 1n
1n 0
)}. (4.2)
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Recall that SU(n, n) is the group of complex matrices with determinant 1 preserving
the indenite Hermitian form
x1y1 + x2y2 +⋯ + xn yn − xn+1yn+1 −⋯ − x2n y2n , x , y ∈ C2n , (4.3)
i.e.,
SU(n, n) = {g ∈ SL(2n,C) ∣ g∗(1n 00 −1n)g = (1n 00 −1n)}. (4.4)
Elements of SO∗(2n) can be parametrised2 as 2 × 2 block matrices 2Details can be found in Ap-
pendix C.
g = ( A B−B A), A, B ∈ Mn(C) (4.5)
with det(A) ≠ 0 and
AA∗ − BB∗ = 1,
A∗A− BtB = 1, A
∗B = −BtA,
BAt = −ABt, (4.6)
with inverse
g−1 = ( A∗ Bt−B∗ At). (4.7)
¿e maximal compact subgroup K ⊆ G is isomorphic to U(n), and is given by the
elements of the form (U 00 U), U ∈ U(n). (4.8)
¿e group is non-compact for all n ≥ 2, while SO∗(2) ≅ U(1).
¿e Lie algebra of SO∗(2n) is
so∗(2n) = {V ∈ su(n, n) ∣ V t( 0 1n
1n 0
) = −( 0 1n
1n 0
)V}, (4.9)
where
su(n, n) = {V ∈ sl(2n,C) ∣ V∗(1n 00 −1n) = −(1n 00 −1n)V} (4.10)
and
sl(2n,C) = {V ∈ Mn(C) ∣ trV = 0}; (4.11)
its elements are parametrised by 2 × 2 block matrices
V = ( X Y−Y X), X ,Y ∈ Mn(C) (4.12)
satisfying
X∗ = −X , Y t = −Y , (4.13)
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so that dim so∗(2n) = n(2n − 1). A basis for so∗(2n)C ≅ so(2n,C) is given by the
matrices
Eab = (∆ab 00 −∆ba), Fab = ( 0 0∆ab − ∆ba 0), F̃ab = (0 ∆ab − ∆ba0 0 ), (4.14)
where a, b = 1, . . . , n and ∆ab ∈ Mn(C) is the matrix with entries(∆ab)cd = δacδbd ; (4.15)
the Eab matrices span the complexication of the subalgebra u(n). ¿e commutation
relations of the so∗(2n) complexied generators are
[Eab , Ecd] = δcbEad − δadEcb (4.16a)[Eab , F̃cd] = δbc F̃ad − δbd F̃ac (4.16b)[Eab , Fcd] = δadFbc − δacFbd (4.16c)[Fab , F̃cd] = δdbEca + δcaEdb − δcbEda − δdaEcb (4.16d)[Fab , Fcd] = [F̃ab , F̃cd] = 0, (4.16e)
and unitary representations are those for which
E†ab = Eba , F†ab = F̃ab . (4.17)
It will prove useful to also introduce the notation
Eα ∶= αabEab , F̃z ∶= zab F̃ab , Fz ∶= zabFab , α, z ∈ Mn(C), (4.18)
where we use the complex conjugate of z in Fz to ensure that when the representation is
unitary (Fz)† = F̃z ; these so∗(2n)C elements satisfy the commutation relations[Eα , Eβ] = E[α,β] (4.19a)[Eα , F̃z] = F̃αz+zαt (4.19b)[Eα , Fz] = −Fα∗z+zα (4.19c)[Fw , F̃z] = E(z−zt)(w−wt)∗ . (4.19d)
4.2 SO∗(2n) action on intertwiner space
We will now see how, when working in the spinorial setting3, the space of all SU(2) 3i.e., making use of the Jordan–
Schwinger representation.intertwiners with n legs possesses a natural SO∗(2n) action, and is in fact an irreducible
representation of the latter. Recall that the Jordan–Schwinger representation for SU(2)
takes the form
Jz = 12(A†A− B†B), J+ = A†B, J− = B†A (4.20)
where [A,A†] = [B, B†] = 1 (4.21)
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are two decoupled harmonic oscillators4. ¿ey act as a Heisenberg group representation 4i.e., all A’s and B’s commute.
on the orthonormal basis5 5Messiah, Quantum Mechanics,
chap. XII.∣nA, nB⟩HO ≡ ∣nA⟩HO ⊗ ∣nB⟩HO, nA, nb ∈ N0, (4.22)
where
A∣nA⟩HO = √nA∣nA⟩HO,
B∣nB⟩HO = √nB∣nB⟩HO,
A†∣nA − 1⟩HO = √nA + 1∣nA + 1⟩HO,
B†∣nB − 1⟩HO = √nB + 1∣nB + 1⟩HO; (4.23)
the numbers nA and nB are the eigenvalues of the number operators
NA ∶= A†A, NB ∶= B†B. (4.24)
¿e standard SU(2) basis for the representation F j can be rewritten in the harmonic
oscillator basis as ∣ j,m⟩ = ∣ j +m, j −m⟩HO, m ∈M j . (4.25)
One can easily check that
J2 = 14(E − 1)(E + 1), E ∶= A†A+ B†B + 1, (4.26)
with
E∣ j,m⟩ = (2 j + 1)∣ j,m⟩, (4.27)
that is, in some sense, E provides (almost) a square root of the Casimir.
We can now extend this construction to the intertwiner space as follows. We denote
by InvSU(2)(F j1 ⊗⋯⊗ F jn) the set of SU(2) invariant vectors in the tensor product of n
SU(2) irreducible unitary representations, that is those that are annihilated by the total
angular momentum6 6Here the components of J(a)
are the the generators acting on
the representation F ja .J ∶= n∑
a=1 J(a), (4.28)
which we can identify with n-legged intertwiners. We then introduce the Jordan–
Schwinger representation for each leg, i.e., we use 2n harmonic oscillators7 7It is implicitly assumed that
the operators with subscript a
only act on F ja .[Aa ,A†b] = [Ba , B†b] = δab1 (4.29)
to write
J(a)z = 12(A†aAa − B†aBa), J(a)+ = A†aBa , J(a)− = B†aBa . (4.30)
¿e E operator we dened for a single leg generalises to the 2n operators8 8¿ese are the Euclidean equi-
valent of the observables we
dened in Chapter 3 from the
spinors operators T and T̃ , and
are in fact scalar operators for
SU(2).
Eab = A†aAb + B†aBb + δab1 (4.31)
satisfying the commutation relations
[Eab , Ecd] = δcbEad − δadEcb , (4.32)
which are those of a u(n)C algebra (see (4.16)). ¿ese operators can be used to construct
all the usual LQG observables, namely
J(a) ⋅ J(b) ≡ 2AabAba −AaAb − (1 − 2δab)Aa , (4.33)
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where Aab ∶= 12(Eab − δab1), Aa ∶= Aaa , (4.34)
as it is easy to show. We are going to interpret the eigenvalues of the operatorAaAa ∣ ja ,ma⟩ = ja ∣ ja ,ma⟩ (4.35)
as the area associated to the leg a, hence we will refer to theAa ’s as area operators; the
operatorA ∶= ∑aAa gives us the total area of the intertwiner.
It was shown in Freidel and Livine, ‘¿e ne structure of SU(2) intertwiners from
U(N) representations’ that the space of intertwiners with a xed total area9 J ∈ N0 9the fact that the total areamust
be an integer follows from the
selection rules of the addition
of angular momenta.
HJn = ⊕∑a ja=J InvSU(2)(Vj1 ⊗⋯⊗ Vjn) (4.36)
has the structure of an irreducible unitary representation of U(n), whose innitesimal
action is given by the Eab operators we dened
10. Explicitly, 10Our notation diers from that
of the article, namely our Eab
have an additional δab term,
which as we will see is essen-
tial to construct the SO∗(2n)
representation.
HJn ≡ [J + 1, J + 1, 1, . . . , 1], (4.37)
where the [λ1, λ2, . . . , λn], with
λ1 ≥ λ2 ≥ ⋯ ≥ λn ≥ 0, (4.38)
denotes the U(n) representation with highest weight vector ∣λ⟩, for which
Eaa ∣λ⟩ = λa ∣λ⟩ and Eab ∣λ⟩ = 0, ∀a < b; (4.39)
this particular choice of λ’s is required to for SU(2) invariance. ¿e dimension of U(n)
representations can be computed with the hook-length formula11 11Iachello, Lie Algebras and Ap-
plications, chap. 4.
dim[λ1, . . . , λn] =∏
a<b
λa − λb + b − a
b − a , (4.40)
which in our specic case gives
dim[λ1, λ2, 1, . . . , 1] = λ1 − λ2 + 1λ1 (λ1 + n − 2λ1 − 1 )(λ2 + n − 3λ2 − 1 ), (4.41)
so that
dimHJn = 1J + 1(J + n − 1J )(J + n − 2J ); (4.42)
one can check12 that this is indeed the dimension of the space of n-legged intertwiners 12Refer to the aforementioned
paper.with xed total area.
We will now show how, in addition to the action of U(n) on eachHJn, there is an
action of SO∗(2n)the full space on n-legged intertwiners
Hn ∶= ∞⊕
J=0HJn (4.43)
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which is a new result. To do so, we introduce the operators13 13¿ese operators were already
known: what is new is the fact
that, thanks to the δab we in-
troduced in (4.31), they form
a closed algebra together with
the Eab ’s.
Fab = BaAb − AaBb (4.44a)
F̃ab = B†aA†b − A†aB†b (4.44b)
which act respectively as ladder operators for the total area, i.e.,[A, F̃ab] = F̃ab , [A, Fab] = Fab; (4.45)
together with the Eab operators we dened in (4.31), they satisfy the commutation
relations (4.16), which are those of an so∗(2n)C algebra. Since
E†ab = Eba , F†ab = F̃ab , (4.46)
we can seeHn as a unitary representation14 of SO∗(2n), which is irreducible since, as it 14Technically speaking it is a
unitary (g,K)-module, but we
will refer to it as an SO∗(2n)
representation for simplicity.
easy to see, ker F̃ab = {0}, for a ≠ b. ¿e fact that the repeated action of the E, F, and F̃
operators on ∣0⟩ is still an intertwiner follows from the fact that they satisfy[J, Eab] = [J, Fab] = [J, F̃ab] = 0, (4.47)
i.e., they are all scalar operators.
Finally, as an aside, note that the F̃ab operators we introduced can be used to obtain
an explicit expression for the highest weight vectors in the U(n) representationHJn; in
fact
Proposition 4.1. ¿e highest weight vector for the U(n) representationHJn is dened up
to a phase factor as
∣ψJ⟩ ∶= NJ(F̃12)J ∣0⟩, NJ = 1√J!(J + 1)! .
Proof. First note that, as a consequence of the commutation relations (4.16), we have
[Eab , F̃12] = δb1F̃a2 + δb2F̃a1 =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
F̃12 if a = b ≤ 2
0 if a = b > 2
0 if a < b. (4.48)
If we assume that ∣ψJ⟩ is a highest weight vector, using the fact that
∣ψJ+1⟩ = NJ+1NJ F̃12∣ψ, J⟩ (4.49)
we get
Eab ∣ψJ+1⟩∝ (F̃12Eab + [Eab , F̃12])∣ψJ⟩ =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(J + 2)∣ψJ+1⟩ if a = b ≤ 2∣ψJ+1⟩ if a = b > 2
0 if a < b; (4.50)
since the result is true for J = 0, as
Eab ∣ψ0⟩ = Eab ∣0⟩ = δab ∣0⟩, (4.51)
it follows by induction that ∣ψJ⟩ is a highestweight vector for all J ∈ N0. ¿enormalisation
factor is chosen so that ⟨ψJ ∣ψJ⟩ = 1; we will see how to calculate this inner product later
in the chapter, with Proposition 4.5.
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4.3 Coherent intertwiners
In this section we will consider an application of the fact that the space of all n-valent
SU(2) intertwiners forms an irreducible SO∗(2n) representation. Following Perelomov,
we will introduce a set of coherent states for SO∗(2n) which, being based on the in-
tertwiner representations, provide a new kind of coherent intertwiners. We are rst
going to review the construction of Gilmore–Perelomov coherent states, then apply it
to the specic case we are interested in. We are then going to analyse the properties
of these states, specically the matrix elements and expectation values of the so∗(2n)
generators and the semi-classical limit. Finally, we are going to investigate the connec-
tion of the coherent states with the symplectic group Sp(4n,R) and with Bogoliubov
transformations.
4.3.1 SO∗(2n) coherent states
¿e full understanding of the group structure underlying the Eab , Fab and F̃ab operators
allows us to construct a new kind of coherent states in the intertwiner space, namely the
Gilmore–Perelomov generalised coherent states15 for SO∗(2n). ¿is construction general- 15Perelomov, ‘Coherent states
for arbitrary Lie group’.ises and complements the coherent intertwiners presented in Freidel and Livine, ‘U(N)
Coherent States for Loop Quantum Gravity’, which make use of the U(n) structure and
live in the space of intertwiners with a xed area.
Recall that generalised coherent states for a unitary irreduciblemoduleV of a generic
Lie Group G are dened as ∣g⟩ ∶= g∣ψ0⟩, g ∈ G , (4.52)
where ∣ψ0⟩ ∈ V is a xed state of norm 1. Note that, at this stage, there is no guarantee
that two coherent states labelled by dierent group elements indeed describe physically
dierent states (i.e., they are not the same vector up to a phase16). In fact, let H ⊆ G be 16Note that since the represent-
ation is unitary and ∣ψ0⟩ has
norm 1, so does every ∣g⟩.the maximal subgroup that leaves ∣ψ0⟩ invariant up to a phase, that is
h∣ψ0⟩ = eiθ(h)∣ψ0⟩, ∀h ∈ H, (4.53)
which will be called the isotropy subgroup for ∣ψ0⟩: it is obvious that if g2 ∈ g1H then
∣g2⟩ = eiθ ∣g1⟩, (4.54)
i.e., the two states are equivalent. ¿e inequivalent coherent states are labelled by elements
of the le coset space
G/H ∶= {gH ∣ g ∈ G}, (4.55)
and are given by ∣x⟩ ∶= ∣gx⟩ = gx ∣ψ0⟩, ∀x ∈ G/H, (4.56)
where gx ∈ x is a representative of the equivalence class x.
For the particular case of the intertwiner representation of SO∗(2n), we will choose
the harmonic oscillator vacuum ∣0⟩ as our xed state. It is easy to see that the isotropy
subgroup for ∣0⟩ is the maximal compact subgroup K = U(n) ⊂ SO∗(2n); the coset
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space SO∗(2n)/U(n) can be identied with one of the bounded symmetric domains
classied by Cartan17, namely 17More information on this
bounded symmetric domain,
as well as some the proofs of
some of the statements presen-
ted in the following can be
found in Appendix C.
SO∗(2n)/U(n) ≅ Ωn ∶= {ζ ∈ Mn(C) ∣ ζ t = −ζ and ζ∗ζ < 1}, (4.57)
on which SO∗(2n) acts holomorphically and transitively as
g(ζ) ≡ (A BC D)(ζ) ∶= (Aζ + B)(Cζ + D)−1. (4.58)
¿e isotropy subgroup18 at ζ = 0 is given by K, and the correspondence between Ωn and 18Here we mean the subgroup
of all g ∈ G such that g(0) = 0.SO∗(2n)/U(n) is given by
ζ ∈ Ωn ↦ {g ∈ G ∣ g(0) = ζ} ≡ gζK ∈ SO∗(2n)/U(n), (4.59)
where19 19Here
√
M denotes the unique
positive semi-denite square
root of a positive semi-denite
matrix M . Recall that, since
the square root is unique, we
have (√A)t ≡ √At and analog-
ous expressions for A, and A∗.
gζ ∶= ( Xζ ζXζζ∗Xζ Xζ ), Xζ ∶= √(1 − ζζ∗)−1; (4.60)
the coherent intertwiner states are then given by
∣ζ⟩ ∶= gζ ∣0⟩, ζ ∈ Ωn . (4.61)
Note how ∣ζ⟩ ≡ ∣gζ(0)⟩ (4.62)
and, indeed,
g∣ζ⟩ = eiθ(g ,ζ)∣g(ζ)⟩, ∀g ∈ G ,∀ζ ∈ Ωn . (4.63)
A more explicit expression for these states can be obtained using the following Lemma.
Lemma 4.1 (Block UDL decomposition). Any element of SO∗(2n) can be decomposed
as
( A B−B A) = (1 BA−10 1 )((A∗)−1 00 A)( 1 0−A−1B 1)= exp( 12 F̃BA−1) exp(EL) exp(− 12FA−1B)
where L is such that e−L = A∗. Note that, unless B = 0, the factors do not belong to SO∗(2n)
anymore, but to its complexication SO(2n,C) instead.
Proof. (i) Since Amust be invertible, the matrices appearing in the decomposition are
well-dened. One can check explicitly that the LHS equals the RHS, making use of the
fact that
(A∗)−1 − BA−1B = (A∗)−1 + (A∗)−1BtB= (A∗)−1 − (A∗)−1(A∗A− 1)= A. (4.64)
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(ii) To see how the exponentials arise, notice that both BA−1 andA−1B are antisymmetric,
as a consequence of (4.6). For any antisymmetric matrix T we have
1
2 F̃T = 12∑
a,b
Tab(0 ∆ab − ∆ba0 0 ) =∑a,b(0 Tab∆ab0 0 ) = (0 T0 0) (4.65)
so that
exp( 12 F̃BA−1) = (1 BA−10 1 ); (4.66)
similarly
exp(− 12FA−1B) = ( 1 0−A−1B 1). (4.67)
For the middle matrix in the factorisation, recall that any invertible complex matrix
admits a (non-unique) logarithm. Since A∗ is invertible, there is L such that eL = (A∗)−1;
moreover, it follows from the properties of the matrix exponential that A = e−Lt . ¿en
EL =∑
a,b
Lab(∆ab 00 −∆ba) = (L 00 −Lt) (4.68)
so that
exp(EL) = (eL 00 e−Lt) = ((A∗)−1 00 A), (4.69)
which concludes the proof.
As a consequence of Lemma 4.1 we can rewrite gζ as
gζ = exp( 12 F̃ζ) exp(EL) exp(− 12FX−1ζ ζX ζ) (4.70)
where L is such that
eL = √1 − ζζ∗. (4.71)
Since ∣0⟩ is annihilated by every Fab and
eEL ∣0⟩ = etr L∣0⟩ = det(eL)∣0⟩ = det(1 − ζ∗ζ) 12 ∣0⟩ (4.72)
we can eventually write the coherent states as
∣ζ⟩ = N (ζ) exp( 12 F̃ζ)∣0⟩, N (ζ) = det(1 − ζ∗ζ) 12 . (4.73)
Using the fact that the representation is unitary, we can write the inner product between
two coherent states as ⟨ω∣ζ⟩ = ⟨0∣g−1ω gζ ∣0⟩, (4.74)
with
g−1ω gζ = (Xω(1 − ωζ∗)Xζ Xω(ζ − ω)XζXω(ζ∗ − ω∗)Xζ Xω(1 − ω∗ζ)Xζ) (4.75)
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which automatically ensures
det(1 − ω∗ζ) ≠ 0, (4.76)
as Xω(1−ω∗ζ)Xζ must be invertible. We know from Lemma 4.1 that the group element
can be written as
g−1ω gζ = exp(F̃α) exp(EΛ) exp(Fβ) (4.77)
for some α and β, with Λ such that
eΛ = X−1ω (1 − ζω∗)−1X−1ω = √1 − ζζ∗(1 − ζω∗)−1√1 − ωω∗, (4.78)
so that ⟨ω∣ζ⟩ = det(eΛ)⟨0∣0⟩ = det(1 − ζ∗ζ) 12 det(1 − ω∗ω) 12
det(1 − ω∗ζ) ; (4.79)
the Cauchy–Schwarz inequality ensures that
∣⟨ω∣ζ⟩∣2 ≤ 1 (4.80)
where the equality only holds when ω = ζ, as by denition states labelled by dierent
cosets are not proportional to each other.
Summary
To summarise, we have constructed a set of coherent intertwiners
∣ζ⟩ = det(1 − ζ∗ζ) 12 (ζ) exp( 12 F̃ζ)∣0⟩, ζ ∈ Ωn , (4.81)
where Ωn is the set of anti-symmetric matrices ζ ∈ Mn(C) satisfying ζ∗ζ < 1. ¿ey are
all independent from each other, and their inner product is given by
⟨ω∣ζ⟩ = det(1 − ζ∗ζ) 12 det(1 − ω∗ω) 12
det(1 − ω∗ζ) ≤ 1, (4.82)
with the equality holding only when ω = ζ . ¿ey are Gilmore–Perelomov coherent states,
as they satisfy
g∣ζ⟩ = eiθ(g ,ζ)∣g(ζ)⟩, g ∈ SO∗(2n), (4.83)
where the action of g on ζ is given by (4.58), i.e., up to a phase factor, the action of the
group goes through the coherent states.
It is important to mention that, although this construction is new, some of these
states have been considered before in Freidel and Hnybida, ‘On the exact evaluation of
spin networks’, Freidel and Hnybida, ‘A Discrete and Coherent Basis of Intertwiners’,
and Bonzom and Livine, ‘Generating Functions for Coherent Intertwiners’, although the
underlying group structure was not known. Nevertheless, the coherent states presented
in those articles are only those such that rank(ζ) = 2—which are exactly those that can
be seen as a linear combination of the U(n) coherent states for all possible areas—so
that the vast majority of the states we constructed in this section are indeed new.
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4.3.2 Matrix elements of the so∗(2n) generators
¿e easiest way to compute the matrix elements of the so∗(2n) generators Eab , Fab and
F̃ab in the coherent state basis is to make use of the 2n harmonic oscillator operators
Aa , Ba ; in particular, we are going to project the states ∣ζ⟩ on the well-known harmonic
oscillator coherent states. Recall that20 coherent states for the representation of the 20Perelomov, Generalized Co-
herent States and ¿eir Applica-
tions, chap. 3.
Heisenberg groupH2n with generators acting as[Aa ,A†b] = [Ba , B†b] = δab1, (4.84)
on the vector space spanned by the vectors21 21Here we use the multi-index
notation, that is we have(A†)µ ∶= (A†1)µ1⋯(A†n)µn and
µ! ∶= µ1! . . . µn !, with µ ∈ Nn0 .∣µ, ν⟩ = (A†)µ√µ! (B†)ν√ν! ∣0⟩, µ, ν ∈ Nn0 , (4.85)
where ∣0⟩ ≡ ∣0, 0⟩ is the harmonic oscillator vacuum
Aa ∣0⟩ = Ba ∣0⟩ = 0, (4.86)
are the vectors
∣α, β⟩ ∶= e− 12 (α∗α+β∗β) ∑
µ,ν∈Nn0
αµ√
µ!
βν√
ν!
∣µ, ν⟩, α, β ∈ Cn (4.87)
satisfying
Aa ∣α, β⟩ = αa ∣α, β⟩, Ba ∣α, β⟩ = βa ∣α, β⟩. (4.88)
¿e resolution of the identity in terms of these coherent states is given by
∫C2n dµ(α, β)∣α, β⟩⟨α, β∣ = 1, (4.89)
where the measure of integration is22 22HereR and I denote respect-
ively the real and imaginary
part of a complex number.dµ(α, β) = 1
pi2n
dnR(α)dn I(α)dnR(β)dn I(β). (4.90)
We can now use the fact that⟨α, β∣ζ⟩ = N (ζ)⟨α, β∣ exp( 12 F̃ζ)∣0⟩= N (ζ)⟨α, β∣0⟩eβ∗ζα= N (ζ)eβ∗ζα− 12 (α∗α+β∗β) (4.91)
to write⟨ω∣ζ⟩ = ∫C2n dµ(α, β)⟨ω∣α, β⟩⟨α, β∣ζ⟩= N (ω)N (ζ) ∫C2n dµ(α, β)eβ∗ζα+βtωα−α∗α−β∗β
= N (ω)N (ζ) ∫C2n dµ(α, β) exp
⎡⎢⎢⎢⎢⎣− 12(αt βt αt βt)
⎛⎝ 0 ω 1 0−ω 0 0 11 0 0 ζ0 1 −ζ 0⎞⎠⎛⎝
α
β
α
β
⎞⎠
⎤⎥⎥⎥⎥⎦,
(4.92)
which is a Gaussian integral23. Although we already know the value of ⟨ω∣ζ⟩, we can use 23In fact, we could also have cal-
culated ⟨ω∣ζ⟩ by evaluating this
integral.
this expression to calculate the matrix elements of any operator built as a polynomial in
the harmonic oscillator operators thanks to the following Proposition.
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Proposition 4.2. Let
S = ∫ e− 12 x tAx dnx ,
with A ∈ Mn(C) symmetric and invertible, be a convergent Gaussian integral24. ¿en 24It is assumed that all the re-
quirements on A such that the
integral converges are satised.∫ xa1xa2⋯xak e− 12 x tAx dnx = S ∂∂Ja1 ∂∂Ja2⋯ ∂∂Jak ∣J=0e 12 J tA−1 J
for any k ∈ N; in particular, the integral vanishes whenever k is odd.
Proof. First note that
∫ xa1xa2⋯xak e− 12 x tAx dnx = ∫ ∂∂Ja1 ∂∂Ja2⋯ ∂∂Jak ∣J=0e− 12 x tAx+J tx dnx . (4.93)
With the change of variable x → x + A−1J one has
− 12xtAx + Jtx → − 12xtAx − 12 Jtx − 12xtJ − 12 JtA−1J + Jtx + JtA−1J= − 12xtAx + 12 JtA−1J (4.94)
so that
∫ xa1xa2⋯xak e− 12 x tAx dnx = ∂∂Ja1 ∂∂Ja2⋯ ∂∂Jak ∣J=0e 12 J tA−1 J ∫ e− 12 x tAx dnx (4.95)
as required. Note that, since JtA−1J is a quadratic polynomial in J1, . . . , Jn, if k is odd
there is a le over factor of J a er k derivatives, which makes the whole integral vanish
when evaluated at J = 0.
Proposition 4.2 can be used to nd matrix elements by starting with (4.92) and
setting
J ∶= ⎛⎜⎜⎜⎜⎝
X
Y
X
Y
⎞⎟⎟⎟⎟⎠, A ∶=
⎛⎜⎜⎜⎝
0 ω 1 0−ω 0 0 1
1 0 0 ζ
0 1 −ζ 0
⎞⎟⎟⎟⎠; (4.96)
one can easily check that
A−1 = ⎛⎝
0 −ζ(1−ω∗ζ)−1 (1−ζω∗)−1 0
ζ(1−ω∗ζ)−1 0 0 (1−ζω∗)−1(1−ω∗ζ)−1 0 0 −(1−ω∗ζ)−1ω
0 (1−ω∗ζ)−1 (1−ω∗ζ)−1ω 0
⎞⎠, (4.97)
so that
S(ω, ζ) ∶= 12 JtA−1J =Y tζ(1 − ω∗ζ)−1X + Y t(1 − ω∗ζ)−1ωX+ Xt(1 − ω∗ζ)−1X + Y t(1 − ω∗ζ)−1Y . (4.98)
¿en, for any operator of the form25 25Here we use the multi-index
notation again.
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p(A, B,A†, B†) = Ak1Bk2(A†)k3(B†)k4 , k1, k2, k3, k4 ∈ Nn0 , (4.99)
where it is important that all the raising operators are on the right (anti-normal order-
ing)26, we have, as a consequence of Proposition 4.2, 26If they are not, they can al-
ways be rewritten in this form
up to some summands propor-
tional to the identity, for which
it is trivial to compute matrix
elements.
⟨ω∣p(A, B,A†, B†)∣ζ⟩ = ∫C2n dµ(α, β)p(α, β, α, β)⟨ω∣α, β⟩⟨α, β∣ζ⟩= ⟨ω∣ζ⟩ p(∇X ,∇Y ,∇X ,∇Y)∣X=Y=0eS(ω,ζ), (4.100)
where (∇X)k = ∂k1∂Xk11 ∂
k2
∂Xk22
⋯ ∂kn
∂Xknn
, k ∈ Nn0 . (4.101)
In particular, we have:
Proposition 4.3. ¿e matrix elements of the so∗(2n) generators in the coherent state
basis are given by
⟨ω∣Eab ∣ζ⟩ = ⟨ω∣ζ⟩[1 + 2ω∗ζ(1 − ω∗ζ)−1]ab⟨ω∣Fab ∣ζ⟩ = ⟨ω∣ζ⟩[2ζ(1 − ω∗ζ)−1]ab⟨ω∣F̃ab ∣ζ⟩ = ⟨ω∣ζ⟩[2(1 − ω∗ζ)−1ω]ab
Proof. (i) First let us rewrite Eab as
Eab = AbA†a + BbB†a − δab (4.102)
using the commutation relations of the harmonic oscillators. ¿en we can insert the
resolution of the identity for theH2n coherent states to obtain
⟨ω∣AbA†a ∣ζ⟩ = ∫C2n dµ(α, β)⟨ω∣Ab ∣α, β⟩⟨α, β∣A†a ∣ζ⟩= ∫C2n dµ(α, β) αaαb⟨ω∣α, β⟩⟨α, β∣ζ⟩= N (ω)N (ζ) ∫C2n dµ(α, β) αaαb eβ∗ζα+βtωα−α∗α−β∗β;
(4.103)
applying Proposition 4.2 together with equations (4.92) and (4.98) we obtain
⟨ω∣AbA†a ∣ζ⟩ = ⟨ω∣ζ⟩ ∂∂Xa ∂∂Xb ∣X=Y=0eX t(1−ω∗ζ)−1X+⋯= ⟨ω∣ζ⟩[(1 − ω∗ζ)−1]ab . (4.104)
Similarly ⟨ω∣BbB†a ∣ζ⟩ = ⟨ω∣ζ⟩[(1 − ω∗ζ)−1]ab (4.105)
so that
⟨ω∣Eab ∣ζ⟩ = ⟨ω∣ζ⟩[2(1 − ω∗ζ)−1 − 1]ab = ⟨ω∣ζ⟩[1 + 2ω∗ζ(1 − ω∗ζ − 1)−1]ab (4.106)
as (1 − X)−1 = 1 + X(1 − X)−1. (4.107)
82
82
4.3. Coherent intertwiners
(ii) To obtain the matrix elements of Fab we insert the resolution of the identity again,
which gives
⟨ω∣BaAb ∣ζ⟩ = ∫C2n dµ(α, β)⟨ω∣BaAb ∣α, β⟩⟨α, β∣ζ⟩= ∫C2n dµ(α, β) βaαb⟨ω∣α, β⟩⟨α, β∣ζ⟩= ⟨ω∣ζ⟩ ∂
∂Ya
∂
∂Xb
∣
X=Y=0e
Y tζ(1−ω∗ζ)−1X+⋯
= ⟨ω∣ζ⟩[ζ(1 − ω∗ζ)−1]ab ,
(4.108)
leading to ⟨ω∣Fab ∣ζ⟩ = ⟨ω∣ζ⟩[2ζ(1 − ω∗ζ)−1]ab (4.109)
as [ζ(1 − ω∗ζ)−1]t = −(1 − ζω∗)−1ζ = −ζ(1 − ω∗ζ)−1. (4.110)
(iii) ¿e matrix elements of F̃ab are easily obtained from the Fab ones as⟨ω∣F̃ab ∣ζ⟩ = ⟨ζ ∣Fab ∣ω⟩= ⟨ζ ∣ω⟩[2ω(1 − ζω∗)−1]ab= ⟨ω⟩∣ζ[2(1 − ω∗ζ)−1ω]ab .
(4.111)
Proposition 4.4 (Expectation values of areas). ¿e expectation values of the area operat-
ors in a particular coherent state ∣ζ⟩ are⟨Aa⟩ = [ζ∗ζ(1 − ζ∗ζ)−1]aa , ⟨A⟩ = tr[ζ∗ζ(1 − ζ∗ζ)−1]
and their variance is
Var(Aa) = 12⟨Aa⟩(⟨Aa⟩ + 1), Var(A) =∑
a,b
⟨Aab⟩(⟨Aab⟩ + δab).
Moreover, when the non-zero eigenvalues of ζ∗ζ approach 1, although Var(A) grows
without bound, the coecient of variation
√
Var(A)⟨A⟩ approaches a value in (0, 1].
Proof. (i) ¿e form of the expected values follows directly from Proposition 4.3. In
order to calculate the variances, we will need the covariance27 27Note that theAa all commute,
so there is no ordering ambigu-
ity.Cov(Aa ,Ab) ∶= ⟨AaAb⟩ − ⟨Aa⟩⟨Ab⟩. (4.112)
First note that
4AaAb = (AaA†a + BaB†a − 2)(AbA†b + BbB†b − 2)=AaA†aAbA†b + BaB†aBbB†b + AaA†aBbB†b + BaB†aAbA†b− 4Aa − 4Ab − 4=AaAbA†aA†b + BaBbB†aB†b + AaBbA†aB†b + AbBaA†bB†a− 4Aa − 4Ab − 2δabAa − 4 − 2δab .
(4.113)
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Making use of the resolution of the identity for theH2n coherent states we get
28 28To simplify notation we
dene σ ∶= (1 − ζ∗ζ)−1 .⟨AaAbA†aA†b⟩ = ∫C2n dµ(α, β)⟨ζ ∣AaAb ∣α, β⟩⟨α, β∣A†aA†b ∣ζ⟩= ∫C2n dµ(α, β) αaαbαaαb⟨ζ ∣α, β⟩⟨α, β∣ζ⟩= ∂
∂Xa
∂
∂Xb
∂
∂Xa
∂
∂Xb
∣
X=Y=0e
X tσX+⋯
= ∂
∂Xa
∂
∂Xb
((σX)a + (σX)b)= σaaσbb + σabσba
(4.114)
and similarly ⟨BaBbB†aB†b⟩ = σaaσbb + σabσba , (4.115)
while for the term with both harmonic oscillators we have
⟨AaBbA†aB†b⟩ = ∫C2n dµ(α, β)⟨ζ ∣AaBb ∣α, β⟩⟨α, β∣A†aB†b ∣ζ⟩= ∫C2n dµ(α, β) αaβbαaβb⟨ζ ∣α, β⟩⟨α, β∣ζ⟩= ∂
∂Xa
∂
∂Yb
∂
∂Xa
∂
∂Yb
∣
X=Y=0e
Y tζσX+Y tσζX+X tσX+YσY
= ∂
∂Xa
∂
∂Yb
∂
∂Xa
∣
X=Y=0((σY)b + (σζX)b) eY tζσX+X tσX+⋯= ∂
∂Xa
∂
∂Yb
∣
X=Y=0((σX)a(σY)b + (σζ)ba) eY tζσX+⋯= σaaσbb + (σζ)ba(ζσ)ba= σaaσbb + (σζ∗)ab(ζσ)ba= σaaσbb + (σζ∗)ba(ζσ)ab
(4.116)
Eventually we can compute the covariance as29 29Recall that ζ∗ζσ = σ − 1, so
that ⟨Aa⟩ = σaa − 1.
Cov(Aa ,Ab) =σaaσbb + 12σabσba + 12(σζ∗)ab(ζσ)ba − σaa − σbb− 12δabσab + 1 − σaaσbb + σaa + σbb − 1= 12σabσba + 12(σζ∗)ab(ζσ)ba − 12δabσab , (4.117)
which leads to30 30Note that ζσ is anti-symmet-
ric.
Var(Aa) ∶= Cov(Aa ,Aa) = 12σaa(σaa − 1) ≡ 12⟨Aa⟩(⟨Aa⟩ + 1) (4.118)
and
Var(A) ∶=∑
a,b
Cov(Aa ,Ab) = tr(σ2 − σ) ≡∑
a,b
⟨Aab⟩(⟨Aab⟩ + δab). (4.119)
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(ii) ¿e coecient of variation for the total area is then given by√
VarA⟨A⟩ =
√
tr[σ(σ − 1)]
tr(σ − 1) ≥ 0; (4.120)
making use of the fact that, as both σ and σ − 1 are positive semi-denite31,32, 31Note that as (1 − ζ∗ζ) ≤ 1, it
must be σ ≥ 1.
32Recall that, if A, B ∈ MnC are
positive semi-denite matrices,
tr(AB) ≤ tr(A) tr(B).
tr[σ(σ − 1)] ≤ tr(σ) tr(σ − 1), (4.121)
we obtain an upper bound for the coecient of variation,√
VarA⟨A⟩ ≤ ( tr(σ)tr(σ) − n)
1
2
. (4.122)
When the non-zero eigenvalues of ζ∗ζ approach 1 we have tr(σ)→∞, so that√
VarA⟨A⟩ ≲ 1 when tr(σ)→∞, (4.123)
as expected.
Let us spend a fewwords on the last result of Proposition 4.4, regarding the coecient
of variation. ¿is coecient measures the relative standard deviation, i.e., the amount of
dispersion compared to the value of the mean. In our particular case, the result is telling
us that, even though the dispersion gets bigger as the total area increases, the relative
standard deviation is bounded by a value that approaches 1 for suciently large area.
Note that the coecient of variation does not provide any useful information when the
area is very small, as33 33Using the fact that, as σ ≥ 0,
tr(1) tr(σ 2) ≥ tr(σ)2 .√
VarA⟨A⟩ =
√
tr[σ(σ − 1)]
tr(σ − 1) ≥
√
1
n tr(σ) tr(σ − 1)
tr(σ − 1) →∞ (4.124)
when ⟨A⟩→ 0, i.e., σ → 1.
In the specic case when rank(ζ) = 2 we can do much more than computing
expectation values and variances: in fact, we can produce the complete probability
distribution of the total area as follows34. 34When rank(ζ) > 2 an import-
ant simplifying assumption is
missing, namely, as we will see,
the fact that ζζ∗ζ is propor-
tional to ζ.
Proposition4.5 (Probability distribution of total area). When ζ is of rank 2 the probability
distribution for the total area in the state ∣ζ⟩ is
Pζ(J) = det(1 − ζ∗ζ)( 12 tr(ζ∗ζ))J(J + 1), J ∈ N0.
Proof. (i) Let ∣J , ζ⟩ ∶= ( 12 F̃ζ)J ∣0⟩, J ∈ N0; (4.125)
these are eigenvectors ofA, with
A∣J , ζ⟩ = J∣J , ζ⟩, (4.126)
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as F̃ζ adds one quantum of area each time
35. ¿e SO∗(2n) coherent states can then be 35In fact [A, F̃ζ] = F̃ζ .
written as
∣ζ⟩ = det(1 − ζ∗ζ) 12 exp( 12 F̃ζ)∣0⟩= det(1 − ζ∗ζ) 12 ∞∑
J=0
1
J!
∣J , ζ⟩. (4.127)
Since the ∣J , ζ⟩ states are mutually orthogonal36, the probability that ∣ζ⟩ is measured with 36As they are eigenvectors of a
self-adjoint operator, with dif-
ferent eigenvalues.
total area J is given by
Pζ(J) ≡ ∣⟨J , ζ ∣ζ⟩∣2⟨J , ζ ∣J , ζ⟩ = det(1 − ζ∗ζ)(J!)2 ⟨J , ζ ∣J , ζ⟩; (4.128)
it remains to calculate the norm squared of the state ∣J , ζ⟩.
(ii) Recall that [ 12Fζ , 12 F̃ζ] = E 14 (ζ−ζ t)(ζ−ζ t)∗ = Eζζ∗ (4.129)
and [Eζζ∗ , 12 F̃ζ] = 12 F̃ζζ∗ζ+ζζζ t = F̃ζζ∗ζ ; (4.130)
moreover, since ζ is of rank 2, one has (see Appendix A.2)
ζζ∗ζ = 12 tr(ζζ∗)ζ , (4.131)
so that
[Eζζ∗ , ( 12 F̃ζ)k] = k∑
ℓ=1( 12 F̃ζ)ℓ−1 [Eζζ∗ , 12 F̃ζ] ( 12 F̃ζ)k−ℓ
= k∑
ℓ=1( 12 F̃ζ)ℓ−1 F̃ζζ∗ζ ( 12 F̃ζ)k−ℓ= k tr(ζζ∗)( 12 F̃ζ)k .
(4.132)
It follows that37 37Recall that Fα ∣0⟩ = 0 and that
Eα ∣0⟩ = tr(α)∣0⟩.
1
2Fζ ( 12 F̃ζ)J ∣0⟩ = [ 12Fζ , ( 12 F̃ζ)J]∣0⟩
= J∑
k=1( 12 F̃ζ)k−1 [ 12Fζ , 12 F̃ζ] ( 12 F̃ζ)J−k ∣0⟩
= J∑
k=1( 12 F̃ζ)k−1 Eζζ∗ ( 12 F̃ζ)J−k ∣0⟩
= J tr(ζζ∗)( 12 F̃ζ)J−1∣0⟩ + J∑
k=1( 12 F̃ζ)k−1 [Eζζ∗ , ( 12 F̃ζ)J−k]∣0⟩= J(J + 1) 12 tr(ζ∗ζ)( 12 F̃ζ)J−1∣0⟩
(4.133)
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and in particular
⟨J , ζ ∣J , ζ⟩ = ⟨0∣( 12Fζ)J( 12 F̃ζ)J ∣0⟩= J(J + 1) tr(ζ∗ζ)⟨0∣( 12Fζ)J−1( 12 F̃ζ)J−1∣0⟩= J(J + 1) 12 tr(ζ∗ζ)⟨J − 1, ζ ∣J − 1, ζ⟩.
(4.134)
Solving the recurrence relation with ⟨0, ζ ∣0, ζ⟩ = ⟨0∣0⟩ = 1 we obtain
⟨J , ζ ∣J , ζ⟩ = J!(J + 1)!( 12 tr(ζ∗ζ))J (4.135)
which, plugged in (4.128), gives
Pζ(J) = det(1 − ζ∗ζ)( 12 tr(ζ∗ζ))J(J + 1) (4.136)
as expected.
Plots for the probability distribution can be found in Fig. 6. Note how, as the non-
zero eigenvalues of ζ∗ζ approach 1 (equivalently tr(ζ∗ζ)→ 2), the relative shape of the
distribution remains the same, as a consequence of Proposition 4.4.
4.3.3 Semi-classical limit
Let us now consider the semi-classical limit of our coherent intertwiners. Our goal
is to obtain out of the expectation values of the algebra generators a set of variables
that, endowed with the appropriate Poisson structure, we can interpret as a classical
geometry (similarly to the classical space of Chapter 3). In particular, we want to be able
to construct a set of vectors that sum to zero, and as such can be regarded as the normals
to a convex polyhedron38. 38Borja et al., ‘U(N) tools for
loop quantum gravity: the re-
turn of the spinor’.
In order to investigate the semi-classical limit , it will prove useful to rewrite the
expected values of the so∗(2n) generators in a dierent way; note the similarity with
the bra-ket notation we introduced in Section 3.1.1 when working with classical spinors.
Proposition 4.6. ¿e expected values of the so∗(2n) generators can be written in the
form
⟨ζ ∣Fab ∣ζ⟩ = k∑
α=1
1
λα
[zαa ∣zαb ⟩, ⟨ζ ∣F̃ab ∣ζ⟩ = k∑
α=1
1
λα
⟨zαa ∣zαb ], ⟨ζ ∣Eab ∣ζ⟩ = δab + k∑
α=1⟨zαa ∣zαb ⟩,
where k = 12 rank(ζ), λ2α is a non-zero eigenvalue of ζ∗ζ and
∣zαa⟩ = (xαayαa), ∣zαa] = ( yαa−xαa), ⟨zαa ∣ = (xαa yαa), [zαa ∣ = (yαa −xαa )
satisfy
n∑
a=1∣zαa⟩⟨zβa ∣ = δαβ n∑a=1 12⟨zαa ∣zαa⟩12.
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Figure 6: Distribution of total area for dierent values of tr(ζ∗ζ) when ζ is of rank 2.
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Proof. From Lemma A.1 we know that ζ = UMU t, where U is unitary and
M = k⊕
α=1 λα(0 −11 0 )⊕ 0n−2k , λα > 0; (4.137)
then
M∗M = k⊕
α=1 λ2α12 ⊕ 0n−2k (4.138)
and (1 −M∗M)−1 = k⊕
α=1(1 − λ2α)−1 12 ⊕ 1n−2k . (4.139)
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It follows that⟨ζ ∣Fab ∣ζ⟩ = [2ζ(1 − ζ∗ζ)−1]ab= [2UM(1 −M∗M)−1U t]ab
= k∑
α=1
n∑
c,d=1
2λα
1 − λ2αUac(δc,2αδd ,2α−1 − δc,2α−1δd ,2α)Ubd
= k∑
α=1
2λα
1 − λ2α (Ua,2αUb,2α−1 −Ua,2α−1Ub,2α)
(4.140)
and ⟨ζ ∣Eab ∣ζ⟩ − δab = [2ζ∗ζ(1 − ζ∗ζ)−1]ab= [2UM∗M(1 −M∗M)−1U t]ab
= k∑
α=1
n∑
c,d=1
2λ2α
1 − λ2αU ac(δc,2α−1δd ,2α−1 + δc,2αδd ,2α)Ubd
= k∑
α=1
2λ2α
1 − λ2α (U a,2α−1Ub,2α−1 +U a,2αUb,2α).
(4.141)
Choosing
∣zαa⟩ = ( 2λ2α1 − λ2α )
1
2(Ua,2α−1Ua,2α ) ⇒ ∣zαa] = ( 2λ2α1 − λ2α )
1
2( U a,2α−U a,2α−1) (4.142)
we nd ⟨ζ ∣Fab ∣ζ⟩ = k∑
α=1
1
λα
[zαa ∣zβb⟩, ⟨ζ ∣Eab ∣ζ⟩ = δab + n∑
α=1⟨zαa ∣zαb ⟩; (4.143)
moreover,
n∑
a=1∣zαa⟩⟨zβa ∣ = ( 2λ
2
α
1 − λ2α )
1
2⎛⎝ 2λ
2
β
1 − λ2β⎞⎠
1
2 n∑
a=1
⎛⎝Ua,2α−1U a,2β−1 Ua,2αU a,2β−1Ua,2α−1U a,2β Ua,2αU a,2β ⎞⎠
= δαβ 2λ2α1 − λ2α 12= δαβ n∑
a=1 12⟨zαa ∣zαa⟩12
(4.144)
as expected.
As consequence of this fact, in the limit
λα → 1, α = 1, . . . , k (4.145)
where the expected value of the total area
⟨A⟩ = k∑
α=1
λ2α
1 − λ2α →∞, (4.146)
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we have ⟨ζ ∣Fab ∣ζ⟩ ∼ k∑
α=1[zαa ∣zαb ⟩, ⟨ζ ∣Eab ∣ζ⟩ = δab + k∑α=1⟨zαa ∣zαb ⟩. (4.147)
We can interpret the semi-classical limit as a classical geometry by introducing the
canonical symplectic structure on C2kn
ω = i n∑
a=1
k∑
α=1(dxαa ∧ dxαa + dyαa ∧ dyαa), (4.148)
with Poisson brackets
{ f , g} = −i n∑
a=1
k∑
α=1( ∂ f∂xαa ∂g∂xαa − ∂ f∂xαa ∂g∂xαa + ∂ f∂yαa ∂g∂yαa − ∂ f∂yαa ∂g∂yαa ), (4.149)
so that {xαa , xβb} = {yαa , yβb} = −iδαβδab (4.150)
with all other brackets vanishing. With this symplectic structure, the functions
eab ∶= k∑
α=1⟨zαa ∣zαb ⟩, fab ∶= k∑α=1[zαa ∣zαb ⟩ (4.151)
satisfy
{eab , ecd} = −i(δcbead − δadecb) (4.152a){eab , fcd} = −i(δad fbc − δac fbd) (4.152b){eab , fcd} = −i(δbc fad − δbd fac) (4.152c){ fab , fcd} = −i(δdbeca + δcaedb − δcbeda − δdaecb) (4.152d){ fab , fcd} = { fab , fcd} = 0, (4.152e)
which are the classical analogue of the so∗(2n) commutation relations (4.16); in fact,
upon quantisation we have
xαa → Aαa , xαa → Aαa†, yαa → Bαa , yαa → Bαa†, (4.153)
which satisfy the commutation relations of 2kn decoupled harmonic oscillators when{⋅, ⋅}→ −i[⋅, ⋅], so that39 39¿e δab term in the denition
of Eab comes from the choice of
ordering of the harmonic oscil-
lators, and is needed to ensure
that the E, F and F̃ operators
form a closed algebra.
eab → Eab ∶= k∑
α=1(Aαa†Aαb + Bαa†Bαb + δab) (4.154a)
fab → Fab ∶= k∑
α=1(BαaAαb + AαaBαb) (4.154b)
fab → F̃ab = F†ab (4.154c)
which satisfy (4.16).
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To recover a classical geometry, we construct n (3-dimensional) vectors out of the
2kn spinors ∣zαa⟩, namely
V(a)(z) ∶= k∑
α=1 12⟨zαa ∣σ ∣zαa⟩, a = 1, . . . , n, (4.155)
where σ is the Pauli vector
σ = σx xˆ + σyyˆ + σz zˆ, σx = (0 11 0), σy = (0 −ii 0 ), σy = (1 00 −1), (4.156)
which in components read
V (a)x = k∑
α=1 12(xαa yαa + yαaxαa ) (4.157a)
V (a)y = k∑
α=1 12i(xαa yαa − yαaxαa ) (4.157b)
V (a)z = k∑
α=1 12(xαaxαa − yαa yαa). (4.157c)
It follows from Proposition 4.6 that the spinors satisfy the closure contraints
n∑
a=1
k∑
α=1∣zαa⟩⟨zαa ∣ = n∑a=1 k∑α=1(x
α
axαa yαaxαa
xαa yαa yαa yαa
)∝ 12, (4.158)
which implies that
V ∶= n∑
a=1V(a) = 0; (4.159)
as such, we can interpret the n vectors as being the normal vectors to the faces of a
polyhedron by means of the Minkowski theorem40 40¿e proof can be found in
Alexandrov, Convex Polyhedra,
chap. 7.¿eorem 4.1 (Minkowski theorem). Let v1, . . . vn ∈ R3 be vectors spanning R3 satisfying
v1 + v2 +⋯ + vn = 0.
¿en there exist a unique (up to translation) convex polyhedron with n faces f1, . . . , fn
such that va is the normal vector to fa.
¿is construction is similar of the usual one in terms of spinors, which can be found
for example in Borja et al., ‘U(N) tools for loop quantum gravity: the return of the
spinor’, and in fact coincides with it if rank(ζ) = 2. Note that in the rank 2 case, as one
can easily show,
V(a) ⋅V(a) = 14⟨za ∣za⟩2 = 14 e2aa ≡ ⟨Aa⟩2, (4.160)
that is the areas associated to the faces of the polyhedron, which are given by the length
of their normals, are exactly the expectation values of the area operators. However, when
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rank(ζ) > 2, due to the summation over α, such a relation between the norm of V(a)
and eaa is not available, namely
V(a) ⋅V(a) = 14 e2aa + k∑
α,β=1(xαa yαa yβaxβb − xαaxαa yβa yβa), (4.161)
so that at this stage the full relationship between the polyhedron we constructed and the
quantum theory we started from is non fully understood. One should note that
{V (a)i ,V (a)j } = ε ki j V (a)k (4.162)
and {V, eab} = {V, fab} = {V, fab} = 0, (4.163)
so that upon quantisation of the vectors we get
V(a) → J(a), (4.164)
where
J(a)z ∶= k∑
α=1 12(Aαa†Aαa − Bαa†Bαa) (4.165a)
J(a)+ ∶= k∑
α=1Aαa
†Bαa (4.165b)
J(a)− ∶= k∑
α=1Bαa
†Aαa , (4.165c)
which we can regard as a generalisation of the Jordan–Schwinger representation with 2k
spinors instead of 2. An unexpected feature of this generalisation is that each SU(2) rep-
resentation F j appears more than once in the Heisenberg groupH2k(R) representation
generated by the harmonic oscillators: for example, when k = 2 and j ∈ 12N0, both∣(2 j, 0), (0, 0)⟩HO and ∣(0, 2 j), (0, 0)⟩HO (4.166)
describe the highest weight vector ∣ j, j⟩ ∈ F j, where
∣(nA1 , nB1), (nA2 , nB2), . . . , (nAk , nBk)⟩HO ∶= k⊗
α=1∣nAα , nBα ⟩HO, (4.167)
while if j ∈ N0 the vector ∣( j, 0), ( j, 0)⟩HO (4.168)
works as well. It is likely that this property will play a key role in the full understanding
of the semi-classical limit.
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4.3.4 Relationship with Sp(4n,R) coherent states and Bogoliubov
transformations
¿e coherent states we have dened can be introduced can be reinterpreted in terms
of Bogoliubov transformations by making use of the connection between SO∗(2n) and
the symplectic group Sp(4n,R). Recall that, if we have a set of N decoupled harmonic
oscillators [Ca ,C†b] = δab , [Ca ,Cb] = [C†a ,C†b] = 0, (4.169)
a Bogoliubov transformation is a a canonical transformation which maps them to a new
set of harmonic oscillators,
C̃a = U abCb + V abC†b (4.170)
C̃†a = U abC†b + V abCb , (4.171)
satisfying the usual commutation relations; we can write in a compact form
(C̃C̃†) = (U VV U)(CC†). (4.172)
¿e conditions on U and V such that[C̃a , C̃†b] = δab , [C̃a , C̃b] = [C̃†a , C̃†b] = 0 (4.173)
are
UU† − VV† = 1, UV t = VU t, (4.174)
which automatically ensure that U is invertible and that41 41See Appendix C.
(U VV U) ∈ Sp(2N ,R); (4.175)
as such, we can interpret Sp(2N ,R) as the group of Bogoliubov transformations of N
harmonic oscillators. ¿e vacuum for the set of new harmonic oscillators is given by
∣̃0⟩ ∶= N exp( 12SabC†aC†b)∣0⟩, (4.176)
also known as the squeezed vacuum, where S is the symmetric matrix42 42It follows from (4.174).
S = −U−1V ; (4.177)
in fact, it is easy to see that
Cd ∣̃0⟩ = N ∞∑
k=0
1
k!
[Cd , ( 12SabC†aC†b)k]∣0⟩
= N ∞∑
k=0
1
k!
k( 12SabC†aC†b)k−1( 12ScdC†c + 12SdcC†c)∣0⟩
= N ∞∑
k=0
1
k!
( 12SabC†aC†b)kSdcC†c ∣0⟩
= SdcC†c ∣̃0⟩,
(4.178)
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from which it follows that
C̃a ∣̃0⟩ = 0. (4.179)
¿e fact that ∣̃0⟩ has nite norm can be proven by evaluating ⟨̃0∣̃0⟩ as a Gaussian integral,
making use of the resolution of the identity in terms of the coherent states for the
harmonic oscillators Ca.
To connect SO∗(2n) to Bogoliubov transformations, note that SO∗(2n) can be
embedded into Sp(4n,R) as43 43It is a simple exercise to show
that the conditions (4.6) ensure
that (4.174) hold.
φ ∶ ( X Y−Y X) ∈ SO∗(2n)↦
⎛⎜⎜⎜⎜⎝
X 0 0 −Y
0 X Y 0
0 −Y X 0
Y 0 0 X
⎞⎟⎟⎟⎟⎠ ∈ Sp(4n,R), (4.180)
so that we can interpret SO∗(2n) as a subgroup of Bogoliubov transformations of
the 2n harmonic oscillators Aa, Bb that we use to construct the Jordan–Schwinger
representation. In particular, for the Bogoliubov transformation φ(g−1ζ ), with ζ ∈ Ωn we
get
S = (0 −ζζ 0 ), (4.181)
so that the associated squeezed vacuum is
N exp(zabB†aA†b)∣0⟩ ≡ N exp( 12zab F̃ab)∣0⟩, (4.182)
which is exactly the coherent state ∣ζ⟩. To summarise, we can regard the coherent
intertwiners we dened in this chapter as the squeezed vacua associated to a subgroup
of Bogoliubov transformations, isomorphic to SO∗(2n). ¿e particular Bogoliubov
transformations are exactly those for which the squeezed vacuum is still SU(2) invariant
(i.e, an intertwiner), so that we can essentially regard SO∗(2n) as the group of canonical
transformations of 2n harmonic oscillators preserving SU(2) invariance, where the
SU(2) action is implemented through the Jordan–Schwinger representation.
4.4 Concluding remarks
We have seen in this chapter how, even when working in the Euclidean regime, i.e.,
with a compact gauge group, the spinorial framework induces an action of the non-
compact group SO∗(2n) on the space of all n-valent intertwiners. ¿e reason why this
additional structure was overlooked until now, despite the fact that a similar result was
known for the maximal compact subgroup U(n) ⊂ SO∗(2n), essentially lies in the
way the operator Eab is dened: our denition diers from the usual one found in the
literature44 in that it includes a δab1 term, which ensures that the commutation relations 44See for example Freidel and
Livine, ‘U(N) Coherent States
for Loop Quantum Gravity’.
for the E, F and F̃ operators form a closed algebra, namely so∗(2n)C; without it, the
commutator [Fab , F̃cd] has some terms proportional to 1 appearing in it, which prevent
the interpretation of the intertwiner space as a representation of SO∗(2n).
We have seen how this new SO∗(2n) action can be used to construct a set of coherent
intertwiners, using the Gilmore–Perelomov generalised coherent states; as we noted,
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although some of these were already known and used, the vast majority of them are new,
namely all those labelled by a matrix ζ of rank greater than 2. As part of the analysis of
the properties of these coherent states, we have shown that, in the semi-classical limit of
large areas, each coherent state is peaked around a classical phase space which we can
interpret as the classical geometry given by a convex polyhedron with n faces. Some
work is still required to achieve the full understanding of the semi-classical limit, as there
are some issues in the connection between the expectation values of the area operators
and the areas of the faces of the polyhedron when rank(ζ) > 2, i.e., for the previously
unconsidered coherent states.
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• Chapter 5
Conclusions and outlook
In the past three chapters we investigated a number of results, all related to each other,
with non-compact groups as their common thread. ¿e rst few of them have been
mathematical in nature. First we saw how theWigner–Eckart theorem can be generalised
to arbitrary Lie groups, with the introduction of the new concept of weak tensor operators
to make the treatment in the case of non-compact groups rigorous, then proceeded to
construct the main ingredient of the theorem, the Clebsch–Gordan decomposition of
the product of nite and innite-dimensional representations, for the specic cases of
the Lorentz groups; nally, we were able to use these results to construct an analogue
of the Jordan–Schwinger representation for all representation classes of Spin(2, 1) and
Spin(3, 1). Although the results of representation theory were far more dicult to prove
and have a much broader scope, the Jordan–Schwinger representations are arguably the
most important results of Chapter 2: even though they are just a simple application of
theWigner–Eckart theorem, the importance of their applications to physics, and the fact
that they were completely unknown for continuous series representations makes them
of considerable value, and in fact it is only thanks to these results that it was possible to
write Chapter 3 at all.
¿e rest of the thesis focused on applications to physics, in particular to quantum
gravity. In Chapter 3 we saw how the mathematical results discovered in the previous
chapter can be used to implement an equivalent of the spinorial approach to loop
quantum gravity in the (2 + 1) Lorentzian case. Although the results we found are very
similar to the Euclidean ones, the Lorentzian case has several key dierences, caused by
the higher complexity of Spin(2, 1): for example, the E, F and F̃ operators we dened in
some cases take intertwiners between unitary representations to intertwiners between
non-unitary representations, and as such cannot be considered proper observables.
Nevertheless, they can still be used to generate all of the geometric observables, and
we were able to use them to construct a solvable Hamiltonian constraint, with the
Lorentzian Ponzano–Regge amplitude in its kernel. It is important to note that, although
the Jordan–Schwinger representation was already known in the case of discrete series
representation, the action of the E, F and F̃ operators involves Racah coecients where
one of the representations is F 1
2
, which still require the knowledge of the recoupling
theory results of Chapter 2: as a consequence, the entirety of Chapter 3 is new, not only
the results involving continuous representations.
96
96
Finally, in Chapter 4 we switched gears and analysed some new properties of Euc-
lidean LQG. We saw that, although SU(2) is compact, when working with the spinorial
formalism the non-compact group SO∗(2n) appears naturally in the theory; specically,
the Hilbert space of all n-valent intertwiners provides an irreducible representation
of SO∗(2n), which can be interpreted physically as the subgroup of Bogoliubov trans-
formations of 2n harmonic oscillators—the ones appearing in the Jordan–Schwinger
representation—that preserves the SU(2) invariance of intertwiners. ¿is new structure
complements the known fact that the space of n-valent intertwiners with xed area
is a representation of U(n), which incidentally is the maximal compact subgroup of
SO∗(2n). Analogously to what was done for xed-area intertwiner space in Freidel
and Livine, ‘U(N) Coherent States for Loop Quantum Gravity’, we used the SO∗(2n)
structure to construct a new kind of coherent intertwiners, making use of Perelomov’s
construction of coherent states for arbitrary Lie groups. Although some of these states
were already considered in the literature, the ones we constructed are more general, as
there is no requirement on thematrices labelling them to be of rank 2. In the end we have
shown that, in the semi-classical limit, each of these coherent states is peaked around
what can be interpreted as the classical geometry described by a convex polyhedron in
R3, although some work remains to be done to fully understand this link.
Future work
As we have seen in Chapter 2, the techniques used to investigate the Clebsch–Gordan
decomposition of the product of a nite and an innite-dimensional representation are
similar for both the 3Dand 4DLorentz group, although the treatment ismore convoluted
in the higher dimensional case; it is therefore likely that these techniques can be used as
a guideline for the study of more generic non-compact groups. In particular, it would be
interesting to consider the quantum groups associated to Spin(2, 1), i.e., the q-deformed
enveloping algebra Uq(spin(2, 1)). ¿e reason why this particular example would be
worth studying is that it may be used to introduce a cosmological constant Λ ≠ 0 in the
Lorentzian LQG kinematical Hilbert space, similarly to Uq(su(2)) in the 3D Euclidean
case1. ¿e knowledge of the Wigner–Eckart theorem in these cases would likely lead to 1Dupuis and Girelli, ‘Observ-
ables in LoopQuantumGravity
with a cosmological constant’;
Dupuis, Girelli and Livine, ‘De-
formed spinor networks for
loop gravity: towards hyper-
bolic twisted geometries’.
a deformed Jordan–Schwinger representation, which could be used to generalise the
formulation of the Lorentzian spinorial framework of Chapter 3 in the presence of a
non-zero cosmological constant. It is worth noting that, when Λ ≠ 0, new interesting
features appear, such as the Bañados–Teitelboim–Zanelli (BTZ) black hole2, so that a
2Banados, Teitelboim and Zan-
elli, ‘¿e Black hole in three-
dimensional space-time’.
generalisation to the quantum group could shed new light on the physics happening
when Λ is non-zero.
In addition to the use of Uq(spin(2, 1)), another line of future research spawning
from the results of Chapter 3 could be the extension to the 4D case. Using the results
of Section 2.4.3 (Jordan–Schwinger representation) for Spin(3, 1), the introduction
of a spinorial formalism in theories using the 4D Lorentz group as a gauge group
should not be dicult. ¿e quantum theory in this case is an interesting open problem:
although amodel exists in the Spin(4) gauge group3, the generalisation to the Lorentzian 3Dupuis and Livine, ‘Holo-
morphic simplicity constraints
for 4D spinfoam models ’.
case was only developed at the classical level4. It is not surprising that the spinorial
4Dupuis, Freidel et al., ‘Holo-
morphic Lorentzian simplicity
constraints’.
framework is missing here, as, unlike the 3D Lorentz group, in 4D the Jordan–Schwinger
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representation was completely unknown for all unitary representations. Hopefully, the
results presented in this thesis will help bridge this gap.
¿e results of Chapter 4 are the ones that better lend themselves to future research,
since some of them are preliminary and require additional work. ¿e next step will
denitely be the understanding of the nature of the semi-classical limit of the coherent
states and its connection to a classical geometry. ¿e pursuit of this topic has great
importance, as the states labelled by a matrix with rank greater than 2—those for which
the understanding of the semi-classical limit is incomplete—are exactly those that have
never been considered before; nding out their connection to a classical geometry is
thus necessary to gure out the role that they will play in loop quantum gravity.
Another interesting research topic related to the SO∗(2n) formulation of intertwiner
space is its generalisation to Spin(2, 1) intertwiner, and is closely connected with the
spinorial approach to 3D Lorentzian LQG; in fact, the spinorial observables E, F and
F̃ introduced in Chapter 3 form an so(2n,C) algebra just like in the Euclidean case,
i.e., intertwiner space can be seen as a representation of SO(2n,C). Although this
preliminary result is easy to obtain, as we have seen multiple times in this thesis dealing
with Spin(2, 1)makes things considerably more dicult than the SU(2) case. First of
all, there is no single intertwiner space, as the spinorial observables do not change the
class of a representation, so that for example an intertwiner of the kind D+ ⊗ D+ → D+
can never become one of the kind D− ⊗ D− → D− under the action of the SO(2n,C)
generators. Moreover, it is unclear which real form of SO(2n,C) should be used to
make each kind of intertwiner space a unitary representation: it is entirely possible that
dierent real forms may be needed, depending on the classes of the representations
appearing in the intertwiners.
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• Appendix A
Some facts about matrices
A.1 Tridiagonal matrices
Tridiagonalmatrices are square matrices whose only non-zero entries are on the main
diagonal, the diagonal below it (subdiagonal) and the diagonal above it (superdiagonal).
¿ey can be visualised as
A =
⎛⎜⎜⎜⎜⎜⎜⎝
b1 c1
a2 b2 c2⋱ ⋱ ⋱
an−1 bn−1 cn−1
an bn
⎞⎟⎟⎟⎟⎟⎟⎠
, (A.1)
with the generic entry given by
Ai j = δi−1, j ai + δi , j bi + δi+1, j ci , (A.2)
where
a1 ∶= 0 and cn ∶= 0. (A.3)
A result holding for a certain class of tridiagonal matrices1, will be proved here. 1Originally presented in Sella-
roli, ‘Wigner–Eckart theorem
for the non-compact algebra
sl(2,R)’.Proposition A.1. Let A be a n × n tridiagonal matrix over a eldK. If the superdiagonal(subdiagonal) entries of A are all non-vanishing, its eigenspaces are all 1-dimensional.
Proof. Consider the case of non-zero superdiagonal entries. Recall that, if λ ∈ K is an
eigenvalue of A, the associated eigenspace is ker(A− λ1), the vector space of solutions
to the equation
Ax = λx , x ∈ Kn; (A.4)
with the notation introduced in (A.2), this is equivalent to the system of n equations
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(b1 − λ)x1 + c1 x2 = 0
ai xi−1 + (bi − λ)xi + ci xi+1 = 0, i = 2, . . . , n − 1
an xn−1 + (bn − λ)xn = 0. (A.5)
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If x1 = 0 the rst equation reduces to
c1 x2 = 0, (A.6)
which implies x2 is zero as well, since all the c’s are non-vanishing. In general, the kth
equation will be
ck xk+1 = 0, (A.7)
i.e., the only solution with x1 = 0 is the null vector.
Let then x1 be an arbitrary non-zero value. Substituting each equation in the next
one, the rst n − 1 equations reduce to a system of equations of the form
ci xi+1 = αi+1 x1, i = 1, . . . , n − 1, (A.8)
with each α depending solely on λ and on the matrix entries. ¿ese always have solution,
since one can safely divide by the c’s; as a consequence, the solution is completely specied
by the value of x1, which can be factored out as a scalar coecient. ¿e nth equation is
automatically satised, as it was assumed that λ is an eigenvalue. By virtue of eqs. (A.8),
all the non-zero solutions of the eigenvalue equation are proportional to each other, so
that
dimker(A− λ1) = 1. (A.9)
¿e proof for the case of non-zero subdiagonal entries proceeds analogously.
A.2 Anti-symmetric matrices
An anti-symmetric matrix X is one which satises Xt = −X. In the specic case of
complex matrices, one can prove the following result2. 2Youla, ‘A normal form for a
matrix under the unitary con-
gruence group’, corollary 2.Lemma A.1 (Decomposition of anti-symmetric matrices). Any anti-symmetric matrix
X ∈ Mn(C) can be decomposed as UMU t, where U is a unitary matrix and3 3Here, for two square matrices
(possibly of dierent dimen-
sions) A and B, A⊕ B denotes
the block matrix ( A 00 B ).M = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
⊕ n2a=1( 0 −λaλa 0 ) if n is even⊕ n−12a=1( 0 −λaλa 0 )⊕ (0) if n is odd, (A.10)
with
λ1 ≥ λ2 ≥ ⋯ ≥ λν ≥ 0, ν = ⌊ n2 ⌋. (A.11)
It follows that rank(X) = rank(M) is necessarily even.
We can use this Lemma to prove a useful result in the case of anti-symmetricmatrices
of rank 2.
Corollary A.1. Let X ∈ Mn(C) be an anti-symmetric matrix of rank 2. ¿en
XX∗X = 12 tr(X∗X)X and det(1 − X∗X) = (1 − 12 tr(X∗X))2.
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Proof. Let X = UMU t be the decomposition of X given by Lemma A.1. Since the rank
is 2, it will be
M = (0 −λλ 0 )⊕ 0n−2 (A.12)
so that
M∗M = (λ2 00 λ2)⊕ 0n−2; (A.13)
it follows that
tr(X∗X) = tr(UM∗MU t) = tr(M∗M) = 2λ2 (A.14)
and
XX∗X = UMM∗MU t = λ2UMU t = 12 tr(X∗X)X . (A.15)
Moreover,
det(1 − X∗X) = det(UU t −UM∗MU t)= det(1 −M∗M)= (1 − λ2)2= (1 − 12 tr(X∗X))2.
(A.16)
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• Appendix B
Clebsch–Gordan coecients
B.1 Spin(2, 1) Clebsch–Gordan coecients
J = j − 12 J = j + 12
µ = − 12 −√ j+M+ 12√2 j+1 √ j−M+ 12√2 j+1
µ = + 12 √ j−M+ 12√2 j+1 √ j+M+ 12√2 j+1
Table B.1: Clebsch–Gordan coecients B(J ,M∣γ, µ; j,M − µ) for γ = 12 .
J = j − 1 J=j J = j + 1
µ = −1 √ j+M√ j+M+1√
2 j
√
2 j+1 −√2√ j−M√ j+M+1√2 j√2 j+2 √ j−M√ j−M+1√2 j+1√2 j+2
µ = 0 −√2√ j−M√ j+M√
2 j
√
2 j+1 − 2M√2 j√2 j+2 √2√ j−M+1√ j+M+1√2 j+1√2 j+2
µ = +1 √ j−M√ j−M+1√
2 j
√
2 j+1 √2
√
j+M√ j−M+1√
2 j
√
2 j+2
√
j+M√ j+M+1√
2 j+1√2 j+2
Table B.2: Clebsch–Gordan coecients B(J ,M∣γ, µ; j,M − µ) for γ = 1.
Explicit values for the Clebsch–Gordan coecients are presented here, for the small
values γ = 12 (table B.1) and γ = 1 (table B.2), with arbitrary j. ¿e tables are valid for
D±j , Cεj and F j, provided only the allowed values of j, J and M are considered. ¿e
coecients are normalized in such a way that
A(γ, µ; j,m∣J ,M) = B(J ,M∣γ, µ; j,m) (B.1)
and that, for the nite-dimensional series (with j ≥ γ), they coincide with the su(2)
ones. Moreover, in analogy with the su(2) case, the Clebsch–Gordan coecients for
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B.1. Spin(2, 1) Clebsch–Gordan coecients
the coupling Vj ⊗ Fγ ≅ Fγ ⊗ Vj are chosen to be
B(J ,M∣ j,m; γ, µ) ∶= (−1)J− j−γB(J ,M∣γ, µ; j,m). (B.2)
Some properties of the Clebsch–Gordan coecients ar also listed in this section.
Assume that the coupling Fγ ⊗ Vj, with Vj an arbitrary irreducible (g,K)-module, is
decomposable, and consider the Clebsch–Gordan coecients in the form presented in
Section 2.3, that is such that the diagonalized basis vectors are
∣J ,M⟩ =∑
µ
∑
m
A(γ, µ; j,m∣J ,M)∣γ, µ; j,m⟩. (B.3)
One can always rescale these vectors so that
J±∣J ,M⟩ = C±(J ,M)∣J ,M ± 1⟩. (B.4)
By acting withJ± on both sides of (B.3) and equating the coecients of each basis vector
we nd that the Clebsch–Gordan coecients must obey the recursion relation
C±(J ,M)A(γ, µ; j,m∣J ,M ± 1) = C±(γ, µ ∓ 1)A(γ, µ ∓ 1; j,m∣J ,M)+ C±( j,m ∓ 1)A(γ, µ; j,m ∓ 1∣J ,M); (B.5)
analogously, we ns for the inverse coecients
C±(J ,M)B(J ,M ± 1∣γ, µ; j,m) = C±(γ, µ ∓ 1)B(J ,M∣γ, µ ∓ 1; j,m)+ C±( j,m ∓ 1)B(J ,M∣γ, µ; j,m ∓ 1). (B.6)
Since both the coecients and their inverse, for each xed J, are solutions the same
homogeneous linear system, they must be proportional to each other: we will choose
their normalization so that
A(γ, µ; j,m∣J ,M) = B(J ,M∣γ, µ; j,m). (B.7)
Since the recursion relations only relate coecients with the same J, one could think a
priori that coecients with dierent J are independent. It will be shown in the following
that this is not true.
Proposition B.1. Consider the coupling Fγ ⊗ Vj of a nite-dimensional module and an
irreducible one, of any class. Whenever the denominator is dened, the Clebsch–Gordan
coecients satisfy
B(J + 1,M∣γ,−γ; j,m)
B(J ,M∣γ,−γ; j,m) ∝
√
J −M + 1√
J +M + 1 ,
where the proportionality factor is xed by the normalisation of the Clebsch–Gordan
coecients and does not depend on M or m.
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cients
Proof. Consider the particular case of (B.5)
C+(J ,M)B(J ,M + 1∣γ,−γ; j,m + 1) = C+( j,m)B(J ,M∣γ,−γ; j,m), (B.8)
where we used the fact that
C+(γ,−γ − 1) = 0. (B.9)
By considering the same equation for J + 1 and dividing by the rst one, we obtain
DJ(M + 1) ∶= B(J + 1,M + 1∣γ,−γ; j,m + 1)B(J ,M + 1∣γ,−γ; j,m + 1) = C+(J ,M)C+(J + 1,M) B(J + 1,M∣γ,−γ; j,m)B(J ,M∣γ,−γ; j,m) ,
(B.10)
i.e.,
DJ(M + 1) = √J −M√J +M + 1√J −M + 1√J +M + 2DJ(M). (B.11)
It is easy to see by recursion that
DJ(M + n) = √J −M − n + 1√J +M + 1√J +M + n + 1√J −M + 1DJ(M), n ∈ N, (B.12)
from which it follows that
DJ(M) ≡ B(J + 1,M∣γ,−γ; j,m)B(J ,M∣γ,−γ; j,m) = α(J)
√
J −M + 1√
J +M + 1 , (B.13)
where α is arbitrary and depends on the normalization.
B.2 Spin(3, 1) Clebsch–Gordan coecients
(Λ,P) = (λ − 12 , ρ − A2 ) (Λ,P) = (λ + 12 , ρ + A2 )
j = J − 12 iA√J−λ+ 12√J−Aρ+ 12√2J+1√λ+Aρ √J+λ+ 12√J+Aρ+ 12√2J+1√λ+Aρ
j = J + 12 √J+λ+ 12√J+Aρ+ 12√2J+1√λ+Aρ −iA√J−λ+ 12√J−Aρ+ 12√2J+1√λ+Aρ
Table B.3: Clebsch–Gordan coecients B{(Λ,P)J∣γA; (λ, ρ) j} for γ = 12 .
Some notions about the Clebsch–Gordan coecients of the coupling FAγ ⊗ Vλ,ρ are
presented here. In particular, explicit values for some Clebsch–Gordan coecients,
namely those with γ = 12 are listed in Table B.1; the normalisation is chosen so that
B{(Λ,P)J∣ 12A; (λ, ρ) j} ≡ A{ 12A; (λ, ρ) j∣(Λ,P)J}. (B.14)
Moreover, we will prove the following useful property:
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cients
Proposition B.2. Consider the product FAγ ⊗ Vλ,ρ, with γ ≥ 12 and Vλ,ρ innite-dimen-
sional. If a Clebsch–Gordan decomposition exists, when J ≥ ∣λ∣ + γ the Clebsch–Gordan
coecients satisfy, for all (Λ,P) ∈ CAJ (λ, ρ, γ),
B{(Λ + 1,P + A)J∣γA; (λ, ρ)J − γ}
B{(Λ,P)J∣γA; (λ, ρ)J − γ} ∝
√
J + Λ + 1√J + AP + 1√
J − Λ√J − AP ,
where the proportionality factor is xed by the normalisation of the Clebsch–Gordan
coecients and does not depend on J.
Proof. When J ≥ ∣λ∣+γ the (J0, J2)-eigenspaceV J = V JJ is spanned by the 2γ+ 1 vectors1 1Requiring that J ≥ ∣λ∣ + γ is
needed to ensure j = J − γ is
allowed, i.e., J − γ ∈ ∣λ∣ +N0 .∣( j)J⟩ = ∑
µ∈Mγ⟨γ, µ; j, J − µ∣J , J⟩∣γA, µ⟩⊗ ∣(λ, ρ) j, J − µ⟩, (B.15)
where j ∈ {J − γ, . . . , J + γ}. Since FAγ ⊗Vλ,ρ is decomposable, CAJ (λ, ρ, γ) = CA(λ, ρ, γ)
does not depend on J when J ≥ ∣λ∣ and
∣( j)J⟩ = ∑(Λ,P)∈CA B{(Λ,P)J∣γA; (λ, ρ)J}∣(Λ,P)J⟩. (B.16)
Equating (B.15) and (B.16) in the particular case j = J − γ gives2 2Recall that in this case the only
non-zero coecient in (B.15) is⟨γ, γ; J − γ, J − γ∣J , J⟩ = 1.∣γA, γ⟩⊗ ∣(λ, ρ)J − γ, J − γ⟩ = ∑(Λ,P)∈CA B{(Λ,P)J∣γA; (λ, ρ)J − γ}∣(Λ,P)J⟩. (B.17)
Acting with K+ on both sides of (B.17) we get respectively
− P+λ,ρ(J − γ)√2J − 2γ + 1√2J − 2γ + 2∣γA, γ⟩⊗ ∣(λ, ρ)J + 1 − γ, J + 1 − γ⟩= − P+λ,ρ(J − γ)√2J − 2γ + 1√2J − 2γ + 2∣(J + 1 − γ)J + 1⟩= − P+λ,ρ(J − γ)√2J − 2γ + 1√2J − 2γ + 2∑(Λ,P)∈CA B{(Λ,P)J + 1∣γA; (λ, ρ)J + 1 − γ}∣(Λ,P)J + 1⟩
(B.18)
for the LHS and
− ∑(Λ,P)∈CA B{(Λ,P)J∣γA; (λ, ρ)J − γ}P+Λ,P(J)
√
2J + 1√2J + 2∣(Λ,P)J + 1⟩ (B.19)
for the RHS; it follows that, for each (Λ,P) ∈ CA(λ, ρ, γ),
B{(Λ,P)J∣γA; (λ, ρ)J − γ}P+Λ,P(J)√2J + 1√2J + 2 =
B{(Λ,P)J + 1∣γA; (λ, ρ)J + 1 − γ}P+λ,ρ(J − γ)√2J − 2γ + 1√2J − 2γ + 2. (B.20)
Now let
fJ(Λ,P) ∶= B{(Λ + 1,P + A)J∣γA; (λ, ρ)J − γ}B{(Λ,P)J∣γA; (λ, ρ)J − γ} , (Λ,P) ∈ CA(λ, ρ, γ), (B.21)
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B.2. Spin(3, 1) Clebsch–Gordan coecients
where the numerator may vanish if (Λ + 1,P + A) /∈ CJ(λ, ρ, γ); it follows from (B.20)
that
fJ+1(Λ,P) = P+Λ+1,P+A(J)P+Λ,P(J) fJ(Λ,P)= √J + Λ + 2√J + AP + 2√
J − Λ + 1√J − AP + 1
√
J − Λ√J − AP√
J + Λ + 1√J + AP + 1 fJ(Λ,P).
(B.22)
One can check recursively that it must be, for each n ∈ N,
fJ+n(Λ,P) = √J + n + Λ + 1√J + n + AP + 1√J + n − Λ√J + n − AP
√
J − Λ√J − AP√
J + Λ + 1√J + AP + 1 fJ(Λ,P); (B.23)
the solution of this recurrence relation in J is
fJ(Λ,P)∝ √J + Λ + 1√J + AP + 1√J − Λ√J − AP , (B.24)
where the proportionality constant does not depend on J.
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• Appendix C
Bounded symmetric domains
¿is appendix contains denitions and results related to the groups SO∗(2n) and
Sp(2n,R) and their action on their respective bounded symmetric domains. ¿e expose-
tion closely follows Knapp, ‘Bounded Symmetric Domains and Holomorphic Discrete
Series’.
In order to treat both groups at the same time, we will dene
Gε(2n) ∶= {g ∈ SU(n, n) ∣ gt( 0 1n−ε1n 0 )g = ( 0 1n−ε1n 0 )}, ε = ±1, (C.1)
where
SU(n, n) = {g ∈ SL(2n,C) ∣ g∗(1n 00 −1n)g = (1n 00 −1n)} (C.2)
and SL(2n,C) is the group of 2x × 2n complex matrices with determinant 1. ¿en we
have
SO∗(2n) ∶= G−(2n), Sp(2n,R) ∶= G+(2n). (C.3)
In both cases the maximal compact subgroup is
K ∶= {(U 00 U) ∣U ∈ U(n)} ≅ U(n). (C.4)
C.1 Parametrisation of the group Gε(2n)
Elements of Gε(2n) can be parametrised as 2 × 2 block matrices
(A BC D), A, B,C ,D ∈ Mn(C), (C.5)
satisfying the conditions
A∗A− C∗C = 1 (C.6a)
D∗D − B∗B = 1 (C.6b)
AtD − εCtB = 1 (C.6c)
108
108
C.1. Parametrisation of the group Gε(2n)
A∗B = C∗D (C.6d)
AtC = εCtA (C.6e)
BtD = εDtB (C.6f)
det(A BC D) = 1. (C.6g)
¿is parametrisation can be greatly simplied, owing to the following propositions.
Proposition C.1. Let g = (A BC D) ∈ Gε(2n). ¿en A and D are necessarily invertible
and
det(g) = det(D)
det(A∗) .
Proof. (i) Suppose that A is not invertible; then there must be a non-zero v ∈ Cn such
that Av = 0. It follows from (C.6) that
v = (A∗A− C∗C)v = −C∗Cv; (C.7)
however, C∗C is a positive semi-denite matrix, i.e., all of its eigenvalues are non-
negative, hence a contradiction. An analogous argument shows that D is invertible as
well.
(ii) Recall that, if D is invertible,
det(A BC D) = det(D)det(A− BD−1C). (C.8)
As A∗ is invertible, we have1 1Recall that A∗B = C∗D and
A∗A− C∗C = 1.
det(A− BD−1C) = det(A∗A− A∗BD−1C)
det(A∗)
= det(A∗A− C∗DD−1C)
det(A∗)
= det(A∗A− C∗C)
det(A∗)= 1
det(A∗) ,
(C.9)
which concludes the proof.
Lemma C.1. Let g = (A BC D) ∈ Gε(2n). ¿e inverse of g has the form
g−1 = ( Dt −εBt−εCt At );
moreover, in addition to the constraints (C.6), it must be
ADt − εBCt = 1, BAt = εABt and CDt = εDCt.
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Proof. (i) One can check explicitly that
( Dt −εBt−εCt At )(A BC D) = (DtA− εBtC DtB − εBtDAtC − εCtA AtD − εCtB) = (1 00 1), (C.10)
as it follows directly from (C.6), hence
( Dt −εBt−εCt At ) = g−1. (C.11)
(ii) Since, as g is a square matrix, it must be g g−1 = 1 as well, one has
(1 00 1) = (A BC D)( Dt −εBt−εCt At ) = (ADt − εBCt BAt − εABtCDt − εDCt DAt − εCBt) (C.12)
from which the additional constraints follow.
Proposition C.2. Let (A BC D) ∈ Gε(2n).¿en it must necessarily be
C = εB, D = A, (C.13)
which automatically ensures the det(g) = 1.
Proof. From (C.6) and the results of Lemma C.1 follows that
AD−1 = A(Dt − BtBD−1)= 1 + εBCt − ABtBD−1= 1 + εBCt − εBAtBD−1= 1 + εBCt − εBCt,
(C.14)
thus D = A. ¿en A∗B = C∗A and AtC = εCtA so that
C = ε(At)−1CtA = εB. (C.15)
¿e fact that det(g) = 1 follows directly from Proposition C.1.
Putting everything together: the elements of Gε(2n) are parametrised by block
matrices of the form
g = ( A BεB A) (C.16)
with det(A) ≠ 0 and A, B satisfying
AA∗ − BB∗ = 1 (C.17a)
A∗A− BtB = 1 (C.17b)
A∗B = εBtA (C.17c)
BAt = εABt, (C.17d)
with inverse
g−1 = ( A∗ −εBt−B∗ At ). (C.18)
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C.2 ¿e Lie algebra gε(2n)
¿e Lie algebra of Gε(2n) is given by
gε(2n) = {V ∈ su(n, n) ∣ V t( 0 1n−ε1n 0 ) = −( 0 1n−ε1n 0 )V}, (C.19)
where
su(n, n) = {V ∈ sl(2n,C) ∣ V∗(1n 00 −1n) = −(1n 00 −1n)V} (C.20)
and
sl(2n,C) = {V ∈ Mn(C) ∣ trV = 0}. (C.21)
It is easy to see that the elements of gε(2n) can be parametrised by 2n × 2n matrices
V = ( X YεY X ,) (C.22)
with
X∗ = −X , Y t = εY . (C.23)
As X ∈ Mn(C) is anti-hermitian, it has n2 real degrees of freedom, while Y is symmetric
if ε = 1 and anti-symmetric if ε = −1, so that it has n2 + εn real degrees of freedom; it
follows that dimgε(2n) = n(2n + ε) as a real Lie algebra.
A basis for gε(2n)C is given by the matrices
Eab = (∆ab 00 −∆ba), Fab = ( 0 0∆ab + ε∆ba 0), F̃ab = (0 ∆ab + ε∆ba0 0 ),
(C.24)
where a, b = 1, . . . , n and ∆ab ∈ Mn(C) is the matrix with entries(∆ab)cd = δacδbd ; (C.25)
the Eab matrices span the complexication of the subalgebra u(n). Using the fact that
∆ab∆cd = δbc∆ad , (C.26)
we can easily compute the commutation relations of the complexied generators, which
are
[Eab , Ecd] = δcbEad − δadEcb (C.27a)[Eab , F̃cd] = δbc F̃ad + εδbd F̃ac (C.27b)[Eab , Fcd] = −δacFbd − εδadFbc (C.27c)[Fab , F̃cd] = −δcbEda − δdaEcb − εδdbEca − εδcaEdb (C.27d)[Fab , Fcd] = [F̃ab , F̃cd] = 0. (C.27e)
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C.3 Bounded symmetric domains
Bounded symmetric domains are a class of domains in CN of the form G/K, where G is
a non-compact semi-simple and K is its maximal compact subgroup; here G/K denotes
the le coset space
G/K ∶= {gK ∣ g ∈ G}, gK ∶= {gk ∣ k ∈ K}. (C.28)
For the particular case of G = Gε(2n), K = U(n), the bounded symmetric domain is
isomorphic to the domain
Ωεn ∶= {ζ ∈ Mn(C) ∣ 1 − ζ∗ζ > 0, ζ t = εζ}, (C.29)
on which Gε(2n) operates holomorphically as
g(ζ) ∶= (Aζ + B)(Cζ + D)−1, g = (A BC D). (C.30)
¿is action is well dened: in fact we have2 2Knapp, ‘Bounded Symmet-
ric Domains and Holomorphic
Discrete Series’.(Cζ + D)∗(Cζ + D) − (Aζ + B)∗(Aζ + B) = (ζ∗ 1)g∗(1 00 −1)g(ζ1)
= (ζ∗ 1)(1 00 −1)(ζ1)= ζ∗ζ − 1 < 0;
(C.31)
if (Cζ + D) were not invertible, there would be a non-zero vector v in its kernel, so that
0 > v∗(Cζ + D)∗(Cζ + D)v − v∗(Aζ + B)∗(Aζ + B)v= −v∗(Aζ + B)∗(Aζ + B)v ≤ 0, (C.32)
which leads to a contradiction. Moreover, it follows from (C.31) that
1 − g(ζ)∗g(ζ) = [(Cζ + D)−1]∗(1 − ζ∗ζ)(Cζ + D) ≥ 0, (C.33)
so that indeed g(Ωεn) ⊆ Ωεn. ¿e fact that Ωεn ≅ Gε(2n)/U(n) is a consequence of
the following propositions.
Proposition C.3. ¿e action of Gε(2n) on Ωεn is transitive, i.e., for all ζ ,ω ∈ Ωεn there
is g ∈ Gε(2n) such that ω = g(ζ).
Proof. First notice that for each ζ ∈ Ωεn there is a group element that sends ζ to 0. In
fact,
g(0) = BA−1 = ζ ⇔ B = ζA, (C.34)
where, owing to (C.17), A has to satisfy
AA∗ = (1 − ζζ∗)−1, (C.35)
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i.e., A is a square root of the positive-denite matrix (1 − ζζ∗)−1; in particular one can
choose the unique positive-denite square root, denoted by
√(1 − ζζ∗)−1. One can
check explicitly that3 3Recall that since the positive-
denite square root is unique,
one has (√A)t ≡ √At and
analogous expressions for A,
and A∗.gζ ∶= (
√(1 − ζζ∗)−1 ζ√(1 − ζ∗ζ)−1
ζ∗√(1 − ζζ∗)−1 √(1 − ζ∗ζ)−1 ) (C.36)
satises all the constraints (C.17), so it belongs to Gε(2n). ¿en for any ζ ,ω ∈ Ωεn one
has (gωg−1ζ )(ζ) = gω(0) = ω, (C.37)
so the action is transitive.
Proposition C.4. ¿e isotropy subgroup of 0 ∈ Ωεn is Kn ≅ U(n), the maximal compact
subgroup of Gε(2n).
Proof. Let
g = ( A BεB A) (C.38)
a generic Gε(2n) element. We have
g(0) = BD−1, (C.39)
which vanishes if and only if B is the zero matrix. It follows that
1 = AA∗ − BB∗ ≡ AA∗, (C.40)
so that the subgroup that leaves 0 ∈ Ωεn invariant is K.
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