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BARGMANN-TYPE TRANSFORMS AND MODIFIED HARMONIC OSCILLATORS
HIROYUKI CHIHARA
ABSTRACT. We study some complete orthonormal systems on the real-line. These systems are deter-
mined by Bargmann-type transforms, which are Fourier integral operators with complex-valued qua-
dratic phase functions. Each system consists of eigenfunctions for a second-order elliptic differential
operator like the Hamiltonian of the harmonic oscillator. We also study the commutative case of a certain
class of systems of second-order differential operators called the non-commutative harmonic oscillators.
By using the diagonalization technique, we compute the eigenvalues and eigenfunctions for the com-
mutative case of the non-commutative harmonic oscillators. Finally, we study a family of functions
associated with an ellipse in the phase plane. We show that the family is a complete orthogonal system
on the real-line.
1. INTRODUCTION
We are concerned with the Bargmann-type transform defined by
Thu(z) = Cφh
−3/4
∫
R
eiφ(z,x)/hu(x)dx, z ∈ C, (1)
where φ(z, x) is a complex-valued quadratic phase function of the form
φ(z, x) =
A
2
z2 +Bzx+
C
2
x2, A,B,C ∈ C
with assumptions B 6= 0 and ImC > 0, and Cφ = 2−1/2pi−3/4|B|(ImC)−1/4. Throughout of the
present paper, we deal with only the one-dimensional case for the sake of simplicity. It is possible
to discuss higher dimensional case, and we omit the detail. Note that the integral transform (1) is
well-defined for tempered distributions on R since Re
(
iφ(z, x)
)
= O(− ImCx2/3) for |x| → ∞.
These integral transforms were introduced by Sjo¨strand (See, e.g., [14]). He developed microlocal
analysis based on them. One can see (1) as a global Fourier integral operator associated with a linear
canonical transform κT : C
2 ∋ (x,−φ′x(z, x)) 7→ (z, φ′z(z, x)) ∈ C2, that is,
κT : C
2 ∋ (x, ξ) 7→
(
−Cx+ ξ
B
,Bx− A(Cx+ ξ)
B
)
∈ C2. (2)
If we set Φ(z) = max
x∈R
Re
(
iφ(z, x)
)
, then we have
Φ(z) =
|Bz|2
4 ImC
− Re
{
(Bz)2
4 ImC
+
Az2
2i
}
, (3)
κT (R
2) =
{(
z,
2
i
∂Φ
∂z
(z)
) ∣∣∣∣ z ∈ C
}
.
This means that the singularities of a tempered distribution u described in the phase plane R2 are
translated into those of Thu in the I-Lagrangian submanifold κT (R
2). The microlocal analysis of
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Sjo¨strand is based on the equivalence of the Weyl quantization on R, the Weyl quantization on κT (R),
and the Berezin-Toeplitz quantization on C. For more detail about them, see [14] or [4].
Let L2(R) be the set of all square-integrable functions on R, and let L2Φ(C) be the set of all
square-integrable functions on C with respect to a weighted measure e−2Φ(z)/hL(dz), where L is
the Lebesgue measure on C ≃ R2. We denote by HΦ(C) the set of all entire functions in L2Φ(C). It is
well-known that Th gives a Hilbert space isomorphism of L
2(R) onto HΦ(C), that is,
(Thu, Thv)L2
Φ
= (u, v)L2 u, v ∈ L2(R),
where
(U, V )L2
Φ
=
∫
C
U(z)V (z)e−2Φ(z)/hL(dz), U, V ∈ L2Φ(C),
(u, v)L2 =
∫
R
u(x)v(x)dx u, v ∈ L2(R).
We sometimes denote (U, V )L2
Φ
for U, V ∈ HΦ(C) by (U, V )HΦ . The inverse mapping T ∗h is given
by
T ∗hU(x) = Cφ
∫
C
e−iφ(z,x)/hU(z)e−2Φ(z)/hL(dz), x ∈ R, U ∈ HΦ(C).
Note that T ∗h is well-defined for U ∈ L2Φ(C). Th◦T ∗h becomes an orthogonal projector of L2Φ(C) onto
HΦ(C). More concretely,
Th◦T ∗hU(z) =
CΦ
h
∫
C
e2Ψ(z,ζ¯)/hU(ζ)e−2Φ(ζ)/hL(dζ), U ∈ L2Φ(C), (4)
where CΦ = |B|2/(2pi ImC), and Ψ(z, ζ) is a holomorphic quadratic function defined by the critical
value of −{φ(z,X) − φ(ζ¯ , X¯)}/2i for X ∈ C, that is,
Ψ(z, ζ) =
|B|2zζ
4 ImC
− B
2z2 + B¯2ζ2
8 ImC
− Az
2 − A¯ζ2
4i
. (5)
In particular, U = Th◦T ∗hU for U ∈ HΦ(C), and HΦ(C) becomes a reproducing kernel Hilbert
space.
Here we recall elementary facts related with the classical Bargmann transform Bh which is the most
important example of Th. This was introduced by Bargmann in [3]. We can also refer [9] for this. The
Bargmann transform Bh on R is defined by
Bh(z) = 2
−1/2(pih)−3/4
∫
R
e−(z
2/4−zx+x2/2)/hu(x)dx, z ∈ C.
Note that the integral kernel of Bh is the generating function of Hermite functions. We denote LΦ(C)
and HΦ(C) for Bh by L
2
B(C) and HB(C) respectively, those are,
L2B(C) =
{
U(z)
∣∣∣∣
∫
C
|U(z)|2e−|z|2/2hL(dz) <∞
}
,
and HB(C) = {U(z) ∈ L2B(C) | ∂U/∂z¯ = 0}. The Bargmann projector, which is the orthogonal
projection of L2B(C) onto HB(C), is given by
Bh◦B∗hU(z) =
1
2pih
∫
C
ezζ¯/2hU(ζ)e−|ζ|
2/2hL(dζ), U ∈ L2B(C).
In view of the Taylor expansion of the reproducing kernel ezζ¯/2h/(2pih), the formula U = Bh◦B∗hU
for U ∈ HB(C) becomes
U(z) =
∞∑
n=0
(U,ϕB,n)HBϕB,n(z), ϕB,n(z) =
zn√
pi(2h)n+1n!
, n = 0, 1, 2, . . . .
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A family of functions {ϕB,n}∞n=0 is a complete orthonormal system of HB(C) since HB(C) is the
set of all entire functions belonging to L2B(C).
We shall see more detail about {ϕB,n}∞n=0. We set for U ∈ HB(C)
ΛBU(z) := 2h
∂U
∂z
(z), Λ∗BU(z) := zU(z).
Actually, Λ∗B is the adjoint of ΛB on HB(C). Elementary computation gives
(Λ∗B ◦ ΛB + h)ϕB,n = (ΛB ◦ Λ∗B − h)ϕB,n = (2n + 1)hϕB,n, n = 0, 1, 2, . . . . (6)
We shall pull back these facts on R by using B∗h. Set
φB,n(x) := B
∗
hϕB,n(x), PB := B
∗
h ◦ ΛB ◦Bh, P ∗B := B∗h ◦ Λ∗B ◦Bh.
φB,n is said to be the n-th Hermite function, and a family {φB,n}∞n=0 is a complete orthonormal
system of L2(R) since Bh is a Hilbert space isomorphism of L
2(R) onto HB(C). Operators
PB = h
d
dx
+ x, P ∗B = −h
d
dx
+ x
are said to be annihilation and creation operators respectively. Note that
ϕB,n = ((2h)
nn!)−1/2(Λ∗B)
nϕB,0, n = 0, 1, 2, . . . ,
φB,0(x) := B
∗
hϕB,0(x) =
1
(pih)1/4
e−x
2/2h.
Then we have so-call the Rodrigues formula
φB,n(x) =
1√
(2h)nn!
(P ∗B)
nφB,0(x) =
(−1)n
(pih)1/4
√
(2h)nn!
e−x
2/2h
(
h
d
dx
)n
e−x
2/h.
Set HB = P
∗
B ◦ PB + h = PB ◦ P ∗B − h. Then
HB = −h2 d
2
dx2
+ x2
which is said to be the Hamiltonian of the harmonic oscillator. The equation (6) becomes
HBφB,n = (2n+ 1)hφB,n, n = 0, 1, 2, . . . .
Thus the n-th Hermite function φB,n is an eigenfunction of HB for the n-th eigenvalue (2n+ 1)h.
The purpose of the present paper is to study the generalization of the known facts on the usual
Bargmann transform Bh. The plan of this paper is as follows. In Section 2 we study the general
Bargmann-type transform (1), and obtain generalized annihilation and creation operators, the Hamil-
tonian of the generalized harmonic oscillator and its eigenvalues, generalized Hermite functions and
the Rodrigues formula. In Section 3 we study a 2 × 2-system of second-order ordinary differential
operators, which is said to be a non-commutative harmonic oscillators. More precisely, we study the
commutative case of the non-commutative harmonic oscillators, and obtain the eigenvalues and eigen-
functions by using our original elementary computation. Finally in Section 4 we study the general
Bargmann-type transform (1) which might be related with ellipses in the phase plane R2.
2. MODIFIED HARMONIC OSCILLATORS AND HERMITE FUNCTIONS
In this section we study the general form of the Bargmann-type transform (1). We remark that the
choice of the constant A in the phase function is not essential. We can choose
A = − iB
2
2 ImC
.
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Then (3) and (5) become very simple as
Φ(z) =
|Bz|2
4 ImC
, Ψ(z, ζ¯) =
Bz ·Bζ
4 ImC
respectively. Moreover, the orthogonal projector (4) of L2Φ(C) onto HΦ(C), and the I-Lagrangian
submanifold (2) become
Th ◦ T ∗hU(z) =
CΦ
h
∫
C
eBz·Bζ/2h ImCU(ζ)e−|Bz|
2/2h ImCL(dζ),
κT (R
2) =
{(
z,
|B|2
2i ImC
z¯
) ∣∣∣∣ z ∈ C
}
respectively. Recall U(z) = Th ◦ T ∗hU(z) for all U ∈ HΦ(C). If we consider the Taylor expansion of
e−|Bz|2/2h ImC , we have for U ∈ HΦ(C),
U(z) =
∞∑
n=0
(U,ϕn)HΦϕ(z),
ϕn(z) =
|B|√
2pih ImC
· 1√
n!
·
(
Bz√
2h ImC
)n
, n = 0, 1, 2, . . . .
Theorem 2.1. The family of monomials {ϕn}∞n=0 is a complete orthonormal system of HΦ(C).
Proof. The completeness is obvious. We have only to show that (ϕm, ϕn)HΦ = δmn, where δmn is
Kronecker’s delta. Without loss of generality we may assume that m > n. By using the integration
by parts and the change of variable ζ = Bz/
√
h ImC , we deduce that
(ϕm, ϕn)HΦ =
|B|2
2pih ImC
· 1{m!n!(2h ImC)m+n}1/2
×
∫
C
(Bz)m(Bz)ne−|Bz|
2/2h ImCL(dz)
=
|B|2
2pih ImC
· 1{m!n!(2h ImC)m+n}1/2
×
∫
C
{(
−2h ImC
B¯
∂
∂z¯
)m
e−|Bz|
2/2h ImC
}
(Bz)nL(dz)
=
|B|2
2pih ImC
· 1{m!n!(2h ImC)m+n}1/2
×
∫
C
{(
−2h ImC
B¯
∂
∂z¯
)m
(Bz)n
}
e−|Bz|
2/2h ImCL(dz)
= δmn
|B|2
2pih ImC
· 1
m!(2h ImC)m
×
∫
C
{(
−2h ImC
B¯
∂
∂z¯
)m
(Bz)m
}
e−|Bz|
2/2h ImCL(dz)
= δmn
|B|2
2pih ImC
∫
C
e−|Bz|
2/2h ImCL(dz)
= δmn
1
2pi
∫
C
e−|ζ|
2/2L(dζ) = δmn.
This completes the proof. 
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Set φn(x) = T
∗
hϕn(x), n = 0, 1, 2, . . . . Since Th is a Hilbert space isomorphism of L
2(R) onto
HΦ(C), we have the following.
Theorem 2.2. {φn}∞n=0 is a complete orthonormal system of L2(R).
In what follows we study the family of functions {φn}∞n=0 in detail. Let Λ be a linear operator on
HΦ(C) defined by
ΛU(z) =
2h ImC
|B|2
dU
dz
(z), U ∈ HΦ(C).
Its Hilbert adjoint is
Λ∗U(z) = zU(z), U ∈ HΦ(C).
We call Λ and Λ∗ annihilation and creation operators on HΦ(C) respectively. Since ϕn is a monomial
of degree n, we have for n = 0, 1, 2, . . .
ϕn(z) =
1√
n!
(
B√
2h ImC
)n (
Λ∗
)n
ϕ0(z), (7)
(
Λ∗ ◦ Λ+ h ImC|B|2
)
ϕn(z) =
(
Λ ◦ Λ∗ − h ImC|B|2
)
ϕn(z) =
h ImC
|B|2 (2n+ 1)ϕn(z). (8)
We shall pull back these facts by using T ∗h . Set
P := T ∗h ◦ Λ ◦ Th, P ∗ := T ∗h ◦ Λ∗ ◦ Th,
H := P ∗ ◦ P + h ImC|B|2 = P ◦ P
∗ − h ImC|B|2 .
To state the concrete form of H , we introduce the Weyl pseudodifferential operators. For an appro-
priate function a(x, ξ) of (x, ξ) ∈ R2, its Weyl quantization is defined by
OpWh (a)u(x) =
1
2pih
∫∫
R2
ei(x−y)ξ/ha
(
x+ y
2
, ξ
)
u(y)dydξ
for u ∈ S (R), where S (R) denotes the Schwartz class on R. Set Dx = −id/dx for short.
Here we give the concrete forms of operators P , P ∗ and H on R.
Proposition 2.3. We have
P = − 1
B¯
(hDx + C¯x), P
∗ = − 1
B
(hDx + Cx),
H =
1
|B|2
{
h2D2x + |C|2x2 + (C + C¯)
(
xhDx +
h
2i
)}
=
1
|B|2 Op
W
h
(
ξ2 + |C|2x2 + (C + C¯)xξ
)
.
Proof. We first compute P and P ∗. Since Λ ◦ Th = Th ◦ P , we deduce that for any u ∈ S (R),
Λ ◦ Thu(z) = 2h ImC|B|2
d
dz
Cφh
−3/4
∫
R
eiφ(z,x)/hu(x)dx
= Cφh
−3/4
∫
R
eiφ(z,x)/h
{
2h ImC
|B|2
i
h
∂φ
∂z
(z, x)
}
u(x)dx
= Cφh
−3/4
∫
R
eiφ(z,x)/h
2i ImC
|B|2
(
Az +Bx
)
u(x)dx
= Cφh
−3/4
∫
R
eiφ(z,x)/h
2i ImC
|B|2
(
− iB
2
2 ImC
z +Bx
)
u(x)dx
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= Cφh
−3/4
∫
R
eiφ(z,x)/h
1
B¯
(
Bz + 2i ImCx
)
u(x)dx
= Cφh
−3/4
∫
R
(
(hDx − Cx)eiφ(z,x)/h
) 1
B¯
u(x)dx
+Cφh
−3/4
∫
R
eiφ(z,x)/h
2i ImCx
B¯
u(x)dx
= Cφh
−3/4
∫
R
eiφ(z,x)/h
−1
B¯
(hDx + Cx)u(x)dx
+Cφh
−3/4
∫
R
eiφ(z,x)/h
2i ImCx
B¯
u(x)dx
= Cφh
−3/4
∫
R
eiφ(z,x)/h
−1
B¯
(hDx + Cx− 2i ImCx)u(x)dx
= Cφh
−3/4
∫
R
eiφ(z,x)/h
−1
B¯
(hDx + C¯x)u(x)dx,
which shows that P = −(hDx + C¯x)/B¯. In the same way, we can obtain P ∗ = −(hDx + Cx)/B,
which is certainly the adjoint of P on L2(R). Next we compute H . Simple computation gives
H = P ∗ ◦ P + h ImC|B|2 =
1
|B|2 (hDx + Cx)(hDx + C¯x) +
h ImC
|B|2
=
1
|B|2
{
h2D2x + |C|2x2 + (C + C¯)xhDx +
hC¯
i
+ h ImC
}
=
1
|B|2
{
h2D2x + |C|2x2 + (C + C¯)xhDx +
hReC
i
}
=
1
|B|2
{
h2D2x + |C|2x2 + (C + C¯)
(
xhDx +
h
2i
)}
,
which completes the proof. 
By using the pull-back of (7) and (8), we have for n = 0, 1, 2, . . .
φn(x) =
1√
n!
(
B√
2h ImC
)n (
P ∗
)n
φ0(x)
=
1√
n!
( −1√
2h ImC
)n (
hDx + Cx
)n
φ0(x)
=
1√
n!
( −1√
2h ImC
)n
e−iCx
2/2h(hDx)
n
(
eiCx
2/2hφ0(x)
)
,
Hφn =
h ImC
|B|2 (2n + 1)φn.
If we compute the concrete form of φ0, then we obtain the Rodrigues formula for {φn}∞n=0.
Theorem 2.4. We have for n = 0, 1, 2, . . .
φ0(x) =
(
ImC
pih
)1/4
e−iC¯x
2/2h,
φn(x) =
(
ImC
pih
)1/4 1√
n!
( −1√
2h ImC
)n
e−iReCx
2/2heImCx
2/2h(hDx)
ne− ImCx
2/h.
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Proof. Recall the definition of φ0. We have
φ0(x) = T
∗
hϕ0(x) = Cφh
−3/4
∫
C
e−iφ(z,x)/hϕ0(z)e−2Φ(z)/hL(dz)
= 2−1(pih)−5/4(ImC)−3/4|B|2
∫
C
eF1(z,x)/hL(dz),
where
F1(z, x) = −i
{
i(Bz)2
4 ImC
+Bz +
C¯x2
2
}
− |Bz|
2
2 ImC
.
Change the variable ζ = ξ + iη := Bz, (ξ, η) ∈ R2. We deduce
φ0(x) = 2
−1(pih)−5/4(ImC)−3/4
∫
C
eF2(ζ,x)/hL(dζ),
F2(ζ, x) =
ζ2
4 ImC
− iζx− iC¯x
2
2
− |ζ|
2
2 ImC
= −
{
ξ − i(η − 2 ImCx)}2
4 ImC
− (η − ImCx)
2
ImC
− iC¯x
2
2
.
Then we can obtain
φ0(x) = 2
−1(pih)−5/4(ImC)−3/4e−iC¯x
2/2h
∫
R
e−ξ
2/4h ImCdξ
∫
R
e−η
2/h ImCdη
=
(
ImC
pih
)1/4
e−iC¯x
2/2h.
This completes the proof. 
3. THE COMMUTATIVE CASE OF NON-COMMUTATIVE HARMONIC OSCILLATORS
Consider a 2× 2 system of second-order differential operators of the form
Q(α,β) =
1
2
A(α,β)Op
W
h (ξ
2 + x2) + J OpWh (ixξ),
where α and β are positive constants satisfying αβ > 1, and
A(α,β) =
[
α 0
0 β
]
, J =
[
0 −1
1 0
]
.
AmatrixA(α,β)(ξ
2+x2)/2+J(ixξ), which is the symbol of the operatorQ(α,β), is a Hermitian matrix,
and all its eigenvalues are real-valued. Note that all its eigenvalues are positive for (x, ξ) 6= (0, 0) if
and only if αβ > 1. In other words, Q(α,β) is a system of semiclassical elliptic differential operators
if and only if αβ > 1. The system of differential operators Q(α,β) was mathematically introduced in
[11] by Parmeggiani and Wakayama. They call Q(α,β) a Hamiltonian of non-commutative harmonic
oscillator. The word “non-commutative” comes from the non-commutativity A(α,β)J 6= JA(α,β) for
α 6= β. It is not known that the system of differential equations for Q(α,β) describes a physical
phenomenon.
Parmeggiani and Wakayama intensively studied spectral properties of Q(α,β) in [11], [12] and [13].
See also a monograph [10]. They proved that if αβ > 1, then Q(α,β) is a self-adjoint and positive
operator, and its spectra consists of positive eigenvalues whose multiplicities are at most three. In case
of α = β, they obtained more detail.
The purpose of the present section is to give alternative proof of the results of Parmeggiani and
Wakayama for the commutative case α = β. More precisely, we study Q(α,α) by using the results in
the previous section.
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In what follows we assume that α = β. Then α > 1 since α > 0 and α2 = αβ > 1. Let I be the
2× 2 identity matrix. Set Qα = Q(α,α) for short. Let U be a 2× 2 unitary matrix defined by
U =
1√
2
[
1 −i
1 i
]
which diagonalize J as
UJU∗ =
[−i 0
0 i
]
.
Then, we have
UQαU
∗ =
α
2
I OpWh (ξ
2 + x2) + iUJU∗OpWh (xξ) =
[
Hα,+ 0
0 Hα,−
]
,
Hα,± = OpWh (ξ
2 + x2)±OpWh (xξ) = OpWh
(∣∣∣∣
√
α
2
(να,±ξ + x)
∣∣∣∣
2
)
,
να,± =
±1 + i√α2 − 1
α
.
Note that |να,±| = 1 and Im να,± > 0.
Here we make use of the results in the previous section by setting
B =
√
2
α
να,±, C = να,±, A =
B2
2i ImC
=
ν2α,±
i
√
α2 − 1 .
Note that the requirement ImC > 0 is satisfied. Set
φα,±,n(x) = e∓ix
2/2αhhα,n(x),
hα,n(x) =
(√
α2 − 1
pihα
)1/4
1√
n!
(
−
√
α
2
√
α2 − 1h
)n
× e
√
α2−1x2/2αh(hDx)ne−
√
α2−1x2/αh
for n = 0, 1, 2, . . . . Then we deduce that {φα,±,n}∞n=0 is a complete orthonormal system of L2(R),
and
Hα,±φα,±,n =
√
α2 − 1
2
h(2n + 1)φα,±,n, n = 0, 1, 2, . . . .
In order to get the eigenfunctions of Qα, we set
Φα,+,n(x) = U
∗
[
φα,+,n
0
]
, Φα,−,n(x) = U∗
[
0
φα,−,n
]
, n = 0, 1, 2, . . . ,
those are,
Φα,±,n(x) = hα,n(x) · e
∓ix2/2αh
√
2
[
1
±i
]
, n = 0, 1, 2, . . . .
We have proved the results of this section as follows.
Theorem 3.1. A system of C2-valued functions
{
Φα,µ,n
∣∣ µ = ±, n = 0, 1, 2, . . . } is a complete
orthonormal system of L2(R)⊕ L2(R), and satisfies
QαΦα,±,n =
√
α2 − 1
2
h(2n + 1)Φα,±,n, n = 0, 1, 2, . . . .
This is not a new result. This was first proved by Parmeggiani and Wakayama in [11]. We believe
that our method of proof is easier than that of [11].
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4. ORTHOGONAL SYSTEMS ASSOCIATED WITH ELLIPSES IN THE PHASE PLANE
Throughout of the present section, we assume that h = 1 for the sake of simplicity. We begin with
recalling the relationship between the standard Bargmann transform B1 and circles in the phase plane.
Here we introduce a Berezin-Toeplitz quantization on C. Let b(z) be an appropriate function on C.
Set
a(x, ξ) =
1
pi
∫∫
R2
e−(x−y)
2−(ξ−η)2b(y − iη)dydη.
It is known that (
OpW1 (a)u, v
)
L2
= (bB1u,B1v)L2
B
=
(
T˜bB1u,B1v
)
HB
for u, v ∈ S (R). See, e.g., [14] and [4]. The operator T˜b is said to be the Berezin-Toeplitz quan-
tization of b, which acts on HB(C). If b is a characteristic function on C, then Op
W
1 (a) is said to
be a Daubechies’ localization operator introduced in [7]. Moreover Daubechies proved that if b(z) is
radially symmetric, that is, b is of the form b(x− iξ) = c(x2+ ξ2) with some function c(s) for s > 0,
then all the usual Hermite functions φB,n (n = 0, 1, 2, . . . ) are the eigenfunctions of T˜b:
T˜bφB,n = λnφB,n, λn =
1
n!
∫ ∞
0
c(2s)sne−sds, n = 0, 1, 2, . . . .
Recently, Daubechies’ results have been developed. Here we quote two interesting results of inverse
problems studied in [1] and [15]. On one hand, in [15] Yoshino proved that radially symmetric sym-
bols of the Berezin-Toeplitz quantization on C can be reconstructed by all the eigenvalues {λn}∞n=0.
More precisely, by using the framework of hyperfunctions, he obtained the reconstruction formula for
radially symmetric symbols. On the other hand, in [1] Abreu and Do¨rfler studied the inverse problem
for Daubechies’ localization operators. Let Ω be a bounded subset of C, and let b(z) be the charac-
teristic function of Ω. They proved that if there exists a nonnegative integer m such that the m-th
Hermite function φB,m is an eigenfunction of Op
W
1 (a), then Ω must be a disk centered at the origin.
In this case it follows automatically that all the Hermite functions φB,n are eigenfunctions of Op
W
1 (a)
associated with eigenvalues
λn = e
−R
∞∑
k=n+1
Rk
k!
, n = 0, 1, 2, . . . ,
respectively, where R is the radius of Ω. In particular R = − log(1 − λ0). That is the review of the
relationship between the usual Bargmann transform and circles (or disks) in C.
The purpose of the present section is to consider the possibility of the extension of the above to
ellipses (or elliptic disks) in C. Unfortunately, however, we could not obtain the extension of the
above. In what follows we introduce a family of functions which might be concerned with ellipses
in C. Here it is worth to mention the interesting work [8] of van Eijndhoven and Meyers. They
introduced for 0 < s < 1 function spaces χs(C), which is the set of all entire functions ϕ(z) on C
satisfying ∫
C
|ϕ(z)|2 exp
(
−1− s
2
2s
|z|2 + 1 + s
2
4s
(z2 + z¯2)
)
L(dz) <∞.
As the author pointed out in [5], χs(C) is determined by the ellipse on C of the form
{x− iξ ∈ C | (x, ξ) ∈ R2, sx2 + ξ2 = ρ2}, ρ > 0,
and χs(C) is a special case of HΦ(C) with
A =
i
s
, B = ±i
√
1− s2, C = t+ is (t ∈ R).
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Recently Ali, Go´rska, Horzela and Szafraniec in [2] studied some kinds of generating functions of
Hermite polynomials in the abstract setting, and introduced some ortonormalized holomorphic Her-
mite functions in some function spaces including χs(C). Here we introduce a holomorphic Hermite
functions {hn}∞n=0 on C and normalizing constants b(n) defined by
hn(z) = e
z2/2
(
− d
dz
)n
e−z
2
, b(n) =
pi
√
s
1− s
(
2
1 + s
1− s
)n
n!.
One of the interesting results of [2] is that {hn/
√
b(n)}∞n=0 is a complete orthonormal system of
χs(C). See [6] for more information on general holomorphic Hermite functions and their basic prop-
erties.
Let α > 0 and let β ∈ R. Suppose that (α, β) 6= (1, 0). For ρ > 0,
Eρ := {x− iξ ∈ C | (x, ξ) ∈ R2, |αx − i(βx+ ξ)| 6 ρ}
is an elliptic disk in C. Note that Eρ is a usual disk if and only if (α, β) = (1, 0). Note that{
∂Eρ
∣∣ α > 0, β ∈ R, ρ > 0}
is the set of all ellipses centered at the origin, where ∂Eρ = {x − iξ ∈ C | |αx − i(βx + ξ)| = ρ}.
Indeed, consider a function
F (x, y; a, b, θ) := a(x cos θ − ξ sin θ)2 + b(x sin θ + ξ cos θ)2, a > 0, b > 0, θ ∈ [0, 2pi].
Elementary computation gives
F (x, y; a, b, θ)
a sin2 θ + b cos2 θ
=
ab
(a sin2 θ + b cos2 θ)2
x2 +
{
(b− a) sin θ cos θ
a sin2 θ + b cos2 θ
x+ ξ
}2
.
Here we introduce a function ψ0(z) which seems to be related with an elliptic disk Eρ. Set z =
x− iξ and ζ = αx− i(βx+ ξ) for (x, ξ) ∈ R2, α > 0 and β ∈ R. Then
ζ =
α+ 1− iβ
2
z +
α− 1− iβ
2
z¯, z =
α+ 1 + iβ
2α
ζ − α− 1− iβ
2α
ζ¯.
We define the function ψ0(z) by
ψ0(z) = exp
(
−a
4
z2
)
, a =
α2 + β2 − 1 + 2iβ
α2 + β2 + 1
.
Let ‖·‖HB be the norm of HB(C) determined by the inner product (·, ·)HB . The properties of ψ0(z)
are the following.
Lemma 4.1. We have
(i) ψ0 ∈ HB(C).
(ii) |ψ0(z)|2e−|z|2/2 = e−|ζ|2/(α2+β2+1).
(iii) ‖ψ0‖2HB = (α2 + β2 + 1)pi/α.
Proof. We first show (i). We have only to show the integrability of |ψ0(z)|2e−|z|2/2 since ψ0(z) is an
entire function. Note that
|a|2 = (α
2 + β2 − 1)2 + 4β2
(α2 + β2 + 1)2
= 1−
(
2α
α2 + β2 + 1
)2
.
We have
0 <
2α
α2 + β2 + 1
< 1
since
α2 + β2 + 1− 2α = (α − 1)2 + β2 > 0
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for (α, β) 6= (1, 0). Thus 0 < |a| < 1. We deduce that
|ψ0(z)|2e−|z|2/2 6 exp
(
−a
4
z2 − a¯
4
z¯2 − 1
2
|z|2
)
6 exp
(
−1− |a|
2
|z|2
)
= exp

−12

1−
√
1−
(
2α
α2 + β2 + 1
)2 |z|2

 .
This implies that |ψ0(z)|2e−|z|2/2 is integrable on C with respect to the Lebesgue measure L(dz) and
ψ0 ∈ HB(C).
We show (ii) and (iii). Elementary computation shows that
|ζ|2
α2 + β2 + 1
=
|z|2
2
+
a
4
z2 +
a¯
4
z¯2,
which implies (ii). Moreover, it is easy to see that dz ∧ dz¯ = α−1dζ ∧ dζ¯ and
‖ψ0‖2HB =
∫
C
|ψ0(z)|2e−|z|2/2L(dz) = 1
α
∫
C
e−|ζ|
2/(α2+β2+1)L(dζ) =
α2 + β2 + 1
α
pi.
This completes the proof. 
The identity |ψ0(z)|2e−|z|2/2 = e−|ζ|2/(α2+β2+1) makes us to expect that ψ0 might be related with
an elliptic disk Eρ and generate a family of eigenfunctions for the Daubechies’ localization operators
supported in Eρ. Unfortunately, however, this expectation fails to hold. The purpose of the present
section is to generate a family of functions by ψ0, and show its properties similar to the previous
sections. To state our results in the present section, we here introduce some notation. Set
λ =
2α2
(α2 + β2 + 1)(α2 + β2 − 1− 2iβ) , Λα,β =
1
a
∂
∂z
+
z
2
, Λ∗α,β =
∂
∂z
+
a+ 2λ
2
z.
It is easy to see that a + 2λ = 1/a¯, Λα,βψ0 = 0, and Λ
∗
α,β is the Hilbert adjoint of Λα,β on HB(C).
We make use of ψ0, Λα,β and Λ
∗
α,β as a generating element of a family of functions, and annihilation
and creation operators respectively. Set ψn = (Λ
∗
α,β)
nψ0 for n = 0, 1, 2, . . . , and set
Cα,β =
1− a¯
2a¯
=
1 + iβ
α2 + β2 − 1− 2iβ
for short. Properties of Λα,β , Λ
∗
α,β and {ψn}∞n=0 are the following.
Theorem 4.2.
(i) {ψn}∞n=0 satisfies a formula of the form
ψn(z) =
{
e−λz
2/2
(
∂
∂z
)n
eλz
2/2
}
ψ0(z), n = 0, 1, 2, . . . .
(ii) For n = 1, 2, 3, . . . ,
Λα,β(Λ
∗
α,β)
n = (Λ∗α,β)
nΛα,β + n
λ
a
(Λ∗α,β)
n−1.
(iii) {ψn}∞n=0 is a complete orthogonal system of HB(C).
(iv) For n = 0, 1, 2, . . . ,(
Λ∗α,βΛα,β
|Cα,β|2 +
α2
1 + β2
)
ψn =
α2
1 + β2
(2n+ 1)ψn.
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Proof. First we show (i). Note that for any c ∈ C and for any holomorphic function f(z), we deduce
that(
∂
∂z
+ cz
)
f(z) =
(
∂
∂z
+ cz
){
e−cz
2/2
(
ecz
2/2f(z)
)}
= −cze−cz2/2(ecz2/2f(z))+ e−cz2/2 ∂
∂z
(
ecz
2/2f(z)
)
+ cze−cz
2/2
(
ecz
2/2f(z)
)
= e−cz
2/2 ∂
∂z
(
ecz
2/2f(z)
)
.
Using this repeatedly, we have
ψn(z) = (Λ
∗
α,β)
nψ0(z) =
{
∂
∂z
+
(a
2
+ λ
)}n
e−az
2/4
= e−az
2/4−λz2/2
(
∂
∂z
)n (
eaz
2/4+λz2/2 · e−az2/4) = e−az2/4−λz2/2( ∂
∂z
)n
eλz
2/2
=
{
e−λz
2/2
(
∂
∂z
)n
eλz
2/2
}
e−az
2/4 =
{
e−λz
2/2
(
∂
∂z
)n
eλz
2/2
}
ψ0(z),
which is desired.
Next we show (ii). We employ induction on n. For n = 1, we deduce that
Λα,βΛ
∗
α,β − Λ∗α,βΛα,β =
1
a
(
∂
∂z
+
a
2
z
){
∂
∂z
+
(a
2
+ λ
)
z
}
−
{
∂
∂z
+
(a
2
+ λ
)
z
}
1
a
(
∂
∂z
+
a
2
z
)
=
1
a
(
∂
∂z
+
a
2
z
)
(λz)− (λz)1
a
(
∂
∂z
+
a
2
z
)
(λz)
=
λ
a
= 1 · λ
a
· (Λ∗α,β)0.
Here we suppose that (ii) holds for some n = 1, 2, 3, . . . . We show the case of n + 1. By using the
cases of n and 1, we deduce that
Λα,β(Λ
∗
α,β)
n+1 = Λα,β(Λ
∗
α,β)
nΛ∗α,β
=
{
(Λ∗α,β)
nΛα,β + n
λ
a
(Λ∗α,β)
n−1
}
Λ∗α,β
= (Λ∗α,β)
n(Λα,βΛ
∗
α,β) + n
λ
a
(Λ∗α,β)
n
= (Λ∗α,β)
n
{
Λ∗α,βΛα,β +
λ
a
}
+ n
λ
a
(Λ∗α,β)
n
= (Λ∗α,β)
n+1Λα,β + (n+ 1)
λ
a
(Λ∗α,β)
n,
which is desired.
For (iii), we here show only the orthogonality
(ψm, ψn)HB =
(
λ
a
)n
n!‖ψ0‖2HBδmn
=
(α2 + β2 + 1)pi
α
(
2α2
(α2 + β2 − 1)2 + 4β2
)n
n!δmn, m, n = 0, 1, 2, . . . . (9)
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The completeness will be automatically proved later. Recall that Λα,βψ0 = 0. Suppose that m > n.
By using (ii) repeatedly, we deduce that
(ψm, ψn)HB =
(
(Λ∗α,β)
mψ0, (Λ
∗
α,β)
nψ0
)
HB
=
(
(Λ∗α,β)
m−1ψ0,Λα,β(Λ∗α,β)
nψ0
)
HB
=
(
(Λ∗α,β)
m−1ψ0, (Λ∗α,β)
nΛα,βψ0 + n
λ
a
(Λ∗α,β)
n−1ψ0
)
HB
= n
λ
a
(
(Λ∗α,β)
m−1ψ0, (Λ∗α,β)
n−1ψ0
)
HB
= · · ·
= n!
(
λ
a
)n (
(Λ∗α,β)
m−nψ0, ψ0
)
HB
.
Ifm > n, then
(ψm, ψn)HB = n!
(
λ
a
)n (
(Λ∗α,β)
m−n−1ψ0,Λα,βψ0
)
HB
= 0.
Ifm = n, then
(ψn, ψn)HB = n!
(
λ
a
)n
(ψ0, ψ0)HB = n!
(
λ
a
)n
‖ψ0‖2HB .
Finally we show (iv). By using (ii) and Λα,βψ0 = 0 again, we deduce that(
Λ∗α,βΛα,β
|Cα,β|2 +
α2
1 + β2
)
ψn =
Λ∗α,βΛα,β(Λ
∗
α,β)
n
|Cα,β |2 ψ0 +
α2
1 + β2
ψn
=
1
|Cα,β |2
{
(Λ∗α,β)
n+1Λα,β + n
λ
a
(Λ∗α,β)
n
}
ψ0 +
α2
1 + β2
ψn
=
nλ
a|Cα,β |2 (Λ
∗
α,β)
nψ0 +
α2
1 + β2
ψn
=
{
nλ
a|Cα,β |2 +
α2
1 + β2
}
ψn =
α2
1 + β2
(2n+ 1)ψn.
This completes the proof. 
Here we introduce a family of functions {Ψn}∞n=0 on R by setting Ψn = B∗1ψn for n = 0, 1, 2, . . . .
In order to study basic properties on {Ψn}∞n=0, we introduce notation. Set
Pα,β :=
1
Cα,β
B∗1 ◦ Λα,β ◦B1, P ∗α,β :=
1
Cα,β
B∗1 ◦ Λ∗α,β ◦B1, Hα,β := P ∗α,β ◦ Pα,β +
α2
1 + β2
for short. Then we have
Pα,β =
d
dx
+
α2 + i(α2 + β2 + 1)β
1 + β2
x, P ∗α,β = −
d
dx
+
α2 − i(α2 + β2 + 1)β
1 + β2
x,
Hα,β = − d
2
dx2
+
α4 + (α2 + β2 + 1)β2
(1 + β2)2
x2 − 2i(α
2 + β2 + 1)β
1 + β2
x
d
dx
− i(α
2 + β2 + 1)β
1 + β2
= OpW
(
ξ2 +
α4 + (α2 + β2 + 1)β2
(1 + β2)2
x2 + 2
(α2 + β2 + 1)β
1 + β2
xξ
)
.
Set
Aα,β = pi
1/4
{
α2 + β2 + 1
1− iβ
}1/2
,
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where we take its argument in (−pi/4, pi/4). Our results in the present section are the following.
Theorem 4.3.
(i) We have for n = 0, 1, 2, . . .
Ψn(x) = Aα,β(−Cα,β)n exp
(
−i(α
2 + β2 + 1)β
2(1 + β2)
x2
)
× exp
(
α2
2(1 + β2)
x2
)(
d
dx
)n
exp
(
− α
2
1 + β2
x2
)
.
In particular,
Ψ0(x) = Aα,β exp
(
−α
2 + i(α2 + β2 + 1)β
2(1 + β2)
x2
)
.
(ii) {Ψn}∞n=0 is a family of eigenfunctions of Hα,β , that is,
Hα,βΨn =
α2
1 + β2
(2n+ 1)Ψn, n = 0, 1, 2, . . . .
(iii) {Ψn}∞n=0 is a complete orthogonal system of L2(R).
Recall that Theorem 4.2 was proved except for the completeness of {ψn}∞n=0. Theorem 4.2 without
the completeness implies (ii) of Theorem 4.3 and the orthogonality of {Ψn}∞n=0 in L2(R). If (i)
of Theorem 4.3 holds, then the completeness of {Ψn}∞n=0 in L2(R) follows immediately. Indeed.
combining (i) of Theorem 4.3 and the results in Section 2 with
A =
i(1 + β2)
2α2
, B = −i, C = (α
2 + β2 + 1)β + iα2
1 + β2
,
we can check the completeness of {Ψn}∞n=0 in L2(R). This implies the completeness of {ψn}∞n=0 in
HB(C) stated in Theorem 4.2 since B1 is a Hilbert space isomorphism of L
2(R) onto HB(C). For
this reason, we have only to show (i) of Theorem 4.3. For this purpose, we need the following.
Lemma 4.4. Let ρ > 0 and let 2θ ∈ (−pi/2, pi/2). Then we have∫
R
exp
(
−ρ2e2iθt2
)
dt =
√
pi
ρeiθ
.
Proof. The integrand is an even function of t ∈ R. By using change of variable t 7→ ρt, we have∫
R
exp
(
−ρ2e2iθt2
)
dt =
2
ρ
∫ ∞
0
exp
(
−e2iθt2
)
dt.
Let R > 0. Consider a contour γR which consists of γR = γR(1) ∪ γR(2) ∪ γR(3), where
γR(1) = {t | t ∈ [0, R]}, γR(3) = {eiθ(R− t) | t ∈ [0, R]},
γR(2) = {Reit | t ∈ [0, θ]} (θ > 0), γR(2) = {Rei(θ−t) | t ∈ [θ, 0]} (θ < 0).
Applying Cauchy’s theorem to the holomorphic function e−z2 on γR, we have
eiθ
∫ R
0
exp
(
−e2iθt2
)
dt =
∫ R
0
e−t
2
dt+ iR
∫ θ
0
exp
(
−R2e2it + it
)
dt.
Here we note that 0 < cos(2θ) 6 1 since 2θ ∈ (−pi/2, pi/2). Then we deduce that∣∣∣exp(−R2e2it + it)∣∣∣ = exp(−R2 cos(2t)) 6 exp(−R2 cos(2θ))
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=
1
∞∑
k=0
(
R2 cos(2θ)
)k
k!
6
1
R2 cos(2θ)
,
and ∣∣∣∣iR
∫ θ
0
exp
(
−R2e2it + it
)
dt
∣∣∣∣ 6 R
∣∣∣∣
∫ θ
0
∣∣∣exp(−R2e2it + it)∣∣∣dt
∣∣∣∣
6 R
∣∣∣∣
∫ θ
0
1
R2 cos(2θ)
dt
∣∣∣∣ = |θ|R cos(2θ) .
Then we have ∫ R
0
exp
(
−e2iθt2
)
dt =
1
eiθ
∫ R
0
e−t
2
dt+O
(
1
R
)
(R→∞),
and ∫ ∞
0
exp
(
−e2iθt2
)
dt =
1
eiθ
∫ ∞
0
e−t
2
dt =
√
pi
2eiθ
.
This completes the proof. 
Finally we complete the proof of Theorem 4.3.
Proof of Theorem 4.3. It suffices to show the part (i). We first compute the concrete form of Ψ0(x).
Recall the definition of Ψ0(x)
Ψ0(x) = B
∗
1ψ0(x) = 2
−1/2pi−3/4
∫∫
R2
eG(y,η,x)dydη,
where
G(y, η, x) = −(y + iη)
2
4
+ (y + iη)x− x
2
2
− a(y − iη)
2
4
− y
2 + η2
2
.
Elementary computation gives
G(y, η, x) =− α
2 + i(α2 + β2 + 1)β
2(1 + β2)
x2
− 2α
2 + 2β2 + 1 + iβ
2(α2 + β2 + 1)
(y − z1)2 − 1− iβ
2α2 + 2β2 + 1 + iβ
(η − z2)2,
where
z1 =
2x− i(1 − a)η
3 + a
, z2 = i
α2 + β2 + iβ
1− iβ x.
By using this and Lemma 4.4, we deduce that
Ψ0(x) = 2
−1/2pi−3/4 exp
(
−α
2 + i(α2 + β2 + 1)β
2(1 + β2)
x2
)
×
∫
R
exp
(
− 1− iβ
2α2 + 2β2 + 1 + iβ
(η − z2)2
)
dη
×
∫
R
exp
(
−2α
2 + 2β2 + 1 + iβ
2(α2 + β2 + 1)
(y − z1)2
)
dy
= 2−1/2pi−3/4 exp
(
−α
2 + i(α2 + β2 + 1)β
2(1 + β2)
x2
)
×
∫
R
exp
(
− 1− iβ
2α2 + 2β2 + 1 + iβ
η2
)
dη
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×
∫
R
exp
(
−2α
2 + 2β2 + 1 + iβ
2(α2 + β2 + 1)
y2
)
dy
= 2−1/2pi−3/4 ×
{
1− iβ
2α2 + 2β2 + 1 + iβ
· 2α
2 + 2β2 + 1 + iβ
2(α2 + β2 + 1)
}−1/2
pi
× exp
(
−α
2 + i(α2 + β2 + 1)β
2(1 + β2)
x2
)
= Aα,β exp
(
−α
2 + i(α2 + β2 + 1)β
2(1 + β2)
x2
)
,
which is desired.
Finally we check the Rodrigues formula for Ψn. By using the definition of Ψn, we deduce that
Ψn(x) = B
∗(Λ∗α,β)
nψ0(x) = (Cα,βP
∗
α,β)
nB∗ψ0(x) = (Cα,β)n(P ∗α,β)
nΨ0(x)
= (−Cα,β)n
(
d
dx
− α
2 − i(α2 + β2 + 1)β
1 + β2
x
)n
Ψ0(x)
= (−Cα,β)n exp
(
α2 − i(α2 + β2 + 1)β
2(1 + β2)
x
)
×
(
d
dx
)n{
exp
(
−α
2 − i(α2 + β2 + 1)β
2(1 + β2)
x
)
Ψn(x)
}
= Aα,β(−Cα,β)n exp
(
α2 − i(α2 + β2 + 1)β
2(1 + β2)
x
)(
d
dx
)n
exp
(
− α
2
1 + β2
x
)
.
This completes the proof. 
REFERENCES
[1] L. D. Abreu and M. Do¨rfler, An inverse problem for localization operators, Inverse Problems, 28 (2012), 115001, 16pp.
[2] S. T. Ali, K. Go´rska, A. Horzela and F. H. Szafraniec, Squeezed states and Hermite polynomials in a complex variable,
J. Math. Phys., 55 (2014), 012107 11pp.
[3] V. Bargmann, On a Hilbert space of analytic functions and an associated integral transform, Comm. Pure Appl. Math.,
14 (1961), pp.187–214.
[4] H. Chihara, Bounded Berezin-Toeplitz operators on the Segal-Bargmann space, Integral Equations Operator Theory,
63 (2009), pp.321–335.
[5] H. Chihara, Holomorphic Hermite functions and ellipses, Integral Transforms Spec. Funct. 28 (2017), pp.605–615.
[6] H. Chihara, Holomorphic Hermite functions in Segal-Bargmann spaces, Complex Anal. Oper. Theory, 13 (2019),
pp.351–374,
[7] I. Daubechies, Time-frequency localization operators: a geometric phase space approach, IEEE Trans. Inform. Theory,
34 (1988), pp.605–612.
[8] S. J. L. van Eijndhoven and J. L. Meyers, New orthogonality relations for the Hermite polynomials and related Hilbert
spaces, J. Math. Anal. Appl., 146 (1990), pp.89–98.
[9] G. B. Folland, “Harmonic Analysis in Phase Space”, Princeton University Press, 1989.
[10] A. Parmeggiani, “Spectral Theory of Non-Commutative Harmonic Oscillators: An Introduction”, Lecture Notes in
Mathematics 1992, Springer, 2010.
[11] A. Parmeggiani and M. Wakayama, Non-commutative harmonic oscillators. I, Forum. Math., 14 (2002), pp.539–604.
[12] A. Parmeggiani and M. Wakayama, Non-commutative harmonic oscillators. II, Forum. Math., 14 (2002), pp.669–690.
[13] A. Parmeggiani and M. Wakayama, Corrigenda and remarks to: “Non-commutative harmonic oscillators, I.”, Forum.
Math., 15 (2003), pp.955–963.
[14] J. Sjo¨strand, Function spaces associated to global I-Lagrangian manifolds, “Structure of Solutions to Differential
Equations (Katata/Kyoto 1995)”, pp.369–423, World Scientific Publishing, 1996.
[15] K. Yoshino, Analytic continuation and applications of eigenvalues of Daubechies’ localization operator, Cubo 12
(2010), pp.203-212.
BARGMANN-TYPE TRANSFORMS 17
COLLEGE OF EDUCATION, UNIVERSITY OF THE RYUKYUS, NISHIHARA, OKINAWA 903-0213, JAPAN
E-mail address: aji@rencho.me
