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Abstract
Kernel-based methods have been recently introduced for linear system identification as an alternative to parametric prediction
error methods. Adopting the Bayesian perspective, the impulse response is modeled as a non-stationary Gaussian process
with zero mean and with a certain kernel (i.e. covariance) function. Choosing the kernel is one of the most challenging and
important issues. In the present paper we introduce the harmonic analysis of this non-stationary process, and argue that
this is an important tool which helps in designing such kernel. Furthermore, this analysis suggests also an effective way to
approximate the kernel, which allows to reduce the computational burden of the identification procedure.
Key words: System identification, Kernel-based methods, Power spectral density, Random features.
1 Introduction
Building upon the theory of reproducing kernel Hilbert
spaces and statistical learning, kernel-based methods
for linear system identification have been recently in-
troduced in the system identification literature, see Pil-
lonetto & De Nicolao (2010); Pillonetto et al. (2011);
Chiuso & Pillonetto (2012); Chen et al. (2012); Pil-
lonetto et al. (2014); Zorzi & Chiuso (2017, 2015); Chiuso
(2016); Fraccaroli et al. (2015).
These methods, framed in the context of Prediction Er-
ror Minimization, differ from classical parametric meth-
ods Ljung (1999); So¨derstro¨m & Stoica (1989), in that
models are searched for in possibly infinite dimensional
model classes, described by Reproducing Kernel Hilbert
Spaces (RKHS). Equivalently, in a Bayesian framework,
models are described assigning as prior a Gaussian distri-
bution; estimation is then performed following the pre-
scription of Bayesian Statistics, combining the “prior”
information with the data in the posteriors distribution.
Choosing the covariance function of the prior distribu-
tion, or equivalently the Kernel defining the RKHS, is
one of the most challenging and important issues. For
instance the prior distribution could reflect the fact that
the system is Bounded Input Bounded Output (BIBO)
? This work has been partially supported by the FIRB
project “Learning meets time” (RBFR12M3AC) funded by
MIUR.
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stable, its impulse response possibly smooth and so on
(Pillonetto et al., 2014).
Within this framework, the purpose of this paper is to
discuss the properties of certain kernel choices from the
point of view of Harmonic Analysis of stationary pro-
cesses. The latter is well defined for stationary processes
(Lindquist & Picci, 2015, Chapter 3). In particular, it de-
fines as Power Spectral Density (PSD) the function de-
scribing how the statistical power is distributed over the
frequency domain. In this paper, we extend this analysis
for a particular class of non-stationary processes model-
ing impulse responses of marginally stable systems. Ac-
cordingly, we define as Generalized Power Spectral Den-
sity (GPSD) the function describing how the statistical
power is distributed over the decay rate-frequency do-
main.
Under the assumption that the prior density is Gaus-
sian, the probability density function (PDF) of the prior
is linked to the GPSD. The main difference is that while
the former is defined over an infinite dimensional space
(the underlying RKHS HK), the latter is defined over
the bidimensional decay rate-frequency space. As a con-
sequence, the latter is simple to depict but also to in-
terpret from an engineering point of view. We show ex-
perimentally that, over the class of second-order linear
systems, the two provide similar information. This class
is important because: 1) it contains the simplest sys-
tems that exhibit oscillations and overshoot; 2) second
order systems are building block of higher order systems
and, as such, understanding second order systems helps
understanding higher ones. Furthermore, for a special
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class of exponentially convex locally stationary processes
(ECLS) typically used in system identification (Chen &
Ljung, 2015b,a), it is possible to provide (i) a clear link
between the GPSD and the Fourier transform of the ex-
ponentially modulated sample trajectory and (ii) char-
acterize the posterior mean in terms of the GPSD. As a
consequence, it is possible to outline a simple procedure
for the design of the kernel, through the GPSD.
Another important aspect in kernel-based methods is
to reduce the computational burden (Chen & Ljung,
2013). This task can be accomplished by approximating
the kernel functions through eigen-decomposition (Carli
et al., 2012) or random features, (Rahimi & Recht, 2007)
techniques. However, these methods can be applied only
to special kernel functions. We show that, the GPSD
provides a general procedure to approximate a wide class
kernel functions.
The outline of the paper follows. In Section 2 we re-
view the Gaussian process regression framework used
for kernel-based methods. In Section 3 we present the
harmonic representation of the kernel function of con-
tinuos time non-stationary processes modeling impulse
responses of marginally stable systems and in Section 4
the corresponding discrete time version. In Section 5 we
show the relation between the GPSD and the probabil-
ity density function of the prior over the class of second-
order linear systems. In Section 6 we characterize the
posterior mean in terms of the GPSD for a special class
of ECLS processes. Section 7 regards kernel approxima-
tion using the GPSD. Finally, conclusions are drawn in
Section 8. In order to streamline the presentation all
proofs are deferred to the Appendix.
Notation: N denotes the set of the natural numbers, Z
is the set of the integer numbers, R+ the set of the non-
negative real numbers, R− the set of the negative real
numbers, andC is the set of the complex numbers. Given
x ∈ C, |x| denotes its absolute value, ∠x denotes its
phase and x denotes its conjugate. Given A ∈ Cm×n, A∗
denotes its transposed conjugate. E[·] denotes the expec-
tation operator.
2 System Identification and Gaussian Process
Regression
For convenience in what follows we consider a discrete
time, stable and linear time-invariant (LTI) single input-
single output (SISO) in OE form:
y(t) = G(z)u(t) + e(t), t ∈ N (1)
where z−1 denotes the backward shift operator; u(t) is
the input; y(t) is the noisy output; e(t) is zero mean white
noise, that is E[e(t)e(s)] = σ2δt−s where δk denotes the
Kronecker delta function. The transfer function G(z) is
stable and strictly causal, i.e. G(∞) = 0. Expanding
G(z) in z−1 we obtain the impulse response of the linear
system
G(z) =
∞∑
t=1
g(t)z−t.
The system identification problem can be frased as that
of estimating the impulse response {g(t)}t∈N, from the
given data record
ZN = {u(1), y(1) . . . u(N), y(N)}.
In the Gaussian process regression framework, g(t) is
modeled as a zero-mean discrete time Gaussian process
with kernel (covariance) function K(t, s) := E[g(t)g(s)].
The minimum variance estimator of g(t) is given by
its posterior mean given ZN , (Pillonetto & De Nicolao,
2010). It is clear that the posterior highly depends on
the kernel functions. Accordingly, the most challenging
part of this system identification procedure is to design
K so that the posterior has some desired properties.
Similarly, in the continuous time case, {g(t)}t∈R+ is a
zero-mean continuous time Gaussian process with kernel
function K(t, s) := E[g(t)g(s)], with t, s ∈ R+. In what
follows Gaussian processes (both discrete time and con-
tinuous time) are always understood with zero-mean.
3 Harmonic Analysis: continuous time case
It is well known that the impulse response of a finite
dimensional LTI stable (or marginally stable) system
can be written as a linear combination of decaying sinu-
soids 1 (i.e. modes)
ga(t) =
N∑
l=1
|cl|eαlt cos(ωlt+ ∠cl), t ∈ R+ (2)
where αl ∈ R− ∪ {0} and ωl ∈ R are, respectively, the
decay rate and the angular frequency of the l-th damped
oscillation, and cl ∈ C. Adopting the Bayesian perspec-
tive, g(t) is modeled as a Gaussian process where the
coefficients cl are zero mean complex Gaussian random
variables such that
E[clcl′ ] = φlδl−l′
E[clcl′ ] = 0
1 For simplicity we exclude here the case of multiple eigen-
values.
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with l, l′ = 1 . . . N and φl ≥ 0. For convenience, we
rewrite (2) as
ga(t) =
Nα∑
i=1
Nω∑
k=1
|cik|eαit cos(ωkt+ ∠cik) (3)
that is (αi, ωk) belongs to a Nα ×Nω grid contained in
R− ∪ {0} × R and cik is a complex Gaussian random
variable such that
E[cikci′k′ ] = φikδi−i′δk−k′
E[cikci′k′ ] = 0
with φik ≥ 0. It is then natural to generalize (3) as an
infinite “dense” sum of decaying sinusoids 2 :
g(t) =
∫ 0
−∞
∫ ∞
−∞
|c(α, ω)|eαt cos(ωt+ ∠c(α, ω))dωdα
(4)
where c(α, ω) is a bidimensional complex Gaussian pro-
cess 3 , hereafter called generalized Fourier transform of
g(t), such that
E[c(α, ω)c(α′, ω′)] = φ(α, ω)δ(α− α′)δ(ω − ω′)
E[c(α, ω)c(α′, ω′)] = 0
where φ(α, ω) is a nonnegative function on R−∪{0}×R
such that φ(α, ω) = φ(α,−ω) and δ(·) denotes the Dirac
delta function.
Proposition 1 Let K(t, s) be the kernel function of g(t)
in (4) then,
K(t, s) =
1
2
∫ 0
−∞
∫ ∞
−∞
φ(α, ω)eα(t+s) cos(ω(t− s))dωdα.
(5)
Formula (5) is the harmonic representation of the covari-
ance function of the non-stationary process (4). We refer
to φ(α, ω) as generalized power spectral density (GPSD)
of g(t). The latter describes how the “statistical power”
of g(t) (which depends on t) is distributed over the decay
rate-angular frequency space R−∪{0}×R according to:
E
[
g(t)2
]
= K(t, t) =
1
2
∫ 0
−∞
∫ ∞
−∞
φ(α, ω)e2αtdαdω.
2 Strictly speaking the integral over α should be under-
stood in an open interval of the form (−∞, ) with  > 0 and
→ 0.
3 To be precise, we should work with the “generalized
spectral measure” C(ω, α), a Gaussian process with orthog-
onal increments; formally dC(ω, α) = c(ω, α)dωdα.
In particular, when t = 0, the exponential term e2αt dis-
appears, so that the statistical power of g(0) is obtained
as in the stationary case:
E
[
g(0)2
]
= K(t, t) =
1
2
∫ 0
−∞
∫ ∞
−∞
φ(α, ω)dαdω. (6)
It is worth noting that the GPSD can be understood
as a function in C, that is φ(s) with s = α + jω, and
its support is the left half-plane. Now we show that the
harmonic representation (5) describes many kernel func-
tions used in system identification.
3.1 Stationary kernels
The special case of stationary processes is recaptured
when φ(α, ω) = δ(α)φ1(ω), with φ1(ω) = φ1(−ω) non-
negative function; in fact, under this assumption, we
have
K(t, s) = K1(t− s) = 1
2
∫ ∞
−∞
φ1(ω) cos(ω(t− s))dω
(7)
which is a stationary kernel and φ1(ω) is the correspond-
ing power spectral density (PSD). Note that, (7) is the
usual harmonic representation of a stationary covariance
function which is also exploited in spectral estimation
problems (Zorzi, 2015b,a). In this case the stationary
process g(t) is an infinite “dense” sum of sinusoids
g(t) =
∫ ∞
−∞
|c(ω)| cos(ωt+ ∠c(ω))dω
which, more rigorously, should be written in terms of the
spectral measure C(ω)
g(t) =
∫ ∞
−∞
ejωtdC(ω).
Since φ1(ω) is an even function, we can rewrite it as
φ1(ω) = φ˜1(ω) + φ˜1(−ω)
with φ˜1(ω) nonnegative function. For instance, choosing
φ˜1(ω) as one of the following:
φ˜L(ω) =
β
pi[β2 + (ω − ω0)2]
φ˜C(ω) =
1
2β
e−
|ω−ω0|
β
φ˜G(ω) =
1√
2piβ
e−
(ω−ω0)2
2β (8)
3
we obtain
KL(t− s) = e−β|t−s| cos(ω0(t− s))
KC(t− s) = 1
1 + β2(t− s)2 cos(ω0(t− s))
KG(t− s) = e−
β
2 (t−s)2 cos(ω0(t− s))
whereω0 denotes the angular frequency for which φ˜ takes
the maximum and β is proportional to the bandwidth.
Setting ω0 = 0 we obtain, respectively, the Laplacian,
Cauchy and Gaussian kernel (Rasmussen & Williams,
2006). In particular, the latter is widely used in robotics
for the identification of the inverse dynamic (Romeres
et al., 2016).
3.2 Exponential Convex Locally Stationary (ECLS)
kernels
A generalization of stationary kernels, introduced by Sil-
verman (1957), is the so-called class of Exponentially
Convex Locally Stationary (ECLS) kernels; this is ob-
tained postulating a separable structure for the GPSD
φ(α, ω) = φ1(ω)φ2(α), with φ1(ω) and φ2(α) nonneg-
ative functions, so that the kernel K(t, s) inherits the
decomposition
K(t, s) = K1(t− s)K2 (t+ s)
where K1 has been defined in (7) and
K2 (t+ s) =
∫ 0
−∞
φ2(α)e
α(t+s)dα.
In the case that φ2 (α) = δ(α − α0) with α0 ∈ R− we
obtain the ECLS kernel (Chen & Ljung, 2015b, 2016) :
K(t, s) = eα0(t+s)K1(t− s). (9)
Specializing K1(t − s) = KL(t − s) with ω0 = 0, in (9)
we obtain the so-called diagonal-correlated (DC) kernel.
Furthermore, for suitable choices of φ1(ω) in (9), one can
obtain the stable-spline (SS), the diagonal (DI) and the
tuned-correlated kernel (TC), see Chen et al. (2012).
3.3 Integrated kernels
Consider the GPSD
φ(α, ω) = 2
−α
pi[ω2 + α2]
1[αm/2,αM/2](α)
where
1[αm/2,αM/2](α) =
{
1, α ∈ [αm/2, αM/2]
0, otherwise
with αm < αM < 0. Then, the corresponding kernel
function is
K(t, s) =
∫ 0
−∞
1[αm/2,αM/2](α)e
α(t+s)
×
∫ ∞
−∞
−α
pi[ω2 + α2]
cos(ω(t− s))dωdα
=
∫ αM/2
αm/2
eα(t+s)eα|t−s|dα
=
∫ αM/2
αm/2
e2αmax{t,s}dα
=
eαM max{t,s} − eαm max{t,s}
2 max{t, s} (10)
which is similar to the integrated TC kernel introduced
in Pillonetto et al. (2016) 4 . In general, taking
φ(α, ω) = φ1(ω;α)1[αm,αM ](α),
where we made explicit the dependence of φ1 upon α,
we have
K(t, s) =
∫ αM
αm
eα(t+s)K1(t− s;α)dα (11)
where K1(t − s;α) is the stationary kernel correspond-
ing to φ1(ω;α). Notice that, kernel (11) is obtained by
integrating the ECLS kernel eα(t+s)K1(t−s;α) over the
interval [αm, αM ], which justifies the name “integrated”.
Another possible way to construct an integrated kernel
is choosing
φ(α, ω) = φ1(ω)1[αm,αM ](α)
where φ1 does not depend on α. Then, the corresponding
kernel is
K(t, s) = K1(t− s)e
αM (t+s) − eαm(t+s)
t+ s
,
which is an ECLS kernel with
K2(t+ s) =
eαM (t+s) − eαm(t+s)
t+ s
.
4 Harmonic analysis: discrete time case
Following the same argumentations of Section 3, a Gaus-
sian process describing a discrete time causal impulse
response can be understood as
g(t) =
∫ 1
0
∫ pi
−pi
|c(λ, ϑ)|λt cos(ϑ(t− s))dϑdλ, t ∈ N
4 See Remark 3 for more details.
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where c(λ, ϑ) is the generalized Fourier transform of g(t),
λ is the decay rate and ϑ is the normalized angular fre-
quency. Moreover, the kernel function of g(t) admits the
following harmonic representation
K(t, s) =
1
2
∫ 1
0
∫ pi
−pi
φ(λ, ϑ)λt+s cos(ϑ(t− s))dϑdλ
(12)
and φ(λ, ϑ) = φ(λ,−ϑ) is the GPSD of g(t). The latter
is a nonnegative function over the decay rate-normalized
angular frequency space [0, 1]× [−pi, pi]. Also in this case
the GPSD can be understood as a function in C, that is
φ(z) with z = λejϑ, and its support is the unit circle.
In system identification, it is usual to design a kernel
function for a continuous time Gaussian process gc(t),
t ∈ R+. Then, the “discrete time” kernel is obtained by
sampling the “continuous time” kernel with a certain
sampling time T . The latter corresponds to the discrete
time Gaussian process gd(k), k ∈ N, obtained by sam-
pling gc(t).
Proposition 2 Let φc(α, ω) and φd(λ, ϑ) be GPSD of
gc(t), t ∈ R+, and gd(k), k ∈ N, respectively. Then,
φd(λ, ϑ) =
1
λT 2
∑
k∈Z
φc(T
−1 log λ, T−1(ϑ− 2pik)). (13)
Accordingly, if the continuous time GPSD is such that
φc(α, ω) ≈ 0, |ω| > pi
T
(14)
then its discretized version is such that
φd(λ, ϑ) ≈ 1
λT 2
φc(T
−1 log λ, T−1ϑ).
Remark 3 Discretizing (10) with T = 1, we obtain
KiTC(t, s) =
λ
max{t,s}
M − λmax{t,s}m
2 max{t, s} ,
with 0 < λm < λM < 1 and t, s ∈ N. However, the
integrated TC kernel derived in Pillonetto et al. (2016)
is slightly different:
K¯iTC(t, s) =
λ
max{t,s}+1
M − λmax{t,s}+1m
max{t, s}+ 1 . (15)
Indeed, the latter has been derived by discretizing the TC
kernel, and then the integration along the decay rate has
been performed in the discrete domain. Note that, the
integration along the decay rate in K¯iTC is uniform, while,
in KiTC such integration is warped according to (13).
4.1 Filtered kernels
In order to account for high frequency components of
predictor impulse responses, Pillonetto et al. (2011) have
introduced a class of priors obtained as filtered versions
of stable spline kernels, using second order filters of the
form:
F (z) =
z2
(z − ρ0ejϑ0)(z − ρ0e−jϑ0)
with |ρ0| < 1 and ϑ0 ∈ [−pi, pi]. The latter filter is fed by
a Gaussian process g˜(t) with kernel function K˜(t, s), for
instance in the class of “stable-spline” kernels (see Pil-
lonetto et al. (2010)), which have most of the statistical
power (6) concentrated around ϑ = 0; in this paper K˜
is chosen as TC kernel. F (z) plays the role of a shap-
ing filter, which concentrates the statistical power of the
stationary part around ϑ = ϑ0. It is not difficult to see
that the kernel function of g(t) is
K(t, s) =
t∑
l=1
s∑
m=1
ft−lfs−mK˜(l,m)
where {fl}l∈N is the impulse response of the filter F (z),
i.e. F (z) =
∑∞
s=0 fsz
−s. Assuming that K˜(t, s) admits
the harmonic representation
K˜(t, s) =
1
2
∫ 1
0
∫ pi
−pi
φ(λ, ϑ)λt+s cos(ϑ(t− s))dϑdλ
then we have
K(t, s) =
1
2
∫ 1
0
∫ pi
−pi
φ(λ, ϑ)f(λ, ϑ, t, s)dϑdλ (16)
where
f(λ, ϑ, t, s) =
t∑
l=1
s∑
m=1
ft−lfs−mλl+m cos(ϑ(l −m)).
(17)
Accordingly, (16) is the representation of the kernel func-
tion of g(t) according to the basis functions in (17). Ac-
cordingly, the effect of filtering is to change the term
λt+s cos(ϑ(t− s)) with (17).
5 Probability Density Function of Gaussian
Processes and their GPSD
Given a discrete time Gaussian process g(t) with ker-
nel K(t, s), in this Section we shall study the relation
between the associated Gaussian probability distribu-
tion and the Generalized Spectral Density introduced
5
in (5). For simplicity we consider the discrete time case
with sampling time T = 1. In what follows, this pro-
cess is understood as an infinite dimensional vector g =
[ g(0) g(1) . . . ]T and the corresponding kernel as an in-
finite dimensional matrix K. Then, the PDF of the pro-
cess is
p(g) ∝ exp
(
−g
TK−1g
2
)
(18)
where “∝” stands for “proportional to”. Practically one
can evaluate the r.h.s. of (18) with respect to the impulse
response g, which, with some abuse of notation, repre-
sents a realization of the process, truncating it according
to its practical length and taking the corresponding finite
dimensional sub-matrix 5 in K. In this Section we con-
sider a particular class of candidate impulse responses,
g ∈ Gp :=
{
gp(t), t ∈ N, s.t. Gp(z) = z2(z−p)(z−p¯)
p ∈ C |p| < 1 0 < ∠p < pi}
(19)
where
Gp(z) :=
∞∑
t=1
gp(t)z
−t.
Notice that each model in this class is uniquely charac-
terized by p, accordingly this class is isomorphic to the
upper part of the open unit circle.
Thus, we consider the PDF (18) conditionally to the
event g ∈ Gp,
p(g|g ∈ Gp) ∝
{
exp
(
− gTK−1g2
)
g ∈ Gp
0 g /∈ Gp.
As we shall see, there is a close connection between the
GPSD of the process g(t) and p(g|g ∈ Gp), suggesting
that indeed GPSDs whose stationary part concentrate
energy around specific frequency bands are well suited
to describe second order systems with modes in the same
band (i.e. the phase of p in (19)). Similarly, the same
applies to the decay rate, which relates to |p| in (19).
5.1 ECLS kernels
We consider the ECLS kernels
KECLSL (t, s) = e
α0(t+s)KL(t− s)
KECLSC (t, s) = e
α0(t+s)KC(t− s)
KECLSG (t, s) = e
α0(t+s)KG(t− s) (20)
5 It can be shown that this makes sense provided g belongs
to the RKHS H with kernel K.
where α0 = −0.1, β = 0.1 and ω0 = 3pi/5. In Figure 1
(top) we show the corresponding PSDs of the stationary
part. Then, we discretize these kernels with T = 1. The
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Fig. 1. PSD for the stationary part of the ECLS kernels
KECLSL , K
ECLS
C and K
ECLS
G with α0 = −0.1, ω0 = 3pi/5,
β = 0.1 (top) and β = 0.05 (bottom).
corresponding GPSDs have as support a circle with ra-
dius λ0 = e
α˜0T = 0.9 centered in zero, see left picture of
Figure 2. Since condition (14) holds, the shape of the dis-
cretized versions essentially reflect the continuous time
version in Figure 1 (top). This means that the statistical
=[z]
<[z]
=[z]
<[z]
Fig. 2. Support of the GPSD φ(z) in red for an ECLS kernel
(left) and for an integrated kernel (right). The unit circle is
depicted in transparent blue.
power at time t = 0 is concentrated in a neighborhood of
z0 = λ0e
jϑ0 , with ϑ0 = ω0, along the normalized angu-
lar frequency domain. In particular, the one of KECLSC is
more concentrated in z0 than the one of K
ECLS
L , and the
latter is more concentrated than the one of KECLSG . Fi-
nally we also consider the filtered kernel with ρ0 = 0.93
and ϑ0 = 3pi/5. The corresponding PDFs are depicted in
Figure 3(a). For all these kernels the impulse responses
taking high probability have a pole in a neighborhood of
p0 = λ0e
jϑ0 . Consistently with the GPSDs, the neigh-
borhood of high-probability of KECLSG is more spread
along ϑ than the one of KECLSL , and the latter is more
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(a)
(b)
(c)
Fig. 3. (a) PDF for processes having kernel KECLSL (first), K
ECLS
C (second) and K
ECLS
G (third) and filtered kernel (fourth).
Here, β = 0.1, λ0 = 0.9, ϑ0 = 3pi/5 and ρ0 = 0.93. (b) PDF for processes having kernel K
ECLS
L (first), K
ECLS
C (second)
and KECLSG (third) and filtered kernel (fourth). Here, β = 0.05, λ0 = 0.9, ϑ0 = 3pi/5 and ρ0 = 0.96. (c) PDF for processes
having kernel KINTL (first), K
INT
C (second) and K
INT
G (third) and integrated filtered kernel (fourth). Here, β = 0.05, λm = 0.4,
λM = 0.9, ϑ0 = 3pi/5 and ρ0 = 0.96.
spread along ϑ than the one of KECLSC . It is worth not-
ing that for the filtered kernel there is a neighborhood
of high-probability around a pole with phase close to
zero. Indeed, process g˜(t) at the input of F (z) gives high-
probability to impulse responses with pole whose phase
is close to zero, and F (z) does not sufficiently attenuate
these impulse responses at the output.
Decreasing β to 0.05, the statistical power at time t = 0
is more concentrated around z0 along the normalized
angular frequency domain, see Figure 1 (bottom). The
corresponding PDFs are depicted in Figure 3(b). Con-
sistently with the GPSDs, the neighborhood of high-
probability is more squeezed along ϑ. Regarding the fil-
tered kernel, ρ has been increased to 0.96; then the band-
width of F (z) is decreased. As a consequence, the neigh-
borhood of high-probability around the pole with phase
close to zero disappeared because F (z) now drastically
attenuate these impulse responses at the output.
5.2 Integrated kernels
We consider the integrated versions of (20)
KINTT (t, s) =
eαM (t+s) − eαm(t+s)
t+ s
KT (t− s)
where T ∈ {L,C,G}, αm = −0.92, αM = −0.1, β =
0.05 and ω0 = 3pi/5. Similarly as before, we discretize
these kernels with T = 1. The corresponding GPSDs
have as support an annulus inside the unit circle, where
the lower radius is λm = e
αm = 0.4 and the upper radius
λM = e
αM = 0.9, see Figure 2 (right). If we develop any
circle in the support, then we find the function of Figure
1 (bottom) up to a scaling factor. Therefore, the statis-
tical power at time t = 0 is concentrated in a neighbor-
hood of z0 which now is spread also along the decay rate
interval [λm, λM ]. The corresponding PDFs are depicted
in Figure 3 (c). Consistently with the GPSDs, the PDFs
are such that the neighborhood of high-probability prob-
7
ability around p0 is now also spread over the decay rate
domain. Note that, the integrated version of the filtered
kernel is obtained by feeding F (z), here ρ0 = 0.96, with
process g˜(t) with kernel the integrated TC kernel (15).
6 GPSD design for a special class of ECLS ker-
nels
In order to study in more detail the relation among the
(sample) properties of Bayes estimators, the frequency
domain description of the unknown impulse responses
(Fourier transform) and the properties of the kernel, we
shall now specialize to a particular class of priors on
g(t), admitting an ECLS kernel as in (9). Under this
restriction, the generalized Fourier transform takes the
form
c(α, ω) = c1(ω)δ(α− α0) (21)
where c1(ω) is a complex Gaussian process such that
E[c1(ω)c1(ω′)] = φ1(ω)δ(ω − ω′)
E[c1(ω)c1(ω′)] = 0, (22)
and φ1(ω) ≥ 0 denotes its PSD. Indeed,
E[c(α, ω)c(α′, ω′)]
= E[c1(ω)c1(ω′)]δ(α− α0)δ(α′ − α0)
= φ1(ω)δ(ω − ω′)δ(α− α0)δ(α− α′)
and φ(α, ω) = φ1(ω)δ(α−α0). By (4) and (21), it is not
difficult to see that
g(t) =
1
2
eα0t
∫ ∞
−∞
Gα0(ω)e
jωtdω. (23)
where Gα0(ω) := (c1(ω) + c1(−ω))/2. Accordingly,
Gα0(ω) is the Fourier transform of pi
−1e−α0tg(t):
Gα0(ω) =
∫ ∞
0
pi−1e−α0tg(t)e−jωtdt. (24)
The next Proposition characterizes the posterior mean
of g(t) in terms of the PSD φ1(ω).
Proposition 4 Consider the continuos time model
v(t) =
∫ ∞
0
g(s)u(t− s)ds, t ∈ R+ (25)
u(t) is the (known) measured input.
Let yN = [ y(1) . . . y(N) ]T be sampled noisy measure-
ments 6
y(k) := v(k) + e(k) k = 1, .., N
where e(k), k = 1, ..., N are i.i.d. zero mean Gaus-
sian with variance σ2, independent of g(t). Assuming
the prior distribution on g(t) is Gaussian with ker-
nel (9), the posterior mean E[g(t)|yN ] of g(t) given
yN = [ y(1) . . . y(N) ]T satisfies
E[g(t)|yN ] = 1
2
eα0t
∫ ∞
−∞
E[Gα0(ω)|yN ]ejωtdω (26)
where
E[Gα0(ω)|yN ] = φ1(ω)Uα0(ω)∗V −1α0 yN (27)
is the posterior mean of Gα0(ω) with
Vα0 =
∫ ∞
−∞
φ1(ω)Uα0(ω)Uα0(ω)
∗dω + σ2IN
Uα0(ω) =
1
2
∫ ∞
0
eα0suNs e
jωsds
uNs = [u(1− s) . . . u(N − s) ]T . (28)
Proposition 4 can be also adapted to the discrete time
case as follows:
Proposition 5 Consider a discrete time process g(t)
with ECLS kernel K(t, s) = λt+s0 K1(t − s), with 0 <
λ0 < 1 and t, s ∈ N. Then,
g(t) =
1
2
λt0
∫ pi
−pi
Gλ0(ϑ)e
jϑtdϑ
Gλ0(ϑ) =
∞∑
t=1
pi−1λ−t0 g(t)e
−jϑt.
Consider the discrete time OE model
y(t) =
∞∑
s=1
g(s)u(t− s) + e(t), t ∈ N
where u(t) is the measured input and e(t) is zero mean
white Gaussian noise with variance σ2, independent
of g(t) and assume φ1(ϑ) is the PSD of K1(t − s).
Then the posterior mean E[g(t)|yN ] of g(t) given
yN = [ y(1) . . . y(N) ]T is given by
E[g(t)|yN ] = 1
2
λt0
∫ pi
−pi
E[Gα0(ϑ)|yN ]ejϑtdϑ
6 For simplicity, here we assume that the sampling time
is T = 1.
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where
E[Gλ0(ϑ)|yN ] = φ1(ϑ)Uλ0(ϑ)∗V −1λ0 yN
is the posterior mean of Gλ0(ϑ) with
Vλ0 =
∫ pi
−pi
φ1(ϑ)Uλ0(ϑ)Uλ0(ϑ)
∗dϑ+ σ2IN
Uλ0(ϑ) =
1
2
∞∑
s=1
eλ0suNs e
jϑs
uNs = [u(1− s) . . . u(N − s) ]T .
For simplicity in what follows we consider the discrete
time case, but the same observations hold for the con-
tinuous time case. Proposition 5 shows that the absolute
value of the posterior mean of Gλ0(ϑ) is proportional to
φ1(ϑ) (frequency wise). To understand better this fact,
we consider a data record ZN of length N = 500 gener-
ated by the discrete time model (1) with transfer func-
tion having poles in 0.936, −0.45 ± 0.8, −0.25 ± 0.85
and zeros in 0.16, −0.8± 0.4. Since the dominant pole is
0.936, we take λ0 = 0.94. In this way pi
−1λ−t0 g(t) admits
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Fig. 4. Fourier transform of pi−1λ−t0 g(t).
Fourier transform Gλ0(ϑ), see Figure 4.
We consider the posterior mean estimators of g(t) with
three different sampled version of kernel (9) with T = 1.
In particular we choose α0 = log(λ0), and φ1(ω) takes
one of the following three shapes:
• φ1(ω) = φL0(ω) = 2β/(pi(β2 + ω2))
• φ1(ω) = φL(ω) = φ˜L(ω) + φ˜L(−ω) with φ˜L as in (8)
• φ1(ω) = φM (ω) = φL0(ω) + φL(ω) (a mixture kernel
inspired by (Chen et al., 2014)).
We shall denote, correspondingly, with gL0(t), gL(t) and
gM (t) the three estimators.
The hyperparameters of the kernel are estimated from
the data by minimizing the negative log-likelihood (e.g.
the ones for gM (t) are β, ω0 and the scaling factor). In
Figure 5, the Fourier transform of the estimates, as well
as the absolute errors are depicted. It is clear that gM (t)
provides the best approximation of g(t). In particular,
compared to gL0(t) and gL(t), it improves the approxi-
mation at low (ϑ ' 0), medium (ϑ ' 1) and high (ϑ ' pi)
normalized angular frequencies. In Figure 6, the PSDs
φL0(ϑ), φL(ϑ) and φM (ϑ) of the stationary part of the
three discretized kernels are depicted. Note that φL0(ϑ),
φL(ϑ) and φM (ϑ) are the periodic repetition (up to a
scaling factor) of φL0(ω), φL(ω) and φM (ω), respectively,
with period 2pi. It can be noticed that, only φM follows
the shape of |Gλ0(ϑ)|. This confirms the intuition that,
if the PSD of the stationary part of the kernel has a sim-
ilar shape of |Gλ0(ϑ)|, then we expect the corresponding
estimate of g(t) is good. Hence this provides guidelines
as to how the (stationary part of the) kernel should be
designed; in particular, it should mimic the frequency
response function G†λ0(ϑ) of pi
−1λ−t0 g
†(t) where g†(t) is
the “true” impulse response function.
Note that that optimality of the stationary part of the
kernel is coupled with the choice of the decay λ0; in prac-
tice, estimating the hyperparameters using the marginal
likelihood estimator allows to optimize jointly λ0 and
the stationary part φ1(ω).
Note also that, for the discussion above to make sense,
λ−t0 g
†(t) should admit a Fourier transform, which im-
poses constraints on λ0. To the purpose of illustration,
let us postulate that g†(t) =
∑∞
k=1 aie
αit cos(δit) with
αi ∈ R−, i.e. g†(t) is a sum of damped sinusoids, then
(23)-(24) hold if and only if
αmax := max
i≥1
αi < α0 := log(λ0). (29)
For instance, the TC kernel, i.e. stable spline kernel of
order one, is defined as KTC(t, s) = e
−γmax{t,s} with
γ > 0 which can be written in the form (9) choosing
α0 = −γ/2 and φL(ω) in (8) with β = γ/2, therefore
condition (29) becomes αmax < −γ/2. Furthermore, the
SS kernel, i.e. stable spline kernel of order two, is defined
KSS(t, s) =
e−γ(t+s) − e−γmax{t,s}
2
− e
−3γmax{t,s}
6
;
we can rewrite it as (9) by choosing α0 = −3γ/2 and
φ1(ω) =
e−
γ
2 |t−s|
2
− e
− 32γ|t−s|
6
,
therefore condition (29) becomes αmax < 3γ/2. It is in-
teresting to note that the two conditions above coincide
with the conditions derived in Pillonetto et al. (2010) for
9
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Fig. 6. PSD, in decibel, of the stationary part of the kernels
corresponding to gL0(t), gL(t) and gM (t).
the posterior mean estimator to be statistically consis-
tent, namely:
γ <
−2αmax
2m− 1 ,
where m is the order of the stable spline kernel. In-
deed, if (23)-(24) hold then the hypothesis space is en-
dowed by a probability density which is strictly positive
at the “true” system g†(t); under this condition it can be
proved that the posterior mean estimator almost surely
converges to g†(t). A similar reasoning can be applied to
the discrete time case.
7 Kernel approximation
Kernel approximation is widely used in machine learning
and system identification to reduce the computational
burden. Next, we show that the GPSD represents a pow-
erful tool for this problem. To this purpose, note that
the process ga(t) in (3) can be understood as an approx-
imation of process g(t) in (4). In particular, its kernel
function is
Ka(t, s) =
1
2
Nα∑
i=1
Nω∑
k=1
φike
αi(t+s) cos(ωk(t− s)).
We define zα,ω(t) = e
αt[ cos(ωt) sin(ωt)]>, then
Ka(t, s) =
1
2
Nα∑
i=1
Nω∑
k=1
φikzαi,ωk(t)
>zαi,ωk(s). (30)
The computational burden of the identification proce-
dure based on Ka(t, s) is related to the number of points
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Nα and Nω, which can thus be chosen to trade off ker-
nel approximation and computational cost. For fixedNα
and Nω, the quality of the approximation Ka(t, s) ≈
K(t, s) depends on the choice of the φik’s, which will be
now discussed. First of all, let us observe that (6) can be
approximated as follows:
K(0, 0) ≈ 1
2
Nα∑
i=1
Nω∑
k=1
∆αi∆ωkφ(αi, ωk) (31)
where ∆αi = αi+1 − αi, ∆ωk = ωk+1 − ωk with αi+1 >
αi, ωk+1 > ωk. On the other hand, we have
Ka(0, 0) =
1
2
Nα∑
i=1
Nω∑
k=1
φik. (32)
Matching (31) and (32), we obtain
φik = ∆αi∆ωkφ(αi, ωk).
An alternative way to approximate K(t, s) takes inspi-
ration from the random features approach for stationary
kernels (Rahimi & Recht, 2007). Observe that (5) can
be rewritten as
K(t, s) =
K(0, 0)
2
E[zα,ω(t)>zα,ω(s)] (33)
where E[·] is the expectation operator taken with respect
to the PDF p˜(α, ω) = K(0, 0)−1φ(α, ω). Then, we can
approximate (33) with
Ka(t, s) =
γ
2
Nα∑
i=1
Nω∑
k=1
φikzαi,ωk(t)
>zαi,ωk(s)
where φik’s are drawn from p˜(α, ω) and the constant γ
satisfies γ = 12
∑Nα
i=1
∑Nω
k=1 φik.
7.1 Numerical experiments
Data set. We generate 1000 discrete time SISO systems
of order 30. The poles are randomly generated as fol-
lows: 75% have phase randomly generated over an in-
terval of size pi/6 centered in ϑ0 ∼ U [pi/4, 3/4pi] and
absolute value ∼ U [0.8, 0.95]; the remaining poles are
generated uniformly inside the closed unit disc of radius
[0, 0.95]. For each system a data set of 230 points is ob-
tained feeding the linear system with zero mean, unit
variance, white Gaussian noise and corrupting the out-
put with additive zero mean white Gaussian noise so as
to guarantee a signal to noise ratio equal to 10.
Simulation setup and results. We consider model (1)
with G(z) =
∑n
t=1 g(t)z
−t where n = 100 is the practi-
cal length. We consider several estimators of g(t) which
differ on the choice of the kernel describing the prior dis-
tribution on g(t). In particular we shall use the following
subscripts:
• L0 for estimator which uses the kernel KINTL with
ω0 = 0;
• L0A as above but withKINTL approximated using (30)
with Nω = 5 and Nα = 3;
• L for estimator which uses the kernel KINTL ;
• LA as above but with KINTL approximated using (30)
with Nω = 5 and Nα = 3;
The subscripts G0, G0A, G, GA and C0, C0A, C, CA
will have the same meaning as above but with respect to
kernel KINTG and K
INT
C respectively. Note that all hy-
perparameters (e.g. αm, αM , β, ω0 and the scaling factor
for KINTL ) are estimated from the data by minimizing
the negative log-likelihood. To evaluate the various ker-
nels, the impulse response estimates gˆ(t), t = 1 . . . n, are
compared to the true one, i.e. g(t), by the average fit
AF = 100
(
1−
√∑n
t=1 |gˆ(t)− g(t)|2∑n
t=1 |gˆ(t)− g¯|2
)
, g¯ =
1
n
n∑
t=1
g(t).
The distribution of the fits are shown by box-plots in
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Fig. 7. Box-plots of the 1000 average fits.
Figure 7: L0 and C0 estimators are outperformed by
their approximated versions. In the remaining cases the
approximated versions provides similar performance to
the exact version.
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8 Conclusions
In this paper we have introduced the harmonic represen-
tation of kernel functions used in system identification.
In doing that, we have introduced the GPSD which rep-
resents the generalization of the power spectral density
used for the harmonic representation of stationary ker-
nels. We have showed by simulation that the GPSD car-
ries similar information that we can find in the PDF of
the process over the class of second-order systems. More-
over, we have characterized the posterior mean in terms
of the GPSD for a special class of ECLS kernels. Finally,
we have showed that the GPSD provides a powerful tool
to approximate kernels function, and thus to reduce the
computational burden in the system identification pro-
cedure.
Appendix
Proof of Proposition 1
Rewriting
g(t) =
1
2
∫ 0
−∞
∫ ∞
−∞
eαt[c(α, ω)ejωt + c(α, ω)e−jωt]dωdα
then we have
K(t, s) = E[g(t)g(s)]
=
1
4
∫ ∞
−∞
∫ ∞
−∞
∫ 0
−∞
∫ 0
−∞
eαt+α
′s
× {E[c(α, ω)c(α′, ω′)]ejωt+jω′s
+ E[c(α, ω)c(α′, ω′)]ejωt−jω
′s
+ E[c(α, ω)c(α′, ω′)]e−jωt+jω
′s
+ E[c(α, ω) c(α′, ω′)]e−jωt−jω
′s}dαdα′dωdω′
=
1
4
∫ ∞
−∞
∫ ∞
−∞
∫ 0
−∞
∫ 0
−∞
eαt+α
′sφ(α, ω)δ(α− α′)
× δ(ω − ω′)[ejωt−jω′s + e−jωt+jω′s]dαdα′dωdω′
=
1
4
∫ ∞
−∞
∫ 0
−∞
eα(t+s)φ(α, ω)[ejω(t−s) + e−jω(t−s)]dαdω
=
1
2
∫ ∞
−∞
∫ 0
−∞
eα(t+s)φ(α, ω) cos(ω(t− s))dαdω.
2
Proof of Proposition 2
Let K(t, s) be the kernel of gc(t). Define
ht+s(t− s) := K(t, s). (34)
Then, by (5) we have
hs(t) =
1
2
∫ 0
−∞
∫ ∞
−∞
φc(α, ω)e
αsejωtdωdα
=
1
2pi
∫ ∞
−∞
∫ 0
−∞
piφc(α, ω)e
αsdα︸ ︷︷ ︸
:=Hs(ω)
ejωtdω,
accordingly Hs(ω) is the Fourier transform of hs(t).
Now, we consider hds(k) := hs(kT ), k ∈ N, which is the
sampled version of hs(t) and T is the sampling time.
Therefore,
hds(k) =
1
2pi
∫ pi
−pi
Hds (ϑ)e
jϑkdϑ (35)
where ϑ = ωT is the normalized angular frequency and
Hds (ϑ) :=
1
T
∑
l∈Z
Hs(T
−1(ϑ− 2pil)).
Setting n ∈ N, we have
HdnT (ϑ) :=
1
T
∑
l∈Z
HnT (T
−1(ϑ− 2pil))
=
∫ 0
−∞
pi
T
∑
l∈Z
φc(α, T
−1(ϑ− 2pil))eαTndα
=
∫ 1
0
pi
1
λT 2
∑
l∈Z
φc(T
−1 log λ, T−1(ϑ− 2pil))︸ ︷︷ ︸
=φd(λ,ϑ)
λndλ
(36)
where we used the substitution λ = eαT . Substituting
(36) in (35) and in view of (34), we obtain
K(kT, nT ) =
1
2
∫ 1
0
∫ pi
−pi
φd(λ, ϑ)λ
k+nejϑ(k−n)dϑdλ.
In view of the discrete time harmonic representation
(12), we conclude that φd is the GPSD of the sampled
kernel K(kT, nT ) corresponding to process gd. 2
Proof of Proposition 4
By (23), we trivially have (26). Then,
E[Gα0(ω)|yN ] = E
[
c1(ω) + c1(−ω)
2
∣∣∣∣∣ yN
]
=
E[c1(ω)|yN ] + E[c1(−ω)|yN ]
2
(37)
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where
E[c1(ω)|yN ] = E[c1(ω)(yN )T ]E[yN (yN )T ]−1yN
E[c1(−ω)|yN ] = E[c1(−ω)(yN )T ]E[yN (yN )T ]−1yN .
By (25), we have
v(t) =
∫ ∞
−∞
c1(ω) + c1(−ω)
2
Uα0,t(ω)dω,
where we exploited relation (23) and
Uα0,t(ω) :=
1
2
∫ ∞
0
eα0su(t− s)ejωsds.
Let k, n = 1 . . . N . It follows that
E[c1(ω)y(k)] =
∫ ∞
−∞
E[c1(ω)c1(ω′)] + E[c1(ω)c1(−ω′)]
2
× Uα0,k(ω′)dω′ + E[c1(ω)e(k)]
=
1
2
φ1(ω)Uα0,k(ω)
where we exploited (22) and the fact that Uα0,t(ω) is an
Hermitian function. Moreover,
E[y(k)y(n)] =
∫ ∞
0
∫ ∞
0
g(t′)u(k − t′)g(s′)u(n− s′)dt′ds′
+ σ2δk−n. (38)
Substituting (23) in (38) and using (22), we obtain
E[y(k)y(n)] =
1
2
∫ ∞
−∞
φ1(ω
′)Uα0,k(ω
′)Uα0,n(ω′)dω
′
+ σ2δk−n
where we exploited the fact that φ1(ω) = φ1(−ω).
Since Uα0(ω) = [Uα0,1(ω) . . . Uα0,N (ω)]
T , we have that
E[c1(ω)(yN )T ] = φ1(ω)Uα0(ω)∗/2 and
E[c1(ω)|yN ] = φ1(ω)Uα0(ω)∗V −1α0 yN (39)
where Vα0 has been defined in (28). In similar way, it
can be proven that
E[c1(−ω)|yN ] = φ1(ω)Uα0(ω)∗V −1α0 yN . (40)
Finally, substituting (39) and (40) in (37) we obtain
(27). 2
Proof of Proposition 5
The proof is similar to the one of Proposition 4. 2
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