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Introdução 
... 
Contrariando o título desta dissertação, daremos alguns resultados básicos da 
teoria de semigrupos na forma em que são usualmente empregados no estudo das 
diferenciais parciais doi tipo de evolução. Mais especificamente, escolheremos a 
equação do calor pelo interesse matemático. A equação do calor é o modelo das 
equações parabólicas e o operador Laplaciano, ~' é o exemplo mais natural do ge-
rador de um semigrupo analítico. 
Como veremos, a teoria de semigrupos não termina meramente com os resul-
.tados de existência e unicidade mas, também, constitui-se em uma ferramenta útil 
para atacar outros tipos de problemas. 
A preocupação que norteou este trabalho foi, sempre que possível, de funda-
mentar a resolução e o estudo da equação do calor. O que justifica este caráter é, 
por exemplo, o uso do teorema de Friedrichs para esclarecer a escolha do domínio 
do operador ~ na resolução do problema linear do calor. 
O primeiro capítulo ocupa-se de apresentar os resultados necessários da análise 
funcional, teoria de Semigrupos e equações de evolução abstratas. Daremos apenas 
algumas demonstrações dos resultados que não constam de· uma bibliografia organi-
zada. 
O segundo capitulo é, de modo natural, uma aplicação do Capitulo 1. Neste 
são tratadas questões relativas às equações linear e não-linear do calor no sentido 
da existência local e global, unicidade e "blow-up" para tempo finito. 
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Capítulo 1 
Preliminares 
Nas seções que se seguem apresentaremos um resumo dos resultados necessários 
para o estudo e resolução da equação do calor que serão feitos no Capítulo 2. 
§1.1 Alguns Resultados Abstratos 
Listaremos neste parágrafo alguns resultados clássicos da análise funcional que 
serão fundamentais para o desenvolvimento deste trabalho. As demonstrações são 
encontradas em [Taylor]. Denotaremos por L( X, Y) o espaço dos operadores lineares 
contínuos do espaço Banach X no espaço de Banach Y. 
Teorema 1.1.1 (Teorema do ponto fixo de Banach). Seja (E,d) um espaço métrico 
completo e f : E ---t E uma aplicação tal que existe k E [0, 1) que verifica 
d(f(x),J(y)) < kd(x,y) para todo (x,y) E Ex E. Então existe um único ponto 
x0 E E tal que f(x 0 ) = xo 
Teorema 1.1.2 (Teorema do Gráfico Fechado) Sejam X e Y dois espaços de Banach 
e A: X ---t Y uma aplicação linear. Então A E L( X, Y) se e somente se o gráfico de 
A é fechado em X x Y 
§1.2 Espaços de Sobolev 
Seja n um conjunto aberto do F. Se a = (a17 ••• , an) E JNn, chamaremos 
comprimento de a ao número la I = al + ... + an e denotaremos, por na o operador 
diferenciação 
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Designaremos por cm(n) o conjunto das funções m vezes continuamente dife-
renciáveis em n, a valores reais ou complexos. Por coo(n) indicaremos a intersecção 
de todos os Cm(n), m E IN. 
Seja a função f: n-+ IR (ou C). 
Definição 1.2.1 O suporte de j, suppf, é menor fechado que contém o conjunto 
{x E n; f(x) # 0}. 
Denota-se por Ccf(n) ou D(n) ao conjunto das funções pertencentes a coo(n) 
cujos suportes são compactos contidos em n. 
Definição 1.2.2 Seja 4>i uma sequência de elementos de D(n), e seja 4> E D(n). 
Dizemos que 4>i converge para 4> e denotamos por 4>i -+-+ 4> se : i) existe um com-
pacto k contido em n tal que para todo j, o suporte de 4>i está contido em K; ii) 
para cada a E INn, a sequência D 01 4>i converge uniformemente para D 01 4> em n. 
Chamamos distribuição sobre n a qualquer forma linear T : D(n) -+ IR (ou 
C) que é contínua no seguinte sentido: se 4>i -+-+ 4>, então T( 4>i) -+ T( 4>) em IR (ou 
C). Representamos o número complexo T(<p) por (T,<p), <p E D(n). 
É de fácil verificação que se T e S são duas distribuições sobre n então T + S e 
aT, a E C, são também distribuições sobre n. Portanto, a coleção das distribuições 
sobre n é um espaço vetorial denotado por D'(n). 
Definição 1.2.3: Seja k = (kt, ... , km) com 1 :::; m :::; n com m e n E IN. A 
derivada de ordem k de uma distribuição T sobre n, é o funcional D"T definido em 
D(n) por 
Vemos que toda distribuição sobre n possui derivadas de todas as ordens, que 
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também são distribuições sobre O, visto que, cp E n(!l). 
Dada uma função f E LL0 c(!l) fica bem determinada a distribuição 
T,: n(n)-+ C sobre !l dada por 
T,(cp) =lo f(x)cp(x)dx Ycp E n(!l) 
A partir do lema deDu Bois Raymond, a saber: seja f E LLod!l) então, r,= o se, 
e somente se, f = O, quase sempre em !l; que as distribuições T1 são univocamente 
determinadas por f. Deste modo n'(!l) possui um subespaço o qual é identificado 
com o espaço LL0 c(!l) via a aplicação injetora u 1--+ Tu. Deste modo, identifica-
se Tu à função u que a define. Vemos assim, que as funções (classes) de LL0 c(!l) 
possuem derivadas de todas as ordens no sentido de distribuições. Entretanto, há 
distribuições não definidas por funções localmente integráveis, como no caso da dis-
tribuição de Dirac 8. 
Para funções f E .V(!l); p E [1, oo] vemos que estas possuem derivadas de to-
das as ordens no sentido de distribuição via a aplicação f~---+ T1. Logo na f= na(T,) 
para todo a= (ab···,am) m ~ 1. Assim, quando f E LP(!l), p E [1,oo] e na! é 
uma distribuição definida por uma função de LP(!l). A próxima definição baseia-se 
neste fato. 
Definição 1.2.4. Sejam m E IN e p E [1, oo], definimos o espaço de Sobolev 
wm•P(fl) por: 
Onde por na f E LP(!l) entendemos que existe g E LP(!l) tal que na f = nar, = Tg. 
O espaço wm,p(!l) torna-se de Banach quando munido da norma 
( I: llnaJIIt,.)1fp, 1 ~ P < 00 
lal~m 
Denotamos por w:·P(fl) ao fecho de n(n) em wm·P(!l). Se n = m;n então 
w:·P(fl) = wm,p(!l). Se n "I m;n então w~·P(fl) "I wm·P(!l). Veja [Giglioli], 
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pág. 333. Quando p = 2, usualmente denotamos wm•2(íl) por nm(n) e W~'2(íl) 
por H[:(íl). 
Para Hm(n) utilizaremos a norma 
llfllnm = (L llDaflli2)112 
lal$m 
que torna Hm(n) um espaço de Hilbert real munido do produto interno 
Quando n é limitado, existe uma constante C(íl) tal que 
llullv < C(íl)jjV'ullv, para todo u E HJ(íl) 
A desigualdade acima é conhecida como desigualdade de Poincaré. 
Assim, é mais comodo munirmos o espaço HJ(íl) com o produto interno: 
(u, v} = fo V'uV'vdx 
Proposição 1.2.5 (Regra de Cadeia) Seja f : IR --+ IR uma função C 1 por partes 
com f' E V>O(IR). Seu E W1•P(íl) então f.u E W 1•P(f2) e além disso, se L denota o 
conjunto onde f não é diferenciável temos que, 
D(f.u) = { f'(u)Du Seu f/. L 
O Seu E L 
Dem. Veja [Gilbarg e Trundiger) teorema 7.8, pág 153. O 
Corolário 1.2.6 Seja p E [1, oo). Então para toda u E W 1·P(íl) temos que u+, u-, lul 
pertencem a W 1•P(íl) e além disso 
D + = { Du , u > O D _ = { O , u ~ O 
u O , u < O ' u Du u < O 
4 
{ 
Du 
eDjuj = O 
-Du 
,u>O 
,u=O 
,u<O 
Observação 1.2. 7: A regra da cadeia dada pela proposição 1.2.5 pode ser esten-
dida para o espaço W~·P(f2) bastando para isso que f também satisfaça f(O) = 0 
§1.3 Funções integráveis 
Sejam X um espaço de Banach e I um intervalo de IR. 
Definição 1.3.1: Uma função f : I -+ X é mensurável se existem um conjunto 
E C I de medida nula e uma sequência fn : I -+ X; fn E Co( I, X) tais que 
fn(t) -+ J(t) quando n-+ oo e t E 1\E 
Observação 1.3.2 Se f: I-+ X é mensurável então 11/11 :I-+ IR é mensurável. 
Definição 1.3.3: Seja f : I -+ X uma função mensurável. Dizemos que f 
é integrável se existe uma sequência Un)neN de funções de C0 (I, X) tais que 
f llfn - /li -+ O quando n -+ oo e a integral de f em I é o elemento h f E X. 
Proposição 1.3.4 (Teorema de Bochner) Seja f : I -+ X mensurável, f é integrável 
se e somente se II/I I é integrável. 
Além disso, 
11 f !11 < f 11/11 
Teorema 1.3.5 (convergência dominada de Lebesgue) Seja Un) uma sequência 
de funções integráveis de I em X que converge quase sempre para uma função 
f: I-+ X. Se existe uma função integrável g :I-+ IR tal que 11/nll < g para todo 
n, então f é integrável e 
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§1.4 Os espaços LP(I, X) 
Sejam X um espaço de Banach e I intervalo de reta 
Definição 1.4.1 Seja p E [1, oo]. Denotamos por LP(I, X) as classes de funções 
f: I--+ X mensuráveis tais que t--+ llf(t)ll pertencem a V(J). 
Para toda f E LP(I,X) definimos 
llfllLP 
llfllLoo 
(j llf(t)llPdt)1fp, 1 < p < 00 
sup essllf(t)ll 
tE/ 
Proposição 1.4.2: (V( I; X), ll·llv) é um espaço de Banach. 
Dem: Análogo ao caso real O 
Observação 1.4.3 Se I é limitado e 1 < q S p < oo então V(I, X) C L9(I, X). 
§1.5 Os espaços W 1·P(J,X) 
Denotamos por D'(I, X) o espaço das distribuições vetoriais, L(D(I), X), sobre 
I a valores em X. 
Seja T pertencente a D'(I, X) definimos a sua derivada T' pertencente a 
D'(I,X) por 
(T', cp) = -(T, cp), Vcp E D(I) 
Definição 1.5.1 Seja 1 < p < oo. Denotamos por W 1·P(I,X) o conjunto das 
classes de funções f pertencentes a LP(I, X) tais que f' E V( I, X) no sentido de 
distribuições. Para toda f E W1·P( I, X) definimos 
llfllwt.p = llfllv + llf'llv 
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Proposição 1.5.2 (W1·P(I, X); ll.llwl,p) é um espaço de Banach. 
Dem: Análogo a caso real. Veja [Brezis). O 
Proposição 1.5.3: Suponha que X é um espaço de Banach reflexivo, seJam 
p E [1, oo) e f E W 1·P(I, X). Então f E W 1•P(I, X) se, e somente se, existe 
c.p E V( I, R) tal que 
llf(r)- f(t)ll < 11.,. c.p(s)dsl para todo t,r E I 
e neste caso, 
II!'IILP(I,X) ~ II~PIILP(I,R) 
Dem: [Cazenave] O 
Corolário 1.5.4: Seja X um espaço de Banach reflexivo e seja f : I -+ X uma 
função Lipschitziana e limitada. Então f E W 1•00(I, X) e llf'IILoo ~ K, onde K é a 
constante de Lipschitz de f. 
Dem: Basta tomar c.p(s) = k no teorema anterior, onde k é a constante de Lipschitz 
de f O 
§1.6 Semigrupos de Operadores Lineares Contínuos. 
Daremos neste parágrafo alguns resultados a respeito de semigrupos de classe 
CO sobre um espaço de Banach. Denotaremos por X um espaço de Banach real e 
L(X) o espaço de todos os operadores lineares contínuos de X em X com a norma 
usual 
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IIT(x)ll 
IITII = sup{ llxll ; x =I O em X} 
Definição 1.6.1: Uma farrn1ia a um parâmetro de operadores lineares contínuos 
{T(t); t ~ O} C L( X) é chamada um semigrupo de operadores lineares fortemente 
contínuos, ou simplesmente, um C0-semigrupo, se satisfaz as seguintes condições: 
i)T(t)T(s) = T(t + s) para t,s ~O 
ii)T(O) =I 
iii)limT(t)x = x, para cada x E X. 
t!O 
Além disso, se 
a) IIT(t)ll ::; M, para todo t > O, dizemos que {T(t), t ~ O} é uniformemente 
limitado. 
h) Se no ítem (a), M = 1, dizemos então que {T(t), t ~O} é de contrações. 
c) Se IIT(t)- 111--+ O quando t lO, este semigrupo é chamado uniformemente 
contínuo, isto é, T(t)x--+ x quando t lO uniformemente para llxll ::; 1. 
Observação 1.6.2: As propriedades (i) e (iii) implicam que a função t 1-+ T(t)x é 
contínua em [0, +oo) para cada x E X 
Definição 1.6.3: Seja T(t) um C 0-semigrupo definido sobre X. O gerador infini-
tesimal A de T(t) é um operador linear definido por 
. T(h)x- x 
Ax = hm h parax E D(A) 
h!O 
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Onde D(A) = {x E X;limT(h):- x existe em X} 
h!O 
Proposição 1.6.4 Seja T(t) um C 0-semigrupo e A seu gerador infinitesimal. 
Então: 
1) Existem constantes w > O e M ~ 1 tais que 
IIT(t)ll ~ M ewt 
2) Para todo x E D(A), T(t)x E D(A) e~ T(t)x = AT(t)x = T(t)Ax, isto é, 
se x E D(A) então T(·)x E C 1([0, oo ); X) e u(t) = T(t)x é solução do problema de 
valor inicial 
{ 
ü(t) = Au(t) ; t ~ O 
u(O) = x ;x E D(A) 
3) D(A) é denso em X e A é um operador linear fechado. 
Dem: [Pazy) O 
Da definição 1.6.3 está claro que o semigrupo T(t) possui um único gerador 
infinitesimal. Por outro lado, se um operador linear A gera um semigrupo então 
este é único. Isto é a consequência da próxima proposição. 
Proposição 1.6.5: Sejam T(t) e S(t) C0-semigrupos de operadores lineares com 
geradores infinitesimais A e B. Se A= B então T(t) = S(t). 
Dem: [Pazy) O 
Exemplo 1.6.6 T(t) = eAt para t E [0, oo) e A E L( X) tem gerador infinitesimal 
A e D(A) =X 
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Uma pergunta natural que surge é sob quais condições um semigrupo de ope-
radores T(t) é da forma eAt com A E L(X). A resposta a esta questão é dada pelo 
próximo resultado. 
Proposição 1.6. 7: Um operador linear A é gerador de um semigrupo uniforme-
mente contínuo se, e somente se, A é um operador linear limitado. 
Dem [Pazy] O 
Tendo em vista este resultado concentraremos nossa atenção para os semigru-
pos fortemente contínuos, ou simplesmente, C 0-semigrupos. 
§1. 7 O Teorema de Hille-Yosida 
Vimos no ítem (2) da proposição 1.6.4 que se x E D(A) então a função u(t) = 
T(t)x resolve 
{ 
ú(t) = Au(t) 
u(O) = x 
t ~o 
Portanto, um semigrupo está associado a uma equação de evolução e ele a resolve. 
Então, a questão que surge é saber sob que condições o problema de valor inicial 
{ 
du 
dt 
u(ô) 
= Au(t) t~O 
=x 
tem solução dada por u(t) = T(t)x. Onde T(t) é um C0-semigrupo. Para respon-
der a esta pergunta estudaremos quando é que um problema de valor inicial, como 
acima, é "bem posto". 
Definição 1.7.1: Seja X um espaço de Banach uma solução da equação 
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(1.7.1) { 
du 
dt = Au 
Onde A é um operador linear com domínio, D(A), denso em X, é uma função u(t) 
definida em um intervalo [0, T]. Satisfazendo as condições: 
i)u(t) E D(A) para cada t E [0, T] 
i i) Para cada t E [0, T] existe a derivada u'(t) de u(t) 
iii) A equação u'(t) = Au(t) está satisfeita para todo t E [0, T]. 
O problema de valor inicial ou de Cauchy em [0, T] significa o problema de 
encontrar uma solução da equação (1.7.1) sobre [0, T] satisfazendo a condição inicial 
u(O) = x E D(A). 
Definição 1. 7.2 O problema de Cauchy está bem posto em algum intervalo [0, 1] 
se: 
1) Para todo x E D(A) existe uma única solução definida neste intervalo. 
2) Esta solução depende continuamente da condição inicial, no sentido que se 
un(O) ~O então un(t) ~O para tE [0, /] 
Observação 1. 7.3: Se o problema está bem posto em algum intervalo [0, 1], então 
ele está bem posto em todo semi-eixo [0, +oo) 
De fato, suponha que u(t) seja uma solução do problema 
{ 
du 
dt 
u(O) 
em [0,/], seja v(t) solução da equação 
=Au 
= uo 
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du 
-=Au 
dt 
com condição inicial v(O) = u('y) E D(A). 
Defina 
wt -{u(t) ,tE[O,/] 
( ) - v(t) , t = I+ r, T E (0, !) 
Logo, w(t) é uma solução do problema 
sobre [0, 21]. 
{ 
dw 
dt 
w(O) 
=Aw 
= uo 
Se un(O) --+ O então un('Y) --+ O. O que significa que un(t) e vn(t) tendem a 
zero para todos t e r pertencentes ao intervalo [0, 11· Logo, wn(t) --+ O para todo t 
pertencente a [0, 21]. Repetindo o processo provamos sobre [0, +oo) O 
Considere agora um problema bem posto. Seja operador T(t) que associa a cada 
condição inicial x E D(A) o valor da solução u(t) no instante t > O, x ~---+ T(t)x. 
A família de operadores { T( t), t 2: O} assim definida é um semigrupo de ope-
radores lineares contínuos. 
Porém se adotamos uma definição mais forte para "bem-posto" definiremos 
uma outra classe de operadores lineares contínuos sobre X, a saber, operadores li-
neares fortemente contínuos. 
Definição 1. 7.5: Um problema de valor inicial bem-posto é dito ser uniformemente 
bem-posto se un(O) --+ O então un(t) --+ O uniformemente em t pertencente a cada 
intervalo [0, T] 
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Proposição 1. 7.6: Se o problema é uniformemente bem-posto, para cada x E X 
então, 
Dem: [Krein]. O 
limT(t)x = x 
t!O 
Teorema 1. 7.8: Para que o problema 
{ 
du 
- =Au 
dt 
u(O) = u0 E D(A) 
onde A é um operador fechado, seja uniformemente bem-posto, é necessário e sufi-
ciente que A seja o gerador de um C 0-semigrupo. 
Dem: [Krein] O 
Assim, a questão natural que surge neste ponto é saber quais operadores A ge-
ram CO-semigrupos. A resposta para esta pergunta é dada pelo seguinte resultado 
fundamental que daremos a seguir. Antes definiremos algumas noções. Se A é um 
operador linear, não necessariamente limitado, sobre X, o conjunto resolvente p(A) 
de A é o conjunto de todos os núme!os complexos À para os quais o operador Àl- A 
é inversível, isto é, (ÀI- A)-1 é um operador linear limitado definido em todo o 
espaço X. O resolvente, de A é a função À E p(A) ~---+(À!- A}-1 = R(À: A) 
Teorema 1.7.9 (Hille-Yosida). Um operador linear A sobre X é o gerador infinite-
simal de um C0-semigrupo T(t) satisfazendo 
IIT(t)ll ~ Mewt 
Se, e somente se, 
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i)A é fechado e D(A) é denso em X 
ii) O conjunto resolvente, p(A), de A contém o intervalo (w,+oo) e 
I IR( À: A til < (À ~w)n para todo À> w e n = 1, 2, ... 
Dem [Pa.zy]. O 
Observação 1. 7.11: O teorema de Hille-Yosida fornece uma caracterização do gera-
dor infinitesimal de um C0-semigrupo. Para obtermos tal caracterii:ação é suficiente 
caracterizar o gerador infinitesimal de um C0-semigrupo de contrações, bastando 
para isso introduzirmos uma norma equivalente ao espaço de Banach X de modo 
que, na nova norma o C0-semigrupo torne um C0-semigrupo de contrações. Veja-
mos com mais detalhes. Seja T(t) um C0-semigrupo, então pela proposição 1.6.4, 
existem constantes M >O e w >O tais que IIT(t)ll ~ Mewt. Considere o seguinte 
C0-semigrupo S(t) = e-wtT(t). Então, 
IIS(t)ll < M. 
Defina 
lxl = sup IIS(t)xll 
t~O 
então 
llxll ~ lxl ~ Mllxll 
E portanto, 1·1 é uma norma em X equivalente a norma original 11·11 sobre X. Além 
disso 
IS(t)xl = sup IIS(s)S(t)xll < sup IIS(r)xll = lxl 
a~O r~O 
isto é, S(t) é um C0-semigrupo de contrações sobre X munido da norma 1·1· 
É fácil verificar que A é um gerador infinitesimal de T(t) se, e somente se A-wl 
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é o gerador infinitesimal de S(t). 
Então, para finalizar mencionaremos a citada caracterização do gerador infini-
tesimal de um C 0-semigrupo de contrações. 
Teorema 1. 7.12 (Hille-Yosida): Um operador linear A é o gerador infinitesimal de 
um C0-semigrupo de contrações T(t), t 2:: O, se, e somente se, 
i)A é fechado e D(A) =X 
ii) O conjunto resolvente, p(A), de A contém R+ e para À >O, 
IIR(À: A)ll < l-
Dem [Pazy]. O 
Corolário 1. 7.13: Seja A o gerador infinitesimal de um C0-semigrupo de contrações 
T(t). O conjunto resolvente de A contém o semiplano a direita, isto é, 
{À: ReÀ >O} C p(A) e para tais À 
IIR(À: A)ll ~ R~À 
Dem: [Pazy]. O 
§1.8 O Teorema de Lumer - Phillips. 
Neste parágrafo daremos uma formulação alternativa do teorema de Hille-
Yosida. Sejam (X, 11·11) um espaço de Banach e A: D(A) C X~ X um operador 
linear não-limitado sobre X. 
Definição 1.8.1: A é dissipativo se, e somente se, para qualquer À > O e para 
qualquer u E D(A) 
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I lu- ,\Aull ~ llull (1.8.1) 
Definição 1.8.2 A é m-dissipativo se, e somente se, 
i)A é dissipativo; 
ii) Para quaisquer,\ >O e f E X, 3u E D(A) tal que u- ,\Au =f 
Observação 1.8.3 1) A é m-dissipativo se, e somente se, li( I- ,\A)-1 11 < 1, V,\ > O. 
2) Se X é um espaço de Hilbert a condição (1.8.1) é equivalente a 
(Au, u) ~O Vu E D(A). 
As proposições que seguem dão caracterizações úteis dos operadores m-
dissipativos. 
Proposição 1.8.4: A é m-dissipativo se, e somente se, A é dissipativo e existe 
,\0 >O tal que para qualquer f E X existe u E D(A) tal que u- À0 Au =f. 
Dem: Basta somente mostrar a recíproca. Suponhamos que A é dissipativo, isto 
é, ,\ > O e u E D(A) temos llu- ,\Aull > llull, então, III - -\Ali > 1. Como 
I -,\0 A : D(A) --+ X é sobrejetivo, segue que I -,\0 A é inversível e 11(1 -ÀoA)-1 11 ~ 1, 
mostraremos que para todo ,\ > 0,1- ,\A : D(A) --+ X é sobrejetivo. A equação. 
u - ,\Au = f pode ser escríta na forma 
que por sua vez se escreve como 
1 
(-- Au) 
À o 
u 1 
). - Au = )/ 
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Daí, 
(I , A) Àof (.\-.\o) - "'o u = - + u {:::} 
.\ .\ 
Defina, T>. : X -+ X por 
para f E X e Ào > O fixos e .\ > O. 
T>. é Lipschitziana e com constante de Lipschitz 
Se.\ E ( ~' +oo) então k < 1. Pelo teorema 1.1.1, existe u E D(A) tal que T>.(u) = u 
para todo.\ E (~,+oo) isto é, I- .\A: D(A) C X-+ X é sobrejetivo para todo 
.\E (~,+oo). 
Seja .\1 E JR+ tal que ~o < .\1 < .\0 • Então I- .\1 A : D(A) C X -+ X 
é sobrejetivo. Repetindo o argumento utilizado para .\0 temos que o operador 
I- .\A: D(A) C X-+ X é sobrejetivo para todo.\ E (~,oo). Como .\1 E (~,.\o) 
segue que~ E ( ~' +oo), isto é, I- ~A: D(A) C X-+ X é_sobrejetivo e, portanto, 
para todo .\ E ( ~, oo) o operador I - .\A : D( A) C X -+ X é sobrejetivo. Repe-
tindo o mesmo argumento resulta que para todo .\ E ( ~, +oo) n E IN, o operador 
I- .\A: D(A) -+X é sobrejetivo: tomando limite n-+ oo concluimos a proposição. 
o 
Proposição 1.8.5: Qualquer operador A m-dissipativo em um espaço de Banach é 
fechado. 
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Dem: Em consequência que A é m-dissipativo segue que (I- A)-1 :X--. D(A) é 
um operador linear e limitado com II(I- A)-1 11 ~ 1. 
Portanto, (I- A)-1 : X --. D(A) é contínuo. Logo, pelo teorema do gráfico 
fechado, A é fechado. O 
Lema 1.8.6: Seja A um operador m-dissipativo, densamente definido em X, para 
À> O sejam J>. =(I- ÀA)-1 e A>.= t(J>.- I) 
Então: 
Dem: 
i) Seja v E D(A) 
i) lim>.-o J>.v = v 
ii) A>.v = A(J>.v) 
iii) A>.v = J>.(Av) 
iv) lim>.-o A>.V =Av 
\/v EX 
\/À> O eVv E X 
\/v E D(A), \/À> O. 
\/v E D(A) 
IIJ>.v- vil= IIJ>.v- J>.(I- ÀA)vll = IIJ>.(v- (I- ÀA)v)ll < 
< llv- (I- ÀA)vll = ÀIIAvll --.O quando À ! O. 
Se v f/. D(A), existe Vn E D(A); Vn--. v em X 
< IIJ>.V- J>.vnll + IIJ>.Vn- Vnll + llvn- v.ll < 
< 2llv- Vnll + IIJ>.Vn- Vnll \In E IN 
dado é > O, existe n0 E IN tal que li v - Vn li < é para todo n 2:: no 
Logo, IIJ>.v- vil < 2e + IIJ>.Vno - Vno 11 
Em consequência, 
lim sup IIJ>.v -vil < 2e V é > O, 
>.-o 
Logo, IIJ>.v- vil --.O quando À! O. 
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iii)AÀv 
1 1 
-(JÀ- l)v = -(JÀ- JÀ(I- ,\A))v = 
,\ ,\ 
1 1 
).JÀ(I- (I- .\A))v = ).JÀ(.\A)v 
JÀ(Av) \1,\ > O, \/v E D(A) 
iv) limAÀv (iii) limJÀ(Av) (i) Av \/v E D(A) O 
À!O À!O 
Observação 1.8. 7 : 1) Os operadores AÀ, ,\ > O, definidos no lema 1.8.6 sao 
limitados e satisfazem 
para todo ,\ > O 
2) O ítem (iv) do lema acima estabelece que todo operador m-
dissipativo densamente definido admite uma aproximação por operadores limitados. 
Agora denotemos por X um espaço de Hilbert com o produto interno {·}. 
Definição 1.8.8 Seja A um operador linear densamente definido sobre X, o opera-
dor adjunto A* de A é definido pela equação 
{Ax,y} = {x,A*y} 
x E D(A) e y E D(A*) 
ou precisamente: y E D(A*) se, e somente se, x 1--+ {Ax,y} é um funcional linear 
limitado sobre D(A), o qual pode ser estendido continuamente para D(A) = X. 
Então pelo teorema de Hahn-Banach analítico, existe w E X tal que {Ax, y} = {x, w} 
para todo x E D(A). Neste caso, definiremos A*y = w. 
Como consequência da definição acima, se D(A) =X então A* é um operador 
fechado. 
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De fato, se Yn E D(A*) tal que Yn -+ y e A*yn -+ z, utilizando a continuidade 
do produto interno, 
{Ax,y) - lim {Ax, Yn) = lim {x, A*yn) = 
n-+oo n-+oo 
- {x, z) 
Assim, {Ax,y) = {x,z) Vx E D(A). Portanto, y E D(A*) e A*y = z. 
Definição 1.8.9: Seja A um operador linear sobre X densamente definido. A é 
chamado auto-adjunto se A= A*. 
Proposição 1.8.10: Seja (H, { ·)) um espaço de Hilbert, se A é um operador linear 
dissipativo com D(A) =H então A é m-dissipativo se, e somente se, G(A) é fechado 
e A* dissipativo. 
Dem: Suponhamos que A é m-dissipativo, pela proposição 1.8.5, A é fechado e, 
portanto, G(A) é fechado. Basta somente então mostrar que A* é dissipativo. Para 
isso seja v E D(A*) 
{A*v, J.>.v} (v, AJ.>.v) (1.8.2) 
(v, A.>.v) - (v- J.>.v + J.>.v, A.>.v) = 
{v- J.>.v, A.>.v) + {J.>.v,A.>.v) 
1 
- À{~(v- J>.v), A>.v) + {J>.v, A>.v) 
1 
- -À(~(J.>.- l)v, A>. v)+ {J>.v, A>.v) 
- -À{A>.v, A>.v) + {J>.v, A>.v) = 
- -ÀIIA.>.vll2 + {J>.v, A>.v} 
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Pelo lema 1.8.6 (iii) 
Como A é dissipativo {J).v, AJ).v) <O 
Portanto, {v, A).v) <O 
Logo, {A*v, J).v) (l.S.2) {v, AJ).v) = {v, A).v) <O Yv E D(A*) e À> O 
Novamente, pelo lema 1.8.6 (i) 
{A*v, v) = lim{A*v, J).v) < O 
).!O -
Logo, A* é dissipativo. 
Reciprocamente, para todo v E D(A), {Av, v) <O pois A* é dissipativo. 
Para todo À > O o operador I- ÀA: D(A) -+H é sobrejetivo. De fato, pela 
proposição 1.8.4, basta mostrar que R(I- A) =H. Suponha que R(I- A) =F H. 
Como G(A) é fechado, segue que R(I- A) é um subespaço fechado de H. Então 
pelo teorema de Hahn-Banach na forma geométrica, existe cp E H*, cp =F O tal que 
(cp,x- Ax) =O Yx E D(A) 
Daí, 
O {cp, x- Ax) = {cp, x)- {cp, Ax) = 
- {cp, x) - {A*cp, x) = {cp- A*cp, x) Yx E D(A) 
De D(A) =H; cp- A*cp =O 
Como A* é dissipativo, llcpll < 11(1- A*)cpll =O. 
Logo, cp = O contradizendo a construção de cp. O 
O próximo resultado será importante para o estudo da equação diferencial ho-
mogênea. 
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Corolário 1.8.11: Seja (H,(·)) um espaço de Hilbert e A: D(A) C H-+ H um 
operador linear não-limitado satisfazendo 
i)D(A) =H 
ii)A =A* 
iii)A é dissipativo, ou seja, (Au, u) < O Yu E D(A). 
Então A é m-dissipativo 
Dem: A* é dissipativo, pois, para todo v E D(A*) = D(A) temos, 
(A*v, v) = (v, Av) ~O. 
Como A* é um operador fechado e A= A* segue que G(A) é fechado. Então, pela 
proposição 1.8.10, A é m-dissipativo D 
Daremos agora em termos de operadores m-dissipativos o teorema de Lumer-
Phillips. 
Teorema 1.8.12: Seja A um operador linear densamente definido sobre um espaço 
de Banach X. A é gerador de um C0-semigrupo de contrações se, e somente se, A 
é m-dissipativo. 
Dem [Pazy] D 
Corolário 1.8.13 Se A é um operador linear com domínio D(A) denso em um 
espaço de Hilbert H e existe Ào > w > O tal que a imagem de À0 / - A é H e 
(Ax,x) < wllxW Yx E D(A) 
Então A é gerador de um C0-semigrupo T(t) tal que 
IIT(t)ll ~ ewt 
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Dem: Seja :r E D(A) 
((A- wl):r,:r) - (Az,z)- wllxW < 
< wllzW- wllzW =O 
Logo, A - wl é dissipativo. 
Dado h e H existe :r E D(A) tal que 
(Ào -A):r =h 
Logo, 
h= Àoz- A:r = (Ào- w):r- (A- wl):r 
Como À0 > w > O temos que Ào - w > O. Portanto, dado h E H existe 1 > O 
tal que R(II- (A- wl)) = H. Em consequência, A- wl é m-dissipativo. Pelo 
teorema de Lumer-Phillips, A- wl é gerador de um C0-semigrupo de contrações 
S(t). Seja T(t) = etut S(t). Portanto, A é gerador de um C0-semigrupo T(t) tal que 
IIT(t)ll < etut D 
§1.9 Diferenciabilidade 
Definição 1.9.1 Seja T(t) um CO-semigrupo sobre um esP.aço de Banach X o se-
migrupo T(t) é chamado diferenciável para t > t0 se para cada :r E X, t ~ T(t):r é 
diferenciável pru;a t > t0 • T(t) é chamado diferenciável se é diferenciável para t >O. 
Proposição 1.9.2 Seja T(t) um CO-semigrupo diferenciável para t > t0 e seja A 
seu gerador infinitesimal. Então 
a) para t > nt0 , n E JN, T(t) : X -+ D(An) e rn(t) = AnT(t) é um operador 
linear limitado 
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Dem [Pazy]. o 
Conclusão: Se T(t) é um semigrupo diferenciável então para qualquer x E X, t 1--+ 
T(t)x é infinitamente diferenciável e além disso, T(t)x E D(An) para todo x E X e 
n = 1,2, ... 
§1.10 Semigrupos Analíticos 
Até este ponto lidamos com semigrupos cujo dominio do parâmetro t é o eixo 
real não-negativo. Veremos agora que é possível (em alguns casos) estender este 
domínio para uma região do plano complexo que inclui o eixo real não-negativo. 
Definição 1.10.1: Seja E= {z: c.p17 < arg z < c.p2 : c.p1 <O < c.p2 } e para z E E seja 
T(z) um operador linear limitado. A farm1ia T(z), z E E é um semigrupo analítico 
em E se: 
i)z-+ T(z) é analítica em E; 
ii)T(O) =I e limT(z)x = x para todo x E X •-o 
•E I! 
iii)T(zt + z2) = T(zt)T(Z2) para Zt,Z2 E E. 
Um semigrupo T(t) será chamado analítico se ele é analítico em alguma região E 
contendo o eixo real não-negativo. 
Restabeleceremos o teorema de Hille-Yosida para semigrupos analíticos. 
Teorema 1.10.2: Se A é um operador linear com domínio denso em X, D( A) = X, 
tal que: 
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i) O conjunto resolvente de A, cp(A), contém o setor 
para O < 6 < 1r /2 
ii)IIR(À: A) li < ~ para À E E; À =f. O 
Então A é o gerador infinitesimal de um C0-semigrupo T(t) com extensão analítica 
para o setor Â6 = { z E C : I arg zl < 6} satisfazendo 
IIAnT(t)ll ~ ~, t > O, n E IN 
onde C depende somente de A e n 
Dem: [Friedman) O 
A seguir daremos um importante resultado para C0-semigrupos uniformemente 
limitados T(t). O caso geral para C0-semigrupos segue multiplicando ewt a T(t); 
para w >O. 
Teorema 1.10.3: Seja T(t) um C0-semigrupo uniformemente limitado, seja A seu 
gerador infinitesimal. 
As seguintes afirmações são equivalentes: 
a) T(t) pode ser estendido a um semigrupo analítico no setor 
Â5 = {z: largzl < 6} 
e T(t) é uniformemente limitado em todo subsetor fechado Â6•, 6' < 6 
b) Existe uma constante C tal que para todos a > O e r =f. O 
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I IR( o-+ ir: A) II < l~l 
c) Existem O < ó < ~ e M > O tais que 
7r 
p(A) :::>{À: I arg Àl < 2 + 6} e 
M IIR(À: A)ll :5 ~ para À E ~;À# O 
d) T(t) é diferenciável para t >O e existe uma constante C tal que 
IIAT(t)ll :5 ~ para t >O 
Dem: [Pazy] O 
Em consequência do teorema 1.10.3, ítem (d), temos que T(t) é diferenciável 
para t > O. Aplicando a proposição 1.9.2, ítem (a) segue que T(t) : X -+ D(An) 
para todo n E N. 
§1.11 A Equação Homogênea 
Sejam X um espaço de Banach e A um operador linear de D(A) C X em X. 
Dado x E X o problema abstrato de Cauchy para o operador A com condição inicial 
x consiste em encontrar uma solução u(t) para a equação homogênea 
(1.11.1) 
{ 
du 
- =Au 
dt 
u(O) = x 
onde por solução entendemos uma função u definida para todo t > O com valores 
em X tal que u(t) é contínua para t >O, continuamente diferenciável e u(t) E D(A) 
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para t >O e a equação (1.11.1) está satisfeita. 
Vimos na proposição 1.6.4, ítem 2, que se T(t) é um C0-semigrupo com gerador 
infinitesimal A e x E D(A) então a função t t-+ T(t)x é diferenciável para t > O e 
T(t)x é a solução do problema de Cauchy para A com condição inicial x E D(A). 
Quando x fi D(A), a função t t-+ T(t)x é chamada uma solução mild do pro-
blema de Cauchy para A com condição inicial x fi D(A). Pela densidade de D(A) 
em X, existe sequência Xn E D(A) tal que Xn --+ u(O) = x quando n --+ oo e 
T(t)xn--+ u(t) uniformemente para tem intervalos limitados. Em alguns casos esta 
solução mild é a solução do problema de Cauchy como veremos no próximo resul-
tado. 
Proposição 1.11.1: Sejam H um espaço de Hilbert e A um operador linear den-
samente definido, auto-adjunto e dissipativo. Para qualquer x E H, u(t) = T(t)x 
satisfaz: 
{ 
~~ = Au; t >O 
u(O) = x 
com u E C([O, oo ); H) nC((O, oo); D(A)) n C1((0, oo ); H) e satisfazendo a estimativa 
IIAu(t)ll < !~ 
Dem: 
Pelo Teorema Espectral para operadores aqto-adjuntos temos que o espectro 
de A, u(A), é real, e como A é dissipativo, u(A) C R-. 
Temos, então, que o setor { z E C : I arg z - 1rj < a} com O < a < 1r /2 contém 
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o espectro do operador A. 
Logo, o conjunto resolvente de A contém o setor 
7r 
6.5 = {À : À =f. O; I arg -XI < 8 + 2} 
com O < 8 < 1r /2 
Seja À no complementar do setor {z E C; I argz- 1rl <a}. Seja v E D(A) com 
11 v 11 = 1. Assim: 
{Av, v) <O e 
I-XI sen a < dist (.X,R-:-) = inf d(.X,r) < 1-X- {Av,v)l = 
ren-
1-X{v, v)- {Av, v)l = 1{(.\- A)v, v) I< 
< 11(-XI- A)vll < II-XI- Ali 
. M 1 
Logo, 11(-XJ- A)-1 11 < l'al onde Ma=-
"' sena 
Portanto, 
IIR(.X : A)ll < ~~ 
Pelo teorema 1.10.2, A é gerador de um semigrupo analítico T(t) e portanto dife-
renciável para todo t > O e u(t) E D(A) para todo t > O. Provaremos agora a 
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estimativa. 
Pelo corolário 1.8.11, A é m-dissipativo. Então, pelo Lema 1.8.6, ítem (iv), 
A admite uma aproximação por operadores limitados dados por AÀ = ~(JÀ- J). 
Defina uÀ(t) = TÀ(t)x onde TÀ(t) = etAA. Então temos as seguintes afirmações: 
( 
duÀ _ _ 
1) lluÀ t)ll e 11 dt 11 sao nao-crescentes para t >O. 
d 
2) dt lluÀ(t)W = 2{AÀuÀ(t), uÀ(t)} 
De fato, seja h > O, 
Logo, lluÀ(t + h)ll - lluÀ(t)ll < O, o que demostra que lluÀ(t)ll é não-crescente. 
Análogo demonstra-se para lld~À li· Para mostrar (2), basta derivar o produto in-
terno e utilizar que A~ = AÀ 
A partir da afirmação (2) temos para todo T >O que 
Daí 
Portanto, 
(1.11.1) 
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Por outro lado, 
{1.11.2) 
O que é de simples verificação, bastando somente diferenciar o produto e usar que 
A~ =A.\ 
Em consequência de {1.11.2) temos, 
{T du.\ {T d 1 
lo til dt Wdt =lo tdt{2A.\u.\(t),u.\(t))dt 
Integrando por partes o lado direito da última igualdade segue que 
{T du.\ T 1 {T 
lo tlldtWdt = 2{A.\u.\(T), u.\(T)) - 2 lo {A.\u.\(t), u.\(t))dt 
Por {1.11.1) temos, 
{T du.\ T 1 
lo tlldtWdt < 2{A.\u.\(T), u.\(T))ll + 4llxW 
Uma conta fácil mostra que {A.\u.\, u.\) <O 
Daí, 
(1.11.3) foT tlld~.\ ll2dt :5 ~llxll 2 
_ du.\ du.\ 
Pela afirmaçao 1, lldt(T)II < IIJi(t)ll \lt E [O, T] 
Logo, 
Portanto, 
(1.11.4) 11 d~.\ (T)ll :5 T~llxll VT >O 
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Denotemos J(À, A) = (I- >..A)-1 • Então J(À, A) = J>.. como estávamos denotando. 
Pelo lema 1.8.6 temos: 
(1.11.5) A>..v = J>..(Av) = J(>.., A)Av Vv E D(A) 
Seja v E D(A) e p. > À 
J(p.- À,A>..)(A>..v) (1.11.5) J(p.- À,A>..)J(>..,A)Av (1.11.5) 
- J(p.- À, J(>.., A)A)J(>.., A)Av = 
- (I- (p.- >..)(I- >..A)-1 A)-1((I- >..A)-1 Av) = 
- {(I- >..A)( I- (p.- >..)(I- >..A)-1 A)} - 1Av = 
- {(I- >..A)- (p.- >..)A} - 1 Av= 
- (I- p.A)-1 Av= J(p., A)Av (t.11 .s) A~ v Vv E D(A) 
Como D(A) =H e A>.. são limitados temos que 
(1.11.6) 
Como IIJ(p.- À, A>..) II < 1, para p. > À, temos que 
Logo, para todo T >O e p. >À temos 
Tomando À -+ O na última expressão, segue que 
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Como u(T) E D(A) YT >O, tomando p.--+ O na desigualdade acima temos 
IIAu(T)ll < ~~ D 
Observação 1.11.2: Esta última proposição mostra que T(t) possui uma proprie-
dade de "suavização" ou de "um efeito regularizante" sobre o dado inicial. 
§1.12 Equação Não-homogênea 
Neste parágrafo estabeleceremos alguns resultados de existência e regularidade 
para o problema de valor inicial não-homogêneo 
{ 
~~ (t) = Au(t) + f(t) , O< t < T. 
u(O) =x 
(1.12.1) 
Em um espaço de Banach X, onde A é gerador infinitesimal de um CO-semigrupo 
de contrações T(t) sobre X, x é um elemento dado em X e f uma função dada 
definida sobre [0, +oo) com valores em X. Já vimos que se f= O ex E D(A) então 
o problema acima tem uma única solução diferenciável u(t) dada por u(t) = T(t)x. 
Suponha que f seja uma função contínua de [0, T) em X. 
Definição 1.12.1 Uma solução de (1.12.1) é uma função u definida, para todo t ~ O 
com valores em X tal que u(t) é contínua para t ~O, con~inuamente diferenciável e 
u( t) E D( A) para t > O e a equação (1.12.1) está satisfeita. 
Proposição 1.12.2 Se x E D(A) e u(t) é solução de (1.12.1) então para todo 
tE [O, T), u(t) é dada por 
(1.12.2) u(t) - T(t)x + Lt T(t- s)f(s)ds 
- T(t)x + fot T(s)f(t- s)ds. 
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Dem: Seja T(t) o CO-semigrupo gerado por A. Dado tE (0, T) definamos 
g: [O,t]-+ X: s 1-+ g(s) = T(t- s)u(s) 
Então, paras E (0, t),g é diferenciável e~~ = T(t-s)f(s). De fato, sejam sE (0, t) 
e h E (O, t- s) 
I
. g(s +h)- g(s) Im ;;;....:__ _ __,_____::.__:,_:_ _ lim T(t- (s + h))u(s +h)- T(t- s)u(s) 
h-o h h-o h 
_ lim T(t- s- h)u(s +h)- T(t- s- h)T(h)u(s) = 
h-o h 
= lim T(t- s- h)u(s +h)- T(t- s- h)u(s) + T(t- s- h)u(s)- T(t- s- h)T(h)u(s) = 
h-o h 
lim T(t- s- h) { u(,+h)-u(") - T(h)-1 u(s) } = 
h-o h h 
- T(t- s){u'(s)- Au(s)} = T(t- s)f(s). 
Integrando esta última igualdade de O a t temos 
u(t) = T(t)x + fot T(t- s)f(s)ds. O 
Observação 1.12.3 A equação integral (1.12.2) é chamada de fórmula da variação 
dos parâmetros (para o caso de semigrupos). O seguinte corolário é uma con-
sequência imediata desta fórmula 
Corolário 1.12.4: Se f E C([O, T)X) ex E D(A) então o problema (1.12.1) tem 
no máximo uma solução e esta é dada por (1.12.2) 
Definição 1.12.5 Para toda função f E C([O, T), X) ou f E L1([0, T), X) e para 
x E X a fórmula 
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(1.12.3) u(t) = T(t)x + fot T(t- s)f(s)ds 
define uma função contínua de [0, T) em X a qual é chamada "solução mild" do 
problema não-homogêneo (1.12.1) sobre [0, T). 
Estabeleceremos agora condições sobre x e f tais que uma solução mild se torne 
uma solução. Antes, porém, daremos um critério geral para a existência de solução 
para o problema não-homogêneo (1.12.1). 
Proposição 1.12.6: Sejam A e f dados como no início deste parágrafo. O problema 
(1.12.1) possui uma solução u(t), para todo x E D(A), se, e somente se, a função 
definida para t E [0, T) e com valores em X 
v(t) = lt T(t- s)f(s)ds 
é diferenciável em [0, T) 
Dem: [Pazy] O 
Corolário 1.12. 7 Seja A um gerador infinitesimal de um C0-semigrupo T(t) se f 
é diferenciável sobre [O,T) e f' E L1(0,T;X) então para todo x E D(A) a solução 
mild, dada por (1.12.3), para o problema não-homogêneo (1.12.2) é uma solução. 
Proposição 1.12.8: Seja A um gerador infinitesimal de um C0-semigrupo T(t). 
Seja x E D(A) e f E C([O, oo ), X) se uma das condições seguintes estão satisfeitas. 
i)f E L1(0, T; D(A)) 
ii)f E C1 ([0, T); X) 
34 
Então, u dada por (1.12.3) é uma solução de (1.12.1) 
Dem: Em virtude da proposição 1.12.6, basta mostrar que 
v(t) = fot T(t- s)f(s)ds 
é diferenciável para t ;::: O. Para isso, sejam t E [0, T), h >O e f E L1 ([0, T), D(A)) 
v(t +h)- v(t) 1 ft+h r 
h = h{lo T(t +h- s)f(s)ds- lo T(t- s)f(s)ds} 
= .!_ ft T(t- s)T(h)- I f(s)ds + -h1 ft+h T(t +h- s)f(s)ds. 
h lo h lo 
fa.Zendo h --+ O temos 
T(h)- I 
i) h f(s)--+ Af(s) E L1([0, t],X) 
pois f E L 1 ([0, T), D(A)) e 
llfllv(A) = llfllx + IIAfllx 
11t+h ii)h t T(t +h- s)f(s)ds--+ f(t) pois 
f E C([O, T), X). 
Logo, 
a+v lat -d (t) = T(t- s)Af(s)ds + f(t) para tE [O,T) 
t o . 
Para f E C 1([0, T), X) temos 
v(t +h)- v(t) = !{ ft+h T(t +h- s)f(s)ds- f' T(t- s)f(s)ds} 
h h lo lo 
- ~{fot+h T(s)f(t +h- s)ds- fot T(s)f(t- s)ds} = 
_ r T(s)f(t +h- s)- f(t- s)) ds + .!_ lt+h T(s)f(t +h- s)ds = 
lo h h t 
_ ft T(s)f(t +h- s)- f(t- s)) ds +! fh T(h- s)f(s)ds 
lo h h lo 
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Tomando h l O, temos 
J+v(t) ft 
dt =lo T(s)f'(t- s)ds + T(t)f(O). 
pois, f E C 1 ([0,T),X) 
J+v 
Em ambos os casos, - E C([O, T), X) 
dt 
Logo, v E C 1([0, T), X). o 
Observação 1.12.9 Na Proposição anterior podemos substituir a condição (ii) para 
f E W 1•1(0, T, X). A demonstração deste fato é análogo ao caso anterior. 
Observação 1.12.10 Para o caso em que A é gerador de um semigrupo analítico 
existem resultados, mais fortes, como por exemplo, o caso em que f é Hõlder contínua 
implica que a solução mild (1.12.3) é solução clássica de (1.12.1). Veja [Pazy]. 
§1.13 Equação de Evolução Semilinear Abstrata. 
O objetivo deste parágrafo é estudar o problema de valor inicial 
(1.13.1) { 
~~ = Au + F(u) t >O 
u(O) = u0 
em um espaço de Banach X onde F : X -+ X é uma aplicação não-linear dada e 
A é o gerador infinitesimal de um 0°-semigrupo T(t), t > O, de operadores lineares 
contínuos sobre X e u0 E X 
Definição 1.13.1: uma função u : [0, T) -+ X é uma solução de (1.13.1) sobre 
[0, T) se u é uma aplicação contínua de [0, T) em X, continuamente diferenciável de 
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(0, T) em X, u(t) E D(A) para O< t <Te (1.13.1) está satisfeita sobre [0, T). 
Definição 1.13.2 Uma função u E C([O, T), X) satisfazendo a equação integral 
(1.13.2) u(t) = T(t)x + fot T(t- s)F(u(s))ds tE [O,T) 
será chamada uma solução mild do problema de valor inicial (1.13.1). 
A seguir, daremos dois resultados principais a respeito da existência local e 
regularidade da solução mild de (1.13.1). Para isto necessitamos do seguinte. 
Lema 1.13.3 (Desigualdade de Gronwall) Seja T > O, C ~ O e a E L1 ([0, T]) e 
a ~ O,</> E C([O, T]) e </> > O. Se para todo t E [0, T] 
</>(t) ~C+ fot a(s)</>(s)ds 
então 
</>(t) ~ Cexp(fot a(s)ds): 
Definição 1.13.4 uma função F: X-+ X é chamada Lipschitziana sobre subcon-
juntos limitados de X se para todo M >O existe uma constante K(M) tal que 
IIF(y)- F(x)ll ~ K(M)IIY- xll Vx,y E BM 
onde BM é uma bola de centro zero e o raio M. 
Teorema 1.13.5 (Existência Local) Seja F E C( X, X), Lipschitziana sobre con-
juntos limitados de X. Para qualquer u0 E X tem-se: 
(i) Existe T(u0 ) >O tal que u E C([O,T(u0 ));X) é uma solução mild de (1.13.1) 
sobre [O,T(u0 )) dada por (1.13.2) onde 
a) T(u0 ) = oo ou 
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h) T(uo) < oo e lim llu(t)ll = oo 
tlT(uo) 
(ii) (unicidade) Para qualquer T' > O, T' < T(u0 ), (1.13.2) tem no máximo uma 
solução. 
Dem: Para uo E X sejaM = 2lluoll· Para x E BM e y E BM, isto é, llxll < Me 
IIYII < M temos, 
i) IIF(x)ll < C(M), onde C é uma constante que depende de Me 
ii) IIF(x)- F(y)ll < K(M)IIX- Yll, pois F é localmente Lipschitziana. 
Escolha T > O tal que: 
iii) C(M)T < ~ 
iv) K(M)T < 1 
Como M depende somente de lluoll, T depende somente de lluoll· 
Seja E= { u E C([O, T],X), llu(t)ll ~ M, Vt E [0, T], u(O) = uo} e 
llullc([o,T],X) = sup llu(t)ll tE [O,T]. 
Logo, E é um subespaço fechado de C([O, T], X). Segue que E é um espaço de 
Banach com a norma li · llc([o,T],X) · 
Definamos </>:E--+ C([O, T], X) por 
<f>(u)(t) = T(t)u0 -t fot T(t- s)F(u(s))ds 
para todo tE [0, T]. 
Agora, a partir de (i), (ii), (iii) e (iv) temos 
11</>(u)(t)ll < IIT(t)uollx + fot IIT(t- s)F(u(s))llxds ~ 
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< (lluollx + fot llF(u(s)llxds) ~ 
< M M M M 2 + C(M)t < 2 + C(M)T < 2 + 2 = M 
o que mostra que <f>(u) E E para todo t E E e, portanto, 4> : E -+ E. Agora, 
mostraremos que 4> é uma contração. Para isso, sejam u, v E E então, 
ll</>(u)(t) -</>(v)(t)ll < fot llF(u(s))- F(v(s))llds 
< K(M) fot llu(s)- v(s)llds ~ K(M) fot sup llu(s)- v(s)llds 
K(M) kt I lu- vllc((o,T],x)ds = K(M)IIu- vllc((o,T],x)t ~ 
< K(M)IIu- vllc((o,T],x)T = K(M)TIIu- vllc([o,T],x)! para todo tE [0, T]. 
Portanto, 11</>(u)(t)- <f>(v)(t)ll < K(M)TIIu- vllc((o,T],X) para todo [0, T], tomando 
o supremo na desigualdade acima temos, 
11</>(u)- </>(v)llc((o,T],X) < K(M)Tllu- vllc((o,T],X) 
Então por (iv), 4> é uma contração sobre E, que pelo teorema do ponto fixo de 
Banach implica que existe um único ponto u E E tal que <f>(u)(t) = u(t), isto é, 
u(t) = T(t)u0 + lt T(t- s)F(u(s))ds. 
. o 
Vamos agora finalizar a demonstração do ítem (i) deste teorema provando a seguinte 
afirmação: 
Existe uma função T: X-+ m:+- com a seguinte propriedade: Para todo u0 E X 
existe uma função u E C([O, T( u0 )) : X) que para todo T < T( u0 ) é a única solução 
de (1.13.2) em C([O, T], X) e além disso: 
i)T(u0 ) = oo ou 
ii)T(uo) < oo e lim llu(t)ll = oo 
tlT(uo) 
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De fato, seja 
T( uo) = sup{T > O; 3u E C([O, T], X) solução de 1.13.2 } 
Vimos que para u0 E X com lluoll < M, para M > O dado, existe solução 
u E C([O, T(M)], X) de (1.13.2). Logo, T( u0 ) > O. Se existem duas soluções UI 
e u2 sobre [0, ti] e [0, t 2] respectivamente com ti < t 2 então ui = u 2 sobre [0, ti], pela 
unicidade do ponto fixo. 
Portanto, existe uma única função u E C([O, T( u0 )), X) que é solução de 
(1.13.2) para todo T < T(u0 ) 
Suponha T(uo) < oo e que existe uma sequência tn l T(uo) tal que llu(tn)ll :5 
C< oo para todo n E IN. Então como nos ítens (iii) e (iv) é possível escolher T >O 
tal que 
iii') C(M)T :5 "'; 
iv')K(M)T < 1 
onde M = 2C 
como M depende somente de C, T depende somente de C. 
Logo, pelo teorema do ponto fixo existe uma única função u E C([O,T],X) 
dada por 
u(t) = T(t)u(tn) + fot T(t- s)F(u(s))ds t .E [O,T] 
e qualquer que seja n. 
Seja O< 6 < T. Como tn l T(u0), existe n0 >O tal que O< T(uo)- t110 < 6 defina 
ü(t) = { u(t), t E .[0, t110 ] 
v(t -t110 ),t E [t110 ,t110 +6] 
onde v é solução de 
v(t) = T(t)u(t 110 ) + fot T(t- s)F(v(s))ds 
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Então ií E C([O, tno +h], X) e 
ü(t) = T(t)u0 + Lt T(t- s)F(ü(s))ds para O< t ~ t110 +h 
de fato, se t < tno então ü(t) = u(t) = 
= T(t)uo + fot T(t- s)F(u(s))ds = T(t)u0 + fot T(t- s)F(u(s))ds. 
Se tno < t < tno + h então: 
ü(t) r-tno - v(t- t110 ) = T(t- tno)u(t110 ) +lo T(t- t110 - s)F(v(s))ds = 
- T(t- tno)[T(t110 )uo + fotno T(tno - s)F(u(s))ds] + 
rt-tno 
+ lo T(t- t110 - s)F(u(s))ds = 
- T(t)uo + fotno T(t- s)F(u(s))ds + fot-tno (t- t
110
- s)F(u(s))ds. 
Fazendo u = tno + s temos 
u(t) - T(t)u0 + rno T(t- s)F(u(s))ds + lt T(t- u)F(v(u- t110 ))du lo tno 
- T(t)u0 + ftno T(t- s)F(u(s))ds + lt T(t- u)F(íí(u))du = 
lo tno 
- T(t)u0 + 1tno T(t- s)F(ií(s))du + lt T(t- u)F(íí(u))du = 
o tno . 
- T(t)u0 + fot T(t- s)F(ü(s))ds Vt E [O,t110 +h] 
Portanto, u E C([O, t 110 +h], X) é solução de (1.13.2) o que contradiz a definição de 
T(u0 ). 
Logo, llu(t)ll--+ oo quando t j T(uo) 
Para demonstrar (ii) sejam T' > O, u0 E X e u e v pertencentes a C([O, T'], X) 
duas soluções de (1.13.2). 
SejaM= sup max{llu(t)ll, llv(t)ll} 
tE[O,T~ 
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llu(t)- v(t)ll = 11 fot T(t- s)(F(u(s))- F(v(s))dsll 
=:; fot IIF(u(s))- F(v(s))llds < K(M) fot llu(s)- v(s)llds 
Pelo Lema 1.13.3, llu(t)- v(t)ll <O exp(K(M) Jci ds) =O 
para todo tE [0, T']. Logo u =v o 
Observação 1.13.6 O teorema 1.13.5 assegura a existência local da solução mild 
de {1.13.1). Porém, se assumimos que a função F : X -+ X é lipschitziana sobre 
X então temos a versão global do teorema 1.13.5. Isto é a essência do próximo 
resultado. 
Teorema 1.13.7 (Teorema de existência global) Sejam u0 E X e F: X-+ X lips-
chitziana sobre X, isto é, existe uma constante K tal que IIF(x)-F(y)ll < Kllx-yll 
para todos x, y E X, então {1.13.2) é a única solução mild de {1.13.1) sobre R+. 
Dem [Goldstein] O 
Observação 1.13.8: Se na condição (i) do teorema 1.13.? ocorre T(u0 ) = oo, di-
zemos que a solução mild de {1.13.1) dada por {1.13.2) é global. Caso contrário, 
T(u0 ) < oo, dizemos que a solução u(t) explode para tempo finito {blow-up). 
Teorema 1.13.9 {Regularidade) Seja A um gerador infinitesimal de um C0-
semigrupo T(t) sobre X. Se F : X -+ X é continuamente diferenciável então a 
solução mild de {1.13.1) dada por {1.13.2) com u0 E D(A) é uma solução do pro-
blema de valor inicial {1.13.1). 
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Dem: Como F E C 1(X),F é lipschitziana sobre conjuntos linitados de X. Então 
pelo teorema 1.13.5, o problema (1.13.1) possui uma solução mild u sobre [O,T(u0)). 
Mostraremos que esta solução mild é continuamente diferenciável. Para isto, seja 
t E [O, T( uo)) 
1 
h[u(t +h)- u(t)] 
1 {t+h 
h[T(t + h)u0 +lo T(t +h- s)F(u(s))ds-
T(t)u0 - fot T(t- s)F(u(s))ds] 
+ 
[t T(s)[F(u(t +h- s)- F(u(t- s))]d 
h h s+ 
T(h)T(t)u0 - T(t)u0 -
h 
11t+h 
+h t T(t +h- s)F(u(s))ds 
t 8F 
-+ AT(t)uo +lo T(s) as (u(t- s))ds + T(t)F(u0 ) 
a qual pertence a C([O, T( u0 ); X) 
como u E C1([0, T(u0 )); X) e F E C 1(X) segue que s ~ f(s) = F(u(s)) é continu-
amente diferenciável sobre fO,T(u0)) então, pelo corolário 1.12.7, 
v(t) = T(t)u0 + fot T(t- s)f(s)ds 
é uma solução (clássica) do problema de valor inicial não-homogêneo 
(1.13.4) 
{ 
d~~t) = Av(t) + f(t) 
v(O) = uo 
Mas, pela definição, u é uma solução mild de (1.13.4) então, pela unicidade, u =v 
~obre [O,T(u0)). Assim, ué uma solução do problema (1.13.1) O 
Como vimos, para F : X -+ X suficientemente regular foi possível estabele-
cerque a solução mild de (1.13.1) dada por (1.13.2) seja uma solução de (1.13.1). 
Porém, se X é um espaço de Banach reflexivo, a condição de Lipschitz sobre F é 
suficiente para garantir que a solução mild com condição inicial u0 E D(A) seja uma 
solução. É o que garante o próximo resultado. 
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Teorema 1.13.10: Suponhamos que X seja um espaço de Banach reflexivo e 
F E C(X,X) lipschitziana sobre conjuntos limitados de X. Sejam T > O e 
tto E C([O,T],X) uma solução da equação integral (1.13.2). Se u0 E D(A) então 
u E C([O,T],D(A))nC1([0,T],X) e satisfaz {1.13.1), ou seja, ué solução de (1.13.1) 
Dem: Seja h > O e t E [0, T- h] 
(u(t +h)- u(t)) = T(t)[T(h)u0 - u0 ] + fot T(s)[F(u(t +h- s)- F(u(t- s))]ds 
l
t+h 
+ t T(s)F(u(t+h-s))ds. 
Logo, 
llu(t +h)- u(t)ll < IIT(h)u0 - uoll + fot IIF(u(t +h- s))- F(u(t- s))llds 
l
t+h 
+ t IIF(u(t +h- s))llds. 
Como T(h)uo- uo = I; f
11
T(s)uods = I; T(s)Auods temos que IIT(h)uo- uoll ~ 
hiiAuoll 
Como u E C([O,T];X) e F E C(X) segue que F(u) E C([O,T],X). Daí, existeM 
tal que IIF(u(s))ll < M para todos E [O,T]. 
Assim, 
llu(t +h)- u(t)ll < hiiAuoll + K fot llu(t +h- s)- u(t- s)llds + 
+ hM 
Pelo Lema 1.13.3, 
llu(t +h)- u(t)ll < h(IIAuoll + M)exp(K fot ds) ~ 
< h(IIAuoll + M) exp(KT) 
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denotando, L= (IIAuoll + M)exp(KT) temos, 
llu(t +h)- u(t)ll ~ Lh 
Portanto, u : [0, T] --+ X é lipschitziana e portanto F( u) : [0, T] --+ X é Lipschitzi-
ana. Visto que X é reflexivo, pelo corolário 1.5.4, F(u) E W 1•00([0, T],X). Então, 
pela observação 1.12.9, concluímos a demonstração. O 
Observação 1.13.11: Os resultados deste parágrafo podem ser generalizados para 
aplicações não-lineares como F(t, u), contínua em t e lipschitziana em u. Tal fato 
pode ser encontrado em [Pazy]. 
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Capítulo 2 
A Equação do Calor 
§2.1 Introdução 
Dentre as muitas aplicações da teoria de semigrupos de operadores lineares à. 
análise matemática destacaremos, em particular, a sua utilização à. resolução e ao 
estudo de solução de problemas de valor inicial para equações diferenciais, mais es-
pecificamente, ao problema do calor linear e não-linear. 
Veremos que o capítulo anterior surge como uma aplicação neste estudo. Inicia-
remos no parágrafo 2.2 com o estudo da equação linear do calor utilizando o teorema 
de extensão de Friedrichs e daremos algumas propriedades básicas da solução desta 
equação. Os parágrafos seguintes estão voltados ao estudo da equação não-linear 
do calor estabelecendo alguns resultados de existência local e global, unicidade e 
"blow-up" para tempo finito. 
Em todo este capítulo assumiremos que n é um conjunto aberto limitado do 
F com bordo, 8!2, suave (de classe C2 ). 
§2.2: A Equação do Calor Linear 
Considere o seguinte problema: Encontrar uma função 
u : [0, +oo) X n -+ IR, (t, X) t--+ u(t, X) tal que: 
(2.2.1) 
{ 
ôu 
ôt 
:(o,x) 
= ~u em (O,+oo) X n 
=O em (O,+oo) x ôn 
= uo(x) para X E n 
(1) 
(2) 
(3) 
onde ~ - t :2 2 designa o operador Laplaciano. A equação ( 1) é chamada de 
i=l xi 
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equação do calor, a equação (2) é a condição de Dirichlet e (3) é a condição inicial. 
Resolveremos (2.2.1) considerando u(t,x) como uma função definida sobre 
[0, +oo) a valores em um espaço X, onde X é um espaço de funções em n. As-
sim, a notação u( t) designa um elemento de X, a saber, a função x 1-+ u( t, x) para 
cada t fixo. 
No capítulo anterior vimos que a teoria de CO-semi-grupos constitui-se de modo 
útil à resolução de problemas de valor inicial, nos quais, o problema (2.2.1) se en-
quadra. 
Neste sentido, procuraremos caracterizar em um espaço X o conjunto D(A) 
contido em X, onde D(A) é o domínio do operador linear A : D(A) C X -+ 
X, Au = ~u para todo u E D(A), de modo que (2.2.1) passa a ser considerada 
como a equação diferencial 
(2.2.2) { ~(O) :ou 
Utilizaremos na caracterização do domínio D(A) do operador A, o teorema de 
extensão de Friedrichs, cuja idéia é a seguinte: Para operadores limitados A, em 
espaços de Hilbert H, sabemos que a relação 
(2.2.3) t(u,v) = (Au,v);u, v E H 
define uma correspôndencia biunívoca entre estes operadores e as formas sesquiline-
ares limitadas t. Para formas não limitadas, temos que sob determinadas condições 
sobre t, conseguimos determinar o operadpr A e seu domínio D(A), tal que (2.2.3) 
esteja satisfeita para u E D(A) e v E D(t), onde D(t) denota o domínio da forma t. 
Com este oh jetivo definimos. 
Definição 2.2.1: Seja t: D x D -+C uma forma sesquilinear definida em D = D(t) 
subespaço vetorial de H. 
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1) t é densamente definida se D é denso em H 
2) t( u) = t( u, u) é a forma quadrática associada a t 
3) t é simétrica se t(u, v)= t(v, u), u, v E D 
4) Uma forma simétrica t é não-negativa se t(u) ~O, u E D: 
5) O conjunto { t( u ); lu I = 1} é chamado de "numerical range" de t. 
6) t é chamada setorial se {t(u); lul = 1} está contida no setor da forma 
{z: largzl < (); O:::;()< ?r/2} 
7) Dizemos que UnE D é i-convergente para u E H, Un -u, se Un-+ una norma de 
t 
H e t(un- um)-+ O para n,m-+ oo. 
8) Dizemos que t é fechada se Un -u então u E De t(un- u)-+ O quando n-+ oo. 
t 
Se t é simétrica e não-negativa podemos definir 
(u,v)t = (u,v) +t(u,v) u,v E D 
Temos que (·)t é um produto em D. 
Seja Ht o subespaço D com o produto interno (·)t definido acima. 
Temos que 
(2.2.4) 
Proposição 2.2.2: Seja t simétrica e não-negativa. Então t é fechada se e somente 
se Ht é completo. 
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UNICAMP 
BIDLIOTE:A CEIJTR t l 
Dem: Seja ( un) E Ht uma sequência de Cauchy, isto é, 
quando n -+ oo e m -+ oo. 
Como t é não-negativa, temos que lun- uml -+ O e t(un- um) -+ O quando 
n,m-+ oo. 
Logo, (un) é uma sequência de Cauchy em H, portanto, existe u E H tal que 
Un-+ u em H. 
Visto que Un -+ u em H e t( Un -um) -+ O para n, m -+ oo temos que Un -u. 
t 
Como t é fechada segue que u E D e t( Un - u) -+ O quando n -+ oo. 
Portanto, u E H, isto é, ( un) converge em Hh reciprocamente, seja Un E D tal 
que Un -u. Então, lun- uml-+ O e t(un- Um)-+ O. 
t 
Portanto, lun - Um lt -+ O. Como Ht é completo existe uo E Ht tal que 
lun - uolt -+ O. 
Então, por (2.2.4) implica que lun- u01 -+O e t(un- u0 ) -+O quando n-+ oo. 
Então, u0 = u e t( Un - u) -+ O quando n -+ oo, isto é, t é fechada. O 
Proposição 2.2.3 Seja t simétrica e não-negativa. Então 
i) lt(u,v)l2 < t(u)t(v) (Desigualdade de Schwartz) 
ii) t(u + v)112 < t(u)112 + t(v)112 (Desigualdade triangular) 
Dem: (i) decorre da identidade 
t(t(v)u- t(u,v)v) = (t(u)t(v) -1t(u,v)l2 )t(v) e (ii) decorre de (i). O 
Proposição 2.2.4 Seja t simétrica e não-negativa. Se Un -u e Vn -v então lim 
t t 
t( un, vn) existe e além disso, se t é fechada então este limite é igual a t( u, v) 
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Dem 
t(un,Vn)-t(um,vm)l = jt(umvn)-t(um,Vn)+ 
+t(um,vn)- t(um,vm)l = lt(un- Um,vn) + 
+t(um,Vn- Vm)l < jt(un- Um,Vn)l + lt(um,Vn- Vm)l 
(i) 
< t( Un, Um)1f 2t( Vn)1/ 2 + t( Um)1f 2t( Vn, Vm)1/ 2 
Como t(un) e t(vn) são limitados, pois, 
(i i) 
t( Un)1/ 2 = t( Un - Um + Um)1/ 2 < t( Un - Um)1/ 2 + t( Um)1/ 2 e t( Un - Um) --+ 
O, t(vn- Vm)--+ O temos que jt(un,Vn)- t(um,vm)l-+ O quando n--+ 00 em--+ oo. 
Logo, t( un, vn) é uma sequência de Cauchy em C, portanto, o limite existe. 
Para mostrar que o limite é igual a t(u,v), quando t é fechado, basta repetir o 
argumento para jt( Un, vn) - t( u, v) I O 
Definição 2.2.5 Dizemos que uma forma t é fechável se t admite uma extensão t 
fechada. 
Proposição 2.2.6 Seja t simétrica e não-negativa, t é fechável se e somente se un -0 
t 
implica t(un)--+ O 
Dem: 
Seja t uma extensão fechada de t então Un 7o, o que implica un :::0. t 
Logo, t( Un) = t( un) = t( Un -O) --+ O, porque, t é fechada. 
Reciprocamente, seja 
D(t) = {u E H; 3un E D(t)fun -u} 
t 
defina t(u,v) = limt(un,vn) para todo u,v E D(i). 
A existência deste limite é garantida pela proposição 2.2.4. 
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Mostraremos que a definição de t independe das sequências (un) e (vn)· 
De fato, sejam u~, v~ sequências tais que u~ -u e v~ -v. Então, Un - u~ -0 e 
t t t 
Vn - ~ ;0. Pela hipótese, t( u~ - Un) -+ O e t( ~ - Vn) -+ O. Portanto, 
pOis, 
Portanto, testá bem definida; l é uma extensão de t e satisfaz 
t( Un - u) -+ O se Un -u 
t 
Un - Um -0 Se Un -U. 
t t 
Portanto, H, é denso em H-; e toda Sequência de Cauchy em H, tem limite em 
H7, isto é, H7 é o fecho de Ht. 
Logo, H7 é completo e t é fechada pela proposição 2.2.2 O 
Teorema 2.2.7 (Teorema de extensão de Friedrichs) Se t é simétrica, não-negativa, 
densamente definida e fechada, então existe um operador A auto-adjunto tal que 
i) D(A) c D(t) 
ii) t( u, v) = (Au, v); u E D(A) e v E D(t). 
iii) Seu E D(t),w E H e t(u,v) = (w,v) para v num subconjunto denso de 
D(t) então u E D(A) e Au = w. 
Dem: Visto que t é uma forma fechada segue que Ht = (D(t), (·)t) é completo. 
Logo, para cada. u E H podemos definir o funcional linear 
lu: H,--+ C: v 1--+ (u,v) 
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e 
llu(v)l < lullvl < lul.lvlt 
o que implica 
Portanto, lu é um funcional linear limitado sobre um espaço de Hilbert Ht, o que pelo 
teorema de representação de Riesz, implica que existe um único elemento u' E Ht 
tal que 
l(u,v) = {u,v} = {u',v}ti Vv E Ht 
observemos, 
lu'l~ = (u', u'}t = lu( u') < lullu'lt 
Daí, 
Definamos, 
B : H -+ Ht : u ~--+ Bu = u' 
Olhando B: H-+ H temos que IBul = lu'lt < lu I, isto é, B é limitado com IIBII < 1. 
Ainda mais, para u E H e v E Ht t~mos 
(2.2.5) 
Logo, 
{u,v} - lu(v)={u',v}t={Bu,v}= 
- {Bu, v}+ t(Bu, v) 
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(2.2.6) t(Bu, v) = (u, v) - (Bu, v) = (u- Bu, v) 
Assim, se Bu = O então por (2.2.5), (u, v) = O para todo v E Ht, o qual é denso 
em H, o que implica, (u, v) =O para todo v E H, então, u =O. 
Portanto, B é injetora. Logo, podemos definir 
B-1 : R(B) C Ht-+ H 
Se w = Bu, isto é, U = n-1w então a expressão (2.2.6) fica: 
t(w, v)= (B-1w- w, v)= ((B-1 - I)w, v) Vv E Ht e u E H 
Definamos A= (B-1 - I) e D(A) = R(B) c Ht. Logo, D(A) c D(t) e t(w, v) = 
(Aw, v) para todo w E D(A) e v E D(t), O que conclui (i) e (ii). 
Para provar (iii) 
(w+u,v)- (u,v)+{w,v)={u,v)+t{u,v)= 
- {u,v)t Vv E Ht 
Ht é denso e pela continuidade do produto interno, 
{w + u,v} = {u,v} Vv E H. 
Logo, B(w + u) = u, isto é, u E D(A) e w = (B- 1 - I)u = Au, isto é, Au = w D 
Observação 2.2.8: Este teorema é válido de modo mais geral, podemos substituir 
t simétrica e não-negativa por t setorial. Neste caso o operador A obtido será m-
setorial. Veja [Kato], página 322. 
Estudaremos primeiramente o problema (2.2.1) no espaço de Hilbert H = 
L2(0). Caracterizamos o domínio D(A) c H2(0) do operador A utilizando o teo-
rema 2.2.7 de Friedrichs com a forma sesquilinea.r definida por 
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t: cgo(n) x cgo(n) ----. c 
(~P, t/J) ..._.. lo VipVt/J 
A motivação para a definição desta forma t segue da condição de Dirichlet e 
da 1.!!. identidade de Green que é: 
Seja Ht o espaço Cõ(O) munido com o produto interno definido por 
(~P, tP)t - (ip, t/J) + t(ip, t/J) = 
- lo IPtP +f V~PVt/J; lp, t/J E Cgo(O) 
Notemos que 11-llt = II·IIHl(O) 
Proposição 2.2.9: A forma sesquilinear t Cõ(O) x Cõ(!l) -+ C dada por 
t(~P,t/J) = k V~PVt/J é fechável. 
Dem: Pela proposição 2.2.6, basta verificar que se Un 7o então t( un) -+ O 
De Un -0, por definição, un-+ O em L2(0) quando n.-+ oo e t(un- um) -+O 
t 
quando n -+ oo e m -+ oo. Logo, lun - Um lt -+ O, isto é, ( un) é de Cauchy. Visto 
que Un-+ O em L2(0), temos que lunlt-+ O. Como lunl~ = lunli2 +t(un), segue que 
t(un)-+ O quando n-+ oo. O 
Em consequência da proposição 2.2.9, existe uma extensão fechada t de t e 
além disso Ht é denso em H;. Como 11-llt = 11-llw, temos que H;= HJ(O). 
Portanto, aplicando o teorema de extensão de Friedrichs para 
t: HJ(O) x HJ(!l) -+C 
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temos: 
i) Existe um operador B autoadjunto tal que D(B) C D(l) = HJ(O); 
ii) t(lf',tP) = (Bif',t/J);V~P E D(O) e lf' E D(t) e 
iii) Como t(u,v) = lo- Auv para u E D(t),v E Cgc>(n) e Cgc>(O) é um 
subespaço denso de HJ(O) temos que u E D(B). 
Portanto, pelos ítens (i), (ii) e (iii) temos que B = -A e D( -A) C HJ(O) 
além disso como A : D(A) c L2(0) -+ L2(0), u .._.. Au = Au e D(A) c H 2(0), 
segue que D(A) c H 2(0) n HJ(n). 
Reciprocamente, para u E H 2(0) n HJ(O) temos pelo ítem (iii) que u E D(A). 
Portanto, D(A) = H 2(0) n HJ(O). Como Cgc>(O) c H 2(0) n HJ(O) c L2(0) 
e ego é denso em L2(0), temos que H 2(0) n HJ(O) é denso em L2(0). 
Resumindo o problema (2.2.1) escreve-se na equação 
{ ~(o) :ou 
Onde A : H 2(0) n HJ(O) c L2(0) --+ L2(0) é definido por Au = Au para todo 
u E H 2(0) n HJ(O). 
Veremos agora que o operad~r acima satisfaz as condições do teorema de 
Lumer-Phillips, fornecendo assim que A é o gerador infinitesimal de um C0-
semigrupo T(t) de contrações em L2 (0). 
Pela IA. identidade de Green, a qual é .válida para u, v E D(A), temos 
lo uAv = -lo VuVv 
que pode se escrever como 
(-Av, u) = (Vu, Vv) ; u, v E D(A) 
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temos para u = v que 
{-~u,u) = (Vu, Vu} Vu E D(A) 
(-~u,u) =-lo ~u.u =lo 1Vul2 = IIVulli:;r 
Como 
e pela desigualdade de Poincaré 
Temos, 
Daí, 
11Vull2 > llullk~ u.- (1 + K 2 ) 
{-~u u} = 11Vull2 > llullk~ >O 
' L2 - (1 + K2) -
{~u, u) <O Vu E D(A) 
Logo,~: H 2(!l) n HJ(!l) c L2(!l) -+ L2(!l) é dissipativo. 
Pela aplicação do teorema de Friedricb.s, o operador A= ~ : H 2(!l) n HJ(!l) c 
L2 (!l) -+ L2(!l) é um operador auto-adjunto densamente definido. Portanto, pelo 
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corolário 1.8.11 A é m-dissipativo e, portanto, o espectro de~' u(~), é um subcon-
junto de n-. Segue então que {z E C; I arg z- 7rl < a}, com o <a< i contém o 
espectro do operador~- Logo, o conjunto resolvente de ~,p(~), contém o conjunto 
7r 
com O< 6 < 2. 
Portanto, pelo mesmo argumento usado na proposição 1.11.1, T(t) é um se-
migrupo analítico. Como consequência, T(t) é diferenciável para t > O e T(t)x E 
D(A) = H2 (0) n HJ(O) para todo u E L2 (0) e t >O, isto é, 
para todo t > O. 
A próxima proposição fornce algumas propriedades importantes da solução da 
equação linear do calor. 
Proposição 2.2.10 Seja cp E L2(n) e u(t) = T(t)cp, t >O. Então u E l(Jl+, L2(n)) 
e satisfaz 
com 
{ 
du = ~u; t >O 
dt 
u(O) = cp 
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iii) llu(t)ll~Po < ~llc,oiiL2 t >O 
iv) Se c,o E HJ(O) então llôu(t)llv < ~llc,ollm 
v) u E C((o,oo);HJ(O)). 
Dem: Pela proposição 1.11.1 e pelo estudo do problema linear do calor que acabamos 
de fazer, os ítens (i) e (ii) estão satisfeitos. Vamos demonstrar (iii). 
Por (i) u E C 1 ( (0, oo ), L2(0)) n C([O, oo ), L2(0)) e satisfaz 
(2.2.7) { 
du 
dt (t) = ôu(t) t >O 
u(O) =c,o 
(1) 
(2) 
multiplicando (1) de (2.2.7) por ôu e integrando em n temos 
(2.2.8) 
Pela 1!!.. identidade de Green aplicada ao lado esquerdo de (2.2.8) temos 
1 du 1 di 2 ôu- = --- IVul o dt 2 dt o 
Logo, 
Então 
(2.2.9) 
multiplicando (1) de (2.2.7) por u e integrando em n temos 
(2.2.10) 
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Novamente pela 1a. identidade de Green, {2.2.10) escreve-se como 
mas 
1 du 1 j d u-dx = - -lu(t)l2dx o dt 2 dt 
Então 
o que implica 
(2.2.11) 
1 d 
2 dt llu(t)lll:z + IIVu(t)lll:z =O 
Integrando (2.2.11) entre O e t temos 
Assim 
(2.2.12) 
Por (2.2.9) IIVu(t)lll:z é não-crescente em t, logo, IIVu(t)lll:z < IIVu(s)lll:z Ys E 
[0, t]. 
Daí, 
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Vamos agora mostrar (iv). 
Seja cp E D(A). De (2.2.11) temos 
!dd = f 1Vul2dx + f 1Vul2dx =O 
2 t lo lo 
integrando esta última em [0, t] temos 
Logo, 
(2.2.13) 
· du(s) 
Como cp E D(A) temos ~ = Au(s) = T(s)Acp 
Assim, 
~u(t) 
du - - = T(t)~cp = T(t- s)T(s)~cp = 
dt . 
- T(t- s)~u(s) 
Logo, 
(2.2.14) 
De (2.2.13) e (2.2.14) temos 
1 1 
2IIVu(t)llh + tll~u(t)llh < 2IIVcplli2 
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Logo, 
(2.2.15) 
para todo cp E D(A). 
Mostraremos que (2.2.15) também vale para toda cp E HJ(O). 
Para isso, dada cp E HJ(O) existe cpn E Cõ(O) tal que cpn --+ cp em H 1(0). 
Definimos, un(t) = T(t)cpn. Por (2.2.15) temos, 
(2.2.16) 
Pelo ítem (ii), 
Então 
Como llcpn- cpiiL2 < llcpn- cpllnJ segue que ~un--+ ~u em L2 (n) quando n--+ oo, 
o que implica, ll~nuiiL2 --+ ll~uiiL2 
Então, por (2.2.16) concluímos que 
(v) u E C((O, oo ); HJ(O)) 
De fato, seja vh(t) = T(t + h)cp- T(t)cp, vh satisfaz 
(2.2.17) 
(2.2.18) 
multiplicando (2.2.17) por vh(t) e integrando em n temos, 
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integrando esta última em [0, t] temos, 
Logo, 
(2.2.19) 
multiplicando (2.2.17) por Llvh(t) e integrando em n temos 
Então, 
(2.2.20) 
De (2.2.19) e (2.2.20) temos que : 
t11Vvh(t)llh = Lt I!Vvh(t)lli2ds < Lt IIVvh(s)llhds < 
Daí, 
Portanto, 
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Assim, quando h-+ O, llvh(t)llm -+O pois T(t) é um c0-semigrupo. o 
Em um espaço de Banach X, o problema não linear 
(2.2.21) 
- ~u+g(u) j n X [O,T) 
{ ~" 
u(x, O) -
- o 
uo(x) 
onde g E C( IR, IR) e T >O, na linguagem de semigrupos, passa a ser considerada 
como a equação diferenciável 
{ 
ü = Au+F(u) 
u(O) = uo 
onde F(u)(x) = g(u(x)) para todo x E X. 
Para o caso em que X = LP(fl), 1 < p < oo, a aplicação F : V(O) -+ V(O) 
está definida se, e somente se, a função g satisfaz 
(2.2.22) lg(s)l ~ Clsl 
onde, C é uma constante positiva. 
Portanto, para tratar o problema (2.2.21) de modo que o termo não-linear não 
esteja restrito à condição (2.2.22) estudaremos o problema (2.2.21) em L00 (S1). 
§2.3 A Equação do Calor em L00 (S1) 
Defina o operador A1 : D(A1 ) C L00 (S1) -+ L00 (S1) com domínio D(A1 ) = 
{u E HJ(!l) n L00 (!l); ~u E L00 (!l)} com A1u = ~u para todo u E D(At)· 
Proposição 2.3.1: A1 é um operador m-dissipativo em L00 (f2). 
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Dem: Sejam À >O e f E VX>(n). Precisamos mostrar que existe u E D(A1) tal que 
u- À.Ó.u =f. 
Como f E L2(íl) e .6. = H2(íl) n HJ(íl) c L2(n) --. L2(n) é m-dissipativo, 
existe u E H2(íl) n HJ(íl) tal que u- À.Ó.u = f, 'V À > O e f E L00 (n). Necessitamos 
somente mostrar que u E L00(n). Para isso, sejaM= llfiiLoo· Em particular, 
(2.3.1) ( u - M) - À.6.( u - M) = (f - M) 
está resolvido em L2(n). 
Seja h : IR --. IR dada por h(s) = s- M. Assim u-M = h.u. Como 
h+ é diferenciável exceto para s = M, h+(o) = O e h+ é lipschitziana, temos pela 
proposição 1.2.5, v= (u-M)+= h+.u E HJ(n) e Vv = X{lui>M}Vu. 
Multiplicando (2.3.1) por v= (u-M)+ e integrando em n temos 
fn(u- M)(u- M)+- À In .6.(u- M)(u- M)+ = fn(J- M)(u- M)+ 
Como M = llfiiLoo, (f- M) ~O e (u-M)+ E HJ(n) temos 
fn[(u- M)+] 2 +À lo V(u- M)+V(u- M)+ <O 
Assim 
O que implica, v = O, isto é, 
( u - M)+ = O, ou seja u < M em n 
Pela mesma razão, u > -M em n. Daí, lluiiLoo $; M = llflloo· Logo, u E Loo(n), 
Assim, I- ÀA1 : D(A1) C L
00 
--. L00 é sobrejetor para todo À> O e além disso, 
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Portanto, A 1 é m·dissipativo. O 
Lemma 2.3.2: 
D(AJ) = { u E H5(!1) n L""(!1); ôu E L""(!1)} 
é um subespaço denso de 
Co(!1) = { u E C(!1); u lan = O} 
Dem: Para. demonstrar a. inclusão veja. [Gilbarg, Trudinger], teorema 8.36 página. 
206. Para. demonstrar a densidade, tome u E Co(!1) e defina.: 
- ( ) _ { u( X) i X E !1 
U X - -
O ;xER"\!1 
Logo, Ü E C(R" ). Seja Pn E COO(R" ), supp Pn C B(O, ~ ), j Pn = 1 e Pn ~ O sobre 
JRN. 
Então, Pn * ü E C00(Dr') e p,. * ü --+ ü uniformente sobre qualquer compacto 
de JRN e supp (Pn * ü) C supp (ü) + B(O, ;;:). 
Logo, da.do i> O existe v E COO(JEC') tal que 
(2.3.2) 
Como ulan = O eu E C(IT), dado ~ > O existe 6 > O tal que: 
(2.3.3) 
e 
. llu(x) ll < 2 
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Se X E 0\01 onde nl c o e d(Ot,O) >h 
Daí, 
Defina 02 = {x E O;d(x,80) > !J e a E C00(1lr) tal que 
1) a( X) = 1 para X E 01 
2) O< a(x) < 1 para x E 0\01 
3) a(x) =O para x E F\02 
I lu- aviiLoo - llií- avll = llau + (1- a)u- avi I = 
- lla(ií- v)+ (1- a)ull < 
< llall·llu- vil+ 111- allllull < 
< llu- vil+ lluiR"\Otll = 
(2.3.2)e(2.3.3) ê ê 
- llu-vll+llulõlntll < 2+2=ê 
Observequesupp (av) =suppansuppv c O. Logo, C0 (S1)édensoemC0 (S1). 
Visto que C0 (0) C D(A1) C C0(S1) temos que D(A1 ) é denso em C0 (0). O 
Em consequência do lema 2.3.2, D(A1) não é denso em L00 (S1). Definamos o 
operador A: D(A) C C0 (S1) -+ C0 (0) dado por Au = ~u para todo u E D(A) onde 
D(A) = {u E HJ(O) n Co(S1); ~u E Co{O)} 
Novamente, pelo lema 2.3.2, D(A) é denso em C0 (S1). 
Agora mostraremos que A= D(A) C C0 (S1)-+ C0 (S1) é m-dissipativo. 
Sejam f E C0 (0) e À > O. De C0 (0) C L00 (S1) e A1 é m-dissipativo, existe 
u E D(A1 ) tal que (I- ÀA1)u =f. Como D(A1 ) C C0(0) implica que u E Co(O). 
De A1u = Í(u- f) e u,f pertencentes a C0 (0) temos que A1u = ~u pertence a 
Co( O). 
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Logo, u E D(A) = { u E HJ(n)nC0(n); ~u E C0(n)}. Assim, para todo~ > O, 
o operador I- .\A: D(A) C C0(0)-+ C0(n) é sobrejetor. 
Sabendo que D(A) C D(A1) temos para todo u E D(A) e~> O que 
pois A1 é m-dissipativo. 
Portanto, A: D(A) c C0 (n) -+ C0 (0) é m-dissipativo. 
Finalmente, pelo fato que A: D(A) C Co(n)-+ Co(n) é m-dissipativo e den-
samente definido em C0(n) segue pelo teorema de Lumer-Phillips que A é o gerador 
infinitesimal de um CO-semigrupo S(t) sobre C0 (n). 
Além disso, como C0(n) c L2(n) e ~ : H 2(0) n HJ(n) c L2 (0) -+ L2(n) 
temos que G(A) C G(~) onde G(A) = {(u,Au);u E D(A)}. Em consequência, 
S(t) = T(t)lco(n) , onde T(t) denota o C0-semigrupo sobre L2 (n) gerado por 
~: H2(0)nHJ(O) c L2 (n)-+ L2(n); ou seja, S(t)cp = T(t)cp para todo <p E Co(n). 
Em consequência, para toda <p E Co(n), u(t) = S(t)<p satisfaz as condições (i), 
(ii), (iii), (iv) e (v) da proposição 2.2.10. 
Lema 2.3.3 Para t > O e x E IR:' defina 
Para 1/J E Co( F), v(t) = k(t) * t/J tem-se: 
i) v E C00 ((0,oo) x F) e v E C([O,oo);LP(Jr))nCoo((O,oo),V(F)) para 
p E [1, oo] 
{ 
Vt =~v em (0, oo) x F 
ii) v(O) = t/J 
67 
Dem 
n 1 1 
--(---) 
iii) llv(t)llv :5 (47rt) 2 q P 111/IIIL• V1 < q < p < oo e Vt >O. 
Para todo x E F, v(t)(x) = k(t) * f/l(x) = f k(t)(x- y)f/l(y)dy Jnn 
Defina L: (0, oo) X Jrl x Jrl-+ 1R por L(t,x,y) = k(t)(x- y)f/l(y). Afirmamos 
que L satisfaz: 
a) L E C00 ((0,oo x F x F) 
b) L(t,x,y) >O para (t,x,y) E (O,oo) x F x F 
c) f L(t,x,y)dy = 1 para (t,x,y) E (O,oo) x F x F 
}!f" 
d) &tL(t,x,y) = ~:cL(t,x,y). 
De fato, (a) e (b) são imediatas. Para verificar (c) basta utilizar o teorema de 
Fubini da seguinte maneira: 
i i f 1 lx- Yl
2 
L(t,x,y)dy= k(t)(x-y)dy= ( )/2 exp(- 4 
)dy 
R" R" 41rt n t : 
Fazendo a seguinte substituição y = x + ( 4t)1127] na última integral temos que 
JR" L(t,x,y)dy = (1r:n/2 kn exp(-I7JI?d7] 
Pelo teorema de Fubini , 
A afirmação (d) é de imediata verificação bastando somente derivar ambos os 
lados nas respectivas variáveis indicadas. 
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Destas propriedades sobre L segue que v E COCJ ( (0, oo) X J/:1) e satistaz Vt = Llxv 
para todo t > O 
Além disso, v tem valor inicial .,P, no sentido que quando estendemos v por 
v(O,x) = .,P(x) para t =O, então v é contínua para x E F,t ~O. 
Para provar que a extensão de V é contínua em t = O e x E F temos que 
provar que v(x, t) -+ .,P(x0 ) quando x-+ x0 e t -+ O 
lv(t,x)- .,P(xo)l =I f L(t,x,y).,P(y)dy- .,P(xo)l = Jnn 
- I f L(t,x,y).,P(y)dy- .,P(xo) f L(t,x,y)dyl = Jnn }nn 
- I f L(t,x,y)(.,P(y)- .,P(xo))dyl $ Jnn 
< f L(t,x,y)I.,P(y)- .,P(xo)ldy Jnn 
Como .,P E C0 (RN), dado ê > O existe h > O tal que se IY - xol < 2h então 
lt/J(y)- .,P(xo)l <E. Então para lx- x0 1 <h temos, 
lv(t,x)- .,P(xo)l < f L(t,x,y)j.,P(y)- .,P(xo)ldy + f L(t,x,y)j.,P(y)- .,P(xo)ldy 
Jlv-xl<ó Jlv-xl~ó 
$ f L(t,x,y)I.,P(y)- .,P(x0 )jdy + f L(t,x,y)I.,P(y)jdy + f L(t,x,y)I.,P(xo)ldy 
Jlv-xl<ó Jlv-xl~ó Jlv-xl~ó 
$ f L(t,x,y)j.,P(y)- .,P(xo)ldy + 2 sup lt/J(y)l f L(t,x,y)dy 
Jlv-xl<ó yERn Jlv-xl~6 
lx-<l<ó f L(t,x,y)lt/J(y)- .,P(xo)ldy + 2sup lt/J(y)l f L(t,x,y)dy 
Jlv-xl<2ó Jlv-xl~ó 
$E f L(t,x,y)dy+2suplt/J(y)l f L(t,x,y)dy 
Jlv-xl<2ó Jlv-xl~ó 
Como lim f L(t,x,y)dy = lim(1r)-n/2 f e-1'112 d7J =O 
~;g Jlv-xol~ó ~;g }1'11~ *' 
temos que 
lv(t, x)- .,P(xo)l < 2ê para t suficientemente pequeno e lx- xol <h. 
Mostraremos agora que v E C([O,oo),LP(J/:1)) n C00 (0,oo),LP(JR:l)) para p E 
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[1, oo] 
Antes observemos que v(t) = k(t) * t/J pertence a LP(JR") para t >O. 
De fato, pela desigualdade de Young, a saber, se f E L1{Jl'l) e g E LP(Jl'l) 
então IIJ * gllv $ IIJIILt ll91lv para p E [1, oo], temos que k(t) * t/J E V(F) para 
t >O pois 
1) r k(t)(x)dx = j(41rt)-nf2exp(-lxl2)dx = 
}Rn 4t 
- 100 •• ·100 (41rttn/2 exp(-(x~ + ... + x~) )dx1 · · · dxn = 
-oo -oo 4t 
- (47rt)-nf2(/_: e-~dxt = (41rttn12(41rtt12 = 1. 
Logo, k(t) E L1{1Rn). 
Provemos a continuidade: Dados t > O e h > O 
v(t +h)- v(t)l = lk(t +h)* t/J- k(t) * t/JI $ 
< r I(L(t + h,x,y)- L(t,x,y))t/J(y)ldy = 
}Rn 
< 1 IL(t + h,x,y)- L(t,x,y)llt/J(y)ldy $ 
supp1/l 
< suplt/Jll IL(t+h,x,y)-L(t,x,y)ldy 
supp1/J 
Como L E C00 ({0, +oo) X Jl'l X Jl'l), dado é> o existe h> o tal que se lhl <h então 
IL(t + h,x,y)- L(t,x,y)l <é 
logo, 
(2.3.4) lv(t +h)- v(t)l < sup lt/JIIsuppt/Jié 
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onde jsupp1PI denota a medida de Lebesgue do conjunto supp1P. 
Portanto, 
llv(t +h)- v(t)llv < sup I1PIIsupp1PI2.e 
Para t = O já mostramos a continuidade de v. Assim, v E C([O, oo) x 
.IR'\ LP(R_n)) para todo 1 ~ p < oo. Para p = oo, usamos a estimativa (2.3.4). 
Agora mostraremos que v E C00 ({0,oo),LP(JR'l)), para isto, sejam t > O e 
h>O 
lv(t + h)(x~- v(t)(x) - a~t) * 1P(x)l = 
_ I r k(t + h)(x- y)- k(t)(x- y) _ ak (t)(x _ y))1P(y)dyl ~ 
kn h m 
< !Rnl k(t + h)(x- y~- k(t)(x- y) -: (t)(x- y))lltP(Y)Idy = 
_ 1 lk(t + h)(x- y)- k(t)(x- y) _ 8k (t)(x _ y)lltP(Y)Idy ~ 
supPIJt h m 
< sup I1PI Jl k(t + h)(x- y~- k(t)(x- y) - ~~ (t)(x- y),dy = 
visto que L(t, x, y) = k(t)(x- y) pertence a C 00 ((0, oo) X JR'l X F) temos que dado 
e >O existe h> O tal que se lhl ~h implica que 
I k(t + h)(x- y~- k(t)(x- y) _: (t)(x _ y)l <e 
Daí, 
l
v(t + h)(x)- v(t)(x) 8k( )I< I·'·! I ·'·I h - m t - sup 'f/ supp'f/ e, 
então 
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para lhb < 6 
Logo, a~ (t)(x) = : (t) * ,P(x) para todo t > O e pela regularidade de k temos 
av anv ank(t) 
que at E C(O, oo), LP(JR"')). Analogamente, atn (t)(x) = atn * ,P(x) para todo 
n E IN 
Assim, v E 0 00 ((0, oo),LP(JR'l)). 
Para finalizar, mostraremos o ítem (iii). Para isto, necessitaremos de desigual-
dade generalizada de Young, a saber, dados 1 < p, q, r < oo com ! +! =! + 1 se 
Logo, para v(t) = k(t) * t/J temos 
1 1 1 
-=-+--1 
p a q 
p q r 
Observe que é possível existir a nas condições 1 < p, q, a < oo com ! = .!_ +!- 1 
p a q 
. - 1 Lo 1 o . li 1 1 (1 1 ) > o p01s, 1 < q entao - < 1. go, 1 - - 2:: , o que 1mp ca, - = - + - - _ . 
. q q a p q 
Como 1 < q ~ p implica que!-!~ O. Logo, .!_ ~ 1, isto é, a> 1 
p q a 
Agora, 
Fabini 
n 
-(1- p) 1 
Portanto, llk(t)llv = (47rt)2P (plfpt12 
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Como p ~ 1 segue que p11P > 1. Daí, ~ < 1 
Portanto, 
P" 
1 
llk(t)llv < ( )n(t-l), p > 1 
41rt 2 , 
Assim 
1 1 1 
Como - = - - - + 1 temos 
O' p q 
Lema 2.3.4 Dada c.p E C0 (!l) com c.p ~O então S(t)c.p >O para t > O 
Dem: Multiplicando a equação 
du 
-=Dou 
dt 
{
O seu>O . 
por u- = min{u,O} = u -
0 
e mtegrando em n temos 
seu< . 
Por outro lado· 
Logo, 
(2.3.5) 
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isto é, k (u-)2 é não-crescente em t. Como u(O) = cp >O, logo u-(o) =O, logo por 
(2.3.5), u- = O. 
Em consequência, u(t) = S(t)cp >o, Vt >o e X E n. o 
Proposição 2.3.5 Seja t/J E C0(0) e 1 < q < p < oo. Então para todo t > O temos 
Dem: Seja t/J E D(A). 
Aplicando o lema 2.3.4 para as condições iniciais lt/JI- t/J e lt/JI + t/J obtemos 
(2.3.6) 
(2.3.7) 
De (1) e (2) temos 
Daí, 
Em consequência 
(2.3.8) 
S(t)(lt/JI- t/J) ~ o em n 
S(t)(lt/JI + t/J) > o em n 
-S(t)lt/JI < S(t)t/J < S(t)lt/JI em n 
IS(t)t/JI < S(t)lt/JI 
IIS(t)t/JIIv < IIS(t)lt/JIIIo· 
{ 
lt/JI em n 
Definamos v0 = 0 em F\O 
Tomemos, v(t) = k(t)*vo e w(t) = v(t)lo-S(t)lt/JI, ou seja, w(t) = k(t)* lt/JI-S(t)lt/JI 
w tem as propriedades. 
dw . dw d d ,PED(A) 
1) dt = ~w, pOis, dt = dt k(t) * lt/JI - dt S(t)lt/JI = 
74 
= L\~k(t).lt/JI- L\~S(t)lt/JI = L\~w. 
ii) w(O) = v(O)In - S(O)It/JI = lt/JI-11/JI =o. 
Então, w(t) = v(t)ln- S(t)lt/JI satisfaz 
{ 
dw 
- = L\w 
dt 
wlan = v(t)lan ;?:: O 
w(O) = O 
(2.3.9) 
(2.3.10) 
(2.3.11) 
multiplicando (2.3.9) por w- e integrando em n temos, 
Por outro lado, r w_ddw = !dd r (w-) 2 em consequência, r (w-) 2 é não-crescente 
Jn t 2 tln Jn 
em t. 
Como w(O) =O segue que w-(o) =O e portanto, w- =O. 
Logo, w(t) > o em n e para todo t >o. Isto é, w(t) = v(t)ln- S(t)lt/JI ;::::: o ou 
seja, v(t)ln > S(t)lt/JI ~ O 
Segue então que 
(2.3.12) 
1 
IIS(t)lt/JIIIv < llv(t)lnllv ~ llv(t)llv < ( )n(Ll) 111/JIILq 
41rt 2 q p 
De (2.3.8) e (2.3.12) temos 
IIS(t)t/JIIv ~ ~e 1 > 111/JIILq v.p E D(A) (47rt)2 ,-p 
Para finalizar, seja .p E C0(0) qualquer. Como D(A) é denso em Co(O) existe 
.Pn E D(A) com .Pn --+ f/J em Co(O). 
Para todo n temos 
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11 S(t)t/Jn- S(t)t/JIILP < IIS(t)(t/Jn -1/J)IILP :5 
< 111/Jn -1/JIIv = (klt/Jn(x) -1/J(x)IPdx)11P < 
< sup 11/Jn -1/JI( f dx)l/p = 111/Jn -1/JIILooiS1111P. 
n lo 
Assim, IIS(t)t/Jn - S(t)t/JIILP --+ O quando n --+ oo o que implica, IIS(t)t/Jnllv --+ 
IIS(t)t/JIILP· 
Por outro lado, 111/Jn -1/JIILq < suplt/Jn -1/JIIS111/q --+ O quando n --+ oo. Logo; 
õ 
111/JniiLq quando n--+ oo. 
Para cada n é valido. 
1 
IIS(t)t/JniiLP < Il(Ll) 111/JniiLq 
( 47rt) 2 q , 
fazendo n --+ oo na desigualdade acima temos 
Lema 2.3.6 Se ..\1 é o primeiro autovalor de -~ em HJ(S1), então para todo r.p E 
L2(S1). 
IIS(t)cpiiL2(0) :5 e->.1tllcpiiL2(0) 
Dem: Seja f(t) = e2>. 1 tllu(t)11~2 onde u(t) = S(t)r.p 
f'(t) - 2..\1e2>.1tllu(t)lli2 + e2>.1t ~{lo lu(t)xl 2dx) 
- 2.À1e2>.1tllu(t)lli2 + e2>.1t lo u ~~ dx = 
- 2..\1e2>.1tllu(t)llh + e2>.1t lo u~udx = 
- 2e:z>.lt(Àt lo lul2- lo IVul:z) 
76 
C , _ . f In 1Vul
2 In 1Vul2 . li , li 12 1lr7 12 < 0 orno "'I - m r I l2 < r I l2 1mp ca que "'I u - v u _ .. eHJ Jn u Jn u n n .. ,o 
Logo, f'(t) <O, ou seja, f(t) é não-crescente em t. Daí, 
f(t) < f(O) = llu(O)II12 = lllf'llb 
Corolário 2.3. 7 Se À1 é como no lema anterior e <p E C0 (n) então 
À lnl2/n 
Onde M = exp( 1 ), onde 1n1 denota a medida de Lebesgue de n. 
47r 
1n12/n 
Dem: Seja T = --
47r 
Para O< t < T 
Logo, 
Para t > T,, 
S(t)cp = S(t)S(t- T)cp 
Aplicando a proposição 2.3.5 para p = oo e q = 2 temos 
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logo, 
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§2.4 Equação Não-Linear do Calor 
Este parágrafo está destinado ao estudo do problema não-linear do calor (2.4.1) 
abaixo, sob o ponto de vista da existência local e global de solução e um tipo de 
resultado de blow-up para tempo finito. 
Como antes n c F é um aberto limitado do F com bordo an suave. Con-
sideremos uma função g E C(R, R), localmente lipschitziana tal que g(O) =O. 
Consideremos o seguinte problema 
- ~u+F(u) n x (o, t) 
(2.4.1) 
onde F: C0 (!1)--. C0 (0) é dada por F(u)(x) = g(u(x)). 
2.4.1: Existência Local 
Proposição 2.4.1.1 Sejam cp E C0(0), T >O eu E C((O, T], C0(0)). Seu é solução 
da equação 
u(t) = S(t)cp + lt S(t- s)g(u(s))ds, tE (O,T] 
então u é solução do problema. 
(2.4.2) l u E C([O,T],C0 (0)) n C((O,T],HJ(O)) n C1((0,T],L2(!1)) e ~u E C((O, T], L2(0)) Ut = ~u + g(u), tE (O,T] 
u(O) = cp 
Dem: A aplicação t ..-. g(u(t)) de [0, T] em C0(0) pertence ao espaço C([O, T], L
2(0)) 
(2.4.3) 
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De fato, 
11 g(u(t +h))- g(u(t))lli:~ =lo jg(u(t + h,x))- g(u(t,x))l 2dx 
< lo K 2 lu(t + h,x)- u(t,x)l 2 < K 2 lo sup lu(t + h,x)- u(t,x)j2dx 
- K 2 j0jjju(t +h)- u(t)llloo 
- ê 
Como u E C([O, T], C0(0)), dado kjOji/2 > O existe é > O tal que se Ih I < é 
então llu(t +h)- u(t)IILoo < ê. Portanto, llg(u(t +h))- g(u(t)llv < ê se lhl <é. 
Para O< t <Ta aplicação v(s) = S(t- s)g(u(s)) paras E [0, t) pertence ao espaço 
HJ(n). (2.4.4) 
De fato, g(u(s)) E Co(!l), logo, g(u(s)) E L 2 (0). Assim, S(t- s)g(u(s)) = 
T(t- s)g(u(s)). 
Como T(t): L 2(0)--+ H 2(0)nHJ(O) para t >O, segue que v(s) E HJ(O) para 
sE[O,t). 
Pelo ítem (iii) da proposição 2.2.10 e por (2.4.4) temos que 
IIS(t- s)g(u(s))IIHA < ~~~~ 
Tendo em vista (2.4.3), existe constante C1 > O tal que 
(2.4.5) 
. Ct 
IIS(t- s)g(u(s))IIHJ < -/20-8 
pelo teorema de Bochner que T(t- s)g(u(s)) pertence ao espaço L 1(0,t,HJ(O)). 
Como consequência, 
{2.4.6) fot S(t- s)g(u(s))ds E HJ(n) 
Novamente, para r.p E C0(0) e t > O temos que S(t)r.p = T(t)r.p E H 2(0) n 
HJ(n). Daí, S(t)r.p E HJ(!l) para r.p E C0{0). Então, como u(t) = S(t)r.p + fot S(t-
s)g(u(s))ds temos que u(t) E HJ(O) para tE [O,T] (2.4.7) 
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Além disso, 
llu(t)llnt < IIT(t)cpiiHJ + j IIT(t- s)g(u(ys))llnJds o 
(2.4.5) llcpiiL2 1t C1 ~pECo(Õ) < + < 
vi2Vi o vl2vr:::s -
:5 c2 Vi vf2Vi + Ct t < t -
< max(Ct, C2)(~ +Vi)= c3(~ +Vi)= 
- C (1 + t) <C (1 + T) = 3 .ji -3 .ji 
c" (2.4.8) - .ji 
Mostraremos agora que u E C((O, T], HJ(!l)). Para isto, sejam t E (0, T] e h > O, 
então 
u(t +h)- u(t) = (S(t + h)cp- S(t)cp) + 1t (S(t +h- s)g(u(s))- S(t- s)g(u(s))ds 
Daí, 
+ 
+ 
(2.4.5) 
< 
+ 
+ 
l
t+h 
+ t S(t +h- s)g(u(s))ds 
llu(t +h)- u(t)llnJ < IIS(t + h)cp- S(t)cpiiHJ 
ft IIS(t +h- s)g(u(s))- S(t- s)g(u(s))llntds + lo o 
rt+h · 
lo IIS(t +h- s)g(u(s))llmds < 
IIS(t + h)cp- S(t)cpllnt + r IIS(t +h- s)g(u(s))- S(t- s)g(u(s))llntds + 
o lo o 
l t+h Ct J = IIS(t + h)cp- S(t)cpllnt + t t+h-s 0 
fot IIS(t +h- s)g(u(s))- S(t- s)g(u(s))llds + 2CtVh 
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Como cp e g(u(s)) pertencem a L2(0) para todos E [O,T], pela proposição 2.2.10, 
ítem (v) temos que llu(t +h)- u(t)IIHJ -+O quando h-+ O. 
Como g é lipschitziana sobre conjuntos limitados de R e a imagem de u(t) é 
limitada em IR para cada tE [O,T], segue que g é lipschitziana sobre a imagem deu 
em IR. Como consequênciag é diferenciável quase sempre sobre a imagem de u(t), tE 
[0, T]. Daí, como g(O) =O e u(t) E HJ(O) partE {0, T] segue pela proposição 1.2.5 
{regra da cadeia) que g(u(t)) E H 1(0) e Vg(u(t)) = { g'(u(t))Vu(t) ,u(t) ri N 
0 O , u(t) E N 
cmde N é o conjunto de medida nula onde g não é diferenciável. 
Além disso, 
(2.4.9) 
De fato, 
c 
llg(u(t))IIHJ ~ ..ji 
llg(u(t))ll~l = IIVg(u(t))llh = r IVgu(t)l2dx 
o lo 
- r lg'(u(t))Vu(t)l 2dx = r jg'(u(t))I21Vu(t)l2dx = 
ln\N ln\N 
- r jg'(u(t,x))I 21Vu(t,x)l2dx 
ln\N 
Como g é lipschitziana sobre a imagem de u existe constante K tal que jg'( u( t, x) I ~ 
K para (t,x) E [O,T] x O tal que u(t,x) ri N. 
Daí, 
< K( r 1Vu(t,x)l2dx)112 = 
ln\N 
. (2.4.s) kC4 C 
- Kllu(t)IIHJ < ..ji = ..ji 
Aplicando novamente a proposição 2.2.10 temos que LlT(t)cp E L2(0) e além disso, 
c 
IILlS(t- s)g(u(s))IIL2 < ..;t=S.JS 
De fato, aplicando o ítem (iv) da proposição 2.2.10 para a condição inicial 
llg(u(s))IIHl C 
g(u(s)) E HJ(O) temos IILlS(t- s)g(u(s))IIL2 < ..;t=S 0 ~ ..;t=S.JS {2.4.10) 
t-s -s s 
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Então como, 
~u(t) = ~S(t)cp + fot ~S(t- s)g(u(s))ds 
Segue que ~u(t) E L2(0). 
Portanto, u(t) E {u E HJ(O); ~u E L2(0)} = H 2(0) n HJ(O) para todo 
tE [0, T]. 
Daí, u E C{[O,T],H2(0) n HJ(O)). De fato, utilizando o fato que zero não 
pertence ao resolvente de ~ : H 2(0) n HJ --+ L 2(0), isto é, existe~ - 1 : L 2(0) --+ 
H 2(0) n HJ(O) e~ - 1 E B(L2(0)) temos 
li u(t +h)- u(t)llw = 11~ -1 (~(u(t +h)- u(t))llw < 
< li~ -1 ll·ll~u(t +h)- ~u(t)IIL2 
basta então mostrar ~u E C([O, T], L2{0)). Para isso, 
ll~u(t +h)- ~u(t)IIL2 = II(S(h)- I)~S(t)cpllv + 
+ fot II~S(t +h- s)g(u(s))- ~S(t- s)g(u(s))llds + 
1
t+h 
+ t ll~S(t +h- s)g(u(s))llds 
Temos os seguintes fatos: 
i) D.S(t +h- s)g(u(s))- ~S(t- s)g(u(s)) = S(h)D.S(t- s)g(u(s))-
-~S(t- s)g(u(s)) = (S(h)- I)~S(t- s)g(u(s))--+ O quando h--+ O ep1 L2 
ii) ll~S(t +h- s)g(u(s))- ~S(t- s)g(u(s))IIL2 ~ 
< II~S(t +h- s)g(u(s))IIL2 + II~S(t- s)g(u(s))llv < 
c c 1( ) < + ~ r: E L O, t . 
...jt +h- S yt- SyS 
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Então pelo teorema da convergência dominada 
kt I~S(t +h- s)g(u(s))- ~S(t- s)g(u(s))llv,ds-+ O quando h-+ O 
iii) l
t+h (2.4.10) lt+h c 
II~S(t +h- s)g(u(s))llvds < Vsds 
t t v't +h- s s 
[ 
ds cdy [/2 C - 2C - 2C -dO = 
t vsvr=s v=..fi ..fi Jr- y2 v=.../i aen 9 arcsen 0 
{i1r /t 
2C(arc sen y;- 2) = 2C(arc sen Vt+h -7r/2) 
l
t+h fh lim ll~s(t +h- s)g(u(s))llvds < lim2C(arc sen --h -7r/2) =O 
h-+O t h-o t + assim 
De (i), (ii) e (iii) temos que 
ll~u(t +h) - ~u(t)IIL2 -+ O quando h -+ O, logo, ~u E C((O, T], L2 (f!)) o que 
implica u E C((O,T],H2(f!) n HJ{f!)). 
Para finalizar, provaremos que u E C1((0, T), L2 (f!)). 
Para isto, sejam tE (0, T) e h> O 
u(t +h)- u(t) = (S(h)- I) S(t)cp + ft S(h)- I S(t- s)g(u(s))ds 
h h · lo h 
11t+h +h t S(t +h- s)g(u(s))ds (2.4.11) 
observamos que: 
.:) S(h)- I 1 lt+h-• d 
~ 11 h S(t- s)g(u(s))llL2 = hll t-• deS(e)g(u(s))dell 
1 lt+h-• 
- hll t-• ~S(e)g(u(s))dell = 
1 ft+h-• 
- h lt-• S(e- (t- s))~S(t- s)g(u(s))I!L2de < 
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k lt+h-• < h t-• li~S(t- s)g(u(s))l1L2de = kli~S(t- s)g(u(s))llv ::; 
kC 1 ( ) < .Jt=Svs E L O,t. 
ii)k(S(h)- I)S(t- s)g(u(s))-+ ~S(t- s)g(u(s)) 
em L 2 pois S(t- s)g(u(s)) E H 2 (n) n HJ(n) = D(~). 
De (i) e (ii) segue pelo teorema da convergência dominada 
rs(h)-1 r lo h S(t- 1)g(u(s))ds-+ lo ~S(t- s)g(u(s))ds 
em L2(n) quando h-+ O. 
Fazendo h -+ O em (2.4.11) temos, 
u'(t) - ~S(t)c,o + 1t ~S(t- s)g(u(s))ds + g(u(t)) = 
- u(t) + g(u(t)). 
logo, u é solução de 
{ 
u'(t) = ~u(t) + g(u(t)) 
u(O) =c,o o 
Observação 2.4.1.2: Não é possível utilizar o teorema 1.13.10, porque, C0(n) não 
é reflexivo 
O próximo resultado estabelece a existência local do ·problema não-linear. 
Teorema 2.4.1.3: Para toda c,o E C0(0) existe uma única função u definida sobre 
um intervalo maximal [0, T( c,o)) solução de 
(2.4.10) l u E C([O, T], Co(n)) n C((O, T], HJ) n C1((0, T], L2 ); ~u E C((O,T],L2(n)) 
Ut = ~u + g(u) , t E (0, T] 
u(O) = c,o 
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Para todo T E (0, T(cp)) e além disso, se T(cp) < oo então Jlu(t)ll -+ oo quando 
ti T(cp). 
Dem: Dada cp E C0 (n), pelo teorema 1.13.5 existem T(cp) >O e uma única função 
u E C([O, T(cp)), Co(n)) solução de 
u(t) = S(t)cp + kt S(t- s)g(u(s))ds 
sobre [O,T{cp)) onde: 
i) T(cp) = oo ou 
ii) T(cp) < oo e lim llu(t)ll = oo 
tlT(.,o) 
Portanto, pela proposição anterior, ué solução do problema (2.4.12) O 
2.4.2 Existência Global 
Existem várias condições para a existência global da equação não-linear 
(2.4.12). Daremos dois tipos. O primeiro tipo de resultado mostra que se g satisfaz 
certas condições para, ltl grande então a solução de (2.4.12) é global. O segundo 
resultado, de natureza distinta, estabelece que se g satisfaz certas condições para ltl 
pequeno, a solução de (2.4.12) com condição inicial "pequena" é global. Necessita-
remos do seguinte resultado. 
Proposição 2.4.2.1 SejamT > Oecp E C0 (n), u E C([O,T],Co(n)nC((O,T),HJ)n 
C1((0, T), L2) com .ó.u E C((O, T), L2 ) e h E C([O, T], C0(n)) tais que 
{ 
Ut = .ó.u + h Yt E (0, T) 
u(O) = cp 
Suponha que existe uma constante C tal que 
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lh(t,x)l::;; Clu(t,x)l sobre [O,T] X n 
então, se c.p >O temos que u(t) ~O para todo tE [0, T]. 
Dem: A idéia é mostrar que a parte negativa de u( t, X) é nula para ( t, X) E (0, T] X n. 
Para isto, defina f : (0, T] --+ IR por 
multiplicando Ut = .ÓU +h por -u- e integrando em !l temos, 
temos 
Como u(t) E H~(!l), pela regra da cadeia, u-(t) E H~(!l). 
Aplicando a 1 ª identidade de Green à última iguàldade, temos, 
! f'(t) = I vu-vudx- I u-hdx = 
2 lo lo 
-lo IVu-12 - lo u-h::;;- lo u-h dx 
Logo, 
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~f'(t) < -lo u-(t)h(t)dx 
Assim 
1 1 f 
?J'(t) < 21/'(t)l $lo lu-(t)llh(t)ldx 
Por hipótese lh(t,x)l < Clu(t,x)l então 
Logo, 
~f'(t) < lo Cju-(t)llu(t)jdx =lo C(u-(t)?dx = 
- Cj(t) 
f'(t) $ Cj(x) Vt E (O,T) 
Daí, f(t) < f(s)exp(2C(t ~s)) para todos E (O,t) mas f(s) = f0 (u-(s)) 2dx 
logo, 
Fazendo s -+ O na última desigualdade, temos: 
Como <p > O temos <p = O, o que implica, 
f(t) $O Vt E (0, T], isto é, lo (u-(t)? ~O 
Portanto, u-(t) =O Vt E (0, T] O 
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Proposição 2.4.2.2 {1º resultado de existência global) 
Suponha que existem constantes k e C tais que 
sg(s) ~ Cs2 para lsl > k 
então para todo c.p E C0 (!l), a solução de (2.4.12) dada pelo teorema 2.4.1.3 é global. 
Dem: Faremos a demonstração em duas etapas. 
1 ª etapa: Suponha que c.p > O 
Seja T < T(c.p) e defina h(t) = g(u(t)) para tE [O,T] 
jh(t,x)l = jg(u(t,x))l = jg(u(t,x))- g(O)I < kju(t,x)l 
para (t,x) E (O,T] x !l. 
Então, pela proposição 2.4.2.1, u(t) ~ O para t E [0, T] 
Por hipóstese, paras> k,g(s) < cs. 
(2.4.13) 
Adicionando a este fato a propriedade que g E C( R, R), e portanto, limitada 
sobre [0, k], concluímos que existe constante C tal que 
(2.4.11) g(s)::; C+Cs, Vs >O 
De (2.4.13) e (2.4.14) temos 
(2.4.12) g(u(t,x)) <C+ Cu(t,x) 
Daí, 
(2.4.13) llg(u(t))ll < IIC + Cu(t,x)ll < C(1 + llu(t)ll) Vt E [O,T(c.p)) 
Pelo teorema da existência local 
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u(t) = S(t)cp + fot S(t- s)g(u(s))ds Vt E [O,T] 
Logo, 
r (2.4.16) 1t llu(t)ll < II'PII +lo llg(u(s))llds < II'PII +C lo (1 + llu(s,x)ll)ds 
Daí, 
(llu(t)ll + 1) -1 = II'PII +C Lt (1 + llu(s, x)ll)ds 
Seja v(t,x) = llu(t,x)ll + 1 
Assim 
v(t,x) ~ (llcpll + 1) +C fot v(s,x)ds. 
Pela desigualdade de Gronwall 
lv(t,x)l < (llcpll + 1)exp(d) V E [O,T(cp)) 
llu(t,x)ll < llu(t,x)ll + 1 = v(t,x) < (llcpll + 1)exp(d) Vt E fO,T(cp)) 
Logo, T( cp) = oo. 
2ª etapa: cp E Co(!l) 
Seja t/J = lrr'l, denote por v a solução de (2.4.12) com condição inicial v(O) = t/J 
como t/J > O, pela 1 ª etapa, T( t/J) = oo. Seja T < min {T( t/J ), T( cp)} = T( cp ). 
Consideremos w(t) = v(t)- u(t), tE [0, T]. Logo, 
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i) w{O) = v(O) - u{O) = lc,ol- c,o > O 
dw dv du 
ii) dt = dt - dt = (6v + g(v))- (6u + g(u)) = 
= 6(v- u) + g(v)- g(u) 
Denote h = g( v) - g( u) e observemos 
lh(t,x)l - jg(v(t,x))- g(u(t,x))l < kju(t,x)- v(t,x)l = 
- kjw(t, x)l 
Então~~= 6w+ h com jh(t,x)l < kjw(t,x)l 
Então pela proposição anterior w(t) ~ O, tE [0, T] isto é, u(t) :::; v(t) para todo 
t E (0, T] (2.4.17) 
Agora, para z = v+ u onde v é a solução maximal <la equação 
v(t) = S(t)t/J + fot S(t- s)( -g( -v(s))ds 
Logo, v é a solução de dt = 6 v- g( -v) 
{
ãv 
v(O) = t/J. 
Seja f(s) = -g( -s) e observemos que sf(s) = -sg( -s) < Cl- sl2 = Clsl 2 para 
I- si= lsl > k, ou seja, -g( -s) satisfaz as mesmas hipóte~es de g(s), o que implica 
que, v é uma solução global (etapa 1). 
Como 
. dz ãv du 
1)-=-+- = (6v- g(-v)) + 6u + g(u) = 
dt dt dt 
= 6(v+ u) + g(u)- g(-v) e 
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ii) para h(t,x) = g(u(t,x))- g(-v(t,x)) vale 
lk(t,x)l ~ klu(t,x) + v(t,x)l = klz(t,x)l 
temos pela Proposição anterior que z(t) ~ O,t E [O,T) isto é, 
(2.4.18) u(t);::: -v(t) Vt E [0, T] 
De (2.4.17) e (2.4.18) segue que 
(2.4.19) llu(t)ll < max{llu(t)ll, llv(t)ll}, t E [0, T] 
Em consequência T(cp) > T(.,P) = oo. 
De fato, suponha que T( cp) < T( t/J) = oo visto que, lim !lu( t) 11 = oo, existe 
tfT(cp) 
To < T( cp) tal que 
llu(To)ll ~ max{llv(To)ll, llv(To)ll} 
o que contradiz (2.4.19) O 
Observação 2.4.2.3: Pela proposição anterior, a solução é global mas não neces-
sariamente limitada para t > O. Para obtermos soluções limitadas devemos exigir 
mais da função g como, por exemplo, na proposição abaixo. 
Proposição 2.4.2.4: Seja g E C( R, IR) com g(O) = O, iocalmente lipschitziana e 
para lsl > k (k >O) 
sg(s) ~O 
então para todo cp E C0(n) a solução de (2.4.12) é global e para t ~O 
llu(t)ll < max{k, llct>ll} 
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Dem: Seja <p E C0 (!l) e u [0, T(<p)) -+ C0 (!l) solução de (2.4.12). Seja 
M = max{k, ll<pll}. Definimos 
(2.4.20) v(t) = (u(t)- M)+ = { u(~)- M : :~g ~ z,t E [O,T(<p)) 
• { O ses<M SeJa f: IR-+ IR dada por f(s) = M > M, s- ses_ 
Portanto, v(t) = f.u(t). Como u(t) E HJ(!l), f( O) = O e f é diferenciável exceto 
em s = M, segue pela proposição 1.2.5 que Vv(t) = J'(u(t))Vu(t) para u(t) =/:Me 
<p(t) = f.u(t) E HJ(!l). 
Multiplicando 
Ut =.!lu+ g(u) 
por v= (u-M)+ temos 
Daí, 
Logo, 
d 
( u - M)+ -( u - M) = ( u - M)+ Ll( u - M) + ( u - M)+ g( u) 
dt 
d 
(u-M)+ -(u- M)i: =(u-M)+ Ll(u- M)+ + (u- M)+g(u) 
dt 
Integrando esta última parte igualdade em n temos, 
(2.4.21) f (u- M)+!!.(u- M)+ = f (u- M)+Ll(u- M)+ + f (u- M)+g(u) lo dt lo lo 
como v= (u-M)+ E HJ(!l), pela 1ª' identidade de Green temos, 
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(2.4.22) 
1 d 1 d1 De (2.4.21) e do fato que (u- M)+-d (u-M)+= --d [(u- M)+] 2 segue que o t 2 t o 
(2.4.20) escreve-se como: 
- f (V'(u(t)-M)+)2+ f (u(t)-M)+g(u) < f (u(t)+M)+g(u) 
lo l{~EO/u(t)'?_M} l{~EO/u(t)'?_M} 
Para u(t) > M = max{k, llct>ll} implica u(t) > k, o que por hipótese implica 
g(u(t))u(t) <O. Logo, g(u(t)) <O. 
Daí, 
-
2
1 
dd f [(u(t)- M)+] 2 ~ f (u(t)- M)+g(u(t)) <O 
t lo l{~EO\u(t)'?_M} 
Portanto, a função h(t) = fo((u(t)- M)+) 2,t E [O,T(cp)) é não-crescente em t. 
Logo, h(t) ~ h(O) =O então, 
Ou seja, 
(2.4.23) · u(t) ~ M 
Análogamente, tomando v(t) = (u(t)- Mt temos que 
(2.4.24) u(t) > -M 
Portanto, de (2.4.22) e (2.4.23) temos que llu(t)ll < M = max{k, llct>ll} para todo 
tE [O,T(cp)), isto é, T(cp) = oo o 
A proposição a seguir é o segundo tipo de resultado que garante a existência global 
da solução de (2.4.12) 
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Proposição 2.4.2.: Seja g E C(JR, JR),g(O) = O, localmente lipschitziana e para 
lsl =::; p e e > O 
Existem 6 > O, Jl > O tais que para qualquer cp E C0 (íl) com llcpll < 6 a solução de 
(2.4.12) é global e 
onde À1 é o primeiro autovalor de -.ll 
(
À 1012/N) 
Dem: Seja M = exp 1 
4
11" • 
Defina 
Mk 
O(s) =~si+~- s paras 2:: O 
é AI 
a 
seja a= minO(s) = O(s0 ) paras 2:: O. Escolha O< 6 < min(- M,so) e seja 
<f>(s) = M6 + O(s) paras> O. 
Notemos: 
i) </>(0) = M6 >O 
a 
ii) <f>(s0 ) = M6 + O(s0 ) = M6 +a< M(- M) +a= O 
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Logo, pela continuidade de </>, existe p E (0, s0 ) tal que <f>(p) = O. 
Como: 
iii) </>(S) =MS +8(S) = MS~k s~+e -S >MS -S = (M -1)S >O pois, M > 1 
êAt 
e 
iv) S < s0 
temos que S < p. 
Visto que </>( s) = MS + 8( s) implica que o primeiro zero de 4> tende ao primeiro 
zero de 8 quando S --+ O, isto é, p --+ O quando S --+ O. Logo, é possível tomar S 
suficientemente pequeno de modo que p :::; p. Pelo teorema 2.4.1.3, existe u solução 
de (2.4.12) definida no intervalo maximal [O,T(cp)). 
Defina 
T' = sup{t E [O,T(cp));e.\1'llu(s)ll < p,s E [O,t)} 
Como llu(O)II = lllf'll:::; S < p eu E C([O, T(cp)); Co(n) segue que T' >O. 
Seja t < T', pela proposição 2.4.1.1 
u(t) = S(t)cp + lt S(t- s)g(u(s))d~ 
é solução de (2.4.12). 
Daí, 
ll(u)ll:::; IIS(t)cpll + fot IIS(t- s)g(u(s))llds 
Pelo corolário 2.3. 7 temos que 
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Logo, 
llu(t)ll < 11Me-.\1tll<f'll + fot Me-.\t(t-•)llg(u(s))llds = 
- e-.\tt(MII<f'll + fot Me.\t•llg(u(s))llds) 
Observamos que para todo s E [0, t) 
Logo, pela hipótese, llg(u(s))ll :5 kllu(s)W+~ 
Assim, 
e.\1tllu(t)11 < 
-
< 
-
< 
-
-
Logo, 
e.\1tllu(t)ll < p. para todo t E [0, T') 
Se T' < T( <p) temos por continuidade que existe 'I > O tal que 
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e.\1tllu(t)11 < p para todo tE [O,T' + 17) 
O que contradiz a definição de T', logo, T' = T( r.p) = +oo e 
2.4.3: Explosão para tempo finito ("blow-up") 
Existem vários tipos de resultados de blow-up para a equação do calor corno, 
por exemplo, descritos em [Fujita], [Levine], [Sattinger]. 
Aqui apresentaremos um simples resultado fornecendo uma condição suficiente 
para o "blow-up" das soluções. 
Proposição 2.4.3.1: Seja g E C(JR, IR), g(O) = O e localmente lipschitziana. Su-
ponha que existem o:, {3, ê > O tais que 
g(s) > o:sl+r:- {3s para s;:::: O 
Seja .X1 o primeiro autovalor de -D. em HJ(O) e seja t/>1 a correspondente autofunção 
tal que tPt > o em n e In tPt = 1 
Se r.p E C0 (0) satisfaz 
então a solução de 
(2.4.24) 
{ 
du D.u + g(u) 
:(o) = r.p 
ulao - O 
98 
(1) 
(2) 
(3) 
"explode" para tempo finito, isto é, T( cp) < +oo e limtfT(~P) I lu( t) li = +oo. 
Dem: 
Para todo tE [O,T(cp)),u(t) >O em n 
De fato, multiplicando (1) de (2.4.24) por u- e integrando em n temos, 
Assim, 
Como g é lipschitziana e g(O) temos g(u-(t)) < Ku-(t) 
Portanto, 
(2.4.26) 
Logo, integrando (2.4.26) em [0, t] temos, 
pois u(O) = cp > O. 
Pela desigualdade de Gronwall 
fo(u-(t)) 2dx =O 
Logo, u-(t) =O para todo tE [O,T(cp)) 
Defina, 
f(t) = k u(t)cf>1dx para tE [O,T(cp)) 
(2.4.25) 
Por (2.4.25) e pela hipótese que c/>1 > O em n temos que f(t) > O para todo t E 
[0, T( cp) ). Por um cálculo fácil, 
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Pela desigualdade de Hõlder 
(2.4.27) f'(t) > f(t)[-(Àt + {3) + ar(t)], \lt E [0, T(cp)) 
seja T = sup{t E [O,T(cp));J'(s) >O paras E [O,t)} 
(2.4.27) 
Como j'(O) < f(O)[-(.\t + {3) + ar(o)) = 
(k Cf'cPt)[-(.\t + !3) + a(fo Cf'cPtY] > 
(Àt + {3)~[-(Àt + {3) + a[(Àt + f3)~]e] =O 
a a 
> 
implica que T > O. 
Se T < T(cp) temos que f(O) < f(T) visto que f'(t) >O para todo tE [0, T(cp)). 
Assim, 
1 Àt + {3 l f(t) > f(O) = IPcPt > ( )• o a 
Logo, 
r(T) > Àt + f3 
a 
O que implica 
-(Àt + {3) + ar(T) >O 
Então por (2.4.27), f'(T) >O. Pela continuidade de f' existe '7 >O tal que f'(t) >O 
para todo tE [0, T+'J), o que contradiz a definição de T, logo, T = T(cp) e, portanto, 
f'(t) >O para todo tE [O,T(cp)). 
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Seja h> O tal que (a- h)f(OY = ..\1 + (3. Isto é possível pois /(O)> (..\1 + 13 ): a 
por hipótese. 
Por (2.4.27) temos 
Daí, 
f'(t) > f(t)[-(..\1 + /3) + ar(t)] = f(t)[-(..\1 + /3) +(a- h)r(t) + 
+ hf~(t)] 
(2.4.28) f'(t) > hfl+e(t) + j(t)[-(..\1 + /3) +(a- h)r(t)] 
Como f'(t) >O para todo tE [O,T(cp)) temos que f é crescente e, portanto f(O) < 
f(t) para todo tE [O,T(cp)). Logo por (2.4.28) e f(t) >O para tE [O,T(cp)) temos: 
Assim 
Logo, 
f'(t) > hfl+~(t) + j(t)[-(..\1 + /3) +(a- h)r(o)] = 
- hjl+~(t) 
f'(t) 
p+~(t) >h 
d -1 d 
(2.4.29) dt(-;-f(tt~) > dt(ht) 
integrando (2.4.29) em [O,t],t E [O,T(cp)) temos 
_! ~-~(t) +!~-~(o) > ht 
é é 
Logo, 
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Daí, 
Então, 
ht < ~ f-r:(O), Vt E [O,T(<p)) 
e 
Assim, T( <p) < +oo. D 
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