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Chapter 1
Introduction and preliminaries
“ The purpose of computation is insight, not numbers.”
- Richard Hamming
1.1 Introduction
The hybridizable discontinuous Galerkin (HDG) method was introduced by Cockburn
et al. [1] for solving second order elliptic problems. It has been widely applied to solve
various partial differential equations, for example [2, 3, 4], and etc.
The HDG method achieved great success in the finite element methods community
not only because that it inherits the nice traits of the traditional discontinuous Galerkin
(DG) methods, but also because it possesses two unique features. First of all, it has
only globally-coupled unknowns on the skeleton of the mesh which leads to a significant
reduction of the computational cost compared to the traditional DG methods. Due
to this special coupling, HDG method enjoys more compact computational stencils
as opposed to the continuous Galerkin methods the coupling of global unknowns are
achieved through the vertices of the mesh.
1
2On the other hand, HDG method possesses the so-called super-convergence proper-
ties. In particular, HDG methods were proved to exhibit optimal order of convergence
for both the scalar and the vector unknowns for the steady-state diffusion [5], namely
that when piecewise polynomials of degree k(k ≥ 1) are taken as the approximation
spaces for all unknowns, the method converges with the order of k+1 for both the scalar
and the vector unknowns. In particular, the k + 1 order of convergence of the vector
approximations is considered a major improvement from the other classical DG meth-
ods with the same approximation spaces, for example the local discontinuous Galerkin
methods(LDG), where the vector approximations converge with only order k + 1/2.
Moreover, by applying an element-wise local post-processing technique, we can obtain
a new approximation to the scalar unknown which converges with order k + 2. In the
practically interesting case where linear element is considered, HDG approximations to
the scalar unknown converge with third order given the solution is sufficiently regular.
The novel features of the HDG method motivate vigorous development on extending
the method for solving many other equations. However, two major drawbacks of the
methods are recently reported. First, the super-convergence properties of the standard
HDG methods are lost when considering the linear elasticity problems with strongly
symmetric stresses, see in [6, 7]. Second, the numerical study in [2] suggests that the
HDG method could lose the convergence to the exact solution when the stabilization
functions which controls the inter-element jumps are not properly chosen.
In this thesis, we continue the study of the HDG method for the nonlinear elasticity
problems. To approach this difficult problem, we first devise a first HDG method for a
protype scalar nonlinear elliptic equation, the p-Laplacian. Since both nonlinear elas-
ticity and the p-Laplacian are derived from energy minimization problems, we consider
the study of HDG method for the p-Laplacian as a stepping stone. As a second step,
we study the linear elasticity problems where we we address the issue of the loss of
super-convergence. Finally, we provide an analytic estimate for the lower bound of the
stabilization function of the HDG method for the nonlinear elasticity problem. The
3Thesis is organized in three main chapters as explained below.
1.2 An HDG method for the p-Laplacian
In Chapter 2, we considered the scalar nonlinear elliptic equation, the p-Laplacian as an
stepping stone. It is well-known that the exact solution u ∈W 1,pg (Ω) := {u ∈W 1,p(Ω) :
u = g on ∂Ω} of the p-Laplacian is itself the solution of the convex minimization
problem,
JΩ(u) ≤ JΩ(w) ∀w ∈W 1,pg (Ω), where JΩ(w) :=
1
p
∫
Ω
|∇w|p −
∫
Ω
f w.
We devise a first HDG method for the p-Laplacian in Chapter 2 and the method
is recasted into two discrete version of the convex minimization problem. With the
minimization problem, we develop a novel nonlinear minimization algorithm to solve
the resulting HDG systems of equations. In addition, the numerical studies suggest
that the method is super-convergent, namely if polynomials of degree k ≥ 1 are used
for the original HDG method, its approximations to the scalar variable and its flux
converge with order k + 2 and k + 1, respectively. Moreover, we show that the method
is able to correctly capture some nonsmooth solutions and the resulting minimization
algorithm is efficient and robust.
1.3 An HDG method for linear elasticity with strongly
symmetric stresses
In Chapter 3, we develop a new HDG method for solving the linear elasticity equations
considering strongly symmetric stresses approximations. In paricular, we address the
issues reported in [6, 7], where the HDG methods lost the super-convergence properties.
In paricular, we regain the super-convergence of the HDG method by increasing the
4degree of polynomials for the scalar approximations space by 1 and taking the stabi-
lization functions to be of order 1/h. Our nuemerical results show that the resulting
HDG scheme converges with order k + 2 for the displacement approximation and with
order k + 1 for the stresses approximations. Our approach is motivated from [8] but is
different from the approach by [9, 10] where the authors propose to enrich the vector
approximation spaces.
1.4 An algorithm for stabilizing the Hybridizable discon-
tinuous Galerkin methods for nonlinear elasticity
In Chapter 4, we consider the nonlinear elasticity problems which are associated with
non-convex and vector energy minimization problems. In particular, we address the
stability issue of the HDG method for the nonlinear elasticity raised in the paper by
Kabaria et al. [2] such that if the inter-element jumps are not properly penalized, the
method may lose the convergence to the exact solution. We show that the stabilization
function which controls the magnitude of inter-element jumps must be at least C/h
where the elastic moduli is locally indefinite to ensure the so-called linearized stability.
In particular, we design an algorithm to explicitly compute the analytic bounds on C
over the domain and update them as the deformation evolves.
Numerical experiements are presented to demonstrate the effectiveness of our esti-
mate. Finally, we present several numerical experiements where we combine an heuristic
stabilization strategy with a variable-degree HDG formulation to recover the supercon-
vergence of the HDG methods while still keep the stability of the methods.
Chapter 2
The HDG method for p-Laplacian
“ I don’t like to end my talk with a 700 million dollar loss, even if it shows the
importance of Numerical Analysis.”
- Richard Falk
2.1 Introduction
In this chapter, we develop the hybridizable discontinuous Galerkin (HDG) method for
the so-called p-Laplacian equation with 1 < p <∞, in mixed form:
q +∇u = 0 in Ω, (2.1)
σ − |q|p−2q = 0 in Ω,
∇ · σ = f in Ω,
u = g on ∂Ω.
Here, Ω ⊂ R2 is a two dimensional polyhedral domain. The variable σ is considered
to the flux associated to u. We assume that f ∈ L2(Ω), g ∈ W 1,1/p∗(∂Ω), where
1/p + 1/p∗ = 1, to ensure that the problem (2.1) has a unique solution u ∈ W 1,p(Ω),
5
6see [11, 12].
The p-Laplacian operator appears in various applications of practical interest. In
fluid mechanics, it is appears a the model for non-Newtonian fluids obeying the Power-
law or the Carreau law, see, for example, [13, 14, 15]. In particular, when 1 < p < 2,
this models the shear-thinning behavior of fluid, which is common in practice. The
p-Laplacian operator also appears in the study of flow in porous media [16], where
Forchheimer-type corrections to the Darcy law give rise to a p-Laplacian operator with
p = 1.5. In solid mechanics, the p-Laplacian equation (2.1) with f = 1 and g = 0
models a problem from elastic-plastic torsional creep [17]. Specifically, p = 2 describes
perfectly elastic behaviors while p → ∞ describes perfect plastic behaviors. In [18],
the p-Laplacian is interpreted from a game-theoretic perspective, where it models the
game which is termed random tug of war with noise. In particular, large p is taken
into consideration when the noise of random walk is small. Furthermore, many other
applications, for example [19, 20, 21, 22], treat the p-Laplacian operator as a building
block for more complicated models.
Due to its nonlinear nature, the numerical approximation of the p-Laplacian operator
is much more difficult than that of the linear Laplacian (p = 2). One of the major
difficulties is that, when q is close to zero, the p-Laplacian operator degenerates when
p > 2 and becomes singular when 1 < p < 2. Moreover, small or large gradients lead
to poorly conditioned global system and hinder the effort of linearization (as small or
large p do too). As pointed out as early as 1975 by Glowinski and Marrocco [12], the
Newton-Raphson iteration cannot be successfully used for this problem. Minimization
algorithms (with or without restrictions) might be more reasonable to use given that
see [11, 23], the exact solution u ∈ W 1,pg (Ω) := {u ∈ W 1,p(Ω) : u = g on ∂Ω} is itself
the solution of
JΩ(u) ≤ JΩ(w) ∀w ∈W 1,pg (Ω), where JΩ(w) :=
1
p
∫
Ω
|∇w|p −
∫
Ω
f w. (2.2)
7Many finite element methods for the p−Laplacian use this approach, as we next describe.
The standard continuous Galerkin (CG) finite element method for the p-Laplacian
equation has been extensively studied. In the pioneering work of Glowinski and Mar-
rocco [12], the CG method is analyzed and is solved by using of an augmented Lagrangian
method. They conducted experiments on a test problem whose solution is
u(x, y) =
p− 1
p
(
1
2
)
1
p−1 (1− (x2 + y2))
p
2(p−1) ). (2.3)
The results show that their method is able to converge to the kink at the origin by using
piecewise-linear polynomials. Almost 20 years later, Barrett and Liu [11] revisited the
analysis of the piecewise linear CG finite element approximation and improved the
error estimates. The numerical results confirmed that, when the solution is sufficiently
smooth, the piecewise-linear CG approximation to u is optimal in W 1,p-norm. More
importantly, for the first time, they proposed to solve the resulting minimization problem
by the so-called PR-nonlinear conjugate gradient method.
Later, Huang, Li and Liu [24] developed a preconditioner for nonlinear gradient
descent algorithms arising from the CG approximation. Their numerical results demon-
strated mesh-independent convergence and robustness on the test problem (2.3) using
non-uniform meshes. Recently, Zhou and Feng [25] pointed out that the line search
procedure is in general rather expensive for the finite element methods. Motivated by
the work of Shi and Shen [25], they adopted their step length estimation after conduct-
ing only one standard line search in the first iteration. This reduced the CPU time
significantly.
Compared to the standard CG finite element method, very limited work has been
conducted for the mixed finite element methods or discontinuous Galerkin (DG) meth-
ods. Farhloul and Manouzi formulated and analyzed the first mixed method in [26, 27]
by discretizing the following mixed formulation using the lowest order Raviart-Thomas
8finite element:
|σ|p∗−2σ +∇u = 0, ∇ · σ = f in Ω; u = g on ∂Ω. (2.4)
This formulation discarded the approximation for ∇u, and approximated the flux
σ := |∇u|p−2∇u directly. Later, Creuse, Farhloul and Paquet [28] numerically cor-
roborated the order of convergence for lowest order Raviart-Thomas approximation
proposed in [26] and used the hybridized version of the mixed method for the first
time. Unfortunately, this method tends to break down when p is very close to 1. In
[29], Burman and Ern proposed an IP-like DG method for the p-Laplacian problem by
considering a discrete variational principle. Variational convergence was proven for the
piecewise linear case. Later, Buffa and Ortner [30] considered a more general minimiza-
tion problem and proved the variational convergence of an IP-DG approximation, using
piecewise polynomials of arbitrary but fixed degree, to the exact solution. Recently,
Diening et al. [31] proposed a local discontinuous Galerkin (LDG) method based on
the mixed formulation (2.1) with operators with a p-δ structure, that is of the form
A(∇u) = (δ + |∇u|)p−2∇u and derived a nice a priori error analysis within the frame-
work of Orlicz spaces for DG methods. Their analysis covers the p-Laplacian case when
δ = 0. However, in their numerical experiments, they take δ = 10−3 and consider a
time-dependent case.
Even though many new methods were devised to solve p-Laplacian, to the author’s
best knowledge, none of them considered high order approximations due to the low
global regularity of the solution of p-Laplacian, except the work by Ainsworth and Kay
[32]. Therein, they successfully developed the k-adaptive (k is polynomial degree) theory
for the p-Laplacian and showed that the traditional view of avoiding the use of high-
order polynomial finite element methods is incorrect. In addition, the recent success
of h-adaptivity theory of HDG methods for linear steady state diffusion by Cockburn
and Zhang [33] recovers the optimal order of convergence k + 1 (measured in terms of
9degrees of freedom) even for the non-smooth solutions. These results suggest that de-
vising superconvergent HDG methods along with h/k-adaptivity theory is a promising
approach. In this chapter, we show the HDG methods can indeed achieve high order
accuracy and superconvergence when solution is sufficiently smooth. We also show that
the method can capture “rough” solutions and deal with p in a very wide range even
with uniform meshes. In addition, the postprocessing enables us to obtain a better
approximation in both smooth and non-smooth cases.
This chapter is organized as follows. In Section 2.2, we define our HDG methods, and
in Section 2.3, we describe two different variational approaches to solving the nonlinear
equations. In Section 2.4, we carry out numerical results to assess the performance of
the methods. We end in Section 2.5 with concluding remarks.
2.2 The HDG Method
In this section, we define the HDG method for the p-Laplacian and, following [2], we
reformulate it as two equivalent minimization problems.
2.2.1 Notation
We consider conforming triangulations of the domain Ω, Th. We denote the set of interior
edges by Eoh and the set of boundary edges by E
∂
h. The set Eh := E
0
h∪E∂h is the collections
of edges. Moreover, we denote ν as the unit outer normal to the corresponding edge. For
each element K in the triangulation Th, we denote by P
k(K) the space of polynomials
of degree at most k defined on the element K. For each edge e in Eh, P
k(e) is the space
of polynomials of degree at most k defined on the edge e. Given an element K, (·, ·)K
and 〈·, ·〉∂K denote the L2(K) and L2(∂K) product, respectively. Thus, for each ξ and
ψ we define (ξ, ψ)Th :=
∑
K∈Th(ξ, ψ)K and 〈ξ, ψ〉∂Th :=
∑
K∈Th〈ξ, ψ〉∂K . Finally, we
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define the following approximation spaces:
V h = {v ∈ [L2(Th)]2 : v|K ∈ [Pk(K)]2 ∀K ∈ Th}, (2.5a)
Wh = {w ∈ L2(Th) : w|K ∈ Pk(K) ∀K ∈ Th}, (2.5b)
Mh = {µ ∈ L2(Eh) : µ|e ∈ Pk(e) ∀e ∈ Eh}, (2.5c)
Mh(g) = {λ ∈Mh : 〈λ, µ〉∂Ω = 〈g, µ〉∂Ω ∀µ ∈Mh}. (2.5d)
2.2.2 Definition of the method
Next, we formulate the HDG scheme by discretizing (2.1). The method seeks an ap-
proximation (σh, qh, uh, ûh) to the exact solution (σ, q, u, u|Eh) in the space V h×V h×
Wh ×Mh defined as the solution of
(qh,v)Th − (uh,∇ · v)Th + 〈ûh,v · ν〉∂Th = 0, (2.6a)
(σh,v)Th − (|qh|p−2qh,v)Th = 0, (2.6b)
−(σh,∇w)Th + 〈σ̂h · ν, w〉∂Th = (f, w)Th , (2.6c)
σ̂h · ν = σh · ν + τ(uh − ûh) on ∂Th, (2.6d)
and
〈σ̂h · ν, µ〉∂Th\∂Ω = 0, (2.6e)
〈ûh, µ〉∂Ω = 〈g, µ〉∂Ω, (2.6f)
for all (v, w, µ) ∈ V h ×Wh ×Mh. We take the stabilization function τ to be positive
on each of the edges in Eh.
2.2.3 The minimization problems
Now, we express the HDG scheme as minimization problems; we follow [2].
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The first minimization problem
Now, define the functional Jh : Wh ×Mh → R by
Jh(uh, ûh) =
1
p
(|qh|p, 1)Th +
1
2
〈τ(uh − ûh), (uh − ûh)〉∂Th − (f, uh)Th ,
where, we consider qh ∈ V h to be the function of uh and ûh given by the following
linear equation on each element K ⊂ Th:
(qh,v)K = (uh,∇ · v)K − 〈ûh,v · ν〉∂K ∀v ∈ V h(K) (2.7a)
where uh and ûh are independent to each other. In addition, the auxiliary function σh
can be obtained from a decoupled local equation:
(σh,v)K − (|qh|p−2qh,v)K = 0 ∀v ∈ V h(K) (2.7b)
We have the following result.
Theorem 1. Let (uh, ûh) be a critical point of the functional Jh over the space Wh ×
Mh(g), and let (σh, qh) be defined by the linear equations (2.7). Then (σh, qh, uh, ûh)
satisfies the equations (4.3) defining the HDG approximation. Moreover, if the stabi-
lization function τ is strictly positive on Eh, the minimizer (uh, ûh) is unique.
Proof. If (uh, ûh) is a critical point of Jh that solves (2.7), we have, for all (w, µ) ∈
Wh ×Mh, that
0 = δJh((uh, ûh); (w, µ)) :=
d
dγ
Jh((uh, ûh) + γ(w, µ))|γ=0
= (|qh|p−2qh, δqh((uh, ûh); (w, µ)))Th + 〈τ(uh − ûh), w − µ〉∂Th − (f, ω)Th
= (σh, δqh((uh, ûh); (w, µ)))Th + 〈τ(uh − ûh), w − µ〉∂Th − (f, ω)Th
by taking v := δqh((uh, ûh); (w, µ)) in (2.7b). If we now take the first variation on (2.7a)
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and set v := σh, we obtain that
0 = δJh((uh, ûh); (w, µ)) =− 〈σ̂h · ν, µ〉∂Th\∂Ω
+ (∇ · σh, w)Th + 〈τ(uh − ûh), w〉∂Th − (f, w)Th ,
by the definition of σ̂h. Since w and µ are independent, the critical point (uh, ûh) as
well as the function (qh,σh), given by (2.7), satisfy the equations (4.3). On the other
hand, any solution of (4.3) is a critical point of Jh.
Next, we show that the functional Jh is strictly convex over Wh × Mh(g); as a
consequence, the critical point (uh, ûh) would be unique. To prove this, let us mimic the
argument in [23]. Assume (ω1,m1) and (ω2,m2) are two distinct elements in Wh×Mh(g)
which determine q1, q2 respectively via equation (2.7a). Then, given ∀t ∈]0, 1[:
Jh(t(ω1,m1) + (1− t)(ω2,m2)) = 1
p
(|tq1 + (1− t)q2|p, 1)Th
+
1
2
〈τ(tω1 + (1− t)ω2 − tm1 − (1− t)m2)2, 1〉∂Th − (f, tω1 + (1− t)ω2)Th
It is well-known [23] that when 1 < p < ∞, the mapping ξ ∈ Rn : ξ → 1p |ξ|p is strictly
convex. Hence, it implies that:
1
p
(|tq1 + (1− t)q2|p, 1)Th ≤ t
1
p
(|q1|p, 1)Th + (1− t)
1
p
(|q2|p, 1)Th
Next since τ is strictly positive and we assume that the approximation space of scalar
variable u is discontinuous across the inter-element border, namely, ω1|Eh 6= m1, ω2|Eh 6=
m2. Therefore, we can utilize the strict convexity of quadratic function and deduce that:
Jh(t(ω1,m1) + (1− t)(ω2,m2)) < tJh(ω1,m1) + (1− t)Jh(ω2,m2)
Finally, since Wh and Mh(g) are convex sets, so is Wh ×Mh(g). We can thus say that
the functional Jh is strictly convex. In conclusion, its critical point is indeed the unique
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minimizer. Therefore, the solution of (4.3) is also unique.
The second minimization problem
Let Jh : Mh → R be given by
Jh(ûh) =
1
p(|qh|p, 1)Th + 12〈τ(uh − ûh), (uh − ûh)〉∂Th − (f, uh)Th ,
where (σh, qh, uh) ∈ V h × V h × Wh is the function of ûh defined by the following
equations on each element K ⊂ Th:
(qh,v)K − (uh,∇ · v)K = −〈ûh,v · ν〉∂K , (2.8a)
(σh,v)K − (|qh|p−2qh,v)K = 0, (2.8b)
(∇ · σh, w)K + 〈τuh, w〉∂K = (f, w)K + 〈τ ûh, w〉∂K (2.8c)
We have the following result.
Theorem 2. Let ûh be a critical point of the functional Jh over the space Mh(g),
and let (σh, qh, uh) be defined by the nonlinear equations (2.8). Then the function
(σh, qh, uh, ûh) satisfies the equations (4.3) defining the HDG approximation. Moreover,
the critical point ûh is unique.
Proof. Assume ûh is a critical point of the functional Jh. Then, for all ∀µ ∈Mh(0), we
have
0 = δJh(ûh;µ) :=
d
dγ
Jh(ûh + γµ)|γ=0
= (|qh|p−2qh, δqh(ûh;µ))Th + 〈τ(uh − ûh), δuh(ûh;µ)− µ〉∂Th − (f, δuh(ûh;µ))Th
= (σh, δqh(ûh;µ))Th − (∇ · σh, δuh(ûh;µ))Th − 〈τ(uh − ûh), µ〉∂Th ,
by taking v := δqh(ûh;µ) in (2.8b) and ω := δuh(ûh;µ) in (2.8c). Finally, we take the
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first variation on (2.8a) and then set v := σh to obtain
0 = δJh(ûh;µ) = −〈σ̂h · ν, µ〉∂Th\∂Ω,
by the definition of σ̂h, (2.6d). We conclude that (σh, qh, uh, ûh) is a solution of (4.3).
On the other hand, any solution of (4.3) is a critical point of Jh. In addition, by Theorem
2.1, (4.3) has a unique solution, therefore such critical point ûh must be unique. This
completes the proof.
2.3 Solving the Nonlinear Equations
In this section, we describe gradient-descent type algorithms to solve our minimization
problems.
2.3.1 The general form of the algorithm
We begin by showing the general flowchart for the gradient descent method we are using.
Algorithm: A general gradient descent algorithm
Initialization: An initial guess z0 and global tolerance δ > 0;
for i = 0, 1, · · · do
(1) Compute the gradient vector gi =∇f(zi).
(2) Compute the (preconditioned) gradient mi by solving L(i)mi = gi.
(3) Compute the search direction di := −mi + βimi−1, β0 = 0.
(4) Compute the stepsize αi.
(5) Set zi+1 := zi + αid
i.
If ‖di‖ < δ, where ‖ · ‖ is a suitable norm, return.
end
In step (3), the gradient correction parameter βi can have a significant impact on
the performance of gradient descent type algorithm. Although in the existing literature,
see, for example, [34], there are many different options for choosing βi, here we simply
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take βi = 0 and leave other possibilities for future study. The optimal choice βi seems
to be crucial especially when the solution is not smooth.
In step (4), one could adopt the exact or inexact line search strategy (for example,
see [24] for the CG method) to compute the step length. However, the line search
requires a considerable number of evaluations of the functional each of which requires
the resolution of an HDG linear problem. Thus, it is very costly to conduct either exact
or inexact line search in every global iteration. To overcome this difficulty, we take
the approach of Shi and Shen [35] for estimating the step length; Zhou and Feng [25]
adopted this idea for solving the p-Laplacian with the CG method. This technique only
carries out a line search on the very first iteration, i = 0, (we use the Backtrack-Armijo´
strategy described below), and for i ≥ 1, it defines it as follows:
αi =
−(gi)Tdi
Li|di|2
Li =
|gi − gi−1|
|zi − zi−1| (2.9)
Here, | · | denotes the Euclidean norm for vectors.
Algorithm: Backtrack-Armijo´ line search
Initialization: An initial stepsize α0, a starting point z0, search direction d,
parameters c1, c2 ∈ (0, 1) and line search tolerance δl;
while αi > δl do
zn = z0 + αid ;
if Jh(z
n) < Jh(z
0) + c2α
i[∇Jh(z0)]Td then
Return;
else
αi = c1α
i;
end
end
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2.3.2 The four algorithms
Next, we specify the choices of z, f,L(i) and ‖·‖ that define our four algorithms, namely,
Algorithm I, Algorithm II and their preconditioned versions.
Algorithm z f Li ‖ · ‖
Algorithm I [ûh] Jh Id ‖ · ‖`2
Preconditioned Algorithm I [ûh] Jh B
(i)
I ‖ · ‖I
Algorithm II ([uh], [ûh]) Jh Id ‖ · ‖`2
Preconditioned Algorithm II ([uh], [ûh]) Jh B
(i)
II |||·|||II
Table 2.1: Description of the four minimization algorithms
Algorithm II
Note that, by Theorem 2.1, the gradient vector gi has two components, namely,
[0, µ]tgi = −〈Jσ̂ihK, µ〉E oh ,
[ω, 0]tgi = −(∇ · σih, ω)Th − 〈τ(uih − ûih), w〉∂Th + (f, w)Th .
Note also that one of the distinctive features of Algorithm II is that the local solver (2.7a)
is linear. Compared to Algorithm I, we no longer encounter the potential unstability of
the solvers for the local problems. However, it does have significantly more degrees of
freedom.
Preconditioning
We are going to use the so-called Frozen Coefficient preconditioner described in [36]
where the authors claim that this type of preconditioner usually yields mesh-independent
global convergence rate. In fact, the weighted-norm preconditioner for the p-Laplacian
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equation developed in [24] can be categorized as a special Frozen Coefficient precon-
ditioner and their numerical results do display mesh-independent convergence rate for
CG piecewise-linear approximations.
Next. we describe the Frozen Coefficient preconditioners B
(i)
I and B
(i)
II for our algo-
rithms when p > 2; the modification for the case 1 < p < 2 is described in [24].
Definition 1. (Preconditioning for HDG methods) Given qih ∈ V h, the gradient vector
gi = [giu, g
i
û], p > 2 and  > 0, we define (S
i,Qi,Ui, Ûi) ∈ V h × V h ×Wh ×Mh(0), as
the solution of
(Qi,v)Th − (Ui,∇ · v)Th = −〈Ûi,v · ν〉∂Th , (2.10a)
(Si,v)Th − ((+ |qih|p−2)Qi,v)Th = 0, (2.10b)
(∇ · Si, w)Th + 〈τ(Ui − Ûi), w〉∂Th = [ω]tgiu, (2.10c)
Ŝ
i · ν = Si · ν + τ(Ui − Ûi) (2.10d)
〈Ŝi · ν, µ〉∂Th\∂Ω = [µ]tgiû, (2.10e)
〈Ûi, µ〉∂Ω = 0 (2.10f)
for all test functions (v, w, µ) ∈ V h ×Wh ×Mh. The above equations can be viewed in
operator form L(i)mi = gi. For the cases L(i) = B
(i)
I and L
(i) = B
(i)
II , we specify [ω]
tgiu,
[µ]tgiû and m
i explicitly in the following table.
L(i) [ω]tgiu [µ]
tgiû m
i
B
(i)
I 0 −〈σ̂ih · ν, µ〉∂Th\∂Ω [Ûi]
B
(i)
II
−(∇ · σih, w)Th −〈σ̂ih · ν, µ〉∂Th\∂Ω ([Ui], [Ûi])−〈τ(uih − ûih), w〉∂Th + (f, w)Th
Table 2.2: Description of the two preconditioning operators
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Note that, since the function qih is data in the equations (4.30) defining the precon-
ditioning, they can be viewed as defining the HDG approximation for a linear, steady-
state diffusion problem, [37]. In addition, the presence of  ensures the positivity of
the coefficient ( + |qih|p−2), when qih = 0. Consequently, the well-posedness of the
preconditioning problem follows immediately.
Collorary 1. For any strictly positive , and any strictly positive stabilization function
τ , the approximate solution given by equations (4.30) is well defined. In particular,
mi = 0 if and only if gi = 0.
Remark 3. We only add the small positive constant  in the preconditioning equations
(4.30) not in the numerical scheme. Therefore, the presence of  does not change the
solution of the HDG methods defined in (4.3).
As a consequence of Theorem 2.1 and 2.2, when mi = 0, for preconditioned Algo-
rithm I, Jh attains a critical point at û
i
h; and for preconditioned Algorithm II, Jh attains
its unique minimizer (uih, û
i
h). Therefore, the use of the preconditioners does not alter
the convergence to the minimizers of our functional.
It remains to define the norms ‖ · ‖I and |||·|||II . We define them as the energy norm
of the problem defining the preconditionners.
Definition 2. Given qih ∈ V h, gi, p > 2,  > 0, let (Si,Qi,Ui, Ûi) ∈ V h × V h ×Wh ×
Mh(0) be the solution of (4.30) in i-th iteration. Then, we set
‖[Ûi]‖2I := ((+ |qih|p−2)Qi,Qi)Th + 〈τ(Ui − Ûi), (Ui − Ûi)〉∂Th ,∣∣∣∣∣∣∣∣∣([Ui], [Ûi])∣∣∣∣∣∣∣∣∣2
II
:= ((+ |qih|p−2)Qi,Qi)Th + 〈τ(Ui − Ûi), (Ui − Ûi)〉∂Th .
2.3.3 Postprocessing
Next, let us describe a local postprocessing technique used in [5, 38]. The resulting
solution u∗h provides a better approximation for the scalar variable u. In particular, the
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function u∗h is defined as follows. On each element K ⊂ Th,
(∇u∗h,∇w)K = −(qh,∇w)K ∀w ∈ Pk+1(K), (2.11a)
(u∗h, 1)K = (uh, 1)K . (2.11b)
In [39], the authors revealed the extra information contained in hybridization and
used it to enhance the accuracy of the scalar unknown. This was later achieved for the
HDG methods in [5]. In our nonlinear setting, we discover a new advantage, namely,
that it can be used to provide good initial guesses. In most of the existing literature,
the initial guesses of nonlinear iterative solvers are taken to be zero, of are generated
randomly or by using the approximate solution of a “similar” linear equation. When
using a piecewise-constant approximation, these strategies usually work well. However,
for high-order accurate methods, a good initial guess is important to ensure the conver-
gence of iterative solvers, especially when dealing with nonsmooth solutions. Therefore,
it is reasonable to choose an initial guess which approximates the exact solution as well
as possible. We display the flowchart of our algorithm in the table below.
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Algorithm: Generating initial guess (u0h, û
0
h) using when k ≥ 1.
Initialization: Given the mesh Th, solve the linear (p := 2) HDG system (4.3)
using piecewise-constant polynomials. The solution (uh, ûh) is set as the initial
guess (u0h, û
0
h) ;
for i = 0, 1, · · · , k do
(1) Solve the HDG scheme for the p-Laplacian with polynomials of degree i
for all variables starting from the initial guess (u0h, û
0
h);
(2) Compute the post processing u∗h ∈ Pi+1(Th) by using (4.29).
(3) For each edge e ∈ Eh, set û ∗h |e ∈ Pi+1(e) to be the average of u∗h on both
sides of the edge e.
(4) Update the initial guess (u0h, û
0
h)← (u∗h, û ∗h)
end
2.4 Numerical Results
In this section, we conduct several numerical experiments to explore the accuracy and
efficiency of our methods. We organize this section into three parts. In subsection 2.4.2,
we explore the accuracy of the HDG method when the solution is sufficiently regular.
In the subsection 2.4.3, we explore the performance of the preconditioners. Finally in
Section 4.4, we explore the performance of the HDG method on more difficult problems
where solutions display near-zero or strong gradients.
2.4.1 Implementation considerations
Let us describe some implementation details in order to make our presentation trans-
parent.
Initial guess: Our experience indicates that the use of Algorithm 3 for computing
the initial guess does increase the chance of convergence when the solution is ”rough”.
For smooth solutions, it is not necessary to apply it.
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Line search: Next, we briefly discuss how choose the parameters of Algorithm 2,
the Backtrack-Armijo´ line search. The initial stepsize α0 must be properly chosen to
avoid low convergence rate or redundant backtracking. The parameter c1 is the stepsize
contraction parameter that specifies how much we reduce the stepsize in each line search
iteration. Increasing c1 improves the linesearch accuracy but also increases the number
of line search iterations. Finally, a suitable choice of c2 guarantees sufficient decrease of
the functional. In our experience, it is reasonable to take c1 = 0.6, c2 = 10
−4, α0 = 1
and the line search tolerance δl = 10
−4 when the solution is smooth. When the solution
is of low regularity, in order to increase the chance of convergence, we have to choose
a larger c1 to improve the accuracy of linesearch and a larger  to compensate for the
possible degeneracy of the flux in the preconditioners.
Iterative solvers and CPU time: For Algorithm I and preconditioned Algo-
rithm I, we solve the local nonlinear equations by the Newton-Raphson method with
tolerance 10−10; the initial guess is obtained from the previous global iteration. Fur-
thermore, when solving the linear system associated with the preconditionner, we adopt
the MATLAB backslash built-in function, which employs the linear time Multifrontal
method. Our code is written in MATLAB and we take the measurement of CPU time
on the node labq63 in the Minnesota Supercomputing Institute which has an Intel Xeon
2.66GHz CPU core and 16GB memory. We adopt the average CPU time of 3 runs.
2.4.2 Accuracy of the HDG method
In this section, we carry out several numerical experiments to explore the convergence
properties of our HDG scheme when the solution (i) is sufficiently regular, and when (ii)
its gradient does not vanish in the entire domain. We take the domain Ω = (0, 1)×(0, 1)
and set the stabilization function τ identically equal to 1. In each of the experiments,
we monitor the behavior of the following errors:
eu = Phu− uh, eq = Πhq − qh, eσ = Πhσ − σh, eu∗ = Lhu− u∗h
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Here, Ph, Πh and Lh are L
2 projections onto Pk(Th), [P
k(Th)]
2 and Pk+1(Th) respec-
tively. We set the global tolerance δ to be 10−12. Since the gradient of solution does
not vanish inside the domain, we simply take  = 0 for the preconditioner.
Smooth Case
In our first experiment, we test the performance of our HDG scheme for the case when
u is smooth. To do this, we choose f and g so that the exact solution is
u(x, y) = ((x+ 1)2 + (y + 1)2)
p−2
2(p−1) (2.12)
In Table 2.3 and 2.4 we present the numerical results for the cases p = 1.5 and p = 3.
In both tables, we observe k + 1 order of convergence for qh,σh and uh, when k ≥ 0 in
all norms. Moreover, the post-processed solution u∗h exhibits order k + 2, when k ≥ 1.
In conclusion, we confirm that the behavior of our HDG scheme is the same as that of
the HDG method for linear steady-state diffusion problem in [37] for smooth solutions.
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‖eσ‖Lp(Ω) ‖eq‖Lp(Ω) ‖eu‖Lp(Ω) ‖eu∗‖Lp(Ω)
k Mesh Error Order Error Order Error Order Error Order
0
h 2.87E-02 - 2.67E-02 - 3.56E-03 - 4.43E-03 -
h/2 1.39E-02 0.95 1.35E-02 0.99 1.70E-03 1.07 1.82E-03 1.29
h/4 7.55E-03 0.98 6.77E-03 1.00 8.40E-04 1.01 8.55E-04 1.09
h/8 3.79E-03 0.99 3.38E-03 1.00 4.19E-04 1.00 4.21E-04 1.02
1
h 3.10E-03 - 2.28E-03 - 2.37E-04 - 2.11E-04 -
h/2 8.49E-04 1.88 5.88E-04 1.95 5.09E-05 2.22 2.88E-05 2.87
h/4 2.21E-04 1.94 1.49E-04 1.98 1.14E-06 2.16 3.84E-06 2.91
h/8 5.62E-05 1.97 3.76E-05 1.99 2.72E-06 2.07 4.97E-07 2.95
2
h 2.81E-04 - 2.30E-04 - 3.54E-05 - 1.12E-06 -
h/2 3.89E-05 2.86 3.15E-05 2.87 4.30E-06 3.04 7.47E-07 3.91
h/4 5.06E-06 2.94 4.08E-06 2.95 5.25E-07 3.03 4.76E-08 3.97
h/8 6.44E-07 2.97 5.17E-07 2.98 6.46E-08 3.02 2.99E-09 3.99
3
h 2.33E-05 - 1.94E-05 - 1.56E-06 - 9.66E-07 -
h/2 1.63E-06 3.84 1.31E-06 3.89 9.46E-08 4.04 3.44E-08 4.81
h/4 1.06E-08 3.94 8.38E-08 3.96 5.98E-09 3.98 1.11E-09 4.95
h/8 6.72E-09 3.98 5.29E-09 3.99 3.79E-10 3.98 3.47E-11 5.00
‖eσ‖L1(Ω) ‖eq‖L1(Ω) ‖eu‖L1(Ω) ‖eu∗‖L1(Ω)
k Mesh Error Order Error Order Error Order Error Order
0
h 2.83E-02 - 2.57E-02 - 3.46E-03 - 3.53E-03 -
h/2 1.46E-02 0.95 1.29E-02 1.00 1.66E-03 1.06 1.66E-03 1.09
h/4 7.40E-03 0.98 6.43E-03 1.00 8.22E-04 1.01 8.22E-04 1.01
h/8 3.72E-03 0.99 3.21E-03 1.00 4.10E-04 1.00 4.10E-04 1.00
1
h 2.67E-03 - 1.93E-03 - 1.99E-04 - 1.59E-04 -
h/2 7.30E-04 1.87 5.06E-04 1.93 4.43E-05 2.17 2.21E-05 2.85
h/4 1.89E-04 1.95 1.29E-04 1.97 9.55E-06 2.22 3.02E-06 2.87
h/8 4.82E-05 1.98 3.28E-05 1.99 2.24E-06 2.09 3.99E-07 2.92
2
h 2.55E-04 - 1.97E-04 - 3.39E-05 - 8.44E-06 -
h/2 3.48E-04 2.87 2.71E-05 2.86 3.96E-06 3.10 5.40E-07 3.96
h/4 4.50E-05 2.95 3.52E-06 2.94 4.68E-07 3.08 3.44E-08 3.97
h/8 5.71E-06 2.98 4.48E-07 2.97 5.62E-08 3.06 2.16E-09 3.99
3
h 1.97e-05 - 1.67E-05 - 1.11E-06 - 8.72E-07 -
h/2 1.38E-06 3.84 1.07E-06 3.96 6.40E-08 4.12 3.14E-08 4.79
h/4 8.90E-08 3.95 6.78E-08 3.99 4.31E-09 3.89 1.01E-09 4.96
h/8 5.60E-09 3.99 4.25E-09 3.99 2.85E-10 3.92 3.14E-11 5.00
Table 2.3: History of convergence for h = 0.707,Ω = (0, 1)2 and smooth case with
p = 1.5
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‖eσ‖Lp(Ω) ‖eq‖Lp(Ω) ‖eu‖Lp(Ω) ‖eu∗‖Lp(Ω)
k Mesh Error Order Error Order Error Order Error Order
0
h 8.42E-03 - 1.35E-02 - 5.62E-03 - 6.33E-03 -
h/2 4.77E-03 0.82 8.37E-03 0.69 2.90E-03 0.94 3.01E-03 1.07
h/4 2.58E-03 0.89 4.79E-03 0.81 1.48E-03 0.97 1.49E-03 1.01
h/8 1.35E-03 0.94 2.56E-03 0.90 7.46E-04 0.99 7.48E-04 1.00
1
h 2.04E-03 - 4.06E-03 - 5.36E-04 - 5.45E-04 -
h/2 5.74E-04 1.83 1.18E-03 1.79 1.02E-04 2.38 7.90E-05 2.79
h/4 1.52E-04 1.91 3.18E-04 1.89 2.15E-05 2.25 1.07E-05 2.89
h/8 3.93E-05 1.96 8.27E-05 1.94 4.92E-06 2.13 1.39E-06 2.94
2
h 9.45E-05 - 1.91E-04 - 2.72E-05 - 1.19E-05 -
h/2 1.42E-05 2.74 2.96E-05 2.69 3.35E-06 3.02 8.03E-07 3.89
h/4 1.94E-06 2.87 4.08E-06 2.86 4.12E-07 3.02 5.17E-08 3.96
h/8 2.53E-07 2.94 5.35E-07 2.93 5.11E-08 3.01 3.27E-09 3.98
3
h 8.64E-06 - 1.89E-05 - 1.11E-06 - 1.04E-06 -
h/2 6.68E-07 3.69 1.42E-06 3.74 6.32E-08 4.14 3.27E-08 5.00
h/4 4.57E-08 3.87 9.63E-08 3.89 3.78E-09 4.06 9.76E-10 5.07
h/8 2.98E-09 3.94 6.24E-09 3.95 2.29E-10 4.04 2.96E-11 5.05
‖eσ‖L1(Ω) ‖eq‖L1(Ω) ‖eu‖L1(Ω) ‖eu∗‖L1(Ω)
k Mesh Error Order Error Order Error Order Error Order
0
h 7.31E-03 - 1.17E-02 - 5.00E-03 - 5.00E-03 -
h/2 3.90E-03 0.91 6.90E-03 0.76 2.45E-03 1.03 2.45E-03 1.03
h/4 2.03E-03 0.94 3.81E-03 0.86 1.22E-03 1.01 1.22E-03 1.01
h/8 1.05E-03 0.96 2.01E-03 0.92 6.10E-04 1.00 6.10E-03 1.00
1
h 1.74E-03 - 3.10E-03 - 4.07E-04 - 3.25E-04 -
h/2 4.71E-04 1.88 8.49E-04 1.87 7.28E-05 2.48 4.69E-05 2.79
h/4 1.22E-04 1.95 2.22E-04 1.93 1.34E-05 2.44 6.37E-06 2.88
h/8 3.12E-05 1.97 5.70E-05 1.97 2.95E-06 2.19 8.31E-07 2.94
2
h 8.08E-05 - 1.44E-04 - 2.71E-05 - 8.66E-06 -
h/2 1.11E-05 2.87 2.07E-05 2.79 2.90E-06 3.22 6.07E-07 3.83
h/4 1.39E-06 2.99 2.73E-06 2.93 3.43E-07 3.08 3.79E-08 4.00
h/8 1.74E-07 3.00 3.48E-07 2.97 4.15E-08 3.05 2.30E-09 4.04
3
h 6.00E-06 - 1.23E-05 - 6.28E-07 - 4.30E-07 -
h/2 4.39E-07 3.77 9.43E-07 3.71 2.60E-08 4.59 1.61E-08 4.74
h/4 2.97E-08 3.89 6.43E-08 3.87 1.47E-09 4.14 5.84E-10 4.79
h/8 1.93E-09 3.94 4.20E-09 3.94 9.83E-11 3.91 1.94E-11 4.91
Table 2.4: History of convergence for h = 0.707,Ω = (0, 1)2 and smooth case with p = 3
25
Less Regular Case
In our second experiment, we test the performance of the method for the case when u
has limited regularity. To achieve this, we choose f and g to satisfy the exact solution:
u(x, y) =
p− 1
p+ s
(
1
2 + s
)
1
p−1 (1− (x2 + y2))
p+s
2(p−1) ) (2.13)
We take this example from [11] by setting s = 0 and p = 3. It can be verified that
u lies in W 3,1(Ω), but not in W 3,p(Ω) or H3(Ω). Hence, we expect optimal O(h3)
convergence for uh and O(h
2) convergence for qh only in the L
1-norm, but not in the
Lp-norm or in the L2-norm. The numerical results in Table 2.5 confirms this behavior.
In particular, when using polynomials of degree one for V h,Wh and Mh, we observe that
the approximation of gradient qh exhibits optimal O(h
2) convergence in L1-norm and
that the postprocessing u∗h gains an extra order of convergence only in the L
1-norm. We
further observe that when using polynomials of degree two, uh exhibits optimal O(h
3)
convergence only in the L1-norm. However, the postprocessing u∗h still converges with
a rate O(h3), as expected.
‖eσ‖Lp(Ω) ‖eq‖Lp(Ω) ‖eu‖Lp(Ω) ‖eu∗‖Lp(Ω)
k Mesh Error Order Error Order Error Order Error Order
0
h 4.35E-02 - 4.10E-02 - 6.49E-02 - 6.55E-02 -
h/2 2.51E-02 0.79 2.94E-02 0.48 3.21E-02 1.01 3.21E-02 1.03
h/4 1.34E-02 0.90 1.78E-02 0.72 1.60E-02 1.00 1.60E-02 1.01
h/8 6.95E-03 0.95 9.94E-03 0.84 7.99E-03 1.00 7.99E-03 1.00
h/16 3.54E-03 0.97 5.28E-03 0.91 3.99E-03 1.00 3.99E-03 1.00
1
h 1.26E-02 - 2.10E-02 - 2.93E-03 - 2.75E-03 -
h/2 3.42E-03 1.88 7.76E-03 1.44 6.49E-04 2.18 5.40E-04 2.35
h/4 9.09E-04 1.91 2.82E-03 1.46 1.41E-04 2.20 1.01E-04 2.42
h/8 2.37E-04 1.94 1.04E-03 1.44 3.16E-05 2.15 1.87E-05 2.42
h/16 6.13E-05 1.95 3.94E-04 1.40 7.43E-06 2.10 3.57E-06 2.39
2
h 1.08E-03 - 3.61E-03 - 3.25E-04 - 4.90E-04 -
h/2 2.90E-04 1.91 1.41E-03 1.36 6.95E-05 2.23 1.06E-04 2.20
h/4 7.99E-05 1.86 5.63E-04 1.33 1.50E-05 2.21 2.31E-05 2.21
h/8 2.28E-05 1.81 2.30E-04 1.29 3.25E-06 2.20 5.09E-06 2.19
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h/16 6.72E-06 1.76 9.54E-05 1.27 7.13E-07 2.19 1.12E-06 2.18
‖eσ‖L2(Ω) ‖eq‖L2(Ω) ‖eu‖L2(Ω) ‖eu∗‖L2(Ω)
k Mesh Error Order Error Order Error Order Error Order
0
h 4.16E-02 - 4.06E-02 - 6.42E-02 - 6.45E-02 -
h/2 2.40E-02 0.79 2.74E-02 0.57 3.17E-02 1.02 3.17E-02 1.02
h/4 1.27E-02 0.91 1.58E-02 0.80 1.58E-02 1.00 1.58E-02 1.01
h/8 6.57E-03 0.96 8.51E-03 0.89 7.87E-03 1.00 7.87E-03 1.00
h/16 3.33E-03 0.98 4.43E-03 0.94 3.93E-03 1.00 3.93E-03 1.00
1
h 1.14E-02 - 1.70E-02 - 2.53E-03 - 2.27E-03 -
h/2 3.01E-03 1.92 5.43E-03 1.64 5.28E-04 2.26 4.07E-04 2.48
h/4 7.76E-04 1.96 1.64E-04 1.73 1.10E-04 2.26 6.69E-05 2.61
h/8 1.97E-04 1.98 4.82E-05 1.76 2.44E-05 2.18 1.04E-05 2.67
h/16 4.97E-05 1.99 1.42E-05 1.77 5.73E-06 2.09 1.61E-06 2.71
2
h 8.49E-04 - 2.09E-03 - 2.70E-04 - 2.96E-04 -
h/2 1.87E-04 2.18 6.45E-04 1.70 4.67E-05 2.53 5.10E-05 2.53
h/4 4.23E-05 2.15 2.03E-04 1.67 8.03E-06 2.54 8.81E-06 2.53
h/8 9.84E-06 2.10 6.54E-05 1.63 1.39E-06 2.53 1.53E-06 2.53
h/16 2.35E-06 2.07 2.15E-05 1.60 2.41E-07 2.53 2.67E-07 2.52
‖eσ‖L1(Ω) ‖eq‖L1(Ω) ‖eu‖L1(Ω) ‖eu∗‖L1(Ω)
k Mesh Error Order Error Order Error Order Error Order
0
h 3.94E-02 - 4.02E-02 - 6.34E-02 - 6.34E-02 -
h/2 2.26E-02 0.80 2.52E-02 0.67 3.12E-02 1.02 3.12E-02 1.02
h/4 1.19E-02 0.93 1.39E-02 0.86 1.55E-02 1.01 1.55E-02 1.01
h/8 6.11E-03 0.96 7.30E-03 0.93 7.75E-03 1.00 7.75E-03 1.00
h/16 3.10E-03 0.98 3.74E-03 0.96 3.87E-03 1.00 3.87E-03 1.00
1
h 9.94E-03 - 1.25E-02 - 2.04E-03 - 1.76E-03 -
h/2 2.57E-03 1.95 3.50E-03 1.84 3.94E-04 2.37 2.89E-04 2.61
h/4 6.46E-04 1.99 9.13E-04 1.94 7.60E-05 2.37 4.22E-05 2.77
h/8 1.69E-04 2.01 2.30E-04 1.99 1.62E-05 2.23 5.78E-06 2.87
h/16 3.98E-05 2.00 5.74E-05 2.00 3.83E-06 2.08 7.61E-07 2.93
2
h 6.39E-04 - 9.15E-04 - 1.88E-04 - 1.29E-04 -
h/2 1.04E-04 2.61 1.83E-05 2.32 2.13E-05 3.14 1.50E-05 3.10
h/4 1.57E-05 2.74 3.30E-06 2.47 2.53E-06 3.08 1.68E-06 3.16
h/8 2.24E-06 2.81 5.69E-07 2.54 3.03E-07 3.06 1.87E-07 3.17
h/16 3.05E-07 2.87 9.64E-08 2.56 3.65E-08 3.05 2.07E-08 3.17
Table 2.5: History of convergence for h = 0.707,Ω = (0, 1)2 and less regular case with
p = 3,s = 0
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2.4.3 The performance of solvers
We begin exploring the effect of the preconditioners B
(i)
I and B
(i)
II . Then, we compare
the performance the preconditioned Algorithms I and II in terms of convergence speed,
size of global degrees of freedom and robustness with respect to variations in the values
of p.We set the stabilization function τ to be identically equal to 1.
The notation we use in Table 2.6 and Table 2.7 is as follows. We denote by NDOF the
number of degrees of freedom or independent arguments of the functional; by NIter we
denote the number of iterations for convergence; by CPU we denote the total CPU time
measured in seconds. For the two preconditioned algorithms, we define three additional
measurements: CPUprec refers to the CPU time in seconds for spent for the precon-
ditioning, CPUline refers to the CPU time in seconds for performing the line search
procedure, and CPUlocal refers to the percentage of CPU time for the computation of
the local solvers with respect of the total CPU time.
Effect of preconditioner
Let us first consider Algorithm I with and without preconditioning. In Table 2.6, we see
that the preconditioned Algorithm I has much fewer number of iterations and signifi-
cantly less total CPU time. Furthermore, the number of iterations required for the pre-
conditioned Algorithm I exhibits a solid h-independent and a surprising k-independent
behavior. In contrast, Algorithm I needs about 3 times more iterations to converge
when the meshsize is halved. On the other hand, the CPU time indicates that the
computational complexity of Algorithm I is of order N2 (where N is the size of globally
coupled degrees of freedom) whereas that of the preconditioned Algorithm I is only of
order N .
A similar assessment can be made of Algorithm II and the preconditioned Algorithm
II; see Table 2.7. In conclusion, the preconditioners greatly improve the performance of
both Algorithm I and Algorithm II.
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Algorithm I Preconditioned Algorithm I
k Mesh Ndof Niter CPU Niter CPU CPUprec CPUline CPUlocal
0
h 8 20 1.12 4 0.17 0.13 0.02 7.00%
h/2 40 49 3.87 4 0.56 0.39 0.07 16.56%
h/4 176 127 32.27 5 2.76 1.80 0.26 27.03%
1
h 16 39 8.28 5 3.03 0.57 0.29 51.49%
h/2 80 115 89.34 5 9.62 2.12 1.14 63.62%
h/4 352 203 622.82 5 35.74 8.28 4.44 67.54%
2
h 24 50 59.83 5 11.99 2.06 1.49 72.06%
h/2 120 117 475.58 5 45.68 7.94 6.30 76.51%
h/4 528 477 6879.89 5 176.32 32.57 24.57 77.15%
3
h 32 69 361.01 5 45.41 6.49 6.71 80.60%
h/2 160 156 3187.20 5 216.19 30.38 31.60 82.51%
h/4 704 565 35548.47 5 709.64 108.72 101.85 80.83%
Table 2.6: Performance of Algorithm I with and without preconditioning on the smooth
test with p = 3,  = 0 and h = 0.707. The line search parameters are, c1 = 0.6,
c2 = 10
−4, α0 = 1 and δl = 10−4.
Algorithm II Preconditioned Algorithm II
k Mesh Ndof Niter CPU Niter CPU CPUprec CPUline CPUlocal
0
h 16 48 1.23 8 1.06 0.31 0.02 4.91%
h/2 72 56 2.35 10 2.35 1.24 0.04 10.21%
h/4 304 173 19.23 10 7.22 4.77 0.12 13.14%
1
h 40 224 9.46 10 2.80 1.52 0.05 14.64%
h/2 176 772 116.95 10 8.57 5.67 0.16 19.72%
h/4 736 2664 1583.38 10 32.04 22.42 0.61 21.10%
2
h 72 569 93.49 10 8.46 5.46 0.17 22.46%
h/2 312 2075 1324.50 10 30.76 20.94 0.64 24.41%
h/4 1296 8301 21079.33 10 120.54 83.36 2.55 25.86%
3
h 112 1525 809.10 10 23.90 15.69 0.53 26.19%
h/2 480 9255 19440.21 10 92.78 62.56 2.10 27.05%
h/4 1984 38821 326093.19 10 368.71 250.14 8.40 27.25%
Table 2.7: Performance of Algorithm II with and without preconditioning on the smooth
test with p = 3,  = 0 and h = 0.707. The line search parameters are, c1 = 0.6,
c2 = 10
−4, α0 = 1 and δl = 10−4.
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Preconditioned Algorithm I and preconditioned Algorithm II
Here, we compare the performance of the preconditioned Algorithms I and II.
Convergence speed: In Table 2.6 (preconditioned Algorithm I) and Table 2.7
(preconditioned Algorithm II), we observe that even though the preconditioned Algo-
rithm I needs less number of iterations, it is usually slower than the preconditioned
Algorithm II. This behavior is mainly caused by the slow convergence of the local non-
linear solver. The same reason leads to a much more expensive line search procedure
for preconditioned Algorithm I, which is accounted for by the column CPUline. On
the other hand, the column CPUprec indicates that the preconditioning procedure for
Algorithm II is more expensive. The main reason is that preconditioning for either
algorithm consists of solving a linear HDG system in each global iteration. Therefore
CPUprec predominately depends on the total number of global iterations. Since the
number Niter of the preconditioned Algorithm II is roughly twice of that of precondi-
tioned Algorithm I, the CPUprec of the preconditioned Algorithm II is also roughly twice
that of the preconditioned Algorithm I. However, it is actually a little bit more than
twice since the preconditioning of Algorithm II requires assembling each component of
the preconditioned gradient. Finally, the column CPUlocal in Table 2.6 shows that the
total amount of time for computing the local solver for the preconditioned Algorithm
I, can take up more than 80% of the total CPU time. In contrast, since we only have
linear local problems for the preconditioned Algorithm II, the local solver computation
only takes up around 25% of the total CPU time. Note that the high values of CPUlocal
also indicate that the preconditioned Algorithm I could benefit from parallelization.
Number of unknowns: In Table 2.6 and Table 2.7, we compare the number of
unknowns needed to evaluate the functionals used by Algorithms I and II. We can com-
pute those numbers exactly for a uniform mesh with 2m2 triangles and for polynomials
of degree k:
N Idof = (3m
2 − 2m)(k + 1), N IIdof = ((k + 5)m2 − 2m)(k + 1).
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So, when as m increases, the ratio N IIdof/N
I
dof becomes closer to (k + 5)/3. Algorithm
II thus needs much more memory than Algorithm I.
Robustness with respect to variations in p: Our results suggest that precondi-
tioned Algorithm II is more robust than preconditioned Algorithm I when p is of a wide
range. For instance, consider a simple test problem where f and g satisfy the exact so-
lution: u(x, y) = ex+y, on the domain Ω = (0, 1)2. For p = 1, we observe that even for a
smooth solution, preconditioned Algorithm I does not converge when using polynomials
of degree k ≥ 1. However, preconditioned Algorithm II remains convergent. In fact,
for the more difficult test problems such as (2.3) with large a p, only preconditioned
Algorithm II remains convergent. Therefore, when considering a problem without any
knowledge of exact solution, we should only use the preconditioned Algorithm II.
2.4.4 More difficult problems
In this section, we explore the ability of the HDG method to capture the solutions
displaying large or small gradients; we use the preconditioned Algorithm II with stabi-
lization function τ = 1.
A problem with cone-shaped solution
Let us a modification of the classical test problem (2.3) to explore the performance of
our HDG method on a cone-shaped solution. We discretize the unit square domain
Ω = (0, 1) × (0, 1) into uniform triangles and translate the exact solution (2.3) so that
the tip of its cone lies inside the domain at (0.5, 0.5):
u(x, y) =
p− 1
p
(
1
2
)
1
p−1 (1− ((x− 0.5)2 + (y − 0.5)2))
p
2(p−1) ) (2.14)
We use Algorithm 3 to generate the initial guess, and take the line search parameter
to be c1 = 0.9, c2 = 10
−4 and  = 10−2. In Fig. 4.1, we present a cut-view comparison
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along the line y = x when p = 50 near and away from the tip of the cone. We can
observe that, away from the tip, the postprocessing provides better approximations,
while near the tip the quality of postprocessed approximations degrades due to the
poor regularity, as expected. However, using k = 2 provides better approximations
than using k = 1 both near and away from the tip. In Fig. 4.2, we present details
around the tip of the cone of the approximation and its postprocessing. We see an
increased size of the jumps typical of DG methods when the exact solution is difficult
to approximate. We can also observe that the k = 2 approximation is much better than
the k = 1 approximation even near the tip. Moreover, the k = 2 postprocessing is also
slightly better than the piecewise quadratic postprocessing. These observations are in
favor of considering higher order approximation and postprocessing.
A problem from torsional creep
Here, we explore the performance of our HDG method on the following Dirichlet prob-
lems model torsional creep [17]:
−∇ · (|∇u|p−2∇u) = f in Ω = (0, 1)2, u = 0 on ∂Ω (2.15)
These solutions exhibit large gradients. Indeed, in [40, 41], the authors show that
lim
p→∞u = d(x, ∂Ω) (d is a distance function), in the region at which the support of f
covers the set of points where the gradient ∇d(·,Ω) is discontinuous. They also show
that, as p → 1, and the size of Ω is suitably chosen, the solution tends to a function
exhibiting discontinuities.
In our numerical experiments, we take
f(x, y) =
 8 if (x, y) ∈ [0.25, 0.75]2,0 otherwise
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Figure 2.1: Cut view comparison on test problem (2.14) with p = 50 along the line
y = x: close-up view near the kink (left) and close-up view away from the kink (right).
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Figure 2.2: Close up comparison between piecewise linear approximation (top left),
its piecewise quadratic postprocessing (top right), piecewise quadratic approximation
(bottom left), its piecewise cubic postprocessing (bottom right) on test problem (2.14)
with p = 50.
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so that the first behavior is expected to hold in the region where f > 0, namely within
the set [0.25, 0.75]2. Therefore we expect to observe a forming “pyramid” in that region.
Furthermore, to observe the second behavior, we scale the source term instead of varying
the size of domain. By setting the magnitude of f to be 8 inside [0.25, 0.75]2, we can
detect that the approximate solution tends to be discontinuous as p→ 1.
We use Algorithm 3, and take the backtrack line search parameters to be c1 = 0.9,
c2 = 10
−4, δ = 10−8 and  = 10−4. We display the numerical results for piecewise-
constant approximations in Figure 2.3, for piecewise-linear approximations in Figure 2.4,
and for piecewise-quadratic approximations in Figure 2.5. In each table, we display the
approximation error for both uh and its postprocessing u
∗
h; we take p = 1.1, 2 and 11. We
can observe that when p = 1.1, the solution presents rather large gradients. Again as it
is typical of DG approximations, the solution uh displays significant interelement jumps
near the region of large gradients, especially for the piecewise linear approximation,
while the quadratic postprocessing u∗h successfully smoothes them out, as expected. On
the other hand, we can observe that when p equals the dual of 1.1, namely 11, the
solution tends to exhibit the shape of the distance function within [1/4, 3/4]2. The
approximation uh then becomes ”rough” near the tip of the forming “pyramid” and we
see the expected increase in the interelement jumps near it; its postprocessing is still
able to provide a better approximation away from the tip.
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(a) p = 1.1 (b) p = 1.1
(c) p = 2 (d) p = 2
(e) p = 11 (f) p = 11
Figure 2.3: The piecewise-constant approximation uh(left) and u
∗
h(right) for f = 8 ·
χ[1/4,3/4]2 with various p for test problem (4.5 - 4.6).
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(a) p = 1.1 (b) p = 1.1
(c) p = 2 (d) p = 2
(e) p = 11 (f) p = 11
Figure 2.4: The closeup comparison of piecewise -linear approximation uh and the
corresponding post-processed solution u∗h for various p for test problem (4.5 - 4.6).
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(a) p = 1.1 (b) p = 1.1
(c) p = 2 (d) p = 2
(e) p = 11 (f) p = 11
Figure 2.5: The closeup comparison of piecewise-quadratic approximation uh and the
corresponding post-processed solution u∗h for various p for test problem (4.5 - 4.6).
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2.5 Concluding remarks
In this chapter, we introduced the first HDG method for the p-Laplacian equation. We
gave ample numerical evidence that the method displays the same convergence proper-
ties as in the linear case and that it provides good approximations even for nonsmooth
solutions. To solve the difficult nonlinear equations, we introduced two nonlinear gra-
dient descent algorithms based on two characterizations of the HDG methods as min-
imization problem. Frozen Coefficient preconditioners, which demonstrated an h- and
k-independent asymptotic behavior, where used. We showed that the algorithm II is
better than algorithm I in terms of convergence speed and robustness with respect to
p, even though it uses more unknowns.
Chapter 3
An HDG method for linear
elasticity with strongly
symmetric stresses
“ Simplicity is the ultimate sophistication.”
- Leonardo da Vinci
3.1 Introduction
In this chapter, we introduce a new hybridizable discontinuous Galerkin (HDG) method
for the system of linear elasticity
Aσ − (u) = 0 in Ω ⊂ R3, (3.1a)
∇ · σ = f in Ω, (3.1b)
u = g on ∂Ω. (3.1c)
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Here, the displacement is denoted by the vector field u : Ω → R3. The strain tensor is
represented by (u) := 12(∇u+ (∇u)>). The stress tensor is represented by σ : Ω→ S,
where S denotes the set of all symmetric matrices in R3×3. The compliance tensor A is
assumed to be a bounded, symmetric, positive definite tensor over S. The body force
f lies in L2(Ω), the displacement of the boundary g is a function in H1/2(∂Ω) and Ω
is a polyhedral domain.
In general, there are two approaches to design mixed finite element methods for
linear elasticity. The first approach is to enforce the symmetry of the stress tensor
weakly ([42, 43, 44, 45, 46, 47, 48, 49, 50]). In this category, is included the HDG
method considered in [51]. The other approach is to exactly enforce the symmetry of
the approximate stresses. The methods considered in [52, 53, 54, 55, 56, 57, 58, 6, 59, 60]
belong to the second category, and so does the contribution of this chapter. In general,
the methods in the first category are easier to implement. On the other hand, the
methods in the second category preserve the balance of angular momentum strongly
and have less degrees of freedom. Next, we compare our HDG method with several
methods of the second category.
In [52], an LDG method using strongly symmetric stresses (for isotropic linear elas-
ticity) was introduced and proved to yield convergence properties that remain unchanged
when the material becomes incompressible; simplexes and polynomial approximations
or degree k in all variables were used. However, as all LDG methods for second-order
elliptic problems, although the displacement converges with order k+ 1, the strain and
pressure converge sub-optimally with order k. Also, the method cannot be hybridized.
Stress finite elements satisfying both strong symmetry and H(div)-conformity are in-
troduced in [53, 54]. The main drawback of these methods is that they have too many
degrees of freedom of stress elements and hybridization is not available for them (see
detailed description in [47]). In [55, 56, 57, 58, 6, 59, 60], non-conforming methods using
symmetric stress elements are introduced. But, methods in [55, 56, 58, 59, 60] use low
order finite element spaces only (most of them are restricted to rectangular or cubical
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meshes except [55]). In [57], a family of simplicial elements (one for each k ≥ 1) are
developed in both two and three dimensions. (The degrees of freedom of Pk+1(S,K)
were studied in [57] and then used to design the projection operator Π(div,S) in [61]).
However, the convergence rate of stress is suboptimal. The first HDG method for linear
and nonlinear elasticity was introduced in [62, 6]; see also the related HDG method
proposed in [63]. These methods also use simplexes and polynomial approximations of
degree k in all variables. For general polyhedral elements, this method was recently
analyzed in [7] where it was shown that the method converges optimally in the displace-
ment with order k+1, but with the suboptimal order of k+1/2 for the pressure and the
stress. For k = 1, these orders of convergence were numerically shown to be sharp for
triangular elements. In this chapter, we show numerically that by enriching the local
stress space to be polynomials of degree no more than k + 1, and by using a modified
numerical trace, we are able to obtain optimal order of convergence for all unknowns.
Like many hybrid methods, our HDG method provides approximation to stress and
displacement in each element and trace of displacement along interfaces of meshes. In
general, the corresponding finite element spaces are V h,W h,Mh, which are defined to
be
V h = {v ∈ L2(Ω) : v|K ∈ V (K) ∀ K ∈ Th},
W h = {ω ∈ L2(Ω) : ω|K ∈W (K) ∀ K ∈ Th},
Mh = {µ ∈ L2(Eh) : µ|F ∈M(F ) ∀ F ∈ Eh}.
Here Th denotes a triangulation of the domain Ω and Eh is the set of all faces F of all
elements K ∈ Th. The spaces V (K),W (K),M(F ) are called the local spaces which
are defined on each element/face. In Table 3.1 we list several choices of local spaces for
different methods. In this paper, our choice of the local spaces is defined as:
V (K) = P k(S,K), W (K) = P k+1(K), M(F ) = P k(F ).
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Here, the space of vector-valued functions defined on D whose entries are polynomials
of total degree k is denoted by P k(D) (k ≥ 1). Similarly, P k(S,K) denotes the space of
symmetric-valued functions defined on K whose entries are polynomials of total degree
k. In addition, our method allows Th to be any conforming polyhedral triangulation of
Ω.
Note the fact that the only globally-coupled degrees of freedom are those of the nu-
merical trace of displacement along Eh, renders the method efficiently implementable.
However, the fact that the polynomial degree of the approximate numerical traces of
the displacement is one less than that of the approximate displacement inside the ele-
ments, might cause a degradation in the approximation properties of the displacement.
However, this unpleasant situation is avoided altogether by taking a special form of
the numerical trace of the stresses inspired on the choice taken in [8] in the framework
of diffusion problems. This choice allows for a special superconvergence of part of the
numerical traces of the stresses which, in turn, guarantees that, for k ≥ 1, the L2-order
of convergence for the stress is k + 1 and that of the displacement k + 2. So, we obtain
optimal convergence for both stress and displacement for general polyhedral elements.
We notice that mixed methods in [45, 46] and HDG methods in [51] also achieve
optimal convergence for stress and superconvergence for displacement by post process-
ing. However, there are two disadvantages regarding of implementation. First, these
methods enforce the stress symmetry weakly, which means that they have a much larger
space for the stress. In additon, these methods usually need to add matrix bubble func-
tions (δV in [45]) into their stress elements in order to obtain optimal approximations.
In fact, the construction of such bubbles on general polyhedral elements is still an open
problem. In contrast, our method avoids using matrix bubble functions but only use
simple polynomial space of degree k, k+1. In Table 3.1, we compare methods which use
Mh for approximating trace of displacement ûh on Eh. There, u
?
h is a post-processed
numerical solution of displacement.
Method V (K) W (K) ‖σ − σh‖Th ‖ u− uh‖Th ‖u− u?h‖Th
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AFW[43] P k(R3×3,K) P k−1(K) k k -
CGG[45] RTk(K) + δV P k(K) k + 1 k + 1 k + 2
GG[46] P k(R3×3,K) + δV P k−1(K) k + 1 k k + 1
CS[51] P k(R3×3,K) + δV P k(K) k + 1 k + 1 k + 2
GG[57] P k+1(S,K) P k(K) k k + 1 -
HDG-S P k(S,K) P k+1(K) k + 1 k + 2 -
Table 3.1: Orders of convergence for methods for which ûh ∈M(F ) = P k(F ), k ≥ 1,
and K is a tetrahedron.
The remainder of this chapter is organized as follows. In Section 2, we introduce our
HDG method. In Section 3, we present several numerical examples in order to illustrate
and test our method.
3.1.1 The HDG formulation with strongly symmetry stresses
Let us begin by introducing some notations and conventions. We adapt to our setting
the notation used in [64]. Let Th denote a conforming triangulation of Ω made of
shape-regular polyhedral elements K. We recall that ∂Th := {∂K : K ∈ Th}, and
Eh denotes the set of all faces F of all elements. We denote by F(K) the set of all
faces F of the element K. We also use the standard notation to denote scalar, vector
and tensor spaces. Thus, if D(K) denotes a space of scalar-valued functions defined
on K, the corresponding space of vector-valued functions is D(K) := [D(K)]d and
the corresponding space of matrix-valued functions is D(K) := [D(K)]d×d. Finally,
D(S,K) denotes the symmetric subspace of D(K).
The methods we consider seek an approximation (σh,uh, ûh) to the exact solution
(σ,u,u|Eh) in the finite dimensional space V h×W h×Mh ⊂ L2(S,Ω)×L2(Ω)×L2(Eh)
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given by
V h = {v ∈ L2(S,Ω) : v|K ∈ P k(S,K) ∀ K ∈ Th}, (3.2a)
W h = {ω ∈ L2(Ω) : ω|K ∈ P k+1(K) ∀ K ∈ Th}, (3.2b)
Mh = {µ ∈ L2(Eh) : µ|F ∈ P k(F ) ∀ F ∈ Eh}. (3.2c)
Here Pk(D) denotes the standard space of polynomials of degree no more than k on D.
Here we require k ≥ 1.
The numerical approximation (σh,uh, ûh) can now be defined as the solution of the
following system:
(Aσh , v)Th + (uh , ∇ · v)Th − 〈ûh , vn〉∂Th = 0, (3.3a)
(σh , ∇ω)Th − 〈σ̂hn , ω〉∂Th = −(f , ω)Th , (3.3b)
〈σ̂hn , µ〉∂Th\∂Ω = 0, (3.3c)
〈ûh , µ〉∂Ω = 〈g , µ〉∂Ω, (3.3d)
for all (v,ω,µ) ∈ V h ×W h ×Mh, where
σ̂hn = σhn− τ(PMuh − ûh) on ∂Th. (3.3e)
In fact, in Christoph Lehrenfeld’s thesis, the author defines the numerical flux in this
way for diffusion problems (see Remark 1.2.4 in [8]). This method was then analyzed
for diffusion recently in [65]. Here, PM denotes the standard L
2-orthogonal projec-
tion from L2(Eh) onto Mh. We write (η , ζ)Th :=
∑n
i,j=1(ηi,j , ζi,j)Th , (η , ζ)Th :=∑n
i=1(ηi , ζi)Th , and (η , ζ)Th :=
∑
K∈Th(η, ζ)K , where (η, ζ)D denotes the integral of
ηζ over D ⊂ Rn. Similarly, we write 〈η , ζ〉∂Th :=
∑n
i=1〈ηi , ζi〉∂Th and 〈η , ζ〉∂Th :=∑
K∈Th〈η , ζ〉∂K , where 〈η , ζ〉D denotes the integral of ηζ over D ⊂ Rn−1.
45
The parameter τ in (3.3e) is called the stabilization parameter. In this paper, we as-
sume it is a fixed positive number on all faces. It is worth to mention that the numerical
trace (3.3e) is defined slightly different from the usual HDG setting, see [64]. Namely,
in the definition, we use PMuh instead of uh. Indeed, this is a crucial modification
in order to get error estimate. An intuitive explanation is that we want to preserve
the strong continuity of the flux across the interfaces. Without the projection PM , by
(3.3c) the normal component of σ̂h is only weakly continuous across the interfaces.
3.2 Numerical Experiments
In this section, we display numerical experiments in 2D to test the convergence proper-
ties of our HDG method. We also display numerical results showing that our method
does not exhibit volumetric-locking when the material tends to be incompressible. In
addition, our numerical results suggest that the error estimates provided in [66] are
sharp.
We carry out the numerical experiments on the domain Ω = (0, 1) × (0, 1) and
monitor the errors ‖ΠV σ−σh‖L2(Ω) and ‖ΠWu−uh‖L2(Ω).To explore the dependence
of the convergence properties of our method with respect to the form of the meshes, we
consider two types of meshes, as shown in Figure 3.1.
3.2.1 Order of convergence of our HDG method
In this section, we consider an isotropic material in 2D with plain stress condition and
take the Poisson Ratio ν = 0.3 and the Young’s Modulus E = 1:
Aσ =
1 + ν
E
σ − ν
E
tr(σ)I2. (3.4)
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Figure 3.1: An example of Mesh-1(left) and Mesh-2(right) with h = 0.354
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Figure 3.2: Convergence sequence of the displacement on Mesh-2 for k = 1. Left:
u1h(quadratic), Right: û
1
h(linear)
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‖ΠV σ − σh‖L2(Ω) ‖ΠWu− uh‖L2(Ω) ‖ΠV σ − σh‖L2(Ω) ‖ΠWu− uh‖L2(Ω)
Mesh-1 Mesh-2
k Mesh Error Order Error Order Error Order Error Order
0
h 9.81E-02 - 3.74E-03 - 4.20E-01 - 8.28E+12 -
h/2 9.50E-02 0.05 3.69E-02 0.02 2.14E-02 0.97 1.05E+12 2.98
h/4 9.42E-02 0.01 3.68E-03 0.00 1.05E-02 1.02 1.41E+11 2.90
h/8 9.41E-02 0.00 3.68E-03 0.00 5.22E-03 1.01 1.79E+10 2.98
h/16 9.41E-02 0.00 3.68E-03 0.00 8.17E-01 -3.97 1.39E+12 -6.28
1
h 2.26E-03 - 1.88E-03 - 2.04E-03 - 9.41E-04 -
h/2 7.24E-03 1.65 3.57E-04 2.40 5.90E-03 1.79 1.45E-04 2.70
h/4 2.09E-03 1.79 5.51E-05 2.69 1.58E-03 1.92 2.00E-05 2.86
h/8 5.60E-04 1.90 7.60E-06 2.86 4.08E-04 1.95 2.62E-06 2.93
h/16 1.45E-04 1.95 9.93E-07 2.94 7.01E-06 2.00 3.35E-07 2.97
2
h 1.24E-03 - 5.52E-05 - 1.23E-03 - 3.53E-05 -
h/2 1.57E-04 2.98 3.74E-06 3.88 1.57E-04 2.97 2.25E-06 3.97
h/4 1.97E-05 2.99 2.43E-07 3.95 1.97E-05 2.99 1.42E-07 3.99
h/8 2.46E-06 3.00 1.54E-08 3.97 2.47E-06 3.00 8.90E-09 3.99
h/16 3.08E-07 3.00 9.73E-10 3.99 3.10E-07 3.00 5.58E-10 4.00
3
h 5.26E-05 - 1.45E-06 - 5.33E-05 - 1.27E-06 -
h/2 3.51E-06 3.90 4.90E-08 4.89 3.54E-06 3.91 4.36E-08 4.86
h/4 2.26E-07 3.96 1.59E-09 4.95 2.29E-07 3.95 1.43E-09 4.93
h/8 1.42E-08 3.98 5.12E-11 4.96 1.45E-08 3.98 4.59E-11 4.96
Table 3.2: History of convergence for the exact solution (3.5) where h = 0.177
In particular, we test our HDG method on a smooth solution u = (u1, u2) in [6], such
that:
u1 = 10 sin(pix)(1− x)(y − y2)(1− 0.5y), u2 = 0. (3.5)
We set f and g to satisfy the above exact solution (3.5). To explore the convergence
properties of our method, we conduct numerical experiments for k = 0, 1, 2, 3 and take
τ = O( 1h). The history of convergence is displayed in Table 3.2. We observe that
when k ≥ 1, our method converges with order k + 1 in the stress and order k + 2
in the displacement for both Mesh-1 and Mesh-2. In addition, the numerical results
suggest that our method does not converge to the exact solution when k = 0. To aid
visualization, we also plot the convergence sequence of the displacement in Figure 3.2.
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‖ΠV σ − σh‖L2(Ω) ‖ΠWu− uh‖L2(Ω) ‖ΠV σ − σh‖L2(Ω) ‖ΠWu− uh‖L2(Ω)
ν = 0.49
Mesh-1 Mesh-2
k Mesh Error Order Error Order Error Order Error Order
1
h 4.12E-03 - 1.14E-04 - 4.12E-03 - 9.15E-04 -
h/2 1.22E-03 1.75 2.53E-05 2.17 1.27E-03 1.70 1.47E-05 2.64
h/4 3.32E-04 1.88 4.76E-06 2.41 3.40E-04 1.90 2.00E-06 2.87
h/8 8.69E-05 1.93 8.17E-07 2.54 8.64E-05 1.98 2.58E-07 2.96
h/16 2.22E-05 1.97 1.23E-07 2.73 2.17E-05 1.99 3.27E-08 2.98
2
h 9.33E-04 - 2.00E-05 - 9.37E-04 - 1.24E-05 -
h/2 1.29E-04 2.85 1.65E-06 3.60 1.32E-04 2.83 9.42E-07 3.71
h/4 1.65E-05 2.97 1.17E-07 3.82 1.64E-05 3.00 6.01E-08 3.97
h/8 2.07E-06 3.00 7.76E-09 3.92 2.05E-06 3.00 3.77E-09 3.99
h/16 2.58E-07 3.00 4.98E-10 3.96 2.56E-07 3.00 2.36E-10 4.00
3
h 1.44E-04 - 1.65E-06 - 1.57E-04 - 1.53E-06 -
h/2 9.78E-06 3.88 6.18E-08 4.74 9.87E-06 3.99 5.11E-08 4.90
h/4 6.27E-07 3.96 2.09E-09 4.89 6.19E-07 3.99 1.68E-09 4.93
h/8 3.95E-08 3.99 6.77E-11 4.95 3.89E-08 3.99 5.43E-11 4.95
h/16 2.49E-09 3.99 2.21E-12 4.94 2.44E-09 4.00 1.74E-12 4.97
ν = 0.4999
Mesh-1 Mesh-2
k Mesh Error Order Error Order Error Order Error Order
1
h 4.12E-03 - 1.13E-04 - 4.13E-03 - 9.05E-04 -
h/2 1.22E-03 1.76 2.52E-05 2.17 1.26E-03 1.71 1.45E-05 2.64
h/4 3.31E-04 1.88 4.72E-06 2.41 3.39E-04 1.90 1.98E-06 2.87
h/8 8.66E-05 1.93 8.11E-07 2.54 8.61E-05 1.98 2.55E-07 2.96
h/16 2.21E-05 1.97 1.22E-07 2.73 2.16E-05 1.99 3.23E-08 2.98
2
h 9.32E-04 - 1.98E-05 - 9.34E-04 - 1.22E-05 -
h/2 1.29E-04 2.86 1.64E-06 3.60 1.32E-04 2.83 9.31E-07 3.72
h/4 1.64E-05 2.97 1.16E-07 3.82 1.64E-05 3.00 5.94E-08 3.97
h/8 2.06E-06 3.00 7.70E-09 3.92 2.04E-06 3.00 3.73E-09 3.99
h/16 2.57E-07 3.00 4.95E-10 3.96 2.55E-07 3.00 2.33E-10 4.00
3
h 1.44E-04 - 1.63E-06 - 1.57E-04 - 1.51E-06 -
h/2 9.75E-06 3.88 6.09E-08 4.74 9.83E-06 3.99 5.03E-08 4.90
h/4 6.25E-07 3.96 2.06E-09 4.89 6.17E-07 3.99 1.66E-09 4.93
h/8 3.94E-08 3.99 6.72E-11 4.95 3.87E-08 3.99 5.39E-11 4.94
h/16 2.48E-09 3.99 2.20E-12 4.93 2.43E-09 3.99 1.73E-12 4.96
ν = 0.49999
Mesh-1 Mesh-2
k Mesh Error Order Error Order Error Order Error Order
1
h 4.12E-03 - 1.13E-04 - 4.13E-03 - 9.05E-04 -
h/2 1.22E-03 1.76 2.52E-05 2.17 1.26E-03 1.71 1.45E-05 2.64
h/4 3.31E-04 1.88 4.72E-06 2.41 3.39E-04 1.90 1.98E-06 2.87
h/8 8.66E-05 1.93 8.11E-07 2.54 8.61E-05 1.98 2.55E-07 2.96
h/16 2.21E-05 1.97 1.22E-07 2.73 2.16E-05 1.99 3.23E-08 2.98
2
h 9.32E-04 - 1.98E-05 - 9.34E-04 - 1.22E-05 -
h/2 1.29E-04 2.86 1.64E-06 3.60 1.32E-04 2.83 9.31E-07 3.72
h/4 1.64E-05 2.97 1.16E-07 3.82 1.64E-05 3.00 5.94E-08 3.97
h/8 2.06E-06 3.00 7.70E-09 3.92 2.04E-06 3.00 3.73E-09 3.99
h/16 2.57E-07 3.00 4.95E-10 3.96 2.55E-07 3.00 2.33E-10 4.00
3
h 1.44E-04 - 1.63E-06 - 1.57E-04 - 1.50E-06 -
h/2 9.75E-06 3.88 6.09E-08 4.74 9.83E-06 3.99 5.03E-08 4.90
h/4 6.25E-07 3.96 2.06E-09 4.89 6.17E-07 3.99 1.66E-09 4.93
h/8 3.94E-08 3.99 6.72E-11 4.95 3.86E-08 3.99 5.39E-11 4.94
h/16 2.48E-09 3.99 2.20E-12 4.93 2.44E-09 3.98 1.74E-12 4.95
Table 3.3: History of convergence for the exact solution (3.7) where h = 0.354
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Figure 3.3: Convergence sequence of the stress and the displacement on Mesh-1 for
k = 1 and ν = 0.49999. Left: σ11h (linear), right u
1
h(quadratic).
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3.2.2 Locking experiments
In this section, we consider an isotropic material in 2D with plane-strain condition:
Aσ =
1 + ν
E
σ − (1 + ν)ν
E
tr(σ)I2 (3.6)
where ν is the Poisson Ratio and E is the Young’s Modulus. This example satisfies the
Assumption 2.1 with PD =
1+ν
E and PT =
(1+ν)
E (1 − 2ν). By sending ν → 0.5, this
material is nearly incompressible. We consider an example in [67, 6] by setting f and
g to satisfy the exact solution:
u1 = −x2(x− 1)2y(y − 1)(2y − 1) (3.7)
u2 = y
2(y − 1)2x(x− 1)(2x− 1) (3.8)
with E = 3. We conduct numerical experiments for this problem for k = 1, 2, 3 with
τ = O( 1h). The history of convergence is displayed in Table 3.3 and the convergence
sequence of the stress and the displacement is plotted in Figure 3.3. By increasing ν
from 0.49 to 0.49999, we observe the same order of convergence which is optimal in
both stress and displacement. In addition, our numerical results demonstrate that the
convergence properties of our method do not depend on the type of meshes. Altoghether,
this observation exactly aligns with the error estimates provided in Theorem 2.2 and it
justifies that our HDG method is free from volumetric locking.
Chapter 4
An algorithm for stabilizing the
Hybridizable discontinuous
Galerkin methods for nonlinear
elasticity
“ There are three great branches of science: theory, experiment, and computation.”
- Nick Trefethen
4.1 Introduction
In [2], the authors pointed out a stability issue of the hybridizable discontinuous Galerkin
(HDG) method for nonlinear elasticity, namely, if the stabilization function which con-
trols the inter-element jumps is not properly chosen, the method could lose the con-
vergence to the exact solution. In particular, they presented an example where the
HDG method does not converge to the exact solution when the stabilization is of order
one and where the convergence is restored only when the stabilization is large enough.
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This phenomenon was first discovered by Ten Eyck and Lew [68] in 2006 for a Bassi-
Rebay-type discontinuous Galerkin (DG) method for nonlinear elasticity problems. In
addition, the authors pointed out that the mixed finite element using discontinuous ap-
proximations to the deformation mapping, a family of DG methods, the enhance strain
(ES) method [69] and all other non-conforming methods suffer this stability issue too.
In this chapter, we provide a solution to this issue for HDG methods by providing
an algorithm which explicitly computes and updates the analytic lower bounds of the
stabilization on each inter-element border within the region where extra stabilization
is required. The magnitude of such lower bounds tends out to be of order 1/h, as
opposed to the standard order-one stabilization of HDG methods. In Fig 1.1, we show an
example in which the HDG with stabilization function of order one displays unphysical
oscillations. We also show that our new algorithm automatically eliminates them and
provides an approximation of high quality.
To better give a sense of the relevance of our results, let us briefly review the de-
velopment of the DG methods for elasticity problems. Perhaps due to the potential
for efficient h/p-adaptivity and the ability to rigorously handle problems with discon-
tinuous solutions [68, 70], in the last decades, DG methods were extensively explored
for studying elasticity problems. The first DG method for linear elasticity was pro-
posed and analyzed by Rivie`re and Wheeler [71] in 2000; the method is an extension of
the non-symmetric interior penalty Galerkin (NIPG) method for steady-state diffusion
problems. Later in 2002, Hansbo and Larson [72] were the first to consider the Nitsche’s
classical DG method for nearly incompressible elasticity. They showed, theoretically and
numerically, that this method is free from volumetric locking. This nice property of DG
methods for elasticity problems was then considered to be one of the major advantages
over the conforming methods, see [73, 74, 6]. In 2003, Lew et al. [70] followed the
analysis in [75] to generalize the symmetric interior penalty Galerkin (SIPG) method
to linear elasticity. The authors derived the discrete energy minimization principle for
their SIPG scheme. In about the same period of time, DG methods were proposed
for many other linear problems in solid mechanics, such as Timoshenko beams [76, 74],
Bernoulli-Euler beam and the Poisson-Kirchhoff plate [77] and Reissner-Mindlin plates
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[h]
Figure 4.1: A comparison of HDG approximations to the deformed shape (left) and the
(1, 1)-component of the first Piola Kirchhoff stress (right) with (bottom) and without
(top) our algorithm.
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[78]. Some variants of DG methods also appeared in the literature for elasticity prob-
lems, such as discontinuous Petrov Galerkin (DPG) method for linear elasticity [79] and
the embedded discontinuous Galerkin (EDG) method for linear shells [80].
In the mid 2000s, the success of DG methods for linear elasticity motivated the first
few trials to apply DG methods to nonlinear elasticity problems [68, 81]. Ten Eyck
and Lew [68] considered a Bassi-Rebay-type DG formulation. They discovered that DG
methods remain free from volumetric locking for nonlinear and nearly incompressible
materials. Moreover, the cost of computing a solution at a given accuracy is often equal
or less with a DG method than with a conforming method.
However, the DG method was criticized for several major disadvantages. First, it
requires more degrees of freedom compared to conforming methods. Second, it is diffi-
cult to identify the optimal stabilization or penalty parameters. This raises significant
difficulties for devising a robust and efficient DG method for the nonlinear elasticity
problems. Ten Eyck et al. [82] showed that if the stabilization is not large enough,
the Bassi-Rebay-type DG scheme may lose the coercivity of its corresponding bilinear
form. Moreover, over-stabilization degrades the approximation of stresses and leads
to conforming-like behavior, for example, volumetric locking when considering nearly
incompressible materials. In the same period of time, Ortner and Su¨li [83] considered
the analysis for DG methods for nonlinear elasticity. Although they made the assump-
tion that the penalization parameters are sufficiently large for ensuring the coercivity
of the bilinear of the DG scheme, their analysis provides important theoretical tools to
approach the stability estimate including the so-called continuous reconstruction oper-
ator.
This pioneering work shed light on how to calculate a lower bound on the stabil-
ity parameters. Ten Eyck et al. [82, 84] applied Ortner and Su¨li’s idea to develop
an adaptive stabilization mechanism for the DG method for nonlinear elasticity. They
claimed that since the constitutive relation is nonlinear, the stabilization should also
evolve with the deformation. In particular, they recognized that extra stabilization is
only essential within the region where the fourth-order elastic moduli tensor is locally
indefinite. They proposed a modified DG scheme with adaptive stabilization, which was
numerically shown to be stable. The key component of their formulation is a new term
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in the bilinear form which acts as an extra stabilization to the scheme. The magnitude
of this term varies over the domain based on local material properties which reflect
the adaptivity in the stabilization. This is the first contribution on how to rigorously
choosing stabilization parameters for the DG methods for nonlinear elasticity problems.
However, the authors also pointed out a major drawback of the resulting stabilized DG
scheme, namely, the estimation of the minimally required stabilization is too conser-
vative and results in conforming-like approximations. In particular, the errors in the
stresses and in the deformation mapping are not better than the ones from the con-
forming methods. Apart from that, the derivation of the constants in the stabilization
involves solving a global eigenvalue problem within each nonlinear iteration which is
computationally expensive. Recently, Truster et al. [85] proposed to determine the sta-
bilization parameters for the interior penalty DG methods for nonlinear elasticity using
the so-called variational multi-scale (VMS) approach. They showed numerically that
their method can automatically identify the region where extra stabilization is required
for a neo-Hookean material. However, their method introduces significantly more com-
putations since it requires to solve fine scale problems within each element. In addition,
they did not provide any theoretical justification that the resulting stabilization could
guarantee the convergence of the numerical scheme in the general case.
By the end of 2000s, the hybridizable discontinuous Galerkin methods were intro-
duced by Cockburn et al. [1] to solve second order elliptic problems. The HDG method
has only globally-coupled unknowns on the skeleton of the mesh which leads to a sig-
nificant reduction of the computational cost compared to the traditional DG methods.
On the other hand, HDG methods were proved to exhibit optimal order of convergence
for both the scalar and vector unknowns for the steady-state diffusion [5]. In addition,
by solving an extra small local problem element by element, a post-processing of the
scalar unknowns can be obtained which converges to the exact solution with one or-
der higher. These nice convergence properties are due to the super-convergence of the
HDG methods which can be obtained by either by choosing a proper set of approx-
imation spaces by the M-decomposition theory [9, 10], or by choosing a proper form
of stabilization [3, 86]. In 2009, Soon et al. [6] considered the first HDG method to
solve linear elasticity problems with strongly symmetric stresses and the error analysis
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was conducted in [7]. At about the same time, Soon [62] extended the HDG method
to solve nonlinear elasticity where he considered the Saint-Venant Kirchhoff material
model. The optimal order of convergence for both the displacement and the stresses
were numerically observed. In 2015, Kabaria et al. [2] revisited Soon’s formulation and
recast the method into a discrete minimization problem based on a discrete potential
energy functional. This minimization structure was later exploited by Cockburn and
Shen [87] to solve the p-Laplacian by means of a gradient descent type minimization
algorithm which was shown to be robust and efficient.
Although the HDG method alleviates the first drawback of the DG methods by sig-
nificantly reducing the number of globally-coupled unknowns, how to properly choose
the stabilization function is still not known. This drawback becomes vital when con-
sidering nonlinear elasticity problems. It was shown in [2] that if the stabilization
parameters are not properly chosen, the convergence of the HDG method to the exact
solution could be completely lost. For example [2], for the strain energy density function
W(F ) =
λ
det(F )
+
µ1
2
F : F +
µ2
8
(F TF − I) : (F TF − I) (4.1)
and the material constants λ = 0.31, µ1 = 0.01, µ2 = 0.05, the authors proved that the
continuous Galerkin method can capture the minimizer correctly, which is a consequence
of the stability of continuous problem. However, as shown numerically in [2], standard
HDG method does not converge to the exact solution with stabilization function of
order one. Although the convergence is restored when the stabilization function is large
enough, the smallest possible magnitude of the stabilization function is not known.
Therefore, an analytic estimate for the lower bound of the stabilization is much desired.
In this chapter, we provide such a lower bound analytically, which is order 1/h in the
entire domain. We also numerically justify that our estimates are sufficient. However,
we believe that order 1/h is not necessary for the region where elastic moduli tensor is
uniformly positive definite and we can instead take just order 1 stabilization. We do
not prove it but we conduct several numerically experiments to show that, for the test
example we choose, such heuristic approach provides very good HDG approximations.
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The remainder of this chapter is organized as follows. In Section 2, we review the
HDG formulation for nonlinear elasticity presented in [62, 2] and present our main
results. In Section 3, we present the proof of our main theorem. In Section 4, we
describe the implementation details of the HDG scheme. Finally, in section 5, we
display numerical experiments which illustrate and test our methods.
4.2 Main results
Let us begin by introducing the nonlinear elasticity problem and the notation for the
HDG formulation.
4.2.1 The nonlinear elasticity problem
The nonlinear elasticity theory is utilized to model the mechanical behavior of soft ma-
terials, such as rubber, foam and human tissue. As opposed to linear elasticity, the
strain-stress relation is nonlinear. One of the important types of nonlinear elastic ma-
terials is the hyper-elastic material, for which the nonlinearity becomes significant only
at moderate to large strains.
We assume that the reference configuration Ω is parameterized by a Cartesian coor-
dinate system and it deforms under the external loads f . The deformation mapping u
takes a point X ∈ Ω to x = u(X) in the deformed configuration. We assume that the
body is uniformly made of hyper-elastic materials for which there exists a strain energy
density function W(F ), where F = ∇u(X) is the deformation gradient tensor evalu-
ated at the reference configuration with det(F ) > 0 almost everywhere. We also assume
that the body is subject to imposed deformation ud on the Dirichlet boundary ∂ΩD and
prescribed traction T on the Neumann boundary ∂ΩN , where we require Ω = ΩD ∪ ΩN
and ΩD ∩ ΩN = φ. Finally, we have the following equations which describe nonlinear
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elasticity problems.
F −∇u = 0 in Ω, (4.2a)
P − ∂W(F )
∂F
= 0 in Ω, (4.2b)
∇ · P + f = 0 in Ω, (4.2c)
u = ud on ∂ΩD, (4.2d)
Pn = T on ∂ΩN . (4.2e)
Here, P (F ) is the first Piola-Kirchhoff stress tensor defined by the nonlinear consti-
tutive equation (4.2b). Moreover, we denote by ui,PiJ ,FiJ the i-th component of the
deformation mapping, the iJ-th component of the first Piola-Kirchhoff stress tensor, and
the iJ-th component of the deformation gradient tensor, respectively. We also define
the first elasticity tensor as A(F ) = ∂
2W(F )
∂F 2
, which has the major symmetry property,
namely, AiJkL = AkLiJ .
4.2.2 The HDG formulation
Here, we recall the definition of the HDG approximations to the nonlinear elasticity
problems (4.2) proposed in [62]. Let Ω ⊂ Rd, where d = 2, 3. In the equations we will
present here, we will use the following notation.
We consider conforming triangulations of Th made of shape-regular triangles or
tetrahedrons. We denote the set of interior faces by Foh and the set of boundary faces
by F∂h. The set Fh := F
0
h ∪ F∂h is the collections of faces. We also denote Nh the set
of all nodes in the triangulation Th. Moreover, we denote n as the unit outer normal
to the corresponding face. For each element K in the triangulation Th, we denote by
Pk(K) the space of polynomials of degree at most k defined on the element K. For
each face e in Fh, P
k(e) is the space of polynomials of degree at most k defined on
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the face e. Given an element K, (·, ·)K and 〈·, ·〉∂K denote the L2(K) and L2(∂K)
product, respectively. Thus, for each ξ and ψ we define (ξ, ψ)Th :=
∑
K∈Th(ξ, ψ)K and
〈ξ, ψ〉∂Th :=
∑
K∈Th〈ξ, ψ〉∂K . Finally, we define Gh,V h,Mh to be the approximation
spaces to stresses, displacement and displacement at skeleton of mesh repectively.
The HDG method seeks an approximation (P h,F h,uh, ûh) to the exact solution
(P ,F ,u,u|Fh) in the space Gh ×Gh × V h ×Mh defined as the solution of
(F h,G)Th + (uh,∇ ·G)Th − 〈ûh,Gn〉∂Th = 0, (4.3a)
(P h,G)Th − (
∂W(F h)
∂F
,G)Th = 0, (4.3b)
(P h,∇v)Th − 〈P̂ hn,v〉∂Th = (f ,v)Th , (4.3c)
and
〈P̂ hn,µ〉∂Th = 〈T ,µ〉∂ΩN , (4.3d)
〈ûh,µ〉∂ΩD = 〈ud,µ〉∂ΩD , (4.3e)
for all (G,v,µ) ∈ Gh × V h ×Mh. The numerical trace is defined in [62] as
P̂ hn = P hn− τ (uh − ûh) on ∂Th
where τ = τ s : (n⊗n) is the local stabilization tensor defined by a fourth-order tensor
τ s. In [62, 6], the authors took τ s as the elasticity tensor. In [2], the authors considered
a more restrictive stabilization tensor τ = τI, for which τ is a scalar stabilization
function.
Finally we describe the choice of approximation spaces. We take the the following
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choice for l ≥ 0, k ≥ 0,
Gh = {G ∈ [L2(Th)]d×d : G|K ∈ [P`(K)]d×d ∀K ∈ Th}, (4.4a)
V h = {v ∈ [L2(Th)]d : v|K ∈ [Pk(K)]d ∀K ∈ Th}, (4.4b)
Mh = {µ ∈ [L2(Eh)]d : µ|e ∈ [Pk(e)]d ∀e ∈ Eh}, (4.4c)
Mh(ud) = {λ ∈Mh : 〈λ,µ〉∂ΩD = 〈ud,µ〉∂ΩD ∀µ ∈Mh}. (4.4d)
Here, we stress that we choose V h(K) and Mh(K) to be of the same degree, which
implies that V h|∂K = Mh(∂K). In particular, the standard HDG method proposed in
[1] satisfies this requirement with ` = k ≥ 0. However, variable-degree approximation
spaces over the elements can be used as shown in [88], where we take the degree of
polynomials for Mh on an edge e(or face F in 3D) to be the maximum degree of the
approximation spaces in elements that contain e(or F ).
4.2.3 The stability conditions
The solutions of (4.2) also possess a important property, namely, that they are the
stationary points of the potential energy functional
I(u) =
∫
Ω
W(F )− f · udV −
∫
∂ΩN
T · udS, (4.5)
among all admissible deformation mappings such that u ∈ V = {v ∈ H1(Ω),u =
ud on ∂ΩD, det(∇v) > 0 a.e.in Ω}. In fact, only the minimizers of this functional
are stable under small pertubations and they are the solutions of practical interest. We
characterize such stability by defining the local H1-stability condition of the nonlinear
elasticity equations (4.2) motivated by the H1-stability condition in [84].
Definition 3. (H1-stability) Let v ∈ [H1(Ω)]d be a stationary point of the potential
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energy functional I and ‖A(∇v)‖ ∈ L∞(Ω). If there exisits a constant cs > 0, such that∫
Ω
∇u : A(∇v) :∇u dV ≥ cs|u|2H1(Ω),
for any u ∈ [H10 (Ω)]d, then the current configuration rendered by v is H1-stable.
Note that we can not expect A to be uniformly positive semidefinite, because this
would exclude some relevant linearized stable configurations where A is pointwise in-
definite but the integral H1(Ω)-stability condition still holds [82, 84].
Next, we describe the stability conditions for the HDG approximations. The HDG
formulation for nonlinear elasticity equations respects a discrete energy minimization
principle. In particular, the discrete potential energy functional Ih is defined as
Ih(uh, ûh) =
∫
Th
(W(F h)− f · uh)dV −
∫
∂ΩN
T · uhdS +
∫
∂Th
τ (uh − ûh)2dS, (4.6)
where F h is defined by (4.3a). It was proved in [2] that the critical points of Ih over V h×
Mh(ud) satisfy the HDG equations (4.3). Since for the HDG scheme, the information
of the exact A(∇v) is usually unknown, we can only define the so-called linearized
stability condition based on A(F h) over an H1-admissible function space, where F h
is some finite element approximation to ∇v. On the other hand, as the stabilization
function goes to infinity on all faces for HDG scheme, the HDG approximations converge
to the conforming approximations [1]. In order to make the stabilization meaningful,
we naturally expect a linearized stability condition to hold at least over the conforming
spaces V h.
Definition 4. (Linearized H1-stability for conforming spaces)
Let (uh, ûh) ∈ V h×Mh be a stationary point of the potential energy functional Ih and
‖A(F h)‖ ∈ L∞(Ω), where F h ∈ Gh is the HDG approximation to ∇v computed through
(4.3a). We say the current configuration rendered by (uh, ûh) is linearized-stable with
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respect to functions in [H10 (Ω)]
d, if there exists a constant κc > 0, such that
∑
K∈Th
∫
K
∇u : A(F h) :∇udV ≥ κc
∑
K∈Th
|u|2H1(K)
for any u ∈ V h ∩ [H10 (Ω)]d.
In particular, this stability condition can also be computationally checked by solving
a global eigenvalue problem over a subspace of [H10 (Ω)]
d. Next, we define the linearized
stability condition considering the HDG approximation spaces as the admissible set.
Definition 5. (Linearized H1-stability for HDG approximation spaces)
Let (uh, ûh) ∈ V h ×Mh(g) be a stationary point of the potential energy functional
Ih and F h be computed through (4.3a). We say the current configuration rendered by
(uh, ûh) is linearized-stable with respect to functions in V h ×Mh(0), if there exists a
constant  > 0 and a norm |||(·, ·)||| over V h ×Mh(0) such that,
∑
K∈Th
(
∫
K
G : A(F h) : GdV +
∫
∂K
τK(v − µ)2dS) ≥ |||(v,µ)|||2,
for any (v,µ) ∈ V h ×Mh(0) and ∀ ∈ Gh such that,
(G, )Th + (v,∇ · )Th − 〈µ, n〉∂Th = 0.
4.2.4 The stability result
To state our main theorem and present our proof, we need to introduce some notation.
First, we denote by {ψi} the set of Lagrange basis functions on the physical element
K and by {φ̂i} the set of Lagrange basis functions on the unit reference face F̂ . We also
denote by hF the diameter of face F , and by T
+
h (T
−
h ) the set of elements such that A(F h)
has non-negative (negative) eigenvalues over K. We denote by T
(−,nb)
h the set of elements
such that K ∈ T−h , or over all elements K ′ that K ′ ∩K 6= ∅. We also denote the set of
elements that share the vertex z by Tz, namely, Tz := {K ∈ Th,K∩z 6= ∅}, and the set of
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faces that share the vertex z by Qz, namely, Qz := {F ∈ Eh, F∩z 6= ∅}. In 3D, we denote
the set of elements that share the edge e by Ee, namely, Ee := {K ∈ Th,K ∩ e 6= ∅}
and the set of faces that share the edge e by Qe, namely, Qe := {F ∈ Eh, F ∩ e 6= ∅}.
Next, we introduce some graphical concepts to describe the geometric properties
of a mesh. We denote by Gz the connected undirected graph at the vertex z in which
elements in Tz are the graphical vertices of Gz. We say two elements in Gz are connected
if they share a common face. We denote by dz(K,K
′) the graphical distance between
K and K ′ in the graph Gz and by dmax(K, z) the maximum graphical distance to K
in the graph Gz. Similarly, in 3D, we denote by Ge the connected undirected graph
at the edge e in which elements in Ee are the graphical vertices of Ge. We say that
two elements in Ge are connected if they share a common face. Then we denote by
de(K,K
′) the graphical distance between K and K ′ in the graph Ge and by dmax(K, e)
the maximum graphical distance to K in the graph Ge. We illustrate our definitions for
an example mesh in 2D shown in Fig 2.1.
Next we define the following constants on the spectral properties of A(F h),
λ˜minX := max{0,− min
06=g∈Rd×d
g : A(F h(X)) : g
g : g
}, λmaxX := max
06=g∈Rd×d
g : A(F h(X)) : g
g : g
, (4.7)
λ˜minK := max
X∈K
λ˜minX , λ
max
K := max
X∈K
λmaxX ,
Λ := (1 + 0.1) max
K∈Th
λ˜minK ,
and we define the constants,
η :=
99κc
100(κc + Λ)
, ξX :=
99κc/100− η(κc + λ˜minX )
λ˜minX
. (4.8)
Here η is a fixed constant over the domain and ξX is defined for all points X ∈ T−h .
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(a) 2D mesh example
(b) GV with 8 vertices
Figure 4.2: An example of mesh structure around the vertex V and its graph GV . It
can be easily checked that card(TV ) = 8, card(QV ) = 8 and dmax(K1, V ) = 4.
66
We also need to compute constants:
ΞKθ := λ˜
min
K
(κc + 100Λ)
99κc
+
(100Λ + κc)
100κc
λmaxK + max
X∈K
100(λ˜minX )
2(κc + Λ)
99κc(Λ− λ˜minX )
,
DF,K := max
vi∈F
( ∑
K′∈Tvi
Q(`, d,K ′)N(k, d)
card(Qvi)
[ ∑
F∈Qvi
∑
K⊂F,
K∈Tvi
d(vi,K,K)
2
])
,
EF,K := max
ei∈F
( ∑
K′∈Eei
Q(`, d,K ′)N(k, d)
card(Qei)
[ ∑
F∈Qei
∑
K⊂F,
K∈Eei
d(ei,K,K)
2
])
,
where,
d(vi,K,K
′) := dmax(K; vi)− dvi(K,K ′) + 1,
d(ei,K,K
′) := dmax(K; ei)− dei(K,K ′) + 1,
Q(`, d,K) := max
a∈Rdim(V h)
aTMKa
aTa
, MKi,j := (∇ψi,∇ψj)K ,
N(`, d) := ( min
b∈Rdim(Mh)
bTMFb
bTb
)−1, MFi,j := (φ̂i, φ̂j)F̂ .
We display several values of N(k, d) in the following table.
` N(`, 2) N(`, 3)
0 0.00 0.00
1 6.00 24.00
2 12.43 96.40
3 20.77 227.46
4 30.97 523.32
Table 4.1: Some values of N(k, d).
Using above constants, we construct the following constants to be used in the statement
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of the main theorem.
V
`,k
F,K := max{
Q(`, d,K)N(k, d)
|F | hF ,DF,K ,EF,K},
CKF,o :=
k + 2
k + 1
V
`,k
F,K + hF
(k + 1)(k + 2)(k + d)
d
|∂K|
|K| ,
CKF,θ := Ξ
K
θ C
K
F,o.
We are ready to state our main theorem.
Theorem 4. The HDG scheme is linearized-stable when the stabilization function τKF
satisfies
τKF >
CKF,o
hF
+
CKF,θ
hF
, ∀F ⊂ ∂K and ∀K ∈ Th.
The explicit formulas for the constants CKF,o and C
K
F,θ are complicated. For this
reason, we provide a systematic way of computing them in Appendix II.
The first constant CKF,o can be computed very efficiently, and in parallel, since it only
depends on the local geometry properties of the mesh and the local material properties.
In contrast, the computation of CKF,θ is more demanding since obtaining Ξ
K
θ requires
computing an approximation to the coercivity constant κc, which is found by solving
an global eigenvalue problem.
The results indicates that we must require order 1/h stabilization in the entire
domain to obtain the linearized stability of the HDG method. We demonstrate that
this condition is sufficient in our numerical experiments. However, we believe that such
stabilization may not be necessary for the region where the elastic moduli is uniformly
positive definite, namely T+h . Our numerical results indicate that, applying our estimate
only for τKF within the region T
(−,nb)
h is enough to obtain very good HDG approximations,
at least for the experiments we carried out.
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4.3 Proof of main theorem
The key idea of the our proof is to compare the HDG approximations with its globally
continuous counterpart, as originally done by Ten Eyck et al. [84].
However, we propose a new continuous reconstruction operator for our HDG scheme
and provide an estimate for the error of reconstruction where the constants in the
estimates are explicitly computable. With this estimate, we can implement the required
stabilization for the HDG scheme by only adjusting the stabilization functions τ locally,
which preserves the compactness of the HDG computational stencil. In contrast, the
approach proposed in [84] required the modification of the numerical scheme in order
to improve its stabilization properties.
We prove our main theorem in three steps. First, we define the lifting operator
Lh and provide a local estimate for it. Next, we describe a HDG-type continuous
reconstruction operator Rc and provide an estimate for the error of reconstruction.
Finally, we provide the eigenvalues analysis for the elastic moduli.
4.3.1 The lifting operator Lh
We first define the element-wise lifting operator Lh : V h(K)×Mh(K)→ Gh(K) as
(Lh(v,µ), )K = −〈v − µ, n〉∂K ∀ ∈ Gh(K), (4.9)
for v ∈ V h(K), and µ ∈Mh(∂K).
We have the following estimate,
Lemma 5. If K is a regular d-simplex, we have
‖Lh(v,µ)‖2L2(K) ≤
(k + 1)(k + d)
d
|∂K|
|K| ‖v − µ‖
2
L2(∂K).
Proof. We use Theorem 3 in [89] with p = k. The result follows from a Cauchy-Schwartz
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inequality.
4.3.2 Continuous reconstruction operator Rc
In this section, we define a continuous reconstruction operator Rc : V h(Th)×Mh(∂Th)→
V ch(Th) ×M ch(∂Th), where V ch(Th) ×M ch(∂Th) is the set that contains globally con-
tinuous functions in V h(Th) ×Mh(∂Th). In particular, we have := (RVc ,RMc ), where
RVc ,R
M
c are the two components of Rc. Our approach is a modification of the idea
proposed by Karakashian and Pascal [90], Ortner and Su¨li [83] and Brenner [91]. We
expand the functions in V h in terms of the standard Lagrange-type nodal basis {ψiK}
of V h. In particular, we divide them into four categories vertex functions, edge func-
tions, face functions and volume functions, as defined in [83]. Moreover, we expand the
functions in Mh in terms of the standard Lagrange-type nodal basis {φiF } and divide
them into vertex and edge functions in 2D, and vertex, edge, face functions in 3D.
Next, we define the reconstruction Rc on an element K ∈ Th in terms of its nodal
basis functions. Let (v,µ) ∈ V h(K)×Mh(∂K), we define
RVc (v,µ)|K =
dim(V h)∑
i=1
αiKψ
i
K , R
M
c (v,µ)|F =
dim(Mh)∑
i=1
βiFφ
i
F . (4.10)
where the nodal values αiK , β
i
F depend on the nodal values a
i
K , b
i
F such that
v|K =
dim(V h)∑
i=1
aiKψ
i
K , µF =
dim(Mh)∑
i=1
biFφ
i
F . (4.11)
on K and any F ⊂ ∂K respectively. The relation between αiK , βiF and aiK , biF is defined
by the following rules:
• If ψiK is a bubble function which vanishes at the border of the element K, we set
αiK = a
i
K . (4.12)
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• If ψiK is a face function which is only nonzero in the interior of the face F ⊂ ∂K,
we set
αiK = b
i
F . (4.13)
where ψiK ,ψ
i
K′ and φ
j
F are associated with the same node.
• If ψiK is a vertex functions at vertex z, we take the nodal value to be the average
of all µ from faces that share z. We set
αiK =
1
|Qz| (
∑
F∈Qz
bjF ). (4.14)
where ψiK and φ
j
F are associated with the same node.
• If ψiK is an edge function at edge e in 3D, we take the nodal value to be the
average of all µ from faces that share e. We set
αiK =
1
|Qe| (
∑
F∈Qe
bjF ). (4.15)
where ψiK and φ
j
F are associated with the same node.
• If φiK is a face function which is only nonzero in the interior of the face F ⊂ ∂K,
we set
βiF = b
i
F . (4.16)
• If φiK is a vertex function at vertex z, we take the nodal value to be the average
of all µ from faces that share z. We set
βiF =
1
|Qz| (
∑
F∈Qz
bF ). (4.17)
• If φiK is an edge function at edge e in 3D, we take the nodal value to be the
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average of all µ from faces that share e. We set
βiF =
1
|Qe| (
∑
F∈Qe
bF ). (4.18)
By construction, (RVc (v,µ),R
M
c (v,µ)) is single-valued at interelement boundaries, hence
it is continuous across the entire domain. Moreover, we have at any element boundary
∂K
RVc (v,µ) = R
M
c (v,µ). (4.19)
We have the following estimate
Lemma 6. Let Th be a conforming mesh consisting of shape-regular simplexes in 2D or
3D. For v ∈Wh(K), µ ∈Mh(∂K) and k ≥ 1, there exists a continuous reconstruction
RVc (v,µ) ∈ V ch ×M ch such that
∑
K∈Th
‖∇(v − RVc (v,µ))‖2L2(K) ≤
∑
K∈Th
( ∑
F⊂∂K
V
`,k
F,K
hF
‖v|K − µ‖2L2(F )
)
.
We present the proof in the Appendix I. Lemma 6 turns out to provide the key
estimate for the derivation of the lower bound of τ .
4.3.3 The eigenvalue analysis
Next, we perform a eigenvalue analysis for the elastic moduli tensor A(F h). We follow
the idea introduced in [84] to obtain the estimate of the lower bound of τ in the main
theorem.
The main goal of the eigenvalue analysis is to preserve the positivity of the second
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variation of the discrete potential energy Ih in (4.6), which takes the form
δI2h((uh, ûh); (v,µ)) =
∑
K∈Th
[
∫
K
G : A(F h) : GdV +
∫
∂K
τK(v − µ)2dS],
where G is computed from the second equation in Definition 2.3. The key idea is to
decompose G using the continuous reconstruction operator RVc and the lifting operator
Lh, such that
G =∇RVc (v,µ) +∇(v − RVc (v,µ)) + Lh(v,µ).
We have,
δI2h((uh, ûh); (v,µ)) = T1 + T2 + T3 + T4,
where
T1 :=
∑
K∈Th
∫
K
∇RVc (v,µ) : A(F h) :∇RVc (v,µ)dV,
T2 := 2
∑
K∈Th
∫
K
∇RVc (v,µ) : A(F h) : (∇(v − RVc (v,µ)) + Lh)dV,
T3 :=
∑
K∈Th
∫
K
(∇(v − RVc (v,µ)) + Lh(v,µ)) : A(F h) : (∇(v − RVc (v,µ)) + Lh(v,µ))dV,
T4 :=
∑
K∈Th
∫
∂K
τK(v − µ)2ds.
To control T2, we recall the generalized Young’s inequality proposed in [84].
Lemma 7 (Lemma 5.1, [84]). Let g1 and g2 be two arbitrary tensors in Rd×d and a
fourth order tensor A. Then for any η, ξ > 0, we have that
2g1 : A : g2 ≥ −ηg1 : A : g1 − 1
η
g2 : A : g2 − λ[(η + ξ)g1 : g1 + (1
η
+
1
ξ
)g2 : g2],
where λ = max{0,−λmin(A)}.
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We apply Lemma 3.3 to the integrand of T2 elementwise by setting
g1 :=∇RVc (v,µ), g2 :=∇(v − RVc (v,µ)) + Lh(v,µ),
and A := A(F h(X)) and λ := λ˜minX .
We choose η and ξX as in (4.7) and obtain,
T2 ≥
∑
K∈Th
(
− η
∫
K
∇RVc (v,µ) : A(F h) :∇RVc (v,µ)dV (4.20)
− 1
η
∫
K
(∇(v − RVc (v,µ)) + Lh(v,µ)) : A(F h) : (∇(v − RVc (v,µ)) + Lh(v,µ))dV
−
∫
K
λ˜minX (η + ξX)|∇RVc (v,µ)|2dV
−
∫
K
λ˜minX (
1
η
+
1
ξX
)|(∇(v − RVc (v,µ)) + Lh(v,µ))|2dV
)
.
Since 1− η > 0, Definition 2.2 implies,
∑
K∈Th
(1− η)
∫
K
∇RVc (v,µ) : A(F h) :∇RVc (v,µ)dV
≥ κc
∑
K∈Th
∫
K
|∇RVc (v,µ)|2dV.
We then add T1 to both sides of (4.20) and use the above inequality,
T1 + T2 ≥
∑
K∈Th
(∫
K
[(1− η)κc − λ˜minX (η + ξX)]|∇RVc (v,µ)|2dV
− 1
η
∫
K
(∇(v − RVc (v,µ)) + Lh(v,µ)) : A(F h) : (∇(v − RVc (v,µ)) + Lh(v,µ))dV
−
∫
K
λ˜minX (
1
η
+
1
ξX
)|(∇(v − RVc (v,µ)) + Lh(v,µ))|2dV
)
.
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Next, we add T3 to both sides of the above inequality and obtain
T1 + T2 + T3 ≥
∑
K∈Th
(∫
K
[(1− η)κc − λ˜minX (η + ξX)]|∇RVc (v,µ)|2dV
+
∫
K
(∇(v − RVc (v,µ)) + Lh(v,µ)) : [(1−
1
η
)A(F h)− λ˜minX (
1
η
+
1
ξX
)I]
: (∇(v − RVc (v,µ)) + Lh(v,µ))dV
)
.
By inserting the definition of λmaxX in (4.7) into the above inequality and using the
fact that 1− 1η ≤ 0, we have
T1 + T2 + T3 ≥
∑
K∈Th
(∫
K
wX,1|∇RVc (v,µ)|2dV (4.21)
+
∫
K
wX,2|(∇(v − RVc (v,µ)) + Lh(v,µ))|2dV
)
,
where wX,1 := (1− η)κc − λ˜minX (η + ξX) and wX,2 := (1− 1η )λmaxX − λ˜minX ( 1η + 1ξX ).
With the definition of constants in (4.7), we can easily check that
wX,1 > 0, wX,2 < 0. (4.22)
Next, we denote
wK,2 := min
X∈K
wX,2,
and apply a Young’s inequality,
T1 + T2 + T3 ≥
∑
K∈Th
( ∫
K
wX,1|∇RVc (v,µ)|2dV
)
(4.23)
+
∑
K∈Th
(
wK,2(1 +
1
k + 1
)
∫
K
|(∇(v − RVc (v,µ))|2dV
+ wK,2(k + 2)
∫
K
|Lh(v,µ))|2dV
)
.
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We apply Lemma 3.1 and Lemma 3.2,
T1 + T2 + T3 ≥
∑
K∈Th
∫
K
wX,1|∇RVc (v,µ)|2dV (4.24)
+
∑
K∈Th
(
wK,2
k + 2
k + 1
∑
F⊂∂K
V
`,k
F,K
hF
‖v|K − µ‖2L2(F )
+ wK,2(k + 2)
∑
F⊂∂K
(k + 1)(k + d)
d
|∂K|
|K| ‖v|K − µ‖
2
L2(F )
)
.
Since when wK,2 < 0, the stabilization term T4 must dominate the third sum in (4.24)
to ensure the positivity of the second variation of Ih. In particular, we have
T1 + T2 + T3 + T4 ≥
∑
K∈Th
(∫
K
wX,1|∇RVc (v,µ)|2dV (4.25)
+
∑
F⊂∂K
[
τKF + wK,2
k + 2
k + 1
V
`,k
F,K
hF
+ wK,2
(k + 1)(k + 2)(k + d)
d
|∂K|
|K|
]‖v|K − µ‖2L2(F )).
Finally, (4.25) implies that we have δI2h((uh, ûh); (v,µ)) > 0, if on each face F ⊂ K ∈ Th,
τKF > −wK,2
(
k + 2
k + 1
V
`,k
F,K
hF
+
(k + 1)(k + 2)(k + d)
d
|∂K|
|K|
)
+ ε1/hF , (4.26)
for some small constant ε1 > 0, where
−wK,2 = − min
X∈K
(
(1− 1
η
)λmaxX − λ˜minX (
1
η
+
1
ξX
)
)
=
(100Λ + κc)
99κc
min
X∈K
λmaxX + λ˜
min
K
100(κc + Λ)
99κc
+ max
X∈K
100(λ˜minX )
2(κc + Λ)
99κc(Λ− λ˜minX )
= λ˜minK + λ˜
min
K
(κc + 100Λ)
99κc
+
(100Λ + κc)
99κc
λmaxK + max
X∈K
100(λ˜minX )
2(κc + Λ)
99κc(Λ− λ˜minX )
.
Therefore, we obtain the estimate for the lower bound of τF,K ,
τKF > τ
K
F,o + τ
K
F,θ + ε1/hF , (4.27)
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where,
τKF,o :=
k + 2
k + 1
V
`,k
F,K
hF
+
(k + 1)(k + 2)(k + d)
d
|∂K|
|K| ,
τKF,θ := Ξ
K
θ τ
K
F,o,
ΞKθ := λ˜
min
K
(κc + 100Λ)
99κc
+
(100Λ + κc)
100κc
λmaxK + max
X∈K
100(λ˜minX )
2(κc + Λ)
99κc(Λ− λ˜minX )
.
We let w1 := minX∈Th wX,1 and obtain that there exists a positive constant  :=
min{w1, ε1} such that
δI2h((uh, ûh); (v,µ)) ≥ |||(v,µ)|||2,
where we denote
|||(v,µ)|||2 :=
∑
K∈Th
[
∫
K
|∇RVc (v,µ)|2dX + h−1K
∫
∂K
(v − µ)2ds],
for any (v,µ) ∈ V h ×Mh(0). This completes the proof of the main theorem.
4.4 Implementation details
In this section, we describe the computation of κc, the post-processing technique of the
deformation mapping, and the nonlinear minimization algorithm for solving the HDG
discrete minimization problem.
4.4.1 Computing κc
In practice, we can only approximate κc by κh, which is the solution to the global
eigenvalue problem
κh = min
v∈V dh⊂[H1(Ω)]d
(∇v : A
h
(F h) :∇v)Ω
(∇v :∇v)Ω . (4.28)
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However, solving the global eigenvalue problem (4.28) could be computationally expen-
sive if we construct the stiffness matrix using the basis functions in the conforming space
V dh. Instead, we propose to mimic the conformity of approximation spaces by utilizing
two important properties of the Embbed Discontinous Galerkin(EDG) methods.
First of all, we recall that the Mh space for the EDG method is globally continuous,
which implies that for k = 1, the global degrees of freedom of EDG method is identical
to that of the continuous Galerkin method. Moreover, it has been shown in Proposition
A.1 in [92] that, for k = 1, the numerical trace ûEDGh coincides with the continuous
Galerkin approximation uCGh on the skeleton of the mesh. In particular, on F
h, we have
ûEDGh = u
CG
h .
On the other hand, as τ → ∞ in the EDG formulation, the jumps between uEDGh
and ûEDGh at the interelement border diminish. As a consequence, the resulting approx-
imation uEDGh tends to be conforming and the stiffness matrix can be considered as a
good approximation to that of the conforming method.
Given these two properties, we can solve the eigenvalue problem by constructing
a stiffness matrix Acon, which approximates the stiffness matrix from the conforming
method without using a new set of basis functions. In particular, we propse the following
algorithm.
Next, we solve the eigenvalue problem (4.28) using Acon. As mentioned in [68], it is
usually computationally beneficial to solve (4.28) and update κh every few load levels.
4.4.2 Element-wise post-processing
We show how to construct a new approximation to the deformation mapping by us-
ing a simple and element-wise post-processing technique proposed in [5, 38, 62]. This
technique can be performed without solving a new global system and results in an ap-
proximation for the deformation mapping that might converge faster than the original
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Algorithm: Constructing Acon
1. Take k = 1, τ = 108 in (4.3) and obtain the stiffness matrix A∞hdg;
2. Construct a transformation matrix J which enforces the continuity
of û at faces. Suppose the i-th DoF for the HDG scheme is associated with a
vertex vi and the j-th DoF for the EDG scheme is associated with a vertex vj ,
then
Jij =
{
1, if vi = vj ,
0, otherwise.
3. Apply J on A∞hdg, that is
JTA∞hdgJ = Acon.
approximation.
We denote the post-processed deformation mapping by u∗h which is defined by the
following local problem. On each element K ⊂ Th, u∗h solves
(∇u∗h,∇v)K = (F h,∇v)K ∀v ∈ [Pk+1(K)]d, (4.29a)
(u∗h,1)K = (uh,1)K . (4.29b)
where uh,F h are of degree k on the element K.
4.4.3 A nonlinear minimization algorithm
We extend the preconditioned nonlinear minimization algorithm introduced in [87] to
the HDG scheme (4.3). The importance of minimization is to ensure that the solution
we obtain is a local minimizer with respect to the discrete energy functional Ih defined in
(4.6). The importance of using a minimization algorithm is to ensure that the solutions
obtained are at least local minimizers instead of saddle points.
Let us begin by showing the flowchart for the preconditioned gradient descent
method we are using.
79
Algorithm: A preconditioned gradient descent algorithm for solving (4.3).
Initialization: An initial guess z0 := ([uh], [ûh])
0 and global tolerance δ > 0;
for i = 0, 1, · · · do
(1) Compute the gradient vector gi =∇Ih(zi).
(2) Compute the preconditioned gradient mi by solving B
(i)
HDGm
i = gi.
(3) Compute the search direction di := −mi.
(4) Compute the step-size αi.
(5) Set zi+1 := zi + αid
i.
(6) If ‖αidi‖l2 < δ, return.
end
We denote by [v] the degrees of freedom for a function v in its finite dimensional
space. In step (2), B
(i)
HDG is a preconditioner. However, since the minimization problem
(4.6) is not convex, we can not define B
(i)
HDG as a frozen coefficient type preconditioner
described in [87] for the p-Laplacian, where the minimization problem is convex. Indeed,
due to the loss of convexity, the Hessian of the objective function Ih may be indefinite.
Consequently, the Newton-type preconditioner may result in a non-descending direc-
tion. To keep the positive definiteness of B
(i)
HDG, we shift the elastic moduli tensor in the
preconditioning equations by locally adding the absolute value of its negative eigenval-
ues λ˜minK . Thus, the resulting elastic moduli tensor is guaranteed to be positive definite.
This allows us to use the conjugate gradient method to solve the resulting linear precon-
ditioning equations. In the case where the elastic moduli is uniformly positive definite,
our algorithm is nothing but the Newton-CG algorithm with line-search.
The preconditioning equations are B
(i)
HDGm
i = gi defined as follows. Given F ih ∈ Gh,
the gradient vector gi = [giu, g
i
û], we define (S
i,Qi,Ui, Ûi) ∈ Gh ×Gh × V h ×Mh(0),
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as the solution of
(Qi,G)Th − (Ui,∇ ·G)Th = −〈Ûi,Gn〉∂Th , (4.30a)
(Si,G)Th − ((
∂2W(F i)
∂F 2
+ λ˜minK I)Q
i,G)Th = 0, (4.30b)
(∇ · Si,v)Th + 〈τK(Ui − Ûi),v〉∂Th = [v]tgiu, (4.30c)
Ŝ
i
n = Sin+ τK(U
i − Ûi) (4.30d)
〈Ŝin,µ〉∂Th\∂Ω = [µ]tgiû, (4.30e)
〈Ûi,µ〉∂Ω = 0. (4.30f)
for all test functions (G,v,µ) ∈ Gh×V h×Mh. Finally, we assemble the preconditioned
gradient vector as mi := ([Ui, Ûi]).
In step (4), we apply a backtrack-Armijo´ line-search method to compute αi
Algorithm 1: Backtrack-Armijo´ line search
Initialization: An initial step-size α0, a starting point z0, search direction d,
parameters c1, c2 ∈ (0, 1) and line search tolerance δl;
while αi > δl do
zn = z0 + αid ;
if Ih(z
n) < Ih(z
0) + c2α
i[∇Ih(z0)]Td then
Return;
else
αi = c1α
i;
end
end
4.5 Numerical experiments
We present several numerical experiments to explore the convergence properties of our
HDG scheme. In particular, we show the phenomenon of the lack of stabilization and
the improvement when applying our adaptive stabilization algorithm.
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4.5.1 The choices of ` and k
Although there are many possible choices for ` and k, we only consider two HDG
methods in the numerical experiments. First, we consider ` = k−1 where k ≥ 2 and call
the resulting HDG method as HDGk−1,k. Next, we consider the standard HDG method
with ` = k, where k ≥ 1 and call it as HDGk,k. Next, since our theorem is sufficient but
not necessary, we conduct a numerical study on an HDG formulation with τ smaller than
the lower bound described in the main theorem. In particular, we heuristically reduce
the stabilization within T+h from order 1/h to order 1. For the example we tested, such
approach still provides very good HDG approximations. Finally, we propose a variable-
degree HDG formulation based on this heuristic stabilization which turns out to be
beneficial in the sense that it provides much better accuracy than the corresponding
uniform degree HDG scheme for the same computational cost.
4.5.2 Experiments on the counterexample
We revisit the counterexample described in [2] where the strain energy density function
takes the form (4.1). The exact solution is u = X,F = I,P = −0.3I. In addition,
A
h
(F h) turns out to be point-wisely indefinite on the entire domain. It is shown in
[2] numerically that when τ ∼ O(1) on all faces, the solution of HDG scheme does not
converge to the exact solution. Our stability estimate suggests that the stabilization
must be O(1/h) in the entire domain. Our numerical experiments confirm that with the
estimated stabilization, the resulting HDG method converges to the solutions correctly.
We do not show the convergence results since all the solutions are captured exactly by
the piecewise linear HDG approximations.
4.5.3 Experiments on a compressible neo-Hookean material
One might argue that the counterexample is a very special case since the reference
configuration is stressed. To better understand the approximation properties of our
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HDG scheme, we conduct experiments on a problem where the initial configuration is
stress-free and the material is more typical. In particular, we consider the compressible
neo-Hookean material model where the strain energy density function takes the form
W(F ) =
E
2(1 + ν)
(
ν
1− 2ν log(det(F ))
2 − log(det(F )) + tr(F
TF − I)
2
)
(4.31)
Here, E, ν are material constants which in the infinitesimal deformation limit correspond
to the Young’s modulus and the Poisson ratio, respectively. In the convergence studies,
we measure the L2 norm of the following errors,
eu := Pu− uh eF := TF − F h eP := TP − P h eu∗ := Pu− u∗h
where P,P and T are standard L2 projections onto the corresponding approximation
spaces of uh,u
∗
h and Gh respectively.
Horizontal expansion in 2D using HDGk,k
In the first numerical experiment, we show that the standard HDG method with O(1)
stabilization does not have the stability issue for large expansions. In particular, we
consider a problem with intensive horizontal expansion and such that
u(X) =
X + 0.1(1− Y )Y cos(piX)
2Y
 . (4.32)
We consider the reference body Ω = (0, 1)2 and E = 1.0, ν = 0.25. We impose the
Dirichlet boundary conditions on all pieces of the boundary and manufacture ud and f
so that u is the exact solution.
We take τ = 1 on all edges and apply the preconditioned gradient descent algorithm
described in the beginning of this section. In the line-search Algorithm 1, we take
c1 = 0.6, c2 = 10
−12 and the initial step-size a0 = 1.0. We also set the tolerance to
be δ = 10−10 for the global iteration. It was discovered by Soon et al [6] that the
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HDG approximations for the linear elasticity problems exhibit super-convergence on
MESH-2 but not on MESH-1, as displayed in Fig. 4.3. Although our HDG method
does not become, in the linear case, the method considered by Soon et al [6] and Fu et
al. [7], we still check if the convergence properties of the HDG method depends on the
triangulation. In particular, we conduct numerical experiments on both MESH-1 and
MESH-2 and display the history of convergence in Table 4.2.
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Figure 4.3: Two different triangulations of Ω, MESH-1(top) and MESH-2(bottom).
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MESH-1
mesh ‖eu‖L2(Ω) ‖eF ‖L2(Ω) ‖eP ‖L2(Ω) ‖eu∗‖L2(Ω)
k size error order error order error order error order
1
h∗ 5.16E-03 - 9.78E-03 - 1.40E-02 - 4.32E-04 -
h∗/2 1.44E-03 1.84 2.68E-03 1.87 3.83E-03 1.87 6.16E-05 2.81
h∗/4 3.70E-04 1.96 6.97E-04 1.94 9.85E-04 1.96 8.72E-06 2.82
h∗/8 9.35E-05 1.98 1.78E-04 1.97 2.49E-04 1.98 1.17E-07 2.90
2
h∗ 1.04E-03 - 1.92E-03 - 2.87E-03 - 1.12E-04 -
h∗/2 1.40E-04 2.89 2.61E-04 2.88 3.86E-04 2.89 7.34E-06 3.93
h∗/4 1.79E-05 2.97 3.34E-05 2.97 4.91E-05 2.97 4.64E-07 3.98
h∗/8 2.25E-06 2.99 4.20E-06 2.99 6.17E-06 2.99 2.91E-08 4.00
3
h∗ 1.57E-04 - 2.82E-04 - 4.67E-04 - 7.33E-06 -
h∗/2 1.05E-05 3.90 1.83E-05 3.95 2.96E-05 3.92 2.20E-07 5.06
h∗/4 6.72E-07 3.97 1.16E-06 3.98 1.87E-06 3.98 6.27E-09 5.13
h∗/8 4.23E-08 3.99 7.26E-08 4.00 1.17E-07 4.00 1.87E-10 5.07
MESH-2
mesh ‖eu‖L2(Ω) ‖eF ‖L2(Ω) ‖eP ‖L2(Ω) ‖eu∗‖L2(Ω)
k size error order error order error order error order
1
h 2.81E-03 - 6.05E-03 - 7.65E-03 - 3.02E-04 -
h/2 7.41E-04 1.92 1.58E-03 1.94 1.99E-03 1.94 3.87E-05 2.96
h/4 1.87E-04 1.99 4.02E-04 1.97 5.05E-04 1.98 4.85E-06 3.00
h/8 4.67E-05 2.00 1.01E-04 1.99 1.27E-04 1.99 6.15E-07 2.98
2
h 3.65E-04 - 6.15E-04 - 8.61E-04 - 1.73E-05 -
h/2 4.60E-05 2.99 7.78E-05 2.98 1.08E-04 2.99 1.10E-06 3.98
h/4 5.79E-06 2.99 9.78E-06 2.99 1.35E-05 3.00 6.99E-08 3.98
h/8 7.25E-07 3.00 1.23E-06 2.99 1.69E-06 3.00 4.41E-09 3.99
3
h 2.88E-05 - 4.88E-05 - 6.92E-05 - 1.18E-06 -
h/2 2.00E-06 3.85 3.08E-06 3.99 4.58E-06 3.92 3.71E-08 4.99
h/4 1.26E-07 3.99 1.93E-07 4.00 2.87E-07 4.00 1.16E-09 5.00
h/8 7.92E-09 3.99 1.22E-08 3.98 1.78E-08 4.01 3.65E-11 4.99
Table 4.2: History of convergence for HDG approximations to (4.32) using HDGk,k,
where h = 0.5, h∗ =
√
2h.
We observe k + 1 order of convergence for uh,F h and P h and k + 2 order for u
∗
h,
when k ≥ 1 on both MESH-1 and MESH-2. Moreover, we display the snapshots of the
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piecewise linear approximation uh and the post-processing u
∗
h in Fig. 5.2 using MESH-
2 to demonstrate the benefit of post-processing. The convergence results suggest that
HDG method with O(1) stabilization is stable and super-convergent. This behavior
accounts for the fact that A(F h) is uniformly positive definite over the entire domain
as shown in Figure e) in Figure 5.1. The linearized stability in Definition 4 is satisfied
immediately. Since there is no negative eigenvalue presented, the adaptive stabilization
algorithm is not triggered.
Horizontal expansion in 2D using HDGk−1,k
Next, we repeat the experiment for the HDGk−1,k method, where we take τ ∼ O(1/h).
We observe k order of convergence for F h and P h and k+ 1 order for uh,u
∗
h, when
k ≥ 2 on both MESH-1 and MESH-2. As expected, this method is optimally convergent
but is not super-convergent. However, the errors of u∗h is still smaller than that of uh,
which demonstrates the benefit of post-processing. Since there is no negative eigenvalue
presented, the adaptive stabilization algorithm is again not triggered.
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Figure 4.4: Comparison of the HDG approximations to the deformed shape and the
post-processed deformed shape using HDGk,k method. The P1 HDG approximation
to the deformed configuration (blue), the reference configuration (red). b) The post-
processed P1 HDG approximation to the deformed configuration (blue), the reference
configuration (red). c) A closeup view of Figure a). d) A closeup view of Figure b).
e) The distribution of pointwise minimum eigenvalues of the elastic moduli on a mesh
with 16384 triangles.
88
MESH-1
mesh ‖eu‖L2(Ω) ‖eF ‖L2(Ω) ‖eP ‖L2(Ω) ‖eu∗‖L2(Ω)
k size error order error order error order error order
2
h∗ 3.94E-03 - 9.00E-03 - 1.30E-02 - 5.08E-04 -
h∗/2 5.08E-04 2.96 2.49E-03 1.85 3.61E-03 1.84 7.54E-05 2.75
h∗/4 6.35E-05 3.00 6.53E-04 1.93 9.34E-04 1.95 1.04E-05 2.86
h∗/8 7.91E-06 3.01 1.67E-04 1.97 2.36E-04 1.98 1.36E-06 2.93
3
h∗ 5.29E-05 - 2.51E-05 - 3.68E-05 - 5.20E-06 -
h∗/2 3.32E-06 3.99 3.25E-05 2.95 4.71E-05 2.97 3.44E-07 3.92
h∗/4 2.08E-07 4.00 4.13E-06 2.98 5.94E-06 2.99 2.20E-08 3.97
h∗/8 1.30E-08 4.00 5.19E-07 2.99 7.45E-07 3.00 1.39E-09 3.98
MESH-2
mesh ‖eu‖L2(Ω) ‖eF ‖L2(Ω) ‖eP ‖L2(Ω) ‖eu∗‖L2(Ω)
k size error order error order error order error order
2
h 5.08E-04 - 2.49E-03 - 3.61E-03 - 7.54E-05 -
h/2 1.94E-04 2.94 1.38E-03 1.98 1.80E-03 1.97 3.45E-05 3.03
h/4 2.44E-05 2.99 3.46E-04 2.00 4.52E-04 1.99 4.28E-06 3.01
h/8 3.06E-06 3.00 8.66E-05 2.00 1.13E-04 2.00 5.34E-07 3.00
3
h 2.04E-04 - 5.19E-04 - 7.70E-04 - 1.44E-05 -
h/2 1.27E-05 4.01 6.49E-05 3.00 9.54E-05 3.01 9.36E-07 3.94
h/4 7.94E-07 4.00 8.12E-06 3.00 1.20E-05 2.99 6.06E-08 3.95
h/8 4.96E-08 4.00 1.02E-06 2.99 1.50E-06 3.00 3.85E-09 3.98
Table 4.3: History of convergence for HDG approximations to (4.32) using HDGk−1,k
with τ = 1/h, where h = 0.5, h∗ =
√
2h.
Vertical compression in 2D with HDGk−1,k
It has been shown numerically in [82, 84] that DG methods incur stability issues when
considering problems with large compressions. However, we do not conduct numeri-
cal experiment on the example in Section 4.3.1 in [82], since the analytic solution is
unknown. Moreover, the mixed boundary conditions introduce singularities which ob-
struct the convergence study on a uniform mesh. Instead, we mimic the large vertical
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compression by manufacturing an exact solution such that
u(X) =
X − 0.04375(1− Y )Y cos(piX)
1.15Y − 0.12Y 2(1− cos(2piX))
 . (4.33)
We still consider the reference body Ω = (0, 1)2 and E = 1.0, ν = 0.25. We impose
the Dirichlet boundary conditions and manufacture ud and f so that u is the exact
solution. We conduct all experiments in this section using the minimization algorithm
we described in Sec 4.3 to solve the resulting nonlinear systems. In particular, we take
c1 = 0.6, c2 = 10
−12, α0 = 1.0 for the backtrack-Armijio line-search and set the tolerance
δ = 10−10 for the global iteration.
In the following sequence of experiments, we consider the HDGk−1,k method with
k ≥ 2 and τ = O(1/h). In particular, we show that the estimate for τ in our main
theorem is sufficient and effective. Furthermore, the method remains optimal since
the stabilization is still of order 1/h. We also report that when k = 1, this stresses
approximations, which is piecewise constant, fail to converge to the exact solution for
the examples we tested.
Experiment with τ = 1/h
In the first experiment, we take τ = 1/h and use the L2-projections of the exact
solution as the initial guess. The history of convergence is shown in Table 4.4 below.
mesh ‖eu‖L2(Ω) ‖eF ‖L2(Ω) ‖eP ‖L2(Ω) ‖eu∗‖L2(Ω)
k size error order error order error order error order
2
h 1.68E-02 - 1.58E-01 - 1.26E-01 - 8.34E-03 -
h/2 5.46E-03 1.75 1.84E-01 -0.22 8.67E-02 0.52 5.75E-03 0.54
h/4 5.16E-03 0.08 1.93E-01 -0.07 7.08E-02 -0.29 5.30E-03 0.13
h/8 5.11E-03 0.01 1.95E-01 -0.01 7.23E-02 -0.06 5.15E-03 0.04
Table 4.4: History of convergence for HDG approximations to (4.33) using the HDGk−1,k
method, where h = 0.5, τ = 1/h.
Clearly, the HDG approximations converge to the solutions displayed in 4.11. This
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experiment shows that taking order 1/h without carefully choosing the constant factor
does not guarantee the linearized stability of the method. The usage of minimization
scheme implies that the obtained configuration is a stable equilibrium with respect
to the HDG discrete functional Ih. This configuration has observable oscillations in
the first diagonal component of P h near the basin of the top boundary. In addition,
the deformed shape exhibits overlapped elements, which suggest strong oscillations in
the approximation uh as well. Moreover, oscillations are mostly visible within the
region where A(F h) has negative minimum eigenvalues which is a new observation to
be explained in the future studies.
Experiment with τ = (CKF,o + C
K
F,θ)/hF
In this experiment, we take τF,K = (CKF,o + C
K
F,θ)/hF for the HDG
k−1,k method, and
test for the order of convergence. We show that the lower bound of τ we provided in
the main theorem is sufficient for regaining the linearized stability of the method. To
control the other variables in the experiment, we take the same initial guess and same
parameters for the nonlinear minimization algorithm as we did in the first experiment.
mesh ‖eu‖L2(Ω) ‖eF ‖L2(Ω) ‖eP ‖L2(Ω) ‖eu∗‖L2(Ω)
k size error order error order error order error order
2
h 3.56E-04 - 1.42E-02 - 2.25E-02 - 3.56E-04 -
h/2 4.83E-05 2.88 3.51E-03 2.02 5.38E-03 2.06 4.81E-05 2.89
h/4 6.36E-06 2.92 8.86E-04 1.99 1.36E-03 1.98 6.33E-06 2.93
h/8 8.16E-07 2.96 2.23E-04 1.99 3.45E-04 1.98 8.11E-07 2.96
3
h 3.01E-05 - 1.62E-03 - 2.58E-03 - 3.02E-05 -
h/2 1.94E-06 3.96 2.05E-04 2.98 3.64E-04 2.83 1.93E-06 3.97
h/4 1.22E-07 3.99 2.54E-05 3.01 4.55E-05 3.00 1.22E-07 3.98
h/8 7.65E-09 4.00 3.16E-06 3.01 5.67E-06 3.00 7.65E-09 4.00
Table 4.5: History of convergence for HDG approximations to (4.33) using the HDGk−1,k
method, where h = 0.25. We pick τ = CKF,o/hF .
We observe k order of convergence for F h,P h and k + 1 order for both uh and
u∗h, as expected. By applying our estimate lower bound of τ , the method regains the
optimal convergence to the exact solution. However, we also observe that the benefit
91
(a) P1,1 evaluated at the reference configu-
ration.
(b) 3D close-up view of P1,1.
(c) Deformed shape (d) Close-up view of deformed shape
(e) Close-up view around the region of
negative eigenvalues.
Figure 4.5: A local minimizer obtained from the HDG scheme with τ = 1. We observe
clear oscillations in both the deformation mapping and the stress. Figure (e) indicates
that the oscillations are confined to the region where the elastic moduli has negative
eigenvalues.
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of post-processing is diminishing in the sense that it does not reduce the magnitude of
the error in the deformation mapping approximation.
Vertical compression in 2D with HDGk,k
In this section, we repeat the vertical compression experiments using the standard HDG
method, namely the HDGk,k method. Stability issues are reported on this method [2]
such that if τ is not properly chosen, the method loses the convergence tot he exact
solution. We start with τ = 1 and increase the stabilization gradually. In particular, we
also consider to only apply our estimate for τ in the domain where A(F h) is indefinite.
Our numerical results demonstrate that this heuristic approach can also provide very
good HDG approximations. Moreover, it allows us to formulate a variable-degree HDG
method which turns out to be highly beneficial.
Experiment with τ = 1
In the first experiment, we take τ = 1 on all edges and use the L2-projections of the
exact solution as the initial guess. The history of convergence for k = 1 is displayed in
Table 4.6 below.
mesh ‖eu‖L2(Ω) ‖eF ‖L2(Ω) ‖eP ‖L2(Ω) ‖eu∗‖L2(Ω)
k size error order error order error order error order
1
h 1.68E-02 - 1.58E-01 - 1.24E-01 - 8.17E-03 -
h/2 4.61E-03 1.34 1.80E-01 -0.19 6.25E-02 0.99 5.28E-03 0.63
h/4 1.27E-03 0.40 1.95E-01 -0.12 6.61E-02 -0.08 5.06E-03 0.06
h/8 4.99E-03 0.00 2.03E-01 -0.06 6.91E-02 -0.06 5.04E-03 0.00
Table 4.6: History of convergence for HDG approximations to (4.33) using the HDGk,k
method, where h = 0.5, τ = 1.
Evidently, the standard HDG scheme does not converge to the exact solution; see
also the plots in Fig. 5.3. The behaviors of the converged approximations are very
similar to those of the HDGk−1,k method.
Experiment with τ = 1/h
Following the first experiment, we take τ = 1/h in the second experiment. The
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(a) P1,1 evaluated at the reference configu-
ration.
(b) 3D close-up view of P1,1.
(c) Deformed shape (d) Close-up view of deformed shape
(e) Close-up view around the region of
negative eigenvalues.
Figure 4.6: A local minimizer obtained from the HDG scheme with τ = 1. We observe
clear oscillations in both the deformation mapping and the stress. Figure (e) indicates
that the oscillations are confined to the region where the elastic moduli has negative
eigenvalues.
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history of convergence is shown in the following table.
mesh ‖eu‖L2(Ω) ‖eF ‖L2(Ω) ‖eP ‖L2(Ω) ‖eu∗‖L2(Ω)
k size error order error order error order error order
1
h 9.03E-03 - 1.35E-01 - 1.11E-01 - 5.69E-03 -
h/2 3.70E-03 1.29 1.25E-01 0.11 5.05E-02 1.14 3.44E-03 0.73
h/4 3.13E-03 0.24 1.39E-01 -0.15 4.83E-02 0.06 3.23E-03 0.09
h/8 3.11E-03 0.01 1.42E-01 -0.03 4.92E-02 -0.03 3.16E-03 0.03
Table 4.7: History of convergence for HDG approximations to (4.33) using the HDGk,k
method, where h = 0.5. We set τ = 1/h
Again, the HDG scheme does not converge to the exact solution. This result demon-
strates that simply taking τ = 1/h does not regain the stability of the HDG scheme for
this problem. A carefully chosen constant C for the stabilization τ = C/h is required.
Experiment with τ = CKF,o/hF within T
(−,nb)
h
Next consider the lower bound we derived in the main theorem. Since our estimate is
sufficient but not necessary, we apply our adaptive stabilization algorithm described in
Section 2.4 only within T
(−,nb)
h . In particular, we first try to just take τF,K = C
K
F,o/hF in
T
(−,nb)
h and compute C
K
F,o by the algorithms described in Appendix II. Since computing
CKF,θ requires solving the global eigenvalue problem (4.28), by sidestepping it, we greatly
improve the computational efficiency of our method. For the problem we considered,
such τ turns out to be enough to obtain good HDG approximations. We display the
history of convergence of the method in the following table.
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mesh ‖eu‖L2(Ω) ‖eF ‖L2(Ω) ‖eP ‖L2(Ω) ‖eu∗‖L2(Ω)
k size error order error order error order error order
1
h 9.42E-04 - 3.44E-02 - 5.40E-02 - 6.16E-04 -
h/2 2.47E-04 1.93 1.69E-02 1.03 2.67E-02 1.02 1.49E-04 2.05
h/4 6.22E-05 1.99 8.36E-03 1.02 1.33E-02 1.01 3.67E-05 2.02
h/8 1.56E-05 2.00 4.17E-03 1.00 6.61E-03 1.01 9.13E-06 2.01
2
h 5.48E-05 - 2.92E-03 - 4.60E-03 - 4.15E-05 -
h/2 7.22E-06 2.92 7.08E-04 2.03 1.14E-03 2.01 5.43E-06 2.93
h/4 9.20E-07 2.97 1.75E-04 2.02 2.86E-04 1.99 6.92E-07 2.97
h/8 1.16E-07 2.99 4.37E-05 2.00 7.13E-05 2.00 8.73E-08 2.99
Table 4.8: History of convergence for HDG approximations to (4.33) using the HDGk,k
method, where h = 0.125. We pick τ = CKF,o/hF within T
(−,nb)
h .
We observe that the order of convergence for uh and u
∗
h is k + 1, but is only k for
F h and P h, when k ≥ 1. We lose the optimal convergence of the stresses and super-
convergence of the deformation mapping as expected. Indeed, the error estimates in
[92, 7] suggest that O(1/h) stabilization for HDG methods would result in the loss of
optimality of the stress approximations as well as the super-convergence of the defor-
mation mapping. Nevertheless, the post-processing is still a better approximation to
the deformation mapping.
In Fig. 5.3, we show that the distribution of the size of the stabilization function τ
is aligned with the distribution of size of the absolute value of λ˜minK , as expected.
Experiment with τ = (CKF,o + C
K
F,θ)/hF in T
(−,nb)
h
In this experiment, we take τF,K = (CKF,o + C
K
F,θ)/hF in T
(−,nb)
h .
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Figure 4.7: Comparison of the distribution of the absolute values of the negative, local
minimum eigenvalues on the reference configuration (top), with the distribution of the
constants CKF,o for k = 1 (bottom, left) and k = 2 (bottom, right).
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mesh ‖eu‖L2(Ω) ‖eF ‖L2(Ω) ‖eP ‖L2(Ω) ‖eu∗‖L2(Ω)
k size error order error order error order error order
1
h 1.03E-03 - 4.79E-02 - 7.26E-02 - 9.35E-04 -
h/2 2.53E-04 2.03 2.10E-02 1.19 3.33E-02 1.12 1.91E-04 2.29
h/4 6.42E-05 1.98 1.01E-02 1.06 1.62E-02 1.04 4.50E-05 2.06
h/8 1.63E-05 1.98 4.99E-03 1.02 8.01E-03 1.02 1.10E-05 2.03
2
h 5.70E-05 - 3.71E-03 - 5.74E-03 - 5.43E-05 -
h/2 8.03E-06 2.83 8.81E-04 2.07 1.39E-03 2.05 6.89E-06 2.98
h/4 1.02E-06 2.98 2.12E-04 2.06 3.41E-04 2.03 8.51E-07 3.02
h/8 1.28E-07 2.99 5.19E-05 2.03 8.40E-05 2.02 1.05E-07 3.02
Table 4.9: History of convergence for HDG approximations to (4.33) using the HDGk,k
method, where h = 0.125. We pick τ = (CKF,o + C
K
F,θ)/hF in T
(−,nb)
h .
The history of convergence is displayed in Table 4.4. We observe the same order
of convergence as in the third experiment. The extra stabilization degrades the ap-
proximation to the stresses. In particular, the error for the stresses is increased by
approximately 20% at the same mesh level. Moreover, since the magnitude of ΞKθ is
dominated by the term 1/(Λ − λ˜minX ), the resulting stabilization is extremely large near
the middle of the top surface, as shown in Fig. 5.5, at which λ˜minX → Λ.
Finally, this numerical test indicates that taking τKF = (C
K
F,o+C
K
F,θ)/hF in the entire
domain, which is not tested in this chapter, will be definitely enough for the linearized
stability of the HDG scheme.
Experiment with a variable-degree formulation
As shown in Table 5.4, we lose the super-convergence of the HDG approximations
due to the increased stabilization within T
(−,nb)
h . A pollution effect of the finite element
methods leads to a loss of super-convergence in the entire domain. To recover the
super-convergence within Th\T(−,nb)h we apply a variable-degree formulation proposed
in [88]. Due to the flexibility of HDG method, this degree adjustments can be done
very conveniently. In particular, we increase the polynomial degree from k to k + 1 on
all elements in T
(−,nb)
h . Moreover, we take the degree of polynomials on Mh(e) to be
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Figure 4.8: Comparison of the distribution of the absolute values of the negative, local
minimum eigenvalues on the reference configuration (top), with the distribution of the
constants CKF,o + C
K
F,θ for k = 1 (bottom, left) and k = 2 (bottom, right).
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the maximum of the degree of polynomials on K1 and K2, where e = K1 ∩K2. Since
the estimates in Lemma 3.1 hold for each element K, we adjust τ correspondingly by
recomputing CF,K which solely depends on the degree k at K and the mesh geometry
around K. As a consequence, the main results in Section 2.4 still hold for the variable-
degree formulation. Finally, we obtain a post-processing u∗h ∈ Pk+1 by solving the local
problem described in Section 4.1 at each element K in Th\T(−,nb)h and directly take
u∗h = uh within the region T
(−,nb)
h .
We apply the above-described variable-degree HDG formulation to the test problem
(4.33) and display the convergence results in the following table. In particular, we
use the pair (k, k + 1) in the table to indicate that the polynomial degree is k within
Th\T(−,nb)h and the polynomial degree is k + 1 within T(−,nb)h .
mesh ‖eu‖L2(Ω) ‖eF ‖L2(Ω) ‖eP ‖L2(Ω) ‖eu∗‖L2(Ω)
k size error order error order error order error order
(1,2)
h 4.51E-04 - 3.78E-03 - 4.99E-03 - 5.11E-05 -
h/2 1.63E-04 1.47 1.14E-03 1.73 1.37E-03 1.86 7.17E-06 2.83
h/4 4.52E-05 1.85 3.01E-04 1.92 3.53E-04 1.96 9.45E-07 2.92
h/8 1.19E-05 1.93 7.76E-05 1.96 8.99E-05 1.97 1.21E-07 2.97
(2,3)
h 1.66E-05 - 1.87E-04 - 2.83E-04 - 2.08E-06 -
h/2 4.10E-06 2.02 2.68E-05 2.80 3.63E-05 2.96 1.44E-07 3.85
h/4 5.59E-07 2.87 3.67E-06 2.87 4.65E-06 2.96 9.22E-09 3.97
h/8 7.25E-08 2.95 4.88E-07 2.91 5.92E-07 2.97 5.87E-10 3.97
Table 4.10: History of convergence for the variable-degree HDG approximations to
(4.33), where h = 0.125. We pick τ = CKF,o/hF .
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mesh ‖eu‖L2(Ω) ‖eF ‖L2(Ω) ‖eP ‖L2(Ω) ‖eu∗‖L2(Ω)
k size error order error order error order error order
(1,2)
h 3.89E-04 - 3.78E-03 - 5.91E-03 - 5.92E-05 -
h/2 1.61E-04 1.27 1.22E-03 1.63 1.56E-03 1.92 8.70E-06 2.77
h/4 4.51E-05 1.84 3.18E-04 1.94 3.96E-04 1.98 1.13E-06 2.94
h/8 1.19E-05 1.93 8.11E-05 1.97 9.96E-05 1.99 1.44E-07 2.97
(2,3)
h 1.66E-05 - 2.24E-04 - 3.30E-04 - 2.10E-06 -
h/2 4.10E-06 2.02 2.83E-05 2.98 3.91E-05 3.08 1.34E-07 3.97
h/4 5.56E-07 2.88 3.74E-06 2.92 4.89E-06 3.00 8.82E-09 3.93
h/8 7.23E-08 2.94 4.92E-07 2.93 6.11E-07 3.00 5.76E-10 3.94
Table 4.11: History of convergence for the variable-degree HDG approximations to
(4.33), where h = 0.125. We pick τ = (CKF,o + C
K
F,θ)/hF .
The numerical results presented confirm that we regain the optimal convergence of
F h,P h and the super-convergence of u
∗
h within Th\T(−,nb)h and obtain optimal orders
in the entire domain for variable-degree approximations. In particular, the errors in the
deformation mapping as well as the post-processing for the variable-degree formulation
with τ = CKF,o/hF is a little larger than those of the the variable-degree formulation
with τ = (CKF,o + C
K
F,θ)/hF . In contrast, the errors in stresses for the variable-degree
formulation with τ = CKF,o/hF is still about 10 − 20% smaller than those of the the
variable-degree formulation with τ = (CKF,o + C
K
F,θ)/hF . The order of convergence is
less than the expected order in the first two mesh levels since the mesh is too coarse to
resolve the region where A(F h) has negative eigenvalues. In addition, we can visually
see the improvement on stress approximations in Fig. 5.4.
Since the variable-degree formulation requires more degrees of freedom than the uni-
form degree formulation does, we compare the performance of these two HDG schemes
by displaying the errors in terms of degrees of freedom required. In particular, we dis-
play a sequence of log-log plots for the errors in uh,u
∗
h in Fig. 5.5 and errors in F h,P h
in Fig. 5.6. Since the errors are almost the same between the approximations obtained
from taking τ = CKF,o/hF and taking τ = (C
K
F,o + C
K
F,θ)/hF , we only display the results
for variable-degree formulation using τ = CKF,o/hF .
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Figure 4.9: Comparison of the 11-component of the first Piola Kirchhoff stress between
the uniform degree approximation (top) , the variable-degree approximation with τ =
CKF,o/hF (middle) and the variable-degree approximation with τ = (C
K
F,o + C
K
F,θ)/hF
(bottom). We observe that the variable-degree approximations are much smoother and
the difference between the latter two approximations is difficult to visualize.
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We observe that the variable-degree HDG method has clear advantages over the
uniform-degree HDG formulation since for the same number of global degrees of freedom
the variable-degree approximations in u∗h,F h,P h have much smaller errors. In particu-
lar, the errors of the variable-degree post-processing u∗h are about 20 times smaller than
the errors of the uniform-degree post-processing u∗h given the same number of degrees
of freedom. The reduction in the errors of the tensor approximations P h,F h is about
a factor of 30, see in Table 5.6. The significant improvement of the accuracy is a direct
consequence of the super-convergence of the HDG methods.
Finally, we quantify the number of extra unknowns required by the variable-degree
formulation by the ratio
#DOF(variable) - #DOF(uniform)
#DOF(uniform)
≈ 1
k + 1
|# of edges in T(−,nb)h |
|# of edges in Th|
This ratio is in favor of using high order approximation since it decreases as k increases
for a given problem. The plot of the ratio in percentage for each mesh level is displayed
in Fig. 5.7. We see that the percentage is high initially but tends to a constant as we
refine the mesh. The reason we see such decay is that T
(−,nb)
h can fully resolve the region
where elastic moduli is indefinite only when the mesh is fine enough. In addition, at
each mesh level the the ratio of the method with k = 2 is about 2/3 of the ratio of the
method with k = 1 which is consistent with the formula we presented above.
Appendix I
The proof of Lemma 3.2
In this section, we present the proof of Lemma 3.2. We proceed in three steps. First
we introduce the notation to be used in the proof. We denote by azK the nodal values
of element K ′ at a vertex z, aeK the nodal values of element K
′ at an edge e, by aFK the
nodal values of element K at the interior of face F , by bzF be the nodal values of face
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(a) Error of uh,u
∗
h with k = 1.
(b) Error of uh,u
∗
h with k = 2.
Figure 4.10: Comparison for the errors of deformation mapping. The postprocessing
from the variable-degree formulation performs significantly better than the others.
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(a) Error of F h with k = 1. (b) Error of P h with k = 1.
(c) Error of F h with k = 2. (d) Error of P h with k = 2.
Figure 4.11: Comparison for the errors of deformation gradient and the errors of the first
Piola-Kirchhoff stress. The variable-degree formulation performs significantly better
than the uniform degree formulation.
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Figure 4.12: The amount of extra DoFs required for the variable-degree formulation
using k = 1, 2.
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F at a vertex z, by beF be the nodal values of face F at an edge e and by b
o
F the nodal
values of face F at the interior of face F .
STEP ONE. We represent ‖∇(v − RVc (v,µ))‖2L2(K) in terms of nodal values, that is
‖∇(v − RVc (v,µ))‖2L2(K) =
∫
K
|
dim(V h)∑
i=1
(aiK − αiK)∇ψiK |2dV. (4.34)
To proceed, we state the following norm equivalence result on an element K.
Lemma 8. Let ai be the nodal values for degree k space on an element K defined in
(3.2), then there exists a constant Q(`, d,K) such that
∫
K
|
∑
i
ai∇ψi|2dx ≤ Q(`, d,K)
∑
i
(ai)2.
Here Q(`, d,K) can be computed by solving the eigenvalue problem.
Q(`, d,K) = max
a∈R|V h|
aTNa
aTa
.
where Ni,j = (∇ψi,∇ψj)K and {ψi} is the set of Lagrange basis functions on the the
physical element K.
We apply Lemma 6.1 to (4.34) and obtain
‖∇(v − RVc (v,µ))‖2L2(K) ≤ Q(`, d,K)
|V h|∑
i=1
(aiK − αiK)2. (4.35)
STEP TWO. We split the nodal errors into the errors at vertices and the errors at
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faces using our notation, that is
|V h|∑
i=1
(aiK − αiK)2 =
∑
z
∑
azK is a vertex
nodal value at z
|azK −
1
|Qz| (
|Qz|∑
i=1
bzF )|2 (4.36)
+
∑
e
∑
aeK is an edge
nodal value at e
|aeK −
1
|Qe| (
|Qe|∑
i=1
beF )|2
+
∑
F⊂∂K
∑
aFK is face
nodal value
|aFK − boF |2.
To prove this result, we need the following two lemmas. First, we extend the result of
Lemma 2.2 in [90] to the HDG setting with our notation where dmax(K; z), d
z(K,K ′)
and Tz are defined in Algorithm 1 and 2. We have the following result.
Lemma 9. We have
|azK −
1
|Qz| (
|Qz|∑
i=1
bzF )|2 ≤Wz[
|Qz|∑
i=1
∑
K′∈Tz,
K′⊃Fi
|azK′ − bzFi |2],
where Wz :=
1
|Qz |2 [
∑|Qz |
i=1
∑
K′∈Tz ,
K′⊃Fi
w2K′ ] and wK′ := (dmax(K; z)− dz(K ′,K) + 1).
Proof. First, we expand the summations to get
|azK −
1
|Qz| (
|Qz|∑
i=1
bzFi)|2 =
1
|Qz|2 |
|Qz|∑
i=1
(azK − bzFi)|2.
Suppose K does not contain Fi and Kp contains Fi, we expand a
z
K − bzFi using a tele-
scoping sum,
azK − bzFi =
∑
p,q
(azKp − bzFq ).
Here, we require that for each (p, q), Kp contains face Fq. In other words, we find the
shortest path in Gz from K to the graphical edge Fi and expand a
z
K − bzFi using all
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elements and edges on the path. In particular, in 2D, we can find this expansion by
enumerating the elements clockwise or counterclockwise around the vertex z. However,
in 3D, since this simple enumeration of elements is not feasible, we must refer to the
graph Gz to find such expansion.
We rewrite the total expansion as a summation over K ′ ∈ Tz where Fi ⊂ K ′. By the
property of graph G(z) defined in Algorithm 1, each azK′ − bF zi appears (dmax(K; z) −
dz(K ′,K) + 1) times and they are alternating. Therefore we have
|Qz |∑
i=1
(azK − bzFi) =
∑
K′∈Tz ,
K′⊃Fi
wK′(a
z
K′ − bzFi).
The final result follows from applying a Cauchy-Schwarz inequality.
Similarly, we obtain the following estimate,
Lemma 10. We have
|aeK −
1
|Qe| (
|Qe|∑
i=1
beF )|2 ≤We[
|Qe|∑
i=1
∑
K′∈Te,
K′⊃Fi
|aeK′ − beFi |2],
where, We :=
1
|Qe|2 [
∑|Qe|
i=1
∑
K′∈Ee,
K′⊃Fi
y2K′ ] and yK′ := (dmax(K; e)− de(K ′,K) + 1).
Finally, we obtain a local estimate of ‖∇(v − RVc (v,µ))‖2L2(K).
Lemma 11. Let Rc be the continuous reconstruction operator defined in Section 3.1,
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we have
‖∇(v − RVc (v,µ))‖2L2(K) ≤
∑
z
Q(`, d,K)(Wz[
|Qz|∑
i=1
∑
K′∈Tz,
K′⊃Fi
|azK′ − bzFi |2]) (4.37)
+
∑
e
Q(`, d,K)(We[
|Qe|∑
i=1
∑
K′∈Ee,
K′⊃Fi
|aeK′ − beFi |2])
+
∑
F⊂∂K
Q(`, d,K)
∑
aFK
|aFK − boF |2.
Proof. We apply Lemma 7.2 to (4.36) and obtain
|V h|∑
i=1
(aiK − αiK)2 ≤
∑
z
(Wz[
|Qz|∑
i=1
∑
K′∈Tz,
K′⊃Fi
|azK′ − bzFi |2])
+
∑
e
(We[
|Qe|∑
i=1
∑
K′∈Ee,
K′⊃Fi
|aeK′ − beFi |2])
+
∑
F⊂∂K
∑
aFK is face
nodal value
|aFK − boF |2.
The result follows from (4.35).
STEP THREE. Next, we sum over K to get
∑
K∈Th
‖∇(v − RVc (v,µ))‖2L2(K) (4.38)
≤
∑
K∈Th
(∑
z
Q(`, d,K)(Wz[
|Qz|∑
i=1
∑
K′∈Tz,
K′⊃Fi
|azK′ − bzFi |2])
)
+
∑
K∈Th
(∑
e
Q(`, d,K)(We[
|Qe|∑
i=1
∑
K′∈Ee,
K′⊃Fi
|aeK′ − beFi |2])
)
+
∑
K∈Th
( ∑
F⊂∂K
Q(`, d,K)
∑
aFK
|aFK − boF |2
)
.
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Note that, for given z and K, the term |azK − bzF |2 has the coefficient
wK,z :=
∑
K′∈Tz
Q(k, d,K ′)|Qz|Wz (4.39)
Similarly, given e and K, the term |aeK − beF |2 has the coefficient
wK,e :=
∑
K′∈Ee
Q(k, d,K ′)|Qe|We (4.40)
Therefore, we can rewrite the sum as
∑
K∈Th
‖∇(v − RVc (v,µ))‖2L2(K) ≤
∑
K∈Th
(∑
z∈K
wK,z|azK − bzF |2)
)
(4.41)
+
∑
K∈Th
(∑
e∈K
wK,e|aeK − beF |2)
)
(4.42)
+
∑
K∈Th
( ∑
F⊂∂K
Q(`, d,K)
∑
aFK
|aFK − boF |2
)
Considering z1, · · · , zd ∈ F, e1, · · · , ed ⊂ F, F ⊂ ∂K, we can obtain
∑
K∈Th
‖∇(v − RVc (v,µ))‖2L2(K) ≤
∑
K∈Th
( ∑
F∈∂K
ηF,K
∑
aK are element nodal
values on faceF
|aFK − bF |2
)
, (4.43)
where ηF,K := max{Q(`, d,K), wK,z1 , · · · , wK,zd , wK,e1 , · · · , wK,ed}.
To proceed further, we need the following result.
Lemma 12. Let bi be the nodal values for degree k space on a face F as defined in
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(3.2), then there exists a mesh-independent constant N(k, d) such that,
∑
i
(bi)2 ≤ N(k, d)|F |
∫
F
|
∑
i
biφiF |2ds
where |F | is the area of face F and N(k, d) is computed from solving the eigenvalue
problem
N(k, d) = (min
b
bTMb
bT b
)−1.
Here, Mi,j = (φ̂i, φ̂j)F̂ and {φ̂i} is the set of Lagrange basis functions on the unit
reference face F̂ . The results for k = 1, 2, 3, 4 and d = 2, 3 are shown in Table 4.1.
Finally, by applying Lemma 6.5 to (6.9) we obtain,
∑
K∈Th
‖∇(v − RVc (v,µ))‖2L2(K) ≤
∑
K∈Th
( ∑
F∈∂K
ηF,K
N(k, d)
|F | ‖v − µ‖
2
L2(F )
)
We complete the proof of Lemma 3.1 by using the definition of V`,kF,K .
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Appendix II
Computing CKF,o. In this section, we detail the computation of C
K
F,o in three stages.
Algorithm 2: Compute CKF,o-stage I: preprocessing
Data: A triangulation Th with vertices zi (i = 1, · · · , Nz) and edges ej (j = 1, · · · , Ne).
Initialize CF,K = 0, DF,v1 = 0, · · · ,DF,vd = 0 on each face F ;
for i = 1, · · · , Nz do
1. Construct Tzi , Qzi ;
2. Construct the connected undirected graph G(zi);
3. Derive the distance matrix of Di by applying the Floyd-Warshall
algorithm [93] on G(zi). Di stores the lengths of the shortest paths
between elements in the graph G(zi).
end
*If 3D, initialize EF,e1 = 0, · · · ,EF,ed = 0 on each face F ;
for j = 1, · · · , Ne do
1. Construct Eej , Qej ;
2. Construct the connected undirected graph G(ej);
3. Derive the distance matrix of Dj by applying the Floyd-Warshall
algorithm on G(ej). Dj stores the lengths of the shortest paths
between elements in the graph G(ej).
end
Algorithm 2 is applied when processing the mesh. It records the mesh geometry
around each vertex into the graph G(zi) and initialize the auxiliary constants DF,v. In
particular, DF,v stores the information at a vertex v in its parent face F . For 3D cases,
additional steps are required to record the information for each edge e where EF,e stores
the information at an edge e in its parent face F .
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Next we describe how to update these constants by element-wise operations.
Algorithm 3: Compute CKF,o-stage II: local operations (2D)
Data: A set of elements T
(−,nb)
h ; Each K ∈ T(−,nb)h has vertices vi, i = 1, · · · , d.
for K ∈ Th do
for i = 1, · · · , d do
1. Find dmax(K; vi) in Dvi ;
2. Compute the cardinalities |Tvi | := card(Tvi) and |Qvi | := card(Qvi);
3. Compute q(`, d,K) := N(k, d)Q(`, d,K), where N(k, d) is given in
Table 4.1 and Q(`, d,K) is computed as described in Lemma 7.1;
4. Set the weight Wvi = 0,
for j = 1, · · · , |Qvi | do
for K ′ ⊃ Fj do
Compute Wvi = Wvi +
(dmax(K;vi)−d(vi)(K′,K)+1)2
|Qvi |2
;
end
end
5. Update all relevant DF,vi ,
for j = 1, · · · , |Qvi | do
for K ′ ⊃ Fj do
DFj ,vi = DFj ,vi +Wvi
q(`,d,K)
|Fj | ;
end
end
end
end
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Algorithm 4: Compute CKF,o-stage II: local operations (3D)
Data: A set of elements T
(−,nb)
h ; Each K ∈ T(−,nb)h has vertices vi, i = 1, · · · , d.
for K ∈ Th do
for i = 1, · · · , d do
Steps 1-5 as in 2D. 6*. If in 3D, find dmax(K; ei) in Dei and compute
|Eei | := card(Eei);
7*. If in 3D, set the weight Wei = 0,
for l = 1, · · · , |Eei | do
for K ′ ⊃ Fl do
Compute Wei = Wei +
(dmax(K;ei)−d(ei)(K′,K)+1)2
|Qei |2
;
end
end
8*. If in 3D, Update all relevant EF,vi ,
for m = 1, · · · , |Qei | do
for K ′ ⊃ Fm do
EFm,ei = EFm,ei +Wei
q(`,d,K)
|Fm| ;
end
end
end
end
Algorithm 3 is applied on all the elements K ∈ T(−,nb)h . In particular, it computes
and updates the contributions towards CF,K on each face in Qv, Qe from an element K.
Algorithm 3 gathers the information regarding local geometric properties and local
material properties. Since Algorithm 3 does not rely on any global information, it is
trivially parallelizable. We want to also stress that DF,v,EF,e are of order O(h
−1) by
construction. In particular, DF,v and EF,e also carry the information of mesh size. In
3D, additional steps are required, which are detailed in Algorithm 4.
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Finally, we introduce Algorithm 5 which gathers the global information to construct
CF,K .
Algorithm 5: Compute CKF,o-stage III: global operations
Data: A set of elements Th.
for i = 1, · · · , |Th| do
for F ⊂ K do
V
`,k
F,K := max{ q(`,d,K)|F | ,DF,v1 , · · · ,DF,vd ,EF,e1 , · · · ,EF,ed}hF ;
CKF,o :=
k+2
k+1V
`,k
F,K +
(k+1)(k+2)(k+d)
d
|∂K|
|K| hF .
end
end
Here, we stress that N(k, d) is of order O(1) and Q(`, d,K) is of order O(hd−2K ). As
a consequence, CF,K is independent of mesh size hK .
Chapter 5
Conclusion and Discussion
“ It is not the strongest or the most intelligent who will survive but those who can best
manage change.”
- Leon C. Megginson
In this thesis, we address the stability issues of the HDG methods for the nonlinear
elasticity problems first proposed by Kabaria et al. [2].
As the first step to approach this difficult problems, we first devised a first HDG
method for a prototype scalar nonlinear elliptic equation, the p-Laplacian. where we
numerically obtain the super-convergence. In particular, when the piecewise polynomial
of degree k(k ≥ 1) is taken as the approximation spaces for both the scalar and the
vector unknowns, we obtain k + 2 and k + 1 order of convergence for the scalar and
the vector approximations, respectively. In addition, we also devised an efficient and
robust nonlinear minimization algorithm to solve the resulting HDG systems. This new
algorithm is shown to be able to capture solutions with high gradients especially when
the parameter p is very close to 1.
As the second step, we devised a new HDG method for the linear elasticity equa-
tions with strongly symmetric stresses. We addressed the issue of the HDG methods
considered in [6, 7], where the super-convergence properties are lost. The new HDG
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method is a modification of the original HDG method where we raise the degree of
the displacement approximation spaces by 1 and take an order 1/h stabilization. The
numerical study suggested that the resulting method is super-convergent.
Finally, we derived the first analytic lower bound for the stabilization function of
the HDG methods for the nonlinear elasticity. This lower bound can be implemented by
an automated algorithm, which can adjust the stabilization as the deformation evolves.
We conducted a sequence of numerical experiments to illustrate the phenomenon of the
lack of stabilization and the effectiveness of our lower bound.
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