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REFINED ABELIAN STARK CONJECTURES AND THE EQUIVARIANT
LEADING TERM CONJECTURE OF BURNS
TAKAMICHI SANO
Abstract. We formulate a conjecture which generalizes Darmon’s “refined class number formula”.
We discuss relations between our conjecture and the equivariant leading term conjecture of Burns.
As an application, we give another proof of the “except 2-part” of Darmon’s conjecture, which was
first proved by Mazur and Rubin.
1. Introduction
In [Bur07], Burns formulated a refinement of the abelian Stark conjecture, which generalizes
Gross’s “refined class number formula” ([Gro88, Conjecture 4.1]). He proved that a natural leading
term conjecture, which is a special case of the “equivariant Tamagawa number conjecture (ETNC)”
([BF01, Conjecture 4 (iv)]) in the number field case, implies his refined abelian Stark conjecture
([Bur07, Theorem 3.1]). Thus, he observed that Gross’s conjecture is a consequence of the leading
term conjecture.
In this paper, using the idea of Darmon ([Dar95]), we attempt to generalize Burns’s conjecture.
Our main conjecture (Conjecture 3) is formulated as a generalization of Darmon’s “refined class
number formula” ([Dar95, Conjecture 4.3]). We reformulate Burns’s conjecture in Conjecture 4
with slight modifications, and also propose some auxiliary conjectures (Conjectures 2 and 5). We
prove the following relation among these conjectures: assuming Conjecture 5, Conjecture 3 holds
if and only if Conjectures 2 and 4 hold (see Theorem 3.15). Using the result of Burns ([Bur07,
Theorem 3.1]), we know that most of Conjecture 4 is a consequence of the leading term conjecture
(see Theorem 3.18). Hence, assuming Conjectures 2 and 5, we deduce that Conjecture 3 is a
consequence of the leading term conjecture (see Theorem 3.22). This is the main theorem of this
paper.
Our main theorem has the following application. We can prove Conjectures 2 and 5 in the “rank
1” case, which was considered by Darmon, and deduce that (most of) Darmon’s conjecture is a
consequence of the leading term conjecture. By the works of Burns, Greither, and Flach ([BG03],
[Fla11]), the leading term conjecture is known to be true in this case. Hence, we give a proof
of (most of) Darmon’s conjecture. To be precise, we show that the ETNC for a particular Tate
motive for abelian fields implies the “except 2-part” of Darmon’s conjecture. In [MR11], Mazur and
Rubin solved the “except 2-part” of Darmon’s conjecture by using the theory of Kolyvagin systems
([MR04]). Our approach gives another proof for it.
We sketch the idea of formulating Conjecture 3. Let L′/L/k be a tower of finite extensions of
global fields such that L′/k is abelian. We use Rubin’s integral refinement of the abelian Stark
conjecture (the Rubin-Stark conjecture, [Rub96]). (This is Conjecture 1 in this paper.) Assuming
the Rubin-Stark conjecture, let ε′ and ε be the Rubin-Stark units lying over L′ and L respectively.
The author is supported by Grant-in-Aid for JSPS Fellows.
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We define a “higher norm” N
(d)
L′/L(ε
′) of ε′, motivated by Darmon’s construction of the “theta-
element” in [Dar95]. Roughly speaking, we observe the following property of the higher norm: we
have
Φ(ε′) = ΦGal(L
′/L)(N
(d)
L′/L(ε
′))
for every “evaluator” Φ (see Proposition 2.15). Burns’s formulation (Conjecture 4) says that the
equality Φ(ε′) = ΦGal(L
′/L)(R(ε)) holds for every evaluator Φ, where R is the map constructed by
local reciprocity maps. Therefore, it is natural to guess that the following equality holds:
N
(d)
L′/L(ε
′) = R(ε).
This equality is exactly our formulation of Conjecture 3, which generalizes Darmon’s conjecture.
After the author wrote the first version of this paper, the author was informed from Prof. Rubin
that Mazur and Rubin also found the same conjecture as Conjecture 3. After that, their paper
[MR13] appeared in arXiv, and their conjecture is described in [MR13, Conjecture 5.2]. The author
should also remark that, in the first version of this paper, there was a mistake in the formulation
of Conjecture 3. We remark that the map jL/K in [MR13, Lemma 4.9] is essentially the same as
our injection i in Lemma 2.11, but Mazur and Rubin do not mention that jL/K is injective. So our
formulation of Conjecture 3 is slightly stronger than [MR13, Conjecture 5.2].
The organization of this paper is as follows. In §2, we give algebraic foundations which will be
frequently used in the subsequent sections. In §3, after a short preliminary on the Rubin-Stark
conjecture and a review of some related known facts, we formulate the main conjectures, and also
prove the main theorem (Theorem 3.22). In §4, as an application of Theorem 3.22, we give another
proof of the “except 2-part” of Darmon’s conjecture (Mazur-Rubin’s theorem).
Notation. For any abelian group G, Z[G]-modules are simply called G-modules. The tensor product
over Z[G] is denoted by
−⊗G −.
Similarly, the exterior power over Z[G], and Hom of Z[G]-modules are denoted by∧
G
, HomG(−,−)
respectively. We use the notations like this also for Z[G]-algebras.
For any subgroup H of G, we define the norm element NH ∈ Z[G] by
NH =
∑
σ∈H
σ.
For any G-module M , we define
MG = {m ∈M | σm = m for all σ ∈ G}.
The maximal Z-torsion subgroup of M is denoted by Mtors.
For any G-modules M and M ′, we endow M ⊗Z M
′ with a structure of a G-bimodule by
σ(m⊗m′) = σm⊗m′ and (m⊗m′)σ = m⊗ σm′,
where σ ∈ G, m ∈ M and m′ ∈ M ′. If ϕ ∈ HomG(M,M
′′), where M ′′ is another G-module, we
often denote ϕ⊗ Id ∈ HomG(M ⊗Z M
′,M ′′ ⊗Z M
′) by ϕ.
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2. Algebra
2.1. Exterior powers. LetG be a finite abelian group. For aG-moduleM and ϕ ∈ HomG(M,Z[G]),
there is a G-homomorphism
r∧
G
M −→
r−1∧
G
M
for all r ∈ Z≥1, defined by
m1 ∧ · · · ∧mr 7→
r∑
i=1
(−1)i−1ϕ(mi)m1 ∧ · · · ∧mi−1 ∧mi+1 ∧ · · · ∧mr.
This morphism is also denoted by ϕ.
This construction gives a morphism
s∧
G
HomG(M,Z[G]) −→ HomG(
r∧
G
M,
r−s∧
G
M)(1)
for all r, s ∈ Z≥0 such that r ≥ s, defined by
ϕ1 ∧ · · · ∧ ϕs 7→ (m 7→ ϕs ◦ · · · ◦ ϕ1(m)).
From this, we often regard an element of
∧s
GHomG(M,Z[G]) as an element of HomG(
∧r
GM,
∧r−s
G M).
Note that if r = s, ϕ1 ∧ · · · ∧ ϕr ∈
∧r
GHomG(M,Z[G]), and m1 ∧ · · · ∧mr ∈
∧r
GM , then we have
(ϕ1 ∧ · · · ∧ ϕr)(m1 ∧ · · · ∧mr) = det(ϕi(mj))1≤i,j≤r.
For a G-algebra Q and ϕ ∈ HomG(M,Q), there is a G-homomorphism
r∧
G
M −→ (
r−1∧
G
M)⊗G Q
defined by
m1 ∧ · · · ∧mr 7→
r∑
i=1
(−1)i−1m1 ∧ · · · ∧mi−1 ∧mi+1 ∧ · · · ∧mr ⊗ ϕ(mi).
Similarly to the construction of (1), we have a morphism
s∧
G
HomG(M,Q) −→ HomG(
r∧
G
M, (
r−s∧
G
M)⊗G Q).(2)
2.2. Rubin’s lattice. In this subsection, we fix a finite abelian group G and its subgroup H.
Following Rubin [Rub96, §1.2], we give the following definition.
Definition 2.1. For a finitely generated G-module M and r ∈ Z≥0, we define Rubin’s lattice by
r⋂
G
M = {m ∈ (
r∧
G
M)⊗Z Q | Φ(m) ∈ Z[G] for all Φ ∈
r∧
G
HomG(M,Z[G])}.
Note that
⋂0
GM = Z[G].
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Remark 2.2. We define ι :
∧r
GHomG(M,Z[G])→ HomG(
∧r
GM,Z[G]) by ϕ1∧· · ·∧ϕr 7→ ϕr ◦· · ·◦ϕ1
(see (1)). It is not difficult to see that
r⋂
G
M
∼
−→ HomG(Imι,Z[G]) ; m 7→ (Φ 7→ Φ(m))
is an isomorphism (see [Rub96, §1.2]).
Remark 2.3. If M → M ′ is a morphism between finitely generated G-modules, then it induces a
natural G-homomorphism
r⋂
G
M −→
r⋂
G
M ′.
Next, we study some more properties of Rubin’s lattice.
Let IH (resp. I(H)) be the kernel of the natural map Z[G] → Z[G/H] (resp. Z[H] → Z). Note
that I(H) ⊂ IH . For any d ∈ Z≥0, let Q
d
H (resp. Q(H)
d) be the d-th augmentation quotient IdH/I
d+1
H
(resp. I(H)d/I(H)d+1). Note that QdH has a natural G/H-module structure, since Z[G]/IH ≃
Z[G/H]. It is known that there is a natural isomorphism of G/H-modules
Z[G/H]⊗Z Q(H)
d ∼−→ QdH(3)
given by
σ ⊗ a¯ 7→ σ˜a,
where a ∈ I(H)d and a¯ denote the image of a in Q(H)d, σ˜ ∈ G is any lift of σ ∈ G/H, and σ˜a
denote the image of σ˜a ∈ IdH in Q
d
H (σ˜a does not depend on the choice of σ˜) (see [Pop11, Lemma
5.2.3 (2)]). We often identify Z[G/H] ⊗Z Q(H)
d and QdH .
The following lemma is well-known, and we omit the proof.
Lemma 2.4. For a G-module M and an abelian group A, there is a natural isomorphism
HomZ(M,A)
∼
−→ HomG(M,Z[G]⊗Z A) ; ϕ 7→ (m 7→
∑
σ∈G
σ−1 ⊗ ϕ(σm)).
Lemma 2.5. Let M be a finitely generated G/H-module, and M =M/Mtors. For any d ∈ Z≥0, we
have an isomorphism
HomG/H(M,Z[G/H]) ⊗Z Q(H)
d ∼−→ HomG/H(M,Q
d
H) ; ϕ⊗ a 7→ (m¯ 7→ ϕ(m)a).
In particular,
HomG/H(M,Z[G/H]) ⊗Z Q(H)
d −→ HomG/H(M,Q
d
H)
is an injection.
Proof. We have a commutative diagram:
HomG/H(M,Z[G/H]) ⊗Z Q(H)
d

// HomG/H(M,Q
d
H)

HomZ(M,Z)⊗Z Q(H)
d // HomZ(M,Q(H)
d),
where the bottom horizontal arrow is given by ϕ⊗a 7→ (m¯ 7→ ϕ(m)a), and the left and right vertical
arrows are the isomorphisms given in Lemma 2.4 (note that we have a natural isomorphism QdH ≃
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Z[G/H]⊗ZQ(H)
d, see (3)). The bottom horizontal arrow is an isomorphism, since HomZ(M,Z) ≃
HomZ(M,Z) andM is torsion-free by definition. Hence the upper horizontal arrow is also bijective.

Definition 2.6. A finitely generated G-module M is called a G-lattice if M is torsion-free.
For example, for a finitely generated G-moduleM , HomG(M,Z[G]) is a G-lattice. Rubin’s lattice⋂r
GM is also a G-lattice.
Proposition 2.7. Let M be a G/H-lattice, and r, d ∈ Z≥0 such that r ≥ d. Then an element
Φ ∈
∧d
G/H HomG/H(M,Q
1
H) induces a G/H-homomorphism
r⋂
G/H
M −→ (
r−d⋂
G/H
M)⊗G/H Q
d
H(≃ (
r−d⋂
G/H
M)⊗Z Q(H)
d).
Proof. Note that Q1H is the degree-1-part of the graded G/H-algebra
⊕
i≥0Q
i
H . We apply (2) to
know that Φ induces the G/H-homomorphism
r∧
G/H
M −→ (
r−d∧
G/H
M)⊗G/H Q
d
H .(4)
We extend this map to Rubin’s lattice
⋂r
G/H M . We may assume that there exist ϕ1, . . . , ϕd ∈
HomG/H(M,Q
1
H) such that Φ = ϕ1 ∧ · · · ∧ ϕd. Moreover, by Lemma 2.5, we may assume for each
1 ≤ i ≤ d that there exist ψi ∈ HomG/H(M,Z[G/H]) and ai ∈ Q(H)
1 such that ϕi = ψi(·)ai. Put
Ψ = ψ1 ∧ · · · ∧ ψd ∈
∧d
G/H HomG/H(M,Z[G/H]). By the definition of Rubin’s lattice, Φ induces a
G/H-homomorphism
r⋂
G/H
M −→ (
r−d⋂
G/H
M)⊗Z Q(H)
d ; m 7→ Ψ(m)⊗ a1 · · · ad.
This extends the map (4). 
The following definition is due to [Bur07, §2.1].
Definition 2.8. LetM be aG-lattice. For ϕ ∈ HomG(M,Z[G]), we define ϕ
H ∈ HomG/H(M
H ,Z[G/H])
by
MH
ϕ
−→ Z[G]H
∼
−→ Z[G/H],
where the last isomorphism is given by NH 7→ 1. Similarly, for Φ ∈
∧r
GHomG(M,Z[G]) (r ∈ Z≥0),
ΦH ∈
∧r
G/H HomG/H(M
H ,Z[G/H]) is defined. (If r = 0, we define ΦH ∈ Z[G/H] to be the image
of Φ ∈ Z[G] under the natural map.)
Remark 2.9. It is easy to see that
ϕH =
∑
σ∈G/H
ϕ1(σ( · ))σ−1,
where ϕ1 ∈ HomZ(M,Z) corresponds to ϕ ∈ HomG(M,Z[G]) (see Lemma 2.4). If r ≥ 1, then one
also sees that
Φ(m) = ΦH(NrHm) in Z[G/H](5)
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for all Φ ∈
∧r
GHomG(M,Z[G]) and m ∈
⋂r
GM .
Lemma 2.10. If M is a G-lattice, then the map
HomG(M,Z[G]) −→ HomG/H(M
H ,Z[G/H]) ; ϕ 7→ ϕH
is surjective.
Proof. By Remark 2.9, what we have to prove is that the restriction map
HomZ(M,Z) −→ HomZ(M
H ,Z)
is surjective. Therefore, it is sufficient to prove that M/MH is torsion-free. Take m ∈M such that
nm ∈MH for a nonzero n ∈ Z. For any σ ∈ H, we have
n((σ − 1)m) = (σ − 1)nm = 0.
SinceM is a G-lattice, it is torsion-free. Therefore, we have (σ−1)m = 0. This impliesm ∈MH . 
Lemma 2.11. Let M be a G-lattice, and r, d ∈ Z≥0. Then there is a canonical injection
i :
r⋂
G/H
MH −→
r⋂
G
M.
Furthermore, the maps
(
r⋂
G/H
MH)⊗Z Q(H)
d i−→ (
r⋂
G
M)⊗Z Q(H)
d −→ (
r⋂
G
M)⊗Z Z[H]/I(H)
d+1
are both injective, where the first arrow is induced by i, and the second by the inclusion Q(H)d →֒
Z[H]/I(H)d+1.
Proof. Let
ι :
r∧
G
HomG(M,Z[G]) −→ HomG(
r∧
G
M,Z[G])
and
ιH :
r∧
G/H
HomG/H(M
H ,Z[G/H]) −→ HomG/H(
r∧
G/H
MH ,Z[G/H])
be the maps in Remark 2.2. It is easy to see that the map
κ : Imι −→ ImιH ; ι(Φ) 7→ ιH(Φ
H)
is well-defined. By Lemma 2.10, the map
r∧
G
HomG(M,Z[G]) −→
r∧
G/H
HomG/H(M
H ,Z[G/H]) ; Φ 7→ ΦH
is surjective. So the map κ is also surjective. Hence, by Remark 2.2, we have an injection
i :
r⋂
G/H
MH −→
r⋂
G
M
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(note that HomG/H(ImιH ,Z[G/H]) ≃ HomG(ImιH ,Z[G]) by Lemma 2.4). The cokernel of this map
is isomorphic to a submodule of HomG(Kerκ,Z[G]), so it is torsion-free. Hence the map
i : (
r⋂
G/H
MH)⊗Z Q(H)
d −→ (
r⋂
G
M)⊗Z Q(H)
d
is injective. The injectivity of the map
(
r⋂
G
M)⊗Z Q(H)
d −→ (
r⋂
G
M)⊗Z Z[H]/I(H)
d+1
follows from the fact that
⋂r
GM is torsion-free. 
Remark 2.12. The canonical injection i :
⋂r
G/H M
H →֒
⋂r
GM constructed above does not coincide
in general with the map induced by the inclusion MH →֒M . In fact, if r ≥ 1, then we have
i(NrHm) = NHm
for all m ∈
⋂r
GM .
Definition 2.13. Let M be a G-lattice, and r, d ∈ Z≥0. When r ≥ 1, we define the d-th norm
N
(r,d)
H :
r⋂
G
M −→ (
r⋂
G
M)⊗Z Z[H]/I(H)
d+1
by
N
(r,d)
H (m) =
∑
σ∈H
σm⊗ σ−1.
When r = 0, we define
N
(0,d)
H : Z[G] −→ Z[G]/I
d+1
H
to be the natural map.
Remark 2.14. The 0-th norm is the usual norm :
N
(r,0)
H =
{
NH if r ≥ 1,
Z[G] −→ Z[G/H] if r = 0.
Proposition 2.15. Let M be a G-lattice, r, d ∈ Z≥0, and m ∈
⋂r
GM . Assume
N
(r,d)
H (m) ∈ Imi,
where, in the case r ≥ 1, i : (
⋂r
G/H M
H) ⊗Z Q(H)
d → (
⋂r
GM) ⊗Z Z[H]/I(H)
d+1 is defined to be
the injection in Lemma 2.11, and in the case r = 0, i : QdH →֒ Z[G]/I
d+1
H to be the inclusion. If
d = 0 or r = 0 or 1, then we have
Φ(m) = ΦH(i−1(N
(r,d)
H (m))) in Q
d
H
for all Φ ∈
∧r
GHomG(M,Z[G]).
8 TAKAMICHI SANO
Proof. When d = 0, the proposition follows from Remarks 2.9, 2.12, and 2.14. When r = 0, the
proposition is clear. So we suppose r = 1. Note that in this case the map i is the inclusion
i :MH ⊗Z Q(H)
d →֒M ⊗Z Z[H]/I(H)
d+1.
We regard MH ⊗Z Q(H)
d ⊂M ⊗Z Z[H]/I(H)
d+1.
Take any ϕ ∈ HomG(M,Z[G]). Then ϕ
H is written by
ϕH =
∑
σ∈G/H
ϕ1(σ(·))σ−1
(see Remark 2.9). For each σ ∈ G/H, we fix a lifting σ˜ ∈ G, and put
ϕ˜ =
∑
σ∈G/H
ϕ1(σ˜(·))σ˜−1 ∈ HomZ(M,Z[G]).
Then, by the assumption on N
(1,d)
H (m), we have
ϕH(N
(1,d)
H (m)) = (α ◦ (ϕ˜⊗ Id))(N
(1,d)
H (m)) ∈ Q
d
H ,
where
α : Z[G]⊗Z Z[H]/I(H)
d+1 −→ Z[G]/Id+1H ; a⊗ b 7→ ab.
It is easy to check that
ϕ(m) = (α ◦ (ϕ˜⊗ Id))(N
(1,d)
H (m)) in Z[G]/I
d+1
H .
(This can be checked by noting that
ϕ =
∑
σ∈G/H
∑
τ∈H
ϕ1(σ˜τ(·))σ˜−1τ−1.)
Hence we have
ϕ(m) = ϕH(N
(1,d)
H (m)) in Q
d
H .

Remark 2.16. We expect that the assertion in Proposition 2.15 holds for general r and d. (See
Conjecture 5 in §3.4.)
Theorem 2.17. Let M be a G-lattice, and r, d ∈ Z≥0. Then the map
(
r⋂
G/H
MH)⊗Z Q(H)
d −→ HomG(
r∧
G
HomG(M,Z[G]), Q
d
H ) ; α 7→ (Φ 7→ Φ
H(α))
is injective.
Proof. Let
ιH :
r∧
G/H
HomG/H(M
H ,Z[G/H]) −→ HomG/H(
r∧
G/H
MH ,Z[G/H]).
be the map defined in Remark 2.2 for G/H and MH . Taking HomG/H(−,Z[G/H]) to the exact
sequence
0 −→ KerιH −→
r∧
G/H
HomG/H(M
H ,Z[G/H]) −→ ImιH −→ 0,
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we have the exact sequence
0 −→
r⋂
G/H
MH −→ HomG/H(
r∧
G/H
HomG/H(M
H ,Z[G/H]),Z[G/H]) −→ HomG/H(KerιH ,Z[G/H]).
Since HomG/H(KerιH ,Z[G/H]) is torsion-free, the map
(
r⋂
G/H
MH)⊗Z Q(H)
d −→ HomG/H(
r∧
G/H
HomG/H(M
H ,Z[G/H]),Z[G/H]) ⊗Z Q(H)
d
is injective. From Lemma 2.5, we have an injection
HomG/H(
r∧
G/H
HomG/H(M
H ,Z[G/H]),Z[G/H]) ⊗Z Q(H)
d
−→ HomG/H(
r∧
G/H
HomG/H(M
H ,Z[G/H]), QdH ) = HomG(
r∧
G/H
HomG/H(M
H ,Z[G/H]), QdH ).
From Lemma 2.10, we also have an injection
HomG(
r∧
G/H
HomG/H(M
H ,Z[G/H]), QdH ) −→ HomG(
r∧
G
HomG(M,Z[G]), Q
d
H ).
The composition of the above three injections coincides with the map given in the theorem, hence
we complete the proof. 
3. Conjectures
3.1. Notation. Throughout this section, we fix a global field k. We also fix T , a finite set of places
of k, containing no infinite place. For a finite separable extension L/k and a finite set S of places
of k, SL denotes the set of places of L lying above the places in S. For S containing all the infinite
places and disjoint to T , O×L,S,T denotes the (S, T )-unit group of L, i.e.
O×L,S,T = {a ∈ L
× | ord w(a) = 0 for all w /∈ SL and a ≡ 1 (mod w
′) for all w′ ∈ TL},
where ord w is the (normalized) additive valuation at w. Let YL,S =
⊕
w∈SL
Zw, the free abelian
group on SL, and XL,S = {
∑
aww ∈ YL,S |
∑
aw = 0}. Let
λL,S : O
×
L,S,T −→ R⊗Z XL,S
be the map defined by λL,S(a) = −
∑
w∈SL
log |a|ww, where | · |w is the normalized absolute value
at w.
Let Ω(= Ω(k, T )) be the set of triples (L,S, V ) satisfying the following:
• L is a finite abelian extension of k,
• S is a nonempty finite set of places of k satisfying
– S ∩ T = ∅,
– S contains all the infinite places and all places ramifying in L,
– O×L,S,T is torsion-free,
• V is a subset of S satisfying
– any v ∈ V splits completely in L,
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– |S| ≥ |V |+ 1.
We assume that Ω 6= ∅. If k is a number field, then the condition that O×L,S,T is torsion-free is
satisfied when, for example, T contains two finite places of unequal residue characteristics.
Take (L,S, V ) ∈ Ω, and put GL = Gal(L/k), r = rV = |V |. The equivariant L-function attached
to the data (L/k, S, T ) is defined by
ΘL,S,T (s) =
∑
χ∈ĜL
eχLS,T (s, χ
−1),
where ĜL = HomZ(GL,C
×), eχ =
1
|GL|
∑
σ∈GL
χ(σ)σ−1, and
LS,T (s, χ) =
∏
v∈T
(1− χ(Frv)Nv
1−s)
∏
v/∈S
(1 − χ(Frv)Nv
−s)−1,
where Frv ∈ GL is the arithmetic Frobenius at v, and Nv is the cardinality of the residue field at v.
We define
ΛrL,S,T = {a ∈
r⋂
GL
O×L,S,T | eχa = 0 for every χ ∈ ĜL such that r(χ) > r},
where r(χ) = r(χ, S) = ord s=0LS,T (s, χ) (for the definition of
⋂r
GL
, see Definition 2.1). It is
well-known that
r(χ) =
{
|{v ∈ S | v splits completely in LKerχ}| if χ is nontrivial,
|S| − 1 if χ is trivial,
(see [Tat84, Proposition 3.4, Chpt. I]) so by our assumptions on V , we have r(χ) ≥ r for every χ.
This implies that s−rΘL,S,T (s) is holomorphic at s = 0. We define
Θ
(r)
L,S,T (0) = lims→0
s−rΘL,S,T (s) ∈ C[GL].
We fix the following:
• a bijection {all the places of k} ≃ Z≥0,
• for each place v of k, a place of k¯ (a fixed separable closure of k) lying above v.
From this fixed choice, we can regard V as a totally ordered finite set with order ≺, and arrange
V = {v1, . . . , vr} so that v1 ≺ · · · ≺ vr. For each v ∈ V , there is a fixed place w of L lying above v,
and define v∗ ∈ HomGL(YL,S,Z[GL]) to be the dual of w, i.e.
v∗(w′) =
∑
σw=w′
σ.
Thus, we often use slightly ambiguous notations such as follows: the fixed places of L lying above
v, v′, vi, etc. are denoted by w,w
′, wi, etc. respectively. We define the analytic regulator map
RV :
∧r
GL
O×L,S,T → R[GL] by
RV =
∧
v∈V
(v∗ ◦ λL,S),
where the exterior power in the right hand side means (v∗1 ◦λL,S ∧ · · · ∧ v
∗
r ◦ λL,S) (defined similarly
to (1)). Thus, when we take an exterior power on a totally ordered finite set, we always mean that
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the order is arranged to be ascending order. One can easily see that
v∗ ◦ λL,S = −
∑
σ∈GL
log |σ(·)|wσ
−1,
so a more explicit definition of RV is as follows:
RV (u1 ∧ · · · ∧ ur) = det(−
∑
σ∈GL
log |σ(ui)|wjσ
−1).
3.2. The Rubin-Stark conjecture. We use the notations and conventions as in §3.1. Recall
that the integral refinement of abelian Stark conjecture, which we call Rubin-Stark conjecture,
formulated by Rubin, is stated as follows:
Conjecture 1 (Rubin [Rub96, Conjecture B′]). For (L,S, V ) ∈ Ω, there is a unique εL,S,V =
εL,S,T,V ∈ Λ
r
L,S,T such that
RV (εL,S,V ) = Θ
(r)
L,S,T (0).
The element εL,S,V predicted by the conjecture is called Rubin-Stark unit, Rubin-Stark element,
or simply Stark unit, etc. In this paper we call it Rubin-Stark unit.
Remark 3.1. When r = 0, Conjecture 1 is known to be true (see [Rub96, Theorem 3.3]). In this
case we have εL,S,V = ΘL,S,T (0) ∈ Z[GL] =
⋂0
GL
O×L,S,T .
Remark 3.2. When r < min{|S| − 1, |{v ∈ S | v splits completely in L}|}, we have Θ
(r)
L,S,T (0) = 0,
so Conjecture 1 is trivially true (namely, we have εL,S,V = 0).
Remark 3.3. When k = Q, Conjecture 1 is true for any T and (L,S, V ) ∈ Ω(Q, T ) (see [Bur07,
Theorem A]).
3.3. Some properties of Rubin-Stark units. In this subsection, we assume that Conjecture 1
holds for all (L,S, V ) ∈ Ω, and review some properties of Rubin-Stark units.
Lemma 3.4 ([Rub96, Lemma 2.7 (ii)]). Let (L,S, V ) ∈ Ω. Then RV is injective on Q⊗Z Λ
r
L,S,T .
Proof. Since λL,S induces an injection Q ⊗Z
∧r
GL
O×L,S,T → C ⊗Z
∧r
GL
XL,S , it is sufficient to prove
that ∧
v∈V
v∗ : eχ(C⊗Z
r∧
GL
XL,S) −→ C[GL]
is injective for every χ ∈ ĜL such that r(χ) = r. It is well-known that r(χ) = dimC(eχ(C⊗ZXL,S)),
so we have dimC(eχ(C⊗Z
∧r
GL
XL,S)) = 1. Take any v
′ ∈ S \ V , then we have
(
∧
v∈V
v∗)(eχ
∧
v∈V
(w − w′)) = eχ 6= 0,
(recall that w (resp. w′) denotes the fixed place of L lying above v (resp. v′)), which proves the
lemma. 
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Proposition 3.5 ([Rub96, Proposition 6.1]). Let (L,S, V ), (L′, S′, V ) ∈ Ω, and suppose that L ⊂ L′
and S ⊂ S′. Then we have
NrL′/L(εL′,S′,V ) = (
∏
v∈S′\S
(1− Fr−1v ))εL,S,V ,
where NL′/L = NGal(L′/L), and if r = 0, then we regard N
r
L′/L as the natural map Z[GL′ ]→ Z[GL].
Proof. It is easy to see that NrL′/L(εL′,S′,V ) ∈ Q ⊗Z Λ
r
L,S′,T . Hence, by Lemma 3.4, it is enough to
check that
RV (N
r
L′/L(εL′,S′,V )) = RV ((
∏
v∈S′\S
(1− Fr−1v ))εL,S,V ).
The left hand side is equal to the image of Θ
(r)
L′,S′,T (0) in R[GL], and hence to
∏
v∈S′\S(1−Fr
−1
v )Θ
(r)
L,S,T (0)
(see [Tat84, Proposition 1.8, Chpt. IV]). The right hand side is equal to
∏
v∈S′\S(1−Fr
−1
v )Θ
(r)
L,S,T (0),
so we complete the proof. 
Proposition 3.6 ([Rub96, Lemma 5.1 (iv) and Proposition 5.2]). Let (L,S, V ), (L,S′, V ′) ∈ Ω,
and suppose that S ⊂ S′, V ⊂ V ′ and S′ \ S = V ′ \ V . Put
ΦV ′,V = sgn(V
′, V )
∧
v∈V ′\V
(
∑
σ∈GL
ord w(σ(·))σ
−1) ∈
r′−r∧
GL
HomGL(O
×
L,S′,T ,Z[GL]),
where r = |V |, r′ = |V ′|, and sgn(V ′, V ) = ±1 is defined by
(
∧
v∈V
v∗) ◦ (
∧
v∈V ′\V
v∗) = sgn(V ′, V )
∧
v∈V ′
v∗ in HomGL(
r′∧
GL
YL,S′ ,Z[GL]).
Then we have
ΦV ′,V (Λ
r′
L,S′,T ) ⊂ Λ
r
L,S,T
and
ΦV ′,V (εL,S′,V ′) = εL,S,V .
Proof. Put Φ = ΦV ′,V , for simplicity. First, we prove that
Φ(Λr
′
L,S′,T )⊗Z Q = Λ
r
L,S,T ⊗Z Q.(6)
There is a split exact sequence of Q[GL]-modules:
0 −→ O×L,S,T ⊗Z Q −→ O
×
L,S′,T ⊗Z Q
⊕
v∈S′\S w˜
−→
⊕
v∈S′\S
Q[GL] −→ 0,
where w˜ =
∑
σ∈GL
ord w(σ(·))σ
−1. So we can choose a submodule M ⊂ O×L,S′,T ⊗Z Q such that
O×L,S′,T ⊗Z Q = (O
×
L,S,T ⊗Z Q)⊕M
and ⊕
v∈S′\S
w˜ :M−→
⊕
v∈S′\S
Q[GL]
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is an isomorphism. Therefore, we have
(
r′∧
GL
O×L,S′,T )⊗Z Q =
r′⊕
i=0
((
i∧
GL
O×L,S,T )⊗Z Q)⊗Q[GL]
r′−i∧
Q[GL]
M.
If i > r then Φ(((
∧i
GL
O×L,S,T )⊗Z Q)⊗Q[GL]
∧r′−i
Q[GL]
M) = 0, and if i < r then
∧r′−i
Q[GL]
M = 0. Hence
we have
Φ(
r′∧
GL
O×L,S′,T )⊗Z Q = (
r∧
GL
O×L,S,T )⊗Z Q.
Now (6) follows by noting that r(χ, S′) = r(χ, S) + r′ − r for every χ ∈ ĜL.
For the first assertion, by (6), it is enough to prove that Φ(
⋂r′
GL
O×L,S′,T ) ⊂
⋂r
GL
O×L,S,T . Since
O×L,S′,T/O
×
L,S,T is torsion-free, we have a surjection HomGL(O
×
L,S′,T ,Z[GL])→ HomGL(O
×
L,S,T ,Z[GL]).
Now the assertion follows from the definition of Rubin’s lattice.
For the second assertion, it is enough to show that
RV (Φ(εL,S′,V ′)) = Θ
(r)
L,S,T (0).
It is easy to see that for v ∈ V ′ \ V
log Nv
∑
σ∈GL
ord w(σ(·))σ
−1 = v∗ ◦ λL,S′ ,
and also that
Θ
(r′)
L,S′,T (0) = (
∏
v∈V ′\V
log Nv)Θ
(r)
L,S,T (0).
Therefore, we have
RV (Φ(εL,S′,V ′)) = (
∏
v∈V ′\V
log Nv)−1RV ′(εL,S′,V ′)
= (
∏
v∈V ′\V
log Nv)−1Θ
(r′)
L,S′,T (0)
= Θ
(r)
L,S,T (0).

3.4. Refined conjectures. In this subsection, we propose the main conjectures. We keep the
notations in §3.1. We also keep on assuming Conjecture 1 is true for all (L,S, V ) ∈ Ω. Fix
(L,S, V ), (L′, S′, V ′) ∈ Ω such that L ⊂ L′, S ⊂ S′, and V ⊃ V ′. We also use the notations defined
in §2, taking G = GL′ and H = Gal(L
′/L). For convenience, we record the list of the notations here
(some new notations are added).
• GL = Gal(L/k),
• GL′ = Gal(L
′/k),
• G(L′/L) = Gal(L′/L),
• r = |V |,
• r′ = |V ′|,
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• εL,S,V ∈
⋂r
GL
O×L,S,T (resp. εL′,S′,V ′ ∈
⋂r′
GL′
O×L′,S′,T ): Rubin-Stark unit for (L,S, V ) (resp.
(L′, S′, V ′)) (see §3.2).
• d = r − r′(≥ 0),
• IL′/L = IG(L′/L) = Ker(Z[GL′ ] −→ Z[GL]),
• I(L′/L) = I(G(L′/L)) = Ker(Z[G(L′/L)] −→ Z).
For n ∈ Z≥0,
• QnL′/L = Q
n
G(L′/L) = I
n
L′/L/I
n+1
L′/L,
• Q(L′/L)n = Q(G(L′/L))n = I(L′/L)n/I(L′/L)n+1.
Recall that there is a natural isomorphism
Z[GL]⊗Z Q(L
′/L)n ≃ QnL′/L
(see (3)).
Recall the definition of “higher norm” (Definition 2.13). In the case r′ ≥ 1, the d-th norm
N
(r′,d)
L′/L = N
(r′,d)
G(L′/L) :
r′⋂
GL′
O×L′,S′,T −→ (
r′⋂
GL′
O×L′,S′,T )⊗Z Z[G(L
′/L)]/I(L′/L)d+1
is defined by
N
(r′,d)
L′/L (a) =
∑
σ∈G(L′/L)
σa⊗ σ−1,
and in the case r′ = 0, N
(0,d)
L′/L is defined to be the natural map
Z[GL′ ] −→ Z[GL′ ]/I
d+1
L′/L.
In the case r′ ≥ 1, define
i : (
r′⋂
GL
O×L,S′,T )⊗Z Q(L
′/L)d →֒ (
r′⋂
GL′
O×L′,S′,T )⊗Z Z[G(L
′/L)]/I(L′/L)d+1
to be the canonical injection in Lemma 2.11. In the case r′ = 0, define
i : (
0⋂
GL
O×L,S′,T )⊗Z Q(L
′/L)d ≃ QdL′/L →֒ Z[GL′ ]/I
d+1
L′/L
to be the inclusion.
Conjecture 2.
N
(r′,d)
L′/L (εL′,S′,V ′) ∈ Imi.
Remark 3.7. When d = 0, Conjecture 2 is true by Remarks 2.12 and 2.14.
Remark 3.8. Conjecture 2 is related to the Kolyvagin’s derivative construction, which is important
in the theory of Euler systems ([Kol90], [Rub00]) and Mazur-Rubin’s Kolyvagin systems ([MR04]).
See Remark 4.8 for the detail.
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For v ∈ V , define
ϕv = ϕv,L′/L : L
× −→ Q1L′/L
by ϕv(a) =
∑
σ∈GL
(rec w(σa) − 1)σ
−1, where rec w is the local reciprocity map at w (recall that
w is the fixed place of L lying above v, see §3.1). Note that, by Proposition 2.7,
∧
v∈V \V ′ ϕv ∈∧d
GL
HomGL(O
×
L,S,T , Q
1
L′/L) induces a morphism
r⋂
GL
O×L,S,T −→ (
r′⋂
GL
O×L,S,T )⊗Z Q(L
′/L)d.
We define sgn(V, V ′) = ±1 by
(
∧
v∈V ′
v∗) ◦ (
∧
v∈V \V ′
v∗) = sgn(V, V ′)
∧
v∈V
v∗ in HomGL(
r∧
GL
YL,S ,Z[GL]).
The following conjecture predicts that N
(r′,d)
L′/L (εL′,S′,V ′) is described in terms of εL,S,V .
Conjecture 3. Conjecture 2 holds, and we have
i−1(N
(r′,d)
L′/L (εL′,S′,V ′)) = sgn(V, V
′)(
∏
v∈S′\S
(1− Fr−1v ))(
∧
v∈V \V ′
ϕv)(εL,S,V ).
Remark 3.9. When d = 0, Conjecture 3 is true by “norm relation” (Proposition 3.5). (See Remarks
2.12 and 2.14.)
Remark 3.10. When r′ = 0, by Remark 3.1, one sees that Conjecture 3 is equivalent to the
“Gross-type refinement of the Rubin-Stark conjecture” ([Pop11, Conjecture 5.3.3]), which gen-
eralizes Gross’s conjecture ([Gro88, Conjecture 4.1]), see [Pop11, Proposition 5.3.6].
Remark 3.11. When r′ = 1, Conjecture 3 is closely related to Darmon’s conjecture ([Dar95, Con-
jecture 4.3]). The detailed explanation is given in §4.
Proposition 3.12. It is sufficient to prove Conjecture 3 in the following case:
S = S′,
r = min{|S| − 1, |{v ∈ S | v splits completely in L}|} =: rL,S,
r′ = min{|S| − 1, |{v ∈ S | v splits completely in L′}|} =: rL′,S.
Proof. From Proposition 3.5, we may assume S = S′. When r < rL,S and r
′ < rL′,S, Conjecture 3
is trivially true (see Remark 3.2). When r < rL,S and r
′ = rL′,S, we have
N
(r′,d)
L′/L (εL′,S,V ′) = 0
if Conjecture 3 is true when r = rL,S and r
′ = rL′,S. When r = rL,S and r
′ < rL′,S , we prove
(
∧
v∈V \V ′
ϕv)(εL,S,V ) = 0.
If there exists v ∈ V \ V ′ which splits completely in L′, this is clear. If all v ∈ V \ V ′ don’t split
completely in L′, then there exists v′ ∈ S \ V which splits completely in L′, and we must have
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V = S \ {v′}. By the product formula, we see that∑
v∈S\V ′
ϕv,L′/L = 0 on O
×
k,S,T .
Note that εL,S,V ∈ e1(Q ⊗Z
∧r
GL
O×L,S,T ) in this case. Hence, choosing any v
′′ ∈ V \ V ′, we have
(
∧
v∈V \V ′
ϕv)(εL,S,V ) = ±(
∧
v∈(S\{v′′})\V ′
ϕv)(εL,S,V ),
and the right hand side is 0 since v′ splits completely in L′. 
From now on we assume S = S′, r = rL,S , and r
′ = rL′,S.
Proposition 3.13. If every place in V \ V ′ is finite and unramified in L′, then Conjecture 3 is
true.
Proof. We treat the case r′ ≥ 1. The proof for r′ = 0 is similar.
Put W := V \ V ′ for simplicity. Note that (L′, S \W,V ′) ∈ Ω. By Proposition 3.5, we have
εL′,S,V ′ =
∏
v∈W
(1− Fr−1v )εL′,S\W,V ′ .
Hence, we have
N
(r′,d)
L′/L
(εL′,S,V ′) =
∑
σ∈G(L′/L)
σ
∏
v∈W
(1− Fr−1v )εL′,S\W,V ′ ⊗ σ
−1
=
∑
σ∈G(L′/L)
σεL′,S\W,V ′ ⊗ σ
−1
∏
v∈W
(1− Fr−1v )
= NL′/LεL′,S\W,V ′
∏
v∈W
(Frv − 1)
∈ (NL′/L
r′⋂
GL′
O×L′,S,T )⊗Z Q(L
′/L)d.
For every v ∈W , we have
ϕv =
∑
σ∈GL
ordw(σ(·))σ
−1(Frv − 1).
(See [Ser79, Proposition 13, Chpt. XIII].) So, by Proposition 3.6, we have
sgn(V, V ′)(
∧
v∈W
ϕv)(εL,S,V ) = εL,S\W,V ′
∏
v∈W
(Frv − 1).
By Proposition 3.5 and Remark 2.12, we have
NL′/LεL′,S\W,V ′
∏
v∈W
(Frv − 1) = i(εL,S\W,V ′
∏
v∈W
(Frv − 1)),
hence the proposition follows. 
The formulation of the following conjecture is a slight modification of [Bur07, Theorem 3.1] (see
also Theorem 3.18 and Remark 3.20).
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Conjecture 4. For every Φ ∈
∧r′
GL′
HomGL′ (O
×
L′,S,T ,Z[GL′ ]), we have
Φ(εL′,S,V ′) ∈ I
d
L′/L
and
Φ(εL′,S,V ′) = sgn(V, V
′)ΦG(L
′/L)((
∧
v∈V \V ′
ϕv)(εL,S,V )) in Q
d
L′/L.
The following conjecture is motivated by the property of the higher norm described in Proposition
2.15.
Conjecture 5. If Conjecture 2 holds, then we have
Φ(εL′,S,V ′) = Φ
G(L′/L)(i−1(N
(r′,d)
L′/L (εL′,S,V ′))) in Q
d
L′/L
for every Φ ∈
∧r′
GL′
HomGL′ (O
×
L′,S,T ,Z[GL′ ]).
Remark 3.14. When d = 0 or r′ = 0 or 1, Conjecture 5 is true by Proposition 2.15.
3.5. Relation among the conjectures. We keep on assuming S = S′, r = rL,S, and r
′ = rL′,S.
Theorem 3.15. Assume Conjecture 5 holds. Then, Conjecture 3 holds if and only if Conjectures
2 and 4 hold.
Proof. The “only if” part is clear. We prove the “if” part. Suppose that Conjectures 2 and 4 hold.
Then, for every Φ ∈
∧r′
GL′
HomGL′ (O
×
L′,S,T ,Z[GL′ ]), we have
ΦG(L
′/L)(i−1(N
(r′,d)
L′/L
(εL′,S,V ′))) = sgn(V, V
′)ΦG(L
′/L)((
∧
v∈V \V ′
ϕv)(εL,S,V )) in Q
d
L′/L
by Conjectures 4 and 5. By Theorem 2.17, the map
(
r′⋂
GL
O×L,S,T )⊗Z Q(L
′/L)d −→ HomGL′ (
r′∧
GL′
HomGL′ (O
×
L′,S,T ,Z[GL′ ]), Q
d
L′/L)
defined by α 7→ (Φ 7→ ΦG(L
′/L)(α)) is injective. Hence we have
i−1(N
(r′,d)
L′/L (εL′,S,V ′)) = sgn(V, V
′)(
∧
v∈V \V ′
ϕv)(εL,S,V ).

Remark 3.16. Since Conjecture 3 is closely related to Darmon’s conjecture, as we mentioned in
Remark 3.11, Theorem 3.15 gives a relation between Darmon’s conjecture and Burns’s conjecture
(Conjecture 4). In [Hay04, Theorem 6.14], Hayward established a connection between these conjec-
tures: he proved that Darmon’s conjecture gives a “base change statement” for Burns’s conjecture.
More precisely, consider a real quadratic field L and a real abelian field L˜ which is disjoint to L.
Put L′ := LL˜. Then Hayward proved that, assuming Darmon’s conjecture for L, Burns’s conjecture
for L˜/Q implies Burns’s conjecture for L′/L up to a power of 2. On the other hand, Theorem 3.15
gives an equivalence of Burns’s conjecture and Darmon’s conjecture, assuming Conjectures 2 and 5.
18 TAKAMICHI SANO
Remark 3.17. One can formulate for any prime number p the “p-part” of Conjectures 2, 3, 4, and
5 in the obvious way. One sees that the “p-part” of Theorem 3.15 is also valid, namely, assuming
the “p-part” of Conjecture 5, the “p-part” of Conjecture 3 holds if and only if the “p-part” of
Conjectures 2 and 4 hold.
The following theorem gives evidence for the validity of Conjecture 4.
Theorem 3.18 (Burns [Bur07, Theorem 3.1]). If the conjecture in [Bur07, §6.3] holds for L′/k,
then we have
Φ(εL′,S,V ′) ∈ I
d
L′/L
for every Φ ∈
∧r′
GL′
HomGL′ (O
×
L′,S,T ,Z[GL′ ]) and an equality
Φ(εL′,S,V ′) = sgn(V, V
′)ΦG(L
′/L)((
∧
v∈V \V ′
ϕv)(εL,S,V ))
in Coker(
∧
v∈V \V ′ ϕv : (
∧d
GL
L×T )tors → Q
d
L′/L), where L
×
T is the subgroup of L
× defined by
L×T = {a ∈ L
× | ord w(a− 1) > 0 for all w ∈ TL}.
Remark 3.19. In the number field case, as Burns mentioned in [Bur07, Remark 6.2], the conjecture
in [Bur07, §6.3] for L′/k is equivalent to the “equivariant Tamagawa number conjecture (ETNC)”
([BF01, Conjecture 4 (iv)]) for the pair (h0(Spec (L′)),Z[GL′ ]), and known to be true if L
′ is an
abelian extension over Q by the works of Burns, Greither, and Flach ([BG03], [Fla11]).
Remark 3.20. In [Bur07, Theorem 3.1], Burns actually proved more: let
ISL′/L =
{∏
v∈V \V ′ Iv if d > 0,
Z[GL′ ] if d = 0,
where Iv = Ker(Z[GL′ ] → Z[GL′/Gv]) and Gv is the decomposition group of w in G(L
′/L). Then
Burns proved that, under the assumption that the conjecture in [Bur07, §6.3] holds for L′/k,
Φ(εL′,S,V ′) ∈ I
S
L′/L for every Φ ∈
∧r′
GL′
HomGL′ (O
×
L′,S,T ,Z[GL′ ]) and an equality
Φ(εL′,S,V ′) = sgn(V, V
′)ΦG(L
′/L)((
∧
v∈V \V ′
ϕv)(εL,S,V ))
holds in Coker(
∧
v∈V \V ′ ϕv : (
∧d
GL
L×T )tors → I
S
L′/L/IL′/LI
S
L′/L).
Proposition 3.21.
(
d∧
GL
L×T )tors ⊗Z Z[
1
|GL|
] = 0.
Proof. Note that
d∧
GL
L×T = lim−→
d∧
GL
O×L,Σ,T ,
where Σ runs over all finite sets of places of k, which contains all the infinite places and places
ramifying in L, and is disjoint from T , and the direct limit is taken by the map induced by the
inclusion OL,Σ,T →֒ OL,Σ′,T (Σ ⊂ Σ
′). So it is sufficient to prove that for such Σ,
∧d
GL
O×L,Σ,T ⊗Z
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Z[ 1|GL| ] is torsion-free. Since O
×
L,S,T is torsion-free, we see that O
×
L,Σ,T is also torsion-free. It is
well-known that a finitely generated Z[ 1|GL| ][GL]-module is locally free if and only if it is torsion-free.
So we see that O×L,Σ,T ⊗Z Z[
1
|GL|
] is locally free Z[ 1|GL| ][GL]-module. Hence
∧d
GL
O×L,Σ,T ⊗Z Z[
1
|GL|
] is
also locally free, so it is torsion-free. 
Combining Theorem 3.15, Theorem 3.18, and Proposition 3.21, we have the following theorem
(see also Remark 3.17).
Theorem 3.22. Let p be a prime number not dividing |GL|. Assume the “p-part” of Conjecture 5
holds. If the conjecture in [Bur07, §6.3] for L′/k and the “p-part” of Conjecture 2 hold, then the
“p-part” of Conjecture 3 holds.
4. An application
In this section, as an application of Theorem 3.22, we give another proof of the “except 2-part”
of Darmon’s conjecture (Mazur-Rubin’s theorem, see Theorem 4.2).
4.1. Darmon’s conjecture. We review the slightly modified version of Darmon’s conjecture, for-
mulated in [MR11]. First, we fix the following:
• a bijection {all the places of Q} ≃ Z≥0 such that ∞ (the infinite place of Q) corresponds to
0 (from this, we endow a total order on {all the places of Q}),
• for each place v of Q, a place of Q lying above v.
Let F/Q be a real quadratic field, and χ be the corresponding Dirichlet character with conductor
f . Let n be a square-free product of primes not dividing f . Put
n± =
∏
ℓ|n,χ(ℓ)=±1
ℓ,
(throughout this section, ℓ always denotes a prime number), and let ν± be the number of prime
divisors of n±. Let
αn =
 ∑
σ∈Gal(Q(µnf )/Q(µn))
χ(σ)σ
 (1− ζnf ) ∈ F (µn)×,
where for any positive integer m, µm denotes the group of m-th roots of unity in Q, and ζm = e
2pii
m
(the embedding Q →֒ C is fixed above). Put
θn =
∑
σ∈Gal(F (µn)/F )
σαn ⊗ σ ∈ F (µn)
× ⊗Z Z[Gal(F (µn)/F )].
Let In be the augmentation ideal of Z[Gal(F (µn)/F )]. Note that the natural map
F× ⊗Z I
ν+
n /I
ν++1
n ⊗Z Z[
1
2
] −→ F (µn)
× ⊗Z I
ν+
n /I
ν++1
n ⊗Z Z[
1
2
]
is injective (see [Dar95, Lemma 9.2]).
Proposition 4.1 (Darmon [Dar95, Theorem 4.5 (2)]). We have θn ∈ F (µn)
×⊗Z I
ν+
n and the image
of θn in F (µn)
× ⊗Z I
ν+
n /I
ν++1
n ⊗Z Z[
1
2 ] belongs to F
× ⊗Z I
ν+
n /I
ν++1
n ⊗Z Z[
1
2 ].
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We often denote the image of θn in F (µn)
× ⊗Z I
ν+
n /I
ν++1
n ⊗Z Z[
1
2 ] also by θn.
Next, write n+ =
∏ν+
i=1 ℓi so that ℓ1 ≺ · · · ≺ ℓν+ (“≺” is the total order fixed above), and let λi
be the fixed place of F lying above ℓi. Let λ0 be the fixed place of F lying above ∞. Let τ be the
generator of Gal(F/Q). Take u0, . . . , uν+ ∈ OF [
1
n ]
× such that {(1− τ)ui}0≤i≤ν+ forms a Z-basis of
(1 − τ)OF [
1
n ]
× (which is in fact a free abelian group of rank ν+ + 1, see [MR11, Lemma 3.2 (ii)]),
and det(log |(1− τ)ui|λj )0≤i,j≤ν+ > 0. Put
Rn = (−1)
ν+(ϕ1ℓ1 ∧ · · · ∧ ϕ
1
ℓν+
)((1− τ)u0 ∧ · · · ∧ (1− τ)uν+) ∈ (1− τ)OF [
1
n
]× ⊗Z I
ν+
n /I
ν++1
n ,
where
ϕ1ℓi : F
× −→ In/I
2
n
is defined by ϕ1ℓi = rec λi(·) − 1, where rec λi : F
× → Gal(F (µn)/F ) is the local reciprocity map at
λi. Note that we have
Rn = det

(1− τ)u0 · · · (1− τ)uν+
ϕ1ℓ1((1 − τ)u0) · · · ϕ
1
ℓ1
((1 − τ)uν+)
...
. . .
...
ϕ1ℓν+
((1− τ)u0) · · · ϕ
1
ℓν+
((1− τ)uν+)
 .
Finally, let hn denote the n-class number of F , i.e. the order of the Picard group of SpecOF [
1
n ].
Now Darmon’s conjecture is stated as follows.
Conjecture 6 (Darmon [Dar95, Conjecture 4.3], [MR11, Conjecture 3.8]).
θn = −2
ν−hnRn in (F (µn)
×/{±1}) ⊗Z I
ν+
n /I
ν++1
n .
Mazur and Rubin proved that this conjecture holds “except 2-part”.
Theorem 4.2 (Mazur-Rubin [MR11, Theorem 3.9]).
θn = −2
ν−hnRn in F
× ⊗Z I
ν+
n /I
ν++1
n ⊗Z Z[
1
2
].
4.2. Proof of Theorem 4.2. We keep the notations in the previous subsection, and also use the
notations defined in §3. We specialize the general setting of §3 into the following:
• k = Q,
• L = F (a real quadratic field),
• L′ = F (µn)
+ (the maximal real subfield of F (µn)),
• S = S′ = {∞} ∪ {primes dividing nf},
• V = {∞} ∪ {primes dividing n+},
• V ′ = {∞},
• T : a finite set of places of Q such that
– S ∩ T = ∅,
– O×L′,S,T is torsion-free.
Then one sees that (L,S, V ), (L′, S, V ′) ∈ Ω = Ω(Q, T ).
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It is known that the Rubin-Stark conjecture (Conjecture 1) for all the triples in Ω holds ([Bur07,
Theorem A]). Let
εT = εL,S,T,V ∈
ν++1⋂
GL
O×L,S,T (resp. ε
′
T = εL′,S,T,V ′ ∈
1⋂
GL′
O×L′,S,T = O
×
L′,S,T )
denote the Rubin-Stark unit for the triple (L,S, V ) (resp. (L′, S, V ′)) (later we will vary T , so we
keep in the notation the dependence on T ).
Note that, since r′ = 1 in this setting, Conjecture 5 holds (see Remark 3.14). Note also that, since
F (µn)
+ is abelian over Q, the conjecture in [Bur07, §6.3] holds (see Remark 3.19). So, by Theorem
3.22, if we show the “except 2-part” of Conjecture 2, then we know that the “except 2-part” of
Conjecture 3 holds. The “except 2-part” of Conjecture 3 implies Theorem 4.2, as we will explain
below. Unfortunately, we cannot prove Conjecture 2 completely. Instead, we prove the following
weak version of it:
Proposition 4.3. Let Σ be a finite set of places of Q, which contains S and is disjoint from T . If
Σ is large enough, then we have
N
(1,ν+)
L′/L (ε
′
T ) ∈ O
×
L,Σ,T ⊗Z Q(L
′/L)ν+ ⊗Z Z[
1
2
].
The proof of this proposition is given in §4.3. This proposition gives sufficient ingredients to
prove the “except 2-part” of Conjecture 3: using Proposition 2.15, Theorem 2.17, Theorem 3.18,
and Proposition 3.21, we have the following
Theorem 4.4.
N
(1,ν+)
L′/L (ε
′
T ) = (−1)
ν+(
∧
ℓ|n+
ϕℓ)(εT ) in L
× ⊗Z Q(L
′/L)ν+ ⊗Z Z[
1
2
].
We will deduce Theorem 4.2 from Theorem 4.4 by varying the set T .
The following proposition is well-known.
Proposition 4.5. There exists a finite family T of T such that S∩T = ∅ and O×L′,S,T is torsion-free,
and for every T ∈ T , there is an aT ∈ Z[GL′ ] such that
2 =
∑
T∈T
aT δT in Z[GL′ ],
where δT =
∏
ℓ∈T (1− ℓFr
−1
ℓ ) ∈ Z[GL′ ].
For the proof, see [Tat84, Lemme 1.1, Chpt. IV]. Take such a family T and aT for each T ∈ T .
The following lemma will be proved in §4.3.
Lemma 4.6. (i)
(1− τ)
∑
T∈T
aT ε
′
T = NL(µn)/L′(αn) in L
′×/{±1},
where τ is regarded as the generator of Gal(L′/Q(µn)
+).
(ii)
(1− τ)
∑
T∈T
aT εT = (−1)
ν++12ν−hn(1− τ)u0 ∧ · · · ∧ uν+ in Q⊗Z
ν++1∧
GL
O×L,S .
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The following lemma is easily verified, so we omit the proof.
Lemma 4.7. The natural map Gal(L(µn)/L)→ G(L
′/L) induces an isomorphism
π : L× ⊗Z I
ν+
n /I
ν++1
n ⊗Z Z[
1
2
]
∼
−→ L× ⊗Z Q(L
′/L)ν+ ⊗Z Z[
1
2
],
and we have
π(θn) = (−1)
ν+
∑
σ∈G(L′/L)
σNL(µn)/L′(αn)⊗ σ
−1,
and
π(−2ν−hnRn) = (−1)
ν++12ν−hn(
∧
ℓ|n+
ϕℓ)((1 − τ)u0 ∧ · · · ∧ uν+).
Proof of Theorem 4.2. By Theorem 4.4, we have an equality
N
(1,ν+)
L′/L (ε
′
T ) = (−1)
ν+(
∧
ℓ|n+
ϕℓ)(εT )
in L× ⊗Z Q(L
′/L)ν+ ⊗Z Z[
1
2 ]. From this and Lemma 4.6, we deduce that an equality
(−1)ν+
∑
σ∈G(L′/L)
σNL(µn)/L′(αn)⊗ σ
−1 = (−1)ν++12ν−hn(
∧
ℓ|n+
ϕℓ)((1− τ)u0 ∧ · · · ∧ uν+)
holds in L× ⊗Z Q(L
′/L)ν+ ⊗Z Z[
1
2 ]. By Lemma 4.7, we have
θn = −2
ν−hnRn in F
× ⊗Z I
ν+
n /I
ν++1
n ⊗Z Z[
1
2
].

4.3. Proofs of Proposition 4.3 and Lemma 4.6. In this subsection, we give the proofs of
Proposition 4.3 and Lemma 4.6.
Proof of Proposition 4.3. (Compare [Dar95, Lemma 8.1 and Proposition 9.4].) It is known that
ε′T = NQ(µnf )+/L′(δT (1− ζnf )),
where δT =
∏
ℓ∈T (1− ℓFr
−1
ℓ ) (see [Pop11, §4.2]). Put
Gn = Gal(L(µn)/L),
and
ξn = δT
∑
σ∈Gn
σNQ(µnf )/L(µn)(1− ζnf )⊗ σ
−1 ∈ O×L(µn),Σ,T ⊗Z Z[Gn].
It is easy to see that
π(ξn) = 2
∑
σ∈G(L′/L)
σε′T ⊗ σ
−1,
where π : Z[Gn]→ Z[G(L
′/L)] is the natural projection. Hence, it is sufficient to prove that
ξn ∈ O
×
L(µn),Σ,T
⊗Z I
ν+
n ,
and
ξn ∈ O
×
L,Σ,T ⊗Z I
ν+
n /I
ν++1
n ⊗Z Z[
1
2
].
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We prove this by induction on ν+. When ν+ = 0, there is nothing to prove. When ν+ > 0,
decompose
Gn ≃ Gn− ×Gn+ ,
where Gn± =
∏
ℓ|n±
Gℓ and Gℓ = Gal(L(µℓ)/L). Each σ ∈ Gn is uniquely written as
σ = σ−
∏
ℓ|n+
σℓ,
where σ− ∈ Gn− , and σℓ ∈ Gℓ. We compute
δT
∑
σ∈Gn
σNQ(µnf )/L(µn)(1− ζnf )⊗σ
−1
−
∏
ℓ|n+
(σ−1ℓ −1) = ξn+
∑
d|n+,d6=n+
(−1)ν(n+/d)ξn−d
∏
ℓ|n+/d
(1−Fr−1ℓ ),
where ν(n+/d) is the number of prime divisors of n+/d. From this and the inductive hypothesis,
we have ξn ∈ O
×
L(µn),Σ,T
⊗Z I
ν+
n . Fix a generator γℓ of Gℓ. In O
×
L(µn),Σ,T
⊗Z I
ν+
n /I
ν++1
n , we have
δT
∑
σ∈Gn
σNQ(µnf )/L(µn)(1−ζnf )⊗σ
−1
−
∏
ℓ|n+
(σ−1ℓ −1) = (−1)
ν+Dn+δTNQ(µnf )/L(µn+ )(1−ζnf )⊗
∏
ℓ|n+
(γℓ−1),
where Dn+ ∈ Z[Gn+ ] is the Kolyvagin’s derivative operator, defined by
Dn+ =
∏
ℓ|n+
(
ℓ−2∑
i=1
iγiℓ).
Since we have the decomposition
Iν+n /I
ν++1
n ≃<
∏
ℓ|n+
(γℓ − 1) >Z ⊕I
old
n ,
where Ioldn is a subgroup of I
ν+
n /I
ν++1
n , and the isomorphism
<
∏
ℓ|n+
(γℓ − 1) >Z
∼
−→
⊗
ℓ|n+
Gℓ ;
∏
ℓ|n+
(γℓ − 1) 7→
⊗
ℓ|n+
γℓ,
(see [MR11, Proposition 4.2 (i) and (iv)]), it is sufficient to show that
Dn+δTNQ(µnf )/L(µn+ )(1− ζnf ) ∈ O
×
L,Σ,T /(O
×
L,Σ,T )
m,
where m is the greatest odd common divisor of {ℓ− 1 | ℓ|n+}. Note that⊗
ℓ|n+
Gℓ ⊗Z Z[
1
2
] ≃ Z/mZ.
It is well-known that
Dn+δTNQ(µnf )/L(µn+ )(1− ζnf ) ∈ (O
×
L(µn+ ),Σ,T
/(O×L(µn+ ),Σ,T
)m)Gn+ ,
(see [Rub90, Lemma 2.1], [Dar95, Lemma 6.2] or [Rub00, Lemma 4.4.2 (i)]), hence the claim follows
if we show that H1(Gn+ ,O
×
L(µn+ ),Σ,T
) = 0 for sufficiently large Σ. If Σ is large enough, then we
have the exact sequence
0 −→ O×L(µn+ ),Σ,T
−→ O×L(µn+ ),Σ
−→
⊕
w∈TL(µn+)
F×w −→ 0,
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where F×w denotes the residue field at w. Since
⊕
w∈TL(µn+)
F×w is a cohomologically-trivial Gn+-
module, the above exact sequence shows that H1(Gn+ ,O
×
L(µn+ ),Σ,T
) = H1(Gn+ ,O
×
L(µn+ ),Σ
). Since
Σ is large enough, we have the exact sequence
0 −→ O×L(µn+ ),Σ
−→ L(µn+)
×
⊕
w ordw−→
⊕
w/∈ΣL(µn+)
Z −→ 0.
From this, we see that H1(Gn+ ,O
×
L(µn+ ),Σ
) = 0. Hence we have H1(Gn+ ,O
×
L(µn+ ),Σ,T
) = 0. 
Remark 4.8. Consider the following composite map:
L× ⊗Z Q(L
′/L)ν+ ⊗Z Z[
1
2
]
∼
−→ L× ⊗Z I
ν+
n /I
ν++1
n ⊗Z Z[
1
2
]
−→ L×⊗Z <
∏
ℓ|n+
(γℓ − 1) >Z ⊗ZZ[
1
2
]
∼
−→ L×/(L×)m,
where the first isomorphism is π−1, the second arrow is the projection, and the last isomorphism is
induced by
<
∏
ℓ|n+
(γℓ − 1) >Z −→Z/mZ ;
∏
ℓ|n+
(γℓ − 1) 7→ 1.
If n = n+ and put ν = ν+, then the above proof shows that the image of 2N
(1,ν)
L′/L
(ε′T ) under this
map coincides with (−1)νDnε
′
T . Hence, one can regard that the “higher norm operator” N
(1,ν)
L′/L is a
generalization of Kolyvagin’s derivative operator Dn. This observation is originally due to Darmon
([Dar95, Proposition 9.4]).
Proof of Lemma 4.6. (i) From
2ε′T = δTNQ(µnf )/L′(1− ζnf ),
we obtain
2
∑
T∈T
aT ε
′
T = 2NQ(µnf )/L′(1− ζnf )
(see Proposition 4.5). We compute
(1− τ)NQ(µnf )/L′(1− ζnf ) = NL(µn)/L′((1 − τ)NQ(µnf )/L(µn)(1− ζnf ))
= NL(µn)/L′(αn),
hence we have
(1− τ)
∑
T∈T
aT ε
′
T = NL(µn)/L′(αn) in L
′×/{±1}.
(ii) By Lemma 3.4, RV is injective on eχ(Q ⊗Z
∧ν++1
GL
O×L,S), so it is sufficient to prove that
RV ((1− τ)
∑
T∈T
aT εT ) = (−1)
ν++12ν−hnRV ((1− τ)u0 ∧ · · · ∧ uν+).
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By the characterization of εT , the left hand side is equal to 2(1−τ)Θ
(ν++1)
L,S (0). Using the well-known
class number formulas for n-truncated Dedekind zeta functions of L and Q (see [Gro88, §1]), we
have
2(1 − τ)Θ
(ν++1)
L,S (0) = 4hneχ
RL,n
RQ,n
,
where RL,n and RQ,n are the usual n-regulators for L and Q respectively. In Lemma 4.9, we will
prove an equality
eχRL,n = (−1)
ν++12ν−−1RQ,neχRV (u0 ∧ · · · ∧ uν+).
Hence we have
2(1− τ)Θ
(ν++1)
L,S (0) = (−1)
ν++12ν−hnRV ((1− τ)u0 ∧ · · · ∧ uν+),
which completes the proof. 
Lemma 4.9.
eχRL,n = (−1)
ν++12ν−−1RQ,neχRV (u0 ∧ · · · ∧ uν+).
Proof. (Compare the proof of [Rub96, Theorem 3.5].) There is an exact sequence of abelian groups:
0 −→ Z[
1
n
]×/{±1} −→ OL[
1
n
]×/{±1}
1−τ
−→ (1− τ)OL[
1
n
]× −→ 0.
Since (1 − τ)OL[
1
n ]
× is torsion-free (see [MR11, Lemma 3.2 (ii)]), this exact sequence splits. So
we can choose η1, . . . , ην ∈ Z[
1
n ]
× so that {η1, . . . , ην , u0, . . . , uν+} is a basis of OL[
1
n ]
×/{±1} (ν is
the number of prime divisors of n). Write n− =
∏ν−
i=1 ℓ
′
i, where ℓ
′
i is a prime number. Let λ
′
i be
the (unique) place of L lying above ℓ′i. We compute the regulator RL,n with respect to the basis
{η1, . . . , ην , u0, . . . , uν+} of OL[
1
n ]
×/{±1} and the places {λ′2, . . . , λ
′
ν− , λ
τ
0 , . . . , λ
τ
ν+ , λ0, . . . , λν+}:
RL,n = ± det
(
log |η|λ′ log |η|λτ log |η|λ
log |u|λ′ log |u|λτ log |u|λ
)
,
where we omit the subscript, for simplicity (for example, log |η|λ′ means the ν × (ν− − 1)-matrix
(log |ηi|λ′j )1≤i≤ν,2≤j≤ν−). We may assume that the sign of the right hand side is positive (replace η1
by η−11 if necessary). We compute
det
(
log |η|λ′ log |η|λτ log |η|λ
log |u|λ′ log |u|λτ log |u|λ
)
= det
(
log |η|λ′ log |η|λ log |η|λ
log |u|λ′ log |u|λτ log |u|λ
)
= det
(
log |η|λ′ log |η|λ 0
log |u|λ′ log |u|λτ log |u|λ − log |u|λτ
)
= det( log |η|λ′ log |η|λ ) det(log |u|λ − log |u|λτ )
= det( 2log |η|ℓ′ log |η|ℓ ) det(log |(1 − τ)u|λ)
= 2ν−−1RQ,n det(log |(1 − τ)u|λ).
Hence we have
eχRL,n = 2
ν−−1RQ,neχ det(log |(1 − τ)u|λ).(7)
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On the other hand, we compute
eχRV (u0 ∧ · · · ∧ uν+) = (−1)
ν++1eχ det(log |u|λ + log |τ(u)|λτ)
= (−1)ν++1eχ det(log |(1− τ)u|λ + (1 + τ)log |τ(u)|λ)
= (−1)ν++1eχ det(log |(1− τ)u|λ),
where the first equality follows by noting that RV =
∧
0≤i≤ν+
(−log | · |λi− log |τ(·)|λiτ) by definition
(see §3.1), and the last equality follows from eχ(1 + τ) = 0. Hence, by (7), we have the desired
equality
eχRL,n = (−1)
ν++12ν−−1RQ,neχRV (u0 ∧ · · · ∧ uν+).

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