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Idiographic measurement models such as p-technique and dynamic factor analysis (DFA) are
models that explain variability across an individual using time series data. These methods provide
more accurate models than models obtained from aggregated data and are preferred for personal-
ized psychotherapy and medicine. However, there is no consensus on how to arrive at nomothetic
generalizations from replications of individual-level measurement models, largely due to a lack
of principled methods for deciding when latent constructs are similar enough between individuals
to be considered the same construct. In a typical daily diary study, there may be 100 or more
individuals, each with differing types and levels of non-invariance with other individuals in the
study. If individuals have models that are not measurement invariant, it is problematic to make
interindividual comparisons. Making sense of which and how individuals can be compared at the
interindividual level becomes unfeasible and difficult to interpret as the number of individuals in-
creases. This dissertation develops clustering methods for comparison and grouping of individuals
with similar measurement models. To explore the utility and effectiveness of these methods, two
simulation studies were conducted, and the method was demonstrated with two empirical exam-
ples.
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1 INTRODUCTION
Idiographic measurement models such as p-technique and dynamic factor analysis (DFA) are
models that explain variability across an individual using time series data. These methods pro-
vide more accurate models than models obtained from aggregated data (Molenaar & Campbell
2009) and are preferred for personalized psychotherapy and medicine (Fisher & Boswell 2016).
However, there is no consensus on how to arrive at nomothetic generalizations from replications
of individual-level measurement models, largely due to a lack of principled methods for deciding
when latent constructs are similar enough between individuals to be considered the same construct.
In a typical daily diary study, there may be 100 or more individuals, each with differing types and
levels of non-invariance with other individuals in the study. If individuals have models that are
not measurement invariant, it is problematic to make interindividual comparisons, as we would not
know that we are actually comparing the same concept between two individuals. (Nesselroade,
Gerstorf, Hardy, & Ram 2007). Making sense of which and how individuals can be compared at
the interindividual level becomes unfeasible and difficult to interpret as the number of individuals
increases. Developing clustering methods for comparison and grouping of individuals with similar
measurement models would allow for more parsimonious comparison of individuals. In this paper,
I propose methods for clustering individuals based on similarity in measurement model parameters
obtained from daily diary type data.
First, I review relevant literature on idiographic factor modeling. Next, I review clustering for time
series analysis and explain how similarity measures from the measurement invariance literature
can be used for clustering unidimensional measurement models. Finally, to explore the utility and
effectiveness of these measures, I propose two studies. In Study 1, I will conduct a simulation
study, demonstrating the recovery of groups generated to have differing measurement models. I
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will evaluate the performance of each similarity measure with tests of invariance between individ-
uals and their respective cluster’s pooled model. I will also present an empirical example from a
study on personality disorders. In Study 2, I propose an extension of Study 1 to dynamic factor
analysis (DFA). DFA extends P-technique by including lagged latent processes in the model. I will
conduct a simulation study to explore potential issues with statistical inference of autoregressive
effects and with an empirical example, test if different measurement models of negative affect are
differently associated with stressful events.
2
2 IDIOGRAPHIC FACTOR ANALYSIS
Many have emphasized the importance of collecting and analyzing time series in individuals
(Molenaar 1985; Cattell, Cattell, & Rhymer 1947; Nesselroade 1991; Jones & Nesselroade 1990).
Perhaps the strongest argument for the modeling of intraindividual processes is that these pro-
cesses are rarely ergodic. That is, relationships found between people are rarely the same strength
or sometimes even direction as relationships found within people (Molenaar & Campbell 2009).
A classic example is that people who type faster are less likely to make mistakes while typing.
However, those who type faster than their average typing speed are more likely to make mistakes.
In this example, the relationship between typing speed and mistakes is negative between people but
positive within people (Hamaker 2006). In other words, non-ergodic processes suggest that cross-
sectional inferences cannot be applied to intraindividual processes (Hamaker 2006; Molenaar &
Campbell 2009; Nesselroade, McArdle, Aggen, & Meyers 2001; Hamaker, Dolan, & Molenaar
2003; Ram, Shiyko, Lunkenheimer, Doerksen, & Conroy 2014; Nesselroade & Molenaar 2010;
Hamaker, Dolan, & Molenaar 2005; Lane, Gates, Pike, Beltz, & Wright 2019). Idiographic meth-
ods are needed because researchers often use nomothetic models to test idiographic hypotheses.
For example, Rovine (2012) explains how researchers use the linear growth curve model, where
random effects are estimates based on the average of the group, to make inferences about individ-
uals’ trajectories. Equal numbers of individuals with positive and negative trajectories over time
would be obscured by an averaged value indicating no change over time. Idiographic methods
would reveal the different trajectories of all individuals.
Similarly, individuals may differ in the ways that observed variables correlate across time. For
example, in the context of depression, an individual may demonstrate hypersomnia with increases
in depression while another individual demonstrates insomnia with increases in depression, result-
ing in opposite-signed loadings for sleep. In this way, the experience of depression differs at the
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level of the observed variables even if both individuals are experiencing latent-level depression.
If individuals’ models differ, the interpretation of the latent construct might also differ. For these
reasons, it is important to study the idiosyncracies of individuals’ measurement models. Factor
analysis in time series has largely focused on P-technique and dynamic factor analysis (DFA),
including the direct AR factor score (DAFS) model, also referred to as the process factor anal-
ysis (PFA) model (McArdle 1982), and the white-noise factor score model (WNFS) (Molenaar,
De Gooijer, & Schmitz 1992). Here, I focus on the strengths, weaknesses, and interpretations of
P-technique and the DAFS model, as it is used more frequently than the WNFS model.
2.1 P-technique
P-technique was first suggested by Cattell (1947) as an idiographic method for understanding
factor structures at the individual level. P-technique was formulated very similarly to the tradi-
tional method of factor analysis, termed R-technique, which uses data across individuals; however,
P-technique focuses on intra-individual variability, applying factor analysis across observations
within an individual. Cattell (1947) explained this approach through the ”data box” (Figure 2.1),
a three-dimensional box conceptualizing data typically collected in psychology.
One axis represents persons, one axis represents occasions, and one access represents vari-
ables. In traditional factor analysis, analysis is performed on one occasion over many individuals
and variables (R-technique); however, with P-technique, analysis is performed on one person over
many occasions and variables. P-technique is represented in equation form with p observed vari-
ables and k latent variables as:
yt = Λft + ut (2.1)
where yt is a px1 vector of observed variables measured at time t, Λ is a pxk matrix of factor
loadings, ft is a vector of k factor scores at time t, and ut is the unique error at time t.
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Figure 2.1: Cattell’s Data Box.
Note.From Nesselroade and Molten (2005)
P-technique has been used in a variety of contexts. In an empirical example, looking at psy-
chophysiological readings, Cattell (1947) found in one individual (t = 55) enough day-to-day
variability to conduct factor analysis on the individual, suggesting that P-technique may be useful
for exploring intraindividual variability. Lebo & Nesselroade (1978) used P-technique to explore
the extent to which interindividual variability could be generalized to intraindividual variability
in women who completed daily reports pre- and post-natal. Arguing for the use of idiographic
measurement and analysis, they explained how cross-sectional studies are not adequate for making
generalizations to individual change. In their empirical example they demonstrate variability in
how generalizable some factors are across individuals, supporting their argument. They ultimately
argue for individual-level measurement modeling in the study of personality. P-technique has also
been used to explore similarities in temperament factor structure within and between mother and
child dyads, finding that mothers and their respective children exhibited more similarity in factor
structure than found in between-dyad relationships (Hooker, Nesselroade, Nesselroade, & Lerner
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1987). Exploratory P-technique is also typically used to arrive at the factor structure used in more
complex models like dynamic factor analysis (Hamaker et al. 2005; Ferrer & Nesselroade 2003;
Lo, Molenaar, & Rovine 2017).
One criticism of P-technique was that it did not account for time related dependencies or trends,
whether manifested as lagged relationships between latent variables or serial autocorrelation of the
errors of observed variables (Anderson 1963; Molenaar 1985; Wood & Brown 1994). P-technique,
however, still can be useful if there are not dependencies that need to be modeled, or again, to
arrive at the factor structure prior to DFA.
2.2 DFA
Dynamic factor analysis (DFA) was offered as an answer to the problems inherent in P-technique,
namely, lack of accounting for the dependencies in data across time. By accounting for these
lagged dependencies, DFA allows us to model both the factor structure of a latent construct and
dynamics in a latent construct over time.
Ultimately, DFA can be conceptualized as two different models, the Direct Autoregressive Factor
Score (DAFS) Model, originally theorized by Engle and Watson (1981) and conceptualized for
psychology by McArdle (1982) and the White Noise Factor Score (WNFS) model, proposed by
Geweke and Singleton (1981) and further developed by Molenaar (1985).
The present studies will focus on the DAFS model because it is the most commonly described in
the literature. From hereon, when DFA is mentioned, it is referring to the DAFS model. DAFS
models the effect of the latent variable at time t− 1 on the latent variable at time t. The measure-
ment component of the DAFS model is equivalent to the model presented for P-technique shown
in Equation 1 (Molenaar 2017). DFA is represented in equation form with the structural model
(i.e., the model of the relationships between latent variables) shown below.
ft = B1ft−1 + B2ft−2 + ...+ Bsft−s + vt (2.2)
Again, ft is a vector of k factor scores for the latent variable at time t, Bs is a matrix consisting
of β weights estimated for the effect of the latent variable at time t − s on time t , and vt is a
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disturbance term, modeling disturbances to the factor score that are not accounted for by the other
terms (i.e., autoregressive effects). Even though DFA presents a solution to the main criticism of P-
technique, that dependencies between time points are not taken into account (Rovine & Lo 2012),
P-technique is in fact a special case of dynamic factor analysis, where the number of estimated
lags is zero (Rovine & Lo 2012; Wood & Brown 1994).
2.3 Bridging Idiographic and Nomothetic Methods
In addition to emphasis on collecting and analyzing time series data, the importance of finding
principled ways to generalize idiographic analyses to nomothetic inferences has been discussed
(Jones & Nesselroade 1990; Nesselroade et al. 2007; Gates & Molenaar 2012). A comprehen-
sive review of P-technique as of 1990 argued for better methods for finding congruency between
factor structures of different individuals, demonstrating that most researchers relied primarily on
heuristic, subjective methods of matching factor patterns despite measures such as the coefficient
of congruency being available (Jones & Nesselroade 1990).
In the context of factor analysis, one solution for obtaining nomothetic information from individual-
level processes is to pool individual covariance structures and conduct analyses on the pooled ma-
trices (Nesselroade & Molenaar 1999). Using this approach, Chow et al. (2004) pooled individuals
with similar covariance structures by fitting the pooled data to a P-technique model and compar-
ing model fits of each individual-level model to the pooled model, finding that the majority of
individuals aligned with the pooled model (10 of 12). Pooled covariance matrices may be of use
when individuals have the same factor structures. Within this method, Nesselroade and Molenaar
(1999) proposed an algorithm for deciding which individuals should be pooled, but it is unknown
whether this method addresses measurement noninvariance. Similarly, DSEM (Dynamic Struc-
tural Equation Modeling), implemented in Mplus, allows for multilevel SEM of time nested within
individuals, again when individuals are assumed to have the same factor structure. Composite
scores can also be used (Hamaker, Asparouhov, Brose, Schmiedek, & Muthén 2018).
Other developments have allowed for nomothetic models where individuals have similar but not the
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same factor structure and/or loading pattern. Measurement invariance allows the researcher to con-
sider the latent variables the same across individuals and legitimizes between-person comparisons.
Nesselroade, Gerstorf, Hardy, and Ram (2007), however, argue that flexibility should be allowed
in between-person invariance, advocating that the latent variable of interest might be measured
differently for different individuals but still capture the latent concept at hand (Nesselroade et al.
2007). This leads to difficulties when attempting to obtain nomothetic information from individual
level-models, all with potentially different factor structures. Nesselroade et al. (2007) presented
the idiographic filter as a solution for simultaneously modeling intraindividual variability and in-
terindividual relationships, arguing that it is better to filter idiosyncrasy rather than average it out.
They achieved this by conducting individual level analyses to arrive at different factor structures
for every individual. That is, factor loadings were not assumed to be invariant across individuals.
They then performed multiple group SEM, constraining factor intercorrelations to be equal across
individuals. In this way, they posited factor invariance to be at the level of the factor intercorrela-
tions rather than the factor loadings. Methods such as this approach the challenge of determining
what can be inferred from a group of single-subject analyses.
LV-GIMME, an update to GIMME (Group Iterative Multiple Model Estimation), takes a similar
approach by allowing for individuals to have different factor loading patterns (Gates, Fisher, &
Bollen 2019). The creators of LV-GIMME, however, suggest that individuals have similar mea-
surement models, allowing for differing structural models across individuals for how these latent
constructs relate to each other. The creators indicate that requiring the same measurement pattern
enables researchers to know that the same construct is being used for everyone. This contrasts
the idiographic filter which imposes equality of the structural model across individuals but allows
for differences in the measurement model. GIMME is a model search method using the uSEM
approach to model idiographic, individual-level processes as well as cluster and group-level pro-
cesses. (Gates, Molenaar, Hillary, Ram, & Rovine 2010). Details of the process of the algorithm
can be found in Gates and Molenaar (2012) and have also been presented elsewhere (Lane et al.
2019; Beltz & Gates 2017). Both the idiographic filter and LV-GIMME allow for greater flexibility
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in modeling group-level processes for individuals that have measurement noninvariance at the level
of the factor, yet do not contain methods for determining which individuals exhibit measurement
invariance and therefore, what comparisons can be made between individuals.
Finally, Asparouhov and Muthen (2013) proposed the alignment method to minimize noninvari-
ance among groups. This method is, however, better suited for aligning cross-sectional groups
rather than individuals in a daily diary study since there is bias in the parameters in data with
sixty or more groups (individuals in the case of daily diary data) and fewer than 1000 observations
(timepoints in the case of daily diary data) within each group. As mentioned previously, we often
have greater than sixty groups (individuals) in daily diary research and typically have fewer than
1000 observations (timepoints) per group.
Addressing the question of invariance between individuals in a principled manner will be a fun-
damental challenge going forward. Here, I suggest that exploring the utility and recoverability of
similar individuals using distance-based clustering based on factor loading patterns will be useful.
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3 CLUSTERING TIME SERIES
To better understand the process of clustering individuals based on measurement model pa-
rameters, I review general time series clustering methods. Clustering is a method for unsupervised
classification of patterns (i.e. observations, variables, vectors) into similar groups, the goal being
that patterns within a cluster are more similar to each other than they are to patterns in other clus-
ters. Distance-based clustering is a flexible technique that can be used on most types of data, and
most clustering methods can be reduced to a distance-based technique. The most well-known of
distance-based clustering algorithms is k-means clustering (Aggarwal & Reddy 2013).
3.1 Time Series Clustering Applications
Unsupervised distance-based clustering has been applied in a variety of contexts in the psy-
chological and behavioral fields. Many clustering methods have been applied to fMRI data which
heavily relies on preprocessing for dimensionality reduction. Methods used included fuzzy clus-
tering, where each individual has a probability of belonging to a cluster (Golay et al. 1998), hierar-
chical agglomerative clustering using the Mahalanobis distance, a distance index shown to down-
weight noisy dimensions (Goutte, Toft, Rostrup, Nielsen, & Hansen 1999), and a random walk
approach clustering based on model parameters (Gates, Lane, Varangis, Giovanello, & Guiskewicz
2017).
Distance-based clustering of behavioral time series data is less common and many applications
come from outside of psychology. Patterns of human activity in Chicago were clustered to im-
prove public transit schedules. Individuals completed a two-day survey of activities and travels
which were then represented as 5-minute intervals. Dimensionality reduction occurred through
PCA (principal component analysis) of the activities, and clustering was performed using the k-
means algorithm and Euclidean distance between PCA values. (Jiang, Ferreira, & González 2012).
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Finally, clustering was performed on raw time series of individuals completing a cooperative task
together, using dynamic time warping (DTW), edit distance with real penalty (ERP), and edit dis-
tance on real sequence (EDR) (Kurbalija et al. 2012).
3.2 Clustering Steps
While clusters may differ in the way distance measures are defined (e.g., Euclidean distance)
or the algorithm used to arrive at groups (e.g., k-means), clustering analysis tends to involve the
following steps, with steps 4 and 5 being implemented when needed and depending on the purpose
of analysis (Jain, Murty, & Flynn 1999). At each step, I include a description of the decisions made
for the current study.
1. Pattern representation. The first step is to determine how data will be represented. Approaches
might, for example, cluster on raw data, measuring similarity between data sets. Other approaches
involve transforming the data to a more parsimonious format. This approach could include clus-
tering based on a model coefficient, such as the model-estimated slopes of the data sets being
clustered (Jain et al. 1999; Aggarwal & Reddy 2013). Clustering based on model parameters are
more appropriate than clustering based on raw data when similarity in behavior (i.e., correlation
between variables) matters more than proximity of data points (Aggarwal & Reddy 2013). Some
approaches have combined distance and behavior based measures to account for both (Chouakria
& Nagabhushan 2007). Finally, there are spectral-based, density-based, and dimensionality reduc-
tion methods (Aggarwal & Reddy 2013).
High dimensionality is an issue common to time series data and an important topic for de-
ciding on pattern representation (Aggarwal & Reddy 2013; Aghabozorgi, Seyed Shirkhorshidi, &
Ying Wah 2015; Liao 2005). Not only does high dimensionality result in computational issues
(Diaz 2010), but clustering high dimensional data using traditional methods also may result in
clusters based on noise (Aghabozorgi et al. 2015) and irrelevant dimensions (Aggarwal & Reddy
2013). This is referred to as a concentration effect, where adding more noisy and uncorrelated
features lead to all pairwise distances between data points being similar. In this way, the distance
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no longer represents the intrinsic distance between objects. Similar to issues with making mul-
tiple comparisons, we are likely to find some similarity when there are a lot of dimensions on
which to be similar. There is also a reduction in statistical significance of cluster outcomes when
there is too much noise (Aggarwal & Reddy 2013). Some clustering methods, such as the density-
based method, DBSCAN, cannot be used in high-dimensional data such as time series because the
Euclidean distance becomes meaningless as the number of divisions between nearest neighbors in-
creases (Aggarwal & Reddy 2013). Model-based and feature-based clustering aim to convert time
series into some lower dimensional representation in order to have less data on which to cluster
and to reduce the likelihood of clustering based on noise. Examples include first conducting PCA
on the data, fitting a time series model and clustering based on the model coefficients, or clustering
based on frequency domain parameters (Liao 2005; Jiang et al. 2012; Aghabozorgi et al. 2015;
Fokianos & Promponas 2012). Some propose using non-parametric distance measures to account
for both the dependence in data and the high dimensionality (Diaz 2010) and some discourage
clustering on raw data at all (Goutte et al. 1999; Aghabozorgi et al. 2015) . In summary, dimen-
sionality reduction is an important part of time series clustering.
For the purposes of this study, I will be clustering based on the model parameters obtained through
factor analysis. This aligns with Aggarwal’s (2013) suggestion that model parameters are preferred
for clustering when similarity in behavior is more important because, here, I am interested in simi-
larities in variability across time. This also aligns with good practice of performing dimensionality
reduction on time series prior to clustering (Aggarwal & Reddy 2013).
2. Definition of distance. Distance measures are used as a metric for how similar two data sets
are. There are a variety of distance measures and appropriateness of the measure often depends
on the type of data being clustered and the ultimate goal of the clustering. The distance measures
are formed into a dissimilarity/similarity matrix which is then fed through a clustering algorithm
(described in Step 3). The most popular distance measure is Euclidean distance, the distance be-
tween two points in space. This could be distance between raw data points or features of data sets.
Choosing the definition of distance (i.e., dissimilarity/similarity) is one of the main challenges in
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time series clustering. I will be exploring the use of four similarity measures that capture distance
between individuals to be explained in detail later.
3. Clustering. In this step, the algorithm used for clustering based on the data representation chosen
in step 2 is selected. Within distance-based clustering, these algorithms can typically be classified
into two different types of algorithms, hierarchical and flat. In hierarchical algorithms, clusters are
represented in a dendogram structure, where clusters are arrived at either through an agglomerative
or divisive approach. Agglomerative algorithms initially designate each observation as a singleton
cluster and merge clusters until the predefined stopping criteria based on some objective function is
met. The stopping criteria could be as simple as the number of iterations or a more complex func-
tion determining how well the clusters are divided. Divisive clusters begin with all observations in
one cluster and split the successive clusters until the stopping criteria is met. Flat algorithms still
arrive at clusters iteratively; however, the cluster assignment is not achieved by joining or dividing
existing clusters. Instead, at each iteration, a data set is assigned to the closest centroid (e.g. mean,
median, etc.) chosen for clustering and the centroid is then adjusted according to the new data set
assigned to it. This is iterated until a stopping criteria is met (Aggarwal & Reddy 2013). In this
study, I will test a variety of algorithms to be discussed later.
4. Data abstraction. With data abstraction, representative descriptions of each cluster are deter-
mined. The simplest of these would be the centroid measure of a cluster (e.g., mean, median,
mode). Data abstraction may also take the form of the average model of a given cluster. (Jain et
al. 1999). For this study, data will be abstracted through pooling of the data as done in Chow et al.
(2004). Thus, individuals in a cluster can be compared to a pooled model.
5. Assessment of output. In this step, the validity of the cluster is determined through measures
of external and/or internal validity. In the cases where there is no obvious truth, internal measures
of validity can be useful. Typically, these optimize clusters by maximizing the distance between
clusters and minimizing the distance within clusters. Modularity is the most common of these
methods; however, modularity is not a measure of absolute cluster quality, but rather a relative
measure of one cluster to another. Thus, it is insufficient for assessing whether a given solution is
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the ”correct” solution. When the data generating model is known, such as in a simulation study,
we can use measures like the Rand Index (RI) (Rand 1971) and the Adjusted Rand Index (ARI)
(Hubert & Arabie 1985) to compare cluster solutions to the data generating model. To both select
the optimal cluster solution and to assess the validity of clusters in this study, the proportion of
invariant individuals will be reported.
Traditional tests of invariance will be used to determine the proportion of individuals in a given
cluster that are invariant from the cluster’s pooled model at consecutive numbers of clusters. That
is, the cluster solution with the highest proportion of invariant individuals will be selected as the
best cluster solution. This allows us to explore the optimal number of clusters for reducing non-
invariance in a given sample. Configural invariance, that two individuals have the same pattern of
fixed and free loadings, will be assumed. The results will be evaluated using two indicators of in-
variance, metric invariance and scalar invariance. The ARI will also be reported to assess whether
these tests of invariance align with the data generating models.
Metric invariance implies strong factorial invariance, that the factor loadings are equal between
groups. For the purposes of this study, Λi = Λk (Horn & McArdle 1992), where Λi is a matrix of
factor loadings for individual i, and Λk is a matrix of factor loadings for cluster k. For example,
if there is metric non-invariance between an individual and its’ respective cluster for the latent
variable negative affect, at least one of the factor loadings is different (e.g. shame) between the
individual and its’ cluster. This would mean that shame is more/less closely related to negative
affect in the individual than it is for the composite cluster model. To test metric invariance, two
models are fit. The first model constrains factor loadings to equality across the individual and the
group, and the second model allows factor loadings to differ. Model fit between the two models
is then compared. If the model fit is not significantly worse in the constrained model, metric
invariance is supported (Putnick & Bornstein 2016). In this study, we use ∆RMSEA < .01,
∆CFI > −.002, and ∆SRMR < .015 as cutoff points for whether an individual is metric
invariant from their respective cluster.
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Scalar invariance implies that the intercepts between fit models are equal. That is, vi = vk, where
vi is a vector of intercepts for individual i, and vk is a vector of intercepts for cluster k (Meredith
1993). Using the example of shame and negative affect, if there is noninvariance, it would mean
that the individual experiences more/less intense shame than the overall cluster, but this difference
does not relate to levels of negative affect. The process for testing scalar invariance is similar to
testing metric invariance. In addition to constraining the factor loadings to equality, the intercepts
are also fixed to equality. Again, if the model fit of the constrained model is not significantly
worse, scalar invarinace is supported (Putnick & Bornstein 2016). Again, we use ∆RMSEA <
.01, ∆CFI > −.002, and ∆SRMR < .015 as cutoff points for whether an individual is scalar
invariant from their respective cluster.
In the follow, I provide greater detail on the choice of similarity measures (Step 2) and clustering
algorithms (Step 3) for this study.
3.3 Similarity Measures
As previously discussed, the choice of similarity measure is one of the most important decisions
when clustering. Here, I provide detail on the choice of similarity measures for this study. The
similarity measure should reflect the way in which the researcher is trying to divide the data.
Traditional statistics for determining factor similarity between groups show promise for separating
individuals based on differences in measurement models. The following measures will be used
to populate N by N symmetric matrices where each element is the similarity between two given
individuals.
3.3.1 Congruence Coefficient
The congruence coefficient (CC) (Tucker 1951) is the most commonly used measure for deter-
mining factor similarity for one factor. More specifically, it evaluates similarity in factor loading
patterns. (Lorenzo-seva & Berge 2006). The CC is defined as the cosine of two vectors of factors








where xi and yi are loadings of variable i on the respective factors. This formula differs from Pear-
son’s correlation coefficient. The correlation coefficient is the cosine of the two vectors based at the
mean of each factor instead of based at zero, as is the congruence coefficient (Revelle n.d.). As ex-
plained by Lorenzo-Seva (2006), basing the CC on the raw cross products rather than the centered
cross products makes the CC sensitive to additive constants, a desirable property. Lorenzo-Seva
provides the example where the loadings (.1, .1,−.3) and (.4, .4, 0) would be perfectly correlated
but have very different factor interpretations. The CC of 0.43 is more appropriate of a descriptor
than r = 1. However, a similarity matrix formed with congruence coefficients will resemble the
typical correlation similarity matrix. P-technique literature supports use of the CC for determin-
ing factor similarity when comparing individual results to composite results (Zevon & Tellegen
1982), in determining factor similarity between a mother and child in a dyad (Hooker et al. 1987),
and for determination of replicability across people (Borkenau & Ostendorf 1998; Bath, Daly, &
Nesselroade 1976).
3.3.2 Coefficient of Invariance
Pinneau and Newhouse (1964) define the coefficient of invariance (COI) as the correlation






where Z1 is an N by n score matrix, with N observations and n factors, F is an N by p matrix of
factor scores with p observed variables, A is the factor loading matrix of group 1, B is the factor
loading matrix of group 2, and G is an n by p matrix of factor scores. Both F and G arrive at factor
scores from the score matrix of group 1 and from their respective loading patterns.
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Like the CC, the COI is bounded from zero to one and is similar in format to a correlation
matrix. For the purposes of this paper, I am only getting the COI for one factor; however, it would
be possible to obtain a similarity matrix for each factor. Unlike the CC, the COI is not sensitive to
additive differences in loading patterns. Additionally, it assesses similarity in factor structure based
on the score matrices (Derogatis, Serio, & Cleary 1972) rather than the factor loading patterns.
Everett (1983) suggested the COI be used for determination of number of factors to retain and for
appropriate factor rotation, and Derogatis et al. (1972) have discussed use of the COI as a factor
matching measure. The COI has been used in substantive contexts, for example, to ensure factor
comparibility across cultures (Nakano 2001) and to compare factor stability across age and cohort
in the Minnesota Multiphasic Personality Inventory (MMPI) (Finn 1986).
3.3.3 Salient Variable Similarity Index
Cattell (1960) developed the salient variable similarity index, or s-index, as a non-parametric
measure for factor comparibility. In this method, factor loadings between two groups are converted
to a 3 by 3 contingency table of positive salients, negative salients, and non-salients. The formula
for the s-index is the average of the frequency of matching cell pairs in contingency table f or:
s = (f11 + f33 − f13 − f31/f11 + f33 + f13 + f31 + 1)/2(f12 + f21 + f23 + f32) (3.4)
Derogatis (1972) criticized the s-index because of the subjectivity present when converting fac-
tor loadings to salients or non-salients but also suggests that its non-parametric nature allows for
fewer assumptions of the data. Like the CC and COI, the s-index is frequently used in substantive
research (Horn & McArdle 1992; Cote & Buckley 1987; Schmidt, Joiner, Young, & Telch 1995).
3.3.4 Summation of Non-invariance
Asparaouhov and Muthen (2013) propose an alignment method for minimizing non-invariance
among multiple groups. Their algorithm relies on a loss function weighted by the size of groups
and scaled by a component loss function. For our purposes, the formula can be simplified to be the
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(|vpi − vpi|) (3.5)
where p is the number of parameters, i is the individual, λ are the slope parameters, and v are the
intercept parameters.
3.4 Clustering Algorithms
Clustering solutions can differ based on the clustering algorithm chosen (Aggarwal & Reddy
2013). Furthermore, certain algorithms may perform better depending on the type of similarity
matrix (Gates, Henry, Steinley, & Fair 2016). In the current studies, the congruence coefficient and
the coefficient of invariance result in correlation matrices, and the salient variability index and the
summation of non-invariance result in count matrices. Previous research has shown better perfor-
mance of Walktrap than other algorithms on sparse correlation matrices (Gates et al. 2016). The
shape of the data has also been shown to influence performance of algorithms. For example, in
skewed distributions, where there is one large cluster and a few smaller ones, K-means, Agglo, and
DBSCAN all perform worse than Chameleon, a graph based approach. Similar results were found
when clusters had arbitrary, rather than spherical shapes (Aggarwal & Reddy 2013). Density-based
measures also tend to perform better on arbitrary shapes (Aggarwal & Reddy 2013). The current
research will aid in better understanding of which algorithms perform better on dense correlation
and count matrices.
In this study, I will evaluate the most common and available algorithms, detailed below. The
optimal cluster solution using each method will be found by optimizing on the proportion of indi-
viduals invariant from their respective cluster’s composite model using the change in fit measures
described earlier. Cluster solutions for varying numbers of k clusters will be found. The solution
with the highest proportion invariant will be selected as the optimal cluster.
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3.4.1 K-Centroid Methods
The most well-known and simplest of distance-based clustering algorithms are k-centroid tech-
niques. I focus on k-means, the most well-known clustering algorithm and k-medoids.
Many partitional clustering techniques are extensions of k-means. In this technique, each cluster
is represented by the mean of its cluster (Aggarwal & Reddy 2013; Jain et al. 1999; Liao 2005).
The algorithm begins with k (a pre-selected number) of randomly chosen cluster memberships,
and cluster memberships are iteratively reassigned until the objective function is minimized (i.e.,
the sum of squared errors). Most typically, this distance is the Euclidean distance. K-means clus-
tering tends to work best with spherical data, can be sensitive to the initial partition, and is more
likely to find local minima than hierarchical techniques discussed later. It is, however, the most
computationally efficient method (Jain et al. 1999).
A similar, popular partitioning method is k-medoids clustering which clusters based on actual data
points instead of cluster-representative means. Thus, k-medoids is more robust to outliers than
k-means. Like k-means, the algorithm starts with k random partitions. In k-medoids, k random
data points are chosen as the centroid with clusters determined based on proximity to a centroid.
New centroids are randomly chosen until the absolute error is minimized. K-medoids is robust but
is computationally costly compared to k-means.
3.4.2 Hierarchical Methods
Hierarchical clustering aims to address problems in the partitioning methods mentioned above.
Unlike k-means and k-medoids, the number of clusters does not have to be preselected. Instead,
the hierarchy of clusters can be cut at any level (i.e., number of clusters). Hierarichical clustering
is either agglomerative or divisive. Using the agglomerative technique, each data point is its own
cluster and data points are successively joined into larger clusters until all data points are in one
cluster. This is accomplished by first, creating a dissimilarity matrix between all data points. Then
clusters are merged and distances between new clusters and remaining clusters are calculated. This
is completed until there is only one cluster (Aggarwal & Reddy 2013; Fortunato 2010; Aghabo-
zorgi et al. 2015)
19
Using the divisive technique, all data points begin in one cluster and are iteratively divided into
separate clusters until each data point belongs to its own cluster. Most divisive methods are more
efficient than agglomerative methods. Divisive algorithms split clusters into smaller clusters by us-
ing k-means to bisect a given cluster, maximizing on sum of squared errors. This is repeated until
there are only singleton clusters. (Aggarwal & Reddy 2013; Fortunato 2010; Aghabozorgi et al.
2015). I employ both agglomerative and divisive techniques by using single-linkage and DIANA
(DIvisive ANAlysis).
Single-linkage is one of the most popular agglomerative clustering methods. Single-linkage
uses a nearest-neighbors approach where similarity of any two clusters is defined as the similarity
between each cluster’s nearest neighbors. Unlike the k-centroid approaches to clustering, single-
linkage is able to cluster non-spherical, non-Gaussian data. Like k-means, it is sensitive to outliers.
(Aggarwal & Reddy 2013; Fortunato 2010; Aghabozorgi et al. 2015; Montero & Vilar 2014)
Like single-linkage clustering, DIANA is also a hierarchical method; however, DIANA uses a
divisive approach (Patnaik, Bhuyan, & Krishna Rao 2016; Fokianos & Promponas 2012). In each
iteration, the cluster with the largest diameter (i.e., most dissimilar) is divided into two clusters.
The data point with the most dissimilarity to other points in the cluster is reassigned as a cluster
center, and data points are assigned to the old cluster center and the new cluster center depending
on their similarity to each respective cluster center (Fokianos & Promponas 2012).
3.4.3 Walktrap
Finally, I use the community detection algorithm, Walktrap. Walktrap uses a random walk
approach. (Pons & Latapy 2005; Fortunato 2010). Random walk approaches come from graph
theory with the understanding that a random walker will spend more time in a more similar cluster
because there are many possible paths linking data points together. Distance is defined by the
number of steps from one data point to another, and distances can be weighted. With Walktrap,
communities are grouped using an agglomerative hierarchical technique, then the best division
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Figure 3.1: P-technique: Data Generating Model for Study 1.
Figure 3.2: Study 1 Empirical Example.
is determined by modularity. However, one could use any criteria for choosing the best cluster
solution. Community detection algorithms have been shown to work better with arbitrary cluster
shapes with non-Gaussian distributions, unlike k-means and k-medoids (Ferreira & Zhao 2016).
It is likely that Walktrap will work well across all similarity measures. Walktrap has shown good
performance with both count and correlation matrices (Gates et al. 2016) and has outperformed
more classic clustering methods, in particular DIANA (Ferreira & Zhao 2016).
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Table 3.1: Cluster Parameters for Study 1 and Study 2.
λA λB λC λX λY λZ vA vB vC vX vY vZ
0 .8 .8 .8 .8 .8 .8 0 0 0 0 0 0
1 .8 .8 .8 .8 .8 .8 1 1 1 1 1 1
2 .8 .8 .8 .5 .5 .5 0 0 0 0 0 0
3 .8 .8 .8 .5 .5 .5 1 1 1 1 1 1
4 .8 .8 .8 .8 .8 .2 0 0 0 0 0 0
5 .8 .8 .8 .8 .8 .2 1 1 1 1 1 1
6 .8 .8 .8 .8 .2 .2 0 0 0 0 0 0
7 .8 .8 .8 .8 .2 .2 1 1 1 1 1 1
8 .8 .8 .8 .8 .8 -.5 0 0 0 0 0 0
9 .8 .8 .8 .8 .8 -.5 1 1 1 1 1 1
10 .8 .8 .8 .8 .8 -.8 0 0 0 0 0 0
11 .8 .8 .8 .8 .8 -.8 1 1 1 1 1 1
12 .8 .8 .8 -.5 -.5 -.5 0 0 0 0 0 0
13 .8 .8 .8 -.5 -.5 -.5 1 1 1 1 1 1
Note. λj indicates the given variables’ slope, while vj indicates the given variables’ intercept.
Figure 3.3: Study 2 Data Generating Model.
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Figure 3.4: Study 2 Empirical Example.
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4 EVALUATION OF MEASUREMENT MODEL SIMILARITY MEASURES
Determining which individuals can be grouped together for interindividual analyses is impor-
tant for addressing questions in science. In order to compare individuals’ processes, we need to
first ensure the measurement is similar enough to be assessing a similar latent construct across peo-
ple. Idiographic analyses allow us to establish the idiosyncracies of individuals. Grouping those
individuals allow us to generalize past the individual. There is no current, established method
for deciding which individuals can be grouped together that also addresses the problem of mea-
surement non-invariance. Exploring how the previously described similarity measures function on
non-invariant data will uncover potential methods for grouping individuals that are invariant, thus
allowing for interindividual comparisons.
4.1 Aims
This project aims to address these issues with the following:
1. Identify which similarity measures and cluster approaches perform best using two criteria:
1. performance in recovering groups according to the data generated models. 2. whether
there is within-group invariance (detailed below).
2. Demonstrate the method in daily diary data collected from individuals.
To address Aim 1, I conducted a simulation study where clusters of individuals are generated
to have differing measurement model parameters, as shown in Table 3.1. Even-numbered clusters
are metric non-invariant from the baseline data-generating model (DGM 0), while odd-numbered
clusters are both metric and scalar non-invariant from the baseline DGM 0. To address Aim 2, I





All data were simulated in R (R Development Core Team 3.0.1. 2013) with use of the MASS
package (Venables & Ripley 2002), and CFA models were fit using lavaan (Yves 2012). The
data generating model was a unidimensional P-technique model with six observed variables. The
path diagram is presented in Figure 3.1. For the primary results, the latent variables were scaled
by fixing the variance of the latent variable to one. As a sensitivity check, the same data was
fit fixing one slope equal to one. A variety of additional packages were necessary for cluster as-
signment methods and assessment of cluster assignment. K-medoids and DIANA clustering were
completed using cluster (Maechler, Rousseeuw, Struyf, Hubert, & Hornik 2019). Walktrap was
completed using igraph (Csardi & Nepusz 2006). The package semTools (Jorgensen, Pornprasert-
manit, Schoemann, & Rosseel 2021) was used to assess if individuals were invariant from their
respective clustering’s composite model. Five hundred iterations of the simulation were com-
pleted. In each iteration, there were 50 individuals simulated per condition, each with six indicator
variables. Replications differed based on number of timepoints (i.e., 100, 1000, 10000) and on one
of 14 data generating models with differing loadings and intercepts as shown in Table 3.1. These
parameters were selected to explore the sensitivity of the similarity measures with the coefficients
becoming increasingly different from the first row as the row numbers get higher. Within each
time condition, data sets from data generating models (DGM) 1 through 13 were each joined with
the data set created from DGM 0, the baseline DGM. That is, 0 is combined with 1 and accuracy
in cluster solutions obtained, 0 with 2, 0 with 3, and so on. This resulted in 39 total datasets to be
clustered (13 combined-DGMS by 3 timepoint conditions), each with 100 individuals per iteration.
From here on, combined-DGM N (1, 2, 3, etc.) refers to the combined dataset of DGM N (1, 2,
3, etc.) with DGM 0.
Clustering was performed on each of these datasets using four distance measures (i.e., congruence
coefficient, coefficient of invariance, salient variable similarity index, and summation of invari-
ance), five clustering methods (i.e., k-means, k-medoids, DIANA, single-linkage, and Walktrap),
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and six optimizers (indicators of metric and scalar invariance) for selecting the final solution, re-
sulting in 120 total clustering methods. The optimum number of clusters from 2 to 4 clusters was
obtained using each of these methods. While hierarchical methods and Walktrap typically select
the number of clusters for the user, solutions for other numbers of clusters can be found by exam-
ining fit indices at different breaks in the cluster dendogram.
The metric and scalar invariance indicators (which previously were used as optimizers), along
with the ARI, are used to evaluate the validity of the resulting optimum solution. Specifically, ARI
and the proportion of individuals metric and scalar invariant according to ∆RMSEA, ∆CFI , and
∆SRMR were recorded for each clustering solution, and the optimum number of clusters was
determined based on each of these measures. These results report the ARI and proportion of in-
dividuals invariant for each optimum cluster solution found within each combined-DGM, number
of timepoints, clustering method, and optimizer (i.e., proportion invariant ∆RMSEA, proportion
invariant ∆CFI , proportion invariant ∆SRMR). The values reported and used in the ANOVA
analyses are the averages across all repetitions.
Finally, I also completed exploratory analyses clustering with five clusters (DGMS 0, 4, 6,
10, and 12) joined to see if these methods could recover the data generated clusters when there
were more than two clusters. These five clusters were chosen because they only demonstrate
metric invariance. The same clustering algorithms and similarity measures were used on the data.
However, I did not optimize using scalar invariance measures, as the five clusters selected were
only generated to be metric non-invariant from each other.
4.2.2 Hypotheses
I hypothesized that because the salient variable similarity index primarily addresses configural
invariance, it is unlikely it will be successful in tests of metric and scalar invariance. Because
the congruence coefficient searches for similarity in factor loading patterns, it is likely to address
metric invariance. Some research has shown that the congruence coefficient and the coefficient of
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invariance are often very similar, so it is expected that the coefficient of invariance will also address
metric invariance primarily (Derogatis et al. 1972). Results of the current simulations will add to
the literature on comparisons of the CC and the COI. Finally, the summation of invariance includes
non-invariance from both the factor loadings and the intercepts and will likely address invariance
at the level of scalar invariance.
4.2.3 Recovery of Generated Clusters
An ANOVA with all main effects and two-way interactions was completed to uncover differ-
ences in average ARI depending on clustering method, distance measure, number of time points,
combined-DGM, and optimizer. Results from the ANOVA are reported in Table 4.1. Results indi-
cate a significant effect of combined-DGM (p < .001), number of timepoints (p < .001), clustering
method (p < .001), and distance measure (p < .001) on the ARI of the recovered solutions (i.e.,
recoverability), as well as all two-way interactions between these variables (p < .001). Whether
the ∆RMSEA, ∆CFI , or ∆SRMR were used to optimize the number of clusters did not have
a significant impact on the ARI (p = .82). Additionally, there was not a significant impact of any
interactions with the optimizer (p = 94 − 1.0). These results indicate that the selected optimizers
lead to similar recovery.
To investigate the differences in ARI across these interactions, I created a heatmap provided
in Figure 4.1. This was chosen over pairwise significance testing since it aides in interpretability.
Because optimizer was not significant in the ANOVA, the ARI is averaged across the optimizer
factor.
In general, recovery was improved with more timepoints. Conditions with T = 1000 or
T = 10000 performed similarly, while conditions with T = 100 were less reliable. Regarding
combined-DGM, recovery, with some exceptions was generally better the more distinct the DGM
was from DGM 0. This is more notable when T = 100 and is especially true for the salient
variable similarity index, where recovery of true clusters in combined-DGM 1, combined-DGM
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Table 4.1: ANOVA Comparing Recoverability of Cluster Solutions as Assessed by the Adjusted
Rand Index (ARI).
Df Sum Sq Mean Sq F p
DGM 12 204.58 17.05 1057.54 0.00***
time 2 20.19 10.10 626.27 0.00***
clust 4 5.63 1.41 87.35 0.00***
dist 3 53.20 17.73 1100.06 0.00***
opt 5 0.04 0.01 0.45 0.82
DGM:time 24 14.81 0.62 38.29 0.00***
DGM:clust 48 11.81 0.25 15.26 0.00***
DGM:dist 36 123.16 3.42 212.22 0.00***
DGM:opt 60 0.05 0.00 0.05 1.00
time:clust 8 8.82 1.10 68.43 0.00***
time:dist 6 1.91 0.32 19.79 0.00***
time:opt 10 0.07 0.01 0.42 0.94
clust:dist 12 20.69 1.72 106.93 0.00***
clust:opt 20 0.03 0.00 0.08 1.00
Residuals 4429 71.40 0.02
Note. Results indicate that except for the type of optimizer used, all variations in condition and clustering
method had a significant effect on the ARI (i.e., combined-DGM, number of timepoints, clustering method,
distance measure, and all two-way interactions between these factors.) Significance codes: 0 *** 0.001 **
0.01 * 0.05 . 0.1 1
2, and combined-DGM 3 is poor across all time conditions. Interestingly, recovery of clusters in
combined-DGM 1 performed poorly under all distance measures except summation of invariance.
As a reminder, DGM 1 only differed from DGM 0 in the intercepts. This supports my hypothesis
that the summation of invariance would perform better than other distance measures at recovery of
scalar invariance since it accounts for scalar invariance, while the other distance measures do not.
In general, as expected the salient variable similarity index led to worse recovery than the other
distance measures.
When T = 100, it is also easier to note differences in clustering method. Single-linkage
performs more poorly than other clustering methods when using the congruence coefficient, the
coefficient of invariance, and the summation of invariance as distance measures. Interestingly, the
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performance of single linkage is improved in combined-DGMs with scalar invariance. Addition-
ally, k-means performs poorly when using the coefficient of invariance as a distance measure but
shows improvement with more distinct factor loadings. Excluding the salient variable similarity
index, Walktrap performed best across all distance measures, followed by k-medoids and DIANA.
Walktrap combined with the congruence coefficient, the coefficient of invariance, or the summation
of invariance performs well even when T = 100. While other methods perform well in specific
situations, Walktrap is reliable across a variety of situations.
4.2.4 Evaluating Invariance Across Recovered Clusters
Prior to clustering, the proportion of individuals metric and scalar invariant to the composite
model of their respective combined-DGM was found as a baseline. This was done to assess what
the proportion of invariant individuals would be within each combined-DGM if clustering was
not performed. Results from two ANOVAs comparing the average proportion metric and scalar
invariant across group, time, and invariance measure used to obtain the proportion before cluster-
ing (i.e., ∆CFI , ∆RMSEA, or ∆SRMR) are recorded in Table 4.2. Results indicate that the
proportion metric invariant in each combined-DGM differed by combined-DGM (p < .001) and
invariance measure (p < .001) but not number of timepoints (p = .16). There was also a signifi-
cant interaction effect (p < .01) between combined-DGM and invariance measure but not between
combined-DGM and timepoints (p = 0.46) or timepoints and invariance measure (p = .14). There
were no significant differences in the proportion scalar invariant across combined-DGM, number
of timepoints, or invariance measure (p = .19− .68).
Again, a heatmap, shown in Figure 4.2, was created to explore these differences. Results
indicate that using thresholds of ∆RMSEA < .01, ∆CFI > −.002, and ∆SRMR < .015
found all individuals to be scalar invariant in all combined-DGMs. Additionally, all individuals
were metric invariant in combined-DGMs 1 through 7. The ∆SRMR did not find any individuals
to be metric non-invariant. The ∆RMSEA found all individuals to be non-invariant in combined-
DGMS 8 through 11, and the ∆CFI found varying proportions of non-invariant individuals in
combined-DGMS 8 through 13. These thresholds were chosen based on conservative thresholds in
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Figure 4.1: Study 1. Heatmap showing average ARI (i.e., recovery of clusters in given combined-
DGM) under varying clustering methods, distance measures, data generating models, and number
of timepoints.
Note. The ARI is averaged across different optimizers.
the literature, but these results may indicate that either a more conservative threshold is needed or
that the differences within combined-DGMs 1 through 7 are not different enough to cause concern
about non-invariance.
As a comparison to baseline proportions of invariance, ANOVAs were performed where pro-
portion of individuals metric and scalar invariant (to the factor solution of their own cluster) was
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Table 4.2: Study 1. ANOVA with proportions metric and scalar invariant in each combined-DGM
prior to clustering as the outcome.
Proportion Metric Invariant Proportion Scalar Invariant
Df Sum Sq Mean Sq F p Df Sum Sq Mean Sq F p
measure 2 2.10 1.05 263.43 0.00*** 2 0.00 0.00 0.58 0.56
DGM 12 5.73 0.48 119.88 0.00*** 12 0.00 0.00 0.90 0.55
time 2 0.02 0.01 1.94 0.16 2 0.00 0.00 1.74 0.19
DGM:measure 24 5.97 0.25 62.38 0.00*** 24 0.00 0.00 1.00 0.48
DGM:time 24 0.10 0.00 1.03 0.45 24 0.00 0.00 0.90 0.60
time:measure 4 0.03 0.01 1.84 0.14 4 0.00 0.00 0.58 0.68
Residuals 48 0.19 0.00 48 0.00 0.00
Note. Results indicate that variations in combined-DGM and invariance had a significant effect on the
proportion invariant for metric invariance but not scalar invariance. Significance codes: 0 *** 0.001 **
0.01 * 0.05 . 0.1 1
reported and compared by condition, clustering method, and optimizer, as was previously shown
with ARI as the outcome. Results indicate that except for the type of optimizer used, all variations
in condition and clustering method had a significant effect on the proportion invariant according
to the ∆RMSEA and ∆SRMR (i.e., combined-DGM, number of timepoints, clustering method,
distance measure, and all two-way interactions between these factors) (p < .001). Results with
proportion invariant according to the ∆CFI as the outcome were similar except there was no in-
teraction effect of number of timepoints and distance measure (p = .98) or number of timepoints
and clustering method p = .26).
The heatmap in Figure 4.3 shows that under most solutions, a vast majority of individuals are
metric invariant to their respective factor solutions obtained from their cluster. Some solutions
demonstrate lower proportions than when the combined-DGMs are not clustered. This is likely
due to differences in sample size. Model comparison with a larger, unclustered composite model
may lead to different results than comparing a smaller, clustered composite model. K-medoids
is the most consistent at recovering solutions where individuals are metric invariant within their
cluster. Walktrap found solutions where very few individuals were invariant in combined-DGM
1 and combined-DGM 2 when T = 100 and combined-DGMs 1 through 4 when T = 1000 and
T = 10000 and the similarity measure was the salient variable similarity index (SVSI). After
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Figure 4.2: Study 1. Heatmap showing average proportion metric or scalar invariant within varying
combined-DGMs and measures of invariance.
further investigation, I discovered that these disparate Walktrap solutions resulted from Walktrap
placing each individual in its’ own cluster. For DGMs that are valenced the same as DGM 0, many
of the SVSI similarity matrices have no or very few differences. Other algorithms placed individu-
als all in one cluster. This means that Walktrap essentially obtained the same results, but it did not
work in the framework I set up for checking invariance. This will be important as more results are
discussed in the paper.
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Table 4.3: Study 1. ANOVA results where proportion metric invariant according to the ∆CFI , the
∆RMSEA, and the ∆SRMR is the outcome.
∆RMSEA ∆CFI ∆SRMR
Df Sum Sq Mean Sq F p Df Sum Sq Mean Sq F p Df Sum Sq Mean Sq F p
clust 4 1.48 0.37 76.64 0.00*** 4 2.10 0.52 94.72 0.00*** 4 1.37 0.34 72.00 0.000***
dist 3 1.24 0.41 85.55 0.00*** 3 1.90 0.63 114.46 0.00*** 3 1.05 0.35 73.39 0.00***
DGM 12 1.02 0.09 17.65 0.00*** 12 1.11 0.09 16.66 0.00*** 12 1.23 0.10 21.45 0.00***
opt 5 0.00 0.00 0.12 0.99 5 0.00 0.00 0.14 0.98 5 0.00 0.00 0.00 1.00
time 2 0.05 0.02 4.96 0.01* 2 0.11 0.06 10.09 0.00*** 2 0.06 0.03 5.82 0.00**
clust:dist 12 5.15 0.43 88.93 0.00*** 12 7.06 0.59 106.19 0.00*** 12 4.13 0.34 72.29 0.00***
clust:opt 20 0.00 0.00 0.01 1.00 20 0.00 0.00 0.02 1.00 20 0.00 0.00 0.00 1.00
DGM:clust 48 4.94 0.10 21.32 0.00*** 48 4.49 0.09 16.90 0.00*** 48 4.83 0.10 21.11 0.00***
DGM:dist 36 3.55 0.10 20.44 0.00*** 36 3.19 0.09 15.98 0.00*** 36 3.67 0.10 21.39 0.00***
DGM:opt 60 0.00 0.00 0.01 1.00 60 0.01 0.00 0.03 1.00 60 0.00 0.00 0.00 1.00
DGM:time 24 0.36 0.01 3.08 0.00*** 24 0.89 0.04 6.67 0.00*** 24 0.31 0.01 2.71 0.00***
time:clust 8 0.25 0.03 6.46 0.00*** 8 0.06 0.01 1.26 0.26 8 0.23 0.03 6.06 0.00***
time:dist 6 0.14 0.02 4.72 0.00*** 6 0.01 0.00 0.20 0.98 6 0.17 0.03 5.83 0.00***
time:opt 10 0.00 0.00 0.04 1.00 10 0.01 0.00 0.11 1.00 10 0.00 0.00 0.00 1.00
Residuals 4429 21.38 0.00 4429 24.53 0.01 4429 21.10 0.00
Note. Results indicate that except for the type of optimizer used, all variations in condition and clustering
method had a significant effect on the proportion invariant according to the ∆RMSEA and ∆SRMR
(i.e., DGM, number of timepoints, clustering method, distance measure, and all two-way interactions
between these factors. Results for the ∆CFI were similar except there was no interaction effect of number
of timepoints and distance measure or of number of timepoints and clustering method. Significance codes:
0 *** 0.001 ** 0.01 * 0.05 . 0.1 1
Finally, these same analyses were completed for measures of scalar invariance. These results
are in Table 4.4 and are largely similar to the results concerning proportion metric invariant. The
only difference was that both ∆RMSEA (p = .81) and ∆CFI (p = .63) did not have a significant
effect for number of timepoints. Additionally, there were significant interaction effects of time
and clustering method and time and distance measure on proportion found invariant by the ∆CFI
where previously there had not been significant effects. The heatmap for proportion scalar invariant
is in Figure 4.4. Results were generally similar to the proportion metric invariant except with less
variation in proportions.
4.2.5 Comparison with Fixed Loading Model
Results from fitting a model with the first indicator fixed to one (i.e., scaling according to the
first indicator) are similar to results from fitting a model with the variance fixed to one. An ANOVA
comparing conditions and clustering methods revealed the same differences in the ARI with addi-
tional, significant main effects in the optimizer used (F = 3.93, p < .001, df = 5). In Figure 4.5,
we see similar patterns to the fixed variance results, excluding combined-DGM 12 and combined-
DGM 13, models with an equal number of positively and negatively loaded items. Clustering on
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Figure 4.3: Study 1. Heatmap showing average proportion metric invariant (proportion averaged
across results from ∆RMSEA, ∆CFI , and ∆SRMR) under varying clustering methods, dis-
tance measures, combined-DGMs, and number of timepoints.
Note. Note that the Walktrap results for combined-DGMs with 0% invariant individuals is due to Walktrap
placing each individual in its’ own cluster rather than one supercluster.
the congruence coefficient using Walktrap alleviates these performance issues. However, results
suggest that a fixed variance model will be better at recovering the true clusters when there is a
possibility of both positively and negatively loaded items.
Results from ANOVAs where the outcome is the proportion metric and scalar invariant were
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Table 4.4: Study 1. ANOVA results where proportion scalar invariant according to the ∆CFI , the
∆RMSEA, and the ∆SRMR is the outcome.
∆RMSEA ∆CFI ∆SRMR
Df Sum Sq Mean Sq F p Df Sum Sq Mean Sq F p Df Sum Sq Mean Sq F p
clust 4 1.40 0.35 73.27 0.00*** 4 1.42 0.35 74.41 0.00*** 4 1.38 0.35 72.42 0.00***
dist 3 1.03 0.34 72.13 0.00*** 3 1.10 0.37 76.86 0.00*** 3 1.04 0.35 72.47 0.00***
DGM 12 1.20 0.10 20.89 0.00*** 12 1.22 0.10 21.44 0.00*** 12 1.21 0.10 21.18 0.00***
opt 5 0.00 0.00 0.01 1.00 5 0.00 0.00 0.01 1.00 5 0.00 0.00 0.00 1.00
time 2 0.00 0.00 0.34 0.71 2 0.01 0.00 0.72 0.49 2 0.06 0.03 6.00 0.00**
clust:dist 12 4.14 0.34 72.34 0.00*** 12 4.27 0.36 74.74 0.00*** 12 4.15 0.35 72.44 0.00***
clust:opt 20 0.00 0.00 0.00 1.00 20 0.00 0.00 0.00 1.00 20 0.00 0.00 0.00 1.00
DGM:clust 48 4.85 0.10 21.20 0.00*** 48 4.79 0.10 20.96 0.00*** 48 4.84 0.10 21.16 0.00***
DGM:dist 36 3.55 0.10 20.70 0.00*** 36 3.55 0.10 20.73 0.00*** 36 3.63 0.10 21.17 0.00***
DGM:opt 60 0.00 0.00 0.00 1.00 60 0.00 0.00 0.00 1.00 60 0.00 0.00 0.00 1.00
DGM:time 24 0.31 0.01 2.74 0.00*** 24 0.26 0.01 2.26 0.00** 24 0.31 0.01 2.71 0.00***
time:clust 8 0.24 0.03 6.18 0.00*** 8 0.24 0.03 6.41 0.00*** 8 0.23 0.03 6.03 0.00 ***
time:dist 6 0.19 0.03 6.50 0.00 *** 6 0.16 0.03 5.69 0.00*** 6 0.17 0.03 6.02 0.00***
time:opt 10 0.00 0.00 0.01 1.00 10 0.00 0.00 0.01 1.00 10 0.00 0.00 0.00 1.00
Residuals 4429 21.12 0.00 4429 21.07 0.00 4429 21.12 0.00
Note. Results indicate that except for the type of optimizer used, all variations in condition and clustering
method had a significant effect on the proportion scalar invariant according to the ∆SRMR (i.e.,
combined-DGM, number of timepoints, clustering method, distance measure, and all two-way interactions
between these factors. Additionally, there was no main effect for number of timepoints for the ∆RMSEA
or ∆CFI . Significance codes: 0 *** 0.001 ** 0.01 * 0.05 . 0.1 1
inferentially identical to results from the fixed variance models when ∆RMSEA and ∆SRMR
were the invariance measures used to calculate the proportion. However, when the outcome is
the proportion according to the ∆CFI , there were significant differences in optimizer (F =
12.21, p < .001, df = 5), the interaction of combined-DGM and optimizer (F = 5.36, p <
.001, df = 60), number of timepoints and clustering method (F = 9.22, p < .001, df = 8), and
number of timepoints and distance measure (F = 5.83, p < .001, df = 6) under the fixed loading
pattern model, whereas these differences were not present under the fixed variance model. When
examining the heatmap assessing the proportion metric invariant under differing clustering solu-
tions combined-DGM 12 and combined-DGM 13 show poor recovery of invariant clusters (see
Figure 4.6). The heatmap for proportion scalar invariant was, otherwise, identical to the fixed
variance results. Together, these results indicate a preference for fitting the model by fixing the
variance to 1.
4.2.6 Recovery of Clusters from Large Supercluster
To see if these methods could also recover the generated clusters when more than two clus-
ters were present, clustering was performed after combining data from DGMs 1, 5, 7, 11, and
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Figure 4.4: Study 1. Heatmap showing average proportion scalar invariant (proportion averaged
across results from ∆RMSEA, ∆CFI , and ∆SRMR) under varying clustering methods, dis-
tance measures, combined-DGMs, and number of timepoints.
Note. Again, note that the Walktrap results for combined-DGMs with 0% invariant individuals is due to
Walktrap placing each individual in its’ own cluster rather than one supercluster.
13, as described in Table 3.1. These groups are generated to be metric non-invariant but not
scalar non-invariant for simplification of the example. Figure 4.7 shows the ARI for each opti-
mal solution. The figure also breaks down the results by optimizer because optimizer was found
to have an impact on the cluster solution and its’ corresponding ARI when clustering this larger
group. The ∆CFI , which was found to be more sensitive as an optimizer, performs better than
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Figure 4.5: Study 1. Heatmap showing average ARI (averaged across ARIs found by ∆RMSEA,
∆CFI , and ∆SRMR) when the first loading is fixed to one, under varying clustering methods,
distance measures, combined-DGMs, and number of timepoints. Again, note that the Walktrap re-
sults for combined-DGMs with 0% invariant individuals is due to Walktrap placing each individual
in its’ own cluster rather than one supercluster.
Note. Again, note that the Walktrap results for combined-DGMs with 0% invariant individuals is due to
Walktrap placing each individual in its’ own cluster rather than one supercluster.
the ∆RMSEA and ∆SRMR at recovering the generated clusters. When T = 100, the ∆CFI
achieved near perfect recovery of the generated clusters with the coefficient of invariance as the
similarity measure and k-medoids as the clustering algorithm. Similar results were found using
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Figure 4.6: Study 1. Heatmap showing average proportion metric invariant, when model is identi-
fied by fixing the first loading to 1, (averaged across proportions found by ∆RMSEA, ∆CFI , and
∆SRMR) under varying clustering methods, distance measures, combined-DGMs, and number
of timepoints.
k-means when T = 100 or T = 1000. More research on this will help in finding a good level of
sensitivity for the optimizers, but these initial findings support that there is a level of sensitivity
where the optimizer will align with finding the clusters present in the DGM.
4.3 Empirical Example
The empirical example comes from daily diary data collected on individuals (N=116) diag-
nosed with personality disorders who were undergoing differing treatments over the course of data
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Figure 4.7: Study 1. Heatmap showing cluster recoverability via ARI under varying clustering
methods, distance measures, optimizers, and number of timepoints when data from five DGMs are
combined and then clustered.
collection (Wright & Simms 2014). Participants completed daily reports on emotions and be-
haviors. Here, I focus on negative affect, as reported in the Positive and Negative Affect Scale
(PANAS). Participants rated the following items on a scale of 1 (not at all) to 5 (very much) for
how they felt in the past 24 hours: Afraid, Nervous, Hostile, Ashamed, Upset. Participants also
completed the Computerized Adaptive Personality Disorder (CATPD) assessment to determine
presence of the ten personality disorders described in the DSM-V. Half of the participants were
indicated to have Avoidant Personality Disorder (APD), a personality disorder characterized by
sensitivity to criticism and social anxiety. It is likely that shame plays a larger role in negative
affect for those with APD than those without APD.
In this empirical example, I aim to see if clustering individuals based on their respective measure-
ment models results in clustering patterns aligning with diagnosis of APD. I also assess the cluster
solutions on their ability to recover invariant groups using the proportion invariant according to the
∆RMSEA, ∆CFI , and ∆SRMR. Cluster solutions are obtained from 2 to 8 clusters, and the
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Figure 4.8: Study 1. Adjusted Rand Index comparing cluster solutions to APD diagnosis.
Note. The ARI was low across all solutions, suggesting that measurement model did not related to APD
diagnosis.
best solution is chosen based on it’s performance in recovering clusters with the highest proportion
of invariant individuals within the clusters. Prior to fitting the model, I removed participants who
had zero variance in one or more variables, resulting in 88 individuals. I then fit a P-technique
model to each individual, as shown in Figure 3.2. Based on results from the simulation, I fit the
model using fixed variance instead of fixing the first loading. Finally, I clustered individuals based
on the distance measures and algorithms described previously. After fitting models, we removed
individuals where model convergence did not occur and ultimately completed analysis on 74 indi-
viduals. Of the 74 individuals, 25 (34%) were men. Forty-one individuals (55%) were diagnosed
with avoidant personality disorder (AVD). Ages ranged from 20 to 79, with an average age of
44.28. A range of 2-8 clusters were found across the clustering methods and optimizers used in the
simulation study, with most finding two clusters in the optimal solution. I provide more details on
the optimal solution and other cluster solutions when optimizing for metric and scalar invariance
below.
4.3.1 Metric Invariance
When comparing individuals to one composite model derived from aggregating the individuals,
we find evidence for invariance in all 74 individuals based on the conservative cutoffs of ∆RMSEA
= 0.01 and ∆SRMR = 0.015. With a cutoff of ∆CFI = -0.002, only 54% of individuals are met-
ric invariant. Thus, according to ∆RMSEA and ∆SRMR, clustering may not be needed as the
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individuals are already metric invariant. However, since the ∆CFI suggested a large number of
invariant individuals, clustering solutions were still explored. I provide plots of the proportion of
individuals invariant from their respective clusters’ composite model for the ∆RMSEA, ∆CFI ,
and ∆SRMRwhen testing for metric invariance with all cluster methods, similarity measures, and
number of clusters to explore the cluster solutions. See Figure 4.9. The overall optimal solution
was a two-cluster solution. This solution was found with the congruence coefficient or the coeffi-
cient of invariance using single-linkage, DIANA, or k-means and with the s-index using DIANA.
This solution showed the best performance across the ∆RMSEA, ∆CFI , and ∆SRMR. Ac-
cording to the ∆RMSEA and the ∆SRMR, all individuals were invariant from their respective
cluster, and 55.4% of individuals were invariant to their cluster according to the ∆CFI , therefore
performing well based on all three measures of metric invariance.
Using ∆RMSEA to find the proportions, the proportion invariant remained largely stable
across most similarity measures, clustering algorithms, and number of clusters. Across all similar-
ity measures, single-linkage resulted in cluster solutions with all individuals being invariant across
all numbers of k. Overall, the s-index performed best at recovering invariant cluster solutions. In
the cases of the ∆CFI and the ∆SRMR, fewer individuals were invariant with more clusters.
Again, single-linkage, shows to be the most stable in maintaining invariance across all k though
it is not as stable as results from the ∆RMSEA. It appears that the ∆CFI cutoff I selected
was much more conservative than the cutoffs selected for ∆RMSEA and ∆SRMR. This was
apparent in the proportion invariant prior to clustering and is also apparent in the present cluster so-
lutions. This demonstrates the benefit of looking at how the proportions change relative to number
of clusters rather than seeking to achieve 100% of individuals invariant. The cutoffs themselves
are arbitrary but examining the patterns provides a guide for the ideal cluster solution. The overall
improvement in proportion invariant for the optimal solution was small. It is up to the researcher
to determine if this small improvement in invariance is worth grouping individuals in two clusters
versus retaining one supercluster.
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Figure 4.9: Study 1. Differences in proportion metric invariant when using the ∆RMSEA,
∆CFI , and ∆SRMR to test for invariance.
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Figure 4.10: Study 1. Differences in proportion scalar invariant when using the ∆RMSEA,
∆CFI , and SRMR to test for invariance.
4.3.2 Scalar Invariance
Regarding scalar invariance, we find evidence for invariance in most individuals based on the
suggested cutoffs. According to the ∆RMSEA, 97% of individuals, with the ∆CFI , 18% of
individuals, and with the ∆SRMR, 91% of individuals demonstrate scalar invariance with the
composite model of the entire sample. We provide plots of the proportion of individuals demon-
strating scalar invariance to their respective cluster’s composite model with all cluster methods,
similarity measures, and number of clusters. See Figure 4.10.
No method arrived at a cluster solution where all individuals were scalar invariant. The most
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common optimal solution was the same cluster solution found when optimizing for metric invari-
ance. There were two clusters with 98% of individuals invariant according to the ∆RMSEA, 20%
according to the ∆CFI , and 93% according to the ∆SRMR. One other eight-cluster solution per-
formed better, but it was only obtained using single-linkage on the summation of invariance. With
all fit measures, except when single-linkage is used as the clustering method, model fit worsens
with more clusters. Using the ∆RMSEA as a measure to find the proportion invariant within
clusters, the best cluster solution is a two-cluster solution using single-linkage. In these cases,
98% of individuals were scalar invariant. With the ∆SRMR, the best solution is a four-cluster
solution that clusters on the congruence coefficient using single-linkage. Finally, using the ∆CFI ,
the best solution is an eight-cluster solution that clusters on the summation of invariance using
single-linkage. A cutoff of -0.002 for ∆CFI again appears to be the most conservative fit mea-
sure. Based on these results, using single-linkage is again recommended as it regularly returns the
best solutions. Combined with the results concerning metric invariance, a cluster solution of two,
using single-linkage is preferred as long as the parsimony of one supercluster is not the preference.
Weighing the importance of the gain in different solutions will determine the solution best suited
for the researcher. Similarity measures do not differ substantially, so potentially, any similarity
measure could be used.
4.3.3 Relationship of Cluster to AVD Diagnosis
Ultimately, I found that the cluster assignments did not align with AVD diagnosis. Figure 4.8
shows that with all clustering methods, all similarity measures, and all numbers of clusters, there
was consistently an ARI at or only marginally above zero. This indicates that in addition to observ-
ing metric and scalar invariance among most individuals, differences in the measurement model
did not align with AVD diagnosis. In other words, there is not evidence to support a relationship
between cluster assignment and AVD diagnosis.
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5 EVALUATION OF SIMILARITY IN DATA LAGGED AT THE LATENT LEVEL
As discussed previously, dynamic factor analysis (DFA), of which P-technique is a special
case, allows for the modeling of lagged relationships at the latent level. This study extends the
previous study by applying the same clustering methods to data generated to have an autoregressive
relationship at the latent level. Because DFA accounts for this autoregressive relationship, I do not
expect major changes in the performance of the clustering algorithms. This simulation study,
however, adds the benefit of demonstrating differences in inference about the autoregressive effect
when individuals are fit with the incorrect pooled measurement model (pooled cluster measurement
model vs. pooled measurement model of all). The goal is to see which similarity measures recover
clusters where individuals have less biased estimates of the latent autoregressive effect. This adds
to the previous study by exploring the importance of clustering to inference in pooled models.
5.1 Aims
1. Does clustering perform well when the data generating model contains a lagged relationship
over time?
2. Is there a possibility of incorrect inferences concerning the autoregressive effect when indi-
viduals are not clustered?
3. Do I find differential relationships between an exogenous observed variable and a latent
variable in individuals with different measurement models?
To address Aims 1-2 , I conducted a simulation study where individuals are generated to have
differing autoregressive effects in addition to differing model parameters. In Aim 3, a DFA model





Data were simulated similarly to Study 1. However, in this study, the data generating model
was a DFA model, shown in Figure 3.3. All conditions remained, with the addition that the la-
tent variables had an autoregressive effect. There were two conditions for autoregressive effect
(β = 0.2, β = 0.8) between the latent variable at time t− 1 and time t. Five hundred replications
of the simulation were completed. Again, in each condition, there were 50 individuals for a total
of 4,200 individuals simulated per replication, each with six indicator variables. As in Study 1,
individuals differed based on number of timepoints (i.e., 100, 1000, 10000) and on one of 14 data
generating models with differing loadings and intercepts, for a total of 84 conditions. Clustering
was performed on each of the 13 combined datasets using the distance measures and clustering
methods from Study 1. The optimum number of clusters from 2 to 4 clusters was obtained for each
of these methods using the optimizers from Study 1 as well.
Once again, average proportion of individuals meeting metric and scalar invariance according to
change in the RMSEA, CFI, and SRMR was recorded for each clustering solution, and the opti-
mum number of clusters was determined based on each of these measures. These results report the
ARI and invariance metrics for each optimum cluster solution found under each combined-DGM,
number of timepoints, clustering method, and optimizer. Additionally, I report the average relative
bias of β (for the AR effect) when fitting the composite model of a given cluster to each individual.
The reported values are the averages across all repetitions. I expected similar results to Study 1
in cluster recovery and performance; however, I expected the bias of the AR effect to be higher in
non-clustered data than in clustered data.
5.2.2 Recovery of generated clusters
An ANOVA similar to the one in Study 1 was completed to uncover differences in ARI. The
strength of the autoregressive effect (AR=0.2 or AR=0.8) was added as a predictor. Results from
the ANOVA are reported in Table 5.1. Results were similar to Study 1 with the additional signifi-
cant effect of optimizer (p < .01) and autoregressive effect (p < .01).
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Table 5.1: Study 2. ANOVA comparing recoverability of cluster solutions via adjusted rand index
(ARI).
Df Sum Sq Mean Sq F p
DGM 12 208.67 17.39 1180.76 0.00***
time 2 28.84 14.42 979.18 0.00***
clust 4 12.92 3.23 219.31 0.00***
dist 3 881.38 293.79 19949.34 0.00***
opt 5 0.26 0.05 3.53 0.00***
AR 1 3.95 3.95 268.43 0.00***
DGM:time 24 16.76 0.70 47.42 0.00***
DGM:clust 48 3.89 0.08 5.51 0.00***
DGM:dist 36 294.33 8.18 555.16 0.00***
DGM:opt 60 0.39 0.01 0.44 1.00
time:clust 8 8.29 1.04 70.37 0.00***
time:dist 6 35.17 5.86 398.03 0.00***
time:opt 10 0.22 0.02 1.51 0.13
clust:dist 12 31.59 2.63 178.74 0.00***
clust:opt 20 0.08 0.00 0.28 0.99
DGM:AR 12 2.95 0.25 16.67 0.00***
time:AR 2 2.82 1.41 95.87 0.00***
clust:AR 4 0.19 0.05 3.29 0.00**
dist:AR 3 10.38 3.46 235.01 0.00***
opt:AR 5 0.05 0.01 0.69 0.63
Residuals 9082 133.75 0.01
Note. Results indicate that except for two-way interactions that included the type of optimizer used, all
variations in condition and clustering method had a significant effect on the ARI (i.e., combined-DGM,
number of timepoints, clustering method, distance measure, AR effect, and all two-way interactions
between these factors.) Significance codes: 0 *** 0.001 ** 0.01 * 0.05 . 0.1 1
A heatmap is provided in Figure 5.1 to investigate these differences. When the autoregressive
effect is 0.2, results appear mostly similar to results from Study 1, except when the coefficient of
invariance is used as a distance measure, where recovery was poor across all clustering methods,
combined-DGMs, and number of timepoints. With T = 100, clustering on the congruence coef-
ficient or the summation of invariance using Walktrap had the best recovery. When the the data
are generated to be scalar non-invariant, the summation of invariance may be preferable. When
T = 1000 or greater, any clustering method combined with the summation of invariance is reliable
at cluster recovery. When the autoregressive effect is 0.8, cluster recovery is improved for the con-
gruence coefficient, the same for the coefficient of invariance, and worsened for the summation of
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invariance and the salient variable similarity index. In general, Walktrap on the congruence coef-
ficient appears to work in the widest variety of situations. It is likely that measures other than the
congruence coefficient perform more poorly because they are derived from models where variance
in the factor loadings is absorbed by other parameters. In contrast, the congruence coefficient is
less affected by the autoregressive effect.
Figure 5.1: Study 2. Heatmap showing average ARI (i.e., recovery of clusters in given combined-
DGM) under varying clustering methods, distance measures, data generating models, autoregres-
sive effects, and number of timepoints.
5.2.3 Evaluating Invariance
Similar to Study 1, prior to clustering, the proportion of individuals metric and scalar invariant
was found as a baseline for the combined-DGMs. Results from two ANOVAs, comparing the aver-
age proportion metric and scalar invariant across AR effect, combined-DGM, time, and invariance
measure before clustering are recorded in Table 5.2. For both metric and scalar invariance there
was a significant effect of combined-DGM (p < .001), invariance measure (p < .001), the inter-
action of combined-DGM and invariance measure (p < .001), and the interaction of invariance
measure and autoregressive effect (p < .001). The proportion scalar invariant was additionally
significantly different for autoregressive effect (p < .01) and the interaction of combined-DGM
and autoregressive effect (p < .001). These results were similar to those found in Study 1.
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Table 5.2: Study 2. ANOVA comparing proportion metric and scalar invariant within combined-
DGMs prior to clustering.
Proportion Metric Invariant Proportion Scalar Invariant
Df Sum Sq Mean Sq F p Df Sum Sq Mean Sq F p
AR 1 0.08 0.08 3.58 0.06. 1 0.06 0.06 11.86 0.00***
measure 2 3.04 1.52 64.49 0.00*** 2 0.17 0.08 15.80 0.00***
DGM 12 6.58 0.55 23.31 0.00*** 12 0.36 0.03 5.58 0.00***
time 2 0.03 0.01 0.54 0.58 2 0.03 0.02 2.85 0.06.
measure:AR 2 0.57 0.29 12.20 0.00*** 2 0.13 0.06 11.77 0.00***
DGM:AR 12 0.23 0.02 0.83 0.62 12 0.31 0.03 4.76 0.00***
DGM:measure 24 7.31 0.30 12.95 0.00*** 24 0.70 0.03 5.42 0.00***
DGM:time 24 0.45 0.02 0.80 0.74 24 0.03 0.00 0.25 1.00
time:AR 2 0.03 0.02 0.68 0.51 2 0.01 0.00 0.91 0.40
time:measure 4 0.04 0.01 0.46 0.77 4 0.05 0.01 2.22 0.07.
Residuals 148 3.48 0.02 148 0.79 0.01
Note. Results indicate that variations in measure of invariance and combined-DGM had a significant main
effect on both the proportion metric invariant and the proportion scalar invariant. Additionally, there was a
significant main effect of AR on the proportion scalar invariant. There were significant interaction effects
of invariance measure and autoregressive effect as well as combined-DGM and invariance measure on both
the proportion metric invariant and the proportion scalar invariant. Finally, there was a significant
interaction effect of combined-DGM and AR effect on the proportion scalar invariant. Significance codes:
0 *** 0.001 ** 0.01 * 0.05 . 0.1 1
Again, a heatmap was created to explore these differences, shown in Figure 5.2. In general,
it appears that there are fewer cases of non-invariance when there is an autoregressive effect gen-
erated and modeled, as compared to data in Study 1, where there was no autoregressive effect
generated or modeled. The proportion metric invariant according to the ∆RMSEA was better
than in Study 1, as more combined-DGMs acheived 100% invariance in Study 2. Combined-
DGMs 1 through 7 showed that all individuals within each combined-DGM were invariant prior
to clustering. There was variability in proportion invariant in combined-DGMs 8 through 13 with
almost all individuals being non-invariant according to the ∆CFI in combined-DGMs 10 and 12,
regardless of AR effect.
Next, I looked at proportions invariant within combined-DGMs after clustering. ANOVAs ex-
amining variations in the proportion metric invariant according to the ∆RMSEA, ∆CFI , and
∆SRMR are recorded in Table 5.3. Common among the ∆RMSEA, ∆CFI , and ∆SRMR are
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Figure 5.2: Study 2. Heatmap showing average proportion metric and scalar invariant under vary-
ing combined-DGMs, measures of invariance, autoregressive effects, and number of timepoints.
significant main effects of AR effect (p < .01 − .001), clustering method (p < .001), distance
measure (p < .001), and combined-DGM (p < .001) on the proportion metric invariant. The
∆CFI and the ∆SRMR both yielded signficant main effects of number of timepoints on propor-
tion metric invariant (p < .001− .05), and the ∆CFI yielded a significant main effect of optimizer
on proportion metric invariant. For all three fit measures, all two-way interactions where optimizer
was not a part of the interaction were significant (p < .001 − .005), except for the interaction of
combined-DGM and AR effect predicting the proportion according to the ∆SRMR (p = .72),
the interaction of number of timepoints and AR effect predicting the proportion according to the
∆SRMR (p = .11), and the interaction of distance measure and AR effect predicting the pro-
portion according to the ∆SRMR. Results for proportion scalar invariant are recorded in Table
5.4. Results were largely similar to the results found when proportion metric invariant was the out-
come. Exceptions are that the main effect of AR effect was not significant with ∆SRMR as the
fit measure (p = .05), as well as the main effect of number of timepoints (p = .40) with ∆SRMR
as the fit measure and the interaction of number of timepoints and AR effect with ∆CFI as the
fit measure (p = .71). Finally, number of timepoints was significant with ∆RMSEA as the fit
measure (p < .001), and the interaction of timepoints and clustering method was significant with
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∆SRMR as the fit measure (p < .001).
Table 5.3: Study 2. ANOVA comparing proportion metric invariant according to ∆CFI ,
∆RMSEA, and ∆SRMR after clustering the combined-DGMs.
∆RMSEA ∆CFI ∆SRMR
Df Sum Sq Mean Sq F p Df Sum Sq Mean Sq F p Df Sum Sq Mean Sq F p
AR 1 4.96 4.96 473.76 0.00*** 1 0.11 0.11 9.93 0.00** 1 0.04 0.04 9.17 0.00***
clust 4 4.60 1.15 109.84 0.00*** 4 8.34 2.09 190.27 0.00*** 4 3.67 0.92 191.13 0.00 ***
dist 3 30.50 10.17 970.95 0.00*** 3 118.85 39.62 3613.83 0.00*** 3 2.43 0.81 168.62 0.00***
DGM 12 24.81 2.07 197.45 0.00*** 12 39.62 3.30 301.18 0.00*** 12 2.71 0.23 47.12 0.00***
opt 5 0.06 0.01 1.19 0.31 5 0.24 0.05 4.44 0.00** 5 0.00 0.00 0.14 0.98
time 2 0.01 0.01 0.69 0.50 2 0.12 0.06 5.55 0.00** 2 0.04 0.02 3.76 0.02*
clust:AR 4 0.29 0.07 6.81 0.00** 4 0.19 0.05 4.40 0.00*** 4 0.07 0.02 3.45 0.01**
clust:dist 12 16.29 1.36 129.65 0.00*** 12 32.87 2.74 249.86 0.00*** 12 10.25 0.85 178.06 0.00***
clust:opt 20 0.00 0.00 0.02 1.00 20 0.05 0.00 0.23 1.00 20 0.00 0.00 0.03 1.00
dist:AR 3 7.00 2.33 222.70 0.00*** 3 0.70 0.23 21.22 0.00*** 3 0.03 0.01 2.22 0.08.
DGM:AR 12 5.93 0.49 47.22 0.00*** 12 1.98 0.17 15.08 0.00*** 12 0.04 0.00 0.76 0.69
DGM:clust 48 15.83 0.33 31.48 0.00*** 48 19.31 0.40 36.71 0.00*** 48 11.45 0.24 49.73 0.00***
DGM:dist 36 86.73 2.41 230.05 0.00*** 36 136.87 3.80 346.83 0.00*** 36 9.02 0.25 52.26 0.00***
DGM:opt 60 0.17 0.00 0.28 1.00 60 0.43 0.01 0.65 0.98 60 0.01 0.00 0.02 1.00
DGM:time 24 0.70 0.03 2.80 0.00*** 24 3.02 0.13 11.47 0.00*** 24 0.22 0.01 1.94 0.00***
opt:AR 5 0.03 0.01 0.51 0.77 5 0.02 0.00 0.43 0.83 5 0.00 0.00 0.10 0.99
time:AR 2 0.31 0.16 15.00 0.00*** 2 0.34 0.17 15.42 0.00*** 2 0.02 0.01 2.48 0.08.
time:clust 8 0.62 0.08 7.34 0.00*** 8 1.09 0.14 12.43 0.00*** 8 0.20 0.02 5.12 0.00***
time:dist 6 1.63 0.27 25.97 0.00** 6 4.12 0.69 62.60 0.00*** 6 0.13 0.02 4.56 0.00***
time:opt 10 0.02 0.00 0.21 1.00 10 0.09 0.01 0.85 0.58 10 0.00 0.00 0.02 1.00
Residuals 9082 95.11 0.01 9082 99.56 0.01 9082 43.57 0.00
Note. Common among the ∆RMSEA, ∆CFI , and ∆SRMR are significant main effects of AR effect,
clustering method, distance measure, and combined-DGM. The ∆CFI and the ∆SRMR had signficant
main effects of number of timepoints, and the ∆CFIhad a significant main effect of optimizer. For all
three fit measures, all two-way interactions where optimizer was not a part of the interaction were
significant, except for the interaction of combined-DGM and AR effect predicting the proportion according
to the ∆SRMR, the interaction of number of timepoints and AR effect predicting the proportion
according to the ∆SRMR, and the interaction of distance measure and AR effect predicting the proportion
according to the ∆SRMR. Significance codes: 0 *** 0.001 ** 0.01 * 0.05 . 0.1 1
Heatmaps of the results in Figures 5.3 and 5.4 reveal greater variability in the recovery of
invariant clusters when using the coefficient of invariance and, to a lesser extent, the summation of
invariance as distance measures. These results align with the poor recovery of the ”true” clusters
found in the ARI results. Ultimately, k-means, k-medoids, and Walktrap are the most reliable
methods when used in combination with the congruence coefficient. I note again that the poor
performance of Walktrap with the salient variable similarity index in a few combined-DGMs is a
result of Walktrap placing each individual in its’ own cluster rather than one supercluster like the
other clustering algorithms.
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Table 5.4: Study 2. ANOVA comparing proportion scalar invariant according to ∆CFI ,
∆RMSEA, and ∆SRMR after clustering the combined-DGMs.
∆RMSEA ∆CFI ∆SRMR
Df Sum Sq Mean Sq F p Df Sum Sq Mean Sq F p Df Sum Sq Mean Sq F p
AR 1 0.10 0.10 16.73 0.00*** 1 5.72 5.72 621.73 0.00*** 1 0.02 0.02 3.81 0.05 .
clust 4 4.05 1.01 177.42 0.00*** 4 6.82 1.70 185.42 0.00*** 4 3.47 0.87 183.25 0.00***
dist 3 2.15 0.72 125.68 0.00*** 3 17.92 5.97 649.78 0.00*** 3 2.50 0.83 176.13 0.00***
DGM 12 10.91 0.91 159.35 0.00*** 12 12.61 1.05 114.28 0.00*** 12 3.11 0.26 54.63 0.00***
opt 5 0.00 0.00 0.05 1.00 5 0.02 0.00 0.37 0.87 5 0.00 0.00 0.01 1.00
time 2 0.07 0.04 6.42 0.00*** 2 0.44 0.22 24.00 0.00*** 2 0.01 0.01 1.24 0.29
clust:AR 4 0.07 0.02 3.22 0.01* 4 1.39 0.35 37.93 0.00*** 4 0.03 0.01 1.79 0.13
clust:dist 12 10.21 0.85 149.10 0.00*** 12 18.87 1.57 170.99 0.00*** 12 10.35 0.86 181.93 0.00***
clust:opt 20 0.00 0.00 0.00 1.00 20 0.00 0.00 0.02 1.00 20 0.00 0.00 0.00 1.00
dist:AR 3 0.35 0.12 20.35 0.00*** 3 11.58 3.86 419.87 0.00*** 3 0.03 0.01 2.07 0.10
DGM:AR 12 2.39 0.20 34.93 0.00*** 12 5.83 0.49 52.82 0.00*** 12 0.05 0.00 0.87 0.58
DGM:clust 48 13.78 0.29 50.30 0.00*** 48 14.18 0.30 32.13 0.00*** 48 11.67 0.24 51.30 0.00***
DGM:dist 36 8.45 0.23 41.13 0.00*** 36 33.77 0.94 102.02 0.00*** 36 8.63 0.24 50.57 0.00***
DGM:opt 60 0.00 0.00 0.01 1.00 60 0.03 0.00 0.05 1.00 60 0.00 0.00 0.00 1.00
DGM:time 24 0.52 0.02 3.80 0.00*** 24 0.76 0.03 3.46 0.00*** 24 0.22 0.01 1.98 0.00**
opt:AR 5 0.00 0.00 0.01 1.00 5 0.01 0.00 0.17 0.97 5 0.00 0.00 0.00 1.00
time:AR 2 0.22 0.11 18.91 0.00*** 2 0.00 0.00 0.24 0.79 2 0.05 0.02 5.01 0.01*
time:clust 8 0.22 0.03 4.87 0.00*** 8 0.58 0.07 7.95 0.00*** 8 0.17 0.02 4.53 0.00***
time:dist 6 0.12 0.02 3.38 0.00** 6 0.23 0.04 4.19 0.00*** 6 0.14 0.02 5.01 0.00***
time:opt 10 0.00 0.00 0.03 1.00 10 0.00 0.00 0.02 1.00 10 0.00 0.00 0.00 1.00
Residuals 9082 51.82 0.01 9082 83.51 0.01 9082 43.05 0.00
Note. Common among the ∆RMSEA, ∆CFI , and ∆SRMR are significant main effects of clustering
method, distance measure, and combined-DGM. The ∆RMSEA and the ∆CFIhad significant main
effects of AR effect, and the ∆CFIhad a significant main effect of number of timepoints. For all three fit
measures, all two-way interactions where optimizer was not a part of the interaction were significant,
except for the interaction of clustering method and AR effect predicting the proportion according to the
∆SRMR, the interaction of combined-DGM and AR effect predicting the proportion according to the
∆SRMR and the interaction of timepoints and AR effect according to the ∆CFI . Significance codes: 0
*** 0.001 ** 0.01 * 0.05 . 0.1 1
5.2.4 Relative bias in the Autoregressive Effect
Finally, I assessed whether there was relative bias in the autoregressive effect of the clustered
composite model. Baseline percent relative bias was first collected in each combined-DGM prior to
clustering. A heatmap in Figure 5.5 shows that there was not significant bias (relative bias greater
than 10%) in the AR = 0.8 conditions, regardless of number of timepoints prior to clustering.
This implies that a stronger autoregressive effect protects against bias. When AR = 0.2, there
is significant bias primarily in DGMs that are generated to be scalar non-invariant from the baseline
DGM. This is worsened with fewer timepoints and as combined-DGMs are progressively metric
non-invariant. Next, I present a heatmap of the relative bias in the clustered results to determine
if clustering reduces bias in the autoregressive effect. The heatmap in Figure 5.6 does not include
conditions where AR = 0.8, as there was not bias prior to clustering or after clustering.
52
Figure 5.3: Study 2. Heatmap showing average proportion metric invariant within combined-
DGMs (averaged across ∆RMSEA, ∆CFI , and ∆SRMR) under varying clustering methods,
distance measures, combined-DGMs, and number of timepoints.
Note. Note that the Walktrap results for combined-DGMs with 0% invariant individuals is due to Walktrap
placing each individual in its’ own cluster rather than one supercluster.
When AR = 0.2, the vast majority of clustering methods led to a decrease in bias in combined-
DGMs generated to be scalar non-invariant, many to a bias below 10. In fact, when T = 1000 or
T = 10000, using any clustering algorithm on the summation of invariance led to a bias below 10 in
all combined-DGMs. The congruence coefficient led to similar results except in combined-DGM
1 where bias was maintained at pre-clustering levels. When T = 100, the summation of invariance
and the congruence coefficient also show the best performance. With the summation of invariance,
bias was reduced in most cases. It only increased in even-numbered combined-DGMs (combined-
DGMs generated to only be metric invariant) with single-linkage as the clustering algorithm or
with DIANA in combined-DGM 12. The congruence coefficient performed similarly; however, it
was not as effective as the summation of invariance. Performance was better with more distinct
combined-DGMs. Again, clustering with single-linkage as a similarity measure added bias in some
cases. Finally, the coefficient of invariance and the salient variable similarity index demonstrated
the poorest performance. The coefficient of invariance led to either maintained or increased bias.
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Figure 5.4: Study 2. Heatmap showing average proportion scalar invariant within combined-
DGMs (averaged across ∆RMSEA, ∆CFI , and ∆SRMR) under varying clustering methods,
distance measures, DGMs, and number of timepoints.
Note. Note that the Walktrap results for combined-DGMs with 0% invariant individuals is due to Walktrap
placing each individual in its’ own cluster rather than one supercluster.
Figure 5.5: Study 2. Heatmap showing average relative bias of the AR effect (in percentages)
under varying data generating models, autoregressive effects, and number of timepoints.
The salient variable similarity index led to decreases in scalar non-invariant combined-DGMs but
increases in some of the metric-only, non-invariant combined-DGMs.
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Figure 5.6: Study 2. Heatmap showing average relative bias of the AR effect (in percentages) under
varying clustering methods, distance measures, data generating models, autoregressive effects, and
number of timepoints.
5.3 Empirical Example
The same data from Study 1 were used for the empirical example in Study 2. In addition to the
daily data collected on negative affect, individuals completed an inventory of stressful events each
day. Instead of fitting P-technique to each individual, a DFA model was fit to each individual, with
an autoregressive effect of the latent variable negative affect at time t on time t− 1. Additionally,
a count of daily stressful events at time t was regressed on negative affect at time t to explore the
relationship between latent variables and an observed variable predictor. Much like AR estimates
can differ due to measurement non-invariance, so could the estimate for the relationship between
the latent variable and an observed variable. The path diagram for this model is displayed in Figure
3.4.
Because it is possible that individuals with differing representations of negative affect may relate
differently to stress, I hypothesized that there would be differences in the stress slope parameter
depending on the clusters in which individuals belong (i.e. how negative affect is characterized for
them). Again, I removed participants who had zero variance in one or more variables, resulting in
88 individuals. After fitting models, I removed individuals where model convergence did not occur
and ultimately completed analysis on 75 individuals.
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5.3.1 Metric invariance
Results for metric invariance were similar to those in Study 1 except that the negative relation-
ship between number of clusters and proportion of invariant individuals is attenuated. When all
individuals are in one supercluster, I find evidence for metric invariance in 75 of the 77 individuals
(97.3%) based on the cutoffs of ∆RMSEA = 0.01 and ∆SRMR = 0.015. With a cutoff of ∆CFI
= -0.002, only 57.9% of individuals are metric invariant. Results for clustering solutions are in
Figure 5.7. The overall optimal solution was a five-cluster solution using single-linkage clustering
on the congruence coefficient. This solution was the only solution that returned all individuals as
invariant to their cluster according to the ∆RMSEA and the ∆SRMR and 61.3% of individu-
als invariant to their cluster according to the ∆CFI , therefore performing well based on all three
measures of metric invariance.
5.3.2 Scalar Invariance
According to the ∆RMSEA, 97.3% of individuals, with the ∆CFI , 14.5% of individuals, and
with the ∆SRMR, 64.4% of individuals demonstrate scalar invariance when in one supercluster.
I provide plots of the proportion of individuals demonstrating scalar invariance to their respective
cluster’s composite model with all cluster methods, similarity measures, and number of clusters.
See Figure 5.8.
With all fit measures, except when single-linkage is used as the clustering method, model fit
worsens with more clusters. Using the ∆RMSEA, the best cluster solution is again the five-
cluster solution (see section on metric invariance) that clusters on the congruence coefficient using
single-linkage. In this case, 100% of individuals were scalar invariant. Using the ∆SRMR, the
best solution is an eight-cluster solution that clusters on the summation of invariance using single-
linkage. In this cluster, 76% of individuals are scalar invariant. Finally, using the ∆CFI , the best
solution is a six-cluster solution that clusters on the congruence coefficient using single-linkage
with 18.7% of individuals being scalar invariant. The ∆CFIwith a cutoff of -0.002 again appears
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Figure 5.7: Study 2. Differences in proportion metric invariant across varying numbers of clusters
when using the ∆RMSEA, ∆CFI , and ∆SRMR to test for invariance.
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Figure 5.8: Study 2. Differences in proportion scalar invariant across varying numbers of clusters
when using the ∆RMSEA, ∆CFI , and ∆SRMR to test for invariance.
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to be the most conservative fit measure. Based on these results, using single-linkage is again rec-
ommended as it regularly returns the optimal solutions.
5.3.3 Differential Relationships between Stress and Negative Affect
Combined with the results concerning metric invariance, in most cases, the optimal cluster is
the five-cluster solution, clustering single-linkage on the congruence coefficient. In this solution,
Cluster 1 had 47 individuals, Cluster 2 had 9 individuals, Cluster 3 had 14 individuals, Cluster 4
had 3 individuals, and Cluster 5 had 2 individuals. Figure 5.9 shows the average loadings for each
cluster as well as the composite loadings (treating all individuals as one dataset). The majority of
groups were characterized by positive loadings. The differences were in which variables had the
stronger loadings. The largest group (Cluster 1) was characterized by strong, positive loadings for
the indicators upset, nervous, and afraid, while Cluster 2 was characterized by stronger loadings
for nervous and afraid and a weaker loading for upset in comparison to Cluster 1. Cluster 3 had a
very strong loading for upset and a strong loading for hostile. Cluster 4 had weaker loadings com-
pared to the other groups. The strongest loading was 0.35 for nervous. Finally, Cluster 5 diverged
from the rest with negative to non-salient loadings. Upset and hostile had the strongest (negative)
loadings for this cluster. The pattern of the composite analysis most closely resembles the pattern
of Cluster 1, the largest cluster.
The average coefficient for the relationship between stress and negative affect, accounting for
the previous day’s negative affect was 0.32 (σ = 0.33). Of the 75 individuals, 54 demonstrated
a significant relationship (72%). To test the difference in the relationship across individuals, I
obtained beta coefficients for each individual. I performed a one-way ANOVA to determine if
there was a difference in slope for individuals based on their assigned cluster, as determined by the
five-cluster solution described above. I did not find a significant difference in the slope of stress
depending on cluster assignment (F = .03, p = .87). The mean beta values for each cluster were
0.30, 0.15, 0.59, 0.15, and -0.19. To test if imposing the composite measurement model on each
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Figure 5.9: Study 2. Average factor loading across individuals within each cluster found in the
optimal solution.
Note. This solution was a five-cluster solution found using single-linkage clustering on the congruence
coefficient.
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individual affected the obtained beta coefficients for the relationship between stress and negative
affect, I reran the individual models, imposing the composite measurement model estimates on the
individual. With the imposed measurement model, only 33 individuals demonstrated a significant
relationship (43%), suggesting that constraining individuals to equality in the measurement model
will lead to different inferences about relationships in the model.
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6 DISCUSSION STUDY 1
This study had two aims: 1. to see if clustering on a number of similarity measures could
recover clusters generated to be metric and/or scalar non-invariant and 2. discover if those recov-
ered clusters were metric/scalar invariant. A simulation study was run to address these aims, and
an empirical example was shown to demonstrate the method. In summary, the simulation study
demonstrated that level of non-invariance, number of timepoints, clustering method, distance mea-
sure, and interactions between these factors all had an impact on the recovery of the generated
clusters. The choice of optimizer, however, did not have an impact, except when clustering the
data that had a five-cluster solution. Overall, recovery was improved with more timepoints and
more distinct combined-DGMs, results that align with statistical theory. Some similarity measures
and clustering algorithms had differing performance.
6.1 Recovery of data generated models
6.1.1 Performance of Similarity Measures
For all similarity measures, more timepoints leads to better recovery. In the main simulation,
with a smaller sample size of T = 100, the congruence coefficient, the coefficient of invariance,
and the summation of invariance all showed better recovery with increasingly more distinct mea-
surement models, suggesting that more distinct clusters are easier to recover. The congruence
coefficient performed the best at recovery when clustering data generated to have five clusters,
and similar to the evaluation of the recovery of the combined-DGMs, the congruence coefficient
performed best at recovering invariant clusters as defined by tests of model fit. However, recovery
was only slightly lower with other similarity measures. The summation of invariance improved the
recoverability when models were generated to also be scalar invariant. The salient variable similar-
ity index showed the worst performance, only recovering the more distinct clusters. Recovery was
likely poor for less distinct clusters since the less distinct clusters were all positively valenced, and
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the salient variable similarity index only groups based on the valence of the slope. Overall, these
findings suggest that the congruence coefficient performs best at recovering data generated to be
metric non-invariant, while the summation of invariance performs best when data are generated to
be scalar non-invariant.
6.1.2 Performance of Clustering Algorithms
When it comes to choice of clustering algorithm, Walktrap, k-medoids, and DIANA all per-
formed best in the main simulation. With the five-cluster example, k-medoids and DIANA were
the best performing. They performed better than other algorithms even with fewer timepoints,
and k-medoids also performed better at recovering invariant clusters as defined by tests of model
fit. Single-linkage performed the poorest with lower numbers of time points but was equivalent to
Walktrap, k-medoids, and DIANA with at least T = 1000. Conversely, single-linkage was better at
recovering invariant clusters in the empirical example. Finally, there was poor performance when
combining k-means with the coefficient of invariance. These findings suggest that k-medoids or
DIANA will perform best at recovering clusters with smaller sample sizes and when there are more
than two clusters in the solution.
6.2 Ability to Recover Known Groupings in Empirical Data
I was unable to recover cluster solutions that aligned with AVD diagnosis using the clustering
methods in this study. This suggests that people with AVD may not experience negative emotions
differently from those without AVD. It is important to note that all individuals were diagnosed with
a personality disorder. There may be more divergence in measurements models when comparing
those with AVD to those without a personality disorder. The technique may still be applicable to
searching for invariant groupings that are not necessarily known unlike groupings such as gender,
language, experimental assignment, etc. Additionally, results suggested that participants were
sufficiently invariant with one supercluster, implying that individuals in this sample were more
similar than they were different.
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6.3 Sensitivity of Thresholds for Determining Invariance
This study was a first attempt at clustering individuals based on their measurement models.
The main limitation is that in the simulation and in the empirical example, many individuals met
the threshold of being metric and scalar invariant based on the threshold changes in RMSEA,
CFI, and SRMR that I selected prior to clustering, suggesting that clustering was not necessary.
Thresholds are difficult to implement; however, some method was needed to evaluate whether the
cluster solutions obtained actually represented metric and scalar invariant groups. In the future,
increasing the sensitivity (setting the threshold as a smaller change in fit measure) will provide
better diagnostic results. As mentioned in the empirical example, the proportion meeting a given
threshold is better explored when differences in cluster solutions can be determined. Setting a
lower threshold for non-invariance will allow for greater distinctions between cluster solutions to
be uncovered. Additionally, the proportion invariant sometimes worsened with more clusters. This
is likely due to differences in the sample size of the composite model. Accounting for sample size
or finding a better way to compare individuals would be useful.
6.4 Future Directions
The main finding is that measures such as the congruence coefficient and the summation of
invariance are effective at recovering clusters generated to be metric and/or scalar non-invariant.
Future research in this area should address the issues of how best to distinguish levels of non-
invariance between cluster solutions as described above. One possibility is to find thresholds that
align with ARI values. That is, find thresholds where higher ARI values correlate strongly with
higher proportions of invariant individuals in simulation studies. Additionally, the better perfor-
mance of the single-linkage algorithm in the empirical example raises questions of why there was
such poor performance in the simulation and why these differences may exist. Finally, despite that
I was unable to recover solutions in the empirical example that aligned with a given diagnosis, I
believe there is potential for exploration of differing idiographic measurement models in making
distinctions among and targeting treatment in a clinical setting.
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7 DISCUSSION STUDY 2
This study extended Study 1 by examining the clustering methods under varying levels of la-
tent autoregressive effects. I also aimed to determine if these clustering methods had an impact
on composite model bias in the autoregressive effect that resulted from metric and/or scalar non-
invariance. Finally, the empirical example demonstrated how these methods could potentially be
used to uncover differential relationships at the latent level based on measurement model group-
ings.
7.1 Performance of Similarity Measures
Results in this study were similar to those of Study 1, except that the coefficient of invariance
had much poorer recovery. Additionally, the coefficient of invariance was poor at finding clusters
that reduced bias in the AR effect of the composite model. Once again, the congruence coefficient
and the summation of invariance showed the best performance, with the summation of invariance
showing potential for addressing scalar non-invariance. These distance measures performed best
at recovering the combined-DGMs, at recovering invariant clusters, and at recovering clusters that
reduce bias in the compositie model. Additionally, the congruence coefficient recovered the best
solution in the empirical example.
7.2 Performance of Clustering Algorithms
Results were again similar to those of Study 1. Single-linkage was the poorest performing
algorithm in the simulations; however, it once again showed better performance in the empirical
example. Otherwise, most algorithms performed well at all measures of performance. In combi-
nation with results from Study 1, this suggests that DIANA, k-medoids, and Walktrap may be the
best algorithms for recovering invariant clusters.
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7.3 Differential Relationships Based on Measurement Non-invariance
Individuals did not demonstrate a significant relationship between respective negative affect
measurement model and the relationship between stress and negative affect. Findings were similar
to Study 1 in that one supercluster was sufficient for invariance. In fact, values for ∆ RMSEA, ∆
CFI, and ∆SRMR were smaller when conducting DFA than when conducting p-technique. This
may be due to other variables explaining variance in the model, leaving less to vary in the factor
loadings.
7.4 Future Directions
In addition to future research suggestions in Study 1, it will be useful to uncover why the
coefficient of invariance performs more poorly when autoregressive effects are introduced. Over-
all, these findings suggest promise for using clustering to separate individuals prior to imposing
a composite model (like the idiographic filter). Doing so will likely reduce bias in the relation-
ships between latent variables, leading to better inferences. However, clustering also leads to less
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