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Re´sume´. Soit p un nombre premier. Nous e´tablissons l’existence de neutralisations de divers
comple´te´s de l’alge`bre de Weyl quantique spe´cialise´e en une racine de l’unite´ primitive d’ordre
p (qui est “ge´ne´riquement” une alge`bre d’Azumaya) et donnons en particulier un e´nonce´ de neu-
tralisation explicite relevant celui construit en caracte´ristique p dans [3].
0 Introduction
Si X de´signe un sche´ma lisse sur un corps parfait k de caracte´ristique p > 0, il est bien connu
que le centre ZD
(0)
X de l’alge`bre des ope´rateurs de niveau 0 (c’est-a`-dire ceux “sans puissances
divise´es”) D
(0)
X sur X est “gros” et que D
(0)
X est une alge`bre d’Azumaya sur ZD
(0)
X (cf. par exemple
[5] pour un rappel). Cette proprie´te´, raffine´e par la donne´e d’une neutralisation d’une comple´tion
centrale de D
(0)
X , donne lieu a` diverses applications inte´ressantes (correspondance de Simpson en
caracte´ristique positive [5], classification d’e´quations diffe´rentielles [7], e´tude des repre´sentations
d’alge`bres de Lie modulaires [2]....). Des variantes de certaines de ces applications existent (e.g. [6])
dans un contexte “quantique” qui fournit donc un cadre possible pour rechercher des rele`vements
modulo pn (n ≥ 1) de la correspondance de Simpson en caracte´ristique p de´crite dans [3]. Dans
cette note, nous donnons des neutralisations explicites de deux comple´tions de l’alge`bre de Weyl
quantique Dq (spe´cialise´e en une racine primitive de l’unite´ q d’ordre p), qui est “ge´ne´riquement”
(cf. par exemple [1], Prop. 2.3) une alge`bre d’Azumaya. La plus inte´ressante d’entre elles (cf. 4.1.3)
rele`ve celle obtenue en caracte´ristique p > 0 dans [3], Thm. 4.13 et est la clef de l’obtention
des rele`vements modulo pn auxquels on vient de faire allusion. Dans un travail ulte´rieur, nous
montrerons comment ce point de vue permet de reconside´rer certains de´veloppements de la the´orie
des e´quations aux q-diffe´rences.
1 Notations
Nous noterons q une racine primitive de l’unite´ (dans une cloˆture alge´brique Q de Q fixe´e) d’ordre
p premier. Pour n ≥ 1, on pose [n] = 1 + q + ...+ qn−1 et [n]! = [n].[n− 1]...[2].[1]. Notons qu’on a
[p] = 0.
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2 De´finitions et Pre´liminaires
On pose R := Z[q] qu’on verra ci-dessous comme sous-anneau de Q. On notera J l’ide´al (maximal)
de R engendre´ par 1 − q et l’on identifiera R/J a` Fp. La classe de [n] modulo J s’identifie alors
simplement a` la classe de n modulo p dans Z/p ≃ Fp.
Lemme 2.1. (i) L’e´le´ment q est inversible dans R.
(ii) Les e´le´ments [i] avec (i, p) = 1 sont inversibles dans R.
De´monstration. (i) En effet, on a qp = 1.
(ii) Si i est tel que (i, p) = 1, on peut, dans Q, e´crire
(2.1.1)
1− qi
1− q
.
1− qij
1− qi
= 1 de`s que ij ≡ 1(p).
Cette e´galite´ vaut en fait dans R et l’assertion en re´sulte imme´diatement graˆce au the´ore`me de
Be´zout. 
De´finition 2.2. On appelle alge`bre de Weyl quantique (sous-entendu spe´cialise´e en q) le quotient
Dq de l’anneau non commutatif R 〈x, δ〉 des polynoˆmes en deux variables x et δ par l’ide´al engendre´
par δx− qxδ − 1.
L’e´le´ment σ := [δ, x] := δx− xδ = 1− (1 − q)xδ ∈ Dq jouera un roˆle important dans la suite.
On peut faire agir δ ∈ Dq sur R[x] en posant δ(x
n) = [n]xn−1. Cette action s’e´tend en une action
de Dq sur R[x] et l’on a σ(x) = qx qui est donc un automorphisme de R[x]. On dispose ainsi d’un
morphisme d’alge`bres Dq → EndZ(R[x]) (dont on prendra garde qu’il n’est pas injectif : l’e´le´ment
δp a pour image l’endomorphisme nul). On notera que δ agit sur R[x] comme une σ-de´rivation, au
sens ou` δ(fg) = δ(f)g+σ(f)δ(g) pour tous f, g ∈ R[x]. Plus bas interviendront diverses comple´tions
de Dq et de R[x] et nous noterons de la meˆme manie`re les actions de δ et de σ.
Soit D = Fp < x, ∂ > /(∂x − x∂ − 1) l’alge`bre de Weyl (ordinaire) sur Fp qui n’est autre que
l’alge`bre Γ(A1Fp ,D
(0)
A1
Fp
) des sections globales du faisceau des ope´rateurs diffe´rentiels de “niveau 0”
sur la droite affine A1Fp .
Proposition 2.3. L’application
(2.3.1) Dq ⊗R Fp → D ; x⊗ 1 7→ x, δ ⊗ 1 7→ ∂
est un isomorphisme.
De´monstration. En effet, le module Dq (resp. D) est libre de base δ
k (resp. ∂k) sur R[x] (resp.
Fp[x]).
Remarque. On pourrait (comme pour l’alge`bre de Weyl ordinaire) introduire une the´orie d’alge`bre
de Weyl quantique de niveau m ≥ 0 avec des puissances divise´es partielles de δ (cf. [3] pour le cas
ordinaire) et de´velopper pour ces alge`bres une the´orie analogue a` celle qui va suivre.
3 Sur la proprie´te´ Azumaya
Notons Zq le centre de l’alge`bre Dq et Z(R[x]) le centralisateur de R[x] dans Dq.
Lemme 3.1. On a [δ, xp] = [δp, x] = [δp, xp] = 0.
De´monstration. C’est imme´diat a` partir d’une des deux relations
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(3.1.1) δnx = [n]δn−1 + qnxδn
(3.1.2) δxn = [n]xn−1 + qnxnδ
obtenues par des re´currences sur n.
Soit R[xp, δp] (resp. R[x, δp]) l’alge`bre commutative des polynoˆmes en les variables xp et δp (resp.
x et δp).
Proposition 3.2. (i) L’application canonique R[xp, δp]→ Dq induit un isomorphisme
(3.2.1) R[xp, δp]
≃
−→ Zq.
(ii) L’application canonique R[x, δp]→ Dq induit un isomorphisme
(3.2.2) R[x, δp]
≃
−→ Z(R[x]).
De´monstration. (i) Tout e´le´ment P ∈ Dq s’e´crit de manie`re unique P =
n∑
i=0
ai(x)δ
i avec ai(x) ∈
R[x]. Compte tenu de la relation (3.1.1), la relation de commutation Px = xP implique, en exami-
nant l’e´galite´ obtenue degre´ par degre´ en i dans l’e´criture ci-dessus, que i doit eˆtre un multiple de p.
Un argument analogue avec la commutation a` δ (utilisant cette fois (3.1.2)) donne l’appartenance
de chaque ai(x) a` R[x
p].
(ii) On proce`de de manie`re analogue. 
Dans la suite, pour tout R-module M , on notera M˜ son se´pare´-comple´te´ J-adique (ou p-adique :
c’est la meˆme chose car (p) ⊂ J et Jp ⊂ (p)).
Proposition 3.3. L’alge`bre D˜q est une Z˜q-alge`bre d’Azumaya de rang p
2 neutralise´e par l’exten-
sion Z˜q → Z˜(R[x]).
De´monstration. Montrons en effet que l’application canonique
(3.3.1) D˜q ⊗Z˜q Z˜(R[x])→ EndZ˜(R[x])(D˜q) ; Q ⊗Q
′ 7→ (P 7→ QPQ′)
est un isomorphisme. Les modules en pre´sence e´tant de meˆme rang p2, il suffit d’e´tablir la surjec-
tivite´ de (3.3.1). De plus, comme ils sont J-adiquement complets (car de type fini sur Z˜(R[x])), il
suffit donc, graˆce au lemme de Nakayama, de ve´rifier la surjectivite´ de la re´duction modulo J de
(3.3.1). Comme cette dernie`re s’identifie (avec les notations e´videntes calque´es des pre´ce´dentes) a`
(3.3.2) D⊗Z Z(Fp[x])→ EndZ(Fp[x])(D) ; Q⊗Q
′ 7→ (P 7→ QPQ′)
la surjectivite´ de´coule imme´diatement du re´sultat de M. Kaneda rappele´ dans [3], thm. 3.7. 
Remarques. (i) Rappelons ([1], lemma 2.4) qu’on a σp = 1 − (1 − q)pxpδp ∈ Zq. On peut alors
reformuler (une fois e´tendu ici les scalaires de R a` Q) [1], Prop. 2.3 en disant que Dq est une
Zq-alge`bre d’Azumaya au-dessus du lieu d’inversibilite´ U ⊂ Spec (Zq) de σ
p. Le lecteur observera
que passer a` la comple´tion J-adique rend automatiquement σp inversible (car (1 − q) = J).
(ii) Nous ignorons si l’analogue e´vident de (3.3.1) avant J-comple´tion est un isomorphisme au-
dessus de U (ce qui raffinerait [1], Prop. 2.3). C’est, comme on va le voir tout de suite, par exemple
le cas pour p = 2 (q = −1), exemple qui va aussi nous servir a` montrer ou` intervient l’inversibilite´
de σp dans la the´orie. En effet, si σ2 est inversible, alors, dans la base (1, δ) de Dq sur Z(R[x]), les
quatre matrices
(3.3.3) E1 :=
(
0 σ2
0 0
)
, E2 :=
(
0 0
0 σ2
)
, E3 :=
(
σ2 0
0 0
)
, E4 :=
(
0 0
σ2 0
)
forment une base de EndZ(R[x])(Dq) (au-dessus de U) et l’isomorphisme cherche´ s’obtient en
ve´rifiant que
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(3.3.4) u := (1 ⊗ x− x⊗ 1) + 2[x⊗ xδ − x2 ⊗ δ] 7→ E1,
v := u.δ 7→ E2,
1⊗ σ2 − v 7→ E3,
1⊗ σ2δ − 1⊗ uδ2 7→ E4.
4 Neutralisation
Soit I l’ide´al de Zq engendre´ par δ
p. Dans la suite, pour tout Zq-moduleM , on notera M̂ son se´pare´
comple´te´ I-adique. Comme il re´sultera de la proposition 4.1 ci-dessous, le comple´te´ Ẑq s’identifie
bien au centre de D̂q, ne cre´ant ainsi aucune ambiguite´ dans les notations. Par commodite´, nous
utiliserons librement dans la suite la base (1, x, .... , xp−1) du Ẑq-module Ẑ(R[x]).
Proposition 4.1. Soient D = (di,j)1≤i,j≤p, X = (xi,j)1≤i,j≤p ∈ EndẐq (Ẑ(R[x])) les endomor-
phismes de´finis (dans la base ci-dessus) par les matrices dont les seuls coefficients non nuls sont les
suivants :
(4.1.1) di,i+1 = [i] + q
ixp
δp
[p− 1]!
pour i ∈ [1, p− 1] et dp,1 =
δp
[p− 1]!
;
(4.1.2) x1,p = x
p et xi,i−1 = 1 pour i ∈ [2, p].
Alors, l’application de R-alge`bres R 〈x, δ〉 → End
Ẑq
(Ẑ(R[x])) de´finie par δ 7→ D ; x 7→ X induit,
par passage au quotient, un isomorphisme de Ẑq-alge`bres
(4.1.3) D̂q
≃
−→ End
Ẑq
(Ẑ(R[x])).
De plus, la re´duction modulo p de (4.1.3) s’identifie canoniquement a` l’isomorphisme du thm. 4.13
de [3].
De´monstration. On a donc
D =


0 [1] + qxp
δp
[p− 1]!
0 · · · 0
...
. . . [2] + q2xp
δp
[p− 1]!
. . .
...
...
. . . 0
0
. . . [p− 1] + qp−1xp
δp
[p− 1]!
δp
[p− 1]!
0 · · · 0 0


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X =


0 · · · · · · 0 xp
1
. . . 0
0 1
. . .
...
...
. . .
. . .
. . .
...
0 · · · 0 1 0


.
Les seuls coefficients non nuls de DX (resp. XD) sont situe´s sur la diagonale et le (j, j)-ie`me vaut
(4.1.4) [j] + xpqj
δp
[p− 1]!
(resp. [j − 1] + xpqj−1
δp
[p− 1]!
)
pour tout j ∈ [1, p] (avec ici l’abus d’e´criture [0] = 0). La matrice DX − qXD − 1 a donc pour
(j, j)-ie`me coefficient
(4.1.5) [j] + xpqj
δp
[p− 1]!
− q([j − 1] + xpqj−1
δp
[p− 1]!
− 1)
qui est effectivement nul car [j] = 1 + q[j − 1] pour tout j ∈ [1, p].
On dispose donc bien de l’application (4.1.3). On va ensuite utiliser un argument de re´duction
modulo I. Etablissons tout d’abord le
Lemme 4.2. L’action naturelle de Dq sur R[x] est R[x
p]-line´aire et induit un isomorphisme
(4.2.1) Dq/I
≃
−→ EndR[xp](R[x]).
De´monstration. La R[xp]-line´arite´ re´sulte du lemme 3.1. Comme les deux modules ont meˆme rang
p sur R[xp], il suffit de prouver l’injectivite´. Or, si l’on choisit un repre´sentant P =
p−1∑
i=0
ai(x)δ
i ∈ Dq
de P ∈ Dq/I et si celui-ci ve´rifie P (x
j) = 0 pour tout j ∈ [0, p− 1], on a clairement P = 0.
Revenons a` la de´monstration de la proposition : les deux membres de (4.1.3) e´tant de meˆme rang
p2 sur Ẑq, il suffit de ve´rifier la surjectivite´. Comme ils sont de plus complets, graˆce au lemme
de Nakayama, on est ramene´ a` prouver la surjectivite´ de la re´duction modulo I de (4.1.3). Cette
re´duction s’identifie canoniquement a` l’isomorphisme (4.2.1) : d’ou` la proposition. 
Remarque. Comme dans [3], (p.19 warning) on notera que l’application Φ : Zq → Zq ≃ Z(EndZq (Z(R[x])))
(Z de´signant le centre dans le second membre) ; δp → Dp, xp → Xp n’est pas l’identite´ (mais in-
duit un automorphisme de Ẑq). Nous ignorons si l’extension Φ : Zq → Zq permet de neutraliser Dq
au-dessus de U .
Corollaire 4.3. La cate´gorie des D̂q-modules est e´quivalente a` celle des Ẑq-modules.
De´monstration. C’est simplement l’e´quivalence de Morita qui a` un D̂q-module E associe le Ẑq-
module Hom
D̂q
(Ẑ(R[x]), E) et a` un Ẑq-module F associe le D̂q-module Ẑ(R[x]) ⊗Ẑq F .
Notons maintenant, pour la suite, qu’on dispose d’un isomorphisme Ẑq ≃ R[x][[ξ]] ; x
p 7→ x, δp 7→ ξ.
De´finition 4.4. Un R[x]-module de Higgs est un moduleH muni d’un endomorphismeR[x]-line´aire
ξH . On dit qu’il est quasi-nilpotent si pour tout h ∈ H , il existe d ≥ 0 tel que ξ
d
H(h) = 0.
De´finition 4.5. Une σ-de´rivation sur un R[x]-moduleM est une application R-line´aireDM :M →
M telle que DM (fm) = δ(f)m+ σ(f)DM (m) pour tous f ∈ R[x], m ∈M . On dit que celle-ci est
quasi-nilpotente si pour tout m ∈M , il existe un entier naturel d tel que DdM (m) = 0.
On a alors le re´sultat suivant, qui ne fait que paraphraser le pre´ce´dent lorsqu’on se limite aux
objets quasi-nilpotents (voir de´finition 5.4 et la remarque suivant la proposition 5.5. dans [3]) :
Corollaire 4.6. La cate´gorie des R[x] modules M munis d’une σ-de´rivation quasi-nilpotente est
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e´quivalente a` celle des R[x]-modules de Higgs H quasi-nilpotents.
Les corollaires 4.3 et 4.6 restent e´videmment vrais lorsque l’on e´tend les scalaires, par exemple de
R a` Q (ou tout autre anneau interme´diaire), ou avec des anneaux de se´ries formelles en x (avec
conditions de convergence e´ventuelle) a` la place de R[x].
Remarque. L’application Φ : Zq → Zq ci-dessus est naturellement la restriction de l’application
Φ : D̂q → D̂q de´finie par Φ(δ
i) = Di(1) (e.g. Φ(δ) =
xp−1δp
[p− 1]!
). On peut alors reformuler, dans le
corollaire 4.6, le passage de M a` H comme la conside´ration des points fixes de M par Φ (cf. [3],
Def. 4.9, prop. 5.7 pour le cas analogue en caracte´ristique p > 0).
Signalons pour terminer qu’il n’y a aucune difficulte´ a` e´tendre, pour n ≥ 1, ces re´sultats au cas ou`
q est une racine primitive pn-ie`me de l’unite´.
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