We present an analysis of the use of suprathreshold stochastic resonance for analog to digital conversion. Suprathreshold stochastic resonance is a phenomenon where the presence of internal or input noise provides the optimal response from a system of identical parallel threshold devices such as comparators or neurons. Under the conditions where this occurs, such a system is effectively a non-deterministic analog to digital converter. In this paper we compare the suprathreshold stochastic resonance effect to conventional analog to digital conversion by analyzing the the rate-distortion trade-off of each.
INTRODUCTION
Analog to Digital Conversion (ADC) is a fundamental stage in the electronic storage and transmission of information. This process involves obtaining a sample of a signal, and its quantization to one of a finite number of levels. In this paper, we will consider theoretical measures of the performance of a stochastic quantization method, and compare with a conventional quantization scheme often used in ADCs.
We begin by describing some of the basic theory of quantization, in particular, the commonly used case of the uniform quantizer. We then briefly review a phenomenon known as stochastic resonance, and in particular, the case of Suprathreshold Stochastic Resonance (SSR), which we demonstrate can be viewed as a stochastic quantization scheme. We then compare the performance of SSR to the uniform quantizer, and show that conditions exist where SSR can outperform the uniform quantizer.
QUANTIZATION THEORY
Quantization of a signal or source consists of the partitioning of the signal into a discrete number of intervals, or cells. Certain rules specify which range of values of the signal get assigned to each cell. If an estimate of the original signal is required to be made from this encoding, then each cell must also be assigned a reproduction value. The most common quantization scheme is the uniform scalar quantizer. Thus, the output of the quantizer is the discrete signal, y, which can take on values between 0 and N . The reproduction value, z(y) for the y-th cell is given by the midpoint of the interval number, y ∈ 0, .., N , in which an input sample lies. Thus,
Shannon's average mutual information measure 2 provides a measure of the rate of a quantizer, that is, the average number of bits per sample that the quantizer output contains about the input. In general, the rate will depend on the statistics of the input signal as well as the encoding. For a deterministic quantization, the rate is simply the entropy of the output encoding, which is given by
where P y (n) is the probability of output state n occurring. The maximum rate occurs when all output states are equally likely and is given by I(x, y) max = log 2 (N + 1), that is, the number of bits at the output of the quantizer.
Information theory also tells us that the quantization of a signal will always cause some error in a reproduction of the original signal. This error is known as the distortion, and is most commonly measured by the mean square error between the original signal, and the reproduced signal.
1 Thus, the error is given by
and the mean square distortion is
A commonly used measure of a quantizer's performance is its Signal to Quantization Noise Ratio (SQNR), which is the ratio of the input signal power to the mean square distortion power. If the input signal has power σ In general, design of a good quantizer for a given source involves a trade-off between rate and distortion. That is, decreasing the average distortion will always require an increase in the rate required. This trade-off is measured using the rate-distortion function, 3 often expressed as R(D), where R is the rate, and D is the distortion measure. Shannon proved that a lower bound exists for R(D) for a Gaussian source with power σ 2 x , and the mean square distortion measure, 3 and that this bound is given by
This equation says that no quantization scheme can achieve a distortion less than D ms with a rate lower than R(D ms ) for a Gaussian source. Or in other words, a quantization scheme with rate R will provide a mean square distortion no smaller than D ms . Note that (5) can be rearranged to give a lower bound on the SQNR in decibels of about 6.02R. This is a well-known rule of thumb in quantizer design that states that a one bit increase in the number of output bits gives about a 6 dB increase in Signal to Noise Ratio (SNR).
To illustrate the application of this formula, consider the use of a uniform scalar quantizer to quantize a Gaussian source with probability density function (pdf) P x (x). Let the source have mean zero and variance σ 2 x . Let m p = 3σ x and N = 15 so we have a four bit output. Then
where here we have let θ 0 = −∞ and θ N +1 = ∞.
The rate can now be calculated numerically from (6) and (3) . To calculate the mean square distortion, note from (4) and (2) 
We are now in a position to numerically calculate the rate and mean square distortion (or SQNR) for such a quantization, for any value of N . The result is plotted in Figure 1 where the rate (i.e. the mutual information) is shown on the y-axis (in bits per sample) and the SQNR on the x-axis (in dB). The theoretical lower bound is indicated by the thick line. Note that as expected, the actual rate for a given value of N and corresponding SQNR is always above the theoretical lower bound. Note that as N increases, the performance of the uniform quantizer gets worse and worse when compared with the lower bound. This is due to the fact that we have set m p = 3σ x . For larger N , a better quantization scheme is one that allows its maximum and minimum thresholds to be placed further along the Gaussian pdf's tails. 
SUPRATHRESHOLD STOCHASTIC RESONANCE

Stochastic Resonance
4-7 (SR) is a term used to describe a system in which the presence of input or internal noise is required to achieve an optimal output from that system. Initial studies of SR in the 1980s appeared mainly in the physics literature, and generally consisted of the observation of SR in nonlinear systems driven by periodic signals subject to additive white noise. The measure used was the output SNR, which was usually shown to possess a maximum for some non zero value of input SNR. Examples of systems in which SR was described include a Schmitt Trigger circuit, [8] [9] [10] ring lasers, 11 neurons, 12, 13 SQUIDS (super conducting quantum interference devices) 14 and ion channels.
15
Since the early studies, the definition of SR has been extended to virtually any sort of phenomenon where noise or randomness can be useful in some way to improving a system's or algorithm's performance. Of particular note was the extension in 1995 to aperiodic input signals. 16 Such an extension generally requires the use of measures other than SNR, such as correlation coefficient 16, 17 or mutual information. 18 Also of relevance here is the presentation of many studies of SR in systems consisting of a single threshold device. 19, 20 SR can be easily understood in such a system by considering an entirely subthreshold signal subject to additive noise. If the output of the threshold device is a pulse every time the threshold is crossed, then no pulse will ever occur in the absence of noise. However if the right amount of noise is present, then output pulses will occur with some correlation to the amplitude of the input signal. Hence, the presence of noise is better than its absence.
One recent extension of SR was to consider the case of many identical threshold devices subject to iid additive noise. If each threshold device receives the same input signal, it was shown that if the overall output is the sum of the individual outputs, then SR occurs irrespective of whether the input signal is entirely subthreshold or not. Hence, the occurrence of SR in such a system was entitled Suprathreshold Stochastic Resonance (SSR).
21, 22
The initial work considered the input to the array of thresholds to be iid samples from a Gaussian or uniform distribution, and the iid noise on each threshold to likewise be samples from a Gaussian or uniform distribution. The measure used was the mutual information between the input signal and the discretely valued output. The system (shown in Fig. 2 ) can be modelled mathematically as follows. Array of N comparators. Each comparator receives the same input signal, x, and is subject to independent additive noise, ηn. The output from comparator n is unity if the sum of the signal and noise is greater than that comparator's threshold, θn, and zero otherwise. The overall output, y, is the sum of the individual comparator outputs.
Let the number of threshold devices be N . The n-th device is subject to continuously valued iid additive noise, η n (n = 1, .., N ) and the output from each, y n , is unity if the input signal, x, plus the noise is greater than its threshold, θ n , and zero otherwise. All outputs are summed to give the overall output signal, y. Hence, y is a discrete encoding of the input taking on integer values between 0 to N . It can be considered as the number of devices that are currently "on." Thus
This formula can also be applied to the uniform quantizer, where the thresholds are given by (1).
Due to the nondeterministic encoding of an input value x to an output state n, the key function required to measure the system's performance is the joint pdf between the input and output signals, P xy (x, n). We commence by deriving a method of calculating P xy (x, n) for the general case of N arbitrary thresholds, and then simplify to the SSR case of all thresholds equal to the signal mean. Denote the pdf of the input signal as P x (x) and the probability mass function of the output as P y (n). Then we have, as a consequence of Bayes' theorem,
Integration of the the joint probability with respect to x gives
We will assume knowledge of P x (x) and derive a method for calculating P (n|x). Recall we assume that the noise (with pdf R(η)), is iid at each comparator. LetP n be the probability of device n being "on" (that is, signal plus noise exceeding the threshold θ n ), given the input signal x. Then
where F R is the cumulative distribution function of the noise and n = 1, .., N . If the noise has an even pdf thenP n = F R (x − θ n ). In general, it is difficult to find an analytical expression for P (n|x) and we will rely on numerics. Given any arbitrary N , R(η), and {θ n }, {P n (x)} can be calculated exactly for any value of x from (7), from which P (n|x) can be found using an efficient recursive formula. 23 For the particular case when the thresholds all have the same value, then eachP n has the same valueP and, as noted by Stocks 21 we have the binomial distribution
The mutual information, I(x, y), between x and y is given by the entropy of the output, H(y), less the conditional entropy of the output given the input, H(y|x).
As noted by Stocks, 21 the system can be interpreted as the transmission of information through a channel. H(y) describes the maximum rate of the transmission, and H(y|x) can be interpreted as the amount of encoded information about the input signal lost through the channel. Since the input to the array is continuously valued and the output is discretely valued, the channel can be considered to be semi-continuous. The mutual information through such a channel is given by
which can be calculated by numerical integration after applying the technique for calculating P (n|x) described above. Unlike a conventional deterministic quantization scheme, there is some uncertainty about which output state a given input value x will be encoded to. Indeed, if the noise pdf has infinite support, then all output states can be achieved by any input value.
The mutual information for a Gaussian signal with variance of unity and a number of values of N is shown in Fig. 3 for a range of input SNR's. The threshold noise is also Gaussian. This plot replicates the results obtained by Stocks. 
DISTORTION AND SSR
Another way of interpreting the SSR model is that of a lossy source encoder or quantizer.
1, 3
Due to its nondeterministic nature, the quantization achieved by SSR is stochastic. In conventional quantization theory or ADCs, dithering is a well known case of such a non-deterministic quantization. 24, 25 Dithering is the addition of a random signal to a signal to be quantized, with the aim of controlling the statistical properties of the quantization noise. However SSR differs from dithering, as the term is usually applied, in several key ways. Like dithering, SSR can be considered as a quantizer in which all thresholds are random variables. However, since dithering is usually applied by adding a small random signal to the signal to be quantized, the net result is that the set of thresholds retains the same fixed separations for any given signal sample. In SSR, since there is independent noise added to each threshold, if this noise is large enough, it can be shown that the optimal thresholds all have the same value, 26 which is equal to the signal mean. 22 This is in contrast to conventional quantization in which noise free thresholds are always distributed deterministically across the signal dynamic range.
To consider SSR as a quantizer, we need to specify some means of reconstructing the input signal from an encoding, as in the uniform scalar quantizer. 
Thus, the mean square value of y is also its variance, since the mean is zero. It is also easy to show that the variance of the error, =ŷ − x, given x is equal to the variance ofŷ given x. Thus
Therefore the conditional mean square distortion is
The total average mean square distortion is the expected value of the conditional distortion,
Note that E[ŷ 2 ] is the mean square value of the output, and E[xŷ] is the correlation between x andŷ. Substituting (8) into (9) and simplifying gives
Expressions for the mean square value of y given x and the expected value of y given x in terms ofP are given in . 23 Substituting these into (10) gives
What is the optimal linear decoding? The only unknown in (8) is c. The optimal value of c can be found by differentiating (10) with respect to c, setting the result to zero, and solving for c. The result is
Such a decoding is known as a Wiener decoding, and is the optimal linear decoding for the mean square error distortion.
Substituting (11) into (10) and simplifying gives
where ρ xy is the correlation coefficient 17 between x and y. Hence, the optimal mean square distortion is entirely dependant on the correlation coefficient.
Noting that E[x 2 ] is the input signal power, the SQNR can be written as SQNR = −10 log 10 (1 − ρ 2 xy ).
The SQNR for a Gaussian input signal with unit variance is shown in Fig. 4 for Gaussian noise, various values of N and a range of input SNRs. Note that the same qualitative behavior occurs as for the mutual information measure, with the difference being that the optimal input SNRs are slightly different. 
RATE DISTORTION RESULTS
We are now in a position to examine the rate-distortion trade-off for SSR and compare it to the case of the uniform scalar quantizer. Fig. 5 shows the result of plotting the rates shown in Fig. 3 against the distortion shown in Fig. 4 . Observe that the plot for a single value of N starts at a rate of one bit per sample, then increases with both rate and SQNR, as the input SNR decreases. The rate then reaches its maximum before the SQNR does. Then with continuing decreasing input SNR, the curve reaches its SQNR maximum, before curling back down towards the theoretical lower bound. Note that this means that (except for very low input SNRs) there are two values of input SNR for which the same distortion can occur, corresponding to two different rates. Since the main goal of a quantizer is to operate with maximum SQNR, this observation would indicate that the optimal value of input SNR to use, is the one which achieves the maximum SQNR, rather than the maximum rate.
A further observation is the fact that for very low input SNRs, this quantization scheme provides an output that is very close to the theoretical rate-distortion curve. However, this is probably irrelevant for quantizer design, because the main constraint on design would be the number of output bits, rather than the mutual information. For example in the case of N = 127 (i.e 7 bits) the maximum SQNR that can be achieved is about 13 dB. By contrast, for the same value of N , the uniform scalar quantizer provides an SQNR of over 30 dB. Alternatively, note that for a 13 dB SQNR, the uniform quantizer requires a 3 bit output whereas SSR requires 7 bits.
It is possible however, that the need to have far many more thresholds in the case of SSR to provide the same performance as a uniform scalar quantizer, is offset by a lesser complexity. In the case of SSR, all thresholds have the same value, whereas the uniform scalar quantizer requires N different threshold values.
A further scenario in which SSR could be usefully employed in an ADC is under conditions where large threshold noise is unavoidable. If it is assumed that the iid additive noise present on each threshold in SSR is also present on the thresholds of a uniform scalar quantizer, then the distortion performance of SSR can match that of the uniform quantizer when each have the same value of N . Figure 5 . Plot of mutual information against SQNR (in dB) for a Gaussian signal with unity variance, Gaussian noise, and a number of values of N . The thick solid line shows the theoretical lower bound on the rate required for a given distortion. Note that there are in general two values of mutual information that achieve the same SQNR and two values of SQNR that achieve the same mutual information. This is due to the concave nature of the plots of mutual information and SQNR against input SNR.
CONCLUSIONS
We have demonstrated that suprathreshold stochastic resonance can be described as a stochastic quantization method. Quantization methods can be characterized by their rate-distortion trade-off, and we have shown here that SSR is no exception. For a Gaussian source, and the optimal linear decoding, we have found that the best operating input SNR is the one that provides the minimum mean square distortion, rather than the SNR that provides the maximum mutual information. When compared with a uniform scalar quantizer, SSR requires more than twice as many output bits to achieve the same average distortion performance. However this could be worthwhile if implemented in practise, as ADC's such as flash ADC's require N unique threshold values, whereas in SSR all N thresholds have the same value. Furthermore, if implemented in a situation where large amplitude threshold noise is unavoidable, the performance of SSR is on a par with the uniform quantizer when each have the same number of output bits.
