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Abstract— The contribution of this paper is a framework
for training and evaluation of Model Predictive Control (MPC)
implemented using constrained neural networks. Recent studies
have proposed to use neural networks with differentiable convex
optimization layers to implement model predictive controllers.
The motivation is to replace real-time optimization in safety
critical feedback control systems with learnt mappings in the
form of neural networks with optimization layers. Such map-
pings take as the input the state vector and predict the control
law as the output. The learning takes place using training
data generated from off-line MPC simulations. However, a
general framework for characterization of learning approaches
in terms of both model validation and efficient training data
generation is lacking in literature. In this paper, we take the
first steps towards developing such a coherent framework.
We discuss how the learning problem has similarities with
system identification, in particular input design, model struc-
ture selection and model validation. We consider the study
of neural network architectures in PyTorch with the explicit
MPC constraints implemented as a differentiable optimization
layer using CVXPY. We propose an efficient approach of
generating MPC input samples subject to the MPC model
constraints using a hit-and-run sampler. The corresponding
true outputs are generated by solving the MPC offline using
OSOP. We propose different metrics to validate the resulting
approaches. Our study further aims to explore the advantages
of incorporating domain knowledge into the network structure
from a training and evaluation perspective. Different model
structures are numerically tested using the proposed framework
in order to obtain more insights in the properties of constrained
neural networks based MPC.
I. INTRODUCTION
One of the challenges in the design of feedback control
of safety critical systems is to ensure that the closed loop
system always satisfies the given specifications. This is well
understood when using classical control concepts as PID
and LQR control. It is less is understood when it comes
to constrained Model Predictive Control (MPC), which is
usually implemented using on-line optimization. The lack
of rigorous methods for verification of MPC often becomes
a deterring factor against its widespread use in the vehicle
industry despite its great potential. This in turn has prompted
extensive research efforts in certified real-time optimization
for MPC over the recent years, see [11] for a overview.
A common way to specify a MPC is through the use of a
quadratic cost function with linear constraints, which handles
both the dynamics, and the state and input constraints.
The optimal solution to a constrained quadratic program
can be found by solving a set of linear equations once
the active constraints are identified, see [24] for results
on fast online MPC implementations. The main challenge
lies in determining which of the constraints are active.
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Nevertheless, this entails solving an optimization problem at
each time instant, which could quickly become a bottleneck
when applying to systems repeatedly. One of the ways of
circumventing the determination of active sets is through
offline pre-computation of the control laws such that the
problem is transformed into that of specifying a mapping
or lookup table in the form of a piece-wise affine function.
This mapping then acts on the input to produce the optimal
control law. This approach is known as the explicit MPC, [2],
[13]. The explicit MPC has further inspired the viewing of
the MPC problem as a general learning problem. As a result,
a number of works involving the use of learning approaches,
primarily in the form of artificial neural networks have been
proposed recently [9], [6], [10], [17]. The idea of using neural
networks based MPC is by no means novel and there exist
many publications on this topic. Early contributions include
[19], [26]. There many challenges with such learning based
approaches, typically implemented using a neural network,
both in terms of the modeling and the training and evaluation.
There is a need for standardized framework for treatment of
such approaches from an experimental design point of view.
This forms the motivating force behind our current work.
The main contributions of the paper is a framework for
consistent analysis of learning based approaches for MPC in
terms of the following key aspects:
• Structure of the neural network: We study how to
train a neural network that implements MPC using
both the state and the model parameters as inputs, and
the control law as the output of the neural network.
We discuss different architectures, from the black box
neural networks to architectures which are structure-
aware in terms of the MPC problem.
• Nature of the data generation: It is not obvious how
to efficiently generate training data when learning the
control law as a mapping. This is related to input design
for system identification [3]. Grid-based approaches
for sampling the input space would work for small
state dimensions, but become cumbersome for high-
dimensional systems. Keeping this in mind, we study
the use of an efficient and statistically motivated hit-and-
run sampler that extends well to higher state dimensions.
We also discuss how gradient information can be used
for input sample design and analyses.
• Evaluation of performance: Different constrained neural
networks approaches have recently been proposed in
the literature for solving the MPC problem [9], [6],
[10]. However, it generally remains unclear as to how
these different structures can be evaluated consistently.
Here, we study how different neural network approaches
compare in terms of different metrics. In the process,
we also investigate the importance of incorporating the
MPC feasibility constraints in the form of a differen-
tiable projection into the network. In other words, we
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study how structurally-aware network compares to a
completely black box network.
The structure of this paper is as follows: The MPC prob-
lem is introduced in Section II, while Section III describe
the proposed training and evalution framework. Network
architectures for MPC are treated in IV, and in Section V data
generation and testing are studied. The numerical examples
are presented in Section VI. Finally, the conclusion and ideas
for future work are given in Section VI.
II. PRELIMINARIES
In this section, we briefly review the basic Model Predic-
tive Control (MPC) problem, the explicit MPC, followed by
a review of neural networks.
A. Model Predictive Control
Consider a discrete-time linear time-invariant system
which evolves in time as
xk+1 = Axk+Buk, (1)
where x denotes the state vector and u denotes the input
or control action, respectively; A and B denote the system
matrices. We will study the simplified MPC problem of
steering the state of the system (1) from an initial value to
the origin by minimizing a control objective, subject to the
state and input constraints
xk ∈X , uk ∈U (2)
where X ⊆Rn and U ⊆Rm are polyhedra representing the
constraint sets for the state and the input, respectively.
The MPC for an infinite time horizon entails solving the
following constrained optimization problem
min
u
∞
∑
k=0
xTk Qxk+u
T
k Ruk
s.t. xk+1 = Axk+Buk,
xk ∈X ,
uk ∈U ,
x0 = x¯
(3)
where Q and R are the positive semi-definite weight matri-
ces. In an unconstrained setting of the state and input vectors,
the solution to (3) results in the optimal feedback control law
of the Linear Quadratic Regulator (LQR) given by
u∗k =−Lxk, L = (BTP∞B+R)−1BP∞A (4)
where P∞ solves the Algebraic Riccati Equation, [7].
In general the infinite time horizon MPC problem (3)
is very difficult to solve, and one typically resorts to a
finite-horizon MPC problem. Then, the following problem
is solved at each instant
min
u0,...,uN−1
J = xTNQNxN+
N−1
∑
k=0
xTk Qxk+u
T
k Ruk
s.t. xk+1 = Axk+Buk,
xk ∈X ,
uk ∈U ,
x0 = x¯
(5)
where QN is the terminal cost matrix and N denotes the finite
time horizon length.
Fig. 1: The maximal control invariant set C∞ for system
(1) with system and control matrices (7) subject to the
constraints (8).
B. Feasibility
We now discuss how the feasibility constraints can be
characterized in terms of set-invariance, which will form the
basis of incorporating structure into neural network solutions
for MPC.
Set invariance is closely connected with feasibility [6], [7],
[14]. From the definition in [7], a set, C ⊆X , is a control
invariant set for the system (1) subject to the constraints (2)
if
xk ∈ C =⇒ ∃uk s.t. xk+1 ∈ C , ∀k ∈ N+. (6)
In other words, for any initial state in C there exists a
controller that ensures all future states reside in C . The
maximal control invariant set, C∞, is then defined as the
control invariant set containing all control invariant sets
contained in X .
We shall see later how this set is used as a part of a
projection strategy in neural networks for obtaining feasibil-
ity guarantees for the control law. To compute C∞ we use
algorithm 10.2 Computation of C∞ provided in [7] and the
accompanying software. As already discussed in [9], we note
that the algorithm comes with no termination guarantees but
was found to converge in our experiments.
In Figure 1 we plot C∞ for system (1) with
A =
[
1.0 1.0
0.0 1.0
]
, B =
[
0.0
1.0
]
(7)
subject to the constraints[−5.0
−5.0
]
≤ x≤
[
5.0
5.0
]
, −2≤ uk ≤ 2. (8)
C. Explicit MPC
One considerable disadvantage of MPC is the computa-
tional effort required for solving (5) online, which makes
MPC challenging for very fast processes [4]. Explicit MPC
is a strategy for circumventing this issue by pre-computing
the optimal control law offline. Given a polytopic set X ,
for each x ∈X explicit MPC computes a piecewise affine
(PWA) mapping from x to u defined over M regions of X .
xk
...
...
...
...
uk
Fig. 2: Schematic of a two-layer neural network. We shall
later refer to this architecture as the black box neural network
(BBNN) since it does not actively use domain knowledge.
D. Neural networks
Neural networks and deep learning approaches are now
ubiquituous and form the crux of most learning-based ap-
proaches today [16]. Neural networks learn a mapping from
the input to the output from known training examples, when
the problem at hand has either no clear closed-form input-
output mapping, or even if there is one, is intractable to work
with [5]. Neural networks comprise concatenated processing
units known as neurons that combine linear and non-linear
transformations. Mathematically expressed, a neural network
n(x) learns a mapping from the input x to output u in the
form
u = n(x) = σ(WLσ(WL−1σ(· · ·σ(W1x+b1) · · ·)+bL)
where σ(·) denotes the point-wise nonlinearity or activation
function, and the matrices {Wi,bi}Li=1 are the parameters
(weights and biases) learnt by the network from the training
data, L denoting the number of neuron layers. The learning is
typically performed by the use of back-propogation that uses
the gradients of an error or loss function n(·) with respect
to the network parameters. For the reasons of computational
complexity and stability, the rectified linear unit (ReLU) is
the most commonly employed activation function [5], [16].
We note here that the use of ReLU as the activation function
has been shown to be well motivated in the MPC setting due
to its piece-wise linear nature [9]. A schematic of a two-layer
neural network is shown in Figure 2.
III. PROPOSED FRAMEWORK
As discussed in the Section I, the goal of any learning
approach to solving MPC problems is to obtain a meaningful
mapping µ(x) such that for any given initial state x, it
produces the control law
u = µ(x),
where u is the solution to the MPC. In order for one to make
a consistent characterization of any learning approach, two
important aspects have to be analyzed:
• The nature of the mapping,
• The nature of data, in the context of training and
evaluation.
Though learning approaches to MPC are not new, a frame-
work for such a characterization of learning approaches in the
MPC setting does not exist in literature. This motivates our
present contribution in the form of a framework addressing
these aspects, particularly in terms of training and evaluation
through numerical experiments. We discuss these two aspects
in detail next.
A. The nature of µ(x)
Depending on the horizon, the state and input constraints,
and the strategy employed, we have the following common
variants of the MPC problem in general:
• LQR, which corresponds to the unconstrained version
of the infinite horizon problem (3) ,
• Finite or infinite horizon control with constraints on the
input and state vectors,
• Explicit MPC, which is a reformulation of the con-
strained MPC in terms of control invariant sets, giving a
pre-computed offline lookup table-like characterization
of the control law in terms of the state vector [4],
• Learning based MPC approaches, which uses supervised
learning from seen data examples typically in the form
of a neural networks.
Correspondingly, each of these variants produce their own
mapping µ(x). In the case of quadratic program based
approaches for constrained MPC, µ(x) is obtained by solving
quadratic programs through convex optimization solvers such
as the OSQP [23].
B. The nature of data: Data generation for training and
evaluation of µ(x)
Another key aspect in characterizing a learnt mapping is
its relation to the available data-set. In terms of the training,
this entails how the input space must be sampled such that the
learning is meaningful and generalizes well. This aspect is
of importance given that in many real-life applications such
as vehicle control, one cannot be expected to have access to
an unlimited number of diverse training data-points.
In the case of the simple LQR,
u =−Lx
this poses no real difficulty since all that is needed to find L
from training data is a single set of n linearly independent
samples of x and corresponding u.
In the case of the explicit MPC, it comes with added
complexity that one has to sample a set n linearly indepen-
dent points in each of the regions where the control law is
constant. For q regions we thus need at least n×q samples
of x and the corresponding u.
Naturally, this issue also extends to the case where one
wishes to work with neural network based learnt mappings
– how must we span the training space? One intuitively
reasonable approach is that we uniformly sample the feasible
set. To this end, we propose the use of a Hit-and-Run sampler
which performs a random walk across the feasible set. In
Figure 3 we plot a set of 1000 points sampled using the hit-
and-run sampler from the set C∞ in Figure, 1. The algorithm
is presented in Section V.
We believe that this gives a consistent way of approaching
the training aspect. Another related question, which we are
currently pursuing, is whether it is more meaningful to
incorporate the temporal aspect actively into the training
process: rather than being randomly sampled isolated training
data-points {x,u}, should the training samples be from full
trajectories?
The idea of representing a MPC with a structured neural
network is also closely connected to the classical problem
of function estimation from experimental data. This subject
has a long history going back to the work of Box and co-
workers on response surfaces [8]. Gaussian processes and
Bayesian optimization provide solid statistical frameworks
Fig. 3: Hit-and-run sampling of 1000 points from the set C∞
in Figure 1.
for estimation of function and corresponding input design
[22]. Samples are typically chosen by optimizing a so-called
acquisition function, which measures the current uncertainty
of the function estimate. A simple method is uncertainty
sampling, where the next sample is taken where the un-
certainty is the highest. Unfortunately, less is understood
regarding optimal input design for the training of neural
networks. To obtain insight into the approximation properties
and generalization ability, we need tools to analyze the error
and at the same time get information where to sample new
data. Let u = n(x) denote the network approximation of
the MPC u = µ(x)|. On the training data we can calculate
maximal error as maxxi∈D |n(xi)−µ(xi)|. Provided that the
network is flexible enough these errors should be small after
training. The challenge is to estimate the error for x outside
the sample set, and then sample additional x where the errors
are large. Recall that we also can calculate gradients with
respect to x , i.e. ∇n(x) and ∇d(x). Sub-gradients can be
used where the mappings are non-differentiable. The gradient
calculations can be done using CVXPY as described in
[1]. We then obtain information about the approximation
error in a neighborhood around interesting sample points by
computing the first order approximation
[n(x)−µ(x)]≈ [n(xi)−µ(xi)]
+ [∇n(xi)−∇n(xi)]T (x−xi)
in a neighbourhood ||x−xi|| ≤ ε that does not overlap other
existing samples of x. In order to generate new training data,
we would like to identify regions where the approximation
error is large. One way is to solve the QP
max
x
||[∇n(xi)−∇d(xi)]T (x−xi)||
subject to ||x−xi|| ≤ ε
for selected xi to obtain a measure where to take new
samples.
Thus we see that it is possible to develop a well-motivated
and systematic framework for the analysis and evaluation of
learning based MPC. Our current contribution is a step in
this direction.
IV. NETWORK ARCHITECTURE
We now discuss how we use the proposed framework in
the study of different learning approaches for MPC. Fol-
lowing the line of thought pursued in literature, we consider
neural network based architectures for our study. We consider
the following three network architectures:
1) Black box NN (BBNN) which refers to the black
box neural network which is agnostic to any MPC
specific information but learns only from the input-
output samples. A schematic of this network is shown
in Figure 2.
2) Projection NN (PNN) which refers to the neural net-
work used in conjunction with a projection layer which
enforces the feasibility constraints of the MPC [9]. We
incorporate the projection block as a neural network
layer. This is because the projection directly influences
the weights of the neural network. As described earlier,
the training of the neural network progresses by the use
of back-propogation which makes use of the gradient
of the entire network with respect to the network
weights or parameters. It is therefore necessary that the
projection block admits a gradient operation, and thus
should be a differentiable block. To achieve this, we
use CVXPY [12], which a state-of-the art technique for
modelling convex problems amenable to mathematical
operations. The schematic corresponding to PNN is
shown in Figure 4.
3) LQR-PNN which incorporates both the projection layer
based neural network and a linear quadratic regulator
(LQR) structure. The LQR block is introduced to
enforce stability of the network, and to act like
a safeguard against the neural network producing
unstable solutions. As shown in the schematic in
Figure 5, the sum of the outputs from the LQR
block and the neural network blocks are fed to the
feasibility projection layer. This network thus presents
a trade-off between the infinite horizon LQR solution
and the learnt neural network solution.
Each of the three network architectures takes as input the
vector x and produces the corresponding output mapping u=
µ(x). The motivation behind studying the performance of
these networks is to arrive at general performance trends and
thereby help us decide between the different possible modes
of operation: from a complete black box solution unaware
of the problem structure, to the situation-aware constrained
solution. Such a study is also important given that a complete
black box approach, even though they may employ ReLUs,
is not guaranteed to generate feasible solutions relevant to
the MPC setting [9]. This is because such an approach relies
entirely on the data to inherently abstract the structure of the
problem without using any explicit domain knowledge. The
approach in [9] enforces feasibility guarantees by using a
projection algorithm that utilize the knowledge of the MPC
structure to project any infeasible outputs from the neural
network onto a feasible region, thus ensuring the feasibility
of the subsequent state and control trajectories. Following
the same line of thought, we study a similar projection
strategy by adding a state-of-the-art differentiable convex
optimization layer as a final layer to two of our networks.
The cxvpy-layer realizes the projection by solving a con-
strained optimization problem. As in [9], we use the H -
xk
...
...
...
...
cvxpy-
layer
uk
u˜k
Fig. 4: The structure of the PNN.
xk
...
...
...
...
+
cvxpy-
layer
uk
u˜k
−L
Fig. 5: The structure of the LQR-PNN.
representations of C∞ and U to describe the constraints
C∞ = {x ∈ Rn | Cxx≤ dx}
U = {u ∈ Rm | Cuu≤ du}. (9)
The optimization problem then becomes
arg min
uk
‖u˜k−uk‖22
s.t. CxBuk ≤ dx−CxAxk
Cuuk ≤ du
(10)
where u˜k is the input to the CVXPY-layer.
All the three network architectures use the same structure
with regard to the trainable neurons layers: one input layer
of width n, two hidden layers of width 8, and a fourth layer
of width m (see Fig. 2) for the learning. A ReLU activation
function follows the input layer and first hidden layer, while
the output of the second hidden layer is directly fed to the
subsequent layer to allow for any negative values of u.
V. TRAINING AND DATA GENERATION
We first discuss the systematic strategy that we propose
for the generation of datasets for the MPC problems. Our
approach for generating the training and testing data set
involves sampling a set of states S = {x1 . . . ,xNS} from the
feasible region C∞ described in Section II-B, followed by
solving for the optimal control inputs for each s ∈S using
OSQP [23]. To sample C∞ we use the Hit-and-Run sampler
which is a Markov chain Monte Carlo method for sampling
uniformly from convex shapes [18]. Essentially, starting from
any point in the convex set, the method generates a set of
points, S , by walking random distances, λ , in randomly
generated (unit) directions. The steps involved in the Hit-
and-Run sampler are detailed in Algorithm 1. We employ this
approach since it ensures that the generated datapoints cover
the feasibility region in a reasonably uniform manner [18],
[25]. This then ensures that the network has observed training
samples that span the entire feasible set on an average,
thereby aiding its ability to generalize. Once the training and
test inputs are generated, the corresponding training outputs
are obtained from using OSQP on to solve the MPC problem.
Algorithm 1 Hit-and-Run Sampler
1: procedure HIT-AND-RUN (C∞,NS)
2: Pick random point x ∈ C∞ = {x ∈ Rn | Cxx≤ dx}
3: S ←{x}
4: for i= 1, . . . ,NS−1 do
5: λi← ∞
6: Generate random unit direction di
7: for (c,d) in (Cx,dx) do
8: λ ← d− c ·x
c ·di
9: if λ > 0 then . To ensure right direction
10: λi←min(λi,λ )
11: λi← drawn from U[0,λi)
12: x← x+λidi
13: S ←S ∪{x}
14: return S
We then use a supervised learning method to train the
networks on a data set D = {(xi,u∗i )} of input-output pairs.
During the training, we learn for the network parameters by
minimizing a loss function L(θ) with respect to θ . In this
work, we consider mean-square error as the loss function:
L(θ) =
1
N
N−1
∑
i=0
(n(xi,θ)−u∗i )2. (11)
In order to increase the training speed, we split the data
into smaller subsets (mini-batches) and compute the MSE-
loss (11) for each batch. We then use the gradient descent-
based Adam optimizer [15] to backpropagate the loss and
update the parameters θ following each batch. Once all the
mini-batches have been iterated over, one training epoch
is completed. We train the networks for as many epochs
required to reach convergence.
VI. EXAMPLES
We now consider the application of the proposed concepts
on three examples datasets. We evaluate the different network
architectures in terms of two performance metrics:
1) The normalized mean square error (NMSE) which is
defined as
NMSE = 10log10
(‖u−u∗‖22
‖u∗‖22
)
2) The normalized control cost Jn, defined as the control
cost, J, in Equation (5), normalized by xT0 x0:
Jn =
xTNQNxN+∑
N−1
k=0
[
xTk Qxk+u
T
k Ruk
]
xT0 x0
where x0 is the initial state of the trajectory.
Both the metrics are evaluated on test data, previously unseen
by the networks during the training. NMSE helps evaluate
the control law predicted by the network with respect to the
ground truth, whereas the control cost measures how well the
control law is in terms of minimizing the control objective:
the smaller the J, the better the control achieved.
A. Double integrator
We first consider the example of a two-dimensional state
vector with a scalar input under constraints. Despite being
relatively low-dimensional, such a scenario occurs regularly
in many real-life control applications. For example, in the
case of a simplified bicycle model employed in autonomous
vehicles in Scania [21], the state model is given by
xt+1 =
[
cos(∆tκt) sin(∆tκt)
−κ cos(∆tκt) sin(∆tκt)
]
xt +
[
(1− cos(∆tκt)/κ2t
sin(∆tκt)/κt
]
ut
where the state vector consists of the direction coordinate
and yaw, and ∆ and κ are parameters proportional to the ve-
locity and curvature of the vehicle, respectively. The control
objective matrices are usually of the form Q= I and a scalar
non-negative R. Though the most general models are time-
varying (as seen from the state matrices), it specializes to a
time-invariant MPC problem when the velocity and curvature
of the vehicle are kept constant (that is, when ∆t and κt are
constant over time) [21]. This motivates us to consider first
the case of a two-dimensional MPC problem.
Let us then consider a two-dimensional double integrator
system specified as follows [7]:
A =
[
1.0 1.0
0.0 1.0
]
, B =
[
0.0
1.0
]
(12)
subject to the constraints[−5.0
−5.0
]
≤ xk ≤
[
5.0
5.0
]
, −2.0≤ uk ≤ 2.0, k = 1, . . . ,N
(13)
and with cost parameters
QN = Q =
[
1.0 0.0
0.0 1.0
]
, R = 10, N = 3. (14)
We generate training and testing data by sampling states from
C∞ for the system (12) subject to (13) using Algorithm 1,
followed by solving for the optimal controls using OSQP
with cost parameters (14).
In Figure 6, we plot the NMSE as a function of the size
of the training dataset. In Figure 7, we show the normalized
control cost, Jn, computed for 100 trajectories for the differ-
ent control laws. For the NMSE evaluation, we use a testing
dataset of 500 samples. For the control cost evaluation, we
use a dataset of 1000 samples to train the networks. The
initial states {x(1)0 , . . . ,x(100)0 } of the trajectories are sampled
from C∞ using Algorithm 1.
B. 4-Dimensional system
In our second example we consider a 4-dimensional sys-
tem from [9]
A =
0.7 −0.1 0.0 0.00.2 −0.5 0.1 0.00.0 0.1 0.1 0.0
0.5 0.0 0.5 0.5
 , B =
0.0 0.10.1 1.00.1 0.0
0.0 0.0
 (15)
subject to the constraints−6.0−6.0−1.0
−0.5
≤ xk≤
6.06.01.0
0.5
 , [−5.0−5.0
]
≤uk≤
[
5.0
5.0
]
k= 1, . . . ,N
(16)
Fig. 6: NMSE comparison for the test data 2D-example.
Fig. 7: Comparison of the control costs computed for the
different control laws for 100 test trajectories for the 2D-
example.
and with cost parameters
QN = Q =
1.0 0.0 0.0 0.00.0 1.0 0.0 0.00.0 0.0 1.0 0.0
0.0 0.0 0.0 1.0
 , R = [1.0 0.00.0 1.0
]
,
N = 10.
(17)
We generate training and testing data by sampling states
from C∞ for the system (15) subject to (16) using Algorithm
1, followed by solving for the optimal controls using OSQP
with cost parameters (17).
In Figure 8, we plot the NMSE as a function of the size
of the training dataset. In Figure 9, we show the normalized
control cost, Jn, computed for 500 trajectories for the differ-
ent control laws. For the NMSE evaluation, we use a testing
Fig. 8: Comparison of the computed NMSE on test data for
the different control laws for the 4D-example.
Fig. 9: Comparison of the control costs computed for the
different control laws for 500 test trajectories for the 4D-
example.
dataset of 500 samples. For the control cost evaluation, we
use a dataset of 7000 samples to train the networks. The
initial states {x(1)0 , . . . ,x(500)0 } of the trajectories are sampled
from C∞ using Algorithm 1.
VII. CONCLUSION
We have presented a a framework for off-line training
and evaluation of neural networks approaches for MPC.
The basic idea is to approximate the MPC mapping from
state to control input with constrained ReLU based neural
networks including projection layer. Recent papers, [6], [9]
have motivated this structure from explicit MPC, and that
a continuous and piece-wise affine function on polyhedra
can be represented exactly by a deep enough ReLu neural
network. The role of the projection layer is to guarantee re-
cursive feasibility and asymptotic stability. The main training
and evaluation aspects we have studied are:
• We have used CVXPY [1] and PyTorch [20] to imple-
ment this framework. We use OSQP [23] to generate
training data and to evaluate the resulting controller.
This tool box provides efficient means for training and
evaluation.
• A key factor is the generation of samples for the off-
line training. This is a challenge when the dimension
of the state space increase. Here we proposed to use a
hit and run sampler. We have also studied this problem
from an experimental function approximation view. The
generation of training data and evaluation is more com-
putationally demanding than the training of the network.
• Evaluation of the resulting controller based on trajecto-
ries and normalized cost-functions. The numerical tests
shows the trade-off between the number of training
data and the approximation properties of the resulting
controller.
This paper is to first step to more systematic methods
for training and evaluation of neural networks implemented
MPC. A major restriction is that current methods trains for a
specific model. An interesting idea for future work is to use
model parameters as well as states as input to the constrained
network. This would increase the complexity and the need
for even more structured training data generation.
The real controller use the measured state as input. Hence
the training and evaluation should take this into account. The
good news is that less resolution in training data is needed,
but the evaluation will become more challenging.
The gradients of the MPC mapping and the gradient of
the constrained network with respect to the state can be
calculated. An interesting question is how this information
can be used. Recall that the gain of the LQR controller
u = −Lx, can be found by just differentiating the control
law at a given value of x.
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