In an error correcting code, the performance of a specific linear code is dependent on the minimum weight and the weight distribution of the code. Therefore it is very importance to know or calculate the minimum weight and the weight distribution of a code. In this paper we propose a very efficient calculation method for the minimum weight and the weight distribution for linear codes over large finite fields. Computation results show that our algorithm is much faster than Magma, the computational algebra system, for the minimum weight and the weight distribution of specific random linear codes over large finite fields.
Introduction
Error correcting codes are very important in data communication. There are various types of error correcting codes. Among them, linear codes over finite fields are basic and fundamental. Also they have strong application in data communication. The performance of a specific linear code is dependent on the minimum weight and the weight distribution of the code.
In 1978, Berlekamp, McEliece and van Tilborg proved that the computation of weight distribution of linear codes over GF (2) is NP-complete [1] , and in 1997, Alexander Vardy proved that the computation of minimum weight of linear codes over GF(2) is also NPcomplete [11] . Therefore, we cannot expect a polynomial-time algorithm for these computation unless P = NP.
Many scientists investigated the problem of the computation for minimum weight and the weight distribution. A lot of them were not published and used in personal purpose. A. E. Brouwer and K.-H. Zimmerman proposed an algorithm for minimum weight and the algorithm is implemented in Magma [2, 3] . They used many different generator matrices. In [10] , Leon also proposed an algorithm for minimum weight, which is probabilistic, and the algorithm is used in GUAVA [6] . In [4] , I. Bouyukliev and V. Bakoev proposed an algorithm for the weight distribution using a sequence of different generator matrices. In [9] , S. Han proposed an algorithm for the weight distribution and using the algorithm calculated the weight distribution of the projections of the 2-adic Golay code of length 24 to Z2 e . The purpose of this paper is to suggest an efficient calculation method for the minimum weight and the weight distribution of linear codes over finite fields. The key idea of our algorithm is based on the idea in [9] . In this paper, we investigate the complexity of the algorithm, and apply the algorithm to random linear codes over large finite fields. Our calculation results show that our method is much faster than Magma [2] for random linear codes over large finite fields. This paper is organized in the following way. First we describe the previous well known basic method in Previous Method, and our algorithm is given in Proposed Method with detailed complexity discussion of the algorithm. In Computation time, we give calculation results of our algorithm and Magma. All the computations of this paper were done using a laptop (2GHz, 8GB RAM) and Magma(V2.19-4).
Previous Method

Method 1
Let C be an [n, k] linear code over Fq with a k × n generator matrix G. Our object is to calculate the number of codewords of C with given weight w. To do this, we consider the following linear combinations.
Efficient calculation of the weight distributions
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Where ai ∈ Fq and Gi is the i-th row of G, (1 ≤ i ≤ k). We only have to calculate the codewords in Eqn. (1) For each linear combination, we require nk multiplications and n(k − 1) additions over Fq. Therefore the total multiplication and total additions are q k nk, q k n(k − 1), respectively.
Method 2
Above method can be improved if we using a standard generator matrix. We can obtain G′ = [I|A], where I is a k×k identity matrix, using a Gauss-Jordan elimination and column permutation. Let C′ be the linear code generated by G′. Then C and C′ are equivalent and have the same weight distribution. Therefore without loss of generality, we can assume that C has a standard generator G = [I|A]. Let's consider the following linear combinations
where aj ∈ F * q , (F * q = Fq − {0}, 1 ≤ j ≤ t), 1 ≤ i1 < i2 < · · · < it ≤ k, and t ≤ min{k,w}. Let c = (u1|u2), where u1 is the first k coordinates and u2 is the last n−k coordinates of c. Since ai ∈ * q F , the weight of u1 is t. Therefore we have to count the codeword c of weight wt(u2) = w−t, where wt(u2) means the weight of u2. This fact leads to the following linear combinations.
where aj ∈ F * q, (1 ≤ j ≤ t), Aj is the j-th row of A. We only have to calculate the number of u2 in Eqn. (4) of weight w − t. The total number of linear combinations in Eqn. (4) is
We can reduce the number of linear combinations in Eqn. (5) by the following observation. Let
Then the weight of u'2 is the same as the weight of u2. Therefore in Eqn. (4), we restrict a1 =1, and then calculate the number of codewords u2 of weight w-t, and then we multiply the number by q-1. This fact leads to the following computational complexity for the number of linear combinations.
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Now we calculate the number of multiplication and addition of Fq in Eqn. (4) with a1 = 1. The number is (t-1)*(n-k) for both multiplication and addition. Using this fact and Eqn. (7) we have the total number of multiplication and the total number of addition over Fq by the following.
3 Proposed method
Method 3
Let C be an [n, k] linear code over Fq with a k × n generator matrix G. Our object is to calculate the number of codewords of C with given weight w. First, we consider the null space of each column vector of G.
where G i is the i-th column vector of G. The number of codewords of C with given weight w is given by the following formula.
Note that if The number of terms of the summation in Eqn. (10) is
For each term of the summation, we have to calculate the value ( 12) the number of addition of f(G, w) is
(13)
Method 4
Combining Method 2 and Method 3, we give Method 4. We start with Method 2. Let's consider the following linear combinations
where aj ∈ F * q, (1 ≤ j ≤ t), Aj is the j-th row of A. We only have to calculate the number of u2 in Eqn. (15) of weight w − t. Now we follow Method 3. The number of u2 in Eqn. (58) of weight w-t can be written by the following formula.
where A({i1, i2,…, it}) be the t × (n-k) submatrix of A with ij (1≤j≤t) rows of A and
j is the j-th column vector of A({i1, i2,…, it}).
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Then the number of codewords of weight w in C is
where S(k, t) is the set of all subsets of {1, 2,…, k} with size t. Therefore the total complexity for multiplication is the following.
And the total complexity for addition is the following.
There are many factors for the complexity. But we focus on the size of q. We assume that q is very large and the other factors are small, i.e., we assume that |S(k, t)| and . Therefore if t-r(I) is small, Method 4 has better performance than previous algorithms.
Computation time
In this section, we compare our proposed method with the method in Magma. We have two kinds of computations. First one is the computation of minimum weight. Second one is the computation of partial weight distribution. For this purpose, we generate random linear codes over GF(q) for various values of q. More specifically, we make random matrix 7×5 matrix A over GF(q) and then we make generator matrix [I,A] for the random linear [12, 7, d] codes over GF(q). The computation results are summarized in Table 1 and Table 2 .
In Table 1 , we give the calculation time for the minimum weight. For example, for a random linear [12, 7, d] codes over GF (2 13 ) (in this case the minimum weight is d = 6), our proposed Method 4 takes 0.016 seconds but the Magma built-in function takes 288.578 seconds. In Table 2 , we give the calculation time for the minimum weight and the partial weight distribution up to minimum weight. For example, for a random linear [12, 7, d] codes over GF (2 10 ) (in this case the minimum weight is d = 6 and the number of minimum weight codewords is # = 945252), our proposed Method 4 takes 0.031 seconds for the minimum weight and 0.422 seconds for the number of minimum weight codewords. But the Magma built-in function takes 4.734 seconds for the minimum weight and more than 2000.000 seconds for the number of minimum weight codewords.
From the Table 1 and Table 2 , our method is more efficient than the Magma method. 
