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We provide exact results for the mean and variance of first-passage times (FPTs) of making a
directed revolution in the presence of a bias in heterogeneous quenched environments where the
disorder is expressed by random traps on a ring with period L. FPT statistics are crucially affected
by the disorder realization. In the large-L limit, we obtain exact formulae for the FPT statistics,
which are described by the sample mean and variance for waiting times of periodically arranged traps.
Furthermore, we find that these formulae are still useful for nonperiodic heterogeneous environments;
i.e, the results are valid for almost all disorder realizations. Our findings are fundamentally important
for the application of FPT to estimate diffusivity of a heterogeneous environment under a bias.
I. INTRODUCTION
Encountering a reactive molecule or finding a reactive
site by a molecule is the first step in chemical reactions.
Therefore, finding a specific target in stochastic processes
is a fundamental problem in the context of chemical as
well as biological reactions [1]. In particular, this target-
search problem attracts significant interests in biomolec-
ular reactions in cells such as transcription factors search-
ing for a specific DNA sequence [2–4]. Many stochastic
models have been utilized to unravel how biomolecules
can efficiently reach the targets in cells [5–8], where a
combination of 3D free diffusion and 1D sliding motion
on DNA plays a vital role in reducing the first-passage
time (FPT) to the target.
The 1D sliding motion is crucially affected by interac-
tions between a searching molecule and DNA sequences
[9]. DNA sequences exhibit anomalous fluctuations, such
as long correlations and 1/f fluctuations [10]. Thus, a 1D
sliding motion on DNA is described according to the dif-
fusion in a quenched heterogeneous environment. In ex-
periments, the diffusion coefficients of a repressor protein
diffusing on DNA are obtained by single-particle-tracking
measurements and show large trajectory-to-trajectory
fluctuations [11, 12]. These fluctuations are evidence of
the heterogeneity of the environment. In fact, intrin-
sic fluctuations of the diffusion coefficients are observed
in diffusion on heterogeneous environments such as the
quenched trap model (QTM), which represents a ran-
dom walk (RW) on a random energy landscape, and an
annealed model of the QTM, which presents continuous-
time RW (CTRW) [13, 14].
The FPT statistics in heterogeneous environments are
key quantities in target-search problems [15, 16] and play
an important role in estimating the diffusion coefficient
[17]. In higher dimensions, the CTRW provides a good
description of diffusion in quenched heterogeneous envi-
ronments, and hence the FPT statistics with the CTRW
have intensively been studied [18–21]. However, in 1D
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systems, the diffusion in quenched potentials cannot be
approximated with the CTRW, and the FPT statistics
is not well understood. It is known that 1D quenched
systems exhibit distinct behaviors of diffusion [14, 22].
Hence, filling the lacuna on the FPT statistics in 1D sys-
tems is critical to update fundamental understanding of
diffusion in the quenched potential.
In this paper, we clarify several properties of the FPT
statistics inherent to the quenched potential by looking at
the 1D biased QTM. We first consider a periodic random
potential and derive exact FPT statistics. We next show
that the formulae are available to understand the non-
periodic potential also. Although the periodic potential
landscape is employed to simplify the setup in this paper,
stochastic dynamics in the periodic potential have been
intensively studied analytically [23, 24] and also experi-
mentally [25–28]. Moreover, a bias in diffusion processes
induces surprising phenomena such as giant acceleration
of diffusivity in periodic potentials [23, 25], field-induced
superdiffusion [29–32], and distinct initial ensemble de-
pendence of diffusivity in disordered media such as the
CTRW [33, 34]. Our analysis also unravels several in-
dications of the effects caused by quenched disorder on
these phenomena.
II. MODEL AND MAIN RESULTS
We consider effects of bias on the FPT statistics in
a quenched heterogeneous environment. In particular,
we use a biased RW on a 1D quenched random energy
landscape, which is periodically arranged, i.e., a biased
QTM with a periodic landscape (see Fig. 1(a)) [22]. The
target is located only at site L only while the energy
landscape is periodic. Probabilities of the right and left
jumps are given by p and q = 1−p, respectively. A biased
RW implies p 6= 1/2, and here we consider p > 1/2. We
assume that the tops of the potentials are flat; i.e., the
tops are the same height, implying that probability p does
not affect the shape of the random energy landscape.
This physical situation is relevant to a biased diffusion
in heterogeneous comb-like structures [35], e.g., porous
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FIG. 1. Schematic representation of a biased QTM, where we
represent a random energy landscape as a 1D energy land-
scape (a) with period L (L = 8) and (b) without periodicity.
When a particle escapes from a valley of a random potential,
it jumps to the right valley with probability p. A particle
starts at the origin and the target is located at site L. Note
that there is no target on the left-hand side (no target at
0,−L,−2L, · · · ). In other words, we consider a time when
a particle makes a directed (clockwise or counter-clockwise)
revolution on a ring.
media [31] and neuronal dendrites [36, 37], in which the
bias is considered to be a flow in the backbone.
We assume that the lattice constant is set to unity
and number L of lattice sites with different energies
is finite (L < ∞). At each site, depth E (> 0) of
the energy trap is randomly assigned. In particular,
the depths are independent and identically distributed
(IID) random variables with an exponential distribution,
ρ(E) = T−1g exp(−E/Tg), where Tg is called the glass
temperature. A particle can escape from a trap and jump
to one of the nearest neighbors. A waiting time when a
particle escapes from the ith trap is a random variable,
and the distribution follows the exponential distribution
with mean τi: ψ
(i)(τ) = τ−1i e
−τ/τi [38]. Mean waiting
time τi follows the Arrhenius law, i.e., τi ∝ exp(Ei/T ),
where Ei is the depth of the energy at the ith trap and
T denotes the temperature. Through the Arrhenius law
and the energy distribution ρ(E), the probability density
function of τi follows a power law, i.e., ψα(τ) ∝ τ−1−α
with α ≡ T/Tg [39]. When the temperature is be-
low Tg, i.e., α < 1, the mean of τi diverges, inducing
anomalous features such as anomalous diffusion and ag-
ing [14, 22, 40]. Note that sample mean waiting time
µL =
1
L
L−1∑
i=0
τi (1)
for a fixed disorder in the QTM with a periodic landscape
never diverges when L <∞.
We consider the FPT, i.e., a time when a particle start-
ing from the origin reaches the target (site L) for the first
time. As the main results of this study, we show the mean
FPT (MFPT) and the variance of the FPT (VFPT) for
a given quenched periodic landscape for large L:
〈T 〉L ∼ LµL
p− q ≡ TMFPT , (2)
〈δT 2〉L ∼ L{σ
2
L(p− q) + µ2L}
(p− q)3 ≡ TVFPT , (3)
where δT ≡ T −〈T 〉L and σ2L is the sample variance, i.e.,
σ2L =
1
L
L−1∑
i=0
τ2i − µ2L . (4)
Sample variance σ2L quantifies the degree of heterogene-
ity. The VFPT for α < 1 becomes 〈δT 2〉L ∼ L(σ2L +
µ2L)/(p − q)2 because µ2L = o(σ2L) for large L. In this
paper, we discuss physics behind the exact results and
provide a brief sketch of the derivation. We note that
the MFPT diverges when p = q because the mean return
time to the origin diverges. Therefore, the results include
case p = q. When the bias is small, p−q can be expressed
as p− q ∼= F/T , where F is an external field. In this sit-
uation, the leading orders for small F dependencies of
the FPT statistics are represented as 〈T 〉L ∝ 1/F and
〈δT 2〉L ∝ 1/F 3.
A crucial aspect of the FPT statistics is that they are
expressed by the statistics of the waiting times in the
quenched heterogeneous environment. Note that the re-
sults do not explicitly include parameter α. Instead, they
depend on µL and σL, which are finite and depend on
each realization of the disorder. In addition, the VFPT
are connected to the diffusivity in the biased QTM on a
ring [23]. Therefore, the results play a significant role in
estimating diffusivity, as discussed later.
The comparison of properties of FPTs in the QTM
with those in the CTRW is intriguing. In the CTRW
the waiting-time distribution is identical for all sites. Al-
though the FPT distribution in CTRW has already been
studied [20], the explicit forms of the FPT statistics have
never been obtained so far. Importantly, our results also
lead to the exact expressions of the biased CTRW [41],
which are given by
〈Tctrw〉L ∼ Lµ
p− q , (5)
〈δT 2ctrw〉L ∼
L
{
σ2(p− q)2 + 4pqµ2}
(p− q)3 , (6)
where µ and σ2 are the mean and the variance of the
waiting-time distribution. The MFPT and VFPT di-
verge for α < 1 and α < 2, respectively, while the QTM
results are finite for all regimes of α. The VFPT of the
biased-CTRW is not given by a straightforward exten-
sion obtained from that of the biased QTM. This is un-
expected because the CTRW is believed to be a good
approximation of the QTM when a bias is added.
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FIG. 2. Correlation plot for the MFPT and VFPT in the
QTMs with periodic landscapes (α = 0.5 and L = 104). Sym-
bols represent results of numerical simulations for 100 differ-
ent disorder realizations.
III. SAMPLE-TO-SAMPLE FLUCTUATIONS
We present numerical verifications of exact results (2)
and (3) to see how these formula work for each disor-
der realization. Figure 2 shows the MFPT and VFPT
for 100 disorder realizations, where the numerical values
are plotted as a function of the theoretical values. All
the results are collapsed on the y = x line, which shows
a perfect agreement between the theory and numerical
results. Note that the numerical results are provided
for parameter α = 0.5, where the disorder realizations
show large sample-to-sample fluctuations. The MFPT
and VFPT also exhibit strong sample-to-sample fluctu-
ations because the disorder strongly affects µL and σ
2
L.
Nevertheless, the theoretical values for different realiza-
tions are remarkably correct.
Next, we discuss sample-to-sample fluctuations by con-
sidering a disorder average. In general, when the hetero-
geneity of a disorder realization is sufficiently weak, phys-
ical observables comprise self-averaging (SA) properties
[22]. Here, we quantify sample-to-sample fluctuations by
the SA parameters defined as follows:
SA(L; 〈O〉L) ≡ 〈〈O〉
2
L〉dis − 〈〈O〉L〉2dis
〈〈O〉L〉2dis
, (7)
where 〈·〉dis indicates the disorder average and observable
O is T or δT 2. The vanishing of these quantities implies
a perfect realization of SA, and hence these parameters
systematically quantify a degree of the SA property. This
definition is analogous to that of the diffusivity in the
QTM discussed in [39, 42].
As µL is a random variable, the SA parameter for the
MFPT, i.e., O = T , can be rewritten as
SA(L; 〈T 〉L) = 〈µ
2
L〉dis − 〈µL〉2dis
〈µL〉2dis
=
〈τ2〉dis − 〈τ〉2dis
L〈τ〉2dis
.
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FIG. 3. (a) Ratio ην,ε as a function of L/Ndis (Ndis = 10
3, ε =
0.5 and p = 0.8) for nonperiodic landscapes. Symbols repre-
sent results of numerical simulations. We used 1 4 thermal
paths to calculate the MFPT or VFPT for a fixed disorder
realization. (b) Correlation plot for the MFPT and VFPT in
the infinite 1D systems with nonperiodic landscapes (α = 0.5
and L = 103). Numerical simulations of the MFPT and
VFPT for 103 disorder realizations are presented by symbols.
For α < 2, the SA parameter is infinite because 〈τ2〉dis
diverges, while for α > 2, it vanishes in the large-L limit,
implying that the SA is satisfied for α > 2, while it is
violated for α < 2. Hence, the transition between SA and
non-SA occurs at αc = 2 for quantity 〈T 〉L. Similarly,
the transition from SA to non-SA for quantity 〈δT 2〉L can
be discussed through Eq. (7). From a similar calculation,
the critical value can be easily obtained as αc = 4. That
is, the VFPT has an SA property for α > 4, while it is
broken for α < 4.
IV. NUMERICAL ARGUMENT OF THE
BIASED QTM WITH NONPERIODIC
LANDSCAPE
We discuss the FPT statistics in the biased QTM in
which the potentials are arranged randomly in the infi-
nite line (Fig. 1(b)). For a finite bias and large L, a parti-
cle will experience deep potentials mainly in the positive
regime i > 0. Therefore, the FPT might be dominated
by waiting times for regime i > 0. If this is true, the
exact results for the periodic QTM may still be useful
to understand the FPT statistics in the infinite 1D sys-
tems. To discuss the validity of this theory, we define the
following two quantities
TM ≡ 〈T 〉L
T ′MFPT
and TV ≡ 〈δT
2〉L
T ′VFPT
, (8)
where T ′MFPT and T
′
VFPT are the same expressions as in
Eqs. (2) and (3), respectively. We should note that µL
and σ2L in these expressions are calculated from τi for
i = 0, · · · , L− 1 (in other words, we do not use the infor-
mation of potentials for i < 0). In addition, to quantify
how our prediction works well, we introduce the following
ratio:
ην,ε
(
L
Ndis
)
≡ 1
Ndis
Ndis∑
j=1
I[1−ε,1+ε](T
(j)
ν ), ν = M,V (9)
4where T
(j)
ν is a numerical value of Tν for the jth realiza-
tion of disorder and IA(x) is an indicator function, i.e.,
IA(x) = 1 if x ∈ A and IA(x) = 0 otherwise. This quan-
tifies a ratio that T
(j)
ν is within the corresponding theory
with a ε-dependent accuracy. As shown in Fig. 3(a), the
ratio approaches to 1 with increasing L.
To understand more details at the level of each disor-
der realization, we next consider each T
(j)
ν . In Fig. 3(b),
we present numerical data of T
(j)
ν as a function of T ′MFPT
or T ′VFPT depending on ν = M or V, respectively. Fig-
ure 3(b) shows that T ′MFPT and T
′
VFPT are very good
approximations of 〈T 〉L and 〈δT 2〉L for almost all re-
alizations, except for small number of realizations with
extremely large deviations. In such rare samples, signifi-
cantly large waiting times are assigned for i < 0 and small
|i| (see [41]). Except for such rare samples, the biased-
QTM results with a periodic landscape are surprisingly
useful in nonperiodic landscapes.
V. DERIVATION OF MAIN RESULTS
We now briefly describe the derivation of our results.
We divide our explanation into two steps: step 1 explains
about the FPT in the standard biased RW (without ran-
dom traps), and step 2 explains about the FPT in the
biased QTMs with periodic landscapes.
A. Step 1: Statistics of the numbers of visits
In the first step, we outline our main strategy to de-
rive the main results for the QTM, which gives us another
derivation for known results of the FPT statistics in the
classical RW. The main strategy is to use statistics of
the number of visits at each site. A similar quantity has
also been employed to study diffusion of nonbiased mo-
tions [22, 43]. A biased RW was studied in the context of
the classical ruin problems [44]. In the ruin problems, a
gambler with a capital wins or loses a dollar with proba-
bilities p or q, respectively. The FPT from the origin to
L site in the RW, i.e., Trw, correspond to a duration of
the game in the ruin problems, in which the game is over
when one of the two players is ruined. Here, we consider
that one of the players has infinite capital and his win
probability is p > 1/2. The generating function for the
FPT in the classical ruin problems was derived in [44],
and the MFPT and VFPT are respectively obtained as
〈Trw〉L = L
p− q and 〈δT
2
rw〉L =
4pqL
(p− q)3 . (10)
While these results are exact for any L, we will consider
the large-L limit to derive the biased-QTM results. Note
that 〈Trw〉 is a special case of Eq. (2), while 〈δT 2rw〉L is
not a special case of Eq. (3) (see Eq. (18) for the general
result, which reproduces 〈δT 2rw〉L).
The FPT from the origin to L site can be represented
by the sum of the numbers of visits at each site, i.e.,
Trw =
L−1∑
i=0
ki, (11)
where ki is the number of visits to the ith site until the
particle reaches site L. Note that ki includes the number
of the visits at sites +i−nL (n = 1, 2, · · · ). To obtain the
moments and correlation function of ki, we consider the
large-L limit. In this limit, the probability that a particle
reaches site −L becomes zero; i.e., a particle never visits
the site −L. In the large-L limit, one can obtain the
generating function of ki until the particle reaches site L
(see Appendix A):
Z(λ)→ p− q
e−λ − 2q , (12)
which yields the followings:
〈ki〉 ∼ 1/(p− q) and 〈k2i 〉 − 〈ki〉2 ∼ 2q/(p− q)2 (13)
for L→∞. Moreover, correlation 〈kikj〉 can be obtained
exactly as follows:
Cl ≡ 〈kiki+l〉 − 〈k〉2 → ε
l
(p− q)2 (L→∞), (14)
where ε = q/p, 〈k〉 = 1/(p − q), and l ≡ |i − j|. This
correlation is derived in Appendix B. Note that Cl does
not depend on i, and l is an arbitrary integer satisfying
l < L − i. The MFPT and second moment of the FPT
can be respectively represented as
〈Trw〉L ∼ L〈k〉 and 〈T 2rw〉L ∼ L(〈δk2〉+〈k〉2)+
∑
i6=j
〈kikj〉,
where 〈δk2〉 = 2q/(p− q)2. Thus, the VFPT becomes
〈δT 2rw〉L = L〈δk2〉+ 2
L−1∑
l=1
(L − l)Cl ∼ L(〈δk2〉+ 2C) ,
(15)
where C =
∑L−1
l=1 Cl. Note that
∑L−1
l=1 lCl converges to
a constant for L → ∞ because Cl decays exponentially
to zero. In the large-L limit, we have
C =
q
(p− q)3 . (16)
This leads to the desired results of the MFPT and VFPT.
Note that the RW results of the FPT statistics are exact
for any L [44].
B. Step 2: Derivation of the QTM results
By using the same technique used in step 1, the biased-
QTM results can be derived. Note that the FPT in the
5QTM can be obtained by
T =
L−1∑
i=0
Ti with Ti =
ki∑
l=1
τ (i)m , (17)
where τ
(i)
m is the waiting time for the mth visit to site
i and Ti is the occupation time at site i. The mean of
Ti can be calculated as 〈Ti〉 = 〈τ (i)1 + · · ·+ τ (i)ki 〉 = 〈k〉τi.
Thus, the MFPT in the large-L limit is given by 〈T 〉L ∼
〈k〉∑L−1i=0 τi ∼ LµL/(p− q), i.e, Eq. (2). This is a simple
extension of the MFPT for a biased RW and is easily
obtained by multiplying 〈Trw〉L by µL.
Using 〈T 2i 〉, we also have the VFPT in the biased QTM
(the details are given in Appendix C). In the large-L
limit, the VFPT for α > 1 becomes
〈δT 2〉L
L
∼ 2q(σ
2
L + µ
2
L)
(p− q)2 +
〈δτ2〉L
p− q +
2qµ2L
(p− q)3 , (18)
where
〈δτ2〉L = 1
L
L−1∑
i=0
(〈(τ (i)l )2〉 − 〈τ (i)l 〉2). (19)
For α < 1, µ2L can be ignored because µ
2
L = o(σ
2
L). In
the QTM, 〈δτ2〉L = σ2L+µ2L, which gives our main claim,
i.e., Eq. (3). Note that Eq. (18) is a more general expres-
sion of the VFPT than Eq. (3), which includes the VFPT
in the classical RW, 〈δT 2rw〉L. Moreover, it is straightfor-
ward to derive exact results for the biased CTRW. In
the CTRW, the waiting-time distribution is identical for
all sites. Thus, sample variance σ2L in CTRWs is zero.
Replacing µL and 〈δτ2〉L with µ and σ2 gives the exact
expressions, i.e., Eqs. (5) and (6).
VI. DISCUSSION
We derived the MFPT and VFPT in the QTM with a
random periodic potential in the presence of bias. In the
large-L limit, our formulae provide the exact expressions
of the FPT statistics in the biased CTRW. Unexpectedly,
the VFPT values of the biased CTRW and QTM are dis-
tinctive. Furthermore, the results for the biased QTMs
with periodic landscapes are still surprisingly useful even
when the energy landscape is not periodically arranged
in the 1D line.
Finally, we briefly discuss the diffusion coefficient in
the biased QTM on a ring. Here, we apply our formulae
to diffusion in the system with period L. Let nt be the
number of events in which a particle makes a directed
revolution (biased direction). As the time intervals be-
tween the events are IID random variables, the process of
nt is described as a renewal process. By renewal theory
[45], the mean of nt is given by 〈nt〉 = t/〈T 〉L. Displace-
ment δxt is represented by δxt = Lnt +CL, where CL is
a random variable, and the mean has the order of L, i.e.,
〈CL〉 = O(L). Thus, 〈δxt〉 becomes
〈δxt〉 ∼ L〈nt〉 = (p− q)t
µL
(t→∞). (20)
Moreover, using the variance of nt [45], we have
〈δx2t 〉 − 〈δxt〉2 ∼
(
(p− q)(σ2L + µ2L)
µ3L
+
2q
µL
)
t. (21)
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Appendix A: Details for a biased random walk
A biased RW was studied in the context of the clas-
sical ruin problems [44] in which a gambler with a fi-
nite/infinite capital wins or loses a dollar with probabili-
ties p and q, respectively. Let us consider the probability
of his ruin when the initial capital is z and the other
player’s capital is L− z. In the language of the RW, this
probability corresponds to the probability that a particle
starting from site z (0 ≤ z ≤ L) reaches site 0 without
visiting site L. This probability denoted by qLz is known
as [44]
qLz =
εL − εz
εL − 1 , (A1)
where ε = q/p. Moreover, the probability of his win is
given by pLz = 1 − qLz because the game will end in the
future with probability 1.
Here, we assume p > 1/2 and the random walker starts
at the origin. The FPT from the origin to L site can be
represented by the sum of the numbers of the visits at
each site, i.e.,
Trw =
L−1∑
i=0
ki, (A2)
where ki is the number of visits to the ith site until the
particle reaches the site L. We note that ki includes the
number of the visits at sites +i− nL (n = 1, 2, · · · ).
To obtain the moments and the correlation function
of ki, we consider the large-L limit. In this limit, the
probability that a particle starting at site −1 reaches site
−L is zero, i.e., qLL−1 → 0 for L → ∞. Thus, a particle
never visit site −L. This follows that the probability that
a random walker visits site i (n+ 1)th times is given by
S(n) ∼ pLL−i
n∑
k=0
nCk(pq
L−i
1 )
k(qpLL−1)
n−kppL−i1 = p
L
L−i(pq
L−i
1 + qp
L
L−1)
nppL−i1 (A3)
for i≪ L because qLL−i → 0 for i≪ L , and
S(n) ∼ qLL−i
n−1∑
k=0
(pqL1 + qp
L
L−1)
kppL1 (pq
L−i
1 + qp
L
L−1)
n−k−1ppL−i1 + p
L
L−i(pq
L−i
1 + qp
L
L−1)
nppL−i1 (A4)
7for i ∼ L. In the large-L limit,
S(n)→ (p− q)(2q)n (L→∞), (A5)
for both cases i ≪ L and i ∼ L. Therefore, the gener-
ating function of the number of visits at site i until the
particle reaches site L is given by
Z(λ) =
∞∑
n=0
S(n)eλ(n+1) → p− q
e−λ − 2q (A6)
in the large-L limit. The generating function does not
comprise i-dependence, that is, the distribution of ki is
the same for all i. Thus, the moments of ki do not depend
on the site. In particular, the mean and variance of ki
are given by
〈ki〉 = ∂Z(λ)
∂λ
∣∣∣∣
λ=0
=
1
p− q (A7)
and
〈k2i 〉 − 〈ki〉2 =
∂2 lnZ(λ)
∂2λ
∣∣∣∣
λ=0
=
2q
(p− q)2 , (A8)
respectively. Because the moments do not depend on
site i, we use the following notations: 〈k〉 = 1/(p − q)
and 〈δk2〉 = 2q/(p− q)2.
Appendix B: Correlation function 〈k0kl〉
To obtain correlation function 〈k0kl〉, we consider the
generating function defined by
Z(λ0, λl) =
∑
n0,nl
p(n0, nl)e
λ0n0eλlnl , (B1)
where p(n0, nl) is the joint probability of k0 = n0 and
kl = nl. Counting k0 and kl for l > 1, we have
Z(λ0, λl) =
∞∑
n0=1
(
q + pql1 + pp
l
1
∞∑
k=1
{P (l)}k−1ekλlqqll−1
)n0−1
eλ0n0ppl1
∞∑
r=0
{P (l)}reλl(r+1)ppL−l1 , (B2)
where P (l) is the probability that a random walker starting from the site l will return to site l without visiting sites
0 and L, i.e., P (l) = pqL−l1 + qp
l
l−1. In the large-L limit, the generating function becomes
Z(λ0, λl) =
eλ0+λlppl1(p− q)
(1− P (l)eλl)(1− (q + pql1)eλ0)− pqqll−1pl1eλ0+λl
, (B3)
which satisfies the normalization, i.e., Z(0, 0) = 1.
The correlation function is given by
〈k0kl〉 = ∂
2Z
∂λ0λl
∣∣∣∣
λ0=λl=0
=
1
(p− q)2 +
εl
(p− q)2 , (B4)
where ε ≡ q/p < 1. Thus, the correlation function decays exponentially. We note that this expression is valid for
l = 1 because q10 = p
1
1 = 1 and p
1
0 = 0.
Next, we consider 〈kiki+l〉. Because the probability that a random walker starting from the origin visits site −L+i+l
for i+ l ≪ L becomes zero in the large-L limit, for i+ l ≪ L the generating function Z(λi, λi+l) is given by
Z(λi, λi+l) =
∞∑
ni=1
(
q + pql1 + pp
l
1
∞∑
k=1
{P (l)i }k−1ekλi+lqqll−1
)ni−1
eλinippl1
∞∑
r=0
{P (l)i }reλi+l(r+1)ppL−i−l1 , (B5)
where P
(l)
i = pq
L−i−l
1 + qp
l
l−1, which is equivalent to P
(l) in the large-L limit. Moreover, pL−i−l1 = p
L−l
1 in the large-L
limit. Therefore, Z(λi, λi+l) is the same as Z(λ0, λl) in the large-L limit. It follows that correlation function 〈kiki+l〉
does not depend on i and is the same as 〈k0kl〉.
For i ∼ L, a random walker will visit site −L+ i+ l with probability qL−lL−i−l, which is nonzero even in the large-L
8limit. Thus, the generating function becomes
Z(λi, λi+l) = q
L−l
L−i−l
∞∑
ni+l=1
(
pqL−l1 + qp
l
l−1 + qq
l
l−1
∞∑
k=1
{P−L+i}k−1ekλippl1
)ni+l−1
eλi+lni+l
× ppL−l1
∞∑
ni=1
(
q + pql1 + pp
l
1
∞∑
k=1
{P (l)i }k−1ekλi+lqqll−1
)ni−1
eλinippl1
∞∑
r=0
{P (l)i }reλi+l(r+1)ppL−i−l1
+ pL−lL−i−l
∞∑
ni=1
(
q + pql1 + pp
l
1
∞∑
k=1
{P (l)i }k−1ekλi+lqqll−1
)ni−1
eλinippl1
∞∑
r=0
{P (l)i }reλi+l(r+1)ppL−i−l1 , (B6)
where P−L+i = q + pq
l
1 and P
(l)
i = pq
L−i−l
1 + qp
l
l−1. By a straightforward calculation, we have
〈kiki+l〉 = ∂
2Z
∂λiλi+l
∣∣∣∣
λi=λi+l=0
=
1
(p− q)2 +
εl
(p− q)2 . (B7)
Therefore, the correlation function does not depend on i.
Appendix C: Derivation of the VFPT in the biased QTM
The second moment of Ti can be calculated as 〈T 2i 〉 = 〈(τ (i)1 + · · ·+ τ (i)ki )2〉 = 〈k2〉〈(τ
(i)
l )〉2+ 〈k〉(〈(τ (i)l )2〉−〈(τ (i)l )〉2),
where 〈k2〉 = 〈δk2〉 + 〈k〉2, and 〈(τ (i)l )2〉 = 2τ2i when the waiting-time distribution is the exponential distribution.
Therefore, the second moment of the FPT in the QTM can be represented as
〈T 2〉L =
L−1∑
i=0
〈T 2i 〉+
∑
i6=j
〈TiTj〉 = 〈k2〉
L−1∑
i=0
τ2i + 〈k〉〈δτ2〉LL+
∑
i6=j
〈kikj〉τiτj , (C1)
where
〈δτ2〉L = 1
L
L−1∑
i=0
(〈(τ (i)l )2〉 − 〈(τ (i)l )〉2). (C2)
The third term is given by
∑
i6=j〈kikj〉τiτj = 2
∑L−1
l=1 Cl
∑L−1−l
i=0 τiτi+l + 〈k〉2
∑
i6=j τiτj = 2
∑L−1
l=1 Cl
∑L−1−l
i=0 τiτi+l +
〈k〉2[(∑L−1i=0 τi)2 −∑L−1i=0 τ2i ], where we set Cl ≡ 〈kiki+l〉 − 〈k〉2 because 〈kiki+l〉 does not depend on i. Therefore, the
second moment of the FPT becomes
〈T 2〉L = 〈δk2〉
L−1∑
i=0
τ2i + 〈k〉〈δτ2〉LL+ 2
L−1∑
l=1
Cl
L−1−l∑
i=0
τiτi+l +
L2µ2L
(p− q)2 . (C3)
The combination of Eqs. (A7), (A8), and (E6) gives Eq. (18).
Appendix D: Some distribution functions
Here, we define the probability density functions
(PDFs) of τiτi+1 and τ
2
i , where τi and τi+1 are indepen-
dent and identically distributed random variables with
a power-law distribution of ψα(τ) = ατ
−1−α (τ ≥ 1).
First, the probability that τ2i is smaller than x is given
by
Pr(τ2 < x) = Pr(τ <
√
x) = 1− x−α/2. (D1)
Therefore, the PDF of τ2i is given by ψα/2(x). Next, the
probability that τiτi+1 is smaller than x is given by
Pr(τiτi+1 ≤ x) =
∫ x
1
ψα(y) Pr(τ ≤ x/y)dy (D2)
= 1− αx−α − αx−α lnx. (D3)
Thus, the PDF ψτiτi+1(x) of τiτi+1 becomes
ψτiτi+1(x) ∝ x−1−α lnx (x→∞). (D4)
9Appendix E: Asymptotes
Here, we consider the asymptotic behavior of∑L−1
l=1 Cl
∑L−1−l
i=0 τiτi+l. First, we show that al(L) =∑L−1−l
i=0 τiτi+l satisfies a1 ∼ am for m≪ L in the large-L
limit. In the large-L limit,
a1(L)− am(L) ∼
L−m−1∑
i=0
τi∆τi,m, (E1)
where ∆τi,m = τi+1 − τi+m. Because τi and ∆τi,m are
independent and
∑L−m−1
i=0 ∆τi,m/L→ 0 for L→∞, the
order of a1(L) − am(L) is at most that of
∑L−1
i=0 τi, i.e,
O(L1/α+1). It follows that a1(L) − am(L) = o(a1(L))
because the PDF of τiτj follows
ψ(x) ∝ x−1−α lnx (x→∞), (E2)
where τi and τj are independent. Therefore, we have
a1 ∼ am for m≪ L in the large-L limit.
Because Cl decays exponentially to zero and a1 ∼ al
for l ≪ L, ∑L−1l=1 Clal(L) can be approximated by
L−1∑
l=1
Clal(L) ∼
m∑
l=1
Clal(L) ∼ Ca1(L), (E3)
where m is small and does not depend on L and C ≡∑L−1
l=1 Cl.
Next, we show µ2L ∼ a1/L for α > 1 in the large-L
limit. Because the sum of µL − τi+1 is a small order of
L, i.e.,
L−2∑
i=0
(µL − τi+1) ∼ τ0,
we have
µ2L −
a1(L)
L
∼ 1
L
L−2∑
i=0
τi(µL − τi+1). (E4)
For α > 1, µ2L − a1(L)/L becomes small (and is a
small order of µ2L) because
∑L
i=1 τiτi+1/L
∼= µ2L for
large L. Because µL is a small order of a1/L, we have
µ2L − a1(L)/L = o(a1(L)/L), i.e.,
a1 ∼ Lµ2L (L→∞). (E5)
For α > 1,
L−1∑
l=1
Clal(L) ∼ Lµ2L. (E6)
For α < 1, the generalized central limit theorem states
that ∑L
i=1 τiτi+1
L1/α
⇒ Yα, (E7)
where ⇒ implies the convergence in distribution and Yα
is a random variable with a stable distribution with index
α and
∑L
i=1 τ
2
i
L2/α
⇒ Yα/2. (E8)
Thus, a1(L)/σ
2
L → 0 for L → ∞. Therefore, both µ2L
and al(L) are small orders of σ
2
L. Thus, these terms in
Eq. (C1) can be ignored.
Appendix F: Disorder average and correlation plot
for the MFPT and VFPT in the infinite 1D systems
with nonperiodic landscapes
To quantify the degree of the disorder average, we in-
troduce a sample-number-dependent variance:
σ2ν(Ndis) ≡
Ndis∑
j=1
(T
(j)
ν )2
Ndis
−

Ndis∑
j=1
T
(j)
ν
Ndis


2
, ν = M,V
(F1)
where T
(j)
ν is a numerical value of Tν for the jth realiza-
tion of disorder. This quantifies sample-to-sample fluctu-
ations of T
(j)
ν as a function of Ndis. With increasing Ndis,
the average approaches the exact disorder average. From
the indication of the CTRW results (5) and (6), the exact
disorder averages of FPT statistics will diverge for small
α. In Fig. 4, we show the Ndis-dependence of σ
2
ν(Ndis).
The figure clearly shows that σ2M(Ndis) and σ
2
V(Ndis) be-
come divergent behaviors for α < 1 and α < 2, respec-
tively, as increasing Ndis.
Figure 5 presents numerical data of 〈T 〉L and 〈δT 2〉L.
Numerical results on the y = x line imply that T ′MFPT
and T ′VFPT are very good approximations of the MFPT
and VFPT, respectively. However, there are a few re-
alizations that deviate from the y = x line. This figure
explicitly explains a mechanism of the divergence accord-
ing to the disorder average; i.e., the divergence is caused
by a small proportion of samples with extremely large
deviations. In such rare samples, significantly large wait-
ing times are assigned for i < 0 and small |i|. Except
for such rare samples, the biased-QTM results with a
periodic landscape are surprisingly useful in nonperiodic
landscapes.
Appendix G: Derivation of the CTRW results
We derive the MFPT and VFPT in the CTRW follow-
ing Ref. [20], and use the same notations as in [20] to
present the MFPT as follows:
〈Tctrw〉L =
∫ ∞
0
tpi(t)dt =
∞∑
n=1
Q(n)
∫ ∞
0
tψn(t)dt. (G1)
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FIG. 4. Variances of TM and TV as a function of Ndis (L = 10
3
and p = 0.8). Symbols represent results of numerical simula-
tions. We used 103 thermal paths to calculate the MFPT or
VFPT for a fixed disorder realization.
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FIG. 5. Correlation plot for the MFPT and VFPT in the
infinite 1D systems with nonperiodic landscapes (α = 0.5) for
(a) L = 102 and (b) L = 103. Numerical simulations of the
MFPT and VFPT for 100 disorder realizations are presented
by symbols. Some points deviate from the line, indicating the
theories do not work well in these disorder realizations.
The Laplace transform of ψn(t) can be given by ψˆn(s) =
ψˆ(s)n. It follows that
∫ ∞
0
tψn(t)dt = −nψˆ(0)n−1ψˆ′(0) = nµ. (G2)
Based on the classical RW result, we obtain
〈Tctrw〉L = µ
∞∑
n=1
nQ(n) =
µL
p− q . (G3)
Similarly, we have
〈T 2ctrw〉L =
∞∑
n=1
Q(n)
∫ ∞
0
t2ψn(t)dt (G4)
=
∞∑
n=1
Q(n)(n2σ2 + nµ2) (G5)
= µ2
(
4pqL
(p− q)3 +
L2
(p− q)2
)
+
σ2L
p− q . (G6)
Thus, the VFPT of the biased CTRW becomes Eq. (5).
