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Abstract
The cocommutative elements of the dual of the double D(H)∗, which are the trace-like function-
als on D(H), of the Taft (Hopf) algebra H over a field k are studied in detail. The subalgebra of
cocommutative elements of D(H)∗ is isomorphic to the center of D(H). Trace-like functionals on
D(H) determine regular isotopy invariants of oriented knots and links. Specific calculations made
here suggest that further study of these invariants is definitely warranted.
© 2005 Published by Elsevier Inc.
Introduction
Let H be a finite-dimensional Hopf algebra over a field k. The quantum double D(H)
is a very important Hopf algebra associated with H for many reasons. In this paper we
study the subalgebra Cocom(D(H)∗) of the cocommutative elements of D(H)∗; we refer
to these elements as trace-like functionals on D(H). As a vector space Cocom(D(H)∗)
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2 D.E. Radford, S. Westreich / Journal of Algebra 301 (2006) 1–34is isomorphic to the center of D(H) by [15, Corollary 4]. In fact, by [3, Proposition 3.3]
and since S2 is an inner automorphism induced by a grouplike element, it follows by [2,
Proposition 1.2(3)] that Cocom(D(H)∗) is isomorphic to the center of D(H) as an algebra.
As an algebra D(H)∗ = H op ⊗k H = Homk(H,H op), where the latter is the convolu-
tion algebra. Under the identification of the double with the convolution algebra we may
think of the elements of D(H)∗ as linear endomorphisms of H . There is an intrinsic way
of describing elements of Cocom(D(H)∗) as certain endomorphisms of H . We use this
intrinsic description to show that dimension of Cocom(D(H)∗) is n2 + n(n − 1)/2 when
H = Hn,ω is a Taft algebra.
The double D(H) has a natural twist oriented quantum algebra structure which involves
the Drinfel’d element. Each trace-like functional on D(H) accounts for a regular isotopy
invariant of oriented knots and links. For certain trace-like functionals we make prelimi-
nary calculations of these invariants for knots built from curls and for the Hopf link. The
combinatorics involved is rather interesting and uses fundamental connections between the
trace function and integrals for Hopf algebras. We develop general principles for calculat-
ing invariants. In particular we show how all of our invariant calculations can be viewed
as computation of traces of certain endomorphisms of H ⊗ · · · ⊗H , where the number of
tensorands is the number of link components.
The paper is organized as follows. In Section 1 we review basic Hopf algebra the-
ory need for this paper. In particular, we describe product and coproduct for double and
Taft algebras in detail. The main purpose of Section 2 is to characterize the elements of
Cocom(D(H)∗) as certain endomorphisms of H . We then use this characterization to for-
mulate the problem of finding the dimension of Cocom(D(H)∗) as one of finding the
dimension of the solutions to a certain system of linear equations when H = Hn,ω is a Taft
algebra. The dimension is computed in Section 7.
In Section 3 we study certain cocommutative elements of D(H)∗ in terms of their real-
izations as endomorphisms of H . Section 4 may be viewed as the topological preliminaries
of the paper in that we review, for the readers convenience, the definition of twist oriented
quantum algebra and describe how to construct invariants of oriented knots and links from
them. We consider the special case of the twist oriented quantum algebra which arises
form a finite-dimensional quasitriangular Hopf algebra and compute invariant values for
oriented knots made up of curls. For the double of the Taft algebra we make invariant
calculations in Section 5 using the Hopf link and its reverse.
We shall assume that the reader has an elementary knowledge of Hopf algebras. A sug-
gested reference is any one of [1,9,11,16].
Throughout k is a field, H is a finite-dimensional Hopf algebra with antipode s over k,
and all vector spaces are over k.
1. Algebraic preliminaries
We write U ⊗ V for the tensor product U ⊗k V of vector spaces U,V over k and we
drop the subscript k from Endk(U) and Homk(U,V ). The identity map of a vector space
V is denoted by IdV . We write p(v) or 〈p,v〉 for the evaluation of a functional p ∈ V ∗ on
v ∈ V .
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represent Δ(c) ∈ C ⊗ C by Δ(c) = c(1) ⊗ c(2) which is a variation of the Heyneman–
Sweedler notation for the coproduct. By Ccop we mean the coalgebra (C,Δcop, ε) where
Δcop(c) = c(2) ⊗ c(1) for all c ∈ C. An element c ∈ C is a cocommutative element of C if
Δ(c) = Δcop(c) and C is a cocommutative coalgebra if Δ = Δcop. We denote the subspace
of cocommutative elements of C by Cocom(C).
The cocommutative elements of C include the grouplike elements of C. Recall that an
element c ∈ C is grouplike if Δ(c) = c ⊗ c and ε(c) = 1. The set of grouplike elements
G(C) of C is linearly independent. Observe that if C is a Hopf algebra with antipode s
over k, then Cocom(C) is a subalgebra of C which satisfies s(Cocom(C)) ⊆ Cocom(C)
and G(C) is a multiplicative subgroup of C.
Now suppose that A is an algebra over k. Recall that the subspace Ao of A∗ consisting of
all functionals p ∈ A∗ which vanish on a cofinite ideal of A is a coalgebra whose coprod-
uct is determined by 〈p,ab〉 = 〈p(1), a〉〈p(2), b〉 for all p ∈ Ao and a, b ∈ A and whose
counit is defined by 〈ε,p〉 = 〈p,1〉 for all p ∈ Ao. Observe that Cocom(Ao) consists of the
functionals p ∈ Ao which satisfy 〈p,ab〉 = 〈p,ba〉 for all a, b ∈ A.
Generally an element p ∈ A∗ which satisfies the last equation is said to be a trace-like
functional on A. When A is finite-dimensional Ao = A∗; in this case Cocom(Ao) is the set
of trace-like functionals on A.
Recall that Hom(C,A) has a k-algebra structure, called the convolution algebra, whose
product is defined by
(f  g)(c) = f (c(1))g(c(2))
for all f,g ∈ Hom(C,A) and c ∈ C. The unit of the convolution algebra is η ◦ ε, where
η : k → A is the unit map which is defined by η(1) = 1. When A = k, the convolution
algebra C∗ = Hom(C, k) is referred to as the dual algebra of C.
Observe that C has a left C∗-module structure (C,⇀) and a right C∗-module structure
(C,↼) given by
p ⇀ c = c(1)p(c(2)) and c ↼ p = p(c(1))c(2)
for all p ∈ C∗ and c ∈ C. Note that C is a C∗-bimodule under these actions. For p ∈ C∗
we let L(p),R(p) be the endomorphisms of C defined by
L(p)(c) = p ⇀ c and R(p)(c) = c ↼ p
for all c ∈ C. Likewise for a, b ∈ A we let 	(a), r(a) be the endomorphisms of A defined
by
	(a)(x) = ax and r(a)(x) = xa
for all x ∈ A. We denote the left and right transpose actions of A on A∗ by (A∗,⇀) and
(A∗,↼), respectively. Thus
〈a ⇀ a∗, b〉 = 〈a∗, ba〉 and 〈a∗ ↼a,b〉 = 〈a∗, ab〉
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The Drinfel’d double (D(H),R) of H is a quasitriangular Hopf algebra over k of par-
ticular importance to us in this paper [3,4]. Here we follow [12] for a description of the
double. As a coalgebra D(H) = H ∗ cop ⊗ H and the multiplication of D(H) can be de-
scribed by the formulas
(p ⊗ a)(q ⊗ b) = p(a(1) ⇀ q ↼ s−1(a(3)))⊗ a(2)b
= pq(2) ⊗
(
S−1(q(1)) ⇀ a ↼ q(3)
)
b
for all p,q ∈ H ∗ and a, b ∈ H , where S = s∗ is the antipode of H ∗. Observe that the linear
maps H → D(H) and H ∗ cop → D(H) defined by a 
→ ε⊗ a and p 
→ p⊗ 1 are one–one
Hopf algebra maps. The element R ∈ D(H) ⊗ D(H) is given by R =∑nı=1(ε ⊗ hı) ⊗
(hı ⊗ 1), where {h1, . . . , hn} is a linear basis for H and {h1, . . . , hn} is the corresponding
dual basis for H ∗.
We study aspects of D(H)∗ when H is the Taft (Hopf) algebra Hn,ω . Basic references
for the Taft algebra are [17,18]; see [13] also.
Suppose that n > 1 and ω ∈ k is a primitive nth root of unity. Then Hn,ω is a Hopf
algebra defined over k as follows. As an algebra Hn,ω is generated by g,x subject to the
relations
gn = 1, xn = 0, and xg = ωgx.
The coalgebra structure of Hn,ω is determined by
Δ(g) = g ⊗ g and Δ(x) = x ⊗ g + 1 ⊗ x.
Observe that DimHn,ω = n2; indeed {gıxj }0ı,j<n is a linear basis for Hn,ω . The group
G(Hn,ω) is generated by g and is therefore isomorphic to Zn. The antipode of Hn,ω is
the algebra isomorphism s : Hn,ω → H opn,ω determined by s(g) = g−1 and s(x) = −xg−1.
Hence s2 is the algebra automorphism of Hn,ω determined by s2(g) = g and s2(x) =
gxg−1 = ω−1x.
It will be useful to describe the coproduct of Hn,ω rather explicitly. Set (0)ω = 0 and
(0)ω! = 1. For j > 0 set (j)ω = 1 + · · · +ωj−1 = (1 −ωj )/(1 −ω) and (j)ω! = (j)ω(j −
1)ω · · · (1)ω . Observe that (j)ω! = 0 for 0 j < n. The coproduct of Hn,ω is given by
Δ
(
gıxj
)= j∑
	=0
(
j
	
)
ω
gıxj−	 ⊗ gı+(j−	)x	
for all 0 ı, j < n, where (
j
	
)
ω
= (j)ω!
(j − 	)ω!(	)ω!
for all 0 	 j . It is convenient to set
(
j
) = 0 when 	 < 0 or j < 	.	 ω
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defined by
G
(
gıxj
)= ωıδj,0 and X(gıxj )= δj,1
for all 0  ı, j < n. Then the assignments g 
→ G and x 
→ X determine a Hopf algebra
isomorphism Hn,ω → H ∗n,ω .
2. The subalgebra of cocommutative elements of D(H)∗
The cocommutative elements of D(H)∗ can be described in terms of certain linear
endomorphisms of H . To do this we use the easily established:
Lemma 2.1. Let C be a finite-dimensional coalgebra and let A be a finite-dimensional
algebra over the field k. Then the linear map f : Hom(C,A) → (A∗ ⊗ C)∗ defined by
f(T )(p ⊗ c) = 〈p,T (c)〉 for all T ∈ Hom(C,A), p ∈ A∗, and c ∈ C is an algebra isomor-
phism of the convolution algebra and the dual algebra.
Since D(H) = H ∗ cop ⊗H = H op∗ ⊗H as an algebra, the algebra isomorphism
f : Hom(H,H op)→ D(H)∗ (1)
of Lemma 2.1 is given by f(T )(p⊗a) = 〈p,T (a)〉 for all T ∈ End(H), p ∈ H ∗ and a ∈ H .
Theorem 2.2. Let H be a finite-dimensional Hopf algebra over the field k, let f :
Hom(H,H op) → D(H)∗ be the algebra isomorphism given by (1), and let T ∈ End(H).
Then the following are equivalent:
(a) f(T ) is a cocommutative element of D(H)∗.
(b) The equations
	(a(2)) ◦ T ◦ r(a(1)) = r(a(1)) ◦ T ◦ 	(a(2)) (2)
and
	(p(2)) ◦ T ∗ ◦ r(p(1)) = r(p(1)) ◦ T ∗ ◦ 	(p(2)) (3)
hold for all a ∈ H and p ∈ H ∗.
Proof. We first observe that f(T ) is a cocommutative element of D(H)∗ if and only if
〈f(T ), (p⊗a)(q⊗b)〉 = 〈f(T ), (q ⊗b)(p⊗a)〉 for all p,q ∈ H ∗ and a, b ∈ H . An explicit
calculation of both sides of the equation above implies that f(T ) is cocommutative if and
only if
T (a(2)b)(1) ⊗ s−1(a(3))T (a(2)b)(2)a(1) = s−1(b(3))T (b(2)a)(2)b(1) ⊗ T (b(2)a)(1) (4)
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we obtain
s−1(a(3))T (a(2)b)a(1) = T (ba) (5)
for all a, b ∈ H . With b = 1 note that (4) becomes
T (a(2))(1) ⊗ s−1(a(3))T (a(2))(2)a(1) = T (a)(2) ⊗ T (a)(1) (6)
for all a ∈ H . Thus (4) implies (5) and (6). The converse is true. For suppose that (5) and
(6) hold. Then
s−1(b(3))T (b(2)a)(2)b(1) ⊗ T (b(2)a)(1)
= s−1(b(3))
(
s−1(a(3))T (a(2)b(2))a(1)
)
(2)b(1) ⊗
(
s−1(a(3))T (a(2)b(2))a(1)
)
(1)
= s−1(b(3))s−1(a(2)(3))T (a(2)(2)b(2))(2)a(2)(1)b(1) ⊗ s−1(a(3))T (a(2)(2)b(2))(1)a(1)
= s−1((a(2)b)(3))T ((a(2)b)(2))(2)(a(2)b)(1) ⊗ s−1(a(3))T ((a(2)b)(2))(1)a(1)
= T (a(2)b)(1) ⊗ s−1(a(3))T (a(2)b)(2)a(1)
for all a, b ∈ H . We have shown that f(T ) is cocommutative if and only if (5) and (6) hold.
We next observe that (5) is equivalent to
T (a(2)b)a(1) = a(2)T (ba(1)) (7)
for all a, b ∈ H and that (6) is equivalent to
T (a(2))(1) ⊗ T (a(2))(2)a(1) = T (a(1))(2) ⊗ a(2)T (a(1))(1) (8)
for all a ∈ H . We will establish the equivalence of (5) and (7). The reader is left with the
exercise of showing that (6) and (8) are equivalent.
If (5) holds, then
T (a(2)b)a(1) = a(4)s−1(a(3))T (a(2)b)a(1)
= a(2)s−1(a(1)(3))T (a(1)(2)b)a(1)(1)
= a(2)T (ba(1))
for all a, b ∈ H .
On the other hand, if (7) holds, then
s−1(a(3))T (a(2)b)a(1) = s−1(a(2))T (a(1)(2)b)a(1)(1)
= s−1(a(2))a(1)(2)T (ba(1)(1))
D.E. Radford, S. Westreich / Journal of Algebra 301 (2006) 1–34 7= s−1(a(3))a(2)T (ba(1))
= T (ba)
for all a, b ∈ H . Hence (5) and (7) are logically equivalent.
We have shown that f(T ) is cocommutative if and only if (7) and (8) hold. Observe that
(7) can be reformulated r(a(1)) ◦T ◦ 	(a(2)) = 	(a(2)) ◦T ◦ r(a(1)) for all a ∈ H . Applying
IdH ⊗p to both sides of Eq. (8), where p ∈ H ∗, we see that (8) can be reformulated
p(1) ⇀ T (a ↼ p(2)) = T (p(1) ⇀ a)↼ p(2) (9)
for all p ∈ H ∗. Identifying H and H ∗∗ in the usual way, we see that (9) can be formulated
r(p(1))
∗ ◦ T ◦ 	(p(2))∗ = 	(p(2))∗ ◦ T ◦ r(p(1))∗ for all p ∈ H ∗ which in turn is equivalent
to 	(p(2)) ◦ T ∗ ◦ r(p(1)) = r(p(1)) ◦ T ∗ ◦ 	(p(2)) for all p ∈ H ∗. 
Let T ∈ End(H). To show whether or not f(T ) is a cocommutative element of D(H)∗
is a matter of showing that (2) and (3) are satisfied for algebra generators.
Corollary 2.3. Let H be a finite-dimensional Hopf algebra over the field k and let T ∈
End(H). Then the set of all a ∈ H which satisfy (2) is a subalgebra of H and set of all
p ∈ H ∗ which satisfy (3) is a subalgebra of H ∗.
Proof. We need only establish the first assertion. This follows since the coproduct of H
is an algebra map, left multiplication 	 : H → End(H) and right multiplication r : H →
End(H)op are algebra maps, where End(H) is regarded an algebra under composition, and
	(a), r(b) commute for all a, b ∈ H . 
Suppose that n > 1 and k contains a primitive nth root of unity ω. For the remainder
of this section H = Hn,ω is the Taft algebra defined over k. We will use Theorem 2.2 and
Corollary 2.3 to express the cocommutative elements of D(H)∗ in terms of solutions to a
system of equations in the group algebra k[G(H)].
Let T ∈ End(H) and write T (gıxj ) = ∑n−1	=0 gı,j	 x	, where gı,j	 ∈ k[G(H)]. We first
determine necessary and sufficient conditions for (2) to be satisfied for all a ∈ H , or equiv-
alently to be satisfied when a = g,x by Corollary 2.3.
When a = g note that (2) is
	(g) ◦ T ◦ r(g) = r(g) ◦ T ◦ 	(g)
or r(g−1) ◦ 	(g) ◦ T = T ◦ 	(g) ◦ r(g−1). The last equation can be rewritten
n−1∑
	=0
ω−	gı,j	 x
	 = ω−j
(
n−1∑
	=0
g
ı,j
	 x
	
)
,
which holds if and only if gı,j = 0 unless 	 = j .	
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Zn → k[G(H)] by f (ı, j) = gı,jj . Thus
T
(
gıxj
)= f (ı, j)xj
for all ı, j ∈ Zn.
For a = x observe that (2) is equivalent to
	(g) ◦ T ◦ r(x)+ 	(x) ◦ T ◦ r(1) = r(x) ◦ T ◦ 	(g)+ r(1) ◦ T ◦ 	(x),
or
gT
(
gıxj+1
)+ xT (gıxj )= T (gı+1xj )x + T (ωıgıxj+1) (10)
for all 0 ı, j < n. Since xn = 0, this equation is easily seen to be satisfied when j = n−1.
Let F be the algebra automorphism of k[G(H)] determined by F(g) = ωg. Then (10) is
equivalent to
gf (ı, j + 1)+ F (f (ı, j))= f (ı + 1, j)+ωıf (ı, j + 1) (11)
for all 0 ı < n and 0 j < n− 1.
Proposition 2.4. Suppose that n > 1 and the field k contains a primitive nth root of unity ω.
Let H = Hn,ω be the Taft algebra defined over the field k and suppose that T ∈ End(H).
Then the following are equivalent:
(a) f(T ) is a cocommutative element of D(H)∗.
(b) There exists a function f : Zn × Zn → k[G(H)] which satisfies (11) and T (gıxj ) =
f (ı, j)xj for all 0 ı, j < n.
Proof. In light of the discussion preceding the statement of the proposition, part (b) is
equivalent to (2). Thus we need only show that if part (b) is satisfied then (3) holds.
Note that G ⇀ and ↼ G describe algebra automorphisms of H and that G ⇀ g =
g ↼ G = ωg,G ⇀ x = ωx, and x ↼ G = x. Furthermore, the following identities hold:
X ⇀ hxj = (j)ωhxj−1 and hxj ↼ X = (j)ωghxj−1 for all h ∈ G(H) and 1  j < n.
Now (3) is equivalent to (9). By using the identities above it is straightforward to check
that part (b) implies that (9) holds for p = G,X, hence we are done by Corollary 2.3. 
We will study the solutions to (11) in Section 7. To do this we translate this system of
equations in k[G(H)] into a linear system. Write
f (ı, j) =
∑
αj,ı,	g
		∈Zn
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of G(H) it is readily seen that (11) is equivalent to the linear system
αj+1,ı,	−1 +ω	αj,ı,	 = αj,ı+1,	 +ωıαj+1,ı,	 (12)
for all ı, 	 ∈ Zn and 0 j < n− 1.
3. Certain cocommutative elements of D(H)∗
Let C(H) denote the set of all T ∈ End(H) which satisfy (2) and (3). We continue to
identify D(H) and H ∗ ⊗H as vector spaces. Since Cocom(D(H)∗) is a subalgebra of the
algebra dual to D(H), by virtue of the algebra isomorphism f : Hom(H,H op) → D(H)∗
of (1) it follows that C(H) is a subalgebra of the convolution algebra Hom(H,H op) and f
restricts to an algebra isomorphism
fr : C(H) → Cocom
(
D(H)∗
)
.
In this section we consider certain endomorphisms T ∈ C(H) and their counterparts f(T ) ∈
Cocom(D(H)∗).
We first note that evaluation by f(T ), where T ∈ Hom(H,H op), is a trace calculation.
For let p ∈ H ∗, h ∈ H . As a vector space D(H) = H ∗ ⊗H can be identified with End(H)
by thinking of p ⊗ h as the linear endomorphism of H defined by (p ⊗ h)(x) = 〈p,x〉h
for all x ∈ H . As an endomorphism note that p ⊗ h has rank zero or one. Observe that if
Tr denotes the trace of an endomorphism, then Tr(p ⊗ h) = 〈p,h〉; hence
f(T )(p ⊗ h) = 〈p,T (h)〉= Tr(p ⊗ T (h))= Tr(T ◦ (p ⊗ h)).
Therefore
f(T )
(
T ′
)= Tr(T ◦ T ′) (13)
for all T ′ ∈ End(H) = D(H).
Consider T = IdH . Since 	(a) and r(b) commute for all a, b ∈ H , it follows that IdH ∈
C(H) by Theorem 2.2. The corresponding cocommutative element of D(H)∗ is
fr (IdH ) = Tr
by(13).
Now IdH and s−1 are inverses in the convolution algebra Hom(H,H op). Since C(H)
is a finite-dimensional algebra and IdH ∈ C(H), it follows that s−1 ∈ C(H) as well. That
s−1 ∈ C(H) also follows by establishing (2) and (3) directly. Observe that the correspond-
ing cocommutative element fr (s−1) is described by
fr
(
s−1
)
(T ) = Tr(s−1 ◦ T )
for all T ∈ D(H) by (13).
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q ⊗ b〉 = 〈q,T (b)〉 = 〈p,b〉〈q, a〉 and thus
f(p ⊗ a) = a ⊗ p ∈ D(H)∗.
Here we make the identifications Hom(H,H op) = End(H) = H ∗ ⊗ H = D(H) as vector
spaces. A straightforward consequence of Theorem 2.2 is:
Proposition 3.1. Let H be a finite-dimensional Hopf algebra over the field k, let p ∈ H ∗,
and let a ∈ H . Then f(p ⊗ a) ∈ Cocom(D(H)∗) if and only if
(a) (h↼ (p ↼ h′))a = a((h′ ⇀p)⇀ h) for all h,h′ ∈ H and
(b) a(2)(p ⇀ h)⊗ a(1) = (h↼ p)a(1) ⊗ a(2) for all h ∈ H .
The two conditions of the preceding proposition boil down to one of them if p or a is
a grouplike element. For an algebra A over k and an invertible element a ∈ A let ıa be the
algebra automorphism of A defined by ıa(x) = axa−1 for all x ∈ A.
Corollary 3.2. Let H be a finite-dimensional Hopf algebra over the field k, let p ∈ H ∗,
and let a ∈ H .
(a) Suppose that p ∈ G(H ∗). Then f(p ⊗ a) ∈ Cocom(D(H)∗) if and only if
a(2)(p ⇀ h)⊗ a(1) = (h↼ p)a(1) ⊗ a(2) for all h ∈ H.
(b) Suppose that a ∈ G(H). Then f(p ⊗ a) ∈ Cocom(D(H)∗) if and only if
(
h↼
(
p ↼ h′
))
a = a((h′ ⇀p)⇀h) for all h,h′ ∈ H.
(c) Suppose that p ∈ G(H ∗) and a ∈ G(H). Then f(p ⊗ a) ∈ Cocom(D(H)∗) if and only
if ıa = (ıp)∗; that is aha−1 = p−1 ⇀h↼p for all h ∈ H .
Apropos of part (c) of the corollary, note that the grouplike elements of D(H)∗ are
exactly the elements a⊗p = f(p⊗a), where a ∈ G(H) and p ∈ G(H ∗) satisfy (ıa)∗ = ıp ,
by [12, Proposition 10].
To proceed we need to go a little bit deeper into the structure of H and D(H). Let Λ ∈ H
and λ ∈ H ∗ be non-zero left and right integrals, respectively. The distinguished grouplike
elements g ∈ G(H) and α ∈ G(H ∗) are determined by the equations pλ = 〈p,g〉λ for all
p ∈ H ∗ and Λa = 〈α,h〉Λ for all h ∈ H , respectively. The Drinfel’d double is unimodular
by part (a) of [12, Theorem 4]. Since D(H)∗ = H op ⊗ H ∗ as algebras it follows that
λ = Λ ⊗ λ is a right integral for D(H)∗. By [12, Corollary 7] it follows that α ⊗ g is the
distinguished grouplike element for D(H). By [12, Proposition 9] there is an isomorphism
of groups G(H ∗)×G(H) → G(D(H)) given by (η,h) 
→ η ⊗ a.
Let 	 ∈ G(H) and β ∈ G(H ∗). We will find the counterpart in End(H) of the functional
λ ↼(β ⊗ 	) ∈ D(H)∗ and then determine when λ ↼(β ⊗ 	) is cocommutative.
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T (β, 	) = 〈α, 	〉(λ↼ 	)⊗ (Λ↼ β). (14)
Noting that β : H → k is an algebra map, for p ∈ H ∗ and h ∈ H we make the calculation
〈
λ ↼(β ⊗ 	),p ⊗ h〉= 〈λ, (β ⊗ 	)(p ⊗ h)〉
= 〈Λ⊗ λ,β(	⇀ p ↼ 	−1)⊗ 	h〉
= 〈β(	⇀ p ↼ 	−1),Λ〉〈λ, 	h〉
= 〈β,Λ(1)〉
〈
p,	−1Λ(2)	
〉〈λ, 	h〉
= 〈β, 	−1Λ(1)	〉〈p,	−1Λ(2)	〉〈λ, 	h〉
= 〈β, (	−1Λ	)
(1)
〉〈
p,
(
	−1Λ	
)
(2)
〉〈λ, 	h〉
= 〈ε, 	−1〉〈α, 	〉〈β,Λ(1)〉〈p,Λ(2)〉〈λ, 	h〉
= 〈α, 	〉〈p,Λ↼β〉〈λ, 	h〉
= 〈p, (〈α, 	〉(λ↼ 	)⊗ (Λ↼ β))(h)〉,
which shows that
f
(
T (β, 	)
)= λ ↼(β ⊗ 	). (15)
Proposition 3.3. Let H be finite-dimensional Hopf algebra with antipode s over the field k,
let Λ ∈ H and λ ∈ H ∗ be non-zero left and right integrals respectively, and let λ = Λ⊗ λ
be the corresponding a right integral for D(H)∗. Suppose that 	 ∈ G(H) and β ∈ G(H ∗).
Then the following are equivalent:
(a) f(T (β, 	)) = λ ↼(β ⊗ 	) ∈ CocomD(H)∗.
(b) s2 = ı	 ◦ (ıβ−1)∗; that is s2(h) = 	(β ⇀ h↼β−1)	−1 for all h ∈ H .
Proof. Let S = s∗ be the antipode of H ∗ and let S be the antipode of D(H). Then S2 =
S−2 ⊗ s2. Since D(H) is unimodular it follows that λ ↼ (β ⊗ 	) is cocommutative if
and only if (β ⊗ 	)(p ⊗ a) = ((S−2 ⊗ s2)(p ⊗ a))(β ⊗ 	) for all p ∈ H ∗ and a ∈ H [15,
Proposition 6]. We sketch the remainder of the proof. Using our description of the product
in D(H), the previous equation can be formulated
β
(
	⇀ p ↼ 	−1
)⊗ 	a = S−2(p)β ⊗ s2(β−1 ⇀a ↼β)	,
which is equivalent to the equation
β
(
	⇀ p ↼ 	−1
)
β−1 ⊗ 	(β ⇀ a ↼β−1)	−1 = S−2(p)⊗ s2(a).
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(ıβ−1)
∗ ◦ ı	 is derived. These two conditions, which are equivalent since ı	 and (ıβ−1)∗
commute, imply the last equation for all p ∈ H ∗ and a ∈ H . 
The quasitriangular Hopf algebra (D(H),R) has a ribbon element if and only if there
are β ∈ G(H ∗) and 	 ∈ G(H) which satisfy β2 = α, 	2 = g, and s2 = ı	 ◦ (ıβ−1)∗ by [6,
Theorem 3]. In this case λ ↼ (β ⊗ 	) is cocommutative by Proposition 3.3. Observe that
the condition of part (b) of the proposition is satisfied if either s2 or S2 is conjugation by a
grouplike element.
4. Oriented link invariants which arise from quasitriangular Hopf algebras
We have noted that the Drinfel’d double (D(H),R) of a finite-dimensional Hopf alge-
bra H over the field k is a quasitriangular Hopf algebra. As such the double has a twist
oriented quantum algebra structure. Twist oriented quantum algebras determine regular
isotopy invariants of oriented 1–1 tangles, knots and links.
In the next section we will be particularly interested in these invariants when H = Hn,ω
is a Taft algebra defined over k. In this section we briefly review twist oriented quantum
algebras, the twist oriented quantum algebra structure on a quasitriangular Hopf algebra
and how twist oriented quantum algebras give rise to invariants of oriented 1–1 tangles,
knots and links. The reader is referred to [7,8] or [14] for details concerning the material of
this section. The material below on oriented quantum algebras and their resulting invariants
is included for the reader’s convenience.
We begin with the concept of oriented quantum algebra. An oriented quantum algebra
over k is a tuple (A,ρ,D,U), where A is an algebra over k, ρ ∈ A ⊗ A is invertible, and
D,U are commuting algebra automorphisms of A, such that
(qa.1) (IdA ⊗U)(ρ) and (D ⊗ IdA)(ρ−1) are inverses in A⊗Aop,
(qa.2) ρ = (D ⊗D)(ρ) = (U ⊗U)(ρ), and
(qa.3) ρ12ρ13ρ23 = ρ23ρ13ρ12,
where, writing ρ =∑nı=1 aı ⊗ bı ,
ρ12 =
n∑
ı=1
aı ⊗ bı ⊗ 1, ρ13 =
n∑
ı=1
aı ⊗ 1 ⊗ bı, and ρ23 =
n∑
ı=1
1 ⊗ aı ⊗ bı.
A twist oriented quantum algebra over k is a tuple (A,ρ,D,U,G), where (A,ρ,D,U)
is an oriented quantum algebra over k and G ∈ A is invertible, such that (D ◦ U)(x) =
GxG−1 for all x ∈ A.
Suppose that (H,ρ) is a quasitriangular Hopf algebra over k and write ρ =∑nı=1 aı ⊗
bı . The Drinfel’d element u = ∑nı=1 s(bı)aı is invertible, u−1 = ∑nı=1 bıs2(aı) and
s2(x) = uxu−1 for all x ∈ H . It follows by [7, Proposition 2(a)] that (H,ρ, IdH , s−2)
is an oriented quantum algebra. Therefore:
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field k. Then (H,ρ, IdH , s−2, u−1) is a twist oriented quantum algebra, where u is the
Drinfel’d element of H .
Let α ∈ G(H ∗) and g ∈ G(H) be the distinguished grouplike elements of H ∗ and H ,
respectively. Set
gα =
n∑
ı=1
aı〈α,bı〉 and h = g−1gα.
Then the quantum Casimir element us(u) and h are related by
us(u) = u2h; (16)
thus
s(u) = uh and h = u−1s(u).
Since s2(g) = g and α ◦ s2 = α, it follows that s2(h) = h. As s2 is conjugation by u, it
follows that u, s(u) and h commute. Finally, we note that h = g−1 when H is unimodular;
that is when α = ε. If both H and H ∗ are unimodular, then h = 1.
Now suppose that H is a finite-dimensional Hopf algebra with antipode s over k. We
have noted the square of the antipode of D(H) is S−2 ⊗ s2, where S = s∗ is the antipode
of H ∗. Writing R=∑nı=1(ε ⊗ hı) ⊗ (hı ⊗ 1), where {h1, . . . , hn} is a linear basis for H
and {h1, . . . , hn} is the dual basis for H ∗, the Drinfel’d element of D(H) and its inverse
are
u =
n∑
ı=1
S−1(hı)⊗ hı =
n∑
ı=1
hı ⊗ s−1(hı) and u−1 =
n∑
ı=1
hı ⊗ s2(hı). (17)
Since D(H) is unimodular and α ⊗ g is the distinguished grouplike element of D(H), we
have
h = (α ⊗ g)−1 and thus hr = α−r ⊗ g−r (18)
for all r ∈ Z.
We turn our discussion to the regular isotopy invariants of oriented 1–1 tangles, knots
and links derived from a twist oriented quantum algebra (A,ρ,D,U,G) over k. Oriented
1–1 tangles and the like are represented by certain diagrams in the plane situated with
respect to a fixed vertical.
Oriented knot and link diagrams are closely related to oriented 1–1 tangle diagrams.
Thus we begin our discussion of these invariants with a description of 1–1 tangle diagrams.
On the left below is a very simple oriented 1–1 tangle diagram:
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We require that 1–1 tangle diagrams can be drawn in a box except for two protruding line
segments as indicated by the figure on the right above. Let Tang be the set of all oriented
1–1 tangle diagrams in the plane situated with respect to the given vertical. For T ∈ Tang
we let Top denote the diagram T with its orientation reversed.
Oriented 1–1 tangle diagrams consist of some or all of the following components:
• oriented crossings
under crossings




 



	 
 








	

over crossings
 

  
 

 
	 
 












	

• oriented local extrema
local maxima 



local minima
	 	
• oriented “vertical” lines.
At this point we describe two very basic regular isotopy invariants of oriented 1–1 tangle
(and link) diagrams, the writhe and the Whitney degree. To do this we let D be a diagram
in the plane which consists of components described above.
The writhe Wr(D) of D is the sum of the signs of the crossings of D, if D has at least
one crossing, and Wr(D) = 0 otherwise. The sign of the under crossing




 
and any of its rotations in the plane, is defined to be +1. Likewise, the sign of the
overcrossing
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
  
and of any of its rotations in the plane, is defined to be −1.
The Whitney degree Wd(D) of D is the sum of the rotation numbers of its local extrema,
if D has at least one local extremum, and Wd(D) = 0 otherwise. The rotation number of
the local extrema


and
	
is +1/2 and the rotation number of the local extrema


and
	
is −1/2. The functions Wr and Wd define regular isotopy invariants of oriented 1–1 tangle
diagrams and of oriented link diagrams.
There is a very useful notion of factorization of oriented 1–1 tangle diagrams. If such a
diagram


T
respectively 

T
can be decomposed into two oriented 1–1 tangle diagrams


T1

T2
respectively 

T2

T1
,
then we write T = T1  T2.
We wish to construct a function InvA : Tang → A which is a regular isotopy invariant of
oriented 1–1 tangle diagrams. Let T ∈ Tang. To define InvA(T) we will construct formal
product WA(T) and use it to determine an element wA(T) ∈ A. We then set InvA(T) =
wA(T).
In order to define WA(T), we need to describe crossing decorations, which are labeled
beads, and conventions for sliding labeled beads across local extrema. The sliding conven-
tions are easier to describe:


x • to 

• U−1(x)
16 D.E. Radford, S. Westreich / Journal of Algebra 301 (2006) 1–34and
	• x to 	D−1(x) •
for clockwise motion;


• x to


D(x) •
and
	x • to 	• U(x)
for counterclockwise motion. We say that the oriented local extrema


	

	
have types (u−), (u+), (d+) and (d−), respectively. There are two crossing decorations
 

 E • • E′ 
and



e • • e′
 
(19)
which determine all other crossing decorations. Here E ⊗E′ and e⊗ e′ represent ρ−1 and
ρ, respectively. The crossing decorations are:



e • • e′
 




• ee′ •
	 
 



• U(E)
• E′





D(E)•
E′ •
	

 

 E • • E′ 
 

 
•EE′ •	 
 



e •
U(e′) • 







• e
• D(e′)
	

See [8].
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n  1 crossings. Traverse T in the direction of orientation and label the crossing lines
1,2, . . . ,2n in the order in which they are encountered. For 1  ı  2n let ud(ı) be the
number of local extrema of type (d+) minus the number of type (d−) encountered on the
portion of the traversal from line ı to the end of the traversal of T. We define uu(ı) in the
same way where (u+) and (u−) replace (d+) and (d−), respectively. Then
WA(T) = Dud(1) ◦Uuu(1)(x1) · · ·Dud(2n) ◦Uuu(2n)(x2n),
where xı is the decoration on the crossing line ı. Replacing the formal representations of
ρ and ρ−1 in WA(T) by ρ and ρ−1 respectively, we obtain an element wA(T) ∈ A. We set
InvA(T) = wA(T) for all T ∈ Tang.
An oriented knot diagram may be viewed as an oriented 1–1 tangle diagram with ends
joined, and oriented link diagrams consist of one or more oriented knot diagrams. Let Link
be the set of oriented link diagrams in the plane oriented with respect to a given vertical.
We are now ready to describe a regular isotopy invariant of oriented link diagrams. An
important ingredient in its definition is a trace-like functional tr on A∗ which satisfies
tr ◦D = tr = tr ◦U . The invariant is a certain function InvA, tr : Link → k.
Let L ∈ Link have components L1, . . . ,Lr . Decorate the crossings of L according to
the conventions for oriented 1–1 tangles. We define a formal product W(L	) as follows. If
L	 contains no crossing lines then W(L	) = 1. Suppose that L	 contains m	  1 crossing
lines. Choose a point P	 on a vertical line of L	. We may assume that L	 has a vertical line
for topological reasons.
Traverse L	 in the direction of orientation beginning and ending at P	. Label the cross-
ing lines (	 : 1), . . . , (	 : m	) in the order encountered on the traversal. For 1  ı  m let
ud(	 : ı) denote the number of local extrema of type (d+) minus the number of type (d−)
which are encountered during the portion of the traversal of L	 from the line labeled ı to
its conclusion. Define uu(	 : ı) in the same manner, where (u+) and (u−) replace (d+) and
(d−), respectively. Let x(	:ı) be the decoration on the line (	 : ı). Set
W(L	) = Dud(	:1) ◦Uuu(	:1)(x(	:1)) ◦ · · · ◦Dud(	:m) ◦Uuu(	:m)(x(	:m)),
set W(L) = W(L1) ⊗ · · · ⊗ W(Lr ) and replace formal copies of ρ and ρ−1 in W(L) to
obtain an element w(L) = w(L1)⊗ · · · ⊗ w(Lr ) ∈ A⊗ · · · ⊗A. We define
InvA, tr(L) = tr
(
GWd(L1)w(L1)
) · · · tr(GWd(Lr )w(Lr )).
Below is a simple example which illustrates how to calculate InvA, tr. Consider the oriented
Hopf link L below with left component L1. We use ◦ to denote an ending point.
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
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











f • •f ′
e• •e′
◦ ◦
d1 = −1, d2 = 1, W(L1) = f e′, W(L2) = f ′e, W(L) = f e′ ⊗ f ′e,
InvA, tr(L) = tr
(
G−1f e′
)
tr
(
Gf ′e
)= n∑
j,ı=1
tr
(
G−1ajbı
)
tr(Gbjaı),
where ρ =∑nı=1 aı ⊗ bı .
We end this section by returning to the twist oriented quantum algebra (H,ρ, IdH ,
s−2, u−1) derived from a finite-dimensional quasitriangular Hopf algebra (H,ρ) with an-
tipode s over the field k.
Let Curl denote the set of products T ∈ Tang whose factors are among the oriented
1–1 tangle diagrams T	,+, T	,−, Tr,+ and Tr,− depicted by












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


 

 
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



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
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

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









respectively. Observe that Wr(T)+ Wd(T) is an even integer for all T ∈ Tang.
Theorem 4.2. Suppose that (H,ρ, IdH , s−2, u−1) is the twist oriented quantum algebra
described above derived from a finite-dimensional quasitriangular Hopf algebra (H,ρ)
with antipode s over the field k. Then:
(a) InvH (T) = h−(Wr(T)+Wd(T))/2u−Wr(T) for all T ∈ Tang such that T ∈ Curl or Top ∈
Curl.
(b) Suppose that H and H ∗ are unimodular. Then InvH (T) = u−Wr(T) for all T ∈ Tang
such that T ∈ Curl or Top ∈ Curl.
Proof. If H and H ∗ are unimodular, then h = 1. Thus part (b) follows from part (a). The
proof of part (a) is left to the reader as an easy and interesting calculation. 
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it follows that Inv′H : Tang → H given by
Inv′H (T) = h(Wr(T)+Wd(T))/2uWr(T)InvH (T)
for all T ∈ Tang is well-defined regular isotopy invariant of oriented 1–1 tangle diagrams.
By part (a) of Theorem 4.2 it follows that Inv′H (T) = 1 for all T ∈ Tang such that T ∈
Curl or Top ∈ Curl.
In light of the preceding theorem one is led to examine the values of InvH, tr on the knot
counterparts of the 1–1 tangle products mentioned therein. Suppose that K is an oriented
knot diagram. Then K is regularly isotopic to one of the oriented diagrams K	,+(Top),
K	,−(T), Kr,+(T) and Kr,−(Top) depicted by


Top



T


T 


Top

where T ∈ Tang is of type


T
.
Corollary 4.3. Suppose that (H,ρ, IdH , s−2, u−1) is the twist oriented quantum algebra
described above derived from a finite-dimensional quasitriangular Hopf algebra (H,ρ)
with antipode s over the field k, and let tr ∈ H ∗ be a trace-like functional on H . Then
(a) InvH, tr(K	,+(Top)) = tr(u−1c−(Wr(Top)+Wd(Top))/2);
(b) InvH, tr(K	,−(T)) = tr(uc−(Wr(T)+Wd(T))/2);
(c) InvH, tr(Kr,+(T)) = tr(u−1c−(Wr(T)+Wd(T))/2), and
(d) InvH, tr(Kr,−(Top)) = tr(uc−(Wr(Top)+Wd(Top))/2)
for all products T ∈ Curl, where c = us(u) = u2h is the Casimir element of H .
Suppose that both H and H ∗ are unimodular. Then c = u2 and the values described in
the preceding corollary are tr(ur) for some r ∈ Z.
5. The special case (D(H),R, IdD(H),S2 ⊗ s−2,u−1)
We will use the notation and results of Section 2, and that of Section 4 related to the
double (D(H),R), without particular reference. We fix a left integral Λ ∈ H and a right
integral λ ∈ H ∗ which satisfy 〈λ,Λ〉 = 1.
In light of Corollary 4.3 it is natural to consider the values
tr
(
ucr
)= tr(u(u2h)r)= tr(u2r+1hr)= tr(hru2r+1)
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section we set up a context for studying, more generally, the values tr(hrum), where
r,m ∈ Z. We also compute these values for the trace-like functionals f(IdH ) = Tr, f(s−1),
and f(T (β, 	)) when m = ±1.
First a comment on our identification of D(H) = H ∗ ⊗H and End(H) as vector spaces,
where 〈p ⊗ a,h〉 = 〈p,h〉a for all a,h ∈ H and p ∈ H ∗. Let {h1, . . . , hn} be a basis for
H and {h1, . . . , hn} be the dual basis for H ∗. For T ∈ End(H) the element of H ∗ ⊗ H
corresponding to T is T =∑nı=1 hı ⊗T (hı). For T ,T ′ ∈ End(H) define a product T •T ′ ∈
End(H) by
(
T • T ′)(x) = T (x(1))(2)T ′(ς(T (x(1))(3))x(2)T (x(1))(1)) (20)
for all x ∈ H , where ς = s−1. Since
T T ′ = T • T ′ (21)
the product defined by (20) is the one induced on End(H) via its identification with D(H).
Observe that
u = s−1 and u−1 = s2 (22)
by (17). We note that (20) defines an associative algebra structure on End(H) for any
bialgebra H over k and bialgebra map ς : H → H op cop.
Let T [0] = η ◦ ε be the multiplicative identity of (End(H),•) and set T [m+1] = T [m] •T
for m 0. Since
(
s−1 • T )(x) = s−1(x(2))T (s−2(x(1)))
and
(
s2 • T )(x) = s2(x(2))T (s2(x(1)))
for all x ∈ H , it follows by induction that
(
s−1
)[m]
(x) = s−1(x(m))s−3(x(m−1)) · · · s1−2m(x(1))
and
(
s2
)[m]
(x) = s2(x(m))s4(x(m−1)) · · · s2m(x(1))
for all m 0. Observe that
um = (s−1)[m] and u−m = (s2)[m] (23)
for all m 0 by (21) and (22).
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α−1 ⊗ g−1 is the tensor product of grouplike elements.
Suppose that p ∈ H ∗ and h ∈ G(H). Regard (p ⊗ h)T as an endomorphism of H . The
calculation
(
(p ⊗ h)T )(x) =
(
n∑
ı=1
p
(
h⇀ hı ↼ h−1
)⊗ hT (hı)
)
(x)
=
n∑
ı=1
〈
p
(
h⇀ hı ↼ h−1
)
, x
〉
hT (hı)
=
n∑
ı=1
〈p,x(1)〉
〈
hı, h−1x(2)h
〉
hT (hı)
=
n∑
ı=1
〈
hı, h−1(x ↼ p)h
〉
hT (hı)
= hT (h−1(x ↼ p)h)
shows that
(
(p ⊗ h)T )(x) = hT (h−1(x ↼ p)h) (24)
for all x ∈ H . Now the set of all endomorphisms t of H which satisfy t (h−1xh) =
h−1t (x)h for all x ∈ H is a subalgebra of (End(H),•). Since t = s−1, s2 belong to this
subalgebra, by (23) and (24) the expressions
hrum =
{
r(g−r ) ◦ (s−1)[m] ◦R(α−r ), m 0,
r(g−r ) ◦ (s2)[−m] ◦R(α−r ), m 0,
(25)
follow. Suppose that f(T ) = tr is cocommutative. As a consequence of (13) and (25) we
have
f(T )
(
hrum
)= tr(hrum)= {Tr(T ◦ r(g−r ) ◦ (s−1)[m] ◦R(α−r )), m 0,
Tr(T ◦ r(g−r ) ◦ (s2)[−m] ◦R(α−r )), m 0. (26)
In Section 3 we observed that f(IdH ), f(s−1) ∈ Cocom(D(H)∗) and thus are trace-like
functionals. Specializations of (26) are
〈
f(IdH ),u
〉= Tr(s−1) and 〈f(IdH ),u−1〉= Tr(s2), (27)
and
〈
f
(
s−1
)
, u
〉= Tr(s−2) and 〈f(s−1), u−1〉= Tr(s). (28)
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Proposition 5.1. Let H be a finite-dimensional Hopf algebra over the field k.
(a) If H or H ∗ is not semisimple, then 〈f(IdH ),hru−1〉 = 0 = 〈f(s−1),hru〉 for all r ∈ Z.
(b) If H and H ∗ are semisimple, then 〈f(IdH ),hru−1〉 = (DimH)1 = 〈f(s−1),hru〉 for all
r ∈ Z.
Proof. We first consider the values 〈f(s−1),hru〉. The left integral s(Λ) ∈ H op and the
right integral λ ∈ H op∗ satisfy 〈λ, s(Λ)〉 = 1 by part (e) of [15, Proposition 1]. Note that
H op is a Hopf algebra with antipode s−1. Since 〈α−r , s(Λ)〉 = 〈αr,Λ〉, we can use (26),
and part (a) of [15, Proposition 2] applied to the Hopf algebra H op, to make the calculation
〈
f
(
s−1
)
,hru
〉= Tr(s−1 ◦ r(g−r) ◦ s−1 ◦R(α−r))
= Tr(	(gr) ◦ s−2 ◦R(α−r))
= 〈λ,gr 〉〈αr,Λ〉,
and thus
〈
f
(
s−1
)
,hru
〉= 〈λ,gr 〉〈αr,Λ〉, for all r ∈ Z. (29)
Now 〈λ,h(1)〉h(2) = 〈λ,h〉1 for all h ∈ H . Therefore 〈λ,h〉 = 0 for all h ∈ G(H) except
possibly for h = 1. This means 〈λ,h〉 = 0 for all h ∈ G(H) if H is not semisimple. Like-
wise 〈η,Λ〉 = 0 for all η ∈ G(H ∗) if H ∗ is not semisimple. At this point 〈f(s−1),hru〉 = 0
whenever H or H ∗ is not semisimple follows by (29).
Now suppose that H and H ∗ are semisimple. Then s2 = IdH by [10, Theorem 4] and
[5, Theorem 3.1], and h = α−1 ⊗ g−1 = ε ⊗ 1. Thus for all r ∈ Z we have by (28)
〈
f
(
s−1
)
,hru
〉= 〈f(s−1), u〉= Tr(s−2)= Tr(IdH ) = (DimH)1.
The statements regarding 〈f(IdH ),hru−1〉 are established by a similar and slightly less
technical argument. Our starting point is the equation
〈
f(IdH ),hru−1
〉= Tr(	(g−r) ◦ s2 ◦R(α−r))= 〈λ,g−r 〉〈α−r ,Λ〉,
which is a direct consequence of part (a) of [15, Proposition 2]. The reader is left with the
remaining details of the proof. 
Suppose that the characteristic of k is p > 2. Then the group algebra H = k[Zp] is a
Hopf algebra which is not semisimple. Both H and H ∗ are unimodular; thus h = ε⊗1. We
conclude for this example that 〈f(IdH ),hru−1〉 = 0 = 〈f(s−1),hru〉 for all r ∈ Z by part (a)
of Proposition 5.1. On the other hand, 〈f(IdH ),hru〉 = 1 = 〈f(s−1),hru−1〉 for all r ∈ Z by
(27) and (28), respectively.
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Proposition 5.1 and the preceding example might suggest. We compute these values for
the Taft algebra H = Hn,ω when n > 1. In this case neither H nor H ∗ is semisimple; thus
〈f(IdH ),hru−1〉 = 0 = 〈f(s−1),hru〉 for all r ∈ Z by part (a) of Proposition 5.1.
Suppose that n > 1 and that k contains a primitive nth root of unity ω. Then the Taft
algebra H = Hn,ω is defined over k. We calculate the values〈
f
(
s−1
)
,hru−1
〉= Tr(s−1 ◦ r(g−r) ◦ s2 ◦R(α−r))= Tr(	(gr) ◦ s ◦R(α−r))
for all r ∈ Z in terms of ω. Now Λ = (∑n−1ı=0 gı)xn−1 is a left integral for H and λ =
gxn−1 is a right integral for H ∗, where {gıxj }0ı,j<n is the basis for H ∗ dual to the basis
{gıxj }0ı,j<n for H . Since Λh = G−1(h)Λ for h = g,x and h(1)〈λ,h(2)〉 = 〈λ,h〉g for
all h ∈ H , it follows that g and G−1 are the distinguished grouplike elements for H and
H ∗, respectively.
Let r  0. Since
s(x)r = (−1)rω(r−1)r/2xrg−r , (30)
a direct calculation yields
(
	
(
gr
) ◦ s ◦R(Gr))(guxv)= (−1)vωru+(v−1)v/2−v(u+v)gr−u−vxv (31)
for all 0 u,v < n; thus
Tr
(
	
(
gr
) ◦ s ◦R(Gr))= n−1∑
u,v=0
2u+v≡r (mod n)
(−1)vω2u2−(v+1)v/2. (32)
A similar calculation yields
〈
f(IdH ),hru
〉= Tr(r(g−r) ◦ s−1 ◦R(Gr))
=
n−1∑
u,v=0
2u+v≡−r (mod n)
(−1)vω−2u2+(v+1)v/2. (33)
Suppose that n is odd. Since 2 is a unit of Zn it follows for all 0 r, v < n that 2x+v ≡
r (mod n) has a unique solution. Let ρ = ω(n+1)/2. Then ρ2 = ω. Since n is odd m ≡ m′
(mod n) implies that
m(m+ 1)
2
≡ m
′(m′ + 1)
2
(mod n).
Thus using (32), we see that
24 D.E. Radford, S. Westreich / Journal of Algebra 301 (2006) 1–34Tr
(
	
(
gr
) ◦ s ◦R(Gr))= ω−(r+1)r/2
(
n−1∑
u,v=0
2u+v≡r (mod n)
(−1)vω(2r+1)u
)
= ρ−(r+1)r
(
n−1∑
u,v=0
2u+v≡r (mod n)
(−1)vρ(2r+1)(r−v)
)
= ρr2
(
n−1∑
v=0
(−1)vρ−(2r+1)v
)
= ρr2
(
1 + ρ−(2r+1)n
1 + ρ−(2r+1)
)
= 2ρ
r2
1 + ρ−(2r+1) .
We have established the essence of:
Proposition 5.2. Let n > 1 be an odd integer, suppose that the field k contains a primitive
nth root of unity ω, let H = Hn,ω be the Taft algebra over k, and set ρ = ω(n+1)/2. Then
〈
f
(
s−1
)
,hru−1
〉= 2ρr2
1 + ρ−(2r+1)
and
〈
f(IdH ),hru
〉= 2ρ−r2
1 + ρ−(2r−1)
for all r ∈ Z.
We lastly turn our attention to the cocommutative elements of the form f(T (β, 	)), for
T (β, 	) as defined in (14), β ∈ G(H ∗) and 	 ∈ G(H). Using (26), the fact that βα−r :
H → k is an algebra map, the equation λ ◦ s−1 = g ⇀ λ, which follows by part (b) of [15,
Proposition 3], and the equation h(Λ ↼ γ )h′ = γ (hh′)−1α(h′)(Λ ↼ γ ) for all h,h′ ∈
G(H) and γ ∈ G(H ∗), one can show that
〈
f
(
T (β, 	)
)
,hru
〉= 〈βα−r , g−r	〉〈α,g〉 (34)
for all r ∈ Z. Mimicking the preceding calculation, using (26) again and the equation λ ◦
s2 = 〈α,g−1〉λ, which follows by part (d) of [15, Proposition 3], one can deduce that
〈
f
(
T (β, 	)
)
,hru−1
〉= 〈α, 	g−(r+1)〉〈βα−r , 	−1gr+1〉, r ∈ Z. (35)
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Suppose 	 ∈ G(H), β ∈ G(H ∗) satisfy s2(x) = 	(β ⇀ x ↼β−1)	−1 for all x ∈ H . Then:
(a) f(T (β, 	)) ∈ D(H)∗ is a trace-like functional on D(H).
(b) 〈f(T (β, 	)),hru〉 = β(	)(β(g)α(	))−rα(g)r2+1, and
(c) 〈f(T (β, 	)),hru−1〉 = α(	g−1)β(	−1g)(α(g−1	)β(g))rα(g)−r(r+1)
for all r ∈ Z.
Proof. The fact that f(T (β, 	)) = λ ↼ (β ⊗ 	) is a cocommutative element of D(H)∗
follows by Proposition 3.3. To show parts (b) and (c) we note that
〈
ηη′, 		′
〉= 〈η, 	〉〈η, 	′〉〈η′, 	〉〈η′, 	′〉
for all η,η′ ∈ G(H ∗), 	, 	′ ∈ G(H) and apply (34), (35). 
Suppose that the hypothesis of the theorem holds, 	2 = g, and β2 = α. Then (D(H),R)
has a ribbon element and the equations of the theorem are
〈
f
(
T (β, 	)
)
,hru
〉= 〈β, 	〉(1−2r)2+4, 〈f(T (β, 	)),hru−1〉= 〈β, 	〉−(1+2r)2 for all r ∈ Z.
This is the case when H = Hn,ω is the Taft Hopf algebra and n is odd. Here 〈β, 	〉 = ω−m2 ,
where n = 2m+ 1. See [6, Section 4].
6. The Hopf link revisited
We continue with the discussion of the previous section which is based on the oriented
quantum algebra (D(H),R, IdD(H), S2 ⊗ s−2,G), where G = u−1. Let {h1, . . . , hn} be a
linear basis for H and let {h1, . . . , hn} be the corresponding dual basis for H ∗. Observe
that
∑n
ı=1 hı(a)hı = a for all a ∈ H . We shall adopt the Einstein summation convention
which is that expressions with a common upper and lower index are summed over the full
range of the index. Thus we write hı(a)hı = a for all a ∈ H ,
R= (ε ⊗ hı)⊗
(
hı ⊗ 1), R−1 = (S ⊗ IdD(H))(R) = (ε ⊗ s(hı))⊗ (hı ⊗ 1)
and
G = hı ⊗ s2(hı), G−1 = hı ⊗ s−1(hı).
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functional, and write R=∑nı=1 aı ⊗ bı . We would like to calculate
InvD(H), tr(L) =
r∑
j,ı=1
tr
(
G−1ajbı
)
tr(Gbjaı) =
r∑
j,ı=1
tr
(
bıG
−1aj
)
tr(Gbjaı).
Regard
T =
r∑
j,ı=1
(
bıG
−1aj
)⊗ (Gbjaı)
= ((hı ⊗ 1)(h	 ⊗ s−1(h	))(ε ⊗ hj ))⊗ ((hm ⊗ s2(hm))(hj ⊗ 1)(ε ⊗ hı))
= (hıh	 ⊗ s−1(h	)hj )⊗ ((hm ⊗ s2(hm))(hj ⊗ hı))
= (hıh	 ⊗ s−1(h	)hj )⊗ (hm(s2(hm(1)) ⇀ hj ↼ s(hm(3)))⊗ s2(hm(2))hı)
as an endomorphism of End(H ⊗H) = End(H)⊗End(H). Then for x, y ∈ H we compute
T (x ⊗ y) = hıh	(x)s−1(h	)hj ⊗ hm
(
s2(hm(1)) ⇀ h
j ↼ s(hm(3))
)
(y)s2(hm(2))hı
= hı(x(1))h	(x(2))s−1(h	)hj ⊗ hm(y(1))
× (s2(hm(1)) ⇀ hj ↼ s(hm(3)))(y(2))s2(hm(2))hı
= hı(x(1))h	(x(2))s−1(h	)hj ⊗ hm(y(1))hj
(
s(hm(3))y(2)s
2(hm(1))
)
s2(hm(2))hı
= s−1(x(2))s(y(1)(3))y(2)s2(y(1)(1))⊗ s2(y(1)(2))x(1)
= s−1(x(2))s(y(3))y(4)s2(y(1))⊗ s2(y(2))x(1)
= s−1(x(2))s2(y(1))⊗ s2(y(2))x(1).
Therefore
T (x ⊗ y) = s−1(x(2))s2(y(1))⊗ s2(y(2))x(1)
for all x, y ∈ H . Now tr = f(T ) for some T ∈ C(H). Thus
InvD(H), tr(L) = Tr
(
(T ⊗ T ) ◦ T ) (36)
by (13).
We determine T when H = Hn,ω , where n > 1, and then evaluate InvD(H), tr(L)
for the trace-like functionals Tr = f(IdH ) and tr = f(T (β, 	)). Using (30), we see for
0 u,v, 	,m < n that
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=
v∑
a=0
m∑
b=0
(
v
a
)
ω
(
m
b
)
ω
s−1
(
gu+(v−a)xa
)
s2
(
g	xm−b
)⊗ s2(g	+(m−b)xb)guxv−a
=
n−1∑
a,b=0
(
v
a
)
ω
(
m
b
)
ω
(−1)aω−(a−1)a/2g−axag−u−v+ag	ω−(m−b)xm−b
⊗ g	+m−bω−bxbguxv−a
=
n−1∑
a,b=0
(
v
a
)
ω
(
m
b
)
ω
(−1)aωα(u,v,	,m:a,b)g	−u−vxm+a−b ⊗ g	+m+u−bxv+b−a,
where
α(u, v, 	,m : a, b) = (a + 1)a
2
+ a(	− u− v)−m+ bu.
Let T = IdH . Then f(T ) = Tr. For 	 ∈ Z let 0  [	] < n be defined by 	 ≡ [	] (mod n).
Using (36) it follows that
InvD(Hn,ω),Tr(L)
=
n−1∑
u,v,m=0
v−[u+v]=m−[u+m]
(−1)[u+v]
(
v
[u+ v]
)
ω
(
m
[u+m]
)
ω
ω[u+v]([u+v]+1)/2+u(2u+v+m)−m.
Let 0 v  n− 1. Observe that when u = 0, or when u = n− 1 > 1, the expression
(
v
[u+ v]
)
ω
(
n−1∑
m=0
v−[u+v]=m−[u+m]
(
m
[u+m]
)
ω
ω(u−1)m
)
is 0 and when u = 1 < n − 1 this expression is δv,n−1. Thus when n = 3 we have
InvD(Hn,ω),Tr(L) = ω.
Let L′ be L with the crossings reversed, let H be any finite-dimensional Hopf algebra
over k, let tr ∈ D(H)∗ be a trace-like functional, and write R−1 =∑rı=1 Aı ⊗Bı . Then
InvD(H), tr
(
L′
)= r∑
j,ı=1
tr
(
G−1BjAı
)
tr(GAjBı)
=
r∑
tr
(
G−1BjAı
)
tr(BıGAj )j,ı=1
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T ′(x ⊗ y) = s−1(x(2))s(y(1))⊗ s2(y(2))s−1(x(1))
for all x, y ∈ H . Thus for H = Hn,ω we have
T ′(guxv ⊗ g	xm)
=
n−1∑
a,b=0
(
v
a
)
ω
(
m
b
)
ω
(−1)m+v−bωα′(u,v,	,m:a,b)g−u−v−m−	+bxm−b+a
⊗ g	+m−b−u−v+axv+b−a
for all 0 u,v, 	,m < n, where
α′(u, v, 	,m : a, b) = 1
2
(−(a − 1)a + (m− b − 1)(m− b)− (v − a − 1)(v − a))
− b + a(−u− v + a)+ (m− b + a)(−m+ b − 	)
+ b(−v + a)− u(v − a + b),
from which we deduce that
InvD(Hn,ω),Tr
(
L′
)
=
n−1∑
v,	,m=0
v−[2v+	]=m−[v+	+m]
(−1)m+v−[v+m+	]
(
v
[2v + 	]
)
ω
(
m
[v + 	+m]
)
ω
ωα(v,	,m),
where
α(v, 	,m) = − ([2v + 	] − 1)[2v + 	]
2
− (v + 	+m)+ (3v + 2	+m)(v + 	)+ v2.
Analyzing the preceding sum by fixing v and 	 and considering the cases v+	 ≡ 0,1, n−1
(mod n) it is not hard to see that InvD(Hn,ω),Tr(L′) = ω also when n = 3. Suppose that
H = Hn,ω and β ∈ G(H ∗), 	 ∈ G(H) satisfy s2(h) = 	(β ⇀ h↼ β−1)	−1 for all h ∈ H .
Let T = T (β, 	) and tr = λ ↼ (β ⊗ 	) = f(T ). Then 	 = gp for some 0 p  n − 1, and
therefore β(g) = ωp−1. For all p, 	, and β defined as in the preceding sentence note that
the equation above for s2 is satisfied. Set (β : g) =∑n−1ı=0 β(g)ıgı . Then
T
(
guxv
)= δ[p+u],1δv,n−1α(g)p(β : g)xn−1
for all 0 u,v  n− 1, from which we deduce that
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(T ⊗ T ) ◦ T )(guxv ⊗ g	xm)
= δu,[p+	]δv,n−1δm,n−1α(g)2p
(
n− 1
a
)2
ω
(−1)aωa(a+1)/2+a(	+1)+1(β : g)xn−1
⊗ (β : g)xn−1
follows for all 0 u,v, 	,m n−1, where a = [2(p+	−1)]. Thus, with the substitution
ı = [p + 	− 1], we have
InvD(Hn,ω), tr(L) = ω−1+p−p
2
(
n−1∑
ı=0
(
n− 1
[2ı]
)2
ω
(−1)[2ı]ω[2ı]([2ı]+1)/2+2ı2+2ı
)
.
A similar calculation for L′ yields
InvD(Hn,ω), tr(L
′) = ω−1+p−p2
(
n−1∑
ı=0
(
n− 1
[2ı]
)2
ω
(−1)[2ı]ω−[2ı]([2ı]−1)/2+6ı2
)
.
Suppose n = 3. Then the values of InvD(Hn,ω), tr(L) are −2ω, −2ω, and −2ω2 for p = 0,
1, and 2, respectively. The values of InvD(Hn,ω), tr(L′) are ω2, ω2, and 1 for p = 0, 1, and
2, respectively.
7. The dimension of Cocom(D(Hn,ω)∗)
Let n  2 and suppose that k contains a primitive nth root of unity ω. Then the Taft
algebra Hn,ω is defined over k. We showed at the end of Section 2 that the dimension of
Cocom(D(Hn,ω)∗) is the dimension of the set of solutions to the homogeneous system
of equations described by (12). These equations are Ej,ı,	 = 0, where 0  j  n − 2,
ı, 	 ∈ Zn, and
Ej,ı,	 = ω	αj,ı,	 − αj,ı+1,	 + αj+1,ı,	−1 −ωiαj+1,ı,	,
in variables αj,ı,	. Thus the system has n3 − n2 equations and n3 unknowns. The pur-
pose of this section is to compute the dimension of Cocom(D(Hn,ω)∗) by computing the
dimension of the space of solutions to this homogeneous system.
Think of the indices on Ej,ı,	 as triples (j, ı, 	), order the triples lexicographically,
reading left to right, and arrange the equations in lexicographical order.
Lemma 7.1. Let n  2 and suppose that k contains a primitive nth root of unity ω. Let
M be the coefficient matrix of the homogeneous system of n3 − n2 equations Ej,ı,	 = 0 in
the n3 unknowns αj,ı,	 described above. Then M is similar to a matrix of upper triangular
30 D.E. Radford, S. Westreich / Journal of Algebra 301 (2006) 1–34block form (M ′ N ′
A
)
, where M ′ is an n(n− 1)2 × n2(n− 1) matrix of rank n(n− 1)2, A is
an n(n− 1)× n2 matrix, and M ′ has the diagonal block form
M ′ =
⎛
⎜⎜⎝
M ′1
M ′2
. . .
M ′n−1
⎞
⎟⎟⎠ ,
where each M ′ı is an n(n− 1)× n2 matrix of the form⎛
⎝∗ · · · ∗ ∗. . . ... ...
∗ ∗
⎞
⎠ ,
and the ∗’s stand for n× n blocks.
Proof. First note for all 0 j  n− 2, 0 ı < n− 1, and 0 	 n− 1 that the non-zero
entries in the row of M corresponding to the equation Eı,j,	 = 0 appear on the diagonal
of M or to its right. Thus non-zero entries are found to the left of the diagonal only when
ı = n− 1.
For 0 j  n− 2 and 0 k  n− 1 set
E
(k)
j,n−1,	 =
{∑
ı∈Zn(ω
−ılαj+k,ı,	−k −ω−ı(	−k)αj+k,ı,	), 0 k  n− j − 1,
E
(n−j−1)
j,n−1,	 , otherwise.
We will show that the equation Ej,n−1,	 = 0 can be replaced by E(k)j,n−1,	 = 0 for all 1 
k  n − 1 using elementary row operations on the original system by induction on k. Our
assertion holds for k = 1 as for any 0 j  n− 2 and 	 ∈ Zn and we have
ω	Ej,n−1,	 +
n−2∑
ı=0
ω−ı	Ej,ı,	
=
n−1∑
ı=0
ω−ı	Ej,ı,	
=
∑
ı∈Zn
(
ω−ı	+	αj,ı,	 −ω−ı	αj,ı+1,	 +ω−ı	αj+1,ı,	−1 −ω−ı	+ıαj+1,ı,	
)
=
∑
ı∈Zn
(
ω−ı	+	αj,ı,	 −ω−(ı+1)	+	αj,ı+1,	 +ω−ı	αj+1,ı,	−1 −ω−ı	+ıαj+1,ı,	
)
=
∑(
ω−ı	αj+1,ı,	−1 −ω−ı(	−1)αj+1,ı,	
)= E(1)j,n−1,	.ı∈Zn
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E
(k+1)′
j,n−1,	 =
(
ωk − 1)E(k)j,n−1,	 −
n−2∑
ı=0
ω−ıl−	+k
(
ωk(ı+1) − 1)Ej+k,ı,	−k
+
n−2∑
ı=0
ω−ıl−	
(
ωk(ı+1) − 1)Ej+k,ı,	.
Then
E
(k+1)′
j,n−1,	 =
∑
ı∈Zn
(
ωk − 1)(ω−ılαj+k,ı,	−k −ωık−ı	αj+k,ı,	)
−
∑
ı∈Zn
(
ωk(ı+1) − 1)(ω−ıl−	+k+	−kαj+k,ı,	−k −ω−ıl−	+kαj+k,ı+1,	−k)
−
∑
ı∈Zn
(
ωk(ı+1) − 1)(ω−ıl−	+kαj+k+1,ı,	−k−1 −ω−ıl−	+k+ıαj+k+1,ı,	−k)
+
∑
ı∈Zn
(
ωk(ı+1) − 1)(ω−ıl−	+	αj+k,ı,	 −ω−ıl−	αj+k,ı+1,	)
+
∑
ı∈Zn
(
ωk(ı+1) − 1)(ω−ıl−	αj+k+1,ı,	−1 −ω−ıl−	+ıαj+k+1,ı,	)
=
∑
ı∈Zn
(
ω−ıl+k −ω−ıl −ω−ıl+ık+k +ω−ıl +ω−ıl+ık+k −ω−ıl+k)αj+k,ı,	−k
+
∑
ı∈Zn
(−ωık−ıl+k +ωık−ıl +ωık−ıl+k −ω−ıl −ωık−ıl +ω−ıl)αj+k,ı,	
−
∑
ı∈Zn
(
ωk(ı+1) − 1)(ω−ıl−	+kαj+k+1,ı,	−k−1 −ω−ıl−	+k+ıαj+k+1,ı,	−k)
+
∑
ı∈Zn
(
ωk(ı+1) − 1)(ω−ıl−	αj+k+1,ı,	−1 −ω−ıl−	+ıαj+k+1,ı,	)
=
∑
ı∈Zn
−(ωk(ı+1) − 1)(ω−ıl−	+kαj+k+1,ı,	−k−1 −ω−ıl−	+k+ıαj+k+1,ı,	−k)
+
∑
ı∈Zn
(
ωk(ı+1) − 1)(ω−ıl−	αj+k+1,ı,	−1 −ω−ıl−	+ıαj+k+1,ı,	).
Using the preceding calculation, we have that
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′
j,n−1,	 +ωkE(1)j+k,n−1,	−k +ω−kE(1)j+k,n−1,	 +E(k−1)j+2,n−1,	−1
=
∑
ı∈Zn
−(ωk(ı+1) − 1)(ω−ılαj+k+1,ı,	−k−1 −ω−ıl+ıαj+k+1,ı,	−k)
+
∑
ı∈Zn
(
ωk(ı+1) − 1)(ω−ıl−kαj+k+1,ı,	−1 −ω−ıl−k+ıαj+k+1,ı,	)
+
∑
ı∈Zn
(
ω−ıl+ık+kαj+k+1,ı,	−k−1 −ωı−ıl+ık+kαj+k+1,ı,	−k
)
+
∑
ı∈Zn
(
ω−ıl−kαj+k+1,ı,	−1 −ωı−ıl−kαj+k+1,ı,	
)
+
∑
ı∈Zn
(
ω−ıl+ıαj+k+1,ı,	−k −ωık−ılαj+k+1,ı,	−1
)
=
∑
ı∈Zn
(
ω−ılαj+k+1,ı,	−k−1 −ωık+ı−ılαj+k+1,ı,	
)
= E(k+1)j,n−1,	
which shows that our assertion holds for k + 1. Thus our assertion is established by induc-
tion.
Let M ′′ be the coefficient matrix of the homogeneous system of the original system of
equations Ej,ı,	 = 0 modified by replacing Ej,n−1,	 by E(n−1)j,n−1,	 and then by moving the
equations E(n−1)j,n−1,	 = 0 below the equations Ej,ı,	 = 0, where 0 ı < n − 1, maintaining
the lexicographical order of the E(n−1)j,n−1,	’s. Then M is similar to M ′′.
Think of M ′′ as being arranged in n×n blocks. Let M ′ be the submatrix of M ′′ consist-
ing of the entries in the first n(n − 1)2 rows and n2(n − 1) columns. By our construction
M ′ the form described in the lemma and has rank n(n−1)2. Let A be the submatrix of M ′′
consisting of the entries in last n(n − 1) rows and last n2 columns. Now the last n(n − 1)
rows of M ′′ correspond to the equations E(n−1)j,n−1,	 in lexicographical order. Thus the non-
zero entries in the last n(n− 1) rows of M ′′ are found in the last n2 columns. 
We may think of A as being defined by
A(j,	),(ı,	′) = M ′′(j,n−1,	),(ı,n−1,	′)
for all 0 j  n− 2 and 	, ı, 	′ ∈ Zn. Note that k = n− j − 1 ranges over Z∗n as j ranges
over 0, . . . , n− 2. With this substitution we may think of the row indices of A as Z∗n × Zn
and the column indices of A as Zn × Zn. Observe that
A(k,	),(ı,	′) = −δ	′,	ωı(k−	) + δ	′,	−kω−ı	 (37)
for all k ∈ Z∗n and ı, 	, 	′ ∈ Zn.
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Proof. First observe that
A(−k,	−k),(ı,	′) = −δ	′,	−kωı(−k−(	−k)) + δ	′,(	−k)−(−k)ω−ı(	−k)
= −δ	′,	−kω−ık + δ	′,	ωı(k−	),
which means
A(−k,	−k),(ı,	′) = −A(k,	),(i,	′) (38)
for all k ∈ Z∗n and 	, 	′, ı ∈ Zn. Let S = {(k, 	) | 0  	 < k  n − 1} and suppose that
(k, 	) ∈ Z∗n × Zn. If 	 < k then (k, 	) ∈ S and (n − k, 	 − k) /∈ S. If 	  k then (n − k,
	− k) ∈ S and (n, k) /∈ S. Thus by (38) the rank of A is the rank of the submatrix A′ of A
consisting of the rows of A labeled by S.
Order indices lexicographically, reading right to left; therefore (k′, r ′) < (k, r) if and
only if r ′ < r , or r ′ = r and k′ < k. Permute the rows and columns of A′ to form a matrix
A′′ such that the row and column indices are in lexicographical order. Clearly the rank of
A′′ is the rank of A′; thus the rank of A′′ is the rank of A.
Regard A′′ as having block form
⎛
⎜⎝
A′′0 0 · · · A′′0n−1
...
...
A′′n−1 0 · · · A′′n−1n−1
⎞
⎟⎠ ,
where for all 0 r, s  n− 1 the block A′′rs is the (n− r − 1)× n matrix
⎛
⎜⎝
A(r+1,r)(0,s) · · · A′′(r+1,r)(n−1,s)
...
...
A(n−1,r)(0,s) · · · A′′(n−1,r)(n−1,s)
⎞
⎟⎠ .
To analyze the block form of A′′, we first examine where non-zero entries lie. By (38),
a non-zero entry of A′′ in column (ı, r) lies in row (k, s), where k > s, or in row (k, k +
s−n), where k+ s−n 0. Since s > k+ s−n, it follows that A′′ has the upper triangular
block form
⎛
⎜⎝
A′′0 0 · · · A′′0n−1
. . .
...
′′
⎞
⎟⎠ .An−1n−1
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form a Vandermonde matrix. Thus the (row) rank of A′′ is
n−1∑
r=0
(n− r − 1) = n(n− 1)
2
. 
Combining the conclusions of the two preceding lemmas, we conclude that the dimen-
sion of the space of solutions to the homogeneous system described by (12) is
n3 −
(
n(n− 1)2 + n(n− 1)
2
)
= n2 + n(n− 1)
2
.
Theorem 7.3. Let n  2 and suppose that the field k contains a primitive nth root of
unity ω. Then the dimension of the space of cocommutative elements Cocom(D(Hn,ω)∗) is
n2 + n(n− 1)/2.
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