DAVID MIDDLETON (Concord, Massachusetts) Section I. Introduction. This paper considers the effects of a general class of non-gaussian random processes in an a-m receiving system. Analysis of the effects of non-gaussian noise is needed both for use in problems where the noise is known not to be gaussian, e.g. some kinds of radar clutter and atmospheric static, and to indicate in uncertain cases how critical the assumption of normal statistics may be.
The Fourier transform of the probability density is the characteristic function, F2v (£i , & ; t) = <exp (i£,y, + iH2y2)), (2) whose power series expansion generates the moments, p/£ t . f\ -V (f\ (o\ * 2\£l y %2 j JLf I I MmnW > m,n-0 "*I ll1-(again, whenever /xmn(<) exist). An equally useful set of parameters are the semi-invariants, mn (<), defined by log F2& , £t ; 0 = ± (4) to ,n=» 1 m • "-I
The Poisson ensemble.
The non-gaussian random processes which we shall use are Poisson ensembles, i.e. they are composed of sums of independent variables with common distributions and uniformly distributed times of occurrence, tj , viz., V(t;K, {<;})= X>,.« -<;■).
(5)
Physically, the vf represent pulses produced randomly by a noise source. The above assumptions imply that the number of pulses, K, occurring in a long time interval, T, is a random variable with a Poisson distribution [8] so that K, as well as the set of t'-, is an ensemble parameter.
The characteristic function of the process, for a finite interval of time T, can be readily derived by taking advantage of the independence of the pulses and performing a weighted sum over a random walk for each fixed K [9, 10] . Thus we write 
in which the average must be carried out over all the random variables of a typical pulse, e.g. amplitude, shape, phase, duration, or time of occurrence. Let us maintain the average sign as a reminder of the presence of other random variables and explicitly consider the averages for the times of occurrence. If the time variables are transformed from t[ , t2 to t -i[ ,t'2 -t[ , then, taking advantage of the uniform distribution of the occurrence time, we have W(t[ , t0 dt[ dt2 = W(t'2 -<0 | r d{t'2 -t[), (8) where t is the mean duration of a pulse, so that letting T increase indefinitely, we get F2v(£i , £2 ; t) = exp J <{exp [i£ii/t(0 + i&v2(t0 + 0]} -1) > (9) where 7 = m is the average noise "density," i.e. the average number of pulses per second multiplied by the average duration of a pulse. The semi-invariants of V are readily obtained by expanding the inner exponential of Eq. (9), yielding X""(<) = y(v(t0)mv(to + <)")• (10) One is at once tempted to say, from Eq. (10) , that the semi-invariants of V are proportional to the moments of v. This is not entirely proper, because the presence of the -1 under the average in Eq. (9) acts as a convergence factor, so that the exponent is not a true characteristic function, and hence the right hand side of Eq. (10) is not a true moment. For a finite time interval, no convergence problems arise, and Eq. (6) shows that then indeed the semi-invariants of V are proportional to the moments of v.
The parameter of the Poisson ensemble which has most influence in determining the general features of the noise is the density y. As the noise density increases, the noise distributions tend toward the gaussian. When the density is small, the noise pulses overlap only slightly so that the noise has the attributes of a deterministic, interfering signal, whose time-structure is essentially that of a single typical impulse. These two limiting regions are important, since the exact distributions are usually too complex to be used analytically, and must be approximated differently in each of the two cases.
2.3 Narrow band noise. Here, in the course of rectification, the detector or rectifier is preceded by a frequency selective network which passes only a band of frequencies narrow compared to the center frequency of the band. This is simultaneously desirable in order to discriminate against unwanted signals in other frequency bands, and more or less inescapable because of the inherent characteristics of the elements of which the receiver is built. Thus, although the noise at the input of the receiver may be, and usually is, of relatively constant strength over a wide band of frequencies, the noise presented to the detector is narrow-band because of its passage through the frequency selective parts of the receiver.
Important simplifications of the probability densities can be obtained by taking explicit cognizance of the narrow-band nature of the processes with which we are concerned. A narrow-band random variable can be expressed as
where w0 is the central frequency of the noise spectrum and R and 6 are random variables whose variation with time is slow compared to that of cos co01. Thus, if one calculates the moments of V using time averages (over a single member function of the V ensemble, which is assumed to be ergodic), R and 6 can be assumed to be constant over a single period of cos 1c0t. Consequently, all the moments of V which are of odd degree vanish. The constancy of envelope and phase over one period of the center frequency is, of course, an approximation and cannot be expected to be valid for moments of arbitrarily high degree, since a change in R of SR will give a change in Rn of nR"-1 <5/2, and thus, for sufficiently large n, will be comparable to the change in cos u0t. In the approximating distributions which will be used, however, only low-degree moments will appear, so that the invariance of the slowly varying parts over a single period of cos u0t is a valid assumption. [Vol. XV, No. 4
The presence of high frequency terms, such as cos <o0i, in the expression for the second-order moments is not eliminated, by any means. In order to indicate clearly the presence of high frequency terms, let us define an envelope factor for the moments, by
Let us further assume that the phase change of the noise voltage, i.e. d2 -di , is not a random variable*. This is not a valid restriction on some types of random waves; but, in this paper, we shall need the results below in their application to individual pulses [the V, of Eq. (5)], where the phase would be expected to be constant. The second-order moments can now be written
and similarly
which, with nm,n(0) = nm+n,o , defines all the non-zero moments up to the sixth degree.
We note that by comparing the two expansions of the characteristic function, Eqs. (3) and (4), a similar separation of high and low frequency factors can be accomplished for the semi-invariants, e.g. X"(<) = A"(0 cos (a>0t -a), (14) and that a special notation is usually employed for the autovariance function, i.e.
Hu(t) = R(t) = \pr(t) = \pr0(t) cos (co0i -a), (15) where r(0) = r0(0) = 1. 
and subscripts have been placed on the second moments to enable each term in the exponent to be differentiated separately.
Only semi-invariants of low degree appear, so that the narrow-band approximation is still valid. Equation (17) is applicable to any narrow-band, nearly normal distribution, whether derived from the Poisson ensemble or not.
For moments after a non-linear operation, the comparative simplicity in the analysis when the noise possesses a gaussian distribution is a strong point in favor of the series in parametric derivatives. Applying the differential operator to the result for (nonstationary) gaussian noise is likely to be involved, but is certainly straightforward. Furthermore, where the narrow-band structure of the output is important, this characteristic function possesses the additional advantage of presenting the high-frequency part only once (in the exponent) while the Edgeworth form has high-frequency terms of different orders scattered about among the various semi-invariants, as well.
2.5 Low-density distributions. When the density is small, the exact form of the distribution is too difficult to use, and at the same time, the Edgeworth type of approximation is no longer applicable. However, a useful ascending power series in 7 can be obtained, starting from Eq. (9) . Let /(£ 1 , £2 ; t) = 1 + J (exp (i&t + i&2) -1) ,
so that 
n-0 if" a form which much resembles Eq. (6). The utility of Eq. (19) lies in the fact that the first two terms can be used in their exact form and the remaining terms are similar to nearly gaussian distributions, where n corresponds to the noise density. After considerable algebra, one obtains where L is the differential operator that appears in Eq. (17) . Since our aim is to obtain the covariance function after rectification, which in our representation of the rectifier (vide Eq. (22) infra), is itself a moment of the input distribution, although in general not one of integral degree, an Edgeworth series in which the low-degree moments are reproduced exactly is appropriate. As a fit to the distribution itself, however, the approximation cannot be expected to be nearly so good. 2.6 Example. The first-order probability distribution of rectangular c-w pulses will serve to illustrate the behavior of the distributions of the process as the density is varied.
The distributions corresponding to the terms of fixed n in Eq. (19) have been previously calculated [12] *. From these, one can easily obtain results, which are shown in Fig. 1 , for the Poisson ensemble together with a nearly gaussian approximation for 7=1 and a gaussian distribution. The figure is a plot of the probability that the value of the abscissa, measured in units of the standard deviation, will be exceeded in absolute value. When the noise density is one, the nearly gaussian approximation is a fairly close fit to the tail of the distribution, but is significantly different for small values of V. With the Poisson ensemble there is a finite probability of having no noise at all, so that Must as in Eq. (10) the right-hand side is not properly a moment, so in Eq. (19), / is not properly a characteristic function. However, the appearance of the anomalous behavior is entirely in the time structure of the process so that, for the first-order distribution, each term of the power series in y can be considered as a characteristic function.
the non-gaussian distribution should contain a 5-function of strength e~y at the origin. The nearly gaussian expansion, because of its asymptotic character, is unable to represent discrete probabilities.* When plotted against V, the low-density curves lie above one another; but dividing this abscissa by the standard deviation, which varies as y1/2, causes the curves to intersect. As the density decreases, the probability that the noise will be zero becomes larger. This in turn decreases the standard deviation faster than it does the tail of the distribution, so that the probability of relatively high values increases, for smaller noise densities, relative to the larger values of noise density.
Section III. Properties of the rectifier output. 3.1 Introduction.
Our next task is to use the distributions found in Sec. II to determine the autovariance function of the output of an a-m receiver when an additive mixture of c-w signal and non-gaussian noise is impressed on the input, viz.;
The receiver in an amplitude modulation system contains a band-pass filter which eliminates all spectral components except those in a narrow-band around the central frequency to which it is tuned, and a demodulator, consisting of a half-wave fth-law detector followed by a low-pass filter. The relation between output and input of a nonlinear device is the dynamic transfer characteristic. For the half-wave (zero memory)
j>th-law device, it is
where I is the instantaneous output, V the instantaneous input, and (3 is an appropriate proportionality constant. The non-linear device produces an output whose spectral components lie in zones around multiples of the central frequency of the input [14] ; the (ideal) low-pass filter eliminates all these zones except the low-frequency one corresponding to the zeroth harmonic.
We wish now to find the autovariance function (or since the input process is assumed to be ergodic, the correlation function) of the output. This is by no means the most complete statistical description that one could wish for, although the correlation function yields considerable insight into the nature of the output. However, to obtain the probability distributions of the low-frequency zone is a very difficult problem, which has been solved only for the quadratic detector with gaussian input noise (since no moments higher than the fourth order are then required) [15, 16] .
Some general statements about the output covariance function can be made immediately. The covariance function equals the mean square of the output when its argument is zero. As the argument, t, increases beyond bounds, the two functions to be averaged become uncorrelated, so that the covariance function becomes the square of the output mean. The behavior peculiar to R(t) is revealed by its variations with time, which can best be separated by defining a normalized output covariance function
*A similar situation arises in the discussion of the Brownian motion, where a 5-function appears in the exact form of the velocity distribution which the usual approach of Fokker and Planck is unable to provide [13] .
3.2 Noise models. To obtain the output covariance as a specific function of time, a definite time dependence must be assigned to the semi-invariants of the noise. An immense variety of types is naturally possible; three models felt to be important are treated here. In these models the entire time dependence is contained in the envelope of the pulses, although in general, variations in amplitude, shape, and phase of the individual pulses will also affect the time dependence. Variations in the amplitude or shape appear in the semi-invariants in the same way as the variations of pulse envelope, so that no loss in generality is to be expected if we attribute the overall time variation to a single cause rather than to a mixture of several. This is not true for the phase variation, however, since phase changes are associated with the high-frequency part of the semiinvariants, and therefore affect the noise distributions in a manner different from the amplitudes or pulse envelopes. Most noise sources produce pulses of constant phase, so that further refinements are unnecessary; however, the commonest exception, moving clutter in a radar system, is certainly an important one.* Pertinent data on the three models are summarized in Table 1 . The exponential pulses represent impulses passed through a single-tuned circuit. Although a single selective element is not an accurate model of the tuned stages of a receiver, this type of time dependence is important because it is necessary (and sufficient) if the process is to be Markoffian in the limit of increasing density. A representative physical case would be that of atmospheric static interference in a crystal video receiver.
The pass-band of an actual receiver is an involved function of the number of stages and the coupling networks between stages. As an abstraction from the details associated with any particular i-j strip, we shall take a pass-band of gaussian frequency response which preserves the essential features of a pass-band while remaining analytically tractable. Admittedly, a gaussian pass-band is not physically realizable, but it is a good approximation to the magnitude-frequency curve of actual amplifiers (if not to the phase frequency curve), and possesses the important virtue of simplicity**. Impulses passing through this i-f amplifier will become gaussian pulses, as in the second model of Table 1 . "Gaussian" here refers to the pulse shape as a function of time and not to the statistics of the pulses.
The third type chosen is that of a square pulse envelope of finite duration. This exemplifies noise whose values are independent when separated by a sufficiently long, but finite time. The model fits the sonar and radar clutter problem when relative motion between the transceiver and scatterers is slight.
Notice that, in all these cases, the semi-invariants can be expressed as functions, in fact powers, of the input covariance functionf. Accordingly, the time enters the output covariance only implicitly through the input covariance function.
3.3 Derivation of the output correlation function. The total covariance function of the output is the ensemble average of the product of the outputs as two times separated "The alterations in the form of the covariance function which are necessary to take account of phase variations in time can be found in [11] .
**H. Wallman has shown that the pass-band of cascaded networks whose individual step function responses have no overshoot tends toward the gaussian [17] . Furthermore, it seems likely that one can extend these results to any cascaded network except those tuned for a Butterworth response.
fThe linear model is one extreme of possible time behavior in that its semi-invariants of all orders decrease no faster than the correlation function. One may conjecture that no A2s(<), see Table 1 , can decrease faster than the square of the covariance function, in which case the two other models represent the opposite extreme; however, we have been unable to prove this. in which g{V) is zero for V less than some F0, and of no greater than exponential order at infinity, and C is a straight line in the complex £-plane parallel to the real axis and lying below the singularities of /(«£).
Since the input signal ensemble is the sum (see (21)) of sine wave and noise ensembles, which are independent of each other, the characteristic function of Eq. (24) becomes the product of the separate characteristic functions of the signal and of the noise. The results of Sec. II enable us to obtain the covariance function for non-gaussian noise, if we can obtain the corresponding one for non-stationary gaussian noise. Since the non-stationary gaussian case is only a very slight extension of previous work, it can easily be solved by methods briefly described below.
The characteristic function of the sine wave signal A0 cos (u0t + <p) is [14] F3(£i > £2 ; t)s = Jo(-Ao[£i + £2 + 2^!^2 cos co0<]1/2)
and the characteristic function of the noise is given by the exponential of Eq. (17) . In order to find the zonal structure of the output, the two characteristic functions can be expanded in Fourier series, giving for the characteristic function of Eq. (24)
F,(«. , k ; t) = exp(-ML±_M) g £ tmenJn{A£x)Jn{AoQ
where the Neumann factor tm equals one for m = 0 and is two for all other values. For the output of the receiver, only the low-frequency zone, m = 0, is required*. If now the modified Bessel function is expanded in a power series, the double integral of Eq. (24) separates into two single integrals, which have been evaluated previously [19] , so that the covariance function of the low-frequency zone is T> (t) _ m + 1) A A ^iM*rn/2 (MlY\v v Yn(_ fV CQS f lc(0 4r2(e/2 + 1) h> h k\ (k + n)\ nf \4 / V 2/.+t
• lFi(-v/2 + n + k; n + 1; -pO 1Fx(-v/2 + n + k] n + 1; -p2),
where p, is the signal-to-noise power ratio, A0/2\pj , lFl is Kummer's form of the confluent hvpergeometric function, and (a)" = r(a + n)/T(a). 3 .4 Strong signals. When the signal is strong, i.e. p, is large, Eq. (28) can be simplified by using the asymptotic expansion of the confluent hypergeometric function, *Note that, if the ordinary asymptotic form of the characteristic function of the noise is used, all the harmonics must be retained until the cross-terms between the frequency-dependent semi-invariants have been taken into account. 
where the formal hypergeometric function 2F0 is defined as 2F0(a, b; x) = X (a)"(b)" fr- The order of the remainder is different as the noise density becomes large or small. The terms in p~2 are of order p~2 and p~2 y'1; the next set of terms are of order p~s, p~3 -y'1, and p~3 7~2. For nearly gaussian noise, y is large so that Eq. (32) can be used if p alone is large. For low-density noise, however, yp must be large as well as p. In physical terms, yp is the ratio of signal power to the noise power in a single noise pulse. When the noise density is small, there is no noise at all for an appreciable part of the time; thus the requirement on yp means that the signal must be relatively strong while the noise pulse is present, which is here a more stringent requirement than that it be strong on the average.
When the signal is strong, there is, as usual, a modulation suppression effect [14] in that the leading term is the one for signal alone, with noise entering as a first-order correction. Here, however, there is an additional suppression effect on the statistics of the noise. As Eq. (32) shows, the non-gaussian nature of the noise is first discernible in the second-order terms.
3.5 Weak signals. The results when the signal is weak are more complicated because the low-density and high-density cases can no longer be described by the same formula. The hypergeometric functions reduce to polynomials when v is an even integer and to complete elliptic integrals when v is an odd integer. When the noise density is small, one must use the characteristic function Eq. (20), which involves much the same sort of derivative as does the high-density case just treated. In addition, however, there are the time intervals in which no noise pulse or one noise pulse occurs. If there is no noise present, the correlation function is that for signal alone, which was found as the first term of Eq. (32).
If a single noise pulse alone is present, the exact form of the distributions must be used. On the other hand, when the signal is present at the same time as a single noise pulse, the covariance function is less sensitive to the statistics of the noise, and it becomes possible to approximate the noise distribution in the usual way. For a single pulse the covariance function is most easily found by not carrying out the average until the end. Thus the characteristic function of the noise can be written as f.ft. , t. ; 0 = </<« + + 2^it'2 cos (w0t -a)]I/2>,
where the average is over the parameters of v(t0 -r), an individual noise pulse. This characteristic function can be expanded in a Fourier series by the usual Bessel function addition theorem, whereupon the double integral for the low frequency zone splits into the product of single integrals each of which is of Weber's type [21] , so that the correlation function is m* +1) [7-'+"+itV(7, v -n -k -Z)5{0, 0, 0;r2} 
is a polynomial in 7 and exp (-7) for positive integral /3, and an iterated integral of the exponential integral for negative integral /3; for other values, a closed form is unavailable.
The quadratic detector.
The output correlation function after a half-wave quadratic detector is particularly simple. When v equals 2, the output voltage is the same, except for a scale factor, as that from a full-wave squaring device, because the noise and signal distributions are symmetric about v = 0. The covariance function of all zones is thus a fourth-degree moment of the input. The covariance function of the low-frequency zone is then R{t) = j^l + rl H 3^2 ^ + 2p(l + r0) + p2J ,
where p = Al/2\p, the input signal-to-noise ratio, and r0 = r0(t). The equation is exact for all values of signal-to-noise ratio or noise density. Finding the output covariance function as a moment of the input voltage is by far the simplest approach; however, the method may be applied only when v is an even integer.
Results for the three noise models listed above in Sec. 3.2 are given in Table 2 and illustrated for the exponential and linear models in Figs. 2, 3 in the input for all values of p and y. As p increases, the curves for all values of noise density increase too. This is because the signal X noise intermodulation terms become progressively more important as compared to the noise X noise products and, since the s X n contribution is more correlated*, rout(t) is increased. For large p a rion-gaussian *The expression "more correlated" is used throughout the paper to express the fact that one normalized output correlation function is greater than another for the same value of t when both are derived from the same input correlation function. suppression effect enters, so that the difference between gaussian and non-gaussian noise is less than at low signal levels.
The effect of the non-normal nature of the noise here is to reduce the output correlation compared to the corresponding gaussian noise for the exponential and gaussian [Vol. XV, No. 4 noise models and to increase it for the linear model. Because of the simplicity of the expression for the covariance function, it is easy to see why this is so. For gaussian input noise, the quadratic detector output has one distorted noise term (r? , for n X n modulation). For non-normal noise, an additional term enters, containing the semiinvariant A?2(0-This term adds to the "scrambled" noise for the exponential and gaussian models, and to the undistorted noise for the linear model. Clearly, the output correlation is usually decreased by non-gaussian statistics since, for nearly all variations, A22(0 will decrease faster than r0(t). The linear model is the extreme case in which this is not so.
3.7 The linear detector. Obtaining the correlation function for a half-wave linear detector involves all the considerations, if not quite the full algebraic complexity, which attend the general case. No elementary method of obtaining the output covariance function is possible for a half-wave linear detector. However, when the general fth-law results of preceding sections are specialized to v = 1, considerable simplification occurs. The hypergeometric functions of the general result reduce to complete elliptic integrals and the results for large and small density become much alike. Table 3 lists the correlation functions for the three noise models. The three cases of a strong signal, a weak signal with high-density noise, and a, weak signal with low-density noise are listed separately. The expressions in the table ar,e the leading terms of series in the noise density y and signal-to-noise ratio p. The nearly gaussian and low-density results hold over a considerable range of variation of y, because the numerical coefficients of higher terms are small. The strong signal formulas of the table are reasonably accurate down to values of p of about 2. The weak signal correlation function, on the other hand, will hold only in a restricted range, for p no more than about 1/2, because only the first two terms of the ascending p series have been used. The normalized output correlation function is shown in Figs. 5, 6, and 7 with roat(t) for gaussian noise of the same input power shown in dashed lines. One may note, as for the quadratic detector, that increases in p cause the amount of correlation in the output to increase and cause the difference between gaussian and non-gaussian noise to decrease; however, the results have several features which are distinct from those for the quadratic detector. For example, as the noise density decreases, the leading term in the low-density series, (v"(ta)v"{t0 + £)), which for the linear detector is r0(t), becomes increasingly important, so that the output has more correlation than the output for a gaussian input noise for all noise models. This effect will occur as the noise density becomes sufficiently small for fixed signal power, even though the (average) signal-tonoise ratio is large. When yp becomes small, the weak signal series must be used.
Determination of the extent to which the nearly normal and low-density results together cover the range of y is an important question which the covariance functions for the linear detector partially answer. Apparently the shape of the noise pulses has considerable effect. For gaussian pulses, the two forms of the correlation function are in close agreement (too close to be resolved in the figure) ; for the exponential and linear pulses, the agreement is not so complete. The figures tend to show that when the noise density is about 1, the two forms of the covariance function will be only roughly equal, but that no gross differences occur. considerable detail. A qualitative look at the output correlation function for arbitrary v will indicate the over-all features of these results and indicate the place of the linear and quadratic detectors in the general scheme.
Comparison of the covariance functions of gaussian and non-gaussian noise can be carried out for the weak signal cases by comparing the leading terms of the expansions of the hypergeometric functions. Separate expansions must be used when r20 is near zero and when r0 is near one. Since in both limiting regions, the same results emerge from the analysis, we may expect with a reasonable degree of confidence that the results hold for all values of rl(t), and hence all t. If the signal is strong, all the functions involved are elementary, so that the comparison is much easier to make. In both cases, the algebra is at once straightforward, lengthy, and not especially illuminating, so that it will not be reproduced here [11, 22] , Figure 8 shows the results of such a comparison. In the shaded region the non-gaussian and gaussian correlation functions intersect each other, so that neither can be said to be larger, although for most values of t the nongaussian output is less correlated. No scale has been indicated on the vertical axis because the position of the boundaries depends on the density of the noise. Deviations from the gaussian result are small for large signals and large for small signals.
As mentioned in Sec. 3.2, the noise models chosen here represent nearly the extremes of variation, so that we may expect the same general type of behavior for other shapes of noise pulses. Unless the semi-invariants of high degree have the same time structure [e.g. in the linear model, they all equal r0(<)]> the type of behavior shown by the gaussian or exponential noise model should be representative. The covariance function is the quantity found directly from the analysis of the detector and therefore has been presented in greater detail than the spectrum will be. In general, the only tractable expressions for the covariance function are approximate, and the transform even of these can be taken only approximately. The covariance function and spectrum are equivalent in principle; and the propagation of error in taking cosine transforms can be minimized by giving results primarily in terms of the covariance function. The general behavior of the spectrum can be inferred from the reciprocal spreading property of Fourier transforms, i.e. the more a function is concentrated in one domain, the more it is dispersed in the transform domain [23] .
A more quantitative measure of the spectrum can be found by the use of equivalent rectangular bandwidths. The low-frequency output spectrum has a maximum at zero frequency and decreases smoothly as the frequency increases. One can construct a spectrum having a constant value over a finite bandwidth equal to the zero frequency value of the actual spectrum and the value zero elsewhere, such that the total power in the actual and rectangular spectra is the same for both. Then the total bandwidth of the rectangular spectrum is the equivalent rectangular bandwidth of the actual spectrum. It is customary not to include the o-function at zero frequency representing d-c power in the actual spectrum.
Explicitly, one has r w0(f) df
it is readily seen that each 3,-may be replaced by a 2D, , giving the desired expansion whose initial terms are Fz(£i j £2 ; t) = |l + LaDiD, + LijuDiDjDk + 1 f.5 LuLktDiDjDtD, + 0(7"3)} exp {-R.H,} , (A '8) from which the manner of formation of further terms is evident.
