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Abstract
The uniform continuity theorem (UCT) states that every pointwise
continuous real-valued function on the unit interval is uniformly contin-
uous. In constructive reverse mathematics, UCT is stronger than the
decidable fan theorem. In this paper, we show that when “pointwise con-
tinuous” is replaced with “having a continuous modulus”, UCT becomes
equivalent to the decidable fan theorem. Here, a modulus of a real-valued
function on the unit interval is a function which calculates a modulus
of pointwise continuity of the given function from the input and the re-
quired accuracy of the output. Such a modulus is said to be continuous if
it is pointwise continuous with respect to the representation of real num-
bers as regular sequences of rationals equipped with the topology of Baire
space. We also show that continuous real-valued functions on the unit in-
terval which have continuous moduli are exactly those functions induced
by type one “continuous functions” described by Loeb [Ann. Pure Appl.
Logic, 132(1):51–66, 2005].
Keywords: Constructive reverse mathematics; Uniform continuity theo-
rem; Real-valued function; Continuous modulus; Fan theorem
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1 Introduction
In constructive reverse mathematics [10], it has attracted some interests among
mathematicians to characterise the difference between the strength of pointwise
continuity and that of uniform continuity on compact metric spaces by some log-
ical or analytic statements. Berger [4] showed that the continuous fan theorem
(CFT) is equivalent to the uniform continuity principle:
(UC) Every continuous function f : {0, 1}
N
→ N is uniformly continuous.
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A natural extension of UC to real-valued functions is the uniform continuity
theorem:1
(UCT) Every continuous function f : [0, 1]→ R is uniformly continuous.
Bridges and Diener [6] gave various analytic statements equivalent to UCT.
However, the relation between UCT and fan theorem is somewhat subtle. It
is known that UCT is weaker than the fan theorem for monotone Π01 bars and
stronger than CFT, but no characterisation of UCT in a form of fan theorem
has been known (see Diener and Loeb [8] for a concise summary of equivalents
of fan theorem).
On the other hand, Loeb [12] introduced a stronger notion of continuous
function in the context of intuitionistic second order arithmetic, and showed
that UCT is equivalent to the decidable fan theorem (DFT) with respect to
her notion of continuous function. In order to define continuous functions from
[0, 1] to R in the second order arithmetic where the type two functionals are
not definable, she encodes a continuous function as a type one function with
certain properties. This makes it difficult to compare her version of UCT with
the standard version of UCT. In particular, it is not clear in what sense her
notion of continuous function is stronger than the usual notion of continuity on
the unit interval.
In this paper, we introduce a natural strengthening of the notion of con-
tinuous function from [0, 1] to R which makes UCT equivalent to DFT. Our
main idea is to strengthen the notion of continuity for functions from [0, 1] to
R by equipping them with more information about their moduli. This idea is
motivated by the work of Berger [3], who showed that DFT is equivalent to the
following statement:
(UCc) Every continuous function f : {0, 1}
N → N with a continuous modulus
is uniformly continuous.
Here, a modulus of f : {0, 1}
N
→ N is a function g : {0, 1}N → N such that
∀α, β ∈ {0, 1}
N (
αg(α) = βg(α) → f(α) = f(β)
)
, (1.1)
where αn denotes the initial segment of α of length n.
The equivalence of DFT and UCc leads us to look for the notion of continuous
modulus for functions from [0, 1] to R so that the following statement becomes
equivalent to DFT:
(UCTc) Every continuous function f : [0, 1]→ R with a continuous modulus is
uniformly continuous.
The idea of considering continuous moduli for functions from [0, 1] to R is also
motivated by the fact that for a continuous function of the type f : NN → N,
the existence of a continuous modulus of f is equivalent to the existence of
an associate (or a neighbourhood function) of f ; see Beeson [2, Chapter VI,
Section 8, Exercise 8] or Kohlenbach [11, Proposition 4.4]. Roughly speaking,
a type one continuous function in the sense of Loeb can be considered as a
neighbourhood function for some type two function f : [0, 1] → R. It is then
1UCT is equivalent to an analogous statement where the domain of f is replaced with
{0, 1}N or an arbitrary compact metric space; see Bridges and Diener [6, Theorem 10].
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natural to expect that her notion of continuous function gives rise to a type two
function from [0, 1] to R which has a continuous modulus in our sense. In fact, it
turned out the continuous real-valued functions on the unit interval which have
continuous moduli are exactly those functions induced by type one “continuous
functions” described by Loeb [12] (see Theorem 6.8).
Our notion of continuous modulus is defined in terms of the representation
of real numbers as regular sequences of rational numbers. Specifically, let |[0, 1]|
be the set of regular sequences in [0, 1], which is identified with a subspace of
NN using a coding of rational numbers. A modulus of a function f : [0, 1] → R
is a family of functions gk : |[0, 1]| → N for each k ∈ N such that for any k ∈ N
and regular sequences x, y ∈ [0, 1], it holds that
|x− y| ≤ 2−gk(x) → |f(x)− f(y))| ≤ 2−k.
Such a modulus is continuous if each gk : |[0, 1]| → N is pointwise continuous
with respect to the usual tree topology on NN.
Using the above notion of continuous modulus, we show that UCTc is equiv-
alent to DFT. Thus, the enrichment of pointwise continuity by suitable notions
of continuous modulus allows us to unify UC and UCT as equivalents of DFT.
It should be noted, however, that the equivalence of UCTc and DFT immedi-
ately follows from the work of Loeb [12] and the above mentioned equivalence
between having continuous moduli and being induced by type one “continu-
ous functions”. Nevertheless, we hope that our alternative proof of equivalence
of UCTc and DFT without coding of continuous functions would be more ac-
cessible to those who work in Bishop-style constructive mathematics or some
variants of finite-type arithmetic.
We work informally in Bishop-style constructive mathematics [5]. However,
one should be able to formalise our work in Heyting arithmetic in all finite types
HAω [15, 1.6.15] with the axiom scheme QF-AC1,0 of quantifier free choice from
sequences to numbers. For more direct formalisation of the notions of real
numbers (Cauchy sequences with modulus) and real-valued functions without
coding, one may use Aczel’s constructive set theory CZF [1] or Martin-Lo¨f’s
type theory [14].2
Organisation
In Section 2, we introduce three representations of real numbers that we use
in this paper. In Section 3, we introduce the notion of modulus for real-valued
functions on the Cantor space, and show that the version of UCTc for the Cantor
space is equivalent to DFT. In Section 4, we review the spread (or signed-digit)
representation of the unit interval in detail. In Section 5, we introduce the notion
of continuous modulus for real-valued functions on the unit interval and prove
the equivalence of UCTc and DFT. In Section 6, we show that continuous real-
valued functions on the unit interval which have continuous moduli are exactly
those functions induced by type one “continuous functions” described by Loeb.
Notation 1.1. The letters s, t, u range over the elements of finite binary sequences
{0, 1}
∗
or finite ternary sequences {0, 1, 2}
∗
; the letters α, β, γ range over the
the elements of infinite sequences {0, 1}
N
or {0, 1, 2}
N
. The set of finite binary
(or ternary) sequences of length n ∈ N is denoted by {0, 1}n (or {0, 1, 2}n). We
2For CZF, the axiom of unique choice suffices.
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write 〈x0, . . . , xn−1〉 for an element of {0, 1}
∗ (or {0, 1, 2}∗) of length n. The
constant finite sequence of length n with the value i at each index is denoted
by in. The length of s is denoted by |s|. The concatenation of s and t will be
denoted by s ∗ t, and the concatenation of a finite sequence s and an infinite
sequence α is denoted by s ∗ α. We write αn and sn (n < |s|) for the value of
n-th term of α and s. We write s 4 t if s is an initial segment of t. We write
αn for the initial segment of α of length n and sn for the initial segment of s
of length n ≤ |s|. We write α ∈ s if α|s| = s. We write ŝ for s ∗ 0ω and (s for
s ∗ 1ω, where 0ω and 1ω are infinite sequences of 0 and 1 respectively.
2 Real numbers
We adopt Cauchy sequences of rational numbers with explicitly given moduli as
our standard notion of real numbers. For the purpose of this paper, however, it
is sometimes convenient to work with other (but equivalent) representations of
real numbers, which we briefly recall in this section.
2.1 Fundamental sequences
Among the several possible choices of definition, we adopt the following from
Troelstra and van Dalen [16, Chapter 5, Section 2].
Definition 2.1. A fundamental sequence with a modulus is a sequence 〈rn〉n∈N
together with a function δ : N→ N, called a modulus of 〈rn〉n∈N, such that
∀k, n,m ∈ N
(
|rδ(k)+n − rδ(k)+m| ≤ 2
−k
)
.
Two fundamental sequences 〈rn〉n∈N and 〈qn〉n∈N with moduli δ and ξ respec-
tively are equal, written 〈rn〉n∈N ≃ 〈qn〉n∈N, if
∀k∃n∀m
(
|rn+m − qn+m| ≤ 2
−k
)
. (2.1)
By a real number, we mean a fundamental sequence of rational numbers with a
modulus.
The orders on real numbers are defined by
〈rn〉n∈N < 〈qn〉n∈N
def
⇐⇒ ∃k, n ∈ N∀m ∈ N
(
qn+m − rn+m > 2
−k
)
,
〈rn〉n∈N ≤ 〈qn〉n∈N
def
⇐⇒ ¬ (〈qn〉n∈N < 〈rn〉n∈N) .
One can show that these orders are well-defined with respect to ≃ and that
〈rn〉n∈N ≃ 〈qn〉n∈N ↔ 〈rn〉n∈N ≤ 〈qn〉n∈N ∧ 〈qn〉n∈N ≤ 〈rn〉n∈N.
Rational numbers are embedded into fundamental sequences by r 7→ 〈r〉n∈N,
which is an order embedding.
The arithmetical operations on fundamental sequences are defined term-
wise: if 〈rn〉n∈N and 〈qn〉n∈N are fundamental sequences with moduli δ and ξ
respectively, then
〈rn〉n∈N + 〈qn〉n∈N
def
= 〈rn + qn〉n∈N with modulus ζ(k) = max {δ(k + 1), ξ(k + 1)},
−〈rn〉n∈N
def
= 〈−rn〉n∈N with modulus δ,
|〈rn〉n∈N|
def
= 〈|rn|〉n∈N with modulus δ.
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2.2 Regular sequences
For the spread representation of the unit interval (see Section 4), it is convenient
to work with regular sequences.
Definition 2.2. A sequence 〈rn〉n∈N of rational numbers is regular if
∀n ∈ N
(
|rn − rn+1| ≤ 2
−(n+1)
)
.
Two regular sequences 〈rn〉n∈N and 〈qn〉n∈N are defined to be equal, written
〈rn〉n∈N ≃ 〈qn〉n∈N, if
∀n ∈ N
(
|rn+1 − qn+1| ≤ 2
−n
)
. (2.2)
The orders on regular sequences are defined by
〈rn〉n∈N < 〈qn〉n∈N
def
⇐⇒ ∃n ∈ N
(
qn+1 − rn+1 > 2
−n
)
,
〈rn〉n∈N ≤ 〈qn〉n∈N
def
⇐⇒ ¬ (〈qn〉n∈N < 〈rn〉n∈N) .
Note that 〈rn〉n∈N ≃ 〈qn〉n∈N ↔ 〈rn〉n∈N ≤ 〈qn〉n∈N ∧ 〈qn〉n∈N ≤ 〈rn〉n∈N. Also,
it is straightforward to show that
〈rn〉n∈N ≤ 〈qn〉n∈N ↔ ∀k ∈ N∃n ∈ N∀m ∈ N
(
rn+m − qn+m ≤ 2
−k
)
,
and so
〈rn〉n∈N ≃ 〈qn〉n∈N ↔ ∀k ∈ N∃n ∈ N∀m ∈ N|rn+m − qn+m| ≤ 2
−k. (2.3)
The arithmetical operations on regular sequences are defined by
〈rn〉n∈N + 〈qn〉n∈N
def
= 〈rn+1 + qn+1〉n∈N,
−〈rn〉n∈N
def
= 〈−rn〉n∈N,
|〈rn〉n∈N|
def
= 〈|rn|〉n∈N.
Lemma 2.3. For any regular sequences 〈rn〉n∈N and 〈qn〉n∈N, we have
〈rn〉n∈N < 〈qn〉n∈N ↔ ∃k, n ∈ N∀m ∈ N
(
qn+m − rn+m > 2
−k
)
.
Proof. (⇒) Suppose that 〈rn〉n∈N < 〈qn〉n∈N. Then, there exists k ∈ N such
that qk+1 − rk+1 > 2
−k. Choose l ∈ N such that qk+1 − rk+1 > 2−k + 2−l. For
any m ∈ N,
qk+1+m − rk+1+m = qk+1+m − qk+1 + qk+1 − rk+1 + rk+1 − rk+1+m
> −2−(k+1) + (2−k + 2−l)− 2−(k+1)
= 2−l.
(⇐) Suppose there are k, n ∈ N such that ∀m ∈ N
(
rn+m − qn+m > 2
−k
)
. Put
M = max {k, n}. Then rM+1 − qM+1 > 2
−k ≥ 2−M .
Proposition 2.4. There exists an order preserving bijection between the set of
fundamental sequences with moduli equipped with equality (2.1) and the set of
regular sequences equipped with equality (2.2):
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1. If 〈rn〉n∈N is a fundamental sequence with a modulus δ, then 〈rδ(n+1)〉n∈N
is a regular sequence.
2. If 〈rn〉n∈N is a regular sequence, then it is a fundamental sequence with a
modulus k 7→ k.
Moreover, the bijection preserves arithmetical operations up to equalities on fun-
damental sequences and regular sequences.
Proof. If 〈rn〉n∈N is a fundamental sequence with modulus δ, then
|rδ(n+1) − rδ(n+2)| ≤ 2
−(n+1)
for all n ∈ N, so 〈rδ(n+1)〉n∈N is a regular sequence. Conversely, if 〈rn〉n∈N is a
regular sequence, then
|rk+n − rk+n+m| ≤ 2
−(k+n)
for all k, n,m ∈ N. Thus, 〈rn〉n∈N is a fundamental sequence with modulus
k 7→ k
Let 〈rn〉n∈N and 〈qn〉n∈N be fundamental sequences with moduli δ and ξ
respectively. We show that
〈rn〉n∈N ≃ 〈qn〉n∈N ↔ 〈rδ(n+1)〉n∈N ≃ 〈qξ(n+1)〉n∈N, (2.4)
where the left hand side is the equality of fundamental sequences and the right
hand side is that of regular sequences. By (2.3), it suffice to show that
〈rn〉n∈N ≃ 〈rδ(n+1)〉n∈N (2.5)
as fundamental sequences, i.e., ∀k ∈ N∃n ∈ N∀m ∈ N|rn+m−rδ(n+1)+m| ≤ 2
−k.
Let k ∈ N, and put n = max {δ(k), k}. Fix m ∈ N. If n ≥ δ(n+ 1), then
|rn+m − rδ(n+1)+m| ≤ 2
−(n+1) ≤ 2−(k+1) < 2−k.
If n ≤ δ(n+1), then δ(k) ≤ δ(n+1) and δ(k) ≤ n, so |rn+m−rδ(n+1)+m| ≤ 2
−k.
Let R and R′ be the sets of fundamental sequences and regular sequences,
respectively, with respective equality. Write F : R → R′ and G : R′ → R for
the mappings 〈rn〉n∈N 7→ 〈rδ(n+1)〉n∈N and 〈rn〉n∈N 7→ 〈rn〉n∈N, respectively. By
(2.4) and (2.3), these mappings are well-defined. We have F ◦G = idR′ , and we
also have G ◦ F = idR by (2.5). By Lemma 2.3, we have
〈rn〉n∈N < 〈qn〉n∈N ↔ G(〈rn〉n∈N) < G(〈qn〉n∈N)
for regular sequences 〈rn〉n∈N and 〈qn〉n∈N. Thus
〈rn〉n∈N < 〈qn〉n∈N ↔ G ◦ F (〈rn〉n∈N) < G ◦ F (〈qn〉n∈N)
↔ F (〈rn〉n∈N) < F (〈qn〉n∈N)
for fundamental sequences 〈rn〉n∈N and 〈qn〉n∈N (with some moduli). Thus F
and G are order bijections. It is then straightforward to show that F and G
preserve arithmetical operations.
Unless otherwise noted, we freely use fundamental sequences with moduli or
regular sequences as the notion of real number whichever is convenient. The set
of fundamental sequences with moduli equipped with equality will be denoted
by R. The equality on R will be written ≃. The unit interval [0, 1] is defined as
usual: [0, 1] = {x ∈ R | 0 ≤ x ≤ 1}.
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2.3 Shrinking sequences of rational intervals
Loeb [12] uses the representation of real numbers by shrinking sequences of
rational intervals. To relate our work with that of Loeb’s in Section 6, we
briefly recall some basic definitions about this representation.
Notation 2.5. Let
T
def
= {(p, q) ∈ Q×Q | p ≤ q} , (2.6)
which can be thought of as the set of closed intervals with rational endpoints.
For (p, q) ∈ T, let |(p, q)| = q − p, the length of the interval [p, q]. For I, J ∈ T,
define
I′
def
= the first projection of I,
I′′
def
= the second projection of I,
I ⊑ J
def
⇐⇒ J′ ≤ I′ ∧ I′′ ≤ J′′,
I ≈ J
def
⇐⇒ J′ ≤ I′′ ∧ I′ ≤ J′′.
The following notion is called a real number in Loeb [12, Section 3].
Definition 2.6. A sequence 〈In〉n∈N : N→ T is a shrinking sequence if
(S1) ∀n ∈ N (In+1 ⊑ In),
(S2) ∀k ∈ N∃n ∈ N
(
|In| ≤ 2−k
)
.
Two shrinking sequences 〈In〉n∈N and 〈Jn〉n∈N are equal if
∀n ∈ N (In ≈ Jn) . (2.7)
The set of shrinking sequences with above equality is denoted by RS.
The orders on RS are defined by
〈In〉n∈N < 〈Jn〉n∈N
def
⇐⇒ ∃n ∈ N
(
In
′′ < Jn
′
)
,
〈In〉n∈N ≤ 〈Jn〉n∈N
def
⇐⇒ ¬ (〈Jn〉n∈N < 〈In〉n∈N) .
These orders are well-defined with respect to the equality on RS. The arith-
metical operations on RS are defined by
〈In〉n∈N + 〈Jn〉n∈N
def
= 〈(In
′ + Jn
′, In
′′ + Jn
′′)〉n∈N,
−〈In〉n∈N
def
= 〈
(
−In
′′,−In
′
)
〉n∈N,
|〈In〉n∈N|
def
= 〈
(
max
{
−In
′′, In
′
}
,max
{
−In
′, In
′′
})
〉n∈N.
Proposition 2.7. There exists an order preserving bijection between the set of
shrinking sequences equipped with equality (2.7) and the set of regular sequences
equipped with equality (2.2):
1. If 〈In〉n∈N is a shrinking sequence, then 〈Iδ(n)
′〉n∈N is a regular sequence,
where
δ(k)
def
= the least n ∈ N such that |In| ≤ 2
−(k+1).
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2. If 〈rn〉n∈N is a regular sequence, then 〈(rn+1−2
−(n+1), rn+1+2
−(n+1))〉n∈N
is a shrinking sequence.
Moreover, the bijection preserves arithmetical operations up to equalities on
shrinking sequences and regular sequences.
Proof. Routine.
3 Real-valued functions on the Cantor space
In this section, we extend the equivalence between the decidable fan theo-
rem (DFT) and the uniform continuity principle with modulus (UCc) due to
Berger [3] to real-valued functions on the Cantor space {0, 1}N.
First, we recall the standard characterisation of continuous functions on the
Cantor space (see Troelstra and van Dalen [16, Chapter 4, 1.5]).
Definition 3.1.
1. A function f : {0, 1}
N
→ N is pointwise continuous if
∀α ∈ {0, 1}
N
∃n ∈ N∀β ∈ {0, 1}N
(
αn = βn → f(α) = f(β)
)
,
and uniformly continuous if
∃n ∈ N∀α, β ∈ {0, 1}N
(
αn = βn → f(α) = f(β)
)
.
2. A function f : {0, 1}
N
→ R is pointwise continuous if
∀α ∈ {0, 1}
N
∀k ∈ N∃n ∈ N∀β ∈ {0, 1}N
(
αn = βn → |f(α)− f(β)| ≤ 2−k
)
,
and uniformly continuous if there exists ω : N → N, called a modulus of
uniform continuity, such that
∀k ∈ N∀α, β ∈ {0, 1}N
(
αω(k) = βω(k) → |f(α)− f(β)| ≤ 2−k
)
.
Unless otherwise noted, continuous means pointwise continuous in this paper.
Remark 3.2. If f : {0, 1}
N
→ N is uniformly continuous, then there is a least
modulus of uniform continuity of f , i.e., there is a least N ∈ N such that
∀α, β ∈ {0, 1}
N (
αN = βN → f(α) = f(β)
)
. (3.1)
Specifically, if f : {0, 1}
N
→ N is uniform continuous, then there exists N ∈ N
which satisfies (3.1). Then
L
def
= the least n ≤ N such that ∀a ∈ {0, 1}
n
∀b ∈ {0, 1}
N−n
(
f(â) = f(â ∗ b)
)
is the least modulus of uniform continuity of f .
Definition 3.3. Amodulus of f : {0, 1}
N
→ R is a function g : N→ {0, 1}N → N
such that
∀k ∈ N∀α, β ∈ {0, 1}N
(
αgk(α) = βgk(α) → |f(α)− f(β)| ≤ 2
−k
)
. (3.2)
A modulus g of f : {0, 1}
N
→ R is continuous if gk : {0, 1}
N
→ N is pointwise
continuous for each k ∈ N.
The principle UCTc{0,1}∗ is the following statement:
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(UCTc{0,1}∗) Every continuous function f : {0, 1}
N → R with a continuous
modulus is uniformly continuous.
Lemma 3.4. If f : {0, 1}
N
→ R has a continuous modulus, then f has a con-
tinuous modulus g : N→ {0, 1}N → N such that gk is a modulus of itself for each
k ∈ N.
Proof. Let g : N → {0, 1}N → N be a continuous modulus of f : {0, 1}N → R.
For each k ∈ N, define Gk : {0, 1}
N → N by
Gk(α)
def
= the least n such that gk+1(α̂n) < n.
Note that Gk is well-defined because gk+1 is continuous. It is straightforward to
show that for each k, the function Gk is a continuous modulus of itself (see [9,
Lemma 2.2]). We show that G is a modulus of f . Let k ∈ N and α, β ∈ {0, 1}N,
and suppose that αGk(α) = βGk(α). Since gk+1(α̂Gk(α)) < Gk(α), we have
αgk+1(α̂Gk(α)) = ̂(αGk(α))gk+1(α̂Gk(α))
= ̂
(
βGk(α)
)
gk+1(α̂Gk(α)) = βgk+1(α̂Gk(α)).
Thus
|f(α)− f(β)| ≤ |f(α)− f(α̂Gk(α))|+ |f(α̂Gk(α))− f(β)|
≤ 2−(k+1) + 2−(k+1) = 2−k.
Hence, G is a modulus of f .
Proposition 3.5. The principle UCTc{0,1}∗ is equivalent to UCc.
Proof. UCTc{0,1}∗ obviously implies UCc. For the converse, let g : N→ {0, 1}
N
→
N be a continuous modulus of a function f : {0, 1}N → R. By Lemma 3.4, we
may assume that gk is a modulus of itself for each k ∈ N, and hence gk is
uniformly continuous for each k ∈ N by UCc.
For each k ∈ N, let Nk be the least modulus of uniform continuity of gk+1
(see Remark 3.2). Put
ω(k)
def
= max
{
gk+1(ŝ) | s ∈ {0, 1}
Nk
}
.
Then, for any α, β ∈ {0, 1}
N
such that αω(k) = βω(k), we have α̂ω(k)gk+1(α) =
αgk+1(α) and β̂ω(k)gk+1(β) = βgk+1(β). Thus
|f(α)− f(β)| ≤ |f(α)− f(α̂ω(k))|+ |f(β)− f(β̂ω(k))|
≤ 2−(k+1) + 2−(k+1) = 2−k.
Therefore f is uniformly continuous with modulus ω.
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Figure 1: The numbering of the nodes of {0, 1, 2}∗
4 Spread representation of the unit interval
We review some basic properties of the spread representation of the unit interval
[0, 1] (Troelstra and van Dalen [16, Chapter 6, Section 3]). Specifically, we
use the representation described in Loeb [12], which is slightly different from
the one described in [16]. This representation is essentially the signed-digit
representation of the unit interval, where each real number in the unit interval is
represented by a path in the ternary tree (see e.g., Lubarsky and Richman [13]).
For the reader’s convenience, we describe this representation in some detail.
Consider the ternary tree {0, 1, 2}∗. To each node s ∈ {0, 1, 2}∗ we assign a
number N(s) as follows (see Figure 1):
N(〈 〉)
def
= 1, N(s ∗ 〈i〉)
def
= 2N(s) + (i− 1) (i ∈ {0, 1, 2}).
Each path α in {0, 1, 2}
∗
(i.e., α ∈ {0, 1, 2}
N
) determines a regular sequence xα
in [0, 1] by
xα
def
= 〈2−(n+1)N(αn)〉n∈N.
Write xnα for the n-th term of xα, i.e.,
xnα
def
= 2−(n+1)N(αn).
Lemma 4.1. For each α ∈ {0, 1, 2}
N
and n ∈ N, we have |xα − xnα| ≤ 2
−(n+1).
Proof. Note that
|xnα − x
n+1
α | = 2
−(n+2)|2N(αn)−N(α(n+ 1)|
= 2−(n+2)|2N(αn)− (2N(αn) + (α(n) − 1))|
≤ 2−(n+2).
Hence |xnα−x
n+m
α | < 2
−(n+1) for all n,m ∈ N. Thus |xα−x
n
α| ≤ 2
−(n+1) for all
n ∈ N.
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1
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8
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4
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][ 1
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8
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, 7
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][ 3
8
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2
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][ 9
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][ 5
8
, 3
4
][ 11
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][ 3
4
, 7
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][ 13
16
, 15
16
][ 7
8
, 1]
Figure 2: The assignment of closed intervals
Corollary 4.2. The function Φ: {0, 1, 2}N → [0, 1] defined by
Φ(α)
def
= xα
is uniformly continuous with modulus k 7→ k.
Proof. Let n ∈ N and α, β ∈ {0, 1, 2}N, and suppose that αn = βn. Then
xnα = x
n
β , so by Lemma 4.1, we have
|Φ(α)− Φ(β)| ≤ |xα − x
n
α|+ |xβ − x
n
β | ≤ 2
−(n+1) + 2−(n+1) = 2−n.
To each node s ∈ {0, 1, 2}∗, assign an interval Is with rational endpoints (see
Figure 2):
Is
def
=
[
2−(|s|+1)(N(s)− 1), 2−(|s|+1)(N(s) + 1)
]
. (4.1)
Note that the length of Is is 2
−|s| and the length of the overlapping area of
adjacent intervals Is∗〈i〉 and Is∗〈i+1〉 is 2
−(|s|+2).
Given a regular sequence x = 〈rn〉n∈N in [0, 1], define a sequence 〈Ixn〉n∈N of
rational intervals by
Ixn
def
=
[
max{rn+3 − 2
−(n+3), 0},min{rn+3 + 2
−(n+3), 1}
]
.
For each n ∈ N, the length of Ixn is less than 2
−(n+2), which is the length of the
the overlapping area of Is∗〈i〉 and Is∗〈i+1〉 for some s ∈ {0, 1, 2}
∗ and i ∈ {0, 1}
such that |s| = n. Thus, there exists t ∈ {0, 1, 2}
∗
of length n + 1 such that
Ixn ⊑ It. By primitive recursion, we can thus define a path αx ∈ {0, 1, 2}
N
as
follows:
αx(0)
def
= the least i ∈ {0, 1, 2} such that Ix0 ⊑ I〈i〉,
αx(n+ 1)
def
= the least i ∈ {0, 1, 2} such that Ixn+1 ⊑ I〈αx(0),...,αx(n),i〉.
(4.2)
By induction, one can show that
Ixn ⊑ Iαx(n+1) (4.3)
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for all n ∈ N. Note that the mapping x 7→ αx does not preserve equality on R,
and thus it is not a function on [0, 1].3
The following proposition says that every real number in [0, 1] can be repre-
sented by a path in {0, 1, 2}
∗
via Φ.
Proposition 4.3. For each real number x in [0, 1], we have x ≃ Φ(αx).
Proof. Let x = 〈rn〉n∈N be a regular sequence in [0, 1]. Fix n ∈ N. Since
0 ≤ x ≤ 1, we have −2−(n+2) ≤ rn+3 ≤ 1 + 2
−(n+2). This, together with (4.3),
implies
|rn+3 − 2
−(n+2)N(αx(n+ 1))| ≤ 2
−(n+1).
Thus
|rn+1 − Φ(αx)n+1| ≡ |rn+1 − 2
−(n+2)N(αx(n+ 1))|
≤ |rn+1 − rn+3|+ |rn+3 − 2
−(n+2)N(αx(n+ 1))|
≤ 2−(n+2) + 2−(n+3) + 2−(n+1) < 2−n.
Therefore x ≃ Φ(αx).
Our next aim is to prove the quotient property of Φ (see Proposition 4.10).
Let ρ : {0, 1, 2}
3
→ {0, 1, 2}
3
be the function which is an identity on {0, 1, 2}
3
except for the following patterns:
〈1, 2, 2〉
ρ
7→ 〈2, 0, 2〉 〈1, 0, 0〉
ρ
7→ 〈0, 2, 0〉
〈0, 2, 2〉
ρ
7→ 〈1, 0, 2〉 〈2, 0, 0〉
ρ
7→ 〈1, 2, 0〉
(4.4)
The function ρ is extended to ρ : {0, 1, 2}
N
→ {0, 1, 2}
N
by primitive recursion:
ρ(α)
def
= λn.(σnα)0, (4.5)
where σnα ∈ {0, 1, 2}
3 is defined by
σ0α
def
= ρ(α0, α1, α2), σ
n+1
α
def
= ρ((σnα)1, αn+2, αn+3).
Lemma 4.4. For any α ∈ {0, 1, 2}
N
, n ∈ N, and i ∈ {0, 2},
αn 6= i → ∀m ≥ n (〈ρ(α)m, ρ(α)m+1, ρ(α)m+2〉 6= 〈i, i, i〉) .
Proof. We give a proof for i = 0. The proof for i = 2 is similar.
Suppose that αn 6= 0. Suppose that 〈ρ(α)m, ρ(α)m+1, ρ(α)m+2〉 = 〈0, 0, 0〉
for some m ≥ n. We may assume that m is the least number ≥ n with this
property. Then,
ρ(α)m = (σ
m
α )0 = (ρ((σ
m−1
α )1, αm+1, αm+2))0 = 0.
(if m = n = 0, we put (σm−1α )1 = αn).
If 〈(σm−1α )1, αm+1, αm+2〉 matches some pattern of ρ, then we must have
(σm−1α )1 = 1 and 〈αm+1, αm+2〉 = 〈0, 0〉. Then, (σ
m
α )1 = 2, so
ρ(α)m+1 = (ρ((σ
m
α )1, αm+2, αm+3))0 = (ρ(2, αm+2, αm+3))0 = 0,
3For example, consider 〈1/2 + 2−(n+1)〉n∈N and 〈1/2 − 2
−(n+1)〉n∈N.
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which is impossible.
If 〈(σm−1α )1, αm+1, αm+2〉 does not match any pattern of ρ, then we must
have (σm−1α )1 = 0, 〈αm+1, αm+2〉 6= 〈2, 2〉, and (σ
m
α )1 = αm+1. If m = n = 0,
then (σm−1α )1 = α0 = 0, a contradiction. Thus, we may assume m > 0. Then,
ρ(α)m+1 = (ρ((σ
m
α )1, αm+2, αm+3))0 = (ρ(αm+1, αm+2, αm+3))0 = 0.
By the definition of ρ, the possibility of αm+1 = 2, 〈αm+1, αm+2〉 = 〈1, 1〉, or
〈αm+1, αm+2〉 = 〈1, 2〉 is ruled out. Moreover, αm+1 = 0 implies σ
m−1
α = 〈j, 0, 0〉
for some j ∈ {0, 1, 2}. By the definition of ρ, this implies 〈(σm−2α )1, αm, αm+1〉
does not match any pattern of ρ. Thus 〈(σm−2α )1, αm, αm+1〉 = 〈0, 0, 0〉 =
〈j, 0, 0〉, and so ρ(α)m−1 = (σ
m−1
α )0 = 0. If m − 1 ≥ n, this contradicts the
leastness of m. Thus m− 1 < n, and so m = n. Then αn = 0, a contradiction.
Hence, the only possibility is 〈αm+1, αm+2〉 = 〈1, 0〉. Since ρ(α)m+1 = 0, we
must have αm+3 = 0 and (σ
m+1
α )1 = 2. Thus
ρ(α)m+2 = (ρ((σ
m+1
α )1, αm+3, αm+4))0 = (ρ(2, 0, αm+4))0 = 0,
which is impossible.
Corollary 4.5. For any α ∈ {0, 1, 2}N, n ∈ N, and i ∈ {0, 2},
〈ρ(α)n, ρ(α)n+1, ρ(α)n+2〉 = 〈i, i, i〉 → α(n+ 1) = i
n+1.
The following is intuitively obvious.
Lemma 4.6. Let a, b ∈ {0, 1, 2}
∗
such that N(a) = N(b). Then, for any n ∈ N,
we have
∀c, d ∈ {0, 1, 2}
n
∀k ∈ Z (N(c) + k = N(d) → N(a ∗ c) + k = N(b ∗ d)) . (4.6)
Proof. Fix a, b ∈ {0, 1, 2}
∗
such that N(a) = N(b). We show (4.6) by induction
on n. The base case (n = 0) is trivial. For the inductive case (n = n′ + 1), let
c, d ∈ {0, 1, 2}
n′
, i, j ∈ {0, 1, 2} and k ∈ Z, and suppose that N(c ∗ 〈i〉) + k =
N(d ∗ 〈j〉). Then, 2N(c)+ (i− 1)+ k = 2N(d)+ (j− 1). Thus N(c)+ (i−j)+k2 =
N(d), where ((i − j) + k) /2 is an integer. By induction hypothesis, we have
N(a ∗ c) + (i−j)+k2 = N(b ∗ d). Hence
N(a ∗ c ∗ 〈i〉) + k = 2N(a ∗ c) + (i− 1) + k
= 2N(a ∗ c) + (i− j) + k + (j − 1)
= 2N(b ∗ d) + (j − 1)
= N(b ∗ d ∗ 〈j〉).
Lemma 4.7. For each α ∈ {0, 1, 2}
N
and n ∈ N, we have
1. (σnα)1 =
{
αn+1 if N(ρ(α)(n+ 1)) = N(α(n+ 1)),
2− αn+1 otherwise.
2. N(α(n + 1)) 6= N(ρ(α)(n + 1)) → N(α(n + 2)) = N(ρ(α)(n + 1) ∗ 〈2 −
αn+1〉).
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Proof. We show 1 and 2 by simultaneous induction.
Base case (n = 0): For 1, if N(ρ(α)1) = N(α1), then ρ(α)0 = α0. This means
that 〈α0, α1, α2〉 does not match any pattern in (4.4). Thus, (σ
0
α)1 = α1. If
N(ρ(α)1) 6= N(α1), then 〈α0, α1, α2〉 matches some pattern in (4.4), which
implies (σ0α)1 = 2− α1. The base case for 2 can be proved similarly.
Inductive case (n = k + 1): Assume 1 and 2 for k. First, we show 1. Suppose
N(ρ(α)(k + 2)) = N(α(k + 2)). (4.7)
Case N(ρ(α)(k+1)) = N(α(k+1)): By the induction hypothesis of 1, we have
(σkα)1 = αk+1. On the other hand, by (4.7) and the assumptionN(ρ(α)(k+1)) =
N(α(k + 1)), we have ρ(α)k+1 = αk+1. Thus
αk+1 = ρ(α)k+1 = (σ
k+1
α )0 = (ρ((σ
k
α)1, αk+2, αk+3))0 = (ρ(αk+1, αk+2, αk+3))0,
which means that 〈αk+1, αk+2, αk+3〉 does not match any pattern in (4.4). Thus,
we must have (σk+1α )1 = αk+2.
Case N(ρ(α)(k+1)) 6= N(α(k+1)): By the induction hypothesis of 2, we have
N(α(k + 2)) = N(ρ(α)(k + 1) ∗ 〈2− αk+1〉). (4.8)
By the induction hypothesis of 1, we also have (σkα)1 = 2− αk+1. By (4.7) and
(4.8), we have ρ(α)k+1 = 2− αk+1. Thus
2− αk+1 = ρ(α)k+1 = (ρ((σ
k
α)1, αk+2, αk+3))0 = (ρ(2− αk+1, αk+2, αk+3))0,
which means that 〈2 − αk+1, αk+2, αk+3〉 does not match any pattern in (4.4).
Thus (σk+1α )1 = αk+2.
Next, contrary to (4.7), suppose that
N(ρ(α)(k + 2)) 6= N(α(k + 2)). (4.9)
Case N(ρ(α)(k+1)) = N(α(k+1)): By the induction hypothesis of 1, we have
(σkα)1 = αk+1. By (4.9) and the assumption N(ρ(α)(k + 1)) = N(α(k + 1)), we
have ρ(α)k+1 6= αk+1. Thus
αk+1 6= ρ(α)k+1 = (ρ((σ
k
α)1, αk+2, αk+3))0 = (ρ(αk+1, αk+2, αk+3))0,
which means that 〈αk+1, αk+2, αk+3〉 matches some pattern in (4.4). By the
inspection of the patterns in (4.4), we must have (σk+1α )1 = 2− αk+2.
Case N(ρ(α)(k+1)) 6= N(α(k+1)): By the induction hypothesis of 2, we have
N(α(k + 2)) = N(ρ(α)(k + 1) ∗ 〈2 − αk+1〉), and so by (4.9), we must have
ρ(α)k+1 6= 2 − αk+1. On the other hand, by the induction hypothesis of 1, we
have (σkα)1 = 2− αk+1. Thus
2− αk+1 6= ρ(α)k+1 = (ρ((σ
k
α)1, αk+2, αk+3))0 = (ρ(2− αk+1, αk+2, αk+3))0,
which means that 〈2−αk+1, αk+2, αk+3〉 matches some pattern in (4.4). By the
inspection of the patterns in (4.4), we must have (σk+1α )1 = 2− αk+2.
Next, we show 2. Suppose
N(ρ(α)(k + 2)) 6= N(α(k + 2)). (4.10)
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Case N(ρ(α)(k+1)) = N(α(k+1)): By (4.10) and the assumption N(ρ(α)(k+
1)) = N(α(k + 1)), we have ρ(α)k+1 6= αk+1. On the other hand, by the
induction hypothesis of 1, we have (σkα)1 = αk+1. Thus
αk+1 6= ρ(α)k+1 = (ρ((σ
k
α)1, αk+2, αk+3))0 = (ρ(αk+1, αk+2, αk+3))0,
which means that 〈αk+1, αk+2, αk+3〉 matches some pattern in (4.4). By the
inspection of the patterns in (4.4), we have
N(〈αk+1, αk+2〉) = N(ρ(α)k+1, 2− αk+2).
and hence, by Lemma 4.6, we obtain
N(α(k + 3)) = N(ρ(α)(k + 1) ∗ 〈αk+1, αk+2〉) = N(ρ(α)(k + 2) ∗ 〈2− αk+2〉).
Case N(ρ(α)(k+1)) 6= N(α(k+1)): By the induction hypothesis of 2, we have
N(α(k+2)) = N(ρ(α)(k+1)∗〈2−αk+1〉), and so ρ(α)k+1 6= 2−αk+1 by (4.10).
On the other hand, by the induction hypothesis of 1, we have (σkα)1 = 2−αk+1.
Thus
2− αk+1 6= ρ(α)k+1 = (ρ((σ
k
α)1, αk+2, αk+3))0 = (ρ(2− αk+1, αk+2, αk+3))0,
which means that 〈2− αk+1, αk+2, αk+3〉 matches some pattern in (4.4). Then,
by the similar argument as in the previous case, we have
N(α(k+3)) = N(ρ(α)(k+1)∗〈2−αk+1, αk+2〉) = N(ρ(α)(k+2)∗〈2−αk+2〉).
Corollary 4.8. For any α ∈ {0, 1, 2}N and n ∈ N, we have
|N(α(n+ 1))−N(ρ(α)(n+ 1))| ≤ 1.
Proof. If N(α(n+ 1)) = N(ρ(α)(n+ 1)), the conclusion is immediate. Suppose
that N(α(n + 1)) 6= N(ρ(α)(n + 1)). By Lemma 4.7, we have N(α(n + 2)) =
N(ρ(α)(n+1) ∗ 〈2−αn+1〉), which implies |N(α(n+1))−N(ρ(α)(n+1))| = 1
(see Figure 1).
Corollary 4.9. For any α ∈ {0, 1, 2}
N
, we have Φ(α) ≃ Φ(ρ(α)).
Proof. Immediate from Corollary 4.8.
The following proposition, together with Proposition 4.3 and Corollary 4.9,
says that [0, 1] is a uniform quotient [7] of {0, 1, 2}
N
(cf. Troelstra and van Dalen
[16, Chapter 6, Proposition 3.2 (iii)]).
Proposition 4.10. For each α ∈ {0, 1, 2}N and n ∈ N,
∀x ∈ [0, 1]
(
|x− Φ(ρ(α))| < 2−(n+5) → ∃γ ∈ ρ(α)n (x ≃ Φ(γ))
)
.
Proof. Fix α ∈ {0, 1, 2}
N
and n ∈ N. By Proposition 4.3, it suffices to show that
|Φ(ρ(α)) − Φ(β)| < 2−(n+5) → ∃γ ∈ ρ(α)n (Φ(β) ≃ Φ(γ))
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for all β ∈ {0, 1, 2}N. Fix β ∈ {0, 1, 2}N, and suppose that |Φ(ρ(α)) − Φ(β)| <
2−(n+5). Then, |xmρ(α) − x
m
β | < 2
−(n+5) for sufficiently large m ≥ n+ 4. Thus
|2−(n+5)N(ρ(α)(n+ 4))− 2−(n+5)N(β(n+ 4))|
≤ |xmρ(α) − 2
−(n+5)N(ρ(α)(n+ 4))|+ |xmρ(α) − x
m
β |+ |x
m
β − 2
−(n+5)N(β(n+ 4))|
< 2−(n+5) + 2−(n+5) + 2−(n+5)
= 3 · 2−(n+5).
Hence |N(ρ(α)(n + 4)) − N(β(n + 4))| ≤ 2. Since 〈ρ(α)n, ρ(α)n+1, ρ(α)n+2〉 /∈
{〈0, 0, 0〉, 〈2, 2, 2〉} unless ρ(α)(n+ 3) is the left most or the right most node of
{0, 1, 2}
∗
(see Corollary 4.5), we must have
|24N(ρ(α)n)−N(β(n+ 4))| ≤ 24 − 1
(see Figure 1). Thus, there exists s ∈ {0, 1, 2}
4
such that N(ρ(α)n ∗ s) =
N(β(n + 4)). Hence, the sequence γ
def
= ρ(α)n ∗ s ∗ λk.β(n + 4 + k) satisfies
Φ(β) ≃ Φ(γ).
Definition 4.11. A function f : [0, 1] → R is uniformly continuous if there
exists ω : N→ N, called a modulus of uniform continuity, such that
∀k ∈ N∀x, y ∈ [0, 1]
(
|x− y| ≤ 2−ω(k) → |f(x)− f(y)| ≤ 2−k
)
.
The following theorem says that the uniform structure of [0, 1] is completely
determined by {0, 1, 2}
N
through Φ.
Theorem 4.12. A function f : [0, 1] → R is uniformly continuous if and only
if the composition f ◦ Φ: {0, 1, 2}
N
→ R is uniformly continuous.
Proof. It suffices to show “if” part. Suppose that f ◦Φ is uniformly continuous
with modulus ω : N → N. Fix k ∈ N, and let x, y be regular sequences in [0, 1]
such that |x − y| ≤ 2−(ω(k)+6). Let αx ∈ {0, 1, 2}
N
be the path determined by
x by (4.2). Then x ≃ Φ(αx) ≃ Φ(ρ(αx)) by Proposition 4.3 and Corollary 4.9.
Thus, there exists β ∈ ρ(αx)ω(k) such that y ≃ Φ(β) by Proposition 4.10. Then
|f(x)− f(y)| ≃ |f(Φ(ρ(αx)))− f(Φ(β))| ≤ 2
−k.
Therefore f is uniformly continuous with modulus k 7→ ω(k) + 6.
5 Uniform continuity theorem with continuous
modulus
We introduce a notion of modulus for functions from [0, 1] to R and show that
the uniform continuity theorem for the functions from [0, 1] to R with continuous
moduli (UCTc) is equivalent to the decidable fan theorem.
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5.1 Continuous moduli of functions from [0, 1] to R
We fix a bijective coding of rational numbers by N. Let |[0, 1]| denote the set of
regular sequences of rational numbers in [0, 1], which is identified with a subset
of NN through the fixed coding. In particular, the equality on |[0, 1]| is defined
pointwise. In the following, we assume that real numbers are represented by
regular sequences.
Definition 5.1. A function g : N → |[0, 1]| → N is a modulus of a function
f : [0, 1]→ R if
∀k ∈ N∀x, y ∈ [0, 1]
(
|x− y| ≤ 2−gk(x) → |f(x)− f(y)| ≤ 2−k
)
.
A modulus g of f : [0, 1] → R is continuous if for each k ∈ N, the function
gk : |[0, 1]| → N is pointwise continuous in the sense that
∀x ∈ |[0, 1]|∃n ∈ N∀y ∈ |[0, 1]| (xn = yn → gk(x) = gk(y)) .
We also introduce another notion of modulus for functions from [0, 1] to R,
which is defined in terms of the spread representation.
Definition 5.2. A function g : N → {0, 1, 2}N → N is a ternary modulus of a
function f : [0, 1]→ R if
∀k ∈ N∀α ∈ {0, 1, 2}N ∀x ∈ [0, 1]
(
|Φ(α) − x| ≤ 2−gk(α) → |f(Φ(α))− f(x)| ≤ 2−k
)
.
A ternary modulus g of f : [0, 1] → R is continuous if gk : {0, 1, 2}
N
→ N is
pointwise continuous for each k ∈ N; we say that g is uniformly continuous if
gk : {0, 1, 2}
N
→ N is uniformly continuous for each k ∈ N. Here, the notion of
continuity on {0, 1, 2}
N
is analogous to the one given in Definition 3.1.
Proposition 5.3. A function f : [0, 1] → R has a continuous modulus if and
only if f has a continuous ternary modulus.
Proof. Suppose that f has a continuous modulus g : N → |[0, 1]| → N. Then,
the function h : N→ {0, 1, 2}N → N defined by
hk(α)
def
= gk(Φ(α))
is a continuous ternary modulus of f .
Conversely, suppose that f has a continuous ternary modulus g : N→ {0, 1, 2}N →
N. Define h : N→ |[0, 1]| → N by
hk(x)
def
= gk(αx),
where αx ∈ {0, 1, 2}
N
is the path determined by the regular sequence x by (4.2).
Since the value of αx at index n ∈ N depends only on the first n + 3 terms
of x, the function hk is pointwise continuous for each k ∈ N. Fix k ∈ N and
x, y ∈ [0, 1], and suppose that |x− y| ≤ 2−hk(x). By Proposition 4.3, we have
|Φ(αx)− y| ≃ |x− y| ≤ 2
−hk(x) = 2−gk(αx).
Since g is a ternary modulus of f , we have |f(x)− f(y)| ≃ |f(Φ(αx))− f(y)| ≤
2−k. Therefore h is a continuous modulus of f .
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Definition 5.4. The uniform continuity theorem with continuous modulus (UCTc)
is the following statement:
(UCTc) Every continuous function f : [0, 1]→ R with a continuous modulus is
uniformly continuous.
We also introduce the following variant of UCTc formulated with respect to the
notion of ternary modulus:
(UCT′c) Every continuous function f : [0, 1] → R with a continuous ternary
modulus is uniformly continuous.
Theorem 5.5. UCTc and UCT
′
c are equivalent.
Proof. Immediate from Proposition 5.3.
5.2 Fan theorem
We recall some basic notions related to the fan theorem; see Troelstra and van
Dalen [16, Chapter 4, Section 7] for details.
Definition 5.6. A subset B ⊆ {0, 1}∗ is a bar if
∀α ∈ {0, 1}
N
∃n ∈ NB(αn). (5.1)
A bar B is uniform if
∃N ∈ N∀α ∈ {0, 1}N ∃n ≤ NB(αn). (5.2)
The decidable fan theorem reads:
(DFT) Every decidable bar is uniform.
It is well known that DFT is equivalent to the decidable fan theorem for
arbitrary fan [16, Chapter 4, Section 7.5]. Here, a fan is a decidable subset
T ⊆ N∗ of the set of finite sequences of N such that
1. 〈 〉 ∈ T ,
2. ∀s ∈ N∗ (s ∈ T ↔ ∃n ∈ N (s ∗ 〈n〉 ∈ T )),
3. ∀s ∈ T∃m ∈ N∀n ∈ N (s ∗ 〈n〉 ∈ T → n ≤ m).
A sequence α : N→ N is a path in T , written α ∈ T , if ∀n ∈ N (αn ∈ T ). By an
abuse of notation, we identify the set of paths in T with T itself.
For a fan T , the notions of bar and that of uniform bar are defined as
subsets of T satisfying the conditions analogous to (5.1) and (5.2), where each
occurrence of ∀α ∈ {0, 1}N is replaced with ∀α ∈ T . Then, DFT is equivalent
to the following schema with fan T as a parameter:
(DFTT ) Every decidable bar of a fan T is uniform.
Similarly, UCc and UCTc{0,1}∗ are equivalent to the following schemas with fan
T as a parameter:
(UCcT ) Every continuous function f : T → N from a fan T with a continuous
modulus is uniformly continuous.
18
(UCTcT ) Every continuous function f : T → R from a fan T with a continuous
modulus is uniformly continuous.
Here, a modulus of f : T → N (or f : T → R) is a function g : T → N (or
g : N → T → N) satisfying the condition analogous to (1.1) (or (3.2)), where
each occurrence of {0, 1}N is replaced with T .4 Note that the proof of equivalence
between DFT, UCc, and UCTc{0,1}∗ carries over to any fan. Thus, for any fixed
fan T , the principles DFTT , UCcT , and UCTcT are pairwise equivalent.
On the other hand, since {0, 1}∗ is a subfan of {0, 1, 2}∗, the proof of Troel-
stra and van Dalen [16, Chapter 4, Proposition 7.5] shows that DFT is derivable
from DFT{0,1,2}∗ . Thus, we have the following,
Proposition 5.7. The principles DFT, UCc, UCTc{0,1}∗ , DFT{0,1,2}∗ , UCc{0,1,2}∗ ,
and UCTc{0,1,2}∗ are pairwise equivalent.
5.3 Equivalence of DFT and UCTc
First, we show that DFT implies UCT′c with the help of the following lemma.
Lemma 5.8. If f : [0, 1]→ R has a uniformly continuous ternary modulus, then
f is uniformly continuous.
Proof. Let g : N → {0, 1, 2}N → N be a ternary modulus of f , where gk is
uniformly continuous for each k ∈ N. Fix k ∈ N, and let Nk be the least
modulus of uniform continuity of gk (cf. Remark 3.2). Put
ω(k)
def
= max
{
gk(ŝ) | s ∈ {0, 1, 2}
Nk
}
.
Let x, y ∈ [0, 1] be regular sequences such that |x − y| ≤ 2−ω(k). By Propo-
sition 4.3, we have x ≃ Φ(αx). Since gk(αx) ≤ ω(k), we have |Φ(αx) − y| ≤
2−gk(αx). Since g is a ternary modulus of f ,
|f(x)− f(y)| ≃ |f(Φ(αx))− f(y)| ≤ 2
−k.
Therefore f is uniformly continuous with modulus ω.
Proposition 5.9. DFT implies UCT′c.
Proof. Assume DFT. Let f : [0, 1]→ R be a function with a continuous ternary
modulus g : N→ {0, 1, 2}N → N. Define a function G : N→ {0, 1, 2}N → N by
Gk(α)
def
= the least n ∈ N such that gk+1(α̂n) < n.
For each k ∈ N, the function Gk is clearly a continuous modulus of itself. We
show that G is a ternary modulus of f . Let k ∈ N, α ∈ {0, 1, 2}N, and x ∈ [0, 1],
and suppose that |Φ(α)− x| ≤ 2−Gk(α). By Corollary 4.2, we have
|Φ(α̂Gk(α))− Φ(α)| ≤ 2
−Gk(α) ≤ 2−gk+1(
̂αGk(α))
4Here, T denotes the set of paths in T .
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and
|Φ(α̂Gk(α))− x| ≤ |Φ(α̂Gk(α))− Φ(α)|+ |Φ(α)− x|
≤ 2−Gk(α) + 2−Gk(α)
≤ 2−gk+1(
̂αGk(α)).
Since g is a ternary modulus of f ,
|f(Φ(α))− f(x)| ≤ |f(Φ(α))− f(Φ(α̂Gk(α)))|+ |f(Φ(α̂Gk(α)))− f(x)|
≤ 2−(k+1) + 2−(k+1) = 2−k.
Hence G is a ternary modulus of f . Now Gk is uniformly continuous by Propo-
sition 5.7. Therefore f is uniformly continuous by Lemma 5.8.
To show that UCT′c implies DFT, we construct from a decidable bar B ⊆
{0, 1}∗ a function f : [0, 1] → R with a continuous ternary modulus in such a
way that uniform continuity of f implies uniformity of B. The construction
of f from B is analogous to that of Loeb [12, Theorem 5.1], but we also need
to construct a continuous ternary modulus of f . The reader should consult
Notation 1.1 and Notation 2.5.
The Cantor’s discontinuum is the image of the function κ : {0, 1}
N
→ [0, 1]
defined by
κ(α)
def
=
〈∑
i<n
2αi3
−(i+1)
〉
n∈N
. (5.3)
To each s ∈ {0, 1}
∗
, assign an interval Cs with rational endpoints:
Cs
def
=
∑
i<|s|
2si3
−(i+1), 3−|s| +
∑
i<|s|
2si3
−(i+1)
 .
For each n ∈ N and s ∈ {0, 1}n, the interval Cs is in the n-th level of Cantor’s
middle-third sets, which is of length 3−n.
Let L : N→ N be the function defined by
L(k)
def
= the least n such that 2−n ≤ 3−k.
To each α ∈ {0, 1, 2}N, assign a binary sequence γα ∈ {0, 1}
N by primitive
recursion:
γα(0)
def
=
{
0 if IαL(1)
′′ < C〈1〉
′,
1 otherwise,
γα(n+ 1)
def
=
{
0 if IαL(n+2)
′′ < C〈γα(0),...,γα(n),1〉
′,
1 otherwise,
where s 7→ Is is defined as in (4.1).
For two paths α, β ∈ {0, 1, 2}
N
which represent the same real numbers (i.e.,
Φ(α) ≃ Φ(β)), the sequences γα and γβ may not coincide. For the real numbers
in the Cantor’s discontinuum, however, we have the following.
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Proposition 5.10 (Loeb [12, Theorem 4.3]). For any α ∈ {0, 1, 2}N and β ∈
{0, 1}
N
,
Φ(α) ≃ κ(β) → ∀n ∈ N (γα(n) = β(n)) .
Proof. Fix α ∈ {0, 1, 2}
N
and β ∈ {0, 1}
N
, and suppose that Φ(α) ≃ κ(β). We
show
∀n ∈ N (γα(n) = β(n))
by course of value induction on n. For the base case (n = 0), suppose that
γα(0) 6= β(0). Then, either γα(0) = 1 ∧ β(0) = 0 or γα(0) = 0 ∧ β(0) = 1.
Case γα(0) = 1∧ β(0) = 0: Then, C〈1〉
′ ≤ IαL(1)
′′, and so Cβ1
′′ < IαL(1)
′ by the
definition of L. This contradicts Φ(α) ≃ κ(β).
Case γα(0) = 0 ∧ β(0) = 1: Then, IαL(1)
′′ < Cβ1
′, which contradicts Φ(α) ≃
κ(β).
The proof of the inductive case is similar.
Definition 5.11. For each n ∈ N, define a binary relation <n on {0, 1}
n in-
ductively as follows:
¬(〈 〉 <0 〈 〉)
,
s ∈ {0, 1}
n
s ∗ 〈0〉 <n+1 s ∗ 〈1〉
,
s <n t
s ∗ 〈1〉 <n+1 t ∗ 〈0〉
.
When s <n t, we say that s is an immediate predecessor of t and t is an immediate
successor of s.
The following lemmas and corollaries are for Proposition 5.17.
Lemma 5.12. For each n ∈ N and s, t ∈ {0, 1}n,
s <n t → ∃u ∈ {0, 1}
∗ ∃m ∈ N (s = u ∗ 〈0〉 ∗ 1m ∧ t = u ∗ 〈1〉 ∗ 0m) .
Proof. By induction on n.
Lemma 5.13. For each α ∈ {0, 1, 2}
N
, n ∈ N, and s ∈ {0, 1}n,
1. s <n γαn → Cs
′′ < IαL(n)
′,
2. γαn <n s → IαL(n)
′′ < Cs
′.
Proof. For 1, suppose that s <n γαn. By Lemma 5.12, there exist u ∈ {0, 1}
∗
and m ∈ N such that γαn = u ∗ 〈1〉 ∗ 0m and s = u ∗ 〈0〉 ∗ 1m. Since Cu∗〈0〉
′′ <
IαL(|u|+1)
′, we have Cs
′′ = Cu∗〈0〉
′′ < IαL(|u|+1)
′ ≤ IαL(n)
′. The proof of 2 is
similar.
Let <+n denote the transitive closure of <n. By induction on n ∈ N, one can
show that for any s, t ∈ {0, 1}
n
, either s = t, s <+n t, or t <
+
n s.
Corollary 5.14. For each α ∈ {0, 1, 2}
N
, n ∈ N, and s, t, u ∈ {0, 1}n,
1. s <n t ∧ Cs
′′ < IαL(n)
′ < IαL(n)
′′ < Ct
′ → s = γαn ∨ γαn = t.
2. Cu ≈ IαL(n) → u = γαn.
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Proof. 1. Suppose that s <n t and Cs
′′ < IαL(n)
′ < IαL(n)
′′ < Ct
′. By Lemma
5.13, we must have γαn = s or s <
+
n γαn, and γαn = t or γαn <
+
n t. But
s <+n γαn and γαn <
+
n t is impossible because s <
+
n γαn if and only if γαn = t
or t <+n γαn.
2. Suppose that Cu ≈ IαL(n). If γαn <
+
n u, then IαL(n)
′′ < Cu
′ by Lemma 5.13,
a contradiction. Similarly u <+n γαn leads to a contradiction. Hence u =
γαn.
Lemma 5.15. Let n ∈ N, and let s, t, u ∈ {0, 1}n be such that s <n u <n t.
Let α ∈ {0, 1, 2}
N
.
1. If Cs
′′ < Φ(α) ≤ Cu
′′, then one of the following holds:
(a) γαn = s and γα =
(
γαn;
(b) γαn = u.
2. If Cu
′ ≤ Φ(α) < Ct
′, then one of the following holds:
(a) γαn = u;
(b) γαn = t and γα = γ̂αn.
3. If Cs
′′ < Φ(α) < Ct
′, then one of the following holds:
(a) γαn = s and γα =
(
γαn;
(b) γαn = u;
(c) γαn = t and γα = γ̂αn.
Proof. 1. Suppose that Cs
′′ < Φ(α) ≤ Cu
′′. Then, Cs
′′ < IαL(m)
′ ≤ Cu
′′ for
sufficiently large m ≥ n. Putting N = m− n, we have
Cs∗1N
′′ = Cs
′′ < IαL(m)
′ ≤ Cu
′′.
Since IαL(m)
′′ < Cu
′ or Cu
′ ≤ IαL(m)
′′, one of the following holds:
1. Cs∗1N
′′ < IαL(m)
′ < IαL(m)
′′ < Cu
′ = Cu∗0N
′;
2. IαL(m) ≈ Cu.
In the case 1, either s∗1N = γαm or γαm = u∗0
N by Corollary 5.14. If s∗1N =
γαm, then by the construction of γα and the fact Cγαm
′′ = Cs∗1N
′′ < IαL(m)
′,
we must have γα =
(
γαm =
(s =
(
γαn. If γαm = u ∗ 0
N , then γαn = u. In the
case 2, we have IαL(n) ≈ Cu as well. Thus γαn = u by Corollary 5.14.
2. The proof is similar to 1.
3. If Cs
′′ < Φ(α) < Ct
′, then either Cs
′′ < Φ(α) ≤ Cu
′′ or Cu
′ ≤ Φ(α) < Ct
′
Then, the desired conclusion follows from 1 and 2.
Corollary 5.16. Let α, β ∈ {0, 1, 2}
N
be such that Φ(α) ≃ Φ(β). For each
n ∈ N, one of the following holds:
1. γαn <n γβn, γα =
(
γαn, and γβ = γ̂βn;
2. γαn = γβn;
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3. γβn <n γαn, γβ =
(
γβn, and γα = γ̂αn.
Proof. Fix n ∈ N. First, assume that γαn has an immediate predecessor s and
an immediate successor t. Then
Cs
′′ < IαL(n)
′ ≤ Φ(α) ≃ Φ(β) ≤ IαL(n)
′′ < Ct
′
by Lemma 5.13. By item 3 of Lemma 5.15 one of the following holds:
1. γβn <n γαn and γβ =
(
γβn;
2. γβn = γαn;
3. γαn <n γβn and γβ = γ̂βn.
If γαn does not have an immediate predecessor or an immediate successor (or
both), we obtain the same conclusion using item 1 or item 2 of Lemma 5.15 (or
trivially in case γαn does not have both).
Exchanging the role of α and β, we also have one of the following:
1. γαn <n γβn and γα =
(
γαn;
2. γαn = γβn;
3. γβn <n γαn and γα = γ̂αn.
Since conditions γαn < γβn, γαn = γβn, and γβn < γαn are mutually exclusive,
we obtain the desired conclusion.
Proposition 5.17. UCT′c implies DFT.
Proof. Assume UCT′c, and let B ⊆ {0, 1}
∗
be a decidable bar. Without loss of
generality, assume 〈 〉 /∈ B; otherwise, B is trivially uniform. Before proceeding
further, we introduce some notations: for α ∈ {0, 1, 2}N and s ∈ {0, 1}∗, define
Nα
def
= the least n ∈ N such that γαn ∈ B,
ξs
def
= the least n ∈ N such that (sn ∈ B,
ψs
def
= the least n ∈ N such that ŝn ∈ B.
For rationals p, q ∈ Q such that p ≤ q, define
[p, q]Q
def
= {r ∈ Q | p ≤ r ≤ q} .
We construct a function f : [0, 1]→ R as follows. First, we define fT : {0, 1, 2}
N
→
R. Fix α ∈ {0, 1, 2}N. Without loss of generality, assume that γαNα has an im-
mediate predecessor s and an immediate successor t. Define a piecewise linear
function Fα : [Cs
′′,Ct
′]Q → Q as follows (see Figure 3):5
Fα(r)
def
=

Nα−ξs
CγαNα
′−Cs′′
(r − Cs
′′) + ξs if r ∈ [Cs
′′,CγαNα
′],
Nα if r ∈ CγαNα ,
ψt−Nα
Ct′−CγαNα
′′ (r − CγαNα
′′) +Nα if r ∈ [CγαNα
′′,Ct
′].
(5.4)
5 If γαNα does not have an immediate predecessor or an immediate successor, then we
simply restrict the domain of Fα to [CγαNα
′,Ct′]Q or [Cs
′′,CγαNα
′′]Q respectively.
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Cs
′′ CγαNα
′ CγαNα
′′ Ct
′
ξs
Nα
ψt
Figure 3: The graph of Fα
By Lemma 5.13, we have
Cs
′′ < IαL(Nα)
′ < IαL(Nα)
′′ < Ct
′,
so the sequence 〈xnα〉n≥L(Nα) lies in the domain of Fα. Define
fT (α)
def
= 〈Fα(x
n
α)〉n≥L(Nα).
Since Fα is piecewise linear (and thus uniformly continuous), the sequence
〈Fα(x
n
α)〉n≥L(Nα) is a fundamental sequence.
Next, we show that
Φ(α) ≃ Φ(β)→ fT (α) ≃ fT (β) (5.5)
for all β ∈ {0, 1, 2}
N
. Let β ∈ {0, 1, 2}
N
such that Φ(β) ≃ Φ(α). Assume,
without loss of generality, that γβNβ has an immediate predecessor s
′ and an
immediate successor t′. Define a piecewise linear function Fβ : [Cs′
′′,Ct′
′]Q → Q
by (5.4) using β, s′, t′ instead of α, s, t. By Corollary 5.16, one of the following
holds:
1. γαNα <Nα γβNα, γα =
(
γαNα, and γβ = γ̂βNα;
2. γαNα = γβNα;
3. γβNα <Nα γαNα, γβ =
(
γβNα, and γα = γ̂αNα.
By the same corollary, one of the following holds:
1′. γαNβ <Nβ γβNβ , γα =
(
γαNβ, and γβ = γ̂βNβ ;
2′. γαNβ = γβNβ ;
3′. γβNβ <Nβ γαNβ , γβ =
(
γβNβ , and γα = γ̂αNβ .
24
The only possible combinations are 1 and 1′; 2 and 2′; and 3 and 3′. In the case
1 and 1′, we have γβNα = t and so t̂ψt = γβψt = γβNβ by the definitions of
ψt and Nβ . Similarly, we have s
′ = γαNβ, and so
(
s′ξs′ = γαξs′ = γαNα. Since
s′ <Nβ γβNβ, there exists u ∈ {0, 1}
∗
and m ∈ N such that s′ = u ∗ 〈0〉 ∗ 1m and
γβNβ = u ∗ 〈1〉 ∗ 0
m. By the definition of Nβ , we must have |u| < ξs′ . Then,
Cs′
′′ = Cu∗〈0〉
′′ = C (
u∗〈0〉ξs′
′′ = C (
s′ξs′
′′ = CγαNα
′′. Similarly, we have Ct
′ =
CγβNβ
′. Thus, the functions Fα and Fβ agree on the interval [CγαNα
′′,CγβNβ
′].
Since IαL(Nα)
′′ < Ct
′ = CγβNβ
′, CγαNα
′′ = Cs′
′′ < IβL(Nβ)
′ and Φ(α) ≃ Φ(β),
for sufficiently large Nα,β ≥ max {L(Nα), L(Nβ)} both IαNα.β and IβNα.β lie in
the interval [CγαNα
′′,CγβNβ
′]. Since Fα and Fβ are uniformly continuous (and
hence preserve equality on regular sequences), we have
〈Fα(x
n
α)〉n≥L(Nα) ≃ 〈Fα(x
n
α)〉n≥Nα,β
≃ 〈Fα(x
n
β)〉n≥Nα,β
= 〈Fβ(x
n
β)〉n≥Nα,β ≃ 〈Fβ(x
n
β)〉n≥L(Nβ).
Thus fT (α) ≃ fT (β). In the case 2 and 2
′, we must have Nα = Nβ. Then
functions Fα and Fβ agree, so trivially fT (α) ≃ fT (β). The case 3 and 3
′ is
symmetric to the first case. Therefore fT (α) ≃ fT (β).
For an arbitrary regular sequence x in [0, 1], define
f(x)
def
= fT (αx),
where αx ∈ {0, 1, 2}
N is the path determined by (4.2). Then, for any x, y ∈ [0, 1]
such that x ≃ y, we have Φ(αx) ≃ x ≃ y ≃ Φ(αy) by Proposition 4.3. Then by
(5.5), we have
f(x) ≡ fT (αx) ≃ fT (αy) ≡ f(y).
Thus f is a function from [0, 1] and R.
Next, we define a ternary modulus g : N → {0, 1, 2}N → N of f as follows.
Fix k ∈ N and α ∈ {0, 1, 2}N. Without loss of generality, assume that γαNα has
an immediate predecessor s and an immediate successor t. Let N be the least
n ∈ N such that Cs
′′ < IαL(Nα)
′ − 2−n and IαL(Nα)
′′ + 2−n < Ct
′. Put
gk(α)
def
= max {N,ω(k) + 1} ,
where ω is a modulus of uniform continuity of the function Fα defined by (5.4).
Note that gk : {0, 1, 2}
N
→ N is continuous because the construction of gk(α)
depends only on the initial segment of α up to length L(Nα).
We show that g is a ternary modulus of f . Fix k ∈ N and α ∈ {0, 1, 2}N.
Without loss of generality, assume that γαNα has an immediate predecessor s
and an immediate successor t. Let x ∈ [0, 1] be such that |Φ(α)− x| ≤ 2−gk(α).
We may assume that x ≡ Φ(β) for some β ∈ {0, 1, 2}
N
. Since IαL(Nα)
′ ≤
Φ(α) ≤ IαL(Nα)
′′
, we have Cs
′′ < Φ(β) < Ct
′. By Lemma 5.15, one of the
following holds:
1. γβNα = s and γβ =
(
γβNα;
2. γβNα = γαNα;
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3. γβNα = t and γβ = γ̂βNα.
In the case 1, we have γβNβ = s˘ ξs. On the other hand, since s <Nα γαNα, there
exists u ∈ {0, 1}∗ and m ∈ N such that s = u ∗ 〈0〉 ∗ 1m and γαNα = u ∗ 〈1〉 ∗ 0m.
By the definition of Nα, we must have |u| < Nβ. Then, t
′ = û ∗ 〈1〉Nβ is an
immediate successor of γβNβ and t̂′ψt′ = γαNα. Thus, the functions Fα and
Fβ determined by α and β as in (5.4) agree on the interval [CγβNβ
′′,CγαNα
′].
Since CγβNβ
′′ = Cs
′′ < Φ(β) and IβL(Nβ)
′′ < Ct′
′ = CγαNα
′, the term xnβ lies
in [CγβNβ
′′,CγαNα
′] for sufficiently large n ≥ M1 for some M1 ∈ N. Since
|Φ(α)− Φ(β)| ≤ 2−(ω(k)+1), we have
∀m ∈ N
(
|xM2+mα − x
M2+m
β | ≤ 2
−ω(k)
)
,
where M2
def
= max{M1, ω(k) + 1}. Thus |Fα(x
m
α ) − Fβ(x
m
β )| ≤ 2
−k for all m ≥
M2, which implies
|〈Fα(x
n
α)〉n≥L(Nα) − 〈Fβ(x
n
β)〉n≥L(Nβ)| ≤ 2
−k,
that is, |f(Φ(α)) − f(Φ(β))| ≤ 2−k. The cases 2 and 3 are treated similarly.
Thus, g is a modulus of f .
By UCT′c, f is uniformly continuous. Then the composition f ◦κ : {0, 1}
N
→
R of f with κ : {0, 1}N → [0, 1] given by (5.3) is uniformly continuous as well.
We show that
f(κ(α)) = the least n ∈ N such that αn ∈ B
for all α ∈ {0, 1}N. Fix α ∈ {0, 1}N and choose β ∈ {0, 1, 2}N such that κ(α) ≃
Φ(β) (cf. Proposition 4.3). Then, α = γβ by Proposition 5.10, so it suffices
to show f(Φ(β)) ≃ Nβ . Without loss of generality, assume that γβNβ has an
immediate predecessor s and an immediate successor t. Since α = γβ and Cs
′′ <
IβL(Nβ)
′ < IβL(Nβ)
′′ < Ct
′ by Lemma 5.13, the sequences 〈κ(α)(n)〉n≥L(Nβ) and
〈xnβ〉n≥L(Nβ) lie in the domain of the function Fβ defined as in (5.4). Since
〈κ(α)(n)〉n∈N ≃ 〈x
n
β〉n∈N and 〈κ(α)(n)〉n≥L(Nβ) lies in CγβNβ , we have
f(Φ(β)) ≃ 〈Fβ(x
n
β)〉n≥L(Nβ) ≃ 〈Fβ(κ(α)(n))〉n≥L(Nβ) = Nβ,
as required. Since f ◦ κ is uniformly continuous, there exists M3 ∈ N such that
∀α, β ∈ {0, 1}
N (
αM3 = βM3 → f(κ(α)) = f(κ(β))
)
.
PutM
def
= max
{
f(κ(ŝ)) | s ∈ {0, 1}M3
}
. For any α ∈ {0, 1}N, we have f(κ(α)) =
f(κ(α̂M3)) ≤M . Therefore B is uniform.
Theorem 5.18. UCTc and DFT are equivalent.
Proof. By Proposition 5.9, Proposition 5.17, and Theorem 5.5.
We summarise the equivalents of the decidable fan theorem.
Theorem 5.19. The principles DFT, UCc, UCTc{0,1}∗ , and UCTc are pairwise
equivalent.
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The equivalence of DFT and UCc is due to Berger [3, Proposition 4]. We
have established the other equivalence by showing UCc ↔ UCTc{0,1}∗ (Proposi-
tion 3.5) and DFT↔ UCTc (Theorem 5.18). As our proof shows, it is not hard
to show that DFT implies the rest of the items in Theorem 5.19. Among UCc,
UCTc{0,1}∗ , and UCTc, the principle UCTc{0,1}∗ seems to be most general. In-
deed, UCc immediately follows from UCTc{0,1}∗ . Moreover, it is straightforward
to show that UCTc{0,1}∗ implies UCTc using Theorem 4.12. Thus, the gist of
our proof consists in showing UCc → UCTc{0,1}∗ and UCTc → DFT.
6 Codes of continuous functions
In this section, we clarify the relation between type one continuous functions
described in Loeb [12] and real-valued functions on the unit interval which have
continuous moduli.
Throughout this section, R denotes the set of regular sequences. For x ∈ R
and k ∈ N, let xk denote the k-th term of x. We write F : RS → R for the
bijection between the set of shrinking sequences and the set of regular sequences
and G : R→ RS for the inverse of F (see Proposition 2.7). Recall from (2.6) that
T denotes the set of (pairs of end-points of) rational intervals. In the following,
we identify T with a subset of N via a fixed coding of rational numbers and the
pairing function.
Definition 6.1 (Loeb [12, Definition 3.1]). A function ϕ {0, 1, 2}
∗
→ N is a
code of a continuous function if
(C1) ∀s ∈ {0, 1, 2}∗ (ϕ(s) 6= 0 → ϕ(s) ·− 1 ∈ T),
(C2) ∀k ∈ N∀α ∈ {0, 1, 2}N ∃n ∈ N
(
ϕ(αn) 6= 0 ∧ |ϕ(αn) ·− 1| ≤ 2−k
)
,
(C3) ∀s ∈ {0, 1, 2}
∗
∀i ∈ {0, 1, 2} (ϕ(s) 6= 0 →
ϕ(s ∗ 〈i〉) 6= 0 ∧ ϕ(s ∗ 〈i〉) ·− 1 ⊑ ϕ(s) ·− 1),
(C4) ∀s, t ∈ {0, 1, 2}∗ (ϕ(s) 6= 0 ∧ ϕ(t) 6= 0 ∧ Is ≈ It → ϕ(s) ·− 1 ≈ ϕ(t) ·− 1).
Remark 6.2. Loeb [12] calls a code of a continuous function by continuous func-
tion. Here, we introduce an alternative terminology in order to avoid possible
confusions with the usual notion of continuity for real-valued functions. In what
follows, we call a code of a continuous function simply by code.
Given a code ϕ : {0, 1, 2}
∗
→ N, define fϕT : {0, 1, 2}
N
→ N→ T by
fϕT (α)
def
= 〈ϕ(αhn(α)) ·− 1〉n∈N,
where
hk(α)
def
= the least n ∈ N such that ϕ(αn) 6= 0 ∧ |ϕ(αn) ·− 1| ≤ 2−k. (6.1)
Note that such hk(α) exists by the property (C2) of ϕ.
Lemma 6.3. For each α, β ∈ {0, 1, 2}
N
,
1. fϕT (α) ∈ RS,
2. Φ(α) ≃ Φ(β) → fϕT (α) ≃ f
ϕ
T (β)).
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Proof. 1. We must check properties (S1) and (S2). For (S1), by the leastness
of hn(α), we have hn(α) ≤ hn+1(α). Thus ϕ(αhn+1(α)) ·− 1 ⊑ ϕ(αhn(α)) ·− 1
by (C3). Property (S2) follows from (C2).
2. Suppose that Φ(α) ≃ Φ(β). Then Iαn ≈ Iβm for all n,m ∈ N, so ϕ(αhn(α))
·−
1 ≈ ϕ(βhn(β)) ·− 1 for all n ∈ N by (C4). Thus f
ϕ
T (α) ≃ f
ϕ
T (β).
Define a function fϕ : [0, 1]→ R by
fϕ(x)
def
= F (fϕT (αx)), (6.2)
where αx is the path determined by x as in (4.2). Since x ≃ Φ(αx) by Propo-
sition 4.3, fϕ preserves the equality of R by Lemma 6.3. Thus f is a function
from [0, 1] to R.
Definition 6.4. A function f : [0, 1] → R is said to be induced by a code
ϕ : {0, 1, 2}
∗
→ N if ∀x ∈ [0, 1] (f(x) ≃ fϕ(x)).
Note that a function f : [0, 1]→ R is induced by a code ϕ : {0, 1, 2}∗ → N if
and only if
∀α ∈ {0, 1, 2}
N
(G(f(Φ(α))) ≃ fϕT (α)) .
Lemma 6.5. If f : [0, 1] → R is induced by a code, then f has a continuous
modulus.
Proof. By Proposition 5.3, it suffices to show that the function fϕ induced by
a code ϕ : {0, 1, 2}
∗
→ N as in (6.2) has a continuous ternary modulus. Define
g : N→ {0, 1, 2}N → N by
gk(α)
def
= hk(ρ(α)) + 6, (6.3)
where hk(α) and ρ : {0, 1, 2}
N
→ {0, 1, 2}
N
are defined by (6.1) and (4.5) re-
spectively. We show that g is a continuous ternary modulus of fϕ. First, note
that ρ is uniformly continuous. It is also easy to see that hk : {0, 1, 2}
N
→ N is
a continuous modulus of itself. Thus gk is continuous for each k ∈ N. To see
that g is a ternary modulus of fϕ, it suffices to show that
|Φ(α)− Φ(β)| ≤ 2−gk(α) →|fϕT (α)− f
ϕ
T (β)| ≤ 2
−k
for all k ∈ N and α, β ∈ {0, 1, 2}N. Fix k ∈ N and α, β ∈ {0, 1, 2}N, and
suppose that |Φ(α)−Φ(β)| ≤ 2−gk(α). Then |Φ(α)−Φ(β)| < 2−(hk(ρ(α))+5). By
Proposition 4.10, there exists γ ∈ ρ(α)hk(ρ(α)) such that Φ(γ) ≃ Φ(β). By the
definition of hk(ρ(α)), we have hk(γ) = hk(ρ(α)). Thus
fϕT (γ)k = ϕ(γhk(γ))
·− 1 = ϕ(γhk(ρ(α))) ·− 1 = ϕ(ρ(α)hk(ρ(α))) ·− 1 = f
ϕ
T (ρ(α))k .
Since |fϕT (ρ(α))k | ≤ 2
−k, we have |fϕT (ρ(α))−f
ϕ
T (γ)| ≤ 2
−k. Therefore |fϕT (α)−
fϕT (β)| ≤ 2
−k by Corollary 4.9 and Lemma 6.3.
To prove the converse of Lemma 6.5, we use the following lemma.
Lemma 6.6. If f : [0, 1]→ R has a continuous ternary modulus, then f has a
continuous ternary modulus g : N→ {0, 1, 2}N → N such that for each k ∈ N,
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1. gk is a continuous modulus of itself,
2. gk(α) ≤ gk+1(α) for all α ∈ {0, 1, 2}
N.
Proof. Suppose that f : [0, 1] → R has a continuous ternary modulus. By
Lemma 3.4, f has a continuous ternary modulus g : N → {0, 1, 2}N → N which
satisfies 1. Define G : N→ {0, 1, 2}N → N by
Gk(α)
def
= max {gi(α) | i ≤ k} ,
which clearly satisfies 2. It is also easy to see that G is a modulus of f . To see
that G is a modulus of itself, let k ∈ N and α, β ∈ {0, 1, 2}N, and suppose that
αGk(α) = βGk(α). Then, αgi(α) = βgi(α) for all i ≤ k. Since gi (i ≤ k) is a
modulus of itself, we have gi(α) = gi(β) for all i ≤ k. Thus Gk(α) = Gk(β).
Lemma 6.7. If f : [0, 1] → R has a continuous modulus, then f is induced by
a code of a continuous function.
Proof. Suppose that f : [0, 1] → R has a continuous modulus. By Proposition
5.3 and Lemma 6.6, we may assume that f has a continuous ternary modulus
g : N→ {0, 1, 2}N → N which satisfies 1 and 2 of Lemma 6.6.
For each s ∈ {0, 1, 2}
∗
, define ks ∈ N+ {⊥} by
ks
def
=
{
⊥ if ∀k ≤ |s|
(
gk(
(s) > |s|
)
,
the largest k ≤ |s| such that gk(
(s) ≤ |s| otherwise.
Define a function ϕ : {0, 1, 2}∗ → N by
ϕ(s)
def
=
{
0 if ks = ⊥,
1 +
(
f(Φ(
(
sgks(
(s)))ks − 7 · 2
−ks , f(Φ(
(
sgks(
(s)))ks + 7 · 2
−ks
)
otherwise.
(6.4)
We show that ϕ is a code. The property (C1) is obvious. For (C2), let k ∈ N
and α ∈ {0, 1, 2}
N
. Since gk+4 is continuous, there exists n ∈ N such that
gk+4(
(
αn) ≤ n and k+ 4 ≤ n. Then kαn 6= ⊥ and k+ 4 ≤ kαn. Thus ϕ(αn) 6= 0
and |ϕ(αn) ·− 1| ≤ 14 · 2−kαn ≤ 14 · 2−(k+4) < 2−k.
For (C3), let s ∈ {0, 1, 2}
∗
and i ∈ {0, 1, 2}, and suppose that ϕ(s) 6= 0.
Put t = s ∗ 〈i〉. Since gks(
(s) ≤ |s| and gks is a modulus of itself, we have
gks(
(s) = gks(
(
t) ≤ |t|. Hence ϕ(t) 6= 0 and ks ≤ kt. We distinguish two cases:
Case ks = kt: Then, gks(
(s) = gkt(
(
t), so ϕ(s) ·− 1 = ϕ(t) ·− 1.
Case ks < kt: Then, gks(
(s) = gks(
(
t) ≤ gkt(
(
t) by the monotonicity of g on the
first argument. Thus sgks(
(s) 4 tgkt(
(
t), so by Lemma 4.1, we have
|Φ( (s)− Φ(
(
tgkt(
(
t))| ≤ |Φ( (s)− Φ(
(
sgks(
(s))|+ |Φ(
(
sgks(
(s))− Φ(
(
tgkt(
(
t))|
≤ 2−(gks (
(
s)+1) + 2−(gks (
(
s)+1) = 2−gks (
(
s).
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Since g is a modulus of f ,
|f(Φ(
(
sgks(
(s)))ks − f(Φ(
(
tgkt(
(
t)))kt |
≤ |f(Φ(
(
sgks(
(s)))ks − f(Φ(
(
sgks(
(s)))|+ |f(Φ(
(
sgks(
(s)))− f(Φ( (s))|
+ |f(Φ( (s))− f(Φ(
(
tgkt(
(
t)))|+ |f(Φ(
(
tgkt(
(
t)))− f(Φ(
(
tgkt(
(
t)))kt |
≤ 2−ks + 2−ks + 2−ks + 2−kt
≤ 3 · 2−ks + 2−(ks+1) = 7 · 2−(ks+1),
where the last ≤ follows from ks < kt. Then
f(Φ(
(
sgks(
(s)))ks − 7 · 2
−ks ≤ f(Φ(
(
sgkt(
(
t)))kt − 7 · 2
−(ks+1)
≤ f(Φ(
(
sgkt(
(
t)))kt − 7 · 2
−kt ,
and similarly f(Φ(
(
sgkt(
(
t)))kt + 7 · 2
−kt ≤ f(Φ(
(
sgks(
(s)))ks + 7 · 2
−ks . Hence
ϕ(t) ·− 1 ⊑ ϕ(s) ·− 1.
For (C4), let s, t ∈ {0, 1, 2}
∗
such that ϕ(s) 6= 0, ϕ(t) 6= 0, and Is ≈ It.
Then, there exists x ∈ Is ∩ It such that |x− Φ(
(s)| ≤ 2−(|s|+1) and |x− Φ(
(
t)| ≤
2−(|t|+1). Then |x−Φ( (s)| ≤ 2−gks (
(
s) and |x−Φ(
(
t)| ≤ 2−gkt (
(
t) by the definition
ks and kt. Since g is a modulus of f , we have |f(x) − f(Φ(
(s))| ≤ 2−ks and
|f(x)− f(Φ(
(
t))| ≤ 2−kt . Thus
|f(Φ(
(
sgks(
(s)))ks − f(Φ(
(
tgkt(
(
t)))kt |
≤ |f(Φ(
(
sgks(
(s)))ks − f(Φ(
(
sgks(
(s)))|+ |f(Φ(
(
sgks(
(s)))− f(Φ( (s))|+ |f(Φ( (s))− f(x)|
+ |f(x)− f(Φ(
(
t))|+ |f(Φ(
(
t))− f(Φ(
(
tgkt(
(
t)))|+ |f(Φ(
(
tgkt(
(
t)))− f(Φ(
(
tgkt(
(
t)))kt |
≤ 2−ks + 2−ks + 2−ks + 2−kt + 2−kt + 2−kt
= 3 · 2−ks + 3 · 2−kt .
Hence ϕ(s) ·− 1 ≈ ϕ(t) ·− 1. Therefore ϕ is a code.
Next, we show that ϕ induces f . To this end, it suffices to show that
fϕT (α) ≃ G(f(Φ(α)))
for all α ∈ {0, 1, 2}
N
, i.e.,
ϕ(αhk(α)) ·− 1 ≈ (f(Φ(α))k+1 − 2
−(k+1), f(Φ(α))k+1 + 2
−(k+1)) (6.5)
for all α ∈ {0, 1, 2}
N
and k ∈ N, where hk(α) is given by (6.1). Fix α ∈ {0, 1, 2}
N
and k ∈ N, and put s = αhk(α). By definition, we have
ϕ(s) ·− 1 = (f(Φ(
(
αgks(
(s)))ks − 7 · 2
−ks , f(Φ(
(
αgks(
(s)))ks + 7 · 2
−ks).
We have |Φ(α)−Φ( (s)| ≤ 2−(|s|+1) ≤ 2−gks (
(
s) and |Φ( (s)−Φ(
(
αgks(
(s))| ≤ 2−gks (
(
s)
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by Lemma 4.1. Since g is a modulus of f ,
|f(Φ(α))k+1 − f(Φ(
(
αgks(
(s)))ks |
≤ |f(Φ(α))k+1 − f(Φ(α))|+ |f(Φ(α)) − f(Φ(
(s))|
+ |f(Φ( (s))− f(Φ(
(
αgks(
(s)))|+ |f(Φ(
(
αgks(
(s)))− f(Φ(
(
αgks(
(s)))ks |
≤ 2−(k+1) + 2−ks + 2−ks + 2−ks
= 2−(k+1) + 3 · 2−ks ,
from which (6.5) follows.
In summary, we have the following equivalence.
Theorem 6.8. A function f : [0, 1]→ R has a continuous modulus if and only
if f is induced by a code of a continuous function.
Proof. By Lemma 6.5 and Lemma 6.7.
Next, we characterise uniformly continuous functions from [0, 1] to R in terms
of uniformly continuous codes.
Definition 6.9 (Loeb [12, Definition 3.2]). A code ϕ {0, 1, 2}
∗
→ N is said to
be uniformly continuous if
∀k ∈ N∃n ∈ N∀α ∈ {0, 1, 2}N
(
ϕ(αn) 6= 0 ∧ |ϕ(αn) ·− 1| ≤ 2−k
)
. (6.6)
Lemma 6.10. If f : [0, 1]→ R is induced by a uniformly continuous code, then
f is uniformly continuous.
Proof. Let ϕ : {0, 1, 2}
∗
→ N be a uniformly continuous code. By Lemma 5.8, it
suffices to show that the ternary modulus g of fϕ : [0, 1]→ R defined by (6.3) is
uniformly continuous. Since ρ : {0, 1, 2}
N
→ {0, 1, 2}
N
is uniformly continuous,
it suffices to show that the function hk : {0, 1, 2}
N
→ N defined by (6.1) is
uniformly continuous for each k ∈ N. But this clearly follows from the uniform
continuity of ϕ.
The following is analogous to Lemma 6.6.
Lemma 6.11. If f : [0, 1]→ R is uniformly continuous, then f has a uniformly
continuous ternary modulus g : N→ {0, 1, 2}N → N such that for each k ∈ N,
1. gk is a continuous modulus of itself,
2. gk(α) ≤ gk+1(α) for all α ∈ {0, 1, 2}
N
.
Proof. Let ω : N→ N be a modulus of uniform continuity of f . For each k ∈ N,
defined gk : {0, 1, 2}
N
→ N by
gk(α)
def
= max {ω(i) | i ≤ k} .
Then, gk is trivially uniformly continuous which is a modulus of f and of itself
and is monotone on the first argument.
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Lemma 6.12. If f : [0, 1]→ R is uniformly continuous, then f is induced by a
uniformly continuous code.
Proof. Suppose that f is uniformly continuous. By Lemma 6.11, f has a uni-
formly continuous ternary modulus g : N→ {0, 1, 2}N → N which satisfies 1 and
2 of Lemma 6.11. By the proof of Lemma 6.7, it suffices to show that the code
ϕ defined by (6.4) is uniformly continuous. Fix k ∈ N. Since gk+4 is uniformly
continuous, there exists n ∈ N such that
∀α, β ∈ {0, 1, 2}
N (
αn = βn → gk+4(α) = gk+4(β)
)
.
Put M = max
{
max
{
gk+4(
(s) | s ∈ {0, 1, 2}n
}
, k + 4, n
}
. Let α ∈ {0, 1, 2}N.
Then gk+4(
(
αM) = gk+4(
(
αn) ≤M . Since k+4 ≤M , we have k+4 ≤ kαM . Thus
14 ·2−kαM ≤ 14 ·2−(k+4) < 2−k. Hence ϕ(αM) 6= 0 and |ϕ(αM)) ·−1| ≤ 2−k.
In summary, we have the following equivalence.
Theorem 6.13. A function f : [0, 1] → R is uniformly continuous if and only
if f is induced by a uniformly continuous code.
Proof. By Lemma 6.10 and Lemma 6.12.
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