Similarity-based retrieval from databases of isolated visual shapes has become an important information retrieval problem. The goal of the current work is to achieve high retrieval speed with reasonable retrieval effectiveness, and support for partial and occluded shape queries. In the proposed method, histograms of local shape parts are coded as index vectors. To increase retrieval accuracy, a rich set of parts at all scales of the shape is used; specifically, the parts are defined as connected sequences of regions in curvature scale space. To increase efficiency, structural indexing is used to compare the index vectors of the query and database shapes. In experimental evaluations, the method retrieved at least one similar shape in the top three retrieved items 99-100% of the time, depending on the database. Average retrieval times ranged from 0.7 ms on a 131-shape database to 7 ms on a 1310-shape database. The method is thus suitable for fast, approximate shape retrieval in comparison with more accurate but more costly structural matching. c 2002 Elsevier Science (USA)
INTRODUCTION
The problem of similarity-based retrieval of isolated visual shapes has been the subject of much research [6, 9, 10, 13-15, 17, 18, 23, 27-29, 32, 36] . Isolated-shape retrieval has practical interest for at least two reasons. First, there are many applications in which shapes can be extracted from images with high reliability. For example, when digitizing museum collections or scientific specimens, the illumination and background can be optimized (e.g., by backlighting) and freedom from occlusion can be guaranteed, allowing reliable extraction of object silhouettes. Second, there are many sources of isolated visual shapes in addition to images; for example, computer graphics models, CAD models, geographical information systems, MPEG-7 objects, and drawing programs contain shapes or allow shapes to be synthesized from the stored data.
Two essential requirements must be met by a shape retrieval system: effectiveness (also called accuracy) and efficiency. A shape retrieval method is effective if the shapes retrieved are perceptually similar to the query. It is efficient if it retrieves shapes quickly and has low storage space requirements. Different approaches make different tradeoffs among effectiveness, efficiency, and other desirable characteristics, such as the ability to handle partial or occluded shape queries. The goal of the present study was to emphasize speed while providing a reasonable level of effectiveness, and also support for partial and occluded queries. The resulting method, while not as accurate as structural matching approaches, is sufficiently accurate to be used as a fast approximate method. Alternatively, the method could be used as the first stage in multistage retrieval or as the fast component of a progressive retrieval system. Shape retrieval is similar to model-based object recognition since both are one-to-many shape matching problems that must be performed efficiently. However, in model-based object recognition, the query frequently consists of fragmented and cluttered shape information embedded in an image. Shape retrieval is an easier problem since the availability of extended and continuous (nonfragmented) shape information is assumed. The shape retrieval method presented here exploits this assumption in two ways. First, scale-space representations of a shape contour are used to capture the local structure of the contour at all locations and scales. Second, histograms of types of local structure (that is, types of shape parts) are used as index vectors. Each component of the index vector is the number of occurrences of a specific part type. Similarity between query and database shapes is measured by comparing their index vectors, and structural indexing is used to perform the similarity computations efficiently. These three strategies-scale-space representation, index vectors, and structural indexing-have each been used successfully in other methods and contexts; the principal contribution of the current work is the combination of these components in a new way for fast, approximate shape retrieval.
We now briefly describe the original contexts of the three component techniques and compare the ways they are used in the current work. This will be followed by a general discussion of prior methods for shape retrieval and object recognition in Section 2.
In earlier shape retrieval methods by Mokhtarian et al. [27] and Del Bimbo and Pala [9] that also use scale-space representations, the matching algorithms proceed from coarse to fine and emphasize coarse-scale information in the computation of similarity. The current approach allows more flexibility because the database is independently indexed by parts at all scales, thus enabling shapes to match in detail even if their overall structure is not similar. This is potentially valuable since, as suggested by Dudek and Tsotsos, "for many natural processes structural variations may be present at a global level while subparts and local structures are similar" [11] . Further flexibility can be obtained by defining saliency functions that differentially weight part types according to general or domain-dependent criteria; for example, coarse scales can be emphasized if desired.
Index vectors consisting of part-type histograms were used by Hu and Pavlidis [16] to match road networks and perform handwritten word recognition. In [16] , a few (5-10) application-specific part types were used. In the present method, hundreds or thousands of automatically generated part types are used for general contour matching. Furthermore, parts at all scales are used. A consequence of the large number of part types, and hence large index vectors, is that an efficient scheme is required to perform the comparisons of the index vectors. We use structural indexing for this purpose.
Structural indexing refers to indexing models or shapes by individual parts [3, 7, 15, 19, 25, 28, 34, 35, 40] . It is frequently used in object recognition to retrieve candidate hypotheses directly or to efficiently perform evidence accumulation prior to hypothesis retrieval. In the current approach, structural indexing is used to efficiently compute the similarity between query and database index vectors. This can also be regarded as a form of evidence accumulation, although a normalized histogram intersection measure is used instead of simple voting.
The remainder of this paper is organized as follows. Prior shape retrieval and object recognition approaches are reviewed in Section 2. The current method is described in Section 3 and evaluated in Section 4. Portions of this work have appeared in preliminary form in [23, 36] .
RELATED WORK
Flickner et al. [12, 13] represent shapes by vectors of global features. An R * -tree multidimensional access method is used to find database feature vectors that are similar to the query feature vector. This approach is fast, but does not support partial or occluded shape queries due to the dependence on global shape properties. Alignment methods [4, 8, 30 ] match shapes by finding the geometric transformation that best aligns one shape with another. Pure alignment approaches are computationally expensive and can become trapped in local minima. To address these problems, alignment is often combined with other techniques, such as geometric hashing [20, 21] , structural indexing [3, 7, 15, 19, 25, 28, 34, 35, 40] , or a combination of the two [5] .
In geometric hashing [20, 21] , a lookup table stores model-pose hypotheses indexed by invariants computed from tuples of points, edges, or other primitives. Votes are accumulated for hypotheses each time they are indexed by query tuples, and the hypotheses with the most votes are retrieved as the most likely matches. An alternative approach is structural indexing, which indexes the lookup table by individual parts [3, 7, 15, 18, 19, 25, 28, 34, 35, 40] . The key is to use parts that are complex enough to be specific to relatively few shapes. In [3, 19, 34, 35] , each query part retrieves a list of shapes for later verification. A more efficient approach uses structural indexing to perform evidence accumulation, as in geometric hashing, and retrieves only the shapes with the most votes [7, 18, 28] . As mentioned earlier, the current work uses structural indexing to efficiently compute similarity between query and database index vectors, i.e., to compare the number of occurrences of different part types in each shape.
Mokhtarian et al. [1, 27] represent each significant segment of the contour by a point in the curvature scale-space representation of the contour. Matching is performed by aligning these point sets in curvature scale space. Our method also employs curvature scale space but in a very different way. First, curvature scale space is used to partition the contour into overlapping local parts at all scales, and contour scale space is used to classify the parts into types. Then, matching is performed not by alignment but by comparing part-type histograms. Efficiency is achieved by indexing on local parts instead of by prefiltering with global features as in [1, 27] .
Gdalyahu and Weinshall [14] match shape contours structurally. Each contour is represented as an attributed string corresponding to a sequence of contour segments; the attributed properties are geometric properties of segments. Syntactic matching is performed by computing the minimum edit distance between the strings. A review of earlier, related approaches can be found in [6] . Sharvit et al. [32] structurally match shape skeletons instead of boundaries. (Gdalyahu and Weinshall [14] concluded that boundary-based and skeleton-based methods achieved comparable results.) Structural shape matching methods are highly effective since they perform a global optimization that takes into account both structural and geometric information. In addition, partial and occluded shapes can be matched. The principal disadvantage of these approaches is that they are computationally expensive, although heuristics [14] or prefiltering of the database [33] can be used to reduce the cost.
Del Bimbo and Pala [9] integrate indexing with syntactic matching. In their approach, multiscale representations of the database contours are stored as a graph. Given a query, sequences of segments are matched at the coarsest scale, and if the match is successful, then finer-scale matches are attempted. Sequence equality is used instead of edit distance. To obtain cyclic invariance, multiple rotations of the current sequence are tried. The method is not orientation invariant since the initial matching is based on segment orientation.
The method presented here forgoes use of the structural relationships among parts and considers only the number of occurrences of different part types. Thus, relative to structural matchers, it accepts reduced accuracy in order to achieve short retrieval times. However, since the parts are extracted at multiple scales, and individual large-scale parts can account for significant portions of the whole shape, the method does capture some structural information implicitly.
SHAPE RETRIEVAL METHOD
The shape retrieval system has three processing stages. In the first stage, the shape contour is segmented into parts corresponding to sequences of adjacent regions in curvature scale space. In the second stage, local shape features (properties) of the parts are computed using contour scale space. The parts are classified into types based on the local shape features. (Note that two scale-space representations are used, one for segmentation and the other for shape measurement.) Then the part-type histogram of the shape, which is the number of occurrences of each part type, is computed and stored as an index vector. In the third stage, shape retrieval is performed by comparing the query shape index vector to the database shape index vectors. The next three sections describe these three stages.
The term "feature" is used in the literature to mean either a part or a measurement. To prevent confusion, in this paper "feature" will always refer to a measurement.
Generating Shape Parts
A rich set of parts capturing structure at multiple scales is necessary for part-based shape retrieval to be effective. Additionally, the segmentation method used should be free of thresholds and other difficult-to-set parameters. To meet these requirements, scale-space methods are used. The procedure for generating shape parts consists of contour evolution, segmentation of scale-space regions, and extraction of region sequences.
Contour Evolution
We assume that each shape is represented by a planar contour such as its silhouette. Let c(u) = (x(u), y(u)), for u ∈ [u 0 , u 1 ], be a parametric representation of a shape contour. The extrema and zero crossings of the curvature function are invariant to position, orientation, and scale, and often correspond to perceptually salient segment breakpoints on the contour. Thus, they are good candidates for segmentation points. The current system uses zero crossings, which correspond to the contour's inflection points. The contour segments that result are purely concave or convex since by definition they have no interior changes of curvature sign. Curvature extrema could be used in addition to or instead of zero crossings, but this is not implemented in the current system.
If the segmentation is performed on the original, discretized contour, then most segments correspond to structure at the smallest scale and are due primarily to noise. The structure at larger scales is not apparent. To represent the contour's structure at all scales, the contour is evolved by smoothing its coordinate functions with 1-D Gaussians over a range of scales σ ∈ [σ min , σ max ], using a procedure introduced by Mokhtarian and Mackworth [26] . This generates a two-parameter contour scale space representation of c(u),
where * denotes convolution and
is a 1-D Gaussian with scale σ . As σ increases, the contour becomes progressively smoother, as can be seen in the example in Fig. 1a .
The contour scale space induces a curvature scale space (CSS) [26] ,
where 
Segmentation of Scale-Space Regions
A contour segment exists over a range of scales. The family of related segments at different scales forms a region in curvature scale space, bounded on the left and right by two zero crossings and above and below by the scales at which zero-crossing merging events occur. These regions will be referred to as CSS segments. (See Fig. 2 .) This definition of a region in curvature scale space is a special case of Witkin's [39] definition of regions in general 1-D signal scale spaces. Henceforth, the term segment without qualification will refer to a CSS segment, and contour segment will refer to a section of the contour c(u).
Let z(σ ) denote the contour position of a particular zero crossing at scale (level) σ . The functions z i (σ ) for i = 1, . . . , n z correspond to the traces in the zero-crossing graph. At any one value of σ , one segment is defined between any pair of consecutive zero crossings. Suppose that at some level, (z k , z k+1 , z k+2 , z k+3 ) are four consecutive zero crossings defining three consecutive segments (s k , s k+1 , s k+2 ) between them (see Fig. 2 ). If, as σ increases, z k+1 and z k+2 merge and disappear, then the segments s k , s k+1 , and s k+2 disappear and are replaced by a single new segment s between z k and z k+3 . 2 In general, segments are created by the merger of segments at the previous level, and they last across one or more levels until they are merged with their neighbors to form new segments. The range of scales (σ 1 , σ 2 ) over which a CSS segment exists will be called the lifetime of that segment.
The system identifies all the CSS segments at all scales through a three-stage procedure. First, the contour is evolved to generate the curvature scale space representation. Second, zero crossings and the contour segments defined by them are detected at each level. Third, the contour segments are tracked across levels to identify the CSS segments.
As desired, the segmentation process is parameter-free. The contour evolution that is done prior to segmentation has three parameters which have natural values: σ min and the σ -step size are set to the resolution of the original data (1 pixel), and σ max is set to the scale at which there are no zero crossings left.
Part Generation
The retrieval of shapes from the database is based on comparing the frequencies of occurrence of different local scale-space structures, or parts, of the shapes. Thus, parts that can distinguish different classes of shapes are needed. Since individual CSS segments may not have sufficient discriminating power, sequences of CSS segments are used. The parts are defined as follows:
In other words, there exists a scale σ at which the contour segments on c(u, σ ) corresponding to the CSS segments s 1 , . . . , s L are consecutive. The length L of a part is a measure of its structural complexity and is different from the geometric size of the part: two parts can have the same length but have different geometric sizes if the parts occur at different scales.
The lifetime of a part p = (s 1 , . . . , s L ) is the range of scales (σ 1 , σ 2 ) over which it exists, i.e., the range of scales over which none of its constituent segments undergoes any merges. If the lifetime of segment s i of p is given by (σ i1 , σ i2 ), then the lifetime of
. Each CSS segment can belong to multiple parts, both because parts overlap spatially and because a single CSS segment may have different neighbors at different levels due to segment creation and merging. The redundancy provided by overlaps increases the robustness of the shape matching and retrieval. Figure 2 shows an example of typical parts and both types of overlap.
In general, there is a tradeoff associated with the length of a part. Longer parts are likely to be more distinct, discriminating better between shapes in the database; however, longer parts are also more likely to fail to match due to a difference in one of the segments in that part. The retrieval method does not use the set of all possible parts of the contour. It is convenient to use only parts of some fixed length L, or less than or equal to some fixed length L. In the following sections, P(S) will denote the set of parts generated from shape S.
The number of CSS segments and the number of parts of length L are linear in the number of segments on the original contour c(u). This can be seen by the following informal argument. For simplicity, assume the contour is closed; similar results can be obtained for an open contour. Let n z be the number of zero crossings at the initial level (smallest σ ). There are n z contour segments and n z CSS segments at that level. There are at most n z /2 merges of zero crossings, and each creates at most one new CSS segment, so there are at most n z + n z /2 = 1.5 n z original and new CSS segments combined. Now consider the number of parts of length L. At the initial level there are at most n z such parts. Each merge of two zero crossings creates at most L new parts of length L, containing the new segment in position 1, position 2, . . . , position L, respectively. Thus, the total number of parts of length L is at most
. L is typically a small constant (e.g., L ≤ 4 in the experiments) so the number of parts generated is a small multiple of the number of initial segments. This result implies that using information at all scales does not incur a substantial additional cost in terms of the number of parts generated.
The next section describes how the segmentation of the contour into CSS segments and parts is used to build a shape representation for efficient and effective shape retrieval.
Shape Representation and Similarity
The shape parts described above are sequences of adjacent regions in curvature scale space corresponding to portions of the contour over ranges of scales. This raw multiscale representation is not convenient for database indexing. Instead, the system classifies parts into types, and the database is indexed by the part types. Each shape will then be represented in compact form by the frequencies with which the part types occur in the shape.
The parts are classified into part types as follows. First, each CSS segment s is characterized by a vector of α local shape features F(s) = ( f 1 (s), . . . , f α (s)), and each pair of adjacent CSS segments ( f α and g 1 , . . . , g β , is quantized into a small number of ranges to form vectors of quantized features, denotedF(
is represented by concatenating the quantized feature vectors of its CSS segments:Ĥ
Since there are a finite number of values for each featuref i andĝ j , there are a finite number of possible feature vectorsĤ . Each distinct vectorĤ corresponds to one part type. Note thatĜ(s L , s L+1 ) is not included in the combined feature vector in (1), so that the type of a part is determined only by the segments in that part. The specific features used in the current implementation will be described in Section 3.4. The number of possible part types depends on the number of features (α + β), the quantization of each feature, and the lengths of the parts. In the following, T will denote the set of part types used by the retrieval system, which may be a subset of all possible part types. T (S) ⊆ T will denote the set of part types occurring in shape S. Note that T (S) is a set of part types, while P(S) is a set of parts, i.e., individual occurrences of part types. The shape as a whole is represented by the number of occurrences of each part type in that shape. Let T = {t 1 , . . . , t n } be the set of part types used by the system and let P S (t i ) = {p i1 , . . . , p in i } denote the set of occurrences of part type t i in shape S. Define the part-type histogram (distribution) of a shape S given T as
that is, D T (t i ; S) is the number of times part type t i ∈ T occurs in S. Different parts or part types may have different perceptual saliencies. Saliency can be incorporated into (2) to obtain a weighted part-type histogram
where the saliency w( p i j ) is a function of the part or the part type. Equation (2) is a special case in which w ≡ 1.
The part-type histogram of a shape S will be represented by an index vectorv = (v 1 , . . . , v n ), where v i = D T (t i ; S) for i = 1, . . . , n. Since the same set T is used for all shapes handled by the system, all index vectors have the same length, and corresponding components refer to the same part type.
The similarity of two shapes is measured by comparing part-type histograms. Any similarity measure that can be computed component-wise from the two index vectors can be implemented efficiently using the technique described in the next section. The current implementation uses a normalized histogram intersection measure
wherev,q are the index vectors of two shapes. The normalization factor is the maximum of the sums over the two histograms, so that shapes that are very dissimilar in complexity will not produce a high similarity score. 3 To summarize, the feature vectors (Ĥ ) are used to classify shape parts and to define the meaning of individual components of the index vectors. Shapes are compared by matching index vectors, not feature vectors.
We note that the method is invariant to translation, rotation, and scale if invariant segment and segment-pair features are used, and is invariant to starting point on the contour due to the use of part-type histograms for matching.
Shape Database Indexing and Retrieval
This section describes an efficient method for computing the similarity scores between the query shape and each database shape, based on [23] .
Let S 1 , . . . , S m be a database of shapes with index vectorsv 1 , . . . ,v m , and let Q be a query with index vectorq. Shape retrieval is performed by computing M(v j ,q) for j = 1, . . . , m and returning the K database shapes with the highest values of M. The sums in the denominator of M (Eq. (4)) can be precomputed for the database shapes; therefore, the expensive part of the computation is the numerator of M, since every component of the query vector is compared to the corresponding component of every index vector in the database.
Typically, the part-type set T is large but the number of part types occurring in any one shape is small; as a result, the index vectors are long but most components are zero. If either v j orq is zero in some component i, then the ith term of the numerator of (4) is zero and contributes nothing to M(v j ,q). The key to retrieval efficiency is to compute only the terms of M that are nonzero. This is accomplished by indexing the database independently by each part type, i.e., structural indexing. Each part type t 1 , . . . , t n ∈ T that appears in the database points to an inverted list I (t i ) of the shapes in the database that contain at least one occurrence of t i . Each entry on the inverted list contains a shape identifier S j and the value v ji of the component ofv j that corresponds to t i .
A second index structure is used to access the inverted lists corresponding to part types that occur at least once in Q. Since part types are feature vectorsĤ , a multidimensional access method such as a k-d tree [3, 38] can be used. Alternatively, a unique singledimensional numeric identifier key(Ĥ ) can be assigned to each multidimensional feature vectorĤ ; then a one-dimensional access method such as a search tree or hash table can be used.
The process of computing the similarity scores M(v j ,q) for all shapes j = 1, . . . , m can now be described. For each nonzero component i of the query index vectorq, the corresponding inverted list I (t i ) is fetched using key(t i ). For each entry on the list, corresponding to some database shape S j with a nonzero ith component inv j , the ith term of the numerator of M is computed and added to the score for shape S j . Normalization of the scores for each shape can be performed after the sums have been completed. The database shapes with the K best scores are then presented to the user.
The time complexity of computing the similarity scores can be derived as follows. Let n T = |T |, the number of all possible part types, which is exponential in L. Let n db and n q denote the number of part types actually occurring in the database and in the query, respectively. Let m denote the number of database shapes, and m the average number of database shapes on any one inverted list. Assume thatq is implemented as a list of its nonzero components in arbitrary order. To scanq takes (n q ) time. For each nonzero component of q, (1) average time is required to access the corresponding inverted list using a hash table, and (m ) time is required on average to traverse the list and update the similarity scores. The average total time to compute the scores is thus (n q m ). Typically n q n T and m < m, so the actual number of operations required to compute the scores is substantially reduced in comparison to the brute-force method, which requires n T m comparisons of query and database index vector components. Savings in excess of 99.5% are typical.
Retrieval methods such as this one that rank the retrieved shapes incur an additional cost to sort the similarity scores. This can be done in (m log m), or (m + K log m) if only the top K shapes are requested.
The time required to preprocess the shape contours depends on whether hardware is used to perform the convolutions. The preprocessing can be performed in advance for database shapes. Furthermore, in many query-by-example visual information retrieval interfaces, the queries are selected by the user from examples provided by the interface (e.g., QBIC [41] , SQUID [42] , and MetaSEEk [43]); thus, query shapes can also be preprocessed offline. In the remainder of this paper we focus on retrieval time only.
Current Implementation
The previous sections described the general method. This section describes the specific choices used in the current implementation, except for the similarity measure already described. None of these choices are claimed to be optimal. The modularity of the approach enables these decisions to be deferred past the segmentation stage and to be easily customized for different applications or end users.
Part-Type Set
The set T can contain part types with different lengths; however, we use sets of part types of a single length L. This enables us to examine the effect of part length on retrieval performance.
Segment Features
In the current implementation, good results have been obtained using one single-segment feature F = ( f 1 ) = segment curvature and one segment-pair feature G = (g 1 ) = length contrast. Both features are computed from the contour segments corresponding to the minimum scales (σ 1 ) of the CSS segments. The curvature of a segment is measured by integrating the derivative of local orientation along the segment. The length contrast of two neighboring segments s i , s i+1 is
where l(s) is the arc length of segment s. Length contrast is between -1 and 1. LC < 0 indicates a long segment followed by a short segment, LC > 0 indicates the reverse, and LC ≈ 0 indicates that the two segments are commensurate in size. Length contrast is used instead of the ratio of the lengths because it is more stable. Normalization by total contour length, used by some authors, is avoided here to enable handling of partial and occluded shapes. Both features used here are invariant to scaling, rotation, and translation. The use of coarse quantization to reduce quantization errors is recommended by [5, 35] . Accordingly, segment curvature is quantized into eight nonuniform ranges, (-∞ 
Key Generation and Access Method
A one-dimensional hash table is used to access the inverted lists. The keys are defined by treatingĤ as an Lα + (L − 1)β digit number in which each digit ranges from 0 to N b − 1, where N b is the maximum number of quantization bins of any feature.
The following example illustrates computation of a key. Given the features and their quantizations as defined above, the curvature bins are numbered 0 to 7, and the length contrast bins are numbered 0 to 2. Thus, N b = 8. Suppose L = 2, and a particular part has segment curvatures in [−π/4, 0) and [π/4, π/2), and length contrast in [−1/3, 1/3). This part would be coded as follows. The segment curvature of the first segment is in curvature bin 3, the length contrast of the two segments is in length contrast bin 1, and the curvature of the second segment is in curvature bin 5. This part type thus maps to the key 315 base 8.
Noise Reduction
Parts containing segments with maximum scales σ 2 ≤ 3 pixels are discarded to eliminate high-frequency image acquisition noise. 
EXPERIMENTS
The method was experimentally evaluated to assess its effectiveness, efficiency, scalability, and ability to handle occluded and partial queries. The method was first tested on a database of 131 natural and artificial shapes in six categories consisting of rabbits, hands, two types of fish, wrenches, and staplers. 4 The database shapes were selected to have both significant within-class variation (illustrated by the examples in Fig. 3 ) and also significant between-class differences to enable unambiguous evaluation. Additional tests using other databases are described below.
Effectiveness was measured as the percentage of test queries for which at least one similar shape was retrieved in the first few ranks. Results in this paper are given for the top one, two, or three ranks. This measure was used because it captures a common type of information retrieval goal, its meaning is intuitively clear, and it is fairly robust.
Effect of Part Length
The effect of part length on retrieval effectiveness was measured on the 131-shape database. Each of the database shapes was presented to the system as a test query. A retrieved shape was considered similar to the query if it was in the same category as the query. The self-match of the query with its copy in the database was excluded in all of the following experiments.
The evaluation results are shown in Table 1 . For all part lengths tested, the closest match was correct 93-97% of the time (122-127 successes out of 131 test queries). The best Note. The number and percentage of the test queries for which at least one similar shape is found if one, two, or three shapes are retrieved, as a function of part length. Each shape in the 131-shape database is used as a test query to that database, and the self-match is excluded from the results.
results were obtained with part length L = 3; in this case, at least one similar shape was always found in the two closest matches. Figure 4 shows example retrieval results for two queries from each of the six classes in the database. The wrench examples provide a good demonstration of the method's rotation and scale invariance.
Efficiency
Efficiencies in computation and storage were also tested. Retrieval times on a Sun Ultra-10 333-Mhz workstation are shown in Table 2 . For all part lengths tested, retrieval time was well under 1 ms, including the time to rank all 131 database shapes for each query. Three statistics related to storage efficiency (and also to the number of operations required) are shown in Table 3 : (1) the number of part types occurring in the database, which determines the size of the hash table; (2) the average number of part types per shape, which determines the storage cost per database shape; and (3) the average number of database shapes per part type (m ), which equals the average length of the inverted lists. Note that the growth in the set of part types in the database is sublinear. Also, as expected, longer part lengths are more distinctive and hence are contained in fewer database shapes (row 3 of the table). Thus, as part length increases, the inverted lists become shorter and retrieval time is reduced. Tables 1 and 2 indicate that it is possible to trade effectiveness and retrieval speed by adjusting the part length L. As L increases past 3, effectiveness decreases and retrieval speed increases. For the small 131-shape database, retrieval times are short, so the value of L that yields the highest effectiveness should be chosen.
TABLE 2
Part length
Average time per query in seconds 7.2 × 10 Queries per second >1300 >1400 >1600
Note. The average time per query on the 131-shape database as a function of part length. The times reported include ranking all 131 database shapes for each query. Note. Statistics for the 131-shape database. The first row is also the number of entries in the hash table, the second row determines the average storage cost per database shape, and the third row is the average length of an inverted list. Note. The experiment of Table 1 repeated using the saliency weighting instead of uniform weighting of part-type occurrences. The third number in each column is the number of additional successful queries relative to the uniform weighting case.
Saliency Weighting
Witkin [39] suggested that scale-space segments with long lifetimes are likely to be more salient. We experimented with a saliency weighting rule that emphasizes parts with long lifetimes. First, the saliency of a segment s is defined to be the logarithm of its lifetime (σ 1 , σ 2 ):
The log-ratio of the scales is used instead of the difference of scales to produce a measure that is in accordance with the scaling behavior of human perception [22] . This type of measure is known to overemphasize fine scales when used on discrete data [24] ; however, the noise reduction procedure mitigates this effect by eliminating the finest scales. The saliency of a part p = (s 1 , . . . , s L ) is then defined as
Although it may seem to make more sense to define the saliency of the part directly in terms of its lifetime by using an expression analogous to (5) , doing so appears to give too much influence to the least salient segments in a part. Therefore, the current system uses the sum of the segment saliencies (6) instead. Note that (6) is a measure of the saliency of a part, not a part type. Although it is easy to incorporate saliency measures of part types, we have not done so in the current system. The retrieval effectiveness was measured again using the saliency-weighted part-type histogram and the results are shown in Table 4 . The results are as good as, or better than, the unweighted case (cf. Table 1 ). In particular, the closest match is now correct 96-99% of the time instead of 93-97% of the time.
Partial and Occluded Queries
To test the method's ability to handle partial and occluded shapes, the seven shapes shown in Fig. 5 were used as test queries. The partial shapes (numbers 3-4 in the figure) each consist of a portion of one database shape. The occluded shapes (numbers 1-2 and 5-7) were each constructed by superimposing two shapes from the database. For each query, the five top-ranked shapes retrieved by the system are shown in Fig. 6 . Table 5 lists the number of shapes retrieved in each category and the proportion that are correct. For the occluded shapes, a retrieved shape was considered correct if it was similar to either of the two shapes composing the query. Accuracy ranged from 60-100%, demonstrating that the algorithm can produce good results even with partial or occluded queries.
Comparison with a Structural Matcher
The shape retrieval method uses parts but not part relationships. Since it is possible for different shapes to have similar parts in a different spatial arrangement, the incidence of false positives is expected to be higher for our method than for one based on structural matching. We compared the part-type histogram method to a recent structural matching Note. Retrieval performance using partial queries (rows 3 and 4) and occluded queries (remaining rows) on the 131-shape database. K = 5 shapes were retrieved for each query. Saliency weighting and a part length of three were used. method with high accuracy [31] . The structural matching method generates shock graph representations of shapes and compares shapes by computing the edit distances between the corresponding graphs. Table 6 shows results on a test database of 99 shapes in 11 categories, from [31] . As expected, the structural matcher performs better than the part-type histogram method, although the latter successfully retrieved at least one similar shape in the top three ranks for all but one test query. The basis for the timing data in [31] is not clearly stated (it may include offline precomputation), so a direct comparison of timing results is not possible. However, we note that graph edit-distance algorithms are generally expensive computationally, and the method in [31] performs a full comparison of the query with every database shape.
A property of our method is that the global shape of the object is not represented. We experimented with the addition of a single global shape feature, the aspect ratio. First, the shape retrieval method was executed, and a ranked list of database shapes was returned. Then, the shapes with aspect ratios that differed by less than a threshold from the query shape's aspect ratio were moved to the top of the ranking, while maintaining their relative ordering. Aspect ratio was defined as the square root of the ratio of the minimum and maximum second-order moments of the shape, yielding values between 0 and 1. A threshold of 0.15 was used. Significant improvement resulted from the combination of the part-type Note. The number and percentage of the test queries for which at least one similar shape is found if one, two, or three shapes are retrieved, as a function of retrieval method. Each shape in the 99-shape database from [31] is used as a test query to that database, and the self-match is excluded from the results. Saliency weighting and a term length of 3 were used in the part-type histogram methods. histogram and the aspect ratio, as shown in Table 6 : a similar shape is returned as the first match for all but one test query and returned as the second match in that case. To demonstrate that most of the performance in the combined method comes from the part-type histogram method and not from the global feature, the results of retrieval based on ranking shapes by similarity of aspect ratio are given in the last column of Table 6 . For nearly one-fourth of the test queries, a similar shape is not found in any of the top three ranks.
Thus, while the structural matcher has the best performance, reasonably good performance can be obtained by simpler matching methods.
Scalability
Finally, the scalability of the system was tested using 1310 shapes-ten times the number in the 131-shape database. The database was constructed by combining the 131-shape database with an 1100-shape database of marine animal silhouettes [42] and additional shapes. The results are shown in Tables 7 and 8 . The average time per retrieval is in all cases approximately 11 times longer than for the 131-shape database. Retrieval is still fast in absolute terms, corresponding to more than 100 retrievals per second. The times reported include ranking all 1310 database shapes for each query.
Comparing Table 8 with Table 3 , the number of part types in the database at most doubled, even though the size of the test database increased by a factor of 10 (Row 1). The average number of part types per shape is independent of the database size since it measures the complexity of the shapes in the database. As expected, this quantity had similar magnitudes in both databases (Row 2). The average number of shapes containing a part type (m ), which is the average length of the inverted lists, grew sublinearly with database size and, as expected, grew more slowly with longer part types (Row 3; see also Fig. 7) . Extrapolation of these results to larger databases is necessarily speculative. However, the nearly linear Note. Statistics for the 1310-shape database. The first row is also the number of entries in the hash table, the second row determines the average storage cost per database shape, and the third row is the average length of an inverted list.
FIG. 7.
Average number of shapes per part type (m ) (=average length of inverted list) as a function of part length and database size.
increase in retrieval time from 131 shapes to 1310 shapes suggests that retrieval times better than 1 s may be possible on databases one or two orders of magnitude larger. Beyond that, additional techniques, such as clustering of database shapes, may be used for further speed improvement.
CONCLUSION
This paper presented a shape retrieval method that emphasizes short retrieval times, while providing good retrieval effectiveness and scalability, and support for partial and occluded queries. The method uses part-type histograms as index vectors, structural indexing to efficiently compute the similarity between index vectors, and scale-space decomposition to generate a rich set of parts at multiple scales. Experimental results on three test databases demonstrated that the method provides fast approximate shape retrieval.
