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1. Introduction
Let Mm,n be the space of m × n complex matrices and Mn = Mn,n. A norm ‖·‖ is called unitarily
invariant norm if ‖UAV‖ = ‖A‖ for all A ∈ Mn and for all unitary matrices U, V ∈ Mn. Two classes
of unitarily invariant norms are especially important. The first is the class of Ky Fan k-norm ‖·‖(k),
defined as
‖A‖(k) =
k∑
j=1
sj (A), k = 1, . . . , n,
where si (A) (i = 1, . . . , n)are the singular valuesofAwith s1 (A) ≥ · · · ≥ sn (A),whichare theeigen-
values of the positive semidefinite matrix |A| = (AA∗) 12 , arranged in decreasing order and repeated
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according to multiplicity. The second is the class of Schatten p-norm ‖·‖p, defined as
‖A‖p =
⎛
⎝ n∑
j=1
s
p
j (A)
⎞
⎠1/p = (tr |A|p)1/p , 1 ≤ p < ∞.
In this study, ‖·‖ always denotes unitarily invariant norms including Ky Fan k-norm ‖·‖(k) and
Schattenp-norm ‖·‖p.
Bhatia and Davis [1] have proved that for A, B, X ∈ Mn , if A and B are positive semidefinite, then
∥∥∥A1/2XB1/2∥∥∥ ≤
∥∥∥∥∥A
vXB1−v + A1−vXBv
2
∥∥∥∥∥ ≤
∥∥∥∥AX + XB
2
∥∥∥∥ 0 ≤ v ≤ 1. (1.1)
Setting
ϕ (v) =
∥∥∥AvXB1−v + A1−vXBv∥∥∥ , (1.2)
then the inequality (1.1) can be simply rewritten as
ϕ
(
1
2
)
≤ ϕ (v) ≤ ϕ (0) .
For A, B, X ∈ Mn and A, B are positive semidefinite, the function ϕ (v) is a continuous convex
function on [0, 1] and attains its minimum at v = 1
2
(see [2, p. 265]). Using the convexity of ϕ (v),
Kittaneh [3] obtained the following inequality:
ϕ (v) ≤ 2
(
ϕ
(
1
2
)
− ϕ (0)
)
r0 + ϕ (0) , (1.3)
where r0 = min {v, 1 − v}. Obviously, it is a refinement of the Heinz inequality ϕ (v) ≤ ϕ (0). In
Section 2, we will present an improved version of the arithmetic–geometric mean inequality ϕ
(
1
2
)
≤
ϕ (0) via the inequality (1.3) (see Theorem 2.1).
Bhatia and Kittaneh [4] obtained the following inequality:
‖AB‖ ≤ 1
4
∥∥∥(A + B)2∥∥∥ , (1.4)
where A, B ∈ Mn are positive semidefinite matrices. In Section 2, we will improve the inequality (1.4)
using Theorem 2.1.
Let A, B ∈ Mn be positive semidefinite. Bhatia and Kittaneh [5] stated that “The formulation
2si (AB) ≤ si
(
A2 + B2
)
(1 ≤ i ≤ n) is somewhat delicate. For example, another possible formulation
could have been
si (AB + BA) ≤ si
(
A2 + B2
)
. (1.5)
This is not always true.” However, the following inequality is true:
‖AB + BA‖ ≤
∥∥∥A2 + B2∥∥∥ , (1.6)
which is weaker than the inequality (1.5) and directly derived from the inequality (1.1). We will gen-
eralize the inequality (1.6) in Section 2.
Bhatia and Kittaneh [6] obtained the following inequalities (see [6, Theorem 1.1]):
(1) If A, B ∈ Mn are Hermitian matrices, then
k∑
i=1
si (A + B) ≤
k∑
i=1
√
2si (A + iB), 1 ≤ k ≤ n. (1.7)
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(2) If A is positive semidefinite and B is Hermitian, then
k∏
i=1
si (A + B) ≤
k∏
i=1
√
2si (A + iB), 1 ≤ k ≤ n. (1.8)
(3) If both A and B are positive semidefinite, then
si (A + B) ≤
√
2si (A + iB) , 1 ≤ i ≤ n. (1.9)
We will generalize the above results of Bhatia and Kittaneh in Section 2.
Finally, we present some other inequalities for unitarily invariant norms.
2. Main results
Theorem 2.1. Let A, B, X ∈ Mn . If A and B are positive semidefinite, then
ϕ
(
1
2
)
+ 2
(∫ 1
0
ϕ (v)dv − ϕ
(
1
2
))
≤ ϕ (0) , 0 ≤ v ≤ 1, (2.1)
where
ϕ (v) =
∥∥∥AvXB1−v + A1−vXBv∥∥∥ .
Proof. For 0 ≤ v ≤ 1
2
, by (1.3) we have
ϕ (v) ≤ 2
(
ϕ
(
1
2
)
− ϕ (0)
)
v + ϕ (0) .
Thus ∫ 1/2
0
ϕ (v) dv ≤ 2
(
ϕ
(
1
2
)
− ϕ (0)
) ∫ 1/2
0
vdv +
∫ 1/2
0
ϕ (0) dv,
which implies
4
∫ 1/2
0
ϕ (v) dv ≤ ϕ
(
1
2
)
+ ϕ (0) . (2.2)
For 1
2
≤ v ≤ 1, by (1.3) we have
ϕ (v) ≤ 2
(
ϕ
(
1
2
)
− ϕ (0)
)
(1 − v) + ϕ (0) .
Consequently,∫ 1
1/2
ϕ (v) dv ≤ 2
(
ϕ
(
1
2
)
− ϕ (0)
) ∫ 1
1/2
(1 − v) dv +
∫ 1
1/2
ϕ (0) dv
which implies
4
∫ 1
1/2
ϕ (v) dv ≤ ϕ
(
1
2
)
+ ϕ (0) . (2.3)
It follows from (2.2) and (2.3) that
2
∫ 1
0
ϕ (v) dv ≤ ϕ
(
1
2
)
+ ϕ (0) ,
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which is equivalent to
ϕ
(
1
2
)
+ 2
(∫ 1
0
ϕ (v)dv − ϕ
(
1
2
))
≤ ϕ (0) .
The proof is completed. 
Remark 2.1. Obviously,∫ 1
0
ϕ (v)dv − ϕ
(
1
2
)
≥ 0.
Thus the inequality (2.1) is a refinement of the arithmetic–geometric mean inequality ϕ
(
1
2
)
≤ ϕ (0).
Theorem 2.2. Let A, B ∈ Mn be positive semidefinite. We have
‖AB‖ +
(∫ 1
0
f (v) dv − 2 ‖AB‖
)
≤ 1
4
∥∥∥(A + B)2∥∥∥ , (2.4)
where
f (v) =
∥∥∥A1/2+vB3/2−v + A3/2−vB1/2+v∥∥∥ .
Proof. Let
X = A1/2B1/2.
Then, by (2.1) we have
2 ‖AB‖ + 2
(∫ 1
0
f (v) dv − 2 ‖AB‖
)
≤
∥∥∥A1/2 (A + B) B1/2∥∥∥ . (2.5)
By the following inequality (see [4])
∥∥∥A1/2 (A + B) B1/2∥∥∥ ≤ 1
2
∥∥∥(A + B)2∥∥∥ , (2.6)
it easily follows from (2.5) that
2 ‖AB‖ + 2
(∫ 1
0
f (v) dv − 2 ‖AB‖
)
≤ 1
2
∥∥∥(A + B)2∥∥∥ .
The proof is completed. 
Remark 2.2. Because of∫ 1
0
f (v) dv − 2 ‖AB‖ ≥ 0,
the inequality (2.4) is a refinement of the inequality (1.4).
A matrix G ∈ Mn is said to be a partial isometric matrix of rank k if
s1 (A) = · · · = sk (A) = 1, sk+1 (A) = · · · = sn (A) = 0.
(see [7, p. 63]). Let μkn be the collection of all n × n partial isometric matrices of rank k.
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Theorem 2.3. Let A, B ∈ Mn be positive semidefinite. If 0 ≤ v ≤ 1, then∥∥∥AvB1−v + B1−vAv∥∥∥ ≤ 2 ‖vA + (1 − v) B‖ . (2.7)
Proof. For any X ∈ Mn, there exists a G ∈ μkn such that
k∑
i=1
si (X) = |tr (XG)| , 1 ≤ k ≤ n,
(see [7, p. 63]). Thus, we have
k∑
i=1
si
(
AvB1−v + B1−vAv
)
=
∣∣∣tr ((AvB1−v + B1−vAv) G)∣∣∣
=
∣∣∣tr (AvB1−vG + B1−vAvG)∣∣∣
≤
∣∣∣tr (AvB1−vG)∣∣∣+ ∣∣∣tr (B1−vAvG)∣∣∣
≤
k∑
i=1
si
(
AvB1−v
)
+
k∑
i=1
si
(
B1−vAv
)
≤ 2
k∑
i=1
si (vA + (1 − v) B).
(2.8)
In the last inequality above we have used the following inequality:
si
(
AvB1−v
)
≤ si (vA + (1 − v) B) , 1 ≤ i ≤ n,
which is due to Ando [8]. By Fan’s dominance theorem, the inequality (2.8) is equivalent to∥∥∥AvB1−v + B1−vAv∥∥∥ ≤ 2 ‖vA + (1 − v) B‖ .
The proof is completed. 
Remark 2.3. Taking v = 1
2
in (2.7) and replacing A1/2 by A and B1/2 by B, we obtain the inequality
(1.6).
If a, b are real numbers and x, y are positive real numbers, then we have
|a + b| ≤
√
x2 + y2
∣∣∣∣∣ax + i
b
y
∣∣∣∣∣ . (2.9)
Using a similar argument as presented in [6, Theorem 1.1], by (2.9) we can obtain the following results.
Theorem 2.4. Let A, B ∈ Mn be Hermitian matrices. Then for 1 ≤ k ≤ n, we have
k∑
i=1
si (A + B) ≤
k∑
i=1
√
x2 + y2si
(
A
x
+ i B
y
)
. (2.10)
Further, if A is positive semidefinite, then we can obtain a stronger inequality than (2.10):
k∏
i=1
si (A + B) ≤
k∏
i=1
√
x2 + y2si
(
A
x
+ i B
y
)
. (2.11)
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If both A and B are positive semidefinite, then we can obtain the following inequality:
si (A + B) ≤
√
x2 + y2si
(
A
x
+ i B
y
)
, (2.12)
which is stronger than (2.11).
Remark 2.4. When x = y, by (2.10)–(2.12) we obtain the inequalities (1.7)–(1.9). Thus Theorem 1.1 in
[6] is a special case of Theorem 2.4.
If a and b are positive real numbers, then for any complex number z
|a − |z| b| ≤ |a + zb| ≤ |a + |z| b| . (2.13)
Let A and B be positive semidefinite. Using the inequality (2.13) and an argument similar to that used
in the proof of Theorem 1.1 of [6], we have the following
k∏
i=1
si (A − |z| B) ≤
k∏
i=1
si (A + zB) ≤
k∏
i=1
si (A + |z| B),
where z is complex number. This is due to Zhan [9]. The weaker inequality
k∑
i=1
si (A − |z| B) ≤
k∑
i=1
si (A + zB) ≤
k∑
i=1
si (A + |z| B)
was established by Bhatia and Kittaneh [10].
If a and b are positive real numbers, then for any complex number z with Rez ≥ 0
|a + |z| b| ≤ √2 |a + zb| . (2.14)
Let A and B be positive semidefinite. By the inequality (2.14), we generalize the inequality (1.9) to the
form
si (A + |z| B) ≤
√
2si (A + zB) , 1 ≤ i ≤ n,
where z is complex number with Rez ≥ 0.
If a and b are positive real numbers, then for any complex number z
|a − |z| b| ≤ |a − zb| ≤ |a + |z| b| .
Meanwhile, if Rez ≥ 0, then
|a − zb| ≤ |a + zb| ,
thus, we have
|a − |z| b| ≤ |a − zb| ≤ |a + zb| ≤ |a + |z| b| . (2.15)
On the other hand, if Rez ≤ 0, then
|a + zb| ≤ |a − zb| ,
thus,we obtain
|a − |z| b| ≤ |a + zb| ≤ |a − zb| ≤ |a + |z| b| . (2.16)
Let A and B be positive semidefinite. By the inequalities (2.15) and (2.16), we have the following
results.
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If z is complex number with Rez ≥ 0, then
k∏
i=1
si (A − |z| B) ≤
k∏
i=1
si (A − zB) ≤
k∏
i=1
si (A + zB) ≤
k∏
i=1
si (A + |z| B),
otherwise, we have
k∏
i=1
si (A − |z| B) ≤
k∏
i=1
si (A + zB) ≤
k∏
i=1
si (A − zB) ≤
k∏
i=1
si (A + |z| B).
In what follows, we present some other inequalities for unitarily invariant norms.
Lemma 2.1 [7, p. 25]. Let X ∈ Mn. Then
k∏
i=1
si (X) = s1 (Ck (X)) , 1 ≤ k ≤ n,
where Ck (A) denote the kth compound matrix of A.
Theorem 2.5. Let A, B ∈ Mn be positive semidefinite. If 0 ≤ v ≤ 1, then∥∥∥A1/2B1/2 (AvB1−v + A1−vBv)∥∥∥ ≤ 1
2
∥∥∥(A + B)2∥∥∥ . (2.17)
Proof. For 1 ≤ k ≤ n, by Lemma 2.1, we have
k∏
i=1
si
(
A1
/2B1
/2
(
AvB1−v + A1−vBv
2
))
= s1
(
Ck
(
A1
/2B1
/2
(
AvB1−v + A1−vBv
2
)))
=
∥∥∥∥∥Ck
(
A1
/2B1
/2
(
AvB1−v + A1−vBv
2
))∥∥∥∥∥
(1)
=
∥∥∥∥∥Ck
(
A1
/2B1
/2
)
Ck
(
AvB1−v + A1−vBv
2
)∥∥∥∥∥
(1)
≤
∥∥∥Ck (A1/2B1/2)∥∥∥
(1)
∥∥∥∥∥Ck
(
AvB1−v + A1−vBv
2
)∥∥∥∥∥
(1)
= s1
(
Ck
(
A1
/2B1
/2
))
s1
(
Ck
(
AvB1−v + A1−vBv
2
))
=
k∏
i=1
si
(
A1
/2B1
/2
) k∏
i=1
si
(
AvB1−v + A1−vBv
2
)
,
(2.18)
where ‖X‖(1) denotes the spectral norm of X ∈ Mn, i.e., ‖X‖(1) = s1 (X).
In response to a conjecture by Zhan [11], Audenaert [12] proved the following inequality
si
(
AvB1−v + A1−vBv
2
)
≤ si
(
A + B
2
)
, 1 ≤ i ≤ n, 0 ≤ v ≤ 1. (2.19)
The special case where v = 1
2
has been obtained earlier in [13]. By (2.19), we obtain from (2.18):
k∏
i=1
si
(
A1
/2B1
/2
(
AvB1−v + A1−vBv
2
))
≤
k∏
i=1
si
(
A + B
2
)2
.
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Since weak log-majorization is stronger than weak majorization, we get
k∑
i=1
si
(
A1
/2B1
/2
(
AvB1−v + A1−vBv
2
))
≤
k∑
i=1
si
(
A + B
2
)2
.
By Fan’s dominance theorem, we have∥∥∥∥∥A1/2B1/2
(
AvB1−v + A1−vBv
2
)∥∥∥∥∥ ≤
∥∥∥∥∥
(
A + B
2
)2∥∥∥∥∥ .
The proof is completed. 
Remark 2.5
(1) Taking v = 1
2
in (2.17), we obtain the following inequality:∥∥∥∥(A1/2B1/2)2
∥∥∥∥ ≤ 1
4
∥∥∥(A + B)2∥∥∥ .
(2) Taking v = 0 or v = 1 in (2.17), we obtain the following inequality:
∥∥∥A1/2B1/2 (A + B)∥∥∥ ≤ 1
2
∥∥∥(A + B)2∥∥∥ .
(3) Using the same method above, we can obtain the following inequality:
∥∥∥B1/2A1/2 (AvB1−v + A1−vBv)∥∥∥ ≤ 1
2
∥∥∥(A + B)2∥∥∥ .
In particular, when v = 1
2
, we have
∥∥∥B1/2AB1/2∥∥∥ ≤ 1
4
∥∥∥(A + B)2∥∥∥ .
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