The Work-In-Progress (WIP) session at RTAS is dedicated to new and on-going research in the field of real-time and embedded systems, with emphasis on the application of these technologies to solve practical problems. The WIP session is an integral part of the RTAS program, as it enables researchers to present and discuss early-stage ideas with the wider community and solicit constructive feedback in the process. The WIP schedule comprising brief presentations followed by an extended poster session in a relaxed setting, provides ample opportunities for discussions. Since RTAS is co-located with three other top conferences and several workshops as part of the Cyber-Physical Systems' (CPS) Week, the WIP session provides an ideal setting for interactions with the wider CPS community.
I. INTRODUCTION
SpaceWire is a standard for on-board satellite networks chosen by the ESA as the basis for future data-handling architectures [1] . It delivers the high throughput required for payload data with low implementation cost. However, it does not provide guarantees in the packet latency due to network congestion. To guarantee the on-time transmission of realtime message streams, SpaceWire-D is developed to provide deterministic delivery over a SpaceWire network [2] .
Real-time systems can be defined by either a structural specification or a behavioral specification. A behavioral specification often suffices for verifying the timing properties of the system [3] . Formal analysis and verification of realtime systems are required for their development and safe implementation, and is a prerequisite for obtaining their safety certification. Failure to meet specified timing constraints such as deadlines in hard real-time systems may lead to catastrophic results [4] . In order to specify and verify timing properties of a SpaceWire-D network, we propose using Real-Time Logic (RTL), which can describe the specification and the desired safety assertion. Based on the principles of the SpaceWire-D protocol, we first analyze the timing properties of the fundamental transaction Remote Memory Access Protocol (RMAP) WRITE. After that, its structure is modeled in RTL and Presburger Arithmetic representations. Then, the associated constraint graph and safety analysis is provided.
II. BACKGROUND AND RELATED WORKS

A. Real-Time Logic Formal Method
Real-Time Logic (RTL) is a multi-sorted first-order logic defined by Jahanian and Mok [5] . RTL supports reasoning about occurrences of events and actions. An action is an activity that requires a non-zero amount of system resources. Start/end events (denoted by " A and # A) mark the initiation and completion of an action A. The time of occurrence of the i-th instance of an event E is denoted by the occurrence function @(E, i). With this notation, timing constraints can be expressed as restrictions on the occurrence function. A set of co-operating tasks with precedence constraints can be viewed as an acyclic, directed graph with weights on the edges. The maximum response time specifies the upper bound of the execution time of a precedence graph, i.e., the time interval between the start of the first stimulus task till the completion of the last response task. The precedence relation between two tasks (allocated to the same component) can be expressed by the RTL formula of equation 1.
8 i @(# T ask A, i) < @(" T ask B, i) (1) This formula defines that for all instances of T ask A and T ask B, the start event of task T ask B has to occur after the occurrence of the end event of the preceding task T ask A.
1) RMAP Transactions:
Information shall be passed between SpaceWire nodes using the RMAP protocol. This permits the reading and writing of registers and memory in a remote target node over a SpaceWire network. These operations are considered sufficient for payload data-handling and command and control applications. There are some constraints on the RMAP implementation, e.g., on the time taken to respond to an RMAP command, and on the maximum amount of information that can be read or written by a single RMAP command (see section 3.8 in [2] ).
2) Constraints of RMAP Transaction: In a transaction, there are two components, an initiator and target. To guarantee the completion of the transaction, both need to satisfy some implementation constraints. For simplicity without losing the generality, we here focus on the operation of an initiator and target performing a WRITE transaction during a time-slot [4] .
3) Sub-tasks and their Timing Constraints: The whole WRITE transaction can be divided into nine sub-tasks, see Table I . To guarantee the completion of the whole WRITE transaction before its deadline, the time which take to finish it must be no more than one Time-Code. In the following RTL analysis, this constraint can also be called as safety assertion. 
III. OUR WORK
A. Timing Analysis Using RTL
To analyze and verify system timing properties, we use RTL to specify the safety-critical aspects of the transaction WRITE in SpaceWire-D networks. This representation allows timing and safety analysis, and may be extensible to represent broader aspects of the SpaceWire-D networks. The WRITE transaction and the associated safety assertion are modeled. After converting the RTL representation into a Presburger Arithmetic format and ultimately a constraint graph, cycle analysis verifies safety assertion satisfaction. Here, the scenario parameters are defined as in Table II. 1) RTL Representation: i.workloads for each event: 8 i @(" T ask A, i)+T a @(# T ask A, i), · · · (omitted due to space limits); ii.precedence: (between start and end events, between end of first task and beginning of next, between beginning of prior task and beginning of next) 8 i @(" T ask A, i)  @(# T ask A, i), · · · (omitted due to space limits); iii.Safety Assertion:8 i @(# T ask I, i)  @(" T ask A, i) + 100us; iv.Negation of Safety Assertion in RTL:9 i @(" T ask A, i) + 101us  @(# T ask I, i).
2) RTL Representation Converted to Presburger Arithmetic: The RTL formulas are converted to the Presburger arithmetic into aid in subsequent graphing. The notation conversion is to use a "S " or an "E " to represent the task start or end events, respectively. For example, E T ask A(i) T a  S T ask A(i), · · · (omitted due to space limits).
3) Constraint Graph Analysis: In order to verify the satisfaction of the safety assertion, the above-mentioned formulas are represented in the constraint graph shown in Fig.1 . The system specification alone produces a graph with no positive cycles (without considering the dashed line). Negation of the safety assertion, however, as shown in the dashed line, when graphed, yields edges which produce cycles with positive weights (the sum of the weights on the edges is positive), thus verifies critical system performance. 
IV. FUTURE WORK
The SpaceWire-D networks system development is actively progressing through requirement and design phases. It is suggested that the RTL representation can be a promising mechanism for similar timing analysis and verification. The RTL representation presented here represents one aspect, the WRITE transaction timing, of a SpaceWire-D network. The specification language itself may be well-suited for representing this as well as possibly a broader range of areas of the system specification. For example, it may be used in the analysis and verification of the performance of the periodic Time-Code synchronization. Also, RTL-based verification method can be useful for protocol evaluation and provision of recommendation for further protocol evolutions. Abstract-Soft real-time systems that have to deal with unknown, dynamically loaded and stopped applications are hard to analyse for feasibility. We present an adaptive hierarchical scheduling model for a dynamic set of applications with fluctuating resource demands. On the lowest level our scheduler ensures correct execution of application tasks according to online approximations of their demands. On the higher levels isolation between the apps is provided while the scheduler continuously re-calibrates given capacities and performs local schedulability analysis for application tasks. In bottleneck situations an optimal degradation is applied by assigning one of different quality levels to the apps. In our architecture the problem of proving schedulability is spatially partitioned and temporally distributed. Tests are performed portion-wise only when and where necessary. Our model maintains feasibility until cost estimations violate custom safety buffers. In such cases a new optimal resource configuration is computed changing the quality of some apps. Periodic violations are also dedected suppressing recurring reconfigurations.
I. INTRODUCTION
Multiple application modes for optimal quality and overload management are not a novelty. As we have shown in [6] , [5] most solutions lack online cost refinements and feasibility analysis to handle fluctuations. Others suffer from continuous mode-switches and instability. The exploding solution space further exacerbates an exact schedulability test. This is impractical for real application scenarios, and therefore we propose a new scheduling model that copes with these limitations.
II. SYSTEM MODEL
We assume a dynamic set of n concurrent applications A 1 , A 2 , ..., A n , and for each A i there is a set of modes M i,1 , M i,2 , ..., M i,mi 2 M i , which can be switched dynamically. Each application further consists of a set of k tasks ⌧ i,k 2 T i also having different modes, e.g. with different periods T i,k , deadlines D i,k and costs C i,k . Thus, an application mode manifests as a configuration of task modes. In general, a higher application mode has a higher computational demand R i,j but delivers a better quality, e.g. a better video resolution. The quality is formalized by application-specific utility functions u i (M i,j ) given by developers. Each application A i contains a mode M i,0 with R i,0 = u i (M i,0 ) = 0 which corresponds to the application being temporarily stopped. Adding such a mode ensures the presence of an optimal resource distribution. Applications can be weighted by users or the system itself with importance factors a i . These factors affect most obviously each applications prominence during the resource distribution process. For further discussion on conceptual and technical mechanisms for the realization of that model, we refer to [6] . Obviously, a straight-forward approach would have to perform
. . ⇥ |M n | feasibility tests for all application mode combinations in order to (a) select an optimal modes configuration and (b) ensure schedulability of all application tasks. Assuming a system working with online monitored task costs, when and how often should these tests be performed?
III. HIERARCHICAL SCHEDULING MODEL
We propose a three-stage hierarchical scheduling model, as depicted in Figure 1 , in order to (a) distribute schedulability checks over time, (b) perform them only where and when needed and (c) optimize the selection of active modes.
An app-local Task-Scheduler activates tasks by EDF, monitors their costs and gathers statistical information. Sampled task costs per period are smoothed (SES), and their double standard deviation 1 (2 ) is used as a mode-specific jitter-dependent safety buffer (SB). SBs are set up on task mode activations with the latest values. They are updated only if the measured task costs exceed them (see Fig. 2a ). Although task costs cannot be expected to be normally distributed, the 2 SBs help to detect deviations from a steady approximated state -i.e. outliers are interpreted as bursts. Moreover, FFT and autocorrelation are applied on the samples in order to detect burst cycles. The values are then fed to a higher-level Application-Scheduler.
Each application is encapsulated and isolated by a separate Constant Bandwidth Server (CBS) [1] . The CBS are configured with period = hyperperiod P i,j of the served app-tasks for their current modes. At the begin of each period a server bandwidth B i,j = R i,j /P i,j may be updated, only if any served task has left its predefined SB (Fig. 2a) . If so, the cost budget R i,j needed to successfully schedule the served task set T i within P i,j is computed. Thus, bandwidth calculation and feasibility analysis are performed in one step with the latest processor For simplicity we assume a synchronous tasks start, and
is the partial utilization of task set T i . The required budget R i,j is determined by the intersection of the tangent C D (t) = t·U i +U i ·max(T i,k D i,k ) approximating [3] tasks demand bound function h R (t) and the hyperperiod P i,j . Thus, R i,j = C D (P i,j ) and according to [3] the feasibility test h R (t)  t must be preformed only for deadline points up to Fig. 2b gives an example for two tasks ⌧ i,k = (T, C, D) with ⌧ i,1 = (5, 2, 4) and ⌧ i,2 = (3, 1, 2), req. budget R i,j = 11, 73, t 0 = 2, 75 and B i,j = 0, 78. Currently, we further optimize the feasibility test by applying the superposition approach in [2] .
An Application-Scheduler schedules the CBS according to their deadlines (D i,j = P i,j ) by EDF. CBSs keep bottlenecks localized to their origins per definition. We extended our model with a capacity sharing mechanism (CASH) [4] . It reallocates spare capacities to current hot spots and thus delays coarsegrained reconfigurations until total resource exhaustion.
In case of a permanent overload condition, i.e. P n i=1 B i,j > 1, the System-Scheduler has to compute a new application-modes configuration with the current estimated bandwidths. Thereby, apps may be even temporarily deactivated. This is described as an optimization problem which aims to maximize the gained utility while the total resource boundary R is preserved:
The optimization problem is solved online with a knapsack algorithm and dynamic programming. First, B i,j are cast to integer percentages of R. Two tables, d and J, are used for the computation. For i 2 {1, 2, ..., n}, r 2 {0, 1, ..., R} and
denote the maximum utility such that
be an optimal selection satisfying the given constraints. Table  d (i, r) vividly contains the maximum possible utility for the first i applications and a resource boundary of r, as J(i, r) holds the selection which led to the gained maximum utility.
The tables are initialized with d(0, r) = 0 and J(0, r) = ; for all r = 0, 1, ..., R. For i 2 {1, 2, ..., n} and r 2 {0, 1, ..., R} the following recursion applies:
while with
an optimum realizing selection is given. Checking if r B i,j still resides within the tables ensures observation of the constraint P n i=1 B i,ji  R. A formulation of the algorithm in pseudo code can be found in [6] .
If all involved numerical values are kept within reasonable ranges, the described algorithm runs in pseudo-polynomial time, since the number of computed values in d(i, r) is n ⇤ (R + 1) and for every entry there are at most m max = max i2{1,2,..,n} {|M i |} modes. It is obviously beneficial for the computing time to keep the total resource boundary R small. E.g., for R = 128, 10 apps with 5 modes each the solution took approx. 170µs on a dual-core 2x1.4GHz Intel. The increase of complexity for different numbers was evaluated in [6] .
V. ARTOS FRAMEWORK
We developed a soft real-time framework ARTOS based on the proposed model. In our experiments new apps were run with a low priority until their modes were initially estimated. We were able to verify that (a) the system quickly establishes an optimal modes selection respecting priorities (b) it remains feasible when tasks reside within their tolerance limits (c) deadline misses occur only if tasks leave their SBs (Fig. 2a) (d) feasibility analysis is performed only for apps with stronger fluctuations than their buffer adaptation speed (e) SBs and CASH reduce deadline misses occurrence (f) cyclic bursts are detected faster with autocorrelation than with FFT.
In [5] we exemplify suppression of reconfigurations caused by recurring bursts. For this, we use a measured upper bound of tasks burst costs for capacity estimation instead of cost averages. On this way slack is produced which, however, is shared via CASH.
VI. CONCLUSION
The proposed model does not decrease the complexity required for proving system schedulability, but distributes it over time to spots violating dynamic tolerance limits. Further, quality levels decisions are decoupled from schedulability checks and are performed on abstracted capacity values accumulating tasks demands within defined time intervals. The presented optimization for quality levels selection provides a directed and aware degradation mechanism for the system in bottleneck situations. The proposed model was applied for SLA-conformity and resource management in a cloud platform architecture [5] . Abstract-With the ubiquitous deployment of sensors and network connectivity, database capability is required for many embedded systems for systematic management of real-time data. In such embedded systems, supporting the timeliness of tasks accessing databases is an important problem. However, recent multicore-based embedded architectures pose a significant challenge due to potential contention for non-CPU resources between cores. In this work, we propose the hybrid control approach that combines the advantages of the existing feedback-oriented approaches to support the timeliness of data-intensive tasks with less power consumption. Preliminary results, using prototype implementation, show that the proposed approach improves the energy efficiency while still supporting user-specified Quality-ofService (QoS) goals, such as task timeliness and desired QoD, under unpredictable multicore environments.
I. DATA-INTENSIVE REAL-TIME TASKS In traditional real-time systems, tasks are computationoriented, and most operations are performed on small amount of in-memory data. However, due to ubiquitous deployment of sensors and network connectivity, many real-time operations need to perform on a large amount of real-time data that might be not resident in main memory. For such systems, data from sensors and environments need to be stored and accessed systematically through data services, which are often called as embedded databases. As shown in Figure 1 , real-time tasks have both computation and data accesses through embedded databases. Such data-intensive real-time tasks are invoked either periodically or aperiodically to analyze the current situation using fresh sensor data. In multicore platforms, realtime tasks might be executed concurrently in different CPU cores.
In such systems, real-time tasks are required to support a certain level of Quality-of-Service (QoS) in accessing the embedded databases. In this work, for a task J, we define task tardiness, tard J , as a primary QoS metric to measure the timeliness of the task:
where r J and r target J are the actual response time and the target response time of task J, respectively. Another important QoS metric for data-intensive real-time systems is the Quality-ofData (QoD). In real-time systems, a temporal data object O i is considered fresh, or temporally consistent, if its timestamp is less than its absolute validity interval (avi). To maintain freshness, the update period P i of temporal data object O i is set to the half of its absolute validity interval: i.e. P i ≤ 0.5 × avi(O i ) [1] . In this work, we define QoD as the ratio of fresh data objects to the total number of temporal data objects:
where N f resh is the total number of fresh data objects and N temporal is the total number of temporal data objects. Since the higher QoD is desirable as far as the system is not overloaded, users or applications specify only the minimum QoD, denoted in QoD min , as a QoS specification.
II. QOS MANAGEMENT
In our previous work [2] , we presented a reactive QoS management architecture for embedded databases that support QoS using control-theoretic feedback controllers. With the feedback controllers, an embedded database can adjust its control knobs based on current system state to enforce the desired QoS. Figure 1 shows the QoS management architecture. At every sampling period, the performance monitor computes the average tardiness of tasks and the tardiness controller tunes available control knobs to enforce the desired tardiness.
A. Comparison of DVFS and QoD Scaling as Control Knobs
Our previous work exploited Quality-of-Data (QoD) scaling as a major control knob, or actuator, for QoS enforcement. With the QoD scaling, the incoming sensor updates are selectively dropped by the admission controller to control the system workload. However, the range of QoD scaling is limited by users' QoD requirements. Hence, the QoS goals can not be satisfied if QoD is saturated at its maximum or minimum.
In this work, we exploit Dynamic Voltage/Frequency Scaling (DVFS) as a primary control knob for QoS enforcement. Task response time with varying CPU speeds and CPU cores (QoD=100%).
Unlike QoD scaling, DVFS has a wide range of operating region. For example, our testbed with ARM-based multicore has 19 frequency/voltage levels ranging from 200MHz to 2.0GHz. Further, DVFS is the most successfully deployed power management mechanism since reducing the CPU frequency reduces the dynamic power consumption by a cubic factor.
However, unfortunately, the effectiveness of DVFS is diminished for data-intensive tasks in multicore systems. This is because DVFS mostly affects the speed of computation and can not effectively reduce the contention at non-CPU resources. Figure 2 shows the breakdown of average response time of data-intensive real-time tasks. In this micro-benchmark, 4 concurrent data-intensive tasks are executed periodically in a multicore embedded system. When 4 cores are active (shown in Figure 2 -(b)), data accesses take about 360% more time than when only one CPU core is active (shown in Figure 2 -(a)). As shown in Figure 2 -(b), changing CPU frequency can not effectively control the high ratio of data accessing time to the total response time.
In contrast, when contention between cores for data accesses are high, QoD scaling can be an effective control knob to control the systems performance. Figure 3 shows the result when QoD scaling is applied in the same micro benchmark. As QoD is scaled up/down between 10% to 100%, the data access time is effectively controlled. For example, the response time to access data is decreased by 97% when QoD is changed from 100% to 10%. This result shows that QoD scaling can be an effective method to control the response time of data-intensive tasks, particularly when multicore systems have high contention for non-CPU resources. However, as aforementioned, the range of QoD adaption is determined by user's QoD specification Q min . Therefore, the target QoS can not be satisfied if QoD is saturated at its maximum or minimum. 
B. Hybrid Control of QoS
To take advantages of both DVFS and QoD scaling, we propose the hybrid approach that integrates DVFS and QoD scaling using hybrid automata. In our approach, DVFS is the major QoS actuator that provides timeliness for dataintensive real-time tasks. However, when significant changes are detected in data access performance, which is common in dynamic multicore systems, the QoD scaling takes over the control to adjust the QoD properly. By scaling down QoD properly, concurrent accesses to databases have less chance of contention for non-CPU resources. Figure 4 shows the hybrid automata with 2 states. At each state, the chosen QoS control mechanism is enforced. For instance, in DVFS Control state, the desired tardiness of tasks are supported using DVFS. The guard conditions tell when the state transition should occur. 
III. PRELIMINARY RESULTS
The proposed hybrid control approach is being implemented on an actual multicore-based embedded system. Our preliminary results, using the prototype implementation, show that the hybrid approach can achieve the desired QoS under highly variable multicore environments. Computer clouds are becoming a common platform in many general purpose application domains. However, due to inherent performance uncertainty within computer clouds, applications with real-time and high QoS constraints still operate on traditional computer systems.
As pointed out in [5] , one of the main challenges in supporting QoS-critical applications on computer clouds is the computer clouds' performance uncertainty. Phenomena such as VM launching overhead [12] , VM performance variation [11] and degradation [10] are documented in the literature and are considered as one of the main obstacles for extending computer cloud's application domain to QoS-critical operation areas.
The run-time differences between computer clouds and traditional computer systems have drawn increased attention from researchers. Cloud modeling tools [9] and different types of cloud performance models [4] are developed. The aims of the established models and modeling tools are to predict application level resource contentions and provide applications with statistical response time guarantees based on queuing theory [4] . However, resource level performance profiling and modeling in a cloud environment is an area that lacks of study, but the need for it is crucial in enabling computer clouds for long-running applications with real-time and QoS constraints.
In this work in progress, we present our ongoing work on modeling cloud performance variations. With the cloud performance model, accurate predictions on task execution times can be obtained hence prediction-based scheduling algorithm can be developed to enable real-time applications also benefit from the elastic computer clouds.
II. PRELIMINARY RESULT
From the data we have collected from the Fermi National Accelerator Laboratory (Fermilab) private cloud (FermiCloud [2] ) and a commercial public cloud (Amazon EC2 [1] ), we have observed two important phenomena: (1) virtual machine (VM) launching time (depicted in Fig. 1 ) and the computing power a VM provides during its operation have (Fig. 2 and Fig. 3 ), and (2) VM performance degrades over time even if there is no increase in application workload (Fig. 4) .
In particular, Fig. 1 depicts VM launching times measured over 227 VM launches on FermiCloud over a one-month period. Fig. 2 and 3 depict the measurements of VM computing power fluctuation over one month period after a VM is launched on FermiCloud and Amazon EC2, respectively. We refer to VM computing power fluctuation as VM performance variation. Fig. 4 shows the execution times of a benchmark application [3] over a three-month period on a FermiCloud VM. The experiment is designed in such a way that potential resource contentions at the VM or the VM's hosting physical machine (PM) levels are removed, i.e., the benchmark application is the only application running on the VM and the VM is the only VM instance hosted by its PM. The benchmark application starts every sixty seconds and terminates once it completes its execution. The application takes less than 260 seconds to complete on a newly launched VM, but takes more than 260 seconds most of the time three months later. We refer to the trend of VM slowing down as VM performance degradation.
By reviewing the data we collected on FermiCloud as depicted in Fig. 2 and the corresponding FermiCloud log files, it seems to indicate that the largest VM performance To understand the correlations between a VM's performance variation and the creation of new VMs on the same PM, we have first studied VM launching procedures and identified the variables that may impact the VM launching process.
A typical launching of a VM has two steps: (1) a VM image is copied from a database to a host PM, and (2) the VM is then booted from the PM. We first identify the factors that may impact both the VM image transferring and VM booting processes. Once these impact factors are identified, we conduct a large set of experiments on pre-production FermiCloud by varying these variables. With over one year data collection, data fitting, and model refining, we have built the VM launching CPU utilization overhead reference models for image transferring (U T (t)) and VM booting(U B (t)) [14] , [13] :
where T is the duration of the image transferring process. It is determined by image file size and the PM's disk write speed. Parameters g, a and γ are system specific constants for peak CPU utilization consumption during the VM booting process, the speed of reaching peak CPU utilization, and utilization decrease rate, respectively, m is the number of CPU cores on the PM, IO(t−1) represents the system's disk write utilization at time (t − 1), and t 0 = T − g/a.
III. ONGOING WORK
In extension to the preliminary reference models we have built for VM launching overhead, we need to further develop a VM performance variation reference model caused by resource contentions after VM creations.
Since a cloud system by its own nature is complex, many variables can cause system performance to change. Researchers have already noticed that VM performance variation is correlated to its workload and its running time [8] , [6] , [7] . The data we have collected from FermiCloud seems to indicate that a VM's performance is also impacted by the deployment of new VMs on the same PM. Identifying all the factors that may influence a VM's performance and its change is a challenging task, especially for a complex system where possible system configurations (from hardware to software configurations) can be large. Both an engineering investigation and trial and error are needed to narrow down the key factors.
On the other hand, VM performance degradation is a slow process. Sometimes, VM performance degradation starts to appear only after VM runs for months. Hence, how to quickly build a reference model for VM performance degradation is a challenging issue. The approach we are to use is to accelerate the VM degradation. We first need to identify factors that can speed up VM degradation. Once we can shorten the data collection interval, similar approaches developed in obtaining VM launching and performance variation models may be applied here by varying experiment settings.
IV. CONCLUSION
In this paper, we address the problem of cloud performance variation which is one of the main obstacles that prevents realtime applications with high QoS requirements be deployed on cloud. Rather than eliminating the cloud performance variation and degradation which are impractical, if not impossible. We try to study the patterns of cloud performance variation and develop a reference model for the cloud performance variation.
With the cloud performance model, accurate predictions on task execution times can be obtained, and hence predictionbased scheduling algorithm can be developed to deploy realtime applications on cloud.
Probably Right, Probably Abstract-Safety-critical real-time systems that operate in electromagnetically noisy environments must be designed to withstand electromagnetic interference. Typically, networked systems handle this issue by retransmitting corrupted messages and by replicating critical processes on independent hosts. However, there exists a fundamental tradeoff between the two techniques: to increase a system's resiliency to message retransmissions without violating any deadlines, a low bus load is favorable; whereas adding replicas requires more messages to be sent, which in turn increases the bus load. This paper presents our ongoing work on a probabilistic analysis that quantifies this tradeoff in CAN-based systems, which enables system designers to select an optimal number of replicas that maximizes the probability of a correct and timely operation of a distributed real-time system.
I. INTRODUCTION
Automotive embedded systems are surrounded by spark plugs and electric motors. Industrial embedded systems may be deployed in close vicinity to high-power machinery. Robots may need to operate in environments exposed to hard radiation. All of the above are examples of safety-critical real-time systems that are susceptible to electromagnetic interference (EMI) and must be designed to withstand its effects; including hangs, crashes, or incorrect outputs (node faults), and, in networked systems, also corrupted messages (transmission faults) [1, 4] .
Presently, networked systems tolerate transmission faults by retransmitting corrupted messages (e.g., CAN controllers automatically retransmit a message if any host connected to the bus reports a transmission fault). Node faults on the other hand are typically tolerated by replicating critical processes on independent nodes. In the context of real-time systems, however, both these techniques fundamentally conflict with each other.
While a low bus load is favorable to ensure that deadlines are not violated due to retransmissions (i.e., the more slack, the better), replication increases the bus load as more messages are sent (i.e., it reduces the available slack). Thus, beyond a certain point, adding replicas actually hinders a system's ability to meet all deadlines, and can ultimately decrease its overall reliability.
Our research aims to develop a probabilistic analysis that quantifies the fault-tolerance versus timeliness tradeoff in CANbased safety-critical real-time systems. The proposed analysis will enable system designers to select an optimal number of replicas that maximizes the probability of a correct and timely execution of a distributed real-time system. II. KEY IDEA AND CHALLENGES Key idea: We expect the probability of a correct execution to improve with replication due to better tolerance against node faults, but the probability of a timely execution to degrade with replication due to higher bus load, as illustrated in Figs. 1(a) and 1(b). With the proposed analysis, it is possible to determine the probability of a correct and timely execution for different replication factors (i.e., number of replicas per tasks), and hence, quantify the benefits of replicating any given task or compute the optimal replication factor (see Fig. 1 (c)).
P (correctness)
Replication Factor Replication factor denotes the number of independent replicas of critical tasks. The illustration shows that: (a) probability of correct execution improves with replication; (b) probability of timely execution degrades with replication; and (c) probability of correct and timely execution initially increases with replication due to better fault-tolerance, but then starts degrading with replication due to increasing bus load. The graphs are just a conceptual illustration, i.e., they do not represent actual probabilities or empirical results.
Challenges: Although Tindell et al. [5] and Broster et al. [2] have extensively investigated the problem of fault-aware timing analysis for the CAN message bus, a simultaneous analysis of both timeliness and correctness in a system with replicated tasks is significantly more involved. Below, we list some of the major challenges that we have identified in this work.
Assume two tasks A and B running on independent hosts networked via a CAN bus. A regularly sends message m a to B. Suppose that A is replicated in order to ensure that B's output is always based on a correct input from A, i.e., each replica of A, denoted by A i , sends a separate message m i a to B. Thus, B must implement an aggregation procedure to select/generate the correct input value. In addition, since the hosts may or may not have access to a synchronized clock, and since each message m i a may be generated either periodically or sporadically, the aggregation procedure needs to be implemented differently for each scenario (e.g., B cannot know the absolute deadline of each message m i a if the clocks are not synchronized). Another major challenge is to define a new analysis that establishes timeliness guarantees for a set of messages, e.g., how to compute the probability that a "sufficient" number of messages of a larger message set {m i a } i are transmitted "on time", where "on time" and "sufficient" may mean that at least a majority of messages reach before B executes its aggregation procedure. Jitter further complicates this exercise. There is also the problem of finding a replication-aware priority assignment that optimizes the safety of highly critical tasks (which are replicated), but without compromising the timeliness guarantees of tasks that are not replicated.
In the next section, we explain an initial probabilistic analysis for hosts with synchronized clocks and periodic messages. In particular, we elaborate on the technique to account for both node faults and transmission faults in the same analysis.
III. REPLICATION-AWARE PROBABILISTIC ANALYSIS
System model: We assume a CAN-based system consisting of r+1 tasks running on independent hosts, including r replicas of task A and a single instance of task B (as in Sec. II). Each Assuming that all the hosts have globally synchronized clocks, B implements the following aggregation protocol for the j th round of messages: at time d a,j , B collects all messages in {m i a,j } i that it has received until d a,j , selects the payload that is contained in the majority of these messages, and considers this payload as its input value for the j th round. In this initial work, we assume that B can distinguish between any two messages m i a,j and m i a,k transmitted by the same replica. Fault model: We consider three types of faults: omission faults (failing to send a message), commission faults (sending an incorrect message), and transmission faults (message corruptions on the bus). We assume that messages omitted by a replica A i do not interfere on the CAN bus, an observation that we exploit in the proposed analysis. We also assume that the host running B executes fault-free. However, we can do away with the latter assumption by replicating B and analyzing the multiple replicas of B individually.
Each fault type is associated with a probabilistic fault model. As assumed by Broster et al. [2] , we use a Poisson distribution to model the probability that n transmission faults occur in any time period of length t, i.e., P t (n, t). For the node faults, we use a simpler model that associates fixed probabilities P o and P c with an omission fault and a commission fault per message, respectively. For brevity, we assume the same fault probabilities across all hosts; the full analysis can be extended to incorporate host-specific probabilities. The analysis does not cover "babbling idiot" failures, as we rely on the bus guardian solution proposed earlier by Broster et al. [2] .
Analysis: Let P su (M j ) denote the probability of "success", i.e., the probability that for any message set M j = {m i a,j } 1≤i≤r , the input value inferred by the aggregation protocol at B is indeed correct. Intuitively, P su (M j ) is a combination of three factors: omission faults and commission faults at A, and retransmission delays on the bus. Thus, in order to compute P su (M j ), we use the following approach.
Step 1: Suppose that O j ⊆ M j denotes the set of messages omitted at A. Let the corresponding probability be denoted as P om (O j ). Since messages omitted at A do not interfere on the CAN bus, we analyze only the timeliness and correctness of messages in
Step 2: Given O j , we then consider |O j | cases, where case k implies that only k out of |O j | messages have response time less than or equal to D a . Let the corresponding probability of timeliness be denoted as P ti (O j , k).
Step 3: Finally, for each case k, i.e., among all the k messages transmitted on time, we consider all combinations of corrupted and correct messages and for each combination decide whether the value inferred by the aggregation protocol at B is correct or wrong. The corresponding probability of correctness is denoted as P co (O j , k). Using the aforementioned steps, P su (M j ) can be defined as
The individual probabilities in the definition of P su (M j ) are defined as follows. Pom(Oj) = P
since it directly depends on P o . For computing P ti (O j , k), we use P t (n, t) and assume that if x transmission faults occurs in the interval when messages in O j are transmitted, all messages are delayed by x retransmissions in the worst case. Due to space constraints, we omit a detailed timing analysis for this step, but . . , m 6 }, with periods T 1 = 5ms and T 2 . . . T 6 = 10ms. We assume that m 1 can be affected by an omission fault, a commission fault, or a transmission fault, whereas m 2 , . . . , m 6 are affected by transmission faults. Thus, only m 1 is replicated. Priorities are assigned using Davis and Burns's algorithm [3] , which assigns the highest priorities to m 1 and its replicas. The Poisson distribution for transmission faults assumes a mean fault rate (MFR) of 0.1 faults per ms. Results for m 2 -m 5 have been omitted to avoid clutter. The CAN bus schedule was simulated for 100,000 seconds and each message instance, i.e., each {m i,k } i,k , was counted as a separate event. The entire simulation procedure was repeated 640 times. note that the high-level approach is inspired by Broster et al.'s method [2] . For P co (O j , k), recall the aggregation protocol at B: if a majority of the k messages transmitted on or before d a,j are correct, then B infers the correct value as input. Thus, using P o and assuming that l denotes the number of messages with corruptions:
. Although the preceding definition pessimistically assumes that P co (O j , k) = 0 if k is even and l = k/2, a more fine-grained analysis of such ambiguous cases is planned. Next, we conclude with a brief discussion of initial experiments and future work.
IV. EXAMPLE AND FUTURE WORK
We simulated the transmission of a synthetic message set and compared the observed results with the analytical predictions (Fig. 2 ). For message m 1 , which was replicated, the probability of failure reduced upon increasing its replication factor; whereas for message m 6 , which was not replicated, a reverse trend was observed. The results corroborate the expected fault-tolerance versus timeliness tradeoff, and show that the analysis is accurate enough to predict similar trends. Another observation is that if the replicated task has a higher priority, the robust priority assignment algorithm [3] assigns high priorities to its replicas as well, compromising on the timeliness of the lower priority tasks.
In the future, we plan to develop a replication-aware priority assignment scheme for CAN bus messages. In addition, using the proposed analysis, we aim to answer questions such as: what is the optimal replication factor so that the probability of failure for each message is below a given threshold, how does a system's resiliency change when taken from lab conditions to harsher environments, etc. Currently, we are working on deriving aggregation procedures and analyses for hosts with asynchronous clocks and for sporadic messages. 
I. INTRODUCTION
This paper describes our preliminary work on fault tolerance in real-time resource partitions. Reliability is crucial to a realtime system. In the event of a fault, it is necessary, not only to resume operation and deliver correct results, but also ensure that these are done within specific deadlines. Much research is done on fault tolerance in real time systems to meet such requirements.
One specific area of research within real-time systems is hierarchical scheduling. This occurs in open systems, wherein physical resources time-share different virtual partitions [1] . With this approach, a resource-level scheduler assigns partitions, while a task-level scheduler works only with the tasks themselves. Our research focuses on the schedulability of partitions and making these systems fault-tolerant.
Fault tolerance can be done through on-line fault detection, checkpointing, and rollback recovery. Checkpoints save the current state of the process. They are distributed throughout the program, either periodically or explicitly by the programmer. If a fault occurs, the system can then rollback to these checkpoints and reexecute. In real-time systems, the biggest concern is its impact on execution time.
The rest of this paper is organized as follows. Section II will discuss concepts needed to understand our approach. Section III will present our fault tolerance approach. Section IV will explain the further research that still needs to be done.
II. ESTABLISHED CONCEPTS
A. Regularity-based Resource Partition Model
The Regularity-based Resource Partition Model [1] clearly follows scheduling separation. In this work, a real-time virtual resource operates at a fraction of the shared physical resources with a varying but bounded rate. A resource partition is a description of how to assign time intervals periodically on physical resources to a real-time virtual resource [2] .
Mok's algorithms were further improved with Li and Cheng's AAF-Multi [2] and Magic7-Pfair-Mixed Algorithm [3] . Before incorporating fault tolerance into this model, it is first necessary to review the concepts discussed in these papers.
Definition II.1. A resource partition is a tuple (S, p), where S = {s 1 , s 2 , . . . , s n : 0 ≤ s 1 < s 2 < . . . < s n < p} is the time-slice sequence, and p is the partition period. Definition II.4. The Supply Function S(t) of a partition is the total number of time-slices that is available in from time 0 to t.
Definition II.5. The Instant Regularity Ir(t) at time t on partition is given by S(t) − t · α( ).
Definition II.6. Letting a, b, k be non-negative integers, the supply regularity R s ( ) of partition is equal to the minimum value of k such that ∀a, b, |Ir(b) − Ir(a)| < k.
Definition II.7. Given a partition with availability factor α and supply regularity R s , the Adjusted Availability Factor AAF (α, R s ) is the total of the availability factors of partitions that are used to compose .
Li and Cheng [3] provide the following simple recursive algorithm to compute for AAF.
where L(α) = 1 2 n , where n = log 1 Theorem II.1. Given a sequence {(α i , k i ) : i = 1, 2, . . . , n} where α i is the availability factor and k i is the supply regularity of a partition i , these partitions are schedulable on a single resource if
B. Fault and Recovery Model
This research focuses on transient faults, which are temporal and subside quickly. They occur more frequently than permanent faults [4] . It is also assumed that a fault can be detected before the next checkpoint is created. Thus, if a fault occurs, rolling back to the previous checkpoint would be sufficient. The checkpoints may be stored in main memory rather than secondary storage, reducing overhead [5] .
Based on Feng's explanations [6] , tasks are only scheduled after the partition scheduling is done. Therefore, if checkpoints are scheduled to be performed before the tasks themselves start running, then deadlines should not be of concern. This becomes the responsibility of the task scheduler.
Since we are dealing with multiprocessors, it is also important to decide between coordinated and uncoordinated checkpointing. Coordinated checkpointing creates a global checkpoint with which the entire system may roll back to in case of a fault. On the other hand, uncoordinated checkpointing maintains different checkpoints for each processor (CPU), requiring tracking the interactions between the processors. The former consumes more energy, but the latter may lead to a domino effect. For this research, coordinated checkpointing is simpler and more feasible.
III. RESEARCH WORK
A. Uniformly Distributed Checkpoints
One option in checkpoint placement is to distribute them uniformly. In order to schedule these checkpoints with the resource partitions, we may think of the checkpoints as partitions themselves.
Definition III.1. Let p min = {min(p i ) : i = 1, 2, · · · , n} where p i is the period of partition i , and n is the number of partitions Given the periods of each resource partition, we know how often sets of deadlines will occur. We choose the minimum partition period to minimize the number of deadlines missed in case of a fault.
Definition III.2. Let c be the worst-case cost of checkpointing and self-test of partition i in terms of time-slices. Definition III.3. A checkpoint resource partition is denoted by ζ, where ζ is a tuple (S, p), where S = {p min+1 , p min+2 · · · , p min+c } and p = p min + c.
Following the definitions in the previous section, it can be easily be stated that in a checkpoint resource partition, |S| = c and α(ζ) = c p . All time-slices for this partition will only be from p min+1 onwards since the checkpoints will be placed at the end of partitions. Thus, the slope of S(t) may be separated into two values. First, if ∀t ≤ p min , then the slope of S(t) is 0, and if ∀t > p min , then the slope of S(t) is 1. Simple 
IV. FUTURE WORK
In this work, we have presented ideas on uniformly distributed checkpoints on a single resource. This is research that may still be extended. More work may be done on scheduling the checkpoints and testing to find the checkpoint execution time and rollback recovery time.
A Abstract-Priority-based Functional Reactive Programming (P-FRP) is a new variant of FRP to model reactive applications in real-time systems. In a P-FRP system, similar to a preemptive system, a higher-priority task can preempt a lower-priority one and make the latter abort. The lower-priority task will restart after the higher-priority tasks complete their execution. However, unlike the preemptive model, when a task aborts, all the changes made by the task are discarded. In previous studies, the value of Worst Case Execution Time (WCET) of each task is considered a priori. Besides, accurately determining the upper bound on the WCET requires considering memory latency, but this has been ignored in the previous work. In this work, we introduce a scratchpad memory-based platform to determine the WCET of tasks considering the memory cost of aborted tasks. We first compute WCET of a task in a P-FRP system, and then calculate the memory penalty caused by preemption. Preliminary experimental results using real-time tasks sets are also presented.
I. INTRODUCTION
Functional Reactive Programming (FRP) is a framework for constructing reactive applications. FRP was originally developed based on Haskell language [3] . FRP exploits many of the characteristics of high-level languages such as abstraction, maintainability, and comprehensibility. These characteristics have encouraged the academics to take advantage of FRP in real-time systems. However, Haskell does not provide real-time guarantees and so the same applies to FRP. [4] introduces a new variation of FRP called Priority-Based FRP (P-FRP). In this model, while keeping the semantics of the language, a priority is assigned to each event. P-FRP is quite different from preemptive and non-preemptive systems. When a higherpriority event preempts the lower-priority one, the latter will be aborted and all of its changes will be discarded (abort and restart). The aborted event requires to start the execution from the beginning and if uninterrupted all the changes should be atomically committed. By using the P-FRP model, analysis of the responsiveness of tasks executing on such systems, will be more comprehensible. A polynomial algorithm to calculate the upper bound on response time in P-FRP has been presented by Belwal et al [2] . Although response time evaluation is critical for real-time systems, the results will not be reliable unless 
II. WCET ON FUNCTIONAL REACTIVE SYSTEMS
We defined the term functional reactive systems as systems based on P-FRP. The behavior of tasks in such systems is quite similar to memory transactions. A task is either committed or discarded. Therefore P-FRP and functional reactive systems benefit from lack of task side effects, checkpointing, rollback cost, and provide type safety. In order to estimate the WCET of a task, we need to have prior knowledge of micro-architectural specifications of the system, on which, task is executing. Since functional reactive systems have not been fully implemented or even described, one needs to specify a certain platform for the system. The challenge is to develop a model for these systems, using the available micro-architectures to fit the properties of P-FRP. In this on-going work, we design and describe a platform applicable for P-FRP characteristics.
One crucial matter to consider for abort-and-restart model is that, after preemption of each task, all the changes made by the preempted task should be discarded. For this end, a task should not commit anything to memory while executing, instead it should update the changes to a temporary location or volatile registers. Besides, all the memory write operations need to be at the end of each task. If otherwise, the task can be preempted after the write operation and this will violate the P-FRP requirements. To address this problem, we use onchip Scratchpad Memory (SPM), to store the in-progress work, and then commit all the changes made by a task to off-chip memory. SPM benefits from predictable timing behavior and is a suitable fast on-chip memory for calculating the WCET. Despite Caches that are controlled by hardware, SPM can be managed in software level. SPM lets programs request for space allocation, loads their data from main memory, and commits the changes back to the memory. Although hardware management of cache makes it a desirable choice for general systems, it leads to unpredictable timing behavior. While using software manageable SPM provides predictable access memory latency which makes it a better alternative for real-time systems [8] .
III. SCRATCHPAD MEMORY IN P-FRP SYSTEMS
Since in our study, P-FRP systems are generally embedded real-time systems, and in such systems, lower-priority tasks may frequently get preempted by higher-priority ones, these tasks should be as small as possible for the system to have a minimal overhead. For this reason, we presumed that each task is small enough to fit into SPM. In SPM, read and write from/to main memory are handled by Direct Memory Access (DMA) to minimize the latency. If the task is already in SPM, then there is no need to read the code again. However, it is required to load the input data from SPM because the input data may have been changed by higher-priority tasks. However, if it is not located in SPM, using DMA, the task and its data should be read from memory. In addition, committing data to memory should be atomic to avoid side effects. Thus, DMA write operation is required to have the highest priority so it can commit to memory without any preemptions.
IV. SAFE UPPER-BOUND ON WCET
In order to calculate the upper-bound, we changed the current WCET solutions to adapt it to a P-FRP system. For implementing this system, we will take a task and hardware parameters as inputs and return the WCET as the final output. For this end, the upper bound on execution of each basic block is calculated. In the next stage by using Integer linear Programming (ILP), we find the WCET estimate of the program. We calculate the WCET of our P-FRP system based on the extension of ILP objective function introduced in Chronos, an open source static timing analyzer [6] . For this purpose, we have to propose some changes: (1) in our FRP system instead of cache we use SPM for the reasons discussed before. (2) each task is small enough to fit into the SPM when it starts its execution. The modifying ILP objective function will contain DMA's read latency which depends on the availability of the task in SPM, DMA's write latency, and sum of the execution times of all basic blocks in the task's code which depends on the results of branch predictions of previous basic blocks in the execution path.
V. PRELIMINARY RESULTS
We evaluate our approach by comparing the actual execution time of each task with our estimated WCET using the modified ILP objective function. In order to compute the actual WCET of each task, we use the SimpleScalar/PISA which is a computer architecture simulator developed by Todd M. Austin [1] . We use simplesim3.0e version using PISA instruction set. The memory latency and the cost of DMA operations caused by preemption, are also added to the simlescalar source code to adapt it to the P-FPR. We have selected 8 benchmarks from the SNU real-time benchmark set [7] to compare the values of simulation time and the estimated WCET. Table I indicates the comparison of simulation and WCET estimation of selected benchmarks (tasks). The data read from memory to SPM, and data committed back to memory in Bytes can be observed in Table I . In this work, we assume that SPM size is limited to only one task. Every time task τ arrives, its data and code should be loaded to SPM. To evaluate the accuracy of the estimated WCET, we define the term AccuracyRatio. AccuracyRatio, for each task τ is calculated as follows: As expected, the upper-bound on the WCET of each task should be greater than the actual execution time, resulting in an AccuracyRatio greater than 1. The average AccuracyRatio for the evaluated benchmarks is 1.23. The maximum AccuracyRatio is 1.59 and the minimum is almost 1. The reason for this close estimation is that loop bounds and user constraints used for the ILP objective function, are accurately selected. Although depending on the benchmark source code, determining accurate constraints could be time consuming.
VI. ONGOING WORK
In this work, we have assumed that SPM can only contain one task at a time; this leads to a pessimistic estimation of the WCET since if multiple tasks could fit into the SPM, there is no need to load the codes of tasks already available in SPM. We are currently working on a system with a larger SPM with the space capacity for multiple tasks. Availability of tasks in SPM can result in shorter memory read latency, and less pessimism, thus, a tight WCET upper bound. Furthermore, in the described model, it is assumed that a task is small enough to fit into SPM. Currently, we are scaling our implementation to support larger tasks. To address this issue, we are working on a dynamic code management on SPM to dynamically load part of task's code and data to memory [5] . We are also modifying the upper bound on response time algorithm presented by Belwal et al to adapt it for a variable task computation time and therefore to evaluate it considering memory penalty calculated in previous sections. Abstract-Mixed criticality systems promise significant reductions in weight, energy, and costs by consolidating safetycritical tasks with different certification requirements into one or a few systems. The ultimate goal is to preserve independently established guarantees at the individual certification levels while combining tasks and allowing them to share resources-most notably the CPU-within and across criticality levels. In this regard, mixed criticality scheduling can be seen as a mechanism for orchestrating the pessimism of assurance requirements and the resource overapproximation it entails. However, in our opinion, the scope of mixed criticality scheduling is much wider. We see opportunities to apply and reuse the frameworks and theory of mixed criticality in a much wider setting and for a variety of different application scenarios. In this work-in-progress report, we would like to share our vision of applying mixed criticality to orchestrate optimism and to control degradation in situations where developers had been too optimistic.
I. INTRODUCTION
In 2007, Vestal [1] introduced the notion of mixed or multicriticality to characterize systems, which consolidate tasks with varying degrees of execution time assurance. His groundbreaking insight was to arrange schedulability conditions such that if a more critical task fails to meet the requirements imposed on less critical tasks, it can still meet the requirements at higher levels, including its own, though possibly at the cost of violating the guarantees given to tasks that are less critical for the proper operation of the system. First, Vestal expressed these requirements only for worst-case execution times by requiring C i (l) ≤ C i (h) for any two criticality levels l < h where l, h ∈ L. Subsequent works [2] - [4] extended his approach also to minimal inter-release times
The assumptions are that the set of criticality levels L is small and that schedulability conveys hard real-time guarantees provided the rely condition at the respective criticality level is met. More precisely: Definition 1 (Schedulability). A task τ i is schedulable in the sense that all jobs τ i,j receive C i (l i ) time in between the release r i,j of this job and its deadline r i,j + D i (l i ), provided the rely condition holds that higher criticality jobs τ h,k (with l h > l i ) complete within C h (l i ) time and that they do not arrive more frequent than T h (l i ).
In this paper, we take the view that mixed-criticality is not only beneficial when orchestrating pessimism but also to express which threads to degrade in performance if optimistic assumptions about the system behavior cease to hold. We introduce our optimistic interpretation of mixed criticality (Sec. II), sketch early ideas how to parameterize optimism (Sec. III), and review application areas beyond the realm of safety-critical settings (Sec. IV).
II. TOWARDS AN OPTIMISTIC INTERPRETATION OF MIXED CRITICALITY
In the early days, priority expressed importance and a low prioritized thread was only considered for running after all higher prioritized threads completed or if they were blocked waiting for resources or other events. However, since the seminal work of Liu and Layland [5] , priorities stopped to assume this role and degraded to parameters, which originate from an admission test. The least important thread is not necessarily the one with a deadline in the most distant future or with the largest period.
As first realized by Graydon and Bate [6] , criticality may assume this role. When switching from a low-criticality mode to a higher-criticality mode, excess budgets are granted, which may violate the guarantees of low-criticality threads, dropping them to a lower priority or reducing their budget to the slack that remains in this higher-criticality schedule. We write τ i ≺ h τ j to denote that task τ i should be sacrificed before τ j if τ j requires the additional time provided by C j (h) and refine this relation to jobs τ i,m if more fine-grained degradation control is required 1 . Like with criticality levels, we drop all threads τ k with τ k ≺ h τ j in case τ j needs to tap into C j (h). There are a few immediate consequences: (i) the partial ordering of ≺ h makes degradation is more selective (a lowcriticality job τ l is not affected from a budget overrun of a higher criticality thread τ h unless τ l ≺ h τ h ); (ii) criticality levels may no longer be static but may follow some state or job dependent pattern; (iii) topological sort by successive removal of not dominated tasks re-establishes the classical criticality levels, which are a pessimistic bound of ≺; and, most notably, (iv) the vector of execution time estimates C i must no longer consist of estimates of the worst-case behavior but may include monotonically increasing sequences of estimates, optimistic and pessimistic ones.
Low criticality may represent best effort or soft real-time modes. Unlike classical approaches, where these tasks are often scheduled in the background or at low priority levels, mixed criticality allows integrating these tasks at the priority where their completion can best be guaranteed while still retaining the option of dropping them in case their resources are needed for more important jobs. Of course this assumes that the scheduling algorithm is capable of tolerating criticality inversion. High criticality on the other hand may remain for hard real-time, safety critical threads.
III. PARAMETERIZING OPTIMISM
Reusing the large body of mixed criticality reasoning and scheduling frameworks prevents us from deviating significantly from the standard taskset formalization. Hence, we assume as usual that tasks τ i (i ∈ [0, . . . n]) are represented as τ i = (l i , C i , T i , D i ) where C i is a vector of criticality dependent execution time estimations and T i and D i are similarly dependent periods and deadlines. However, unlike Vestal's model, we assume C i to be merely the budgets with no required connection to worst-case execution times, etc.
Decoupling budgets from WCET estimates allows us to consider quality and confidence and derive budgets from the execution time distribution in a more optimistic way. For example, given a quality Q(C i ) and a priority ordering, QAS [7] , [8] derives a budget to guarantee that the likelihood of completing τ i 's jobs before their deadlines is Q(C i ). Except for trivial cases, these budgets are well below the Q(C i )-quantiles of the execution time distribution. In the future, we plan to include confidence C(C i ) in the estimates in a similar fashion.
IV. APPLICATION AREAS
Opening up mixed-criticality scheduling for optimistic assumptions about resource usage widens the application areas of existing frameworks. Instead of relying on upper bounds of expected execution times, resource estimation and prediction can be employed. Such architectures enable optimistic scheduling close to the actual resource usage [9] , but due to the possibility of underestimations are currently unsuitable for hard real-time work. Combined with a mixed-criticality policing mechanism, such optimistic scheduling regimes can ensure that understimations never harm highly critical work.
Other use cases we envision, where mixed-criticality enables more optimistic resource allocation include fault-tolerant systems. There, the optimistic assumption is a fault-free run, but when a malfunction is detected, highly critical work is recovered preferentially. Hardware features like transactional memory, which improve average case, but not worst-case performance can also be utilized more effectively. Optimistically assuming transactions to complete allows us to reap their benefits without sacrificing the safety of critical work under the pessimistic assumptions that resources are contended.
V. RELATED WORK
Although, to the best knowledge of the authors, this is the first work to apply mixed-criticality scheduling to nonsafety critical setups, others have questioned its limited scope before. For example, Graydon and Bate [6] were first to realize that even in the context of safety-critical systems, not all notions of criticality meant the same thing. They propose to distinguish confidence, importance (i.e., the consequence of overrunning deadlines), service mode and mode of operation. Our interpretation exploits criticality levels to express importance. However, in the notion which task to degrade rather than just covering the consequence of deadline misses. Ekberg et al. [10] , [11] extends mixed-criticality scheduling with a limited number of criticality levels to arbitrary numbers of modes and organize switching between them with directed acyclic graphs. Burns [12] related mixed-criticality mode switching to more general modes.
VI. CONCLUSIONS
In this work, we have raised the question whether and how mixed-criticality systems can be transformed from orchestrating the pessimisim of differing assurance requirements in safety-critical systems to more optimistic approaches where C i is no longer an estimate of the worst case behavior. Like Graydon and Bate before, we have seen that separating confidence in an estimation from the effect of deadlines overruns allows us more fine-grained control when degrading tasks at low criticality levels. And although further research is required to pursue this direction, mixed criticality systems benefit from optimism.
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From TIMES to TIMES ++ S.M. Jakaria Abdullah * , Pontus Ekberg * , Nan Guan † , Martin Stigge * and Wang Yi * * Uppsala University, Sweden † Northeastern University, China Abstract-TIMES [1] is a tool suit for scheduling analysis of complex real-time systems with powerful features for modeling, but it suffers from state-space explosion problem inherent to automata-based models. The Digraph Real-Time (DRT) task model [2] is a strict generalization of earlier proposed graph-based real-time task models and is also one of the most expressive task models with tractable feasibility analysis. We are developing a new version of TIMES with the core input modeling language being replaced with DRT, the new analysis engine based on efficient algorithms for DRT models developed in a series of recent works [3] [4] [5] and additional features for system-level and component-level analysis.
I. BACKGROUND
Modern real-time systems are composed of non-trivial functionalities represented by complex tasks distributed across different components. Choosing appropriate abstractions for task functionality in analysis is a fundamental problem for real-time system designers. Using a simplified task model in component-level analysis forces system designer to abstract away important software details, like a local loop inside a task. On the contrary, use of sophisticated automata or graph-based task models can make both component and systemlevel analysis intractable due to the increased complexity of the representation. As a result, existing system analysis tools like MAST [6] and SymaTA/S [7] use less expressive task models in componentlevel analysis. This means precision of system-level analysis by these tools can be significantly reduced by less expressive component-level task abstractions.
TIMES [1] is a tool suit for schedulability analysis of complex realtime systems, in which task systems are modeled with task automata [8] and the analysis problems are solved using the UPPAAL model checker [9] . The TIMES modeling language based on task automata provides powerful expressiveness, but also limits the scalability of the analysis due to the state-space explosion problems. Recently Stigge et al. [2] showed that a graph-based task model called the Digraph Real-Time (DRT) task model is among the most expressive models with an exact pseudo-polynomial time feasibility test on preemptive uniprocessors. While DRT seems like an ideal replacement for task automata to make TIMES more scalable in component-level analysis, we want to extend TIMES for system-level analysis. Finitary RealTime Calculus (FRTC) [10] is a system-level analysis technique with pseudo-polynomial time complexity which together with DRT analysis on the component-level can make TIMES analysis both scalable and tighter. The goal of this paper is to present our ongoing work on development of a new version of TIMES tool, called TIMES ++ , utilizing DRT and FRTC techniques. First we present the modeling language of our tool and then we outline the features and architecture of the proposed software.
II. TIMES ++
A. Core Modeling Language
We use DRT tasks [2] as the core input language to describe the workload of a system. A DRT task set τ = {T1, . . . , TN } consists of N independent tasks. A task T is represented by a directed graph G(T ) with both vertex and edge labels. The vertices {v1, . . . , vn} of G(T ) represent the types of all the jobs that T can release and are labeled with ordered pairs e(vi), d(vi) of nonnegative integers, denoting worst-case execution-time demand e(vi) and relative deadline d(vi) of the corresponding job. The edges of G(T ) represent the order in which jobs generated by T are released. Each edge (u, v) is labeled with a positive integer p(u, v) denoting the minimum job inter-release separation time. A job sequence ρ = (J1, J2, . . .) is generated by T if there is a path π = (v1, v2, . . .) through G(T ) such that for each job Ji = (ri, ei, di) it holds that ri+1 ri + p(vi, vi+1), ei e(vi), and di = ri + d(vi) where ri, ei and di denote release time, worst-case execution time and absolute deadline of job Ji respectively.
B. Component-Level Analysis Features
DRT as a modeling language offers efficient algorithms for tractable analysis problems and also algorithms which can solve typical instances of intractable problems. For example, Feasibility analysis for DRT task systems on uniprocessors is of pseudopolynomial run-time complexity [2] . It is based on an iterative graph exploration procedure that uses a novel path abstraction technique. This complexity result is also valid on schedulability analysis using EDF. Static priority (SP) schedulability of DRT tasks is strongly coNP-hard [3] . However, an iterative refinement technique called Combinatorial Abstraction Refinement is shown to efficiently solve typical instances of the SP schedulability problem [4] . Exact response-time analysis of DRT tasks for SP and EDF schedulers is presented in [5] . It is also based on the combinatorial abstraction refinement framework to achieve exact results from initial overapproximations. 
C. Extension to System-Level Analysis
A system S consists of a finite number of components, S = C1, · · · , Cn . Each component is defined by a set of DRT tasks ( see Figure 1) . A component Ci receives a set of input signals E C i = {e
m } which can be generated by either dataflow or control flow events. DRT jobs corresponding to the specific input events will process the workload of the component and generate corresponding output event (control or dataflow) signals
r } depending on the context. We assume Ci will receieve processing resource R C i from a global server P . Depending on the input signals, different sequences of DRT jobs execute inside a component with different resource requirements. If P supplies resource in a fixed budget manner meeting the worst-case requirement of the component, then we need a mechanism to compute remaining unused resource out of the component ( see Figure 2 ). Alternatively, P can monitor arrival of input signals to a component to determine the required supply dynamically. Another option is to define component-wise modes based on patterns of input signal arrivals and their corresponding DRT jobs, then P only needs to monitor the mode to determine the required resource. Concrete procedures for this system level resource distribution mechanisms by P is part of our ongoing work. Fig. 2 . Hierarchical structure of system-level models dealt with TIMES ++ , where workload and resource supplies are represented by FRTC arrival curves and service curves respectively [10] .
A few relevant outstanding research challenges include:
• How to transform dataflow applications into DRT tasks?
• How to schedule DRT components in a multiprocessor platform?
• How to synchronize DRT components?
• How to synthesize real-time code from DRT components?
III. TOOL DESIGN OVERVIEW Our tool consists of two main parts, a Graphical User Interface (GUI) and an analysis engine. The modular architecture of the tool, depicted in Figure 3 , allows independent development of the components. Different tool components use XML to represent the system descriptions both internally and externally. The main components of this tool consist of:
Editor to graphically model a system and the abstract behaviour of its environment. Workload is modeled as set of DRT tasks, and different other real-time workload models have efficient transformation to a DRT task set. System resources are modeled with some abstraction of processing and communication capacities, such as FRTC service curves. The users can choose the setting of the design problem such as the scheduling policy.
Analysis Engine consists of four parts. The Abstraction module transforms the DRT workload models into abstract representations such as request bound functions (RBF) [4] which can be processed by the DRT analysis algorithms. The Analysis module is the core of the engine, which encapsualtes the DRT analysis algorithms for the specific design problem which are tractable. For intractable problems, the Refinement module uses the refinment framework [4] to iteratively obtain tighter and tighter analysis results from over-approximations. Finally, the FRTC module uses results from component-level analysis to determine system-level properties.
Simulator to visualize the system behavior as Gant charts and message sequence charts. The simulator can be used to randomly generate possible execution traces, or alternatively the user can control the execution by selecting the transitions to be taken. The simulator can also be used to visualize error traces produced in the analysis phase.
Analyzer to check various component-level and system-level properties of the system model including feasibility, scheduability, worstcase response time (WCRT), end-to-end delay and buffer requirement.
IV. CONCLUSIONS
Currently we are developing the GUI part of the tool and extending the existing analysis engine. Some interesting developments include DRT analysis with task synchronization and buffer capacity analysis for the analysis engine. We are also working on connecting DRT analysis with FRTC [11].
INTRODUCTION
There is a deep gap between systems engineers and software engineers in the way they analyze, understand, organize and allocate requirements. In developing a complex system, it often takes time for requirements to reach the various software components, leaving software engineers to base their work on a pile of guesswork disguised as "experience". This paper describes a novel, systematic flow down process to bridge this gap, by seamlessly deriving software requirements from system requirements using a model based approach. For simplicity, the process will be illustrated using the Automatic Teller Machine (ATM) example used across the world for Embedded Systems courses [1] .
REQUIREMENTS ENGINEERING PROCESS
The standard process views the systems as a hierarchical arrangement of nodes where each node represents:
• A set of stakeholder requirements for the node • A conceptual model of the node • A set of derived system requirements for the node • Several sets of requirements, each allocated to a conceptual subsystem of the node (Output to the next level)
This method is particularly suitable for embedded Real Time systems where the requirements engineering process is repeated recursively at each node illustrated in Figure 1 .
Deriving System Requirements
System Requirements express in solution-space terms what Stakeholder Requirements express in problem-space terms. Although in some cases derivation may be trivial, other cases require a precise engineering analysis in order to come up with a set equivalent to the original Stakeholder Requirement.
Kicking off Subsystems
Each subsystem resulting from system decomposition becomes the focus of working on a sub-node. The starting point for a subnode consists of the following:
• The subsystem as a Black box, its input flows and output flows, and its environmental systems.
•
The aggregate of all capabilities assigned to the subsystem by all dynamic processes it participates in.
• The set of requirements, both functional and non-functional like RT performance and time constraints, allocated to the subsystem and its functions.
The set of events and conditions governing the invocation of the subsystem capabilities by all processes it participates in. 
The Software Requirements Model
The Software Requirements model is a set of information containing everything a software engineer needs to know in order to proceed to the Analysis and Design activities. The interesting point illustrated in the this section is that established model based software requirements methods reveals, at best, a gap of terminology and methodology with systems requirements modeling. In the worst case, software requirements models seem to start as an exploratory activity performed by the software engineers relying on written textual requirements or verbally communicated requirements from system engineers without relying on any developed system model [6] .
The Software Requirements model consists of the following views:
• The Use-Case view 
FROM SYSTEM TO SOFTWARE REQUIREMENTS
This section presents the central subject of the paper: A systematic process for seamless flow between the system requirements model and its SW requirements model, as noted above. To achieve this, we propose the following steps:
Software Item Identification
Define as a software item only a (software) child node of some (system) parent node. For example, let us look at the Communicator Software Item of the ATM.
Use-Case Identification
Examine each Process of the ATM in which the software item Communicator participates. Example: The Withdrawing Cash process involving many HW and SW components shown in Fig.  1 , alongside with the Communicator SW. Within this process:
1. Identify capabilities required of the software item 2. Model each required system capability satisfied by the Communicator as a Use-Case of this software item 3. Identify other SW and HW items of the parent node interacting with each Use Case of the Communicator 4. Model each such entity as an Actor 5. Model the interaction of the Actor with the Use-Case as either "Initiating" (arrow points to Use-Case) or "Participating" (Arrow points to Actor). 6. Allocate timing (RT) and other performance requirements to the Use-Case An example of the resulting Use-Case diagram for the Communicator Software Item is shown in Figure 2 . Note that the ATM Controller is the initiator of both Use-Cases.
Interface Identification
From the same ATM Process Withdraw Cash:
1. Identify flows into and from each capability 2. Add data items specified by each flow to the Interface Diagram View of the software item Figure 3) . Note that the full Communicator Interface View is comprised of several such Interface Diagrams.
Use-Case Investigation
For each identified Use-Case, investigate in collaboration with the system engineer and document the following in the Full Description of the Use-Case [3] 1. Any pre-conditions pertaining to the Use-Case 2. Any post-conditions required of the Use-Case 3. The nominal, exception and alternative interactions 4. Any additional requirements the Use-Case must satisfy 
Supplementary Requirements
Examine the set of requirements allocated to the software item.
1. Use any functional or performance requirement to refine a Full Use-Case Description. 2. Enhance the set of Supplementary Requirements with time reserves to satisfy the RT requirements for each Use-Case
Software Requirements Traceability
Treat each of the following Use-Case parts as a single software requirement and trace it to the requirements allocated to the SW item.
• The entire main success flow
The set of post-conditions
CONCLUSIONS
In this paper we presented a systematic process for seamless flow between the system requirements and the software requirements model of a CPS. We have shown how to bridge the seemingly incompatible functional system model and UML object oriented software model which are most commonly practiced, and appealing to each of the two communities. Moreover, the method also deals with the systematic flow down of no functional requirements, often disregarded by MBRE methods. Further research has been initiated on a quantitative assessment of the requirements engineering process presents as used in these real life projects including the number of stakeholders requirements (generally in the high hundreds to low thousands); model size, team sizes and development time and effort with comparative studies to previous processes. The results are expected to be submitted to the 2016 conference. [1] Abstract-The arrival of modern and more complex processors (e.g., use of caches, multi-and many-core processors) increases the timing variability of tasks, i.e., the worst case execution time (WCET) is becoming significantly larger, while the probability of appearance of a worst case execution time is extremely low. Approaches taking into account this probability are based on the definition of the probabilistic worst case execution time of a task as a probabilistic bound on all execution time scenarios. Existing measurement-based approaches consider the execution of the tasks in isolation and our contribution provides hints for accounting OS costs.
REFERENCES
I. INTRODUCTION AND RELATED WORK
During the last twenty years different solutions have been proposed to time critical system designers through a pessimistic estimation of performances of the processors (thus increased costs) while using average time behavior processors. For instance DARPA estimates that in 2050 the construction of an airplane with current solutions will require the entire defense budget of USA [1] .
The arrival of modern and more complex processors (e.g., use of caches, multi-and many-core processors) increases the timing variability of tasks, i.e., the absolute worst case execution time is becoming significantly larger, while the probability of appearance of a worst case execution time is extremely low [4] . Approaches taking into account this probability have been proposed either by measurement-based reasoning [8] [9] [13] [6] or static reasoning [2] [3] . The preemption costs are studied in presence of randomized caches [7] or simple processors [12] . Another stream of work considers that the worst case execution time of a task obtained in isolation is not becoming larger in the presence of the operating system (OSs) [10] . Such operating system is called compositional. In our work we are interested in studying the estimation of WCET of a task for an OS that is not compositional.
Our contribution Our paper concerns the probabilistic estimation of the WCET for non-compositional OSs. We consider the case of independent tasks scheduled using an off-line scheduler on one processor. We use measurementbased approaches for the estimation of the WCET to guarantee an approach that is scalable on more complex processors. This paper presents the first measurement-based approach considering OS costs.
II. PROBABILISTIC WORST CASE EXECUTION TIME (PWCET)
Definition 1. The probabilistic execution time (pET) of the job of a task describes the probability that the execution time of the job is equal to a given value.
For instance the j th job of a task τ i may have a pET (2) = 0.7, then the execution time of the j th job of τ i has a probability of 0.7 to be equal to 2.
The definition of the probabilistic worst-case execution time (pWCET) of a task is based on the relation between two probability distributions, provided in Definition 2.
Definition 2.
[11] Let X and Y be two random variables. We say that X is worse than Y if F X (x) ≤ F Y (x), ∀x, and denote it by X Y. Here F X is the cumulative distribution function of X .
In Figure 1 F X1 (x) never goes below F X2 (x), meaning that X 2 X 1 . Note that X 2 and X 3 are not comparable. Graphically this means that the CDF of C i stays under the CDF of C j i , ∀j. Thus the probabilistic worst case execution time is upper bounding all probabilistic execution times of a task.
III. MEASUREMENT-BASED OF THE PWCET OF A TASK
A measurement-based approach for estimating the pWCET of a task has two main parts: (i) collecting the execution time traces of the task; and (ii) estimation the pWCET based on the set of execution time traces obtained during the first step.
The second step is mainly today done by using the Extreme Value Theory [8] [9] [13] [6] . This theory provides a pWCET estimation from a set of tasks by fitting the data to the closest Gumbel probability distribution. The Gumbel probability distribution is a particular case of the Generalised Extreme Value distribution which has the following cumulative distribution function:
This distribution is defined by three parameters: shape (ξ), scale (σ) and location (µ). If the shape parameter ξ = 0 then F ξ is a Gumbel distribution.
Existing work considers the execution time traces obtained in isolation. Our contribution is obtaining the execution time traces while different instances of the task are executed in presence of an OS, whose preemption cost is accounted. For this purpose we propose a methodology for answering the first step (i) of a measurement-bases approach.
IV. ESTIMATION OF PWCET WHILE ACCOUNTING OS COSTS
This paper is an initial step forward solving the more general problem consisting in estimating the WCET of a task while OS costs are accounted. We consider here the same framework as the one defined in [12] (see page 720, Section VIII). The tasks are executed on the same processor. The scheduler policy is defined with respect to an off-line static table.
During the execution of the tasks, we consider two cases: (a) the preemption costs are contained within the WCET estimation as an exact absolute worst case value and (b) the preemption cost is not approximated within the WCET and we measure its possible different values.
For our simulations we consider the interval defined by (0, S i + P ), where
where P is the lcm of all periods and O i is the offset of task τ i [5] .
The steps of our collection of execution times traces is done within the following steps:
The task is executed in isolation on the processor and a pWCET estimate is obtained using a method similar to [6] .
STEP 2 The absolute worst case preemption cost is calculated as the maximum number of preemptions from all higher priority tasks.
STEP 3 The system is executed on the processor within the feasibility interval (0, S n + P ), where n is the number of tasks.
We obtain two pWCET estimates: one solving problem (a) and a second solving a problem (b). The two estimates may be compared using a function like
. This allows to calculate the pessimism of absolute worst case preemption costs with respect to the more finer approach that takes into account the variation of preemption costs during the execution.
V. CONCLUSION
We provide in this short paper a description of our solution for taking into account OS costs in WCET estimation of a task, without a good knowledge of the internal structure of the processor. Thus our method has the advantage of being scalable to more complex processor. We are currently obtaining the first numerical results after implementing a basic off-line static 
MOTIVATION
The exact-test algorithm for checking the schedulability of a task set achieves its precision by a time-consuming recurrence process. To overcome this computation complexity, sufficientschedulability-test algorithms approximate tasks' utilization or response time via linear or polynomial bound. This paper introduces an approach to either improve the effectiveness of these sufficient tests or the efficiency of the exact test.
HYBRID ALGORITHM
Based on the work of Fisher and Baruah [1] and Nguyen et al [5] , we derive a response time upper bound for fixedpriority real-time tasks more efficiently using the new Hybrid Algorithm with the following key steps. Assume each task is characterized by a series of parameters: its worst-case computation time (C i ), relative deadline (D i ), and period (T i ).
A. Dividing the tasks of higher priority: each iteration divides these tasks into two subsets H and L. If (k-1)*T j >= Prep, task G j goes to subset L; otherwise, task G j goes to subset H, where k is predefined precision parameter (a positive integer), and T j and Prep are respectively the period of the task of higher priority and the response time derived in the previous iteration.
B. Calculating the interference time: subset H is consuming time according to its tasks' utilization. The extra upper bound parts C j *(1-U j ) is also computed for these tasks, where U j is task T j 's. The rest of the time remains for subset L and current task. The tasks of higher priority in subset L will employ a ceiling operation to calculate the interference time.
C. Finding the next response time: the worst-case response time formula is modified as follows: (1) Actually, it is same as formula (2) given in [4] . 
RELATED RESEARCH
The model for the exact response time test is defined as
The [3] reduced the overhead of algorithm of the Exact Response Time algorithm by increasing response time. The main idea is elucidated as follows: the tasks of higher priorities are further split into two subsets according to a varying threshold value in each iteration. One subset called H consists of the tasks with higher priorities. This group of tasks consumes time proportional to their utilization, leaving time for lower priority subset called L and current task T i .
Fisher and Baruah [1] have developed a polynomial-time approximation scheme for schedulability analysis in static priority systems. Then Fisher et al [2] consider jitter and assume the all the task parameters are integers, extending this formula, which has a tighter upper bound and improves the approximation function. As a result, the upper bound parts are changed into (t+T-1)*U. Nguyen et al [5] improve this by 
assuming that all parameters are not necessarily integer and a tighter bound can be derived. The upper bound is (t+T-C)*U.
ILLUSTRATION OF THE HYBRID ALGORITHM
Consider this example. Given a task set S= {S 1 = (C 1 =2, T 1 =4}, S 2 = {C 2 =1, T 2 =5}, S 3 = {C 3 =3.3, T 3 =15}}, the schedulability of S 3 is evaluated by the hybrid method. Suppose that both S 1 and S 2 are schedulable and for a precision parameter k, we set k as 2 and 10, respectively. We set C 3 =3.3 as the initial response time for S 1 because r =3.3 is less than (2-1)*4. The computation of interference time from S 1 uses the ceiling operation. For S 2 , due the same reason, r =3.3 is less than (2-1)*5 so that it also uses the ceiling operation to calculate the interference time. Therefore, the next response time R next =3.3+2+1=6.3. S 3 becomes schedulable when k is equal to 10 rather than 2. Meanwhile, the number of the iterations also increases from 2 to 6. Consequently, as k increases, the precision of the Hybrid Algorithm improves but incurs more time overhead. As a result, the number of tasks "mistakenly" classified as unschedulable due to the lower precision could be redressed as schedulable as the precision parameter k increases. As R 3 =14.3 is less than both (k-1)*T 1 and (k-1)*T 2 , the test actually has become the exact test for S 3 with k=10.
EMPIRICAL EVALUATION
This experiment investigates the effectiveness of the approach. The overall utilization varies for task sets from 0.65 to 1 in increments of 0.05, and the precision parameter k changes from 1 to 10. The other parameters use default values: N=24, M=3, D i =T i , B i =J i =0, 1000 task sets are generated to calculate the percentage of task sets that are schedulable for each utilization level. As shown in Figure 1 , as the precision parameter k increases, the percentage of schedulable task sets increases and converges to the exact test. Fewer number of higher-priority tasks are consuming time according to the utilization so that the response time relatively increases. Consequently, the schedulability relatively improves if other parameters remain the same. In addition, the curves are getting closer together as the response time increases more slowly, with the result that the response time gap between different k's for each task becomes smaller as k increases.
Essentially, the Hybrid algorithm is a sufficient schedulability analysis approach. Therefore, it is necessary to compare its effectiveness with other sufficient algorithms. Figure 2 indicates that the Hybrid algorithm is not only more effective than other sufficient algorithms, but it also becomes accurate as k increases. Additionally, the Hybrid Algorithm also dominates the "Response Time Upper Bound" algorithm. The majority of the task sets are schedulable at 95% of utilization or below according to the exact test. By comparison, using the Hybrid Algorithm (k=5 and k=10), the majority of the task sets are also deemed schedulable at 95% utilization or below. For the Response Time Upper Bound, most of the tasks are deemed schedulable at 90% utilization or below. It is worth noting that the Hybrid algorithm actually becomes the Response Time Upper Bound Algorithm when k is set to 1. As shown in Figure 1 , the curve for the Hybrid Algorithm with k equal to 1 overlaps with the curve for the Response Time Upper Bound. This experiment shows that the Hybrid Algorithm is a precision tunable and effective schedulability analysis algorithm. Our ongoing work performs more analysis and experiments, and the results will be reported in a full paper. Abstract-Composable Conveyors expose fundamental new problems that must be addressed as the nation transforms its advanced manufacturing infrastructure. Unanticipated fluctuations in workloads caused by the increasingly open and interconnected advanced manufacturing systems makes it significantly challenging to appropriately configure and adapt the operating parameters of conveyor systems that are deployed at individual plants such that reliability and desired quality-of-service (QoS) requirements are met. Moreover, these must not be tightly coupled to a single layout but work seamlessly after the conveyor layouts change. To address such challenges, this paper describes different controller design strategies and compares each approach against a baseline system without any controller.
Index Terms-Composable conveyors, controller design
I. INTRODUCTION
Material handling and packaging systems are excellent examples of widely-used engineered systems that embody many characteristics of cyber physical systems (CPS). Such systems have applications in warehouses, manufacturing plants, package sorting facilities (e.g., FedEx and UPS), and even in frontline logistics for military deployments. Composable conveyor systems (CCS) provide composable and reconfigurability in the layout of an assembly or material handling plant that makes them attractive in application scenarios because they can adapt to changing process and environmental demandsan emerging need for advanced manufacturing systems that aspire seamless interconnection across the supply chain and the plant floor [1] .
CCS, like other automation systems, are becoming increasingly open and more connected to the supply chain. Workloads in the system can fluctuate substantially; e.g., holiday season may experience dramatic increase in packages that must be sorted and shipped to their destinations. In such situations, statically-defined preset speeds for the entities of the CCS may not be sufficient to effectively operate the system. Similarly, unforeseen disruptions in the supply chain can make any fixed schedule ineffective. Plant operators are thus faced with the task of addressing at least two key challenges.
• First, they must be able to dynamically adapt the operation of their plant to maximize the throughput and minimize energy consumption while adapting to the unanicipated workload fluctuations.
• Second, these dynamic adaptation capabilities must remain available when the conveyor topology or layout of the plant floor undergoes change due to business specific and other logistical reasons. Our prior work for CCS has explored the use of model driven engineering tools to reason about different properties of CCS conveyor layouts prior to their actual deployment [2] . More recently we adapted the classical priority inheritance protocol to resolve priority inversions in CCS [3] . None of these efforts investigated the use of model predictive control. On the other hand, we have designed a model-predictive, twolevel controller for the adaptive performance management of computing systems, however, this solution was applied to a purely cyber-only system [4] . In the current work we focus on cyber physical systems and account for both the physical dynamics and the cyber interactions of these sysetms. To that end we are exploring three alternative model predictive approaches to controller design for CCS. The rest of this paper provides the status of our ongoing work.
II. ALTERNATE DESIGNS OF MODEL PREDICTIVE CONTROLLERS FOR CCS
A. Controller Design
System Model: The composable conveyor systems (CCS) we consider for our research comprises multiple instances of two kinds of units, namely, Segment and Turn. A Segment has a belt whose speed and direction can be controlled. A Turn is a reconfigurable merger/splitter unit that can be juxtaposed with upto four Segment instances. These conveyor systems can be controlled by regulating the speed of the belt on the individual Segment units. The load in the system, i.e., the number of packages handled by different units in the system can be regulated by dynamically routing the packages over different end-to-end paths in the system. Configuring and synchronizing the speeds of the Segments is unlikely to be scalable if the decisions are made in a central location. The speeds must also be adjusted in response to variabilities in the arrival rates of the packages at the different inputs to the system.
Our current work focuses on addressing the first challenge, i.e., predict unforeseen workload and autonomically configure the minimum belt speed needed for energy conservation and maintaining the maximum throughput. In our design, we allow six speed levels for the belts: two levels for low, two for medium, and two for high. For our ongoing work, the conveyor topology is fixed. Figure 1 and the logistics are predefined. I1 and I2 denote input bins, S1,S2, . . . , S8 represent segment belts; T1, . . . , T4 are switch turns; and O1 and O2 are output bins. Two flows are fixed for the incoming workloads according to the arrow directions shown in Figure 1 We use an ARIMA model to make the estimation and adjust the parameter based on the patterns of arrival. The local controller is a limited look-ahead controller (LLC). We also define a cost function to measure the QoS. This function takes into account the cost of the control inputs themselves and their change. It is also possible to consider transient costs as part of the operating requirements, expressing the fact that certain trajectories towards the desired state are preferred over others in terms of their cost or utility to the system.
In short, the LLC controller predicts for the next time step the package arrival rate, traverse all 6 possible speed values (in two-level controller, it has a difference that is explained later), and calculate cost function, and finally choose the speed which can make the next cost function minimum and achieve energy saving. Energy consumption is directly related to belt speed. The following four strategies are designed:
(1) No controller (NC): The systems units (conveyor belts) have fixed speed. The system uses maximum speed to make sure no package is dropped.
(2) Totally decentralized controllers (TD): Each unit has a local LLC controller and predicts arrival rates independently of each other. This approach is easy to extend but lacks precision and incurs unstability with large variability in arrival rate.
(3) Partially decentralized controllers (PD): Each unit has a local LLC controller but it predicts the arrival rate taking into account the speed of the preceding unit. This is more accurate than the previous approach but requires additional communication.
(4) Two-level global controller (GC): This approach is based on a completely decentralized controller design, where the individual controllers at the first level make short-term predictions of workloads. These controllers are in turn managed by a second level controller that makes longer-term forecasts of expected workloads and fine tunes the performance of the system. The global controller decides for the next 60 time units the speed level so that the system can only traverse limited times of speed level. The two level controller can reduce the space complexity from O(n 2 ) → O(n).
B. Preliminary Results
We present preliminary results of simulation experiments we performed. To compare the strategies, we apply the same topology and the same package arrival rate at the input bins.
Prediction evaluation: Figure 2 presents prediction behavior of a segment S1 in our topology using a ARIMA model. The green line is estimation error, and the average estimation accuracy rate is 88.13%. If the package workload changes dramatically, we observe larger error differences because incoming package arriving rate is sharply different from previous workload. The demand for extra functionality in modern applications is a never ending trend. The hardware vendors are actively improving the design of processors to accommodate these complex applications. The increase in clock speed to enhance the performance of the processor has hit its limits. This is driven by the fact that the performance per watt became costly at high frequencies. Hence, Moore's law is no longer sustained with increasing frequencies but with additional cores [1] . Therefore, in the last decade, the semiconductor industry has experienced a paradigm shift from single processor design to multicore processors (MCP). Cores in MCP share many resources like caches, main memory, I/O devices and interconnects. This sharing, which does not exist in single core processors, makes the temporal behavior of MCPs rather complex and highly unpredictable as these platforms are designed to improve the average-case performance. Consequently, their use in safetycritical applications such as avionics domain is extremely challenging. The certification authorities are very skeptical in the use of MCP platforms in avionics applications.
In May 2014, the North and South American aviation authorities together with their European and Asian counterparts, more specifically the "Certifications Authorities Software Team (CAST)" published a position paper CAST-32 [2] where they express their concerns w.r.t. the use of two-core processors in the implementation of safety-critical avionics systems. Therein, they identify different sources of non-determinism in modern MCPs and suggest guidelines to overcome them.
In order to secure the certifiability of MCPs for avionics, we believe there are three different ways to handle these sources of non-determinism: 1) developing a predictable MCP hardware; 2) providing an extra hardware support to existing MCPs with FPGA(s) (field programmable gate arrays) to circumvent non-deterministic paths and 3) propose softwarebased mechanisms to mitigate the effect of non-determinism in current MCPs. Although there is a strong industrial drive towards developing hardware-based solutions to the problem, we also firmly believe on the merits of software-based mechanisms being used to mitigate the non-determinism arising from resource sharing in currently available MCPs. Therefore in this paper we focus on some of those software-based mechanisms. In particular, we are exploring timing models that would: (i) accurately incorporate the cache related preemption and migration delays (CRPMD), (ii) mitigate the non-deterministic effect of interconnects, and (iii) consider the interference caused by I/O subsystem on memory, interconnect and caches.
I. CRPMD
Assuming a preemptive and migrative scheduler and MCPs, a premier source of unpredictability stems from sharing caches. This results in an increase in the WCETs of the tasks, unfortunately. We plan to circumvent this issue as follows. First, we strongly believe that by reasoning about the subset of potentially conflicting cache blocks for every pair of preempting/preempted tasks, and bounding the number of preemptions and migrations suffered by each task, we can derive tighter bounds on the WCET for every given scheduling policy. Hence, we opt for such a fully analytical approach for CRPMD estimation [3] - [5] . We will consider two different scheduling approaches: NPSF [6] and C=D [7] . These schedulers are chosen for their ability to achieve high utilization bounds. Upon deriving sound analysis, tweaks to the scheduling algorithms will be needed so that they perform well. One idea to hybridize them is to allow some tasks to migrate only at the job boundary to mitigate the number of migrations. This approach has two advantages: (1) It simplifies the analysis on the one hand and (2) reduces the pessimism on the other. Another idea with potential involves identifying opportunities for deviation from the standard policy at runtime, when it would be safe and provable to reduce CRPMD overheads. Delaying some preemptions/migrations or swapping the task execution order are some ideas in that direction. Finally, on a more practical front, we plan to implement all of this in a real system. Although it is not an architecture for safety critical systems, we plan to target x86Linux for two reasons: to leverage our existing native implementations based on NPSF and C=D and also as a proof of concept. If these techniques work for x86Linux multiprocessors, then we can be confident that the same will apply to predictable platforms.
II. INTERCONNECTS
In MCP system-on-chip, the interconnect is a key component. Its timing behavior impacts virtually any operation at the architectural level. Some efforts have been devoted to derive a timing model for this component in the avionics domain. However, most of the available techniques are based on assumptions which are not met in modern MCPs. Our goal is to develop a model of the CoreNet as used in Freescale's P4080 for example, and more recently, in its P5020 multicores. A risk that can prevent us from reaching this objective may be the non-disclosure of essential information by Freescale [8] . However, we were told by sources in Airbus [9] that Freescale has recently been more forthcoming in providing implementation details. Hence, we expect to have access to the necessary information. As a fall-back plan, we will analyze a wormhole Network-on-Chip (NoC) using virtual channels. NoC is the de facto technology that is meant to become mainstream in future multi/manycore processor chips, because it has been proven through extensive experiments over the last years that any bus topology performs poorly when the number of cores exceeds 8 [10] . Thus any bus-based technology is not a scalable solution. Independently of the interconnect used, we plan to validate the model developed experimentally. To this end, we will use embedded systems benchmarks that are known to be representative of the kinds of applications in avionics [11] . In addition, we will try to obtain from Airbus and Embraer [12] a characterization of novel avionics applications. The novelty of the contribution in this section will be to shift and put the focus on the practicality of the solution proposed. This will inherently make our work different from most works in the state of the art as we will give more importance to the simplicity, practicality, and safety of the solution rather than its efficiency.
III. I/O SUBSYSTEM
Most safety-critical applications in avionics require the I/O devices to interact with the environment on one front and perform some functions on the other. Among aforementioned resources, I/O devices are also shared among cores on MCPs. The generated traffic from different shared resources (cache, memory, I/O, core) may interfere with each other. For example, CoreNet Coherency Fabric in Freescale P4080 platform connects cores with last-level cache, memory and I/O devices. One of the major issues in such MCP platforms is to develop timing models to tackle the effect of traffic generated from all shared resources. We intend to explore different aspects of the I/O subsystem interference on various shared resources. More precisely, we will address the following two issues. a) I/O and traffic generated from cores: Most of the peripherals are based on buffered data. In this case, the requests received over a period of time are buffered before initiating the direct memory access (DMA) transfer from the peripheral to the main memory. In this context, a request may not suffer the same delay as the previous one. On the other hand, every core requests to fetch data from the main memory on a cache miss. The size of the requests is usually few bytes (e.g., cache line size, typically 64bytes), so hardware prefetchers sometimes may combine requests for multiple cache lines. However, the size of the request is still small (perhaps two or three cache lines) when compared to a DMA transfer. On top of this, speed of the core is too high when compared to the main memory. Hence, the pipeline is likely to stall when a core retrieves a cache line from main memory. So, the delay suffered by the requests made by a core is cumulative (each request delays the next one), while it is not necessarily the case for peripherals (if there is enough buffer). This should fundamentally change the way the analysis is performed. By considering the difference between buffered and non-buffered traffic, we can achieve better bound in the timing analysis.
b) I/O devices and caches: I/O devices also affect the cache traffic in several ways. For instance, some of the MCP platforms (such as Freescale P4080) allow the DMA units in the peripherals to write directly to cache instead of transferring data to main memory. On one side, this feature (called cache stashing) allows cores to directly read the data from the cache instead of generating any memory requests and loading the contents in the cache. On the other side, this mechanism complicates the cache analysis as designer needs information about the instructions of such transfers. There is a need to develop the timing analysis to cope with this issue by providing a mechanism to differentiate between the DMA transfer bounded to memory or cache. There is a possibility in some MCP platforms to configure some memory as either cache or scratchpad. I think that using scratchpad for allocating I/O data (which has to be managed through a driver, so we have some direct control over buffers and addresses) could be a good way to avoid some of the aforementioned problems (interference, coherency, etc.).
