ABSTRACT Regenerating codes (RGCs) have recently been proposed to reduce the repair traffic of (n, k) erasure-coded distributed storage systems. Moreover, RGCs can also be used in a scalable distributed storage scenario where n is increased (decreased) to upgrade (degrade) redundancy while maintaining the maximum distance separable property of erasure codes. In this paper, we propose a new application of minimum storage regenerating (MSR) codes in storage scalability. The connection between repairing invalid nodes and adding new nodes suggests that the two processes can be unified in the same framework. We consider both single and multiple node situations, and two methods for constructing multiple nodes are proposed: concurrent and sequential. We focus on proving the achieved capability of concurrent MSR that can consume minimum traffic for generating multiple nodes. Because concurrent MSR is sensitive to both the number of helpers and added nodes, sequential methods make scalable MSR generalizable. The examples show that the scalable MSR codes have the same advantage of saving network traffic as repairing failures.
I. INTRODUCTION
Distributed storage systems provide both vast storage for massive information and parallel services for billions of intensive accesses [1] . In addition to ensuring data reliability, the systems occasionally need to adjust the storage according to changes in the workload. For example, when a new video is released, cloud storage providers might distribute as many copies as possible to manage the outburst of downloading, regardless of using cache or disk. As the popularity decreases, they only keep a few copies of the video for normal downloading. This scalability is of the same importance as reliability [2] .
For both scalability and reliability, replication is the simplest way to achieve these goals. Generally, 3 copies are made for reliability, and the number of copies is increased or reduced by following the load's increase or decrease for scalability.
Nevertheless, replication means more resources and energy consumption, and many systems [3] , [4] have deployed erasure codes for storage because of the better access experience and lower storage cost than replication. The (n, k)-MDS property of erasure codes can provide n k choices for obtaining intact information in a distributed environment, and the dynamic n can adjust the number of choices according to the popularity of the information, which is rather useful in content delivery networks (CDNs) and information centric networks (ICNs) [5] . It is well known that the way to degrade redundancy is to delete corresponding nodes. However, upgrading redundancy erasure codes suffers from the same problems as repairing failures: suppose that we upgrade (n, k) codes into (n + 1, k) codes to store more data pieces. Then, a large upgrade bandwidth is needed when the source file is invalid. As depicted in Fig. 1(a) , if one parity node is added to upgrade (5,3)-RAID6 (Redundant Arrays of Independent Disks) to (6,3)-RS (Reed Solomon) codes, we need to download the entire k = 3 pieces to re-encode one piece. Dimakis et al. [6] , [7] cast the storage problem as a multicast communication problem and proposed regenerating codes (RGCs) to reduce repair traffic. The scalable multicast in turn implies a possible solution to scalable EC storage. As shown in Fig. 1(b) , we can save 44% bandwidth for the upgrade by using the concept of RGC. Thus, we explore and exploit the potential value of RGC in scalability in this paper.
The primary contribution of this work is to present scalable MSR codes by extending the functional MSR codes for distributed storage. Our contribution not only contains single but also multiple node extensions. For the latter, there are both concurrent and sequential methods. Specifically, by referring to the repair model, we prove the achieved capability for multiple node extension. Compared to conventional methods, we find that scalable MSR codes have the same advantage of saving network traffic as repairing failures.
The remainder of this paper is organized as follows. In section II, we present the background of RGC for failure repair in erasure-coded DSS. In section III, we present the approaches of inheriting single MSR and concurrent MSR codes for both single and multiple node extensions. The proof of the achieved capability of the codes for multiple nodes is presented, and we also propose a sequential method for generalization. We summarize the entire framework of scalable storage in IV, and we present our conclusion in section V.
II. BACKGROUND OF RGC FOR FAILURE REPAIR
In (n,k) erasure-coded distributed systems, a file of size B is divided into k pieces and encoded into n pieces, generally including k systematic pieces and n − k parity pieces. The pieces are distributed into n nodes, each of which stores α = B k data. Conventionally, we download all the k pieces to recode the failed piece. The repair bandwidth is B.
To reduce the repair bandwidth, we can further divide each piece into d − k + 1 strips and download a linear combination of the strips from each of d helpers, each of which sends β data. After obtaining all the d combinations, we compute the lost piece. This procedure is based on MSR codes, and the repair bandwidth γ MSR decreases to
where k ≤ d ≤ n − 1 and γ MSR = dβ. Generally, when d = n−1, the repair bandwidth reaches the minimum. Matrix product (PM) [8] and interference alignment (IA) [9] are the main ways of constructing MSR codes. For multiple failures, say r failures, there are mainly cooperative MSR [10] codes and concurrent MSR [11] codes. The key of cooperative codes is to exchange information among repaired nodes in a fully distributed environment, and the key of concurrent codes is to collect all the data and then regenerate lost pieces in an arbitrary distributed environment. Nevertheless, the total downloaded data from helpers are the same, and single failure MSR is the special case of both of them. We unified the equation using concurrent minimum storage (MS),
).
MSR codes are based on the minimum storage endpoint of the trade-off curve between storage and bandwidth [7] , [10] , [11] , also called MDS codes. There is a family of RGCs based on the curve, including the minimum bandwidth regenerating (MBR) codes on the minimum bandwidth (MB) endpoint.
Generally, the interior points on the curve are useless because they are impossible for exact repair [12] and involve too many variable parameters for functional repair. Therefore, RGC typically refers to MSR and MBR codes. Here, exact repair means that the repaired data are exactly the pre-lost data, whereas functional repair only guarantees the solvability of the lost data. In practice, hybrid approaches of the two models exist [13] , called hybrid repair. The relationship between the repair models is illustrated in Fig. 3 .
III. EXTENSION OF MSR FOR REDUNDANCY UPGRADE
Since functional RGC primarily uses random linear network coding technology in a finite field F [13] to recover a solvable lost piece, we hypothesize that it can also generate a new piece that retains the MDS property of the (n + 1) pieces. Thus, in addition to archive or cold data storage, functional RGC can play other roles in storage extension (Fig. 3) . Therefore, we unify both repair and scalability in a single framework. In addition, because the amount of data stored at the minimum bandwidth point is sensitive to r, we only consider the minimum storage point in this paper.
The baseline state of the codes is represented by parameters
. . , G n } is the set of the coding matrix used to encode k pieces of original file B into n pieces. One element
k, which is used to obtain one coded piece. To add a new storage node to (n, k) is to functionally repair (n + 1, k) erasure codes, where the new node is treated as a virtual node of (n + 1, k) codes.
As illustrated in Fig. 2 , we represent the details for both the repair and extension for (n = 5, k = 3)-MSR codes by using IA. Because the helper number d is variable, d r = 4 for repair and d s = 5 for extension, we further divide each piece into L strips by referring to (1) , where 1,2,3 ). On the repair side, each helper provides β r = 3 linear combinations of the α = 6 segments by multiplying α × β r repair project vectors p j , j = 1, 2, 3, 4, i.e., a t p 1 . On the extension side, each helper provides β s = 2 linear combinations of the α = 6 segments by multiplying α × β d extension project vectors q j , j = 1, 2, 3, 4, i.e., a t q 1 .
B. UPGRADE (n,k) TO (n+s,k)
It is easy to find that we can download minimum data to construct one new node. We now focus on whether it is possible to download more data from d helpers to construct s nodes.
Reviewing (2) for concurrent repairing, we need to download
we can divide a file into fixed strips, which can avoid expanding the coding matrix. In general, we let d +r = n. Then, a file is divided into M = k(n−k) strips and encoded into n(n − k) strips x 1,1 , . . . , x 1,n−k , . . . , x n,1 , . . . , x n,n−k by multiplying a k(n − k) × n(n − k) matrix. Each of the n nodes stores α = n − k strips. When there are r node failures, we download r linear combinations of n−k strips from each of d helpers. Similarly, we can apply the codes to the extension by the set d+s = n, treating s newcomers as s failures waiting for repair. In this way, we need to guarantee that the newcomers maintain the MDS property. The key is to prove the achieved capability of concurrent MSR by referring to [14] .
C. EXISTENCE OF ACHIEVED CAPABILITY OF MSR FOR MULTIPLE NODE REPAIR OR EXTENSION
Suppose that the original file M can be denoted as a B × L matrix with each entry defined in finite field F. Thus, file M consists of B strips, each with size L. In practice, we adjust L to make the strip the minimum operation unit. For distributed storage, we divide B into k pieces, each with α strips. Then, we encode k pieces into n pieces, each with the same number of strips. Additionally, we denote G = {G 1 , . . . , G n } as the set of the coding matrix (typically, it is a Vandermonde or Cauchy matrix [15] ) in the same finite field, one element G i of which is a B × α matrix and specified by α column vectors g i j , j = 1, . . . , α with dimension B. It is used to obtain one coded piece by M T G i . To retain the MDS property, namely, to reconstruct the original file M from any k out of n nodes, say x 1 , . . . , x k , the span of the kα vectors in = G x 1 , . . . , G x k should be full rank, which is
A daemon connects to d ≥ k helpers, downloads β linear combinations of α strips in each one and re-encodes α strips for each of t newcomers from all the downloaded dβ strips. Then, we have the following theorem: following linear transformation:
. . .
where P x w is the projection matrix of size α × β on the w-th node out of d nodes and Z ( ) is the linear transformation matrix of size dβ × α for the -th newcomer.
To guarantee that the MDS property is equivalent to make k out of n (if repair) or n + s (if upgrade), the encoding matrix satisfies (4). Thus, a new span new containing kα linear independent vectors arbitrarily selected from G new and G old = {G 1 , . . . , G T } is constructed, where T = n − r for repair or T = n for upgrade.
The problem is to find the minimum dβ that makes the matrix
] be full rank, where 1 ≤ q ≤ r. Initially, we only take the repair scenario into consideration. Without loss of generality, we let 
Then, we prove the above for the upgrade scenario. We need to prove that the coding matrix of the non-helpers retains the same MDS property as the coding matrix of the newcomers. Based on the same assumption that the code vector of each matrix of the non-helpers is the linear combination of the base vectors, it obviously satisfies the full rank requirement. Hence, the claim follows. This result is consistent with the result of concurrent MSR [11] . We determine the coefficients of each base vector result from different P x w and Z ( ) to ensure linear independence. Because the above description is based on the assumption that β and α are positive integers, we should select a proper β for application. In the cooperative MSR [10] process, each newcomer needs at least one strip from each helper, which suggests that the minimum value of β is t. Then, we have α = d − k + t and B = k(d − k + t) to construct such codes. In fact, it is the same way as the scalar codes proposed in [16] . For vector codes (e.g., β = 2t), the strip may not be the minimum operational unit, and the size of the matrix P x w and Z ( ) will be expanded. Fig. 4 illustrates the example of concurrent methods to add two new pieces to the original storage. The projection matrix and linear transformation matrix are randomly generated over the finite field F = 17. We can verify that all the 8 pieces retain the MDS property.
D. THE SEQUENTIAL METHODS FOR MULTIPLE NODE EXTENSION
Concurrent MSR provides minimum traffic for upgrade. However, when s increases, we have to reduce the number of helpers. Each helper needs to send more data. Because a single failure accounts for 99.75% [17] of all the failure situations, single-node MSR occupy is the most commonly used. We hope that d − k + 1 is fixed and d is maximal. We propose a sequential method to generate new nodes. First, we have the following theorem.
Theorem 2: Given a distributed storage system with (n, k) MSR codes, where a file contains B
= k(d − k + 1) strips, α = B/k = d − k + 1.
If d is fixed and d available helpers exist, we need to download at least
strips from d helpers to generate s nodes simultaneously.
We use a d-dimension vector h to indicate the downloaded capacities from the helpers, and h i denotes the downloaded capacities from the i-th helper, which is subject to
Proof: It is easy to prove the special case when
where d is the number of helpers depicted in equation (2) and s is 7152 VOLUME 5, 2017 FIGURE 4. The concurrent methods for upgrading (6, 3) to (8, 3) codes, B=9 strips, and the size of the finite field is F = 17. The two new pieces maintain the MDS property, and the total traffic is 8 strips, which is minimum.
treated as the number of newcomers. Then, we have
For general cases, we only prove that the linear combinations are identical to that of the special case. As shown in the proof of theorem 1, all the combinations are based on the same base vectors, and the matrix can be full rank as long as there are sufficient linear independent combinations. Then, we can replace a combination of one helper with that of the other helper. It means that we can transfer any general case to the special case. The claim follows.
This theorem suggests that we can obtain the required pieces as long as the daemon collects enough linear combinations. There is no strict requirement that every helper send equal strips. Due to the following equation
as depicted in Fig. 5 , for the i-th piece, we can download d − 2i + 2 combinations from the d helpers. This method can attempt to make h be a uniform distribution on each helper. Similar to the one-by-one repair introduced, it uses the newly regenerated nodes as the helpers to create the remaining nodes. Fig. 6 presents the projection matrix according to h = [2, 2, 2, 1, 1] to extend two new pieces in the same example of Fig. 4 .
IV. THE FRAMEWORK OF SCALABLE STORAGE
According to the above analysis, if s = k, we can obtain the entire file. It is the scalable MDS mentioned in the literature [11] . Hence, we summarize the properties of our scalable storage as follows. 1 Scalable MDS: The data collector can reconstruct the original data by downloading minimum in practice. Thus, the DSS can be more flexible to adjust the amount of storage results from the popularity of data. In the following, we provide the basic steps of the overall procedure for scalable storage.
(1) File distribution 1) For proper (n, k), the original file is divided into k(n − k) strips and then encoded into n(n − k) strips . (7, 4) to (8, 4) , we can set d s = 6. Then, we need 
V. CONCLUSION
In this paper, we extend the application of functional MSR codes to provide scalability for erasure-coded distributed storage systems. Apart from simply reforming RGC to scalable codes, we propose both concurrent and sequential designs for the extension, which can be flexibly used in distributed storage. 
