ABSTRACT In order to revamp the cleaning contract from the head-count basis into a performance basis, a fair and unbiased cleanliness classification is necessary. However, the perception of cleanliness is very subjective to the observer. Hence, it is not an easy task to quantify the cleanliness. This paper presents an application of principal component analysis (PCA) in conjunction with convolutional neural networks (CNN) to identify the cleanliness of a restroom up to three levels; namely, dirty, average, and clean. The proposed method includes an application specific data augmentation algorithm and a PCA-based feature analysis schema to select the best suited CNN model for our dataset. Since this study focused on a specific application, we benchmark the performances of the proposed method performances with the state-of-the-art computer vision algorithms on our dataset. Moreover, our study shows a machine learning approach toward automating the inspection process of a restroom.
I. INTRODUCTION
With the increasing of man power cost, there is a suggestion to move away from the traditional ''head-count'' system to a ''performance-based'' system for the cleaning services, i.e. instead of hiring a fixed number of cleaners, the cleaning services is charged based on the cleanliness performance. Hence, there is a need of cleanliness measuring standards, which provide precise definitions. One of such standard can be found in [1] .
However, the interpretation of a cleanliness standard and the perception of cleanliness could still be subjective, and different persons could rank differently. A fully automated system that can provide measurement on the cleanliness according to the cleaning standard, would move away the human bias or time-consuming human training. Hence, the system should be equipped with Artificial Intelligence (AI) to make an autonomous decision by providing a fair judgment about the cleanliness based on certain cleaning standard. With such system, the building managers and cleaning service providers can then focus on performance-based cleaning system, while reducing the workload and dispute relevant to restroom cleaning process.
In the literature, there have been a number of work related to the restroom cleanliness. A research group from [2] has proposed a smart cleaning solution called Restroom Visitilizer System, which utilize people counters and odour sensors to determine the ammonia level present in restrooms. Two other research groups [3] , [4] have proposed similar solutions, which utilize people counters and ammonia sensors to detect the dirtiness in restrooms. They have proposed an end-to-end solution for the facility managers to monitor the cleanliness in their restrooms.
To this end, the previous work focused on the odour based sensor systems to detect the dirtiness. However, there could be other odourless dirtiness that can appear in a restroom. For instance, hand touching places like taps, doorknobs, sink mirrors easily get dirty and tissue papers might be often spread all over the restroom. Odour based sensor systems need a considerable number of sensors to cover the whole restroom, which can be sometimes inconvenient. Furthermore, according to the [3] , limited interpretability of existing odour sensors and analyzing complex correlations among readings from various sensors deployed in different facilities are challenges in existing systems.
In this paper, we aim to design an intelligent architecture, that can access the restroom cleanliness based on certain standards [1] . We present a vision based approach to classify the odourless dirtiness in restrooms by employing PCA for feature analysis, CNN for feature extraction, and a neural network for classification. In this work, we focused on analyzing more effective features with respect to the dirtiness level, rather than analyzing the functional structure or the shape of object as in many object classification methods [5] . Moreover, our focus is not just classifying objects based on the shape or the geometry, but understand the deep underlaying features with respect to cleanliness that will eventually guide the classification stage. For this purpose, we comprises images of urinal bowls that are captured by a normal smart phone camera. The data labeling is provided by professional building managers, where they have labeled the images into three categories, namely clean, average and dirty.
The contributions of our work can be summarize as follows. There are imbalanced data across different categories, specially in the dirty case that is impossible to cover all potential dirty scenarios. In order to tackle this problem, we introduced a PCA based color augmentation method to enhance the dirtiness in images or to introduce new dirt in to the image. Next, to perform classification, the usual procedure for the transfer learning is to use several pre-trained CNN models like VGG-16, ResNet-50 or Inception-V3 and fine-tune or retrain those one by one, and at the end compare the classification accuracies for each trained models. But this process consume lot of computational resources and its very time inefficient. We introduced a robust PCA analysis schema to skip this above mentioned process to some extend and select the most suitable CNN feature extractor for the data without undergoing any retraining or fine-tuning process. Then extracted features from selected feature extractor are classified using a neural network classifier. Finally, even though the solution need not to be generalized into other restrooms, we still performed a brief experiment using our trained model with some urinal bowl images taken from other restrooms. The results from this experiment showed that our proposed model can still accurately perform the classification up to a acceptable level in other restrooms. However, such generalization deserves in-depth study, which will be treated as a future work.
Rest of the paper is organized as follows. State-of-the-art image feature extraction methods and classification methods are discussed in Section II. The proposed method is presented in Section III and their results are discussed in Sections IV separately. Finally, the Section V concludes the paper.
II. LITERATURE REVIEW
State-of-the-art techniques for image feature learning and how these learned features have being used in the image classification are reviewed in this section. In particular, we present three recent DCNN architectures that have been proposed for image classification.
A. IMAGE FEATURE LEARNING
The most significant features of an image can be stated as its color and the texture. Usually, color information included of an image could be measured by color histograms (RGB, HSV and LAB histograms), while texture details are described using LBP histograms and Gabor filters [6] . One famous method for image feature analysis is Bag-offeature (BoF) [7] . It contains three phases, namely; feature extraction, feature encoding, and feature pooling. The feature extractor uses SIFT [8] , HOG [9] , or SURF [10] techniques to extract features, while encoding is performed by sparse coding related methods such as [11] and [12] , and Bof feature pooling could be performed using Spatial Pyramid Matching (SPM) or max-pooling [13] , [14] . Moreover, literature describe that the PCA can be used to learn robust features in an image. In [15] outlined a method of combining PCA and ICA (Independent Component Analysis) for face recognition. Ke and Sukthankar [16] have implemented distinctive descriptors using PCA and SIFT.
Recently, there has been much research conducted on feature learning using Convolutional Neural Networks [17] . With the recent development in CNN, it has been commonly applied in diverse real-world applications such as medical image analysis [18] , time series analysis [19] , speech recognition [20] , etc. Generally, CNN occupies three main layers; convolutional layer, pooling layer, and fully connected layer. DCNN contains a large number of deep stacks of these layers, hence the name DCNN. It has the ability to learn meaningful features from a given dataset, while iteratively minimizing the error. Intuitively, when the number of layers grow, the performances will also improve along with it. When DCNN gets deeper, the parameter count will also increase exponentially and those parameters could be able to explain almost every important feature about the dataset. However, to extract meaning full features, DCNN needs a vast amount of sample data. The ImageNet dataset can be recognize as a large-scale dataset for image recognition [21] . Many DCNN architectures were introduced for image classification and detection using ImageNet's Large Scale Visual Recognition Challenge 2012 (ILSVRC2012) dataset. AlexNet [22] , VGG [23] , ResNet [24] and Inception-V3 [25] are some notable DCNN architectures trained using ImageNet dataset.
B. IMAGE CLASSIFICATION
The most efficient method of image classification is to extract features of the images and classify them based on their features using a particular classifier. This pipeline is used in BoF and DCNN based image classifications.
BoF depicts the image as histograms of discrete quantized features and uses SVM as a classifier to perform the classification. Spatial pyramid approach introduced by Lazebnik et al. [13] , which count the features inside a sub-region without focusing the image as a whole. Lin et al. [26] improved this classification approach by incorporating sparse coding and dictionary learning. This proposed implementation achieved the best performances in ILSVRC 2010 classification challenge. Thereafter, Perronnin et al. [27] employed fisher kernel to introduce higher order statistics for image classification and their approach achieved the state-of-the-art image classification results in ILSVRC 2011. These higher order statistics can be considered as the baseline idea for deep learning.
After ILSVRC 2011, higher order statistical approaches for image classification got attention. As a result, AlexNet was introduced [22] . AlexNet consists of five convolutional layers followed by two fully connected and a softmax output layer. This architecture achieved the top-5 error rate of 15.3% and won the ILSVRC 2012. As mentioned before, the same pipeline approach is used for AlexNet, which means extracting the features by employing a DCNN and classify them using a soft-max classifier. From this point onwards, all the winning architectures were based on DCNNs with various modifications. The Spatial Pyramid Pooling (SPP-net [28] ), batch-normalized networks, inception modules, and residual networks can be noted as some iconic modifications in DCNN architectures. Some of the state-of-the-art DCNN architectures are described below.
1) VGG-16
The VGG network architecture was introduced by [23] for the ILSVRC 2014 challenge. This architecture uses only 3 × 3 convolutional layers stacked together to increase the depth, while reducing the volume size by using max pooling. Two fully-connected layers, each with 4,096 nodes are then followed by a softmax classifier which includes 1000 classes, see Fig. 2a . This architecture demonstrates astonishing results in 2014, and it is frequently being used in many deep learning applications.
2) RESNET-50
Sometimes deep architecutres performs worse when they become deeper. He et al. [24] have proposed a solution for this issue by introducing residual networks into DCNNs, see Fig. 2b . Intuitively, if a DCNN is capable of extracting meaningful features, then its accuracy should not be degraded by adding one layer of network, this is because the last layer of the original network should be able to learn an identity feature mapping to the newly added layer. However, in practice, deep neural nets suffer from a vanishing gradient problem, which means the gradient signal could go to zero quickly when back propagating through layers, while making a gradient descent unbearably slow or impossible. Bringing in the residual models, the gradient signal could travel backward via skip connections in residual nets. Therefore, one can suddenly build 50-layer or even 1,000 layer nets using residual blocks.
3) INCEPTION-V3
Though the ResNet is about going deeper, the Inception architecture is all about going wider. Inception-V3 is a very deep network whose architecture is inspired by Network-inNetwork concept [29] and sparse networks. The architecture as shown in Fig. 2c consists of an image stream, eleven inception modules, and a fully connected neural network classifier. Inception-V3 focuses on developing a deeper network without increasing much computational cost. The whole architecture contains 54 neural layers with 25 million parameters. The input image stream consists of five convolutional layers along with two max-pooling layers. The most crucial part of feature extraction in Inception-V3 model is the stack of eleven inception modules. Inception stack is made of four types of different inception modules, namely, basic inception module, size reduction module, and two types of filter bank expansion modules. The basic inception module is designed to approximate the optimal local sparse structure of features. Size reduction modules are responsible for reducing model dimension otherwise the computational requirements would be too complex. The two types of filter bank expansion modules assist to increase the dimensional representations for the soft-max classifier.
III. PROPOSED METHODOLOGY
As shown in Fig 3, the proposed methodology consists of data augmentation, feature extraction, and a classifier. The complete dataset S consists of 4032 × 3024 pixels sized RGB urinal bowl images taken from a restroom facility. As shown in Fig. 1 , the dataset S is labeled by an experience building manager into three classes, namely: dirty, average, and clean.
Since urinal bowls not frequently getting dirty, the number of images in dirty and average categories are less than the number of images in the clean category. He and Garcia [30] investigated that the algorithms trained with balanced datasets usually surpass those trained with imbalanced. Hence, we prepared an balanced dataset S b of size M by removing r 1 , r 2 , and r 3 number of images from each category in dataset S, and kept the these r 1 , r 2 , and r 3 number of images as residuals to accommodate in color augmentation and validation tasks (explained in subsection III-A and III-C). For the testing phase, we acquired a new Y number of images from the same restroom facility environment to ensure that there were no overlaps between training and testing data. Thereafter, a pre-trained Inception-V3 feature extractor was selected through a PCA analysis process. Finally, the extracted features are classified by using a single hidden layer neural network classifier.
A. DATA AUGMENTATION
Though there are many techniques to augment the data, a mere and plausible way could be random crops. Since the dataset consists of rather high-resolution images, the cropped frame needs to incorporate a considerable part of the urinal bowl. Therefore, we included 50% and 75% crops from the original image and resize it to match with the input size of the feature extractor.
Images in the dataset contain variety of inconsistencies due to variations of camera angles and lighting conditions, see Fig. 1 . For instance, images show various scales of urinal bowl sizes, some urinal bowls are flipped compared to others and lighting conditions are fairly inconsistent between data.
Furthermore, these disparities could influence the decision-making process. Subsequently, the classifier will learn these differences as the features for classification rather than learning the dirtiness feature included in the data, this phenomena is know as over-fit in deep learning. Thus, the solution would be to eliminate these dissimilarities by introducing additional data with the same types of disparities, then the classifier can be trained to be robust to variants during implementation. Therefore, we apply random scaling, horizontal flipping, and histogram equalizations. These techniques are referred as general augmentations in Fig 3 .
The other form of data augmentation consists of altering the intensities of RGB channels probably around the dirty regions (outliers). The motivation is to increase the dirtiness by enhancing the pixels around the dirty region, see Table. 1.
Algorithm 1 Color Augmentation
Input: 
The Algorithm 1 describes the color augmentation methodology. The first input is the complete dataset S = {S n |n = 1, ..., N }∀S n ∈ R W ×H ×3 , where N is the size of complete dataset and W , H are scalars indicating the hight and width of a single RGB image. The second input is a image S n b from the balanced dataset S b = {S n b |n = 1, ..., M }, where M represents the number of data in S b where S b ⊂ S. Due to the high-resolution (W and H ) of images, a resizing operation performed using first order spline interpolation that can be denoted as,
This helps to increase the computational efficiency by reducing the image dimensions. Since S is a RGB image, its easy to decompose and represent it by color channels as S = [S red , S green , S blue ], where S red , S green , and S blue represent the respective RGB color channels of the image S . Then, vectorization of a color channel of the image S can be denoted as vec(S color_channel ), where color_channel ∈ {red, green, blue}. According to Algorithm 1, vectorization applied to every image in the complete dataset S and these vectorized color channels are concatenated along their respective color channel. The concatenation operation is denoted by f concatenate (., .). The motivation of this adjustment is to obtain eigenvalues λ 1 ,λ 2 ,λ 3 and eigenvectors u 1 , u 2 , u 3 that describes details about the feature distribution of the complete dataset S, and then use these values in the color augmentation.
After the loop mentioned in Algorithm 1, created the I vec by taking r curr −r curr , g curr −g curr , and b curr −b curr as columns of the matrix I vec , where r curr , g curr , and b curr represent the mean values of the r curr , g curr , and b curr respectively. Thereafter, performed the PCA on I vec and obtained the respective eigenvectors u and eigenvalues λ.
Then sampled a α i scaler from a Gaussian distribution N (µ, σ 2 ), where i = {1, 2, 3}, µ = 0 and σ = 0.15. The values for µ and σ were empirically decided based on the dataset images. Then it was straight forward to calculate v, while calculating the λ s by using sampled α i 's [22] . Thereafter, we performed a channel wise image normalization to the input image S n b according to
where I c denotes the c th color channel (red, green, blue) of the given image I (in this scenario I = S n b ), I c min represents the minimum value of the c th channel, maximum value represents I c max , max new and min new are the maximum and minimum values of the expected normalized image. In this work, we used max new = 1 and min new = 0 as normalization boundaries. Normalized image and calculated v matrix was added to obtain the I vec .
The result I vec was multiply by a constant β, sampled from a standard normal distribution with a purpose of providing a randomness and to control the intensity of color augmentation. This color augmented matrix βI vec (shown in Table. 1-col 2), is added to the given image S n b (shown in Table. 1-col 1) and results depicted as Im 1 (shown in Table. 1-col 3). Thereafter, βI vec normalized back to the 0 to 255 range using eq. 3 and then converted it into a binary image I BW using
where I = βI vec . We used a control variable γ ∈ R|0 < γ < 1 to control the intensity of I BW . The binary thresholding matrix, I BW is then subtracted from the channels of the given input image S n b , the results stored as Im 2 , as shown in Table. 1-col 5. Finally, using only one image (S n b ) we created two color augmented images Im 1 and Im 2 .
Next subsection focuses on a method of selecting a suitable CNN model for feature extraction.
B. FEATURE EXTRACTION
Over the years, many CNN architectures were introduced for image classification task, and all these models were proven to give an acceptable range of image classification accuracy. Even though these deep architectures perform well in their tested datasets, training such an architecture from scratch requires millions of images and significant computational power. Since our dataset is limited, a suitable pre-trained model needed to be selected for feature extraction. Then arise a question, how to select a pre-trained model suitable for our dataset. In this section, we tackle this problem through a PCA feature analysis process and this assisted us to determine the model that is best suitable for our dataset.
Most of the deep architectures designed and trained to tackle ImageNet's dataset [21] . It contains 1.2 million images in 1,000 categories, but our specific categories are not one of them. However, since these deep architectures have been well studied in the literature and with a proven track record, it will be effective if we can leverage on these deep architectures in solving our problem. The usual process to perform this is to employ several pre-trained models and finetune or retrained those using the new training data. Then compare the accuracies between each retrained models and decide the best suitable model for the new dataset. But this process could be highly time consuming and need more computational resources. We have addressed this problem by exploiting PCA on the extracted features from different models without doing any fine-tuning or retraining. We used VGG-16, ResNet-50, and Inception-V3 as the pre-trained DCNN models for our experiment. According to the Fig. 4 , complete dataset is used in the evaluation process. We removed the soft-max layer and some fully-connected layers from the pre-trained models and created four different feature extractors. The first feature extractor is created by removing the last two fully connected layers (FC-3 and FC-2) from the VGG-16 and left it only with one fully connected layer (FC-1). Second we used the same VGG-16 and removed just the last fully connected layer (FC-3). Finally in both ResNet-50 and Inception-V3, we dropped layers up to the latter average pooling layer and created the third and fourth feature extractors respectively. Then without performing any retraining or fine-tuning, just use the inference to extract features using the feature extractors mentioned in above. Then perform the PCA on extracted features and reduce the dimensionality up to three components [31] . Thereafter, features are visualized on the calculated principal component space. This process repeated for all four feature extractors separately.
Since PCA can be considered as a clustering method [32] , the results from a compatible feature extractor (model) need to demonstrate a cluster formation in PCA space. If PCA results are not showing any form of a cluster or they are completely random, then feature extractor has failed in extracting features over the given dataset. Therefore, no use of utilizing it as a feature extractor as it only introduces a randomness, which can also achieve by a random weight initializer. Hence, more meaningfull clusters means model is capable of understanding the dataset. The most suitable model was selected through this process, which is shown in Fig. 4 , and then performed fine-tuning using the selected feature extractor. Results of this process discussed in the Section III led us to select Inception-V3 as our feature extractor.
The next section focuses on classifying the data by utilizing the Inception-V3 average pooling layer results as the extracted features. 
C. THE CLASSIFIER AND TRAINING PROCEDURE
We acquired an neural network classifier to classify the extracted features from the pre-trained Inception-V3 in to the given three categories. The numerical values of the flattened average pooling layer of the Inception-V3 feature extractor is taken as the input to the classifier. As depicted in Fig. 5 , VOLUME 7, 2019 the flattened average pooling layer is denoted as transfer layer and its numerical values are transfer values. However, extracted features or transfer values haven't demonstrated the expected clusters in the PCA space, hence the model requires further target specific feature extraction [33] . Therefore, we used another hidden layer with dropout regularization before the soft-max classifier layer see Fig. 5 .
During the training stage, 95% of training data from each category buffered in a training data buffer, the remaining 5% and the residual data loaded into a accuracy calculation data buffer. This data buffering always occurs before every epoch. In Fig. 5 , at the end of every epoch, the accuracy is calculated using the reserved data in accuracy calculation buffer. Completion of an epoch is denoted when the training data buffer becomes empty. The focus of this arrangement is to enforce the model, not to learn noisy features like backgrounds, translations, etc. The training data buffer feeds the data batch wise, then the soft-max with cross-entropy loss is calculated and minimized using Adam-optimizer in the training process. We used polynomial decaying learning rate for our experiment, starting from 0.1 learning rate to 0.00001 learning rate within 100000 epochs. After model started to show compelling results, we terminated the training process and evaluate the trained model using test data Y .
IV. RESULTS AND DISCUSSION
This section discuss about the results of data augmentation, feature extraction, classification, and finally a brief experiment about the model adaptability to other restrooms. Our experiment setups are implemented using TensorFlow framework [34] and python 3.5, on an HP Z840 workstation with NVIDIA GeForce GTX 1080Ti graphics card.
A. DATA AUGMENTATION Table. 1 show the color augmentation results with respect to the dirty, average, and clean categories. It is evident after observing the color augmentation matrix images, that the proposed algorithm can identify the dirtiness (outliers) exist in urinal bowl. Examining the color augmented images closely, it is apparently visible that the color of the dirty part of images has been enhanced. In the clean category, there has not been too much change because it does not contain any dirtiness (outliers). But if we look closely at the color augmented image in the clean category, some of the sewer line pixels have been augmented, but the overall image remains almost same as the original image. The binary thresholding matrix I BW is able to distinguish the difference between dirty and non-dirty pixels clearly. For instance, the binary thresholding matrices of the average category able to identify the dirtiness very precisely. Noise suppressed images Im 2 were produced by subtracting the binary thresholding matrix I BW by the original image I . Upon comparing the noise-suppressed image and the original image, it is clearly visible that the details of the non-dirty parts are suppressed, even the wall textures and shadows are suppressed to some extent.
Since PCA can act as an outliers detector, we were able to use it to detect dirtiness in images. Therefore, color augmented image Im 1 will enhance the pixels around dirtiness, while Noise suppressed image Im 2 will increase the attention to dirtiness.
B. FEATURE EXTRACTION
The results for each four feature extractors are depicted in Fig. 6 . After a thorough observation, we can observe that, except Inception-V3 (Fig. 6d) , all others extracted features have either shuffled or randomly distributed throughout the space. However, Inception-V3 extracted features related to the dirty category are almost completely separated from the features of clean and average categories. This indicates that Inception-V3 feature extractor can effectively differentiate dirty and non-dirty features as compared with the other three feature extractors. Therefore, we selected the Inception-V3 up to its average pooling layer as our CNN feature extractor.
The typical method is to build four different end-to-end solutions using the four different feature extractors with the existing classifier or employing a new classifier and compare the results at the end, which probably consume lots of resources and computational time. Whereas, using our method shown in Fig 4, we were able to select the most qualified feature extractor for our dataset at the middle of the process and saved lot of computational time and effort.
C. TRAINING AND CLASSIFICATION
After training the classifier using extracted features from Inception-V3 feature extractor, we performed a PCA cluster analysis on the extracted features of the classifier hidden layer, see Fig. 7b . After comparing Fig. 7a and Fig. 7b , it's clear that the classifier is succeeded in extracting unique features from training data and distinguish between them. Table 2 shows the comparison of classification performances of our proposed method with other state-of-the-art computer vision algorithms. To the best of authors knowledge, there is no any other datasets exist in literature relevant to cleanliness classification. Moreover, our method focus only on classifying cleanliness in a restroom. Therefore, we conduct the performance analysis using our dataset and compared the accuracies. Our proposed method was able to achieve comparatively higher accuracy score than other algorithms. Note that the better performance of the proposed method is limited to the targeted application, as it is specifically design for that. It does not mean that the proposed method can be better than the state-of-the-art classification methods in a general classification problem. However, when considering about inference time, the methods which do not involve convolution operations consume less time than other deep learning methods. Therefore, inference time needs to be taken in to account when deploying the proposed method in a real-time environment. Table 3 shows the confusion matrix for the proposed method. The confusion matrix (CM) is calculated as,
where CM (i, j) denotes the prediction of j th class when given an i th class element, y represent an element of i th class and class(ŷ) denotes the predicted class label. For some data, the classifier yields accurate class with a low probability. Therefore, even for an accurate result, the classifier decision uncertainty could be high. Evaluating the performances using Eq. 5 will reflect those uncertainties in the results. According to Table 3 , it's clear that the average category has the lowest prediction accuracy. For our proposed method, this result can be validated using Fig. 7b . Some features of the average category seem to merge with the clean category features as well as the dirty category boundary. Because of that, the classifier showed a low predicted probability for the average category.
Next, we gathered images from some other restroom facilities and some online urinal bowl images as our new test dataset Y . Then we utilized this new test dataset to check our trained model adaptability to a new restroom environment. Table 4 shows some results reported for various types of restroom conditions and urinal bowl shapes. After observing the images closely, the dirty images were identified except the third image. But the inaccurate result doesn't have a higher prediction value. Even though these images contain various types of backgrounds, shapes, lighting conditions, elevations, etc., our proposed methodology was able to classify them accurately up to an expectable level. This is a promising result to make sure that our model has the potential to adapt into a new environment. However, further studies are required to ensure such robustness.
V. CONCLUSION
In summary, this paper has developed a machine learning inspired solution for cleanliness classification in restroom facilities by learning important features using the proposed methodology. We have devised an color augmentation algorithm to enhance and introduce dirtiness to our urinal bowl images, a method to identify a qualified neural network architecture and its transfer layer for feature extraction, and a competent classifier along with its training procedure. These all were application specific implementations to achieve our goal of classifying cleanliness into dirty, average, and clean categories. Finally, we had a promising results of our architecture's ability to perform in different other restrooms environments. The limitations of this method could be highlighted as the difficulty of collecting data, sometimes cameras could have blind spots and dirtiness could depends on lighting conditions and other environmental facts. However, despite these limitations, our approach demonstrated acceptable results. Therefore, as our future work, these limitations will be investigated and further experiments will be carried out to evaluate the model adaptability in various types of other restrooms. Furthermore, in depth study will be conducted towards explaining the model decisions using Explainable AI (XAI) techniques [35] .
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