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LOCALIZING SOLUTIONS OF THE EINSTEIN CONSTRAINT
EQUATIONS
ALESSANDRO CARLOTTO AND RICHARD SCHOEN
Abstract. We perform an optimal localization of asymptotically flat initial data sets and
construct data that have positive ADM mass but are exactly trivial outside a cone of ar-
bitrarily small aperture. The gluing scheme that we develop allows to produce a new class
of N -body solutions for the Einstein equation, which patently exhibit the phenomenon of
gravitational shielding : for any large T we can engineer solutions where any two massive
bodies do not interact at all for any time t ∈ (0, T ), in striking contrast with the Newtonian
gravity scenario.
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2 ALESSANDRO CARLOTTO AND RICHARD SCHOEN
1. Introduction
Scalar curvature plays a fundamental role in General Relativity. If (M, g, k) is a space-
like slice inside a spacetime (L, γ) satisfying the Einstein field equations then, as a result of
the Gauss equations relating the extrinsic and intrinsic geometry of such slice, the first and
second fundamental forms of M (respectively g and k) satisfy the system{
1
2
(
Rg + (Trgk)
2 − ‖k‖2g
)
= µ
Divg (k − (Trgk) g) = J,
for µ (the mass density) and J (the current density) suitable components of the stress-energy
tensor T , which describes the matter fields. In the most basic of all cases, namely when k = 0
(in which case we will say that the data (M, g, k) are time-symmetric) the previous system,
known as Einstein constraint equations, reduces to the single equation
Rg = 2µ
namely to a scalar curvature prescription problem. As a result of a general physical axiom,
the dominant energy condition, which postulates the energy density measured by any physical
observer to be non-negative one requires the functional inequality µ ≥ |J |g to be satisfied
and hence in the time-symmetric case considered above one obtains the restriction
Rg ≥ 0
so that asymptotically flat spaces are always studied under the assumption that their scalar
curvature be non-negative. Moreover, in the vacuum case (namely when no sources are
present, T = 0) the Einstein constraint equations reduce to the requirement that the scalar
curvature vanishes at all points of the manifold in question.
These local conditions have dramatic global consequences. The most remarkable of all of
them is the Positive Mass Theorem (see [SY79]), which essentially states that for asymp-
totically flat manifolds the ADM mass (a scalar invariant, introduced in the context of the
Hamiltonian formulation of General Relativity and defined by a certain flux integral at spa-
tial infinity) is indeed non-negative, and equals zero if and only if our manifold (M, g) is
globally isometric to the Euclidean space. For the purposes of this article, we should state
the following important consequence1.
Corollary. Let n ≥ 3 and g be a Riemannian metric on Rn having non-negative scalar
curvature. Suppose that there exists a compact set K such that g is exactly Euclidean outside
of K. Then g is the Euclidean metric on the whole Rn.
With a little bit more effort, one can get a sharper form of the previous statement (see
Proposition 2.2) which implies that in fact an asymptotically flat metric cannot be localized
inside sets that are asymptotically too small, for instance a cylinder or a slab between two
parallel planes. Thus one is naturally led to the following basic question.
Problem. What is the optimal localization of an asymptotically flat metric of non-negative
scalar curvature?
1This relies on the main theorem in [Wit81], due to the fact that Rn is a spin manifold for any n ≥ 3.
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For instance, can we construct an asymptotically flat metric of non-negative scalar curva-
ture, positive ADM mass and which is exactly trivial in a half-space?
In this article, we give an essentially complete (and highly surprising) answer to such
question, by developing a systematic method to localize a given scalar flat, asymptotically
flat metric inside a cone of arbitrarily small aperture. In fact, we perform this construction
for the general system of Einstein constraint equations, thus fully dealing with the coupled
nonlinearities of the problem. We refer the readers to the next section for a precise statement
of our gluing theorem (Theorem 2.3), which requires some notation to be introduced. Here
we will limit ourselves to a couple of important remarks.
First: as an immediate consequence of our gluing scheme we are able to produce data
that are flat on a half-space and therefore contain plenty of stable (in fact: locally area-
minimizing) minimal hypersurfaces, a conclusion which comes quite unexpected based on
various recent scalar curvature rigidity results both in the closed and in the free-boundary
case (see the works [BBN10,Nun13,MM15,Amb15]). As a result, combining this fact with
with the rigidity counterparts obtained by the first-named author, contained in [Car13]
and [Car14], we are able to provide a rather exhaustive answer to the fundamental problem
of existence of stable minimal hypersurfaces in asymptotically flat manifolds (more gener-
ally: marginally outer trapped hypersurfaces in initial data sets). Furthermore, the reader
shall notice that, again in the time-symmetric case, our solutions contain outlying volume-
preserving stable constant mean curvature spheres that enclose arbitrarily large volumes. A
well-known formula [FST09] due to X.-Q. Fan, P. Miao, Y. Shi and L.-F. Tam equating the
ADM mass to the isoperimetric mass computed in terms of deficit of large coordinate balls
(together with an important remark of G. Huisken) ensures that none of those CMC surfaces
is in fact isoperimetric, at least for large enough enclosed volumes.
Second: one can essentially iterate our construction and get a new class of N -body solu-
tions to the Einstein constraint equation which exhibit, following a definition by P. Chruściel,
the phenomenon of gravitational shielding in the sense that one can prepare data that do
not have any interaction for finite but arbitrarily long times, in striking contrast with the
Newtonian gravity scenario. This is the content of Theorem 6.1. Concerning the evolution of
these solutions, we point out that our data contain an arbitrarily large piece of the original
data, so if there is a trapped region in the original, it will still exist in the localized solution.
In such a case the evolution will be incomplete by the Penrose singularity theorem.
Apart from this introduction, the present article consists of five sections: in Section 2 we
introduce some notation, state our gluing theorem and discuss the regularity of the data we
produce, in Section 3 we give an outline of the proof and present the variational structure
of the linearized constraints in suitable doubly weighted Sobolev spaces. The most technical
parts of the proof are contained respectively in Section 4 for what concerns the linear theory
(where we prove the coercivity of the functional G by means of some basic estimates of
independent interest) and in Section 5 for what concerns the Picard scheme by which we
solve the Einstein equations. Lastly, the construction of N -body solutions is presented in
Section 6.
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2. The gluing theorem
2.1. Initial data. Let (M, gˇ, kˇ) be an asymptotically flat initial data set for the Einstein
equation of type (n, l + 1, α, pˇ), so that:
• (Mn, gˇ) is a Cl+1,α complete asymptotically flat manifold with gˇij(x) = δij+O
l,α(|x|−pˇ)
• kˇ is a symmetric (0, 2)−tensor with kˇij(x) = O
l−1,α(|x|−pˇ−1)
• the vacuum Einstein constraint equations are satisfied, namely
(2.1)
{
Rgˇ + (Trgˇkˇ)
2 −
∥∥kˇ∥∥2
gˇ
= 0
Divgˇ(kˇ − (Trgˇkˇ)gˇ) = 0.
Here n−2
2
< pˇ ≤ n−2 and we are adopting the standard definitions of weighted Hölder spaces
given, for instance, in [EHLS11]. As announced in the introduction, this article is devoted to
performing an optimal localization of such data by gluing them to the trivial triple (Rn, δ, 0)
outside of a cone of given aperture.
2.2. The content at infinity of a Riemannian metric. In order to describe this problem
of optimal localization in some detail, we need to start by giving the following relevant
definition.
Definition 2.1. Let (M, g, k) be an asymptotically flat initial data set with one end of type
(n, l, α, p) for n, l ≥ 3, p > (n − 2)/2 and α ∈ (0, 1). For g such an asymptotically flat
Riemannian metric, we set
U = {p ∈M | Ricg(p) 6= 0}
and define content at infinity for the metric in question to be the asymptotic size of the set
U , namely
Θ(g) = lim inf
σ→∞
σ1−nH n−1
(
U ∩ Sn−1 (σ)
)
.
Here Sn−1(σ) = {|x| = σ} for asymptotically flat coordinates {x}.
The Positive Mass Theorem gives, among its various implications, strong restrictions on
the content at infinity of an asymptotically flat metric of non-negative scalar curvature.
Proposition 2.2. Let (M, g, k) be a time-symmetric, asymptotically flat initial data set of
type (n, l, α, n − 2) for n, l ≥ 3 and α ∈ (0, 1). Suppose that n < 8 or (M, g) is a spin
manifold. If Rg ≥ 0, then either g is flat or Θ(g) > 0.
Proof. It is well-known that the ADM energy (we will use the standard definition, see for
instance [Bar86] or [EHLS11]) of an asymptotically flat initial data set (M, g, k) can be
equivalently expressed in terms of the Ricci curvature of g: namely there exists a positive
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dimensional constant ̟n (whose specific value depends on the normalization used in the
definition of E) such that
E = −̟n lim
σ→∞
σ
∫
|x|=σ
Ricg(ν, ν) dH
n−1.
As a result, for σ large enough we can write the trivial estimate:
E
2
≤ ̟n
∣∣∣∣σ
∫
|x|=σ
Ricg(ν, ν) dH
n−1
∣∣∣∣ ≤ Cσ1−nH n−1 (U ∩ Sn−1 (σ)) .
If g were not flat, then by the Positive Mass Theorem (see [SY79,Wit81]) it would have a
positive ADM energy, that is E > 0. But then, by means of the previous inequality we would
have
Θ(g) ≥
E
2C
> 0
which completes the proof. 
Roughly speaking, this proposition states that if an asymptotically flat metric g of non-
negative scalar curvature is not trivial then the region where it is not (Ricci) flat must
contain a cone of positive aperture. Incidentally, we recall here that for asymptotically flat
metrics Ricci flatness is in fact equivalent to flatness, as one can prove either by means of
the Bishop-Gromov comparison theorem or by using harmonic coordinates, as was done by
Schoen-Yau in the proof of the rigidity statement of the Positive Mass Theorem. Our gluing
scheme provides a sort of converse to the previous statement, by asserting that for any cone
we can construct non-trivial data localized inside that cone, and nowhere else. In order to
state our theorem, we need to describe our setting with more precision (which we will do in
the next subsection).
2.3. Regularized cones. Given an angle 0 < θ < π and a point a ∈ Rn with |a| >> 1
we denote by Cθ(a) the region of M consisting of the compact part together with the set of
points p in the exterior region such that p − a makes an angle less than θ with the vector
−a. Here we are tacitly assuming that the manifold M has only end, which we can do with
no loss of generality as our construction is patently local to a given end: such assumption
will always be implicit in the sequel of this article.
If we are given two angles 0 < θ1 < θ2 < π we consider the region between the cones. We
want to regularize this domain near the vertex a, so we consider the region
Ω1 = B1/2(a) ∪ (Cθ2(a) \ Cθ1(a)).
We see that the boundary of this region is given by ∂Ω1 = S1 ∪ S2 where S1 and S2 are
hypersurfaces with corners on ∂B1/2(a)
S1 = (∂Cθ1(a) \B1/2(a)) ∪ (∂B1/2(a) ∩ Cθ1(a))
and
S2 = (∂Cθ2(a) \B1/2(a)) ∪ (∂B1/2(a) \ Cθ2(a)).
We approximate Ω1 by a smooth domain Ω whose boundary consists of a pair of smooth
disjoint hypersursurfaces Σ1 and Σ2 such that for i = 1, 2
Σi \B1(a) = Cθi(a) \B1(a).
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It follows that M \ (Σ1 ∪ Σ2) is a disjoint union of three regions ΩI , Ω, and ΩO where we
refer to ΩI as the inner region, Ω the transition region, and ΩO the outer region.
(M, gˇ, kˇ)
•a
θ2 θ1
ΩI
Ω
ΩO
Figure 1. Regularized cones and the gluing region Ω.
2.4. Statement of the gluing theorem.
Theorem 2.3. Assume that we are given a set of initial data (M, gˇ, kˇ) as above together
with angles θ1, θ2 satisfying 0 < θ1 < θ2 < π. Furthermore, suppose
n−2
2
< p < pˇ. Then
there exists a∞ so that for any a ∈ R
n such that |a| ≥ a∞ we can find a metric gˆ and a
symmetric (0, 2)-tensor kˆ so that (M, gˆ, kˆ) satisfies the vacuum Einstein constraint equations,
gˆij = δij +O
l−2,α(|x|−p) kˆij = O
l−2,α(|x|−p−1) and
(gˆ, kˆ) =
{
(gˇ, kˇ) in ΩI(a)
(δ, 0) in ΩO(a).
Let us now discuss the regularity of the data we produce.
Remark 2.4. From the viewpoint of the regularity of our data (M, gˆ, kˆ) we basically have
two versions of Theorem 2.3, which will be for brevity referred to as finite regularity version
and infinite regularity version.
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In the finite regularity version, we start with an (asymptotically flat) initial data set of
type (n, l + 1, α, pˇ) and get an initial data set of type (n, l − 1, α, p). In other terms:{
gˇ ∈ Cl,αloc
kˇ ∈ Cl−1,αloc
=⇒
{
gˆ ∈ Cl−2,αloc
kˆ ∈ Cl−2,αloc .
Therefore we face the well-known phenomenon of derivative loss that has been described
both in [Cor00] and [CS06]. With more work it is possible to improve the theorem to remove
this derivative loss and we will deal with this issue in a forthcoming paper. In the previous
statement we shall assume that l ≥ 4 so that in the most basic case we have (gˇ, kˇ) ∈ C4,αloc ×C
3,α
loc
and (gˆ, kˆ) ∈ C2,αloc × C
2,α
loc .
In the infinite regularity version, we start with an (asymptotically flat) initial data set
where M, gˇ, kˇ are smooth and produces (M, gˆ, kˆ) that are smooth as well. More precisely:{
gˇ ∈ C∞loc
kˇ ∈ C∞loc
=⇒
{
gˆ ∈ C∞loc
kˆ ∈ C∞loc.
The proof of Theorem 2.3 is rather lenghty and technical, so we will only discuss it in the
most basic case of finite regularity and for l = 4. The modifications needed to obtain the
general finite regularity version are straightforward and just of notational character. On
the other hand, some changes are necessary for the infinity regularity version and, first of
all, one needs to replace the angular weight of polynomial type with an angular weight of
exponential type:
ρ ≃ φ2N ❀ ρ ≃ e−1/φ.
These aspects have been already dealt with in [Cor00] and [CS06] so we will not repeat them
here.
Remark 2.5. As the readers may have noticed, our whole discussion refers to the vacuum
constraint equations. However, the method that we develop would work equally well in the
case when the Einstein constraint equations have non-zero data on the right-hand side. The
issue is that in the latter case, one should first of all extend the data µˇ, Jˇ to data µ, J that
equal µˇ, Jˇ in ΩI and vanish in ΩO and it is not entirely obvious that such an extension can
always be made in a way that the dominant energy condition is satisfied (with respect to
the metric gˆ).
3. Some preliminaries
Here and in the sequel we always assume n ≥ 3 and we let r ∈ C∞(Rn) be any positive
function which equals the usual Euclidean distance | · | outside of the unit ball (for a given
set of coordinates).
3.1. Doubly weighted functional spaces. Let a ∈ Rn with |a| >> 1, and introduce
coordinates {x} centered at a. For angles 0 < θ1 < θ2 < π we consider the region Ω
constructed in the previous section (notice that the cones have vertex at x = 0). We let g be
a Riemannian metric gotten by making a rough patch of gˇ and δ in the region Ω: therefore
g agrees with gˇ in the connected component of the complement of Ω which contains the
compact core of the manifold M (which we called ΩI), and agrees with δ in the other
connected component (which we called ΩO). We perform the same construction for k, which
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interpolates between kˇ and the trivial symmetric tensor. Of course, here we are making use
of an angular cutoff function χ (namely a function only depending on the angle between a
given point and the vector −a) with rapid decay at Σ2 and such that 1 − χ rapidly decays
at Σ1. Finally, we observe that such (g, k) satisfy the very same decay properties as (gˇ, kˇ)
even though they will not in general be a solution for the Einstein constraint equations. The
main purpose of this work is to present a deformation scheme which allows to obtain such a
goal.
For q > 0 we introduce the weighted L2 Sobolev space Hk,−q(Ω) of functions (or tensors)
defined as the completion of the smooth functions with bounded support (no condition on
∂Ω) with respect to the norm ‖ · ‖Hk,−q given by
‖f‖2Hk,−q =
k∑
i=0
∑
|β|=i
∫
Ω
|∂βf |2r(x)−n+2(i+q) dL n(x)
where we recall that r(x) is a smooth positive function with r(x) = |x| outside of the unit
ball and L n is the Lebesgue measure on Rn. The reader shall notice that due to the decay
properties of the Riemannian metrics we consider in this article, such Sobolev spaces could
have been equivalently defined by means of covariant derivatives with respect to g (denoted,
in the sequel, by Dg) and by the n-dimensional Hausdorff measure associated to g (denoted,
in the sequel, by υ). The space Hk,−q(Ω) consists of those f which roughly decay like |x|
−q
along the cone and for which a derivative of order i ≤ k decays like |x|−q−i. Whenever no
ambiguity is likely to arise, we will simply adopt the symbol ‖·‖k,−q rather than ‖ · ‖Hk,−q ,
the latter being kept only for situations when different classes of functional spaces are used
at the same time.
For 0 < q < n we use the L2 pairing to identify the dual space H∗0,−q with H0,q−n since
|
∫
Ω
f1f2 dL
n| = |
∫
Ω
(f1r
(−n/2+q))(f2r
(n/2−q)) dL n| ≤ ‖f1‖0,−q‖f2‖0,q−n.
Throughout this article, we need to work in doubly weighted Sobolev spaces, namely we
also need to introduce an angular weight which is a certain (large) power of the angular
distance of a point from ∂Ω. This is necessary in order to prove that the gluing we perform
is smooth (more generally: regular enough) up to the boundary of the gluing domain.
More precisely we take ρ = φ2N where N will be chosen to be a large integer and φ is a
positive weight function which is equal to θ − θ1 near Σ1 \ B1(0) and equal to θ2 − θ near
Σ2 \ B1(0). Near Ω ∩ B1(0) we assume that φ vanishes with nonzero gradient along ∂Ω.
We let φ0 denote the maximum value of φ and we assume that each set Ωt = {φ ≥ t} for
0 ≤ t ≤ φ0 is (the closure of) a smooth domain which is a cone outside B1(0). We define the
doubly weighted space Hk,−q,ρ(Ω) using the norm
‖f‖2Hk,−q,ρ =
k∑
i=0
∑
|β|=i
∫
Ω
|∂βf |2r(x)−n+2(i+q)ρ(x) dL n(x).
As above, we will often use the simpler notation ‖·‖k,−q,ρ in lieu of ‖ · ‖Hk,−q,ρ .
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Given a ∈ Rn we let s(x) = |x+ a| and we remark that for any assigned angle θ1 (and
any θ2 ∈ (θ1, π)) there exists a∗ = a∗(θ1) such that whenever |a| > a∗
(3.1) min
x∈Ω
s(x) ≥
{
|a| sin θ1 if θ1 ∈ (0,
pi
2
)
|a|
2
if θ1 ∈
[
pi
2
, π
)
and there exists a constant C > 0 (not depending on any of the parameters n, a but only
on θ1, θ2 and on the way the function r is defined, namely on the value of its positive lower
bound) such that
(3.2) C−1 ≤
s(x)
r(x)
≤ C |a| , for all x ∈ Ω.
In the sequel of this article, we will always tacitly assume to work with large enough |a| (that
is to say |a| > a∗) namely in a regime where thiose basic estimates are valid.
In this article, we let C denote any constant depending only on g, k, n, p, N, θ1, θ2 (or a
subset thereof) while we indicate by Cs(−q) (resp. C
r
(−q)) any function or tensor which is
bounded (in Ω) by a constant as above times s−q(x) (resp. r−q(x)). In Subsection 4.2 it will
be important to distinguish between those constants that depend on N and those that do not
and thus we will specify the functional dependence of the constants in all of the statements.
We will need pointwise bounds on solutions to solve the nonlinear problem. For a point
x ∈ Ω we let d(x) denote the distance from x to ∂Ω and we observe the bounds
(3.3) C−1r(x)φ(x) ≤ d(x) ≤ Cr(x)φ(x)
for some positive constant C.
We will use interior Schauder estimates to obtain the pointwise bounds. To do this we
define global weighted Hölder norms. For real numbers k, l,m with k ≥ 0 an integer, we
define ‖ · ‖
(l,m)
k,α by
‖f‖
(l,m)
k,α =
k∑
i=0
∑
|β|=i
sup
x∈Ω
r(x)−lφ(x)−md(x)i|∂βf(x)|+
∑
|β|=k
sup
x∈Ω
r(x)−lφ(x)−md(x)k+α[∂βf ]α,Bd(x)/2(x)
where [·]α,U denotes the Hölder coefficient on U . The completion of the space of C
∞
c (R
n)
functions with respect to this norm will be denoted by Ck,αl,m(Ω). Moreover, we consider the
average value f¯(x) of |f(x)| taken over the ball of radius d(x)/2.
3.2. Einstein constraint operators. Given data (M, g, k), it is here convenient to recall
the definition of the momentum tensor
πij = kij − Trg (k) g
ij
so that the vacuum Einstein constraint equations take the compact form
Φ(g, π) = 0,
where
Φ(g, π) = (H (g, π), Divgπ), H (g, π) = Rg +
1
n− 1
(Trgπ)
2 − |π|2g .
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In order to avoid ambiguities, we remark that the second component of such system is a
vector field. It is easily checked that for any p ∈ (0, n− 2) the linear map
dΦ(g,pi) :M2,−p × S1,−p−1 →H0,−p−2 × X0,−p−2
is continuous. Here and below we are using the symbols M,S,X to stress that we are
referring to a certain class of tensors, and specifically:
• M2,−p denotes the space of symmetric (0, 2) tensors in H2,−p(Ω);
• S1,−p−1 denotes the space of symmetric (2, 0) tensors H1,−p−1(Ω);
• X0,−p−2 denotes the space of vector fields in H0,−p−2(Ω)
with obvious extensions for different decay exponents or weights at the boundary of the
gluing interface.
Correspondingly, for the adjoint map, which is defined by means of the equation∫
Ω
[
dΦ(g,pi)[h, ω] ·g (u, Z)
]
dυ =
∫
Ω
[
(h, ω) ·g dΦ
∗
(g,pi)[u, Z]
]
dυ
one has that dΦ∗ ∈ C0 (H2,−n+p+2 ×X1,−n+p+2 →M0,−n+p × S0,−n+p+1) by virtue of the L
2-
duality mentioned above.
Rather similar mapping properties are true in doubly weighted functional spaces, and in
particular we shall make use of the fact that
dΦ∗ ∈ C0 (H2,−n+p+2,ρ × X1,−n+p+2,ρ →M0,−n+p,ρ × S0,−n+p+1,ρ) .
Incidentally, such a statement can be effectively deduced by means of Lemma 4.1, which
allows to transform functional inequalities in singly weighted functional spaces into corre-
sponding inequalities in doubly weighted ones.
The expressions of dΦ(g,pi)[h, ω] and dΦ
∗
(g,pi)[u, Z] have been computed (for instance) in
[FM73] and [FM75] and for the purpose of this work we will recall them in symbolic form{
dΦ
(1)
(g,pi)[h, ω] = −∆g(Trg(h)) +Divg(Divg(h))− g(h,Ricg) + π ∗ π ∗ h+ π ∗ ω
dΦ
(2)
(g,pi)[h, ω] = Divg(ω) + π ∗Dgh
and {
dΦ∗
(1)
(g,pi)[u, Z] = − (∆gu) g +Hessg(u)− uRicg + π ∗ π ∗ u+Dg (π ∗ Z)
dΦ∗
(2)
(g,pi)[u, Z] = −
1
2
LZg + π ∗ u
where Dg denotes the Levi-Civita connection associated to g, all differential operators are
considered with respect to the background metric g and L stands for the Lie derivative. Let
us remark that L∗gu = − (∆gu) g +Hessg(u)− uRicg is the adjoint of the linearised scalar
curvature operator. We recall here that given tensors A and B the symbol A∗B denotes any
finite linear combination (over R) of contractions, via the background metric, of the product
A ⊗ B. Of course the type of the resulting tensor is clear from the context and when we
want to stress it we will introduce indices, as in (A ∗B)kij.
3.3. Variational framework. Extending the approach of [CS06], it is convenient to intro-
duce the functional G : H2,−n+p+2,ρ × X1,−n+p+2,ρ → R defined by
G(u, Z) =
∫
Ω
{
1
2
[∣∣∣dΦ∗(1)(g,pi)[u, Z]∣∣∣2 rn−2pρ+ ∣∣∣dΦ∗(2)(g,pi)[u, Z]∣∣∣2 rn−2p−2ρ
]
− (f, V ) ·g (u, Z)
}
dυ
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where we are taking
f ∈ H0,−p−2,ρ−1, V ∈ X0,−p−2,ρ−1.
If we let
h = rn−2pρ (dΦ∗
(1)
(g,pi)[u, Z]) ω = r
n−2p−2ρ (dΦ∗
(2)
(g,pi)[u, Z])
then the Euler-Lagrange equation for the functional G takes the form
dΦ(g,pi)[h, ω]− (f, V ) = 0.
Moreover, we see at once that h and ω decay according to what we claimed in the statement
of Theorem 2.3 and namely
|h|g . |x|
−p , |ω|g . |x|
−p−1 .
As a result, Theorem 2.3 for pˇ = n−2 is saying that we can get arbitrarily close to the decay
of harmonic data for any dimension n ≥ 3.
3.4. Outline of the proof. The general strategy we are about to follow is to obtain the
data (M, gˆ, kˆ) from the rough patch (M, g, k) by solving the Einstein constraint equations
iteratively, and more specifically by means of a Picard scheme. To that aim, we will need
to solve a sequence of linearized problems of the form dΦ(g,pi)[hi, ωi] = (fi, Vi) and show that
indeed the tensors g + hi and π + ωi converge, in suitable functional spaces, to a solution of
the nonlinear constraint system. While this conceptual scheme is similar to that presented
in [Cor00] and [CS06] (see also [CD03]), we need to face here a number of serious technical
obstacles. In order to solve the linear problems we will show that the functional G is coercive,
that fact following from certain subtle Poincaré type estimates (which we will call Basic
Estimates, see Proposition 4.3 and Proposition 4.5) of independent interest. Moreover, as
mentioned before, the whole construction is performed in doubly weighted functional spaces,
since we will have to keep control, at the same time, of both the decay at infinity and of the
regularity at the boundary of the gluing region ∂Ω.
4. Solving the linear problem
The scope of this section is to show how to solve the linearized constraint equations by
proving the existence of critical points of the functional G. We will initially assume to work
at the trivial data, and specifically at the flat metric g = δ and then get the general case by
a perturbation argument. Moreover, we claim that it is enough to prove coercivity estimates
in singly weighted Sobolev spaces, and namely with only radial but no angular weights. This
follows from the following coarea type lemma.
Lemma 4.1. Let ζ ∈ C∞c (R
n,R), let ρ : Ω → R be defined in terms of φ as in Subsection
3.1 and let ρ˜ : (0, φ0)→ R be the smooth, monotone increasing function characterized by the
identity ρ˜(φ(x)) = ρ(x) for all x ∈ Ω. Then∫
Ω
ζρ dυ =
∫ φ0
0
ρ˜′(t)
∫
Ωt
ζ dυ dL 1
where Ωt = {x ∈ Ω : φ(x) ≥ t}.
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Proof. We use the following level set formula for any smooth function ζ on Ω¯ with bounded
support ∫
Ω
ζρ dυ = −
∫ φ0
0
d
dt
∫
Ωt
ζρ dυ dL 1 +
∫
Ωφ0
ζρ˜(φ0) dυ.
Now we have, because of the standard coarea formula and integration by parts
−
∫ φ0
0
d
dt
∫
Ωt
ζρ dυ dL 1 = −
∫ φ0
0
ρ˜(t)
d
dt
∫
Ωt
ζ dυ dL 1 = −ρ˜(φ0)
∫
Ωφ0
ζ dυ+
∫ φ0
0
ρ˜′(t)
∫
Ωt
ζ dυ dL 1.
Combining these we have shown∫
Ω
ζρ dυ =
∫ φ0
0
ρ˜′(t)
∫
Ωt
ζ dυ dL 1
as we had claimed. 
Now, let us suppose we have proved that a certain bounded operator T : Hk1,−r1 →Hk2,−r2
satisfies a functional inequality of the form
‖f‖k1,−r1 ≤ C ‖Tf‖k2,−r2
for some uniform constant C > 0. Then, because of the previous lemma we can obtain that
in fact
‖f‖k1,−r1,ρ ≤ C ‖Tf‖k2,−r2,ρ
by taking the previous singly weighted estimate for each Ωt and integrating in t, thanks to
the positivity of ρ˜′. Of course, such simple argument is true when the domain and target of
the operator in question, say T , are spaces of tensors of any type and not necessarily scalar
functions as we considered here in order to simplify the discussion.
4.1. Poincaré-type estimates in conical domains. We first consider the Hamiltonian
constraint and thus show that at the Euclidean metric (with the notations defined above)
‖u‖2,−n+p+2 ≤ C ‖L
∗u‖0,−n+p. That essentially follows from the second of the following
Poincaré inequalities, of independent interest.
Lemma 4.2. For any real number q with 0 < q < (n − 2)/2, and q 6= (n − 4)/2 for n ≥ 5
we have
‖u‖0,−q ≤ C ‖∂u‖0,−q−1
as well as
‖u‖2,−q ≤ C‖Hess(u)‖0,−q−2.
Proof. We recall that we prove the inequality for the Euclidean metric, denoting by Hess(u)
the Euclidean hessian. We consider the function v = |x|2−n+2q and observe that for |x| 6= 0
we have
∆v = 2q(2− n + 2q)|x|−n+2q
where ∆ is the Euclidean Laplace operator. Under our assumptions this implies that ∆v =
−δ|x|−n+2q for a positive constant δ = 2q(n− 2− 2q). Assume that u has bounded support
and integrate by parts∫
Ω\B1(0)
u2∆v dL n = (n− 2− 2q)
∫
∂B1(0)∩Ω
u2|x|1−n+2q dH n−1 − 2
∫
Ω\B1(0)
u∂u · ∂v dL n
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where we have used that fact that Ω is a cone outside of B1(0), so that the other boundary
terms there vanish. It follows from the sign of the boundary term and the Schwarz inequality
that
δ‖u‖20,−q,Ω\B1(0) = δ
∫
Ω\B1(0)
u2|x|−n+2q ≤ 2‖u‖0,−q,Ω\B1(0)‖∂u‖0,−q−1,Ω\B1(0),
and so we have ∫
Ω\B1(0)
u2r−n+2q dL n ≤ C
∫
Ω\B1(0)
|∂u|2r−n+2q+2 dL n.
Let ζ be a smooth cutoff function with support in B2(0) and with ζ = 1 on B1(0). A
standard Poincaré inequality implies∫
Ω
(ζu)2 dL n ≤ C
∫
Ω
|∂(ζu)|2 dL n.
In turn, this gives ∫
Ω∩B1(0)
u2r−n+2q dL n ≤ C
∫
Ω∩B2(0)
|∂u|2r−n+2q+2 dL n
since r is bounded above and below by positive constants on B2(0). Summing this with the
previous inequality we obtain∫
Ω
u2r−n+2q dL n ≤ C
∫
Ω
|∂u|2r−n+2q+2 dL n.
To obtain the desired bound we now apply the previous argument to each partial derivative
of u, say w = ∂ju. We may use essentially the same argument with the function v = |x|
4−n+2q
provided that q 6= (n− 4)/2. The two cases when 4 − n + 2q < 0 and when 4− n + 2q > 0
work similarly with a sign reversal. In both cases the boundary term can be thrown away
and we end up showing∫
Ω
|∂u|2r−n+2q+2 dL n ≤ C
∫
Ω
|Hess(u)|2r−n+2q+4 dL n
which can be combined with our first functional inequality to complete the proof. 
From this we can deduce the coercivity estimate for the adjoint of the linearized scalar
curvature operator, which corresponds to the coercivity of dΦ∗(1) in the time-symmetric case,
namely when π = 0.
Proposition 4.3. (Basic Estimate I) For any real number p with n−2
2
< p < n − 2 and
p 6= n/2 for n ≥ 5 we have
‖u‖2,−n+p+2 ≤ C‖L
∗(u)‖0,−n+p for all u ∈ H2,−n+p+2(Ω).
Hence, thanks to Lemma 4.1 we deduce that
‖u‖2,−n+p+2,ρ ≤ C‖L
∗(u)‖0,−n+p,ρ for all u ∈ H2,−n+p+2,ρ(Ω).
Proof. Since q = n−p−2 satisfies 0 < q < (n−2)/2 and q 6= (n−4)/2 (by our assumption),
we may apply the lemma to obtain
‖u‖2,−n+p+2 ≤ C‖Hess(u)‖0,−n+p.
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Thus to complete the proof it suffices to show
‖Hess(u)‖0,−n+p ≤ C‖L
∗(u)‖0,−n+p.
Recalling that we are working at the Euclidean metric (and will then deduce a general
coercivity result by perturbation) we can simply take the trace in the definition of the
operator L∗ thereby obtaining
Tr(L∗(u)) = (1− n)∆u, or ∆u = −1/(n− 1)Tr(L∗(u)),
frow which it follows that
Hess(u) = L∗(u)− 1/(n− 1)Tr(L∗(u))δ
and therefore
‖Hess(u)‖0,−n+p ≤ C‖L
∗(u)‖0,−n+p
which provides the Basic Estimate at the Euclidean metric. 
4.2. Coercivity of the Lie operator. We now consider the vector constraint equation,
and prove coercivity of the differential dΦ∗(2) by first analyzing the decoupled case when
π = 0. Let D denote the Killing operator acting on vector fields
D(Y )(Z,W ) = DZY ·W +DWY · Z.
Lemma 4.4. Given a real number 0 < q < n−2
2
, there exists a positive constant C such that∫
Ω
|Y |2r−n+2q dL n ≤ C
∫
Ω
|D(Y )|2r2−n+2q dL n
for any smooth vector field Y in Ω which has bounded support (no condition on ∂Ω).
Proof. We can use the standard arguments to get the bound on a compact set, so it suffices
to consider vector fields Y which are defined on a truncated conical subregion of Ω (say
Ω\B1), have bounded support, and vanishing on the inner boundary of Ω. This can be done
by replacing Y by ζY where ζ is a cutoff function which is one outside a fixed ball and zero
inside a fixed smaller ball.
We first obtain the bound on the radial component of Y . We will work in orthonormal
bases for which en = ∂r, so this component is denoted Yn. Following the very same argument
presented in the proof of Lemma 4.2 we obtain∫
Ω
(Yn)
2r−n+2q dL n = −
1
q
∫
Ω
(Yn∂rYn)r
1−n+2q dL n.
Since Denen = 0, we have ∂rYn =
1
2
D(Y )nn, so we can easily get∫
Ω
(Yn)
2r−n+2q dL n ≤ C
∫
Ω
|D(Y )|2r2−n+2q dL n.
This gives the desired bound for Yn.
Away from the axis of Ω (namely from the line generated by the vector a) we define
orthonormal vector fields en−1, en where en = ∂r, the unit radial vector, en−1 = r
−1∂θ, the
unit vector field tangent to the spheres pointing away from the axis. We use the notation
Yi = Y · ei for i = n− 1, n. To obtain the general bound, we have as above∫
Ω
|Y |2r−n+2q dL n = −
1
q
∫
Ω
(Y · ∂rY )r
1−n+2q dL n.
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We observe that since en = ∂r, we may write Y = Z + Ynen where Z is orthogonal to the
radial direction. We then have
Y · ∂rY = D(Y )(en, Y )−DY Y · en,
and
DY Y · en = DZZ · en + YnDen(Ynen) · en + YnDenZ · en +DZ(Ynen) · en.
This expression simplifies to
DY Y · en = −r
−1|Z|2 + Ynen(Yn) + Z(Yn) = −r
−1|Z|2 + Y (Yn).
It follows that∫
Ω
|Y |2r−n+2q dL n ≤
1
q
∫
Ω
|Y ||D(Y )|r1−n+2q dL n +
1
q
∫
Ω
Y (Yn)r
1−n+2q dL n.
We may integrate the second term by parts to obtain∫
Ω
|Y |2r−n+2q dL n ≤
1
q
∫
Ω
|Y ||D(Y )|r1−n+2q dL n −
1
q
∫
Ω
Div(r1−n+2qY )Yn dL
n
+
1
q
∫
∂Ω
|Yn−1Yn|r
1−n+2q dH n−1
where we have used that fact that en−1 is the unit normal vector to ∂Ω. Since Div(Y ) is
bounded by a fixed constant times |D(Y )| we obtain∫
Ω
|Y |2r−n+2q dL n ≤ C
∫
Ω
|Y ||D(Y )|r1−n+2q dL n+C
∫
Ω
(Yn)
2r−n+2q dL n+C
∫
∂Ω
|Yn−1Yn|r
1−n+2q dH n−1.
This clearly implies from our previous bound on Yn
(4.1)
∫
Ω
|Y |2r−n+2q dL n ≤ C
∫
Ω
|D(Y )|2r2−n+2q dL n + C
∫
∂Ω
|Yn−1Yn|r
1−n+2q dH n−1.
as claimed.
It remains to handle the boundary term. We have∫
∂Ω
|Yn−1Yn|r
1−n+2q dH n−1 ≤ ε/2
∫
∂Ω
|Yn−1|
2r1−n+2q dH n−1+(2ε)−1
∫
∂Ω
|Yn|
2r1−n+2q dH n−1
for any ε > 0 to be chosen small enough. We recall that the region Ω is defined (outside of
B1) by θ1 ≤ θ ≤ θ2, and we let Σα denote the hypersurface {θ = α} for any α ∈ (0, θ2] so
that ∂Ω = Σθ1 ∪ Σθ2 . In particular, the function θ should not be confused with φ, which is
instead (roughly speaking) the angular distance from ∂Ω. We also let Θα denote the cone
{0 ≤ θ ≤ α} so that Ω = Θθ2 \Θθ1.
For any smooth function u with bounded support in Ω and vanishing in a fixed neighbor-
hood of the origin we have from the coarea formula∫
Θθ2\Θθ1
u2r−n+2q dL n =
∫ θ2
θ1
∫
Σt
u2r1−n+2q dH n−1 dL 1
since |∇θ| = r−1. Now, let us set
I(t) =
∫
Σt
u2r1−n+2q dH n−1.
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For any α ∈ (θ1, θ2) we also have, by differentiating and applying the fundamental theorem
of calculus together with the coarea formula
I(θ2)− I(α) =
∫ θ2
α
∫
Σt
(∂θ(u
2) + (n− 2) cot(t)u2)r1−n+2q dH n−1 dL 1
=
∫
Θθ2\Θα
(ren−1(u
2) + (n− 2) cot(θ)u2)r−n+2q dL n
as well as
I(α)− I(θ1) =
∫ α
θ1
∫
Σt
(∂θ(u
2) + (n− 2) cot(t)u2)r1−n+2q dH n−1 dL 1
=
∫
Θα\Θθ1
(ren−1(u
2) + (n− 2) cot(θ)u2)r−n+2q dL n.
In order to bound I(θ2), we may use such formula and the intermediate value theorem to
find α ∈ (θ1, θ2) so that
I(α) ≤ 2/(θ2 − θ1)
∫
Ω
u2r−n+2q dL n.
We then have from the formula above (note that | cot(θ)| is bounded from above when
θ ∈ [θ1, θ2])∫
Σθ2
u2r1−n+2q dH n−1 = I(θ2) ≤ C
∫
Ω
u2r−n+2q dL n + 2
∫
Θθ2\Θα
u(en−1u)r
1−n+2q dL n
and similarly for I(θ1) modulo sign changes, where appropriate. So, in the end can write∫
∂Ω
u2r1−n+2q dH n−1 ≤ C
∫
Ω
u2r−n+2q dL n + 2
∫
Θθ2\Θα
u(en−1u)r
1−n+2q dL n
− 2
∫
Θα\Θθ1
u(en−1u)r
1−n+2q dL n.
Taking u = Yn−1 we observe that
en−1Yn−1 = Den−1Y · en−1 + Y ·Den−1en−1 =
1
2
D(Y )(en−1, en−1)− r
−1Yn.
Therefore we have∫
∂Ω
(Yn−1)
2r1−n+2q dH n−1 ≤ C
∫
Ω
((Yn−1)
2+ (Yn)
2)r−n+2q dL n+C
∫
Ω
|D(Y )|2r2−n+2q dL n.
Taking u = Yn we have
en−1Yn = Den−1Y · en + Y ·Den−1en = D(Y )(en−1, en)−DenY · en−1 + r
−1Yn−1.
Now we rewrite
DenY · en−1 = en(Yn−1)− Y ·Denen−1 = en(Yn−1)
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and thus∫
∂Ω
(Yn)
2r1−n+2q dH n−1 ≤ C
∫
Ω
((Yn)
2 + |Yn−1Yn|)r
−n+2q dL n − 2
∫
Θθ2\Θα
Ynen(Yn−1)r
1−n+2q dL n
+ 2
∫
Θα\Θθ1
Ynen(Yn−1)r
1−n+2q dL n + C
∫
Ω
|D(Y )|2r2−n+2q dL n.
We can write the term in the second and third integrals as
Ynen(Yn−1) = en(YnYn−1)− en(Yn)Yn−1 = en(YnYn−1)−
1
2
Yn−1D(Y )(en, en).
After an integration by parts we arrive at the inequality∫
∂Ω
(Yn)
2r1−n+2q dH n−1 ≤ C
∫
Ω
((Yn)
2+|Yn−1Yn|+r|Yn−1||D(Y )|)r
−n+2q dL n+C
∫
Ω
|D(Y )|2r2−n+2q dL n.
We can finally put things together and complete the proof by estimating the boundary
term as follows∫
∂Ω
|Yn−1Yn|r
1−n+2q dH n−1 ≤ Cε
∫
Ω
|Y |2r−n+2q dL n
+ Cε−1
∫
Ω
((Yn)
2 + |Yn−1Yn|+ r|Yn−1||D(Y )|+ r
2|D(Y )|2)r−n+2q dL n
Combining this inequality above with (4.1), and fixing ε small enough we can absorb the
first term to obtain∫
Ω
|Y |2r−n+2q dL n ≤ C
∫
Ω
((Yn)
2 + |Yn−1Yn|+ r|Yn−1||D(Y )|+ r
2|D(Y )|2)r−n+2q dL n.
From our bound on Yn and easy estimates we now obtain the desired conclusion. 
Proposition 4.5. (Basic Estimate II) Given a real number 0 < q < n−2
2
there exists a
positive constant C such that∫
Ω
|∇Z|2r2−n+2qρ dL n ≤ C
∫
Ω
|D(Z)|2r2−n+2qρ dL n
for any smooth vector field Z in Ω which has bounded support (no condition on ∂Ω). Hence,
thanks to Proposition 4.4 and Lemma 4.1 we have for all p ∈ (n−2
2
, n− 2)
‖Z‖H1,−n+p+2,ρ ≤ C ‖D(Z)‖M0,−n+p+1,ρ for all Z ∈ X0,−n+p+1,ρ.
Proof. By virtue of the previous Lemma 4.4 (and its obvious weighted counterpart, gotten
by applying Lemma 4.1), it is enough for us to prove that∫
Ω
|∇Z|2r2−n+2qρ dL n ≤ C
∫
Ω
|D(Z)|2r2−n+2qρ dL n + C
∫
Ω
|Z|−n+2qρ dL n.
Now, because of the very definition of Lie derivative∫
Ω
(Z2i;j + Z
2
j;i)r
2−n+2qρ dL n ≤ C
∫
Ω
|D(Z)|2r2−n+2qρ dL n − 2
∫
Ω
Zi;jZj;ir
2−n+2qρ dL n
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and thus we are reduced to proving, for indices i 6= j an inequality of the form
−2
∫
Ω
Zi;jZj;ir
2−n+2qρ dL n ≤ ε
∫
Ω
|∇Z|2r2−n+2qρ dL n
+ ε−1
(∫
Ω
|D(Z)|2r2−n+2qρ dL n +
∫
Ω
|Z|−n+2qρ dL n
)
for some ε small enough that the Dirichlet term can be absorbed back in the left-hand side.
In partial analogy with the strategy that has been followed for proving Lemma 4.4, we will
apply some integration by parts (or, more precisely, we will use the divergence theorem)
and, as will be clear from the sequel of our argument, the delicate point will be to control
the boundary terms that may possibly arise in doing that. Since the outer normal to Ω is
given (modulo sign) by en−1, we will limit ourselves to treat the case when i 6= n − 1 and
j = n− 1. Otherwise the proof is strictly simpler and in fact does not require any delicate
estimate. For any t ∈ (0, φ0) let us recall that Ωt = {p ∈ Ω : φ(p, ∂Ω) ≥ t}. Applying the
divergence theorem in Ωt we get
−2
∫
Ωt
Zi;jZj;ir
2−n+2q dL n ≤ 2
∫
Ωt
ZjZi;jir
2−n+2q dL n + C
∫
Ωt
|ZjZi;j|r
1−n+2q dL n
for some positive constant C depending on n and q only. The standard rearrangement trick
allows to treat the second summand on the right-hand side, so we only need to get an upper
bound for
2
∫
Ωt
ZjZi;jir
2−n+2q dL n.
Since the background metric is Euclidean, possibly by introducing other lower order terms
(that can be treated as above) we can interchange the order of derivatives from DeiDej to
DejDei and hence we need to deal with
2
∫
Ωt
ZjZi;ijr
2−n+2q dL n.
Applying the divergence theorem again, we obtain
2
∫
Ωt
ZjZi;ijr
2−n+2q dL n ≤− 2
∫
Ωt
Zi;iZj;jr
2−n+2q dL n + 2
∫
∂Ωt
|ZjZi;i|r
2−n+2q dH n−1
+ C
∫
Ωt
|ZjZi;i|r
1−n+2q dL n.
Putting together the previous inequalities and applying the coarea type formula given by
Lemma 4.1 we come to an inequality of the form
‖Z‖2H1,−q,ρ ≤ C
[
‖DZ‖2H0,−q−1,ρ + ‖Z‖
2
H0,−q,ρ
+ 2N
∑
i,j
∫ φ0
0
φ2N−1
∫
∂Ωφ
|ZjZi;i|r
2−n+2q dH n−1dL 1
]
and thus
‖Z‖2H1,−q,ρ ≤ C
[
‖DZ‖2H0,−q−1,ρ + ‖Z‖
2
H0,−q,ρ
+ 2N
∑
i,j
∫
Ω
|ZjZi;i|φ
−1r1−n+2qρ dL n
]
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where in both cases C denotes a positive constant only depending on n and q. Therefore,
since the last summand on the right-hand side can be bounded from above by
2N
∫
Ω
|ZjZi;i|φ
−1r1−n+2qρ dH n−1dL 1 ≤ N2
∫
Ω
Z2i;ir
2−n+2qρ dL n +
∫
Ω
Z2j φ
−2r−n+2qρ dL n
we have proven that in fact
‖Z‖2H1,−q,ρ ≤ C
[
N2 ‖DZ‖2H0,−q−1,ρ + ‖Z‖
2
H0,−q,ρ
+
∫
Ω
|Z|2φ−2r−n+2qρ dL n
]
which implies our conclusion once we show that∫
Ω
|Z|2φ−2r−n+2qρ dL n ≤ C
∫
Ω
|Z|2r−n+2qρ dL n +
C
N2
∫
Ω
|∇Z|2r2−n+2qρ dL n.
To that aim, let us introduce an angular cut-off function ξ that equals 1 for φ(·, ∂Ω) ≤ φ0/3
and 0 for φ(·, ∂Ω) ≥ φ0/2. It is obvious that∫
Ω
(1− ξ)|Z|2φ−2r−n+2qρ dL n ≤ C
∫
Ω
|Z|2r−n+2qρ dL n
for some constant C only depending on n, q, θ1, θ2 and therefore we only need to produce an
estimate for
∫
Ω
ξ|Z|2φ−2r−n+2qρ dL n. If we apply the divergence theorem in Ω to the vector
field ξ|Z|2r2−n+2q∇ρ and exploit the fact that (on the support of ξ) ∆ρ ≥ CN2r−2φ−2ρ (for
some constant C which does not depend on N) we get∫
Ω
ξ|Z|2φ−2r−n+2qρ dL n ≤
C
N
[∫
Ω
|ξ′||Z|2φ−1r1−n+2qρ dL n +
∫
Ω
ξ|Z||∇Z|φ−1r1−n+2qρ dL n
]
because ∇r ⊥ ∇φ and
∫
∂Ω
ξ|Z|2r2−n+2q∇ρ · ν dH n−1 ≤ 0. Thus, let us notice that (by the
Cauchy-Schwarz inequality)∫
Ω
ξ|Z||∇Z|φ−1r1−n+2qρ dL n ≤
(∫
Ω
ξ|∇Z|2r2−n+2qρ dL n
)1/2(∫
Ω
ξ|Z|2φ−2r−n+2qρ dL n
)1/2
and therefore, if we set
FW =
∫
Ω
ξ|Z|2φ−2r−n+2qρ dL n, FL =
∫
Ω
|ξ′||Z|2φ−1r1−n+2qρ dL n, FD =
∫
Ω
ξ|∇Z|2r2−n+2qρ dL n
we have just proven an inequality of the form
FW ≤
C
N
FL +
C
N
F
1/2
W F
1/2
D .
Let us now remark that since ξ′ = 0 near the boundary ∂Ω and, by scaling arguments,
|ξ′| ≤ Cr−1 on the whole Ω we can write
FL ≤ C
∫
Ω
|Z|2r−n+2qρ dL n.
In order to conclude our proof, we distinguish two cases. If F
1/2
W ≤
C
N
F
1/2
D + F
1/2
L then we
are done as soon as we pick N large enough to absorbe the Dirichlet integral in the left-hand
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side of our main inequality. If instead this is not the case, and thus F
1/2
W −
C
N
F
1/2
D ≥ F
1/2
L we
obtain (from the inequality relating FW , FL, FD) that
F
1/2
W F
1/2
L ≤
C
N
FL
which is the same as
FW ≤
C
N2
FL
and this completes the proof. 
4.3. Existence of critical points. In this subsection, we capitalize the effort spent in prov-
ing the coercivity inequalities for the adjoint constraint operators by deriving the existence
of critical points for the functional G associated to the linearized problem.
First of all, let us observe that thanks to Lemma 4.1 we can turn Proposition 4.3 into
a corresponding statement in doubly weighted Sobolev spaces, namely when the angular
weight ρ is also taken into account. Thus, we obtain the natural counterpart of Proposition
4.5, which instead concerns the second component of the constraints.
The following proposition is the key to solve the linear Einstein constraint system in our
setting.
Proposition 4.6. Let n ≥ 3 and for any set of data (M, gˇ, kˇ) as in the statement of Theorem
2.3 let (M, g, k) be the triple defined in Subsection 3.1. Fix a real number n−2
2
< p < pˇ with
p 6= n/2 if n ≥ 5 . There exist constants a∞,L and C (depending only on g, k, θ1, θ2, p) such
that uniformly for |a| > a∞
‖(u, Z)‖H2,−n+p+2,ρ×X1,−n+p+2,ρ ≤ C
∥∥dΦ∗(g,pi) [u, Z]∥∥M0,−n+p,ρ×S0,−n+p+1,ρ
for all u ∈ H2,−n+p+2,ρ and Z ∈ X1,−n+p+2,ρ.
Proof. The Basic Estimate I (Proposition 4.3) and II (Proposition 4.5) ensure the existence
of a constant C > 0 (that can be chosen uniformly for all suffciently large |a|) such that
‖(u, Z)‖H2,−n+p+2,ρ×X1,−n+p+2,ρ ≤ C
∥∥dΦ∗(δ,0) [u, Z]∥∥M0,−n+p,ρ×S0,−n+p+1,ρ .
On the other hand, given the decay assumptions on (gˆ, kˆ) (hence on (g, k)) it follows from
a standard perturbation argument that for any ε > 0 we can find a∞,L = a∞,L(ε) such that
|a| > a∞,L ⇒
∥∥dΦ∗(g,pi)[u, Z]− dΦ∗(δ,0) [u, Z]∥∥M0,−n+p×S0,−n+p+1 ≤ ε ‖(u, Z)‖H2,−n+p+2×X1,−n+p+2
and hence, by virtue of Lemma 4.1∥∥dΦ∗(g,pi) [u, Z]− dΦ∗(δ,0) [u, Z]∥∥M0,−n+p,ρ×S0,−n+p+1,ρ ≤ ε ‖(u, Z)‖H2,−n+p+2,ρ×X1,−n+p+2,ρ .
Thus, picking ε0 = C/3 we have that for all |a| > a∞,L(ε0) both previous inequalities are
true, and therefore the triangle inequality ensures that
‖(u, Z)‖H2,−n+p+2,ρ×X1,−n+p+2,ρ ≤
2C
3
∥∥dΦ∗(g,pi) [u, Z]∥∥M0,−n+p,ρ×S0,−n+p+1,ρ
which is what we wanted. 
At this stage, we can use a direct method to find a (unique) global minimum for G.
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Proposition 4.7. Let n ≥ 3, let n−2
2
< p < pˇ with p 6= n/2 if n ≥ 5 and assume that the
vertex a satisfies the inequality |a| > a∞,L. For any (f, V ) ∈ H0,−p−2,ρ−1 × X0,−p−2,ρ−1 there
exists a unique (u˜, Z˜) ∈ H2,−n+p+2,ρ × X1,−n+p+2,ρ which minimizes the functional G on the
Hilbert space H2,−n+p+2,ρ × X1,−n+p+2,ρ.
Remark 4.8. As the reader may have noticed, we did not mention, in the statement of
Theorem 2.3, the exceptional value p∗ = p∗(n) = n/2 related to the restrictions of the basic
estimates for dimension n ≥ 5. Indeed, we claim that this is not an issue when performing
the gluing. The reason is very simple: given data (M, gˇ, kˇ) with decay pˇ (in the usual
sense) if one wanted to prove Theorem 2.3 for p = p∗ then by simply performing our whole
construction with weight p
∗+pˇ
2
(which is larger than p∗, hence certainly not exceptional)
one would produce a triple (M, gˆ, kˆ) which does solve the Einstein constraint equation and
whose decay is actually faster than the initial requirement (thereby satisying the conclusion
of Theorem 2.3 for p = p∗). In other words (and more generally) for fixed pˇ the validity of
Theorem 2.3 for some p′′ < pˇ implies the validity of the same assertion for all p′ ∈ (n−2
2
, p′′).
Proof. The argument follows the direct method of the Calculus of Variations. Indeed, the
functional G is bounded from below onH2,−n+p+2,ρ×H1,−n+q+1,ρ for its very definition implies
G(u, Z) ≥ C1
∥∥dΦ∗(g,pi)[u, Z]∥∥2M0,−n+p,ρ×S0,−n+p+1,ρ − C2 ‖(f, V )‖H0,−p−2,ρ−1×X0,−p−2,ρ−1 ‖(u, Z)‖H0,−n+p+2,ρ×X0,−n+
and hence, thanks to the basic estimate (in the form of Proposition 4.6)
G(u, Z) ≥ C1 ‖(u, Z)‖
2
H2,−n+p+2,ρ×X1,−n+p+2,ρ
−C2 ‖(f, V )‖H0,−p−2,ρ−1×X0,−p−2,ρ−1
‖(u, Z)‖H2,−n+p+2,ρ×X1,−n+p+2,ρ
which immediately implies that G (·, ··) is coercive and thus the claim follows. As a result,
we can pick a minimizing sequence (ui, Zi)i∈N which is bounded in H2,−n+p+2,ρ×X1,−n+p+2,ρ
(in fact, the previous estimate shows that any minimizing sequence has to be bounded): by
Banach-Alaoglu there will be a subsequence which weakly converges to a limit point (u˜, Z˜)
and by (weak) lower semicontinuity of the functional we conclude that
G(u˜, Z˜) ≤ lim inf
i→∞
G(ui, Zi).
This precisely means that (u˜, Z˜) minimizes the value of G. Finally, the uniqueness statement
follows by strict convexity of the functional: indeed, if we had two minima (u1, Z1) and
(u2, Z2) then because of the identity
G
(
(u1, Z1) + (u2, Z2)
2
)
=
1
2
G (u1, Z1)+
1
2
G (u2, Z2)−
1
8
∥∥dΦ∗(g,pi) [u2 − u1, Z2 − Z1]∥∥2M0,−n+p+2,ρ×S0,−n+p+2,ρ
we would reach a contradiction unless dΦ∗(g,pi)[u2−u1, Z2−Z1] = 0 and by the basic estimate
this forces u1 = u2 as well as Z1 = Z2 which is what we had to prove. 
5. The Picard scheme
5.1. Iterative solution. In this subsection, we define Banach spaces X1, X2 so that the
solution operator associated to the linearized problem is in fact a bounded operator S :
X1 → X2. As a result, we will solve the nonlinear problem iteratively, by following a Picard-
type scheme.
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Given data (f ∗, V ∗) where f ∗ is a (scalar) function and V ∗ is a vector field, we want to
find (gˆ, πˆ) satisfying Φ(gˆ, πˆ) = (f ∗, V ∗). This problem can be more conveniently written as
Φ(g0, π0) + dΦ(g0,pi0)[h, ω] +Q(g0,pi0)[h, ω] = (f
∗, V ∗)
with (g0, π0) = (g, π) the data we start with (in our case, they are gotten by rough patching
in Ω of the initial data we are given and the trivial data (δ, 0)). The previous equation takes
the form
dΦ(g0,pi0)[h, ω] +Q(g0,pi0)[h, ω] = (f
∗, V ∗)− Φ(g0, π0)
and we claim that, in order to solve it, it is sufficient to prove that the quadratic error term
decays in the iterative scheme. Throughout this section, we let ‖·‖1 denote the norm on the
Banach space X1 and ‖·‖2 denote the norm on the Banach space X2 (to be defined in the
sequel, based on the form of the local elliptic estimates we have for critical points of the
functional G). Their explicit expression is given in equation (5.3) and (5.4), respectively.
Proposition 5.1. Given any λ > 0, there exists r0 > 0 sufficiently small so that if
‖ (f1, V1) ‖1 < r0 and ‖ (f2, V2) ‖1 < r0 and we let (h1, ω1) = S(f1, V1), (h2, ω2) = S(f2, V2)
then we have
‖Q(g,pi) [h1, ω1]−Q(g,pi) [h2, ω2] ‖1 ≤ λ‖ (h1, ω1)− (h2, ω2) ‖2.
Once this is proven, the conclusion (in terms of existence, boundary regularity of the
gluing and decay at infinity) follows at once:
Theorem 5.2. Given (f, V ) ∈ X1 sufficiently small, there is a small (h, ω) ∈ X2 satisfying
dΦ(g0,pi0)[h, ω] +Q(g0,pi0)[h, ω] = (f, V ).
Proof. Assume that ‖ (f, V ) ‖1 < δ0 (with δ0 a small constant to be fixed later in the proof),
let h0 = 0, ω0 = 0 and f0 = 0, V0 = 0, and we inductively construct sequences (fi, Vi) and
(hi, ωi) for i ≥ 1 such that
dΦ(g,pi) [hi, ωi] = (fi, Vi) where (fi, Vi) = −Q(g,pi) [hi−1, ωi−1] + (f, V ) .
For i ≥ 1 we have
dΦ(g,pi)([hi+1, ωi+1]− [hi, ωi]) = (fi+1, Vi+1)− (fi, Vi) = Q(g,pi)[hi−1, ωi−1]−Q(g,pi)[hi, ωi],
and so by Proposition 5.1
‖(fi+1, Vi+1)− (fi, Vi)‖1 = ‖Q(g,pi)[hi, ωi]−Q(g,pi)[hi−1, ωi−1]‖1 ≤ λ‖(hi, ωi)− (hi−1, ωi−1)‖2
≤ Cλ‖(fi, Vi)− (fi−1, Vi−1)‖1
where λ can be chosen as small as we wish and C is the continuity constant of the solution
operator S. Let then r0 be small enough so that Cλ < 1/2 in Proposition 5.1. We may then
iterate this scheme provided that ‖(fi, Vi)‖1 ≤ r0 for i = 1, . . . , k and in that case we obtain
‖(fk+1, Vk+1)− (fk, Vk)‖1 ≤ 2
−k‖(f1, V1)− (f0, V0)‖1 = 2
−k‖(f, V )‖1 < 2
−kδ0.
From the triangle inequality we then have for any k
‖(fk+1, Vk+1)− (f, V )‖1 ≤
k∑
i=1
2−iδ0 < 2δ0,
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so if we choose δ0 = r0/4 we have
‖(fk+1, Vk+1)‖1 ≤ ‖(fk+1, Vk+1)− (f, V )‖1 + ‖(f, V )‖1 < 3δ0 < r0
for each k. We can then iterate indefinitely and the sequence {(fi, Vi)} is Cauchy as is
{(hi, ωi)} since S is a bounded operator. As a consequence, the sequence {(hi, ωi)} converges
in X2 to a limit (h, ω) which satisfies the equation dΦ(g,pi)[h, ω] +Q(g,pi)[h, ω] = (f, V ). This
completes the proof. 
Remark 5.3. We shall explicitly observe that given (gˇ, kˇ) as in the statement of Theorem 2.3
and performed the rough patch construction as described in Subsection 3.1, then
lim
|a|→∞
∥∥(Φ(1)(g, π),Φ(2)(g, π))∥∥
1
= 0
provided the angular cut-off function has sufficiently rapid decay at the boundary of the
gluing region ∂Ω. This implies that Theorem 5.2 can be legitimately applied (namely: the
iteration scheme can indeed be started) and, furthermore, this ensures that the corresponding
solution of the non-linear problem (gˆ, kˆ) will have small norm in the Banach space X2, in
fact as small as we wish provided we pick |a| large enough.
Therefore, the rest of this section is devoted to the proof of Proposition 5.1.
5.2. Integral estimates. In this section, we take care of the Sobolev part of the norms
defining the Banach spaces X1 and X2. Given data (f, V ) ∈ X1, recall that we have let
(h, ω) = S(f, V ) ∈ X2 be the solution of the linearized constraints defined by Proposition
4.7.
Lemma 5.4. The following bound holds:
‖(h, ω)‖M0,−p,ρ−1×S0,−p−1,ρ−1
≤ C ‖(f, V )‖H0,−p−2,ρ−1×X0,−p−2,ρ−1
.
Proof. Let us recall, from Subsection 3.3, that given the Euler-Lagrange equation of the
functional G the tensors h and ω have been defined by means of the equations
h = rn−2pρ
(
dΦ∗(g,pi)
)(1)
[u˜, Z˜], ω = rn−2p−2ρ
(
dΦ∗(g,pi)
)(2)
[u˜, Z˜]
for (u˜, Z˜) the unique minimizer of G over the functional space H2,−n+p+2,ρ×X1,−n+p+2,ρ. As
a result, one has G(u˜, Z˜) ≤ G(0, 0) = 0 which means∥∥∥dΦ∗(g,pi)[u˜, Z˜]∥∥∥2
M0,−n+p,ρ×S0,−n+p+1,ρ
≤ 2
∥∥∥(u˜, Z˜)∥∥∥
H0,−n+p+2,ρ×X0,−n+p+2,ρ
‖(f, V )‖H0,−p−2,ρ−1×X0,−p−2,ρ−1
.
It follows that, thanks to the basic estimate (Proposition 4.6) we get∥∥∥dΦ∗(g,pi)[u˜, Z˜]∥∥∥
M0,−n+p,ρ×S0,−n+p+1,ρ
≤ C ‖(f, V )‖H0,−p−2,ρ−1×X0,−p−2,ρ−1
which is equivalent to
‖(h, ω)‖M0,−p,ρ−1×S0,−p−1,ρ−1
≤ C ‖(f, V )‖H0,−p−2,ρ−1×X0,−p−2,ρ−1
that is what we had to prove. 
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5.3. The weighted constraints system. For the Schauder estimates, it is necessary to
compute the partial differential equations solved by (u˜, Z˜). Most importantly, we need to
prove its ellipticity and determine the rate of decay of its coefficients. By making use of the
very definitions of the derivative maps dΦ and dΦ∗, via tedious but elementary computations
one can check that the differential system solved by (u˜, Z˜) takes the form

[
T1u˜+
∑
0≤|β|≤3 a
(1)
β ∂
β u˜
]
+ Cs(−p−1) ∗
[∑
0≤β≤3 c
(1)
β ∂
βZ˜
]
= r2p−nφ−2Nf
[
T2Z˜ +
∑
0≤|β|≤1 c
(2)
β ∂
βZ˜
]
+ Cs(−p−1) ∗ C
r
(2) ∗
[∑
0≤β≤3 a
(2)
β ∂
β u˜
]
= −2r2p+2−nφ−2NV
with
T1 = ∆(∆u˜) , |a
(1)
β | . r
|β|−4φ−2∨|β|−4, |a
(2)
β | . r
|β|−3φ−2∨|β|−3
and
T2 = ∆Z˜ +Div(∇Z˜) + C
s
(−2p) ∗ ∂
2Z˜, |c
(1)
β | . r
|β|−3φ−2∨|β|−3, |c
(2)
β | . r
|β|−2φ|β|−2.
We stress that in the previous equations all differential operators are Euclidean, namely
referred to the flat background metric. We shall also remind the reader that the symbols
Cs(−q) and C
r
(−q) have been defined in Subsection 3.1.
By letting u = ru˜, Z = Z˜ we can rewrite the previous equations in the final form of the
elliptic system for (u, Z) that follows:
(5.1)


[
T1u+
∑
0≤|β|≤3 a
(1)
β ∂
βu
]
+ Cs(−p) ∗
[∑
0≤β≤3 c
(1)
β ∂
βZ
]
= r2p+1−nφ−2Nf
[
T2Z +
∑
0≤|β|≤1 c
(2)
β ∂
βZ
]
+ Cs(−p) ∗
[∑
0≤β≤3 a
(2)
β ∂
βu
]
= −2r2p+2−nφ−2NV
where the coeffiecients are not necessarily the same as above but satisfy all of the same decay
estimates in (r, φ).
5.4. Douglis-Nirenberg ellipticity. In order to proceed further, we need to prove Hölder
estimates on the solution (h, ω). We make use of a specific result for inhomogeneous systems,
due to Douglis-Nirenberg [DN55], which we briefly recall here for the convenience of the
reader. To that aim, we first need to introduce some notation.
Let us consider a system of linear partial differential equations of the form
(5.2) Liw =
N∑
j=1
lijwj = fi, i = 1, . . . , N
where for any j = 1, . . . , N we have that wj is a function of n variables (x1, . . . , xn) with x ∈ Γ
some regular domain of the Euclidean space. Let us assume that each differential operator
lij can be expressed as a polynomial in
∂
∂x1
, . . . , ∂
∂xn
with sufficiently smooth coefficients.
Moreover, let us suppose that there exist 2N integers {s1, . . . , sN , t1, . . . , tN} so that lij has
order less or equal than si+ tj and let l
′
ij be the sum of the terms of lij having order exactly
equal to si+ tj for any choice of our indices. Of course, it is not the case that such numbers
always exist as one is supposed to find integer solutions to a linear system of N2 equations
in 2N unknowns: however, when this does happen, the determinant of the characteristic
matrix of (5.2), namely
(
l′ij(x, ξ)
)
1≤i,j≤n
is an homogeneous polynomial P (x, ξ) of degree
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m =
∑N
k=1(sk + tk) in ξ1, . . . , ξn ∈ R. Indeed, each summand in P (x, ξ) will have degree
of the form
∑N
k=1(sk + tσ(k)) for some σ ∈ SN , the symmetric group on N elements, and of
course
N∑
k=1
(sk + tσ(k)) =
N∑
k=1
sk +
N∑
k=1
tσ(k) =
N∑
k=1
(sk + tk) = m.
We will say that the system (5.2) is elliptic (according to Douglis-Nirenberg) if there exist
s1, . . . , sN , t1, . . . , tN ∈ Z so that, at every point x the determinant P (x, ξ) does not vanish
for every ξ 6= 0.
Obviously, when we deal with an elliptic system as above, we can always reduce to the
case when
si ≤ 0, i = 1, . . . , N max
i
si = 0 tj ≥ 0, j = 1, . . . , N
which is motivated by the form of the Schauder estimates for a single (scalar) PDE, as will
be apparent from the statement below. Correspondingly, let us set
min
i
si = −s, max
j
tj = t.
Now, assume the domain Γ is bounded and let d : Γ → R be the distance function from
the boundary ∂Γ: for every k ∈ Z≥0 and l ∈ R we consider the weighted Hölder norm
‖u‖
(l)
k,α =
k∑
i=0
sup
x∈Γ
d(x)−l+i
∣∣∂iu(x)∣∣+ sup
x∈Γ
d(x)−l+k+α
[
∂ku
]
α
and let Ck,αl (Γ;R) be the Banach space which is gotten by completing the space of restrictions
of elements in C∞c (R
n;R) with respect to such norm. In order to state the interior regularity
theorem of Douglis-Nirenberg, we need to give the following:
Hypothesis (H): let us write lij(x, ∂) =
∑si+tj
|β|=0 aij,β(x)∂
β where the sum is understood to
be first taken over all terms of lij of order equal to |β|. For some constant α ∈ (0, 1), a fixed
positive constant K and all the indices i, j ∈ {1, . . . , n} we require that:
(1) the coefficients aij,β belong to the space C
−si,α
−si−tj+|β|
and
sup
i,j,β
‖aij,β‖
(−si−tj+|β|)
−si,α
≤ K;
(2) the inhomogeneous term fi belongs to the space C
−si,α
−si−t;
(3) the characteristic determinant satisfies
P (x, ξ) ≥ K−1
(
n∑
i=1
ξ2i
)m/2
.
Let us explicitly remark that the notation we are using here for weighted Hölder spaces is
different from that in [DN55] and the two are patently incompatible.
Theorem 5.5. (see [DN55], Theorem 1) Let u be a solution of the system (5.2) under the
assumption (H). Assume that uj ∈ C
0,0
−t+tj and that uj has Hölder continuous derivatives up
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to order tj in Γ for each value of the index j = 1, . . . , N . Then uj ∈ C
tj ,α
−t+tj and
‖uj‖
(−t+tj)
tj ,α
≤ C
(
N∑
i=1
‖ui‖
(−t+ti)
0,0 +
N∑
i=1
‖fi‖
(−si−t)
−si,α
)
for some constant C = C(K, n,N, s1, . . . , tN , α).
Let us now discuss the applicability of this result to our problem, namely to the system
(5.1). If dim(M) = n one first needs to find 2n+2 integers s1, . . . , sn+1, t1, . . . , tn+1 satisfying
the algebraic system 

s1 + t1 = 4
si + t1 = 3 i > 1
s1 + tj = 3 j > 1
si + tj = 2 i, j > 1
and we will pick
s1 = 0, si = −1, t1 = 4, tj = 3 2 ≤ i, j ≤ n+ 1.
Lemma 5.6. There exists a∞,N ∈ R such that for any a ∈ R
n such that |a| ≥ a∞,N the
system (5.1) is elliptic, in the sense of Douglis-Nirenberg, on the domain Ω = Ω(a).
Proof. By the very definition of determinant, we can write the characteristic determinant for
the Einstein constraint (5.1) as
P (x, ξ) ≥ P˜ (x, ξ)− Cs(x)−p |ξ|m
for m = 2n + 4 and C a constant which only depends on the decay assumptions on g − δ
and π, where we have set
P˜ (x, ξ) = det


|ξ|4 0 0 · · · 0
0 |ξ|2 + ξ21 ξ1ξ2 · · · ξ1ξn
0 ξ1ξ2 |ξ|
2 + ξ22 · · · ξ2ξn
...
...
...
. . .
...
0 ξ1ξn ξ2ξn · · · |ξ|
2 + ξ2n

 .
Let us notice that this would be the characteristic matrix of the Einstein system in the case
when (u˜, Z˜) were not coupled, namely in the time-symmetric case when π = 0. Now, the
block structure of such matrix immediately implies that
P˜ (x, ξ) = |ξ|4 det
(
A+ bbt
)
for
A(ξ) = |ξ|2


1 0 0 · · · 0
0 1 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1

 , b =


ξ1
ξ2
...
...
ξn

 .
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It is a well-known fact in linear algebra that, given an n×n matrix A and vectors b1, b2 ∈ R
n
then det(A + b1b
t
2) = det(A) + b
t
2adj(A)b1 and thus, in our case this implies at once that in
fact P˜ (x, ξ) = 2 |ξ|2n+4. Hence
P (x, ξ) ≥
(
2− Cs(x)−p
)
|ξ|m , x ∈ Ω ξ ∈ Rn
and the conclusion follows by picking |a| large enough by virtue of inequality (3.1). 
Before proceeding further, let us make an important remark on our notations: in the rest
of this subsection, as well as in the next one we will adopt the notation Hk,q,ρ when referring
to any type of tensor.
Lemma 5.7. For any α ∈ (0, 1) the following Hölder bounds hold true for (u, Z):
‖u‖(0,0)4,α ≤ C
(
‖u‖(0,0)0,0 +
∥∥Z∥∥(−1,−1)
0,0
+ ‖f‖(−2p−5+n,−4+2N)0,α + ‖V ‖
(−2p−5+n,−3+2N)
1,α
)
‖Z‖(−1,−1)3,α ≤ C
(
‖u‖(0,0)0,0 +
∥∥Z∥∥(−1,−1)
0,0
+ ‖f‖(−2p−5+n,−4+2N)0,α + ‖V ‖
(−2p−5+n,−3+2N)
1,α
)
.
as well as the following for the solution (h, ω) of the linearized problem:
‖h‖(−p,+N−n/2−2)2,α ≤ C
(
‖(f, V )‖H0,−p−2,ρ−1×H0,−p−2,ρ−1
+ ‖f‖(−p−2,N−n/2−4)0,α + ‖V ‖
(−p−2,N−n/2−3)
1,α
)
‖ω‖(−p−1,N−n/2−2)2,α ≤ C
(
‖(f, V )‖H0,−p−2,ρ−1×H0,−p−2,ρ−1
+ ‖f‖(−p−2,N−n/2−4)0,α + ‖V ‖
(−p−2,N−n/2−3)
1,α
)
.
Motivated by the previous Lemma, we are now in position to actually define the Banach
spaces X1, X2. Given Ω, as usual, the (regularized) region between the two cones we consider
Xi, i = 1, 2 to be the closure of the set of smooth (functions, symmetric (0, 2)− tensors) in
Ω →֒ Rn for which the norm ‖·‖i is finite, where
(5.3) ‖(f, V )‖1 = ‖(f, V )‖H0,−p−2,ρ−1×H0,−p−2,ρ−1
+ ‖f‖(−p−2,N−n/2−4)0,α + ‖V ‖
(−p−2,N−n/2−3)
1,α
and
(5.4) ‖(h, ω)‖2 = ‖(h, ω)‖H0,−p,ρ−1×H0,−p−1,ρ−1
+ ‖h‖(−p,N−n/2−2)2,α + ‖ω‖
(−p−1,N−n/2−2)
2,α .
Proof. Thanks to Lemma 5.6 and the decay of the coefficients of our system, we are in
position to apply Theorem 5.5 and get
4∑
i=0
d(x)i
∣∣∂iu(x)∣∣ + d(x)4+α [∂4u]
α,Bd(x)/2(x)
+
3∑
i=0
d(x)i+1
∣∣∂iZ(x)∣∣+ d(x)4+α [∂3Z]
α,Bd(x)/2(x)
≤ C
[
u(x) + d(x)Z(x)
]
+ Cd(x)4r(x)2p+1−nφ(x)−2N
{
sup
B3d(x)/4(x)
|f |+ d(x)α [f ]α,B3d(x)/4(x)
}
+ Cd(x)3r(x)2p+2−nφ(x)−2N
{
sup
B3d(x)/4(x)
|V |+ d(x) sup
B3d(x)/4(x)
|∂V |+ d(x)1+α [∂V ]α,B3d(x)/4(x)
}
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which immediately implies the first two claimed inequalities. In order to prove the other
estimates, one needs the following upper bounds for u and Z. For the former:
|u(x)|2 ≤ Cd(x)−n
∫
Bd(x)/2(x)
|u(y)|2 dL n(y) ≤ Cd(x)−nr(x)2
∫
Bd(x)/2(x)
|u˜(y)|2 dL n(y)
≤ Cr(x)2(p+3−n)φ(x)−2N−n ‖u˜‖2H2,p+2−n,ρ
≤ Cr(x)2(p+3−n)φ(x)−2N−n
∥∥∥(u˜, Z˜)∥∥∥2
H2,−n+p+2,ρ×H1,−n+p+2,ρ
≤ Cr(x)2(p+3−n)φ(x)−2N−n
∥∥∥dΦ∗(g,pi)(u˜, Z˜)∥∥∥2
H0,−n+p,ρ×H0,−n+p+1,ρ
≤ Cr(x)2(p+3−n)φ(x)−2N−n ‖(f, V )‖2H0,−p−2,ρ−1×H0,−p−2,ρ−1
where we have used both the basic estimate, Proposition 4.6, and Lemma 5.4. Similarly, for
the latter:
∣∣d(x)Z(x)∣∣2 ≤ Cr(x)2−nφ(x)2−n ∫
Bd(x)/2(x)
|Z(y)|2 dL n(y) ≤ Cr(x)2(p+3−n)φ(x)−2N−n+2
∥∥∥Z˜∥∥∥2
H1,−n+p+2,ρ
≤ Cr(x)2(p+3−n)φ(x)−2N−n+2
∥∥∥(u˜, Z˜)∥∥∥2
H2,−n+p+2,ρ×H1,−n+p+2,ρ
≤ Cr(x)2(p+3−n)φ(x)−2N−n+2
∥∥∥dΦ∗(g,pi)(u˜, Z˜)∥∥∥2
H0,−n+p,ρ×H0,−n+p+1,ρ
≤ Cr(x)2(p+3−n)φ(x)−2N−n+2 ‖(f, V )‖2H0,−p−2,ρ−1×H0,−p−2,ρ−1
so that by taking square roots one gets:
‖u‖(0,0)0,0 +
∥∥Z∥∥(−1,−1)
0,0
≤ Cr(x)p+3−nφ(x)−N−n/2 ‖(f, V )‖H0,−p−2,ρ−1×H0,−p−2,ρ−1
.
At that stage, one can exploit the Hölder estimates above, together with the very definition
of the tensors h and ω in terms of (u, Z) to complete the proof. For instance, one has for
the zeroth order estimate on h:
|h(x)| ≤ Cr(x)n−2p−1ρ(x)d(x)−2
[
d(x)2
∣∣∂2u(x)∣∣+ d(x) |∂u(x)|+ |u(x)|]
+ Cr(x)n−2p−1ρ(x)s(x)−pd(x)−2
[
d(x)2 |∂Z(x)| + d(x) |Z(x)|
]
≤ Cr(x)n−2p−3φ(x)2N−2×[
rp+3−nφ−N−n/2 ‖(f, V )‖H0,−p−2,ρ−1×H0,−p−2,ρ−1
+ ‖f‖(−2p−5+n,−4+2N)0,α + ‖V ‖
(−2p−5+n,−3+2N)
1,α
]
≤ Cr(x)−pφ(x)N−n/2−2
[
‖(f, V )‖H0,−p−2,ρ−1×H0,−p−2,ρ−1
+ ‖f‖(−p−2,N−n/2−4)0,α + ‖V ‖
(−p−2,N−n/2−3)
0,α
]
.
The other pointwise and (concerning the second derivatives) Hölder estimates for h and ω
are completely analogous and we omit the elementary details. 
5.5. Convergence of the iteration. We now proceed with the proof of Proposition 5.1.
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Proof. In order for us to obtain estimates for the difference of the quadratic terms, Q(g,pi)[h1, ω1]−
Q(g,pi)[h2, ω2] it is convenient to find an exact representation formula for such difference. Re-
calling the expression for the constraint equations, we need to consider
Q(g,pi)[h, ω] =
(
H (g, π)−H (g, π)− dΦ
(1)
(g,pi)[h, ω], Divg(π)−Divg(π)− dΦ
(2)
(g,pi)[h, ω]
)
where gij = gij + hij and π
ab = πab + ωab. Throughout this subsection, we shall adopt the
following simplified notation: R (resp. R) for the scalar curvature Rg of g (resp Rg of g)
and Rij (resp. Rij) for the expression in local coordinates of the Ricci curvature Ricg of g
(resp. Ricg of g). Concerning the first component, we have to study the nonlinear part of
the difference
R− R +
1
n− 1
[
(Trgπ)
2 − (Trgπ)
2]− [|π|2g − |π|2g]
so let us work out each of the three summands separately. We start with the scalar curvature
term: first from the formula for the Ricci curvature we have
Rij −Rij = D
k
ij;k −D
k
ki;j +D
k
klD
l
ij −D
k
jlD
l
ki
where D = Γ−Γ is the difference of the Levi-Civita connections and the semi-colon denotes
the covariant derivative with respect to g. If we write g = g + h, then we have
Dkij =
1
2
gkl(hil;j + hjl;i − hij;l).
Now taking traces with respect to g we have
R− gijRij = g
ij(gklhil;j);k − g
ij(gklhkl;i);j + q(g, h)
where we use q(g, h) to denote a quadratic polynomial in the first covariant derivatives of h
with coefficients depending on g. Since g is parallel (indeed, it is the background metric we
are covariant derivatives with respect of) we have gij;k = hij;k, and g
ij
;k = −g
ilgjmhlm;k. We
may thus rewrite the expression
R−R = gijgklhil;jk − g
ijgklhkl;ij + (g
ij − gij)Rij + q(g, h)
where we have modified q(g, h). We note that the linear term L(h) of R −R is given by
L(h) = [gijgkl(hil;jk − hkl;ij)− g
ikgjlhkl]Rij .
Therefore the quadratic part is
(5.5) R −R − L(h) = (gijgkl − gijgkl)(hil;jk − hkl;ij) + T + q(g, h)
where the term T is given by
T = (gij − gij)Rij + g
ikgjlhklRij .
We can rewrite T by setting gt = g + th for t ∈ [0, 1], and writing
gij − gij =
∫ 1
0
d
dt
(gijt ) dL
1 = −
(∫ 1
0
gikt g
jl
t dL
1
)
hkl.
Hence we have
(5.6) T = −
∫ 1
0
(gikt g
jl
t − g
ikgjl) dL 1 hklRij .
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For the trace term, one can write
(Trgπ)
2 − (Trgπ)
2 =
(
gijπ
ij + gijπ
ij
) (
gklπ
kl − gklπ
kl
)
and by the definitions of g and π
gklπ
kl − gklπ
kl = gklω
kl + hklπ
kl + hklω
kl, gijπ
ij + gijπ
ij = 2gijπ
ij + gijω
ij + hijπ
ij + hijω
ij
so the quadratic part is given by
(5.7)
(
2gijπ
ij
) (
hklω
kl
)
+
(
gijω
ij + hijπ
ij + hijω
ij
) (
gklω
kl + hklπ
kl + hklω
kl
)
.
The squared norm terms can be expanded as follows:
|π|2g−|π|
2
g = π
ikπjlgijgkl−π
ikπjlgijgkl = (π
ik+ωik)
(
πjl + ωjl
)
(gij + hij) (gkl + hkl)−π
ikπjlgijgkl
so it is readily checked that the quadratic part is given by
(5.8) πikπjlhijhkl + ω
ikωjlgijgkl +
(
πikωjl + πjlωik + ωikωjl
)
(gijhkl + gklhij + hijhkl) .
Now we observe that from (5.5), (5.6), (5.7) and (5.8) the term Q
(1)
(g,pi)([h, ω]) is a sum of
terms of the form
E1(h)(∂
2h), E2(h)(h)(Γ
2+∂Γ+π2), E3(h)(∂h)(Γ), E4(h)(∂h)(∂h), E5(h)(ω)(ω), E6(h)(h)(ω)(π)
where E1, E2, E3, E4, E5, E6 are smooth coefficient systems depending on h with Ei(0) = 0
for i = 1, 2, 3.
Now, let us concern ourselves with the second component of the constraints. Let us
remark that Divg(π) is of course linear when the background metric is fixed (g) and we let
the differential operator Divg act on the symmetric tensor π, while Divgπ is not linear as
a function of the couple (g, π) and this is the reason why the following computation is not
trivial. Indeed, since we need to deal with two different background metrics (g and g) we
will start by unwinding the covariant derivatives:
(Divgπ)
l = (πil,i + Γ
i
ikπ
kl + Γlikπ
ik)
and thus, for the difference we can write
(Divgπ)
l − (Divgπ)
l = πil,i − π
il
,i + Γ
i
ikπ
kl − Γiikπ
kl + Γ
l
ikπ
ki − Γlikπ
ki
= (πil,i − π
il
i ) +D
i
ikπ
kl + Γiik(π
kl − πkl) +Dlikπ
ki + Γlik(π
ki − πki)
= ωil,i +D
i
ik(π
kl + ωkl) + Γiikω
kl +Dlik(π
ki + ωki) + Γlikω
ki.
As a result, making use of the expression for the difference of Christoffel symbols that has
been derived above, namely
Dkij =
1
2
(
gkl −
∫ 1
0
gakt g
bl
t hab dL
1
)
(hil;j + hjl;i − hij;l)
we can express the quadratic part of the second component as as finite sum of terms that
belong to one of the following categories:
E7(h)(∂h)(π), E8(h)(h)(Γπ), E9(h)(∂h)(ω), E10(h)(h)(ω)(Γ)
where E7, E8, E9, E10 are smooth coefficient systems depending on (g and) h, moreover
E7(0) = 0 and E8(0) = 0.
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These preliminaries being done, we can easily get pointwise upper bounds for the first and
second components of Q(g,pi) [h1, ω1]−Q(g,pi) [h2, ω2]. Concerning the first component, we will
have (for small [h1, ω1] and [h2, ω2] in the X2-topology)
|Q
(1)
(g,pi)[h1, ω1]−Q
(1)
(g,pi)[h2, ω2]| ≤ C(|h1|+ |h2|)|∂
2(h1 − h2)|
+ C(|∂h1|+ |∂h2|+ |Γ|(|h1|+ |h2|))|∂(h1 − h2)|
+ C(|∂2h1|+ |∂
2h2|+ |∂h1|
2 + |∂h2|
2 + |Γ|(|∂h1|+ |∂h2|))h1 − h2|
+ C((|∂Γ| + |Γ|2 + |π|2)(|h1|+ |h2|) + |π| (|ω1|+ |ω2|)))|h1 − h2|
+ C (|π| (|h1|+ |h2|) + (|ω1|+ |ω2|)) |ω1 − ω2| .
Instead, for the second component, we have:
|Q
(2)
(g,pi)[h1, ω1]−Q
(2)
(g,pi)[h2, ω2]| ≤ C (|π| (|h1|+ |h2|) + (|ω1|+ |ω2|)) |∂ (h1 − h2)|
+ C((|π|+ |ω1|+ |ω2|)(|∂h1|+ |∂h2|)) + |Γ|(|π|(h1|+ |h2|) + (|ω1|+ |ω2|))) |h1 − h2|
+ C(|∂h1|+ |∂h2|+ |Γ|(|h1|+ |h2|)) |ω1 − ω2| .
Since we are assuming that ‖(f1, V1)‖1 < r0 and ‖(f2, V2)‖1 < r0, our Schauder estimates
(Lemma 5.7) imply that for 0 ≤ j ≤ 2
|∂jha| ≤ Cr0r
−p−jφN−n/2−2−j ≤ Cr0r
−p−jφN−n/2−4
as well as ∣∣∂jωa∣∣ ≤ Cr0r−p−1−jφN−n/2−2−j ≤ Cr0r−p−1−jφN−n/2−4
for a = 1, 2.
It follows that, due to our decay assumptions on the data g−δ, π one obtains the pointwise
bounds
|Q
(i)
(g,pi)[h1, ω1]−Q
(i)
(g,pi)[h2, ω2]| ≤ Cr0r
−2p−2φ2(N−n/2−4) ‖(h1 − h2, ω1 − ω2)‖2 , x ∈ Ω i = 1, 2
both for the first and for the second component. As a result, we have∫
Ω
|Q
(i)
(g,pi)[h1, ω1]−Q
(i)
(g,pi)[h2, ω2]|
2r−n+2p+4φ−2N dL n ≤ Cr20 ‖(h1 − h2, ω1 − ω2)‖
2
2 {
∫
Ω
r−n−2pφ2N−2n−16dL n}
and thus, since for any p > 0 and N large enough (say N > n + 8) the above integral is of
course finite, one concludes∥∥Q(g,pi)[h1, ω1]−Q(g,pi)[h2, ω2]∥∥H0,−p−2,ρ−1×H0,−p−2,ρ−1 ≤ Cr0 ‖(h1, ω1)− (h2, ω2)‖2
which is the first assertion we had to prove, based on the definition of the norm ‖·‖1.
We can then proceed with the pointwise estimates for the Hölder seminorms of Q
(1)
(g,pi).
As a preliminary remark which will be used several times in the sequel of this proof, we
observe that for two functions u1, u2 and any ball B ⊆ Ω we have the bound on the Hölder
coefficient
(5.9) [u1u2]α,B ≤ (sup
B
|u1|)[u2]α,B + (sup
B
|u2|)[u1]α,B.
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Furthermore, we shall systematically exploit the comparison inequalities (3.2) and (3.3).
Now given x ∈ Ω we let B = Bd(x)/2(x), and we estimate the first type of term
[E1(h1)(∂
2h1)−E1(h2)∂
2h2]α,B ≤ C sup
B
(|h1|+|h2|)[∂
2(h1−h2)]α,B+C sup
B
(|∂2h1|+|∂
2h2|)[h1−h2]α,B
+C sup
B
|∂2(h1 − h2)|([h1]α,B + [h2]α,B) + C sup
B
(|h1 − h2|)([∂
2h1]α,B + [∂
2h2]α,B).
Using the bounds we have on h1 and h2 we then have
[E1(h1)(∂
2h1)− E1(h2)∂
2h2]α,B ≤ Cr0r(x)
−pφ(x)N−n/2−2([∂2(h1 − h2)]α,B + r(x)
−2φ(x)−2[h1 − h2]α,B
+ r(x)−αφ−α sup
B
|∂2(h1 − h2)|+ r(x)
−2−αφ(x)−2−α sup
B
|h1 − h2|).
Multiplying by r(x)p+2+αφ(x)−N+n/2+4+α we have
r(x)p+2+αφ(x)−N+n/2+4+α[E1(h1)(∂
2h1)− E1(h2)∂
2h2]α,B ≤ Cr0r(x)
2+αφ(x)2+α[∂2(h1 − h2)]α,B
+ Cr0r(x)
αφ(x)α[h1 − h2]α,B + Cr0r(x)
2φ(x)2 sup
B
|∂2(h1 − h2)|+ Cr0 sup
B
|h1 − h2|
≤ Cr0r(x)
−pφ(x)N−n/2−2 ‖h1 − h2‖
(−p,N−n/2−2)
2,α ≤ Cr0‖(h1, ω1)− (h2, ω2)‖2
given our choice of N (recall that we required N > n+ 8).
To handle the second term we estimate
[(E2(h1)(h1)− E2(h2)(h2))(Γ
2 + ∂Γ + π2)]α,B ≤ Cr(x)
−p−2 sup
B
|h1 − h2|([h1]α,B + [h2]α,B)
+ Cr(x)−p−2 sup
B
(|h1|+ |h2|){[h1 − h2]α,B + r(x)
−αφ(x)−α sup
B
|h1 − h2|}
where we have made use of the fact that for p > 0 one has 2(p + 1) > p + 2. Using the
bounds on h1 and h2 and multiplying by r(x)
p+2+αφ(x)−N+n/2+4+α we get
r(x)p+2+αφ(x)−N+n/2+4+α[(E2(h1)(h1)−E2(h2)(h2))(Γ
2 + ∂Γ + π2)]α,B ≤ Cr0r(x)
−p+αφ(x)2+α[h1 − h2]α,B
+ Cr0r(x)
−pφ(x)2 sup
B
|h1 − h2| ≤ Cr0r
−2pφN−n/2‖h1 − h2‖
(p,−N+n/2+2)
2,α ≤ Cr0‖(h1, ω1)− (h2, ω2)‖2.
Similarly,
[E3(h)(∂h)(Γ)]α,B ≤ Cr(x)
−2p−1φ(x)N−n/2−3([∂(h1 − h2)]α,B + r(x)
−αφ(x)−α sup
B
|∂(h1 − h2)|
+ r(x)−1φ(x)−1[h1 − h2]α,B + r(x)
−1−αφ(x)−1−α sup
B
|h1 − h2|)
hence
r(x)p+2+αφ(x)−N+n/2+4+α[E3(h)(∂h)(Γ)]α,B ≤ Cr0r(x)
−p+1+αφ(x)2+α([∂(h1 − h2)]α,B
+ r(x)−αφ(x)−α sup
B
|∂(h1 − h2)|+ r(x)
−1φ(x)−1[h1 − h2]α,B + r(x)
−1−αφ(x)−1−α sup
B
|h1 − h2|)
≤ Cr0‖(h1, ω1)− (h2, ω2)‖2.
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To estimate the fourth type of term we follow the same pattern
[E4(h1)(∂h1)(∂h1)− E4(h2)(∂h2)(∂h2)]α,B ≤ Cr(x)
−αφ(x)−α sup
B
(|∂h1|+ |∂h2|) sup
B
|∂(h1 − h2)|
+ C
(
sup
B
(|∂h1|+ |∂h2|)[∂(h1 − h2)]α,B + sup
B
|∂(h1 − h2)| ([∂h1]α,B + [∂h2]α,B)
)
+ C
(
sup
B
(|∂h1|
2 + |∂h2|
2)[h1 − h2]α,B + sup
B
|h1 − h2|([(∂h1)
2]α,B + [(∂h2)
2]α,B)
)
hence
r(x)p+2+αφ(x)−N+n/2+4+α[E4(h1)(∂h1)(∂h1)− E4(h2)(∂h2)(∂h2)]α,B
≤ Cr0r(x)φ(x)(sup
B
|∂(h1 − h2)|+ r(x)
αφ(x)α[∂(h1 − h2)]α,B)
+ Cr20r(x)
−pφ(x)N−n/2−2(sup
B
|h1 − h2|+ r(x)
αφ(x)α[h1 − h2]α,B)
≤ Cr0r(x)
−pφ(x)N−n/2−2 ‖h1 − h2‖
(−p,N−n/2−2)
2,α ≤ Cr0 ‖(h1, ω2)− (h2, ω2)‖2 .
Lastly, we can take of the error terms involving E5 and E6:
[E5(h1)(ω1)(ω1)− E5(h2)(ω2)(ω2)]α,B ≤ r(x)
−αφ(x)−α sup
B
(|ω1|+ |ω2|) sup
B
(|ω1 − ω2|)
+ C
(
sup
B
|ω1 − ω2| ([ω1]α,B + [ω2]α,B) + sup
B
(|ω1|+ |ω2|) [ω1 − ω2]α,B
)
+ C
(
sup
B
(|ω1|
2 + |ω2|
2)[h1 − h2]α,B + sup
B
|h1 − h2|([ω
2
1]α,B + [ω
2
2]α,B)
)
and thus
r(x)p+2+αφ(x)−N+n/2+4+α[E5(h1)(ω1)(ω1)− E5(h2)(ω2)(ω2)]α,B
≤ Cr0r(x)φ(x)(sup
B
|ω1 − ω2|+ r(x)
αφ(x)α[ω1 − ω2]α,B)
+ Cr20r(x)
−pφ(x)N−n/2(|h1 − h2|+ r(x)
αφ(x)α[h1 − h2]α,B
≤ Cr0r(x)
−pφ(x)N−n/2−2(‖h1 − h2‖
(−p,N−n/2−2)
2,α + ‖ω1 − ω2‖
(−p−1,N−n/2−2)
2,α )
≤ Cr0 ‖(h1, ω1)− (h2, ω2)‖2
on the one hand, and
[E6(h1)(h1)(ω1)(π)−E6(h2)(h2)(ω2)(π)]α,B
≤ Cr(x)−p−1−α sup
B
(|h1|+ |h2|) (sup
B
|ω1 − ω2|+ r(x)
αφ(x)α[ω1 − ω2]α,B)
+ Cr(x)−p−1−α sup
B
(|ω1|+ |ω2|) (sup
B
|h1 − h2|+ r(x)
αφ(x)α[h1 − h2]α,B)
+ Cr(x)−p−1 sup
B
|h1 − h2|([ω1]α,B + [ω2]α,B) + Cr(x)
−p−1 sup
B
|ω1 − ω2|([h1]α,B + [h2]α,B)
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hence
r(x)p+2+αφ(x)−N+n/2+4+α[E6(h1)(h1)(ω1)(π)−E6(h2)(h2)(ω2)(π)]α,B
≤ Cr0r(x)
−p+1+αφ(x)2(sup
B
|ω1 − ω2|+ r(x)
αφ(x)α[ω1 − ω2]α,B)
+ Cr0r(x)
−p+αφ(x)2(sup
B
|h1 − h2|+ r(x)
αφ(x)α[h1 − h2]α,B)
≤ Cr0r(x)
−2p+αφ(x)N−n/2(‖h1 − h2‖
(−p,N−n/2−2)
2,α + ‖ω1 − ω2‖
(−p−1,N−n/2−2)
2,α )
≤ Cr0 ‖(h1, ω1)− (h2, ω2)‖
on the other.
In order to get C1,α weighted estimates of Q(2)(g,pi) we first need to differentiate each of
the espressions E7, E8, E9, E10 we got above. Via elementary, though somewhat lenghty
computations, one can use such expressions to write ∂Q
(2)
(g,pi) as a sum of terms belonging
to one of finitely many types that can be explicitly listed and we omit the tedious details.
Arguing as we did before and making use of the C2,α estimates on h1, h2 as well as ω1, ω2 one
proves the pointwise estimates:
|Q
(2)
(g,pi)[h1, ω1]−Q
(2)
(g,pi)[h2, ω2]| ≤ Cr0r
−2p−2φ2(N−n/2−4) ‖(h1 − h2, ω1 − ω2)‖2
and
|∂Q
(2)
(g,pi)[h1, ω1]− ∂Q
(2)
(g,pi)[h2, ω2]| ≤ Cr0r
−2p−3φ2(N−n/2−5) ‖(h1 − h2, ω1 − ω2)‖2
which patently imply
rp+2φ−N+n/2+3|Q
(2)
(g,pi)[h1, ω1]−Q
(2)
(g,pi)[h2, ω2]|+r
p+3φ−N+n/2+4|∂Q
(2)
(g,pi)[h1, ω1]−∂Q
(2)
(g,pi)[h2, ω2]| ≤ Cr0
as long as N > n/2 − 6. Similarly, making repeated use of the inequality (5.9) one shows
that for any point x ∈ Ω[
Q
(2)
(g,pi)[h1, ω1]−Q
(2)
(g,pi)[h2, ω2]
]
α,Bd(x)/2
≤ r−2p−2−αφ2(N−n/2−4−α) ‖(h1 − h2, ω1 − ω2)‖2
as well as[
∂Q
(2)
(g,pi)[h1, ω1]− ∂Q
(2)
(g,pi)[h2, ω2]
]
α,Bd(x)/2
≤ r−2p−3−αφ2(N−n/2−5−α) ‖(h1 − h2, ω1 − ω2)‖2
so that in the end ∥∥∥Q(2)(g,pi)[h1, ω1]−Q(2)(g,pi)[h2, ω2]∥∥∥(p+2,−N+n/2+3)
1,α
≤ Cr0
for some constant C only depending on the ambient dimension.
Combining both our integral and pointwise estimates, we have shown that∥∥∥(Q(1)(g,pi)[h1, ω1]−Q(1)(g,pi)[h2, ω2], Q(2)(g,pi)[h1, ω1]−Q(2)(g,pi)[h2, ω2])∥∥∥
1
≤ Cr0 ‖(h1, ω1)− (h2, ω2)‖2
if ‖(h1, ω1)‖1 + ‖(h2, ω2)‖1 ≤ r0. Thus, given λ > 0 as small as we need, we simply pick
r0 = λ/4C and this completes the proof. 
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5.6. Continuity of the ADM energy-momentum. We shall be concerned here with the
relation between the ADM energy-momentum of our initial data (M, gˇ, kˇ) and those of its
localization (M, gˆ, kˆ) as in the statement of Theorem 2.3. In order to simplify the exposition,
we will assume that the manifold M has only one end and yet this restriction is completely
unnecessary since our construction happens one end at a time. We know that, by our very
gluing scheme, gˆ = gˇ and kˆ = kˇ on the whole region ΩI so that, in particular, this is true in
the interior of a (Euclidean) ball of radius |a| sin θ1 (resp. |a|/2) for θ1 ∈ (0, π/2) (resp. for
θ1 ∈ [π/2, π)). (We are assuming the ball in question to be defined by the usual equation,
given in asymptotically flat coordinates {x} along the unique end of M). As a result, it
follows from our construction that for any p ∈
(
n−2
2
, p
)
gˆ
H2,−p
→ gˇ, πˆ
H1,−1−p
→ πˇ as |a| → ∞.
Notice that the previous statement is true both when one considers the volume measure
associated to gˇ and when one considers the volume measure associated to gˆ or in fact any
other measure on M which is equivalent to L n outside a large compact set. Our target
now is to prove that the ADM energy-momentum is continuous with respect to sequential
convergence in those topologies. This is probably known to the experts, but not so easily
found in the literature, so we give here a detailed argument to fill this gap.
Proposition 5.8. Let (M, g∞, k∞) be an asymptotically flat initial data set with g∞ ∈ H2,−p
and k∞ ∈ H1,−p−1 for some p >
n−2
2
. Consider a sequence of data (M, gl, kl) such that
gl → g∞ in H2,−p and kl → k∞ in H1,−p−1 as l tends to infinity. Then
lim
a→∞
E (l) = E (∞), lim
a→∞
P(l) = P(∞).
Here E (l),P(l) (resp. E (∞),P(∞)) denote the ADM energy-momentum of (M, gl, kl) (resp.
(M, g∞, k∞)).
To avoid dangerous ambiguities, let us remark that (by our definition of initial data sets,
see Subsection 2.1) we are assuming both (M, g∞, k∞) and each (M, gl, kl) to solve the
Einstein constraint equations. For the sake of simplicity, we will deal here with the vacuum
case, even though an identical proof can be given for the general constraints under the usual
integrability assumption on µ and J .
Proof. Let us first consider the energy functional. Given a large radius r′ we start by claiming
that for any asymptotically flat metric g as in the statement of our proposition∣∣∣∣∣E − 12(n− 1)ωn−1
∫
|x|=r′
n∑
i,j=1
(gij,i − gii,j)ν
j
0 dH
n−1
∣∣∣∣∣ ≤ C(r′)2n−4−4p
(for some constant C which is uniform in a given H2,−p ×H1,−p−1 neighbourhood of (g, k))
and it is clear that once this is justified, it is enough to prove the continuity (in our topology)
of the approximating hypersurface integral at fixed radius r′. To obtain the claim, let us
pick a second, larger radius r′′ > r′ and notice that∫
|x|=r′′
n∑
i,j=1
(gij,i− gii,j)ν
j
0 dH
n−1 −
∫
|x|=r′
n∑
i,j=1
(gij,i− gii,j)ν
j
0 dH
n−1 =
∫
Br′′\Br′
(Rg +R) dL
n
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(with a remainder term satisfying |R| ≤ C(|g − δ||∂2g|+ |∂g|2)) by the divergence theorem,
hence by the first constraint equation (the Hamiltonian constraint) that integral is upper
bounded by (modulo a dimensional constant)∫
M\Br′
(|g − δ||∂2g|+ |∂g|2 + |π|2) dL n.
The terms |g− δ||∂2g|, |∂g|2 and |π|2 have, under our assumptions, roughly the same rate of
decay (of order |x|−2(p+1), in integral sense) so we will just consider the latter, the treatment
for the former two being identical. We can write:∫
M\Br′
|π|2 dL n ≤
(∫
M\Br′
(|π|r1+p)2r−n dL n
)1/2(∫
M\Br′
(|π|rn−1−p)2r−n dL n
)1/2
and in turn∫
M\Br′
(|π|rn−1−p)2r−n dL n ≤ sup
r>r′
r2n−4−4p ×
(∫
M\Br′
|π|2r−n+2p+2 dL n
)
which completes the proof of our claim. Therefore, for any given ε > 0 let us fix a reference
radius r′ so that for each metric gi as well as for g∞ the ADM energy is appromixated by
the integral over the hypersphere of radius r′ (considering the measure H n−1) with an error
less that ε/2. Hence, applying the divergence theorem once again∫
|x|=r′
n∑
i,j=1
(g
(∞)
ij,i − g
(∞)
ii,j )ν
j
0 dH
n−1 −
∫
|x|=r′
n∑
i,j=1
(g
(l)
ij,i − g
(l)
ii,j)ν
j
0 dH
n−1
=
∫
|x|<r′
(g
(∞)
ij,ij − g
(∞)
ii,jj) dL
n −
∫
|x|<r′
(g
(l)
ij,ij − g
(l)
ii,jj) dL
n
thus ∣∣∣∣∣
∫
|x|=r′
n∑
i,j=1
(g
(∞)
ij,i − g
(∞)
ii,j )ν
j
0 dH
n−1 −
∫
|x|=r′
n∑
i,j=1
(g
(l)
ij,i − g
(l)
ii,j)ν
j
0 dH
n−1
∣∣∣∣∣
≤ C
(∫
M
∣∣∣g(∞)ij,ij − g(l)ij,ij∣∣∣2 r−n+2p+4 dL n
)1/2(∫
|x|<r′
rn−2p−4 dL n
)1/2
+ C
(∫
M
∣∣∣g(∞)ii,jj − g(l)ii,jj∣∣∣2 r−n+2p+4 dL n
)1/2(∫
|x|<r′
rn−2p−4 dL n
)1/2
By our convergence assumption, we can now pick an index l0 so that for l > l0 each of those
two summands is less than ε/2 so that in the end |E∞ − El| < ε. Therefore, since ε can
be chosen arbitrarily small we conclude that the energy functional is continuous in these
weighted Sobolev spaces. The proof of the continuity of the ADM linear momentum follows
along the same lines, so we will only sketch it. First of all, in order to show that∣∣∣∣∣Pi − 1(n− 1)ωn−1
∫
|x|=r′
n∑
j=1
πijν
j
0 dH
n−1
∣∣∣∣∣ ≤ C(r′)2n−4−4p
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one applies the divergence theorem observing that∑
j
πij,i =
∑
j
(πij;j − πij,j) ≤ C|∂g||π|
by virtue of the second constraint equation (the vector constraint) and the fact that, in local
coordinates
πij;i = πij,j − Γ
k
jjπik − Γ
k
ijπjk.
Since |∂g||π| ≤ |∂g|2 + |π|2 the claim follows by the argument we have already presented
because of course we only need to deal with terms of order zero or one. At that stage, the
comparison happens at the level of a fixed hypersphere and the convergence assumption can
be used in a straightforward fashion. This concludes the proof. 
As a result, we can immediately deduce the surprising fact that our localization construc-
tion gives an arbitrarily good approximation of the ADM energy-momentum of the given
initial data, no matter how small the angles θ1 and θ2 may potentially be.
Corollary 5.9. Let (M, gˇ, kˇ), (M, gˆ, kˆ) be as in the statement of Theorem 2.3. Then
lim
a→∞
Eˆ = Eˇ , lim
a→∞
Pˆ = Pˇ .
Here Eˆ , Pˆ (resp. Eˇ , Pˇ) denote the ADM energy-momentum of (M, gˆ, kˆ) (resp. (M, gˇ, kˇ)).
6. A new class of N−body solutions
As anticipated in the Introduction, we would like to devote this section to a discussion
about the applicability of our gluing methods to the construction of a new class of N -body
initial data sets for the Einstein constraint equations. In the context of Newtonian gravity,
a set of initial data for the evolution of N massive bodies can be obtained by solving a single
Poisson equation in the complement of a finite number of compact domains (say balls) in
R3, at least if the interior structure and dynamics of the bodies in question is neglected.
The nonlinearity of the Einstein constraint equations makes such a task a lot harder and in
fact it was only in the last decade that sufficiently general results in this direction, without
restricting to rather symmetric configurations [CD03] or exploiting the presence of multiple
ends [CIP05], have been obtained [CCI09,CCI11].
Let us suppose that a finite collection ofN asymptotically flat data sets (M1, g1, k1), . . . , (MN , gN , kN)
is assigned and let Ui denote a compact, regular subdomain of Mi for each value of the index
i. Moreover, let x1, . . . , xN ∈ R
n be N vectors which are supposed to prescribe the location
of the regions U1, . . . , Uk with respect to a fiducial flat background. Then, the problem we
want to address is the construction of a triple (M, g, k) which:
• is a solution of the vacuum Einstein constraint equations Φ(g, k) = 0;
• contains N regions that are isometric to the given bodies;
• has the centers of such bodies in a configuration which is a scaled version of the
chosen configuration.
Making use of Theorem 2.3, we can glue together any finite number of conical regions for
given data (Mi, gi, ki). In order to state this result, let us introduce some notation. Given
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n ≥ 3, a ∈ Rn, θ ∈ (0, π) and ε > 0 very small we let Γθ (a) (resp. Ωθ,ε (a)) be the regularized
conical region obtained from Cθ(a) (resp. Cθ(a) \C(1−ε)θ (a)) by removing the singularity at
the tip and smoothly gluing B1/2 (a) as explained in the Subsection 2.3. In addition, we set
Γˆθ,ε (a) = Γθ (a)− (1 + ε)a, Ωˆθ,ε (a) = Ωθ,ε (a)− (1 + ε)a
that are translated copies of the smoothened regions. We remark that for any given ε > 0 if
a, a′ are large enough we have that [Cθ(a)− a]∩[Cθ′(a
′)− a′] = ∅ implies Ωˆθ,ε (a)∩Ωˆθ′,ε (a
′) =
∅ as well.
Finally, given two vectors v1, v2 ∈ S
n−1 let ϕ(v1, v2) ∈ [0, π] be the angle between them.
This statement is a remarkable consequence of our gluing Theorem 2.3.
Theorem 6.1. Given σ > 0, 0 < ε < 1/2 and a collection of initial data (M1, g1, k1), . . . , (MN , gN , kN)
(as in Subsection 2.1) satisfying the vacuum Einstein constraint equations one can find Λ > 0
such that: assigned vectors a1, . . . , aN ∈ R
n and angles θ1, . . . , θN satisfying |ai| > Λ and
ϕ(ai, aj) > (1 − ε)
−1(θi + θj) (for any choice of indices i, j) then there exists an asymptot-
ically Euclidean triple (M, g, k) satisfying the vacuum Einstein constraint equations, where
M has exactly one end, such that g (resp. k) on Γˆθi,ε (ai) coincides with gi (resp. k = ki)
on Γθi,ε (ai) ⊂Mi and ∣∣∣∣∣E −
N∑
i=1
E (i)
∣∣∣∣∣ ≤ σ,
∣∣∣∣∣P −
N∑
i=1
P(i)
∣∣∣∣∣ ≤ σ.
Remark 6.2. Let us recall from Subsection 2.3 that our data are all tacitly assumed to
have only one end. If instead this is not the case, the same construction goes through
anyway, provided each (Mi, gi, ki) comes with a preferred, labelled end on which the gluing
is performed: in this case the resulting triple will of course have multiple ends and indeed
# ends (M, g, k) = 1 +
N∑
i=1
(# ends (Mi, gi, ki)− 1).
Proof. First of all, one can find Λ large enough that Theorem 2.3 is applicable to every
single triple (Mi, gi, ki) and, under the additional constraint εΛmaxi,j
{
sin
(
ϕ(ai,aj)
2
)}
> 1
we can make sure that each couple of domains Γˆθi/(1−ε),ε (ai) will indeed be mutually disjoint
whenever |ai| > Λ for any i and ϕ(ai, aj) > (1 − ε)
−1(θi + θj), as in the statement above.
Thus, we employ our gluing theorem exactly N times to construct on Rn \ ∪Ni=1Γˆ(1−ε)θi,ε (ai)
a smooth couple (g, k) that agrees with each of our data (gi, ki) at the interface Ωˆθi,ε (ai) and
is exactly Euclidean outside of Γˆθi/(1−ε),ε (ai).
As a second step, one can fill in the conical subregions by smoothly identifying the bound-
ary of such manifold with the boundary of the conical domains Γˆ(1−ε)θi,ε (ai) in each Mi.
Correspondingly, one can extend the tensors g and k on the whole M .
We claim that the resulting triple (M, g, k) satisfies all of our requirements and to that
aim it is enough to check the last assertion. As remarked in Subsection 5.6, it follows from
our general construction that
E (gˆ)→ E (g) as |a| → ∞
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(M1, g1, k1) (M2, g2, k2)
(M, g, k)
•
O
Figure 2. Theorem 6.1 allows to merge an assigned collection of data into
an exotic N−body solution of the Einstein constraint equations.
and similarly, for the linear momentum
P (gˆ)→ P (g) as |a| → ∞.
Now, since the reference background triple for our gluing is (Rn, δ, 0) it follows at once that
in our construction the components of the energy-momentum 4-vector add up exactly
E =
N∑
i=1
Eˆ (i), P =
N∑
i=1
Pˆ(i)
where we are using the notation Eˆ (i) = E (gˆi) and obviously gˆi is gotten from gi by performing
our gluing with respect to the cones of vertex ai and angles θi and θi/ (1− ε). As a result,
in order to conclude it is enough to choose Λ possibly a bit larger than before, namely large
enough so that |ai| > Λ implies
∣∣∣E(gi)− Eˆ (i)∣∣∣ ≤ σ/N (for every index i = 1, . . . , N) and
analogously for the linear momentum. 
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If finitely many compact subdomains U1, . . . , UN are assigned in each M1, . . . ,MN we
can exploit the gluing results by Corvino [Cor00] and Corvino-Schoen [CS06] to reduce
to the case when every one of these is contained in a larger domain Vi and ∂Vi has a
neighbourhood where (gi, ki) are exactly like in an annulus of a Schwarzschild or (more
generally) Kerr solution. As a result, the prescribed position of V1, . . . , VN can be described
in terms of centers x1, . . . , xN of finitely many Euclidean balls B1, . . . , BN . For each of our
data M1, . . . ,MN we just need to make sure to pick an angle θi and a scaling factor τ small
enough so that ϕ(xi, xj) > θi + θj and of course Cθi (−xi/τ) contains the domain Vi. As a
consequence, Theorem 6.1 immediately implies constructibily of N -body initial data sets in
the sense explained above, in substantial analogy with the main results contained in [CCI09]
(for the time-symmetric case) and [CCI11] (for the general case). The only relevant difference
with the present treatment is the behaviour at infinity of the tensors g, k, which in such works
is prescribed to be exactly as in the Kerr solution outside a suitably large compact set, while
we engineer data that are non-interacting on large time scales.
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