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Let B(x) = xm + bm−1xm−1 + · · · + b0 ∈ Z[x]. If every element in
Z[x]/(B(x)Z[x]) has a polynomial representative with coeﬃcients
in S = {0,1,2, . . . , |b0| − 1} then B(x) is called a complete base
polynomial. We prove that if B(x) is a completely reducible quintic
polynomial with ﬁve distinct integer roots less than −1, then B
is a complete base polynomial. This is the best possible result
regarding the completely reducible polynomials so far. Meanwhile,
we provide a Mathematica program for determining whether an
input polynomial B(x) is a complete base polynomial or not.
The program enables us to experiment with various polynomial
examples, to decide if the potential result points in the desired
direction and to formulate credible conjectures.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
It is well known that every n ∈ N can be expressed uniquely as
n = c0 + c1b + · · · + cmbm,
where the integer base, or radix, b 2, the coeﬃcient cm = 0, and ci ∈ {0,1,2, . . . ,b−1}. This concept
has been generalized to different bases and numeration systems.
Grunwald [7] studied the negative bases, and in particular showed that every n ∈ Z admits a
unique representation
n = d0 + d1(−b) + · · · + d(−b),
where the base b  2, the coeﬃcient d = 0 and di ∈ {0,1,2, . . . ,b − 1}. A famous example that used
negative bases is the negadecimal system.
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b = −1 + i. In last decade, these concepts have been further extended to the following generalized
base representations.
Deﬁnition. Let
B(x) = xm + bm−1xm−1 + · · · + b0 ∈ Z[x] (1)
and S = {0,1,2, . . . , |b0| − 1}. If every P (x) ∈ Z[x] has an expression of the form
P ≡ Q (mod B),
where Q (x) ∈ Z[x] has all coeﬃcients in S , then we say that (B, S) is a complete base (CB) or canon-
ical number system (CNS). In the sequel we use the term complete base (CB) and refer to B(x) as a
CB polynomial.
For a detailed account on the historical development and the connections of the concept of com-
plete base to other theories, e.g. shift radix systems, ﬁnite automata and fractal tilings, as well as the
applications of complete base to computer arithmetics, cryptography and quasicrystals in physics, see
[1,2,4,6,9,11–13].
Not all polynomials B(x) will form a complete base. It is easy to show that B(x) = x + b0 with
b0  2 forms a complete base. For the quadratic polynomials B(x) = x2 + b1x+ b0, Gilbert [6] proved
that B is a CB polynomial if and only if −1 b1  b0 and b0  2. It is natural to ask whether there
exists a complete classiﬁcation of all CB polynomials. Unfortunately, existing research results indicate
that the structure of CB polynomials (even polynomials of only degree three) is very complicated and
only partial results have been achieved. Recently, Kane [8] found a class of CB polynomials which
have k distinct integer roots with k 4.
The purpose of this paper is to characterize completely reducible quintic CB polynomials. Our
results extend Kane’s recent work to k = 5. We also provide a Mathematica program that determines
whether a given polynomial B(x) is a CB polynomial or not.
2. Preliminaries
In this section, we review some existing results regarding CB polynomials.
Theorem 1. (See Pethö [12], Kane [8].) If B(x) is a CB polynomial, then
1. all roots of B(x) lie outside the closed unit disk, and
2. all real roots of B(x) are less than −1.
The linear and quadratic CB polynomials are completely determined by the comparative sizes of
their coeﬃcients. Thus, we are interested in generally characterizing CB polynomials by the sizes of
their coeﬃcients.
There are three special cases that necessitate our attention. The ﬁrst describes the “monotonicity
condition” on the coeﬃcients of CB polynomials.
Theorem 2. (See Pethö [11].) If B(x) has no roots on the closed unit disk and its coeﬃcients satisfy
b0  2 and b0  b1  · · · bm−1 > 0,
then B is a CB polynomial.
The second theorem describes the “dominance condition” on the coeﬃcients of CB polynomials.
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b2, . . . ,bm−1  0,
m∑
k=1
bk  0 and b0 >
m∑
k=1
|bk|,
then B is a CB polynomial.
The third result characterizes completely reducible polynomials of degree four and below.
Theorem 4. (See Pethö [11], Kane [8].) If B is a polynomial whose roots are k distinct integers less than −1, if
k 4, and S = {0,1, . . . ,b0 − 1}, then (B, S) forms a complete base.
Unfortunately, few results exist for k  5. Kane [8] provides a counterexample for k = 9, showing
that the analogue of Theorem 4 does not hold for arbitrary k.
3. The characterization of quintic complete base polynomials
In this section we extend Theorem 4 to completely reducible quintic polynomials. The following
theorem provides an alternate requirement for (B, S) forming a complete base.
Theorem 5. (See Kane [8].) (B, S) forms a complete base if and only if B has no roots on the closed unit disk
and there exists no polynomial T ∈ Z[x] and natural number n so that when B · T is reduced modulo 1 − xn
to a polynomial of degree at most n − 1 it is a nonzero polynomial with coeﬃcients in S.
For any given B that satisﬁes the two conditions of Theorem 1, the maximum and minimum
bounds for the coeﬃcients of T are determined as follows
Lemma 6. (See Kane [8].) If B has only negative integer roots other than−1 and T ∈ Z[x] has degree less than n
so that B(x)T (x) ≡ U (x) (mod 1 − xn) where U (x) has degree less than n and coeﬃcients in {0,1, . . . ,
b − 1}, then all of the coeﬃcients of T are in the interval
[
b − 1
2
(
− 1
B(−1) +
1
B(1)
)
,
b − 1
2
(
1
B(−1) +
1
B(1)
)]
.
In particular, for the quintic case, we have
Corollary 7. If
B(x) = (x+ α)(x+ β)(x+ γ )(x+ δ)(x+ ) = x5 + p1x4 + p2x3 + p3x2 + p4x+ p5, (2)
where α,β,γ , δ,  are distinct integers greater than or equal to 2, then the coeﬃcients of T are in the set
{−2,−1,0,1,2,3}.
Proof. It is easy to see that the range of the coeﬃcients of T given by Lemma 6 is maximized
when the coeﬃcients of B are minimized. Thus, in the case of (2), the range is maximized when
α,β,γ , δ,  = 2,3,4,5,6 in some order. Thus, b = 720, B(1) = 2520, and B(−1) = 120. By Lemma 6,
the range of coeﬃcients of T is
[
720− 1
2
(
− 1
120
+ 1
2520
)
,
720− 1
2
(
1
120
+ 1
2520
)]
,
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[−2.853 . . . ,3.138 . . .].
Since T ∈ Z[x], ti ∈ {−2,−1,0,1,2,3}. 
We are now in the position to characterize completely reducible quintic CB polynomials.
Theorem 8. If B is a polynomial given by (2) whose roots are ﬁve distinct integers less than −1, and S =
{0,1, . . . , p5 − 1}, then (B, S) forms a complete base.
The following lemma provides considerable machinery to prove Theorem 8.
Lemma 9. If B(x) is a polynomial given by (2) whose roots are ﬁve distinct integers less than −1, then the
following inequalities hold:
1. 2p5 + p4 > 3p3 + 3p2 + 3p1 + 3, 11. 2p5 + 2p2 > 3p3 + 3p1,
2. p5 + 2p4 > 3p3 + 3p2 + 3p1 + 3, 12. p4 + p2 + 2> 2p3 + 2p1,
3. 2p5 + p3 > p4 + 3p2 + 3p1 + 3, 13. p3 > 2p2 + 2p1 + 2,
4. 2p5 > p3 + 3p2 + 3p1 + 3, 14. p5 + p3 > p4 + p2 + 2p1 + 1,
5. p5 + p4 > 2p3 + 3p2 + 3p1 + 3, 15. p5 + 2p3 + p1 > p4 + 2p2 + 2,
6. p4 > p3 + 2p2 + 2p1 + 2, 16. 2p4 > 3p3 + 4,
7. p5 > 2p2 + 2p1 + 2, 17. 2p4 + 3p2 > 4p3 + 4p1 + 4,
8. p5 > p3 + 3p1 + 3, 18. p2 > 2p1 + 1,
9. 2p5 > p4 + 2p2 + 3p1 + 3, 19. p1 > 2.
10. p5 + p4 + p2 > 3p3 + 3p1 + 3,
Proof. We prove Lemma 9.1. The proofs of the remaining inequalities are analogous. In view of (2),
the coeﬃcients of B(x) are
• p1 = α + β + γ + δ +  ,
• p2 = αβ + αγ + αδ + α + βγ + βδ + β + γ δ + γ  + δ ,
• p3 = αβγ + αβδ + αβ + αγ δ + αγ  + αδ + βγ δ + βγ  + βδ + γ δ ,
• p4 = αβγ δ + αβγ  + αβδ + αγ δ + βγ δ ,
• p5 = αβγ δ .
We use the following well-known fact regarding symmetric functions:
Proposition 10. Let f (x1, x2, . . . , xn) be symmetric, i.e.,
f (x1, x2, . . . , xn) = f
(
σ(x1, x2, . . . , xn)
)
,
where σ(x1, x2, . . . , xn) is a permutation of (x1, x2, . . . , xn). If f is continuous and increasing for each xi in
ai  xi < ∞, then
f (x1, x2, . . . , xn) f (a1,a2, . . . ,an).
It is easy to see that Lemma 9.1 is the consequence of the two inequalities p5 + p4 > 3p3 and
p5 > 3(p2 + p1 + 1).
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f (α,β,γ , δ, ) = p5 + p4 − 3p3.
Thus, f (α,β,γ , δ, ) is continuous and symmetric. Moreover,
∂ f
∂α
= βγ δ + (βγ δ + βγ  + βδ + γ δ) − 3(βγ + βδ + β + γ δ + γ  + δ).
If β,γ , δ,   3, we have
∂ f
∂α
= [(βγ − 3)(δ − 3) − 9]+ βδ(γ − 3) + γ (β − 3) + β(δ − 3) + γ δ( − 3) 0.
On the other hand, noticing that fα is also symmetric, hence, without loss of generality, we assume
β = 2, γ , δ,   3 and deduce
∂ f
∂α
= 3γ δ + 2(γ δ + γ  + δ) − 6(γ + δ + ) − 3(γ δ + γ  + δ)
= 3γ δ
(
1− 1
γ
− 1
δ
− 1

)
+ 2(γ − 3) + 2γ (δ − 3) + 2δ( − 3)
 0.
Thus, f is increasing for α. Using symmetry and Proposition 10 yields
f (α,β,γ , δ, ) f (2,3,4,5,6) = 24,
which implies that p5 + p4 > 3p3. Similarly, we have p5 > 3(p2 + p1 + 1). Thus, we have proved
Lemma 9.1 as desired. 
Now, we turn to the proof of Theorem 8.
Proof of Theorem 8. Suppose for the sake of contradiction that (B, S) does not form a complete base.
Since B has no roots on the closed unit disk, by Theorem 5, we just have to prove that there exists
no polynomial T ∈ Z[x] of degree less than n so that when B · T is reduced modulo 1− xn the result
has coeﬃcients in S . Suppose that such a T does exist. Let
T (x) = t0 + t1x+ t2x2 + · · · + tn−1xn−1 (3)
and
B · T = s0 + s1x+ · · · + sn−1xn−1 +
(
1− xn)q(x), (4)
where si ∈ S for all 0 i  n − 1 and
q(x) = q0 + q1x+ q2x2 + q3x3 + q4x4.
For 0 k 4, comparing the coeﬃcients of xk on both sides of (4) yields
p5tk + p4tk−1 + · · · + p5−kt0 = sk + qk.
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−qk = p4−ktn−1 + · · · + p1tn+k−4 + tn+k−5.
Thus,
sk = p5tk + p4tk−1 + · · · + p1tn+k−4 + tn+k−5.
If n 6, for 5 k n − 1, we have
sk = p5tk + p4tk−1 + · · · + p1tk−4 + tk−5.
Therefore, in general, for 0 k n − 1, we have
sk = p5tk + p4tk−1 + · · · + p1tk−4 + tk−5, (5)
where the indices of the ti are taken modulo n.
We now show that for any given polynomial T , at least one of the coeﬃcients of (5) is either
negative or greater than p5 − 1. This contradicts to the assumption that sk ∈ S .
In contrast with Kane’s k = 4 case, we need to deal with the greatly increasing numbers of coef-
ﬁcient strings. Note that in the proof, the coeﬃcients in the coeﬃcient strings are listed in reverse
order. In other words, the rightmost integer in each string corresponds to the coeﬃcient of a term of
T with higher power than the next integer to the left does. When listing coeﬃcient strings in this
section, a/b refers to a or b.
First, we demonstrate that thirty cases of coeﬃcient strings cannot appear in T for the given
reasons, which imply the full cases. The chart below shows the details.
Case String Reason
1 (−2/(−1),−2) Lemma 9.1
2 (−2,−1) Lemma 9.2
3 (−2/ − 1,1,−2) Lemma 9.3
4 (−2/ − 1/0/1,0,−2) Lemma 9.4
5 (−2/ − 1/0/1/2,−1,−1) Lemma 9.5
6 (1/2/3,2) Lemma 9.5
7 (2/3,1) Lemma 9.6
8 (1/2/3,3) Lemma 9.1
9 (0,3)
9.1 (−1/0/1/2/3,0,3) Lemmas 9.7 and 9.8
9.2 (−2,0,3) See subcases
9.2.1 (−2/ − 1,−2,0,3) Case 1
9.2.2 (0/1/2/3,−2,0,3) Lemma 9.8
10 (−1,3)
10.1 (0/1/2/3,−1,3) Lemma 9.9
10.2 (−1,−1,3) See subcases
10.2.1 (−2/ − 1/0/1/2,−1,−1,3) Case 5
10.2.2 (3,−1,−1,3) See subcases
10.2.2.1 (0/1/2/3,3,−1,−1,3) Case 8
10.2.2.2 (−2/ − 1,3,−1,−1,3) Substring (−2/ − 1,3,−1,−1) by Lemma 9.10
10.2.3 (−2,−1,3) Case 2
11 (2/3,0,−2)
11.1 (−2/ − 1/0,2,0,−2) Lemma 9.8
11.2 (1/2/3,2,0,−2) Case 6
11.3 (−1/0/1/2/3,3,0,−2) Cases 8, 9, 10
11.4 (−2,3,0,−2) Lemma 9.11
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12 (1,1)
12.1 (−1/0/1/2/3,1,1) Lemma 9.6
12.2 (−2,1,1) See subcases
12.2.1 (−2/ − 1,−2,1,1) Case 1
12.2.2 (0,−2,1,1) See subcases
12.2.2.1 (−2/ − 1/0/1,0,−2,1,1) Case 4
12.2.2.2 (2/3,0,−2,1,1) Case 11
12.2.3 (1/2/3,−2,1,1) Lemma 9.12
13 (−2,3)
13.1 (−2/ − 1,−2,3) Case 1
13.2 (0,−2,3) See subcases
13.2.1 (−2/ − 1/0/1,0,−2,3) Case 4
13.2.2 (2/3,0,−2,3) Case 11
13.3 (1,−2,3) See subcases
13.3.1 (−2/ − 1,1,−2,3) Case 3
13.3.2 (1,1,−2,3) Case 12
13.3.3 (2/3,1,−2,3) Case 7
13.3.4 (0,1,−2,3) See subcases
13.3.4.1 (−2/ − 1/0/1,0,1,−2,3) Substring (−2/ − 1/0/1,0,1,−2) by Lemma 9.9
13.3.4.2 (2/3,0,1,−2,3) Substring (2/3,0,1) by Lemma 9.13
13.4 (2/3,−2,3) Lemma 9.14
At this point, we have completely addressed all coeﬃcient strings involving 3, so all further cases will
not include 3. Now we take care of the coeﬃcients +2 and −2.
Case String Reason
14 (−1/0/1/2,0,2)
14.1 (0/1/2,0,2) Lemma 9.7
14.2 (−1,0,2) See subcases
14.2.1 (−2/ − 1,−1,0,2) Cases 2 and 5
14.2.2 (0/1/2,−1,0,2) Lemma 9.8
15 (−2,0,2)
15.1 (−2/ − 1,−2,0,2) Case 1
15.2 (0,−2,0,2) See subcases
15.2.1 (−2/ − 1/0/1,0,−2,0,2) Case 4
15.2.2 (2,0,−2,0,2) Case 11
15.3 (1/2,−2,0,2) Substring (1/2,−2,0) by Lemma 9.6
16 (0/1,−2,0)
16.1 (0,−2,0) Cases 4 and 11
16.2 (−2/ − 1,1,−2,0) Case 3
16.3 (1,1,−2,0) Case 12
16.4 (2,1,−2,0) Case 7
17 (−2/ − 1/0/1,0,−1)
17.1 (−2/ − 1/0,0,−1) Lemma 9.7
17.2 (1,0,−1) See subcases
17.2.1 (−2/ − 1/0,1,0,−1) Lemma 9.8
17.2.2 (1/2,1,0,−1) Cases 7 and 12
18 (2,0,−1)
18.1 (1/2,2,0,−1) Case 6
18.2 (0,2,0,−1) Cases 14 and 15
18.3 (−1,2,0,−1) See subcases
18.3.1 (−2/ − 1,−1,2,0,−1) Cases 2 and 5
18.3.2 (0,−1,2,0,−1) See subcases
18.3.2.1 (−2/ − 1/0/1,0,−1,2,0,−1) Case 17
18.3.2.2 (2,0,−1,2,0,−1) See below for details
18.3.3 (1/2,−1,2,0,−1) Analogous to 18.3.2.1
18.4 (−2,2,0,−1) See subcases
18.4.1 (−2/ − 1,−2,2,0,−1) Case 1
18.4.2 (0,−2,2,0,−1) Cases 4 and 11
18.4.3 (1/2,−2,2,0,−1) Analogous to 18.3.2.1
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19 (0,−2/ − 1)
19.1 (0,−2) Cases 4 and 11
19.2 (0,−1) Cases 17 and 18
20 (−2,2,−2) Lemma 9.14
21 (1/2,−1,2)
21.1 (−1/0/1/2,1/2,−1,2) Lemma 9.14
21.2 (−2,1/2,−1,2) See subcases
21.2.1 (−2/ − 1,−2,1/2,−1,2) Case 1
21.2.2 (0,−2,1/2,−1,2) Case 19
21.2.3 (1/2,−2,1/2,−1,2) See subcases
21.2.3.1 (1/2,−2,2,−1,2) Lemma 9.15
21.2.3.2 (1/2,−2,1,−1,2) Substring (1/2,−2,1,−1) by Lemmas 9.3 and 9.8
22 (−1,2)
22.1 (1/2,−1,2) Case 21
22.2 (0,−1,2) Case 19
22.3 (−2/ − 1,−1,2) Cases 2 and 5
23 (2,−2)
23.1 (−2,2,−2) Case 20
23.2 (−1,2,−2) Case 22
23.3 (0,2,−2) Cases 14 and 15
23.4 (1/2,2,−2) Case 6
24 (1,−2)
24.1 (−2/ − 1,1,−2) Case 3
24.2 (0,1,−2) See subcases
24.2.1 (−2/ − 1/0,0,1,−2) Lemma 9.9
24.2.2 (1/2,0,1,−2) Substring (1/2,0,1) by Lemma 9.13
24.3 (1/2,1,−2) Cases 7 and 12
25 (−2)
25.1 (−2/ − 1,−2) Case 1
25.2 (0,−2) Case 19
25.3 (1,−2) Case 24
25.4 (2,−2) Case 23
26 (2)
26.1 (−2,2) Case 25
26.2 (−1,2) Case 22
26.3 (0,2) Cases 14 and 15
26.4 (1/2,2) Case 6
At this point, we have addressed all strings involving +2 and −2, so the remaining cases will not
involve either of the two numbers.
Case String Reason
27 (1,0,1) Lemma 9.13
28 (1,0,0,1) Lemma 9.18
29 (−1/0/1,0,0,0,1)
29.1 (0/1,0,0,0,1) p5 > p5 − 1
29.2 (−1,0,0,0,1) Substring (−1,0,0,0) by Lemma 9.18
30 (−1/0/1,0,0,0,0,1)
30.1 (0/1,0,0,0,0,1) p5 > p5 − 1
30.2 (−1,0,0,0,0,1) Substring (−1,0,0,0,0) by Lemma 9.19
Next, we explicitly analyze and prove the nonexistence of two typical coeﬃcient strings: Case 1
(−2/(−1),−2) and the subcase 18.3.2.2 (2,0,−1,2,0,−1). The derivations of rest cases are analo-
gous.
For Case 1, the possible coeﬃcients for the xk term of B · T would be
−2p5 − 2p4 + ap3 + bp2 + cp1 + d or − 2p5 − p4 + ap3 + bp2 + cp1 + d.
228 A. Chen / Journal of Number Theory 129 (2009) 220–230These two terms are achieved by tk = −2, tk−1 = −2/(−1). To verify that the coeﬃcient string
(−2/(−1),−2) cannot appear in a T as in Theorem 5, we show that both of these coeﬃcients in
B · T are negative. We only address
−2p5 − p4 + ap3 + bp2 + cp1 + d < 0 (6)
because conﬁrming (6) immediately implies both terms to be negative and disproves both (−2,−2)
and (−1,−2).
It is easy to see that (6) is equivalent to
2p5 + p4 > ap3 + bp2 + cp1 + d,
and by Corollary 7, a,b, c,d ∈ {−2,−1,0,1,2,3}. Thus the right-hand side of the inequality is maxi-
mized when a,b, c,d = 3 and (6) is valid by Lemma 9.1.
Similarly, for the coeﬃcient string (2,0,−1,2,0,−1) that appears in T , possible coeﬃcients for
the xk term of B · T are
−p5 + 2p3 − p2 + 2 and 2p4 − p3 + 2p1 + a.
The difference between these two coeﬃcients is
p5 + 2p4 − 3p3 + p2 + 2p1 + (a − 2),
and by Lemma 9.16, this is greater than p5 for −2 a 2. Thus, at least one of the terms is outside
of our range.
Finally, in summary, we have proved that (B, S) forms a complete base. 
4. A Complete Base polynomial test program
In this section we introduce a Mathematica program which determines whether a given polyno-
mial B(x) is a CB polynomial or not.
The principle of this program is based on Brunotte’s mapping. Deﬁne τ : Zm → Zm by
τ (x1, x2, . . . , xm) =
(
−sign(b0)
⌊∑m
i=1 bixi
b0
⌋
, x1, x2, . . . , xm−1
)
.
Brunotte [5] proved that
Theorem 11. If E ⊆ Zm has the following properties:
• (1,0, . . . ,0) ∈ E,
• −E ⊆ E,
• τ (E) ⊆ E,
• for every x ∈ E there exists some k ∈ N such that τ k(x) = 0,
then B is a CB polynomial.
Theorem 11 provides the following algorithmic process to test whether B(x) is a CB polynomial or
not.
1. Begin with E1 = {(0,0, . . . ,0), (−1,0, . . . ,0), (1,0, . . . ,0)}.
2. If Ei is deﬁned for i < k then Ek is deﬁned by Ek = Ek−1 ∪ τ (Ek−1) ∪ (−τ (−Ek−1)).
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4. For each x ∈ Ek , conﬁrm that there exists some l ∈ N such that τ l(x) = 0.
Note that Ek = −Ek for all k. If B(x) has no roots on the closed unit disk, step (4) will terminate in
a ﬁnite number of steps. In addition, because τ is eventually contractive, the set Ek (k = 1,2, . . .) must
be uniformly bounded. By the discreteness of Zm in Rm and Ek ⊃ Ek−1, step (2) will also terminate
in a ﬁnite number of steps.
Implementing this algorithm in Mathematica, we establish a CB polynomial test program (see
Appendix for code), which enables us to experiment with higher degrees of polynomials, to decide
if the potential result points in the desired direction and to formulate credible conjectures. By using
this program, we have the following interesting observations.
1. Theorem 8 does not hold for quintic polynomials with non-real roots. For example, (x + 2)(x2 −
2x + 2)(x2 − x + 3) and (x + 2)(x + 3)(x + 4)(x2 − 2x + 2) are not CB polynomials. Thus, the
completely reducible condition in Theorem 8 is necessary.
2. It is well known that the product of a linear and a quadratic CB polynomial is a CB polynomial.
However, this no longer holds for higher degree polynomials. For example, the product of both
CB polynomials x2 − x + 2 and x2 − x + 3 is no longer a CB polynomial. In quintic cases, the
counterexample is given by the CB polynomial pair x3 + 80x2 + 117x+ 89 and x2 − x+ 2.
3. If B(x) =∏ni=2 (x+ i), then n = 10 yields Kane’s [8] counterexample. The program shows that B(x)
is not a CB polynomial for 10 n 16, however, B(x) =∏11i=3(x+ i) is a CB polynomial.
4. Let B(x) =∏ni=1 (x+ ri) with ri  2. For suﬃcient large roots, for example,
n∑
i=1
1
ri
 1 (7)
the program shows that B(x) is a CB polynomial. In light of those results, in general, we conjec-
ture that B(x) is a CB polynomial if (7) holds. Surprisingly, Newton’s inequalities for symmetric
functions show that (7) implies Pethö’s monotonicity condition in Theorem 3 and so yields a
rigorous proof of this conjecture. We will address the details in a forthcoming paper.
5. Concluding remarks
We have characterized the completely reducible quintic CB polynomials. This is the best possible
result regarding the completely reducible polynomials so far. Theoretically, by using the same argu-
ment, one could analyze equivalent assertions for k  6. However, this would widen the range of
possible coeﬃcients of polynomial T as dictated by Lemma 6, greatly increasing the number of coef-
ﬁcient strings which must be examined. Meanwhile, our CB polynomial test program yields that the
analogue of Theorem 4 fails for k 9 in general. At this point, there is no method that is guaranteed
to succeed in characterizing complete reducible CB polynomials of kth degree with 6  k < 9, and
new ideas are required.
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P1 = [INSERT B(X) HERE];
LP = CoefficientList[P1, x];
Print[Pl];
Clear[L1];
r = x /. NSolve[P1 == 0, x];
Print[r];
For[i = 1, i <= Length[r], i++, If [Abs[Part[r, i]] < = 1,
Print[‘‘Root on Closed Unit Disk’’];
Abort[]];];
C1 = Drop[CoefficientList[P1, x], 1];
L ={-First[IdentityMatrix[Length[C1]]],
-Last[IdentityMatrix[Length[C1]]],
0*First[IdentityMatrix[Length[C1]]]};
q0 = P1 /. x -> 0;
P = Function[z, Join[-Sign[q0]Floor[z.C1/Abs[q0]],Drop[z, -1]]];
P1 = Function[z, Join[-Sign[q0]Floor[z.C1 + Abs[q0] - 1)/Abs[q0]], Drop[z,-1]]];
While[True, L = Union[L, Map[P, L], Map[P1, L]];
If[Length[L] == L1, Print[L1];
Print[‘‘Contractive’’];
Break[]];
L1 = Length[L]; Print[L1]; ];
While[True, L = Union[Map[P, L]];
If[Length[L] == L1, If[Length[L] =!= 1, Print[L1];
Print[‘‘Periodic Elements’’];
Print[‘‘CBP’’];
Break[]; ];];
L1 = Length[L];
Print[L1]; ];
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