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Un grand nombre d’activités utilisent des systèmes informatisés s’appuyant sur des 
représentations graphiques interactives. Les représentations graphiques sont des 
vecteurs de transmission d’informations, visant à exploiter au mieux la bande passante 
entre le système et l’utilisateur. Pour certaines activités, et notamment les activités 
dites critiques comme l’aéronautique, la qualité des représentations graphiques est 
primordiale, car elle joue un rôle dans la sûreté de fonctionnement des systèmes. En 
effet, si une information graphique est mal perçue par l’utilisateur (pilote, contrôleur 
aérien), les conséquences peuvent être importantes, voire dramatiques. Ces erreurs, si 
elles sont parfois qualifiées d’« humaines », ne sont pas toujours imputables à une 
mauvaise utilisation ou à une incompétence supposée de l’opérateur, mais elles 
peuvent l’être à la conception même de la représentation, et à la qualité du message 
qu’elle est censée véhiculer. Aussi, la conception de représentations graphiques 
interactives doit non seulement viser à augmenter la bande passante entre système et 
humain (notamment en reportant les efforts cognitifs sur les capacités de perception 
humaine), mais aussi à s’assurer que leur perception par les utilisateurs est correcte. 
Cependant, l’activité de conception de représentations graphiques est difficile à 
mener, et ce, pour plusieurs raisons : 
• il n’existe pas de méthode systématique qui permettrait de concevoir la 
« meilleure » représentation pour une tâche donnée ; 
• l'évolution et l’accroissement des besoins fonctionnels des applications se 
traduisent souvent par la diversification des éléments graphiques et leur 
augmentation en nombre, ce qui complexifie les composants du rendu 
graphique ; 
• l’évolution matérielle des dispositifs d’affichage a des répercussions sur le 
rendu graphique ; 
• les interactions perceptives qui peuvent survenir entre les variables visuelles 
(forme, taille, couleur, etc.) ne sont pas prises en compte par les concepteurs, 
alors qu’elles ont un impact sur la perception des données affichées. 
• une fois mises en œuvre, certaines interfaces suscitent chez les utilisateurs des 
difficultés de perception d'informations importantes. Comme il n’existe pas 
aujourd’hui de méthodes formelles pour vérifier ces « rendus graphiques », les 
erreurs sont révélées tardivement dans le cycle de développement, 
généralement lors de tests utilisateurs. 
Afin de mieux comprendre le type de problèmes auquel nous nous intéressons, nous 
décrivons dans la suite deux études de cas impliquant des interfaces graphiques 
critiques. A partir de ces cas d’études, nous énumérons un ensemble non exhaustif de 




1 Etude de cas : interfaces graphiques critiques pour le 
contrôle et le pilotage 
Même si les travaux présentés ici peuvent s’appliquer à tout domaine s’appuyant sur 
des représentations graphiques, et notamment tout domaine critique, nous nous 
sommes principalement appuyés sur l’activité de contrôle du trafic aérien (ATC, Air 
Trafic Control), et plus généralement sur les interfaces pour l’aéronautique (cockpit 
par exemple). Nous illustrerons certains problèmes liés à ces rendus graphiques 
complexes grâce à des exemples concrets rencontrés par les concepteurs. Avant cela, 
nous décrivons brièvement l’activité du contrôle aérien et une partie de celle du 
pilotage, et nous faisons une description détaillée des outils actuels de support à ces 
activités. 
1.1 Description de l’activité de contrôle aérien 
Le but principal de l’activité de contrôle aérien est de garantir une séparation 
horizontale et verticale minimale des aéronefs, tout en leur faisant emprunter les 
routes aériennes prévues dans leurs plans de vol. Il existe en France trois grands types 
d’activités de contrôle aérien. Nous présentons dans cette partie l’activité et les 
logiciels de l’une d’entre elles, dite « contrôle en route ». Ce type de contrôle 
concerne les aéronefs qui survolent l’espace aérien français à une altitude élevée, et 
qui ne sont ni « en approche » d’un aéroport (second type de contrôle), ni dans une 
phase de décollage ou d’atterrissage (dernier type). Ce contrôle « en route » est 
effectué dans cinq grands centres français qui se partagent l’espace aérien.  
 
 
Figure 1 : Le partage de l’espace aérien français dans cinq centres régionaux 
Dans chacun de ces centres, l’espace aérien est divisé en secteurs de contrôle 
modulables appelés UCE (Unité de Contrôle d'Espace). Chacun de ces secteurs est à 
la charge d’un binôme de contrôleurs aériens (un contrôleur organique et un 




secteurs adjacents et de la détection de conflits (espace insuffisant entre 
contrôleur radariste est chargé de surveiller le comportement des vols, et de donner 
des ordres de contrôle aux pilotes. Le contrôleur organique est ainsi nommé, car son 
activité consiste en partie à 
Pour cela, les contrôleurs aériens utilisent différents outils. Le premier type d’outil est 
un support écrit matérialisé par des bandes de 
paper strips, ou strip, voir 
un aéronef (identifiant, etc.) ainsi que son plan de vol (les différents points constituant 
sa route) et une zone permettant d’inscrire les opérations de contrôle. L’activité de 
contrôle aérien s’appuie sur un deuxième outil tout aussi important
laquelle sont affichés les secteurs et les vols (illustration d’un banc de 
Figure 3). Nous décrivons en détail cette interface dans la section suivante.
 
Les informations générales sont 
les cases de droite et les 3 cases au centre
Figure 3 : U
Le tableau de strips (plateau au centre) est vide car les contrôleurs ne sont pas réellement en a
Avant l’entrée de chaque aéronef dans son secteur de contrôle, le contrôleur 
organique reçoit un strip correspondant à ce vol, et détecte des conflits potentiels. Puis 
il place le strip sur le tableau de strips en face du ra
modifie les informations présentes sur les strips avant de les transmettre au 
radariste. Celui-ci récupère les strips, résout les conflits à l'aide de la «
(décrite ci-après) puis donne les ordres 
contrôleurs doivent prendre en compte
- les plans de vol des aéronefs (donnés par les strips),
- les requêtes des pilotes,
- les requêtes provenant de secteurs voisins,
- la densité du trafic (lecture de la vue radar),
- les conflits éventuels entre aéronefs (détection sur la vue radar)
- les données météorologiques (données par des écrans annexes).
Il existe d’autres interfaces pour instrumenter l’activité de contrôle. Par exemple, les 
strips sont peu à peu remplacés par des vi
organiser en amont le travail du radariste. 
papier  [MacKay, 1999]
Figure 2). Sur ces strips figurent les informations relatives à 
 : la vue radar sur 
Figure 2 : Un strip papier  
dans la case de gauche, le plan de route et les paramètres de l’aéronef dans 
 servent au contrôle. 
 
ne position (ou banc) de contrôle avec ses deux vues radar
sur cette photographie. 
dariste. Si cela est nécessaire, il 







sualisations des vols sous forme de liste 
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aéronefs). Le 












verticale (voir Figure 4). Les écrans les affichant peuvent se trouver sur le plan de 
travail horizontal (celui des strips), ou sur le plan vertical, juxtaposés à l’image radar. 
 
 
Figure 4 : Les DYP (DYnamic flight Plan) sur la droite de l’image radar remplacent peu à peu les strips 
1.2 Une interface de contrôle : l’image radar ODS 
ODS (Operational Display System) est l’application interactive proposant cette vue 
radar (voir Figure 5). Les contrôleurs peuvent interagir avec le logiciel ODS afin 
d’obtenir plus d’informations sur les vols, afin de modifier la vue (modification du 
nombre d’informations affichées ou de leur agencement) ou encore éventuellement 
afin de renseigner le système à propos des ordres donnés aux pilotes. Chaque 
contrôleur au sein du binôme fait face à un écran de contrôle affichant une instance 
différente de l’application de contrôle ODS (avec éventuellement des réglages 
différents en niveau de zoom, position sur le plan, etc.)(voir Figure 3). 
1.2.1 Description globale 
L’illustration de la Figure 6 est une sous-partie de la vue globale du logiciel ODS 
(Figure 5). La vue radar (au centre de la Figure 5) représente plus des trois quarts de 
la surface totale d’affichage. Sur cette vue radar, la zone de fond en gris foncé 
correspond au secteur contrôlé par le binôme, celle en gris clair à des secteurs qui ne 
sont pas sous la responsabilité du binôme, et celle en gris teinté de rouge à une zone 
militaire que les aéronefs civils doivent éviter. Les traits fins en vert correspondent 
aux routes aériennes que doivent suivre les aéronefs (on les distingue mieux sur la 






Figure 5 : Capture d’écran du logiciel de contrôle « en route » ODS. 
Les aéronefs sont représentés par des éléments graphiques disposés au premier plan 
au dessus des secteurs de contrôle. L’ensemble des éléments graphiques pour un 
aéronef est appelé une « piste radar » (car le radar « piste » un aéronef). Nous 
détaillons la composition d’une piste radar dans le paragraphe suivant. La luminosité 
de chaque piste radar indique si l’aéronef est pris en compte par le secteur de contrôle, 
c’est-à-dire s’il est actuellement ou non sous la responsabilité des contrôleurs de cette 
position de contrôle. Les pistes radars les plus lumineuses (sur la partie gauche de la 
Figure 5) sont prises en compte. Sur la droite, les pistes radars en gris moins lumineux 
ne le sont pas. Les pistes grises (ou « vols gris ») figurent néanmoins à l’écran pour 
que les contrôleurs aient conscience de leur présence (par exemple des aéronefs 
attendus, sur le point d’être assignés au binôme). Nous détaillons dans le paragraphe 
suivant les autres couleurs pouvant être associées aux pistes radar. Le bandeau à 
gauche contient des interacteurs qui permettent l’accès aux commandes de pan et de 
zoom ou de modification des options d’affichage (rajout ou de suppression 
d’informations à l’écran). Le bandeau à droite correspond à une zone d’information 
sur des vols ou événements reliés à la situation de trafic. 
1.2.2 Les pistes radar 
La Figure 6 est un agrandissement de la figure précédente permettant de décrire plus 
précisément les éléments graphiques composant une piste radar. Prenons pour 
exemple la piste radar dont l’identifiant est « RGI224 » (la piste radar agrandie dans 
l’encart en haut à gauche). Celle-ci est composée d’un « symbole tête de chaîne », ici 
représenté par un triangle plein qui correspond à la position actuelle de l’aéronef 
relevée par les radars. Au dessus, les six carrés vides de tailles ordonnées 
correspondent aux six positions précédentes de l’aéronef : ils forment « la comète ». 
La forme et l’étirement de cette « comète » codent des informations comme la 
direction, l’accélération, la tendance (montée ou descente). Ce sont des informations 
dites émergentes, car elles n’ont pas été explicitement codées par une variable 
graphique lors de la conception, mais elles apparaissent tout de même lors de la 
 
 
perception d’une comète (plus de détail dans 






Figure 6 : Image extraite d’ODS, les
En encart, agrandissement d’une piste radar 
Le segment de droite qui part du symbole tête de chaîne correspond au «
vitesse ». Son extrémité indique la position future de l’
selon le paramétrage d’ODS) si celui
gauche figurent l’« étiquette
reliée au symbole tête de chaîne par le «
que le vecteur vitesse, afin de les différencier. Les trois champs d’informations 
textuelles correspondent au niveau de vol de l’
AFR043 pour la compagnie et le numéro de vol) et à sa vitesse. La lecture de ces 
informations est très importante, car elle permet aux contrôleurs d’identifier un 
aéronef, et de relier les informations de position, de vitesse et d’altitude de ce vol avec 
le strip correspondant, et prendre ainsi les décisions de contrôle appropriées.
D’autres informations peuvent être codées sur la piste radar par ajout d’information 
textuelle et/ou de couleur. Ainsi, la piste radar «
indiquer qu’un des deux contrôleurs veut «
centre à droite de l’image, la piste du vol COA10 est cyan pour indiquer qu’il s’agit 
d’un vol intrus ne se trouvant pas à l’endroit où il devrait être. À droite, celle de 
l’AFR027 comporte une alerte indiquée par le l’ajout sur l’étiquette des lettres 
« ALRT » en orangé. Enfin, le contrôleur survole la piste DAL43 avec sa souris et un 
feedback applique une couleur bleue au fond du texte de son identifiant.
 
 [Hurter et al., 2009] ou les travaux de 
 
 pistes radar sont affichées sur des secteurs de luminosités différentes
particularisée en bleu. 
aéronef (dans 3, 6 ou 9 minutes 
-ci ne change pas de cap et de vitesse. En haut à 
 », formée de trois lignes d’informations textuelles, et 
 leader », un court segment un peu plus épais 
aéronef, à son identifiant (par exemple 
 RGI224 » de l’encart est bleue pour 














Figure 7 : Exemples d’interfaces pour le cockpit, FMS et PFD 
Les systèmes embarqués dans les cockpits d’avion disposent eux aussi d’interfaces 
graphiques. Le cockpit d’un avion est le lieu où s’effectuent les principales tâches de 
la conduite d’un aéronef : le pilotage, la navigation, la communication, la gestion des 
systèmes composant l’avion, et la gestion de la mission. C’est l’endroit privilégié de 
l’interface entre l’homme et la machine où, à travers des informations présentées par 
les différents systèmes du cockpit, les pilotes comprennent l’état de l’avion et sa 
situation dans l‘espace aérien et où, à travers différents moyens d’action, ils peuvent 
agir sur son comportement. De la qualité des informations présentées et des moyens 
d’action proposés dépendent l’efficacité du pilote à appréhender la situation et à 
maîtriser l’évolution de l’avion. 
La Figure 7 (à gauche) présente l’interface du Flight Management System (FMS), qui 
permet notamment au pilote de gérer le pilotage automatique de l’avion, et son plan 
de vol. Le pilote entre notamment des paramètres contrôlant des sous-systèmes de 
l’avion, par exemple sous forme numérique dans des champs de texte. Dans ce cas, 
une perception correcte des paramètres et de leurs unités est nécessaire. 
La partie droite de la Figure 7 présente l’interface du Primary Flight Display (PFD), 
qui affiche des paramètres de vol comme l’altitude, l’assiette par rapport à l’horizon 
artificiel, ou le cap. À la gauche de cette interface se trouve une jauge verte et rouge, 
pour guider le pilote lors d’alerte TCAS (Traffic Alert and Collision Avoidance 
System), le dernier maillon de la chaîne de détection de collision. Une alerte TCAS 
est déclenchée quand le système détecte une trop grande proximité entre deux 
aéronefs. Dans un des deux aéronefs, le système ordonne au pilote de descendre 
immédiatement, alors qu’il ordonne au pilote de l’autre aéronef de monter 
immédiatement, ce qui permet d’éviter une collision. L’ordre est spécifié par une 
synthèse vocale (« climb ») et par un feedback graphique sur la jauge verticale : dans 
l’exemple de la figure, la frontière entre la zone rouge et la zone verte est dans la 
partie supérieure de la jauge, ce qui indique au pilote qu’il doit actionner le manche de 
l’appareil vers l’arrière (ce qui fait monter l’avion). Deux lignes de luminosité plus 
élevée se dirigeant vers la frontière permettent au pilote de déterminer la position de 
l’aéronef par rapport à la cible représentée par la frontière, et de déterminer ainsi le 





Les tâches de lecture des informations et de détection des conflits (qui s’effectuent sur 
la vue radar) sont très importantes, car les décisions de contrôle qui en découlent sont 
critiques. Ainsi, les choix de conception des éléments graphiques composant cette 
représentation « vue radar » doivent être réalisés avec attention, car ils peuvent 
influencer les capacités de perception des utilisateurs. Dans la suite de ce chapitre, 
nous présentons en détail les problèmes dus au rendu des interfaces. 
2.1 Complexité du rendu graphique 
Le simple fait de décrire les éléments graphiques issus d’un extrait de la présentation 
graphique d’ODS permet d’imaginer les difficultés de conception ou de vérification 
d'une telle présentation. En effet dans cette description des éléments graphiques de la 
partie vue radar du système, nous avons déjà énuméré neuf entités différentes dont les 
représentations sont modifiées pour correspondre à leurs états fonctionnels. Ces 
entités représentent divers types d’informations qui sont codées grâce à des variables 
visuelles de nature différente (forme, taille, couleur, etc.). De cette première 
observation, nous relevons les faits suivants : 
- La vue comprend un nombre élevé d’entités graphiques (une piste radar 
classique comporte neuf symboles graphiques en plus des trois champs 
textuels). La densité des entités peut elle aussi être élevée selon le niveau de 
zoom et la densité du trafic aérien affiché (voir Figure 8). 
- Certaines entités sont de petites tailles : les lignes des éléments graphiques de 
l’image radar font pour la plupart un pixel de large ; le triangle symbole « tête 
de chaîne » a une hauteur de 9 pixels ; les dimensions du côté des carrés de la 
comète varient entre 2 et 7 pixels de long. Cette augmentation de la densité 
d’information est observée depuis plusieurs années et est due à des ajouts 
successifs de fonctionnalités. 
- La surface de certaines entités couvre une proportion très variable de l’écran. 
Par exemple selon la configuration des secteurs ou le niveau de zoom choisi, 
les secteurs de contrôles peuvent couvrir une surface allant d’une portion 
réduite de l’écran jusqu’à sa quasi-totalité. 
- Dans notre exemple, certaines entités (comme les pistes radar) évoluent dans 
l’espace : elles changent de position et peuvent se chevaucher, se croiser, être 
plus ou moins proches ou éloignées, être présentées sur des fonds de secteur 
de couleurs différentes, etc. 
- Les représentations des pistes radars évoluent aussi dans le temps. En effet, en 
plus du changement des glyphes indiquant la vitesse ou le niveau de vol, des 
variations de couleur peuvent intervenir sur tout ou sur une sous-partie de ces 
éléments graphiques. 
Comme nous le verrons plus en détail dans la partie consacrée à la perception 
(chapitre 4), la plupart des informations sont transmises par le fait que l’utilisateur 
reconnaît un élément graphique (identification : par sa couleur par exemple), ou qu’il 
groupe plusieurs éléments possédant une caractéristique commune (similarité : tous 
les éléments bleus), ou qu’il différencie les éléments (contraste : bleu clair contre bleu 
foncé). La perception incorrecte de ces informations dépend de plusieurs phénomènes, 
que nous décrivons dans la suite : phénomènes perceptifs, technologiques, et de 
déficience visuelle. Nous expliquons ces phénomènes en les illustrant avec des 
situations réelles rencontrées par les concepteurs d’interfaces qui nous permettent de 
montrer l’importance du problème. 
 
 
Figure 8 : Une partie de l’interface 
2.2 Perception et interactions v
Les phénomènes perceptifs que nous décrivons sont inhérents au système perceptuel 
humain. S’ils paraissent démontrer des limites de capacité, ou de défaillance sous la 
forme d’illusion, il ne s’agit pas de déficiences reconnues comme le daltonisme
plupart sont dues à des phénomènes d’interdépendances visuelles entre dimensions 
graphiques, accentués par le fait que les représentations affichent de nombreux 
éléments, chacun utilisant plusieurs dimensions visuelles. Avant de parler de ces 
interdépendances, nous introduisons les phénomènes sous
discrimination et d’identification.
2.2.1 Seuils de perception, de discrimination et d’identification
Le système perceptif possède des seuils à partir desquels il est capable de percevoir,
de discriminer ou d’identifier des éléments graphiques. Par exemple, la lecture 
complexe d’ODS, le logiciel principal de supervision du trafic aérien 
français. 
isuelles 










suivant « invisible » est impossible à cause d’un trop faible contraste
le texte. Un système de reconnaissance optique de caractères serait capable en 
analysant cette page d’en extraire le mot «
du site Color Usage Research Lab
différents seuils de perception existants. Le texte en vert
lumineux à chaque ligne. Le fond de l’image est un dégradé de gris passant 
progressivement du blanc au noir. Les codes couleur RGB (composantes Red Green 
Blue de la couleur) du vert et du dégradé de gris sont donnés à droite et en 
l’image. Les trois seuils perceptifs sont expliqués par les phrases suivantes. Lorsque le 
contraste est trop faible, 
droite). Lorsque ce contraste augmente un peu il est possible de 
d’une autre (sur la « diagonale
peut être identifié (endroits où la lecture est possible).
seuils ne sont pas absolus
visuelles, comme la surface (taille) des objets par exemple.
 
 
Figure 9 : Effets sur la perception
2.2.2 Interaction entre surface et contraste lumi
Figure 10 : Interaction perceptuelle entre des éléments de couleurs proches
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coder les glyphes et la piste, beaucoup plus fins, du vol voisin. L’effet a deux 
explications possibles :  
- premièrement, la détection d’un objet graphique (donc la perception d’un 
contraste entre un objet et son fond) dépend de sa taille. Un contraste suffisant 
pour la distinction d'un objet de taille (surface) donnée ne l'est pas forcément 
pour un objet identique, mais vi
- La seconde explication est que l’arrangement des pixels pour des épaisseurs 
petites peut avoir une influence sur la détection. Nous détaillons cette raison 
dans le paragraphe suivant.
 
Figure 11 : Exemp
Dans le FMS présenté plus haut, les informations d’unités des valeurs étaient 
présentées avec des caractères en bleu foncé
« FT »). Comme la surface effectivement éclairée est très faible (les caractères sont 
dessinés avec peu de pixels), le contraste n’est pas suffisant, et les informations sont 
très peu lisibles. Un zoom sur l’image, et donc l’agrandissement des caractères, 
permet de constater que l’accroissement de taille améliore la perception des 
contrastes. Les premiers tests utilisateurs avaient été réalisés par des pilotes d’essai. 
Ces derniers étant des utilisateurs plus performants que la moyenne, ils n’avaient pas 
été gênés par ce manque de contraste. Ce n’est que plus tard que le problème a été 
détecté. Ce type de problème dû à des erreurs de conception peut être évité si des 
spécifications graphiques précises de l’interface sont émises. Ces dernières doivent 
répondre aux besoins listés dans le cahier des charges et respecter les critères 
ergonomiques en vigueur. 
L’exemple de la Figure 11
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interface. 
2.2.3 Interaction entre épaisseur et arrangement de pixels et contraste lumineux
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problème semble venir du fait que les pixels les plus isolés sur cette grille sont 
« mangés » en luminosité par leurs voisins, phénomène qui touche notamment les 
pixels arrangés en diagonale. La discrétisation des formes sur des écrans a donc une 
influence sur la perception. Si des techniques d’anticrénelage permettent de pallier les 
artefacts liés aux faibles résolutions, elles ne sont que peu adaptées à notre 
problématique. En effet grâce à ces techniques, il est possible d’améliorer la 
reconnaissance des formes. Cependant, elles ont pour conséquence de diminuer le 
contraste entre le contour de la forme et le fond tout en augmentant la largeur des 
formes pixellisées (Figure 12)  [Schenkman, 2003]. Dans les applications comme 
ODS, l’utilisation de l’anticrénelage n’est pas envisageable, car les surfaces utilisées 
sont trop restreintes par rapport au nombre d’informations à afficher : les étiquettes 
des vols ont été conçues au pixel près, et augmenter la largeur des formes contenues 
dans l’étiquette n’est pas possible. 
La discrétisation des pixels explique aussi la différence de rendu entre les écrans CRT 
(Cathode Ray Tube, diffusant beaucoup plus la lumière) et les écrans LCD (Liquid 
Crystal Display). En effet, les pixels des écrans LCD diffusent moins de lumière que 
ceux des écrans émissifs CRT et provoquent moins d'effets perceptifs de « fusion » 
des composantes. En d'autres termes, les pixels des LCD « bavent » moins que ceux 
des écrans CRT. Les formes sont donc moins « remplies », et les contrastes et les 
interactions entre les objets sont différents de ceux obtenus sur un écran CRT. Nous 
avons constaté en contexte opérationnel avec le logiciel ODS que le remplacement 
d'écrans de contrôle CRT par des écrans LCD modifiait de façon importante les 
interactions entre les couleurs de l'application. Nous parlerons des solutions proposées 




Figure 12 : Ligne avec un effet d’escalier (aliasing) et ligne corrigée par l’antialiasing. 
Le contraste des contours est diminué et la surface augmentée. 
2.2.4 Similitude et contraste de couleurs 
Le deuxième problème de rendu concerne le groupement ou la séparation d'entités à 
l'écran grâce à leurs couleurs. Dans l’avionique, lors de la conception d'une nouvelle 
génération d’interface, les concepteurs ont souvent pour contrainte de réutiliser les 
codes couleur des interfaces opérationnelles. Cependant, on demande aussi à ces 
concepteurs d’ajouter de nouvelles informations à percevoir. Ils résolvent ce problème 
en insérant de nouvelles teintes ou en en ajoutant des couleurs dérivées des couleurs 
originales, par exemple en modifiant leur luminosité. Les concepteurs sont ainsi 
contraints de choisir des couleurs proches dans un espace de couleurs restreint. 
Par exemple, une des interfaces de contrôle de trafic aérien utilise quatre bleus 
différents pour typer des objets (3 de ces bleus sont représentés sur la Figure 10). La 
proximité des couleurs est telle qu'elles peuvent être confondues, nuisant ainsi au 




2.2.5 Interaction entre couleurs fond/forme  
Dans le cadre d’études opérationnelles, des informations de fonctions ou d‘état sont 
codées par des couleurs proches. Par exemple, deux bleus très proches sont utilisés 
pour signaler une action ou pour mettre en évidence un aéronef affiché à l’écran. Il y a 
en tout quatre bleus. Certaines de ces couleurs sont utilisées sur des écrans différents 
(orientés de manières différentes) et elles sont affichées par des surfaces très 
différentes (par exemple selon que la couleur est celle de la police ou du fond d’un 
texte, le nombre de pixels affichés est très différent). Les exemples issus d’ODS en 
partie 1 illustrent toute la complexité des interfaces graphiques de ces systèmes 
critiques : on y trouve de nombreux éléments, de nombreux codages par des 
symboles, des tailles, des couleurs ou des couches graphiques différentes. Ces 
éléments sont dynamiques : ils peuvent changer de position ou d’état (les 
changements d’état provoquant des modifications sur la représentation). Cette 
complexité de composition graphique sur des éléments dynamiques constitue un 
facteur possible de problèmes de perceptions de l’information. 
Enfin, le fait d’utiliser des représentations pour lesquelles les éléments affichés sont 
susceptibles d’évoluer graphiquement rend la conception et l’analyse difficile. Par 
exemple, dans une image radar, un objet représentant un vol se déplace sur des fonds 
différents, chacun des fonds ayant une interaction différente avec l’objet graphique. 
Afin de garantir les propriétés comme l’identification du type d’un vol par sa couleur 
(ceci quel que soit le fond), il faut s’assurer que les « interactions » entre couleurs 






Figure 13 : Exemple d’illusion d’optique due à des contrastes simultanés 
L’exemple présenté dans la Figure 13 est caricatural. Il permet cependant de prendre 
la mesure de la confusion que peut subir le système perceptuel humain lorsque les 
choix de couleurs sont inadéquats. Les deux spirales perçues comme vertes et bleues 
sont en fait colorées d’une seule et même couleur que nous avons fait figurer sur les 
deux bandeaux situés au-dessus et en dessous de la figure des spirales. Seules les 
lignes qui entrecoupent les spirales sont de couleurs différentes (lignes orange et 
magenta). Cet agencement de couleurs provoque un effet d’optique qui sera qualifié 




Plusieurs questions viennent à l’esprit lorsque la présentation graphique des systèmes 
interactifs utilise la couleur pour coder de l’information et que ces systèmes 
supportent une activité critique : cet effet d’optique pourrait-il être le résultat d’un 
choix de conception hasardeux ? Quelles seraient les conséquences de ce type d’effet 
sur l’activité d’utilisateurs dont la performance repose sur la bonne identification des 
couleurs ? Par exemple quand un contrôleur veut indiquer à son coéquipier un objet 
conceptuel particulier grâce par le nommage de sa couleur (par exemple « le vol en 
bleu »), ou repérer un intrus dans un ensemble de vols grâce au contraste et à la 
similarité des couleurs ? 
2.3 Problèmes de perception liés aux technologies 
2.3.1 Problèmes liés aux différences entre supports d’affichage 
Les différences de technologies entre écrans induisent de grandes différences de 
rendus. Ceci n’est pas le cas uniquement pour les différences entre écrans CRT 
(Cathode Ray Tube, diffusant beaucoup plus la lumière) et écrans LCD (Liquid 
Crystal Display), mais également pour des écrans de même technologie. En effet, 
chaque écran possède ses caractéristiques propres. Ces caractéristiques sont le 
gamma, le point blanc, ainsi que le gamut. Le gamma détermine la perception 
lumineuse de l'image. Le point blanc définit la couleur du blanc par rapport à une 
source lumineuse théorique faisant référence à un éclairage standardisée (par exemple 
le D65 correspond à une lumière du jour naturelle). Le gamut est déterminé par les 
coordonnées des trois couleurs primaires placées dans le plan de chromaticité (voir en 
5.4.3). Le gamut correspond à l’ensemble de couleurs pouvant être rendues par 
l’écran. Des différences entre les caractéristiques de chaque écran font qu’une couleur 
définie par des coordonnées précises peut être produite différemment (et donc aussi 
perçue différemment) selon le périphérique d’affichage. 
Ce problème est important dans l’ATC puisque les contrôleurs ont à leur disposition 
des informations de même type, réparties sur plusieurs écrans. C’est souvent par la 
couleur que la notion de « même type » d’information est codée. En cas de grandes 
différences de rendu entre écrans, un utilisateur peut ne plus réussir à associer des 
informations grâce à leurs couleurs. 
2.3.2 Problèmes liés aux technologies d’affichage 
Les écrans, qu’ils soient CRT ou LCD, se basent tous sur le même principe de la 
synthèse additive. Pour cela, ils utilisent trois sous-pixels R, G et B (pour Red Green 
Blue) agencés de telle sorte qu’en modifiant l’intensité d’éclairage de chacun d’entre 
eux, on obtienne des pixels capables d’afficher un ensemble de couleurs (cet 
ensemble forme le gamut de l’écran). Par exemple, pour obtenir un pixel blanc à 
l’écran, les trois sous pixel sont activés avec l’intensité maximale (Figure 14). Selon 
la couleur à obtenir, chacun de ces sous-pixels est activé avec une intensité lumineuse 
codée sur 8 bits (de 0 à 255). 
Ces solutions technologiques apportent certains problèmes, car la luminosité 
(perception par l’œil) d’un mélange de deux ou trois sous-pixels est forcément plus 
intense que celle d’une couleur portée par un seul sous-pixel. De plus à intensité 
d’éclairage constante, chaque sous-pixel restitue une intensité lumineuse différente (le 
vert est plus lumineux que le rouge qui est lui-même plus lumineux que le bleu). Pour 






Figure 14 : Illustration des pixels et sous pixels sur un écran LCD 
Cette organisation peut être à la source de problèmes perceptuels si les couleurs 
affichées ne sont pas choisies judicieusement. En effet, l’utilisation combinée de 
pixels rouges et bleus dont les sous pixels seront rapprochés ou éloignés (selon l’ordre 
rouge-bleu ou bleu-rouge) crée des anomalies de luminosité émise. La Figure 15 a) 
représente deux rangées de pixels dont les seuls sous pixels « allumés » sont 
successivement un bleu, deux fois un rouge et à nouveau un bleu. La figure a) est en 
fait aussi une représentation d’un sous-ensemble de pixels composant les lignes 
verticales de la lettre « n » en rouge sur la Figure 15 b). La figure b) est une 
photographie de l’écran. On observe que sur ce fond bleu chaque lettre en rouge 
possède un liseré noir du côté droit et « blanc » du côté gauche alors que les lettres en 









Figure 15 : Problèmes de perception liés à la composition des pixels des dispositifs d’affichage 
a) Illustration de deux lignes de pixels formées de 2 pixels rouges intercalés entre 2 bleus. 
b) Choix de couleurs et disposition des pixels provoquant une perception anormale sur le « une » du haut 
L’agencement de sous-pixel suivant cette séquence particulière de rouge et de bleu 
provoque des pics et des creux de luminosités au niveau de la restitution et de la 
perception des pixels. Pour les deux premières colonnes de pixels (Figure 15 a, à 
gauche), les sous-pixels activés sont proches ce qui provoque un pic en luminosité et 
un effet de halo blanc sur la partie gauche des glyphes (Figure 15 b). Au contraire sur 
les deux colonnes de pixels de droite (Figure 15 a), seuls des sous-pixels éloignés à 
l’extrême sont activés ce qui provoque un trou en luminosité et donc des lignes noires 
sur la partie droite des colonnes de pixels de la Figure 15 b. Il en résulte un effet de 
« relief » du texte coloré en rouge sur fond bleu que l’on n’observe pas sur le texte en 
blanc sur fond bleu. 
Un autre problème relevé sur certains écrans de type LCD est un manque 
d’homogénéité du rétro éclairage (lumière émise derrière les pixels et plus ou moins 
filtrée par chaque sous-pixel de la dalle). Lorsque ce défaut est trop marqué, il arrive 
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qu’en affichant une même couleur à deux endroits différents de l’écran (par exemple 
un gris) celle-ci ne soit pas affichée avec la même luminosité.  
Ces effets dus à des problèmes technologiques sont parfois inattendus. Ils peuvent 
perturber les utilisateurs lors de la lecture des informations présentées à l’écran. Ces 
exemples permettent de comprendre que les concepteurs doivent parfois prendre en 
compte des limites imposées par les technologies de restitution de la couleur. 
2.3.3 Problèmes de perception et de lecture des couleurs sur des écrans inclinés 
Dans le cadre d’un projet visant à concevoir une amélioration des outils actuels du 
contrôle aérien, plusieurs écrans sont utilisés dont notamment un écran incliné posé 
sur le banc de contrôle (table de travail d’un binôme de contrôleurs). Cet écran (voir 
Figure 16) contient des informations sur les vols des avions. Ces informations sont 
présentées sur des bandes modélisant en partie les outils papier utilisés par les 
contrôleurs (les strips). Chacune de ces bandes contient diverses informations 
correspondant à un seul vol, certaines de ces informations sont codées par de la 
couleur. Le problème est que selon l’inclinaison de l’écran ou l’angle selon lequel on 
le regarde, la couleur n’est pas perçue de façon identique (voir Figure 16). Les 
couleurs apparaissent souvent moins saturées et moins lumineuses lorsqu’elles sont 
perçues sur des écrans inclinés. On retrouve ce problème de lecture des écrans en 
biais lorsque les contrôleurs collaborent au sein de leur binôme et que l’un d’entre eux 




Figure 16 : Problème de lecture des couleurs causé par l’inclinaison des dispositifs d’affichage. 
2.3.4 Atténuation des contrastes par la luminosité ambiante 
Dans des conditions d’éclairage extérieur puissant, des informations de couleurs se 
confondent : sur la Figure 17 ci-dessous, les traits inclinés (en rouge clair) se 
confondent avec la barre verticale en rouge et vert sur la droite de l’écran. Ce 
problème est important, car il porte sur le TCAS, le système critique étant le dernier 






Figure 17 : Illustration d’un problème de délavement des couleurs du à un éclairage direct de l’écran. 
Le problème d’éclairage des écrans existe aussi dans les centres de contrôle aérien et 
les tours de contrôle. Il peut être très gênant pour l’activité. Il est cependant difficile 
de répondre à ces problèmes avec une solution globale, car d’un centre à l’autre (ou 
selon le moment de la journée dans les tours) les conditions d’éclairage et 
d’illumination sont variables (lumière extérieure ou non, éclairage plus ou moins 
puissant, plus ou moins direct). 
2.4 Déficience du système visuel humain 
Dans la partie de l’état de l’art décrivant la perception visuelle (paragraphe 4.1), nous 
décrivons la composition de l’œil humain. Certaines maladies telles que le daltonisme 
altèrent la vision de la couleur à cause d’un trouble des photorécepteurs (les cônes) 
présents sur la rétine. Chez les daltoniens, le trouble fonctionnel des cônes est causé 
par l’absence ou l’altération d’un ou de plusieurs types de cônes parmi les trois types 
existants. Selon le trouble, une personne atteinte peut être monochromate (pas de 
cônes, aucune perception de la couleur, cas très rares), dichromate (absence d’un type 
de photorécepteur) ou trichromate anormale (vision altérée en intensité pour un des 
types de cônes). La deutéranopie est l’absence de la rétine des cônes de réception au 
« vert ». C'est la forme la plus commune de daltonisme (dichromatisme), les 
personnes affectées ont beaucoup de difficulté lorsqu’il faut différencier le rouge du 
vert. Les capacités perceptives dépendent aussi de la capacité de l’œil à faire une mise 
au point sur le point d’intérêt. Il existe de nombreux troubles de la vision liés à un 
défaut de mise au point. Un exemple est celui du vieillissement du cristallin. Le 
cristallin est une lentille présente dans l’œil. Cette lentille en vieillissant devient 
moins souple et gêne l’accommodation. Il s’agit de la presbytie, un trouble de la 
vision que l’on retrouve en général chez les personnes de plus de 45 ans. D’autres 
troubles peuvent survenir avec l’âge comme une coloration (jaunissement) du 
cristallin. Ces troubles sont parfois compensés par les processus cognitifs. 
Il existe de nombreux troubles de la vision, certains sont pris en charge grâce au port 
de dispositifs de correction visuelle ou grâce à des opérations chirurgicales. Les 
différentes formes de daltonisme ne peuvent pas être corrigées. C’est un problème 
important puisque les proportions de la population touchée par cette maladie varient, 




deutéranopie. Selon le public visé, les concepteurs de systèmes interactifs peuvent 
avoir à prendre en compte des particularités liées aux défauts de perception possibles 
des utilisateurs. 
3 Travail de thèse et portée des travaux 
3.1 Importance du problème 
Dans cette présentation de la problématique, nous avons énuméré et décrit un 
ensemble de problèmes relatifs à la perception de représentations graphiques, dus à : 
- des limitations perceptives que nous avons présentées au travers des différents 
seuils de perception ; des problèmes de perception des contrastes ; ou encore 
d’interactions entre dimensions visuelles 
- des limitations technologiques comme l’hétérogénéité d’affichage entre les 
dispositifs (et parfois même au sein même d’un dispositif) ; ou encore les 
problèmes liés à la disposition de pixels et sous-pixels, 
- des problèmes de déficience visuelle. 
Les phénomènes que nous avons décrits peuvent être considérés comme des 
problèmes mineurs dans des interfaces classiques, notamment parce que la mesure des 
différences (entre couleurs par exemple) est faible. Ainsi, la qualité d’interaction avec 
un site web de commerce en ligne ne pâtira pas beaucoup de problèmes d’interaction 
entre surface et couleur (bien qu’il existe encore trop souvent des problèmes de 
contraste nuisant à la lecture !). En revanche, ces problèmes peuvent avoir des 
conséquences majeures sur l’activité des utilisateurs dans les domaines critiques : 
mauvaise interprétation des données, détection incorrecte d’éléments, communication 
dégradée entre utilisateurs. Ainsi, des problèmes qui pourraient être de détail (dans le 
sens où leur mesure est faible, et qu’ils ne sont pas importants) dans un type d’activité 
deviennent subtils (mesure faible), mais importants pour des activités critiques. 
3.2 Thèse 
Même en faisant appel à des équipes réunissant des connaissances pluridisciplinaires 
pour concevoir et spécifier ces représentations graphiques complexes, il subsiste 
toujours des problèmes, en raison notamment de la complexité inhérente au grand 
nombre d’interactions subtiles entre éléments visuels. Selon nous, ces problèmes 
proviennent d’un manque de méthodes et d'outils de conception, qui permettraient de 
répondre aux exigences de plus en plus poussées en matière de rendus graphiques, et 
de spécifier précisément des besoins parfois exprimés de manière peu claire par les 
cahiers des charges ou exigences. Aussi, la thèse que nous défendons est la suivante : 
 
Afin de pallier les difficultés rencontrées par les concepteurs de systèmes interactifs 
pour choisir, organiser et paramétrer les éléments graphiques et plus tard pour les 
vérifier, il est nécessaire de disposer d’une démarche instrumentée de conception et 
de vérification de rendus graphiques. 
 
Notre travail de thèse a abouti à la proposition d’une telle démarche instrumentée 
devant aider les concepteurs à mieux comprendre et mieux gérer :  
• les difficultés rencontrées pour traduire des besoins graphiques complexes (et 




• les difficultés rencontrées pour choisir et organiser les paramètres à appliquer 
aux différentes variables visuelles (taille, couleur, etc.) afin de fournir des 
spécifications graphiques efficaces, 
• les problématiques liées à la perception visuelle d’éléments graphiques sur des 
interfaces complexes (interdépendances perceptives), 
3.3 Délimitation du périmètre de nos travaux 
Nous pensons qu’en faisant d’autres choix de conception graphique que ceux 
effectués dans ces exemples, un grand nombre de problèmes pourrait être évité. 
Cependant, il est nécessaire que les concepteurs disposent d’outils et de méthodes qui 
leur permettent d’être conscients de ces problèmes pour une scène graphique 
particulière, et qui permettent de les résoudre. C’est à ce type de problèmes de 
conception que nous voulons apporter des solutions.  
Pour délimiter le périmètre de nos travaux, nous avons cherché parmi ces problèmes 
ceux qui nous paraissent résolubles par une démarche s’appuyant sur des méthodes et 
outils d’aide à la conception. Nous pensons qu’il s’agit principalement des problèmes 
qui concernent les choix de paramètres d’affichage (que l’origine de ces problèmes 
soit liée à des limites technologiques ou bien à des problèmes perceptifs). Ces choix 
de paramètres graphiques ont pour objectif de proposer aux utilisateurs des rendus 
graphiques présentant un bon contraste garantissant la visibilité, la lisibilité des 
informations ainsi que leur adéquation avec les besoins fonctionnels des systèmes tout 
en évitant les configurations problématiques.  
Une première délimitation de notre travail consistera à se concentrer sur ces 
problèmes précis de perception des éléments composant les présentations graphiques 
et de choix de design de ces éléments. Nous ne chercherons pas à proposer des outils 
ou méthodes pour résoudre les problèmes technologiques purs ou les problèmes 
ergonomiques de type « problème de perception pour les affichages inclinés » ou de 
dégradation de la perception des couleurs en fonction de l’éclairage. Pour les 
problèmes perceptifs particuliers tels que le daltonisme, il existe des ressources pour 
déterminer les couleurs à éviter selon le type de daltonisme (de manière générale en 
évitant toutes les couleurs isoluminantes le rendu graphique permet une 
différenciation en luminosité entre les éléments graphiques et permet d’éliminer une 
grande proportion des problèmes de lisibilité). Nos contributions doivent aider les 
concepteurs dans leur choix des paramètres graphiques, cependant nous ne nous 
proposerons pas spécifiquement des solutions liées au daltonisme, car il ne s’agit que 
d’un cas particulier de design graphique. De plus dans le domaine aéronautique, la 
plupart des acteurs (pilotes et contrôleurs) sont soumis à des contrôles de la vision qui 
interdisent aux personnes qui ont des déficits lourds de perception de travailler dans 
ce domaine. 
3.4 Démarche 
Afin de comprendre et de quantifier les phénomènes de perception et 
d’interdépendances entre données visuelles, nous avons mené des expérimentations 
contrôlées. Ces expérimentations avaient pour but de confirmer un certain nombre de 
diagnostics, et de quantifier partiellement les phénomènes (chapitre 8). Parallèlement 
à ce travail, nous avons mené une étude sur l’activité de conception de représentations 
graphiques complexes, qui nous a permis d’analyser et de comprendre les problèmes 
rencontrés par les concepteurs (chapitre 9). Ces deux types d’analyse ont nourri un 
processus de conception d’une démarche d’aide à la conception d’interfaces 




instrumenter la conception et la vérification de rendus dont la perception correcte 
dépend de paramétrages subtils (chapitres 11 et 12). 
3.5 Plan 
La première partie s’arrêtant ici expose le contexte de nos travaux, et permet 
également de délimiter plus précisément la portée de ces travaux. 
- Pour cela dans le premier chapitre, nous avons décrit en détail les interfaces 
graphiques d’applications aéronautiques comme celles utilisées pour la 
supervision du trafic de l’espace aérien français. Nous avons commencé le 
manuscrit par cet exemple, car nous utiliserons à plusieurs reprises dans les 
parties suivantes des illustrations extraites de ces mêmes logiciels. De plus, ce 
travail de description permet de mieux appréhender la complexité de tels 
systèmes graphiques. 
- Dans le second chapitre, nous avons détaillé la problématique en analysant les 
difficultés rencontrées par les utilisateurs et équipes de conception de systèmes 
interactifs graphiques. 
- Le troisième chapitre nous a permis de montrer l’importance des problèmes, 
d’introduire la thèse que nous défendons ainsi que la démarche et la portée de 
nos travaux. 
 
La suite du manuscrit de thèse est divisée en 3 parties. 
La première partie est un état de l’art. 
- Le chapitre 4 présente la perception visuelle avec ses mécanismes et les 
problèmes perceptifs associés. Nous y présentons aussi les variables visuelles 
et les travaux de classification de ces variables. 
- Le chapitre 5 présente les modèles et outils colorimétriques. Il comprend une 
partie sur l’histoire et les fondements de ces modèles, puis des parties qui 
traitent des modèles colorimétriques modernes, des modèles utilisés dans 
l’informatique et de ceux intégrant des résultats issus de la psychologie de la 
perception. ainsi que des notions d’harmonie et de contraste des couleurs 
- Le chapitre 6 présente les processus de développement : processus génériques, 
ceux destinés aux systèmes interactifs, puis ceux destinés aux systèmes 
critiques. 
- Le chapitre 7 traite des outils et méthodes existants dédiés à l’activité de 
conception des rendus graphiques ou de ceux qui y répondent en partie. Nous 
présentons d’abord les théories générales, puis les démarches et outils 
existants pouvant aider à la conception du rendu graphique des systèmes. Nous 
présentons ensuite les démarches associées à d’autres phases du cycle de vie 
des rendus graphique (évaluation, recueil des besoins). 
 
La seconde partie présente nos contributions. 
- Dans le chapitre 8, nous présentons une étude approfondie des problèmes de 
perception notamment ceux causés par des interdépendances entre variables 
visuelles. Cette étude se base sur les résultats de trois expérimentations 
présentées séparément. 
- Dans le chapitre 9, nous présentons une analyse de l’activité de conception des 
rendus graphiques. Cette analyse s’appuie sur des cas réels de travaux de 
conception. À partir de nos observations, nous proposons des 




- Dans le chapitre 10, nous proposons notre démarche d’aide instrumentée à la 
conception et à la vérification des rendus graphiques. Nous mettons en relation 
cette démarche avec les travaux présentés dans l’état de l’art. 
- Le chapitre 11 est une présentation des outils et prototypes que nous avons 
réalisés pour vérifier la démarche proposée dans le chapitre précédent 
 
La troisième partie présente une étude de cas. 
- Dans le chapitre 12, nous présentons un cas appliqué de problème de 
conception et sa résolution s’appuyant sur notre démarche instrumentée. 
 
Enfin, nous concluons ce mémoire en résumant nos contributions et en présentant les 








Partie 1 : État de l'art 
Grâce à la présentation détaillée des études de cas, et à celles des problèmes de 
perception rencontrés plus généralement, nous avons vu que la conception d’interface 
graphique complexe nécessite des connaissances approfondies et issues de différentes 
disciplines. L’organisation et l’utilisation de ces connaissances sont elles aussi 
complexes. Voici la liste des connaissances que nous avons identifiées permettant 
d’alimenter notre démarche de proposition de méthode et d’outils d’aide à la 
conception : 
- La compréhension des phénomènes perceptifs passe par l’étude de la 
perception visuelle afin d’en extraire les propriétés essentielles à la réflexion 
sur les problèmes de rendus graphiques. L’étude des travaux sur la 
classification et les méthodes d’utilisation des variables visuelles permet de 
proposer aux concepteurs un support scientifique à leur réflexion. 
- L’utilisation et la connaissance des modèles colorimétriques permettent de 
situer les couleurs dans des espaces informatiques ou perceptifs. Elles 
permettent aussi de comparer et de mesurer les effets des paramètres visuels 
liés à la couleur. Cela est nécessaire puisque nous souhaitons dans la première 
partie de nos contributions concevoir des expérimentations nous permettant 
d’avoir une connaissance approfondie des phénomènes de perception. 
- L’étude des cycles de conception et développement logiciel actuels nous 
permet d’identifier les phases dans lesquels sont potentiellement produits les 
rendus graphiques. Nous étudions aussi toutes les contributions visant à 
améliorer les phases de conception et de vérification de ces rendus. 
- Enfin, nous étudierons les méthodes et outils spécifiquement dédiés à la 
conception de graphismes pour les systèmes interactifs. Nous y préciserons 
notamment la notion même de conception, et nous étudierons les normes 
ergonomiques et les outils instrumentant la conception de rendu. 
4 La perception visuelle 
Dans cette partie, nous présentons le système de perception visuelle humain. Les 
ouvrages de  [Rock et Mestre, 2000], [Fairchild, 2004] et [Ware, 2004] proposent des 
descriptions du système perceptif humain en rapport avec leurs thématiques de 
recherche. L’Institut de Recherche en Santé du Canada (IRSC) présente plus en détail 
ce système sous la forme d’un site web2. Le système de perception visuelle humain 
est une chaine allant de l’œil jusqu’au cortex visuel. Cette chaîne permet de capter un 
signal lumineux et de le transformer en des informations de forme, couleur, 
mouvement, etc. Sans aller jusqu’à donner des explications cellulaires détaillées, nous 
allons décrire tous les éléments composant un œil humain ainsi que les mécanismes 
associés permettant la formation d’une image sur la rétine. Nous reviendrons ensuite 
sur la composition en couches de la rétine, ainsi que sur le cheminement de 
l’information au travers des champs récepteurs jusqu’au cortex visuel. Cette étude du 
système perceptif humain nous permet de mieux comprendre les mécanismes qui 
entrent en jeu dans le processus de formation d’une image mentale à partir de stimuli 
graphiques. Elle nous permet aussi de comprendre les limites humaines que les 
concepteurs doivent prendre en compte lors de la construction de représentations 
                                                        
2
 http://lecerveau.mcgill.ca/ section “les détecteurs sensoriels” 
 
 
graphiques. Nous présentons des exemples typiques de ces limites en partie 3.2 «
perception visuelle n’est pas absolue
4.1 Mécanismes 
4.1.1.1 Description globale 
Du point de vue de leurs fonctions
rétine à la pellicule photographique. La mise au point est assurée
cristallin alors que l’iris s’occupe d’ajuster la luminosité optimale pour notre rétine. 
La rétine, composée de nombreuses couches de neurones, est toutefois beaucoup plus 
complexe et sensible qu
(Charge-Coupled Device).
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observe la conjonctive et 
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pigmentation donne la couleur à l’œil et 
lumière rentrant dans l’œil
une lentille qui baigne entre l’hu
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La cornée est en continuité avec le blanc de l’œil (sclérotique) qui forme la paroi dure 
du globe oculaire et dans laquelle sont insérées trois paires de muscles. Ce sont ces 
muscles oculaires qui permettent les mouvements du globe oculaire dans les orbites 
du crâne. Une couche de l’œil nommée choroïde assure la nutrition de l'iris et de la 
rétine, elle contient de nombreux pigments foncés qui font que l'intérieur de notre œil 
est noir. 
 
Plusieurs mécanismes entrent en jeu dans la mise au point effectuée par l’œil. 
L’humeur aqueuse et l’humeur vitrée jouent un rôle fondamental dans la focalisation 
de l’image sur la rétine grâce au phénomène de réfraction. La courbure de la cornée 
accentue aussi la réfraction des rayons lumineux virtuellement parallèles provenant 
d’objets très éloignés. Grâce à ces phénomènes de déviation, les rayons lumineux 
arrivent sur le même point central de la rétine pour former une image au foyer (chez la 
personne qui n’a pas de trouble de la vision). Le cristallin contribue également en 
partie à réfracter les rayons lumineux venant de loin pour qu’ils convergent en un seul 
point sur la rétine. Mais le cristallin aide surtout à faire la mise au point pour la 
formation de l’image d’objets rapprochés (environ neuf mètres et moins). Cette mise 
au point se fait par la modulation de la forme du cristallin, un phénomène connu sous 
le nom d’accommodation. Le vieillissement du cristallin peut provoquer des troubles 
de la vision. 
4.1.2 La rétine 
Dans le paragraphe précédent, nous avons décrit les étapes que suit la lumière avant 
que l’œil ne forme une image précise de la réalité sur la rétine. L’intensité lumineuse 
est ensuite transformée en influx nerveux par les cellules photoréceptrices de cette 
rétine. Concrètement, la rétine est une fine pellicule de tissu nerveux. Les neurones de 
la rétine sont organisés en trois couches principales (voir Figure 19). Dans la première 
couche située en profondeur sont enchâssés les photorécepteurs : les cônes et les 
bâtonnets. Ces derniers sont les seules cellules de la rétine capables de convertir la 
lumière en influx nerveux. Cet influx est ensuite transmis aux neurones bipolaires 
situés dans la deuxième couche, puis aux neurones ganglionnaires situés dans la 
troisième. Ce sont uniquement les axones de ces neurones ganglionnaires qui vont 
sortir de l’œil pour former le nerf optique qui rejoindra le premier relais visuel dans le 
cerveau. Il existe aussi deux couches intermédiaires où se font des connexions entre 






Figure 19 : Les différentes couches de cellules composant la rétine 
4.1.2.1 Première couche de la rétine, les photorécepteurs : cônes et bâtonnets. 
L’œil humain normal est capable de percevoir un spectre de lumière qui s'étend du 
violet (de longueur d’onde λ = 400 nm environ) au rouge (λ = 700 nm environ). Au-
delà de ces longueurs d’onde, la lumière est invisible pour les humains : ce sont les 
domaines de l’ultraviolet et de l’infrarouge. 
 
 
Figure 20 : Les photorécepteurs, cônes et bâtonnets ainsi que leurs courbes de réponse aux longueurs 
d’onde visibles 
 
Il existe deux sortes de photorécepteurs : les bâtonnets et les cônes (voir à gauche de 
la Figure 20). Ils se distinguent par de nombreuses caractéristiques, tant anatomiques 
que fonctionnelles : les bâtonnets sont très sensibles dans les basses intensités 
lumineuses (jusqu’à moins de 1cd/m2), mais ne distinguant pas les couleurs (vision 
scotopique) ; les cônes nécessitent de fortes lumières (au-delà de 100 cd/m2), mais 
permettant une vision précise et en couleur (vision photopique). Au centre de la rétine 
se trouve une tache noire d’environ 2 mm de diamètre : c’est la fovéa. Ce point de la 
rétine est constitué exclusivement de cônes. C’est l’endroit où l’acuité visuelle est la 
meilleure.  
Pour les deux types de photorécepteurs, c’est l’absorption de l’énergie lumineuse par 
des photopigments qui amorce la réponse nerveuse. Dans le cas des bâtonnets, le 
pigment photosensible possède un pic de sensibilité pour les longueurs d’onde de 496 
        L                    M    S 
        419              496    531  559 
 
 
nanomètres (nm) du spectre électromagnétique de la lumière visible
la Figure 20). Les trois types de 
différent. Ils sont différenciés pa
qui désignent les longueurs d’onde courtes, moyennes et longues d’ab
maximale des différents pigments
le spectre visible va donc exciter à di
la Figure 20). Un objet vert par exemple va surtout stimuler les cônes M, mais aussi 
les L à un moindre degré et très légèrement les S. Notre perception 
dépend donc de cette superposition des différents spectres d’absorption des trois types 
de cônes. Dans la suite 
complexité des interactions neuronales 
cerveau. On notera que les différentes formes de daltonisme ont pour cause l’absence 
ou l’anomalie d’un des types de cônes.
4.1.2.2 Deuxième couche de la rétine
Les neurones bipolaires sont un passage obligé entre les photorécept
cellules ganglionnaires. Une cellule bipolaire reçoit des connexions synaptiques 
directes d’un certain nombre de photorécepteurs 
d’un au centre de la fovéa, jusqu’à des milliers dans la rétine périphériqu
Figure 
En plus de ces connexions directes avec les photorécepteurs, les cellules bipolaires 
reçoivent des afférences de cellules horizontales. Celles
de photorécepteurs qui entourent le groupe central 
bipolaires. 
Le champ récepteur d’un neurone de la rétine correspond à 
pour laquelle une stimulation appropriée va exciter le neurone. 
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récepteur central (en bleu) 
photorécepteurs aux cellules bipolaires
l’information passant par les cellules horizontales
horizontales est d’inhiber l’activité des cellules avoisinantes. 
4.1.2.3 Troisième couche 
Il existe au moins trois types de
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- de grandes cellules de type M 
- et des cellules ganglionnaires non M
L’idée la plus couramment admise est que les cellules M sont particulièrement 
impliquées dans la détection du 
leur petit champ récepteur, seraient plus sensibles à la 
Une autre distinction essentielle 
sont sensibles aux différences de longueur d’onde
champ de récepteur et la périphérie sont occupés par des types de cônes différents (L 
vs. M pour le premier type et
apportent donc au cerveau une 
comparaison régionale des processus d’opposition 
bleu-jaune. 
4.1.3 Intégration par les champs de 
Comme dans plusieurs systèmes cérébraux, le système visuel traite l’information en 
parallèle. Nos deux yeux apportent d’abord deux flux d’information parallèles que 
notre cerveau va comparer pour avoi
donné dans une scène.  
 
Figure 22 : Le parcours de l’information visuelle
Les nerfs optiques (Figure 
chiasma optique qui permet 
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visuelle consciente chez l’humain se fait par la voie qui va de la rétine au cortex
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région de notre champ visuel. Pour un photorécepteur donné, on peut dire que son 
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niveau inférieur (car elles intègrent les informations traitées 
Les cellules des plus haut
dernier est généré par la connectivité neuronale à chaque relais des voies visuelles 
jusqu’aux différents cortex visuels.
Figure 23 : Les différentes capacités d’analyse des cellules et champs récepteurs de la rétine au cortex
On peut résumer la perception effectuée par chaque type de champs récepteur
façon suivante (voir Figure 
- ceux de la rétine et 
la position ; 
- celui des cellules simples l’axe 
- celui des cellules complexes le 
- et celui les cellules hypercomplexes les 
Au niveau du cortex visuel primaire, on peut énumérer les types de 
lesquels une réponse est donnée
- des arêtes ou barres orientées
- des informations provenant d
- différentes fréquences 
- différentes fréquences temporelles
- des positions spatiales particulières
- et enfin différentes 
L’analyse des stimuli visuels amorcée dans les cortex visuels se poursuit ensuite 
travers de deux grands systèmes de traitemen
serait impliqué dans la reconnaissance des objets (
le second serait essentiel à la localisation de l’objet (réponse à la question du «
4.1.4 Théories de la vision
Plusieurs théories fondamentales de la vision (
expliquées par les mécanismes que nous venons de décrire
de la vision des couleurs introduite par Maxwell, Young et Helmhol
est confirmée par la présence des trois types de cônes S,
oppositions de couleur proposée par Ewald Hering à la même période a été 
modernisée et confirmée par des mesures physiologiques faites sur la rétine ou le 
cerveau au XXe siècle. Cette théorie
cônes (S, M, L) aux autres
rouge-vert (L-M+S) et jaune
par le niveau inférieur). 
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cellules ganglionnaires d’opposition rouge-vert et bleu-jaune sont à la base de notre 
capacité à percevoir des couleurs (voir le plateau coloré sur la Figure 24 
correspondant à l’interprétation de ces informations par le cerveau). La transformation 
du signal trichromatique en signal d’opposition de couleur sert à décorréler 
l’information portée par ces trois canaux, à en améliorer la transmission et à réduire 
les effets du bruit. De la même façon, la sommation de la sortie des cônes (L+M+S) 
pondérée par le ratio de chaque cône correspond à la fonction d’efficacité lumineuse 
spectrale pour la vision scotopique (ou périphérique, celle des bâtonnets) qui permet 




Figure 24 : Théorie des oppositions de couleur (extrait de  [Ware, 2008]) 
D’autre part, il existe des mécanismes concernant l’adaptation au noir, à la lumière ou 
à des environnements chromatiques variés pour optimiser la réponse visuelle dans les 
environnements de vision particuliers. Par exemple, ces processus interviennent 
lorsque l’on passe d’un environnement éclairé à un environnement sombre (ou 
l’inverse), ou bien encore lorsque les conditions d’éclairage varient en teinte 
(différence entre un éclairage naturel et artificiel par exemple). Parmi les mécanismes 
mis en œuvre  [Fairchild, 2004], on peut citer la diminution et la régénération de 
photopigments, la transition cônes/bâtonnets, le contrôle du gain dans les cellules de 
la rétine, etc. 
Nous avons vu que les cellules et champs récepteurs sont spécialisés selon leur niveau 
dans la chaine allant de la rétine au cortex visuel (détection de couleur, de contraste, 
de mouvement, d’angle, etc.). Ces propriétés spatiales ou temporelles affectent la 
vision. Par exemple, l’information chromatique est moins bien perçue pour les hautes 
fréquences spatiales (détails fins), ou bien encore notre sensibilité à de légers 
changements pour des contrastes lumineux est plus importante que pour des 
contrastes chromatiques. Un autre effet est « l’effet oblique » qui montre que l’acuité 
visuelle est meilleure pour des grilles orientées à 0 ou 90 degrés que pour d’autres 
orientées à 45 degrés. Pour finir, nous devons considérer les mouvements optiques et 
le fait qu’un motif spatialement statique par rapport à la rétine est invisible. En effet, 
nous avons vu que la plupart des champs de recepteurs appliquent des traitements 
(soustractions, etc.) sur l’information leur parvenant afin de détecter des différences et 
des contrastes. Nos yeux sont donc contraints d’effectuer constamment des 
micromouvements pour déplacer la rétine et conserver la vision du monde. Ils font des 
mouvements plus amples pour déplacer le centre d’intérêt vers la fovéa. 
 
 
4.2 La perception visuelle 
Parmi les enseignements 
incapable de percevoir une scène qui serait tot
et que c’est le cerveau qui interprète l
neuronale de perception visuelle
lorsque les variables visuelles utilisées
les systèmes d’intégration de l’information
phénomènes dans la partie qui suit. 
détecter et de pouvoir éviter les configurations 
4.2.1 Contraste de couleur simultané
La perception visuelle est principalement bas
sont les comparaisons qui sont au centre du mécanisme puisque les champs de 
réception correspondant aux cellules ganglionnaires envoient vers le cerveau une 
excitation directement lié
observée. On peut considérer que les différences sont soit obscurité/lumière, soit 
jaune/bleu et vert/rouge. Ce processus basé sur de
des phénomènes appelés 
système de comparaison du système visuel qui a du mal à reconnaître une même 
couleur placée simultanément 
Les termes de luminosité, satu
considérons pour le moment que la luminosité correspond à une quantité de lumière 
perçue, la teinte à une sensation colorée (rouge, vert, jaune, bleu, etc.) et la saturation 
à la pureté ou l’intensité d
couleur où la teinte est la plus intense (saturation maximale).
4.2.1.1 Contraste simultané
Dans cet exemple (Figure 
fond. On observe l’effet suivant
saturation et luminosité, mais paraissent différents en luminosité.
est trompé par la perception simultanée des deux carrés de même couleur sur des 




4.2.1.2 Le « Crispening Effect
Le contraste entre les deux surfaces de luminosité peu différente est meilleur sur un 
fond dont la luminosité est comprise entr
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 5.2. Nous 
 
 
4.2.1.3 Effet Bartleson-Breneman 
Une luminosité faible en fond fait apparaître les surfaces plus claires. Une 
forte en fond fait apparaître les surfaces claires plus sombres et rend les sombres 




Les contrastes simultanés existent pour la 
d’autres facteurs. Nous donnons deux exemples de contrastes en saturation. 
Figure 28, les carrés centraux ont 
ont la même teinte et la même luminosité, la saturation 




Dans l’exemple de la Figure 
du fond droit est plus saturé
luminosité comme si saturation élevée équivalait à luminosité élevée.
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Figure 27 : Effet Bartleson-Breneman. 
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Les deux carrés centraux paraissent 
mêmes valeurs. Seule la teinte des carrés externes est différente. La loi est la 
suivante : « si deux couleurs sont placées côte à côte, chaque couleur est changée 
comme si elle était mélangée avec la couleu
 
4.2.1.6 Hunt Effect 
Lorsque la lumière est plus intense, la perception de la saturation augmente
[Fairchild, 2004]. 
4.2.1.7 Stevens Effect 
Lorsque la lumière est plus intense, la perception des contrastes lumineux augmente
[Fairchild, 2004]. 
4.2.2 Contrastes successifs
Nous avons abordé les récepteurs sensoriels
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29 : Contraste simultané, décalage en luminosité. 
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Figure 30 : Effet Helmholtz-Kohlraush 
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Figure 31 : Illustration d’un effet de contrastes successifs 
La Figure 31 est fréquemment utilisée pour illustrer ce problème. Il suffit de fixer 
pendant quelques dizaines de secondes le point d’intersection des quatre carrés 
colorés (en limitant les mouvements oculaires) puis de fixer le point noir situé sur la 
droite de la figure pour voir apparaître l’effet de contrastes successifs (apparition des 
couleurs « complémentaires » à celles des quatre carrés). 
4.2.3 Interprétation du cerveau 
Bien d’autres effets sont liés à l’interprétation que fait notre cerveau des informations 
qui lui sont transmises. L’aspect spatial (disposition des éléments graphiques) est 
prédominant et le cerveau interprète ce qu’il perçoit en fonction de beaucoup de 
paramètres tels que la reconnaissance d’objets ou de formes [Ware, 2000]. Un 
exemple est présenté dans la Figure 32 où les cases A et B (identiques) ne sont pas 
perçues comme étant de la même couleur. Cet effet provient d’un contraste simultané 
avec des cases adjacentes de luminosités différentes, mais aussi de l’interprétation que 
fait le cerveau de l’assombrissement en diagonale comme étant une l’ombre sur 
l’échiquier (image crée par le professeur E.H. Adelson et disponible sur les pages du 
« Perceptual Science Group »3). Ainsi des couleurs identiques attribuées à des 
éléments graphiques étant représentées dans des conditions particulières peuvent être 
perçues comme étant différentes. 
 
 
Figure 32 : Les cases A et B sont identiques, mais le cerveau interprète le contenu de l’image 
Un dernier exemple concerne la couleur bleue. Cette couleur est parfois moins bien 
perçue que les autres pour trois raisons : les cônes S dont les longueurs d’onde 
correspondent à cette couleur sont moins nombreux que les autres, le bleu est une des 
couleurs les moins lumineuses, et les longueurs d’onde courtes sont myopisantes (la 
projection du bleu se fait avant la rétine). 






4.3 Les variables visuelles 
Le système perceptuel humain a évolué pour s’adapter aux conditions de vie dans un 
environnement particulier. Aussi, il est particulièrement performant pour la perception 
de la réalité, dans sa niche écologique : perception des montagnes, des rivières, des 
arbres, des falaises, des animaux et de leurs déplacements, etc. Les interfaces 
graphiques affichent des informations sous une forme qui n’est cependant pas 
forcément identique à celle de l’environnement naturel de l’être humain. Les 
interfaces graphiques proposent par exemple des représentations en 2D, composées de 
couleurs unies, de formes et symboles abstraits simples, etc. Pour ce type d'images, il 
existe plusieurs travaux et théories particulièrement adaptés aux problématiques de la 
perception visuelle. Nous décrivons dans ce chapitre les travaux à propos de la 
perception préattentive, les travaux issus du mouvement de la Gestalt, ou les travaux 
en cartographie et sémiologie graphique. Nous terminons par l’étude du pouvoir 
perceptif des choix de représentation. 
4.3.1 Classifications des variables visuelles 
4.3.1.1 La perception préattentive 
La théorie de la perception préattentive  [Treisman, 1998] explique comment certaines 
propriétés visuelles peuvent être perçues très rapidement (< 250 ms) et sans effort. Par 
exemple, lorsque l’on regarde l’image de gauche (Figure 33), composée de cercles 
bleus (des distracteurs), la perception du cercle rouge (la cible) est immédiate et ne 
requiert aucune charge cognitive. Ce type de perception est aussi appelé perception 
automatique, par opposition à une perception contrôlée, qui nécessite un processus 




Figure 33 : Illustration de la perception préattentive (à gauche) et de la perte de cette propriété car trop de 
couleurs sont utilisées (à droite) 
Cette perception est hautement parallèle, mais limitée : la perception automatique du 
cercle rouge ne fonctionne plus avec un ensemble plus important d’autres couleurs 
(Figure 33à droite). L’utilisateur est alors obligé de scanner chaque élément de façon 
séquentielle. Pour certaines variables visuelles, le temps de perception d’une cible 
recherchée est constant quelque soit le nombre de distracteurs (dans la configuration 
de gauche, avec des distracteurs identiques). 
 
Dans ses travaux de thèse [Healey, 1996a], Christopher G. Healey a étudié avec 
précision la perception préattentive d’objets graphiques et notamment les effets sur 
l’attention de l’orientation, la longueur, l’épaisseur, la courbure, la taille, la densité, le 
nombre, la couleur, l’intersection, la profondeur 3D, le clignotement, le mouvement, 
etc. À l’opposée de cette perception automatique, la perception contrôlée concerne, 




qui a moins de ressources pour d’autres activités. Les informations transmises par la 
lecture d’un texte sont précises, mais leur temps de traitement est très lent. 
4.3.1.2 Gestalt 
Le mot allemand « Gestalt » signifie « forme ». La théorie de la Gestalt s’intéresse à 
des phénomènes de plus haut niveau que la perception d’objets individuels. Cette 
théorie stipule que la perception des formes engendre la perception d’une 
« surforme » : le tout est donc différent de la somme de ses parties. La théorie affirme 
qu’il n’existe pas de perception isolée et que la perception est initialement structurée. 
Le contexte global de la perception est donc très important, souvent plus signifiant 
que l’objet observé. La théorie comprend plusieurs lois qui conduisent à la perception 
d’une surforme parmi lesquelles on trouve la loi de la bonne forme, la loi de 
continuité, la loi de proximité, la loi de similitude, la loi de clôture, ou encore la loi du 
destin commun. 
La loi de la bonne forme est la loi principale dont les autres découlent : un ensemble 
de parties (comme des groupements aléatoires de points) tend à être perçu d'abord 
automatiquement comme une forme, cette forme se voulant « simple », 
« symétrique », « stable », en somme une « bonne forme ». L’exemple suivant (Figure 
34) montre un rectangle surmonté d’un carré : le système perceptif préfère cette 
composition de l’espace qui est plus simple que, par exemple, trois objets distincts 
juxtaposés. 
 
Figure 34 : Théorie de la Gestalt, loi de la « bonne forme » 
La loi de la proximité groupe naturellement les objets les plus proches les uns des 
autres. Le carré de gauche (Figure 35) est composé de points uniformément distants, 





Figure 35 : Théorie de la Gestalt, loi de la proximité 
Le principe de la loi de continuité statue qu’il est plus facile de construire des entités 
visuelles à partir d’éléments qui sont lissés et continus plutôt qu’avec des éléments 
qui comportent des angles, ou des changements de direction abrupts. L’image 
suivante (Figure 36) montre que nous percevons une courbe et un rectangle 






Figure 36 : Théorie de la Gestalt, loi de continuité 
La loi de similitude indique que les éléments visuels qui partagent les mêmes 
propriétés se groupent. Par exemple des points bleus se groupent au milieu de point 
gris. 
La loi du destin commun : des parties en mouvement ayant la même trajectoire sont 
perçues comme faisant partie de la même forme. 
La loi de clôture : une forme fermée est plus facilement identifiée comme une figure 
(ou comme une forme) qu'une forme ouverte. 
À titre d’exemple, la Gestalt permet d’expliquer les processus perceptifs mis en œuvre 
dans la perception des informations contenues dans une interface de logiciel de 
supervision. Dans l’exemple d’ODS, le traitement hautement parallèle de 
l’information par le système visuel humain permet aux contrôleurs aériens de 
percevoir sans surcharge cognitive une piste radar comme une entité regroupant 
plusieurs éléments proches (loi de la proximité), mais aussi de grouper les vols « pris 
en compte » (loi de la similitude) de reconnaître des flux (loi du destin commun) ou 
des tendances dans les changements de direction du vecteur vitesse (loi de la 
continuité) ou encore des exceptions et/ou des zones à risque (car trop de vols sont 
présents sur une petite zone ou bien que leurs positions relatives forment une structure 
visuelle considérée comme étant à risque) (exemples Figure 37). 
 
Figure 37 : Théorie de la Gestalt, loi de la continuité, loi de proximité, loi de similitude 
Les lois de la Gestalt sont faciles à appliquer, elles offrent en plus une puissance 
d’expression élevée (capacité à grouper des éléments, à les faire ressortir facilement, 




maximum ces lois pour s’aider dans la réalisation de compositions graphiques 
complexes, et par là même se servent des capacités humaines d’intégration parallèle 
de l’information. Dans notre démarche d’aide à la conception, nous pouvons par 
exemple proposer aux concepteurs des outils facilitant la création de groupes 
d’éléments visuels. 
4.3.1.3 La sémiologie graphique de Jacques Bertin 
La sémiologie graphique de  [Bertin, 1999] est un système monosémique de 
représentation graphique permettant de transmettre de l’information sans ambigüité. 
Elle définit un formalisme rationnel qui permet d’une part de décrire avec précision 
les visualisations, et d’autre part de comprendre pourquoi l’utilisateur perçoit les 
informations qu’elles contiennent. 
Bertin a identifié sept « variables visuelles » qui sont les éléments élémentaires de la 
composition des images et il a décrit les propriétés perceptives de chacune de ces 
variables visuelles. 
4.3.1.3.1 Les variables visuelles de Bertin 
Bertin est le premier à avoir proposé un ensemble de variables visuelles qui sert à la 
construction élémentaire de toute représentation graphique. La sémiologie graphique 
décrit sept variables visuelles qui forment les éléments de plus bas niveau pour la 
composition graphique  [Bertin, 1999]. Il y a la position (la variable visuelle spatiale), 
la taille, la valeur (semblable à la clarté/luminosité), le grain, la couleur (mélange de 
teinte et de « saturation »), l’orientation et la forme (Figure 38). Ces variables 
visuelles sont appliquées à trois types d’implantation dans le plan : le point, la ligne, 
la zone. 
 
Figure 38 : Les variables visuelles selon Bertin 
Bertin définit la variable visuelle grain comme la notion utilisée par les photographes. 
Dans ce cas la granularité peut être associée à une fréquence spatiale dans une 
texture ; c’est pourquoi la variable visuelle grain est souvent appelée texture dans la 
littérature. 
Les variables visuelles ont des échelles de perception différentes appelées longueur. 
La longueur d’une variable visuelle est le nombre d’éléments différentiables avec 
cette variable visuelle. Par exemple, la variable visuelle de position possède l’échelle 
de perception la plus longue et offre même une possibilité infinie de variation. Cette 
variation théorique correspond à la taille du support (écran, feuille de papier) qui est 




4.3.1.3.2 La perception d’information en fonction du type des variables visuelles de 
Bertin 
Les variables visuelles ont un niveau d’organisation propre. Ainsi, on ne peut 
percevoir un ordre entre objets graphiques que si la variable visuelle utilisée pour les 
représenter est ordonnée. De la même manière, on ne peut percevoir un rapport de 
quantité entre objets que si la variable utilisée est quantitative. 
On associe aux variables visuelles quatre types de perception que Bertin appelle les 
« niveaux » des variables visuelles : 
- une variable visuelle est associative si elle permet à une catégorie nominale 
d’être perçue malgré l’influence des autres variables dans une même image. 
Par exemple, être capable de trouver des formes triangulaires dans une image 
quelque soit leur couleur ou leur position, 
- une variable visuelle est sélective lorsqu’elle permet à une catégorie nominale 
d’être perçue instantanément « en avant » dans l’image. Par exemple, 
l’ensemble créé à partir de tous les points bleus dans un nuage de points 
multicolores, 
- une variable visuelle est ordinale lorsque le classement visuel de ses 
catégories est spontané et universel. Ce type de variables permet de créer des 
relations d’ordre entre les valeurs affichées (« ceci est plus grand ou plus petit 
que cela »). On perçoit un gris comme l’intermédiaire entre un blanc et un 
noir, une taille moyenne comme l’intermédiaire entre une petite et une grande 
taille. En revanche, les couleurs (par exemple bleu, rouge ou vert) n’offrent 
pas spontanément un ordonnancement (pour Bertin les couleurs sont à 
dissocier de la valeur), 
- une variable visuelle est quantitative lorsque la distance visuelle entre les 
catégories d’une composante ordonnée peut s’exprimer spontanément par un 
rapport numérique. On perçoit qu’une longueur est égale à trois fois une autre 
longueur, qu’une surface est le quart d’une autre surface. L’échelle 
quantitative permet à l’utilisateur de juger la quantité qui différencie deux 
éléments. 
4.3.1.3.3 Propriétés perceptives des variables visuelles 
Bertin utilise une symbolique pour qualifier les niveaux des variables visuelles (voir 
Table 1) : 
Q Quantitative (proportionnelle) 
O Ordonnée 
 
Sélective (différentielle et instantanée) 
 
Associative (visibilité inchangée des autres Variables Visuelles) 
 
Dissociative (visibilité variable des autres Variables Visuelles) 
Table 1: Symbolique de Bertin pour qualifier les niveaux des variables visuelles  
Le tableau des correspondances entre les variables visuelles et leurs qualités 
perceptives (Figure 39) permet de résumer le pouvoir de chaque variable visuelle. Le 
symbole du niveau apparaît sur la ligne de la variable visuelle si celle-ci est capable 
de coder l’information de ce niveau. Une gradation de l’efficacité de chaque variable 






Figure 39 : Correspondance entre les variables visuelles et la qualité de leurs niveaux de perception 
Nous ajoutons dans les paragraphes qui suivent quelques remarques concernant la 
lecture de ce tableau. 
Selon Bertin, une image qui utilise une correspondance Variable Visuelle / Niveau (Q, 
O, , ) s’inscrivant dans les cases vides du tableau est une « convention » ; c'est-à-
dire une image pour laquelle la signification des données est détruite par un choix de 
design non adapté à la transmission correcte de l’information. Par exemple, la couleur 
ne peut pas être utilisée pour représenter des valeurs de distances entre aéronefs 
(données de type quantitatives). 
Bertin décrit le plan (la position en X et en Y) comme la plus riche des variables 
visuelles. Le plan est sélectif, associatif, ordonné et quantitatif. Bertin catégorise ces 
implantations avec le point, la ligne ou la surface. Le type d’implantation affecte la 
longueur des variables visuelles. Ainsi, l’implantation de zone fait émerger deux 
problèmes : l’orientation ne peut plus être perçue comme sélective, et la perception 
des autres variables visuelles est la même sur toute la zone (les quantités doivent être 
normalisées par unité de surface, sinon elles ne pourront pas être interprétées 
correctement). 
Après la position, la taille est la seule variable visuelle quantitative (elle permet de 
faire des rapports entre les quantités perçues). Elle est sélective et ordonnée, mais non 
associative. La taille et la valeur (luminosité) sont dissociatives car elles ont une 
visibilité variable. Il n’est pas possible d’exclure cette variation de visibilité : les 
autres variables visuelles ont une visibilité constante et sont dites associatives. 
La valeur est le ratio entre la perception du blanc et du noir sur une surface. Elle est 
ordonnée. L’utilisation de la valeur de Bertin est à rapprocher avec la clarté du 
modèle CIELCH(ab) ou CIELAB. La taille et la valeur sont ordonnées. Mais comme 
le blanc ne peut pas servir d’unité pour mesurer le noir, la valeur n’est pas 
quantitative. 
Bertin n’a pas créé de séparation entre la teinte et la saturation. La variable visuelle 
couleur est cependant plus proche de la teinte que de la saturation. La couleur n’est 




Le grain est la variation d’échelle des composantes constituant une texture. Le grain 
peut être considéré comme une composition d’éléments de même taille. Il est ordonné 
(texture plus ou moins dense). Il est à la fois sélectif et associatif. La longueur de cette 
variable est basée sur la taille de son implantation. Ainsi, l’utilisation de marques plus 
grosses permet une longueur plus importante. 
L’orientation est l’angle relatif entre deux marques. L’orientation est associative, 
mais n’est sélective que pour les points et les lignes. Elle n’est pas ordonnée. Il existe 
de multiples façons de diviser 360 degrés en étapes. Néanmoins, Bertin définit 
seulement quatre étapes pour maximiser la sélectivité de l’orientation ; la longueur de 
la variable visuelle orientation est ainsi réduite. 
La forme est la variable visuelle la plus ambigüe, car elle mélange des aspects de 
l’orientation et de la taille. Elle n’est pas ordonnée. Elle a une infinité de longueurs et 
est seulement associative. 
L’utilisation des variables visuelles de Bertin permet de décrire les images. Il est 
possible de les appliquer au-delà des limites d’une feuille de papier (avec ses deux 
dimensions) et ainsi d’utiliser d’autres variables visuelles comme la profondeur, ou 
des variables pour les animations. 
4.3.1.4 Le pouvoir perceptif 
4.3.1.4.1 Le pouvoir sélectif des Variables Visuelles 
Une variable est dite sélective si elle partitionne l’espace visuel. La perception 
sélective a lieu quand une variable visuelle fait ressortir une catégorie donnée de la 
visualisation. Elle permet d’isoler spontanément toutes les correspondances 
appartenant à une même catégorie (de cette variable) : « ceci est différent de cela ». 
Ces correspondances forment entre elles une « famille » : la famille des signes rouges, 
des signes verts, etc. On peut alors parler de la sélection préattentive  [Treisman, 
1985]: capacité à distinguer un objet parmi d’autres sans tester chaque objet. Toutes 
les variables visuelles sont sélectives, mais à différents degrés. La liste suivante 
(Figure 40) donne, par ordre décroissant, le niveau de sélectivité des variables 
visuelles défini par Bertin [Bertin, 1999]. 
 
 
Figure 40 : Pouvoir sélectif des variables visuelles selon Bertin 
4.3.1.4.2 La classification de Cleveland & McGill 
La classification de Cleveland & McGill  [Cleveland et McGill, 1984] a été réalisée 
pour évaluer la qualité des visualisations de données statistiques. Cleveland a évalué 
l’efficacité des variables visuelles pour représenter des informations de type intervalle 
(I) et ratio (Q). Cette évaluation a été réalisée avec des éléments visuels isolés de tout 





Figure 41 : La classification de Cleveland & McGill 
4.3.1.4.3 La classification de J. Mackinlay 
Mackinlay  [Mackinlay, 1986] a évalué par des expérimentations le pouvoir perceptif 
des variables visuelles en fonctions du type de données (Quantitatif, Ordonné, 
Nominal) à afficher. Ces évaluations ont été réalisées avec les données quantitatives. 
Les classements des données O et N sont réalisés par déduction et non par 
expérimentation. Ce diagramme (Figure 42) permet de faire des choix de design avec 
le type de données à afficher. 
 
Figure 42 : Pouvoir perceptif des variables visuelles par type de perception, selon  [Mackinlay, 1986] 
Il est intéressant de noter que ce diagramme permet de résumer l’utilisation des 
variables visuelles en fonction du type de données à afficher. Il indique en plus 
l’évolution de l’efficacité des variables visuelles en fonction du type de données (Q, 
O, N). Les croisements des lignes liant les variables visuelles indiquent que les 
propriétés graphiques des variables visuelles sont très différentes en fonction des 
types de perception. À titre d’exemple, la longueur (taille) est très efficace pour coder 
visuellement des données quantitatives et son efficacité décroit avec les types O et N. 
La position conserve son rang de variable visuelle la plus efficace quelque soit le type 




4.3.1.4.4 La classification de Wilkinson 
Wilkinson a, comme Mackinlay, utilisé les variables visuelles de Bertin et les a 
classées en fonction de leur efficacité à coder visuellement des données quantitatives  
[Wilkinson, 2005]. Il a étendu l’ensemble des variables visuelles en ajoutant des 
attributs visuels supplémentaires comme la saturation, le flou. Le tableau (Table 2) 
suivant présente les choix de design, ordonnés du plus efficace au moins efficace en 
fonction du vecteur de transmission d’informations (la forme, la surface, l’animation, 
le son et le texte). 
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Table 2 : Classification de Wilkinson 
De plus, Wilkinson a étudié l’animation, le son ou encore le texte comme vecteur 
d’informations. Il existe encore d’autres attributs « esthétiques », mais, selon 
Wilkinson, ils sont difficilement exploitables : par exemple l’odorat, ou le toucher. 
Ceci s’explique par les résultats du domaine de la psychophysique et l’étude des 
relations entre l’amplitude d’un stimulus et sa perception  [S. S. Stevens et al., 1986]. 
La loi de Fechner/Weber permet de quantifier cette relation et ainsi de mettre en avant 
la notion de « Just Noticeable Difference » (JND) qui représente la différence 
minimale de stimulation pour la perception (on peut la rapprocher du terme de 
longueur des variables visuelles de Bertin, mais étendu à tous les sens de la 
perception). 
4.3.1.4.5 Extension des variables visuelles de Bertin 
Bertin a été le premier à proposer des choix de design en fonction du type de données 
à afficher. Dans How maps works, MacEachren  [MacEachren, 2004] synthétise les 
travaux de Bertin dans ce domaine. L’auteur propose une extension aux travaux sur 
les variables visuelles et leur utilisation dans les cartes avec, par exemple, l’utilisation 
de la transparence, la résolution, ou encore la décomposition des couleurs en trois 
dimensions luminosité, teinte et saturation. Aujourd’hui, les concepteurs utilisent plus 
fréquemment des espaces colorimétriques basés sur ces trois dimensions. Morrison 
pense que la variable visuelle couleur de Bertin peut être scindée en deux attributs : 
couleur et saturation. Bertin parle aussi de saturation des couleurs, mais il a choisi de 
grouper cet attribut avec la teinte sous le terme de couleur. 
4.3.1.5 Utilisation des variables visuelles selon Ware 
Dans [Ware, 2008], l’auteur propose des recommandations pour la conception à partir 
de l’observation des propriétés perceptives des variables visuelles. Il propose une 





- pour rendre un objet facile à trouver, il suffit de le rendre perceptuellement 
différent des autres objets (par exemple en le mettant en couleur parmi dans un 
contexte achromatique, en mouvement dans un contexte fixe, courbé parmi 
des droites, etc.) 
- certaines variables préattentives sont reconnues dans le processus de 
perception dès l’aire primaire du cortex visuel, ce sont les plus fortes, celles 
qu’il faut utiliser en priorité pour faire ressortir une information. Ces variables 
sont la taille, l’allongement et l’orientation d’une forme ; la teinte et la 
luminosité de la couleur ; le mouvement d’objets graphiques et leurs 
placements dans l’espace (groupement d’objets vs élément isolé). 
Il évoque aussi les problèmes plus complexes : 
- s’il est nécessaire de différencier plusieurs objets en même temps, le mieux est 
d’utiliser un canal (orientation, taille, couleur, mouvement, etc.) différent par 
type de données. Cela facilite les requêtes visuelles si un canal est utilisé pour 
chaque type d’information cherchée. 
- pour concevoir un ensemble de symboles identifiables indépendamment, on 
pourra utiliser plusieurs canaux (couleur, forme, ombre, etc.) par objet 
graphique à différencier. Sur la Figure 43, il n’y a qu’un symbole vert, qui est 
aussi le seul avec des lignes obliques et sans contour défini. 
 
 
Figure 43 : Ensemble de symboles utilisant simultanément plusieurs canaux de la perception pour se 
distinguer. 
L’auteur propose aussi une sémantique des codages graphiques en montrant qu’à 
chaque type de codage graphique (voir Figure 44 extraite de  [Ware, 2008]) 
correspond une métaphore spatiale (par exemple, un trait entre deux éléments est une 
métaphore spatiale évoquant l’existante d’une relation ou d’un chemin entre ces deux 
éléments). La première partie du tableau (cinq premières lignes) présente des résultats 
similaires à ceux déjà présentés (comme la sémiologie graphique de Bertin ou la 
théorie de la Gestalt). En effet les cinq premières correspondances proposées entre 
codage graphique et sémantique concernent : 
- la représentation d’objets, d’entités, 
- la représentation de séquences ordonnées, 
- l’utilisation de la proximité ou du partage de propriétés graphiques pour 
grouper visuellement des objets, 
- ou encore la représentation de quantités. 
La seconde partie du tableau présente un autre pan de l’étude de cette « grammaire » 
des représentations visuelles. Il s’agit de présentations graphiques devant signifier des 
notions de relations entre plusieurs éléments (lien, imbrication, hiérarchie ou partage 








Figure 44 : Correspondance entre code graphique et sémantique [Ware, 2008]. 
4.4 Synthèse 
Dans les deux premières parties de ce chapitre traitent du système visuel humain et de 
ses limites. Nous avons relevé dans ces parties plusieurs points importants en rapport 
avec notre problématique : 
- Le premier niveau de la vision humaine est basé sur une perception colorée 
codée par trois types de cônes. De ce système trichromatique découlent les 
modèles colorimétriques dédiés à la « machine ». 
- Selon la théorie des couleurs opposées, la suite du traitement de l’information 
issue des photorécepteurs se fait sur trois canaux opposant le blanc au noir, le 
jaune au bleu et le vert au rouge. Cette théorie sert de base aux espaces 




- Dans la suite du processus de perception visuelle, des sous-systèmes sont 
dédiés à la détection de la position, l’orientation, le mouvement de l’axe des 
bords et des angles. Ces informations sont à la base des travaux à propos des 
variables visuelles. 
- La suite du processus de perception fait intervenir des interprétations du 
cerveau. Cette information ajoutée aux précédentes permet de comprendre les 
différents types d’effets d’optiques que nous avons présentés en 4.2. Lors de la 
conception d’une représentation graphique, ces leurres du système visuel 
doivent être gérés par les concepteurs.  
Dans la troisième partie du chapitre, nous avons présenté les variables visuelles 
catégorisant les structures que le système visuel humain est capable de percevoir. 
Nous avons vu que parmi ces variables visuelles, certaines ont des propriétés 
particulières. Certaines pourront être perçues avant les autres lors d’une recherche 
visuelle (perception préattentive) ; d’autres s’intégreront plus ou moins bien dans un 
tout et leur perception prendra alors un sens précis dans un contexte (Gestalt). 
Différents travaux ont permis de donner une importance relative à chacune des ces 
variables visuelles en fonction de l’utilisation que l’on souhaite en faire. D’autres 
travaux proposent des « grammaires » facilitant le choix de variables visuelles 
appropriées au type de données ou de relations à représenter. 
Ces travaux sont fondamentaux pour le domaine de l’InfoVis. Ils le sont également 
pour notre thématique de recherche puisque les concepteurs de rendus graphiques sont 
confrontés aux mêmes types de choix. Les connaissances que nous avons présentées 
dans ce chapitre permettent notamment aux concepteurs de contrebalancer les 
demandes des utilisateurs en faveur de la couleur. Ces derniers souhaitent quasiment 
toujours qu’une nouvelle information ou une nouvelle catégorie de données soit 
représentée par une nouvelle couleur, ce qui aboutit souvent à des représentations peu 
structurées, comprenant trop de couleurs différentes (désignées parfois comme l’effet 
« sapin de Noël »). En s’appuyant sur la diversité des variables visuelles permettant 
de coder une information, les concepteurs peuvent cependant proposer des 
représentations plus en rapport avec la diversité des processus de perception humaine. 
En utilisant les règles définies, les concepteurs peuvent en plus choisir les dimensions 
visuelles qui pourront coder le plus efficacement le type d’information à représenter 
(associative, sélective, quantitative, ordonnée) 
 
Pour cela, les concepteurs doivent être capables de coder et de mesurer l’information 
qu’ils choisissent de présenter sur les dispositifs d’affichage. Ils doivent aussi savoir 
organiser l’information présentée de manière appropriée. Pour répondre à ces besoins, 
ils ont à disposition un ensemble d’outils et d’espaces colorimétriques (chapitre 5) qui 




5 Modèles et outils colorimétriques 
Les modèles et outils colorimétriques permettent de coder la couleur grâce à des 
coordonnées définies dans divers espaces colorimétriques. Selon les modèles, ces 
coordonnées permettent d’effectuer plusieurs types d’opérations sur les couleurs :  
- les spécifier pour pouvoir les partager ou les réutiliser. Pour certains modèles, 
cette spécification est absolue (indépendante de l’observateur et des conditions 
de visualisation) ; 
- les mesurer et fournir des distances entre couleurs (distances uniformes à la 
perception dans certains modèles) ; 
- les organiser selon des dimensions ayant des propriétés particulières : axes où 
les modifications sont prévisibles par les humains, axes perceptuellement 
uniformes, axes permettant la création de contrastes ou d’harmonies colorées. 
Dans cette partie du manuscrit, nous présentons l’histoire de ces modèles et 
apporterons quelques précisions sur la terminologie des couleurs avant de décrire les 
modèles les plus récents. Nous présentons aussi un exemple d’outil permettant de 
répondre aux limites imposées par les technologies d’affichage : les profils 
colorimétriques ICC (International Color Consortium). Nous traiterons également des 
modèles utilisés par les programmes informatiques pour spécifier la couleur sur des 
dispositifs d’affichages ou d’impression. Nous terminerons par une revue de 
différentes études psychologique de la perception des couleurs avec par exemple des 
travaux à propos du nommage des couleurs, ou de l’influence des modèles utilisés sur 
des tâches de réglage de la couleur. 
5.1 Un peu d’histoire 
Dans cette partie nous passons en revue les principales contributions antérieures aux 
modèles colorimétriques contemporains. Cette description permet de comprendre les 
difficultés rencontrées pour définir la couleur et les moyens mis en œuvre au fil du 
temps. Cela permet aussi de comprendre la démarche adoptée pour construire les 
modèles : intégration des connaissances sur l’art, sur la perception et sur les propriétés 
de la lumière. 
5.1.1 Les débuts 
Dans son ouvrage « De luce », Robert Grossetête (1175-1253) établit pour la première 
fois dans l’histoire, une différence entre les couleurs « incolores » (le noir, le gris et le 
blanc) et les couleurs véritables. Plus tard, Léonard de Vinci (1452-1519), qui s’est 
d’abord intéressé aux couleurs en tant que peintre, a établi une distinction 
extrêmement importante pour les systèmes ultérieurs : la différence entre les couleurs 




5.1.2 Newton, du spectre des couleurs au cercle chromatique
 
Figure 45 : Passage d
Isaac Newton (1643-1727) 
un spectre de couleurs, et qu'un objectif avec un deuxième prisme recompose le 
spectre multicolore en lumière blanche
couleurs qui transforme l’ancien système linéaire en un cercle
chromatique marque une étape décisive, avec le passage d’un ordre unidimensionnel à 
un ordre bidimensionnel. Le spectre 
visibles (le violet et le rouge) 
permet de transformer la ligne droite 
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montre que le chevaucheme
du noir. 
5.1.3 Goethe et la base de la thé
En 1810, Johann Wolfgang 
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sensorielles (une approche radicalement différente de celle de Newton)
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naturel entre le clair et le 
psychologiques (opposition chaud/froid, positif/négatif)
5.1.4 Young et Helmholtz, 
Thomas Young (1773-1829) 
théorie (confirmée plus tard
selon laquelle l’œil, grâce à la perception de troi
synthèse de toutes les couleurs. Cette 
les propriétés additives des trois couleurs fondamentales
plus tard par le vert) et le bleu.
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5.1.5 Chevreul, « De la loi du contraste simultané des couleurs » 
Michel-Eugène Chevreul (1786-1889) propose des principes sur les contrastes entre 
couleurs : « Lorsque l’œil perçoit en même temps deux couleurs avoisinantes, elles 
paraissent aussi dissemblables que possible, tant du point de vue de la composition 
optique que de leur valeur tonale. » Il étudie aussi l’harmonie des couleurs et établit 
par exemple l’existence de couleurs complémentaires : « Dans l’harmonie des 
contrastes, la composition complémentaire est supérieure à toutes les autres. » 
5.1.6 Le triangle de Maxwell 
James Clerck Maxwell propose en 1859 sa Théorie de la vision colorée, considérée 
comme l’origine de la « colorimétrie » ou mesure quantitative des couleurs  [Maxwell 
et Zaidi, 1993]. Son essai marque le retour de la physique, de la mesure de la lumière 
et de la couleur dans l’histoire scientifique : le triangle de Maxwell (Figure 46) est, 
entre autres, une tentative d’améliorer la méthode newtonienne du mélange des 
couleurs. Maxwell est le premier à représenter un espace des couleurs bidimensionnel 
fondé sur des mesures psychophysiques. Il établit trois nouvelles variables qui 
affectent une couleur : la teinte, la saturation et la clarté. 
 
Figure 46 : Triangle de Maxwell et mesure de la couleur 
5.1.7 Hering, la théorie des couleurs opposées 
Au milieu du XIXe siècle, Ewald Hering constate qu’il n’y a pas trois, mais quatre 
sensations élémentaires de couleur. Selon lui, le jaune peut jouer dans le rouge ou 
dans le vert, mais non dans le bleu ; le bleu, à son tour, peut jouer dans le rouge ou 
dans le vert ; et le rouge dans le jaune ou dans le bleu. On peut donc légitimement 
nommer ces quatre couleurs les couleurs simples ou fondamentales. C’est de là que 
vient la théorie des oppositions de couleur ou des couleurs opposées. 
5.1.8 L’espace colorimétrique perceptif de Munsell  
Au début du XXe siècle, le peintre américain Albert Henry Munsell élabore un 
système chromatique capable à la fois d’organiser les couleurs selon un plan logique 
et de respecter leurs rapports visuels [Munsell, 1912]. Munsell a élaboré son système 
à partir d’un cercle basé sur les cinq teintes Rouge, Jaune, Vert, Bleu et Violet et leurs 
teintes intermédiaires. Ce cercle est subdivisé en 100 teintes (Hues) ordonnées à 
intervalles réguliers et choisies de façon à ce que les couples diamétralement opposés 
soient des couleurs complémentaires (dont le mélange en synthèse additive des 
couleurs donne du gris). Les couleurs sont ordonnées en luminosité selon un axe 
nommé Value allant du noir (valeur = 0) au blanc (valeur = 10). La saturation de 
chaque teinte est représentée par leur Chroma. Pour une value donnée, chaque teinte 
possède un maximum de chroma qui lui est propre (voir Figure 47). 
Munsell organise ces couleurs dans des plaquettes qui, par juxtaposition, composent 
son « arbre des couleurs » (nom donné en raison de l’irrégularité de ses ramifications 
extérieure). Chaque couleur est caractérisée par un triple indice « H/V/C », dont nous 




Munsell d’élaborer, par recoupements et mélanges successifs, tout un système pour 
lequel il s’est fié, en dernière analyse, au jugement de ses yeux.  
 
 
Figure 47 : Représentations du système de Munsell 
 
 
L’ensemble de ces travaux sert de socle à des travaux plus récents menés par la 
Commission Internationale de l’Éclairage (CIE). 
5.2 Terminologie de l’apparence des couleurs 
La terminologie en colorimétrie et les différences entre les variables servant à décrire 
la couleur sont parfois un peu complexes à saisir. Ce problème est d’autant plus vrai 
en français, car les termes anglais ne sont pas toujours traduits de la même façon. 
C’est notamment le cas pour les termes suivants : luminosité, clarté, brillance et 
valeur, ou encore saturation, chroma et pureté. Lorsqu’une ambigüité est possible, 
nous utiliserons de préférence le terme anglais. 
5.2.1 La couleur 
Une définition issue de l’International Lighting Vocabulary et que reprend Fairchild 
dans Color Appearance Models [Fairchild, 2004] définit la couleur comme suit : 
« Attribut de la perception visuelle consistant en n’importe quelle combinaison de contenu 
chromatique et achromatique. Ce contenu peut être défini par les noms des couleurs chromatiques 
comme jaune, marron, rouge, rose, vert, bleu, magenta, etc. ou achromatiques comme noir, blanc, gris 
etc. et qualifié de sombre, foncé, clair, vif, etc. ou par n’importe quelle combinaison de tels noms. » 
Cette définition est accompagnée d’une note :  
« Les couleurs perçues dépendent de la distribution spectrale de la couleur du stimulus, de la taille, 
la forme, la structure et de l’environnant du lieu du stimulus, de l’état d’adaptation du système visuel 
de l’observateur et de l’expérience de l’utilisateur par rapport à des situations d’observations 
similaires. » 
Cette définition montre bien que la couleur correspond à la perception que les êtres 
humains ont des différentes longueurs d’onde qui constituent la lumière visible (à 
cette perception s’ajoutent des qualificatifs de luminosité ou de vivacité des couleurs 
perçues). La note l’accompagnant permet de faire remarquer que la perception des 
couleurs est très personnelle et subjective et qu’elle dépend de l'âge, du sexe, de 
l'environnement et de la culture personnelle. Malgré cela, le but de la colorimétrie est 
bien d’évaluer de manière absolue et qualitative la couleur émise par un matériau ou 
un écran. 
5.2.2 La teinte 
La teinte est l’attribut d’une sensation visuelle selon lequel une aire colorée apparaît 
semblable à une des couleurs perçues : rouge, jaune, vert et bleu ou à n’importe quelle 
combinaison de deux d’entre elles. Les couleurs chromatiques sont celles possédant 
une teinte, les achromatiques celles n’en possédant pas. Nous pouvons décrire des 
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Figure 48 : Spectre des teintes 
5.2.3 La luminance et la clarté (
5.2.3.1 Brightness, la luminance
Selon  [Fairchild, 2004] : 
« Attribut de la perception visuelle selon lequel une 
lumière » 
 
Il y a une différence entre
photométriques (relatives à la perception visuelle)
photométrique qui correspond à la «
flux lumineux que reçoit une surface par la mesure de cette surface
la vision à la lumière dépend de la 
et radiance varie avec celle
physique) à la luminance (énergie perçue) est la courbe 
lumineuse photopique V(λ
issue de Wikipedia5). La normalisation se fait par rapport à un objet qui se comporte 
comme un réflecteur « idéal
issue de la source lumineuse
Figure 49 : Efficacité lumineuse spectrale photopique (
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éorie des couleurs opposées de Hering est applicable.
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Cette grandeur est donc l’interprétation perçue d’un rayonnement lumineux, qui 
permet de répondre aux questions du type : ce rayonnement vert est-il aussi lumineux 
que ce rayonnement rouge ? En effet, si les deux rayonnements rouge et vert 
considérés possèdent la même luminance, c’est, par définition, qu’ils sont perçus 
comme aussi lumineux l’un que l’autre par la vision. Comme la perception visuelle 
est moins sensible au rouge qu’au vert, il faudra probablement, pour obtenir cette 
égalité, que la radiance du rayonnement rouge (puissance physique en Watts) soit bien 
plus grande que celle du rayonnement vert. 
La luminance est un niveau de perception absolue. 
5.2.3.2 Lightness, la clarté L* 
Selon  [Fairchild, 2004] : 
“La clarté est la luminance d’une surface appréciée par rapport à une surface apparaissant blanche 
sous les mêmes conditions d’éclairage.” 
Note attenante : 
“Seules les couleurs perçues appartenant à une surface (ou un objet) vue en rapport avec d’autres 
couleurs possèdent un attribut de clarté.” 
La clarté peut être considérée comme une luminance relative. En effet, une feuille 
blanche de papier éclairée par une lampe de bureau a une luminance donnée et une 
clarté perçue assez haute (pouvant être assimilée à du blanc s’il s’agit de l’élément le 
plus clair du champ visuel). La même feuille éclairée par le soleil d’un jour d’été 
réfléchirait beaucoup plus de lumière (donc aurait une luminance beaucoup plus 
élevée) alors que la clarté perçue serait la même (du blanc, clarté la plus haute du 
champ visuel).  
La clarté reflète donc la perception subjective qu’ont les humains de la luminance 
d’une couleur suivant l’axe clair-foncé. 
Dans le système de Munsell (voir en 5.1.8), la clarté est caractérisée par une notion 
semblable appelée « valeur » (« value » en anglais). Sur la Figure 50, dans chaque 
colonne les couleurs ont la même valeur. Le pas de la « valeur » est perceptuellement 
uniforme (même différence perçue entre chaque colonne). 
 
 
Figure 50 : Les éléments de chaque colonne ont la même valeur (système de Munsell) 
La clarté est donc une fonction de transfert de la perception visuelle. Cependant il 
existe peu de données quantifiées pour établir cette fonction de transfert. Pour définir 
la clarté L* dans l’espace CIELAB, les experts de la CIE ont proposé une première 
approximation égale à la racine cubique de la luminance relative Y/Yn. La luminance 
relative est celle de l’objet observé rapportée à la valeur maximale de luminance du 
champ visuel (celle d’un objet perçu comme blanc). La Figure 51 présente la courbe




les phénomènes de la perception visuelle humaine. Nous donnerons en 5.2 la 
définition actuelle de la clarté L*, dans l’espace CIE L*a*b*. Néanmoins, cette 
approximation permet de transcrire une propriété intéressante de la vision : nous 
percevons mieux les petites différences de luminance dans les zones sombres que 
dans les zones claires. En effet sur la Figure 51, pour les valeurs de luminance 
relatives comprises entre 0 et 18 ou 20 %, notre œil perçoit déjà un intervalle de gris 
allant du noir au gris moyen (50 % voire au-delà). 
 
  
Figure 51 : Approximation de la fonction de transfert entre la luminance et la clarté. 
5.2.4 La saturation : « Chroma, colorfulness and saturation » 
Comme la radiance, la pureté d’une couleur fait référence au spectre des couleurs. 
Une couleur pure a une distribution spectrale très étroite (pas de mélange avec 
d’autres longueurs d’onde qui « dilueraient » cette couleur. La « saturation » fait 
référence à la perception (ressenti visuel) de cette pureté. 
Les termes en anglais sont interprétés de façons hétérogènes en français (chroma, 
pureté, coloration, saturation), nous utiliserons donc de préférence les termes anglais 
pour éviter les confusions. 
Comme la luminance et la clarté, la colorfulness et la chroma correspondent à des 
sensations de perception colorée : l’une étant absolue (colorfulness) et l’autre relative 
(chroma). La colorfulness est à la chroma ce que la luminance est à la clarté. Les 
définitions de [Fairchild, 2004] sont données ci-dessous : 
Colorfulness ( « Coloration » est une traduction possible en français) 
“Attribut de la perception visuelle selon lequel la couleur perçue d’une surface apparaît comme étant 
plus ou moins chromatique.” 
Une note accompagne cette définition :  
“La colorfulness augmente en général avec la luminance (sauf pour des luminances très fortes).” 
 
Chroma (Chroma aussi en français) 
“La chroma correspond à la « coloration » (colorfulness) d’une surface jugée en rapport avec la 




Saturation (Saturation en français)
La saturation est définie comme
“La « coloration » (colorfulness
 
Nous donnons ci-dessous
définies par [Fairchild, 2004]
Par définition : 
Chroma = (Colorfulness)/(
Saturation = (Colorfulness)/(
Nous avons vu dans les paragra
Clarté = (Luminance
Donc la saturation peut aussi être définie comme suit
Saturation = (Chroma)/(
La Figure 52 illustre cette relation.
Figure 52: La relation entre Chroma
5.3 Les modèles colorimétriques 
Dans cette partie, nous décrivons les modèles utilisés par les systèmes informatiques
[Stone, 2004] pour adresser les couleurs reproductibles par les dispositifs d’affichage
ou d’impression. Nous présentons également des modèles dérivés fréquemment 
utilisés dans les systèmes de sélectionneur de couleur (
5.3.1 Le modèle RGB (Red Green Blue
Le modèle RGB est le modèle 
informations de couleur depuis les programmes informatiques jusqu’a
rendus. Dans cette section, n
limites et les implications pour la conception.
5.3.1.1 Présentation du modèle RGB
En 1861, Maxwell lui-même est le premier à avoir utilisé 
décomposition de la lumière pour réaliser une photographie en couleur. Depuis
travaux sur les propriétés additives de la couleur ont été largement utilisés dans les 
domaines de la photographie et de l’audiovisuel. Les évolutions technologiques ont 
mené à la conception des périphériques d’affichage informatiques et audiovisuels 
actuels comme les écrans CRT (de moins en moins présents), les écrans LCD, les 
écrans plasma ou encore les écr
Luminescente). Ces périphériques d’affichage ont en commun l’utilisation de pixels 
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formés par trois sources lumineuses différentes rouge, verte et bleue : ce sont les sous-
pixels dont nous avons étudié certaines problématiques en 2.3.2. Le modèle RGB est 
basé sur la synthèse additive de ces trois couleurs primaires Rouge, Vert et Bleu. 
Dans la chaine graphique permettant d’afficher des éléments à l’écran, on trouve à la 
base les programmes informatiques qui définissent la valeur de la couleur et de la 
position des éléments graphiques à afficher. Lors de l’exécution d’une application 
graphique, ces valeurs sont transmises à la carte graphique du système (pour des 
scènes graphiques complexes, ce sont d’autres informations qui sont transmises à la 
carte graphique afin qu’elle calcule directement les couleurs à afficher). La carte 
graphique transmet alors à l’écran l’intensité qu’il doit appliquer à chaque sous-pixel 
R, G et B de chaque pixel afin d’obtenir l’image souhaitée. Le pourcentage d’intensité 
d’affichage de chaque sous-pixel est défini informatiquement par un code sur 8 bits 
(soit 256 valeurs adressables de 0 à 255). Par exemple pour du vert avec un degré 
d’intensité maximal, le programme informatique devra indiquer les coordonnées 
suivantes (0, 255, 0) soit #00ff00 en hexadécimal. Il existe plusieurs modèles RGB. 
Le plus utilisé est le sRGB (ou standard RGB). 
5.3.1.2 Limites du modèle RGB 
La couleur codée sur 8 bits pour chaque sous-pixel offre plus de 16,7 millions d’états 
possibles pour un pixel. Ce sont bien 16,7 millions de compositions spectrales 
différentes et non 16,7 millions de couleurs que produit l’écran. En effet, la couleur 
est le résultat de l’interprétation de ces compositions spectrales par le cerveau et le 
système perceptif humain peut seulement distinguer environ un million de couleurs  
[Kayser et Boynton, 1996] (des travaux de source différente proposent des valeurs 
allant jusqu’à 7 millions).  
Les limites du modèle RGB sont les suivantes :  
- À cause des couleurs primaires R, G et B utilisées, les dispositifs d’affichage 
ne peuvent créer qu’une sous-partie de l’ensemble des couleurs visibles par le 
système visuel humain (voir en page 65 la Figure 59 présentant le gamut de 
sRGB ; ce gamut étant encore réduit si le dispositif est éclairé par une lumière 
directe). 
- Les couleurs spécifiées dans un modèle RGB sont dépendantes du 
périphérique d’affichage. En effet en fonction des propriétés physiques des 
sous pixels filtrant la lumière, l’affichage des couleurs sera différent d’un 
dispositif à l’autre. Le rendu des couleurs dépend aussi des réglages et 
calibrations effectuées sur les écrans. 
- Les modifications de la couleur selon un des axes R, G, B de la couleur sont 
difficilement prévisibles. 
- Les distances entre deux couleurs dans cet espace ne sont pas homogènes avec 
les différences perçues par le système perceptif humain. 
- La quantification de chaque primaire de la couleur sur 8 bits implique que 
pour certaines zones de l’espace RGB, deux couleurs différenciées par un seul 
digit RGB peuvent être perçues comme différentes de plus d’un pas de JND 
(Just Noticeable Difference). Un exemple de coordonnées de deux couleurs 
différenciées par un seul digit sont RGB = 100, 100, 100 et RGB = 100, 101, 
100, seule la composante verte a été modifiée d’un digit. 
Certains équipements encore très rares codent l’information colorée sur 16 bits. Ce 
codage offre un pas beaucoup plus fin entre deux couleurs à afficher et évite que deux 




distinctes. Avec ce type d’encodage sur 16 bits, les gradients sont par exemple mieux 
rendus. 
5.3.1.3 Impact sur la conception  
Ce modèle colorimétrique RGB est utilisé par les dispositifs d’affichage actuels. C’est 
donc sous cette forme que l’information colorée est codée dans les systèmes 
informatiques. Malgré l’existence de modèles colorimétriques plus évolués comme le 
CIELAB (que nous présenterons en 5.4.4.1), les concepteurs et programmeurs sont in 
fine obligés de définir les couleurs par des coordonnées RGB. Pour contrer le 
problème de non-uniformité avec la perception, le processus cognitif d’exploration et 
de choix des couleurs peut se faire à l’aide d’espaces plus évolués. Les spécifications 
finales seront cependant données dans un espace purement informatique. Les 
limitations de l’espace RGB dues à son gamut limité et à son codage sur 8 bits parfois 
insuffisant doivent être prises en compte dans notre démarche de conception d’outils 
d’aide aux concepteurs. 
5.3.2 Les modèles TSL et TSV 
Deux autres modèles sont directement issus du modèle RGB, il s’agit des modèles 
TSL et TSV (Teinte Saturation Luminosité ou Teinte Saturation et Valeur, HSL et 
HSV en anglais). Ces systèmes offrent une propriété intéressante pour les 
concepteurs, car les dimensions choisies permettent de faire des choix plus prévisibles 
(ce sont des dimensions « pensables » de la couleur). Par exemple, un concepteur peut 
prédire l’effet de la manipulation d’une couleur sur un des axes luminosité, saturation 
ou teinte. De plus dans ces systèmes les teintes sont représentées sur un cercle 
chromatique. L'intérêt du cercle chromatique réside dans ses caractéristiques : 
- les couleurs primaires sont situées à 120° les unes des autres 
- les couleurs secondaires alternent avec les couleurs primaires et sont situées à 
120° les unes des autres 
- la complémentaire d'une couleur lui est diamétralement opposée sur le cercle. 
Cela est plus difficile en manipulant une couleur selon les dimensions R, G et B. 
Cependant, ces deux espaces présentent un défaut de taille : leurs dimensions ne sont 
pas uniformes avec la perception humaine. Par exemple, la « luminosité » d’une 
couleur dans HSL correspond à la moyenne des deux valeurs maximales et minimales 
parmi les 3 digits RGB de cette couleur. La « valeur » d’une couleur dans le modèle 
HSV est simplement la valeur maximale parmi les 3 digits RGB de la couleur. 
Sachant que les sous-pixels d’un écran n’émettent pas la même quantité de lumière, 
ces définitions de la luminosité et de la valeur sont erronées d’un point de vue 
perceptif. Enfin, les cercles chromatiques représentent souvent les teintes d’une façon 
non uniformisée en luminosité. 
5.3.3 Les modèles soustractifs 
Les modèles basés sur la synthèse soustractive des couleurs sont utilisés pour les 
lumières réfléchies (en opposition avec les lumières émises et la synthèse additive). 
Ils sont notamment utilisés dans le domaine de l’impression. Le système CMYK 
utilisé par les imprimantes se base sur les couleurs primaires suivantes : le cyan, le 
magenta et le jaune auquel s’ajoute le noir (difficile à reproduire en mélangeant les 
trois couleurs primaires précédemment citées). Ce modèle a été utilisé par  [Gossett et 




5.4 Les modèles de la CIE 
La Commission internationale de l'éclairage (CIE) (en anglais International 
Commission on Illumination) est une organisation internationale dédiée à la lumière, 
l'éclairage, la couleur, les espaces de couleur. Depuis les années 1920, cette 
commission a construit des espaces colorimétriques successifs en se basant sur les 
résultats physiologiques d’un observateur moyen et en les intégrant dans ses modèles. 
5.4.1 L’observateur standard 
Dans les espaces colorimétriques évolués de la CIE, les dimensions de la couleur ne 
correspondent pas aux réponses des cônes S, M et L des cônes de l'œil, mais à trois 
primaires provenant de paramètres dérivés du rouge du vert et du bleu. À cause de la 
façon dont sont distribués les cônes dans l’œil, les valeurs du tristimulus dépendent du 
champ visuel de l’observateur. Pour s’affranchir de cette variabilité, Wrigth et Guild  
[Wright, 1929Guild, 1932] ont établi pour la CIE l’observateur colorimétrique 
standard ou « observateur standard ». 
Leurs expérimentations utilisaient un écran circulaire séparé en deux parties. Sur l’un 
des côtés du champ optique, une couleur de test (monochromatique) était projetée. Sur 
l’autre côté, une couleur composée de trois faisceaux de couleurs primaires (teinte 
fixée) devait être réglée par les sujets pour obtenir une correspondance avec la couleur 
de test adjacente (grâce à la synthèse additive des primaires). Toutes les couleurs de 
tests n’étaient pas atteignables sans ajouter une primaire à la couleur de test (les 
valeurs de réglage de ces couleurs sont représentées négativement sur la Figure 53 
entre 450 et 550 nm). Un tracé de la quantité de chaque primaire utilisée en fonction 
de la longueur d'onde de la couleur de test peut être effectué : il s’agit du tracé des 
trois fonctions appelées les color matching functions (voir Figure 53). 
 
Figure 53 Les « CIE 1931 RGB Color matching functions » 
5.4.2 L’espace CIE RGB 
L’espace CIERGB se distingue des autres espaces RGB par son ensemble de couleurs 
primaires monochromatiques (une seule longueur d’onde) : les expériences de Wright 
et Guild furent menées en utilisant différentes primaires à différentes intensités et 
avec un grand nombre d’observateurs différents. Cependant, l’ensemble de leurs 
résultats furent résumés dans les color matching functions standardisées CIERGB, 
(λ), (λ) et (λ) [Judd, 1933] avec comme couleurs primaires monochromatiques les 
longueurs d’onde standard suivantes : 700 nm (rouge), 546.1 nm (vert) et 435.8 nm 
(bleu). Les longueurs d’onde correspondant à une couleur de test d’une primaire sont 
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53) et donc il n’est pas possible de décrire toutes les couleurs visibles par l’œil 
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afin de déterminer un espace colorimétrique plus complet.
5.4.3 L’espace CIE XYZ et le diagramme de chromaticité
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Figure 55 : Représentations 3D de l’espace CIE XYZ. 
 
À partir des coordonnées X, Y et Z, on peut calculer des paramètres dérivés x, y et z 
grâce aux équations suivantes : 
 
Les paramètres x et y permettent de construire le diagramme de chromaticité (voir 
Figure 56) sur lequel est projeté l’espace XYZ. Sur ce diagramme de chromaticité, la 
ligne délimitant l’ensemble des couleurs perceptibles (gamut de l’œil humain) 
correspond aux couleurs monochromatiques (longueur d’onde en nm notée en bleu 
sur la Figure 56). On y trouve aussi les propriétés remarquables suivantes : 
- La ligne des pourpres fermant le contour du gamut de la perception humaine 
ne correspond pas à des longueurs d’onde (il s’agit de la construction que fait 
le cerveau permettant de relier les infrarouges et les ultraviolets). Les couleurs 
moins saturées apparaissent à l’intérieur avec le blanc au centre. 
- Les coordonnées de l’ensemble des couleurs visibles sont bien supérieures à 
zéro. 
- Les couleurs formant une ligne dessinée à l’intérieur du gamut peuvent être 
composées par synthèse additive des couleurs des extrémités de cette ligne. De 
la même manière, toutes les couleurs comprises dans un triangle dessiné dans 
le gamut peuvent être recréées par synthèse additive des couleurs des sommets 
de ce triangle. 
-  La différence perceptuelle entre deux couleurs n’est pas traduite par une 
distance sur le diagramme de chromaticité. 
- Aucun triangle formé par des couleurs perceptibles ne peut contenir le gamut 




et Z permet de former cette enveloppe. C’est pour cette raison qu’X, Y et Z 
sont appelées « couleurs primaires imaginaires ». 
- La lumière blanche (répartition spectrale plate) a pour coordonnées x=y=1/3. 
 
Figure 56 : Diagramme de chromaticité de l’espace de couleur CIE 1931. 
Nous venons de voir que les différences perceptuelles ne sont pas traduites par cet 
espace de couleur. David MacAdam a travaillé sur ces notions de différences entre 
couleurs avec l’étude des différences perceptibles les plus petites (JND). Le résultat 
de ce travail est classiquement représenté sur le diagramme de chromaticité par des 
ellipses : les ellipses de MacAdam [MacAdam, 1942] représentées ci-dessous par la 
Figure 57. Ces ellipses sont le résultat de mesures effectuées sur 25 points du 
diagramme. Le participant n’avait pas été capable de distinguer les couleurs présentes 
au sein de chaque ellipse. 
 




5.4.4 Les espaces CIE LAB et LUV, Delta E 
Pour remédier à ce problème de non-uniformité perceptuelle de l’espace CIEXYZ, les 
experts de la CIE mirent en place de nouveaux systèmes : les espaces CIE 1976 (L*, 
a*, b*) et CIE 1976 (L*, u*, v*). La notation des dimensions de ces espaces avec des 
étoiles a pour objectif d’éviter de les confondre avec les dimensions d’un modèle Lab 
antérieur. Dans ce manuscrit, nous les noterons la plupart du temps sans étoile pour 
simplifier la lecture. 
5.4.4.1 L’espace colorimétrique CIELAB 
L’espace CIELAB (notation abrégée sans étoile) est un espace basé sur la théorie des 
oppositions de couleurs (théorie détaillée avec les mécanismes de perception en 4.1.4) 
dont les dimensions sont L* pour la luminance et a* et b* pour les deux axes de 
couleurs opposées. En se basant sur l’espace colorimétrique CIEXYZ et les travaux 
de Munsell, la CIE voulut créer un espace dans lequel les calculs sont simples comme 
dans le CIEXYZ, mais étant plus uniforme avec la perception humaine comme le 
système de Munsell. 
Pour cela, les experts ont défini la clarté comme une approximation de la perception 
de la luminance relative. Pour comparer la luminance à un point blanc, il faut avoir 
une référence standard de ce point blanc. C’est le rôle des éclairages standard 
(standard illuminant en anglais). Pour le modèle CIELAB, la valeur de référence prise 
en général est l’éclairage standard CIE D50 (Daylight50). La première approximation 
pour obtenir la clarté consiste à prendre la racine cubique de cette luminance relative. 
Cette définition a évolué au cours du temps jusqu’à être définie en 1976 par la 
formule ci-dessous :  
 
avec : 
si q< (6/29)3, f(q) = q1/3 
sinon           f(q) = 1/3 * (29/6)2 * q + 4/29 
 
Xn, Yn et Zn sont les coordonnées dans l’espace CIE XYZ du point blanc de référence. 
Les coordonnées a* et b* correspondent à la position de la couleur sur les axes 
d’opposition de couleur : 
- le rouge/magenta opposé au vert pour le a*, 
- et le bleu opposé au jaune pour le b*. 
 
L’organisation des couleurs selon ces axes « perceptifs » est une avancée par rapport 
aux modèles CIERGB (qui n’était pas complet) et CIEXYZ (qui n’était pas 
uniforme). Ce nouveau modèle n’est pourtant pas exempt de défauts. En effet 
l’uniformité avec la perception n’est pas parfaite, ni au niveau de l’approximation de 
la clarté, ni sur les axes a*b* qui présentent parfois des déviations importantes en 
teinte (lorsque une couleur est modifiée de façon importante en luminosité, la teinte 
dévie parfois).  
 
 
5.4.4.2 L’espace colorimétrique 
Cet espace fut adopté en 1976 en même temps que l’espace CIE
de points communs avec ce dernier. La différence
d’une formule de transformation d
rend l’espace CIELUV moins proche de la réalité physiologique de la perception 
visuelle [Fairchild, 2004]
capacité à prédire les différences entre couleurs, nous utiliserons préférentiellement 
l’espace CIELAB. 
5.4.4.3 L’espace CIELCH(ab)
L’espace CIELAB utilise 
teinte et de « saturation »). Ces axes 
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indépendantes, les utilisateurs sont capable
façon plus efficace. Il existe l’équivalent 
5.4.4.4 Delta E 
Pour comparer des couleur
est défini comme une mesure de différence entre deux couleurs. Dans l’espace de 
référence CIELAB, la formule établie en 1976 par la CIE est la suivante
Où : L1, a1, b1 sont les coordonnées dans l'espace colorimétrique CIE
première couleur à comparer et L
Cette définition de 1976 correspond au cal
points de l’espace. L'espace 
humaine, des couleurs à égale distance dans l'espace 
identique) devraient être perçues par l'œil hum
de couleur. Ces travaux sont à mettre en rapport avec ceux de MacAdam. En effet ses 
ellipses correspondent à des aires en deç
différences entre les couleurs intérieures
En théorie, dans l'espace 
comparable à la mesure des distances euclidiennes entre couleurs. Cependant, cette 
distance n'est valide que sur de petites distances, car l
parfaitement homogène.  
D’autres formules du delta E
organismes : CIE 1976, CIE 1994, CIE 2000, CMC. Ces 
coefficients permettant d’
d’application (arts graphique, textile). 
de Bruce Justin Lindbloom
delta E reste limitée à des 
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5.4.5 Les « Color Appearance Models » 
Les modèles colorimétriques CIELAB et CIELUV sont des modèles restreints à la 
modélisation de couleurs isolées. Ils ne peuvent pas prendre en compte les effets du 
contexte dans lequel les couleurs sont perçues. Depuis la création de CIELAB, de 
nombreux modèles ont été proposés pour modéliser des phénomènes colorimétriques 
plus complexes. CIECAM02 (Color Appearance Model 2002, basé sur CIECAM97s) 
est le plus récent d’entre eux. Il est à ce jour le point culminant du développement des 
Color Appearance Models. Connaissant les conditions d’affichage d’une couleur 
(luminosité de son fond ou son contexte), l’utilisation de ce type de modèles permet 
de modifier les coordonnées d’une couleur afin qu'elle soit perçue de la même 
manière sur un fond de luminosité différente.  
Les dimensions de CIECAM02 
Les modèles prédictifs du type CIECAM sont plus complexes que les modèles 
colorimétriques définis précédemment. Les algorithmes utilisés par ces modèles 
nécessitent l’initialisation de nombreux paramètres à propos des conditions 
d’éclairage, du contexte, etc. Voici les paramètres requis par le CIECAM02 
[Fairchild, 2004] : 
- Informations colorimétriques : Il s’agit des valeurs du tristimulus X, Y et Z de 
la couleur à modéliser, des valeurs du point blanc standard utilisé XwYwZw, et 
de la luminance d’adaptation de la couleur de fond adjacente Yb (avec Yb égal 
à 2 pour une valeur proche du noir, à 20 pour un gris moyen, et à 90 pour un 
blanc).  
- Informations photométriques : Il s’agit de la luminance moyenne de 
l’environnement, appelée « surround », en nits (candelas/m2). 
- Paramètres du contexte : Il s’agit de deux facteurs de contraste, qui ont des 
valeurs correspondant au rapport entre les luminances de la surface observée 
et du contexte, et une valeur d’exposant permettant de moduler la réponse en 
fonction de la luminosité du fond (cf. Effet Bartleson Breneman). Ces 
paramètres sont à déterminer d’après un jugement visuel. 
- Des facteurs « Response Compression Factors » :  
o Un facteur d’adaptation à la luminosité,  
o Une fonction modélisant l’augmentation en luminosité et saturation 
causée par un environnement plus lumineux.  
o Des facteurs des contrastes chromatiques qui permettent de calculer 
l’augmentation en saturation, luminosité, causée par des fonds 
sombres. 
o Des exposants qui définissent encore d’autres paramètres en fonction 
de la luminosité du fond. 
À partir de toutes ces données, le « color appearance model » permet par exemple de 
donner pour une couleur initiale, différente coordonnées correspondant à une 
correction à apporter à cette couleur pour qu’elle soit perçue uniformément sur des 






Figure 58 : action du CIECAM’02, contrastes non corrigés à gauche et corrigés à droite. 
Si les adaptations proposées par ce modèle permettent de modéliser les conditions 
d’éclairage ou les effets de la luminosité du fond sur la couleur, elles ne tiennent 
cependant pas compte de l’influence relative aux différences de surface ou à 
l’agencement des éléments graphiques impliqués. 
5.5 Les profils ICC 
Le problème des différences entre média devant rendre les couleurs est traité par 
l’International Color Consortium (ICC)  [ICC, 2004]. Pour cela, ICC utilise des 
profils décrivant la manière dont les périphériques rendent les couleurs. Ces profils 
contiennent des informations colorimétriques sous forme de coordonnées (L*a*b*, 
RGB, CMJN) et permettent de faire le lien entre les coordonnées théoriques d’une 
couleur à atteindre et les coordonnées colorimétriques à appliquer pour réellement 
atteindre cette couleur. Pour les écrans, il s’agit de profils RGB. En transitant par un 
espace de couleur standard PCS (profile connection space), il est relativement simple 
de passer d’un périphérique à un autre en conservant une meilleure continuité de 
rendu des couleurs. Une autre possibilité intéressante offerte par les profils ICC est de 
simuler le rendu d’une couleur tel qu’il serait sur un autre support, ou de donner des 
informations de rendu sans avoir accès au support. 
Les profils ICC contiennent trois informations principales. 
- La première est le gamma qui correspond à un coefficient correctif appliqué 
sur les luminances (correction de la déformation de la luminance engendrée 
par les périphériques). 
- La deuxième est le point blanc qui détermine quel blanc est produit par le 
périphérique en se référant à un éclairage standardisé. 
- La troisième est l’ensemble des trois coordonnées des couleurs primaires. 
-  
Le gamut d’un périphérique d’affichage des couleurs est défini par ces trois 
coordonnées. Ce gamut est le sous-ensemble complet de couleurs qu'un certain média 
peut reproduire. Il peut être représenté dans le plan de chromaticité. Pour un 
périphérique utilisant trois couleurs primaires, il le sera par un triangle dont les 
sommets correspondent aux coordonnées de ces trois primaires. Si le gamut d’un 
périphérique s’approche du gamut de l’œil (la forme en « fer à cheval » sur le 
diagramme de chromaticité), cela signifie que ce périphérique est capable de produire 
un grand sous-ensemble des couleurs visibles. La Figure 59, représente le gamut d’un 
écran utilisant le profil standard sRGB et le point blanc de référence D65. On voit que 
gamut ne représente qu’une sous partie des couleurs perceptibles, certains 
périphériques ont des gamuts plus larges que d’autres. Lors de la conversion de 
couleurs entre des périphériques ayant des gamuts très différents, certaines des 







Figure 59 : Gamut du profil standard sRGB dans le plan de chromaticité. 
5.6 L’art et la couleur 
Les peintres et les artistes utilisent en général un autre système (soustractif) de 
couleurs primaires pour former leurs palettes : il s’agit du RJB (RYB en anglais) pour 
Rouge, Jaune, Bleu. Ce système est le plus intuitif de tous en ce qui concerne le 
mélange des couleurs (car c’est celui que nous connaissons depuis l’enfance). Pour 
cette raison, [Gossett et Chen, 2004] ont proposé un outil informatique basé sur ces 
primaires RYB. Ils ont ajouté à ce système de primaires un système de « bruit » et de 
transparence afin de pouvoir simuler la superposition de peinture et de rendre plus 
« lisible » le résultat des mélanges effectués. Ils proposent ainsi un système intuitif 
complet (sans nécessité d’avoir des connaissances préalables en colorimétrie) pour le 
choix et le mélange de couleurs. 
5.6.1 Contraste et harmonie 
De nombreux artistes et scientifiques ont travaillé sur les notions d’harmonie et de 
contraste colorés. Nous avons vu en que Chevreul a proposé une loi à propos du 
contraste simultané des couleurs ainsi que des observations sur l’harmonie entre 
couleurs. Faber Birren [Birren, 1987] a lui aussi travaillé sur ces notions. Il propose 
notamment une distinction entre les couleurs "chaudes" et les couleurs "froides". 
Selon lui, les couleurs chaudes débutent au violet, peu avant le rouge, et vont jusqu’au 
jaune. Si l’on construit un cercle chromatique avec les trois couleurs primaires du 
mélange soustractif (jaune, bleu et rouge) équidistantes, les couleurs chaudes 
occupent à peu près la moitié de celui-ci. En revanche, si l’on construit un cercle avec 
les quatre couleurs primaires de la psychologie et de la vision (jaune, vert, bleu et 
rouge), les couleurs chaudes se trouveront réduites et occuperont moins de la moitié 
de la surface. 
 
 
Joanes Itten propose lui aussi dans [Itten, 1974] une théorie sur les contrastes qu’il 




- les contrastes de couleur en soi : ce contraste est maximal entre les couleurs 
primaires (RJB) pures (saturée au maximum), il s’atténue si on les mélange 
avec du noir ou du blanc, il est plus faible entre les couleurs secondaires et 
encore plus entre les couleurs tertiaires. 
- le contraste clair-obscur : il s’agit du contraste en clarté qui est maximal entre 
le voir et le blanc. Le gris (obtenu par le mélange entre du noir et du blanc ou 
entre les trois primaires ou entre deux couleurs complémentaires) est très 
influençable par les autres couleurs. 
- le contraste chaud-froid : c’est le contraste entre les couleurs chaudes (comme 
le rouge, l’orangé ou le jaune) et les couleurs froides (comme le vert, le bleu et 
le violet). Il s’accentue lorsque l’on place une couleur chaude à côté d’une 
couleur froide. 
- le contraste des complémentaires : c’est le contraste entre les couleurs 
opposées du système RJB c'est-à-dire jaune-violet, rouge orangé-bleu vert et 
rouge-vert  
- le contraste de qualité est le contraste entre les couleurs pures (très saturées) et 
les couleurs « rompues » 
- le contraste de quantité montre qu’il y a un équilibre à trouver entre la clarté 
propre à chaque couleur (clarté élevée du jaune et faible pour le violet) et la 
surface qu’elles couvrent. Plus une teinte est claire et moins on devrait lui 
consacrer d’espace. Plus une couleur est saturée et plus sont effet est puissant. 
Il existe des rapports proportionnels entre les teintes (par exemple « le jaune 
est trois fois plus « lumineux » que le violet »). Goethe avait établit une 
échelle entre les couleurs en attribuant un « poids » à chaque teinte : « jaune 9, 
orange 8, rouge 6, vert 6, bleu 4 et violet 3 ». 
- et enfin le contraste simultané est celui dont nous avons déjà parlé. La vision 
d’une couleur crée une tension pour notre œil qui est apaisée par la vue 
simultanée de sa complémentaire. Si la complémentaire n’est pas présente, 
notre œil la crée lui-même. L’effet de contraste simultané se crée entre une 
couleur et un gris, mais aussi entre deux couleurs qui ne sont pas exactement 
complémentaires. 
 
Ces notions de contrastes sont évidemment liées à celle d’harmonie. On voit 
notamment que les peintres cherchent les règles de l’harmonie colorée pour rendre 
leurs créations plus douces (par exemple en équilibrant les contrastes de quantité) ou 
au contraire faire ressortir certains éléments (en accentuant par exemple un contraste 
simultané). Munsell a aussi travaillé sur les notions d’harmonie et de contraste dans 
son modèle perceptif. La formule d’harmonie proposée par Munsell est la suivante : 
pour un résultat équilibré, le rapport entre les surfaces de deux couleurs (C1 et C2) 
doit inversement proportionnel à celui du produit de leur valeur (« luminosité ») par 
leur chroma (« saturation »). 
(surface C2/ surface C1) = (saturation C1 * valeur C1) / (saturation C2 * valeur C2). 
Moon et Spencer [Moon et Spencer, 1944] ont aussi introduit un modèle quantitatif de 
l’harmonie entre couleurs même si celui-ci est perfectible d’un point de vu prédictif. 
Des travaux plus récents [Szabo et al., 2010] proposent de nouveaux modèles 





5.7 La psychologie de la perception et la couleur 
Au cours des chapitres précédents, nous avons découvert les différents modèles de la 
lumière depuis celui de Newton jusqu’aux plus complexes Color Appearance Models 
de la CIE. Mais la couleur est une construction psychoperceptuelle complexe : des 
signaux SML sont émis par les cônes puis le principe des couleurs opposées entre en 
jeu avant qu’une interprétation du cerveau construise une sensation colorée sur les 
dimensions teinte, chroma et clarté. Des travaux issus du domaine de la psychologie 
expérimentale proposent une analyse de la perception visuelle humaine et de ses biais. 
Les tâches généralement associées à la couleur peuvent être classées comme suit : 
- La discrimination par la couleur : deux couleurs sont elles les mêmes ou 
différentes. 
- L’apparence de la couleur : cette apparence est une information personnelle 
très subjective et non mesurable directement 
- Le nommage des couleurs qui revient à étiqueter les couleurs perçues avec un 
nom. Le vocabulaire pour la couleur est relativement restreint par rapport au 
nombre de couleurs perceptibles. Il est difficile de savoir quels noms les 
personnes choisissent pour quelles couleurs (coordonnées). 
- La mémoire des couleurs : se remémorer une couleur est une tâche difficile 
limitée par le fonctionnement de la mémoire et le nommage des couleurs. 
5.7.1 Influence du modèle colorimétrique et de l’interaction de réglage sur une 
tache de correspondance entre couleurs 
Dans [Christ, 1975], l’auteur étudie l’influence de l’utilisation de la couleur sur des 
éléments graphiques (versus des éléments achromatiques) sur des tâches de recherche 
et d’identification de cibles. Les données recueillies indiquent que si dans certains cas 
la couleur est un facteur de performance, elle peut être préjudiciable dans d’autres. 
Dans  [Douglas et T. Kirkpatrick, 1996] et [Douglas et A. E. Kirkpatrick, 1999], les 
auteurs étudient la relation qui existe entre le modèle colorimétrique utilisé et le 
système interactif qui présente la couleur aux utilisateurs et leur permet de la 
manipuler. Une première partie de leur travaux a consisté à comparer les modèles 
RGB et TSV (HSV) ainsi que la méthode de réglage : avec ou sans retour visuel 
représentant les effets du réglage de chaque paramètre (voir exemple Figure 60). Pour 
comparer ces deux modèles et deux types d’interaction, les sujets de 
l’expérimentation devaient régler une couleur afin qu’elle corresponde au mieux à la 
couleur cible présentée (color matching). Le réglage se faisait en interagissant sur des 
sliders dont la position des flèches correspondait à la valeur des coordonnées de la 
couleur à régler dans l’un ou l’autre des modèles colorimétriques. 
 
Figure 60 : Exemple d’interface de réglage des couleurs utilisé par [Douglas et T. Kirkpatrick, 1996] 




Les résultats ne font apparaître entre les modèles aucune différence de performance 
sur les réglages ni en temps (rapidité de choix) ni en précision (écart entre les deux 
couleurs, l’écart est mesuré dans le modèle CIELAB). Le retour visuel sur les effets 
des interacteurs n’a pas d’effet significatif sur les temps de réglage. Par contre, ce 
retour visuel permet une augmentation de la précision de réglage de la couleur (de 
26 %). Donc pour le même temps de réglage, les utilisateurs sont plus efficaces avec 
les interacteurs donnant une indication sur l’effet à prévoir sur la couleur. En 
conclusion de [Douglas et A. E. Kirkpatrick, 1999], les auteurs discutent de plusieurs 
points dont nous retiendrons les suivants :  
- À propos de l’effet de la présentation des espaces de couleur sur les 
performances de réglage, ils énumèrent les systèmes suivant : 
o 3 axes soit un par dimension du modèle (par exemple T, S et V), 
o un espace 2D présentant les couleurs d’une « tranche » de l’espace 
auquel s’ajoute un axe (souvent la luminosité ou la valeur) 
o ou enfin un espace 3D représentant l’intégralité du modèle 
Les auteurs pensent que les espaces 3D seraient meilleurs que les 2D +1D qui 
seraient eux-mêmes meilleurs que les 3* 1D. Ils s’appuient sur des travaux 
antérieurs qui montraient que les participants voyaient la couleur comme une 
structure perceptuelle globale et qu’ils avaient des difficultés à en isoler les 
dimensions de clarté et chroma. Ils nuancent cependant leur propos en disant 
que l’utilisation d’un espace 3D serait plus appropriée pour localiser 
grossièrement une couleur, mais que d’autres mécanismes devraient être 
utilisés pour affiner un réglage.  
- Ils discutent aussi de l’effet du feedback sur les performances. En se basant sur 
leurs résultats, les auteurs supposent que pour la précision des réglages, le 
retour visuel sur les effets des interacteurs est plus important que le modèle 
colorimétrique utilisé par ces interacteurs. Ils rajoutent que si l’hypothèse 
formulée sur les avantages de l’utilisation d’interacteurs « 2D+1D » est 
vérifiée, leurs résultats s’y appliquent aussi. Il faut alors que la « tranche » de 
l’espace colorimétrique utilisé présente un retour graphique sur l’effet de la 
manipulation de l’interacteur de la dimension restante. 
 [Wu et Takatsuka, 2005] proposent dans Three dimensional colour pickers, une 
comparaison de trois implémentations de sélectionneurs de couleur 3D dans les 
espaces RGB, HSV et Munsell. Ils proposent des méthodes pour répondre aux 
difficultés de visualisation et de sélection dans des espaces 3D ainsi que pour 
améliorer les temps d’affichage de tels espaces. 
5.7.2 Compensation des effets de contrastes simultanés 
Dans [Ishizaki, 1995], l’auteur propose une solution à un problème fréquemment 
rencontré : la couleur choisie dans une palette n’est pas celle que l’on obtient une fois 
appliquée à l’objet visuel en cours de conception. L’auteur cible ici le problème des 
contrastes simultanés. Il montre que dans un processus de conception graphique 
lorsqu’une couleur est sélectionnée dans une palette indépendante puis qu’elle est 
appliquée à un objet de destination, elle est sujette à un effet de contraste simultané. 
En effet selon les couleurs déjà présentes à côté de l’objet de destination, des 
contrastes sont perçus et la couleur ne correspond plus à celle que l’on souhaitait. 
L’auteur propose un système de correction automatique de la couleur sélectionnée. En 
fonctions des couleurs de fond associées à la couleur sélectionnée dans la palette, le 
système applique des modifications chromatiques et achromatiques afin d’atténuer les 




5.7.3 Nommage et classification des couleurs 
Un dernier problème concernant la perception des couleurs est leur nommage. Nous 
avons déjà vu avec la représentation des ellipses de [MacAdam, 1942] que plusieurs 
couleurs peuvent être perçues comme une seule. Il reste à déterminer comment sont 
catégorisés ces groupes de couleurs perçues. Les questions posées sont les suivantes : 
quels termes sont employés pour désigner les couleurs, ces termes sont-ils partagés 
par les différents peuples, sont-ils regroupés sous les mêmes régions des espaces 
colorimétriques. De nombreuses études ont été réalisées à ce sujet. La plus connue est 
celle de  [Berlin et Kay, 1969]. Elle propose un travail sur l’universalité et l’évolution 
des termes basiques désignant les couleurs. Ces travaux montrent qu’il y existe onze 
termes fondamentaux communs aux langages évolués : noir, blanc, rouge, vert jaune, 
bleu, brun(marron), pourpre, rose, orange et gris. On reconnaît parmi cette liste des 
couleurs achromatiques (blanc, gris, noir), puis les quatre couleurs de la théorie des 
couleurs opposées (rouge, vert, jaune, bleu) et enfin des termes secondaires. Des 
travaux plus récents comme ceux de [Parraga et al., 2008], [Parraga et al., 2009] 
proposent de définir précisément dans l’espace CIELAB les lieux où la limite entre 
deux couleurs nommées est la plus effective. D’autres études se concentrent sur les 
différences de perception et de nommage des couleurs entre les peuples [Regier et al., 
2007]. Les auteurs affirment que les limites des catégories de couleurs présentes dans 
un langage peuvent être prédites par un modèle basé dans un espace de couleurs 
dérivé de celui de Munsell. Ces catégories de couleurs occuperaient des régions 
connexes dans cet espace de couleur. Certains modèles sont dédiés au nommage des 
couleurs comme le système Pantone® et le Trumatch colorfinder dans [Fairchild, 
2004] qui se basent sur des nuanciers (catalogues sous forme de roues) où chaque 
couleur est imprimée dans une case indexée par un numéro. 
5.8 Synthèse 
Avec cette étude des systèmes et modèles colorimétrique, nous avons découvert trois 
façons de procéder pour classer les couleurs : 
• selon une approche ad-hoc comme celle de Chevreul ou celle de Munsell ; 
• selon une approche purement physique comme avec les modèles RVB et CIE 
XYZ ; 
• ou selon une approche physique corrigée par les données de la psychométrie 
comme les modèles CIELAB et CIELUV. 
Nous avons aussi vu que les concepteurs, lorsqu’ils travaillent sur les rendus 
graphiques, sont limités par l’espace de destination. En effet les dispositifs 
d’affichage actuel utilisent tous le modèle RGB avec des couleurs codées sur trois 
canaux de 8 bits pour adresser les couleurs à afficher sur chaque pixel. Ce modèle 
limite le nombre de couleurs adressables (limite imposée par les dispositifs eux-
mêmes avec leur gamut), mais aussi parfois le nombre de pas qui existe entre deux 
couleurs proches. Si les concepteurs sont tenus de spécifier les couleurs des éléments 
graphiques en RGB pour les raisons que nous venons de donner, ils ont tous de même 
accès à des espaces plus évolués comme le CIELAB. Comme nous l’avons expliqué, 
ces derniers espaces colorimétriques sont plus homogènes avec la perception 
humaine. L’espace dérivé du CIELAB, le CIELCH(ab), offre en plus une organisation 
des couleurs selon des dimensions « intuitives » et dont les manipulations sont 
prévisibles. Leur utilisation permettrait aux concepteurs de réfléchir à leur choix de 
couleurs en ayant une meilleure compréhension de l’espace des couleurs accessibles 
et de leur organisation selon des axes uniformes à la perception. Enfin ces espaces 




couleurs (Delta E). Cette possibilité permet d’avoir des comparaisons chiffrées de 
« distances » entre les couleurs. Ceci peut être un avantage que ce soit pour : 
- organiser les choix de couleurs à appliquer à différents éléments graphiques 
présentant une information quantifiée par exemple ; 
- ou pour vérifier qu’un rendu graphique propose des contrastes « perceptifs » 
suffisants. 
Cependant même les espaces les plus avancés comme CIELAB n’offrent pas une 
cohérence parfaite avec la perception. Des écarts de sensation peuvent avoir lieu et les 
mesures de distance entre couleurs ne sont valides que sur de petits écarts. 
Un autre domaine étudie plus particulièrement la représentation des données et 
l’harmonie entre les échelles perceptives (couleurs ou tailles ordonnées par exemple) 
et les dimensions des données (données ordonnées ou non par exemple). Ce domaine 
est celui de la visualisation d’information (InfoVis) et nous présentons les résultats en 





6 Les processus de développement 
Dans cette section, nous présentons les différentes démarches de conception servant 
de support au développement de systèmes informatiques classiques, interactifs ou 
critiques. Nous analysons également plus précisément la manière avec laquelle les 
aspects graphiques sont pris en compte par ces processus. À partir des années 1970 
l’augmentation des puissances de calcul des systèmes informatique a permis de créer 
des programmes informatiques plus puissants, mais aussi plus complexes. Pour gérer 
cette complexification, le génie logiciel a proposé des processus de développement 
répondant aux nouveaux besoins méthodologiques. Si les premiers processus de 
développement étaient génériques et pouvaient être utilisés pour des projets autres 
qu’informatiques, d'autres processus plus récents se sont attachés à prendre en compte 
des aspects particuliers des systèmes. Certains processus issus du domaine de 
l’interaction homme-machine se sont davantage intéressés aux aspects mettant en 
avant l'utilisabilité des systèmes. D'autres, dans le domaine des systèmes critiques se 
sont plutôt intéressés à la fiabilité de ces systèmes. 
Dans ce chapitre, nous commençons par présenter les processus de développement 
génériques tels que les processus en cascade [Royce, 1987], en V [McDermid, 1991] 
ou RUP [Kruchten, 2004]. Nous abordons ensuite les processus de développement 
dédiés aux systèmes interactifs tels que le processus en couche [Curtis et Hefley, 
1994] ou le processus itératif cyclique [Rauterberg et al., 1995]. Enfin, nous 
présentons les processus dédiés aux systèmes critiques. Pour chacun de ces processus, 
nous nous focaliserons aussi sur leur capacité à répondre au besoin de spécification et 
de vérification des rendus graphiques en analysant les démarches proposées. 
6.1 Les processus de développement génériques 
Les processus de développement ont pour but de guider la conception d’un système 
en découpant cette conception en différentes phases plus ou moins complexes. Les 
relations entre ces différentes phases permettent de décrire le processus. Ces 
processus ont été adaptés progressivement pour mieux correspondre au cycle de vie 
du logiciel (c’est le cas de la méthode RUP). Ils ont également été adaptés pour mieux 
répondre aux demandes du donneur d’ordre comme on peut le voir dans les méthodes 
AGILE [Highsmith, 2002]. Nous présentons ici les principaux processus de 
développement afin de mieux comprendre les bases des processus dédiés aux 
systèmes interactifs ou aux systèmes critiques. 
6.1.1 Les processus en Cascade et en V  
6.1.1.1 Processus en Cascade  
Le processus de développement en cascade [Royce, 1987], est une séquence 
d’activités dont l’enchaînement ordonné permet à chaque activité de profiter des 
réflexions et des artefacts produits par la précédente. Il est traditionnellement 
schématisé par des activités enchaînées en cascade comme le montre la Figure 61. 
Des problèmes techniques ou des réajustements nécessaires dans la définition des 
besoins peuvent émerger relativement tard dans le cadre de ce processus. Cela peut se 
produire au moment de la confrontation des utilisateurs avec l’application, au cours 
des tests finaux, voire après le déploiement de l’application. Des retours sont alors 
proposés vers des phases antérieures dans le processus (par exemple en cas de bug 
lors de la mise en production, il peut être nécessaire de retourner à la phase de 




coût de conception peut être élevé. Ces remarques sont vraies pour les aspects 
fonctionnels des logiciels, mais aussi pour leur présentation graphique. Dans le 
domaine du contrôle aérien, les utilisateurs sont très exigeants, et si les spécifications 
graphiques ne correspondent pas à leurs attentes et besoins, il se peut que le logiciel 
proposé en fin de cycle ne leur convienne pas. Dans ce cas un abandon ou un retour 
vers le processus de conception est extrêmement couteux. 
 
Figure 61 : Processus de développement en cascade 
Les versions plus récentes du cycle de vie en cascade [Mcconnell, 1996] font 
apparaître à chaque étape une activité de vérification : la gestion de projet doit 
garantir la validité du passage d’une étape à l’autre. Le cycle de vie en cascade est 
aujourd’hui utilisé dans des projets de très grande envergure pour lesquels une 
spécification solide des besoins est nécessaire, rendant peu probable la redéfinition de 
ceux-ci et plus généralement les retours vers des étapes antérieures comme les 
applications critiques. 
6.1.1.2 Processus en V  
Le cycle de développement en V [McDermid, 1991] (Figure 62) met en vis-à-vis de 
chaque étape productrice d’artefacts (l’analyse des besoins, le document de 
spécifications, l’architecture et le logiciel en lui-même) une étape d’évaluation de cet 
artefact. Trois catégories d’étapes se dégagent : 
• Étapes dans la phase descendante (le bras gauche du V) qui couvrent toutes les 
étapes de raffinement des besoins jusqu’à l’implémentation de l’application. 
Les étapes de conception sont détaillées en fonction de la granularité des 
problèmes considérés, des plus abstraits aux plus concrets ; 
• Codage de l’application (la base du V) qui vient à la suite de cette phase de 
conception ; 
• Étapes dans la phase ascendante, ensuite (le bras droit du V), chacune 
correspondant à un contrôle d’une étape de la phase descendante. 
À chaque étape de conception correspond une étape de vérification. Certains tests de 
vérification sont réalisables directement lors de l’étape de conception qui leur 
correspond. La plupart des tests ont lieu après la phase de codage, conformément au 




être spécifiés dès l’étape correspondante de la phase descendante. Par exemple, en 
phase de spécification, les personnes responsables de cette phase créeront un jeu de 
tests permettant de vérifier que l’application finale sera conforme aux spécifications 
ayant émergé lors de cette phase de conception. Cette vérification aura lieu lors des 
tests de validation. En cas de correction à effectuer, il y a un retour vers le début du 
cycle, et un réajustement nécessaire des phases suivantes, ainsi qu’une mise à jour des 
jeux de tests qui seront à effectuer pour la phase de validation. 
 
 
Figure 62 : Processus de développement en V 
Malgré sa rigidité théorique, le cycle en V est relativement flexible en réalité. Pour 
cette raison, il est fréquemment utilisé dans milieu industriel. La documentation 
nécessaire pour la mise en correspondance d’une phase de production (ligne 
descendante) et de la phase de vérification qui lui est associée (ligne ascendante) sert 
aussi à la gestion de projet et à la cohérence de la conception. 
Ce cycle de conception propose de définir les tests de vérification en même temps que 
les spécifications, ce principe pourrait s’appliquer aux rendus graphiques. 
6.1.2 Les processus itératifs 
6.1.2.1 Spirale  
Le cycle de développement en spirale  [Boehm, 1988] (Figure 63) correspond à 
plusieurs itérations sur quatre étapes dont le contenu évoluera au fil des itérations, 
mais dont la nature reste la même : 
• Définition des objectifs, des alternatives possibles et des contraintes du projet ; 
• Évaluation des alternatives en réponse aux besoins et en tenant compte des 
contraintes : cette phase comporte un travail de prototypage, et le prototype 
sera de plus en plus opérationnel au fur et à mesure des itérations ; 
• Conception d’une solution apparaissant comme la meilleure des alternatives 
étudiées dans la phase précédente : cette phase englobe les étapes de 
conception et de vérification déjà observées dans les cycles de développement 
en cascade et en V (spécification, conception préliminaire puis conception 
détaillée, tests unitaires puis tests d’intégration et déploiement) ; 
• Planification de la phase suivante et notamment l’affectation des tâches à 





Figure 63 : Processus de développement en spirale 
Ce cycle de développement permet ainsi d’explorer plusieurs alternatives. Il s’agit en 
réalité de travailler itérativement à la définition des besoins et à la spécification de 
l’application. Lorsque la réflexion a atteint un degré de raffinement permettant la 
prise de décision, l’équipe de conception enchaîne avec un cycle de développement en 
cascade ou en V pour mener à bien les phases concernant la conception détaillée puis 
l’implémentation proprement dite. Ce cycle de développement requiert que les 
personnes chargées de la gestion du projet soient formées à un tel processus et à une 
gestion des ressources qui s’adapte à la morphologie de ce genre de projet. 
6.1.2.2 Rational Unified Process (RUP) 
Rational Unified Process  [Kruchten, 2004] est une méthode de conception basée sur 
UML (Unified Modeling Language), permettant d’assurer la production d’un produit 
répondant aux besoins des utilisateurs. UML fournit l’ensemble des modèles 
permettant la représentation de processus, tant au niveau de l’application qu’au niveau 
du travail de conception lui-même.  
RUP est basé sur UP (Unified Process), et est un processus : 
• Itératif et incrémental : le projet est découpé en itérations de courte durée. À la 
fin de chaque itération, une version exécutable de l’application est fournie. 
Cette version est incrémentée à chaque itération. 
• Centré sur l’architecture : l’architecture doit être modélisée. 
La Figure 64 présente une vue d’ensemble du processus, le processus est décomposé 
en deux dimensions : 
• L’axe horizontal représente le temps et le déploiement du cycle de vie 




• L’axe vertical représente les disciplines, les intervenants, les artefacts 
impliqués dans le processus comprenant la modélisation des processus de 
gestion, les exigences, la conception et analyse, l’implémentation, les tests, le 
déploiement, la gestion de projet, la gestion des changements et 
l’environnement. 
 
Figure 64 : Processus de développement RUP 
RUP est une méthode « clef en main » proposée par Rational® qui fournit la méthode 
et les outils supportant la méthode. Les outils proposent des canevas de projets, un 
partage des documents entre les intervenants ; les outils favorisent aussi la 
réutilisation des modèles. L’approche est hautement itérative. Cependant l’approche 
est liée aux outils Rational, et ces outils quasi indispensables ont un coût d’achat et 
d’apprentissage significatif. De plus, une étude comparative entre RUP et la norme 
ISO 13407 (norme prescrivant les règles à suivre pour adapter un processus de 
développement à la conception centrée sur l’utilisateur, UCD) réalisée par  [Lemieux 
et Desmarais, 2007] montre les problèmes d’intégration des concepts relatifs à l’UCD 
et à l’utilisabilité dans le processus RUP. 
6.1.2.3 Les méthodes AGILE 
L’eXtreme Programming (XP) [Beck, 2000] est un processus de développement basé 
sur les méthodes AGILE. Les méthodes AGILE, officialisées en 2001 par le 
Manifeste Agile [Highsmith, 2002], visent à la satisfaction réelle du client en 
l’impliquant dans le processus de développement. Elles prônent quatre valeurs 
fondamentales : 
• L'équipe (« Personnes et interaction plutôt que processus et outils »)  
• L'application (« Logiciel fonctionnel plutôt que documentation complète »)  
• La collaboration (« Collaboration avec le client plutôt que négociation de 
contrat »)  
• L'acceptation du changement (« Réagir au changement plutôt que suivre un 
plan »)  
L’eXtreme Programming définit un ensemble de pratiques destinées à organiser le 
travail d’une équipe de développement. Des scénarios utilisateurs (user stories) 




clients. Ils sont écrits en langage naturel par les clients. Ces scénarios utilisateurs 
permettent l’évaluation (par les concepteurs) de la durée de l’itération et sont ensuite 
utilisés pour réaliser les tests. 
Une itération démarre par une planification de l’itération, la réunion définit les 
scénarios à implémenter ainsi que les tests à mettre en œuvre. La partie planification 
est réalisée par les concepteurs et les clients. Les clients choisissent les scénarios à 
intégrer pour la prochaine itération, et les concepteurs évaluent la durée de l’itération. 
Les « solutions de pointe » (spike solution) se font en explorant plusieurs solutions 
potentielles et sont envisagées uniquement pour les problèmes difficiles à résoudre. 
Pour chaque scénario un planning est fixé : un scénario doit être implémenté entre une 
et trois semaines, sinon il doit être décomposé. Un test représente un comportement 
spécifique attendu du système. Un scénario utilisateur est validé lorsque tous les tests 
unitaires établis pour ce scénario sont passés. Lorsque les tests sont réalisés avec 
succès pour un scénario, la version courante de l’application est mise à jour avec ses 
dernières fonctionnalités (small releases).  
L’eXtreme Programming définit en plus du processus de conception des règles et des 
pratiques à associer au processus (planification, codage, conception et tests).  
L’avantage des méthodes AGILE est leur facilité de mise en œuvre, leur faible coût, 
ainsi que la fréquence élevée des itérations et des livraisons de versions. Le temps est 
principalement investi dans les aspects techniques : développement et tests. 
Cependant ces méthodes ne couvrent pas les phases en amont et aval du 
développement comme la capture des besoins utilisateurs, le support et la 
maintenance.  
6.1.2.4 Processus itératifs et rendu graphique 
D’un point de vue graphique, les cycles de conception itératifs apportent un avantage 
grâce aux itérations faites sur les prototypes successifs. Ces derniers peuvent servir à 
détecter les problèmes par exemple lors des phases d’identification et de résolution 
des risques du processus en spirale. Les méthodes AGILE faisant intervenir un 
représentant des utilisateurs dans les équipes de conception permettent d’avoir un 
retour immédiat sur la qualité de conception. 
6.2 Les processus de développement dédiés aux systèmes interactifs 
Les processus de développement génériques ne sont pas directement applicables dans 
le domaine des systèmes interactifs. En effet, ils s’intéressent plus à la qualité du code 
ou à l’architecture qu’à l’utilisateur final. S’ils ne sont pas pour autant à écarter, il 
conviendrait pour concevoir un système utilisable d’intégrer certaines phases de prise 
en compte de l’utilisabilité qu’on retrouve dans les processus dédiés aux systèmes 
interactifs présentés dans cette section. 
6.2.1 Le modèle en étoile 
Le modèle présenté par la Figure 65 est le modèle en étoile  [Hartson et Hix, 1989]. 
Chacune des boîtes aux extrémités des branches de l’étoile représente une phase du 
processus de développement et est un point d’entrée potentiel de ce processus. Selon 
le principe général de ce modèle, quelle que soit la phase accomplie, on doit passer 
par une phase d’évaluation, pour ensuite procéder aux autres phases lorsque c’est 
nécessaire. Sur le schéma, chaque flèche n’ayant qu’une direction représente un point 
d’entrée possible dans le processus, et les flèches aller-retour représentent la nécessité 





Figure 65 : Modèle en étoile 
Particulièrement ouvert, ce modèle est très flexible et peut être commencé par 
n’importe quelle phase. Ne fournissant pas de marche à suivre, les concepteurs ne 
sont pas guidés par un processus de développement rigide. Ce modèle convient donc 
plus à des équipes de conception de taille réduite. Le modèle met l’accent sur la 
vérification, cela permet de montrer qu’il est important de valider chaque étape du 
processus. Une évaluation faite sur n’importe quelle étape devrait en théorie fournir 
de la matière pour alimenter les autres étapes. 
6.2.2 Le modèle en couches 
La Figure 66 présente un modèle en couches issu de  [Curtis et Hefley, 1994]. Le 
principe général de ce modèle est de proposer une séparation en deux parties de 
chaque phase du développement : une partie concernant le développement classique 
de logiciel (point de vue technologique, partie de droite) et une partie concernant le 
problème de l’interaction homme-machine (point de vue utilisateur, partie de gauche). 
 
Figure 66 : Modèle en couches 
Ce processus permet une double lecture de chaque phase du développement : d’un 
côté il donne les tâches à réaliser pour la partie fonctionnelle de l’application (comme 
le design architectural et les tests système) et de l’autre pour sa partie interactive 
(comme le screen design ou les tests d’utilisabilité). Une séparation claire entre ces 
deux parties d’un système interactif est conservée. De fait, cette approche ne propose 
pas de mise en relation explicite des deux parties, ce qui peut nuire à sa mise en 




l’IHM puisqu’il s’appuie sur les phases de développement du modèle en cascade, il ne 
présente donc pas les avantages des processus plus itératifs.  
D’un point de vue conception graphique, la partie de gauche proposant une approche 
IHM du développement. Ce cycle fait figurer des phases importantes comme le screen 
design. Dans l’article associé, les auteurs notent également que de nombreuses 
questions doivent être résolues dans un processus bien défini parmi lesquelles « Qui 
rédige les besoins du produit liés à l’interface utilisateur » ; « Quelles disciplines 
doivent être impliquées dans le processus de conception ? » ; « « À quel moment les 
différentes compétences doivent être intégrées au cycle ? » ; etc. Ils notent aussi que 
le fait de décrire avec autant d’attention les activités liées au développement de 
l’interface permet de montrer qu’il s’agit en fait d’une transition entre un exercice 
« artistique » et un travail d’ingénierie (et que les « sciences molles » (soft sciences) 
sont capable de fournir une méthodologie rigoureuse pour trouver des solutions 
ingénieriques à des problèmes concrets). 
6.2.3 Le modèle en cercle  
Le modèle en cercle [Collins, 1994] présenté par la Figure 67 est un modèle itératif. Il 
accorde une grande importance à l’analyse des tâches, reconnaissant ainsi la primauté 
de cette activité dans une conception centrée sur l’utilisateur.  
 
Figure 67 : Modèle en cercle 
Nous remarquons que dans ce cycle, une partie de la conception est consacrée à la 
présentation de l’information alors que l’autre est dédiée aux mécanismes de contrôle 
et d’interaction. Cette dichotomie est intéressante, car elle permet d’envisager d’avoir 
une phase de conception spécifique dédiée à la présentation graphique. 
6.2.4 Le processus itératif cyclique 
Le processus de développement itératif cyclique [Rauterberg et al., 1995] est un 
processus participatif centré utilisateur. Il est composé de quatre quadrants : 
• Quadrant I l’analyse : Les tâches utilisateurs et les exigences sont recueillies ; 
• Quadrant II la spécification : l’interface est créée ainsi que la description 
conceptuelle et organisationnelle de l’interface ; 
































• Quadrant IV les essais et la validation : l’exactitude technique est testée et la 
validation des exigences utilisateurs est vérifiée. 
Le processus de développement itératif cyclique ajoute aux traditionnels processus de 
développement :  
• Les exigences de l’utilisateur final dès la phase d’analyse des besoins 
• L’utilisation de prototypes dans la phase de spécification permettant de 
raffiner l’expression des besoins et la spécification 
• Une étape de spécification formelle dans la phase de spécification 
• Les tests d’utilisabilité en phase de validation 
Ce processus est cependant complexe à mettre en place et les différents retours 
proposés ne sont pas décrits en détail.  
6.2.5 User Centered System Design 
Le User Centered System Design (UCSD) [Gulliksen et al., 2003]est un processus se 
concentrant sur l’utilisabilité du système à réaliser tout au long du processus de 
développement ainsi que tout au long du cycle de vie du système.  
 
Figure 68 : Usability Design Process [Gulliksen et al., 2003] 
 
Il est basé sur les principes clés suivants :  
- l’orientation utilisateur, 
- l’engagement actif de l’utilisateur dès le début du processus et tout au long de 
celui-ci, 
- un développement itératif et incrémental, 
- une représentation simple du cycle de conception (compréhensible par les 
utilisateurs et les autres parties prenantes), 




- des objectifs d’utilisabilité conduisant le développement (grâce à des 
évaluations en contexte), 
- des activités de conception explicites et claires, 
- le processus de développement devra être conduit par une équipe 
pluridisciplinaire comprenant notamment des experts en utilisabilité pour toute 
la durée du processus, 
- une conception holistique : le développement de différentes parties qui 
influenceront l’utilisation de l’ensemble du système se fait en parallèle, 
- et une adaptation du processus aux besoins locaux de chaque organisation. 
 
Ce processus a pour but de donner un poids égal au design d’interaction, à l’analyse et 
à l’évaluation. Ce processus peut être divisé en trois phases (Figure 68) : l’analyse des 
besoins, la conception du logiciel avec un développement itératif et le déploiement.  
L’analyse des besoins (haut de la figure) consiste à comprendre les objectifs de 
l’entreprise, les tâches, besoins et profils des utilisateurs finaux et à établir les 
objectifs du système dans le guide de développement et d’utilisabilité. Cette analyse 
est amenée à évoluer durant le processus de développement et à chaque fois que des 
informations sont nécessaires, elles peuvent être ajoutées.  
À la fin de cette première phase, un élément important est produit : le Usability 
Design Guide. Il contient les informations provenant de l’analyse des besoins, mais 
aussi : 
- le planning de participation des utilisateurs au processus de développement ; 
- une vue globale du système, de ses buts et fonctionnalités ; 
- des profils utilisateurs (et/ou des personas) ; 
- les résultats de l’analyse du contexte ; 
- les contraintes technologiques ; 
- les buts de l’utilisabilité ; 
- les décisions de conception prises et les critères évalués pour prendre ces 
décisions ; 
- les scénarios d’utilisation ; 
- les schémas, explications contextuelles, etc. ; 
- la structure de l’information, les informations de navigation dans le système et 
d’interaction avec le système ; 
- une spécification détaillée de chaque composant (détaillant quasiment 
jusqu’au pixel de chaque fenêtre, champ, bouton, couleur, etc. 
- des artéfacts de conception : photographies de l’interface finale combinée avec 
des prototypes fonctionnels. 
- Retours et évaluations 
La deuxième phase (au centre) contient trois boucles principales : le design 
conceptuel, le design d’interaction et le design détaillé. Ces boucles sont itératives 
comprenant le design, l’évaluation, le redesign, la réévaluation, etc., ce design 
devenant de plus en plus détaillé. 
Enfin la phase de déploiement (en bas) contient les différentes aides à l’utilisation du 
système : manuels, aides en ligne, entrainements. Cette phase n’est pas 
nécessairement finale. Elle peut simplement être la fin d’un cycle de ce processus 
itératif. Le déploiement à chaque cycle permet de présenter des sous-parties du 
système et donne l’opportunité de réaliser des ajustements sur le système ou le 
processus. Néanmoins, ce processus fortement orienté vers l’utilisabilité ne propose 
pas une solution de développement d’ensemble et ses auteurs recommandent de 




Ce cycle de conception reprend des points forts des précédents (itérations, évaluation 
à chaque étape, implication des utilisateurs, etc.) qui peuvent servir à la conception de 
rendus graphique. Parmi les résultats consignés dans le Usability Design Guide, nous 
relevons certaines démarches de développement que nous n’avons pas encore 
présentées et qui peuvent être un apport pour la conception de rendus graphiques : 
- les spécifications détaillées jusqu’au pixel près, même si le processus ne 
spécifie pas la façon de le faire ; 
- la consignation des choix de design et des critères ; 
- l’utilisation d’une vue globale du système et le recours à des artefacts de 
conception. 
6.3 Les processus de développement dédiés aux systèmes critiques 
Dans les différents domaines critiques tels que l’avionique, les transports, le nucléaire 
ou le spatial, il existe différentes normes et différents standards que les clients et les 
équipes internes de ces domaines doivent respecter. Diverses normes et divers 
standards ont été produits pour prendre en compte les processus de développement de 
systèmes critiques (en englobant la partie matérielle et la partie logicielle) afin que 
ceux-ci répondent à des exigences spécifiques telles que la fiabilité. Les plus utilisées 
de ces normes sont par exemple la norme DO-178B [RCTA, 1992] utilisée dans le 
domaine de l’avionique, la norme ESA PSS-05 [ESA, 1991] dédiée au domaine 
spatial (norme européenne) et la norme IEEE 12207 [IEEE / EIA, 1996] utilisée entre 
autres pour les projets militaires (Department of Defense aux États-Unis).  
6.3.1 DO-178B 
L'industrie de l'avionique exige que les logiciels critiques pour la sécurité soient 
évalués par des lignes directrices strictes issues d’une autorité de certification. ARP-
4754 et DO-178B sont des lignes directrices utilisées à la fois par les sociétés 
développant des équipements embarqués et par les autorités de certification. L'objectif 
de la norme DO-178B/ED-12B [RCTA, 1992] est de s'assurer que le logiciel exécute 
sa fonction avec un niveau de sécurité suffisant, conforme aux exigences de 
navigabilité. L'approche est basée sur la formulation d’objectifs appropriés et sur la 
vérification que ces objectifs ont été atteints (par des éléments de preuve indiquant 
que les objectifs ont été satisfaits).  
6.3.2 PSS-05 
Le processus de développement issu de la norme PSS-05 [ESA, 1991] est utilisé pour 
les différents projets de l’ESA (European Space Agency). Ce standard décrit les 
normes de génie logiciel à utiliser pour tous les livrables logiciels conçus pour 
l'Agence spatiale européenne, que ce soit en interne ou réalisé par des sociétés tierces. 
Ce processus est composé de six phases. Les phases suivantes sont celles qui diffèrent 
le plus de celles des processus de développement non critiques. 
Lors de la conception détaillée et la production (phase 4) un document de conception 
détaillée et le Software User Manual sont produits en même temps que le code et les 
tests. Initialement, ces deux documents contiennent les sections correspondant aux 
plus hauts niveaux du système. Au fur et à mesure de la conception, les sous-sections 
relatives à des niveaux inférieurs sont ajoutées. Lors de la phase de transfert (phase 5), 
le but est d'établir que le logiciel répond aux exigences fixées dans le document des 
besoins utilisateurs. Cela se fait par l'installation du logiciel et des essais 
d'acceptation. Le logiciel passe alors en phase d’opérations et maintenance (phase 6). 




Un document d’historique du projet résume les informations importantes de gestion 
accumulées au cours du projet.  
Ce processus ne propose pas de phases spécifiques à la présentation graphique des 
informations. Cependant, il est intéressant de voir que pour les systèmes critiques, 
l’accent est beaucoup plus mis sur la vérification et la validation : les livrables sont 
vérifiés pour savoir s’ils correspondent bien aux spécifications et s’ils répondent bien 
aux exigences des utilisateurs. 
6.3.3 IEEE 12207 
Une autre norme, la norme IEEE 12207 [IEEE / EIA, 1996] ,a été la première norme 
internationale à fournir un ensemble complet du processus de cycle de vie, des 
activités et des tâches pour le développement logiciel intégré dans un système plus 
vaste. Cette norme internationale a été suivie en novembre 2002 par l'ISO / IEC 
15288 qui portait sur les processus de développement du système. IEEE 12207 est 
devenue depuis quelques années, une norme de référence dans de nombreux 
domaines, dont le domaine militaire. Nous présentons cette norme, car elle est une des 
rares à suivre le cycle de vie d’un logiciel des concepts initiaux jusqu’au retrait du 
logiciel. Même si la norme ne détaille pas une activité de conception de la 
présentation graphique des systèmes, il nous semble important que les rendus 
graphiques puissent eux aussi bénéficier d’un suivi sur toute la durée de la vie du 
système logiciel dans lequel ils sont intégrés. 
6.3.4 Synthèse 
Le développement de logiciel critique requiert de justifier que le processus a respecté 
les objectifs de façon plus poussée que les preuves fournies par les tests des phases de 
vérification des cycles génériques. Dans ces cycles de développement, il est 
nécessaire de produire des éléments prouvant que les objectifs spécifiés sont atteints. 
La décomposition d’exigences de haut niveau vers des exigences de bas niveau est 
également un point intéressant. Il n’est cependant pas précisé si cette décomposition 
s’applique aussi à la présentation graphique des systèmes critiques. Enfin la prise en 
compte de l’ensemble du cycle de vie des logiciels n’est pas proposée par tous les 
processus de développement. Il paraît cependant intéressant tant au niveau fonctionnel 





6.4 Synthèse générale sur les processus de développement 
Dans cette partie, nous avons étudié les processus de développement logiciel, d’abord 
les plus génériques, ensuite ceux dédiés aux systèmes interactifs, en enfin ceux dédiés 
aux systèmes critiques. Nous avons essayé d’identifier pour chaque type de processus 
les points en rapport avec la conception ou la vérification des rendus graphiques. 
Voici la liste de démarches que nous avons jugées les plus intéressantes par rapport à 
notre problématique : 
- la spécification de méthodes de test au même moment que les spécifications 
(cycle en V), 
- l’utilisation de retours de la part des utilisateurs, leur implication au processus 
de développement, le recueil des besoins et le recours à des guides 
d’utilisabilité (dans différents cycles pour l’IHM), 
- le recours à une conception itérative, incrémentant la qualité de conception à 
chaque cycle, 
- le suivi du système tout au long de son cycle de vie, 
- le recours à des équipes pluridisciplinaires (UCSD, modèle en couches), 
- le recueil des choix de conception et des critères de choix, 
- la spécification détaillée (quasiment au pixel près, dans le processus UCSD), 
- l’utilisation d’artefacts de conception comme des maquettes, prototypes 
fonctionnels, photographies du logiciel, etc. (surtout dans les approches IHM), 
 
Concernant ces processus de conception en général, nous remarquons que même pour 
ceux dédiés aux systèmes interactifs, les phases de conception spécifique au rendu 
graphique n’apparaissent pratiquement pas (à part dans le modèle en cercle et UCSD). 
Même lorsqu’elles y figurent, elles ne donnent pas d’indication précise ni de marche à 
suivre pour la réaliser. La réalisation de croquis, de maquettes papier, de prototypes 
réels, ou d’études de la présentation graphique « Photoshop » fournissent un premier 
support à la réflexion et à la conception centrée sur les besoins des utilisateurs. Mais 
ce support n’est pas forcément suffisant pour transmettre des spécifications 
graphiques précises vers une phase de développement (surtout si l’équipe de 
développeurs est extérieure et ne peut pas communiquer facilement avec l’équipe de 
conception). 
 
L’étude de ces processus nous montre que quatre grands types d’activités se 
retrouvent dans la majorité des cycles de développement : une phase d’analyse (des 
besoins, de l’utilisabilité, du travail déjà réalisé, etc.), une phase de conception (plus 
ou moins détaillé selon les processus), une phase d’implémentation (codage des 
prototypes ou des logiciels) et une phase d’évaluation (vérification, tests unitaires ou 
d’utilisabilité, production de preuves, etc.). Notre thématique de recherche se focalise 
sur deux phases, celle de conception des rendus graphiques (production de 
spécifications) et celle de l’évaluation (vérification du rendu final). Dans le chapitre 
suivant, nous détaillons les outils et méthodes relatives aux rendus graphiques, que ce 





7 Aide à la conception et à la vérification : l’existant 
Nous venons de voir que les processus de conception (classiques, dédiés à l’IHM ou 
aux systèmes critiques) ne présentent pas tous de phases dédiées à la conception des 
rendus graphiques. Lorsqu’ils en présentent, ils ne fournissent pas de démarche ou de 
méthodologie pour résoudre ces problèmes. Ce chapitre est consacré aux méthodes et 
démarches pour la conception des représentations graphiques et pour leur vérification 
ou évaluation. La première section traite de l’aide à la conception et est divisée en 4 
parties. Dans la première, nous présentons les théories générales liées à la conception 
et la complexité des systèmes, puis nous présentons différentes démarches existantes 
pouvant s’appliquer à la conception et la spécification de rendus graphiques. Nous 
présentons ensuite les standards et recommandations en vigueur pour la conception de 
la représentation graphique de systèmes. Nous terminons par la présentation d’un 
ensemble d’outils d’aide à la réalisation de palettes adaptées aux besoins identifiés par 
les concepteurs. Dans la seconde section, nous analysons les théories, démarches et 
outils pouvant s’appliquer lors des phases d’évaluation des représentations 
graphiques.  
7.1 Théories, démarches, méthodes et outils pour la conception 
7.1.1 Théories générales liées à la conception 
7.1.1.1 Psychologie de la conception : la spécification d’un artefact 
7.1.1.1.1 Définition de la conception 
Dans The Cognitive Artifacts of Designing [Visser, 2006], l’auteur fait une revue des 
définitions de l’activité de conception avant de présenter son point de vue. Parmi les 
définitions classiques, nous retenons celle de [Moran et al., 1996] qui présentent 
l’activité de conception comme le « processus de création d’artefacts tangibles pour 
répondre à des besoins humains intangibles », processus où « la création et la 
construction sont les actes définissant la conception ». Une autre définition de [Moran 
et al., 1996] propose que « Le but premier de la conception est de donner forme à un 
artefact, le produit du design ». L’auteur pense plutôt que la conception consiste à 
produire les spécifications de cet artefact et non l’artefact en lui-même.  
Selon la plupart des définitions relevées par Vissier, « l’artefact produit doit répondre 
à un certain nombre d’exigences, c'est-à-dire être capable d’accomplir certaines 
fonctions, de répondre à certains besoins, de satisfaire certaines contraintes, de 
permettre d’atteindre certains objectifs, et de posséder certaines caractéristiques. 
L’activité de conception est alors définie (même implicitement) comme une activité 
orientée vers un but, même si le but n’est pas arrêté ou préétabli ». 
La définition de l’activité de conception alors adoptée est la suivante (traduction 
depuis l’Anglais) : 
« L’activité de conception consiste à spécifier un artefact (le produit de l’artefact, artefact product), 
étant données des exigences qui indiquent (en général de manière ni explicite, ni complète) une ou 
plusieurs fonctions à remplir, ainsi que les besoins et buts que l’artefact doit satisfaire sous certaines 
conditions (exprimées par des contraintes). D’un point de vue cognitif, cette activité de spécification 
consiste à la construction (génération, transformation, et évaluation) de représentations de l’artefact 
jusqu’à ce qu’elles soient si précises, concrètes et détaillées que la représentation en résultant (les 
« spécifications ») spécifie explicitement et totalement l’implémentation du produit de l’artefact. Cette 
construction est itérative : de nombreuses représentations intermédiaires doivent être crées, 




représentations intermédiaires est une question de degré de spécification, de complétude, et 
d’abstraction (concrétisation et précision) »  
L’auteur précise qu’il ne faut pas oublier que les exigences sont la source de la 
conception et les spécifications implémentables leur but. Elle précise aussi que la 
conception est plus définie comme une construction que comme une transformation 
de représentations, car le terme transformation laisse sous entendre que la 
représentation a été donnée alors que le terme construction englobe des activités de 
génération et de transformation (et qu’elle requiert des évaluations). 
7.1.1.1.2 Schön, « The reflective practitioner » 
Certains de ces résultats peuvent être mis en relation avec les travaux de [Schön, 
1983] « The reflective practitioner » qui présentait une théorie sur la réflexion-
pendant-l’action. Cette reflection-in-action est un processus grâce auquel le praticien 
(celui qui a la connaissance et l’usage des moyens pratiques) expérimenté agit sur le 
problème, réfléchit sur les conséquences des actions et modifie ensuite en fonction de 
cela les actions à réaliser. Ces actes individuels peuvent être imaginés comme une 
série de petites expériences permettant de découvrir comment résoudre le problème de 
la façon la plus efficace. Durant ce processus, le praticien n’applique pas des règles 
pour résoudre le problème, il fait plutôt appel à un ensemble d’expériences passées 
pour guider ces expérimentations jusqu’à la solution. 
Le praticien pour arriver à son but peut utiliser des « virtual words », c’est-à-dire des 
représentations ambiguës. Il peut aussi utiliser d’autres vues du même problème pour 
en cacher certains détails et en mettre d’autres en valeur. 
Dans sa recherche de solution, le praticien n’emprunte pas un chemin direct. Il le 
découvre et le construit petit à petit, en même temps qu’une meilleure compréhension 
du but se dessine. 
7.1.1.2 Problèmes mal définis 
Dans la définition initiale de la conception, Vissier précise que les exigences de départ 
ne sont pas toujours formulées de manière explicite ni complète. Ce type d’exigences 
correspond à des problèmes mal définis (ill-defined problems). Ce sont des problèmes 
très complexes, imbriqués et comportant plusieurs réponses justes possibles. Pour les 
problèmes de conception, [Terry, 2005] résume les travaux de [Goel et Pirolli, 1992] 
et définit ces problèmes comme : 
- étant de grande taille, complexes et composés de nombreuses parties 
interconnectées qui s’influencent les unes les autres ; 
- ayant des états initiaux et des buts mal définis ou sous spécifiés, ayant aussi 
des fonctions de transformation mal définies ; 
- et menant à des solutions qui ne peuvent être jugées que « meilleures ou 
pires » par opposition à « justes ou fausses ». 
Ainsi ce type de problème est « résolu » uniquement lorsque la solution proposée 
paraît satisfaisante par rapport aux ressources engagées. Les buts à atteindre de ce 
type de problèmes n’étant pas fixes, leur flexibilité et les réinterprétations possibles 
font augmenter le nombre de solutions possibles. Ces raisons font qu’en général ce 
type de problèmes demande à être résolu par un expert. Pour résoudre ce problème, 
cet expert devra proposer directement une méthodologie de solution puisqu’il n’existe 
pas de manuel à suivre séquentiellement pour résoudre ce type de problèmes. 
 
Cette mauvaise définition des problèmes est à l’origine de la complexité des tâches de 
conception et de spécification. Nous abordons les notions de complexité dans le 




7.1.1.3 Complexité des systèmes 
Norman expose dans « simplicity is hightly overrated » [Norman, 2007], l’idée selon 
laquelle les acheteurs préfèrent généralement payer pour des systèmes plus complexes 
à utiliser plutôt que de se tourner vers de nouveaux systèmes proposant une plus 
grande simplicité d’utilisation. Les utilisateurs sont attachés au fait d'avoir accès à un 
ensemble de fonctionnalités complexes. Cela a un impact sur le comportement des 
acheteurs qui refusent de payer plus cher pour un système plus simple. Norman prend 
pour exemple les machines à laver qui détectent automatiquement quel programme 
lancer en expliquant que si les acheteurs les boudent, c’est parce qu’ils ne sont plus 
maîtres de la complexité et qu’ils refusent de payer plus pour un système offrant 
moins de réglages. 
Dans le premier chapitre de son livre Living with complexity [Norman, 2010], l’auteur 
explique que la complexité d’un système n’est pas un problème lorsque les utilisateurs 
la considèrent comme nécessaire ou appropriée. En effet, l’auteur montre que 
personne ne se plaint de la complexité rencontrée pour devenir un expert dans des 
choses de la vie courante (différents exemples sont donnés : lecture, écriture, table de 
multiplication, alphabets, conduite de véhicules, natation, règles des sports collectifs, 
etc.). La complexité rencontrée est appropriée à la tâche. Quand de nouveaux 
systèmes sont créés et que leur complexité est nécessaire, il est compréhensible qu’il 
faille du temps pour en maitriser l’usage. 
Norman montre aussi que la complexité des systèmes n’est pas acceptable lorsqu’elle 
n’est pas appropriée à la tache ou lorsque les systèmes sont inutilement peu clairs, 
compliqués ou dépourvus de structure. Ainsi il est possible de procéder à des 
simplifications même sur des systèmes très complexes en évitant le manque de clarté 
ou la non-structuration. Norman propose comme exemple l’outil « calculatrice » que 
l’on rencontre dans la plupart des systèmes d’exploitation. Cet outil possède deux 
modes : « normal » et « scientifique ». Dans les deux modes, les boutons sont 
organisés de manière logique, en bloc selon leurs fonctions (touches numériques, 
opérations arithmétiques, etc.). Cela permet aux utilisateurs de comprendre la 
structure proposée même dans le mode le plus complexe (ou même si les utilisateurs 
ne connaissent pas l’utilité de toutes les touches). Une organisation structurée permet 
de minimiser la complexité. C’est le cas pour des systèmes encore plus complexes par 
exemple les cockpits d’avions. 
Norman fait aussi une distinction entre « complexité » et « compliqué » en précisant 
que l’on peut qualifier de « complexe » un état du monde alors que « compliqué » 
désignera un état d’esprit (parallèle avec le terme « confusion ») [Norman, 2010]. Il 
précise que la complexité fait partie du monde et est acceptable si l’on considère 
qu’elle est nécessaire à notre but. La complexité n’est ni bonne ni mauvaise. La 
confusion par contre est mauvaise. Pour Norman, une bonne conception peut donc 
aider à apprivoiser la complexité (en aidant à sa gestion sans pour autant la faire 
disparaître). Une mauvaise conception apportant de la confusion est à bannir (car elle 
réduit la compréhensibilité du système). Pour s’aider dans la structuration et la gestion 
de la complexité, les concepteurs peuvent avoir recours à la mise en place de 
contraintes. Nous présentons cette notion dans la partie qui suit. 
7.1.1.4 Notion de contrainte 
La définition de l’activité de conception au chapitre 8 montre que celle-ci se base en 
partie sur l’utilisation de contraintes (qui expriment les fonctions à satisfaire, les 
besoins et but à remplir par l’artefact). Dans [Chevalier et Cegarra, 2008] issu de la 




forme d’une synthèse de différents travaux. Leur étude est principalement centrée sur 
les situations individuelles de résolution de problèmes, par exemple des problèmes de 
conception ou d'ordonnancement. Le point de vue disciplinaire adopté par les auteurs 
de ce travail est celui de la psychologie cognitive et ergonomique. Nous présentons 
les points important de cette synthèse dans les paragraphes qui suivent. 
7.1.1.4.1 Contrainte : les différentes définitions 
Les auteurs présentent d’abord les différents types de contraintes selon la provenance, 
le poids et le niveau d'abstraction des contraintes. 
Ils présentent différentes définitions existant dans la littérature et fournissent des 
explications pour chacune d’entre elles. Les contraintes sont définies différemment 
selon les auteurs. Parmi ces définitions, une contrainte peut être définie comme : 
- "Une interprétation des données initiales du problème (Eastman, 1970 ; Lebahar, 1983 ; Bonnardel, 
1992). 
- Une restriction sur l'ensemble des actions possibles (Richard, 1994, 1995), en permettant de réduire 
l'espace de recherche du sujet (Darses, 1994). 
- Une composante employée par les sujets pour se représenter le problème à résoudre (Richard, 1999). 
- Une représentation spécifique d'une relation entre variables stockée en mémoire, qui limite la liberté des 
variables, c'est-à-dire qui réduit le nombre de degrés de liberté du système (Sutherland, 1963). 
- Une condition à satisfaire pour obtenir un but (Stefik, 1981a). Les contraintes spécifient des interactions 
entre sous-problèmes. 
- Une description partielle de traits structurels et conceptuels de la solution (Stefik, 1981a ; Darses, 
1994)." 
Pour aider à résoudre des problèmes mal définis et ouverts, les contraintes ont un 
double intérêt. Elles permettent de réduire les options de solution envisagées par les 
concepteurs, mais aussi d’en suggérer de nouvelles. En effet, sur la base de situations 
analogues rencontrées antérieurement, le concepteur dispose de contraintes qu'il peut 
adapter et appliquer au problème courant. 
Selon les auteurs, une des trois caractéristiques des contraintes proposées ci-dessous 
est mise en avant : 
- réduction des actions possibles ; 
- description partielle de la solution ; 
- spécification d'interactions entre sous-problèmes.  
Ces caractéristiques ne s’opposent pas le,0s unes aux autres et une contrainte peut être 
définie sous plusieurs angles. 
7.1.1.4.2 Provenance et types de contraintes 
Les auteurs s’intéressent ensuite à la provenance des contraintes. Ils identifient deux 
provenances des contraintes : 
- Les contraintes réelles (ou explicites) imposées par la situation comme des 
règles attribuées dans l'énoncé du problème qui doivent être respectées par le 
concepteur. 
- Les contraintes supplémentaires (ou implicites) que le concepteur se fixe lui 
même en tirant des conclusions à partir de l’énoncé. Une contrainte implicite 
peut résulter d'une mauvaise interprétation de la consigne et n'est donc pas 
forcément correcte. 
Les auteurs distinguent alors trois types de contraintes : 
- Les contraintes prescrites sont définies par le commanditaire et/ou peuvent 
résulter d'une analyse du cahier des charges par le concepteur. Elles 
concernent des aspects techniques et/ou fonctionnels du problème à satisfaire 
(et sont parfois données par des spécifications fonctionnelles). Elles sont 




initial du problème. On peut considérer ces contraintes comme 
incontournables et indépendantes du concepteur. 
- Les contraintes construites sont élaborées par le concepteur (sous forme 
d'inférences) grâce à l'activation de connaissances acquises avec l'expérience. 
Elles peuvent être de nature différente du domaine étudié (construites à partir 
de connaissances issues d'un autre domaine). 
- Les contraintes déduites découlent de l'analyse des contraintes (construites ou 
déduites) déjà définies et/ou de l'état courant de la solution du problème. Elles 
sont inférées par les concepteurs et se présentent comme des conséquences 
inévitables de décision de la conception. 
7.1.1.4.3 Poids accordé aux contraintes 
Les auteurs définissent deux poids différents associés aux contraintes : 
- Les contraintes de validité : elles doivent impérativement être vérifiées dans 
les solutions développées et peuvent être constituées par les données initiales 
du problème  
- Les contraintes de préférence : ce sont des contraintes qui rendent compte du 
fait que les objets admissibles ne sont pas équivalents au vu de critères 
d'évaluation de sources très diverses (par exemple, le coût ou la robustesse). 
Ces contraintes de préférence peuvent être satisfaites de plusieurs façons et à 
des degrés variables, et peuvent supporter diverses conditions d'application. 
Elles sont donc intégrées au processus avec une plus grande souplesse que les 
contraintes de validité.  
D’autres auteurs [Vessey et al., 1992] proposent de différencier les contraintes selon 
leur statut :  
- Le statut restrictif qui concerne les contraintes qui doivent être respectées.  
- Le statut guidé qui a trait aux contraintes que les opérateurs sont encouragés à 
respecter.  
- Le statut flexible où les opérateurs sont libres dans le respect des contraintes 
La source d'autorité, c'est-à-dire le statut, la position et/ou l'expertise reconnue au 
prescripteur de la contrainte, joue un rôle majeur sur l'importance accordée aux 
contraintes prescrites. Les contraintes peuvent par exemple être imposées par des 
standards professionnels, des préférences clients, des choix industriels, des normes 
internationales, etc. Elles n’auront alors pas la même importance aux yeux du 
concepteur. Cette importance peut évoluer selon les rapports entretenus entre le 
concepteur et la source d’autorité. 
7.1.1.4.4 Formulation, propagation et satisfaction de contraintes  
La formulation d'une contrainte est définie comme l'expression d'une contrainte 
identifiée, mais que l’on n’a pas encore spécifiée précisément. Cela revient à ajouter 
une nouvelle contrainte, c’est-à-dire effectuer la mise en relation de deux variables 
sans qu'une valeur ne soit choisie. 
La satisfaction d'une contrainte est définie comme l'expression d'une contrainte 
particularisée. Une contrainte est satisfaite dès lors qu'elle a fait l'objet d'un traitement 
pour parvenir à une solution concrète, c'est-à-dire qu’une relation entre des variables 
dont les valeurs forment une combinaison valide a été trouvée. 
La propagation d'une contrainte rend compte de la création et/ou de l'introduction 
d'une nouvelle contrainte dans le processus de conception, suite à l'expression d'une 




nouvelle contrainte. Pour certains types de problèmes, les concepteurs peuvent 
introduire de façon systématique des contraintes supplémentaires.  
7.1.1.4.5 Relâchement et élimination de contraintes  
Le « relâchement de contraintes » est défini comme un processus mis en place face à 
une impasse, c'est-à-dire lorsque plusieurs contraintes entrent en conflit les unes par 
rapport aux autres.  
Le relâchement d'une ou plusieurs contraintes peut être temporaire, pour permettre 
d'effectuer d'autres actions (marge de manœuvre supplémentaire).  
Le relâchement peut être anticipatif, dans le cas où des contraintes peuvent être 
satisfaites par d'autres opérateurs dans le cadre de situations coopératives ou par 
l'évolution de la situation dans les situations dynamiques. 
Le relâchement peut également être imposé lorsque le nombre de contraintes ne 
permet pas de trouver une solution satisfaisante. Pour un problème surcontraint, c’est-
à-dire avec grand nombre de contraintes (faibles degrés de liberté) le relâchement peut 
poser problème. S’il conduit à un grand nombre de nouvelles possibilités, il peut être 
difficile de faire des choix et de hiérarchiser ces nouvelles possibilités. À l'inverse, si 
peu de contraintes peuvent être relâchées, c’est un problème de choix de la contrainte 
à relâcher qui se pose.  
Enfin lorsque dans l’ensemble de contraintes mis en place certaines d'entre elles sont 
contradictoires et empêchent l'atteinte directe de la solution. Le sujet est alors 
confronté à une impasse et peut avoir recours à l’élimination de contraintes. Pour 
éviter de créer des problèmes de conceptions, l'élimination doit donc être associée aux 
contraintes de validité et de préférence, c'est-à-dire au poids accordé aux différentes 
contraintes.  
7.1.1.4.6 Synthèse 
La synthèse que nous venons de résumer fournit une vue d’ensemble des travaux sur 
la notion de contrainte. Les auteurs proposent trois thématiques de nouveaux travaux 
qui pourraient être menés sur la base de ces résultats :  
• Les liens entre contraintes et complexité. Les auteurs citent Schneiderman qui 
dit qu’un outil d’aide à la conception ne doit pas immédiatement proposer une 
solution, mais aider les concepteurs à comparer leurs options de solution avec 
celle(s) contenue(s) dans le système. Ils mettent alors cette proposition en 
rapport avec les coûts cognitifs impliqués et s’interrogent sur l'association 
possible entre la manipulation de contraintes et les conséquences en termes de 
charge cognitive.  
• Les liens entre contraintes et difficulté. En effet, la représentation du 
problème, elle-même dépendante de l'évaluation sur les contraintes, peut le 
rendre plus ou moins difficile alors même que les contraintes sous-jacentes 
sont identiques [Kotovsky et Simon, 1990]. Cela pose donc aussi la 
problématique de la représentation des contraintes dans le cadre d'interfaces 
Homme-machine.  
• Les liens entre contraintes et processus attentionnel. Les auteurs proposent de 
réfléchir sur la possibilité de définir la gestion de contraintes comme un 
processus attentionnel, qui s'opposerait, par exemple, aux automatismes liés à 
l'expertise. Ils proposent aussi d’étudier comment se fait le passage de la prise 
en compte d'une contrainte donnée à une autre et le rôle de l'évaluation 
(portant sur les solutions ou sur les contraintes elles-mêmes) dans ce 





Ces trois thématiques sont totalement en rapport avec notre démarche de proposition 
d’outils d’aide à la conception et à la validation puisque les problèmes rencontrés par 
les concepteurs sont à la fois complexes, ont des solutions dont les contraintes sont 
difficiles à représenter, et nécessitent le recours à des méthodes et outils pour 
décharger les capacités cognitives des concepteurs. 
7.1.1.5 Théories de la conception : synthèse et parallèle avec la conception de 
rendus graphiques 
Nous avons abordé dans cette partie des travaux proposant une définition de l’activité 
de conception. Dans les définitions générales de l’activité de conception proposées 
par Vissier, nous pouvons dégager des éléments clés s’appliquant aussi à la 
conception de rendus graphiques. Les spécifications de l’artefact que doivent générer 
les concepteurs sont pour les rendus graphiques des spécifications précises de la 
composition graphique de l’interface et des variables visuelles de tous les éléments la 
composant. Ce processus est itératif et basé sur des représentations intermédiaires. 
Nous pouvons aussi appliquer à la conception graphique les idées proposées par 
Schön, qui dit qu’un expert doit construire pour chaque problème une « méthode 
menant à la solution » grâce à son expertise. 
Les problèmes de conception des rendus graphiques font selon nous aussi partie des 
« problèmes mal définis », car ils correspondent aux trois propriétés intrinsèques à ce 
type de problèmes. En effet, comme les problèmes mal définis, les problèmes de 
rendus concernent un nombre d’éléments visuels parfois très élevés, composés de 
façon complexe et dont les « interdépendances » entre variables visuelles compliquent 
grandement la conception. Ces problèmes proviennent d’exigences qui peuvent être 
mal définies ou de besoins mal exprimés par les utilisateurs et les preneurs de 
décision. Enfin, le résultat d’une activité de conception ne peut être jugé que comme 
meilleur ou pire que les solutions précédentes d’un point de vue perceptuel (plus 
harmonieux, meilleure lisibilité des éléments, ou faisant mieux ressortir les 
informations importantes) 
La tâche de conception graphique de systèmes interactifs complexes est difficile, car 
les données à représenter et l’activité réalisée à l’aide de ces logiciels sont elles-
mêmes complexes. Le fait de choisir comment représenter des données ou des 
hiérarchies fonctionnelles à l’aide de variables visuelles organisées est une tâche 
complexe. Il est donc compréhensible que l’acquisition et la maitrise des 
connaissances nécessaires à la réalisation de cette tâche requièrent des efforts et du 
temps. Nous pouvons nous poser la question de savoir si les concepteurs de rendus 
graphiques seraient prêts à utiliser des systèmes « simples » qui proposent une 
solution automatiquement, ou s’ils préfèrent (comme les acheteurs de machine à 
laver) rester maîtres d’un maximum de réglages des paramètres des éléments 
graphiques qu’ils conçoivent (malgré la complexité). Nous pensons que le critère de 
simplicité n’est pas à retenir en ce qui concerne les besoins des concepteurs 
graphiques. En effet, les concepteurs de systèmes graphiques complexes sont des 
« experts » (par opposition à des individus voulant simplement personnaliser les 
couleurs de leurs agendas en ligne par exemple). Les outils que nous proposons 
doivent fournir des fonctionnalités supportant la complexité des rendus de la manière 
la plus détaillée qui soit et non des outils « simples » (qui par exemple proposeraient 
un réglage automatique des variables visuelles qui ne serait pas d’une grande 




Cependant, dans notre démarche instrumentale d’aide à la conception et à la 
vérification de la présentation graphique des interfaces, nous devons veiller à ne pas 
rajouter de la complexité aux problématiques étudiées et nous devons au contraire 
réduire au minimum nécessaire la complexité de la tâche de conception. Cet objectif 
peut être atteint en structurant à la fois les connaissances du concepteur à propos du 
problème à résoudre, mais aussi en organisant les artefacts et représentations qu’il met 
en place pour itérer sur des solutions envisageables. 
Lors de la phase de conception des rendus graphiques, le nombre de problèmes à 
prendre en compte est très important. Cette phase est complexe et les concepteurs 
effectuent des tâches gourmandes en ressources cognitives. En effet, les concepteurs 
doivent partir de problématiques exprimées par des spécifications de haut niveau (pas 
toujours précises) générer des pistes de solution et les transformer en agencement de 
variables visuelles garantissant le respect de critères ergonomiques (comme la 
lisibilité ou la visibilité, voir la partie recommandations), mais aussi répondant aux 
besoins identifiés (hiérarchie entre éléments graphiques ou distinction visuelle des 
éléments, pop out d’une alarme, identification précise d’une couleur nommée dans 
différents contextes d’affichage, etc.). Les concepteurs ont besoin d’avoir à l’esprit 
toutes ces contraintes (et peut-être encore plus) pour faire les meilleurs choix de 
design. Un moyen de simplifier les problèmes est de s’appuyer sur des contraintes 
permettant de se diriger vers une solution satisfaisante. Pour cela une démarche 
envisageable est de s’appuyer sur un support visuel représentant le problème et les 
contraintes. Plusieurs travaux de recherche se sont penchés sur la question de 
l’utilisation de représentations visuelles pour la conception et des avantages de cette 
démarche. Nous en présentons certains dans la partie qui suit.  
7.1.2 Démarches pour la conception 
Nous avons vu dans les définitions précédentes que la conception en général revient à 
donner les spécifications précises d’un artefact produit. Pour cela les concepteurs 
doivent maitriser la complexité des problèmes, complexité introduite notamment par 
le fait que les problèmes peuvent être mal définis. Pour maitriser la complexité des 
problèmes, les concepteurs peuvent s’appuyer sur des contraintes leur permettant de 
raffiner les besoins et les solutions possibles. Cependant la gestion d’un grand nombre 
de contraintes est gourmande en ressources cognitives. Pour décharger les utilisateurs, 
des travaux ont cherché à utiliser des représentations visuelles comme aide à la 
cognition. Nous présentons ces démarches dans la partie qui suit. 
7.1.2.1 Explorer les solutions de façon visuelle 
Dans [Ware, 2008], l’auteur affirme que même si la recherche de structures visuelles 
(pattern finding) est une activité de base au sein du processus de perception visuelle 
humain, les concepteurs doivent acquérir et posséder des compétences plus évoluées 
dans ce domaine. En effet, selon Ware, les concepteurs doivent être capables de 
percevoir et d’analyser de façon critique les combinaisons de structures visuelles qui 
pourront fournir aux utilisateurs de leurs produits le meilleur support à la cognition. 
Ce type de compétences s’acquiert avec les années d’expérience comme le montre 
l’étude menée par [Suwa, 2005]. 
Dans le chapitre 8 de Visual Thinking for Design, Ware présente les quatre étapes du 
processus de création utilisant la perception : 
1. Le concept visuel est formé 




3. Critique constructive : le griffonnage est critiqué ; évaluation visuelle de 
certains éléments par des requêtes visuelles visant à vérifier si les exigences 
sont respectées par le concept actuel.  
4. Consolidation et extension : modification du griffonnage (consolidation de 
certaines lignes, ajout ou suppression de nouveaux éléments) 
 
Ce processus est associé à un système de conception en spirale (Figure 69). Ware 
explique que souvent les clients ne comprennent bien les contraintes de conception 
que lorsqu’ils peuvent voir un exemple et des alternatives. Le fait de montrer des 
exemples notamment par des croquis permet l’émission de critiques qui pourront faire 
évoluer la compréhension des exigences. 
 
Figure 69 : Conception en spirale selon Ware, extrait de Ware 2008 
7.1.2.1.1 Croquis et prototypes 
En conclusion de cette partie Ware montre que la puissance des croquis provient de 
quatre capacités : 
1. Une ligne peut représenter beaucoup de choses. Il est donc facile de 
représenter différents concept par de simples lignes. Cette flexibilité provient 
des capacités de pattern-finding du système visuel qui est capable d’associer à 
un agencement de traits simples un concept déjà connu, 
2. Un croquis est rapide à faire ou à éliminer (possibilité de recommencer, sans 
cout élevé). 
3. Une capacité cognitive critique est celle de pouvoir interpréter les lignes de 
différentes façons, de pouvoir projeter des idées sur des croquis partiellement 
dessinés et de pouvoir critiquer les diverses interprétations de ces croquis en 
utilisant des requêtes visuelles. 
4. La dernière capacité est celle d’ajouter mentalement des éléments à la 
conception dessinée.  
 
Ware précise qu’un croquis de conception est différent d’un prototype, car un croquis 
permet de construire, d’organiser et de critiquer des idées (fonctions de l’artefact de 
conception introduit lors de la définition de l’activité de conception). L’utilisation de 
ce type de représentations a également été étudiée par [B. Buxton et W. Buxton, 




Pour lui les croquis et prototypes sont des instanciations de la conception, mais les 
croquis sont dédiés aux phases initiales d’idéation alors que les prototypes se 
concentrent sur la fin du processus lorsque les idées sont plus convergentes. Il propose 
un classement de concepts formant ce continuum entre sketches et prototypes (Figure 
70). 
 
Figure 70 : Continuum entre croquis et prototype, extrait de [Buxton, 2007] 
Les avantages de ces représentations ambigües (instables visio-spatialement), sont 
aussi abordés par Schön qui propose que des croquis à main levée servent de moyen 
de génération dynamique de nouvelles idées de conception. En effet, on remarque que 
les concepteurs ne font jamais de croquis pour externaliser une idée qu’ils ont déjà en 
tête de façon précise et consolidée, mais plutôt pour essayer des idées plutôt vagues et 
incertaines. En examinant ce type d’externalisation, les concepteurs peuvent trouver 
des problèmes qu’ils n’avaient pas anticipés ou encore mieux voir de nouvelles 
fonctions ou relations entre les éléments représentés (certains non prévus dans le 
croquis original) Ce résultat est aussi présenté par [Suwa, 2003] avec le terme de 
« constructive perception ». Ce type d’outil permet donc dans un processus itératif de 
promouvoir de nouvelles idées et de raffiner celles qui existent. 
7.1.2.1.2 « Using vision to think » 
7.1.2.1.2.1 Représentation visuelle et cognition  
 
Grâce aux croquis et aux capacités perceptives et cognitives humaine, les concepteurs 
peuvent réaliser des économies cognitives [Ware, 2008]. Divers travaux présentent ce 
phénomène plus en détail. 
Dans [Suwa et Tversky, 2002], les auteurs résument les différents apports des 
représentations externes pour la compréhension, la déduction et la résolution de 
problèmes. Ces représentations externes peuvent prendre différentes formes : 
diagrammes, croquis, tables, graphiques, gribouillages sur un coin de nappe, etc. Le 
premier bénéfice évoqué est celui de la décharge de la mémoire de travail ce qui 
permet de faire des calculs ou de réfléchir sans avoir à retenir une représentation 
mentale des données sur lesquelles on réfléchit. Les représentations peuvent aussi 
servir de signaux pour la mémoire à long terme en lui permettant de retrouver des 




sans représentation extérieure. Un autre avantage est que ces représentations 
favorisent les découvertes et déductions. En effet, les jugements perceptuels sur la 
taille, la distance, la direction sont faciles à faire sur une représentation. Les 
inclusions entre éléments sont faciles à représenter et la proximité, la connectivité, ou 
les alignements sont autant d’indices qui favorisent la compréhension de la structure 
d’un système, et le choix des bonnes déductions à en faire. De la même façon, les 
réflexions qui nécessitent de compter, réarranger, ou ordonner des éléments sont 
facilement réalisables en (ré)organisant des espaces de manière visuelle.  
 
Dans l’introduction de Readings in Information Visualization : Using Vison to think,  
[Card et al., 1999], Card, Mackinlay et Shneiderman expliquent d’où viennent les 
apports cognitifs que nous venons d’évoquer. Les auteurs commencent par introduire 
l’« external cognition » comme étant la collaboration permanente ayant lieu entre la 
réflexion et les représentations internes et externes (ou bien encore comme 
l’utilisation du monde extérieur pour accomplir la cognition). Ils donnent quelques 
exemples simples qui illustrent l’apport de représentations externes comme le fait de 
poser une multiplication, l’utilisation d’outils d’ingénieurs comme des règles à 
calculer ou autres feuilles et diagrammes de calculs. D’autres représentations comme 
les cartes de navigation ou les diagrammes sont autant d’artefacts qui aident à 
réfléchir et qui sont même jumelés avec le processus de cognition. Les auteurs citent 
Norman qui dit que « la vraie puissance vient du fait de mettre au point des aides 
externes qui améliorent les capacités cognitives ». Ces exemples servent à introduire 
le domaine de la visualisation d’information (InfoVis). L’InfoVis ajoute à la 
puissance des diagrammes la capacité d’interagir avec l’information présentée ce qui 
en démultiplie l’efficacité. Les auteurs présentent alors les différentes raisons qui 
selon eux amènent ces améliorations des performances cognitives. Nous retiendrons 
notamment le schéma de la « Knowledge crystallization » présenté sur la Figure 71. 









Les principales étapes de la cristallisation de la connaissance sont les suivantes :  
- recherche/récupération/collecte des données (forage for data), 
- recherche du schéma de représentation (attributs sur lesquels peut se faire la 
comparaison ou le travail de visualisation) (les métadonnées), 
- instanciation de ce schéma avec les données. Les résidus sont les données qui 
ne rentrent pas dans le schéma de représentation. On peut réduire la quantité 
de résidu en améliorant le schéma. 
- Résolution des problèmes : par lecture du résultat de l’instanciation, rajout, 
suppression ou réarrangement d’une partie du contenu. 
- Prise de décision par rapport au problème ou action de l’utilisateur (comme 
créer un rapport à partir de la représentation obtenue et des motifs détectés). 
 
 
Figure 72 : Amélioration de la cognition apportée par l’InfoVis selon [Card et al., 1999]. 
Les avantages que les auteurs ont relevés à propos de l’utilisation de l’InfoVis pour 
améliorer la cognition sont présentés dans le tableau ci-dessus (Figure 72). Dans la 
catégorie « augmentation des ressources cognitives » le fait de décharger l’effort de 
cognition vers le système perceptuel est transposable à la conception d’interfaces 
assistée par des outils (représentation visuelle plutôt que mentale des relations et des 
contraintes existant entre les variables visuelles des éléments en cours de conception), 
théorie aussi présentée par les travaux intitulés « Why a Diagram is (Sometimes) 
Worth Ten Thousand Word » [Larkin et Simon, 1987]. Le fait d’étendre la mémoire 
de travail (nombre d’éléments graphiques traités en même temps) ainsi que la capacité 
de stockage de l’information (par exemple une carte qui rend accessible une grande 
quantité d’information, de la même manière le fait de représenter les relations entre 
variables visuelles permet de visualiser/stocker rapidement l’ensemble des choix de 
conception) sont aussi deux « bonnes propriétés » de l’InfoVis que l’on peut adapter à 
des outils d’aide à la conception. Il en est de même pour la section traitant de 




- les utilisateurs peuvent reconnaître les motifs affichés plutôt que de devoir se 
les remémorer, 
- la visualisation de l’information permet de la simplifier et de l’organiser 
(abstraction, agrégation ou omission de l’information) 
- l’organisation visuelle de données selon des relations structurées (ex : tri des 
couleurs selon leur luminosités) permet de mettre en valeur les patterns. 
- Les visualisations peuvent être construites pour faire ressortir des valeurs, des 
relations ou des tendances (groupement des éléments visuels selon ces axes). 
Les auteurs évoquent ensuite les « inférences visuelles » favorisées par l’utilisation de 
visualisations. De la même manière que pour les autres propriétés de l’InfoVis, nous 
pensons que le fait de présenter les problématiques liées à la conception et aux choix 
des variables visuelles de manière graphique peut permettre de rendre certains choix 
évidents aux concepteurs (grâce à leurs capacités de déduction visuelle). Enfin, le fait 
que les visualisations soient manipulables est le dernier avantage permettant une 
augmentation des capacités cognitives des utilisateurs. Celui-ci est aussi transposable 
à nos outils puisque ceux-ci sont interactifs et proposeront aux concepteurs d’interagir 
directement sur les données de conception. 
Un des avantages listés est la capacité de « supervision visuelle » qui permet de 
superviser un grand nombre d’évènements. Celle-ci est plus en rapport avec l’activité 
de contrôle aérien, activité pour laquelle nous proposons des outils d’aide à la 
conception des rendus graphiques, qu’avec ces outils eux-mêmes. 
Dans Visual Thinking for Design [Ware, 2008], l’auteur conclut en donnant les douze 
points principaux impliqués dans le processus de « visual thinking ». Il en déduit 
quatre implications pour la conception. Selon lui il est nécessaire : 
- de prendre en compte la capacité de « pattern-finding » du cerveau, c'est-à-
dire transformer les structures de l’information afin qu’elle soit présentée en 
structures reconnaissables par le cerveau, 
- d’optimiser le processus de cognition en considérant comme un ensemble 
imbriqué d’activités celle de l’humain et de la machine (et donc d’essayer de 
présenter les bonnes informations au bon moment aux utilisateurs) 
- de faire des économies de cognition lorsque c’est possible en considérant les 
coûts d’apprentissage de nouveaux outils et de nouvelles façons de voir, 
- de prendre en compte les processus d’attention (par exemple en faisant pointer 
l’attention des utilisateurs sur un élément pertinent dans le processus de 
cognition). 
 
Dans la définition de l’InfoVis ci-dessous proposée par Catherine Plaisant, nous 
découvrons plusieurs tâches qu’il est possible de réaliser sur de grandes quantités de 
données représentées visuellement ainsi que la liste des objets visuels concernés par 
ces activités cognitives : 
« Information visualization : Compact graphical presentation and user interface for manipulating large numbers of 
items possibly extracted from far larger datasets  
Enables users to make 
• discoveries, 
• decisions, or 
• explanations  
about 
• patterns (trend, cluster, gap, outlier...), 
• groups of items, or 
• individual items. » 
Ce sont les mêmes capacités que nous souhaitons apporter aux concepteurs au travers 




favoriser la découverte, la prise de décision, la capacité d’explication à propos des 
patterns (groupement, trous, données aberrantes,…), des groupes d’éléments ou 
d’éléments individuels. Pour la conception de rendus graphiques, les éléments 
concernés ne sont pas une grande quantité de données, mais plutôt les valeurs des 
variables visuelles utilisées dans le design. 
7.1.2.1.3 Exploration de chemins parallèles 
Une solution possible lorsque des problèmes mal définis doivent être résolus est de 




Figure 73 : Set-based Engineering et Point-based Engineering 
 [Ward et al., 1995] est une étude qui montre que pour concevoir leurs voitures plus 
rapidement, plus efficacement et avec moins de ressources que leurs compétiteurs, les 
concepteurs de Toyota® se sont appuyés sur une méthode d’ingénierie dite « set-based 
concurent engineering ». Les concurrents de Toyota® se basant sur une méthode dite 
« point-based concurrent engineering ». Les schémas de la Figure 73 décrivent ces 
deux méthodes. La première consiste à partir d’un ensemble de solutions (avec des 
plages de valeurs acceptables pour différents paramètres) et de développer et 
d’explorer de nombreuses alternatives avant de raffiner petit à petit pour choisir la 
meilleure solution. La seconde méthode consiste à choisir une solution de départ et à 
l’améliorer par des itérations successives (quitte à changer de solution si la première 
était une mauvaise voie). 
Les travaux et outils proposés par [Terry et Mynatt, 2002] comme Side Views sont 
une application directe du « set-based engineering ». Ils proposent en effet de 
prévisualiser le résultat d’une commande sur un objet (par exemple dans un logiciel 
d’édition graphique, voir Figure 74) pour favoriser l’exploration. Mickael Terry 
défend d’ailleurs dans sa thèse [Terry, 2005] le fait que les systèmes interactifs qui 
proposent des mécanismes facilitant la génération, la manipulation, l’évaluation et la 
gestion de multiples solutions permettent à leurs utilisateurs d’atteindre des résultats 
de haute qualité en moins de temps et avec une charge cognitive moindre que les 
systèmes n’en offrant pas. Ces mécanismes doivent aussi permettre à leurs utilisateurs 
de développer plus d’alternatives dans le même intervalle de temps. 
 
« Thesis Statement : 
User interfaces that offer mechanisms to facilitate the generation, manipulation, evaluation, and management of 
multiple solution alternatives will enable individuals to develop a high quality solution in less time and with lower 
cognitive load than interfaces that do not offer these same services. These facilities will also lead to users 




Figure 74 : L’outil « Parallel Pies
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7.1.3 Standards pour l’aide à la spécification de rendus graphiques 
En plus de ces théories et démarches devant aider à la conception de systèmes en 
général, il existe plusieurs types de recommandations, guides et standards dédiés à la 
conception de système accordant de l’importance à la présentation visuelle des 
données et informations. Dans cette partie, nous nous proposons de les étudier pour la 
raison suivante : dans notre démarche de recherche, nous cherchons à comprendre 
comment aider les concepteurs à utiliser de manière efficace les différentes variables 
visuelles lors de la conception d’interfaces graphiques complexes. Nous pensons que 
pour atteindre ce but, il est intéressant d’étudier les recommandations existantes afin 
de comprendre les règles d’utilisation des variables visuelles appliquées dans les 
processus de conception graphique de différents domaines d’activité 
L’ISO 9241-12 [ISO, 1998] correspond à la partie « présentation de l’information » 
d’un système de norme plus général traitant des « Exigences ergonomiques pour 
travail de bureau avec terminaux à écrans de visualisation ». Cette partie de la norme 
fournit des recommandations ergonomiques relatives à la présentation et aux 
propriétés particulières de l’information présentée sur des interfaces utilisateurs. Les 
recommandations fournies visent à permettre à l’utilisateur d’exécuter des tâches de 
perception de manière efficace et satisfaisante. On y aborde donc l’organisation de 
l’information (emplacement de l’information, adéquation des fenêtres, zones 
d’information, zones d’entrée/sortie, groupes d’informations, listes, tableaux, labels, 
champs, etc.), les objets graphiques (curseurs et pointeurs, etc.), et les techniques de 
codage de l’information (codage alphanumérique, abréviations des codes 
alphanumériques, codage graphique, codage par couleur, marqueurs, etc.). Un 
exemple de procédure d’évaluation et de mise en conformité est fourni. La norme 
internationale précise également sept principes pour la présentation des informations : 
- Clarté : le contenu s’affiche rapidement et avec précision. 
- Discriminabilité : les informations peuvent être distinguées avec précision. 
- Concision : seules les informations nécessaires à la tâche sont affichées. 
- Cohérence : les mêmes informations sont présentées de manière identique sur 
toute l’application. 
- Détectabilité : les informations sont codées de façon adéquate au bon endroit. 
- Lisibilité : l’information est facile à lire. 
- Compréhensibilité : la signification des termes est clairement compréhensible. 
Ce premier exemple permet de voir le type de règles que les normes proposent aux 
concepteurs de respecter pour que la lecture d’information sur des dispositifs 
d’affichage se fasse dans les meilleures conditions. Ce premier ensemble de règles est 
plutôt général et ne rentre pas dans les détails de la composition de rendus graphiques. 
Nous proposons d’étudier dans cette partie du chapitre des ensembles de règles plus 
ciblées sur la présentation graphique (et notamment l’utilisation de la couleur) et étant 
issues de différents domaines d’activité. Nous pouvons classer ces activités et les 
règles associées en trois catégories : 
- des guides et standards dédiés à la conception d’applications pour 
l’aéronautique et l’aérospatiale ; 
- des recommandations ou règles de design issues des domaines de la 
cartographie et de la visualisation d’information ; 
- et des règles utilisées pour rendre le contenu de systèmes interactifs et 




7.1.3.1 Cartographie et visualisation d’information : quelle utilisation de la 
couleur ? 
Comme nous l’avons vu plus tôt dans l’état de l’art, les domaines de la visualisation 
d’information (InfoVis) et de la cartographie proposent des méthodologies pour 
choisir les variables visuelles de manière à construire des représentations visuelles 
efficaces [Bertin, 1999]. Ces travaux comportent un ensemble assez réduit de 
recommandations à propos de l’utilisation de la couleur (pp 85 à 91). Bertin définit la 
couleur comme la variable séparative la plus efficace. Il donne des exemples 
d’utilisation possible pour construire des dégradés (en utilisant la « valeur ») ainsi que 
quelques indications sur la prise en compte de la taille des éléments colorés, de 
l’harmonie ou de la symbolique des couleurs. Depuis la parution de ces travaux, 
d’autres auteurs ont contribué à élargir ce corpus de recommandations. 
Dans Information Visualization : perception for design et Visual thinking for design 
[Ware, 2004Ware, 2008], Colin Ware propose des ensembles de recommandations à 
propos de l’utilisation des variables visuelles et de la couleur. Dans son ouvrage de 
2004, l’auteur présente cinq cas d’utilisation de la couleur (pp. 119 à 144) : les 
interfaces de sélection de la couleur ; la catégorisation par la couleur ; les séquences 
de couleurs pour le codage de cartes ; la reproduction des couleurs ; et enfin 
l’utilisation de la couleur pour représenter des données discrètes 
multidimensionnelles. Il affirme que dans le domaine de l’InfoVis, il y a eu plus de 
recherche à propos de l’utilisation de la couleur qu’à propos de n’importe quelle autre 
problématique liée à la perception. En conclusion des cas d’utilisation que nous 
venons de lister, l’auteur donne un ensemble de « leçons » à appliquer lors de la 
construction de visualisations. Nous rapportons dans la liste ci-dessous les « leçons » 
les plus pertinentes par rapport à nos travaux : 
- “Pour montrer des détails, toujours utiliser un fort contraste lumineux entre fond et forme. Ne 
jamais essayer de montrer une différence en utilisant seulement une variation en chromaticité. 
- Utiliser un nombre restreint de couleurs pour des codes distincts. Il est facile de trouver six 
couleurs distinctes ; dix couleurs demandent à être choisies avec attention. 
- Un liserai noir ou blanc autour de symboles colorés permet de les distinguer des couleurs 
environnantes grâce au contraste luminosité. 
- Le rouge, le vert, le jaune et le bleu sont codés en « dur » dans notre cerveau comme couleurs 
« primaires ». Ce sont les premières à considérer pour effectuer un codage par la couleur. 
- Pour des grandes surfaces, utiliser des couleurs peu saturées surtout si des symboles colorés 
vont y être superposés. 
- Les objets de petite taille portant un codage coloré doivent être hautement saturés. 
- Pour les données ordonnées, utiliser une séquence de couleurs ne variant pas en teinte (clair à 
foncé ou très saturé à peu saturé) ou alors sur un des canaux définis par la théorie des 
opposants de couleurs (de bleu à jaune ou de rouge à vert). Utiliser des variations sur plus 
d’une dimension de la couleur est mieux que sur une seule (par exemple : de jaune clair à bleu 
foncé). 
- Lorsque les données varient de part et d’autre de zéro, utiliser une couleur neutre pour 
représenter le zéro et des saturations croissantes sur un des axes des opposants de couleur pour 
représenter les valeurs positives et négatives. 
- Les contrastes entre couleurs et fond peuvent engendrer de grosses erreurs pour la 
représentation de quantités. Ce problème peut être atténué en utilisant un liserai autour des 
aires à représenter ou bien encore en choisissant des couleurs de fond neutres et assez 
uniformes. 
- Pour représenter une séquence de couleur (un dégradé) de manière homogène, plusieurs 
millions de couleurs peuvent être nécessaires. Il faut dans ce cas travailler avec des moniteurs 
calibrés et prendre en compte la valeur de gamma du moniteur. 
- Pour reproduire des images complexes avec des ombrages continus il est obligatoire de 
préserver les rapports entre couleurs et de faire attention à ce que, sous certaines conditions 




- Être attentif lors de l’utilisation de couleurs très saturées spécifiquement si elles doivent être 
imprimées. 
- Les conventions à propos du codage par la couleur doivent être prises en compte dans certains 
cas.” 
Dans [Ware 2008], l’auteur reprend ces recommandations en montrant qu’elles sont 
peu nombreuses et basées pour la plupart sur la théorie des opposants de couleurs. Il 
ajoute simplement une recommandation sur l’importance de l’opposant de couleur 
noir-blanc pour montrer les détails. Il conclut en disant que ces recommandations 
permettent de prendre des décisions de conception menant à la clarté du design, mais 
qu’il y en a évidemment beaucoup d’autres. À propos de la beauté et du plaisir, il écrit 
(p85) :  
« Color design is subtle and can be a source of beauty and pleasure or disgust and irritation. Mostly 
this is a matter of socially constructed taste – there are absolute no standards. Our goal in this book is to 
find the bedrock of functionnal aesthetics in the wiring of the brain, and sadly, we have little to say 
about beauty. » 
Certains de ces principes s’appuient sur les variables préattentives (voir en 4.3.1.1). 
Healey a lui aussi proposé dans sa thèse [Healey, 1996a] un modèle pour utiliser 
efficacement les variables préattentives dans le domaine de l’InfoVis. Il propose 
également une méthode pour choisir un ensemble de couleurs adaptées à la 
construction de visualisations [Healey, 1996b]. 
Des travaux de recherche du domaine de la cartographie proposent des ensembles de 
recommandations pour la conception de cartes notamment ceux de Cynthia A. Brewer 
[Harrower et Brewer, 2003]. Elle propose un outil en ligne7 qui met en application ces 
recommandations. Cet outil permet de choisir une palette pour les cartes selon le 
nombre de couleurs et le type de données à représenter. 
 
 
Figure 75 : le modèle de choix des couleurs utilisées dans l’outil en ligne ColorBrewer. 
Pour établir un codage par la couleur, Brewer se sert de l’aspect tridimensionnel de la 
couleur et des espaces colorimétriques proposant des axes « perceptifs » comme TSL, 
CIELCH(ab), etc. Selon le type de données à afficher les palettes proposées par l’outil 
« ColorBrewer » n’utilise pas les mêmes dimensions. Pour des données qualitatives, 
les catégories seront représentées préférentiellement par des teintes différentes. Pour 






les données « binaires » pour lesquelles il n’y a que deux catégories possibles, ce sera 
sur l’axe des teintes ou bien sur celui de la luminosité que seront différenciées les 
deux couleurs. Les données « divergentes » sont celles qui peuvent être regroupées en 
deux tendances partant d’un point neutre ou d’un seuil. Pour ces données, l’outil 
utilisera deux teintes extrêmement différentes avec des variations en saturation qui 
feront que les couleurs se rejoindront sur le point d’équilibre avec une couleur neutre 
(recommandation similaire à une des précédentes émise par Ware). Pour les données 
de type séquentiel, il est recommandé d’utiliser des variations en luminosité ou en 
saturation d’une même teinte. Enfin ces quatre possibilités peuvent être combinées 
pour obtenir des palettes pour des données bivariantes comme dans les exemples 
représentés ci-dessus dans la Figure 75. 
 
Ces travaux issus des domaines de l’InfoVis et de la cartographie montrent que 
l’usage de la couleur et des différentes variables visuelles nécessite une grande 
attention et que l’utilisation de règles assez réduites permet de limiter les erreurs les 
plus grossières et d’obtenir des palettes en concordance avec le type de données et 
l’effet que l’on souhaite visualiser. Cependant il existe des ensembles de 
recommandations encore plus détaillés qui sont dédiés à la conception de systèmes 
critiques. Nous les abordons dans la partie suivante. 
7.1.3.2 Guides et standards de conception de systèmes aéronautiques critiques 
Les recommandations que nous avons étudiées jusque-là étaient dédiées à la 
conception de représentation de grandes quantités d’informations ou bien de données 
géographiques. Lorsque les activités se font sur des systèmes critiques, la conception 
des représentations graphiques utilisées dans ces systèmes demande une attention 
encore plus grande. Dans cette partie nous décrivons les recommandations associées à 
ce type de systèmes par exemple des travaux issus d’administrations américaines 
telles que la FAA (Federal Aviation Administration) ou la NASA (National 
Aeronautics and Space Administration). Ces organisations proposent des 
recommandations ou des normes à propos de l’utilisation de la couleur pour la 
conception d’interfaces.  
7.1.3.2.1 NASA 
La NASA, consciente des problématiques engendrées par l’utilisation de la couleur 
dans les interfaces, propose un site web archivant les résultats de son « Color Usage 
Research Lab »8. Ce site très complet propose des outils, des méthodes et de 
nombreuses recommandations organisées en différentes sections reliées les unes aux 
autres. Ces ressources doivent faciliter le choix et l’organisation des couleurs, 
notamment lorsqu’il s’agit de concevoir des applications critiques et présentant un 
nombre d’informations conséquent, comme les logiciels utilisés dans l’aéronautique et 
l’aérospatiale. 
7.1.3.2.1.1 NASA : conception d’applications graphiques utilisant la couleur 
Le premier guide prend la forme d’une procédure constituée de six étapes distinctes. Il 
est prévu pour fonctionner de manière itérative. Les six étapes préconisées se divisent 
en deux phases. La première concerne la sélection et la préparation des données. La 
deuxième concerne l’implémentation des éléments graphiques de l’interface. Elle est 
constituée de quatre étapes : 






- concevoir les différentes couches visuelles (choisir la « polarité » des 
contrastes lumineux et établir une « hiérarchie perceptuelle ») 
- déterminer à quels endroits utiliser la couleur et pourquoi (grouper des 
éléments, cataloguer des données, mettre en évidence des informations) 
- choisir les couleurs en réduisant les possibilités grâce aux contraintes 
suivantes : respect des contraintes culturelles, respect des standards en cours, 
cohérence avec les couleurs d’autres applications ou de l’environnement 
d’utilisation, garantir la lisibilité, choisir des couleurs atteignables en fonction 
de la luminosité choisie pour chaque couche visuelle, garantir la 
discrimination ou l’identification de certains éléments. 
- et enfin résoudre les problèmes grâce à de nouvelles itérations sur les trois 
dernières étapes, ou grâce à l’utilisation de solutions de contournement ou en 
dernier recours grâce à la suppression de certaines des données choisies dans 
la première phase. 
7.1.3.2.1.2  NASA : recommandations et standards concernant l’usage de la couleur. 
Ces recommandations sont présentées en quatre sections. La première section propose 
de hiérarchiser les autres recommandations en fonction de la tâche associée (trouver 
l’information, la lire ou la comprendre). La section suivante propose des 
recommandations à propos de l’utilisation de la couleur pour la discrimination et 
l’identification. Une autre section comporte un ensemble de recommandations à 
propos de l’utilisation de la couleur et des « contrastes lumineux ». Enfin, une 
dernière section regroupe des recommandations plus générales à propos de la couleur. 
Nous faisons ci-dessous un résumé de quelques-unes de ces recommandations. 
7.1.3.2.1.2.1 Discrimination et identification 
- Ne pas utiliser plus de six couleurs pour catégoriser des éléments. 
Cette recommandation ne s’applique pas à l’utilisation de dégradés de 
couleurs (comme pour certaines cartes qui représentent l’élévation du terrain 
en faisant varier la luminosité d’une teinte). 
 
- Utiliser des couleurs conformes aux conventions et à la culture 
Les couleurs rouge, jaune et vert utilisées dans les procédures de sûreté de la 
NASA est un cas typique. Il est particulièrement déconseillé d’utiliser ces 
couleurs pour représenter autre chose que cela. 
 
- Utiliser les couleurs de façon cohérente 
Une couleur pour un seul sens. Obliger l’utilisateur à se souvenir du contexte 
(ou mode) actuel pour pouvoir associer une couleur donnée à une signification 
particulière provoque des erreurs d’utilisation. 
 
- Redondance des codages par la couleur 
Utiliser une autre dimension graphique pour coder les informations codées par 
la couleur  
 
- Ne pas utiliser un codage par la couleur pour les petits éléments graphiques 
La discrimination des couleurs s’avère bien plus performante sur de grandes 
zones. Cette règle s’applique surtout pour les applications de monitoring où 





- Utiliser des gris comme couleur de fond lorsque l’identification de la couleur 
est critique 
Ceci afin d’éviter les contrastes simultanés ou bien les contrastes successifs. 
Per exemple, lorsque des éléments de couleur sont disposés sur un fond coloré, 
il est plus difficile d’identifier les couleurs. 
7.1.3.2.1.2.2 Contrastes lumineux 
- Le ratio de luminance entre les éléments et le fond doit être au minimum de 
3 pour 1 
 
- Les couleurs doivent être choisies en prenant en compte le type d’écran et la 
luminosité ambiante. 
 
- Le bleu « pur » ne doit pas être utilisé pour représenter de petits détails ou 
pour les fonds 
Le bleu pur possède une faible luminance et stimule les cônes oculaires dédiés 
aux longueurs d’onde courtes, très peu efficaces lorsqu’il s’agit de traiter des 
formes précises, comme celles qui forment les lettres de titres, par exemple.  
7.1.3.2.1.2.3 Recommandations générales 
• Utiliser la couleur précautionneusement et pour des buts précis. Une 
utilisation abusive de la couleur diminue la force de ses effets. Par exemple si 
la couleur est utilisée pour regrouper des entités en ensembles et pour 
discriminer un trop grand nombre d’ensembles, la perception des groupes 
risque d’être atténuée. 
 
• Eviter d’utiliser trop de couleurs saturées. L’effet du à une utilisation trop 
importante de la couleur décrit ci-dessus est encore pire pour les couleurs 
saturées. De plus lorsqu’elles sont proches les couleurs saturées peuvent 
entrainer des effets de contraste simultané ou successif pouvant détériorer la 
perception du codage souhaité. 
 
• La couleur peut distraire les utilisateurs pour certaines tâches. Un codage par 
la couleur est précieux pour faire ressortir de l’information (c’est une variable 
pré attentive), mais elle peut interférer avec d’autres informations qui ne sont 
pas codées par la couleur ou qui le sont, mais de manière inappropriée. 
 
• Utiliser la couleur de manière cohérente pour toutes les applications. Pour 
éviter d’augmenter la charge cognitive des utilisateurs, il est préférable de ne 
pas coder avec la même couleur des éléments ayant un sens différent ou 
inversement d’utiliser plusieurs couleurs pour coder la même information. Un 
de ces mauvais codages augmente le risque que les utilisateurs interprètent de 
façon erronée l’information dans un des contextes courants. 
Nous décrivons dans cette partie uniquement les recommandations et guides présents 
sur le site. Nous verrons dans la partie concernant l’utilisation et les limites des 
recommandations que le site de la NASA ne se contente pas de proposer ces guides de 
façon brute, mais qu’elles sont complétées par d’autres informations. On y trouve 





La FAA (Federal Aviation Administration) propose un standard de conception 
ergonomique : le HFDS, « Human Factors Design Standard ». Dans ce document 
téléchargeable en ligne9, la FAA propose une compilation qui se veut exhaustive 
contenant les bonnes pratiques et les principes dédiés à toutes les phases nécessaires à 
la mise en place de leurs systèmes et équipements. Le document est découpé en 
différentes parties traitant de sujets précis comme la conception des postes de travail, 
les écrans et imprimantes, la sécurité des systèmes et des personnels, les dispositifs 
d’entrée, etc. La partie 8 contient les recommandations traitant des interfaces. La 
section 8-6 délivre des standards pour coder l’information de différentes façons : par 
la couleur, par l’intensité lumineuse, par des lignes, des symboles, la taille, la forme, 
la texture des éléments, etc. La partie traitant du codage par la couleur contient un 
ensemble de plus de soixante-dix recommandations classées en dix sous parties de 
standards pour : 
- effectuer une sélection parmi un ensemble de couleurs, 
- prendre en compte le sens donné aux couleurs,  
- mettre en relation les couleurs les unes avec les autres, 
- prendre en compte les problèmes de perception entre fond et forme,  
- déterminer le nombre de couleurs à utiliser,  
- associer les couleurs avec leur clé/légende, 
- etc. 
Voici quelques exemples de recommandations à propos de l’usage de la couleur pour 
coder des informations : 
« 8.6.2.1.3 Consistency. Colors shall be used consistently within a screen, within an application, 
and across a set of applications. [Source : DON UISNCCS, 1992] 
 
8.6.2.1.4 Data categories. When color is used to identify data categories, its use shall not conflict 
with other color-coding conventions. [Source : MIL-HDBK-761A, 1989] 
 
8.6.2.4.1 One meaning per color. Each color should represent only one category of displayed data. 
[Source : DOD HCISG V2.0, 1992] 
 
8.6.2.5.2 Color pairs to avoid. Designers should avoid the color combinations listed below. 
[Source : CTA, 1996] 
- Saturated Red and Blue, Saturated Red and Green 
- Saturated Blue and Green, Saturated Yellow and Green 
- Yellow on Purple, Green on White 
- Yellow on Green, Blue on Black 
- Magenta on Green, Red on Black 
- Magenta on Black and Yellow on White. 
 
8.6.2.1.9 Small areas. Users shall not have to discriminate among colors in small areas. [Source : 
DOD HCISG V2.0, 1992] 
 
8.6.2.6.1 Foreground and background contrast. The foreground color should contrast highly with 
the background color. [Source : DOD HCISG V2.0, 1992] 
 
8.6.2.6.2 Text-background contrast. The contrast between text and its background shall be 
sufficiently high to ensure readability of the text. [Source : DOD HCISG V2.0, 1992] 
 
8.6.2.7.3 Maximum number of colors. The total number of colors used should not exceed four for 
a single alphanumeric screen and seven for a set of related screens. [Source : DOD HCISG V2.0, 1992] 
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8.6.2.7.5 Recommended number of colors. Designers should limit the number of colors to be used. 
- No more than six distinct colors or shades of gray should be used if the user must recall the 
meanings of colors or shades. 
- No more than six distinct colors should be used if the user must perform rapid visual 
searching based on color discrimination. [Source : CTA, 1996] 
 
8.6.3.3 Brightness ratios. Each level of brightness shall be separated from an adjacent level by a 2:1 
ratio. [Source : MILHDBK- 761A, 1989] ” 
 
On trouve également dans une autre partie du HFDS des standards à propos des 
changements de lumière ambiante. Le document soulève plusieurs points importants à 
ce sujet : 
- L’augmentation de la lumière ambiante altère l’état perceptif de l’utilisateur 
(la façon dont il perçoit l’affichage) en plus de modifier l’aspect de 
l’affichage. 
- Plus la lumière ambiante augmente, plus le gamut (l’étendue des couleurs 
affichables) diminue. Cet effet se traduit par l’apparition d’un effet « délavé » 
sur les couleurs de l’affichage, le phénomène d’Abney. 
- Ce changement se traduit également par un décalage de la teinte des couleurs, 
supprimant les possibles subtilités existantes entre deux couleurs présentes sur 
l’affichage. 
- Enfin, l’augmentation de la lumière ambiante réduit les contrastes lumineux 
entre les éléments. 
Le guide conseille de prendre des couleurs éloignées, de façon à ce que ces 
modifications dues à la lumière ambiante n’empêchent pas les utilisateurs de 
différencier les couleurs entre elles sur l’interface. 
Un autre article de la FAA [Yuditsky et al., 2004] reprend ces standards et affirme 
que si la couleur peut effectivement servir à faire ressortir l’information, diriger 
l’attention des utilisateurs, réduire l’encombrement visuel d’une interface ou grouper 
des éléments (HFDS 8.6.2.1), elle peut aussi lorsqu’elle est mal utilisée perdre de son 
efficacité et même devenir gênante pour la lecture d’une image.  
 
Ces recommandations et standards dédiés à la conception de systèmes critiques se 
focalisent sur des aspects très spécifiques de la conception graphique et parfois très 
liés aux activités concernées (hiérarchies perceptuelles, etc.). D’autres types de 
recommandations sont plus génériques et axés sur d’autres priorités que la sécurité 
des systèmes. C’est notamment le cas des recommandations dédiées à la conception 
de contenus multimédias ou de site web. 
7.1.3.3 Attrait, esthétique et visibilité des contenus multimédia 
Dans cette partie nous abordons des recommandations dédiées aux contenus 
multimédias (sites web). Le premier type de ressources traite de conseils pour rendre 
les sites web plus esthétiques et plus attrayants. Dans une seconde partie, nous 
décrirons une recommandation émise par le W3C et qui traite des contrastes lumineux 
et colorés nécessaires à avoir pour garantir une bonne lisibilité.  
7.1.3.3.1 Attrait et esthétique des contenus multimédia 
Dans l’article « A method and advisor tool for multimedia user interface design » 
[Sutcliffe et al., 2006], les auteurs proposent un paragraphe regroupant des 
recommandations pour la conception de contenus multimédia esthétiques. Ces 
recommandations sont issues de diverses sources traitant de design graphique, visuel 




conception pour rendre un contenu multimédia esthétique peuvent entrer en conflit 
avec celles destinées au bon accomplissement de la tâche. En effet selon les auteurs, 
celles dédiées à l’esthétique ne serviraient qu’à plaire et à capter l’attention des 
utilisateurs à l’inverse des autres, qui tendent à délivrer l’information efficacement. 
Nous pouvons mettre cette idée en relation avec débat entre esthétique et utilisabilité 
que Don Norman éclaircit dans « Attractive things work better » [Norman, 2002] et 
dont nous reparlerons en 7.2.1. Les auteurs insistent aussi sur le fait que les réactions 
à un design peuvent dépendre des motivations des utilisateurs, de leurs préférences 
individuelles, de l’exposition préalable à un design similaire et de phénomènes de 
mode. La compilation de recommandations données dans l’article et étant dédiées à 
l’esthétique et l’attractivité d’un contenu multimédia sont les suivantes (nous avons 
traduit plus en détail les règles en rapport avec notre problématique) :  
• "Utilisation judicieuse des couleurs : l’utilisation des couleurs doit être équilibrée avec une utilisation de 
couleurs pastel et désaturées pour les fonds et pas plus de 2 ou 3 couleurs intensément saturées [Mullet et 
Sano, 1994].  
• Symétrie : la mise en page doit si possible être symétrique (organisation bilatérale, radiale, etc.) afin de 
pouvoir être rabattue pour montrer les correspondances symétriques [Kristof et Satran, 1995]. 
• Forme : utiliser des formes arrondies apporte un style visuel attirant, car il contraste avec les dispositions 
rectangulaires plus conventionnelles. 
• Espace : l’utilisation d’espaces blancs ou de fonds vides permet de mettre en valeur l’information. Les 
espaces réduisent l’encombrement visuel, les formes irrégulières intéressent les utilisateurs par leur 
différence [Mullet et Sano, 1994]. 
• Disposition structurée et cohérente : l’utilisation de grilles permet de structurer les composants d’une 
image et de les représenter selon un ordre cohérent ; les grilles doivent être composées de rectangle dont 
le ratio hauteur/largeur ne doit pas dépasser 5 :3. 
• « Profondeur de champs » : l’utilisation de couches dans une image stimulent l’intérêt et peuvent attirer 
en attisant la curiosité. L’utilisation d’images de fond très faiblement saturées donne de la profondeur 
aux éléments. 
• Utilisation de contenus dynamiques pour attirer l’attention : par exemple des vidéos, animations, 
discours augmente l’attention et améliore le coté attractif d’un contenu. Utiliser les animations et vidéo 
avec précaution et fournir un moyen de les stopper. 
• Adapter le style, l’état d’esprit du contenu à celui de l’audience (utilisation d’images ou de sons naturels, 
de couleurs paisibles par exemple).  
• Utiliser des représentations d’humains qui attirent plus et persuadent mieux. L’utilisation de 
représentations statiques (images, photographies) ou dynamiques (avatars, discours) d’humains 
augmente l’attrait que portent les utilisateurs. 
• Concevoir des images inhabituelles ou provocantes/stimulantes qui stimulent l’imagination des 
utilisateurs et sont plus attractives (par exemple avec des formes et lois de la perspective différentes de 
celles habituellement utilisées). 
• Utilisations de discours qui captent l’attention (on écoute naturellement les conversations). Selon l’effet 
souhaité on utilisera plutôt une voix masculine (autorité, respect) ou féminine (information, paisible). 
• Utilisation de la musique, mais en faisant attention aux styles utilisés. Tous les styles ne correspondent 
pas à toutes les audiences (par exemple la musique classique peut ennuyer certaines catégories 
d’utilisateurs et la musique pop en irriter d’autres)." 
Ces recommandations donnent une base permettant de concevoir des contenus plus 
esthétiques. Nous notons qu’elles se focalisent effectivement sur l’aspect esthétique et 
ne sont pas toutes transposables à la conception d’interfaces dédiées à des activités 
critiques. Les recommandations suivantes se focalisent sur la visibilité des contenus et 
notamment sur les contrastes entre fond et formes. 
7.1.3.3.2 Le W3C à propos de la visibilité des contenus 
Le World Wide Web Consortium a pour mission de « développer des technologies 
(spécifications, logiciels et outils) pour mener le Web au meilleur de ses 
possibilités ». Dans cette optique, il a lui aussi émis sur son site des recommandations 
en termes de couleurs10. Ces recommandations sont de simples seuils de différence de 






luminance et de couleurs dont les spécifications sont précisées par la suite. Le W3C 
précise que les algorithmes sont susceptibles d’évoluer. 
« Deux couleurs fournissent une bonne visibilité des couleurs si la différence en 
luminosité et la différence de couleur entre les deux sont plus grandes que les seuils 
établis. » 
La formule utilisée pour le contraste lumineux est la suivante : 
 
((R*299) + (V*587) + (B*114)) / 1000 
 
Où R, V et B sont les coordonnées RGB d’une couleur. 
 
La différence de couleur est déterminée comme suit : 
 
(max(R1, R2) - min(R1, R2)) + (max (V1, V2) - min (V1, V2)) + (max (B1, B2) - min (B1, B2)) 
 
Où R1, G1 et B1 sont les coordonnées de la couleur 1 et R2, G2 et B2 celles de la 
couleur 2. 
Le seuil pour la différence de luminance est fixé à 125. Celui pour la différence de 
couleur est de 500. 
 
Nous apportons quelques remarques et critiques à propos de cette recommandation. 
Tout d’abord le calcul du contraste lumineux ne prend pas en compte la nature de 
l’écran. Ensuite, nous notons que la première formule correspond à celle de la 
« Luma » utilisée en vidéo et n’est pas la plus adaptée pour des écrans utilisés en 
informatiques. D’autre part, le calcul de la différence entre les couleurs est effectué 
par une simple approximation mathématique de la distance entre deux points dans un 
espace 3D. Nous sommes d’autant plus critiques que l’espace choisi est l’espace RGB 
c'est-à-dire un espace dans lequel les couleurs ne sont pas organisées de manière à 
refléter la perception humaine (donc cette mesure de distance est très peu fiable). 
Enfin les seuils proposés ne tiennent pas en compte d’un éventuel contexte en 
précisant par exemple des conditions d’utilisations pour lesquelles ces seuils seraient 
applicables. 
Nous sommes conscients de la difficulté que représente la mesure du contraste, ou de 
celle de la différence entre couleurs ainsi que de la complexité de mise en œuvre 
d’une recommandation (surtout si cette recommandation est destinée à un domaine 
aussi large qu’internet). Au vu des approximations relevées, nous considérons cette 
recommandation de la W3C plus comme un pointeur vers d’éventuels problèmes à 
prendre en compte (lisibilité et contraste entre couleurs proposées sur internet) que 
comme un véritable standard qui devrait être respecté par toute page web.  
7.1.3.4 Conclusion de la partie « recommandations » 
Dans cette partie, nous avons décrit des standards et recommandations traitant de 
l’utilisation des variables graphiques (notamment de la couleur). L’usage de ces 
recommandations doit permettre une bonne perception des informations ainsi qu’une 
construction esthétique des représentations. Ces recommandations proviennent de 
différents domaines. Elles sont pour la plupart utilisables directement dans des phases 
de conception ou de vérification d’interfaces graphiques complexes telles que celles 
que l’on rencontre dans le domaine de l’ATC (à part une partie des recommandations 
pour l’esthétique). Nous retrouvons toujours les mêmes grandes catégories : 
- séparer visuellement (lisibilité, visibilité) les formes graphiques (ou les textes) 




- limiter le nombre de couleurs, 
- prendre en compte l’influence de la surface, 
- prendre en compte les effets de contrastes simultanés, 
- prendre en compte l’éclairage ambiant, 
- privilégier certaines teintes, en éviter d’autres,  
- utiliser des couleurs graduées en luminosité et/ou en saturation pour coder des 
données ordonnées ou quantitatives,  
- utiliser un codage cohérent,  
- respecter les conventions de codage, la culture, 
Ces standards et recommandations sont un moyen d’intégrer des connaissances 
ergonomiques au processus de conception (mais aussi de développement et de 
validation). Ils peuvent être considérés comme : 
- une liste de problématiques spécifiques importantes qui doivent être pris en 
compte dans la conception graphique d’interfaces. Certains problèmes sont 
accompagnés des solutions à apporter. Les concepteurs et ergonomes peuvent 
utiliser ces recommandations comme des « checklists » de points importants à 
vérifier. À défaut d’une intégration complète au processus de conception, cette 
liste de points potentiellement problématiques peut servir à diriger les 
concepteurs vers des problèmes à détecter ou à anticiper. 
- un accord pris par la communauté « facteurs humains » à propos de pratiques 
uniformes (comme l’utilisation universelle d’une couleur spécifique pour les 
alarmes pour les systèmes critiques), 
- une aide basique permettant à des développeurs ou à des concepteurs ayant 
peu de connaissances et une faible expérience de l’utilisation de la couleur 
d’éviter de graves erreurs de conception. 
 
7.1.4 Limites et utilisation possible des recommandations, normes et standards 
7.1.4.1 Des standards trop vagues, trop restrictifs ou contradictoires 
L’exemple de la W3C montre une première limite de certaines des recommandations 
ergonomiques existantes : elles ne sont pas toutes applicables sans prendre en compte 
le contexte d’utilisation. Le site de la NASA fait d’ailleurs la même remarque en 
préambule de ses guidelines. La plupart des standards conventionnels atteignent leurs 
limites lorsqu’ils sont appliqués à des compositions graphiques complexes. Ces 
derniers deviennent alors soit trop vagues soit trop restrictifs. Certains standards 
définissent des buts liés à l’utilisabilité mais sont trop abstraits pour guider des 
utilisateurs novices. On en trouve un certain nombre parmi les standards de la FAA et 
les HFDS de la FAA. Par exemple, on peut lire « le contraste entre le texte et le fond 
doit être suffisant élevé pour assurer la lisibilité du texte » HFDS 8.6.2.6.2 p. 61. Cette 
recommandation fixe un excellent but de conception, mais ne donne aucun 
conseil/moyen pour l’atteindre. Un second exemple est celui des standards qui 
donnent des valeurs de paramètres que devraient respecter des éléments graphiques 
spécifiques. Cependant ces paramètres sont souvent très difficiles à vérifier à l’œil nu 
ou même à mesurer. Lorsque ces paramètres sont vérifiables, ils sont parfois trop 
sévères pour être appliqués à l’ensemble de l’interface d’un système. Par exemple 
l’utilisation d’un ratio très élevé de contraste lumineux entre fond et forme va à 
l’encontre de la mise en place d’une hiérarchie perceptive (censée réduire 
l’encombrement visuel et mettre en avant les informations importantes grâce à une 




recommandations qui déconseillent l’utilisation de la couleur « bleu » alors qu’avec 
un bon contraste lumineux entre fond et forme ou dans certaines conditions 
l’utilisation de cette couleur n’est pas gênante. 
Un dernier exemple est celui de l’ensemble de recommandations fréquemment émis à 
propos du contraste nécessaire entre fond et forme pour garantir une bonne lisibilité. Il 
est parfois recommandé d’utiliser un contraste lumineux de 3:1. Une autre 
recommandation issue de l’Illuminating Engineering Society Handbook et que l’on 
retrouve sur le site web visualexpert.com11 traite du contraste maximal qui devrait être 
respecté entre la luminosité d’un écran et celle de la lumière ambiante pour garantir le 
confort d’utilisation. C’est la même valeur que celle que l’on trouve parfois pour 
garantir la lisibilité.  
« If the room is dimly illuminated, then a bright white screen can be a glare source and create eye 
discomfort. This is especially true for the elderly. The Illuminating Engineering Society Handbook 
recommends that the luminance ratio between a work area and its surround should not exceed 3:1 » 
 
Nous voyons que selon le but à atteindre les recommandations peuvent être quasiment 
contradictoires. Cela serait compréhensible si les buts étaient eux aussi totalement 
opposés. Cependant les buts de ces deux exemples peuvent être complémentaires. 
Nous savons par exemple que les contrôleurs aériens doivent conserver pendant 
plusieurs heures leur attention fixée sur des écrans de contrôles. Les contrastes des 
éléments affichés sur ces écrans doivent garantir à la fois un confort d’utilisation et 
une lisibilité parfaite. Dans un tel cas, les concepteurs risquent de se retrouver dans un 
dilemme et de ne pas savoir comment appliquer les différentes recommandations. 
L’utilisation de standards ne permet plus alors de certifier que ces derniers suffisent à 
éviter la survenue de problèmes de perception. 
7.1.4.2 Utilisation possible de ces standards et recommandations 
Nous ne pensons pas que les recommandations et standards puissent suppléer à un 
expert ayant une bonne formation et de l’expérience. Ils peuvent cependant contribuer 
à une meilleure conception des interfaces si les limites évoquées ci-avant (standards 
soit trop vagues soit trop restrictifs) sont outrepassées. Pour cela, nous pensons que le 
premier travail d’un concepteur consiste à exprimer les buts à atteindre (en terme de 
lisibilité, de discrimination, de reconnaissance, etc.). Dans une seconde phase, celui-ci 
peut s’appuyer sur les standards proposant les conseils et méthodes permettant 
d’atteindre ces buts. Dans cette démarche, le concepteur commence avec de buts et 
besoins perceptifs de haut niveau et répond petit à petit aux questions de conception 
d’éléments graphiques particuliers en s’appuyant éventuellement sur des standards 
spécifiques. 
Les standards et recommandations sont une source de connaissance permettant de 
répondre à certaines questions de conception. Cependant, des explications ou 
connaissances plus approfondies (à propos de colorimétrie ou de conception à l’aide 
de la couleur) sont souvent nécessaires. Les concepteurs peuvent trouver une partie de 
ces ressources supplémentaire sur le site de la NASA par exemple. En effet en plus 
des quatre sections contenant des guides de conception des interfaces, la NASA 
propose d’autres parties explicitant le contenu de ces recommandations. La première 
partie traite des usages de la couleur et des conseils pour aider à les choisir. Elle 
contient les sections suivantes : 
• comment catégoriser en utilisant la couleur, 
• comment grouper en utilisant la couleur, 






• comment utiliser la couleur pour attirer l’attention, 
• comment créer une hiérarchie des urgences, 
• comment créer des couches graphiques perceptuelles, 
• concevoir à l’aide des contrastes en luminosité, 
• choisir les couleurs de fond, 
• et enfin une partie à propos de l’utilisation du surlignage ou de contours autour 
les symboles. 
Une autre partie traite des sciences appliquées de la couleur (colorimétrie) et contient 
des paragraphes à propos : 
• du contraste en luminosité, 
• de celui en chromaticité,  
• de la discrimination et de l’identification par la couleur, 
• de la lisibilité, 
• de la conception graphique en utilisant le bleu, 
• des différences individuelles de perception de la couleur, 
• des problèmes de masquage par la texture, 
• de clignotement, flash et temps de réponse, 
• de la configuration matérielle et logicielle des écrans, 
• et enfin du problème de réflexion de la lumière. 
Enfin deux sections présentent des exemples de design effectués pour des problèmes 
concrets comme la conception graphique d’écrans de cockpits ou celle de logiciel de 
contrôle aérien. 
 
Malgré leurs limites, les standards sont utilisables par les concepteurs. Ils 
peuvent/doivent cependant être complétés par des explications supplémentaires 
comme celles que nous venons de lister. Il existe bien sûr d’autres sources par 
exemple les travaux qui détaillent les phénomènes entrant en jeu lors de la perception 
de représentations visuelles [Rock et Mestre, 2000] [Fairchild, 2004]. Toutes ces 
ressources dirigent l’attention des concepteurs vers les problèmes récurrents de la 
conception d’interfaces ou vers ceux de la perception visuelle des informations 
affichées. Malgré cela, des problèmes de visibilité ou de lisibilité subsistent sur les 
interfaces. En effet, même en ayant à disposition toutes ces ressources, la conception 
des interfaces graphiques de systèmes complexes reste problématique. Il y a plusieurs 
raisons possibles : 
- standards insuffisants : pas toujours appropriés ou ne correspondant pas à des 
problèmes trop spécifiques, 
- difficulté à prendre en compte toutes ces ressources dans le processus de 
conception, etc. 
- concepteurs n’ayant pas accès à ces ressources, par méconnaissance ou 
ressources ignorées volontairement. 
Dans [Chevalier et al., 2009], les auteurs introduisent « MetroWeb 2.0 », un outil pour 
concepteurs de sites web, qui présente une base de connaissance composée de 
recommandations ergonomiques (issues du W3C) et qui permet leur consultation ainsi 
que celle de ressources dédiées à la conception. Dans l’article, les auteurs étudient 
l’influence de l’utilisation (ou de la non-utilisation) de cet outil sur les résultats de 
conception des sites web (génération et évaluation). Les auteurs montrent qu’un tel 
outil a eu un effet indirect sur la conception en favorisant une meilleure prise en 




a aussi favorisé la génération de plus de solutions alternatives et contenant moins de 
violations aux règles de l’utilisabilité. 
7.1.5 Outils d’aide à la conception de palettes de couleurs pour l’IHM 
En 1981, Truckenbrod proposait un article intitulé « Effective use of color in 
computer graphics » [Truckenbrod, 1981]. Il y présentait les caractéristiques de la 
couleur selon Munsell, ainsi que la démarche et les problèmes liés à l’utilisation de la 
couleur pour réaliser des compositions graphiques. Ce travail montre que l’intérêt de 
l’utilisation de la couleur comme une variable de composition graphique existe depuis 
les débuts de l’introduction de la couleur sur les dispositifs d’affichage 
(« Compucolor » étant le premier PC (Personal Computer) avec un écran couleur en 
1975).  
En 1991, Bauersfeld et Slater d’Apple Computer proposent des recommandations 
pour la conception d’outils dédiés à la couleur [Bauersfeld et Slater, 1991]. Le titre de 
l’article résume ces recommandations : « User-oriented color interface design : direct 
manipulation of color in context ». Les auteurs insistent sur l’importance de la prise 
en compte du contexte et des relations entre couleurs, et sur l’importance de 
l’utilisation d’espaces perceptuellement uniformes ainsi que sur les avantages de la 
manipulation directe des couleurs.  
Nous avons également vu que certaines recommandations et certains outils permettent 
de sélectionner des couleurs en fonction des données à représenter notamment dans le 
domaine de la cartographie [Brewer, 2004]. Dans cette partie de la thèse, nous 
présentons d’autres outils dédiés à la sélection de couleurs pour les interfaces. Nous 
commencerons par la proposition de la NASA avec un outil en ligne permettant de 
mettre en application les recommandations émises sur le site du « Color usage 
research lab ». Nous présentons aussi les travaux de Lyons et Moretti proposant des 
outils pour créer des palettes harmonieuses dans le domaine de l’IHM. Un autre type 
d’outil propose de réaliser cette tâche de façon automatique, ce sont les travaux de 
Meier. Enfin nous présentons plusieurs travaux utilisant le cercle chromatique et les 
relations harmonieuses qu’il permet de créer entre différentes couleurs. 
7.1.5.1 L’« Interactive Design Tool » de la NASA 
La NASA sur son site web « Color Usage Research Lab » fournit des 
recommandations et démarches pour l’usage de la couleur ainsi que des informations 
complémentaires à propos de la perception des couleurs et de la colorimétrie. La 
NASA propose un outil associé à ces ressources sous la forme d’une applet Java. Cet 
outil est représenté sur la Figure 76. Il permet de sélectionner des couleurs 
représentées dans un espace adapté de celui de Munsell. Ces couleurs sont appliquées 
à des exemples placés dans la partie haute de l’outil (sélection possible d’une couleur 
par ligne de symboles ainsi qu’une couleur par fond). En bas à gauche une « tranche » 
de l’arbre de Munsell est représentée, elle permet de sélectionner la chroma (C) et la 
clarté (L*) d’une couleur. Au-dessus, le cercle chromatique permet de sélectionner la 
teinte de la « tranche » dans laquelle l’utilisateur souhaite sélectionner une couleur. La 
partie en bas à droite représente une vue de dessus de l’arbre de Munsell pour une 
clarté donnée (ici 80), elle permet de sélectionner la teinte (Hue) ou la chroma de la 
couleur. Au-dessus de cette vue, une représentation « résume » les couleurs et clartés 
sélectionnées par des barres horizontales (pour les symboles colorés) et verticales 
(pour les backgrounds). Les coordonnées RGB des couleurs de fond sont données en 
hexadécimal. Une option permet de passer en niveau de gris pour permettre à 
l’utilisateur de se rendre compte visuellement des contrastes lumineux entre couleurs 





Figure 76 : Outil interactif de conception proposé par la NASA. 
Cet outil présente de nombreux avantages comme l’utilisation d’un espace 
« perceptif », ou encore la présentation d’exemples des choix de couleurs sur un 
ensemble de symboles et de fonds différents. Nous détectons cependant plusieurs 
limites à cet outil, par exemple le fait que l’espace coloré ne soit adressable que par 
des pas de couleur élevés (choix de cases de couleurs à la place d’un espace 
homogène) ou encore que les couleurs une fois sélectionnées, ne présentent plus 
aucun lien entre elles.  
7.1.5.2 Travaux de Lyons et Moretti : sélection de palettes harmonieuses 
Entre 2000 et 2005, Lyons et Moretti ont publié six articles à propos d’outils de 
sélection de palettes de couleurs harmonieuses pour les interfaces graphiques. Le but 
des auteurs est de trouver une méthode pour colorer les interfaces de manière 
harmonieuse en prenant en compte les relations entre les composants de l’interface et 
certaines règles de colorimétrie ou de design pour l’harmonie entre couleurs. Les 
auteurs souhaitent satisfaire à la fois des objectifs esthétiques et pragmatiques c’est-à-
dire faire en sorte que des éléments présents à l’écran soient distinguables deux à 
deux, mais aussi que d’un point de vue global l’interface laisse un sentiment 
d’harmonie colorée et que chacun des composants de l’interface soit plaisant. Ils 
introduisent pour cela la notion de molécule colorée : une forme solide (représentée 
par un fil de fer) à l’intérieur d’un espace couleur en 3D. Cette molécule représente 
les relations à maintenir entre les éléments visuels de l’interface. Elle peut être 
déplacée dans un espace de couleur 3D (perceptuellement uniforme) pour atteindre 




7.1.5.2.1 Modèle de création d’une molécule harmonique 
Dans « Color group selection for computer interfaces » [Lyons et Moretti, 2000], les 
auteurs décrivent la méthode pour créer ce type de molécules harmoniques. Dans une 
première phase de création de cette molécule, l’utilisateur et le développeur de leurs 
outils doivent informer le système de certaines caractéristiques de l’interface à colorer 
parmi lesquelles l’importance, la longévité et la taille des éléments de l’interface. Ils 
doivent également classer deux à deux les éléments composant l’interface et leur 
attribuer un qualificatif parmi « identiques », « distincts » ou « peu importe ». À partir 
de ces choix, une molécule harmonieuse définissant des positions relatives entre les 
atomes est construite. L’utilisateur définit le type de molécule et donc sa forme parmi 
les types « complémentaire », « split complémentaire », « analogue », « spectre 
complet », etc. Les atomes de cette molécule correspondent aux couleurs de 
l’interface. La position de ces atomes le long du fil de fer (formant des liaisons 
moléculaires) correspond à leurs coordonnées dans l’espace colorimétrique. Cette 
position est déterminée grâce à une force de répulsion R, appliquée aux atomes devant 
être distingués. 
R= importance_a * importance_b * longevité_a*longévité_b / (taille_a*taille_b) 
De même, un coefficient de prégnance prenant en compte l’importance, la taille et la 
longévité est mis en place afin d’accentuer ou de diminuer la prégnance de certains 
éléments. 
7.1.5.2.2 Revue des sélecteurs de couleurs 
Dans la suite de leurs travaux de recherche, Lyons, Moretti et al font un état de l’art 
des outils de sélection de couleurs ou de sélection de palettes de couleurs 
harmonieuses [Moretti et Lyons, 2002] [Lyons et Moretti, 2004]. Les auteurs y 
présentent les problèmes que rencontrent les concepteurs pour choisir une couleur 
avec des outils qui ne prennent en compte ni le contexte de la couleur à choisir 
(fréquence d’apparition et possibles interactions colorées), ni les lacunes des outils 
existants quant à la compréhension des modèles colorimétriques et à l’aide à la 
création et à la manipulation de groupes harmonieux de couleurs. Ils pointent 
également certains problèmes liés à la subjectivité des êtres humains, notamment pour 
la préférence ou le nommage des couleurs, ainsi que certaines autres difficultés liées à 
l’inadéquation de certains modèles colorimétriques (RGB, TSL et leurs dérivés) pour 
des tâches de conception. 
Munsell proposait à côté de son modèle colorimétrique un algorithme de sélection de 
couleurs harmonieuses. Ces résultats sont utilisés comme référence pour l’étude des 
outils existants. Les défauts de ces outils sont répertoriés : par exemple l’utilisation du 
modèle RGB, ou l’organisation linéaire des teintes sur TSL. Dans leur démarche, les 
auteurs relèvent aussi « les bonnes propriétés » que certains outils mettent en action 
comme la sélection de couleurs dans des espaces autres que RGB, l’utilisation d’outils 
pour la sélection de palettes harmonieuses, la manipulation directe, le feedback 
immédiat sur les interfaces à colorer, le fait d’avoir un nombre possible de couleurs 
illimité dans les palettes et l’utilisation de systèmes colorimétriques perceptuellement 
uniformes comme celui de Munsell ou bien encore CIELAB ou CIELUV. Les auteurs 
proposent un ensemble de conseils pour la conception d’outil de sélection de groupes 
harmonieux automatiques en relation avec l’article présentant leur modèle et en 
précisant à nouveau que ce type de système doit connaître une hiérarchie de 
l’importance des objets visuels.  
Les auteurs insistent aussi sur le fait que la sélection de couleurs est importante pour 




s’agit de choisir en fait des « interactions colorées » plutôt que des couleurs 
individuelles. Les auteurs dénoncent aussi le fait que les développeurs informatiques 
ne sont pas formés à faire ces choix et que certains d’entre eux ont été habitués à ne 
choisir que des palettes colorées violentes, tape-à-l’œil. 
 
Les auteurs dénoncent aussi le fait que la plupart des sélecteurs d’ensemble de 
couleurs ne répondent pas aux exigences citées ci-avant et se contentent d’une roue 
chromatique et d’un fil de fer 2D rotatif (molécule représentant une relation rigide 
entre les teintes) pour symboliser la palette. 
Les autres problèmes relevés sont les suivants :  
• La non-uniformité de la roue chromatique n’est souvent pas prise en compte. 
En effet, certains outils se basent sur un cercle des couleurs non normalisé en 
clarté. 
• Les fils de fer (molécules) ne maintiennent pas de relations point à point 
constantes entre les couleurs, ni une distance perceptuelle. 
• Les systèmes ne recolorent pas en « temps réel » des images fournies par 
l’utilisateur. 
• La structure de la couleur n’est pas pleinement représentée en 3D ce qui selon 
eux constitue une entrave à la facilité de positionnement ou de modification 
des choix de couleur. 
Dans leur étude, seul le système Color Wheel Pro (QSX Software Group12) propose 
des fonctionnalités originales. Les couleurs sont spécifiées par des intervalles sur la 
teinte, la luminosité et la saturation. La molécule représentant les teintes de la palette 
de couleurs est modifiable. La palette colorée choisie est présentée sur des exemples 
réalistes avec une taille réaliste (voir Figure 77). 
 
 
Figure 77 : Capture d’écran du logiciel Color Wheel Pro©  
7.1.5.2.3 Proposition d’un outil, le colour harmonizer 
Le colour harmonizer est le nom donné à l’outil d’aide à la sélection de groupes 
harmonieux de couleurs pour les interfaces proposé dans [Moretti et al., 2004]. 
Comme dit précédemment, cet outil calcule une palette de couleur en fonction de 
différents paramètres associés à l’interface à colorer. Les auteurs présentent dans cet 
article la partie du colour harmonizer qui permet à l’utilisateur de visualiser et 






d’explorer l’espace de couleur en 3D. Les considérations suivantes sont à l’origine de 
ces travaux : 
- Les progrès technologiques permettent d’utiliser des modèles mathématiques complexes pour assister 
à la génération de palettes harmonieuses de couleurs. 
- Le choix des couleurs doit rester à la discrétion des utilisateurs. Ces derniers doivent donc avoir accès 
à une interface où la prospection de palette de couleurs respectant un modèle d’harmonie des couleurs 
peut avoir lieu sur un espace de couleur complet et de manière facile. 
- Les distances dans le solide représentant l’espace coloré ainsi que sur la molécule représentant les 
palettes doivent conserver un ratio constant et respecter la perception humaine de la différence entre 
couleurs. 
- Le choix de nouvelles palettes de couleurs doit se faire de manière quasi instantanée, et l’utilisateur 
doit avoir un feedback sur l’interface réelle. 
 
Les auteurs reviennent sur l’utilisation des espaces dérivés de RGB non normalisés en 
clarté pour expliquer que les couleurs vont varier en clarté alors que l’utilisateur 
souhaite par exemple manipuler la molécule uniquement autour des teintes sur la roue 
chromatique. Selon eux, les roues chromatiques unidimensionnelles ou 
bidimensionnelles posent aussi problème, car elles ne permettent pas de représenter 
toutes les couleurs en même temps. Les auteurs reviennent ensuite sur la non-
uniformité perceptuelle de la plupart des espaces colorimétriques utilisés et du 
problème que cela pose pour l’utilisation de fils de fer à l’intérieur de ces espaces. 
Pour répondre à ces problèmes, les auteurs utilisent l’espace CIELAB. Cependant ils 
ne le représentent pas tel qu’il est, c’est-à-dire dissymétrique sur l’axe des chromas 
(en forme de langue). Ils choisissent de représenter l’espace CIELAB sous la forme 
d’une sphère qu’ils considèrent plus plaisante et conventionnelle pour les utilisateurs. 
Pour contrebalancer cette adaptation de représentation, les auteurs introduisent une 
adaptation à leur modèle : selon la position à laquelle l’utilisateur le déplace dans 
l’espace, le fil de fer représentant la molécule sera distordue afin de conserver les 
relations harmonieuses qu’il représente. 
 
Figure 78 : Le « Chromotome » de [Moretti et al., 2004] 
Les auteurs détaillent alors cette représentation, le « Chromotome » (Figure 78), en 
présentant le système d’exploration de l’intérieur de l’espace 3D. Il s’agit d’un 
système de coupes permettant de visualiser différentes parties de l’espace. Les 
contrôles sur cet outil permettent de modifier la géométrie de la coupe en choisissant 
les angles de coupe. Ils permettent aussi de manipuler un fil de fer (la molécule en 
forme de Y au centre de la Figure 78) pour faire varier une palette harmonieuse dans 




7.1.5.2.4 Introduction de la notion de groupes de couleurs 
Dans [Moretti et Lyons, 2005] et [Lyons et Moretti, 2005], les auteurs introduisent la 
notion de groupes d’éléments de l’interface à colorer. Nous avons déjà décrit ci-avant 
le fait que les utilisateurs doivent décrire l’interface à colorer pour que le système 
puisse déterminer quels sont les groupes à traiter. D’autres informations comme 
l’importance et la longévité des éléments doivent aussi être indiquées par l’utilisateur. 
Pour la taille des éléments, le système peut déterminer celle-ci à condition que les 
éléments soient définis au moment du design. Leur système ne propose pas de faire 
varier la couleur des éléments dynamiquement si la taille des éléments varie à 
l’exécution. Un poids est attribué aux éléments graphiques en fonction d’un ratio 
prenant en compte la taille des éléments par rapport à la taille totale de la fenêtre de 
l’application (ou bien l’utilisateur indique directement ce poids). 
Pour faciliter la saisie de la description de l’interface, les auteurs proposent d’utiliser 
des groupes d’éléments identiques qui permettent d’éviter la ressaisie d’informations. 
Cela permet aussi d’additionner la taille de ces éléments pour qu’ils soient pris en 
compte comme un seul élément dans la formule d’harmonie de Munsell définie en 
5.6.1. Ensuite grâce au classement en trois états « peu importe », « identique » ou 
« distinct » des éléments, leur système peut agréger en un seul point dans l’espace 3D 
les points des groupes pour lesquels la couleur est identique. À l’inverse pour les 
groupes dont les couleurs doivent être différentes, plusieurs cas sont possibles avec 
notamment des optimisations pour éviter par exemple qu’en séparant les éléments 
d’un groupe, on ne les rapproche trop de couleurs d’autres éléments de l’interface. 
7.1.5.2.5 Synthèse des travaux de Lyons et Moretti et discussion 
Dans cette partie nous avons résumé les travaux de Lyons et Moretti et les étapes de la 
construction d’un outil d’aide à la sélection de palettes de couleur pour les interfaces, 
basé sur une molécule harmonieuse. Il y a en trois grandes étapes : 
- la création d’un modèle de l’harmonie des couleurs basé sur les travaux de 
Munsell ; 
- la mise en place d’un module d’optimisation du placement des couleurs ; 
- et celle d’un module d’allocation des couleurs. 
Dans leur revue des outils existants, nous retenons plus particulièrement les 
observations à propos : 
- de l’inadéquation des espaces de couleurs et modèles issus de RGB, 
- de la subjectivité des utilisateurs, 
- de la nécessité de prendre en compte les éléments dans leur contexte. 
Nous pensons que l’utilisation des trois catégories, « distinct », « identique » et « sans 
importance » pour les éléments graphiques de l’interface correspond à un premier pas 
permettant de relier une certaine hiérarchie fonctionnelle à une hiérarchie perceptive. 
Cependant nous pensons que ces catégories sont largement insuffisantes pour décrire 
les relations existant entre les éléments d’une interface, surtout s’il s’agit d’interfaces 
complexes comme on peut en trouver dans le domaine aérospatial. 
Nous avons un avis divergent sur différents points qu’ils énoncent : 
• l’utilisation d’un espace d’exploration de la couleur en 3D, 
• le fait de distordre cet espace 3D ; 
• et enfin le fait de laisser faire la génération de la palette colorée par le système. 
En effet, nous pensons qu’avec un espace 3D un utilisateur aura plus de difficultés 
pour poser des contraintes multiples ou très complexes, notamment car l’espace 
réservé est exigu et change lors de modifications de la coupe dans l’espace 3D. De 




superposant plusieurs palettes au sein d’un même espace 3D, les chevauchements 
risquent d’entraver la lecture. La distorsion de l’espace est un choix fait pour faciliter 
la navigation des utilisateurs et moins les perturber avec la visualisation des coupes. 
Nous pensons que cette distorsion d’un espace 3D continu peut entrainer une 
mauvaise interprétation. Selon nous, il est préférable de séparer les axes de la couleur 
et de conserver une visualisation 3D correcte à côté. Nous ne pensons pas que le fait 
de construire les palettes de couleur de manière automatique et surtout de figer la 
forme de la molécule harmonique dans la première partie de la construction permette 
d’atteindre une palette harmonieuse pour des systèmes complexes. En effet, si le 
placement de la molécule dans l’espace n’est pas satisfaisant, les utilisateurs doivent 
pouvoir le modifier. Cette limitation (figer la forme de la molécule) n’empêchera pas 
les utilisateurs novices de placer la molécule sur un arrangement coloré non 
harmonieux, par contre elle contraindra les utilisateurs experts en les empêchant 
d’ajuster plus précisément la molécule. De plus, les utilisateurs doivent pour 
construire cette molécule renseigner le système séquentiellement sur diverses 
propriétés de tous les éléments de l’IHM. Ce processus limite à notre avis l’utilisation 
du color harmonizer à des interfaces simples même après l’introduction du système 
de groupage pour simplifier ces étapes. En effet, le manque de flexibilité de ce 
processus peut gêner la mise en place d’une démarche de conception exploratoire. Il 
peut également, si la molécule n’est pas modifiable, se rapprocher du concept de 
premature commitment  [T. R. G. Green et Petre, 1996] qui définit des cas pour 
lesquels les utilisateurs sont obligés de renseigner un système avant d’avoir toutes les 
connaissances requises pour le faire.  
Nous terminons la revue de ces travaux par une citation intéressante des auteurs à 
propos des choix de conception des couleurs par des utilisateurs novices : 
« Naive colourists tend to use hue as the first means of distinguishing objects on the basis of colour, 
and value the last ; experienced colourists reverse the order. » 
7.1.5.3 ACE : A Color Expert System for User Interface Design 
Dans [Meier, 1988], Barbara J. Meier présente ACE un système expert pour la couleur 
à utiliser lors de la conception des interfaces utilisateurs. Elle décrit les raisons pour 
lesquelles la couleur est utilisée dans les interfaces graphiques, puis relève des 
problèmes liés à la conception graphique utilisant la couleur. Nous avons déjà abordé 
la plupart de ces problèmes dans les parties ou chapitres précédents de ce manuscrit. 
Nous notons cependant qu’une des raisons évoquées pour expliquer les difficultés est 
le fait qu’un mélange de disciplines variées ayant trait à la couleur (physique, 
physiologie, psychologie, art, design graphique) est nécessaire, mais qu’il n’y a 
aucune mise en commun de la terminologie ou des modèles. Meier explique ensuite 
pourquoi selon elle un système expert est approprié pour répondre à un problème de 
choix de couleurs ainsi que les buts du système ACE : choisir des couleurs 
appropriées, efficaces et élégantes pour la représentation graphique des interfaces.  
ACE a pour domaine d’application les interfaces composées d’items/widgets des 
boites à outils WIMP (bien que l’utilisateur puisse informer le système des propriétés 
d’items non standard). La description de l’interface se fait par le biais d’une série de 
questions. L’auteur souhaiterait plutôt une interface graphique présentant les 
composants standards et la possibilité de les positionner les uns par rapport aux autres 
par drag & drop (cela éviterait les erreurs de description de l’interface faites par les 
utilisateurs). L’auteur décrit ensuite les systèmes experts ainsi que les bases de 
connaissances utilisées :  
- Une base de connaissances sur les interfaces. Celle-ci contraint les éléments en se basant 




leurs relations les un par rapport aux autres (par exemple : contraste entre 2 éléments). 
Cette base est composée de règles définies dans la littérature, mais comme celle-ci est 
limitée à des principes généraux ou à des interdictions, la base comporte aussi d’autres 
règles issues de l’expérience ainsi que des jugements esthétiques. 
- Une base sur la couleur. Celle-ci est composée de règles sur l’harmonie et le contraste entre 
les composantes de la couleur, sur l’agrément de la composition de 2 couleurs. Elle permet 
aussi de déterminer des sous-ensembles de l’espace HSL en le décomposant en dix teintes, 
quinze luminosités et trois saturations. 
- Une base de contrôle. Celle-ci formalise une stratégie d’application des autres règles pour 
choisir une couleur. 
À partir de ces bases de connaissance et de la description de l’interface, le système 
ACE crée des contraintes, ordonnance les objets de l’interface, leur attribue une 
couleur selon les contraintes et affiche le résultat. Selon l’auteur, les résultats 
proposés par ACE sont différents de ceux que proposerait un expert en design 
graphique, mais ils sont meilleurs que des couleurs choisies au hasard, car ils 
respectent les règles établies. L’auteur précise qu’ACE est loin d’être un outil robuste 
et utilisable. Elle affirme en s’appuyant sur ce prototype que les systèmes experts sont 
appropriés pour choisir des couleurs pour les interfaces. Elle relève cependant des 
limites comme le besoin de faire ajuster le choix des couleurs par des experts ou 
comme le fait que les interactions visuelles entre couleurs ou le sens pour le contraste 
ou l’harmonie sont difficiles à encoder dans un système expert. 
En effet, un tel système est intéressant car il prend en compte les aspects fonctionnels 
et relationnels des éléments composant une interface graphique. La difficulté d’un 
système expert est de savoir trouver et entrer dans le système toutes les règles utiles à 
la résolution du problème ciblé. La couleur est très complexe à modéliser : sa 
perception est relative au contexte et l’harmonie est une notion subjective. Ces 
constats nous font penser, comme pour le color harmonizer, qu’une résolution 
automatique du choix des couleurs ne peut apporter une solution satisfaisante sans 
intervention d’un expert. 
7.1.5.4 Correspondance entre hiérarchies fonctionnelles et perceptuelles 
Les outils de Lyons et Moretti ainsi qu’ACE de Meier ont un point commun avec les 
recommandations émises par la NASA : ils cherchent avant de proposer une palette de 
couleurs (soit au travers d’une molécule soit grâce à un système expert) à modéliser 
une hiérarchie « fonctionnelle » des éléments présents sur l’interface graphique. Dans 
leurs travaux [Sawant et Healey, 2007] « need for perceptual hierachies in 
visualization » veulent adapter les informations présentées sur les systèmes d’InfoVis 
en fonction de plusieurs critères. Pour cela, ils proposent de : 
- Déterminer la quantité maximale d’information qu’un écran peut encoder ; 
- Concevoir des visualisations qui maximisent l’information par rapport à 
cette limite ; 
- Adapter la visualisation des informations présentées (ajout ou suppression 
d’informations) pour conserver la qualité de l’affichage du contenu d’un 
point de vue perceptif.  
Ces travaux en combinant des informations sur la capacité d’affichage des écrans et 
sur l’acuité visuelle des utilisateurs proposent donc de s’appuyer sur un autre type de 
hiérarchie : une hiérarchie perceptuelle. Cette hiérarchie perceptuelle est à mettre en 
relation avec les travaux de l’InfoVis présentées en 4.3 et qui définissent les 
catégories de variables visuelles et leur « pouvoir perceptif ». La plupart des travaux 
que nous venons de présenter essaient donc de modéliser une des tâches inhérentes à 
la conception de rendus graphiques : faire correspondre une hiérarchie fonctionnelle à 




7.1.5.5 Interactive Color Palette Tools 
Dans [Meier et al., 2004], les auteurs décrivent les Interactive Color Palette Tools 
(IPT), un ensemble de six outils-palettes interactifs et interconnectés prenant en 
compte les besoins des designers graphiques pour l’utilisation de la couleur dans des 
compositions colorées. Les composants sont représentés sur la Figure 79 et indexés 




Figure 79 : Les outils d’Interactive Color Palette Tools par [Meier et al., 2004] 
Le palette browser (a) permet de naviguer parmi des palettes prédéfinies et de 
visualiser des images dont les couleurs sont associées à ces palettes. Les designers 
peuvent ainsi se commencer leur travail en se basant sur une des palettes 
préexistantes, ils ont en plus une idée plus précise grâce à un exemple d’utilisation des 
couleurs de la palette sur une image. La clarté et la saturation globale de la palette 
sont ajustables. 
Image and composition tool (b) permet de choisir une image avec les couleurs de la 
palette et représentant des formes abstraites (rectangles) ou un poster simplifié et d’en 
modifier la composition (z-order, échelle et position). 
Le gradient mixer (c) permet de créer à la manière d’une palette de peintres des zones 
colorés (déplaçables et effaçables) entre lesquelles des gradients sont créés lorsque 
l’utilisateur effectue un drag d’une à l’autre. 
Le dial-a-color (d) permet de jouer sur les relations entre couleurs grâce au placement 
de deux à six couleurs selon un schéma harmonieux (complémentaire analogue, etc.) 
sur un cercle chromatique HSL ou CIELAB. Les palettes harmonieuses sont 




teinte et des ajustements basés sur les connaissances des auteurs sont faits selon la 
teinte sur la saturation et la clarté. 
Le palette breeder (e) permet de générer des palettes à partir de variations de palettes 
existantes (utilisation d’algorithme génétique modifié). L’outil name permet de 
sélectionner des couleurs par leurs noms aussi subjectifs soient ils. Enfin, l’outil 
grouper permet aux utilisateurs de grouper et d’organiser les couleurs de palettes en 
toute liberté (en tas, en pile, par teintes, par saturations, etc.). 
Le frequency visualizer (f) propose aux utilisateurs de visualiser les couleurs de la 
palette sur des représentations ayant pour motifs des cercles ou carrés placés 
aléatoirement ou sur des grilles. Pour chaque couleur, l’utilisateur peut faire varier la 
fréquence d’apparition ou la taille du motif associé et ainsi expérimenter différentes 
compositions. 
Les auteurs concluent en montrant que les utilisateurs d’IPT n’utilisent parmi les 
outils proposés que le sous-ensemble d’outils les plus pertinents pour leur tâche. Ils 
montrent aussi l’intérêt de résoudre les problèmes de manière visuelle et en ne partant 
pas de zéro. Nous trouvons également que le fait de s’appuyer sur des palettes 
existantes est un point intéressant tout comme le fait de visualiser les possibilités au 
travers du gradient mixer et de faciliter l’exploration de solutions. 
7.1.5.6 Autres outils : harmonie et hiérarchie perceptuelle 
7.1.5.6.1 Cercle chromatique et arrangements harmonieux 
Le cercle chromatique, proposé par Newton et amélioré au fil des modèles ou adapté 
selon les besoins des utilisateurs, permet entre autres choses de construire des 
« arrangements harmonieux » de couleurs grâce à leurs teintes. Il existe un certain 
nombre d’arrangements prédéfinis faisant intervenir des groupes de couleurs. Ainsi 
par exemple un arrangement complémentaire consistera à répartir les couleurs de part 
et d’autre d’une diagonale du cercle, alors qu’un arrangement de couleurs analogues 
les positionnera sur des angles de teintes proches. D’autres arrangements proposent 
des harmonies en répartissant les teintes de façon homogène sur l’ensemble du cercle 
chromatique. Par exemple, lorsque trois couleurs forment un triangle équilatéral à 
l’intérieur du cercle (arrangement en triangle, ou triade), la palette formée peut venir 
se positionner sur les couleurs primaires du système utilisé ou sur toute autre 
combinaison de couleurs espacées d’environ 120 degrés. De la même façon, en 
augmentant le nombre de couleurs présentes et en adaptant les angles, on peut obtenir 
différents types d’arrangements : en carré, en rectangle, en étoile, etc.  
Ce type de représentations sur le cercle des teintes est un moyen de chercher des 
arrangements harmonieux pour les concepteurs. Cependant les réglages en chroma et 
en clarté sont très influents sur la représentation et la perception des couleurs choisies 
et donc sur la sensation d’harmonie qui s’en émane. Les outils s’appuyant sur ces 
représentations doivent aussi offrir à leurs utilisateurs un moyen de régler les autres 
dimensions de la couleur. Nous étudions plusieurs outils basés sur ce type de travaux 
dans la partie qui suit. 
7.1.5.6.2 Outils basés sur les harmonies colorées 
D’autres travaux présentent des outils basés sur des roues chromatiques et les théories 
sur l’harmonie des couleurs. Par exemple, [Cohen-Or et al., 2006] proposent d’utiliser 
ces principes d’harmonie pour redéfinir les couleurs présentes dans des photographies 
de manière plus harmonieuse.  [Tokumaru et al., 2002] proposent un système de 
génération de palette de couleur en fonction d’une couleur de départ et d’un « thème » 




harmonieux en teintes, mais aussi sur le réglage automatique des autres dimensions en 
fonction des paramètres initiaux. [Kagawa et al., 2003] présentent une autre méthode 
de coloration automatique d’une image cible (par exemple un logo). L’image est 
recolorée à partir de couleurs jugées « plaisantes » extraites d’une image source. Ces 
couleurs sont réassignées sur l’image cible en prenant en compte la surface et la forme 
des nouveaux éléments cibles.  
L’utilisation de ces outils pour l’harmonie ne se cantonne pas à la conception de 
palettes pour les interfaces graphiques ou les images puisque dans [Chu et al., 2008] 
les auteurs utilisent les principes d’harmonie des couleurs dans des outils pour 
l’exploration et le choix de couleurs pour l’urbanisme et l’architecture. Ces 
problématiques d’harmonie des palettes sont très présentes dans les domaines 
d’activités liés au design de site web. Nous présentons ces outils dans le paragraphe 
suivant.  
7.1.5.6.3 Outils de génération thèmes colorés pour le web 
Adobe® propose « adobe Kuler »13 un outil en ligne dédié à la sélection (et au partage 
avec les autres utilisateurs) de palettes de couleurs harmonieuses. Ces palettes sont en 
général destinées à devenir des thèmes de couleur pour les sites web (Figure 80, à 
droite). Cet outil est basé sur une « molécule » harmonique (en haut au centre) dont 
on peut choisir l’arrangement harmonieux (couleurs complémentaires, analogues, 
etc.). Chacune des couleurs de la palette est ensuite ajustable individuellement dans 
un système de coordonnées laissé au choix de l’utilisateur (RG, CIELAB, TSL, etc.). 
 
  
Figure 80 : Les outils de sélection de palettes harmonieuses pour le web. 
Un autre outil du même type est le « Color Scheme Designer »14 (Figure 80, à gauche) 
qui propose lui aussi des arrangements harmonieux sur le cercle des teintes. Dans un 
second onglet, l’outil propose de régler globalement la saturation et le contraste de la 
palette. Cet outil propose aussi un module de visualisation de la palette comme si elle 
était perçue par des sujets atteints de différents types de daltonismes. 
7.1.5.7 Résumé des apports proposés par ces outils 
Dans le corpus d’outils que nous venons de présenter, nous retenons principalement 
les démarches suivantes : 








- l’utilisation de représentations servant d’exemple de conception et 
permettant d’apprécier les différences de contraste entre fonds et forme des 
éléments graphiques ; l’impact de la taille des éléments sur les agencements 
de couleurs, ou celui de la fréquence d’apparition d’une couleur sur la 
perception d’une scène graphique. 
- l’établissement systématique (plus ou moins précis) de relations entre les 
paramètres visuels et la sémantique des données, c’est-à-dire pour ces 
systèmes à établir une relation entre trois dimensions de la couleur et 
différents éléments graphiques d’une interface graphique.  
- l’utilisation des principes d’harmonie pour la sélection de palettes de 
couleurs 
- l’utilisation de palettes existantes comme celles extraites d’œuvres d’art ou 




7.2 Méthodes et outils pour les autres phases de développement 
Nous avons vu dans la partie précédente les différentes démarches et les outils 
associés destinés à la conception de rendus graphiques. Dans cette partie, nous 
abordons les travaux liés à d’autres phases du développement. Par exemple, nous 
étudions les relations entre esthétique et acceptabilité des systèmes ou bien encore les 
démarches permettant de prendre en compte les émotions des utilisateurs. Ces 
questions se posent en général lors des phases d’analyse du besoin ou d’évaluation 
des systèmes. Nous présentons aussi les moyens permettant de conserver une trace 
des choix de conception tout au long du cycle de vie d’un système. Nous présentons 
enfin des démarches d’évaluation qui peuvent s’appliquer à la vérification des rendus 
graphiques. 
7.2.1 Quels liens entre esthétique et acceptabilité des systèmes ? 
Nous avons vu dans plusieurs des exemples présentés dans cette partie que les outils 
de conception proposent d’améliorer la « beauté » ou l’harmonie des rendus visuels 
des systèmes. Pour les systèmes informatiques graphiques, ces aspects esthétiques ont 
parfois un impact sur l’acceptation du système ou sur son confort d’usage. De 
nombreux travaux se sont penchés sur la question de l’impact de la beauté des 
interfaces sur les utilisateurs [J. Hartmann et al., 2007], [J. Hartmann et al., 2008] 
[Tractinsky, 2004]. Ces questions sont parfois sujettes à controverse et Don Norman 
répond avec l’article « Attractive things work better » [Norman, 2002] aux personnes 
ayant interprété les propos de son livre « The Design of Everyday Things » [Norman, 
1990] comme prônant l’utilisabilité au détriment de l’esthétique. Il définit les 
émotions et précise que le contexte et la situation modifient le ressenti d’une émotion. 
La suite de l’article traite de l’impact positif et négatif que ces émotions peuvent avoir 
sur nos comportements. L’auteur dit que dans certaines situations difficiles, des 
émotions négatives comme la peur (si elle n’est pas trop intense) permettent de mieux 
se concentrer sur notre but. Dans l’activité de contrôle aérien, cette observation est 
parfois rapportée. Ainsi, les concepteurs de tels systèmes ne doivent pas chercher à 
tout prix à protéger les utilisateurs d’émotions connotées négativement. Les émotions 
positives permettent, quant à elles, d’explorer plus d’alternatives même face à un 
problème difficile. Cependant les émotions positives nous rendent plus distraits. Dans 
les situations stressantes, Norman recommande donc aux concepteurs de se focaliser 
sur les besoins des utilisateurs en leur offrant des actions appropriées, facilement 
atteignables et facile à appliquer plutôt que sur l’aspect esthétique. Il justifie ce choix 
en donnant un exemple qui montre que le stress peut faire perdre ses moyens aux 
utilisateurs et il préconise donc de leur éviter les distractions, les ralentissements et les 
irritations. Dans les situations non stressantes, les utilisateurs sont plus enclins à 
outrepasser les difficultés rencontrées dans la tâche (plus de créativité) ou à ignorer de 
légers problèmes du système si celui-ci est plaisant, attractif, beau. Ainsi, Norman 
confirme l’importance accordée à l’esthétique d’un système « Attractive things work 
better ». Il rappelle tout de même que l’esthétique ne peut pas suffire à réaliser un bon 
design. Un bon design est un tout où l’équilibre entre beauté et utilisabilité est 
primordial. 
Hartmann, Sutcliffe et Angeli ont eux aussi étudié précisément les relations entre 
beauté, émotions et préférences des utilisateurs. Dans [J. Hartmann et al., 2007], les 
auteurs expérimentent la préférence, l’intention et le jugement de sujets sur 
l’utilisation de sites web permettant d’effectuer une recherche. Les variables de cette 




sujets. Les auteurs transposent la notion d’effet de halo, « halo effect » issu du 
domaine de la psychologie vers celui de l’IHM. Cet effet de halo (ou de notoriété) est 
un biais cognitif affectant la perception qu’un sujet a à propos d’une personne (ou 
d’une marque commerciale) suivant qu’elle est perçue comme belle ou non. Leurs 
résultats montrent que la préférence des utilisateurs, leur satisfaction ou acceptabilité 
du système semblent bien être liées à la beauté du site web. Les auteurs rappellent 
qu’il faut connaître les personnes à qui s’adresse un système et ajoutent qu’il faut 
surtout connaître leurs attentes et préférences. Ils concluent en disant que la beauté est 
une composante importante de la qualité d’un design, mais que la perception de cette 
beauté dépend de la culture des utilisateurs et de la tâche qui leur est confiée. Ils 
ajoutent que pour des problèmes plus graves, l’effet de halo peut disparaître si les 
utilisateurs perdent la confiance qu’ils ont envers le système. Dans [B. Hartmann et 
al., 2008], les auteurs confirment que le lien entre beauté et utilisabilité va au-delà de 
la simple affirmation « ce qui est beau est utilisable » puisqu’un effet de halo est 
relevé pour certains sites moins performants, mais préférés, car ils sont « plus beaux » 
que d’autres. Ils font remarquer là aussi que ce lien dépend du contexte, du but des 
utilisateurs et de leurs attentes à propos de l’usage. L’expérience que les auteurs ont 
acquise auprès des sujets leur fait faire la supposition suivante : « the “feel-good factor” 
could be more important than the “look” of visually aesthetic design ». Nous pouvons aussi 
rapprocher le « halo effect » de la théorie de Norman puisque cet effet rejoint 
pleinement le « beautiful things work better ». L’esthétique d’un système permettrait 
à ses utilisateurs de ne pas s’arrêter sur les défauts légers et difficultés. Les remarques 
à propos de l’influence de la culture ou de la tâche sur les émotions rejoignent aussi 
celles émises par Norman et l’approche cognitive des émotions que nous décrivons 
dans le paragraphe suivant. 
7.2.2 Les émotions et la culture de l’utilisateur : est-il possible de les prendre en 
compte et de les évaluer ? 
D’autres articles traitent de l’utilisation de l’impact émotionnel que provoquent les 
systèmes interactifs sur leurs utilisateurs [Boehner et al., 2007] [Mahlke et al., 2006]. 
Dans [Gauducheau, 2009], Nadia Gauducheau présente un état de l’art sur la prise en 
compte de l’émotion pour l’IHM. Elle y présente plusieurs familles d’utilisation de 
l’émotion dans l’IHM. Notre travail est en rapport avec l’usage qui consiste à prendre 
en compte les émotions lors de la conception du système (emotional system design 
approach) pour en favoriser l’acception. Cette prise en compte peut être faite en 
amont de la conception ; ou en aval en « mesurant » les émotions des utilisateurs lors 
de l’utilisation d’un système dans le cadre d’études sur la « User Experience », UX. 
Cette mesure doit servir à déterminer si un système est pertinent ou non. Gauducheau 
propose d’étudier plus en détail cette approche. L’auteur émet ensuite une hypothèse 
intéressante en proposant qu’à l’heure actuelle, les connaissances à propos des liens 
existant entre émotions et IHM sont trop limitées pour être utilisées dans une 
démarche d’identification des problèmes ergonomiques des systèmes. La suite de 
l’article démontre pourquoi en s’appuyant sur trois approches pour définir les 
émotions et trois méthodes pour les recueillir en argumentant. 
7.2.2.1 Définir les émotions 
L’approche recommandée pour définir les émotions est l’approche cognitive. Ceci au 
détriment d’une approche catégorielle (qui utilise généralement l’observation 
d’expressions faciales reliées à des catégories d’émotions simples) et de l’approche 




un autre pour le niveau d’activation). Cette dernière approche est la plus utilisée dans 
les travaux sur l’UX. L’approche cognitive est présentée comme suit :  
« L’émotion est le résultat d’un processus cognitif d’évaluation, automatique et souvent inconscient, 
qui porte sur les dimensions suivantes : nouveauté de la situation, valence (positive ou négative), 
signification par rapport aux buts et besoins de l’individu (pertinence, frein ou facilitation), possibilité 
de faire face à l’évènement (contrôle) et compatibilité avec les normes culturelles et personnelles. Le 
résultat de cette évaluation peut être exprimé dans différentes composantes de l’émotion : réaction 
physiologique, sentiment, expression faciale. […] Dans ce modèle, les émotions sont le résultat de 
l’évaluation des évènements (adéquation au but), de l’action des agents (adéquation aux normes 
sociales), et des objets (adéquation par rapport aux préférences) ». 
Les remarques suivantes traitent des réactions émotionnelles selon cette approche :  
« Les émotions dépendent des caractéristiques de l’utilisateur : personnalité, compétences, buts et 
motivations, normes culturelles (par exemple, apprécier ou non l’apparence d’une interface est lié à la 
culture). Les réactions émotionnelles dépendent également des caractéristiques du dispositif : les 
interactions homes-machines (par exemple, l’utilisation d’une fonctionnalité), les propriétés 
sensorielles des objets (apparence, toucher..) et les propriétés symboliques (attentes associées à l’outil). 
Ainsi, le même système peut susciter des émotions différentes selon les utilisateurs. Ceci est cohérent 
avec la théorie cognitive des émotions, qui souligne le fait que ce n’est pas la situation en elle-même 
qui provoque telle ou telle émotion, mais la manière dont celle-ci est interprétée » 
« Ainsi, il semble plus prudent de considérer qu’il n’y a pas de réaction émotionnelle appropriée en 
soi, mais que cela dépend du type de situation (tâche, interface…). » 
7.2.2.2 Recueillir des émotions 
En ce qui concerne la mesure et le recueil des émotions, les trois méthodes présentées 
dans l’article sont le recours à des mesures objectives, à des questionnaires, ou enfin à 
des entretiens. L’article insiste sur la complexité des effets et sur le caractère 
dynamique des émotions. Ces observations amènent l’auteur à recommander la prise 
en compte de différentes composantes de l’émotion lors de l’analyse, mais aussi de 
préférer les entretiens aux autres méthodes de recueil. Pour les entretiens, l’auteur 
insiste sur l’importance de la verbalisation (pour « décrire de façon fine leur expérience 
émotionnelle », « décrire la manière dont ils ont évalué, appréhendé la situation », et avoir “ accès à 
l’origine de leur expérience émotionnelle »). L’auteur encourage aussi l’utilisation de 
support tel que des enregistrements vidéo de l’activité pour se remettre dans le 
contexte et dans la situation où les émotions observées ont été ressenties. 
« Ainsi, l’entretien (à partir de traces de l’activité) parait être une méthode pertinente pour identifier 
des pistes pour la conception et/ou l’amélioration de l’application. En revanche, la limite de cette 
méthode réside dans la difficulté d’interprétation des données : la construction d’une grille d’analyse et 
le codage des verbalisations sont des tâches fastidieuses, les résultats sont plus difficilement 
quantifiables. » 
L’auteur recommande donc une approche basée sur l’analyse qualitative et 
l’exploration des données pour établir des hypothèses sur l’origine des émotions 
observées plutôt que de se focaliser sur la production de principes ou de règles sur les 
émotions attendues en amont. 
7.2.3 Méthode pour la traçabilité des choix de design  
Nous avons étudié différents modèles de développement de systèmes informatiques. 
Bien souvent ces modèles sont orientés vers la solution, le résultat du processus et ils 
ne permettent pas de conserver une trace des options et des choix de conception ni 
d’argumenter et de justifier ces choix. Nous avons vu que les choix de conception 
pour les rendus graphiques peuvent se baser sur des critères divers comme le fait de 
respecter une harmonie entre les couleurs, le fait de mettre en avant certains éléments 
visuels ou encore celui d’accorder de l’importance aux préférences (et émotions) des 
utilisateurs. Nous pensons donc qu’il est intéressant d’explorer ces alternatives ou de 
pouvoir réutiliser leurs critères de sélection. 
 
 
Le Design Rationale [Moran et al., 1996]
choix, de les conserver et d’apporter pour chacun un ensemble d’arguments justifiant 
leur sélection éventuelle. Cette démarche offre une traçabilité du développement d’un 
système en systématisant le recueil de l’argumentaire accompagnant un choix. Les 
ressources de Design Rationale qui accompagnent un processus permettent également 
la mise en place de la documentation du produit, la justification des directions prises, 
et éventuellement la prise en compte d’évolutions du système.
 
Figure 81 : Outil implémentant l’approche «
Un exemple d’outils de Design Rationale est 
permet d’argumenter les décisions du développement selon trois éléments
option et critère [MacLean et al., 1991]
d’un outil implémentant QOC extrait de
représentées dans des carrés
triangles verts. Les choix retenus et poids accordés aux critères
sur les liens entre QOC. Cette 
visuellement dans le processus. L’approche TEAM
une extension de QOC qui permet de lier les éléments QOC aux ressources de 
conception (modèles de tâche, scénarios, modèle d’architecture) et aux dimensions de 
l’utilisabilité (triangles bleus de la
La mise en application du design rationale dans le processus de développement des 
systèmes interactif est importante,
L’application de démarches similaires pour la présentation graphique des interfaces 
nous paraît intéressante.
Document » (ADD), un artefact de conception devant permettre aux équipes de 
conception IHM de collaborer au travers de ce document de conception. L’ADD lie 
au système interactif en cours de conception des descriptions à propos des interactions 
et ses composants interactifs
concepteur, développeurs, 
des choix de conception. Un dernier type d’outils est présenté d
« Gaining design insight through i
[B. Hartmann, 2009] 
retour/feedback provenant directement des équipes de conception 
interactifs ubiquitaires plutôt que 
travers de trois types d’outils
des outils de visualisation de différences et 
l’historique de conception. 
 est une démarche qui permet d’identifier ces 
 
 Question Options Critères », extension proposée par
al., 2006] 
QOC (Question-Options
. La Figure 81 est une représentation graphique 
 [Lacaze et al., 2006]. Les questions sont 
, les options dans des cercles, et les critères dans des 
 sont aussi
carte des choix de développement permet de
 [Lacaze et Palanque, 2007]
 Figure 81). 
 car elle permet aussi de capitaliser l’expérience. 
  [Boy, 1997] présente le concept d’« 
, ce qui permet une meilleure compréhension entre 
utilisateurs et « évaluateurs », ainsi qu’une conservation 
ans sa thèse intitulée 
nteraction prototyping tools » par Björn Hartmann
propose trois approches favorisant l’utilisation d
de leurs utilisateurs. Ces approches 
 : les premiers sont des outils d’annotations
les derniers des outils de capture de 
Les exemples d’outils d’annotation et de suivi des 
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, les seconds 
 
 
modifications sont ceux d’éditeurs
et al., 1988]. Ces outils permettent d’avoir un retour de la part de collaborateurs 
directement sur le document de travail. Les annotations sont ici utilisées pour 
collaborer de façon asynchrone avec les contributeurs d’un même document.
 
7.2.4 Evaluation des rendus vis
Il existe plusieurs approches pour évaluer les présentations graphiques, nous en 
présentons quelques unes dans les cette partie avec notamment des approches ayant 
recours aux utilisateurs et à des expérimentations, alors que d’autres proposent de 
faire une lecture et une évaluation automatique du contenu des représentations.
7.2.4.1 Détermination grâce à des expériences utilisateur
Dans [Devlin et al., 2006]
de dégradation de lecture sur un écran in
recours à des dispositifs de mesure physique. Ils proposent aussi une procédure de 
réglage des dispositifs d’affichage di
les auteurs utilisent une méthode expérimentale intéressante pour déterminer les seuil
de JND entre deux images soumises à un éclairage extérieur. Il s’agit d’afficher une 
grille d’images bruitées dont l
aux sujets de cliquer sur la première image pour laquelle il
nouvelle grille est alors générée à partir du contraste de l’image choisie. Les 
contrastes de la nouvelle grille 
 
Figure 82 : Grille de contraste de l’expérience présentée par
Dans cette expérience, ce sont les utilisateurs qui déterminent pour quelle condition la 
limite de leur système perceptif est atteinte. Ce type d’expérience pourrait être 
transposé à des expériences 
graphique. Dans ce cas, l’intérêt serait par exemple de demander directement aux 
utilisateurs quel niveau de contraste leur paraît suffisant ou quel type de design leur 
paraît le plus harmonieux.
demandé aux utilisateurs de 
dégradés de couleurs indiquant la qualité de l’écran et du réglage.
 de texte. Un des premiers outils est
uels 
 
, les auteurs proposent une méthode pour détecter le degré 
duit par l’éclairage ambiant
rectement par les utilisateurs. Dans leur
es contrastes diffèrent d’un certain pas et de demander 
s perçoivent un bruit. Une 
ont un pas plus fin. 
 [Devlin et al., 2006]
utilisateurs lors de phases d’évaluation des rendus 
 Ce type de réglage existe sous certains OS où il est 
calibrer leurs écrans en s’aidant de fichiers 
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7.2.4.2 Plateforme d’expérimentation 
 [Mackay et al., 2007] proposent avec Touchstone une plateforme d’expérimentation 
permettant de faciliter la mise en place d’expérimentations pour évaluer les 
techniques d’interaction. Cette plateforme permet de concevoir, puis de jouer des 
expérimentations (soumettre des sujets à ces expériences) et enfin d’analyser leurs 
résultats. Cette plateforme facilite la création de nouvelles expériences et permet de 
recréer des expériences existantes. 
7.2.4.3 Lecture « automatique » de compositions visuelles 
D’autres travaux comme [Itti et al., 1998] proposent de déterminer automatiquement 
quels sont les éléments visuels les plus « saillants » pour le système perceptif dans 
une composition visuelle. Ces travaux se basent sur une carte des saillances élaborée 
selon une approche automatique bottom-up modélisant la perception humaine et son 
système de détection de différentes variables visuelles (pré attentives). Un autre type 
de travaux  [Rosenholtz et al., 2005] consistent à détecter l’encombrement visuel 
d’une image. Ce type de résultat pourrait être utilisé pour effectuer des vérifications 
préliminaires (sans avoir recours à des évaluations impliquant les utilisateurs) sur un 
produit issu d’un travail de conception de rendu graphique. Il s’agirait notamment de 
vérifier si les choix de conception réalisés pour faire correspondre la hiérarchie 
visuelle des éléments avec leur hiérarchie fonctionnelle sont en adéquation avec les 
résultats automatiques issus de ces modèles de la perception humaine. 
7.3 Synthèse 
Dans cette dernière partie de l’état de l’art, nous avons étudié l’ensemble des théories, 
démarches, méthodes et outils pouvant être utilisés lors de la conception de rendus 
graphiques, mais aussi lors de leur évaluation ou lors d’autres phases du processus de 
développement. Ces travaux peuvent êtres classés selon un axe opposant les 
démarches automatiques aux démarches manuelles. Par exemple pour la conception, 
nous pouvons opposer la situation où un expert omniscient se charge de tous les choix 
de conception à une démarche comme ACE [Meier, 1988], où un système expert 
définit les couleurs à appliquer à une interface graphique à partir de sa description. Ci 
dessous, le tableau 3 présente un classement des démarches et outils pour la 
conception que nous avons présentés dans ce chapitre selon leur niveau 
d’automatisation. 
Niveau d'automatisation de la 
conception 
Exemples présentés dans ce chapitre 
9 Tout Automatique  Recoloration harmonieuse de photos 
8 
Démarches et outils experts 
ACE [Meier] 
7 Colour Harmonizer [Lyons Moretti] 
6 
Démarches instrumentés 
Outils web de sélection de palettes 
harmonieuses [Adobe Kuler] 
5 ICPT [Meier] 
4 NASA tool 
3 Démarches exploratoires Paralell Path [Terry] 
2 Standards  et 
recommandations 
HFDS [FAA]  
1 NASA guidelines 
0 Tout Manuel Expert Omniscient ou Utilisateurs finaux 




Le même classement peut être établit pour les outils et démarches d’évaluation où 
certains analysent directement l’image fournie [Itti, Rosenholtz] alors que d’autres 
aident à mettre en place une évaluation chiffrée [Mackay] ou du ressenti des 
utilisateurs [Gauducheau]. 
Malgré leur diversité, les outils, méthodes et standards de conception actuels ne 
permettent pas toujours aux concepteurs de gérer avec succès les différentes phases de 
conceptions des rendus graphiques complexes. Les concepteurs ne peuvent alors pas 
délivrer aux développeurs des spécifications précises qui permettraient à la fois une 
bonne implémentation de la réponse proposée et une vérification de cette 
implémentation. Dans notre démarche de recherche, nous commencerons par étudier 
précisément ce type de rendus graphiques problématiques pour comprendre les 
difficultés de composition auxquelles sont confrontés les concepteurs et afin de mieux 
les intégrer à nos outils et méthodes d’aide. Nous devons aussi observer in situ le 
travail des concepteurs graphiques et analyser la démarche qu’ils adoptent pour 




Partie 2 : Contributions 
Dans cette seconde partie de la thèse, nous présentons nos contributions. Dans le 
chapitre précédent, nous avons étudié des recommandations et standards 
ergonomiques dédiés aux problèmes de conception des interfaces graphiques. Nous 
avons vu que ces travaux sont utiles aux concepteurs, car ils leur servent de guide 
permettant de détecter les problèmes les plus courants. Cependant, la différence entre 
une interface qui est soumises à des problèmes complexes et une qui ne s’y expose 
pas est parfois très subtile : cette différence dépend de plusieurs facteurs interagissant 
de façon difficilement prévisible. Nous avons donc cherché à circonscrire ces 
problèmes gênant la perception des systèmes afin de les étudier en détail : c’est le 
travail proposé dans le chapitre 8 au travers de trois études approfondies sur ce type 
de problèmes. Nous pensons aussi qu’une étude sur le terrain permet de se rendre 
compte au mieux de la totalité des problèmes rencontrés. Ce type d’étude permet aussi 
de comprendre comment les concepteurs détectent les problèmes, comment ils les 
abordent en tenant compte des besoins des utilisateurs, comment ils les règlent, etc. 
Nous présentons donc une analyse de l’activité de conception dans le chapitre 9. 
Celle-ci nous permet d’établir un ensemble de recommandations étant à la base de 
notre proposition de démarche instrumentée d’aide à la conception et à la vérification 
des rendus graphiques (chapitre 10). Pour finir, nous proposons dans le chapitre 11, le 
dernier de cette partie, les outils interactifs que nous avons conçus afin de mettre en 




8 Étude approfondie des problèmes de perception et des 
interdépendances perceptives possibles entre variables 
visuelles 
8.1 Introduction 
Le choix de commencer par une étude approfondie des problèmes de perception a été 
motivé par le nombre croissant de demandes d’aide à la conception et la vérification 
de rendus. L’analyse de ces demandes a permis de découvrir un panel de problèmes 
concrets. La première phase de notre travail de recherche consiste à étudier 
expérimentalement ces problèmes. Ces expérimentations ont pour but de répondre à 
plusieurs questions à propos des influences croisées de divers paramètres graphiques 
sur la perception. Les problématiques testées correspondent par exemple à l’influence 
sur la perception des paramètres de taille, de contraste et de couleur d’objets 
graphiques affichés sur des dispositifs d’affichage modernes. Ces études sur la 
perception nous ont aussi servis à mieux délimiter nos thèmes de recherche. 
Il existe dans la littérature des travaux fondamentaux traitant de la perception visuelle 
humaine sur des dispositifs d’affichage (par exemple  [Schenkman, 2003], [Wickens 
et Andre, 1990], ou [Keeble et al., 1995]). Certains ont été menés à l’aide de lumière 
projetée (par exemple les travaux de la CIE présentés dans l’état de l’art) ou bien sur 
des dispositifs d’affichage de type CRT. C’est donc aussi pour compléter ces travaux 
que nous avons conçu ces expérimentations sur des supports actuels (des écrans à 
cristaux liquides, LCD). La littérature manque de travaux récents portant sur des 
problèmes graphiques subtils : les problèmes qui ne peuvent pas être résolus 
simplement en appliquant les paramètres de taille ou de contraste proposés par les 
standards ergonomiques (par exemple un contraste minimal de 7 :1 pour la lisibilité 
des textes). Nous avons donc choisi d’expérimenter dans des conditions inspirées par 
des représentations graphiques concrètes reconnues comme étant problématiques 
(formes d’épaisseurs fines, contrastes faibles, etc.). 
Nous avons donc mené ces études sur la perception pour : 
- vérifier que les problèmes que nous avons relevés sont avérés ; 
- quantifier l’importance de ces problèmes et pouvoir répondre à des 
questions comme « Quelles (combinaisons de) variables visuelles sont les 
plus influentes sur la perception ? », « En dessous de quels seuils (de 
réglage des couleurs, de taille des éléments graphiques) des problèmes de 
perception apparaissent-ils systématiquement ? » ; 
- comprendre au mieux ces phénomènes et proposer des solutions pouvant 
prendre la forme d’algorithmes de correction des problèmes ou d’outils 
d’aide à une meilleure conception. 
Ce chapitre présente la mise en place et les résultats des expériences que nous avons 
menées. Nous présentons d’abord la méthode générale commune aux trois 
expérimentations, puis nous détaillons la démarche et les résultats de chacune d’entre 
elles. Enfin, nous analyserons l’apport général de ces expérimentations, d’une part 
grâce aux résultats concernant la compréhension des limites perceptives et 





8.2 Expérimentations méthode générale 
L’exploration des effets de différentes variables graphiques sur la perception des 
éléments composant une interface a donc été réalisée par le biais de trois 
expérimentations. Pour les trois expériences, la variable de taille (surface) des objets 
graphiques affichés est prise en compte. La première expérience s’intéresse en plus à 
l’effet de la forme géométrique des objets et à celui de la « luminosité » du fond. La 
seconde expérience vérifie l’influence sur leur lisibilité de l'arrangement des pixels 
d’objets graphiques de faible épaisseur. Cela se traduit par une comparaison de 
différentes orientations pour des traits fins. Les deux premières expériences mesurent 
des effets en « luminosité » seulement (tous les éléments graphiques sont 
achromatiques). Dans la troisième expérience, nous étudions également les effets de 
la surface et de l’orientation des objets graphiques auxquels nous ajoutons ceux de la 
teinte (objets en couleurs). Les tâches sont différentes pour chacune des expériences. 
Pour la première, les sujets devaient identifier des objets graphiques. Pour la 
deuxième, les sujets devaient indiquer dès qu’ils détectaient (percevaient) une ligne. 
Pour la dernière, ils devaient établir une correspondance entre deux couleurs. 
8.2.1 Méthode 
8.2.1.1 Dispositif expérimental des trois expériences 
Le dispositif était le même pour les trois expériences. Les sujets étaient assis devant 
un écran LCD (Iiyama® ProLite H540 S de 21 pouces, 96 dpi) dans une salle avec un 
éclairage en lumière indirecte, identique pour l’ensemble des sujets. Les réglages de 
l’écran sont restés inchangés pour chaque étude. Une calibration de l’écran avait été 
effectuée et un profil ICC établi. L'utilisation d'une mentonnière a permis de placer 
tous les sujets à la même distance de l’écran (56 cm). À cette distance, un trait de 1 
centimètre sur l’écran correspond à 1 degré d’angle visuel en rétine centrale (fovéa).  
8.2.1.2 Détermination des variables utilisées 
En plus d’une compréhension poussée des modèles colorimétriques et des 
technologies impliquées dans l’affichage de rendus graphiques, nous avons réfléchi et 
itéré longuement afin d’établir les paramètres de chacune des expérimentations. Les 
choix réalisés pour chacune des trois expériences sont détaillés dans les paragraphes 
traitant des variables dépendantes et indépendantes de chaque étude. Les difficultés 
rencontrées pour effectuer ces choix sont détaillées dans la partie synthèse et 




8.3 Étude de l’influence sur la perception visuelle de la surface des 
objets graphiques et de l’écart lumineux entre fond et forme 
Cette première expérience a pour but de vérifier dans quelle proportion les 
observations sur la perception ou les recommandations générales en matière de 
contraste s’appliquent aux technologies d’affichage moderne (de type écran LCD). 
Parmi les paramètres étudiés, nous avons choisi de tester différentes géométries 
d’objets (formes) de différentes tailles (surfaces). Ces objets sont présentés sur 
différentes luminosités de fond (fonds). Ces paramètres graphiques varient de manière 
importante et prennent des valeurs extrêmes, car nous cherchions à explorer la validité 
des descriptions de l’influence de ces trois variables visuelles et à comprendre leur 
influence dans des conditions d’utilisation proches de celles des interfaces 
opérationnelles. Nous avons mesuré les différences de contraste nécessaires à 
l’identification de ces objets en fonction des paramètres décrits. À partir de ces 
résultats, nous avons construit une analyse à propos de l’influence de ces variables sur 
la perception. 
8.3.1 Hypothèses 
Pour la première expérience, nous avons fait l’hypothèse que la diminution de la 
surface des objets entraînerait une augmentation du contraste de luminosité nécessaire 
à leur identification (H1). Nous attendions également un effet de la forme, une ligne 
fine de même surface étant, par exemple, plus facilement « mangée » par le fond 
qu’un carré de même surface (H2). Enfin, nous pensions que la luminosité du fond 
(clair ou foncé, par exemple) devait jouer un rôle sur la quantité de contraste 
nécessaire pour y identifier un objet (H3).  
8.3.2 Méthode 
8.3.2.1 Sujets et tâche expérimentale 
8.3.2.1.1 Sujets 
Huit sujets ont participé à l'expérience (une femme et 7 hommes, âgés de 20 à 53 ans, 
deux portaient un dispositif de correction visuelle).  
8.3.2.1.2 Tâche et protocole expérimental 
Pour chaque condition, les sujets devaient reconnaître la forme d’un objet graphique 
qui s’affichait au milieu de l’écran avec un contraste lumineux avec le fond 
augmentant progressivement (contraste initial nul). Les sujets devaient cliquer à l’aide 
d’une souris au moment où ils reconnaissaient la forme (carré, rectangle ou trait) et ils 
devaient la nommer à voix haute. 
Pour chaque sujet, après lecture des instructions, une séquence d’apprentissage 
présentait le dispositif ainsi que les différentes formes qui seraient affichées au cours 
de l’expérience. L’expérience proprement dite était composée de quatre séries de 90 
objets graphiques, chaque série correspondant à une « luminosité » de fond différente 
(noir, blanc ou gris, voir Figure 83 et plus bas pour plus de détails). Chaque objet 
apparaissait progressivement en gris au centre de l’écran, par incrément d'un niveau 
de « luminosité RGB » toutes les 400 ms. Cet incrément de « luminosité » 
correspondait à l’incrément simultané de chacune des 3 valeurs R, G et B du code de 
la couleur (augmentation d’un digit pour les objets sur fonds clairs et diminution pour 
les objets sur fonds foncés). Le sujet cliquait sur la souris dès qu'il pouvait identifier 




l'apparition de l’objet suivant. L’expérimentateur notait la réponse du sujet comme 
correcte ou fausse. Afin de limiter la fatigue visuelle, le sujet s’arrêtait quelques 
instants à la fin de chaque série de 90 essais.  
 
Remarque à propos de la conception de l’expérience 
Lors de la conception de l’expérimentation, nous souhaitions proposer des variations 
en « luminosité ». Ces variations sont codées par des incréments des coordonnées 
RGB des couleurs à afficher (+/- 1 digit). Elles ne sont donc pas nécessairement 
perçues de manière uniforme (voir dans l’état de l’art les parties sur le modèle de 
couleur RGB et sur la clarté/« luminosité » et la luminance). C’est cependant le seul 
moyen que nous avons pour modifier de façon minimale la luminosité des objets tout 
en conservant la neutralité de leur couleur (gris). Nous retenons qu’à cause du modèle 
physique final des dispositifs d’affichage, les coordonnées RGB sont la seule façon 
d’adresser des couleurs à l’écran. 
8.3.2.2 Variables manipulées et procédure  
Les 4 séries de 90 essais de la procédure correspondaient à neuf formes présentées 10 
fois chacune de manière pseudo-aléatoire sur un fond de luminosité donnée. Afin de 
répartir les effets de la fatigue ou de l’apprentissage des sujets, l’ordre de passage des 
séries était différent pour chaque sujet. Ce contrebalancement se faisait selon deux 
carrés latins d’ordre 4. Les variables indépendantes étaient la forme et la surface des 
objets, ainsi que les caractéristiques du contraste de luminosité entre les objets et le 
fond sur lequel ils étaient affichés. Nous avons donc présenté au total neuf objets 




Figure 83 : Les quatre contrastes fond/formes. 
Un objet sur fond noir, un objet foncé sur fond gris moyen, un objet clair sur fond gris moyen, et un objet sur 
fond blanc. Les formes représentées peuvent aussi varier. 
Pour les fonds, les valeurs possibles sont noir, blanc, gris avec objets clairs ou gris 
avec objets foncés (voir Figure 83). Ces cas permettent d'expérimenter les cas 
extrêmes de luminosité de fond (nulle pour le noir et maximale pour le blanc) ainsi 
que le cas intermédiaire (fonds moyens pour les gris, RGB = 127). Ce choix de 
contraste en luminosité entre fonds et formes est lié au contexte aéronautique de 
l’étude. Par exemple pour le logiciel ODS, les secteurs sont séparés visuellement par 
des nuances de gris assez proches autour d’un gris moyen et les objets graphiques sont 
représentés en plus clairs sur ces secteurs. Pour les logiciels embarqués dans les 
avions, les informations sont représentées sur des fonds sombres voir noirs (voir en 




Pour les objets, les formes et surfaces retenues sont décrites et représentées ci-après. 
Nous avons travaillé à partir de neuf objets différents qui peuvent être classés de deux 
manières. Ils peuvent être classés par « formes » : 
• les carrés avec un ratio longueur/largeur de 1:1 ; 
• les rectangles avec un ratio longueur/largeur de 3:2 ; 
• et les lignes ou traits avec un ratio longueur/largeur de 36:1. 
Ils peuvent être aussi classés par surface : 
• les petits objets de 36 pixels ; 
• les moyens objets de 576 pixels ; 
• et les gros objets de 20736 pixels. 
Ces objets ont trois par trois, soit le même ratio (même forme), soit la même surface. 
La Table 4 récapitule les dimensions de cet ensemble d'objets. La Figure 84 est une 
illustration de ces objets. 
 
   Carrés  Rectangles  Traits 
   Côté Côté Longueur largeur Longueur largeur  
Surface faible 
36 pixels 6 6 9 4 36 1 
Surface moyenne 
576 pixels 24 24 36 16 144 4 
Surface élevée 
20736 pixels 144 144 216 96 864 24 




Figure 84 : Représentation des formes et surfaces des 9 objets de l’expérience 
 
8.3.2.3 Variable dépendante 
La variable dépendante que nous avons mesurée est le contraste de luminosité 
minimum nécessaire pour reconnaître un objet sur un fond donné, autrement dit la 
différence entre le niveau de gris de l'objet et celui du fond mesuré lorsque le sujet 





Nous vérifions entre chaque condition que le sujet avait bien nommé la forme affichée 
en comparant sa réponse avec un listing des formes (ceci nous permettait de savoir si 
les formes étaient bien reconnues et de nous assurer que le sujet ne biaisait pas 
l'expérience en cliquant trop vite ou en nommant des formes au hasard). Le 
pourcentage d’erreur est très faible (<1 %), car les sujets attendaient que le contraste 
lumineux soit suffisant avant d’identifier la forme. 
Dans cette partie, nous rapportons les résultats significatifs au seuil conventionnel de 
p≤0.05 indiqués par une analyse de variance (ANOVA) à mesures répétées [Hays, 
1974]. Nous avons effectué cette analyse sur le contraste de luminosité minimal à 
l'aide du logiciel STATISTICA. Cette ANOVA a été calculée sur la moyenne des dix 
essais effectués pour chaque condition, selon le plan expérimental suivant : 4 fonds * 
3 formes * 3 surfaces. Dans un souci de simplicité, nous présentons d'abord les effets 
simples (qui prennent en compte l'effet d'une seule variable) puis nous analysons les 
interactions entre paramètres.  
Pour tous les effets observés, les valeurs des ordonnées sur les figures représentent en 
valeur absolue la différence de contraste (ou de « luminosité RGB ») entre le fond et 
l'objet de la condition observée. 
8.3.3.1 Effets simples 
8.3.3.1.1 Surface (F(2, 144) = 4616.8 , p = 0.0000*) 
 
 
Figure 85 : Effet de la surface de l’objet sur le contraste RGB nécessaire à son identification. 
Le premier effet significatif observé (Figure 85) est celui de la surface : on note que 
plus la surface des objets est faible, plus il faut de contraste pour les distinguer. 
L’effet observé entre la différence de contraste et la surface de l'objet n'est pas 
linéaire. Nous observons que la différence de surface entre petits et moyens objets 
(540 pixels de différence) est bien moindre que celle entre moyen et gros (20160 
pixels) et la pente entre petits et moyens objets est environ 100 fois plus forte que 
celle entre moyens et gros objets. L'effet de la surface sur la perception semble donc 




8.3.3.1.2 Fonds (F (3,216)=1032.6, p=0.0000*) 
L'effet est significatif entre les fonds blancs et gris, les fonds noirs et gris et les fonds 
blancs et noirs (voir Figure 86). Il ne l'est pas entre fonds gris (les deux fonds du 
centre sur la figure). On note un besoin de contraste plus élevé sur les fonds extrêmes 
(noirs ou blancs) que sur les gris. Statistiquement, la différence de contraste lumineux 
absolu nécessaire pour distinguer les objets sur fond noir de ceux sur fond blanc est 
significative, cependant les moyennes de ces deux contrastes sont comprises dans la 
même plage entre 6 et 7,5 niveaux RGB. 
 
Figure 86 : Effet du fond sur le contraste RGB nécessaire à l’identification de l’objet 
8.3.3.1.3 Forme (F(2,144)= 22.987, p=0.0000*) 
Pour les formes, les résultats sont également significatifs et la tendance globale 
indique que les formes carrées nécessitent moins de contraste que les rectangles, et 
que les formes lignes nécessitent moins de contraste que les carrés et les rectangles 
(voir Figure 87).  
 




On remarque que les différences de seuils minimaux sont très différentes selon que 
l'on analyse la surface, la forme ou le fond. Ici pour la forme, toutes les analyses se 
font sur une différence de « contraste RGB » de 1 alors que pour les surfaces il y a 
une différence de 6 et pour les fonds une différence de 4. 
8.3.3.2 Interactions entre variables de l’expérience 
Nous décrivons dans les paragraphes qui suivent l’analyse des effets doubles, c’est-à-
dire les interactions entre surface, forme et fond. 
8.3.3.2.1 Fond * Surface 
Les interactions entre fonds et surfaces sont non significatives pour les éléments 
encerclés (Figure 88). Nous observons par exemple que les petits objets sur fond gris 
nécessitent autant de contraste que les objets moyens sur fond noir ou blanc.  
 
Figure 88 : Effet du « fond » et effet de la surface des objets sur le contraste RGB nécessaire à l’identification 
des objets 
8.3.3.2.2 Fond * Forme 
Nous retrouvons la même tendance que pour l'analyse simple des effets du fond, c'est-
à-dire un besoin de moins de contraste sur les fonds gris que sur les noirs ou les 
blancs. Nous notons en plus deux effets significatifs : la ligne demande moins de 
contraste sur fond blanc que les autres formes et le rectangle en demande plus sur 
fond blanc.  
8.3.3.2.3 Forme * Surface 
Les effets ne sont pas significatifs, sauf pour les petits carrés qui demandent moins de 
contraste que les autres petites formes, les moyennes et grandes lignes qui demandent 




8.3.3.3 Interaction double 
Dans cette partie, nous donnons l’analyse des interactions entre l'ensemble des effets. 
Nous présentons l’effet du fond en fonction de la surface puis de la forme des objets. 




Figure 89 : Interaction double, effets combinés de la surface, de la forme et du fond sur le contraste 
lumineux nécessaire à l’identification des objets 
Nous donnons d’abord l’analyse des effets du fond avant celle des effets des paramètres 
forme et surface des objets. 
• Sur fonds noirs et blancs (courbes roses et bleues), les seuils minimaux de 
« contraste RGB » sont toujours plus élevés que sur fonds gris, quelle que soit la 
surface ou la forme des objets. 
• Les effets de la forme sur les fonds gris (courbes rouges et vertes) sont globalement 
non significatifs, sauf pour les petits carrés plus foncés (voir sur la figure à gauche : 
forme 1, courbe rouge). L'influence de la forme à surface constante est significative 
pour les petits carrés (forme 1) sur fonds noirs ou blancs (courbes roses et bleues) 
qui sont moins visibles que les rectangles ou lignes (formes 2 et 3). Elle vaut 
également toujours sur fond noir et fond blanc pour les moyennes et grandes lignes 
qui sont moins facilement détectées que les carrés ou les rectangles (voir sur la 
Figure 89 la forme 3 des courbes roses et bleues pour les surfaces 2 et 3). 
• L'augmentation de la surface des objets diminue l'influence du fond (valeurs de 
contraste minimal plus resserrées) avec une diminution de la différence entre fonds 
blancs ou noirs d’un côté, et fonds gris de l’autre (F(6, 42)=66.6 ; p=.000*). Nous 
notons cependant que les seuils entre objets sur fond blanc et sur fond noir 
s'inversent avec l'augmentation de la surface des objets (inversion des courbes roses 
et bleues avec l’augmentation de la surface). En effet, pour les objets de petite 
surface (1) sur fond noir le contraste doit être plus élevé que pour ceux sur fond 
blanc. Nous voyons que la tendance commence à s'inverser avec les objets de 




de grande surface (3) sur fond noir le contraste doit être plus élevé que pour ceux 
sur fond blanc. 
 
Pour les effets qui concernent les paramètres des objets, nous observons un effet : 
- de la surface, F(2, 14)=132.8 ; p=.00000* ; un objet plus petit demande plus 
de contraste pour être identifié : moyennes respectives de 8.30, 4.51 et 3.08 
pour un objet petit, moyen ou gros, 
- de la forme, F(2, 14)=6.3 ; p=.01 ; les traits (moyenne = 5.14) nécessitent 
moins de contraste que les carrés (moyenne = 5.29) qui eux-mêmes 
nécessitent moins de contraste que les rectangles (moyenne = 5.49) 
En ce qui concerne le contraste de luminosité entre objet et fond, nous observons 
globalement une différence entre les fonds blanc (F(3, 21)=82.9 ; p=.000* ; moyenne 
= 6.68) et noir (moyenne = 7.02) d’un côté et les fonds gris (moyenne = 3.69 et 3.83) 
de l’autre : le contraste minimal nécessaire est moins élevé sur les fonds gris, que 
l’objet y apparaisse en plus clair ou en plus foncé. Nous remarquons à nouveau que le 
seuil minimal de contraste de luminosité est différent selon que l'on considère la 
surface, la forme ou le fond.  
Les chiffres des tests post-hoc utilisés pour effectuer la procédure de comparaisons 
multiples de moyennes (test de Newman-Keuls) de cette interaction entre variables 
sont consignés dans l’annexe A. 
8.3.3.4 Conclusion  
En résumé, l’essentiel de nos hypothèses est confirmé. Ainsi, on note une 
augmentation du contraste nécessaire en fonction de la surface des objets, l’effet étant 
d’autant plus large que l’objet est petit. Cette tendance est globale, mais l’effet est 
plus ou moins grand selon le fond utilisé. L’écart et le niveau absolu des valeurs de 
contraste de luminosité sont beaucoup moins importants pour les fonds gris. En outre, 
les fonds gris permettent d’afficher des objets de petite surface avec les mêmes 
valeurs de contraste que des objets de surface moyenne ou grande sur fond noir ou 
blanc. Enfin, on observe que l’effet du fond diminue quand la surface des objets 
augmente. En revanche, nous n’avons pas observé d’effet systématique en ce qui 





8.4 Étude de l’influence sur la perception visuelle de l’épaisseur et de 
l’orientation d’objets graphiques fins 
La deuxième expérience a pour but principal de vérifier l’influence de l’arrangement 
des pixels sur des lignes fines sur des dispositifs de type LCD. Parmi les paramètres 
étudiés, nous avons choisi de tester différentes épaisseurs de lignes et différents 
arrangements des pixels (orientations). Ces objets sont aussi présentés sur différentes 
« luminosités » de fond (fonds). Les paramètres graphiques varient de manière 
beaucoup plus fine que pour la première expérience. Nous avons fait ce choix pour 
rapprocher notre étude de cas concrets d’utilisation de ces variables visuelles tels que 
ceux décrits dans les exemples présentés au début du manuscrit en 2.2. Pour ces 
différentes conditions, nous avons mesuré les temps entre le moment où un objet 
graphique est affiché et le moment où le sujet indique avoir perçu cet objet. À partir 
de ces résultats, nous avons, comme pour la première expérience, analysé les 
influences de ces variables sur la perception d’objets graphiques particuliers. 
8.4.1 Hypothèses 
Pour la seconde expérience, nos hypothèses portaient sur la configuration des pixels 
formant une ligne. En effet, si l’on considère une ligne d'un pixel d’épaisseur, une 
orientation horizontale ou verticale sera affichée en juxtaposant les pixels bord à bord, 
tandis qu’une orientation diagonale impliquera une juxtaposition des pixels « coin à 
coin ». Dans ce dernier cas, la luminosité de chaque pixel sera davantage « mangée » 
par la luminosité du fond et la ligne devrait être moins bien, voire pas du tout, perçue. 
Cet effet devrait être d’autant plus marqué que le contraste entre la ligne et le fond est 
faible et que la ligne est fine. 
8.4.2 Méthode  
8.4.2.1 Sujets et tâche expérimentale 
8.4.2.1.1 Sujets 
Dix autres sujets ont participé à la seconde expérience (3 femmes et 7 hommes, d'âges 
allant de 21 à 49 ans, 5 portaient un dispositif de correction visuelle). 
8.4.2.1.2 Tâche et protocole expérimental 
Pour chaque condition, une ligne était affichée au centre de l’écran avec un contraste 
donné et le sujet devait indiquer s’il la percevait. Pour cela, il devait cliquer sur le 
bouton d’une souris dès qu’il percevait la présence d’un élément à l’écran.  
Après lecture des instructions, une séquence d’apprentissage d'une vingtaine d'essais 
permettait au sujet d'appréhender le déroulement de l'expérimentation. Suivaient 
quatre séries de 192 essais. Un essai correspondait à l’affichage d’une ligne, suivi du 
clic effectué par le sujet dès qu’il détectait la présence de cet objet graphique à 
l’écran. Après un temps aléatoire (variant autour d'une seconde) pendant lequel rien 
n'était affiché, une nouvelle ligne apparaissait, déclenchant l’essai suivant. Si le sujet 
ne percevait pas la ligne affichée au bout de 2 secondes, l’essai suivant était lancé. 
Tous les 32 essais, une pause était possible (un point de fixation était alors affiché au 
centre de l'écran) ainsi que le niveau d’avancement de l’expérience. À la fin de 
chaque série de 192 essais correspondant à un même fond (gris foncé, gris clair ou 
gris moyen), le sujet faisait une pause de quelques minutes afin de limiter sa fatigue 




de passage de ces conditions était différent d'un sujet à l'autre afin de contrebalancer 
sur le groupe les effets dus à la fatigue et à l’apprentissage.  
Cette expérience comprenait 96 configurations de lignes différentes : une ligne 
pouvait avoir 4 épaisseurs différentes, 4 orientations différentes et 6 niveaux de 
contraste de luminosité par rapport au fond (voir plus bas pour le détail et les 
illustrations). Les 96 configurations étaient présentées deux fois chacune selon un 
ordre pseudoaléatoire, la totalité des 192 essais formant une série. Chaque sujet a 
effectué 4 séries, chacune présentant une combinaison différente du contraste de 
luminosité entre le fond et la ligne affichée. 
8.4.2.2 Variables manipulées et procédure  
Les lignes présentées faisaient toutes de 36 pixels de long et n’étaient pas antialiasées. 
La première variable manipulée était l’orientation. Les 4 orientations différentes 
étaient 0° (vertical), 26°, 45° ou 90° (horizontaux). La Figure 90 présente les 
différents arrangements des six premiers pixels d’une ligne (alignés verticalement ou 
horizontalement ou décalé chaque pixel ou chaque 2 pixels). La seconde variable était 
l’épaisseur : les lignes pouvaient avoir une épaisseur de 1, 2, 3 ou 4 pixels. Pour les 
lignes inclinées, l’augmentation de l’épaisseur se faisait par l’ajout d’un pixel 
directement à côté de ceux des lignes d’un pixel d’épaisseur, voir sur la Figure 91 un 
exemple de lignes de deux pixels d’épaisseur. 
 
Figure 90 : Les 4 arrangements des pixels (orientations) possibles pour les lignes  
 
Figure 91 : Épaisseur de 2 pixels pour les lignes 
Les lignes pouvaient avoir 6 niveaux de contraste de luminosité par rapport au fond. 
Ce contraste étant toujours exprimé en niveaux de gris RGB et pouvait aller de 3 à 8 
digits RGB à ajouter ou soustraire selon le cas. Nous avons gardé le nombre de pixels 
constant quelle que soit l’orientation des lignes. Cela conduit à des lignes de 
longueurs variables selon l’orientation (de 1 à 1.5 cm), mais de luminance émise a 
priori égale. Nous avons néanmoins pris soin de ne jamais sortir hors de la zone 
traitée par la fovéa, soit 2 degrés d’angle visuel. Ces 96 conditions (4 orientations, 4 
épaisseurs et 6 niveaux de « contraste RGB ») étaient présentées dans quatre 
conditions de contraste lumineux avec un fond différent : sur fond gris foncé 
(R=G=B=59) avec lignes plus claires, sur fond gris moyen (R=G=B=127) une fois 
avec des lignes plus claires, l’autre avec des lignes plus foncées et enfin sur fond gris 
clair (R=G=B=185) avec des lignes plus foncées (voir Figure 92). Les valeurs des gris 
des fonds correspondent, sur le périphérique de sortie, à des clartés en CIELAB de 






Figure 92 : Illustration des différents contrastes fond/forme possibles pour l'affichage des lignes 
Nous avons effectué ce changement de luminosité pour les fonds « extrêmes » par 
rapport à la première expérience pour plusieurs raisons. Premièrement, certains sujets 
de la première expérimentation nous avaient signalé une fatigue visuelle à l’issue des 
tests notamment due à la puissance des contrastes émis par l’écran LCD pour les 
fonds noirs ou blancs (L = 0 % ou 100 %). Ceci est une explication possible des 
résultats des analyses de la première expérimentation qui nous montrent que les seuils 
minimaux de contraste nécessaires à la perception sur les fonds extrêmes sont bien 
plus élevés que sur les fonds gris moyens. D’autre part, nous avons observé que les 
difficultés de perception rencontrées dans les cas concrets problématiques impliquent 
des paramètres « fins », elles se situent dans les cas limites de non-perception 
d’information. Comme nous cherchons à analyser ces conditions plutôt que des 
conditions nécessitant de forts contrastes, nous avons donc réduit le contraste 
lumineux pour la variable fond de la seconde expérience. Enfin, dans les applications 
de supervision prises en exemple, les gris utilisés pour le fond (exemple : fond de 
secteur) sont des gris intermédiaires et jamais des noirs ou des blancs. 
8.4.2.3 Variables dépendantes 
Dans cette expérience, nous avons mesuré deux variables dépendantes. La première 
est le pourcentage de lignes perçues. La seconde est le temps de perception, à savoir 
la durée entre le moment où l’affichage d’une ligne était fait et le moment où le sujet 
cliquait sur la souris pour indiquer qu’il avait perçu cette ligne.  
8.4.3 Résultats 
8.4.3.1 Pourcentage de lignes non perçues 
La table 3 indique les pourcentages globaux de lignes non perçues en fonction de 
l’épaisseur ou du contraste. Les lignes de faible épaisseur sont moins bien perçues 
(18.3 % de non perçues en moyenne pour une épaisseur de 1 pixel, et 7.5 % pour une 
épaisseur de 2 pixels). De même, les lignes ayant un plus faible contraste sont moins 
bien perçues (10 % de non perçues en moyenne pour le contraste lumineux le plus 
faible). 
 
Table 5 : Pourcentage de lignes perçues en fonction de l’épaisseur ou du contraste 
Parmi les lignes fines (1 et 2 pixels), les lignes orientées à 26 ou 45 degrés sont moins 
perçues que les lignes horizontales et verticales. Ce résultat est présenté sur la Figure 




droite). La combinaison fond/ligne où les lignes sont le mieux perçues est le fond gris 
foncé/ligne claire (moyenne=98%), suivie des deux fonds gris moyen/ligne claire ou 
foncée (moyennes=97% et 96 %, respectivement) et, enfin, du fond gris clair/ligne 




Figure 93 : Pourcentage de lignes non perçues par orientation et niveau de contraste, ou par orientation et 
épaisseur 
8.4.3.2 Temps de perception  
En ce qui concerne l’analyse des temps de perception, nous avons calculé l'ANOVA 
sur la moyenne des deux essais effectués pour chaque condition. De plus, afin de ne 
pas perdre les cas comprenant des lignes non perçues, nous avons remplacé les temps 
des essais non perçus par la moyenne des temps des sujets pour une même condition, 
à savoir 2.2 % des données pour le fond gris/ligne claire, 4.7 % pour le fond blanc, 
2.2%.pour le fond gris/ligne foncée et 0.08 % pour le fond noir. Pour cette variable, 
nous avons effectué 4 ANOVAs à mesures répétées avec 3 facteurs intrasujets, soit 
une ANOVA pour chacune des combinaisons fond/ligne. Les variables indépendantes 
sont l'épaisseur en pixel des lignes, leur orientation, ainsi que la valeur de leur 
contraste de luminosité avec le fond. Le plan de l'ANOVA est le suivant : 4 
Épaisseurs * 4 Orientations * 6 Contrastes. Les effets rapportés sont significatifs au 
seuil conventionnel de p<=0.05.  
        
Temps de réaction (TR) moyen, toutes conditions et tous fonds confondus : 519 ms 
        
Angle Moyenne TR 
 
Épaisseur Moyenne TR 
 
ContrasteAbs Moyenne TR 
0 479  1 797  3 740 
26 532  2 476  4 579 
45 589  3 412  5 499 
90 475  4 390  6 457 
      7 432 
      8 407 
        
Table 6 : Temps de réaction (TR) moyens par angle, épaisseur ou contraste 
Quelle que soit la combinaison fond/ligne, les effets de l'angle, de l'épaisseur et du 
contraste sont globalement similaires et conformes à nos hypothèses. Dans la Table 6 
figurent les moyennes tous fonds confondus. Ces valeurs confirment nos hypothèses : 
le temps de perception d'un trait à 45 degrés est plus long que celui d’un trait à 26 
degrés, qui est lui-même plus long que celui des traits à 0 ou 90 degrés ; le temps de 
perception augmente quand l’épaisseur de la ligne diminue ; de même, le temps de 




En dehors de ces résultats globaux, on observe des différences entre les 4 ANOVAs. 
Autrement dit, les effets de l’épaisseur, de l’orientation et du contraste des lignes 
doivent être nuancés en fonction de la combinaison fond/ligne. Nous notons qu’en 
moyenne le temps de perception est très différent selon le type de contraste fond/ligne 
considéré : 702 ms pour le fond clair/ligne foncée, 537 ms pour le fond gris 
moyen/ligne foncée, 518 ms pour le fond gris moyen/ligne claire et 424 ms pour le 
fond foncé/ligne claire. 
Pour le fond clair/ligne foncée, l’ANOVA indique une interaction entre l’épaisseur, 
l’orientation et le contraste (F(45, 405)=1.7304, p=.003) : on observe un effet de 
l'orientation de la ligne pour l’épaisseur de 1 pixel et les faibles contrastes.  
Pour le fond gris moyen/ligne foncée, l’ANOVA indique deux interactions : l’une 
entre l’orientation et l’épaisseur, et l’autre, entre l’épaisseur et le contraste. Ces 
interactions montrent que le temps de perception, généralement plus grand pour les 
lignes de 1 pixel, est encore plus important pour la ligne orientée à 45° (F(9, 
81)=3.0599 ; p=.003) ; de même, c’est pour la ligne de 1 pixel que l’effet du contraste 
est le plus fort, les faibles contrastes augmentant largement les temps de perception. 
(F(15, 135)=10.101 ; p=.000*).  
L’ANOVA pour le fond gris moyen/ligne claire n’indique qu’une interaction entre 
l’épaisseur et le contraste : tout comme pour le fond gris moyen/ligne foncée, c’est 
pour la ligne de 1 pixel que l’effet du contraste est le plus fort, les faibles contrastes 
augmentant largement les temps de perception (F(15, 120)=8.3861 ; p=.000*).  
En ce qui concerne le fond foncé/ligne claire, l’ANOVA indique trois interactions, 
entre orientation et épaisseur, entre orientation et contraste, et entre épaisseur et 
contraste : le temps de perception, globalement plus important pour les lignes de 1 
pixel, est encore plus important pour l’orientation à 45° (F(9, 81)=2.9322, p=.005) ; le 
temps de perception pour la ligne orientée à 45° n’est véritablement plus long que 
pour la plus faible valeur de contraste (F(15, 135)=1.9407, p=.024) ; l’augmentation 
du temps de perception pour la ligne de 1 pixel est d’autant plus importante que la 
valeur du contraste est faible (F(15, 135)=7.3574 ; p=.000*).  
Conformément à nos hypothèses, l'arrangement des pixels qui constituent un objet a 
un effet important sur la détection.  
8.4.4 Discussion 
La deuxième expérience montre que l'arrangement des pixels au sein d’un objet 
graphique a un effet important sur la détection. Il est vrai que cet effet ne concerne 
que les lignes très fines (1 ou 2 pixels d’épaisseur) et pour de faibles valeurs de 
contraste. Cependant, certains objets comme les textes sur les images radar possèdent 
ces caractéristiques. En nous basant sur ces résultats, nous avons permis aux 
personnes responsables du passage d'écrans CRT à LCD d’anticiper les problèmes de 
perception dus à l'épaississement des fontes sur la version LCD du logiciel de 
supervision. La version initiale de la fonte était caractérisée par des tracés de 1 pixel. 
Le déploiement d'une nouvelle fonte aux tracés généralisés à 2 pixels nous a conduits 
à diminuer la luminosité pour compenser l'augmentation de contraste due à 
l'augmentation de surface.  
La couleur code souvent une information d'état. Pour les interfaces de systèmes ATC 
actuels, le choix d’une couleur d'état est appliqué à tous les éléments graphiques quels 
que soient la surface, le contraste lumineux avec le fond ou l'arrangement de leurs 
pixels. Cette deuxième expérience montre qu’il serait préférable de spécifier en plus 
de la couleur d'état, des couleurs dérivées dont la luminosité dépendrait des 




8.5 Étude de l’influence de la surface, de l'orientation et de 
l'épaisseur d'objets graphiques sur la perception de leur couleur 
Note aux lecteurs : 
Dans cette partie de la thèse, nous étudions les effets de la couleur. Nous utilisons 
l’espace colorimétrique CIELCH(ab) pour coder les couleurs et en mesurer les 
écarts. Bien que la traduction la plus appropriée du nom des dimensions L, C et H de 
cet espace soit les termes colorimétriques « Clarté, Chroma et Teinte », nous 
utiliserons dans cette partie les termes « luminosité, saturation et teinte » désignant 
plus fréquemment ces dimensions dans le langage de la psychologie de la perception. 
Dans cette troisième expérience, nous nous intéressons à l’influence de la surface, de 
la forme et de l’orientation sur la perception de la couleur d’objets graphiques. Il 
s’agit de régler la luminosité d’une forme colorée pour rendre sa couleur égale à celle 
d’une couleur cible présentée sur un carré. Par rapport aux deux premières 
expériences, le fait d’introduire la teinte rend l’expérience plus complexe tant au 
niveau de la mise en place qu’à celui de l’analyse des résultats de l’expérimentation. 
Le fait de devoir régler la luminosité de la couleur d’un objet plutôt que de devoir 
indiquer qu’on l’a perçu ou identifié nous apporte aussi des éléments nouveaux à 
analyser. Nous espérons ainsi pouvoir mieux comprendre les problématiques dues à 
l’utilisation d’une même couleur sur des objets graphiques très différents (voir les 
exemples du début de partie). 
8.5.1 Hypothèses 
Comme pour les autres expériences, nos hypothèses portent sur la surface des objets. 
Nous pensons que lors du réglage de luminosité, celle-ci sera surestimée pour les 
objets de surface inférieure à celle du carré cible, et à l’inverse sous-estimée pour les 
objets de surface supérieure. Les effets de la forme ayant été démontrés dans la 
seconde expérience, nous ne les comparerons pas de nouveau. Nous ferons deux 
analyses distinctes, une pour les objets carrés et l’autre pour les objets lignes. Pour les 
lignes, nos hypothèses portent toujours sur la configuration des pixels formant une 
ligne. Pour l’orientation diagonale avec une juxtaposition des pixels « coin à coin », 
l’erreur de réglage de luminosité devrait être plus élevée que pour les lignes 
horizontales. Le dernier paramètre est la couleur. Nous décomposerons l’analyse de 
ses effets en différenciant ses composantes comme suit : la luminosité des objets 
cibles d’un côté et leur saturation et leur teinte de l’autre. Pour la luminosité, nous 
pouvons penser que des interactions avec la surface de l’objet à régler peuvent être 
attendues notamment lorsqu’il s’agira d’établir une correspondance lumineuse avec 
les cibles de luminosité extrême. L’influence de la teinte nous parait plus complexe et 
nous ne formulons pas d’hypothèses précises à ce sujet. 
8.5.2 Méthode 
8.5.2.1 Sujets et tâche expérimentale 
8.5.2.1.1 Sujets 
50 sujets ont participé à l'expérience (8 femmes et 42 hommes, d'âges allant de 23 à 
55 ans, 20 portaient un dispositif de correction visuelle). Un des effets étudiés dans 
cette expérimentation étant la couleur des objets affichés, nous avons vérifié la 
capacité des sujets à observer les couleurs en les soumettant au test Farnsworth D15 
[Lakowski, 1969]. Ce test permet de détecter les sujets ayant des anomalies 
importantes de la vision des couleurs afin de conserver uniquement les sujets ayant 
 
 
une vision normale ou très légèrement déficiente.
ce test et la méthode d’analyse des résultats.
8.5.2.1.2 Tâche et protocole expériment
L’écran affichait un carré présentant une couleur cible et les sujets devaient manipuler 
la couleur d'une forme affichée à la droite de ce carré (en réglant sa luminosité) afin 
que les deux formes soient de la même couleur. Lorsque la forme en question 
semblait avoir la même couleur que le carré, ils validaient le réglage effectué en 
cliquant sur la souris. La photo ci
expérimental avec à gauche un exemple de condition pour un
chaque sujet, après lecture des instructions, une séquence d’apprentissage présentait le 
dispositif ainsi que les différentes formes et couleurs qui seraient affichées au cours 
de l’expérience. L’expérience proprement dite était com
distinctes : un bloc « ligne
expérimentale, deux formes étaient présentées à l'écran. Un carré apparaissait sur fond 
gris moyen (RGB = 127) à gauche du centre de l'écran, sa couleur était 
couleurs cibles. En même temps, une forme choisie aléatoirement parmi les carrés (3 
surfaces possibles) ou les lignes (2 épaisseurs * 2 orientations possibles) apparaissait 
en grisé (RGB=115) à droite du centre de l'écran (à distance constante
toutes les conditions). Lorsque le sujet commençait à tourner la molette de la souris, le 
réglage débutait : la forme prenait la bonne 
continuant de tourner la molette, la clarté de la forme changeait (au
diminuait selon le sens de rotation de la molette). L'objectif pour le sujet était 
d'égaliser la couleur de la forme de droite avec la couleur cible présentée sur le carré 
de gauche. Lorsque le sujet était satisfait de son réglage, il cliquait 
système et la condition suivante apparaissait. Avant chaque passage à une nouvelle 
condition, la forme carrée
éviter des effets d'optique (contrastes successifs). Chacune des 30 co
combinée avec chacune des formes, il y avait donc 90 conditions pour le bloc 
« Carré » (3 surfaces différentes) et 120 pour le bloc «
orientations).  
 
Figure 94 : Dispositif expérimental
forme à l’écran (écran gardé à distance fixe de la mentonnière).
 L’annexe B détaille la démarche de 
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8.5.2.2 Variables manipulées et procédure 
8.5.2.2.1 Couleurs cibles 
Une des variables indépendantes est commune aux deux types de conditions (carrés 
ou lignes) : il s’agit de la couleur à atteindre. La Figure 95 présente les 30 couleurs 







Figure 95 : Ensemble des couleurs cibles, classées par teinte et niveau de luminosité cible.  
Les couleurs choisies sont classées en 5 teintes (rouge, jaune, vert, bleu, violet) et 6 
niveaux de luminosité (de 40 à 90 % par pas de 10 %, la « luminosité » L étant la 
clarté du modèle CIE Lab). Pour effectuer notre choix parmi l’ensemble des couleurs 
RGB, nous avons d’abord sélectionné 5 teintes (Hue, H) couvrant au mieux la roue 
chromatique dans l’espace CIELCHab (espace CIELAB en coordonnées 
cylindriques). Pour chacune de ces teintes, nous avons ensuite cherché pour chaque 
niveau de luminosité cible (les L allant de 40 à 90 %) une saturation (Chroma, C) 
pour laquelle la couleur correspondait au mieux à une couleur nommée et exprimable 
dans le gamut RGB. Le tableau en annexe C donne les coordonnées de ces couleurs 
dans les espaces RGB et CIELCHab ainsi que des détails supplémentaires à propos du 
processus de choix avec notamment des mesures de luminance Y (en cd/m2) 
effectuées à l’aide d’un spectrophotomètre.  
8.5.2.2.2 Variables indépendantes du bloc « Carrés » 
En plus des couleurs à reproduire que nous venons de présenter, la variable 
indépendante manipulée pour les carrés est leur surface. Celle-ci varie selon trois 
tailles : les carrés de 20, 60 ou 180 pixels de côté (voir ci-dessous pour une illustration 
des ratios des carrés, Figure 96). Le carré présentant la couleur cible est un carré de 60 
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Figure 96 : Les trois surfaces possibles de carrés avec un rapport de 1 :9 entre surfaces croissantes 
8.5.2.2.3 Variables indépendantes du bloc « Lignes » 
Les variables manipulées étaient l'épaisseur des lignes (1 ou 3 pixels), leur orientation 
(horizontale ou diagonale), ainsi que les couleurs à reproduire décrites précédemment. 
Les lignes faisaient 85 pixels de long pour les diagonales comme pour les verticales. 




Figure 97 : Arrangement des pixels (2 orientations) et épaisseur des lignes (1 ou 3 pixels) 
Nous avons privilégié les lignes diagonales, car selon les résultats de l’expérience 
précédente, ce sont celles qui posent le plus de problèmes de perception. Le choix 
pour les lignes orthogonales de l’horizontale est guidé par le fait que la vision 
humaine privilégie la vision horizontale [Feng et al., 2007]. 
8.5.2.2.4 Procédure 
Pour les deux blocs, les variables indépendantes sont la couleur cible et les 
surfaces/orientations des formes affichées. Nous rappelons que l’écran affiche un 
carré présentant une couleur cible et à la droite de ce carré, une forme (ligne ou carré) 
parmi celles que l’on vient de décrire. Ces formes sont affichées sur un fond gris 
moyen (RGB = 128, L = 53,6 %). Comme nous l’avons déjà dit, la forme à régler 
apparaît au départ en gris plus foncé que le fond (RGB = 115, L = 48,4 %) afin 
d’éviter des effets de contraste successif avec le réglage précédent. Dès le premier 
cran de molette tourné, la forme prend la teinte de la couleur cible, mais avec une 
luminosité réglée à 65 %. Cette luminosité correspond à la valeur moyenne de 
l’intervalle des 6 luminosités cibles allant de 40 à 90 % (cependant cette valeur ne 
correspond pas à une des luminosités cibles). Ensuite, selon le sens et le nombre de 
crans de molette tournés, la luminosité augmente ou diminue d’un écart de luminosité 
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Table 7 : Pourcentage de modification de luminosité appliqué à la couleur en fonction du nombre de crans 
de molette tournés 
8.5.2.3 Variables dépendantes 
La première variable dépendante que nous avons mesurée est la différence de 
luminosité entre la couleur de l’objet réglé et celle de la couleur cible. La seconde est 
le temps de réglage, à savoir la durée entre le moment où le sujet manipulait la 
molette la première fois et le moment où le sujet cliquait sur la souris pour indiquer 
qu’il était satisfait de la couleur choisie. 
8.5.3 Résultats 
En ce qui concerne l’analyse des temps de réglage et des écarts de luminosité, nous 
avons calculé une ANOVA sur les essais effectués pour chaque condition pour le bloc 
« carrés » et une pour le bloc « lignes ». Nous avons donc effectué deux ANOVAs à 
mesures répétées avec 3 ou 4 facteurs intrasujets selon le bloc. Pour les lignes, les 
variables indépendantes sont l'épaisseur en pixel des lignes, leur orientation ainsi que 
la teinte et la valeur de luminosité de la couleur cible. Le plan de l'ANOVA est le 
suivant : 2 Épaisseurs * 2 Orientations * 5 Teintes * 6 Luminosités cibles. Pour les 
carrés, nous prenons les mêmes variables dépendantes liées à la couleur cible ainsi 
que la surface des carrés. Le plan est le suivant : 3 Surfaces * 5 Teintes * 6 
Luminosités cibles.  
 
Les écarts de luminosité (erreurs) que nous avons relevés sont signés, positivement 
pour les valeurs supérieures à la luminosité cible, négativement pour les autres. Nous 
avons analysé ces erreurs signées, car elles apportent une information sur la tendance 
de l’erreur c’est-à-dire une sur ou une sous-évaluation du réglage de luminosité. Nous 
avons aussi choisi d’analyser les erreurs absolues (non signées), car elles nous 
apportent une information de précision du réglage et donc sur la capacité des sujets à 
percevoir et restituer les couleurs indépendamment du sens du réglage. En n’utilisant 
que les erreurs signées, nous perdrions cette partie de l’information (les effets avec 
des signes opposés s’annulant en moyenne). Les analyses de variance (ANOVA) 
décrites ci-dessus ont donc été réalisées deux fois, une fois avec des écarts signés et 
l’autre avec des écarts en valeur absolue. Les effets rapportés sont significatifs au 
seuil conventionnel de p≤0.05. L’analyse complète des résultats de cette troisième 
étude est consignée dans l’annexe D. Nous présentons dans les paragraphes qui 
suivent un résumé de ces analyses et des conclusions que l’on peut en tirer. 
 
En analysant les temps de réglages, nous constatons que ceux-ci traduisent le temps 
qu’il a fallu aux sujets pour atteindre une valeur les satisfaisant. Les conditions 
expérimentales des carrés de surface moyenne sont particulières puisque la forme 




particularité se traduit sur les temps de réglage puisque c’est pour cette condition que 
les sujets ont mis le plus de temps. Cela peut traduire une plus grande complexité de 
la condition, mais cette explication est paradoxale vu qu’il s’agissait a priori de la 
condition la plus « simple ». Nous supposons que ce temps élevé traduit « l’espoir » 
qu’ont les sujets d’atteindre un bon réglage en luminosité. Autrement dit, notre 
hypothèse est la suivante : le réglage est plus long quand la couleur est mieux perçue. 
À l’inverse, les sujets sont d’autant plus rapides à effectuer le réglage qu’ils ont une 
mauvaise perception de la couleur. Dans certaines conditions, les sujets ne perçoivent 
pas (ou pas assez) de différence lorsqu’ils manipulent la molette de la souris : ils 
arrêtent le réglage rapidement. Parmi les trois tailles, les carrés moyens sont donc 
réglés le plus longtemps, car il n’y a pas d’influence de la taille entre le carré portant 
la couleur cible et celui à régler. Les grands et petits carrés sont réglés plus 
rapidement, car la taille influe sur la perception. Le fait que les petits carrés soient 
réglés le plus rapidement conforte notre hypothèse (à propos du temps de réglage se 
raccourcissant pour les couleurs moins bien perçues), puisque la perception de la 
teinte d’une couleur diminue lorsque la surface qui la porte est faible. Pour les lignes, 
les réglages sont exécutés en moyenne pendant 2 secondes de moins que pour les 
carrés. Cela conforte encore cette hypothèse puisque les lignes ont une surface en 
pixel encore plus réduite et elles « portent » donc moins bien la couleur que les carrés. 
Cette différence se retrouve entre le temps de réglage de la luminosité des lignes fines 
(1 pixel d’épaisseur) et celles de 3 pixels. Pour les conditions les plus « difficiles », le 
sujet abandonne après un réglage succinct et approximatif (car il ne perçoit pas bien 
les différences de couleurs lors de la manipulation du dispositif). Une condition est 
difficile lorsque la perception de la couleur (surtout en chroma) est mauvaise sur la 
forme à régler. Par exemple, pour les petits carrés ou les lignes fines le réglage est 
plus court, surtout si la couleur à régler est très lumineuse (perçue comme presque 
blanche, avec une information de teinte ou de saturation réduite). 
 
En ce qui concerne les écarts de réglages entre la luminosité du carré cible et celle de 
la forme à régler, nos hypothèses ont été confirmées. Nous allons analyser en premier 
lieu les effets des paramètres graphiques des formes à régler. Pour les carrés, 
l’influence de la surface est bien celle escomptée tant sur l’erreur que sur la tendance 
des réglages. Au niveau de l’erreur de réglage, les carrés moyens obtiennent en valeur 
absolue un meilleur réglage que les carrés plus grands ou plus petits. Pour la tendance 
du réglage, les carrés plus petits que le carré cible obtiennent un réglage en luminosité 
surévalué et les carrés plus grands un réglage sous-évalué. Ce résultat est conforme à 
celui de la première expérimentation qui montrait que le taux de contraste lumineux 
nécessaire à l’identification de petites formes est plus élevé que celui pour des formes 
de surface plus grande. 
Pour les lignes, l’influence de l’épaisseur confirme ce constat, puisque les erreurs 
relevées pour les lignes fines sont bien plus grandes que celles des lignes de trois 
pixels. L’analyse de l’effet de l’orientation est à nuancer avec celui de l’épaisseur. En 
effet, si pour les lignes d’un pixel de large, les écarts de réglage des lignes diagonales 
s’éloignent de 0 (écart nul), pour celles de trois pixels ce sont les lignes horizontales 
qui sont moins finement réglées. 
Dans ce paragraphe, nous présentons les effets de la couleur cible, c'est-à-dire ceux de 
la teinte et ceux de la luminosité à atteindre. Pour les carrés, l’effet de la luminosité de 
la cible est le suivant : la teinte rouge mise à part, la valeur absolue des écarts de 
réglage augmente pour les luminosités cibles entre 50 et 80. Le réglage est toujours 




constat est le même : les faibles luminosités cibles obtiennent un meilleur réglage et 
l’écart en valeur absolue augmente avec la luminosité cible. L’observation à propos 
de la sous-évaluation de la luminosité cible maximale est moins systématique pour les 
lignes qu’elle ne l’était pour les carrés. 
Notre analyse de l’influence de la teinte ne donne pas un résultat global. Selon l’effet 
analysé, nous pouvons cependant regrouper les teintes en groupes de deux ou trois 
ayant les mêmes tendances. Le rouge est le plus souvent à part des autres teintes et ses 
effets combinés avec les autres paramètres donnent souvent un résultat différent de 
celui des autres teintes. Il faut peut-être prendre en compte le fait que la teinte rouge 
n’est perçue comme telle que pour les luminosités faibles, pour les plus élevées elle 
devient rose. La teinte jaune est la teinte dont le réglage de luminosité est le plus 
souvent sous-évalué. Le vert et le jaune ont des similitudes dans leurs influences sur 
les écarts de réglage. Ils sont plus souvent réglés plus précisément (surtout le vert). 
Nous pensons que c’est parce ces teintes transmettent une plus grande quantité 
d’information de luminosité (selon la fonction d’efficacité spectrale). De la même 
manière, le violet et le bleu peuvent être rapprochés pour de nombreuses conditions. 
Ce résultat est surement lié à la notion clarté propre à chaque teinte qui représente le 
niveau de la couleur pure dans l’échelle des luminosités. Par exemple, le rouge, le 
bleu et le violet purs ont une clarté plutôt basse, le vert pur en a une plus élevée et le 





8.6 Synthèse et discussion sur les trois études de la perception 
Les apports de ces expérimentations peuvent être catégorisés selon les aspects 
suivants :  
- en 8.6.1, nous présentons les résultats propres à chaque expérimentation et ce 
que nous en retenons. Les expériences ont permis de mesurer les seuils de 
perception ou d’identification de forme et de découvrir des problèmes 
apparaissant suivant différents paramètres graphiques testés dans nos 
conditions expérimentales ; 
- en 8.6.2, nous faisons l’analyse de ces résultats et présentons les implications 
que l’on peut en déduire à propos de choix de design à préconiser, ou encore à 
propos de combinaisons de paramètres à surveiller/vérifier avec attention lors 
de la validation de choix de design sur un rendu graphique ; 
- en 8.6.3, nous analysons les difficultés rencontrées pour choisir et trouver les 
bons paramètres de chacune des expériences. 
- en 8.6.4, nous proposons une analyse de la finesse des effets ou des 
enseignements inattendus de ces expériences. 
Nous terminerons par une réflexion sur les liens que ces résultats ont avec la suite de 
notre démarche de recherche. 
8.6.1 Résultats propres aux expérimentations 
Nous avons bien la confirmation de l’importance de la surface portant la couleur 
puisque pour les deux premières expériences les objets les plus gros/larges étaient 
mieux identifiés/perçus en luminosité et pour la troisième ceux ayant la même surface 
que le carré cible ou une surface portant bien la couleur étaient les mieux réglés. 
L’expérience 1 nous confirme aussi l’influence du contraste lumineux entre les 
éléments à afficher et le fond. Nous retenons que la perception est meilleure, plus 
précise, pour les fonds de valeur intermédiaires (gris) plutôt que pour des fonds 
extrêmes (noirs ou blancs). Pour l’expérimentation 2, nous avons observé une 
influence négative sur la perception de l’arrangement des pixels en diagonale 
notamment pour les conditions difficiles, c’est à dire présentant des lignes fines et 
avec un faible contraste lumineux avec le fond. Nous retenons donc que 
l’arrangement des pixels est plus important que leur quantité puisqu’à surface égale 
(même nombre de pixels) les lignes diagonales étaient moins bien perçues. La 
troisième et dernière expérimentation nous apporte plus de détails sur l’influence de la 
surface pour la perception « comparée » de la couleur (voir contrastes simultanés) 
puisque les objets de surface supérieure à la cible étaient réglés avec une luminosité 
sous-évaluée et inversement pour les objets de taille inférieure à la cible. Cette 
expérience confirme en partie l’influence de l’arrangement en diagonale des pixels. 
Elle nous permet surtout de faire des observations et des hypothèses à propos de 
l’influence de la clarté associée à chaque teinte sur la perception des couleurs. Nous 
retenons pour cette dernière expérience que la surface d’un objet coloré influence 
aussi la perception de sa teinte (angle de teinte et degré de saturation). 
8.6.2 Préconisation pour des choix de design ou conditions de rendu à surveiller. 
Nous pouvons remettre en contexte le résultat brut de ces expérimentations afin d’en 
appliquer les enseignements à de futurs choix de design. Dans la conclusion de 
l’expérience 1, nous montrons que l’utilisation de fonds gris permet l’affichage de 
formes plus petites tout en ayant le même seuil d’identification que des formes plus 




des pistes pour les phases de vérification d’un design graphique. Par exemple, nous 
conseillons de porter une plus grande attention au contraste fond/forme pour des 
formes ou glyphes (caractères, symboles) comportant des alignements de pixels peu 
épais afin de s’assurer de leur visibilité/lisibilité. Enfin en appliquant les résultats de 
l’expérience 3 à des exemples concrets, nous recommandons de réajuster dans 
certains cas les couleurs d’éléments de surfaces différentes plutôt que de leur donner 
les mêmes coordonnées RGB. Cette recommandation est valable pour des éléments 
graphiques dont la couleur doit être perçue comme identique (pour les associer par 
exemple), mais dont la différence de surfaces pourrait entrainer des problèmes de 
perception. 
Les résultats que nous présentons par la suite sont moins triviaux, plus inattendus. Il 
s’agit d’enseignements issus d’une part de l’analyse des difficultés que nous avons 
rencontrées lors de la mise en place de ces trois expériences et d’autre part de 
remarques à propos de la finesse des effets relevés. 
8.6.3 Difficulté de choix pour les conditions expérimentales 
Comme nous l’avons déjà dit, les itérations nécessaires à l’établissement des 
paramètres finaux de chaque expérience ont été nombreuses. Nous revenons sur les 
difficultés rencontrées lors des phases de conception de ces trois études. Pour la 
première, nous avons utilisé des objets graphiques simples et la seule difficulté était 
de trouver les bonnes dimensions des neuf formes (ligne, rectangle ou carré) afin 
qu’elles aient les mêmes surfaces ou proportions. Pour les couleurs de fonds, nous 
avons utilisé les luminosités extrêmes « noir » et « blanc » ainsi qu’un gris moyen 
RGB. Grâce aux résultats de cette expérience, nous avons réajusté les fonds 
« extrêmes » afin de ne plus agresser les yeux des sujets (meilleur confort visuel et 
moins de fatigue) et afin de rapprocher les conditions expérimentales de cas 
« limites » réalistes.  
Le travail de paramétrage des lignes, c'est-à-dire le choix des orientations et 
épaisseurs, nous a apporté un résultat nouveau puisqu’il nous a permis de prendre la 
mesure du niveau de détail auquel se jouent les différences de perception. Nous avons 
dû, lors de l’établissement des paramètres, faire des essais et visualiser une multitude 
d’inclinaisons, d’épaisseurs et de contrastes avec les fonds différents afin de 
sélectionner 4 épaisseurs, 4 orientations et 6 niveaux de contraste de luminosité par 
rapport au fond. Ce choix n’était pas aisé, car il fallait limiter le nombre de variables 
indépendantes du plan expérimental tout en couvrant au mieux les cas à étudier : les 
cas limites et quelques cas intermédiaires pour chaque variable. Nous avons rencontré 
encore plus de difficultés pour paramétrer les conditions expérimentales de la 
troisième expérience, car celle-ci prend en compte la saturation et la teinte de la 
couleur. La première difficulté a été le choix de cinq teintes couvrant au mieux la roue 
chromatique et étant si possible des couleurs « nommables » ou « pensables » à 
certains niveaux de luminosité, par exemple bleu, vert, jaune (luminosités hautes), etc. 
Pour obtenir des luminosités perçues de manière équilibrée pour les différents seuils 
et teintes et pour obtenir une grille de couleur cohérente entre teintes et couleurs 
« nommées », nous avons fait de nombreuses itérations. Nous avons consigné le détail 
de ce travail en annexe C ainsi que des éclaircissements sur les raisons de cette 
difficulté de choix. Il est important de noter que pour répondre à ces questions 
induites, notamment par les limites des modèles colorimétriques et de la chaine de 
rendu, nous avons fait appel aux connaissances de spécialistes de ces domaines. Ce 
processus de choix des couleurs comme celui des paramètres des autres expériences a 




colorimétrie ainsi qu’une psychologue expérimentale spécialiste en psychologie de la 
perception. Nous rapportons ceci pour insister sur le fait que même pour des experts, 
cette tâche de choix d’une grille de couleur équilibrée et de choix précis de paramètres 
graphiques a été source de problèmes, faute d’outils et de méthodes adaptés. 
8.6.4 Subtilité des effets relevés 
Lors de l’analyse des résultats de la première expérience, nous avions noté que les 
différences de luminosité ne portaient que sur quelques niveaux RGB de luminosité 
[Cleveland et McGill, 1984]. De la même manière, les résultats de l’expérience 2 
montrent qu’une différence d’un pixel de large ou d’un niveau d’orientation a une 
influence statistiquement significative sur des temps de perception. Dans 
l’expérience 3 nous rapportons des erreurs de réglage en luminosité qui sont compris 
pour la plupart entre +/- 3 niveaux de luminosité. Les effets de l’orientation ou de 
l’épaisseur sont comme pour l’expérience 2 très importants alors que les différences 
de paramétrage entre les conditions sont elles aussi très subtiles [Tabart et al., 2007]. 
Enfin, même si les effets de la teinte sont très complexes à analyser, car non réguliers, 
on note qu’ils sont présents. Ce résultat est plus inattendu, car en nous fiant à notre 
intuition, nous n’aurions pas forcément prédit des effets de la teinte. La démarche 
expérimentale apporte ici de nouvelles informations par la mesure de ces effets. Il 
s’agit bien là d’autres effets « fins » puisque les résultats nous montrent qu’à 
luminosité constante, des variations de teinte peuvent aussi avoir des effets 
significatifs sur notre perception. Dès lors, il faut prendre en compte dans le design de 
rendus graphiques le fait que des différences de teintes, aussi subtiles et complexes à 
interpréter soient elles, peuvent entrer en interaction avec les autres dimensions de la 
couleur et les autres paramètres du design. 
 
Nous avons montré la complexité de mise en place de telles expériences notamment la 
nécessité de mener une réflexion quant aux choix des variables dépendantes et 
indépendantes. Cette réflexion porte sur les paramètres des objets affichés, mais aussi 
sur la définition des effets comportementaux (comme la fatigue, le confort, les 
erreurs, etc.). L’étude de ces effets fait partie de l’analyse des résultats et on note 
qu’ils sont souvent dus eux aussi à des écarts de paramétrage très fins. La mise en 
œuvre et l’analyse de ces expériences posent des problèmes complexes et parfois 
difficiles à résoudre. Pour nos expérimentations ces tâches ont été réalisées par un 
groupe d’experts ayant de l’expérience. Cela n’a cependant pas suffi à les rendre plus 
simples. Cela confirme le besoin de méthodes et d’outils aidant aux choix de tels 
paramètres, car les difficultés rencontrées ici sont semblables à celles rencontrées lors 
de phases de conception ou de validation de rendus graphiques. Nous verrons dans la 
partie suivante de la thèse les liens qui existent entre les études expérimentales que 
nous venons de présenter et les problèmes concrets rencontrés lors de missions de 





9 Analyse de l’activité de conception  
En mettant en place les expérimentations et en analysant leurs résultats, nous avons 
pris conscience de la complexité des interdépendances entre les différentes variables 
visuelles. Le succès d’un travail de création de représentations graphiques dépend de 
la capacité à gérer les variables visuelles en prenant en compte ces interdépendances. 
Des obstacles empêchant une utilisation aisée de ces variables visuelles existent dans 
différentes phases de la conception d’une interface : l’exploration, les choix de design, 
la spécification, les vérifications, etc. Dans l’état de l’art (en 7.1.3), nous avons vu que 
différents organismes ont émis des recommandations et standards pour aider à la 
conception de représentations graphiques efficaces utilisant ces variables graphiques. 
Nous avons aussi vu que la capacité de prise en compte de ces ensembles de 
recommandations par les concepteurs est limitée et que ces recommandations ne sont 
pas toujours suffisantes (trop vagues ou trop restrictives). Pour comprendre comment 
les concepteurs font face à des problèmes non résolubles par la mise en application de 
standards, nous proposons dans cette partie du manuscrit une analyse de l’activité de 
conception dans différents cas appliqués. Ceci doit nous permettre de mieux 
comprendre quels éléments sont utilisés par les concepteurs. Nous souhaitons 
notamment comprendre :  
- le processus selon lequel s’effectue la conception graphique d’interfaces 
complexes, 
- le type de problèmes spécifiques auxquels les concepteurs sont confrontés, 
- les réponses qui y sont apportées, selon quel processus de choix, 
- le type d’artefacts ou d’outils de conception sur lesquels s’appuient les 
concepteurs, 
- les interactions existantes entre tous les acteurs de la conception, etc. 
 
Au cours de notre travail de thèse, nous avons pu observer et participer à différentes 
activités de conception graphique d’interfaces complexes. Ces activités étaient 
réalisées pour la plupart par un designer graphique expérimenté (parfois assisté par 
d’experts en IHM ou en psychologie expérimentale). Nous avons choisi ces activités 
comme sujet de notre analyse selon une démarche ethnométhodologique. Ce travail, 
présenté dans cette partie de la thèse, comprend : 
- la description de différents types de travaux de conception observés et de leur 
contexte, 
- nos observations à propos des problématiques de conception rencontrées, des 
critères de choix, de la collaboration entre intervenants et des solutions 
retenues, 
- notre proposition d’une liste de conséquences pour la conception et de 
recommandations utiles à l’élaboration de méthodes et d’outils d’aide à la 
conception d’interfaces graphiques complexes. 
9.1 Observations de différentes activités de conception 
Pour comprendre la démarche que nous avons adoptée pour effectuer ces 
observations, un parallèle peut être fait avec les travaux d’ [O'Neill et al., 2008]. Dans 
cet article, les auteurs rapportent leur étude à propos de la façon dont designers 
graphiques et imprimeurs prennent en compte la « gestion des couleurs » dans leur 
activité. Les auteurs montrent que de nombreux problèmes doivent être résolus dans 




designers à un produit fini sur un support papier réalisé par les imprimeurs. Les 
auteurs veulent montrer que ces problèmes sont de nature sociotechnique plutôt que 
purement technologique et qu’ils ne sont donc pas résolubles de manière purement 
technique (par l’utilisation de profils ICC par exemple). Pour cela, ils ont effectué une 
étude ethnographique au sein de trois maisons de design graphique et au sein de trois 
entreprises d’imprimeurs. Les auteurs font une analyse basée sur des observations 
faites sur l’usage des techniques existantes, les collaborations diverses entre 
imprimeurs et designers et les solutions ad hoc apportées par les différents 
intervenants. Ils montrent que leur hypothèse à propos de la nature 
sociotechnologique de l’activité est vérifiée et proposent alors des recommandations 
tendant vers des solutions collaboratives et flexibles basées sur leurs observations. 
Nous avons adopté exactement le même type de démarche : observation du travail des 
concepteurs, de la collaboration entre concepteur et utilisateur, analyse et 
recommandations pour la conception [Tabart et al., 2008]. Ces travaux sont présentés 
dans les chapitres qui suivent.  
9.1.1 Description des travaux de conception observés 
Les activités que nous étudions dans cette partie de la thèse sont des travaux réels 
dont certains de faisaient partie d’un processus industriel. Lorsque la démarche de 
conception était orientée vers l’industrie, les concepteurs ont dû suivre les directives 
précises associées à ce type de processus. Ils n’ont donc pas toujours pu expérimenter 
toutes les solutions potentielles afin de rester dans le contexte et les limites imposées 
de la demande. Par exemple, ils étaient parfois contraints d’utiliser la couleur alors 
que le recours à d’autres variables visuelles comme la taille aurait pu être envisagé. 
Nous rapportons cependant toutes les idées et observations qui ont été générées lors 
de ces activités.  
Nous présentons d’abord l’activité principale de reconception sur laquelle nous avons 
basé la plupart de nos observations. Nous introduisons ensuite diverses activités de 
conception auxquelles les concepteurs se sont livrés. Nous détaillons aussi le contexte 
et les outils employés lors de ces travaux. 
9.1.1.1 Reconception de la palette de couleur d’ODS  
Nous avons déjà présenté dans la partie 1.2 le système de contrôle du trafic aérien et 
le logiciel associé nommé ODS. La Figure 98 présente un exemple récapitulatif des 
différents éléments graphiques utilisés. Ceci permet de se rendre compte visuellement 
de leurs positionnements respectifs ainsi que du pourcentage de surface d’affichage 
qu’ils occupent. Nous avons déjà présenté la partie « représentation » située au centre 
de l’interface et représentant les secteurs et routes aériennes, les vols (pistes radar), 
etc. sans détailler les deux zones de part et d’autre de l’image radar. Le bandeau de 
gauche contient les outils permettant de contrôler les limites géographiques de la vue 
radar (déplacements en longitude et latitude, et niveau de zoom) ainsi que de choisir 
les éléments figurant dans la vue (choix du niveau des vols et des secteurs affichés, 
utilisation de fonctionnalités spécifiques, etc.). La zone de droite permet d’afficher le 
détail de certaines informations et alarmes. Il est aussi prévu qu’elle accueille un 
nouvel outil de type ligne temporelle (agenda) où le système affichera les conflits 





Figure 98 : Composition graphique de la vue radar et d’ODS 
Le but de l’intervention du concepteur était d’adapter la palette de couleur du système 
ODS pour prendre en compte des évolutions d’ordre technologique et fonctionnel. Les 
dispositifs d’affichage utilisés dans les centres de contrôle en route (CCR) ont été 
renouvelés et sont passés d’une technologie d’écrans CRT à de nouveaux écrans 
LCD. Nous avons décrit les problèmes causés par les différences technologiques entre 
écrans dans la partie traitant des problèmes généraux liés à la perception des rendus 
(paragraphe 2.3). Ces différences introduites par les écrans LCD par rapport aux CRT 
(plus de précision de la grille de pixels, différence de rendu des couleurs et de 
restitution lumineuse) impactent le rendu final de l’interface. Cette modification du 
rendu des couleurs s’accompagne d’un changement de la forme globale de l’écran. 
Les CRT étaient des écrans carrés de 2000 pixels de côté alors que les écrans LCD ont 
un ratio 16:10ème avec une résolution de 2500*1600. La version d’ODS est donc 
adaptée à la forme de l’écran (la Figure 98 présente donc la version LCD, avec des 
proportions rectangulaires) et les quantités de chaque élément graphique présentes à 
l’écran s’en trouvent modifiées. En plus de ces évolutions technologiques, l’activité 
des contrôleurs évolue régulièrement par exemple avec des modifications dans les 
procédures de contrôle, des changements d’organisation des secteurs ou encore avec 
l’introduction de nouveaux outils. Ces évolutions résultent en une accumulation de 
modifications qui ne sont pas incluses dans une démarche de reconception globale. Le 
besoin d’une intervention d’un spécialiste est remonté tardivement (comme souvent). 
Ce besoin faisait suite à un mauvais réglage technique des nouveaux écrans : les 
« backlights » (éclairage arrière de la dalle LCD) des écrans étaient réglés avec une 
trop faible intensité lumineuse, ce qui entrainait de graves problèmes de perception. 
Après qu’un ajustement rehaussant la luminosité de ces écrans fut effectué, les 
utilisateurs et décideurs ont compris qu’ils auraient besoin d’une aide extérieure pour 
résoudre ce problème très précis de perception de l’ancienne palette sur de nouveaux 
écrans.  
 
Durant cette intervention, le concepteur avait plusieurs objectifs. Le premier était 
d’assurer la transition technologique entre les écrans CRT et LCD. Le défi consistait à 




contrôleurs tout en assurant une continuité historique de la perception et en 
garantissant un confort de lecture. Les contrôleurs souhaitaient conserver au mieux le 
rendu des couleurs qui existait sur l’ancienne technologie d’affichage. L’autre objectif 
était de fournir une palette homogène pour les cinq CCR tout en tenant compte de 
leurs particularités. Une contrainte supplémentaire était que certaines couleurs étaient 
définies dans une palette nationale (palette partagée par les cinq CCR) et ne pouvaient 
pas être modifiées. 
Le travail réalisé pour mener à bien cette intervention peut sembler simple puisqu’il 
s’agit de « modifier des couleurs ». C’est d’ailleurs pour cela que la demande 
d’intervention opérationnelle n’a eu lieu qu’assez tard dans le processus de 
remplacement des écrans. Cependant pour atteindre ce but, le concepteur a dû 
reconcevoir la quasi-totalité des couleurs de la palette et résoudre un grand nombre de 
problèmes et questions inattendus. Pour bien comprendre cette activité de conception, 
nous avons observé le concepteur lors de sa dernière intervention au sein d’un CCR. 
Après la fin de cette mission, nous avons interviewé le concepteur afin de recueillir 
des explications détaillées à propos de chaque type de problèmes qu’il a rencontrés et 
afin d’obtenir des précisions sur sa façon d’aborder et de résoudre ces problèmes. 
Pour les activités qui suivent, nous avons aussi été acteurs de la conception au sein 
d’une équipe pluridisciplinaire. En plus d’une démarche basée sur des interviews, 
nous avons donc aussi pu tirer directement des connaissances de notre expérience. 
9.1.1.2 Ajout d’informations par la couleur 
Le concepteur et l’équipe pluridisciplinaire ont aussi été impliqués dans une activité 
d’ajout de nouvelles couleurs à une palette existante. Ce besoin provient de l’activité 
de contrôle d’approche, le contrôle des aéronefs lorsqu’ils sont à proximité d’un 
aérodrome. Ces contrôleurs avaient besoin de distinguer différentes catégories de flux 
d’aéronefs, par exemple selon la zone où se situe leur aéroport de destination. À 
l’intérieur de ces flux, un autre besoin de catégorisation devait se faire, toujours grâce 
à la couleur. Certains des flux principaux devaient être séparés en sous flux, par 
exemple pour indiquer si l’aéronef est destiné à l’aérodrome principal ou bien à un 
aérodrome annexe. Des contraintes sur les noms des couleurs de chaque flux sont 
données. Par exemple, les trois flux doivent correspondre à du rose, du vert et du bleu. 
Le but de cette activité de conception était de trouver les couleurs formant une palette 
harmonieuse, qui réponde aux besoins de séparations en flux et sous-flux, et qui 
respecte les contraintes données explicitement (pour les teintes) ou implicitement 
comme les contraintes d’intégration à une palette de couleurs déjà existantes. Nous 
reviendrons sur ce scénario de conception plus tard dans le manuscrit de thèse, car il 
sert de support à la partie de validation des outils d’aide que nous avons proposés. 
9.1.1.3 Autres activités liées à la conception graphique 
L’expérience de conception d’expérimentations sur la perception visuelle d’éléments 
graphiques fait aussi partie du corpus d’activité de conception que nous étudions. 
Dans la conclusion du chapitre 8, nous soulignons les difficultés que nous avons 
rencontrées, notamment pour choisir les paramètres des conditions expérimentales : 
formes, épaisseurs, clartés, teintes, contrastes des objets graphiques. Ces choix de 
conception d’une expérimentation ne sont pas différents des choix qui doivent être 
faits lors de la conception du rendu graphique d’une interface complexe. Ils sont 
même encore plus précis, car ils doivent servir à établir des mesures expérimentales. 
Ainsi, les difficultés que les concepteurs ont rencontrées et les démarches et outils 
qu’ils ont utilisés pour les surmonter font partie de la base des travaux nous servant à 




Enfin, un dernier type de travail de conception proposé au concepteur consistait à 
reconcevoir complètement la vue radar dans un but de prospection pour de futures 
versions. Ce travail laisse plus de place à des modifications libres de contraintes 
historiques permettant l’introduction de changements plus radicaux dans les choix de 
paramétrage des variables visuelles. 
9.1.2 Processus de conception 
9.1.2.1 Modèles colorimétriques 
Une grande part des activités de conception que nous venons de détailler abordent le 
problème de choix de conception au niveau des couleurs. Nous présentons donc ici 
quelques éléments qui ont aidé à la conception, notamment les connaissances en 
colorimétrie, les modèles, outils et méthodes utilisés. Dans le chapitre 5, nous avons 
décrit différents modèles colorimétriques utilisés dans l’informatique, ainsi que leurs 
avantages et inconvénients. Le modèle utilisé pour transmettre les informations de 
couleur jusqu’aux périphériques d’affichage est le modèle RGB. Ce modèle a des 
limites que nous avons déjà évoquées : des limites physiques d’affichage de la 
couleur, des limites « ergonomiques » de manipulation de la couleur ou d’exploration 
des couleurs, etc. Nous avons aussi vu que les acteurs de la conception sont contraints 
pour des raisons technologiques d’utiliser ce modèle pour spécifier les couleurs 
finales qui seront envoyées sur les périphériques d’affichage. Ils ne sont cependant 
pas obligés d’utiliser ce modèle pour réfléchir aux questions liées à la couleur. Nous 
avons notamment vu que la CIE propose des modèles plus avantageux pour la 
conception. Dans ces modèles, les couleurs sont « arrangées » (et donc manipulables) 
selon des critères perceptifs. Les concepteurs ont mis à profit ces avantages pour la 
conception lors des différentes activités et interventions. Ils ont notamment utilisé le 
modèle CIELAB et le CIELCH associé permettant d’effectuer des manipulations 
prédictibles sur la couleur. 
Afin de prendre en compte les différences entre dispositifs d’affichage, les 
concepteurs ont calibré les couleurs des écrans et ont utilisé des profils d’écrans 
(profils ICC) lorsqu’ils ne pouvaient pas effectuer le travail de conception directement 
sur l’écran cible. Pour le travail sur la palette ODS, un profil ICC avait été établi sur 
un des nouveaux écrans LCD du premier CCR où le designer graphique est intervenu. 
Ce profil a servi de référence pour les réglages dans les autres centres. 
9.1.2.2 Outil spécialisé 
Certains de ces modèles et outils de gestion de la couleur étaient embarqués dans un 
outil ad hoc. Le designer graphique avait construit lui même cet outil pour assister son 
travail de reconception de la palette ODS dans les cinq CCR français. L’outil (voir 
Figure 99) permet d’importer une palette de couleur ordonnée, représentée sur la 
gauche de la figure. Cette palette est une liste de codes couleurs, chacun de ces codes 
étant associé au nom de la couleur (par exemple : « GrisSansIntérêt ») et regroupés en 
groupes logiques (la palette des pistes radar, celle des couleurs d’alarmes, etc.). Les 
couleurs de la palette sont représentées sur un cercle chromatique sur la partie droite 
de la figure. Sur ce cercle, les couleurs sont classées selon leurs angles de teinte et, en 
radial, l’éloignement par rapport au centre code une information soit de clarté de la 
couleur, soit de chroma. Sur la figure, la distance au centre représente les chromas des 
couleurs sélectionnées dans la palette, ceci permet de visualiser celles qui sont plus ou 
moins saturées. La manipulation de la couleur passe par des interacteurs de type slider 
qui permettent de déplacer la couleur sélectionnée sur une des dimensions du modèle 




représentation de six pistes radar, reprenant des couleurs de la palette (Figure 99, en 
bas à droite). 
 
 
Figure 99 : Outil spécialisé réalisé par le concepteur 
9.1.2.3 Contexte et conditions de réglage 
Nous avons relevé quelques informations pertinentes pour mieux comprendre le 
contexte dans lequel le réglage de la palette ODS a eu lieu. Tout d’abord, il est 
important de retenir que le concepteur a effectué ce travail directement dans les salles 
des cinq CCR sur une position de contrôle de test des nouveaux écrans et en étant 
accompagné de futurs utilisateurs. Il était nécessaire au concepteur de travailler 
directement sur les écrans pour lesquels le design était destiné. Il était également 
important d’être immergé dans le contexte réel de fonctionnement des écrans et 
auprès des utilisateurs pour pendre leurs avis en compte, et pouvoir itérer facilement 
avec eux sur les solutions à retenir. 
Les conditions de la réalisation du travail sont elles aussi remarquables à cause de la 
disposition des écrans. Nous avons déjà décrit les positions de contrôle et leur 
disposition avec un écran pour chaque contrôleur. Cette disposition particulière a 
permis une méthode de design intéressante puisque l’ancienne configuration de la 
palette était conservée sur l’un des écrans pendant que les modifications étaient 
apportées sur l’autre. Cela permettait de comparer les différences introduites dans le 
design et de discuter de leur validité avec les contrôleurs. Une ancienne version de la 
palette était affichée sur un ancien écran CRT à proximité afin de permettre la 
comparaison de la perception sur les différents types de dispositifs (but de 
conservation perceptive des couleurs). 
À propos de la méthode de réglage des codes couleur, nous retenons aussi le 
processus de modification adopté et la forme des fichiers de configuration. Le 




donner à la couleur sur son ordinateur portable grâce au logiciel ad hoc présenté 
précédemment (et intégrant les paramètres ICC de l’écran à régler). Une fois qu’il 
pensait avoir trouvé les bonnes coordonnées, il indiquait le code RGB correspondant 
aux techniciens pour qu’ils aillent le modifier dans le fichier de configuration 
accessible dans une autre salle. Les techniciens relançaient alors l’affichage d’ODS 
avec les nouveaux paramètres. Ce processus ralentissait considérablement le nombre 
d’itérations que le concepteur pouvait effectuer. Dans le fichier de configuration, les 
coordonnées RGB des couleurs sont référencées en hexadécimal et mises en 
correspondance avec le nom « fonctionnel » de la couleur, par exemple (Name 
"Orange") (value 0xd08c00). Lorsque le logiciel ODS affiche un élément, il se 
réfère à sa couleur par son nom, par exemple ConflitEtiquette#N_Foreground : 
MC#Orange#NColorModel. En ayant recours à une telle indirection, les concepteurs 
peuvent appliquer une couleur à différents éléments. Par exemple, la Figure 100 
montre un « orange alarme » partagé à la fois par l’élément de fond d’une zone 
d’affichage d’informations (à gauche) et par les glyphes indiquant qu’une alarme est 
active sur une piste radar (à droite). Ces éléments différents sont tagués/marqués avec 
la même couleur nommée « orange alarme ». Ainsi en changeant le code couleur de 
cet orange dans le fichier de configuration, tous les éléments marqués avec la couleur 
nommée « orange alarme » seront modifiés à l’affichage. Ce procédé de configuration 
influence les concepteurs dans leur méthode de codage de la couleur et il est un 
moyen pour eux de structurer ce codage par la couleur. La configuration du système 
est facilitée et plus modulable lorsqu’il y a d’importants changements, ou des mises à 




Figure 100 : Couleur orangé partagée par des éléments graphiques de type et de surface différents 
9.1.3 Les observations effectuées 
Dans cette partie, nous analysons les problématiques liées à l’activité de conception. 
Nous avons observé ces problèmes lors de la réalisation des travaux que nous venons 
de décrire. Nous avons regroupé par thèmes les problématiques traitant des mêmes 
aspects de la conception graphique. Pour chaque problématique, nous décrirons le but 
de la tâche, les contraintes ayant guidé les choix des concepteurs et éventuellement la 
solution retenue. Les exemples sont pour la plupart issus du scénario de 
(re)conception de la palette de couleur ODS. Lorsque ce n’est pas le cas, nous 
précisons leur origine. 
9.1.3.1 Visibilité de l’information 
Le premier problème concerne la visibilité de l’information qui peut se faire selon 
trois niveaux de perception. Nous avons déjà expliqué ces trois niveaux perceptifs : la 
perception de l’information correspond à la capacité de voir/percevoir une entité 
graphique, la discrimination à celle de faire la différence entre deux entités, et 
l’identification à celle d’identifier une entité parmi un ensemble connu d’entités. Par 




sur celui-ci au centre de l’écran, est capable de percevoir qu’un autre vol arrive dans 
un coin de l’écran (« Une nouvelle entité graphique se détache du fond, j’ai perçu son 
apparition. »). Ce contrôleur peut discriminer les aéronefs associés à son secteur de 
ceux non pris en compte (« Je ne me préoccupe pas des entités périphériques en gris 
foncé. Par contre, j’ai sous mon contrôle toutes les entités en gris clair. »). Il peut 
enfin identifier le prochain vol auquel il veut donner un ordre de pilotage (« J’ai 
identifié le vol AF348 grâce à son étiquette, je dois lui donner l’ordre de monter au 
niveau 360. »).  
Dans le scénario de réglage de la palette ODS, le concepteur a effectué en premier 
lieu les réglages en luminosité. Nous avons vu au travers des résultats des 
expérimentations l’importance de la luminosité pour séparer les entités graphiques. 
Les concepteurs connaissent les règles ergonomiques et savent que les différences en 
luminosité permettent de séparer visuellement des objets graphiques juxtaposés ou 
superposés. La majorité des couleurs en cours de (re)conception était achromatique ou 
très faiblement saturée. Ces couleurs avec une chroma nulle (ou très faible) dans le 
modèle CIELCH ne transmettent pas d’information de teinte (ou très légèrement). Ce 
sont des gris neutres ou des gris teintés si la chroma n’est pas nulle. Les secteurs de 
contrôles sont, comme déjà décrits dans les exemples d’interfaces ATC, représentés 
en fond par des surfaces larges et uniformes qui se juxtaposent pour former les 
différents secteurs. Les contrôleurs doivent à la fois les discriminer et les identifier. 
Cela leur permet de savoir quels vols entrent ou sortent de quel secteur, c'est-à-dire de 
savoir quels vols sont, ou vont être (ou ne plus être) à leur charge. Les objets 
graphiques se superposant à l’écran par ordre de profondeur depuis le fond jusqu’au 
premier plan sont les secteurs, puis les routes aériennes, les balises et enfin les vols au 
premier plan. Les routes aériennes et les plots radars doivent être visibles, car ils 
servent de repères aux contrôleurs tandis que les vols représentés par les pistes radar 
doivent être lisibles (identification des aéronefs). 
Le travail de redéfinition de la palette de l’interface a donc commencé par le réglage 
en luminosité des secteurs puisque ceux-ci servent de fond au reste de l’image radar et 
que le reste des éléments graphiques ne peut être réglé qu’en fonction du fond sur 
lequel il se trouve (la perception visuelle est bien une perception de contraste plus que 
de valeurs absolues). Nous avons représenté sur la Figure 101  distribution des clartés 
(L dans CIELAB) des différents gris utilisés sur l’interface. Pour les secteurs, nous 
retrouvons un gris pour le secteur en cours de contrôle, un gris pour les secteurs 
environnants et un gris pour des zones spéciales. Le secteur contrôlé est le plus 
sombre, car il est le plus important pour les contrôleurs. Sur la Figure 101-a, les 
éléments graphiques sont répartis sur l’axe des clartés de façon à assurer un bon 
contraste lumineux entre les pistes radar (clartés hautes) et les secteurs (clartés 
faibles). Ce contraste doit être maximal pour le secteur de contrôle, car c’est celui 
pour lequel la lisibilité doit être la meilleure. Les secteurs environnants sont donc 
légèrement plus clairs. Dans certains cas, il peut y avoir deux couches par secteurs, 
celles-ci séparent des zones aériennes différentes, mais faisant partie du même secteur 
de contrôle. Dans ce cas, il est nécessaire d’utiliser deux gris différents tirés du gris de 








Figure 101 : Représentation des éléments de l’interface sur l’axe des clartés. 
a) Répartition des éléments graphiques sur l’axe des clartés 
b) Détail de la répartition des clartés pour les gris de secteurs 
c) Séparation du gris de secteur sous contrôle en deux gris différents 
Dans la suite de ce paragraphe, nous donnons les valeurs choisies par le concepteur 
pour les gris de fond en détaillant leurs coordonnées RGB (la valeur d’une seule 
composante suffit puisque ce sont des gris) et leur clarté (L du modèle CIELAB). Les 
limites de secteurs sont représentées sur la vue radar par des lignes épaisses de 
couleur gris foncé nommé « gris limite » (R,G,B = 52 ; L=21,7 %, nommé G52 sur la 
figure b). Sur la Figure 101-b, on voit que la clarté qui vient ensuite, G61, est celle du 
secteur en cours de contrôle (« gris sombre », R,G,B = 61 ; L=25,7 %). C’est la plus 
basse parmi les clartés de secteurs. Il s’agit aussi de la clarté la plus éloignée de celle 
du gris de fond d’écran (G70) utilisé pour représenter les secteurs adjacents n’étant 
pas sous contrôle (couleur non modifiable de coordonnées R,G,B =70  ; L=29,7 %). Il 
existe un gris pour des secteurs spéciaux, il est appelé « gris puits ». Ce gris doit être 
suffisamment différent du gris de secteur contrôlé, mais doit rester un gris « secteur ». 
Pour choisir ses coordonnées, le concepteur estime que la contrainte la plus forte est 
d’éloigner ce « gris puits » du gris de secteur (qui doit conserver le contraste 
maximum avec les pistes radar). Il laisse alors 6 digits RGB entre les deux (R,G,B 
=67 ; L=28,4 %, G67 sur la figure), ce qui n’en laisse que 3 avec le gris de fond 
d’écran G70. Dans certains CCR, le secteur de contrôle doit être séparé en deux 
couches (Figure 101-c). Le concepteur utilise alors deux gris : un gris supérieur 
(G64 : R,G,B = 64 ; L=27 %) et un gris inférieur (G58 : R,G,B = 58 ; L=24,4 %). De 




réduite (écart de clarté de 8). En attribuant deux couleurs différentes pour le secteur 
en cours de contrôle, ce sont désormais 5 gris qui sont très proches en clarté (figure c). 
Cet exemple permet de comprendre les problèmes soulevés lorsqu’un choix de 
couleurs est limité à une plage réduite. Ce problème vient de contraintes imposées 
pour certains gris (valeur fixée) et du fait que l’on ne peut adresser dans l’espace RGB 
(8 bits par composante) qu’un nombre limité de gris. L’œil humain peut distinguer 
approximativement 450 niveaux de gris. L’espace RGB ne contient que 256 valeurs 
de « gris purs » (couleurs achromatiques, R=G=B). Lors du réglage de la palette, le 
concepteur a réglé les couleurs en modifiant les digits RGB un à un. Il était alors 
contraint d’utiliser cet espace de couleur orienté vers le système plutôt que basé sur la 
perception visuelle humaine. L’utilisation de l’espace CIELCH n’est pas appropriée 
pour définir finement ces gris, car lors de la conversion des coordonnées L, C et H 
vers l’espace RGB les résultats ne sont pas toujours égaux sur les trois composantes 
R, G et B. L’utilisation de gris pour lesquels R, G et B ne sont pas égaux est 
envisageable pour créer des « gris » intermédiaires entre deux gris purs. Cependant, le 
concepteur ne voulait pas utiliser ces gris intermédiaires, car ils peuvent être perçus 
comme étant faiblement teintés (surtout sur de grandes zones), alors que seuls certains 
secteurs particuliers doivent avoir un codage graphique réalisé par des gris 
« colorés ». 
Certains objets graphiques ne doivent pas simplement être visibles par le système 
perceptif, mais doivent aussi capter l’attention. C’est par exemple le cas de certaines 
alarmes qui doivent « sauter aux yeux » lorsqu’elles apparaissent. Il est possible 
d’utiliser des animations (clignotement par exemple) pour ajouter un effet sur 
l’attention des utilisateurs [Athènes et al., 1999]. Le concepteur a cependant choisi de 
différencier ces alarmes du fond et des autres éléments en mettant en jeu les autres 
dimensions de la couleur : la teinte et la chroma en plus des contrastes lumineux. Les 
autres couleurs de l’interface sont achromatiques ou très légèrement saturées (d’où 
une faible expression de la teinte). En attribuant aux alarmes des couleurs ayant une 
chroma élevée, elles deviennent très perceptibles (les couleurs saturées font partie des 
variables pré attentives décrites en 4.3.1.1). L’utilisation de la teinte permet 
d’introduire une différenciation dans les niveaux d’alarme. Cette explication vaut 
aussi pour la couleur de fond des secteurs militaires qui doivent être considérés avec 
prudence par les contrôleurs aériens. Pour cette raison, le gris de ces secteurs est 
légèrement teinté de rouge. 
9.1.3.2 Esthétique : confiance envers le système et confort d’utilisation 
L’image globale doit être harmonieuse : même s’il est difficile de quantifier 
formellement la beauté d’une image ou la satisfaction qu’un utilisateur ressent en 
utilisant une interface agréable (voir les études à ce sujet en 7.2), cette notion 
d’harmonie est tout de même importante. De cette harmonie découle une confiance 
plus profonde des utilisateurs envers le système. 
Par exemple, au sein du binôme de contrôleurs, chacun peut modifier le niveau de 
zoom de la vue radar de manière à se focaliser sur le secteur en cours de contrôle ou 
sur les secteurs avoisinants. Le contrôleur qui prépare les vols configure en général le 
zoom de manière à avoir une vue globale (et donc large) des aéronefs arrivant sur son 
secteur. Pour certains secteurs ayant une forme verticale allongée (secteurs plus hauts 
que larges), ce niveau de zoom est faible (Figure 102). Du fait de l’allongement 
horizontal des nouveaux dispositifs d’affichage (écrans de proportion 16 :10), une 




l’image. Sur ces secteurs adjacents figurent un nombre parfois élevé de vols dits 
« sans intérêt » (n’étant pas sous contrôle du secteur affiché).   
 
 
Figure 102 : Représentation du problème de « pollution » de l’image par les vols « sans intérêt »  
La perception globale de la scène s’en trouve polluée et les contrôleurs sont moins 
confiants dans leur capacité à analyser l’image. La présence de tous ces vols provoque 
probablement un déséquilibre dans les nuances de gris des vols utilisés. Il s’en suit 
une perte de confiance dans la capacité à reconnaître la position de ces gris sur 
l’échelle quantitative de clartés sur laquelle ils ont été conçus. Cette situation est 
inconfortable et les contrôleurs ont peur de manquer un évènement important, ils se 
sentent alors obligés de vérifier l’écran de contrôle constamment. Ce problème, 
inexistant avec les écrans de proportion 4 :3, est apparu avec le changement vers des 
écrans de proportion 16 :10. 
Le confort d’une scène graphique est également problématique lorsqu’il s’agit de 
concevoir des alarmes. Le but premier d’une alarme est d’attirer l’attention de 
l’utilisateur quitte à l’interrompre dans sa tâche un instant afin qu’il ait à l’esprit le 
fait qu’une alarme est active. Cependant, il arrive qu’une alarme persiste à l’écran : 
par exemple si le contrôleur a perçu l’alarme, mais qu’il doit terminer une autre tâche 
avant de la traiter, ou s’il n’a aucun moyen d’action sur celle-ci. Dans ce cas, la 
présence de l’alarme ne doit pas pour autant entraver l’activité du contrôleur. Pour 
cette raison, le concepteur a ajusté le niveau de chroma des alarmes persistantes à la 
baisse. Ce choix de design permet leur perception en tant qu’élément perturbateur, 
mais de manière moins éclatante qu’avec une transposition brute de la palette des 
écrans CRT sur les LCD. Le confort d’utilisation de l’image dans ces situations s’en 
est retrouvé amélioré.  
9.1.3.3 Catégoriser et ordonner les objets graphiques 
Un point important dans la conception de rendu est la catégorisation et 
l’ordonnancement des objets graphiques le composant grâce aux variables visuelles. 
Dans une des taches réalisées, les concepteurs devaient grouper les aéronefs en 
catégories et en flux. Aux trois catégories principales avaient été attribuées trois 
teintes héritées de design passés : du vert, du bleu et du rose. Les contrôleurs 
voulaient eux-mêmes ajouter une catégorisation en séparant chacun de ces 3 flux en 
deux sous-flux. Ils avaient proposé un design utilisant des couleurs différentes et 
hétérogènes pour chacune de ces 6 catégories. Le concepteur, en s’appuyant sur sa 
connaissance des espaces de couleur, a choisi de les organiser selon les dimensions de 
l’espace CIELCH. Il a donc proposé une palette avec trois angles de teinte (séparés 
d’environ 120 degrés) pour représenter les flux, et trois réglages en chroma et clarté 




disposé au sein de son outil ad hoc une représentation exacte des six formes (des 
pistes radars) devant porter ces six couleurs, voir Figure 99 p.162. Le but d’un tel 
design est d’établir une correspondance entre une hiérarchie conceptuelle et une 
hiérarchie perceptuelle. Un autre exemple de mise en relation de hiérarchie 
conceptuelle avec une hiérarchie perceptuelle est celui des deux grands types de vols 
affichés sur les écrans radars. Cette relation est de type ordinal selon la classification 
des données utilisée dans le domaine de la sémiologie graphique [Bertin, 1999]. Le 
contraste lumineux de ces vols avec leur fond est effectivement représentatif de leurs 
importances relatives dans la tâche du contrôleur. Les vols sous la responsabilité du 
contrôleur sont les objets les plus lumineux de l’interface (sauf alarme), les autres vols 
« sans intérêt » sont eux représentés en gris plus foncé (moins contrasté avec le fond). 
De la même manière, les différents secteurs sont représentés par différents niveaux de 
gris, celui du secteur de contrôle en cours étant le plus sombre pour maximiser le 
contraste lumineux avec les vols le survolant. 
Les alarmes sont elles aussi graduées dans leur représentation. Selon leur importance, 
celles-ci vont avoir des teintes et chromas différentes utilisées de manière ordonnée, 
voire quantitative. Le choix des couleurs pour une alarme se fait généralement en 
prenant en compte la hiérarchie dans la graduation des alarmes, ainsi que les 
habitudes culturelles de l’usage de la couleur (par exemple, le rouge est synonyme 
d’un danger important dans la culture occidentale). 
9.1.3.4 Importance de la surface : limites de la perception et de la conception 
logicielle 
Dans les résultats expérimentaux présentés dans le précédent chapitre du mémoire, 
nous avons mesuré que la surface des objets graphiques représentés a des effets 
significatifs sur la perception en clarté de ces objets (expérience 1 et 2), mais aussi sur 
leur perception colorée (expérience 3). Sur le terrain, nous avons relevé les mêmes 
interactions entre la surface d’affichage d’une couleur et sa perception : selon la 
surface de l’objet graphique auquel une couleur est appliquée, sa perception est 
différente. Par exemple, nous avons déjà parlé des secteurs aériens militaires qui font 
partie des zones dangereuses, réglementées ou interdites selon les configurations. Ces 
secteurs sont différenciés à l’écran par une couleur grise légèrement teintée de rouge 
(le nom donné à cette couleur est « lie de vin »). Cette couleur avait été réglée dans un 
CCR où les secteurs militaires ont généralement une surface réduite. Lorsque la 
palette de couleur a été testée dans un autre centre de contrôle où les secteurs 
militaires s’étendent sur des surfaces plus importantes, ce gris rougeâtre parut alors 
trop saturé, trop rouge. Le concepteur a dû ajuster cette couleur en réduisant sa 
chroma. Cette action a permis d’atténuer l’effet de la surface et de conserver la 
propriété de cette couleur : les secteurs de taille plus importante retrouvaient ainsi leur 
nature de « gris » tout en conservant une nuance rouge. 
Un autre exemple est donné par la Figure 100 (les oranges) où sont représentés deux 
éléments graphiques différents, mais ayant en commun le code couleur qui leur est 
appliqué. Le premier élément graphique est un texte dont les glyphes sont composés 
de lignes d’un pixel de large. Le second type d’élément est le fond/surlignage d’une 
zone d’information. À cause des différences de surface et d’arrangement des pixels, la 
couleur orange (même code RGB) appliquée aux deux éléments est perçue de façon 
différente sur chacun d’entre eux. Pour l’exemple des gris teintés appliqués à des 
secteurs militaires, un simple ajustement de la couleur partagée avait permis de 
résoudre le problème. En effet, le réglage proposé pour la chroma était satisfaisant 




secteurs et suffisamment pour les petits. Pour ce second exemple concernant les 
« orangés », le concepteur n’a pas été capable de répondre au problème de cette 
façon : l’utilisation de deux couleurs différentes s’est révélée nécessaire. Il en résulte 
une modification du fichier de configuration avec l’ajout d’une nouvelle entrée « nom 
de la couleur  code hexadécimal RGB ». Ainsi, si un changement doit être fait sur 
cet orangé (par exemple déplacement de la teinte vers le jaune), la personne devant 
effectuer cette modification aura deux entrées à modifier au lieu d’une. Ceci est dû à 
la méthode indirecte employée pour coder les couleurs. En utilisant ce système 
indirect de codage de la couleur, il n’y a aucun moyen d’ajuster les coordonnées des 
couleurs pour prendre en compte les différences de perceptions dues aux influences 
croisées d’autres paramètres graphiques tels que la surface d’affichage, l’arrangement 
des pixels ou le contraste avec le fond. Cet exemple montre qu’un choix 
technologique de codage de la couleur peut engendrer une gêne dans l’activité des 
contrôleurs. En effet, en utilisant le même code couleur pour des éléments graphiques 
différents (ou affichés dans des contextes différents), il est possible qu’une couleur ne 
soit pas reconnue comme correspondant à un état particulier, ou bien encore que deux 
éléments sensés être associés par le partage d’une couleur identique ne le soient pas.  
Un autre problème est celui des très petits éléments comme des lignes fines d’un pixel 
d’épaisseur ou des glyphes de petite taille. Lorsqu’on applique à ce type d’éléments 
des couleurs peu saturées, l’information de teinte est souvent mal rendue et donc mal 
perçue (nous avons observé ce même phénomène dans l’expérience 3). Une 
explication de ce phénomène repose sur le fait que pour ce type de petits éléments une 
grande proportion de leurs pixels se retrouve isolée sur le fond de l'image. Ils sont 
alors « mangés » par la couleur de fond les encerclant et perdent certaines de leurs 
propriétés. 
9.1.3.5 Apparence et nommage des couleurs 
Nous avons pu observer à de nombreuses reprises lors des activités de conception les 
précautions prises par les concepteurs lorsqu’ils veulent modifier les coordonnées 
d’une couleur sans changer son « apparence » ou son « nommage ». Nous avons aussi 
observé la subjectivité des utilisateurs avec les différences d’appréciation qui existent 
entre les choix et les préférences des individus. Pour la tâche de réorganisation de la 
palette, le concepteur a utilisé le modèle colorimétrique CIELCHab. Comme nous 
l’avons déjà dit dans l’état de l’art, en théorie, les trois dimensions L, C et H sont 
supposées être orthogonales, c’est-à-dire que pour une modification de la couleur faite 
sur une seule de ces dimensions, la perception de la couleur ne devrait être modifiée 
que sur la dimension en question et pas sur les deux autres. En pratique, ces 
modifications de chroma ou de clarté sont effectivement réalisables pour certaines 
couleurs sans que la couleur perde son essence (comme un vert passant de clair à 
foncé). Pour d’autres, des changements sur une de ces deux dimensions (L ou C) sont 
plus difficiles à réaliser sans qu’ils aient un impact sur la teinte. Le rouge est par 
exemple une couleur naturellement peu modifiable en clarté ou en chroma sans 
qu’elle perde sa nature de rouge : avec peu de clarté, on perçoit plutôt de l’ocre, et du 
rose pour une clarté forte. Un problème similaire dû au modèle CIELCH existe pour 
certaines teintes bleues qui dévient vers le rose lorsqu’on augmente leur clarté. Le 
concepteur a été confronté à ce type de problèmes lors du réglage de la palette ODS 
quand il a modifié la chroma des alarmes pour contrebalancer les changements 
technologiques dus au passage d’écran CRT vers LCD. En diminuant la chroma des 
alarmes, celles-ci n’étaient plus perçues comme rouges, mais comme ocres. En 




reconnue/identifiée comme telle. Le concepteur a dû régler cette couleur plus 
finement en changeant aussi sa teinte afin qu’elle soit reconnue comme du rouge. Cet 
exemple montre que les couleurs ne peuvent pas être modifiées automatiquement ou 
tout du moins pas sans précautions. 
Le fait de pouvoir nommer une couleur est un problème similaire. Au cours de leur 
activité, les contrôleurs utilisent parfois le nom des couleurs pour identifier des 
éléments graphiques. Par exemple, il arrive qu’ils utilisent le nom de la couleur d’un 
état de vol particulier plutôt que de se référer directement à l’état du vol. Ils désignent 
alors un objet particulier par sa couleur (par exemple « peux-tu t’occuper des deux 
vols bleus ? »). Lorsque des couleurs utilisées de cette façon doivent être modifiées ou 
être affichées sur un autre média, il faut que ce nommage soit respecté afin que les 
objets restent reconnaissables et identifiables par la couleur. En ce sens, le nommage 
des couleurs peut être considéré comme un outil de transmission ou de conservation 
des propriétés perceptives. Ce nommage supplée en partie aux outils colorimétriques 
de type profils ICC. Nous rappelons que ce type d’outils permet entre autres de 
percevoir les couleurs sur un périphérique cible telles qu’elles ont été définies sur un 
autre. Dans le même esprit, une couleur qui ne respecterait plus son « nommage » 
devrait être modifiée afin de correspondre à nouveau à son appellation originale. Par 
exemple, une couleur définie comme un « bleu ciel », mais affichée en foncé après 
une série de modifications techniques devrait être corrigée par un concepteur qui 
l’éclaircirait pour lui redonner une apparence correspondant à son nommage. 
9.1.3.6 Subjectivité des utilisateurs 
La subjectivité des êtres humains peut être source de problèmes lorsque les 
divergences d’appréciation sont trop importantes. Par exemple, les concepteurs ont 
recueilli les avis des contrôleurs à propos des niveaux de chroma utilisés sur 
l’interface graphique. Ils ont relevé une grande variabilité d’opinions parmi les 
réponses des utilisateurs même sur un petit échantillon. La différence entre les 
coordonnées d’une couleur considérée comme « confortable » et celles d’une couleur 
« inconfortable » est parfois très faible et rarement uniforme parmi les utilisateurs. 
Les avis dépendent non seulement des sensations perçues par chaque individu, mais 
aussi de la valeur de la teinte testée. Les avis peuvent aussi évoluer avec le temps à 
cause de la fatigue ou bien d’effets d’habituation. Une même personne peut être en 
désaccord avec un choix de conception graphique à un moment donné, et revenir sur 
cet avis plus tard. Nos études sur la perception présentées dans le chapitre 8 se sont 
déroulées dans des conditions expérimentales proches de celles rencontrées lors du 
réglage des couleurs du logiciel opérationnel ODS. Nous avons aussi fait face à la 
subjectivité des êtres humains lors de l’activité de conception de ces expériences. 
Nous avons d’abord rencontré des différences de préférences dans la phase de mise en 
place des paramètres graphiques des expérimentations : les intervenants n’étaient pas 
toujours du même avis à propos des couleurs à utiliser (quelles teintes correspondent 
le mieux à du bleu, etc.). Nous avons ensuite été confrontés aux préférences des sujets 
lors des expériences elles-mêmes : le retour des sujets à propos de la pertinence des 
choix ou du confort/inconfort des paramètres graphiques des conditions 
expérimentales testées était hétérogène. 
Les résultats des travaux d’ [Ahlstrom et Arend, 2005] concordent avec notre 
observation à propos de la subjectivité. Les mesures sur les différences de choix entre 
utilisateurs rapportées dans cet article confirment l’aspect problématique des 
différences d’avis lorsque celles-ci sont trop importantes. À la fin de leur étude, les 




Dans celle-ci, le nombre de codes couleur pour les données météorologiques est réduit 
de moitié pour éviter un encombrement visuel lors de la perception de l’image. Les 
résultats rapportés par les auteurs concordent également avec nos observations 
concernant la visibilité de l’information et l’importance de catégoriser les objets 
graphiques. Les auteurs montrent en effet que la hiérarchie des « saillances visuelles » 
proposée peut être mise en correspondance avec les différents niveaux de priorités des 
éléments graphiques à afficher (d‘abord les différents dangers, puis les vols sous 
contrôle du secteur et enfin les informations diverses). Ce travail se rapproche bien de 
celui que le designer graphique a proposé pour la palette de couleurs d’ODS. 
9.1.3.7 Considérations ergonomiques : contexte, disposition, configuration et 
propriétés des écrans 
Nous savons qu’il existe des problèmes dus aux périphériques d’affichage (voir en 
2.3). Nous pensons plus généralement que la perception dépend du type d’écran 
utilisé et du contexte d’utilisation. Les contrôleurs utilisent plusieurs écrans : un écran 
avec la vue radar (affichée par le logiciel ODS), un autre plus petit présente la liste 
des vols et est situé presque à l’horizontale au dessus de celui de la vue radar. Les 
couleurs sur cet écran doivent correspondre visuellement à celles affichées sur l’écran 
de la vue radar étant donné que certaines de ces couleurs permettent d’associer 
visuellement des éléments sur chacun de ces deux écrans. Cependant même en 
prenant en compte les différences entre écrans et en les calibrant (voir profils ICC), il 
est très difficile d’obtenir les mêmes couleurs sur les deux écrans. Par exemple, dans 
certaines situations il peut y avoir jusqu’à quatre couleurs bleues différentes affichées 
à l’écran (Figure 103). Ces quatre bleus ont des coordonnées très proches, cela peut 
poser un problème de perception au sein d’un seul et même dispositif d’affichage. Le 
problème devient vraiment difficile à résoudre lorsqu’il s’agit d’homogénéiser 
l’affichage de ces bleus sur des écrans différents. Le concepteur a commencé à 
apporter une solution à ce problème en séparant plus nettement les angles de teinte de 
chaque bleu sur l’intervalle possible des bleus. Ce choix a permis d’établir une 
reconnaissance et d’associer ces couleurs sur les deux écrans. Il n’a pas poussé plus 
loin dans l’exploration de ce problème, car il ne s’agissait pas là du but principal de la 
mission « palette ODS ». De plus, des informations contextuelles permettaient aux 
contrôleurs de savoir quels objets graphiques étaient associés entre chaque écran sans 
confusion possible. Ce type de problème ne doit cependant pas être négligé. 
 




Un second type de problème peut provenir de la température du point blanc de l’écran 
qui influence elle aussi la perception. Cette température du point blanc correspond à 
un réglage physique de la couleur du « blanc » sur un écran donné (cette valeur est 
notée en Kelvin, la valeur du standard sRGB étant le D65 de 6500 kelvins). Selon la 
température du blanc assignée à un écran, les couleurs neutres (blanc, gris) sont 
perçues avec une teinte plus ou moins bleuâtre ou jaunâtre. Cette température du point 
blanc est entrée en compte lorsque le concepteur a souhaité apporter une modification 
« technique » à la couleur de fond des bandeaux latéraux de part et d’autre de l’image 
radar. Ces derniers sont gris très faiblement saturé (C=3). La modification 
« technique » consistait à diminuer la chroma de 3 à 2,9 et à modifier l’angle de teinte 
de ce gris en le faisant passer de 156° à 206° (angle de teinte des verts vers celui des 
bleus). Le concepteur souhaitait ainsi de rendre ces valeurs plus cohérentes (d’un 
point de vue de l’harmonie des teintes) avec celles de la couleur utilisée par les 
boutons de réglage de l’image radar. Ces changements n’ont pas été réalisés sur 
l’écran cible et ont été réalisés sans la présence des utilisateurs. Le résultat est 
surprenant puisqu’à la vue de l’image, les utilisateurs ont refusé la nouvelle palette en 
expliquant que ce gris avait trop changé (trop coloré). La perception du changement 
de « teinte » du gris avait été accentuée par la température du point blanc des écrans 
cibles. Sur ces écrans, la température du point blanc a un effet similaire à celui d’un 
filtre qui atténuerait la perception du jaune et accentuerait celle du bleu. C’est pour 
cela que lors du changement de coordonnées (la teinte H passant de 156 à 206°), le 
bandeau de droite était perçu trop bleu. Ceci nous a appris trois choses : 
• une modification de 50° d’angle de teinte même pour une couleur très 
faiblement saturée peut être remarquée par les utilisateurs (et les gêner) ; 
• les modifications « hors ligne » (aussi bénignes soient-elles) peuvent être 
nuisibles et ne sont donc pas recommandées (même réalisées par un expert) ; 
• le fait de spécifier des gris peut induire des erreurs, car ce type de 
spécifications ne prend pas en compte de potentiels effets annexes (comme 
l’influence du point blanc) qui peuvent perturber le rendu et la perception des 
couleurs. 
9.1.3.8 Une activité sur la durée et itérative 
Comme pour n’importe quelle activité de design, les concepteurs ont mis du temps à 
réaliser ces tâches. Tout d’abord, ils ont dû corriger certains problèmes introduits par 
leurs propres nouveaux réglages : il n’est pas aisé de deviner quel sera l’impact d’une 
modification, de se rappeler les dépendances entre contraintes et de vérifier tous les 
problèmes possibles au cours de tout le processus. Les concepteurs devaient en plus 
explorer différentes configurations en construisant et défaisant des solutions 
intermédiaires. Cela s’est fait de manière non fluide à cause de la méthode et des 
outils utilisés. Les modifications étaient lourdes à réaliser et lentes à visualiser sur le 
dispositif final d’affichage. 
Pour le scénario « palette ODS », le concepteur travaillait accompagné des utilisateurs 
afin d’avoir un retour immédiat sur leurs choix et de corriger les problèmes le plus 
rapidement possible. Après le premier jour de reconception, les intervenants avaient 
obtenu une palette de couleurs satisfaisant à la fois le concepteur et les utilisateurs. Le 
lendemain, les utilisateurs trouvèrent que la nouvelle configuration était trop 
inconfortable, car trop lumineuse. Le concepteur a donc diminué une à une les clartés 
de chaque couleur afin de répondre à ce problème. Comme nous l’avons déjà 
remarqué, la conception d’une palette de couleur est une activité très subjective. Cela 




diversité des opinions à prendre en compte a diverses origines : la fatigue causée par 
de longues séances de travail, les modifications de contexte ou de conditions de 
travail (comme une nouvelle contrainte, « tel élément doit être en rose », « il faut 
rajouter 5 couleurs »), etc. Cette diversité d’opinion rend la conception sujette à des 
modifications inattendues qui seront au mieux locales et au pire globales. Les 
concepteurs doivent être capables de réagir à tous ces problèmes de manière adéquate 
et souvent avec une contrainte sur le temps de réalisation. Pour cela, les concepteurs 
ont besoin de s’appuyer sur la solution existante et si possible d’avoir accès à une 
trace expliquant la construction de cette solution. Ils essayent ensuite d’améliorer 
cette solution en appliquant et évaluant de nouveaux paramètres graphiques répondant 
aux divers besoins exprimés. 
Cette activité de conception graphique d’une interface demande un temps de 
maturation, mais aussi des efforts de compréhension de la part des utilisateurs comme 
des concepteurs. Nous pouvons reprendre l’exemple déjà donné de la couleur orange 
des alarmes. Pour concevoir au plus juste cette couleur (sans la rendre trop saturée), le 
concepteur a dû intégrer des concepts liés au métier de contrôleur afin de comprendre 
au mieux les conditions d’apparition et le contexte d’utilisation de cette alarme 
(parfois persistante). Des discussions fréquentes s’appuyant sur des exemples et sur 
l’outil ad hoc (présenté avant les observations) ont aidé la collaboration entre les 
utilisateurs et les concepteurs. Ces discussions ont également permis au concepteur de 
convaincre les utilisateurs en argumentant ses choix de conception et en justifiant ses 
propositions (notamment grâce à la représentation des choix sur l’outil). En effet, lors 
des discussions avec les utilisateurs et les preneurs de décisions, le concepteur s’est 
appuyé sur la présentation des couleurs de la palette sur le cercle chromatique de son 
outil pour expliquer les harmonies colorées et justifier les contrastes choisis. Cette 
démarche collaborative et itérative a permis d’atteindre le but de l’intervention, qui 
était l’harmonisation de la palette sur de nouveaux dispositifs d’affichage. Lors de la 
mise en place des études de la perception, nous avons fait les mêmes observations : le 
nombre d’itérations nécessaires pour choisir les coordonnées des couleurs à comparer 
et mesurer fut très élevé. 
 
 
9.2 Implications pour la conception
L’ensemble des problèmes que nous venons de dé
différentes phases de conception du rendu graphique des interfaces. Parfois, nous 
n’avions pas immédiatement identifié ces problématiques comme étant liées à 
l’activité de conception du rendu. Le recul sur ces expérience
identifier les problèmes et à mieux définir cette activité de «
Nous avons analysé les pratiques de travail observées, notamment en catégorisant les 
différents types de problèmes que nous avons rencontrés. Par ail
observé que les intervenants de la conception 
outils (le concepteur a conçu un outil d’aide
rendu. À partir de cette analyse, nous avons tiré des enseignements s
que doit fournir une méthode instrumentée destinée à mener efficacement l'activité de 
conception de rendus. Dans cette partie, nous émettons un ensemble des 
recommandations décrivant les caractéristiques qu’un outil (ou qu’une méthode 
outillée) d’aide à la conception devrait avoir.
9.2.1 Concevoir avec des exemples réels et contrôlables
La plupart des outils de conception graphique, ou les éditeurs utilisés pour supporter 
cette conception proposent des interfaces spécialisées pour le choix et le 
couleurs. Elles utilisent souvent une boîte de dialogue modale avec des interacteurs de 
type « slider », le feedback se faisant sur une forme (échantillon) remplie de la 
couleur en cours de conception
complets comme celui de la NASA
visualiser différentes combinaisons fonds/formes et de modifier la forme des 
échantillons (symbole, texte ou chiffres
 
Figure 104 : Une partie du « Nasa Color tool
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souvent inadéquat lorsque ces couleurs sont transposées sur des éléments composant 
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l'un de ses outils en incluant un exemple spécifique du système final à la place de 
formes rectangulaires pour le feedback. Non seulement la visualisation d'un exemple 
réel permettait de vérifier immédiatement le résultat, mais elle a complètement chang
la façon de concevoir, car le concepteur pouvai
et ajuster précisément chaque couleur. Un système adapté doit permettre l'inclusion 
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d'exemples réels, dont les variables visuelles sont immédiatement mises à jour (en 
cours d'interaction) quand un concepteur en modifie les caractéristiques. 
Nous recommandons donc que les outils d’aide à la conception graphique proposent 
de facilement construire un exemple reprenant les vraies variables visuelles à ajuster 
et proposent de pouvoir les modifier en « direct » sur l’exemple et avec réactivité. 
L’utilisation d’exemples réels permet aussi de prendre en compte véritablement les 
« interdépendances perceptuelles » qui peuvent survenir entre variables visuelles, telle 
que l’influence de la surface sur la perception de la clarté des objets graphiques. 
9.2.2 Concevoir avec plusieurs exemples visibles simultanément  
Un objet graphique ou une variable visuelle peut être impliqué dans plusieurs 
situations et il est nécessaire de pouvoir toutes les prendre en considération. Par 
exemple, lors de la conception de la couleur associée à une alarme, il est nécessaire de 
prendre en compte tous les fonds sur lesquels un objet de cette couleur est susceptible 
d'être superposé. De même, il est nécessaire de tester tous les objets susceptibles de 
recevoir cette couleur, notamment pour vérifier l'influence de la surface ou de la 
rastérisation. Enfin, la juxtaposition de plusieurs exemples lors de la conception 
permet de comparer plusieurs solutions et d'opérer un choix par l'exemple. Une 
interface classique oblige à jongler entre chaque exemple, car il n’est pas possible de 
vérifier l’impact qu’un changement effectué sur un exemple visible (amélioration 
d’une couleur) peut avoir sur un exemple non visible. Un outil approprié doit donc 
non seulement permettre de contrôler un exemple réel, mais proposer la visualisation 
de plusieurs exemples à la fois, juxtaposés, ou affichables avec une manipulation 
rapide (ou de manière progressive). Si les variables visuelles utilisées sur ces 
exemples sont liées, il faut que les modifications soient répercutées sur tous les 
exemples. 
9.2.3 Considérer la scène globale  
Nous avons mis en avant l'importance de concevoir avec de vrais exemples. 
Cependant, ces exemples ne sont que des parties de la scène graphique globale. 
Chacun des objets participe à l'apparence de la scène globale, et la visualisation de 
cette dernière est le seul moyen de vérifier la consistance et le confort de l'interface 
finale. Inversement, l’agencement global d’une scène graphique a une influence sur la 
perception des éléments individuels. Afin de faire l'expérience de ces influences 
croisées, le concepteur doit travailler sur des scènes composées, réalistes et 
modifiables pour pouvoir atteindre une construction globale en regard de l'interface 
finale, et pas seulement sur des versions approchées ou partielles. 
9.2.4 Encourager l'exploration 
Afin de maximiser la qualité de la conception, il est nécessaire d'explorer et de 
comparer des solutions alternatives. La méthode utilisée pour le réglage de la palette 
ODS associée à notre outil ad hoc freinait l'exploration, car elle nécessitait de 
modifier des configurations et de relancer l'application réelle, une manipulation trop 
coûteuse en temps. Nous pouvions cependant utiliser deux écrans sur lesquels nous 
affichions des versions alternatives, ce qui nous permettait de les comparer. Ce 
principe doit être généralisé pour toute configuration intermédiaire en cours de 
conception, qu'elle concerne un ou plusieurs éléments.  
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9.2.5 Encourager l'expression des contraintes 
Nous avons constaté l'importance d'exprimer et de réifier les contraintes qui sous-
tendent la conception (voir en 7.1.1.4 les concepts liés à la notion de contrainte). En 
effet, il est difficile pour un concepteur de se remémorer l’ensemble des contraintes à 
respecter pendant les phases d'exploration. Par exemple dans l’analyse des activités, le 
concepteur devait proposer pour les fonds de secteurs d’ODS des clartés dont les 
valeurs étaient contraintes à la fois par des valeurs non modifiables, car définies 
nationalement pour l’ensemble des CCR, mais aussi par les choix précédents qui 
réduisaient le nombre de valeurs autorisées. Pour le second exemple, celui des flux, le 
concepteur devait proposer des couleurs respectant les trois teintes qui avaient été 
demandées par les décideurs. Si elles sont manipulables directement, de telles 
contraintes, définies sur les différentes dimensions de la couleur, permettent de régler 
des ensembles de couleur plus facilement. Par exemple, on peut imaginer pouvoir 
baisser la clarté d’un ensemble d’éléments graphiques de façon globale sans avoir à se 
rappeler l’ordre des clartés relatives existant entre ces éléments. De même, des 
contraintes exprimées de façon mathématique permettraient de vérifier que les 
modifications apportées aux valeurs d'une propriété ne violent pas une contrainte 
respectée auparavant. 
Cependant, il est parfois difficile d'exprimer des contraintes, que ce soit de façon 
graphique, formelle ou même prosaïque. Par exemple, nous avons vu que le réglage 
visuel des gris pour les secteurs militaires est délicat : il faut en effet tenir compte de 
l’influence de la surface des éléments en cours de conception. La formalisation de ce 
réglage par des contraintes explicites serait complexe et pourrait même entraver la 
réalisation d'une solution optimisée. Dans ce cas, l'expression des contraintes 
prendrait plutôt la forme d’une notation textuelle du problème ainsi que des critères 
importants pour effectuer le choix final. Un autre exemple de contraintes difficiles à 
formaliser est celui des couleurs nommées. Les couleurs « nommées » ne sont en 
général définies que par un nom qui est partagé par des personnes de même culture. 
Le seul type de contrainte exprimable est un nom (éventuellement associé à des 
échantillons de couleurs correspondant à ce nom et choisis par les utilisateurs de la 
couleur nommée). 
Un bon exemple de contrainte réifiée (ici pour les couleurs) est la « molécule » rigide 
des outils avancés de conception de palettes de [Lyons et Moretti, 2005] (voir la 
Figure 78 en 7.1.5.2). Les six couleurs de la palette sont disposées sur une forme en Y 
au centre de la figure. Il s’agit de la « molécule » rigide qui représente une contrainte 
de positions relatives (des liaisons moléculaires) entre les six couleurs (des atomes). 
La position absolue de cet ensemble peut changer : il suffit pour cela qu’un utilisateur 
repositionne la « molécule » dans l’espace colorimétrique choisi. La rigidité de 
l’ensemble permet à cette molécule de conserver la contrainte définissant les couleurs 
grâce à leurs positions relatives. 
9.2.6 Exprimer et structurer les couleurs  
Le modèle CIELCHab, associé à des moniteurs calibrés, semble être un bon outil pour 
exprimer les couleurs. Comme nous l’avons déjà expliqué dans la partie 5.4.4, cet 
espace de couleur permet d'effectuer des manipulations dont les résultats sont 
prévisibles puisqu’il est construit pour correspondre à la perception humaine (et qu’il 
est plus uniforme que les modèles TSL ou TSV). En effet, à l’aide de ce type 
d’espace, un designer graphique sait comment modifier une couleur pour la rendre : 
• plus claire ou plus sombre (en modifiant la clarté) ; 




• ou encore changer de teinte en conservant le même niveau de clarté et de 
chroma. 
De plus, cet espace permet de structurer le design en facilitant la conception de 
familles et de hiérarchies de couleurs ne variant que sur une seule des dimensions 
perceptuellement uniforme L, C, ou H. Cependant, le modèle trouve ses limites 
lorsque les réglages effectués sont extrêmes : réglages très fins ou grande différence 
entre deux couleurs. Ainsi, la résolution et le gamut du modèle de couleur du système 
de rendu (RGB) ne permettent pas de régler finement les valeurs de couleur ni de 
restituer certaines nuances. Il est donc nécessaire de disposer d'un outil de réglage fin 
s’appuyant sur les limites du modèle d'impression final, c'est-à-dire RGB. À l'opposé, 
de grandes manipulations de valeur conduisent à des résultats surprenants. Même si le 
modèle CIELCH est supposé être proche d'un repère orthogonal et perceptuellement 
uniforme, il ne l'est pas parfaitement. Il ne permet donc pas de garantir que la 
modification d'une couleur identifiable conserve son identité (notamment pour 
certains angles de teinte pour lesquels une couleur perçue comme un « bleu » sera 
ensuite perçue comme « rose » puis comme un « magenta » lors d’une modification 
de sa composante de clarté). Un outil approprié doit donc fournir plusieurs manières 
d'exprimer les couleurs et les contraintes associées.  
9.2.7 Instrumenter l'activité de conception : itérations, annotations et historique 
de conception 
Nous avons observé que l’activité des concepteurs ne consistait pas seulement à 
élaborer une configuration finale de variables visuelles. Ainsi, l’utilisation d’outils 
présentant les mesures de contraste a permis de justifier en partie les choix de 
conception. Par ailleurs, c'est l'explicitation et l'expression des contraintes qui ont 
permis aux utilisateurs de redéfinir leur problème, de discuter des solutions, et de 
favoriser leur acceptation. L'expression et la consignation écrite des contraintes 
pourraient renforcer la justification, notamment en montrant que les critères des 
documents de spécification sont bien respectés. De plus, cela permettra à des équipes 
de conception futures de reprendre facilement l'ensemble des contraintes sous-tendant 
les choix de conception d'une interface à adapter (nouveaux services, nouvelles 
contraintes), en étendant la notion de document de conception actif [Boy, 1997]. Un 
outil adapté ne doit donc pas seulement instrumenter l'activité de conception, mais 
aussi celle de design rationale [Lacaze et al., 2006]. 
Nous pensons que l’utilisation d’un système d’annotations liées aux contraintes 
portant sur les variables visuelles est une solution envisageable pour conserver 
l’histoire des choix de conception. Ces annotations pourraient servir : 
• au concepteur pour qu’il se remémore la raison (critères) de certains de ses 
choix, 
• à d’autres personnes impliquées dans la conception (ergonomes, psychologues 
expérimentaux, designers graphiques, concepteurs d’interaction, etc.) 
• à affiner certaines contraintes avec les utilisateurs (en conservant par exemple 
une information ou un besoin supplémentaire spécifié par les utilisateurs) 
• enfin à justifier des choix lorsque ceci est nécessaire. 
Enfin, le fait de conserver un historique de conception permet aux utilisateurs de 
capturer et de visualiser la séquence d’actions réalisées pour arriver à un certain point 




9.2.8 Évaluer les choix au fur et à mesure et de façon quantitative 
Le défi posé dans le choix et l’organisation des paramètres visuels dans la conception 
d’une interface graphique est la quantification du résultat de ces choix. Se fiant 
essentiellement à quelques grandes règles et à sa propre expérience, le concepteur doit 
souvent attendre la phase de validation de son interface auprès d’utilisateurs pour 
avoir un retour, plus souvent qualitatif que quantitatif, sur les effets de ses choix 
graphiques. Cette situation est peu satisfaisante, car un retour en arrière est toujours 
coûteux et tend à ajouter des éléments plutôt qu’à clarifier l’interface. Une solution 
consiste à avoir recours à des évaluations rapides et objectives au fur et à mesure de 
l’avancement de la conception, permettant d’assurer d’une part, la validité du choix 
effectué au regard de la fonction à assumer et, d’autre part, l’intégration de chaque 
nouveau paramètre dans l’ensemble de ceux déjà existants. L’outil de conception 
graphique doit donc intégrer cette possibilité de mesurer qualitativement ou, 
préférentiellement, quantitativement les effets perceptifs des choix de conception. 
9.3 Limites et portée de ces recommandations pour la conception 
9.3.1 Émotions et culture des utilisateurs : lien avec la subjectivité observée et le 
degré d’acceptation 
Les travaux étudiés en 7.2.2 permettent de mieux appréhender la « subjectivité » des 
utilisateurs que nous avons observée lors de l’analyse des scénarios de conception. 
Nous pouvons considérer que ces observations sur les divergences d’opinions entre 
utilisateurs (ou même celles d’un même utilisateur à des instants différents) sont en 
fait le reflet d’émotions. Ces émotions sont des réactions suscitées par les propriétés 
du design. Nous ne les considérons pas totalement de la même façon que les émotions 
ressenties par des utilisateurs lorsqu’ils réalisent une tâche à l’aide d’un système 
interactif. En effet, lors de l’utilisation d’un système interactif, nous avons vu qu’une 
émotion négative légère (comme un stress causé par l’activité) peut être bénéfique 
pour l’activité (amélioration de la concentration). En revanche si ces émotions 
négatives sont causées par l’incohérence des attributs graphiques de l’interface, elles 
provoquent en général un rejet. 
Dans ce paragraphe, nous rapprochons les concepts évoqués en 7.2.2  de ceux liés à la 
problématique de conception de rendus graphiques. Nous constatons que 
l’interprétation du résultat final de conception d’une interface graphique dépendra des 
caractéristiques sensorielles des éléments présentés, mais aussi de caractéristiques 
telles que les attentes, le but, ou la culture des utilisateurs ou encore les normes en 
vigueur. Nous avons aussi vu que l’acceptation du rendu graphique dépendra en partie 
de ces réactions émotionnelles. Il est cependant très difficile de prédire les émotions 
susceptibles d’apparaître et de savoir quelles émotions sont le mieux adaptées à 
quelles situations. Nous pensons donc qu’il est préférable qu’un concepteur vérifie les 
choix de conception en étant directement en interaction avec les utilisateurs. Il pourra 
ainsi connaître leurs attentes au niveau des sentiments et besoins émotionnels face à 
diverses situations. De manière générale, un utilisateur confronté à un rendu 
graphique pourra percevoir si certains éléments le troublent et surtout il sera capable 
de verbaliser les raisons de son trouble. Avec le concepteur, ils pourront prendre en 
compte l’émotion ressentie et déterminer quels éléments graphiques peuvent être 
ajustés pour la modifier. 
Nous pouvons reprendre l’exemple des alarmes pour expliquer ce processus. Si un 
concepteur essaye seul de prévoir quels paramètres graphiques appliquer à une 




qu'elles soient bien perçues. Cependant, le contexte ou les attentes de l’utilisateur 
(ainsi que ses habitudes, ses besoins, etc.) peuvent lui faire préférer des alarmes 
perceptuellement moins saillantes. L’utilisateur alors confronté à des paramètres 
graphiques n’étant pas en adéquation avec ses attentes peut ressentir une forte 
émotion négative. Ce n’est qu’en travaillant ensemble sur des exemples concrets et 
réels du rendu (par discussion, itérations, comparaisons, etc.) que concepteur et 
utilisateur pourront exprimer les contraintes à prendre en compte pour effectuer les 
meilleurs choix de conception (en modifiant par exemple les dimensions de la couleur 
de certains éléments, les rendant plus ou moins lumineux, saturés, etc.). Ils seront 
aussi capables de justifier ces choix en s’appuyant sur les raisons identifiées sur le 
moment. 
Cet exemple reprend en grande partie les termes issus des recommandations que nous 
avons déjà émises. Cela montre aussi que ces recommandations permettent une prise 
en compte partielle des relations entre émotion et rendu graphique. Cette prise en 
compte a cependant des limites. Par exemple, si nous considérons la recommandation 
à propos de la restitution du contexte « concevoir avec des exemples réels et 
contrôlables », nous voyons que les réactions émotionnelles éventuellement perçues 
par les utilisateurs devant les qualités esthétiques d’un rendu réel ne sont que 
partiellement intégrées dans notre démarche outillée. En effet, la prise en compte des 
émotions dans toute leur complexité (restitution totale du contexte) paraît impossible : 
il semble par exemple difficile de replacer un contrôleur aérien dans l’état émotionnel 
qu’il peut éprouver lorsqu’il doit gérer l’apparition d’une véritable alarme. Notre 
proposition de démarche de conception favorise cependant le dialogue entre 
concepteur et utilisateur ainsi que l’expression de toutes les contraintes (puis leurs 
réifications ou transcriptions par des annotations). Cette démarche permet ainsi de 
recueillir au mieux les émotions à la façon d’un entretien et en tirant donc parti des 
avantages d’une telle méthode (verbalisation, description fine, connaissance de la 
manière selon laquelle est évalué le rendu graphique en cours de conception) 
[Gauducheau, 2009]. Cela montre que pour répondre à des questions complexes 
relatives aux rendus graphiques, l’assemblage de cet ensemble de recommandations 
en une démarche de conception complète est nécessaire. 
9.3.2 Prise en compte de spécificités de la perception visuelle 
Nous pouvons nous interroger sur la nécessité de prendre en compte les différences 
culturelles entre utilisateurs (normes en vigueur, signification des couleurs, etc.), les 
différences de perception entre individus (tout le monde perçoit-il les couleurs de la 
même façon ? différences de seuil d’« agressivité » des contrastes lumineux ou de 
saturation, etc.), ou encore celles liées à des défauts de perception (daltonisme, etc.). 
Comme nous l’avons déjà dit dans la partie introductive présentant différents types de 
problèmes, nous avons fait le choix de ne pas proposer de solutions spécifiques pour 
ce type de problèmes. Lorsque ces questions apparaissent, le concepteur doit pouvoir 
les prendre en compte et les intégrer aux choix de conception. Nous proposons 
d’utiliser le même ensemble de recommandations pour répondre à ces questions qui 
touchent aussi en partie aux émotions des utilisateurs (causées par leur passé, leur 
culture, les normes en vigueur, interprétation), c'est-à-dire passer par des phases 
itératives où concepteur et utilisateur collaborent à l’aide d’un artefact de conception 
(document-outil) facilitant la communication et la construction de spécifications 




9.3.3 Rendus graphiques dynamiques 
Les interfaces graphiques sur lesquelles nous travaillons sont dynamiques, les 
variables visuelles utilisées sont nombreuses et ont des propriétés variables dans le 
temps. Par exemple dans ODS, les positions des pistes radars représentant les aéronefs 
qui parcourent les secteurs sont mises à jour toutes les 4 secondes. Ces pistes radars 
évoluent sur des secteurs représentés par des fonds de secteurs de clartés différentes. 
L'état interne (fonctionnel) des pistes radar est modifié lorsque l’aéronef qu’il 
représente se déplace (et franchit des seuils) ou lorsque les contrôleurs interagissent 
avec le système. Ces modifications se traduisent graphiquement par des variations sur 
une ou plusieurs des variables visuelles utilisées pour représenter la piste radar 
(position, couleur, formes, orientation, taille, etc.). Par exemple, une alarme va 
entrainer l’apparition du champ textuel « ALRM » avec la couleur associée aux 
alarmes en fond de champs. Cet effet visuel pourra être renforcé par un clignotement 
des couleurs de fond pour attirer l'attention [Athènes et al., 1999]. Un autre exemple 
est celui des vols qui ne sont pas visibles par le rader, la représentation de la piste 
radar change alors à la fois de couleur et de symbole. Nous avons également vu au 
travers de la description proposée dans le chapitre 2 que toutes ces variables visuelles 
ont des interdépendances perceptives (contrastes simultanés, influence de la taille, 
etc.) qui complexifient leur lecture. La conception de tels rendus graphiques devient 
alors encore plus complexe que pour des rendus statiques.  
Nous avons choisi de ne pas proposer une prise en compte spécifique de ces aspects 
dynamiques des représentations dans nos recommandations (par exemple en 
concevant à partir d’exemples animés). Ce type de travail est cependant nécessaire. 
Pour prendre en compte ces variations au cours du temps, une démarche simplifiée 
consiste à vérifier et à comparer les différents états de l’animation comme s’il 
s’agissait de différentes configurations possibles. Ce travail est facilité et rapide si des 
outils d’aide suivant les recommandations de la section « encourager l’exploration » 
sont utilisés. Cette démarche permet de spécifier le rendu dans sa globalité en ayant 
considéré à la fois les différentes configurations possibles (dans le temps) et les 
interdépendances perceptives (cependant elle ne propose pas d’aide à la conception 
pour des interfaces où les animations sont prépondérantes). 
9.4 Conclusion de la partie observation 
Dans cette partie de la thèse, nous avons souhaité comprendre quelles connaissances 
sont utilisées et par quels moyens les concepteurs répondent à des problématiques 
complexes de conception graphique d’interfaces. Nous avons pour cela observé 
différents cas appliqués d’activités de conception. Grâce à ces observations, nous 
avons déterminé pourquoi les recommandations présentées dans l’état de l’art sont 
limitées et comment les concepteurs règlent les problèmes de conception graphique 
trop complexes : 
• les utilisateurs sont tous différents, il faut prendre en compte leurs émotions, 
leurs métiers en plus des nombreuses contraintes perceptives, ergonomiques et 
technologiques ; 
• ces contraintes concernent des paramètres subtils (luminosités des gris, 
saturation des alarmes ou des secteurs militaires, etc.) dont la bonne 
perception est difficilement prévisible, car trop dépendante d’autres 
paramètres (surface, arrangement des pixels) parfois subjectifs (contrastes 




• le choix de réglage final de ces paramètres ne peut pas être fait de façon 
automatique ou en suivant des recommandations. Les concepteurs construisent 
des solutions ad hoc itérativement avec l’aide des utilisateurs ; 
• pour trouver ces solutions, les concepteurs utilisent de connaissances diverses 
(colorimétrie, design graphique, psychologie de la perception, etc.) lors de la 
conception, 
• la quantité de connaissances impliquées, la complexité des problèmes posés et 
les interdépendances entre variables visuelles utilisées dépassent souvent les 
capacités cognitives des concepteurs 
Pour cette raison et à partir de ces observations, nous proposons un ensemble de 
recommandations pour la conception d’outils et de méthodes d’aide à la conception et 
à la vérification de la présentation graphique de systèmes interactifs. Ces 
recommandations sont résumées par les points suivants : 
• Concevoir à partir d’exemples graphiques réels et contrôlables ; 
• Utiliser des représentations multiples et comparables ; 
• Considérer la globalité de l’interface graphique à concevoir ; 
• Utiliser une démarche itérative, qui encourage l’exploration des solutions et 
l’expression des contraintes ; 
• Utiliser des outils facilitant l’expression et la structuration des couleurs ; 
• Instrumenter cette activité afin de pouvoir justifier les choix effectués, de 
pouvoir faire intervenir les utilisateurs dans leur construction et d’en conserver 
une trace. 
En se basant sur ces observations et recommandations, nous proposons de définir une 
démarche instrumentée devant aider à la conception et à la vérification des rendus 





10 Démarche de conception des rendus graphiques 
Les travaux présentés dans les chapitres précédents apportent des enseignements sur 
la conception de rendus graphiques grâce : 
- au travail de préparation ayant précédé la conception des expériences sur la 
perception visuelle ; 
- à l’interprétation de ces résultats expérimentaux, qui nous a apporté une 
compréhension fine des problèmes liés aux rendus graphiques ; 
- au travail d'analyse sur les standards et guides existants proposant des 
recommandations à propos des variables visuelles et paramètres à utiliser, 
- au travail d’analyse de l’activité de (re)conception d’interfaces complexes et à 
celui nécessaire à l’élaboration de recommandations pour la conception. 
Ces différents travaux permettent de cerner les difficultés rencontrées pour concevoir 
des représentations graphiques, ainsi que pour intégrer au travail de conception des 
recommandations ou des démarches de résolution existantes. Nous avons identifié 
différentes démarches adoptées par les concepteurs pour répondre à des problèmes 
complexes de composition graphique. L’analyse de ces démarches nous a permis de 
recueillir et de déterminer les besoins des concepteurs. Nous avons alors proposé des 
recommandations pour la conception d’outils ou de méthodes devant soutenir une 
démarche de conception spécifique aux rendus graphiques.  
C’est cette démarche d’aide à la conception et à la vérification du rendu graphique des 
systèmes interactifs complexes que nous explicitons dans ce chapitre. Nous 
commençons par définir les concepts sous-jacents au terme de rendu graphique et les 
spécificités liées à la conception de tels rendus. Puis, nous présentons le travail de 
conception graphique classique tel qu’il se déroule dans les processus de 
développement pour l’IHM. Nous proposons ensuite les principes de notre démarche 
de conception des rendus graphiques ainsi qu’une description de divers aspects liés à 
cette démarche : ses avantages, les disciplines impliquées, les acteurs visés, les 
données d’entrée, etc. 
10.1 Concevoir des rendus graphiques : définitions 
10.1.1 Rendu graphique des interfaces 
En informatique, le rendu est le processus de production de l’image calculée d’une 
scène, composée d’éléments graphiques, sur un périphérique d’affichage. Ces 
éléments graphiques sont décrits par des fichiers de données ou codés par des objets et 
des propriétés, et mis en œuvre au travers de langages, programmes, moteurs et 
matériels graphiques. Le problème du rendu graphique peut être vu comme 
l’existence liée de deux éléments : l'expression logique d’un objet visuel d’un côté et 
son impression de l’autre (matérialisation du signe rendue par un média). Pour une 
application de contrôle aérien, une alarme sur un vol peut par exemple être 
caractérisée par le symbole iconique d'un triangle orange. Cette alarme sera rendue 
par l'affichage d'une forme rastérisée formée de pixels colorés matérialisant ce 
symbole. 
La problématique du rendu est déjà prise en compte pour un type graphique 
particulier, nécessitant une grande attention : le texte. Des moteurs de rendu 
spécialisés, associés à des directives graphiques fournies dans les fichiers de fonte, 
garantissent une lisibilité maximale même pour des affichages à faible résolution 




pouvons distinguer graphiquement un élément symbolique, de sens : le caractère (la 
lettre latine majuscule : [A]), et un élément d’impression, image du signe 
typographique : le glyphe (une trace réalisée quelconque d’écriture ou d’impression 
de ce caractère : « A », « A », « A », « T »..). 
Plus largement, nous pouvons reprendre la notion de signe linguistique qui désigne 
une entité formée par la réunion d'un couple signifié/signifiant. Ce couple réunit donc 
d’un côté un concept et de l’autre son image matérielle réalisant la médiation du 
signe. La qualité d’un rendu est déterminée par sa capacité à restituer visuellement ce 
symbole. La compréhension de ces notions est essentielle pour comprendre le travail 
de conception graphique. Cette analogie entre médiation d’un signe linguistique et 
rendu visuel d’un symbole permet d’étendre le concept du rendu graphique : celui-ci 
n’est plus une simple production technique de l’image au travers des pixels du 
système, mais il s’étend vers la prise en compte de notions comme le contexte 
d’affichage ou même la perception, la sensation et l’interprétation de la scène visuelle 
par un observateur. 
10.1.2 Conception des rendus graphiques : une activité complexe 
Nous constatons donc que le rendu graphique ne se cantonne pas à la simple 
production de pixels à l’écran, mais que sa conception englobe des problématiques 
plus larges et diversifiées. Ces problématiques sont complexes (voir complexité des 
systèmes en 7.1.1.3) car les données du problème sont elles-mêmes complexes : 
- nécessité d’élaborer des hiérarchies complètes mettant la perception des 
éléments graphiques en adéquation avec leurs propriétés fonctionnelles ; 
- prise en compte des limites fines de la perception des utilisateurs ; 
- prise en considération des avis divers des utilisateurs, des preneurs de 
décisions (différences d’appréciation à propos d’harmonie, de seuils entre 
confort et inconfort d’un rendu) ; 
- utilisation et guidage du processus attentif de la cognition ; 
- prise en compte des limites des modèles mathématiques ; 
- ou encore de celles des systèmes de restitution. 
La compréhension de cet ensemble conséquent de données peut s’avérer compliquée 
notamment si leur état initial est confus : problèmes mal définis ou mal exprimés. 
Dans ces conditions, le choix des paramètres graphiques des représentations, afin 
qu’elles soient efficaces et répondent aux exigences et standards de conception tout en 
respectant les contraintes imposées, devient rapidement trop compliqué même pour un 
concepteur expérimenté (les ressources cognitives impliquées pour ce choix sont trop 
importantes). 
Pour choisir les ensembles de variables visuelles améliorant la perception et la 
compréhension des rendus, les concepteurs doivent être capables d’explorer les 
solutions possibles. Cela passe par la création et la transformation de représentations 
du problème afin de passer de contraintes de haut niveau (exigences, etc.) à des 
spécifications graphiques précises de bas niveau (au pixel près, avec les coordonnées 
des couleurs précisément définies, etc.). 
10.1.3 Conception graphique dans les processus de développement IHM classiques 
Dans l’étude des processus de développement faite dans le chapitre 6, nous avons 
remarqué que peu de processus proposent une démarche prenant en compte les rendus 
graphiques. Parmi les quatre phases communes à tous les cycles de développement 
(analyse, conception, implémentation, évaluation), le travail de conception graphique 




pire des cas, les décisions de conception graphique sont laissées aux équipes chargées 
du développement. Ce cas extrême est plus fréquent lorsque la conception du système 
à réaliser suit un processus de développement classique et non un processus IHM. Les 
processus qui proposent des démarches les plus orientées vers la conception 
graphique sont donc des processus dédiés à l’IHM. Les cycles de développement 
proposés s’appuient sur des démarches de conception utilisant des artefacts de 
conception pouvant être des maquettes papier, ou encore des représentations et 
documents décrivant les interactions et les composants graphiques de l’interface. Ces 
artefacts permettent d’avoir une démarche centrée sur l’utilisateur en lui proposant un 
support visuel qui l’implique dans la conception. Cependant, ces artefacts ne sont en 
général pas accompagnés d’une démarche spécifique décrivant le processus de 
réalisation des rendus graphiques (seul le cycle UCSD recommande de spécifier le 
plus précisément possible les éléments graphiques de l’interface sans préciser pour 
autant la démarche à suivre). Les artefacts de conception utilisés ne spécifient donc 
pas en détail le rendu graphique à réaliser. Ils ne permettent pas non plus d’adopter 
une démarche d’exploration et de spécification précise des paramètres à appliquer aux 
variables visuelles des éléments graphiques. 
 
Figure 106 : Place de la conception graphique dans les étapes classiques des processus de développement 
pour l’IHM 
À la fin de l’activité de conception, il arrive que des représentations vectorielles de 
l’interface à réaliser soient fournies aux développeurs (par exemple sous la forme 
d’un fichier créé à l’aide de logiciels comme Inkscape ou Adobe® Illustrator). Ces 
représentations peuvent être d’une grande précision et présenter un rendu visuel très 
travaillé. Cependant, elles ne décrivent que le résultat final, et pas les informations de 
haut niveau de la structure graphique. Ainsi, les équipes de développeurs ne sont pas 
capables de comprendre ce qui est le plus important dans une telle représentation, ni 
de savoir si les concepteurs ont fait des choix précis au niveau des variables visuelles, 
par exemple afin de représenter une relation particulière ou une hiérarchie entre 
éléments. Lors de la traduction de ce type de spécifications (fournies sans contexte) en 
une implémentation du système à réaliser, les informations et contraintes spécifiées 
sont dégradées ou perdues. Cela s’explique aussi par le fait que les boîtes à outils 
graphiques utilisées lors des phases de développement ne sont pas toujours 
suffisantes. Ces boites à outils sont rarement capables de transcrire les primitives 
graphiques utilisées par des designers graphiques se servant d’éditeurs d’images 
vectorielles. Le résultat de l’implémentation est alors très décevant par rapport aux 




10.2 Une démarche de conception des rendus graphiques 
10.2.1 Principes de la démarche 
La démarche de conception des rendus graphiques que nous proposons (voir Figure 
107) s’intègre au sein de deux phases du processus classique de développement. Lors 
de la phase de conception, notre démarche propose de faciliter l’exploration et 
l’évaluation rapide des propriétés graphiques du rendu en cours de conception, mais 
aussi de fournir des spécifications précises de la représentation accompagnées des 
propriétés à vérifier. Après la phase d’implémentation, nous proposons qu’une phase 
de vérification du rendu ait lieu. Lors de cette phase, les propriétés graphiques 
spécifiées lors de la conception doivent être vérifiées une à une afin de s’assurer que 
lors de la réalisation du système toutes les exigences graphiques ont été respectées. 
Les tâches associées à ces activités complexes de conception et de vérification des 
rendus doivent être instrumentées par un ensemble d’outils apportant de l’aide aux 
concepteurs. 
 
Figure 107 : Intégration de notre démarche de conception de rendus graphiques au sein d’un processus de 
développement. 
La phase de conception est nécessaire à la réalisation d'un système interactif ayant un 
rendu correct. Alors que la conception graphique (Figure 106) a pour but de construire 
des représentations visuelles adaptées à l’activité, la conception du rendu graphique 
de l’interface (Figure 107) se préoccupe de la qualité de restitution des composants 
symboliques dans l’image réalisée : bonne restitution perceptive des objets présentés 
par le système interactif et efficacité de la restitution sémantique des éléments 
graphiques implémentés. Cette qualité de restitution, sémiologique et sémantique, 
dépend tout particulièrement du choix et de la composition des objets graphiques à 
implémenter, de la compréhension de leurs propriétés perceptives, de leurs 
interactions et du réglage fin des variables visuelles utilisées. La phase de conception 
correspondant à l’établissement de ces choix est itérative et basée sur des 
représentations intermédiaires. Cette conception doit mener à l’élaboration d’un rendu 
(l’artefact produit) spécifié de la manière la plus précise possible (composition 
graphique de l’interface et des variables visuelles de tous ses composants) étant 
données la problématique initiale et les ressources temporelles et humaines allouées. 
Nous préconisons les étapes suivantes pour la conception d’un rendu graphique : 
1. construire un ou des exemples visuels à explorer. Les éléments composant ces 
exemples auront déjà fait l’objet d’un travail exploratoire lors de précédentes 
phases de sketching (production de maquettes et d’esquisses). La forme 
(contour et possiblement orientation) de ces éléments graphiques sera déjà 
déterminée et probablement définitive. Le concepteur déterminera les 
positions relatives (et les tailles) de ces éléments lorsqu’il les composera pour 




2. déterminer au sein de ces exemples les variables visuelles dont les paramètres 
vont être explorés : clarté, chroma, teinte, grain, (taille) ; 
3. traduire les exigences de haut niveau (parfois mal exprimées, donc avec un 
travail de reformulation nécessaire) et les contraintes techniques en 
proposition de réglage des paramètres graphiques (formulation de contraintes 
de bas niveau) ; 
4. l’étape précédente peut s’appuyer sur un support graphique présentant les 
valeurs explorées sur différents axes correspondant aux variables visuelles. 
Ainsi, une démarche de visual thinking (voir en 7.1.2) peut être utilisée pour 
déterminer et affiner ces valeurs (détection de structures, d’espaces entre les 
valeurs de réglage sur chaque axe, etc.) ; 
5. évaluer visuellement au fur et à mesure les solutions en cours de conception à 
la fois sur les axes des variables visuelles et sur les exemples construits à 
l’étape 1 : cela revient à répondre à la question « la solution en cours est-elle 
meilleure ou moins bonne que la précédente ? ». Ce jugement se fait par 
rapport aux contraintes déterminées grâce aux données du problème (exemples 
de contraintes prescrites : contrastes suffisants, hiérarchies fonctionnelles 
respectées, préférences des utilisateurs, etc.), par celles ajoutées par le 
concepteur (exemples de contraintes construites grâce à l’expérience du 
concepteur : vue globale cohérente, harmonie des couleurs de la palette, prise 
en compte des limites des dispositifs d’affichage, des limites perceptives, etc.) 
et des contraintes déjà mises en place (s’il y a déjà eu une itération). Selon le 
niveau d’avancement de la conception et la complexité des effets perceptuels 
et contraintes à prendre en compte, cette étape peut être réalisée d’après l’avis 
du concepteur seul, ou en prenant en compte les jugements des utilisateurs ; 
6. représenter visuellement les contraintes exprimées et les fixer lorsque les 
valeurs choisies améliorent la solution évaluée. Pour cela, le concepteur peut 
créer des groupes logiques (formulation de contraintes) et figer certaines 
valeurs ou proportions entre valeurs lorsqu’elles répondent aux besoins 
(satisfaction de contraintes). Ceci permet au concepteur de continuer 
l’exploration des solutions et d’intégrer de nouvelles contraintes à la 
conception sans être chargé cognitivement par les précédentes ; 
7. annoter les variables visuelles ou les représentations des contraintes pour 
lesquelles une explication est nécessaire ; 
8. itérer sur les étapes 3 à 8 afin d’affiner la solution jusqu’à l’obtention d’un 
rendu solution (artefact de conception) et de ses spécifications (valeurs 
précises des variables visuelles et documentation devant accompagner le rendu 
pour la suite de son cycle de vie). 
 
Lors de l’implémentation du système, les spécifications fournies présentent les 
valeurs précises à utiliser pour chaque paramètre visuel de chaque élément graphique. 
Les représentations des contraintes et des relations entre paramètres graphiques, ainsi 
que les annotations accompagnant ces éléments, permettent aux développeurs de 
comprendre comment les choix précis proposés par les spécifications répondent aux 
exigences fonctionnelles. Ainsi, lors de la phase de développement, les spécifications 
sont plus lisibles et compréhensibles que dans les processus de développement 
classiques, elles peuvent alors être mieux intégrées dans le produit final. 
La phase de vérification consiste à comparer le rendu visuel du système tel qu’il est 
délivré après l’implémentation avec les spécifications fournies à la fin de la phase de 




Pour cela les concepteurs peuvent s’aider d’outils leur permettant par exemple de 
récupérer la palette de couleurs utilisée ou d’effectuer des mesures et des vérifications 
visuelles sur les éléments graphiques implémentés. Ces outils évitent une partie du 
travail répétitif que représente la vérification séquentielle de tous les paramètres du 
rendu graphique livré. 
10.2.2 Avantages de l’utilisation d’exemples, de représentations visuelles des 
paramètres et d’annotations de conception 
Nous remarquons que la démarche de conception que nous proposons a des 
similitudes avec les démarches de Visual Thinking ou de celle de la cristallisation de 
la connaissance, résumée par Card en quatre points principaux « Acquire information. 
Make sense of it. Create something new. Act on it. » dans le chapitre 28 de [Jacko et 
Sears, 2003]. Notre démarche bénéficie donc aussi en partie des bénéfices discutés 
dans la description de la Figure 72, c’est-à-dire des améliorations sur les capacités 
cognitives des concepteurs. Cette démarche possède également des liens avec la 
démarche d’exploratory design proposée par [T.R.G. Green et al., 2006] dont elle 
possède aussi les avantages. 
Le fait de travailler sur des outils d’aide à la conception proposant une construction 
des choix s’appuyant sur des exemples graphiques étant des représentations claires 
permet de rendre les spécifications lisibles par les équipes de développement. Le fait 
que ces représentations soient construites à l’aide d’espaces colorimétriques adaptés 
aux besoins des concepteurs (axes LCH permettant de structurer la couleur) les aide 
dans leur travail de réflexion et d’exploration des solutions. 
Les annotations fournies permettent aux développeurs de relire le travail de 
conception réalisé et aident à sa compréhension. Le travail des concepteurs pourra 
être enrichi par de nouvelles annotations qui accompagneront le rendu sur tout son 
cycle de vie. Lors de la phase de conception, les concepteurs doivent parfois justifier 
leurs choix et convaincre les utilisateurs ou les décideurs que ces choix de conception 
sont valides et qu’ils répondent aux exigences fournies au départ. Le fait de pouvoir 
présenter le travail de conception sur des représentations (exemples réels associés aux 
représentations des réglages de variables visuelles) ajoute du poids aux explications 
données. Dans l’étape 5 de notre démarche de conception, les concepteurs peuvent 
aussi tirer avantage de telles représentations pour évaluer les solutions en cours de 
conception avec les utilisateurs (discussion directement sur les exemples, 
modification en temps réel des représentations, comparaison entre exemples, 
explication des notions d’harmonies, de contrastes, etc.) et ainsi adopter une démarche 
de conception centrée utilisateur. 
Pour les outils de vérification, une démarche instrumentée proposant de visualiser et 
de mesurer les différences entre couleurs directement sur le produit de 
l’implémentation permet de simplifier la tâche de vérification des propriétés. 
10.2.3 Disciplines impliquées dans cette démarche  
L’état de l’art que nous proposons en première partie du manuscrit couvre un grand 
nombre de domaines de recherche ; cela reflète un besoin intrinsèque à l’activité de 
conception des rendus graphiques qui, pour aider et rendre efficace la conception 
graphique de l’interface, intègre les savoir-faire de plusieurs disciplines. Cette 
démarche nécessite l'exploration de solutions possibles (design), l’intégration de 
connaissances sur les capacités humaines et l'évaluation expérimentale (psychologie 
expérimentale, psychologie de la perception), l'influence des technologies matérielles 




conception lui-même (design rationale, processus de développement et cycle de vie 
des systèmes informatiques). L’apport de plusieurs de ces disciplines ainsi que les 
notions nécessaires à la compréhension d’un travail de type collaboratif sont résumés 
dans les paragraphes suivants. 
10.2.3.1 Sémiologie graphique 
En effet, en plus de l’étude de la perception visuelle (chapitre 4) et des modèles 
colorimétriques (chapitre 5), l’étude de travaux comme la sémiologie graphique de 
Bertin permet de proposer aux concepteurs un support scientifique à leur réflexion 
(voir en 4.3.1.3 et 4.3.1.2). Le but de la sémiologie graphique est de transcrire un 
ensemble de données dans un système graphique, de traiter ces données pour faire 
apparaître l’information et de construire une image pour communiquer cette 
information. Une bonne conception doit rendre efficaces la lecture et l'interprétation 
des données présentées sur une représentation graphique abstraite. Dans ses travaux, 
Bertin propose un nuancier pour chacune des variables visuelles. Ce travail peut être 
rapproché des nuanciers proposés pour la couleur par Munsell avec son arbre des 
couleurs (proposant pour chaque axe de l’arbre, un nuancier basé sur des différences 
perceptuelles). Les interactions entre variables visuelles dissociatives (clarté et taille) 
ont une influence sur la perception. Malheureusement, Bertin ne présente pas 
d'éléments permettant de quantifier l'influence de la taille et de la clarté sur la 
perception des autres variables. Il propose par contre plusieurs combinaisons de 
variables en décrivant leurs propriétés et leurs longueurs. 
10.2.3.2 Design graphique 
Le design graphique est un domaine issu des Arts appliqués à l’industrie. Le Design 
intègre dès son fondement [Pevsner, 2005], une vision fonctionnaliste : « la forme 
e[s]t la fonction ». Le design graphique des systèmes interactifs permet de construire 
des représentations interactives en harmonisant la forme, la fonction et l'interaction. 
Le designer graphique, comme un architecte, pense l’espace interactif support de 
l’activité, par une analyse centrée sur l'utilisateur et construit des représentations 
pertinentes en utilisant des techniques systématiques et expérientielles. Contrairement 
aux limites strictes posées par Bertin, ces représentations peuvent être largement 
réalistes, mettre en œuvre des styles graphiques complexes ou supporter des 
interprétations polysémiques. Le design graphique s’appuie sur les deux principes 
fondamentaux en tension : contraste et harmonie (voir en 5.6). Contraste et harmonie 
sont l’objet d’équilibres subtils (dominantes), de corrections fines et de déformations 
localisées (rehaussement d’arêtes, sur perspective, estompe) qui concourent à 
l’expression esthétique et de sens. 
Cette structure harmonique de la représentation s’appuie sur un principe objectif de 
mesure : égalité et différence suffisante, basé sur un système de proportions qui 
satisfait les capacités de perception humaines. Ces mesures sont en partie 
formalisables, mais, si la structure de composition globale est partageable, la nature 
plus analogique du dessin réalisé est plus difficilement exprimable, séparable ou 
calculable. Nous pouvons utiliser dans notre démarche les modèles et savoir-faire du 
design graphique pour l'exploration des solutions, la notation et la représentation des 
propriétés et des contraintes graphiques (composition, proportions, harmonie, couleur, 




10.2.3.3 Psychologie expérimentale 
La psychologie expérimentale s’intéresse à la compréhension des mêmes phénomènes 
que la psychologie (perception, mémoire, attention, apprentissage, entre autres), mais 
elle utilise l’approche expérimentale pour répondre à ces questions. D’une manière 
générale, le comportement de sujets est observé et mesuré tandis qu’ils sont mis dans 
des situations soigneusement contrôlées. Les mesures obtenues font ensuite l’objet 
d’analyses statistiques. Certains résultats décrits dans l’état de l’art, comme ceux 
traitant de la théorie de la Gestalt ou des variables visuelles pré attentives, sont en 
relation avec le domaine de recherche de la psychologie expérimentale. Un autre 
résultat montre par exemple que d’une manière générale, le système visuel, habitué à 
évoluer dans un monde d’objets réels, tend à interpréter ce qui est affiché sur un écran 
selon les principes qui régissent le monde physique tridimensionnel (par exemple, 
diminution de la taille avec l’éloignement). Toute représentation graphique qui viole 
ces tendances naturelles augmente le coût cognitif pour l’utilisateur et risque 
d’entraîner des erreurs d’interprétation  
Cette discipline peut contribuer à la définition de variables graphiques pertinentes et à 
la modélisation de leur influence sur le système visuel humain, ainsi qu’à leur 
évaluation quantitative au travers d'expériences rigoureuses. Dans notre démarche, la 
contribution de cette discipline ne consiste pas à explorer les variables, mais à 
quantifier et valider les des choix de conception à l'aide d'évaluations ad hoc au fur et 
à mesure de l'avancement du travail. Pour être cohérente, cette évaluation doit mettre 
en rapport l’intention du concepteur avec la performance obtenue, le contraignant 
ainsi à exprimer le niveau perceptif visé pour la fonction en cours d’évaluation. Nous 
détaillons cette approche dans la partie conclusion et perspective du manuscrit. 
10.2.3.4 Ergonomie 
L'ergonomie physique et cognitive est une discipline qui utilise des connaissances sur 
les capacités perceptives et les capacités de raisonnement des êtres humains pour 
analyser et améliorer les conditions de travail des utilisateurs. L'ergonomie a permis 
de définir des normes de santé et de conception des interfaces graphiques. Les normes 
définissent par exemple des quantités « appropriées » pour les valeurs contrôlant le 
rendu graphique, par exemple l'angle visuel et l'épaisseur de trait d'un caractère, le 
contraste entre fond et texte, etc. Cependant, nous avons vu avec l’étude approfondie 
de certains de ces standards et normes (proposés en 7.1.3) qu’ils ne peuvent servir 
qu’à titre indicatif visant la généralité pour des cas de conception aussi complexes que 
ceux étudiés dans ce manuscrit. 
10.2.4 Acteurs de cette démarche 
Les concepteurs de systèmes graphiques complexes sont des experts (par opposition à 
des individus voulant simplement personnaliser les couleurs de leurs agendas en ligne 
par exemple). Les outils que nous proposons doivent fournir des fonctionnalités 
supportant la complexité des rendus de la manière la plus détaillée qui soit et non des 
outils « simples » (qui par exemple proposeraient un réglage automatique des 
variables visuelles et qui ne seraient alors pas en adéquation avec la complexité des 
problèmes à traiter). Pour chaque nouveau rendu graphique à concevoir, ces experts 
doivent construire une « méthode », un chemin, menant à la solution en s’appuyant 
sur leur expertise. Ces experts pourront s’appuyer sur les outils de notre démarche 
pour réduire au minimum la complexité de la tâche de conception. Cet objectif peut 




problème à résoudre, mais aussi en organisant les représentations (artefacts de 
conception) sur lesquelles ils itèrent lors de leur travail. 
10.2.5 Relations entre conception et vérification des rendus graphiques 
Nous pouvons faire un parallèle avec le processus de conception en V. Ce cycle 
propose de définir un ensemble de propriétés à vérifier (tests unitaires, etc.) au 
moment où les spécifications des besoins et la conception détaillée de ces propriétés 
sont réalisées (donc avant la phase d’implémentation). De la même manière, les 
spécifications précises des paramètres visuels sont autant de propriétés qui pourront 
être vérifiées après l’implémentation du rendu. 
10.2.6 Données d’entrée de la phase de conception des rendus 
Notre démarche d’aide à la conception des rendus s’adresse à des rendus pour 
lesquels un premier travail d’exploration a été réalisé. En effet, les paramètres posant 
problème aux concepteurs ne sont pas ceux choisis lorsque le design est encore dans 
un état d’esquisse (comme les formes), ce sont plutôt les paramètres portant sur des 
variables visuelles difficiles à déterminer (trois dimensions de la couleur, épaisseur ou 
taille d’un élément graphique). Une fois qu’ils ont été déterminés et fixés, ces 
paramètres permettent de proposer un premier prototype (l’artefact, une prmière 
solution au problème de conception). Par rapport au continuum entre croquis et 
prototype proposé par Buxton (voir en 7.1.2.1.1), nous considérons que les données 
d’entrée pour notre démarche correspondent à la description d’un prototype dont la 
conception n’est pas totalement terminée : le but de la conception des rendus 
graphiques est d’explorer et de définir finement les paramètres graphiques 
problématiques. La forme générale et les correspondances entre données et variables 
visuelles ont donc déjà été choisies (par exemple le type avion codé par la couleur, la 
latitude et la longitude codées par les coordonnées X et Y). 
10.3 Synthèse 
Dans ce chapitre, nous avons présenté une démarche qui propose d’ajouter à la 
démarche de conception graphique classique, une démarche spécifique de conception 
et de vérification des rendus graphiques. Après avoir donné notre définition du rendu 
graphique des interfaces, nous avons expliqué en quoi la conception et la vérification 
de tels rendus étaient complexes : nous avons par exemple vu que les données du 
problème initial sont parfois mal définies, ou trop difficiles à traduire en contraintes 
sur des variables visuelles, que les contraintes sont complexes et nombreuses qu’elles 
soient techniques, ergonomiques ou imposées par les limites de la perception 
humaine. Nous avons aussi vu que malgré cette complexité, les spécifications fournies 
lors de processus classiques de conception de systèmes interactifs sont peu précises à 
propos de la présentation graphique. Pour remédier à ce problème, nous avons 
proposé une démarche itérative de conception des rendus graphiques à laquelle doit 
aussi correspondre une phase de vérification des rendus. Cette démarche est basée sur 
différentes étapes permettant la prise en compte de la complexité des problèmes par 
les concepteurs notamment grâce à l’utilisation de représentations réelles des rendus à 
concevoir associée à une instrumentation de la conception par des outils d’aide au 
choix des paramètres des variables visuelles de ces exemples (représentations des 
relations sur des axes pour chaque variable visuelle). Ce travail doit mener à la mise 
en place de spécifications graphiques précises devant accompagner le produit de la 
conception tout au long du cycle de vie du rendu (implémentation, vérification, et 
éventuelles modifications ou reconceptions futures). Les phases de développement du 
système (et donc du rendu) peuvent s’appuyer sur ces spécifications accompagnées 
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11 Outils d’aide à la conception et à la vérification 
Dans ce chapitre, nous présentons les prototypes et outils supportant la démarche 
instrumentée présentée dans le chapitre précédent. Dans une première partie, nous 
présentons la démarche adoptée pour concevoir ces outils. Nous présentons ensuite les 
outils pour aider à la conception : exploration des variables visuelles, comparaison des 
rendus, formulation de contraintes et annotation des choix réalisés. Nous mettons en 
relations les fonctionnalités présentes dans ces outils avec les recommandations que 
nous avons émises dans le chapitre 9. Nous présentons ensuite un outil dédié à la 
vérification d’un rendu graphique produit. Nous terminons par la présentation d’un 
outil de correction automatique dédié aux problèmes de la visibilité de pixels isolés 
sur un rendu. 
11.1 Démarche de conception des outils 
À partir des constatations faites dans les deux chapitres précédents, nous avons 
entrepris la réalisation d’un outil de support à la conception et à la vérification du 
rendu graphique des interfaces. La démarche de conception utilisée pour réaliser ces 
prototypes est basée sur une approche de conception participative avec l’utilisation de 
scénarios, des phases de brainstorming, de prototypage papier et de prototypage vidéo 
[Mackay et al., 2000], [Lottridge et Mackay, 2009]. Nous avons travaillé en 
collaboration avec un designer graphique et des équipes de conception de systèmes 
interactifs qui participaient aux séances de conception de nos outils. Après chaque 
séance de prototypage vidéo ou de génération d’idée, un compte rendu contenant les 




Figure 109 : Résultat des séances de génération d’idées et de prototypage vidéo 






Les outils que nous souhaitons mettre à disposition des concepteurs de rendus 
graphiques s’appuient sur des principes fondamentaux de l’Interaction Homme 
Machine représentés par des travaux portant sur l’interaction instrumentale 
[Beaudouin-Lafon, 2000], sur les principes de réification, de polymorphisme et de 
réutilisation [Beaudouin-Lafon et Mackay, 2000], sur ceux de la manipulation directe  
[Shneiderman, 1983] ou encore sur l’utilisation des notions d’affordance et de 
convention lors de la conception [Norman, 1999]. 
11.2 Outil d’aide à la conception 
Pour la phase de conception, nous avons réfléchi à une solution qui permettrait aux 
concepteurs de travailler sur des exemples graphiques (des artefacts de conception) et 
qui les aiderait à explorer et à spécifier précisément les variables visuelles de ces 
exemples [Tabart et al., 2009]. Pour concevoir cet outil, nous nous sommes appuyé 
sur les observations réalisées lors de l’analyse de l’activité de conception et nous 
avons interagi avec des concepteurs afin de comprendre au mieux leurs besoins. La 
Figure 110 présente les deux modules composant l’outil d’aide à la conception 
proposé. Le premier module de cet outil (à gauche) permet la création d’exemples de 
scènes graphiques et le second (à droite) permet d'explorer, de visualiser et de 
contraindre les propriétés graphiques de couleurs des exemples créés. Le second 
module, dédié à la représentation et à l’exploration, ne comporte que trois axes parmi 
l’ensemble des variables visuelles : ceux représentants les dimensions L, C et H de la 
couleur. Nous avons fait ce choix afin de vérifier notre démarche avec un nombre 
réduit de variables visuelles et afin de ne pas compliquer la phase de réalisation des 
prototypes. D’autre part, certaines des autres variables visuelles importantes (position, 
taille) sont déjà déterminées et partiellement réajustables par le biais du premier 
module. Dans cette partie, nous expliquons d’abord les principes du premier module 
« création d’exemples » avec le modèle conceptuel sous-jacent. Nous présentons 
ensuite en détail les interactions et fonctionnalités de l’outil d’exploration et de 
contrainte des couleurs. 
 
 
Figure 110 : Module de création de scènes exemples (a) et module de contrainte des propriétés (b) 
11.2.1 Réaliser des briques graphiques élémentaires. 
Comme nous l’avons précisé dans nos recommandations, pour concevoir un rendu, il 
est important de travailler avec des exemples réels et contrôlables, appropriés à 
l’interface cible, plutôt que de travailler sur des exemples simplistes comme des 
rectangles colorés. Ainsi, nous avons conçu un outil de construction d’exemples à 
partir d’ensembles de « briques graphiques » élémentaires. Les briques sont 
présentées dans la première partie (à gauche) de l’outil (voir Figure 111). L’utilisateur 
(a)                   (b) 
 
 
peut charger ou modifier des briques déjà existantes, ou en créer de nouvelles. Ces 
briques sont des représentations 
éléments visuels de composition d’une future scène graphique à paramétrer. Les 
briques sont définies et enregistrées sous la forme de représentations structurées à 
dominante vectorielle. L’intérêt d’utiliser un outil 
réside dans le fait que nous 
de fonctionnalités de création graphique
de l’outil que nous proposons
du fichier source, ou la possibilité de modifier 
faire varier la couleur, la taille ou la forme d’un sous composant. 
module permet à la fois d’effectuer des modificat
scènes graphiques et il met à jour dynamiquement toutes les modifications effectuées 
par le biais du second module.
 
Figure 111 : Module de création 
Le concepteur travaille donc sur des exemples
ciblé (intégration des profils ICC), 
sont ensuite composées au sein de scènes exemples. Pour cela
nouvelle scène graphique 
(exemples au centre de la 
scène, en ajustant la position 
graphiques la composant. Il peut supprimer des briques
ajouter soit depuis la bibliothèque de composants, soit en copiant ou en clonant une 
brique déjà présente dans la scène. Dans le cas d’un clonage,
cas, les propriétés graphiques des sous composants de la brique clonée seront 
dépendantes de celles de la brique mère, une modification sur l’une d’entre elles 
entraînera une modification à l’identique sur l’autre. 
manière que pour les briques
une scène entière existante afin de la dériver pour faciliter l’exploration du d
« orientées rendu » des objets de l’interface, des 
d’édition externe (type Inkscape) 
nous appuyons ainsi sur un logiciel existant, et disposant 
 nombreuses et avancées. Cependant, 
, il est important de permettre la mise à jour dynamique 
ces briques au niveau atomique pour 
Ainsi, le premier 
ions basiques sur les composants des 
 
et de comparaison de scènes graphiques exem
 « réels » et homogènes avec l’affichage 
exhaustifs et contrôlables. Les briques graphiques 
, le concepteur
dans laquelle il dispose les briques par drag & drop
Figure 111). L’utilisateur contrôle la disposition de sa 
x, y et la profondeur du plan (occlusions
 élémentaires à la scène ou en 
 et uniquement dans ce 
L’utilisateur peut





 crée une 
 
) des briques 




L’utilisateur peut créer et disposer des scènes différentes afin de les 
exemple, le partage de couleur par clonage permet à un concepteur de constater 
immédiatement l’impact d’une modification de cette couleur sur tous les éléments de 
la scène exemple (quelle que soit leur taille par exemple)
11.2.2 Explorer et contrai
11.2.2.1 Propriétés graphiques
Une liste des couleurs présentes sur la scène 
jour sur le côté droit de l’outil 
uniques de chacune des briques de la scène. Par exemple
éléments verts et deux autres blancs, il y aura seulement deux couleurs dans la liste
du vert et du blanc. Si une autre brique contenant du blanc est ajoutée, 
couleur blanche sera ajoutée 
même scène, et à cause de la relation de dépendance décrite 
couleur ne sera ajoutée à la liste des couleurs sur la droite. En utilisant le même 
principe de partage des couleurs que celui du clonage de briques élémentaires, 
certains éléments peuvent partager la même couleur sans qu’il n’y ait d’ajout dans la 
liste. Si l’utilisateur veut ajouter une couleur à un élément
à un ensemble d’éléments)
« new » sur sa couleur afin de faire apparaître une nouvelle couleur dans la liste (qui 
aura les coordonnées couleur 
 
Figure 112 : Les trois axes L, C, H sur le module permettant l’exploration et la contrainte des couleurs
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dans la liste. Lors d’un clonage de brique au sein d’une 
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, il peut sélectionner ce sous élément et faire une action 
du dernier sous-élément sélectionné). 
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11.2.2.2 Explorer les paramètres des propriétés graphiques 
Les couleurs de la scène active, présentées sous forme de liste dans le premier module 
de l’outil, sont affichées sous forme de pastilles dans le second module (Figure 112). 
Ces pastilles colorées sont placées dans un espace colorimétrique CIELCH(ab)  
[Fairchild, 2004]. Comme nous l’avons vu dans l’état de l’art, ce modèle est presque 
uniforme avec la perception visuelle humaine et il permet un contrôle prédictif des 
couleurs au travers de trois dimensions structurantes et partageables de la couleur : 
clarté, chroma et teinte. Chacune de ces trois dimensions est matérialisée par un axe, 
linéaire (pour L et C) ou radial (pour H), sur lequel sont positionnées des pastilles. Il y 
a donc 3 pastilles par couleur présente dans la liste du premier module : une sur L, une 
sur C et une sur H. Lors d’un pointage d’une pastille colorée sur un des axes, les 3 
pastilles correspondant à cette couleur sont mises en évidence sur chacun des 3 axes 
(pastille jaune sur la Figure 112). En déplaçant ces pastilles colorées sur leurs axes 
respectifs, l’utilisateur modifie les valeurs des paramètres de la couleur et donc de la 
couleur d’interface résultante (coordonnées RGB affichées à l’écran). Cette 
modification est immédiatement répercutée sur les briques de la (ou des) scène(s) 
exemple(s) concernée(s). Ainsi, pendant l’exploration des valeurs de la couleur et par 
des manipulations directes de l’espace des propriétés, le concepteur visualise et 
compare, en temps réel et en contexte sur la scène exemple, la modification du rendu 
de l’interface. 
Le concepteur peut vouloir créer une nouvelle couleur sur un élément graphique de la 
scène, de la même manière que cela était possible avec le premier module. Pour cela, 
il peut dédoubler une pastille pour créer une nouvelle couleur qu’il associera ensuite à 
un élément graphique ou à un sous ensemble d’éléments. À l’inverse, il est possible 
de réunir deux pastilles colorées en une seule, ce qui signifie qu’une couleur devient 
le clone d’une autre.  
Le fait de placer ces pastilles sur un espace « perceptuel » permet au concepteur de 
visualiser directement certaines propriétés et de catégoriser ainsi les objets 
graphiques. Par exemple, il peut spécifier des hiérarchies et organiser les couleurs en 
ensembles distincts de pastilles sur l’axe de la clarté ou sur l’axe de teinte, ce qui 
favorise une première idée de la répartition et des groupements dans ses choix de 
couleurs. D’autre part, le fait de travailler sur des espaces « perceptuels » permet de 
s’assurer que les écarts de distance physiques selon les dimensions L, C ou H sont 
bien répercutés perceptuellement. Ces écarts permettent aussi aux concepteurs de 
matérialiser graphiquement les différents types de perceptions définies par Bertin 
(voir en 4.3.1.3) : la perception sélective sera traduite par un écart important entre 
pastilles ou groupe de pastilles ; la perception ordonnée par la mise dans un ordre des 
pastilles sur un des axes de l’outil ; et la perception quantitative en les ordonnant tout 
en prenant en compte l’écart entre pastilles. 
En outre, plus la scène exemple est complexe et plus il est important d’avoir une 
vision globale de l’expression des couleurs (avec les harmonies et les dominantes de 
couleur) et de structurer les choix des couleurs. Ainsi la représentation structurée des 
couleurs en pastilles sur chacun des axes de la couleur présentée sur l’outil permet de 
visualiser la forme globale des structures, de détecter les espaces « vides » ou les 
concentrations de couleurs, et plus finement de comparer visuellement les différents 
écarts et régularités qui peuvent se dégager et qui sont des indicateurs importants de 
l’organisation possible de ces couleurs. Ce travail de réflexion des concepteurs, lors 
de l’exploration des variables graphiques sur les différents axes, utilise les lois 
perceptives de la Gestalt (présentées en 4.3.1.2). En effet, certaines de ces lois comme 




directement des structures entre les pastilles sur les différents axes utilisés (écarts 
entre pastilles, groupements). Les concepteurs peuvent alors mettre en rapport ces 
structures (voir l’axe de la chroma sur la Figure 113, deux groupements naturellement 
formés par la perception grâce aux écarts entre les pastilles) avec les exigences de la 
conception. Comme les modifications sur les positions des pastilles ont un effet 
immédiat sur le rendu graphique des scènes exemples, le concepteur peut comparer 





Figure 113 : Légende des éléments appartenant à un axe linéaire avec plusieurs pastilles et groupes. 
11.2.2.3 Atteindre les valeurs RGB possibles 
Comme nous l’avons déjà précisé, nous utilisons le modèle de couleur CIELCH dont 
le gamut théorique est beaucoup plus large que celui de l’espace « écran » RGB. Il 
faut cependant que les concepteurs spécifient des couleurs affichables par le 
périphérique sous la forme de codes RGB. Pour les assister dans cette tâche, l’outil de 
contrainte propose lors de la manipulation isolée d’une pastille sur un axe d’afficher 
les couleurs atteignables en dessous de l’axe sur lequel la pastille est manipulée. 
D’autre part lors de modifications isolées sur une pastille, le concepteur a aussi le 
choix d’afficher des graduations correspondant au changement d’au moins un digit du 
code RGB, ce qui lui permet de mieux se rendre compte des différences entre le 
modèle de réflexion et celui de rendu (moins de couleurs atteignables, différence 
d’espacement entre les couleurs). 
 
 
Figure 114 : Manipulation isolée d’une pastille et modification textuelle de ses coordonnées 
De plus, lors de la manipulation directe d’une pastille, ses coordonnées RGB sont 
toujours mises à jour et affichées textuellement dans trois champs R, G et B afin de 
permettre au concepteur d’avoir en permanence une vue « coordonnée machine » de la 
couleur manipulée. Nous avons vu lors de nos observations qu’il existe des problèmes 
très précis (par exemple, le réglage des luminosités des fonds de secteurs) que seules 
des manipulations de l’espace colorimétrique du système, donc au bit RGB près, 




difficile d’atteindre une valeur précise (dans l’espace CIELCH ou RGB) à cause de 
problèmes de quantification de la position de la pastille sur l’axe. Pour remédier à ce 
problème, nous proposons au concepteur de pouvoir renseigner directement une 
valeur absolue (par exemple un angle de teinte) pour la dernière pastille sélectionnée 
par l’intermédiaire d’un champ texte. Sur la Figure 114 présentant un ensemble de 
couleurs achromatiques, la pastille sélectionnée le plus récemment est entourée de 
rouge, le concepteur peut par exemple modifier sa composante bleue dans le modèle 
RGB pour la rendre égale aux autres (B = 101) ou encore ajuster sa clarté sur une 
valeur précise (L = 43). Grâce aux touches fléchées du clavier, le concepteur peut 
également effectuer des déplacements relatifs et incrémentaux des pastilles 
(augmentation ou diminution de la valeur d’une pastille sélectionnée de digit en digit). 
Cette opération est aussi applicable aux groupes de pastilles définis dans les 
paragraphes suivants. 
11.2.2.4 Formuler, satisfaire et propager les contraintes 
L’outil d’aide à la conception doit permettre de catégoriser et d’ordonner des objets 
graphiques, mais aussi de conduire à l’expression et à la satisfaction de contraintes 
entre les propriétés de ces objets. Ces contraintes sont en fait la traduction d’exigences 
de haut niveau (en rapport avec l’activité supportée), plus ou moins explicitement 
exprimées dans le cahier des charges ou d’exigences issues de règles de conception 
connues des concepteurs, en contraintes de bas niveau (spécifications graphiques). 
Pour exprimer ces contraintes de bas niveau, les concepteurs utilisent des relations 
exprimées formellement entre les propriétés graphiques des variables visuelles, par 
exemple des écarts chiffrés entre valeurs des propriétés graphiques d’éléments 
composant une scène. Nous avons réifié ces besoins liés à l’expression de contraintes 
dans un ensemble d’objets interactifs, manipulables directement : une contrainte de 
« groupement » avec les opérations associées et une contrainte de « fixation ». 
11.2.2.4.1 Notion de groupe de propriétés graphiques 
Le premier outil pour les contraintes permet l’association de pastilles colorées dans un 
groupe. Un groupe traduit une propriété qui est ici une relation d’association logique 
entre plusieurs pastilles. Cette réification [Beaudouin-Lafon et Mackay, 2000] de lien 
logique en un lien graphique a un lien plus ou moins fort avec les aspects fonctionnels 
de l’objet graphique qu’elle colore. Par exemple, un groupe pourra réifier un lien 
entre les clartés des fonds de secteur de contrôle ou encore entre les chromas des 
éléments d’alarme, ou encore un groupe englobant toutes les teintes de la scène 
exemple. Le concepteur sélectionne des pastilles pour un groupe par clic ou par une 
interaction de type lasso. Dès que plus de deux pastilles sont sélectionnées, un groupe 
apparaît au-dessus de l’axe des pastilles (ou à l’extérieur de l’axe des teintes). Ce 
groupe correspond à un rectangle allongé dont les extrémités correspondent aux 
valeurs minimales et maximales des pastilles sélectionnées (voir en haut de la Figure 
115).  
Certains groupes ne nécessitent pas d’être permanents. Ce sont des groupes 
transitoires qui permettent au concepteur d’effectuer temporairement des opérations 
sur plusieurs pastilles à la fois. Il s’agit alors d’une commodité d’utilisation, par 
exemple pour répartir toutes les pastilles sur un axe, ou pour déplacer grossièrement 
une partie des pastilles. Si le groupement exprime une relation structurelle entre les 
objets fonctionnels représentés par ces pastilles, le concepteur le rendra permanent 
pour conserver les informations de conception liées à ce groupe. Le concepteur fait 
passer un groupe d’un état transitoire à un état permanent par une interaction d’ajout : 
touche p ou par drag & drop allant du dessus au-dessous de la barre de l’axe des 
 
 
pastilles (Figure 115), ou de l’extérieur à l’intérieur pour l’axe de teintes. De la même 
façon, un groupe devenu obsolète ou hérité d’
dématérialisé (touche suppr ou 
Une fonction propose de rappeler le dernier groupe transitoire. Cela évite à 
l’utilisateur de devoir refaire la dernière sélection de pastilles sur cet axe.
 
Figure 115 : Transfo
L’ajout d’un groupe permanent correspond à la 
éléments lui appartenant (sans pour autant que la contrainte soit satisfaite).
groupes permanents sont conservés
de ne plus avoir à mémoriser cette association entre éléments graphiques (libération 
de ressources cognitives)
rapprochements visuels entre groupes permanents (en utilisant les 
perceptives humaines, comme 
peuvent ainsi facilement accéder 
(manipulation simultanée 
de ces actions sur les exemples réels présentés dans le premier module de l’outil
Cette exploration peut aider le concepteur à
exigence de départ : dans ce 
présentons dans les paragraphes qui suivent des outils 
conserver une les propriétés
11.2.2.4.2 Opérations sur les groupes
Comme défini ci-dessus, l
temporairement ou non, et effectuer des actions et opérations sur ces dernières. Trois 
interacteurs de redimensionnement sont disposés
d’autre du groupe et un a
actions de positionnement, comme le déplacement simultané des pastilles sur un axe, 
des actions d’homothétie (étirement ou réduction
internes entre pastilles (Figure 
pastilles sur une des extrémités du groupe, 
groupe. Il peut aussi répartir des pastilles de manière égale sur un
sur un axe en entier soit au sein d’un groupe
groupée avec d’autres n’empêche pas le fait d’agir
(interaction non modale). De même, 
une copie de scène
drag & drop vers une zone extérieure aux groupes). 
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d’un groupe sont dynamiquement
appartenant sont manipulées indépendamment
Figure 116 : Trois étapes d’une o
L’utilisateur interagit sur un groupe pour manipuler l’ensemble des pastilles lui appartenant simultanément
11.2.2.4.3 Notion de fixateur
Le troisième type de contrainte, a
d’une pastille (voir première pastille de
polymorphe [Beaudouin-Lafon et Mackay, 2000]
groupe, où cette action inversera alors tous les états de fixation des éléments du 
groupe (toggle function). 
Au sein des groupes, il existe une seconde façon de 
rapport entre les pastilles
empêcher le concepteur de modifier la posi
cas les interacteurs d’homothétie sont cachés).
11.2.2.5 Notion de repère
Un objet particulier « repère
graphiques. Il permet de structurer, visualiser
un guide visuel positionné par le concepteur pour construire et ordonner les 
propriétés. Par exemple, un repère définit sur l’axe des 
duquel devraient être disposées toutes les couleurs de fond. Il permet aussi de 
visualiser des zones : ainsi, une succession de repères sur une des dimensions de la 
couleur délimitera des espaces de valeurs.
positionnés sur l’axe des teintes 
zone des alarmes »). Lorsqu’il en a besoin, le concepteur peut afficher c
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11.2.2.6 Notion de molécule harmonique 
Un autre mécanisme de composition s’ajoute à ces types de contraintes : une 
contrainte « harmonique » permet de prendre en compte sur l’axe des teintes des 
notions perceptives plus esthétiques. Le designer graphique peut vouloir utiliser ou 
définir une contrainte « harmonique » pour régler les propriétés de couleur des 
composants graphiques de la scène. Cette notion de contrainte harmonique est issue 
du domaine des Arts avec un usage très important par les peintres et plasticiens du 
cercle chromatique (Newton) et des théories de l’harmonie des couleurs (Chevreul, 
Gœthe, Itten [Itten, 1974]) qui définissent les propriétés de composition et d’harmonie 
de couleurs « complémentaires », « semi-complémentaires » et « analogues » issues 
du cercle chromatique. Le designer graphique utilise habituellement ces concepts et 
techniques pour créer un nuancier de couleurs harmoniques qu’il met en œuvre dans 
sa composition. Dans l’outil, cette harmonie des complémentaires correspond à 
utiliser un groupe sur l’axe des teintes (radial) comme structure géométrique régulière 
particulière  [Cohen-Or et al., 2006] entre les pastilles lui appartenant (Figure 118). 
 
 
Figure 118 : L’« axe » des teintes avec plusieurs pastilles et groupes, un groupe de 4 couleurs est mis en 
évidence. 
Comparaison entre groupe linéaire et radial. 
Les groupes et interactions réalisables sur les axes linéaires sont également possibles 
sur l’axe radial. Ils sont simplement adaptés en faisant boucler le début et la fin d’un 
axe linéaire pour le transformer en radial. Seules quelques spécificités apparaissent 
dues au fait que l’axe circulaire n’a ni début ni fin « logique » et qu’il propose 
intrinsèquement des propriétés de type « harmonie » définies ci-avant. Ainsi, les 
groupes transitoires sont rendus permanents en les faisant traverser l’axe jusqu’à la 
zone des groupes. Ces groupes, en plus d’être réifié par une enveloppe allant du début 
à la fin du groupe, sont aussi réifiés par les rayons allant du centre du cercle jusqu’aux 
pastilles appartenant à ce groupe (voir un groupe de quatre éléments sur la Figure 
118). Les concepteurs disposent aussi de la possibilité d’afficher un trait reliant les 
pastilles successives d’un même groupe afin d’afficher la structure harmonique 
utilisée (triangle, carré, rectangle, etc.). Pour le groupe pris en exemple sur la figure, il 




roses). Les groupes sur l’axe des teintes étant eux aussi circulaires, une interaction 
supplémentaire est nécessaire pour marquer les pastilles de début et de fin de groupe. 
Pour cela, le concepteur déplace la zone du groupe en gris clair, matérialisant la 
séparation début/fin de groupe, entre les deux pastilles devant être au début et à la fin. 
11.2.2.7 Annotations 
Le dernier type d’outil permet d’annoter les contraintes réifiées ou figées et les 
pastilles particulières. Pour cela, le concepteur a la possibilité de compléter des 
champs textuels de commentaires attachés à différents objets de l’interface : les 
pastilles, les groupes permanents, les repères. Le nombre de champs d’annotation et 
leur nature diffèrent pour chaque élément. Lorsqu’une pastille est sélectionnée, trois 
champs sont affichés : les deux premiers sont communs aux trois pastilles 
représentant une même couleur, le troisième champ est spécifique à la pastille 
sélectionnée. Les premiers champs permettent de nommer cette couleur et de faire des 
commentaires généraux sur celle-ci, le dernier permet de faire des commentaires 
spécifiques à l’axe sur lequel elle se trouve (valeur minimale de luminosité, teinte à 




Figure 119 : Fenêtre d’annotation pour une pastille 
Pour les autres éléments, seuls le nommage et des commentaires particuliers sont 
possibles. Par exemple pour un groupe réifié, le commentaire permet d’indiquer quel 
groupement logique est représenté (par exemple : « les luminosités de secteurs »). 
Lorsqu’une contrainte est figée sur une pastille ou sur un groupe, une annotation 
permet de justifier à quelle exigence répond cette limitation (par exemple : « couleur 
prédéfinie dont les coordonnées sont inchangeables »). 
Cette fonctionnalité est importante, car elle permet de spécifier les correspondances 
entre les contraintes du cahier des charges et les contraintes réifiées sur les outils. Les 
annotations permettent aussi de signaler des contraintes ou des problèmes non 
exprimables par notre ensemble d’outils. Par exemple, une « couleur nommée » ne 
peut pas être spécifiée précisément par nos outils : des repères sur un axe indiquent 
une zone de positionnement possible, mais sont insuffisants, car c’est une contrainte 
subjective et dépendant de plusieurs dimensions de la couleur. Enfin ces annotations 
ont une utilité pour conserver la trace du processus de choix des paramètres 
graphiques. Cela est utile au concepteur autant pour se remémorer les critères de ses 
choix que pour justifier ses choix auprès d’autres personnes (design rationale [Moran 




annotations, ainsi qu’une liste retraçant la séquence des actions effectuées. Un champ 
d’annotation séparé permet aussi de commenter la séquence d’actions effectuées. 
11.2.3 Aspects techniques  
Le premier outil a été réalisé en s’appuyant sur la toolkit graphique Perl/TK/zinc 
[Chatty et al., 2004]. Le second est codé en Java et s’appuie sur la bibliothèque 
SwingStates [Appert et Beaudouin-Lafon, 2006] qui fournit les machines à états à la 
toolkit Java Swing. Les deux modules du logiciel communiquent par des messages au 
format texte transitant par le bus logiciel Ivy [Buisson et al., 2002]. Ainsi, les 
modifications faites dans la partie de création de scènes exemples sont 
immédiatement répercutées dans la partie de contrainte. Par exemple, l’ajout d’une 
brique contenant une nouvelle couleur à une scène exemple implique l’ajout de trois 
pastilles correspondant à cette couleur. À l’inverse, une modification sur une pastille 
de la partie contrainte sera immédiatement répercutée sur les surfaces affichées 
concernées. 
11.2.4 Synthèse 
Cette section permet de comprendre comment nous avons pensé et conçu un ensemble 
d’outils, dédié à l’aide à la conception de rendus graphiques, répondant aux 
recommandations émises dans le chapitre 9 et étant en accord avec la démarche 
proposée dans le chapitre 10. Ces outils présentent deux modules : le premier permet 
la création et la comparaison d’exemples de scènes graphiques, l’autre permet 
d’explorer et de contraindre les variables visuelles liées aux couleurs utilisées dans les 
scènes exemples. Ce travail doit mener à des spécifications graphiques précises 
devant être implémentées. La vérification des rendus livrés pourra s’appuyer sur les 
outils présentés dans la partie suivante. 
 
 
11.3 Outil d’aide à la vérification des rendus
Dans notre démarche d’aide à la réalisation des rendus, nous proposons, en 
correspondance avec la phase de conception devant fournir des spécifications précises 
du rendu, une phase de vérifica
paramètres graphiques ont été implémentés correctement. 
de vérification peut être instrumenté. Nous avons pour cela cr
permettant d’identifier parmi les différe
automatisées ou du moins facilitées par l’utilisation d’outils.
11.3.1 Présentation de l’outil
Le principe général de l’outil que nous proposons consiste
une capture d’écran du rendu graphique d’un sy
prototype réalisé est séparé en 
• le premier, en haut à gauche
• le second, en haut à droite, 
présentes sur l’image ainsi qu’un ensemble 
couleurs ; 
• en bas à droite, le troisième quadrant contient une fenêtre qui permet de 
visualiser la différence perceptive entre une couleur choisie dans la palette et 
tout le reste de la palette
• en bas à gauche, le dernier quadr
filtrer les couleurs du 
apparaitre ou disparaître des couleurs proches ou éloignées.
 
Figure 120 : Vue globale de l’outil
11.3.2 Fonctionnalités de l’outil d’aide à la vérification
Nous présentons plus en détail
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11.3.2.1 Affichage du rendu en cours de vérification
L’affichage du rendu du logiciel 
zoom de se déplacer dans un rendu afin de vérifier 
affichage est surtout utile lors de l’opération de filt
Nous détaillons cette opération dans la description du dernier quadrant
11.3.2.2 Lecture automatique de la palette des couleurs
Pour créer la table contenant la palette des couleurs (quadrant II), c
l’image est analysé à l’ouverture d’un nouveau fichier 
des données de cette table. Chaque ligne de la table correspond aux données relatives 
à une des couleurs de la pal
un nom attribué automatiquement. L
dans les modèles RGB et CIELCH(ab)
l’image de départ sont indiquées 
pourcentage que cela représente dans le rendu global, des 
disposition des pixels, etc. Chacun de ces champs permet de 
couleurs dans les colonnes afin de déterminer par exemple quelles sont les 
les plus lumineuses. Cet outil permet aussi
classement afin de faire apparaître par exemple une couleur peu représentée (tri par 
nombre de pixels) achromatique (tri par chroma) et sombre (tri sur les clartés).
palette permet de savoir à moindre coût quelles sont les couleurs présentes dans le 
rendu livré et de vérifier si 
spécifiées lors de la conception.
L’attribution d’un nom à chacune des couleurs de la palette est 
algorithme simplifié classant les couleurs par catégories (chro
achromatique : noir, gris, blanc) puis par angles de teintes, par clarté et par chroma. 
Cela permet de donner des noms
pastel, etc. (les catégories 
de la palette. Dans l’exemple
sombre, du bleu ciel, etc.  
Figure 121 : Table d’information 
D’autres travaux utilisent des algorithmes automatiques issus de nos travaux pour 
déterminer des couleurs. Il s’agit cependant d’un objectif 
différents puisqu’il vise à 
bien distingables afin de les utiliser pour la coloration de
type « vue métro » [Hurter et al., 2010]
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11.3.2.3 Visualisation graphique de la répartition des différences entre couleurs 
En cliquant sur une des couleurs de la table, le prototype actualise le quadrant III 
proposant une visualisation des couleurs présentes dans la palette. Cette visualisation 
range les couleurs en fonction de deux critères : leur teinte et leur différence 
perceptuelle avec la couleur sélectionnée. Pour la teinte, l’outil possède deux modes : 
un mode dans lequel les couleurs sont organisées circulairement par angle de teinte et 
un mode pour lequel elles sont affichées sur une ligne (spectre des couleurs). La 
distance perceptuelle entre les couleurs est calculée dans l’espace CIELAB en 
utilisant la formule du delta E (formule présentée en 5.4.4.4). Cette distance est 
calculée entre les coordonnées de la couleur sélectionnée dans la palette et chacune 
des coordonnées des autres couleurs. La distance calculée est représentée par la 
longueur d’un rayon partant du centre du cercle chromatique (pour la représentation 
en cercle) et par une ligne verticale partant du bas de la visualisation, delta E nul 




Figure 122 : Les deux modes de visualisation de la différence entre un gris et le reste de la palette 
La représentation spectrale (à gauche) permet une vérification visuelle efficace (en 
comparant les hauteurs des lignes) de la proximité ou de l’éloignement des couleurs 
par rapport à la couleur sélectionnée. La représentation circulaire (à droite), du fait de 
sa configuration, ne permet pas de vérifier aussi précisément les écarts perceptuels 
entre couleurs ayant des teintes éloignées. Cependant, cette configuration offre la 
possibilité de détecter visuellement les arrangements harmonieux qui ont été 
implémentés dans le rendu analysé. Cela peut être un avantage si une telle harmonie 
entre couleurs avait été spécifiée et doit être vérifiée.  
11.3.2.4 Filtrage dynamique du rendu, détection de problèmes 
Le dernier quadrant propose lui aussi de détecter des différences entre les couleurs, 
mais par le biais de filtres agissant directement sur le rendu à vérifier (représenté dans 
le quadrant I). L’utilisateur a le choix parmi différents filtres permettant de calculer, 
toujours par rapport à une couleur sélectionnée, des différences de couleur (distance 
perceptuelle, delta E) ou uniquement de clarté avec le reste de la palette. Ces 




de gris représentant les couleurs les plus proches en foncé et les plus éloignées en 
clair, soit grâce à un effet sur la transparence des couleurs du rendu faisant disparaître 
les couleurs à filtrer. Pour le filtre utilisant un effet de transparence, un range slider 
permet de sélectionner la plage des couleurs que l’utilisateur souhaite filtrer : les 
couleurs proches ou éloignées avec un écart (perceptuel ou lumineux) plus ou moins 
important. 
Grâce à cet outil, l’utilisateur a la possibilité de rechercher des problèmes avec une 
démarche de visualisation directe. En effet, grâce à un balayage complet des distances 
visuelles entre les couleurs du rendu à vérifier, l’utilisateur utilise ses capacités 
perceptuelles pour détecter des anomalies. Cette exploration du rendu utilise le 
principe des requêtes dynamiques [Ahlberg et al., 1992] qui permet, lorsqu’il est 
associé à un range slider, une manipulation rapide, immédiate et incrémentale du 
filtrage des données [Shneiderman, 1983]. Le range slider réifie dans notre exemple 
des requêtes simples : « je veux afficher les éléments dont la couleur a une distance 
comprise entre telle et telle valeur par rapport à la couleur sélectionnée ». Grâce à un 
tel filtre, les utilisateurs peuvent vérifier par exemple que des données ordonnées par 
la couleur respectent bien l’ordre fonctionnel requis par les exigences fonctionnelles. 
Un autre exemple consiste pour un rendu de type ODS à sélectionner la couleur de 
fond, à choisir un filtre sur les clartés, à réduire suffisamment l’écart lumineux grâce 
au range slider pour que le filtre n’affiche plus que la couleur de fond et celles ayant 
la même luminosité, puis à balayer l’ensemble des écarts lumineux pour faire 
apparaître les uns après les autres tous les éléments graphiques du rendu par écart de 
luminosité croissant avec la couleur de fond sélectionné. Cette démarche 
d’exploration outillée permet à un utilisateur connaissant les critères de 
visibilité/lisibilité du rendu de détecter des anomalies : par exemple, une couleur 
d’alarme apparaissant très tôt lors du balayage décrit précédemment révèle 
probablement un problème d’écart lumineux avec le fond. 
 
 
11.4 Outil préventif de correction automatique des contrastes 
lumineux 
Nous présentons dans cette section un dernier type d’outil qui a pour but d’améliorer 
la lisibilité des rendus. Cet 
pour les éléments les moins vi
Dans le chapitre 8, concernant trois étude
paramètres graphiques sur la perception
dégradent beaucoup plus les capacité
avons vu que la couleur est moins bien perçue (en 
chroma) lorsqu’elle est appliquée à des lignes fines, et diagonales.
lignes sont isolés et ont tendance à être 
entourant. À partir des ces 
d’amélioration de l’image de
modèrent ou renforcent les contrastes de bordure et modifient s
pixel en fonction de son environnement, pour contrôler le rendu perceptif global final. 
Pour cela, nous avons étudié la possibilité de recourir à un algorithme de correction 
des couleurs pour rehausser la perception d’objets graphiques pr
avons étudié un moyen de redresser la luminosité des pixels les plus isolés d’une 
scène graphique. Pour cela, nous avons mis en place un modèle donnant un poids à 
chaque pixel d’une image en fonction de la proximité immédiate de pixels
couleur : les pixels adjacents identiques renforcent la perception de la
pixels adjacents en diagonale la renforcent 
adjacents différents la dégradent. La 
configurations que nous avons identifiées
les pixels sont classés en ligne en fonction du nombre de pixels 
en diagonale, et en colonnes en fonction du nombre de 
avec un côté commun. 
 
 
Figure 123 : Classification des configurations possibles pour un pixel isolé
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(clair-foncé ou l’inverse). C’est cependant un exemple de réutilisation des résultats 
chiffrés que nous avons obtenus lors des études sur la perception nous ayant permis de 
quantifier précisément les conditions problématiques. 
Cet algorithme a été incorporé à un projet proposant une vue radar plus évoluée basée 
sur un rendu openGL (afin de composer le rendu à partir de primitives graphiques 
complexes). L’algorithme agissait en temps réel sur l’ensemble des objets présent 
dans la scène grâce à un système de shaders. Ainsi, les évolutions du rendu graphique 
entrainaient des modifications du niveau de correction de la clarté en fonction de 
l’évolution de la disposition des pixels colorés à l’écran. La Figure 124 présente un 
exemple d’utilisation de l’algorithme sur un rendu dynamique, l’encart en bas de la 
figure montre que la clarté de certains pixels des lignes rouges de l’image de droite a 
été réévaluée (augmentation subtile) pour améliorer la lisibilité du rendu. Cette 
expérience confirme que l’introduction de nouveaux procédés correctifs pour 
améliorer la lecture des rendus graphiques est possible. Il existe déjà des algorithmes 
permettant de pallier les problèmes de lecture dus à la résolution des écrans 
(antialiasing), cependant des améliorations basées sur des rehaussements de contrastes 
sont aussi envisageables. Il faudrait pour cela améliorer et évaluer la qualité de 




Figure 124 : Illustration des effets de l’algorithme de rehaussement des clartés sur un rendu complexe 
La démarche de conception de cet outil est plus exploratoire que celle des précédents : 
il s’agit pour cet outil de vérifier si une approche de correction préventive des rendus 
est envisageable. Étant donné que cette démarche de correction automatique 
préventive des rendus est éloignée de notre objectif de départ (instrumenter l’activité 
de conception et de vérification des rendus), nous n’avons pas cherché pour le 
moment à améliorer les résultats de l’algorithme, ni à évaluer expérimentalement leur 
efficacité sur la perception des rendus. 
Cette approche automatique de correction des pixels isolés n’est plus dans un rôle 
d’instrumentation dédiée aux rendus, mais bel et bien dans celui de substitut à des 
actions de conception. Un outil comme celui-ci pourrait décharger les concepteurs 
d’une partie de leur activité en résolvant des problématiques liées aux limites des 




11.5 Synthèse des outils proposés 
Dans ce chapitre, nous avons présenté trois catégories d’outils et algorithmes : 
• les premiers outils permettent d’aider le travail itératif des concepteurs lors de 
l’exploration des paramètres des rendus. Ils doivent mener à la construction de 
spécifications graphiques précises passant par le raffinement et l’amélioration 
des variables visuelles composant un rendu et prenant en compte différentes 
contraintes ou divers avis des utilisateurs ; 
• le second type d’outil facilite le travail de vérification d’un rendu après qu’il 
ait été implémenté grâce à la lecture de la palette de couleur le composant, ou 
grâce à la visualisation ou à l’exploration de différences perceptuelles entre 
ces couleurs ; 
• le dernier apport est un algorithme. Celui-ci propose de rehausser le contraste 
lumineux des pixels isolés sur un rendu afin d’en améliorer la lisibilité. 
Les deux premiers outils apportent une réponse aux recommandations émises dans le 
chapitre 9 et à la démarche proposée dans le chapitre 10. Le troisième permet 
d’envisager d’explorer plus en profondeur la possibilité d’apporter des réponses 
correctives automatiques aux problèmes de perception des rendus survenant à cause 
d’influences croisées entre les paramètres graphiques (étudiés dans le chapitre 8). 
Pour les deux premières catégories d’outils d’aide (à la conception et à la validation), 
nous avons montré en quoi les fonctionnalités proposées répondent aux besoins des 
concepteurs et des utilisateurs exprimés dans les chapitres 9 et 10. Nous remarquons 
aussi que la démarche de conception s’appuyant sur ces outils a des similitudes avec 
la démarche de « Knowledge crystallization » [Card et al., 1999] présentée sur la 
Figure 71 en 7.1.2. En effet, les étapes de ce schéma appliquées à l’activité de 
conception des rendus graphiques donnent le résultat suivant : 
• la recherche de données correspond à récupérer des éléments graphiques que 
l’on souhaite utiliser dans l’interface. Ces éléments peuvent être dans une 
forme primitive où les variables visuelles ne sont pas toutes figées/définitives. 
• la recherche du schéma de représentation correspond au choix des variables 
visuelles qui vont être ajustées (par exemple taille et couleur selon les trois 
dimensions L, C et H du modèle CIELCH) 
• l’instanciation correspond au fait d’afficher les valeurs des propriétés visuelles 
des objets graphiques (les données) sur des axes correspondants aux variables 
visuelles à ajuster (le schéma de représentation). 
• La résolution de problème correspond non plus à la réorganisation du schéma 
de représentation, mais bien à l’ajustement des données (les choix de 
conception au travers des valeurs des variables). Ces ajustements se font en 
fonction des structures visuelles détectées (ou souhaitées) sur les axes des 
variables visuelles en prenant en compte des comparaisons entre éléments et 
autres patterns visuels. 
• Lorsque le concepteur est satisfait de l’organisation qu’il a donnée aux 
variables visuelles en cours d’ajustement, il peut sauvegarder cette 
configuration (pour la présenter à d’autres acteurs de la conception, ou la 
transformer en document de spécification) ou bien figer le réglage de certains 
éléments graphiques et en rajouter d’autres (d’autres données). 
Ainsi, nos outils doivent soutenir le processus global de conception des rendus 
graphiques en s’appuyant si possible sur les capacités perceptuelles des concepteurs. 
Nous proposons de vérifier l’adéquation de nos outils à l’activité de conception 




Partie 3 : Étude de cas 
 
Cette partie de la thèse comporte le chapitre 12 uniquement. Nous proposons d’y 
vérifier au travers de différentes études de cas en quoi les méthodes et outils que nous 
avons proposés répondent aux besoins que nous avons identifiés lors de l’étude de 







12 Étude de cas de conception de rendu graphique complexe 
Dans ce chapitre, nous présentons des études de cas permettant d’évaluer les apports 
de nos propositions : 
• une démarche instrumentée de l’activité de conception ; 
• des prototypes d’outils pour l’aide à la conception et à la vérification des 
rendus. 
Nous commençons par présenter en détail un scénario de conception que nous avons 
déjà abordé dans le chapitre 9 : Paris-Flux. Nous en présentons le contexte, la 
problématique, la demande telle qu’elle a été reçue et sa traduction en besoins de 
conception graphiques. Nous présentons ensuite plusieurs scénarios d’utilisation de 
nos outils permettant de les évaluer qualitativement. Les deux premiers sont des 
scénarios issus du chapitre 9, le troisième est la réponse instrumentée au scénario 
Paris-Flux, et le dernier est un exemple d’utilisation de nos outils de vérification des 
rendus. 
12.1 Un scénario de conception : PARIS-FLUX 
Le scénario que nous proposons pour cette étude de cas est un scénario tiré d’une 
demande de conception destinée à l’activité de contrôle aérien. Les paragraphes 
suivants en résument les points clés, dont nous avons déjà donné une description plus 
détaillée dans la partie introductive du manuscrit, et ils développent la problématique 
spécifique à ce cas de conception. 
12.1.1 Rappel du problème  
L'espace aérien français est divisé en secteurs géographiques (volumes d'espace à 
contrôler) et durant son vol, un aéronef traverse plusieurs de ces secteurs. Chaque 
secteur est à la charge de deux contrôleurs, qui ont deux tâches principales à 
accomplir : réguler l'ensemble des vols du secteur dont ils ont la responsabilité, à 
l'aide d'une image affichée sur l'écran radar afin d'éviter les conflits et « livrer » ces 
vols aux contrôleurs des secteurs adjacents selon certaines conditions. En général, les 
vols suivent des routes aériennes standardisées et leur séquencement sur ces routes 
crée une structure visuelle en flux sur l'écran radar des contrôleurs. L’identification 
des vols du trafic en fonction de leur destination finale, et donc de leur appartenance à 
un flux donné est un besoin important pour l’activité du contrôleur. En effet, très tôt 
en entrée de secteur, l'identification d’un vol permet au contrôleur d’anticiper la route 
aérienne qu’il doit suivre et de détecter des conflits potentiels. Si le contrôleur doit 
gérer une convergence entre aéronefs à destination du même flux ou un croisement 
d’aéronefs de flux différents, il le fera pour une grande part visuellement à partir de 
l’image radar. Il en va de même quand le contrôleur régule, séquence et livre les 
aéronefs d’un même flux au contrôleur suivant selon les conventions préétablies. 
Le scénario concerne plus spécifiquement les secteurs « en-route » et « d’approche » 
de la région parisienne. Leur vocation essentielle est le séquencement du trafic à 
l’arrivée ou au départ des plates-formes aéroportuaires de Roissy Charles de Gaulle 
(Roissy CDG) et d’Orly, ainsi que de leurs terrains associés. La « livraison » des vols 
par les contrôleurs du secteur en route aux contrôleurs des secteurs d’approche de 
Roissy et d’Orly fait l’objet de procédures de coordinations très précisément réglées. 
Ces procédures sont différentes pour Roissy CDG et Orly puisque les coordonnées 
géographiques du lieu de « livraison » sont différentes pour les deux aéroports. 
Autrement dit, un aéronef à destination de Roissy CDG ou de ses terrains associés ne 
 
 
sera pas dans le même flux qu’un aéronef à destination d’Orly ou de ses terrains 
associés. En revanche, un aéronef à destination de Roissy, par exemple, sera dans le 
même flux qu’un aéronef à destination d’un terrain associé à Roissy, et ce, jusqu’au 
point de livraison au secteur suivant. Il en va de même pour le flux à destination 
d’Orly ou l’un de ses terrains associés. Bien qu’ils fassent partie du même flux, il peut 
être néanmoins important de maintenir une distinction entre les vols convergeant vers 
un aéroport principal (Orly ou Roissy CDG) et ceux convergeant vers l’un de leurs 
terrains associés : par exemple, en cas de trafic modéré, les contrôleurs peuvent 
« empiler » (même position géographique en latitude et longitude, mais altitude 
différente) un vol « ass
« paralléliser » ainsi en partie le trafic pour permettre aux vols d'atterrir plus vite sur 
leur terrain respectif tout en respectant la cadence pour chaque terrain.
Figure 125 : Trafic terminal 
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Pour pallier ces problèmes, la direction technique de la DGAC (Direction générale de 
l’aviation civile) a commandé une étude visant à utiliser des couleurs pour 
différencier les différents flux. La demande est un compromis entre la volonté 
d'apporter des modifications visant à améliorer l'activité des contrôleurs et la volonté 
de ne pas bouleverser l'interface de façon telle qu'elle nécessiterait une validation et 
un effort de reformation trop importants. Trois flux à différencier visuellement sont 
identifiés : 
• Un flux composé des vols à destination des plateformes aéroportuaires de 
Roissy CDG et terrains associés ;  
• Un flux composé des vols à destination des plateformes aéroportuaires d'Orly 
et terrains associés ;  
• Un flux composé de vols en transit au dessus de la zone pouvant poser des 
problèmes particuliers d'interaction, et donc de conflits potentiels, avec les 
vols des deux premiers flux. 
Au sein de chacun de ces 3 flux, il est également demandé de pouvoir discriminer 
deux catégories d'aéronefs, que nous appellerons sous-flux : 
• pour le flux « Roissy », il faut distinguer le sous-flux des vols atterrissant sur 
l'aéroport de Roissy CDG, de celui des vols atterrissant sur les aéroports 
associés à Roissy (Le Bourget, Pontoise, Creil).  
• pour le flux « Orly », il faut distinguer le sous-flux des vols atterrissant sur 
l'aéroport d’Orly de celui des vols atterrissant sur les aéroports associés à Orly 
(Villacoublay, Toussus).  
• pour le flux « Transit », il faut distinguer le sous-flux des vols en transit vers 
le « centre de contrôle en-route Ouest » de celui des vols en transit vers le 
« centre de contrôle en-route est ».  
Le codage des vols de ces flux doit être réalisé sur l'écran radar par une configuration 
de la couleur de l'objet représentant un « vol » : la piste radar. La couleur peut être 
affichée sur la piste sans le texte associé (l’étiquette) ou sur l'objet vol dans sa 
globalité (piste et étiquette). Une contrainte de préférence a été émise pour chacun des 
flux à discriminer, il s’agit de préférences pour les teintes de chacun de ces flux : vert 
pour Orly, rose pour Roissy et bleu pour les flux en transit. Ces préférences ne 
précisaient initialement que la préférence pour un rose et un vert qui sont les couleurs 
historiquement utilisées par les contrôleurs d’approche sur les systèmes interactifs 
spécifiques au leur activité. La préférence pour un bleu est une contrainte qui a été 
ajoutée en cours de conception. 
12.2 Objectifs de conception 
L’équipe de conception a traduit la demande en niveau perceptif et organisation des 
variables comme suit : 
• Le niveau perceptif sollicité est soit celui de la discrimination entre différents 
éléments, soit celui de l’identification d’un élément. L'identification étant 
portée par la couleur, il faut vérifier que les six couleurs choisies sont 
suffisamment différentes pour ne pas entraîner de confusion lors de la lecture 
de chaque élément. Il faut aussi vérifier que les six couleurs ne peuvent pas 
être confondues avec les couleurs déjà existantes, en particulier des bleus pour 
certains vols (vols intrus ou sélectionnés) et des oranges des alarmes (qui 




• Les vols appartenant à un sous-flux doivent être perçus sélectivement : en un 
seul coup d'œil, tous les vols d'un même sous-flux doivent être perçus, et 
aucun intrus ne doit faire partie de la sélection. Le réglage de la différence 
entre les couleurs identifiant chacun des trois flux, d'une part, et chaque paire 
de couleurs des sous-flux d'autre part, est particulièrement délicat. En effet, la 
différence perceptuelle entre ces couleurs doit être suffisamment grande pour 
permettre l'identification immédiate de chaque sous-flux, et suffisamment 
petite pour permettre la fusion des paires de sous-flux en leur flux respectif.  
Lorsqu’un concepteur est confronté à ce genre de demande, il se heurte souvent à des 
difficultés pour extraire de ces exigences les contraintes à utiliser : des contraintes de 
préférence, des contraintes fixes, ou des contraintes induites. Pour passer outre ces 
difficultés, il peut s’appuyer sur une analyse lexicale des besoins exprimés afin de 
déterminer quelles sont les contraintes déjà émises et celles qui sont sous-entendues. 
En se basant sur ses connaissances, sur certains guides et recommandations pour la 
conception et sur son expérience, le concepteur peut déduire un certain nombre de 
nouvelles contraintes à prendre en compte. Après cette première étape, le concepteur 
est confronté à d’autres difficultés concernant la spécification des contraintes 
identifiées en contraintes de « bas niveau », c’est-à-dire à des et difficultés pour 
formuler et satisfaire de contraintes sur des variables visuelles appropriées. Pour cette 
seconde étape, nos outils peuvent apporter un soutien à l’activité itérative de 
conception ainsi qu’à l’activité de discussion et justification auprès des utilisateurs. 
12.3 Scénario d’application de la démarche et d’utilisation des outils 
Pour ces scénarios, nous proposons de décrire la démarche qu’adoptera un designer 
graphique faisant partie d’une équipe de concepteurs, pour répondre à divers 
problèmes de paramétrage de rendus graphiques de systèmes interactifs critiques. Ce 
concepteur possède sa propre expérience de conception basée sur des savoirs 
empiriques et théoriques (connaissances à propos des variables visuelles existantes, de 
règles ergonomiques à respecter, des différents niveaux de la perception ou de 
problématiques de colorimétrie. Le concepteur peut prendre appui sur les outils que 
nous avons décrits dans le chapitre précédent pour faciliter son travail. C’est ce que 
nous proposons de vérifier dans les paragraphes qui suivent. Les descriptions 
suivantes ont été rédigées sous forme de scénarios d’usage, et utilisent le présent 
(conjugaison). Ces scénarios illustrent le processus de conception dans le cas où le 
concepteur s’appuierait sur nos outils. Les deux premiers sont inspirés du scénario de 
reconception de la palette ODS, le dernier reprend le cas Paris-Flux. 
12.3.1 Interaction couleur/surface :« Oranges alarmes. » 
Dans le cahier des charges, le designer note qu’une couleur d’alarme « orange » doit 
être appliquée à des éléments de formes et de surfaces différentes. Pour concevoir 
cette couleur, il crée une scène exemple (sur la gauche du haut de la Figure 126) avec 
une couleur orange alarme disposée sur du texte pour une première brique « piste 
radar » et plus loin au fond d’une autre brique « zone d’information sur les alarmes » 
de surface beaucoup plus large. Une seule et même couleur orange a été liée (par 
clonage) aux deux éléments, elle est donc représentée une seule fois dans la liste des 
couleurs attenante à la scène d’exemple. Sur l’outil de contrainte, le concepteur veut 
régler plus finement cette couleur, mais il s’aperçoit que la différence de forme et de 
surface est trop importante entre les deux types d’éléments comportant cet « orange 
alarme ». Il décide de partager la couleur en deux (opération split) afin de régler 
différemment la chroma et la clarté des pastilles correspondantes. Sur ces axes L et C, 
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Figure 126 : Deux réglages d’un
L’orangé est utilisé comme aplat de couleur 
Cet écart sur les axes de clarté et de chroma est conservé, même si pour une raison 
extérieure le concepteur est amené à 
127). Les annotations liées aux groupes créés permettent aussi d’expliciter ce choix 
même si la teinte change. Ainsi, le concepteur pourra s’il le souhaite réajuster 
individuellement une pastille sur l’axe des clartés par exemple, ou même encore 
modifier globalement la clarté de ce groupe en translatant le groupe de deux pastilles 
vers la zone de clarté souhaitée (il rend ainsi globalement les deux verts plus ou moins 
clairs). 
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Ce type d’opération apporte plusieurs avantages :  
- le concepteur est capable de spécifier des couleurs dérivées (représentant une 
même couleur perçue) afin de prendre en compte les problématiques 
d’influences croisées entre paramètres graphiques ; 
- le groupe créé réifie cette relation exprimant une contrainte technologique et 
perceptuelle. Le concepteur peut accéder instantanément à cette contrainte 
pour la modifier et explorer des configurations différentes au travers du 
groupe permanent ; 
- les annotations permettent de conserver une justification et un historique de 
conception même si la couleur subit des modifications ou réajustements ; 
- l’interaction directe sur un groupe réifié évite parfois d’effectuer une même 
opération sur toutes les pastilles d’un groupe (par exemple, il effectue une 
seule translation sur les clartés au lieu de deux) ; 
- enfin grâce aux scènes graphiques représentant le rendu, le concepteur peut 
ajuster finement les dimensions de la couleur en se rendant bien compte de 
l’influence de ses choix sur la perception globale du design et des influences 
croisées entre taille et luminosité perçue par exemple. 
12.3.2  Travail sur l’échelle des clartés 
Nous avons vu lors de l’analyse de l’activité que le concepteur commence en général 
son travail de conception par le choix des fonds et notamment par le réglage global 
des clartés. Le concepteur a déjà fait un travail sur les clartés d’une nouvelle scène 
graphique comportant un grand nombre d’éléments. Il s’aperçoit cependant qu’il a 
oublié de placer un élément qui doit forcément être parmi les éléments les moins 
lumineux de la scène. Sur l’axe des clartés, cette zone est déjà très encombrée par des 
pastilles. Afin de ne pas remettre en question le travail déjà effectué sur les cartés des 
autres pastilles, il crée un groupe comportant toutes ces pastilles déjà paramétrées. Le 
rapport entre les éléments du groupe sera conservé pour toute opération de translation 
ou d’homothétie sur ce groupe. Afin de créer un espace pour la nouvelle pastille, il a 
le choix entre translater légèrement ce groupe vers les clartés plus élevées (Figure 
128) ou d’étirer le groupe à l’aide des interacteurs d’homothétie situés de part et 
d’autre (Figure 116). 
 
Figure 128: Opération de translation sur un groupe. 
 
Nous pouvons aussi reprendre le scénario d’usage de détermination de la chroma des 
secteurs militaires observé en 9.1.3.4. Nous avions observé que ces surfaces étaient 
perçues différemment selon la configuration du logiciel (petit ou grand secteur) ou 
selon le niveau de zoom appliqué. Dans certains cas, les secteurs étaient perçus 
comme contenant trop de rouge, et à comme trop gris (désaturés) dans d’autres. Ne 
pouvant spécifier autant de couleurs qu’il existe de configurations ou de niveaux de 
zoom, le concepteur crée grâce à nos outils une zone à l’aide de repères sur l’axe de la 
chroma. Cette zone est la plage des valeurs autorisées sur cet axe pour la pastille de la 
couleur à paramétrer. Le concepteur peut alors annoter la pastille et la zone repérée 
pour enrichir les spécifications. 
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Figure 129 : Création de la scène graphique exemple initiale pour le scénario Paris
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Lors d’une itération avec les contrôleurs, 
liées au métier les couleurs des sous flux proposées étaient trop saturées. Les 
utilisateurs ont proposé sur l’outil de rectifier le choix initial du 
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12.3.4 Scénario d’utilisation des outils de vérification d’un rendu 
Le dernier scénario concerne l’utilisation de nos outils dédiés à l’aide de la 
vérification d’un rendu graphique. Ce scénario met en scène un utilisateur qui a pour 
tâche de vérifier que le rendu graphique d’un système interactif qui vient d’être 
implémenté est conforme aux spécifications précédemment définies. Pour cela, 




Figure 131 : Importation d’une capture d’écran du rendu et génération de la palette des couleurs 
Le premier travail de l’utilisateur consiste à récupérer des captures d’écrans du 
système à vérifier afin d’avoir des représentations du rendu graphique dans les 
différents états à vérifier. L’utilisateur ouvre alors une de ces représentations avec 
notre outil pour la vérifier. Dès son ouverture, l’outil analyse le contenu de l’image et 
crée la palette des couleurs contenant les informations nécessaires à la vérification 
(Figure 131). 
En cliquant sur une couleur dans la table, et en utilisant un filtre de transparence 
associé au range slider, le concepteur est capable en quelques secondes d’isoler les 
éléments portant cette couleur (voir Figure 132). Il peut ainsi vérifier que ce sont bien 
les bons éléments graphiques qui portent cette couleur et que ses coordonnées ont été 
correctement définies par rapport aux spécifications données.  
L’utilisateur peut aussi utiliser une démarche d’exploration du rendu comme nous 
l’avons décrite dans la description de l’outil. Le concepteur est capable en utilisant 
cette démarche de vérifier visuellement les hiérarchies perceptuelles créées par 
exemple en clarté (pour cela il effectue des balayages du rendu grâce aux filtres et au 
range slider), ou encore de vérifier les arrangements harmoniques en vérifiant les 






Figure 132 : Filtrage progressif des couleurs les plus éloignées du cyan (selon le delta E) afin de n’isoler que 
les éléments de cette couleur 
12.4 Synthèse 
Dans ce chapitre, nous avons décrit plusieurs études de cas et scénarios d’utilisation 
mettant en œuvre nos outils d’aide au processus de conception et de vérification des 
rendus. Par rapport aux outils existants, nos outils permettent d’ajuster et de vérifier 
de façon plus efficace le rendu des composants graphiques. En effet, au travers des 
scénarios nous avons montré que grâce à ces outils les concepteurs graphiques sont 
capables de traduire des contraintes de haut niveau issues de cahiers des charges en 
des contraintes de bas niveau exprimées par des relations entre variables visuelles. 
Ces relations sont exprimées par le biais de réifications en groupes de pastilles placées 
sur chacun des axes de la couleur. Des actions et manipulations sur ces groupes, ainsi 
que la pose de repères et d’annotations permettent de préciser ces contraintes. Plus 
important, ce travail sur la structure et sur ces axes de propriétés aide le concepteur à 
structurer une pensée globale de ces propriétés pour mieux formaliser, spécifier et 
justifier un espace de solution. Nous avons également vu que le fait que les éléments 
de contrainte de nos outils soient annotables permet au concepteur de détailler dans un 
texte explicatif les raisons des choix graphiques pour certaines contraintes de haut 
niveau difficilement exprimables. Cela permet aussi de propager les contraintes lors 




avoir été spécifié, le système interactif sera codé puis évalué. Dans ces phases, les 
annotations permettront de conserver la logique des choix à respecter lors du codage 
et permettront de savoir quelles propriétés perceptives doivent être vérifiées. 
De plus, l’utilisation d’exemples réels et contrôlables permet aux concepteurs de 
percevoir immédiatement l’efficacité des explorations de leurs choix de design. Cela 
permet de vérifier qu’aucune interaction visuelle ne vient biaiser la conception du 
rendu. Par exemple, il est possible de détecter des interactions entre surface et couleur 
des éléments graphiques (exemple des oranges). Notre expérience nous a par ailleurs 
appris que le design des couleurs ne peut avoir lieu et n’a de sens que sur des 
périphériques d’affichages calibrés et dont les profils ICC [ICC, 2004] sont pris en 
compte. Même si ces aspects ne sont pas détaillés, les concepteurs doivent y accorder 
une grande attention et les outils que nous proposons doivent clairement indiquer 
quels profils sont utilisés afin de respecter la chaîne colorimétrique allant du codage à 
la perception des couleurs. 
La phase d’évaluation des rendus peut, elle aussi, être instrumenté. Nous avons vu au 
travers du cas d’étude que les prototypes et outils que nous proposons pour la 
vérification apportent, comme ceux d’aide à la conception, des qualités au niveau de 
l’efficacité et de l’efficience lors de la réalisation des tâches. Nos outils permettent en 
effet d’atteindre les buts de conception et de vérification tout en facilitant l’activité. 
Les outils de conception permettent au concepteur de se décharger cognitivement de 
certaines contraintes, ceux de vérification permettent de gagner du temps en évitant la 
répétition de certaines tâches lors de la vérification détaillée des couleurs utilisées sur 
les éléments d’un rendu. Ces outils offrent des interactions simples et basées sur le 
principe de manipulation directe. Ils permettent une construction et une vérification 
directe sur les représentations du rendu qui sont aussi contrôlables et comparables. 
À plus long terme, le système interactif correspondant à ces rendus en cours de 
conception pourra évoluer ou être reconçu, il sera alors important de retrouver quels 
choix de conception de rendu graphique avaient été faits et pour quelles raisons. 
Ainsi, nos outils d’aide à la conception ne permettent pas seulement de fournir des 
spécifications graphiques précises aux développeurs : ils apportent aussi une aide aux 
concepteurs d’interfaces dans leur ensemble. En effet, ces outils permettent à la fois 
de garder une continuité entre les phases de spécification et de codage des rendus (en 
réduisant le goulet d’étranglement classique existant entre expert graphique et 
développeurs), mais aussi de justifier ces choix aux décideurs et de planifier les 
futures évaluations et reconceptions de ces rendus. 
Nous sommes conscients que l’analyse de l’apport de nos outils au travers de ces 
études de cas ne fournit qu’une évaluation partielle de ces derniers. Il ne s’agit en 
effet pour le moment que de comparaisons qualitatives par rapport au manque et aux 
besoins constatés lors de l’analyse de l’activité et dans les travaux de synthèse de 
l’état de l’art. D’autres approches proposant de déterminer l’apport de ces outils de 
façon plus qualitative (par exemple, mesure des effets sur la qualité des rendus livrés, 
sur la satisfaction des utilisateurs) ou plus quantitative (par exemple, mesure des 
effets sur la durée de conception) sont envisageables. Nous les abordons dans la partie 





Conclusion et perspectives 
Les travaux que nous avons menés sont au croisement de diverses disciplines : IHM et 
processus de développement des systèmes, design graphique, ergonomie, colorimétrie 
ou bien encore psychologie de la perception. Lorsque les ressources et méthodologies 
mises en œuvre sont suffisantes, cette diversité de compétences permet aux acteurs de 
la conception de former une synergie menant à la réalisation de systèmes graphiques 
interactifs répondant efficacement aux besoins. Cette diversité est cependant aussi la 
raison pour laquelle cette mise en œuvre est complexe et souvent mal maitrisée. Dans 
nos travaux, nous avons exploré les démarches et les théories associées à ces 
différents domaines pour comprendre quel type d’aide permettrait d’améliorer la 
maitrise du processus de conception des rendus graphiques des interfaces. 
Résumé du contexte 
Les premiers chapitres de ce manuscrit proposent une description détaillée des 
interfaces graphiques aéronautiques pour lesquelles nous proposons une démarche 
d’aide à la conception. Nous avons décrit leur complexité et nous avons donné un 
ensemble de problèmes identifiés pouvant entraver la lecture et donc la 
compréhension de ces interfaces. Nous avons également expliqué en quoi le fait que 
les activités liées à ces rendus soient critiques implique que des dispositions 
particulières soient mises en œuvre. 
Résumé de notre démarche  
Notre démarche a consisté dans un premier temps à faire une étude approfondie des 
connaissances pouvant aider à la résolution des problèmes rencontrés par les 
concepteurs. Ce travail est passé par l’étude de la perception, des problèmes perceptifs 
associés et des variables visuelles utilisées par les cartographes ou dans l’InfoVis. 
Nous avons aussi étudié les modèles colorimétriques dans leur ensemble et plus 
particulièrement les solutions proposées pour l’informatique. Ces premières études 
nous ont permis de découvrir que les problèmes observés sur les rendus graphiques 
sont précisément mesurables, mais aussi que les concepteurs ont la possibilité 
d’utiliser des espaces colorimétriques adaptés à leurs besoins ainsi que celle de 
s’appuyer, pour structurer leurs compositions graphiques, sur des résultats 
fondamentaux concernant la perception des différentes variables visuelles. Nous 
avons ensuite passé en revue différents types de processus de développement des 
systèmes afin de vérifier si les questions de la conception et de la vérification du 
rendu graphique des interfaces y sont traitées, et si oui de comprendre comment. Nous 
avons également détaillé les solutions particulières permettant de répondre 
partiellement à ces questions, notamment grâce à la mise en application de normes et 
standards ergonomiques ou en s’appuyant sur des méthodes et outils spécifiques, par 
exemple dédiés à l’aide à la composition de palettes de couleurs. Ces études nous ont 
permis d’identifier les avantages et inconvénients de chacune de ces démarches et de 
voir quelles sont leurs limites par rapport au problème de conception de rendus 
graphiques complexes. À partir de ces analyses, nous avons souhaité proposer une 
solution à la problématique identifiée. Cette solution passe d’abord par la mesure 
précise des problèmes perceptifs engendrés par ce type de rendus et par l’observation 




Apports de nos contributions 
La première réponse amenée par nos travaux est celle découlant de l’analyse du 
problème et des solutions existantes. Nous avons non seulement établit le fait qu’un 
manque de méthodes et d’outils spécifiquement dédiés à la conception/vérification de 
rendus graphiques existe, mais aussi que la mise en place d’une démarche spécifique 
pour pallier ce manque (et pour pallier les limites des outils et démarches existants) 
est envisageable. 
Le second type d’apport concerne les résultats de nos travaux d’expérimentations sur 
la perception dans différentes conditions proches des problèmes réels observés sur des 
interfaces graphiques complexes. Nous avons ainsi pu vérifier et quantifier 
partiellement le niveau de précision avec lequel les différents facteurs influencent la 
perception d’une scène graphique. Nous avons aussi pu observer la complexité de ces 
interdépendances entre différents facteurs lors de la phase d’analyse des résultats. Les 
principaux résultats concernent l’influence de la surface des objets graphiques sur la 
perception en clarté (luminosité) de ces objets, ainsi que l’influence de l’arrangement 
des pixels les uns par rapport aux autres (orientation, épaisseur) pour des objets 
graphiques fins (lignes). La troisième expérience confirme une influence de ces 
mêmes facteurs (surface, arrangement des pixels) sur la perception colorée (teinte) des 
objets graphiques. 
Étant données la complexité et la subtilité des problèmes de conception concernés et 
les limites des démarches et outils étudiés pour répondre à ces problèmes, nous avons 
opté pour une démarche instrumentée (par opposition à une démarche automatique). 
Dans notre démarche, les concepteurs peuvent s’appuyer sur un ensemble d’outils 
devant les aider dans les tâches liées aux différentes activités du processus de 
conception. Mais avant de proposer des outils, nous avons jugé nécessaire d’étudier 
de façon plus approfondie les démarches adoptées par les concepteurs lorsqu’ils 
traitent des problématiques complexes de rendu des interfaces. Ce travail 
d’observation in situ nous a permis de comprendre les difficultés rencontrées par un 
concepteur « seul » face à ces problèmes. Nous avons ainsi pu identifier les besoins 
des concepteurs que nous avons traduits en un ensemble de recommandations pour la 
conception d’outils d’aide. 
Ces recommandations sont utilisées dans notre proposition de démarche instrumentée 
d’aide à la conception et à la vérification de la présentation graphique des systèmes 
interactifs. La démarche proposée préconise l’utilisation d’outils d’aide à la fois pour 
la phase de conception d’un rendu graphique et pour celle de la vérification. Ces 
outils interactifs doivent être centrés sur les besoins spécifiques des concepteurs et 
favoriser l’exploration, la comparaison de solutions graphiques, mais aussi 
l’utilisation d’espaces colorimétriques adaptés ou de représentation des valeurs des 
variables visuelles utilisées. Cet ensemble d’outils doit permettre aux experts chargés 
de la conception et de la vérification de définir et de gérer plus facilement les 
contraintes liées à la bonne réalisation d’un rendu ainsi que de spécifier précisément 
les propriétés graphiques de la solution respectant l’ensemble des contraintes définies. 
Lors de la phase de vérification, les outils doivent assister la tâche consistant à vérifier 
les propriétés du rendu livré par rapport à celles décrites dans les spécifications. 
Nous proposons enfin plusieurs outils correspondant aux besoins décrits dans la 
démarche. Celui d’aide à la conception est basé sur l’utilisation d’exemples 
graphiques de conception favorisant l’exploration et la comparaison des solutions en 
cours de construction. Il offre aussi un ensemble d’outils interactifs permettant aux 
concepteurs de visualiser sur des axes, représentant différentes variables visuelles, 




exemple comment sont réparties les luminosités des éléments composants une scène 
graphique). Ces outils permettent une construction visuelle de la solution, rendant la 
résolution moins confuse et moins lourde cognitivement. Ils sont accompagnés 
d’autres outils permettant de réifier les groupes logiques afin de traduire et de figer 
des solutions (paramétrages subtils) satisfaisant une contrainte graphique ainsi que de 
les documenter. En plus de ces outils pour la conception, nous proposons des 
prototypes permettant d’aider à la vérification d’un rendu graphique après la phase 
d’implémentation d’un système, notamment grâce à un module de lecture 
automatique de la palette du rendu et à un module d’exploration graphique des 
différences entre couleurs présentes. Nous proposons enfin des scénarios de résolution 
de problématiques de conception réelles s’appuyant sur nos outils. Cela permet de 
vérifier en partie l’efficacité de notre démarche et celle des outils associés. 
Limites identifiées et perspectives 
La première limite identifiée par rapport aux travaux que nous proposons est le fait 
qu’ils sont pour le moment plus largement focalisés sur la couleur : sur les axes de 
réglages L, C, et H pour les outils d’aide à la conception et sur la vérification plus 
spécifique de la palette et des distances entre les couleurs pour le prototype d’aide à la 
vérification. 
Nous avons également noté dans la conclusion du chapitre 12 que les illustrations 
d’utilisations possibles des outils reposant sur des scénarios ne permettent de 
recueillir qu’un point de vue qualitatif à propos de leur utilisabilité. Ainsi une 
évaluation basée sur des critères quantitatifs serait intéressante ou bien encore une 
étude longitudinale qui reposerait par exemple sur l’étude de l’utilisation faite de nos 
outils par une équipe de conception sur la totalité d’un projet. D’autres perspectives 
liées à ces travaux et outils sont envisageables : nous les décrivons dans les 
paragraphes qui suivent. 
Un premier travail consisterait à étendre les axes utilisés dans les outils d’aide à la 
conception à d’autres variables visuelles que la teinte, la saturation et la luminosité. 
Par exemple, il serait intéressant de visualiser les tailles (épaisseurs ou surfaces) 
relatives de tous les éléments graphiques sur un axe afin de pouvoir les grouper et les 
modifier simultanément par groupe logique comme pour les dimensions de la couleur.  
D’un autre côté, le fait que les briques graphiques d’exemple soient codées dans des 
fichiers de description vectorielle décrivant la valeur actuelle de chaque paramètre 
graphique offre une possibilité d’évolution pour ces briques élémentaires. Il serait en 
effet possible d’étendre ce langage vers une description plus riche. Par exemple, les 
briques pourraient embarquer, pour chaque variable visuelle à travailler, une 
description des plages de valeurs acceptables (par exemple luminosité comprise entre 
0 et 50, ou épaisseur entre 1 et 4 pixels) en plus de la valeur actuelle définissant le 
rendu final de la brique. Cette solution permettrait de précontraindre certaines de ces 
variables et d’en faciliter l’exploration en réduisant le nombre de possibilités. Ces 
descriptions étendues pourraient encore contenir des informations sur les liens de 
dépendance entre objets graphiques (liens entre les variables visuelles dont le réglage 
est partagé -ou non- entre plusieurs objets graphiques différents). 
Une autre possibilité concerne les outils de vérification. Les prototypes que nous 
embarquons proposent deux visualisations (spectrales et circulaires) des différences 
perceptuelles entre les couleurs de l’interface. Il serait intéressant d’explorer une 
solution consistant à visualiser d’autres paramètres issus des choix de conception. 
L’utilisation d’outils dédiés à la visualisation de grandes quantités de données 




permettraient d’explorer et de manipuler en temps réel différentes configurations 
visuelles contenant les données de paramétrage d’un rendu (luminosité, teintes, 
saturation, surface, épaisseur, nombre, proportions, fond/forme, etc.). Une 
visualisation réalisée à l'aide de tels outils consisterait par exemple à afficher les 
différences de luminosité entre éléments de premier plan et de fond en fonction de la 
surface des éléments de premier plan. 
La dernière possibilité de perspective que nous abordons est celle consistant à évaluer 
et vérifier quantitativement les choix de conception graphique au fur et à mesure. 
Nous décrivons les concepts et premières maquettes d’outils instrumentant cette 
« évaluation » (voir Figure 133). Avec notre démarche actuelle, l’évaluation est 
réalisée lors de la conception grâce à l’œil du concepteur qui juge si un choix est 
meilleur ou moins bon selon des critères déterminés (et éventuellement en dialoguant 
avec les utilisateurs ou en leur montrant les solutions intermédiaires afin d’intégrer au 
mieux leurs avis). Nous proposons dans les paragraphes qui suivent une démarche 
d'instrumentation de l’évaluation intégrée à l’outil de conception. Celle-ci permettrait 
de générer facilement des expériences à effectuer en cours de conception ainsi qu’à la 
fin de cette phase. La conception de l'évaluation comprend quatre aspects : le choix du 
paradigme expérimental, la conception des jeux de test, l'application du protocole 
expérimental, et le déroulement de l'expérimentation et l'analyse des résultats.  
Choisir un paradigme expérimental 
La psychologie expérimentale propose un certain nombre de paradigmes. Par 
exemple, on utilise des tâches de recherche visuelle sur un affichage dont on peut 
faire varier la complexité, le nombre de cibles et le nombre de distracteurs. On peut 
aussi tester la ressemblance/différence entre deux objets en utilisant la technique de 
comparaison par paire qui permet d’obtenir finalement une structure de la distance 
entre chacun des objets testés. Le choix du paradigme découle de la cohérence entre la 
question à résoudre et le comportement à observer pour répondre à cette question. Il 
est contraint par le niveau perceptif visé, tel qu’il a été déterminé dès le début de la 
conception. Une spécification plus formelle des tâches perceptives à réaliser par les 
utilisateurs est envisageable en s’inspirant de travaux comme ceux de [Casner, 1991] 
afin de proposer des spécifications moins ad hoc. Cette première étape pourrait être 
réalisée au travers d’une interface de choix présentant les différents types de 
paradigmes possibles. 
 
Figure 133 : Premières maquettes d’outils d'aide à l'évaluation du rendu, conception d'un test expérimental 




Générer le jeu de test à afficher 
Les choix graphiques à évaluer sont ceux qui ont été conçus à l'aide de briques 
graphiques élémentaires, disposés dans des scènes exemples. Ces briques et ces 
exemples, créés à des fins d'exploration et de réglage, peuvent aussi servir aux jeux de 
test. Il est par ailleurs possible d'utiliser l'outil de construction d'exemple dans le but 
exclusif de concevoir un jeu de test (voir partie de droite sur la figure). La manière de 
les afficher pendant l’expérience est en grande partie guidée par le choix du 
paradigme. La quantité d’objets dans chaque catégorie (à détecter, neutre ou 
distracteur), leur position géographique et leur durée d’affichage sont paramétrables et 
font partie du protocole expérimental. 
Appliquer le protocole expérimental 
Le protocole expérimental est l’ensemble des détails qui règle le déroulement de 
l’évaluation. Il s’agit de l’installation expérimentale (type et réglage de l’écran, 
distance du sujet à l’écran, dispositif de réponse du sujet - verbale, écran tactile, souris 
-), des consignes à donner au sujet, et du déroulement temporel de l’expérience (ordre 
et durée d’affichage des images ; présence ou non et durée d’affichage d’un point de 
fixation entre les essais ; nombre, répartition en bloc ou non et présentation ordonnée 
ou aléatoire des essais ; présence et durée des pauses). 
Choisir, recueillir et comprendre les données comportementales 
Évaluer le rendu graphique revient essentiellement à évaluer l’efficacité perceptive de 
l’affichage. La perception n’étant pas directement mesurable, il faut nécessairement 
provoquer une réponse et observer le comportement. L’évaluation peut donc 
s’attacher à mesurer des durées entre l’affichage d’un objet et une réponse de la part 
du sujet (temps de réaction, de décision, de recherche visuelle), ainsi que des taux et 
types d’erreurs. Le choix des données à recueillir dépend de la question posée, du 
paradigme choisi et du niveau perceptif visé. Par exemple, le temps de réaction est 
approprié pour évaluer la capacité d’un objet affiché à être simplement perçu, tandis 
qu’il faudra mesurer le temps de décision s’il s’agit de vérifier qu’un objet donné est 
perçu comme faisant partie de tel ou tel ensemble. Sur la droite de la Figure 133, un 
sujet est en train de passer un test lui demandant de sélectionner tous les vols 
correspondant à une couleur particulière. L’équipe de conception pourra ensuite par 
exemple analyser les temps de réponse et les erreurs de sélection qui refléteront la 
facilité à sélectionner les vols d’un même flux grâce aux couleurs choisies. 
Pour cette dernière partie, nous pourrions nous baser sur des fonctionnalités similaires 
à celles de Touchstone [Mackay et al., 2007], qui permet de réaliser un plan 
expérimental, et qui offre des outils assistant le déroulement d’une expérimentation, 
ainsi que l’analyse de ses résultats. Il est important de noter ici que les évaluations ne 
concernent que la perception, et non l'adéquation des choix par rapport à l'activité. 
Ainsi, le fait qu'une évaluation ne donne pas des résultats absolument concluants sur 
cet aspect ne signifie pas que l'interface est inutilisable. En revanche, ce type 
d’évaluation peut pointer les problèmes éventuels à un moment précis de la 
conception, ou donner des éléments aux concepteurs sur la gravité des problèmes 
éventuels concernant le rendu graphique de l’interface.  
De tels outils permettraient de couvrir en largeur différentes parties du processus : 
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Annexe A : Analyses post-hoc de l’étude 1 
Dans cette annexe sont présentés les résultats des analyses post-hoc de l’étude 1 portant sur 
l’influence sur la perception d’objets graphiques en fonction de leurs tailles, formes, et 
luminosités de fond et de forme. Dans les tableaux de test présentant le test de Newman-
Keuls, les valeurs en rouge sont significatives, celles en noir sont non significatives. 
 
Effet Somme des Carrés 
Degrés 
de liberté MC 
F. de 
Fischer p 
Sujet 1832. 7 262. 98. 0.000* 
FONDS 6913. 3 2304. 1033. 0.000* 
FONDS*Sujet 584. 21 28. 12. 0.000* 
FORMES 63. 2 32. 23. 0.000* 
FORMES*Sujet 70. 14 5. 4. 0.000* 
TAILLES 13900,00 2 6965. 4617. 0.000* 
TAILLES*Sujet 734. 14 52. 35. 0.000* 
FONDS*FORMES 35. 6 6. 4. 0.000* 
FONDS*FORMES*Sujet 108. 42 3. 2. 0.001* 
FONDS*TAILLES 2741. 6 457. 301. 0.000* 
FONDS*TAILLES*Sujet 288. 42 7. 5. 0.000* 
FORMES*TAILLES 166. 4 41. 31. 0.000* 
FORMES*TAILLES*Sujet 184. 28 7. 5. 0.000* 
FONDS*FORMES*TAILLES 79. 12 7. 5. 0.000* 
FONDS*FORMES*TAILLES*Sujet 182. 84 2. 2. 0.002* 
Figure 1 : Récapitulatif des effets significatifs 
Test Newman-Keuls ; variable VD_1 (Resultat EXPE KABUKI)
Probabilités Approximatives des Tests Post Hoc















Figure 2 : Test de Newman-Keuls pour l’influence de la taille 
Test Newman-Keuls ; variable VD_1 (Resultat EXPE KABUKI)
Probabilités Approximatives des Tests Post Hoc


























1 0,000264 0,007347 0,000127 0,020630 0,000150 0,000124 0,037683
2 0,000264 0,000124 0,000123 0,000150 0,000127 0,000126 0,033879
3 0,007347 0,000124 0,000150 0,454818 0,000194 0,000278 0,000156
4 0,000127 0,000123 0,000150 0,000124 0,000111 0,000115 0,000126
5 0,020630 0,000150 0,454818 0,000124 0,000124 0,000167 0,000182
6 0,000150 0,000127 0,000194 0,000111 0,000124 0,927750 0,000124
7 0,000124 0,000126 0,000278 0,000115 0,000167 0,927750 0,000127
8 0,037683 0,033879 0,000156 0,000126 0,000182 0,000124 0,000127  
Figure 3 : Test de Newman-Keuls inter sujets 
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Test Newman-Keuls ; variable VD_1 (Resultat EXPE KABUKI)
Probabilités Approximatives des Tests Post Hoc














1 0,000022 0,000009 0,000021
2 0,000022 0,074797 0,000008
3 0,000009 0,074797 0,000022
4 0,000021 0,000008 0,000022
 
Figure 4 :Test de Newman-Keuls pour l’influence des fonds  
Test Newman-Keuls ; variable VD_1 (Resultat EXPE KABUKI)
Probabilités Approximatives des Tests Post Hoc



































































































































































 Annexe B : Analyse des résultats d'un test 
Dans le test de Farnsworth de type Farnsworth Panel D
capsules colorées de telle façon que les couleurs varient (le moins
proche. Dans ces tests de classement, les sujets atteints d'un déficit de vision des couleurs ne 
disposent pas les capsules de la même façon que les sujets normaux ; ils placent l'une à côté 
de l'autre des couleurs qui leur paraisse
les tons opposés rouge-pourpre ont été confondus entre eux par le sujet (le sujet les voit 
ternes). Comme ces couleurs se trouvent situées à l'opposé les unes des autres sur le cercle 
coloré, on parle d'axe de confusion qui traverse le cercle.
 
Figure 
Figure 11 : Résultats d’un sujet daltonien au test de Farn
de Farnsworth 
 
-15, le sujet doit ordonner les 15 
 possible) de proche en 
nt semblables. Dans le cas ci-dessous, les tons verts et 
 






Cet axe est dit "deutan", il caractérise des sujets qui ont un déficit de leurs cônes M (pigment 
"vert"). Ils peuvent présenter une deutanomalie (faible vision du vert) ou une deutanopie (ils 
sont dits "dichromates vert-moins"). L'axe "protan" caractérise les sujets ayant un déficit de 
leurs cônes L (pigment "rouge"). L'axe "tritan" caractérise les sujets ayant un déficit de leurs 
cônes S (extrêmement rare). 
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Annexe C : Expérimentation 3, couleurs 
choisies et processus de choix 
   Table 1 : Table des coordonnées CIELCHab et RGB des 30 couleurs cibles ainsi que leurs luminances mesurées 





L C H R G B 
Luminance 
mesurée 
Rouge 40 36,8 65,4 18,2 175 0 57 11,7 
Rouge 50 46,0 76,6 17,6 217 0 74 17,9 
Rouge 60 56,0 68,0 19,4 238 74 98 27,1 
Rouge 70 66,1 49,3 24,1 243 126 126 39,4 
Rouge 80 76,3 29,9 34,5 242 171 157 55,2 
Rouge 90 86,5 17,0 58,4 244 210 188 72,8 
Jaune 40 38,7 46,1 91,1 108 90 0 11,4 
Jaune 50 48,6 54,4 91,2 136 114 0 18,6 
Jaune 60 58,2 62,5 90,8 165 138 0 28,1 
Jaune 70 68,1 70,9 91,1 195 164 0 40,3 
Jaune 80 77,9 79,1 90,9 226 190 0 54,8 
Jaune 90 87,5 65,3 91,2 252 217 88 71,6 
Vert 40 39,5 46,3 150,2 0 108 53 11,6 
Vert 50 49,2 53,8 150,6 0 135 69 18,5 
Vert 60 59,2 62,1 150,6 0 164 85 28,2 
Vert 70 69,1 70,2 150,7 0 194 102 39,9 
Vert 80 79,1 78,9 150,4 0 225 118 54,4 
Vert 90 88,6 85,9 150,9 0 255 137 69,8 
Bleu 40 38,0 25,5 233,0 0 98 121 11,9 
Bleu 50 47,5 29,9 232,8 0 123 151 19,0 
Bleu 60 57,3 34,4 232,3 0 150 183 28,9 
Bleu 70 66,8 39,0 232,8 0 177 216 40,5 
Bleu 80 76,4 39,5 231,5 60 204 243 54,6 
Bleu 90 86,5 25,2 224,0 153 228 247 72,8 
Violet 40 34,3 84,2 315,7 121 31 175 12,0 
Violet 50 44,0 83,6 315,9 149 60 201 19,3 
Violet 60 53,9 84,1 316,4 179 86 229 28,7 
Violet 70 64,1 73,0 317,2 205 120 243 40,1 
Violet 80 74,9 50,5 320,7 228 160 242 55,4 
Violet 90 85,5 28,0 329,9 248 199 239 72,5 
 Constitution de la liste des couleurs
Les couleurs choisies sont classées en 5 teintes (rouge, jaune, vert, bleu, violet) et 6 niveaux 
de luminosité (de 40 à 90 % par pas de 
Pour effectuer notre choix parmi l’ensemble des couleurs RGB, nous avons d’abord 
sélectionné 5 teintes (Hue, H) couvrant au mieux la roue chromatique dans l’espace 
CIELCHab (espace CIELAB en coordonnées c
avons ensuite cherché pour chaque niveau de luminosité cible (les L allant de 40 à 
saturation (Chroma, C) pour laquelle la couleur correspondait au mieux à une couleur 
nommée et exprimable dans le g
espaces RGB et CIELCHab sont affichées dans le tableau 
démarche de choix et les itérat
de l’annexe. 
Méthode de vérification de la luminosité des couleurs choisies
Le tableau en début d’annexe donne 
sa luminance Y (en cd/m2). Il s’agit des mesures des luminances des couleurs choisies 
réalisées à l’aide d’un spectrophotomètre directement sur le dispositif d’affichage 
expérimentations. Ces mesures de luminance permettent de calculer les valeurs de 
« luminosité mesurée » à partir de la formule suivante
 
  L* = 116 (Y/Yn
 
Y est la valeur de luminance mesurée pour chaque couleur et Yn est celle du blanc. Sur cet 
écran Yn était égal à 108,8 cd/m
toujours le cas pour les luminosités choisies.
En nous appuyant sur les résultats du spectrophotomètre, nous avons modifié les coordonnées 
RGB théoriques (et donc LCH ab théorique) pour obtenir des luminances mesurées
par l’œil en luminosité) plus stables que celle donnée par le modèle LCH. La figure xx ci
après montre que les mesures des luminosités réelles sont quasi constantes pour chaque 
luminosité cible souhaitée. La figure xx en dessous montre que la luminosité théorique (LCH) 
de ces mêmes couleurs est plus variable pour chaque luminosité cible. Nous avons eff
nombreuses itérations avant d’obtenir un réglage en luminosité mesurée stable pour toutes les 
teintes et ce, malgré l’utilisation du modèle CIE
possibles.  
 






















10 %, la luminosité L étant celle du 
ylindriques). Pour chacune de ces teintes, nous 
amut RGB. Les coordonnées finales de ces couleurs dans les 
ci-dessus. Nous détaillons la 
ions nécessaires à la sélection de ces coordonnées dans 
 




– 16  avec Y/Yn > 0,008856 
2
. Cette formule est valable pour Y/Yn > 0,008856, ce qui est 
 
LAB pour explorer les couleurs cibles 
 









90 %) une 
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Figure 13 : Luminosité CIELCHab des coordonnées 
 
Pour les luminosités cibles hautes, l’erre
cibles augmente avec la luminosité, voir figure xx 
évaluation (L mesurée < L souhaitée) est aussi plus importante pour les luminosités hautes et 
à l’inverse une légère surévaluation a lieu pour la luminosité cible de 
 
Figure 14 : Différence entre Luminosité L mesurée et L cible en fonction de la teinte et de la luminosité cible
 
Difficultés rencontrées 
Cette difficulté de sélection des cou
CIELCHab : la teinte perçue d’une couleur à teinte «
lorsque l’on en fait varier la luminosité L




































































théoriques en fonction des luminosités cibles souhaitées
ur entre luminosités réelles mesurées et luminosités 
ci-dessous. La tendance à la 
40 %.
leurs provient en partie des imperfections du modèle 
 constante » (valeur H fixée) peut dévier 
 dans ce modèle. Ceci a eu des conséquences sur nos 
50 60 70 80 90
Luminosités cibles souhaitées




















sur la figure xx ci-dessous les différences de réglage intra teinte) pour conserver une 
cohérence perceptuelle et pour que les teintes perçues correspondent bien aux catégories de 
couleurs choisies (rouge, jaune, vert, bleu, violet). C’est pour cela que nous avons chois 
d’obtenir un compromis entre stabilité des luminosités et cohérence perceptuelle des teintes 













































Annexe D : Analyse détaillée des résultats 
de l’expérience 3 
 
Dans cette annexe, nous présentons les résultats détaillés de notre étude sur l’influence sur la 
perception et sur le réglage en luminosité d’objets colorés de variables telles que la luminosité 
cible à atteindre, la surface, l’orientation ou la forme des objets graphiques. Les hypothèses, la 
méthode expérimentale et le résumé de ces résultats sont présentés dans le manuscrit en 8.5. 
Nous détaillons ici l’influence de divers paramètres graphiques sur les temps de réglage pour 
les carrés puis pour les lignes, ainsi que sur les écarts de réglage en luminosité pour les carrés 
puis pour les lignes. Chacune des études des écarts de réglage en luminosité est découpée en 
deux parties : une présentant l’analyse des écarts lumineux en valeur absolue et l’autre la 
valeur des écarts signés.  
Temps de réglage 
Le temps de réglage dénote le temps qu’il a fallu au sujet pour atteindre une valeur le 
satisfaisant.  
Carrés 
En moyenne, le temps de réglage pour les carrés est proche de 8 secondes (7900 ms). 
Effets simples 
Surface (F(2, 98)=13,156, p=,00001) 
Le temps de réglage de la luminosité pour les petits carrés est plus rapide que les grands et les 
moyens. 
Teinte (F(4, 196)=2,9869, p=,02010) 
Les temps de réglage sont presque tous de 8000 ms, ils sont légèrement plus bas pour les 
teintes « violet », « bleu » et « rouge » que pour « jaune » et « vert »). 
Interaction 
Surface * Teinte (F(8, 392)=2,8204, p=,00473) 
Nous constatons le même effet de la surface que pour les effets simples sauf pour le rouge où 
l’augmentation de la surface va de pair avec une augmentation du temps de réglage. Les 
temps de réglage sont plus courts pour les teintes bleu et violet, puis pour jaune et vert. 
Lignes 
En moyenne, le temps de réglage pour les lignes est compris entre 5 et 6 secondes (5700 ms) 
soit en moyenne 2200 ms de moins que pour les carrés. 
Effets simples 
Luminosité cible (F(5, 245)=17,814, p=,00000*) 
Pour les 3 cibles les plus lumineuses, le réglage est plus rapide (3 derniers niveaux L cible = 
70, 80 et 90 %). 
Orientation (F(1, 49)=31,320, p=,00000*) 
Le temps de réglage pour les lignes horizontales est plus court. 
 Teinte (F(4, 196)=3,6036, p=,00736
En moyenne, le temps de réglage est plus rapide pour les traits bleus et rouges, puis pour les 
violets et enfin pour les verts et jaunes. L’empan des temps de réglage est rédui
teinte est faible. 
Interactions 
Épaisseur * Luminosité cible (F(5, 245)=2,5515, p=,02840
L’effet de l’épaisseur (temps de réglage plus court pour les lignes de 1px que pour celle de 3) 
est surtout vrai pour les hautes luminosités (70, 80 
Orientation * Teinte (F(4, 196)=2,4151, p=,05021
Le réglage des lignes horizontales est significativement plus rapide pour le rouge, le jaune et 
le bleu. 
Orientation * Épaisseur (F(1, 49)=4,3060, p=,04325
Pour les lignes diagonales, l’effet de l
horizontales, il l’est et le réglage est plus rapide pour les lignes plus fines (1 pixel par rapport 
à 3 pixels). 
Teinte * Épaisseur (F(4, 196)=7,9314, p=,00001)
Pour les teintes violet, bleu et vert, il
d’épaisseur que pour celles d’un
significatif pour le rouge (voir 
 
Figure 16 : Effet de l’interaction teinte* épaisseur sur le temps de réglage des lignes
Luminosité Cible * Teinte (F(20, 980)=2,0978, p=,00325)
L’effet de la teinte (temps de réglage du bleu et rouge plus court que violet, vert, jaune) est 

























et 90 %) 
) 
) 
’orientation n’est pas significatif. Pour les lignes 
 
 faut plus de temps pour régler les lignes de 3 pixels 
 pixel, l’inverse pour le jaune. L’effet de l’épaisseur n’est
Figure 16). 
 
70 %) (voir Figure 17). 


















Figure 17 : Effet de l’interaction 
Interaction double 
Largeur * Luminosité cible * Teinte
Figure 18 : Effets sur le temps de réglage des interactions entre épaisseur de la ligne, luminosité et teinte de la couleur 
L’analyse des effets triples (voir 
simples et doubles : les trois luminosités cibles les plus fortes sont réglées plus rapidement, 
encore plus pour les lignes d’un pixel. Nous notons une différence de pente séparant les 
luminosités faibles et élevées entre le graphe de l’
px. Nous notons aussi une différence de dispersion entre les deux graphes avec un écart entre 
les teintes plus grand pour l’épaisseur 1 pixel et pour les hautes luminosités
Luminosité Cible * Teinte sur le temps de réglage des lignes
 (F(20, 980)=1,6894, p=,02955) 
cible 
Figure 18) montre les mêmes résultats que pour les effets 






 Écart de réglage en « luminosité
Carrés 
Analyse des écarts lumineux en 
Nous utilisons ici le delta L, différence entre la «
sujet à l’issue du réglage. Cette valeur mesure d’une erreur refl
(analyse des valeurs absolues).
Effets simples 
Luminosité cible (F(5, 245)=48,913, p=0,0000
L’effet de la luminosité sur le delta L absolu est le suivant
la luminosité de la cible. Cet eff
90 %) où la pente est inversée,
Teinte (F(4, 196)=5,8133, p=,00019
On observe une différence de la valeur absolue du delta L en fonctio
provoquant en moyenne le plus bas écart de luminosité sont le vert, puis le bleu, puis le jaune, 
puis le rouge et enfin le violet.
Surface (F(2, 98)=53,152, p=,00000
L’effet de la surface des carrés sur le delta L absolu est c
les carrés moyens (même surface que le carré cible) ont en moyenne l’écart le plus bas 
(moyenne du delta L=1,42), ensuite viennent les grands carrés (moy
(moyenne=2,12). 
Interaction 
Teinte * Luminosité Cible (F(20, 980)=4,3294, p=,00000
Figure 19 : Effet de l’interaction Teinte * Luminosité Cible sur l’écart de réglage en «
La tendance de la luminosité est la même que pour les effets simples sauf p
jaune. Pour les autres teintes, les écarts de réglage augmentent avec les luminosités cibles. Le 
vert est une exception, car pour la luminosité cible la plus haute, il obtient un écart de réglage 
 » 
valeur absolue. 
 luminosité » cible et la clarté choisie par le 
étant la précision du réglage 
 
*) 
 : l’erreur de réglage augmente avec 
et est atténué pour les luminosités cibles extrêmes (40 et 
 mais leurs valeurs restent comparables aux valeurs voisines.
) 
n de la teinte. Les teintes 
 
*) 
onforme à nos hypothèses puisque 






 » des carrés 
our le vert et le 
 presque aussi bas que pour les faibles lum
pour la luminosité la plus forte (
Figure 19. 
Analyse des écarts lumineux signés
Effets simples 
Surface (F(2, 98)=21,881, p=,00000
Conformément à nos hypothèses,
affichant la couleur cible obtiennent un réglage en luminosité inférieur à celui de la luminosité 
cible (-0,22 de delta L en moyenne). 
réglés avec plus de luminosité (0,59). Les carrés de même surface que celle du carré cible 
obtienne en moyenne un réglage très légèrement supérieur à celui de la couleur cible (0,04), 
voir Figure 20. 
Figure 20 : Effet de la taille sur la tendance de l’erreur de réglage en «
Luminosité Cible (F(5, 245)=17,870, p=,00000
 
 
Figure 21 : Effet de la luminosité cible
Les sujets ont tendance à surévaluer le réglage de la luminosité en moyenne entre 0 et 0,45 de 
delta L pour les 5 premiers niveaux de luminosité cible avec les meilleurs pour le
inosités cibles. Le vert et le jaune obtiennent aussi 
90 %) un résultat meilleur que pour la précédente (
 
) 
 les carrés ayant une surface supérieure à celle de la surface 
À l’inverse, les carrés d’une surface inférieure sont 
 luminosité » des carrés
*) 
 (à atteindre) sur la tendance de l’erreur de réglage en
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 luminosité des carrés 
s luminosités 
 cibles de 70, 40 et 50 % (voir 
pour le niveau le plus élevé (90
Teinte (F(4, 196)=5,4417, p=,00036
Rappel 
La clarté (ou « luminosité ») est définie comme étant la luminance d’une 
rapport de la luminance d’une 
d’éclairage. Cette clarté correspond donc à un pourcentage de luminance perçue par rapport 
au blanc (100 % pour du blanc, 
maximale reflète la position de cette teinte dans l’échelle des «
rouges purs ont une clarté faible alors que les jaunes ou les verts purs ont une clarté éle
Dans le domaine des arts, la clarté varie d’un ton
autre et les artistes le vérifient
toujours la même. Pour chaque ton, la clarté varie avec la
s’agit d’une désaturation au blanc et diminue dans le cas d’une désaturation au noir.
 
Figure 22 : Effet de la teinte de la couleur sur la tendance de l’erreur de réglage en luminosité des carrés
Sur la Figure 22, on observe que la teinte avec une clarté élevée (jaune) entraine en moyenne 
un réglage en luminosité inférieur à 
clartés plus faibles font l’objet d’
le plus précisément par rapport à la couleur cible.
Remarque 
Nous rappelons que sur les écran
passe le plus de lumière émise. Ainsi
apportent le plus de « luminosité
sensibilité de l’œil humain aux différentes longueurs d’
sensible aux longueurs d’onde
décrit cette fonction dans le chapitre 5.2 du manuscrit
construits en s’appuyant sur ces faits. Par exemple, la formule suivante donne la luminance 
d’une couleur en fonction de ses coordonnées sRGB et on constate que la composante verte 
(G) est celle qui a le plus d’importance
Y = 0.2126 R + 0.7152 G + 0.0722 B




surface perçue comme blanche sous les mêmes conditions 
0 % pour du noir). La clarté d’une teinte de chroma 
 luminosités
 (terme utilisé pour désigner la teinte)
 visuellement. La clarté de la couleur pure d’un ton donné est 
 saturation : elle augmente s’il 
celle de la luminosité cible alors que les teintes ayant des 
un réglage surévalué. Le vert est en moyenne 
 
s LCD, les sous pixels verts sont ceux au travers desquels 
, les couleurs à forte proportion de vert sont celles qui 
 ». La fonction d’efficacité lumineuse spectrale reliant la 
onde montre que l’œil humain est plus 
 (couleurs pures) proches du vert et du jaune (nous avons 
). Les espaces colorimétriques sont 




 appréciée en 
 » : les bleus et 
vée. 




la teinte réglée 
 Ainsi les couleurs codées en vert transportent le plus d’information de «
système perceptif est plus sensible à ces longueurs d’onde.
Cela permet d’émettre l’hypothèse suivante
luminosité sont mieux perçues en luminosité et donc mieux réglées. Cette hypothèse semble 
être validée par le fait que la teinte verte (et la jaune proche du vert) est 
mieux réglée. 
Interactions 
Luminosité Cible * Teinte (F(20, 980)=3,7285, p=,00000)
Nous retrouvons l’effet de la luminosité cible pour toutes les teintes sauf le bleu
23) : l’écart lumineux est négatif pour ces teintes avec L=90% (le réglage de luminosité est 
sous-estimé). L’effet de la luminosité est aussi semblable à l’effet simple pour les luminosité
à 40 et 50 %, l’écart de réglage est bas pour toute
relevé pour l’effet simple de la luminosité 
rouges, verts et bleus et un moins bon pour les carrés de teinte violette et jaune (mais un 
positif et un négatif qui s’annule en moyenne).
Figure 23 : Effet de l’interaction L
Surface * Teinte (F(8, 392)=5,9666, p=,00000*)
L’effet général de la taille (réglages surévalués pour les petits carrés et sous
grands) est modéré par la teinte (voir 
sont sous-évalués, sauf pour le rouge. Ceux 
carrés de même surface que la 
(hautes clartés) et surévalué 




 : les teintes apportant le plus d’information de 
 
s les teintes (sauf le rouge). L’écart bas 
70 % correspond en fait à un bon réglage pour les 
 
uminosité Cible * Teinte sur la tendance du réglage en luminosité des carrés
 
Figure 24). Ainsi, les réglages de tous les grands carrés 
des petits carrés sont tous surévalués. Pour les 
cible, le réglage est sous-évalué pour les teintes jaune et vert 
pour les autres teintes rouge, bleu et violet (de clartés plus 
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 luminosité » et le 
presque toujours la 




-évalués pour les 
 Figure 24 : Effet de l’interaction Surface * Teinte
Interaction double 
Teinte * Surface * Luminosité cible
Figure 25 : Effet des interactions entre 
Pour la luminosité cible la plus
estimée (sauf pour les petits carrés rouges et bleus et pour les grands jaunes). L’hypothèse sur 
l’effet de la surface est globalement vérifiée (régl
pour les grands). Il y a interaction avec la teinte et la luminosité cible pour les rouges à 
les verts à 50 et 60 % ainsi que pour les jaunes à 
différent de nos hypothèses pour les verts à 
jaunes à 70 % et les bleus à 80 
 
 sur la tendance de l’écart de réglage en luminosité des carrés
 (F(40, 1960)=2,0776, p=,00010) 
Teinte * Surface * Luminosité cible sur la tendance de l’erreur de réglage en 
« luminosité » 
 haute (voir Figure 25), la luminosité est presque
age des petits carrés sous-estimé et sur estimé 
90 % (effet de la surface inversé). L’effet est 








60 %, les 
 Lignes 
Analyse des écarts en valeur absolue du réglage de luminosité
Effets simples 
Orientation (F(1, 49)=10,386, p=,00226
Les lignes horizontales ont un écart plus faible en moyenne que les diagonales (3,2 contre 
3,5). 
Épaisseur (F(1, 49)=329,04, p=0,0000
On observe une différence significative entre les moyennes des lignes d’un et de trois pixels 
d’épaisseur. Celles de 3 pixels 
moins important (2,6) que celles d’un pixel de large (4,1).
Luminosité cible (F(5, 245)=74,087, p=0,0000
En moyenne, l’écart de réglage augmente (de 2,4 à 3,7) lorsque la luminosité cible augmente
(voir Figure 26). Comme pour les carrés, cet effet est atténué pour les luminosités cibles 
extrêmes (40 et 90 %). 
Figure 26 : Effet de la «
Teinte (F(4, 196)=3,6001, p=,00740
L’écart de luminosité absolu est compris entre 3 et 3,6 en moyenne (voir 
des teintes allant de l’écart le plus faible à celui le plus important est le suivant
jaune, violet rouge. Les verts sont toujours les mieux réglés, cela conforte notre hypothèse à 





ont en moyenne un écart absolu de réglage en luminosité 
 
*) 
 luminosité cible » sur la précision du réglage en « luminosité
) 
Figure 







 : vert, bleu, 
 Figure 27 : Effet de la teinte sur la précision du réglage en «
Interactions 
Épaisseur * Luminosité Cible Souhaitée (
Les lignes de 3 pixels ont systématiquement un écart de réglage plus faible et l’écart 
augmente avec la luminosité cible sauf entre les deux premiers niveaux (voir 
dessous). Il y a une interaction de la largeur des lignes sur l’effet de la luminosité. Pour les 
hautes luminosités (à partir de 
celles de 3 est plus importante
Figure 28 : Effet de l’interaction 
Orientation * Luminosité cible (Effet courant
L’effet de l’orientation varie en fonction de la luminosité
luminosités cibles de 50 et 60 
dans les autres cas (40 % et 70 à 
 luminosité 
F(5, 245)=2,6392, p=,02403) 
70 %), l’erreur de réglage entre les lignes de 1 pixel de large et 
 que celle des basses luminosités.  
Épaisseur * Luminosité Cible sur la précision du réglage en luminosité
 : F(5, 245)=2,4571, p=,03397)
 : il n’y a pas d’effet pour les 
% et une surestimation du réglage en luminosité des diagonales 








 Figure 29 : Effet de l’interaction Orientation * Luminosité Cible sur la précision du réglage en luminosité
Teinte * épaisseur (F(4, 196)=4,1978, p=,00277
La tendance observée sur les épaisseurs est valable quelle que soit la teinte
pixels obtiennent des réglages plus précis que celles de 1 pixel de large. Cependant, il y a une 
interaction de la teinte pour le jaune et le bleu où l’erreur 
est réduite par rapport aux autres teintes (voir 
Figure 30 : Effet de l’interaction Teinte * 
Luminosité Cible * Teinte (F(20, 980)=7,3708, p=0,0000
Nous retrouvons l’effet de la luminosité cible pour toutes les teintes sauf pour les cibles vertes 
à 90 % et pour les rouges à 50
augmentation de l’écart de réglage allant de pair avec celle de la luminosité cible sauf entre 
les deux premiers niveaux.  
 
) 
de réglage entre les deux épaisseurs 
Figure 30). 
Épaisseur sur la précision du réglage en luminosité
) 








 Figure 31 : Effet de l’interaction Luminosité Cible * Teinte sur la précision du réglage en lumin
Analyse des écarts signés du réglage de luminosité
Effets simples 
Orientation (F(1, 49)=6,8971, p=,01149)
Le réglage en luminosité est plus surévalué pour les lignes horizontales (0,58) que pour les 
diagonales (0,27). 
Luminosité de la cible (F(5, 245
En moyenne, l’écart est positif (compris entre 0,4 et 1) pour les cinq premiers niveaux de 
luminosité cible. Pour le niveau maximum 
Teinte (F(4, 196)=28,063, p=0,0000
En moyenne, le réglage est sous
teintes. L’écart est proche de 0 pour le vert (0,15 en moyenne, teinte la mieux perçue en 
luminosité), de 0,61 pour le rouge et proche de 1 pour le bleu et le violet.
Interactions 
Épaisseur * Teinte (F(4, 196)=3,2481, p=,01315)
Les effets de la teinte gardent la même tendance que les effets simples (réglage sous
pour le jaune, surévalué pour les autres et erreur quasi nulle pour le vert). Pour certaines 
teintes, l’épaisseur a une influence sur l’écart entre les erreurs de réglage. L’écart est plus 
important entre les lignes d’un et de trois pixels d’épaisseur pour les teintes jaune, rouge et 




90 %, le réglage est sous-évalué (écart de 
*) 








 Figure 32 : Effet de l’interaction 
Luminosité de la cible * Teinte (
Le réglage des lignes jaunes est sous
Pour les autres teintes et luminosités, les réglages sont surévalués sauf pour le vert à 
pour le rouge à 70 % (voir Figure 
lieu pour les lignes de teintes r
(90 %) n’est pas aussi nettement sous
un écart de réglage nul. 
 
Figure 33 : Effet de l’interaction Luminosité Ci
Épaisseur * Teinte sur la tendance de l’erreur de réglage en luminosité
F(20, 980)=8,3178, p=0,0000) 
-évalué pour les quatre luminosités cibles les plus hautes.
33). L’interaction principale entre la teinte et la luminosité a 
ouge, bleu et violet dont le réglage des luminosités maximales 
-évalué comme celui du jaune et du 





90 % et 
vert, mais avoisine 
 
 
 Interaction double 
Épaisseur * Luminosité de la cible * Teinte (F(20, 980)=2,6053, p=,00015)
Pour les lignes d’un pixel d’épai
grande que pour celles de 3 pixels. Il y a une première interaction entre la teinte et la 
luminosité pour les lignes d’un pixel de large
façon importante pour les luminosités intermédiaire
d’autres comme le jaune et le vert sont réglées plus finement pour les luminosités 
intermédiaires et très nettement sous
entre les épaisseurs : pour les lignes d’un 
teinte que nous venons de décrire alors que pour celles de 3 pixels il y a une dispersion 
beaucoup plus faible et un effet teinte/luminosité quasi inexistant.
 
  épaisseur 1 pixel
Figure 34 : Effets croisés des interactions entre 
 
sseur (à gauche sur la Figure 34), la 
 : certaines teintes ont un réglage surévalué de 
s et quasi nul pour L=90% alors que 
-évaluées pour L=90%. La seconde interaction a lieu 
pixel, nous observons la dispersion et les effets de la 
 
    épaisseur 3 pixels
Épaisseur * Luminosité Cible * Teinte sur la tendance de l’erreur de 
réglage en luminosité 
270 
dispersion est plus 
 
 
 Interaction triple 
Orientation * Épaisseur * Luminosité de la cible * Teinte (
 
      À gauche, épaisseurs de 1 pixel 
Figure 35 : Effets croisés des interactions entre Orientation * 
Les effets sont plus complexes à analyser
partie gauche de ces deux figures, nous notons un effet de l’épaisseur quelle que soit 
l’orientation des lignes. La dispersion est plus faible pour les lignes de 3 pixels de large que 
pour celles d’un pixel. Pour l’orientation, en comparant la f
F(20, 980)=2,0533, p=,00420
     À droite, épaisseurs de 3 pixels
Épaisseur * Luminosité Cible * Teinte sur la tendance de 
l’erreur de réglage en luminosité 
 (voir Figure 35). En comparant la partie droite et la 











(lignes diagonales versus horizontale) nous voyons que pour les lignes d’un pixel de large la 
dispersion est plus élevée pour les diagonales que pour les horizontales. En revanche, pour les 
lignes de 3 pixels, la dispersion est plus élevée pour les lignes horizontales que pour les 
diagonales. L’analyse des effets de la teinte est complexe, car on ne reconnaît pas vraiment de 
motifs réguliers sur les 4 graphiques ci-dessus. Cependant, la teinte jaune se distingue, car son 
réglage est souvent sous-évalué alors que pour la majeure partie des conditions, le réglage est 
surévalué. Pour ces lignes jaunes, on note une interaction avec la luminosité cible quelles que 
soient l’orientation ou l’épaisseur des lignes. Le réglage du jaune est systématiquement 
surévalué (légèrement) pour la luminosité la plus basse et il est sous-évalué quand la 
luminosité cible augmente (fortement pour le dernier niveau 90 %). Il y a un effet de 
l’orientation sur les effets des teintes. Pour l’orientation diagonale, les teintes bleu et violet 
d’un côté et jaune et vert de l’autre forment deux groupes distincts au sein desquels les effets 
sont similaires. Pour les lignes verticales, ces groupes ne sont plus les mêmes, le vert est plus 
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