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For Gaussian vector fields {X(t) EIP: t E Rd) we describe the covariance 
functions of all scaling limits Y(t) =S’lim,&, B-‘(u) X(art) which can occur 
when Ii(ar) is a d x d matrix function with B(or) + 0. These matrix covariance 
functions r(t, s) = EY(t) Y*(s) are found to be homogeneous in the sense that 
for some matrix L and each OL > 0, (*) r(at, W) = c&*r(t, s) ruL. Processes with 
stationary increments satisfying (*) are further analysed and are found to be 
natural generalizations of L&y’s multiparameter Brownian motion. 
1. INTRODUCTION AND STATEMENT OF RESULTS 
We describe the covariance functions which can arise as scaling limits of a 
Gaussian vector field {X(t) E Rn : t E Rd}. We treat X(t) as a column vector and 
assume that X(t) has zero mean and is normalized with X(0) = 0. Denoting the 
transpose of a matrix (or vector) A with A *, the covariance matrix function of 
X(t) is 
p(t, s) = EX(t) x*(s) t,sERd (14 
and we shall assume that p(t, s) is jointly continuous for t and s both non-zero. 
We will say that X(t) has a nondegenerate scaling limit if for each KY < 0 there 
exists a nonsingular matrix B(a) such that the finite dimensional distributions 
of the scaled process Y*(t) = B(a) X(d) converge as (Y J 0 and if the covariance 
function r(t, s) of the limiting process Y(t) is such that for some finite set {tj} C Ra 
the matrix 
A = c r(tj , tj) is nonsingular. (1.2) 
5 
Since we are only concerned with the Gaussian case this convergence is equi- 
valent to the existence of the limit 
r(t, s) = hi B(a) &as, at) B*(a). 
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Y(t) is then a Gaussian process with covariance function r(t, S) and the continuity 
of p implies that r(t, S) is measurable. The technical condition (1.2) is rather 
harmless because, if each such A is singular there will exist a subspace V 2 Iin 
with P{Y(t) E V} = 1 for each t E R”, and we can simply consider Y(t) to be a 
V-valued process. 
The treatment of limits like (1.3) is analogous to the scalar theory of functions 
of regular variation ([2], ch. 8), but it is made more interesting and more complex 
by the lack of commutivity and uniqueness which is inherent in the matrix case. 
To state our results we make the following 
DEFINITION. The field {Y(t) : t E Rd} is scale invariant if for each ol > 0 there 
is a nonsingular matrix A(a) such that the process A-l(a) Y(NY~) is stochastically 
equivalent to Y(t). That is, if for all 01 > 0 and t, s E Rd. 
Y(cd, a!s) = A(a) r(t, s) A*(a). (1.4) 
THEOREM 1. If X(t) has a nondegenerate scaling limit Y(t) then Y(t) is scale 
invariant. 
THEOREM 2. If r(t, s) is a measurable solution of (1.4) then there exists a square 
matrix L with 
r(at, as) EE &5(t, s) CiL. (1.5) 
Comment: Here, by definition, 01~ = e(rOsolJL and esL = 2:(1/K!) BkLk. Thus 
(1.5) shows that r(t, s) is a “homogenous matrix function of order L”. 
Both Theorems 1 and 2 are elementary in the scalar case. Unlike the scalar 
case the proof of Theorem 2 does not seem to simplify greatly when r(t, s) is 
assumed continuous. 
The most important special class of scale invariant fields are those with 
stationary increments and these are discussed in section 4. In this case we find 
that L may be chosen with 0 < Re(p) < 1 for each TV in the spectrum a(L) of L. 
Those p E a(L) with Re(p) = 1 are shown to play an essentially trival role and 
we shall ignore them. 
THEOREM 3. If { Y(t) : t E Ra} is a scale invariant jield with stationary incre- 
ments and continuous covariance r(t, s) satisfying (1.5) with 0 < Re(p) < 1 for 
each p E U(L) then r(t, s) has a unique spectral representation 
r(t, s) = JR. (eiteA - l)(eisah - 1) A(dh) W) 
where A(dh) is an n x n matrix valmd measure of the form 
A(dh) = 1 h I-‘* 4(d@ 1 x l-L dy 
Ihl . U-7) 
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Here r = 1 A, 1, f3 = X/l X 1, and d(dB) is a finite nonnegative n x n matrix valued 
measure on the unit sphere. Conversely, for each measure A(dh) of the form (1.7), 
eqwtion (1.6) dji e nes the covariance of a scale invariant Jield with stationary 
increments. 
This analysis also works for generalized random fields with the only change 
being that the condition Re(p) > 0 for p E a(L) is not required and equation (1.6) 
must be interpreted with appropriate care. 
Section 4 ends with the classification of isotropic scale invariant fields with 
stationary increments. 
2. PROOF OF THEOREM 1 
We need an elementary compactness lemma. 
LEMMA 2.1. If  {X(t)} has a nondegenerate scaling limit, the-n for each Jixed 
P>O 
lirn;p 11 B(afi) B-l(a)jl < cc and WI 
lit;up I( B(a) B-1(a/3)ll < co. 
(2.2) 
Proof. For fixed /3 > 0, it follows from (1.3) that 
iii(~(~p) ~-l(~)) ~(~1 p(apt, ap~) ~*(~wbp) q4* = r(t, s). (2.3) 
Now use condition (1.2) and choose {tj} so that A = C r(/3tj , &) is nonsingular. 
Since A is nonnegative definite it follows that for some c > 0, A > cI. Here 1 is 
the identity matrix and A > cl means A - cI is positive definite. Then 
Thus, for small enough a, 
> c(B(a@ B-l(a))(B(afl) B-l(a))*. (2.4) 
But the left side of (2.4) converges to C r(tj , ti) and this bounds 11 B(aj) B”(a)\\, 
hence proving (2.1). 
The proof of (2.2) is similar, but we start with choosing {tj} so that 
C r(ti , tJ > 0. This leads to a lower bound on det(B(a/3) B-*(a)) and together 
with (2.1) it gives (2.2). 
683/8/1-4 
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To prove Theorem 1 we fix /3 > 0 and choose any sequence an 4 0 for which 
A@) = lim B(cu,) B-l(~l,$) exists. Such sequences exist by the lemma and 
moreover A(p) must be invertible with A-l(p) = lim B(c&?) B-l(cu,). Thus 
~(6 4 = lim B(4) f(dC GBS) B*(Q) 
= limW4) W4)P(4 fbd% ~13s) ~*(41W&) W4)* 
= A-“(P) 4% Bs&-yI5))*. 
This establishes (1.4) and completes the proof. 
3. PROOF OF THEOREM 2 
Let G denote the general linear group of invertible tt x 71 matrices. The 
proof will center on the closed subgroup KC G of all matrices k satisfying 
kY(t, s) A* = Y@, s), for all t, s E Rd. (3-l) 
K measures the nonuniqueness in (1.4) in the sense that if B(a) is another matrix 
function then 
Y(d, as) = B(a) r(t, s) II* (3.2) 
is equivalent to 
B-‘(a) A(a) E K. (3-3) 
K and A(a) are further related by the identity 
A-l(a) KA(ci) = K 
which follows directly from (1.4). 
Iterating (1.4) also gives 
(3.4) 
44 y(t, 4 ~*(~~) = yw, 44 
= 44 W) y(4 4 A*(P) A*(a) 
or, which is equivalent, 
kl(c&) A(ar) A@) E K. (3-e) 
Thus K also measures how far A(or) can miss being a homomorphism of the 
multiplicative group (0, 00) into G. 
The topology of the coset space G/K also plays an essential but elementary 
role. Let 17(g) = g. K be the natural projection of G onto G/K. The topology on 
G/K is the largest one making17 continuous. It is now elementary to check that 
if G/K is given the Bore1 field generated by the topology then the measurability 
of p(t, s) implies that: 
the map 01 --f I7(A(or)) is measurable from (0, to) to G/K. (3.7) 
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With these preliminaries completed we can start the proof of Theorem 2. 
Let 0l_C G be the closed subgroup generated by K and the elements 
{A(a) : OL E (0, co)}. Then KC 0! and it follows from (3.4) that K is a normal 
subgroup of R. Moreover, both W and K are closed in G and hence are Lie 
groups. 
Further we note that the sets IT(a) and the quotient group GY/K can be 
identified and that the identification map i: l7(a) --f a/K is a homeomorphism. 
Thus IT(@) may be identified as the Lie group G/K. 
From (3.4), (3.6) and (3.7) we see that 01--+ A(Lu) = ~~(A(oI)) is a measurable 
group homomorphism of (0, cc) into U/K. Let C be the separable Banach space 
of all continuous functions on 6Y/K which vanish at infinity with the sup norm. 
Define a one parameter (multiplicative) group of operators T,: C + C by 
Taf(4 = f (&) 4 f or (Y E (0, co) and a E a/K. The measurability of a --f a(a) 
implies 01+ T, is weakly measurable, and since C is separable this implies 
cz + T, is strongly measurable. But a strongly measurable group of operators is 
strongly continuous ([3], p. 305). Th us for each continuous function f E C, 
rz --+ Tmf(4 = f m4 is continuous and hence ti + A(LY) is continuous from 
(0, co) to a/K:. H ere e is the identity element in a/K. 
From elementary Lie group theory ([I], ch. 4) it is known that a continuous 
one-parameter group a( 01 is 1 ) ’ d’ff erentiable and is determined by its derivative 
d&~)/da I.+ . Thi s d erivative is identified as a tangent vector X in the tangent 
space T, of Ol/K at the identity e of 02/K. Now let II,, be the projection of I% 
onto CY/K and let dfl,, be the differential of Us . Then dQ, gives a linear map of 
the tangent space TI of a at 1 E aC onto T, . Thus there exists an X,, E TI with 
dl;r,(X,,) = X. Then X,, determines a differentiable one parameter group B(a): 
(0, co) + 02 with dB/da Iani = dQ,(x,,) = X. Since the groups Q,(B(ol)) and 
acol> have the same generators they are equal. 
We have thus exhibited a differentiable one parameter group of matrices B(a) 
with 17(B(a)) = n(A(ol)). This shows that B(a)-l A(ol) E K so B(a) satisfies (3.2). 
Finally every diffentiable one parameter group B(a) satisfies B(a) = tiL* where 
L* = X0 = dB(a)/da laxi , and the proof is complete. 
Comments: If we replace transposes with conjugate transposes the above 
proof goes through and shows that Theorem 2 is valid in the complex case. 
It is worth noting that a scale invariant field Y(t) can be transformed into a 
stationary process via a change of variables. We simply introduce polar coordi- 
nates r = 1 t ) and 6’ = t/l h 1 and we set Y(t) = Y(r, 0) and Z(s) = Z(s, 0) = 
ePL* Y(e”, 8). For s fixed this can be thought of as a random variable taking 
values in the function space of vector valued functions on the unit sphere 
S(d - 1) = {tJ E R* : 1 B 1 = l}. With this interpretation it follows directly 
from (1.5) that Z( ) s is a stationary process. This was observed in the case of 
scalar processes by Levy [q. The benefit of this transformation is that one can 
apply the theory of stationary processes to the study of Y(t) but with the cost of 
introducing infinitely many dimensions. 
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4. FIELDS WITH STATIONARY INCREMENTS 
If {Y(t) E Rn : t E Rd) has stationary increments with a continuous covariance 
function r(t, s), and if Y(t) is normalized with EY(t) = 0 and Y(0) = 0 then 
according to Yaglom [8], r(t, s) has a unique representation of the form 
r(t, x) = jxd (eit.A - l)(e-is’A - 1) d(A) + (t . A,$). (4.1) 
Here, d(A) is a non-negative n x n matrix valued measure on Rd - (0) satis- 
fying the reality condition 
d(E) = A(-E), (a is the complex conjugate) (4.2) 
and the convergence condition 
s I h I2 Rd l+lh12 (iv, A(dh)x) < co, for each x E C”, (4.3) 
and .CZ = (A,) is a positive definite n x n matrix with entries Aii = (+(K, I)) 
of d x d matrices. 
Now suppose that Y(t) is scale invariant and that r(t, s) satisfies (1.5). The 
uniqueness of the representation (4.1) shows that for each Bore1 set E C Rd, 
A(&) = cL* A(E) a+, (4.4) 
and that for all t and s in Rd 
(t . Ai& = ccL’((cYt) . A&s)) a-L. (4.5) 
The representation 
A(dh) = I h I-L* A,(4 I h I-‘ dy 
Ihl 
of Theorem 3 is obtained for (4.4) by simple algebraic manipulations. If  A(dX) 
has a density A(h), then in polar coordinates Y  = ( h 1 and 8 = A/l 8 (, (4.6) takes 
the form 
Y-~*A,(O) Y-~ 
4, 0) = yd . (4.7) 
Now let x # 0 be a (complex) eigenvector of L, Lx = p. Since L is real, 
LX = ,!z and CC-% = CL-~Z. Hence by (4.6) we have 
I I x I2 m -- (s, A(&)+ = yl-(u+p) 1 +Ix12 s 0 1 +r2 [j s(a-‘) (a AoCdW>] dy. (4.8) 
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From (4.3) and (4.8) it follows that 0 < Re(p) < 1 unless 0 = &(d-l)(%, d,(d@). 
From this, the positive semidefiniteness of A,,(&), and the fact C&X = CPX it 
follows: 
d(E) x = 0 for each EC P unless 0 < Re(p) < 1. (4.9) 
Turning to (4.5) we see that C ~~(t * Aijs) xj = &-(~+a) C &(t . &) xj so that 
C &(t . Aijs) xj = 0 unless Re(p) = 1. The positive semidefiniteness of X = (Aij) 
and this imply 
1 a&, 2) xj = 0 unless Re(p) = 1. (4.10) 
From (4.9) and (4.10) we see that if Re(p) $ (0, I] then r(t, s) x = 0 for all 
t and s. This, however, implies that the process Y(t) is not really n-dimensional 
but satisfies the condition C xjri(t) = 0. 
Thus we see that any spectrum p E a(L) not satisfying 0 < Re(p) < 1 means 
that the problem was posed in too many dimensions. If we cut the dimensions 
down so as to satisfy (1.2) we can insist on the condition 0 < Re(p) < 1. 
The quadratic part (t * A,s) of the covariance function plays a trivial role 
since any process Y(t) with a quadratic covariance function is a linear function 
of t. If we also assume that it is absent then the above comments show that we 
may take 0 < Re(p) < 1 and that if this condition is satisfied then the quadratic 
part is absent. 
The final observation that 0 < Re(p) < 1 for all p E a(L) implies that the 
measure A(&) given by (4.6) satisfies (4.3) an d completes the proof of Theorem 3. 
Comment: For generalized vector fields (see for example Yaglom [S]) there 
is no problem in obtaining the anologue of our Theorem 3. For a test function 
f(t) E 9 writef,(t) = (Y-df(s/c~), and formally set 
and R(f, g) = E(f, Y)(g, Y)*. Then the scale invariance of Y(t) -+ &*Y(art) 
becomes 
R(f, g> = a-“‘R(fa , sol) CL. 
Denoting the Fourier transform off with p then (4.1) takes the form 
(4.3) is replaced with the weaker condition that 
I , Rd I x I2 (1 + I h 12Y 44 
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converges for some Y > 0. The condition that Y(t) is scale invariant still implies 
(4.6), and the only condition on the spectrum of L required by this new inte- 
grability condition is that Re(p) < 1. 
Locally Isotropic Fields: Let O(d) be the group of rotations (proper and 
improper) on Rd. By a representation of O(d) we mean a continuous 72 X n 
invertible matrix valued function U(g) satisfying U(g) U(h) = U(gh) for g 
and h in O(d). Following Yaglom [8] we say that a mean zero field 
{Y(t) E R” : t E Rd} with stationary increments and Y(0) = 0 is locally isotropic 
if there is a representation U(g) of O(d) such that for each g E O(d) the field 
U(g) Y(g-9) is stochastically equivalent to Y(t). That is, 
r(t, s> = U(g) r(g-% g-Q) U*(g). (4.11) 
Assuming that the matrix fl in (4.1) is zero, then changing variables leads to the 
necessary and sufficient condition 
A(E) = Uk> 4PW U”(g) (4.12) 
for Y(t) to be locally isotropic. 
I f  the measure A(dh) is absolutely continuous with density d(h), equation 
(4.12) takes the form 
44 = U(g) 4-w U”(g). (4.13) 
If  in addition Y(t) is scale invariant it follows easily from (4.6) and (4.11) 
that A(dh) is absolutely continuous and has a density of the form given in (4.7). 
Applying (4.7) and (4.13) in succession gives 
A(X) = a”U(g) a=*A(apA) “w*(g) 
= ctdcPU(g) A(cg-1X) u*(g) a=. 
(4.14) 
If  do\) satisfies (4.14) we get as special cases 
40) = U(g) 4k14 U”(g) (4.15) 
U(g) a=*A,(e) a= U”(g) = cd=* U(g) A&9) U”(g) 01= (4.16) 
and it is easily checked that if (4.15) and (4.16) are satisfied then (4.7) defines the 
spectral density of a locally isotropic scale invariant field. 
There are two special cases that deserve mention. 
Case a. U(g) = I. In this case (4.16) is automatic and (4.15) shows that 
d,(B) = d, is a constant real (from 4.2) positive semi-definite matrix. (4.7) takes 
on the form 
A(A) = 
1 h I-=* A, 1 x 1-L 
IhId * 
(4.17) 
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From (4.1) (with 9 = 0) and (4.16) we have r(t S) = r(s, t) and polarization 
gives 
r(t, s) = ${r(t, t) + Y(S, s) - r(t - s, t - s)). (4.18) 
But r(t, t) depends only on 1 t 1 and scale invariance gives the interesting equation 
r(t, s) = i{I t IL* B 1 s IL + I s IL* B ( s IL - j t - s IL* B / t - s IL}, (4.19) 
where B = (to , to) for any to with I to j = 1, 
B = 2 j+p (1 - Co@ . t,,)) ’ A I-‘* A0 ’ A I-’ dh. 
I x Id 
The covariances (4.19) generalize the scalar covariances +{I t 12v + 1 s 12y - 
I t - s 12v}, (0 < X < I), studied by Kolmogorov [5], Schoenberg and von 
Neumann [7J Note that y = 4 is the covariance of Levy’s Browian motion. 
Unfortunately the matrix integrals (4.20) are generally beyond me and for a 
fixed L I do not know which B’s give covariances when substituted into (4.19). 
Case b. n = d and U(g) = g. This case occurs, for example, if Y(t) is the 
gradient of a locally isotropic scale invariant scalar field X(t). (For more informa- 
tion and details see [4] and [8].) 
In this case (4.15) and (4.16) become 
A,(e) = doW4 g*, (4.21) 
gc&*Ao(e) c&g* = cPgA,(e) g*c&. (4.22) 
From (4.21) it is easy to deduce (see [S]) that d,(B) has the special form 
d,(e) = see* + b[l- ee*]; a > 0, b >, 0. (4.23) 
The same argument coupled with (4.22) shows that L is a multiple of the identity, 
L=yl;O<y<l.Thus 
A@) = Ai* + @I xI2 - u*] 
Ihl a+2+2y . (4.24) 
Remark 1. The decomposition of A, given in (4.24) corresponds to the 
decomposition of Y(t) into irrotational and solenoidal parts described by Ito [4]. 
Remurk 2. All of the scalar processes Y(t) with covariances a{1 t 12y + 
1 s 12~ - 1 t - s I%‘> are invariant under the time inversions Y(t) + P’Y(t/l t I). 
This rarely happens in the vector case. The only obvious examples are of the 
form A(h) = (I h ImLAo I X \“)/I h Id where A, and L commuting self adjoint 
matrices. 
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