There have been numerous claims in the ecological literature that spatial autocorrelation in the residuals of ordinary least squares (OLS) regression models results in shifts in the partial coefficients, which bias the interpretation of factors influencing geographical patterns. We evaluate the validity of these claims using gridded species richness data for the birds of North America, South America, Europe, Africa, the ex-USSR, and Australia.
There have been numerous claims in the ecological literature that spatial autocorrelation in the residuals of ordinary least squares (OLS) regression models results in shifts in the partial coefficients, which bias the interpretation of factors influencing geographical patterns. We evaluate the validity of these claims using gridded species richness data for the birds of North America, South America, Europe, Africa, the ex-USSR, and Australia.
We used richness in 110 x 110 km cells and environmental predictor variables to generate OLS and simultaneous autoregressive (SAR) multiple regression models for each region.
Spatial correlograms of the residuals from each OLS model were then used to identify the minimum distance between cells necessary to avoid short-distance residual spatial autocorrelation in each data set. This distance was used to subsample cells to generate spatially independent data. The partial OLS coefficients estimated with the full dataset were then compared to the distributions of coefficients created with the subsamples. We found that OLS coefficients generated from data containing residual spatial autocorrelation were statistically indistinguishable from coefficients generated from the same data sets in which short-distance spatial autocorrelation was not present in all 22 coefficients tested. Consistent with the statistical literature on this subject, we conclude that coefficients estimated from OLS regression are not seriously affected by the presence of spatial autocorrelation in gridded geographical data. Further, shifts in coefficients that occurred when using SAR tended to be correlated with levels of uncertainty in the OLS coefficients. Thus, shifts in the relative importance of the predictors between OLS and SAR models are expected when small-scale patterns for these predictors create weaker and more unstable broad-scale coefficients. Our results indicate both that OLS regression 2 47 48 is unbiased and that differences between spatial and nonspatial regression models should be interpreted with an explicit awareness of spatial scale. In recent years it has become widely appreciated by ecologists that significance tests used in inferential statistics are influenced by the presence of residual spatial autocorrelation (RSA) in environmental models of spatially structured data. The problem arises because the lack of independence among residuals after model fitting generates artificially narrow standard errors, inflating Type I error. However, in addition to this almost universally recognized issue of false precision, it is also widely believed that spatial autocorrelation creates a shift in the relative importance of coefficients in simple and multiple regression models . This sometimes causes workers to abandon the results of standard ordinary least squares (OLS) regression and to interpret instead coefficients generated using one of several spatially explicit modeling procedures , Selmi and Boulinier 2001 , Bahn 2006 , Dormann 2007 , Kühn 2007 . Because regression models using OLS, generalized least squares (GLS), or spatial autoregression (simultaneous or conditional autoregressive models; SAR or CAR) may sometimes differ from each other, it thus becomes important to know to what extent these differences are the consequence of RSA or may be due to other structural differences among the modeling approaches that arise independently of spatial autocorrelation. This paper is focused on the question: does spatial autocorrelation 'bias' regression coefficients (i.e., create systematic shifts) that can alter our explanations for richness patterns when using nonspatial, OLS regression? To answer this question we use geographical patterns of bird species richness, and we show that claims that OLS results are biased are without foundation, at least when the response variable is measured in a spatial grid, a widely used method in geographical ecology (e.g., Currie and Paquin   4   72   73   74   75   76   77   78   79   80   81   82   83   84   85   86   87   88   89   90   91   92   93   94 1987, Ruggiero et al. 1998 , Williams et al. 1999 , Rahbek and Graves 2001 , Blackburn and Hawkins 2004 , Hawkins et al. 2005 Hawkins and Diniz-Filho 2006) . We also evaluate the related claim that spatial autocorrelation generates a 'redshift' in regression models, artefactually inflating the apparent importance of macroscale environmental variables as explanations of broad-scale ecological patterns . Given the increasing rate that spatially explicit modeling approaches are beginning to appear in the literature, we need to know how to interpret the differences that sometimes arise when using spatial and nonspatial methods on the same datasets.
It is important to note that we do not present a formal evaluation of this issue using statistical theory (see Cressie 1993 , Schabenberg and Gotway 2005 , Tiefelsdorf and Griffith 2007 . Rather, we provide an empirical resampling analysis of spatially structured data of the type commonly found in macroecological and geographical analyses. And although further studies using simulation procedures may shed light on these issues and allow more formal evaluations of the accuracy and precision of parameter estimates under different scenarios and spatial scales, our goal is to illustrate heuristically that the often presumed bias due to spatial autocorrelation in OLS regression does not apply to real data sets.
METHODS
We analyzed the number of species in 110 x 110 km cells in equal-area girds for the birds of North America, South America, Europe, Africa, the ex-USSR, and Australia (for methods and sources of the bird data see Hawkins et al. 2007 ). Coastal cells containing less than 50% of the area of full cells were excluded from all grids prior to analysis. We also generated corresponding gridded environmental data for five potential monthly Global Vegetation Index, range in elevation , and the interaction of annual temperature and range in elevation). All of these variables have been shown to be associated with bird richness directly or indirectly in globally extensive path models (Hawkins et al. 2007 ), so we expected combinations of these variables to contribute to richness to varying degrees in more regionally focused regression models (see also Hawkins et al. 2003) . We divided the data into regions to provide replicate datasets to ensure that the results of our evaluation of RSA were not due to a particular data structure or a single geographical location or extent.
In the first step of the analysis we generated OLS multiple regression models for each region. Combinations of predictors were added and removed until we obtained a model with the highest coefficient of determination and simultaneously with the fewest number of variables. As the goal of the analysis was to obtain a set of models which could be used to investigate the influence of RSA, we were not concerned with generating the best possible explanatory model in each region and so we did not use probability values or information theoretic indices to select the final regional models.
Rather, we generated plausible environmentally-based models which could form the basis for evaluating the extent that RSA influences model coefficients.
The second stage of the analysis generated spatial correlograms of Moran's I based on the residuals from each regional model. We used the correlograms to evaluate the ability of each model to explain the spatial structure in the data, and specifically to identify the distances at which positive spatial autocorrelation remained in the data (Haining 1990 , Diniz-Filho et al. 2003 . It is 'short-distance' positive RSA that is believed to generate the bias in OLS regression and which workers hope to take into account by using spatially explicit modeling (Lichstein et al. 2002) .
Based on the correlograms we identified the minimum distances between cells that are necessary to avoid significant short-distance RSA in each data set. This was developed as an heuristic, intuitive, and statistically conservative way to deal with RSA, even though it causes a serious loss of power in the analyses (Legendre 1993) . We then used a sampling program written in MatLab to generate samples of cells from each grid with a fixed sample size (which varied depending on the region) and in which all distances among cells were at least the minimum distance required to avoid shortdistance RSA. The program starts by selecting a random cell in the grid and then randomly searches for other cells that are at least a given distance apart from all other cells. There is, therefore, a maximum number of cells that can be selected, because if a very high number of cells is chosen the program is unable to find a compromise solution between the number of samples and the minimum geographical distance. We iteratively determined the number of cells to be included in each sample by balancing statistical power in the sampling procedure (maximizing the number of cells, n 2 in Table 1 ) and viable computer time for each run. The sampling routine was run 500 times on each data set to generate independent samples containing no RSA. Separate OLS multiple regression models were generated from each of the 500 samples, providing a distribution of coefficients of each predictor variable in the model. We then used t-tests to determine if the values of the coefficients from the regression using all data (data containing RSA) were significantly different from the mean values generated by analyzing subsets of data known to contain no significant short-distance RSA. This then tested whether coefficients from resampled data differ from parameters estimated by OLS. As all other aspects of the data and modeling are identical, a significant difference between the full coefficients and the sample coefficients can be unambiguously interpreted as the 'bias' generated by RSA. In contrast, if no significant differences between the full and samplebased coefficients are found, it provides clear evidence that the presence of RSA has had no statistically detectable influence on the parameter estimates of regression models.
The next step of the analysis tested the coefficient of determination of each regional model using all cells against the distribution of adjusted R 2 s from the subsampled data. We did this to evaluate the claim that RSA increases the strength of associations among variables at the macroscale in addition to causing a shift in the coefficients .
Finally, since the residuals of the full OLS regressions contained RSA at relatively short distances (see Fig. 1 ), we also modelled the relationship between species richness and the environmental predictors using a spatially explicit simultaneous autoregressive (SAR) model (Cressie 1993 , Schabenberg and Gotway 2005 , Kissling and Carl 2007 . In the SAR error model, spatial covariance among cells (C) is defined as
where σ 2 is the variance of the residuals, ρ is the autoregressive parameter and I is an n x n identity matrix. The row-standardized W matrix contains the spatial relationship among sampling units, with elements given by the inverse of the geographic distances Duttileul's method (see Duttileul 1993 , Legendre et al. 2002 was used to correlate the estimated and observed richness for each model in order to determine the effective geographic degree of freedom for each multiple regression model and test its overall statistical significance. Since the effective degrees of freedom represents a conservative sample size that takes into account autocorrelation, they can be compared with the sample sizes used in the simulations to obtain minimum distances between cells that are necessary to avoid significant short-distance RSA in each data set.
All spatial analyses were performed using Spatial Analysis in Macroecology (SAM) software (Rangel et al. 2006 ), available at http://www.ecoevol.ufg.br/sam.
RESULTS
The regional regression models contained either three or four environmental predictors (Table 1) . Five of the six models explained large proportions of the variance in richness (62.3% to 76.7%), indicating that even though we did not attempt to find the best possible model for richness (which in some cases would include polynomial terms), the models have strong statistical explanatory power. The exception was the European model, which explained ca. a third of the variance in richness. However, this was fortuitous, as it allowed us to examine the sensitivity of both strong and weak explanatory models to the presence of RSA. As would be expected, SAR models always had higher R 2 s than OLS models (Table 1) .
Inspection of the correlograms of the residuals from each model revealed that all contain substantial short-distance positive RSA (Fig. 1) , which is typical when using richness data generated from range maps. It also indicates that all models could potentially comprise biased coefficients. However, in all cases the RSA was at or near 0 (Table 1) . These sample sizes are very small when compared to original sample sizes and illustrate the apparent loss of statistical power of our resampling procedure. However, they are similar to the geographically effective degrees of freedom obtained using Duttileul's method.
An example of the relationships between the regression coefficients from a full model and the distributions of regression coefficients generated by resampling is presented in Fig. 2 , but more generally the coefficients from the analyses of data sets containing RSA did not differ from the mean coefficients estimated in data containing no RSA in all 22 tests (Table 1) . That is, coefficients generated from data containing residual spatial autocorrelation were statistically indistinguishable from coefficients generated from the same data sets in which short-distance RSA is not present. This was Although the OLS regression coefficients were not sensitive to the presence of RSA when compared to coefficients from resampling, we observed some shifts when compared to SAR coefficients (Table 1) Perhaps unexpectedly, we did find that removing short-distance spatial autocorrelation from the data improved the average explanatory power of the OLS models in all six regions, significantly so in North and South America ( We believe that the resampling procedure performed here provides some insights into the reasons for coefficient shifts sometimes found when comparing OLS and spatial regression methods. Although further studies are necessary to understand fully the reasons underlying coefficient shifts (see Dormann 2007) , our resampling procedure at least partially reinforces a previous interpretation for model instability. Diniz-Filho et al. (2003) argued that coefficients change because spatially explicit models shift the effective scale of the analysis, putting stronger emphasis on local-scale patterns and processes (also see Fotheringham et al. [2002] , who refer to autoregressive models as 'semi-local' approaches). Indeed, predictors having the greatest differences between OLS and SAR are also those that have large standard errors in the resampling procedure (Table   1) , which indicates that these coefficients are more dependent on the particular spatial A second issue that requires investigation is that shifts in coefficients when using nonspatial and spatial approaches may reflect model instability due to multicollinearity among the environmental variables usually included in macroecological analyses; it is well known that collinearity destabilizes all types of regression models (see e.g. of collinearity can be generated, even if there is no collinearity among the environmental predictors themselves. If this occurs, neither OLS nor autoregressive coefficients could be interpreted unambiguously, unless one is willing to assume that the variance contained in the overlap between environment and space can be attributed solely to the effects of the modeled components of the environment or solely to the effects of space, the latter which will also contain unmodelled spatially structured environmental effects. The worst possible scenario is if coefficient shifts when using spatial models are idiosyncratic and depend on the detailed covariance structure of the particular data set being analyzed. If so, all spatially explicit models are uninterpretable, because workers will be unable to determine if coefficient shifts arise from scale shifts or effects of collinearity between space and the environment. We will address this critical issue in detail in a future paper.
Because our primary finding that residual spatial autocorrelation does not bias regression coefficients runs counter to a view widely held by ecologists and biogeographers, it is important to understand why OLS estimates will be robust in gridded data. This can be illustrated using the relationship between AET and species richness in South America (Fig. 3) . The observed data cloud in the scatterplot reflects the presumed influence of AET (and collinear drivers), errors generated by inaccurate range maps and false positives in the richness values, and the effects of unmeasured driving variables. Because the data contain many cells in close proximity, the density of the data cloud is high. Now, if we only sample sites far enough apart not to contain short-distance spatial autocorrelation (22 equally spaced cells 1000 km apart in this example, see Fig. 3 insert), the density of points is lower, but all must fall within the observed data cloud. Clearly, a regression coefficient estimated from the subsampled data represents an estimate of the relationship found among all samples. It is also clear that introducing spatial autocorrelation into a set of samples by including sites closer together will fill in gaps in the data cloud, but it cannot create a new data cloud with a different scatter, which would be required to shift the regression coefficient. The exception to this argument is if all of the added sample points were concentrated in one portion of the geographic space (e.g. all were in the Andes), but this is not an issue of spatial autocorrelation, instead reflecting that the effective extent of the data has been reduced, which can cause changes in driving forces (Willis and Whittaker 2002 ). This will also not occur in regularly spaced gridded data, as the short-distance spatial autocorrelation that is introduced by including additional cells will be evenly spread throughout the full extent of the study region. Of course, there is a sampling error problem in the subsampled data (extreme values are missed when few sites are sampled), but this is also unrelated to spatial autocorrelation and no one claims that increasing sample sizes generates bias. Indeed, the loss of information caused by subsampling spatially structured data is why this method is not recommended for controlling the Type I error introduced by spatial autocorrelation (Legendre 1993 data points. However, in practice, our example is extremely conservative in the sense of using a very reduced number of points out of the all possible combinations in the continent (see below). Also, it is intuitive from Fig. 3 that instability in the coefficients will be more serious and could change the interpretation of a given regression slope only if there is a weak correlation between predictor and response variables.
The problem of power vs. error is also evident from the broad range of slopes found in the subsampled data (see Fig. 2 for South America). The wide variation around the mean values supports well-known claims that RSA inflates Type I errors. In the South American example, confidence intervals of coefficients for AET and ELEV do not include zero, whereas the CIs for temperature do (technically speaking, temperature should be removed from the model). However, again we reiterate that the purpose of sampling is to show that the average (expected) values of the coefficients are not widely different from those obtained with full OLS data. The sampling procedure used here is strongly conservative, since all information at distances smaller than the minimum distances we selected is excluded, even though actually there is a steady decrease in the potential effect of RSA as distances increase from zero to the truncation values assumed here. The point is that it is difficult to use a sampling procedure to obtain unbiased pvalues for the coefficients because it is extremely difficult to balance Type I and II errors (Legendre, 1993 ).
An additional, counter-intuitive result of our analysis is that removing RSA from the data increased the explanatory power of our OLS models, and the R In sum, we find that spatial autocorrelation is not the problem that it is sometimes claimed to be when attempting to generate and interpret regression models in geographical ecology. We reiterate that our analysis is focused on gridded data at broad spatial scales, and additional analyses are needed to evaluate the sensitivity of OLS to site-based samples that may not be uniformly distributed across the full extent of the focal region. However, when the data are gridded, claims that OLS models are necessarily wrong are false. This also means that extreme care is needed when comparing OLS and spatially explicit regression models, as using the latter methods does more than correct for RSA. Rather, coefficient shifts when applying multiple methods may reflect general model instability and be an indication that all coefficients are suspect, whether based on nonspatial or spatial methods. One result of our analysis is clear:
automatically assuming that OLS generates flawed models whereas spatial methods do not is a mistake. ) from SAR models and OLS models of full data sets vs. mean coefficients of OLS models based on 500 subsamples containing no short-distance residual spatial autocorrelation. Separate models were generated for bird species richness in six geographic regions. n 1 refers to the number of cells in the full grid, v* is the geographically effective degrees of freedom of the full data sets, and n 2 is number of cells in the subsampled data. Predictor variables are Temp = annual temperature, AET = annual actual evapotranspiration, GVI = mean monthly global vegetation index, Relev = range in elevation, and Int = interaction between range in elevation and temperature. Student's t's test the probability (Prob) that coefficients in models derived from data containing short-distance spatial autocorrelation differ from those generated after removing residual spatial autocorrelation by subsampling cells a minimum distance apart (see Fig. 1 Table 1 ). Arrows identify the minimum distance between cells for subsampling grids in each region used to generate regression models containing no short-distance positive autocorrelation. Arrows indicate values obtained from the model generated using all 1456 cells (see Table 1 ). 
