The best approximation by bounded product functions is calculated for some very simple two-valued functions of two variables.
f (x, y) g(x), h(y) dxdy .
(Still, f : X ×Y → {−1, 1}.) The case d = 1 is just the scalar case considered above. We may also use an infinite-dimensional separable Hilbert space H in place of R d (the case d = ∞). About a relation to Bell-type inequalities see for example [1] , especially (2.18), (2.20) and (2.24)-(2.25). The case d = 1 is related to classical Belltype inequalities; d = ∞ -to quantum Bell-type inequalities in general; d = 2 -to quantum Bell-type inequalities for a maximally entangled pair of qubits (the singlet state of two spin-1/2 particles).
Recently some physicists [2] got especially interested in two examples (see below) of such extremal problems. They conjectured the optimal functions g, h (in both examples, for all d) but did not prove optimality of these functions. For d = 1 they deduce their claims from Inequality (7) of [3] (for n → ∞). However, looking at [3] I did not find a proof of (7); it is just checked by inspection for some small n. My goal is to prove the optimality. The following result holds for Example 1 as well as for Example 2.
(The maximum is reached for every d.)
1 Some necessary conditions of optimality
Similarly, h(y) = H(y)/|H(y)| for almost all y such that H(y) = 0, and I f (g, h) = |H(y)| dy. We turn to Example 1: X = Y = (0, 1) and f (x, y) = sgn(y − x) a.e. (almost everywhere). We have G(
′ (y) = 2g(y) a.e., and H(0) + H(1) = 0. We get a system of differential equations:
Each equation holds almost everywhere, except for the points where its righthand side is undefined.
1.2 Remark. It can be deduced that |G(x)| + |H(x)| = const and therefore
for all x ∈ (0, 1). However, this fact will not be used. 
Dimension one
Let d = 1.
Differential equations (1.1) describe a dynamics on the plane R 2 ; the integral curves evidently are the squares |G| + |H| = c, c ∈ [0, ∞). , . . . } ∪ {0}. We have to choose c as to maximize I f (g, h). Using the equality
The maximizer is c = 1 and the maximum is I f (g, h) = 0.5.
The starting point G(0), H(0) can be chosen arbitrarily on the square 
Higher dimensions
We start with Example 2 and use Fourier series: G, H :
we get Using the equality I f (g, h) = 1 0
|G(x)| dx we get
This bound can be reached already for d = 2. Namely, we may take twodimensional vector-functions G(x) = 2 π cos 2πx, − 2 π sin 2πx , H(x) = − 2 π sin 2πx, − 2 π cos 2πx satisfying (1.3) and the conditions G(x+0.5) = −G(x), H(x+0.5) = −H(x). Then |G(x)| = 2/π for all x, therefore I f (g, h) =
