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Résumé. La course à la puissance de calcul dans les super-calculateurs pose la pro-
blématique de la consommation énergétique de ces machines. Les systèmes hybrides
– composés de processeurs et d’accélérateurs GPU (Graphics Processing Unit) – sont
une réponse prometteuse à cette question. Actuellement, l’allocation des tâches sur des
telles machines est réalisée par le programmeur de manière statique. Nous étudions
le problème de l’ordonnancement de tâches indépendantes sur ces architectures. Nous
proposons un algorithme d’approximation bi-critère – de faible complexité algorith-
mique – optimisant simultanément localité et temps de complétion avec des garanties
de performance. Les performances de son implémentation dans l’environnement de cal-
cul parallèle XKaapi sont ensuite validées par une étude expérimentale.
Mots clefs : Calcul Haute Performance ; architectures hybrides ; algorithme d’ap-
proximation ; multi-objectif ; localité
Abstract. The race for ever more computing power raises the issue of supercom-
puters’ power consumption. Heterogeneous architectures – composed of processor and
GPU accelerators – seem to be a promising answer. Scheduling on such machines is
nowadays relying on the programmer’s skill set and made in a static way. We study
the problem of scheduling of independent tasks on such architectures. We propose a
bi-objective approximation algorithm which simultaneously optimizes the makespan
and the affinity. The provided algorithm has a low complexity. We then validate the
performance of its implementation within the framework XKaapi.
Keywords: High Performance Computing; heterogeneous architectures; approxima-
tion algorithm; multi-objective; data locality
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Le classement du Top500 1 recense les machines les plus puissantes de la planète.
Outre leur complexité, leur consommation énergétique devient un enjeu majeur. Un
autre classement – celui du Green500 2 – met l’emphase sur la puissance de calcul dé-
veloppée en regard de l’énergie fournie. Utiliser des architectures dédiée pour certains
calculs semble être une réponse à ce nouveau genre de défi. Cependant la conception
de super-calculateurs avec des architectures hétérogènes rend difficile leur exploita-
tion. Premièrement, le développement d’applications capable de tirer parti de cette
hétérogénéité nécessite d’écrire plusieurs versions d’un même code de calcul – une par
architecture présente. Il faut de surcroit choisir où et quand exécuter le code au sein
de la machine. Trouver l’ordonnancement optimal est intrinsèquement difficile puisque
c’est un problème NP-difficile. Il est par conséquent plus raisonnable de chercher à
trouver une approximation de cet optimal. Néanmoins, trouver un ordonnancement
performant reste difficile car de nombreux facteurs entre en compte : certaines portions
de code sont plus efficaces sur certaines architectures, le transfert des données peut
entrainer des phénomènes de contention, etc.
L’objectif de ce projet de fin d’études est de proposer un nouvel algorithme – à
faible coût – multi-critère pour l’ordonnancement de tâches indépendantes sur des
architectures multi-CPU / multi-GPU. Nous considérons une application modélisée
par un ensemble de tâche indépendantes caractérisées par leurs temps d’exécution et
une affinité basée sur la localité. L’ordonnancement déterminé cherche à minimiser le
temps de complétion de l’application tout en maximisant l’affinité.
Contexte
Ce projet de fin d’études a été réalisé au sein de l’équipe-projet Moais. J’ai été enca-
dré par Grégory Mounié, qui est maître de conférence dans cette équipe. La structure
d’accueil est décrite plus en détail dans la section 4.1.
Organisation du manuscrit
Le manuscrit s’articule autour de trois chapitres. Le chapitre 2 intitulé « État de




ce chapitre en présentant brièvement les spécificités des machines multi-CPU / multi-
GPU. Ensuite, la section 2.2 présente la problématique de l’ordonnancement. La section
2.3 étudie plusieurs algorithmes et techniques classiques utilisés pour résoudre le pro-
blème d’ordonnancement dans des délais raisonnables. Dans la section 2.4, nous passons
en revue l’approche duale proposée par Hochbaum et al. Nous terminons l’état de l’art
en étudiant – dans la section 2.5 – les problèmes multi-objectifs.
La problématique d’ordonnancement bi-critère sur machine hybride est abordée
dans le chapitre 3. Les sections 3.1 et 3.2 présentent le problème et les notions utili-
sées de manière formelle. La section 3.3 expose l’algorithme que nous proposons ainsi
que ses performances théoriques. L’implémentation et la validation expérimentale sont
respectivement détaillées dans les sections 3.4 et 3.5.
Le chapitre 4 intitulé « Organisation du travail » explicite dans quel cadre et com-
ment le travail a été réalisé durant ce stage. Nous terminons ce manuscrit par un bilan
des travaux effectués pendant ce stage. Nous évoquons aussi les pistes qui semblent les




Nous présentons brièvement les spécificités des machines multi-CPU / multi-GPU,
aussi appelées machines hybrides. Nous discutons ensuite différent aspects du problème
d’ordonnancement. Pour plus d’informations, on pourra se référer à [27].
2.1 Des spécificités des machines hybrides
La course à la puissance évoquée dans l’introduction amène les constructeurs à
construire des machines hybrides : les machines embarquent plusieurs CPUs et plu-
sieurs GPUs.
Alors que les CPUs sont des unités de calcul généraliste, les GPUs sont des unités
de calcul très optimisées pour les calculs avec beaucoup de parallélisme de données.
Ces différences rendent les machines hybrides hétérogènes par ensemble, d’une part
un ensemble de processeurs identiques, d’autre part un ensemble de GPUs identiques.
Ainsi, il est fréquent d’observer pour une même tâche des temps d’exécution cinquante
fois plus rapides sur une des architectures [11].
De plus – à l’heure actuelle 1 – les CPUs et GPUs sont séparés physiquement et ne
partagent pas de mémoire. L’algorithmique utilisée ne peut donc pas se reposer sur des
propriétés de cohérence mémoire. Il est en outre nécessaire de transférer les données
entre les différentes unités de calcul. L’agencement des ces différentes unités au sein
de la machine est important puisque cela peut mener à des contentions sur les bus
de données [13, 14]. La figure 2.1 représente l’architecture d’une machine hybride du
laboratoire : idgraf. Une telle configuration est classique pour une machine hybride.
Ces différences rendent difficile la programmation et la modélisation de ces nouvelles
architectures. Tout d’abord, du fait de leur nouveauté, ces architectures sont encore
très changeantes. Les capacités de calcul des matériels changent à chaque génération,
rendant difficile la stabilisation des codes. En outre, le découpage des applications
ainsi que le placement des tâches reposent principalement sur les compétences des
développeurs.
L’ordonnancement de ces tâches par un runtime permet de mieux prendre en compte
la complexité des architectures et peut être réalisé de manière dynamique.
1. AMD a annoncé en mai 2013 sa volonté de fondre des puces dans lesquelles CPU et GPU

































Figure 2.1 – Architecture matérielle d’une machine hybride (idgraf) [13]. Les CPUs
et les GPUs ne partagent pas de mémoire et communiquent via des bus PCI.
2.2 Du problème d’ordonnancement
La théorie de l’ordonnancement est une branche de la recherche opérationnelle. Un
problème d’ordonnancement consiste à planifier dans le temps la réalisation de tâches
tout en respectant des contraintes – par exemple de délai ou de précédence. Une solution
à un problème d’ordonnancement est l’allocation, à une date donnée, d’une tâche à une
ressource chargée de la réaliser. Le principal critère considéré est le temps de complé-
tion, c.-à-d. le temps nécessaire pour que toutes les tâches aient été réalisées. D’autres
critères peuvent être pris en compte pour élaborer une solution, ils sont évoqués plus
en détail dans la sous-section 2.5.2.
L’ordonnancement de tâches sur plusieurs processeurs est une classe particulière des
problèmes d’ordonnancement. Le problème d’ordonnancement multi-processeur consi-
dère n tâches et m processeurs. À chaque couple (tâche, processeur) est associé un
temps de calcul 2. On considère aussi souvent des contraintes de précédence entre cer-
taines tâches. Ces contraintes de précédence forment une relation d’ordre partielle sur
les tâches, souvent représentée par un graphe orienté acyclique (cf. figure 2.2) Toute
exécution des tâches doit respecter cet ordre. Résoudre le problème d’ordonnancement
multi-processeur consiste à déterminer sur quel processeur et dans quel ordre exécuter
les tâches.
Exemple 1. Considérons n = 8 tâches et m = 3 processeurs identiques. Les temps
de calcul sont respectivement p1 = 1, p2 = 3, p3 = 4, p4 = 2, p5 = 2, p6 = 3, p7 = 1
et p8 = 5. Un ordonnancement dont le temps de complétion est 9 et respectant les
contraintes de précédence illustrées sur la figure 2.3(a) est reporté sur la figure 2.3(b).
2. Il est distingué trois modèles en fonction des relations existant ou non entre les processeurs. On
pourra se référer à [27,30] pour plus de détail.
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Figure 2.2 – Exemple de programme parallèle à base de tâches. Les contraintes








(a) Contraintes de pré-
cédence.
P1 2 6 7
P2 1 3 5
P3 4 8 temps
0 1 3 4 5 7 8 9
(b) Ordonnancement réalisable avec un temps de com-
plétion de 9.
Figure 2.3 – Ordonnancement sur plusieurs processeurs identiques.
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P1 6 4 8
P2 1 3 5
P3 2 7 temps
0 1 3 4 5 7 10
Figure 2.4 – Ordonnancement obtenu avec l’algorithme de liste pour le graphe de la
figure 2.3(a) avec trois processeurs.
2.3 Des techniques d’ordonnancement
Le problème d’ordonnancement de tâches sur des processeurs est connu pour être
un problème combinatoire difficile : minimiser le temps de complétion est NP [35].
Pour passer outre les phénomènes d’explosion combinatoire, la recherche de solution
non-optimale est une réponse. Les algorithmes d’approximation fournissent – à l’aide
d’heuristique – des solutions proches de l’optimum. Dans la mesure du possible, ces
heuristiques cherchent à être bien fondées théoriquement : des garanties de performance
caractérisent la solution fournie.
Nous étudions ici différents algorithmes à faible coût : prendre des décisions rapides
est crucial afin de ne pas retarder l’exécution parallèle des programmes. Nous nous
intéresserons aussi à leurs garanties et à leur analyse dans le pire cas.
Une manière de classifier les algorithmes est de distinguer les algorithmes on-line
et off-line. Les algorithmes off-line requièrent une connaissance complète du problème
pour déterminer un ordonnancement. À l’inverse, les algorithmes on-line sont capables
d’ordonnancer les tâches sans avoir une vision globale du problème.
Shmoys et al. proposent un schéma très général permettant de transformer un
algorithme off-line en algorithme on-line tout en conservant des garanties de perfor-
mance [30]. Les algorithmes on-line par conception ont néanmoins généralement de
meilleurs ratios d’approximation que les algorithmes rendus on-line grâce à ce schéma.
De cette façon il est possible – dans un premier temps – de restreindre le champ de
recherche aux algorithmes off-line. Par conséquent nous chercherons en premier lieu à
concevoir un algorithme off-line.
2.3.1 Algorithmes de liste
Sous l’hypothèse que tous les processeurs utilisés sont identiques, Graham a proposé
et étudié le premier algorithme d’approximation garantie : l’algorithme de liste [16,17].
L’algorithme tient à jour la liste des tâches prêtes, c.-à-d. celles dont les contraintes
de précédence sont satisfaites. Dès qu’un processeur devient inactif, il retire la tâche
dont le temps d’exécution est le plus long et l’exécute. Les tâches découvertes pendant
l’exécution sont ajoutées dynamiquement à la liste. Cet algorithme génère une solution
dont le temps de complétion ne dépasse pas le double du temps optimum. La figure 2.4
montre l’ordonnancement de l’exemple 1 obtenu en appliquant cet algorithme.
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L’étude de Graham pose les notions fondamentales qui seront les bases de l’analyse
des algorithmes parallèles et leur ordonnancement. En distinguant le travail total de
toutes les tâches W – c.-à-d. le temps séquentiel – et le travail des tâches sur un plus
long chemin de précédences D – c.-à-d. le chemin critique – il montre que le temps










Les valeurs W/m et D sont des bornes inférieures du temps de complétion. Le facteur
2 de l’algorithme de Graham vient d’ici.
2.3.2 Hétérogénéité
Les machines actuelles embarquent des ressources de calcul qu’il n’est plus possible
de considérer comme identiques. De plus, ces différentes ressources n’ont pas – dans le
cas général – de mémoire commune : il n’est plus possible de négliger les délais induits
par les transferts de données.
Pour le problème plus général de l’ordonnancement hétérogène – prenant en compte
ces différences – Topcuoglu et al. proposent avec l’algorithme HEFT [34] une extension
de l’approche de Graham (cf. sous-section 2.3.1). Ici, à chaque tâche est associé, pour
chaque processeur, un temps de calcul. On mesure aussi les temps de transfert entre
les différents processeurs. L’algorithme trie les tâches par un ordre ascendant défini de
manière récursive (cf. définition 1). Cet ordre prend en compte les délais de transfert
entre les ressources et les différents temps de calcul. Les décisions de placement des
tâches se font alors comme dans l’algorithme de liste off-line.
Définition 1 (Rang ascendant (upward rank) [34]). Le rang ascendant d’une tâche ni
est défini récursivement par la relation
rang(ni) = wi + max
nj∈succ(ni)
(ci,j + rang(nj)) (2.2)
où wi est le temps moyen d’exécution de la tâche ni, ci,j le coût moyen de communication
entre les tâches ni et nj et succ(ni) l’ensemble des successeurs immédiats de ni dans le
graphe de précédence.
Cet algorithme est néanmoins entaché de plusieurs défauts. Tout d’abord, il ne
permet de travailler qu’avec des graphes de précédence statiques. Enfin, son approche
gloutonne peut l’amener à se tromper sévèrement dans ses choix d’ordonnancement,
d’autant plus que seul les moyennes sont considérées. Ceci n’est pas pénalisant lorsque
les processeurs sont identiques puisqu’il est impossible de faire un mauvais choix, mais
devient très pénalisant avec des processeurs différents. En effet, le ratio d’approximation
de HEFT dans le pire cas est au moins de m/2, où m est le nombre de CPUs [21].
2.3.3 Vol de travail
Toutefois, les implantations naïves des algorithmes présentés jusqu’à présent ne
passent pas bien à l’échelle. Même si en pratique seules les tâches prêtes sont ordonnan-
cées, l’information est centralisée. De ce fait, lorsque le nombre de processeurs devient
important, des phénomènes de contention mémoire apparaissent. Ces algorithmes sont,
de plus, difficiles à distribuer.
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Une technique efficace pour pallier aux faiblesses évoquées auparavant est le vol de
travail [3, 5, 33]. Plutôt que de garder dans une liste commune à tous les processeurs
les tâches prêtes à être exécutées, chaque processeur tient à jour une liste locale qui
lui est propre. Tant que la liste locale n’est pas vide, le processeur exécute les tâches
présentes et y ajoute celles créées dynamiquement. Dès que la liste devient vide, le
processeur essaie de voler des tâches dans la liste d’un autre processeur choisi au hasard.
Cette technique passe mieux à l’échelle pour plusieurs raisons. Premièrement, elle est
distribuée par nature : chaque processeur ayant sa liste de tâches. D’autre part, la
probabilité qu’une tentative de vol ait lieu est petite. De ce fait, il est peu fréquent
que deux processeurs cherchent à accéder à la même liste simultanément : la gestion
des tâches prêtes n’est plus un goulot d’étranglement. De plus, en utilisant des codes
séquentiels très optimisés pour un grain fin de parallélisme, cette famille d’algorithme
possède de bonnes qualités : la charge globale se répartit automatiquement entre les
processeurs et ceci indépendamment de leur structuration. On parle dans ce cas de
schéma processor oblivious. Enfin, Blumofe et al. ont montré que l’ordonnancement
généré par leur algorithme est aussi bon que celui de Graham puisque le temps de





Néanmoins, dans sa version naïve, le vol de travail a tendance à dégrader les perfor-
mances de certaines applications. Les vols aléatoires sont la source de défauts de cache
inexistants dans les versions séquentielles des programmes.
Plusieurs approches ont été étudiées afin, notamment, de prendre en compte la lo-
calité des ressources.
Une façon naïve de prendre en compte la localité est de supposer que les régions
d’un programme proches dans le graphe de précédence accèdent aux mêmes données.
Toutefois, cette supposition ne concerne qu’une classe très restreinte de calculs.
Acar et al. font office de précurseurs dans [1] en présentant une modification heu-
ristique du vol de travail. Des indications de localité sont fournies à l’algorithme et
permettent de mieux prendre en compte les accès à la mémoire. Ceci permet de mieux
utiliser la plus grande quantité de mémoire disponible et de limiter les défauts de cache.
Ils sont ainsi capable d’atteindre des speedup super-linéaires.
Une autre approche est de prendre en compte la topologie de l’architecture sur
laquelle est effectuée le calcul. Quintin et al. [26] exploitent ainsi la hiérarchie existante
et pénalise les vols distants. L’impact sur les délais de communication des vols distants
est aussi amoindri en volant plusieurs tâches.
Enfin, l’approche de XKaapi se base sur la constatation que la compréhension fine
des dépendances entre les données est nécessaire pour exécuter efficacement des pro-
grammes parallèles. Gautier et al. proposent dans [15] un modèle de programmation
permettant de décrire les usages des variables au sein d’un programme. Une tâche
correspond à l’exécution d’une fonction sans effet de bord. Elle déclare les types d’ac-
cès qu’elle effectue pour chaque variable partagée : lecture, écriture. Ainsi le moteur
d’exécution est capable de déterminer les synchronisations nécessaires entre les tâches.
Les travaux de Bender et al. [4] ainsi que ceux sur XKaapi [12–14] montrent que
l’algorithme de vol de travail s’adapte bien aux architectures distribuées et hétérogènes.
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On citera aussi les travaux de Narang et al. [23] qui proposent une implémentation
distribuée tout en bornant la mémoire utilisée.
2.4 De l’approche duale
Les algorithmes présentés jusqu’à présent cherchent à déterminer des ordonnance-
ments réalisables et sous-optimaux. La performance de ces algorithmes est mesurée par
le degré de sous-optimalité toléré. De manière antagoniste, l’approche duale introduite
par Hochbaum et al. [18] cherche des ordonnancements irréalisables et meilleurs que
l’optimal.
Définition 2 (Algorithme d’approximation duale [18]). Un algorithme d’approxima-
tion duale – on parle d’algorithme g-dual – accepte comme entrée un nombre λ :
l’estimation du temps de complétion. Soit l’algorithme détermine une solution dont le
temps de complétion est au plus gλ, soit il n’existe pas de solution dont le temps de
complétion soit inférieur à λ et l’algorithme l’indique sans se tromper.
Il est ensuite possible d’utiliser un algorithme d’approximation duale pour déter-
miner un algorithme d’approximation. En effet, ces algorithmes permettent – grâce à
une dichotomie – d’approcher l’estimation de la valeur de l’optimal aussi proche que
souhaité. L’estimation du temps de complétion est une information de valeur et permet
à ce schéma de construire des algorithmes de faible complexité.
L’algorithme 1 présenté par la suite est une 2-approximation duale pour le temps
de complétion.
2.5 De l’optimisation multi-objectif
Optimiser un seul objectif – par exemple le temps de complétion – a été longuement
étudié. Il peut cependant être pertinent de s’intéresser à plusieurs objectifs simulta-
nément. Une raison de s’orienter vers de l’ordonnancement multi-objectif peut être
la présence de plusieurs utilisateurs qui ne souhaitent pas optimiser le même critère.
Une autre raison est l’enjeu économique majeur que devient l’énergie nécessaire pour
faire fonctionner les super-calculateurs. Considérer à la fois le temps de complétion et
l’énergie utilisée permet à l’utilisateur de faire des compromis et de mieux gérer sa
machine.
2.5.1 Définition
La variété des objectifs qu’il est possible de prendre en compte rend difficile la dé-
finition du problème d’optimisation multi-objectif. Nous présentons ici la définition
proposée dans [10] : sous l’hypothèse non-réductrice que tous les objectifs sont à mi-
nimiser, un problème d’optimisation multi-objectif consiste à déterminer où et quand
exécuter chaque tâche tout en minimisant chacune des fonctions objectifs.
Ce type de problème est intrinsèquement plus difficile que l’ordonnancement avec
un seul objectif. Le problème peut être NP-dur même si chacun des ordonnancements
avec un objectif unique est calculable en temps polynomial.
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Ensemble de Pareto
Pour caractériser les ordonnancements réalisables au vu des différents objectifs, on
définit la notion de dominance de Pareto.
Définition 3 (Dominance de Pareto). Soient σ et σ′ deux ordonnancements réalisables
et (fl)l l’ensemble des fonctions objectif considérées.
σ domine σ′ au sens de Pareto ⇐⇒ ∀l fl(σ) ≤ fl(σ′) (2.4)
La dominance de Pareto définit une relation d’ordre partielle sur les ordonnance-
ments réalisables. Un ordonnancement réalisable est dit optimal au sens de Pareto si il
n’est dominé par aucun autre. L’ensemble de Pareto d’un problème d’ordonnancement
est défini comme l’ensemble des ordonnancements réalisables optimaux.
Intuitivement, l’ensemble de Pareto d’un problème représente les compromis in-
téressants pour les différentes solutions à ce problème. Il est cependant difficile de
générer l’ensemble de Pareto d’un problème puisqu’il est dans le cas général de taille
exponentielle en la taille de l’entrée. Il est néanmoins possible de se restreindre à un
sous-ensemble de taille polynomiale sous certaines conditions [25].
2.5.2 Critères
Nous passons ici en revue divers critères qui présentent un intérêt pour l’ordonnan-
cement de tâches. Les critères d’énergie, d’équité et de fiabilité sont mentionnés pour
ouvrir un horizon plus large sur les critères qu’il est possible de considérer. Néanmoins
ces derniers critères semblent trop complexes à appréhender durant un stage de fin
d’études.
Localité
Les programmes séquentiels sont généralement optimisés pour exploiter la localité
spatiale et temporelle des données. Lorsque le code est parallélisé, cette localité peut
être perdue. La recherche de la localité dans les programmes parallèles peut être réalisée
à deux niveaux : le runtime et l’application.
Au niveau du runtime, le vol de travail naïf est connu pour altérer les performances
en ne prenant pas en compte la localité préexistante dans l’exécution séquentielle.
Les travaux d’Acar et al. montrent que la prise en compte de la localité – au travers
d’annotations du code – permet de conserver les optimisations séquentielles [1].
Au niveau applicatif, la manière dont sont stockées les données affecte directement
les performances. Ainsi le phénomène de faux partage d’une seule ligne de cache peut
dégrader les performances d’une application. L’utilisation de courbe de couverture de
l’espace pour indexer des tableaux de données a été beaucoup étudiée et permet de
limiter les défauts de cache sans prendre en compte la taille des caches : on parle de
technique cache oblivious [2,6,19,32]. Pour plus de détail sur les courbes de couverture
de l’espace, on pourra se référer au livre de Sagan [28].
Temps
Le principal critère optimisé dans les problèmes d’ordonnancement pour le calcul
haute performance est le temps de complétion de la dernière tâche. Il en existe d’autre,




iCi. On cherche à minimiser la somme des temps de complétion Ci
de toutes les tâches.




i δ(Ci−di) avec δ la fonction
de Heaviside. On impose une limite de temps di pour chaque tâche et on cherche
à minimiser le nombre de tâches qui dépassent leur limite.
Mémoire
En introduisant le vol de travail [5], Blumofe et al. se sont intéressés au surcoût
mémoire engendré. Ils ont montré que l’utilisation mémoire de l’exécution parallèle
est borné par pS1, où p est le nombre de processeurs et S1 la mémoire nécessaire à
l’exécution séquentielle. Ainsi, avec les quantités de mémoire disponibles actuellement,
ce critère ne semble pas avoir d’impact majeur sur l’ordonnancement. On peut tout
de même mentionner les travaux de Narlikar qui propose un algorithme permettant de
réduire les besoins en mémoire [24].
Les considérations de mémoire prennent tout leur intérêt lorsque les processeurs
possèdent une mémoire locale ou en calcul distribué. Il est alors possible de raisonner
sur les quantités de mémoire utilisée afin de limiter les transferts. Une telle approche
peut être plus simple que d’optimiser directement les transferts.
Recouvrement des temps de calcul / communication
Les premiers algorithmes d’ordonnancement proposés font l’hypothèse que les temps
de transferts sont nuls, ce qui est le cas dans les architectures à mémoire partagée. Il
faut toutefois prendre en compte les phénomènes de contention qui peuvent apparaître
lors de la lecture ou l’écriture en mémoire ainsi que les hiérarchies de cache [8, 9]. En
outre la complexification des machines et la demande de puissance de calcul ne permet
plus d’ignorer les temps de transfert des données. Pour améliorer les performances des
applications il faut donc considérer les temps de transfert des données comme une
entrée des algorithmes à part entière. Une technique envisageable est de pipeliner les
transferts avec les calculs. Ceci va dans le sens des évolutions matérielles actuelles :
les constructeurs intègrent maintenant dans les cartes graphiques des moteurs de copie
indépendant des unités de calcul. Afin de gagner en efficacité, le recouvrement des
temps de calcul et de communication s’utilise de concert avec les optimisations de
localité.
Énergie
Afin de pouvoir atteindre des puissances de calcul de plus en plus importantes tout
en restant dans des enveloppes énergétiques raisonnables, l’énergie doit être prise en
compte dans l’ordonnancement. Cependant, plusieurs écueils rendent difficiles la prise
en compte de ce critère. Il est en effet difficile de mesurer la consommation énergé-
tique de manière fine. En outre il n’existe pas de modèle générique et reconnu par la
communauté scientifique pour estimer cette consommation énergétique.
Équité
La recherche de puissance de calcul de plus en plus importante oblige les utilisateurs
de super-calculateur à unir leurs efforts. Partager les ressources de manière équitable
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devient alors un enjeu en soi. Deux niveaux de performance sont alors distinguables,
l’efficacité globale de la plate-forme de calcul et celle perçue par chacun des utilisateurs.
L’hétérogénéité des utilisateurs et de leurs objectif fait de l’optimisation de ce critère
un problème multi-objectif à part entière. Cordeiro étudie dans sa thèse comment
encourager cette collaboration indispensable [7].
Fiabilité
Alors que la puissance de calcul des machines va croissant, leur complexité fait de
même. Les machines les plus puissantes selon le classement du Top500 3 embarquent
de l’ordre de 105 à 106 cœurs et cela a des conséquences sur la fiabilité. Ainsi, le temps
moyen entre deux pannes est de l’ordre de la journée et ne fera que diminuer avec la
complexification des machines. Il est ainsi impossible d’utiliser ces machines pour y faire





Ordonnancement bi-critère de tâches
indépendantes sur machine hybride
Optimiser le placement de tâches en ne prenant en compte que leur temps d’exécu-
tion ne permet pas de considérer de manière satisfaisante la complexité des machines
hybrides. En effet, l’architecture matérielle rend difficile la compréhension du comporte-
ment des applications. Par exemple les GPUs effectuent leurs calculs dans une mémoire
dédiée, impliquant des transferts de données complexes à modéliser. L’approche envi-
sagée ici est de permettre au développeur ou au runtime de décrire simplement une
affinité entre une tâche et l’endroit où elle sera exécutée.
Shmoys et Tardos ont étudié l’ordonnancement de tâches sur des machines hété-
rogènes en considérant des coûts [29]. Leur technique pourrait être utilisée dans le
cadre de notre approche. Cependant, même si l’algorithme qu’ils proposent permet de
construire des ordonnancements avec d’excellents ratios d’approximation sur le coût et
le temps de complétion, ce dernier est basé sur la programmation linéaire en entier.
Ainsi l’implémenter est difficile et sa complexité algorithmique est grande.
Les travaux de Jeannot et al. sur l’ordonnancement bi-critère fiabilité / temps de
complétion [20] utilisent une approche similaire à la notre. L’objectif pour optimiser
la fiabilité est très proche de celui que nous proposons pour l’affinité. Cependant son
étude n’est valide que dans le cadre de machines uniformes et ne s’applique pas à notre
problème.
3.1 Définition du problème
Nous considérons une architecture multi-cœurs constituée de CPUs et de GPUs.
Nous noterons M l’ensemble des ressources de calcul de l’architecture. Cet ensemble
est divisé en deux parties notées MC et MG représentant respectivement l’ensemble
des CPUs et l’ensemble des GPUs. Toutes les ressources appartenant à une partie sont
identiques, mais aucune relation n’est supposée entre des ressources n’appartenant pas
à la même partie. Nous définissons une application comme un ensemble T de tâches
séquentielles indépendantes. À chaque tâche t sont associés deux temps : pC(t) le temps
d’exécution sur un CPU et pG(t) le temps d’exécution sur un GPU. Par commodité
nous noterons p(t,m) le temps d’exécution de la tâche t sur la ressource m. Nous
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considérons enfin une fonction d’affinité binaire notée affb comme définie ci-après (cf.
section 3.2).
Pour le problème considéré, l’objectif est de minimiser le temps de complétion tout
en maximisant l’affinité de l’ordonnancement. Nous rappelons que le temps de complé-
tion Cmax est défini comme le temps de terminaison de la dernière tâche. L’affinité Φ
d’un ordonnancement est quant à elle définie dans la sous-section 3.2.
3.2 Affinité
3.2.1 Définition
Nous considérons un ensemble de tâches indépendantes T et un ensemble de proces-
seurs M. L’affinité est définie comme une fonction aff : T ×M → R. Elle associe à
chaque couple (tâche, processeur) une valeur réelle. Plus cette valeur est grande, plus
il est intéressant d’ordonnancer la tâche sur le processeur en question.
Définition 4 (Affinité binaire). Une fonction d’affinité binaire est une fonction d’affi-
nité affb : T ×M→ R vérifiant la propriété suivante :
∀t ∈ T ,∃!m ∈M | affb(t,m) = 0 (3.1)
L’unique processeur pour lequel l’affinité binaire est non nulle sera noté maff(t) dans la
suite de l’exposé. De même la valeur de l’affinité prise en (t,maff(t)) sera notée affb(t).
Un ordonnancement est caractérisé par une fonction d’allocation π : T → M qui
associe à une tâche le processeur qui l’exécute. Nous pouvons alors définir Φ(π) –





3.2.2 Prise en compte de l’affinité
La fonction objectif naturellement associée à l’affinité est : max
∑
t∈T aff(t, π(t)).
Optimiser ce seul critère est simple : l’affinité maximale d’un ordonnancement est
obtenue en plaçant chaque tâche sur le processeur pour lequel aff(t,m) est maximale.
Considérer l’affinité de pair avec la minimisation du temps de complétion est beaucoup
plus difficile.
Proposition 1. Il n’existe pas d’algorithme d’approximation pour le problème d’opti-
misation bi-critère affinité / temps de complétion dont les ratios d’approximation soient
constants pour une unique solution.
Démonstration. La preuve utilise le même schéma que Jeannot et al. dans [20]. Les
valeurs des fonctions objectif ont été adaptées pour correspondre à notre problème.
Considérons une instance du problème avec deux machines : un CPU mC et un
GPU mG. Soit k ∈ R+∗. Considérons alors une unique tâche t telle que pC(t) = k et
pG(t) = 1. D’autre part choisissons aff telle que aff(t,mC) = k et aff(t,mG) = 1. Il n’y
a que deux ordonnancements possibles : πC et πG, pour lesquels t est respectivement
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placée sur le CPU ou sur le GPU. Nous remarquerons que πG est optimal pour le temps
de complétion alors que πC maximise l’affinité.
Cmax(πC) = k et Cmax(πG) = 1. Ainsi Cmax(πC)Cmax(πG) = k : ce ratio est aussi grand que
souhaité. De même, Φ(πC) = k et Φ(πG) = 1. Il vient Φ(πC)Φ(πG) = k : ce ratio diverge vers
l’infini avec k.
Aucun des ordonnancements n’est en mesure de fournir – pour les deux objectifs –
une approximation avec un ratio constant.
La proposition 1 montre qu’il est impossible de trouver une unique solution tout en
garantissant des ratios d’approximation constants. Afin de contourner cette difficulté,
nous nous intéresserons aux ordonnancements dont le temps de complétion est supérieur
à un seuil arbitraireB 1. Nous comparerons leur affinité à Φ∗(B), définie comme l’affinité
maximale parmi tous les ordonnancements partiels dont le temps de complétion est
inférieur à B.
Pour la suite de l’étude du problème nous nous restreindrons aux fonctions d’affinité
binaire.
3.3 Algorithme proposé : MultiDual
Nos travaux composent les résultats de deux études : la prise en compte de la fiabi-
lité pour l’ordonnancement sur machines homogènes [20] et l’ordonnancement à faible
complexité pour des machines hybrides [21].
Nous proposons un algorithme (cf. algorithme 2) avec des garanties de performance
et une complexité raisonnable pour résoudre ce problème. L’algorithme est inspiré du
schéma de Stein et Wein [31] et repose sur la technique d’approximation duale [18].
Nous détaillons dans un premier temps l’algorithme sur lequel MultiDual repose :
GDual (cf. algorithme 1). Nous étudions plus en détail MultiDual dans la sous-
section suivante.
3.3.1 GDual
L’algorithme GDual a été proposé dans [21]. Pour déterminer un ordonnancement,
l’algorithme trie les tâches par speedup. La stratégie utilisée est de charger en priorité
les GPUs avec les tâches qui ont la plus grande accélération sur cette architecture. Une
fois qu’il n’est plus possible de placer des tâches sur les GPUs, l’algorithme essaie de
placer les tâches restantes sur les CPUs.
Lemme 1. GDual détermine un ordonnancement dont le temps de complétion est
au plus 2C∗max + ε [21].
3.3.2 MultiDual
L’élaboration de l’ordonnancement est divisé en deux phases. Dans un premier
temps, nous nous autorisons – de manière mesurée – à perdre du temps pour placer
1. Ce seuil arbitraire peut être interprété comme le temps de complétion visé.
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Algorithme 1 : GDual
Entrées : paramètre dual λ ; tâches T ; temps d’exécution pC , pG
Pré-Requis : ∀t ∈ T , pC(t) < λ ∧ pG(t) < λ /* Rejet trivial */
début
soit TG = {t ∈ T | pC(t) > λ} /* Tâches trop longues sur CPU */
pour chaque t ∈ TG faire
ordonnancer t sur le GPU le moins chargé mG
T = T \ {t}
si mG est chargé au delà de λ alors
retourner "Rejet : C∗max ≥ λ"
soit TC = {t ∈ T | pG(t) > λ} /* Tâches trop longues sur GPU */
pour chaque t ∈ TC faire
ordonnancer t sur le CPU le moins chargé mC
T = T \ {t}
si mC est chargé au delà de λ alors
retourner "Rejet : C∗max ≥ λ"




tant que T 6= ∅ et pG(t) < λ faire
t = T .pop()
ordonnancer t sur le GPU le moins chargé mG
si mG est chargé au delà de λ alors
break
tant que T 6= ∅ et pC(t) < λ faire
t = T .pop()
ordonnancer t sur le CPU le moins chargé mC
si mC est chargé au delà de λ alors
break
si T 6= ∅ alors
retourner "Rejet : C∗max ≥ λ"
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les tâches en maximisant l’affinité de l’ordonnancement. La deuxième partie de l’algo-
rithme place les tâches restantes avec pour objectif de minimiser le temps de complétion
de l’ordonnancement. Nous utilisons pour cette phase l’algorithme GDual.
Algorithme 2 : MultiDual(α,B)
Entrées : paramètre dual λ ; tâches T ; affinité affb ; temps d’exécution p
début
/* Phase 1: affinité */
soit TA = {t ∈ T | p(t,maff(t)) < B}
trier TA par affb(t)p(t,maff(t)) décroissants
pour chaque t ∈ TA faire
si maff(t) n’est pas chargé au-delà de αB alors
ordonnancer t sur maff(t)
/* Phase 2: Cmax */
ordonnancer les tâches restantes avec GDual
Lemme 2. MultiDual(α,B) détermine un ordonnancement vérifiant Φ∗(B) ≤ 1
α
Φ.
Idée de démonstration. Les tâches considérés pour le pré-placement sont celles qui ont
le meilleur apport d’affinité par rapport à leur temps d’exécution. En plaçant ces tâches
en premier, il est possible de garantir le ratio. Le détail de la preuve peut être trouvé
dans [20].
Lemme 3. MultiDual(α,B) détermine un ordonnancement dont le temps de com-
plétion est au plus (1 + α)B + 2C∗max.
Démonstration. Pour montrer cette garantie, il nous suffit de montrer que le placement
des tâches par la première phase de l’algorithme ne leur permet pas de terminer après
(1 + α)B. Supposons, par l’absurde, qu’il existe une tâche t placée durant la première
phase qui termine après (1 + α)B. Par construction seules les tâches dont le temps
d’exécution est inférieur à B sont considérées. Ainsi la tâche t n’a pu commencer son
exécution au plus tôt après αB, ce qui est amène la contradiction.
En vertu du lemme 1 l’algorithme GDual détermine un ordonnancement ne dépas-
sant pas 2C∗max. La garantie globale de notre algorithme en découle directement.
Lemme 4. MultiDual est un algorithme de complexité O(n · log(n)).
Démonstration. Le pré-placement des tâches nécessite le parcours d’une liste triée.
D’autre part l’ordonnancement par GDual a recours lui aussi à un parcours de liste
triée. Par conséquent la complexité est O(n · log(n)).
3.4 Implémentation
3.4.1 Runtime XKaapi
XKaapi est un projet logiciel d’environ 250 000 lignes de code dont le noyau – écrit en
C – est constitué de 30 000 lignes de code. La partie qui s’occupe de l’ordonnancement
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compte pour 10 % du noyau. Comme mentionné rapidement dans la sous-section 2.3.3,
XKaapi est basé sur une approche dataflow pour représenter les applications parallèles.
Le runtime a vocation à être utilisé pour faire du calcul distribué, ce qui influe sur son
architecture.
À chaque CPU est associé une file contenant les tâches locales qu’il doit exécuter.
Dès que le CPU finit d’exécuter une tâche, il appelle l’ordonnanceur. Du fait de la
nature distribuée du runtime, l’algorithme d’ordonnancement n’a connaissance que
des tâches locales et de celles qui ont été poussées. Prendre des décisions de manière
distribuée n’est pas pénalisant en pratique, la plupart des applications reposent sur
quelques tâches « maître » qui construisent le graphe par itérations.
Les GPUs de la machine sont pilotés par un CPU dédié. Les versions GPU des
tâches sont encapsulées dans des tâches spéciales à destination du CPU associé. Ce
dernier est chargé de la gestion de ces tâches spéciales et des transferts vers / depuis
le GPU qu’il gère. Il est à noter que contrairement aux tâches CPU classiques, des
limitations techniques empêchent ces tâches d’en créer d’autre.
Définir une politique d’ordonnancement dans XKaapi revient à définir des fonctions
qui seront appelées par le runtime pendant le cycle de vie des tâches. L’ordonnanceur
peut agir à différents moments : avant ou après l’exécution d’une tâche ; lors d’un vol
de tâche ; à la création d’une tâche ou lorsqu’une tâche devient active (c.-à-d. lorsque
ses contraintes de précédence sont satisfaites).
3.4.2 Intégration de l’algorithme
Le travail d’intégration dans XKaapi de l’algorithme que nous proposons (cf. section
3.3) représente un ajout d’une centaine de lignes de code par rapport à l’implémentation
de GDual 2. Cette contribution s’est divisée en trois phases.
Tout d’abord, il nous fallu choisir une fonction d’affinité aff. Notre choix s’est porté
vers une affinité basée sur la localité des données pour plusieurs raisons. Premièrement,
de nombreuses références (notamment [1,24]) indiquent qu’optimiser la localité est un
moyen simple d’améliorer les performances. Enfin, XKaapi est un runtime avec une
approche dataflow. Une telle approche – basée sur les données des tâches – permet
d’avoir facilement une bonne connaissance du placement des données au sein de la
machine.
La conception et l’analyse théorique de l’algorithme MultiDual utilise un seuil
arbitraire B qui permet de séparer les deux phases d’ordonnancement. Le choix que
nous avons fait pour l’implémentation dans XKaapi est de prendre B égal au para-
mètre dual. Ce seuil arbitraire peut être vu comme le temps de complétion visé comme
mentionné plus tôt. Étant donné que le paramètre dual est l’estimation du temps de
complétion, cette décision semble cohérente pour une première implémentation.
D’autre part, nous avons modifié l’implémentation déjà existante de GDual. En
effet, MultiDual peut être vu comme une exécution de GDual précédé d’un pré-
placement de certaines tâches.
2. L’implémentation de GDual compte 650 lignes de code.
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#CPU #cœurs / CPU fondeur modèle fréquence mémoire
2 6 Intel Xeon X5650 2,67 GHz 72 Gio
#GPU fondeur modèle fréquence mémoire Capacité CUDA
8 NVIDIA Tesla C2050 1,15 GHz 3Go GDDR5 2.0




La validation expérimentale des performances de l’implémentation a été réalisée
sur idgraf, un serveur de Calcul Haute Performance géré par Grid’5000. Ce serveur
contient douze cœurs de calcul généraliste et huit GPUs. Les capacités d’hyper-threading
et de thermal throttling n’ont pas été activées pour nos expériences. Les caractéristiques
détaillées des ressources de calcul sont reportées dans la table 3.1. La topologie d’idgraf
est visible sur la figure 2.1 (cf. page 4). Il est à noter que les huit GPUs sont organisés
de manière hiérarchique et qu’ils partagent – par groupe de deux – un même bus PCI.
Une telle configuration peut créer des phénomènes de contention lorsque deux GPUs
partageant un bus cherchent à communiquer simultanément.
Software
Afin de conserver un environnement identique pour toutes les expériences, une image
contenant tous les logiciels nécessaires a été déployée 3 sur idgraf. L’image déployée
utilise Debian squeeze au dessus du noyau Linux 3.2.0.2-amd64. Les applications ont
été compilées et linkées avec les bibliothèques du NVIDIA CUDA Toolkit v5.0 ainsi
que celles du PLASMA Installer 2.4.6. Ces applications proviennent du jeu d’exemples
fournis par XKaapi.
3.5.2 Validation
Dans le but de valider notre implémentation, nous avons utilisé une décomposition de
Cholesky. Nous avons réalisé trente exécutions pour chaque configuration. Sur chaque
graphe l’intervalle des valeurs prises est représenté par une barre verticale. Nous com-
parons les performances de l’implémentation de notre algorithme à celles de GDual
et HEFT. Nous nous intéressons plus particulièrement au placement initial des tâches
par l’algorithme, à cet effet le vol de tâche a été désactivé.
Nous validons dans un premier temps l’analyse théorique sur les temps de complé-
tion puis nous étudions l’impact du choix de α sur l’ordonnancement déterminé.
3. https://www.grid5000.fr/mediawiki/index.php/Deploy_environment-OAR2
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Figure 3.1 – Comparaison de MultiDual à deux algorithmes de référence en fonction
du nombre de GPUs. Le nombre de CPUs est fixé à quatre.
Temps de complétion
Les deux courbes de la figure 3.1 reportent les temps d’exécution des algorithmes
HEFT, GDual et MultiDual (avec α = 0.5) pour deux configurations de calcul.
Nous rappelons que la borne théorique sur le temps de complétion est (1+α)B+2C∗max.
Les temps de complétion des placements des tâches par MultiDual sont comparables
à ceux de GDual lorsqu’il y a quatre GPUs et sont en deçà en présence de huit GPUs :
ceci valide notre borne théorique.
Nous remarquons qu’avec quatre GPUs, les performances des trois algorithmes sont
comparables. Par contre, les performances de MultiDual sont bien meilleures avec
huit GPUs. Un tel comportement s’explique par la topologie d’idgraf. Avec huit GPUs
activés, les bus PCI arrivent à saturation, provoquant de la contention sur les commu-
nications. L’algorithme GDual considère les GPUs comme un ensemble et génère des
communications supplémentaires au sein de ce groupe.
Impact du paramètre α
Pour étudier l’influence du paramètre α sur l’ordonnancement, nous avons réalisé
plusieurs exécutions de l’application en activant tous les GPUs. La figure 3.2 reporte























Figure 3.2 – Influence du paramètre α sur le temps d’exécution de l’application. Les
exécutions ont utilisé quatre CPUs et huit GPUs. La courbe la plus haute représente
les temps obtenus avec HEFT.
de α est petite, moins l’affinité est prise en compte. L’apport de la prise en compte de
l’affinité n’est pas significatif pour les petites matrices. En effet la quantité de commu-
nication est relativement faible. Par contre, l’algorithme arrive à mieux mobiliser les
ressources pour les grandes matrices. Ainsi les temps d’exécution sont significativement
plus grands quand α = 0.1, corroborant la présence de contention. À l’inverse, alors que
la borne théorique en pire cas prévoit une augmentation du temps total, une grande
valeur de α permet un gain substantiel sur les temps d’exécution.
Cette tendance se remarque mieux sur les débits applicatifs (cf. figure 3.3). L’algo-
rithme HEFT a de meilleures performances sur les petites matrices, qui ne nécessitent
pas suffisamment de communication pour saturer les pus PCI. Par contre, les besoins



















Figure 3.3 – Influence du paramètre α sur les débits applicatifs. La courbe la plus





L’objectif de l’équipe-projet Moais est de développer les fondations techniques et
scientifiques permettant d’améliorer les performances des architectures parallèles dis-
tribuées.
Les efforts de recherche sont centrés sur les problèmes d’ordonnancement multi-
critères : précision, réactivité, utilisation des ressources, fiabilité. L’originalité de l’ap-
proche est d’utiliser l’adaptivité de l’application pour permettre son contrôle par l’or-
donnancement. Quatre axes sont principalement explorés par l’équipe :
Ordonnancement Formaliser et analyser les problèmes d’ordonnancement.
Algorithmique Concevoir et analyser des algorithmes qui peuvent donner le contrôle
de leur exécution à l’ordonnancement.
Programmation parallèle Spécifier et implémenter les interfaces permettant d’ex-
primer des contraintes de synchronisation.
Interactivité Afin d’améliorer l’interactivité, l’emphase est mise sur la scalabilité.
4.2 Cahier des charges
La finalité de ce stage est de proposer un algorithme d’ordonnancement prenant en
compte les spécificités des machines hybrides, c.-à-d. contenant des processeurs géné-
ralistes et des accélérateurs de calcul de type GPU. Le cahier des charges comportent
quatre points :
1. Étudier et concevoir un algorithme d’ordonnancement multi-critère pour des ma-
chines hybrides.
2. Réaliser une étude théorique des performances dans le pire cas de l’algorithme
proposé.
3. Valider de manière expérimentale les performances de l’algorithme proposé.
4. Diffuser au sein de la communauté scientifique les résultats obtenus.
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4.3 Plan de travail
Le stage se découpe naturellement en trois phases principales : faire une étude
bibliographique et cerner l’existant en premier lieu ; concevoir puis implémenter un
algorithme et enfin diffuser les résultats.
Organisation prévisionnelle
Le planning prévisionnel a été établi aux alentours du 2 avril 2013. La figure 4.1
reporte le diagramme de Gantt reprenant les différents jalons et étapes. À cette époque,
l’état de l’art ainsi que la prise en main de l’environnement technique avaient été
réalisés. Il était prévu de passer trois semaines à concevoir un algorithme multi-critère,
puis trois semaines à analyser ses performances. Nous envisagions un mois pour réaliser
l’implémentation et trois semaines pour valider expérimentalement ses performances.
Nous prévoyions de rédiger ce rapport en parallèle du travail d’expérimentation.
Organisation effective
Le stage se découpe en trois phases comme prévu initialement. Toutefois, l’étude
d’un nouvel algorithme accuse des différences avec le planning prévu. La phase de
conception a été très courte : une fois le schéma de Stein et Wein identifié et le critère
choisi, l’algorithme est pour ainsi dire conçu. La phase d’analyse a par contre pris
beaucoup plus de temps qu’escompté. D’une part, la recherche d’un meilleur ratio
d’approximation garanti a demandé plus d’efforts qu’envisagé. L’implémentation a été
plus rapide que prévu : l’existence d’une implémentation de l’algorithme GDual dans
XKaapi nous a permis de compenser une partie du temps pris en plus pour l’analyse.
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2 avril 2013






















Figure 4.1 – Organisation prévisionnelle en date du 2 avril 2013.
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Au sein des super-calculateurs, l’utilisation efficiente des ressources est indispensable.
L’ordonnancement – étudié depuis une cinquantaine d’années par la communauté de
la recherche opérationnelle – permet d’allouer efficacement le travail aux ressources de
calcul. Le problème étant NP-dur dans le cadre général les recherches se sont portées
vers la création d’heuristiques dont les performances sont garanties tout en ayant des
complexité de calcul raisonnables. Les principales heuristiques utilisées pour minimiser
le temps de complétion sont les algorithmes de liste et le vol de travail, respectivement
introduites par Graham et Blumofe. L’approche duale de Shmoys et les algorithmes
multi-critères sont des schémas algorithmiques fréquemment utilisés dans notre cadre.
Afin de gagner en performance à des coûts raisonnables, les constructeurs intègrent
maintenant des accélérateurs de calcul GPU. Alors que cette évolution entraîne une
complexification des machines, les techniques utilisées aujourd’hui par la communauté
du Calcul Haute Performance commencent à montrer leurs limites. Nous avons étudié
pendant ce projet de fin d’études le problème de l’ordonnancement de tâches indépen-
dantes sur des machines multi-CPU / multi-GPU avec pour objectifs la maximisation
de l’affinité et la minimisation du temps de complétion. Nous avons conçu l’algorithme
MultiDual et exhibé des bornes théoriques sur ses performances : Φ∗(B) ≤ 1
α
Φ pour
l’affinité et Cmax ≤ (1 + α)B + 2C∗max pour le temps de complétion. Enfin, nous avons
validé de manière expérimentale les performances de l’algorithme proposé.
Plusieurs pistes n’ont pas été abordées et mériteraient d’être approfondies. Concer-
nant l’algorithme, l’évolution logique serait d’augmenter le type de ressources considé-
rées ou de considérer des fonctions d’affinité non binaire. Au niveau de l’implémenta-
tion, la manière de choisir les paramètres α et B influe sur les performances. Il serait
judicieux d’étudier comment choisir ces paramètres au plus juste en fonction de l’ap-




Ces quatre mois passés au sein de l’équipe-projet Moais me laisse une impression
très positive vis à vis du monde de la recherche. Travailler sur des sujets de pointe et
novateurs demande de la créativité et de l’initiative personnelle. Il est d’autre part très
stimulant de travailler sur de tels sujets : en effet cela demande de la rigueur et il faut
savoir remettre en cause son cheminement intellectuel.
Sur le plan technique, ce projet de fin d’études m’a permis d’approfondir ma
connaissance du monde du Calcul Haute Performance. J’ai notamment perfectionné
mes compétences de programmation en C en abordant les problématiques de l’écriture
de code performant.
Mais plus que tout, ce stage me conforte dans l’idée qu’il faut chercher à élargir
son panel de connaissance au-delà de son sujet premier d’étude. Ceci permet d’avoir le
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