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ABSTRACT
Results of a self-consistent calculation of the band
structure of body centered cubic iron are reported; the
calculations have been carried out according to the tight-
binding method. The basis set for the initial iteration
consisted of atomic wave functions for the Is, 2s, 3s, 4s,
2p, 3p, 4p states, expressed as linear combinations of
Gaussian-type Orbitals, and five individual Gaussian-type
Oribtals for each 3d state. The Coulomb part of the crystal
potential was constructed from a superposition of overlapping
7 1neutral-atom charge densities, the atom being in the 3d 4s 
configuration. Exchange potentials for both spins were 
calculated utilizing the Xa method. All required charge 
densities were constructed with Slater-type Orbitals. An 
exchange parameter was chosen, and 140 points in l/48th of 
the Brillouin zone were used to determine the charge densities 
at each iteration. The resulting self-consistent potentials 
were then utilized to compute the energy levels at 819 
regularly spaced point in l/48th of the Brillouin zone.
The general shape of the bands is discussed, the 
density of state curves are plotted and the Fermi surface 
studied. To investigate the resulting wave functions,
the x-ray and magnetic form factors were calculated 
together with the spatial dependence of the spin density. 
The results are compared with the other reported band 
structure results for the same metal. Results from this 
investigation more closely approximate reported experi­
mental data than any other reported theoretical results 
for iron.
CHAPTER I
Introduction
There has been a long standing interest in the ferro­
magnetism of transition metals among experimentalists and 
theorists. It is possible to distinguish two currents of 
thought regarding the study of the 3d conduction electrons 
of transition metals, the localized model and the itinerant 
model. All other models may be considered as variations of 
these two. The Heisenberg model is based on the assumptions 
that the electrons are localized on atoms and that the inter­
atomic exchange effects can be treated by introducing an 
exchange integral coupling spin operators at different sites.
The derivation of the Heisenberg Hamiltonian has been carefully 
analyzed by Herring"*" who showed that its validity is restricted 
to well separated atoms. The ground state of such a model is 
the spin aligned ferromagnetic state and the first excited states 
are the well known spin wave states.
The itinerant model, on the other hand, developed by
2 3 4
Bloch, Stoner, and Slater, is based on the competition
between the kinetic energy of the electrons in a band and
the electron exchange in the Hartree-Fock approximation.
Many researchers have contributed to the establishment of 
a basis for this model. It is beyond the scope of the 
current work to present a review of the immense literature 
available on this model. The following are cited for
reference purposes and are by no means complete: Herring
5 6 7 8and Kittel, Herring, Kubo et a l . , Rajagopal and Brooks
9 2 3 8
and Callaway and Young. The investigations 5 * illustrated
that a system may become ferromagnetic for a certain ratio
of the exchange energy to the kinetic energy. This ratio
may be thought of as a suitable strength parameter which
determines the magnetic behavior. The first excited state
of the spin wave type in this model were shown to exist
, , 5,6,7,8,9only recently. 5 ’ 5 5
Some experimental data available on iron and nickel
favor the itinerant model. Both elements have non-integer
magnetic moment per atom and a large electronic specific heat.
Observations of high magneto-resistance by Reed and Fawcet,"^
and the de Haas-Van Alphen effect in the study of the Fermi
11 12 surface of these two metals by Gold and Gold et a l.,
indicate quite clearly that this surface involves d-bands
and seems in a general way to be consistent with energy
bands obtained from energy band theory. The fundamental
concept of the energy band theory of ferromagnetism is that
the d electrons in transition metals must be regarded as
itinerant; that is, as occupying Bloch states.
Over the last thirty years there has been a large
number of energy band calculation on iron employing a
13 31variety of different methods. ’ We report here the
results of a self-consistent calculation of the band
structure of body-centered cubic iron. The calculations
have been carried out according to the tight-binding method
3 2as reformulated by Lafon and Lin coupled with the self-
3 3consistent scheme developed by Callaway and Fry conven­
iently to use with this method.
A self-consistent crystal potential is obtained by 
an iterative procedure in which the electron distribution 
is sampled at 140 points in l/48th of the Brillouin zone. 
Separate exchange potentials are constructed for majority
(t) and minority (1) spin electrons according to the "Xa"
3 4method of Slater, Wilson, and Wood. Spin-orbit coupling 
is neglected. Since this calculation offers the possibility 
of a detailed test of the ability of a one-electron theory 
with a local exchange potential to describe the electronic 
structure of a ferromagnetic metal, comparison is made with 
the results of a number of different experiments. Generally 
good, although not perfect, agreement with experiment is found.
The long history of calculation concerning this metal 
makes a brief review of previous work desirable. The early
studies (Manning, ^  Callaway,'*'1* Suf f czynski , ^ ) were subject
to severe limitations imposed by computational facilities
which were completely inadequate by present standards. The
first calculation which gave a reasonably satisfactory pic-
17ture of the band structure was performed by Wood for
paramagnetic iron using the APW method. This calculation
has been used to construct a density of states (Cornwell,
2 7Hum, and Wong). Attempts have been made to adopt this
band structure to ferromagnetic iron by the introduction
of a constant spin splitting between states of majority and
minority spins, and such a split band structure has furnished
a theoretical model for this interpretation of de Haas-Van
Alphen data (Gold,11 Gold et al.).12 Although this procedure
is not altogether unsatisfactory, our investigation shows
that the spin splitting not only varies over the d band,
but is substantially smaller (by a factor of 2 or more)
for states of predominately s and p symmetry, as compared
to those of predominately d symmetry.
2 n
Wakoh and Yamashita (WY) applied the KKR (Green’s 
Function) method to a calculation of the band structure of 
ferromagnetic iron, using a spin-polarized Xa approach to 
the exchange potential. Their choice of potential is similar 
to ours; however, there are some significant differences.
In the first place, WY used an ionic Coulomb potential in
each unit cell. This procedure is in the spirit of the
Wigner-Seitz approximation used in the alkali metals;
however, it is not consistent with the use of a local,
1/3statistical, p exchange. WY attempted to achieve
self-consistency, but it is not clear how this can be
done meaningfully within the constraints imposed by a 
muffin-tin approximation to the crystal potential.
They were also unable to sample the charge density at an
adequate number of k points within the Brillouin zone. 
Finally, they were forced to use an interpolation scheme 
to obtain energy values throughout the zone. In spite of 
these differences, our results agree fairly well with those 
of WY.
Many calculations have been made using forms of the
.. , . .. .. .. , 15,16,19,21,24,26,29,30 _ ntight-binding method. 5 5 5 5 5 5 5  jn several
of these, unnecessary and stringent approximations have been
made in evaluating matrix elements on the chosen basis.
10 2 9The calculations of Stern and Duff and Das deserve
more detailed comment. Stern modified the usual form of
the tight binding method by summing the contributions from
neighboring atoms to the wave function in one cell for a
state of wave vector k. It is then possible to restrict
integrals to a single cell. Stern used this approach to
calculate the cohesive energy of parametnetic iron in a
Wigner-Seitz approximation (each cell is assumed to be 
neutral) and exchange was not explicitly included. His 
band calculation did not allow for hybridization of s and 
d functions, and no functions of p symmetry were included.
The most important result of this work was that self-
consistency was obtained for a configuration close to
7 1 213d 4s . Ingalls applied Stern's approach to determine
|i^s (0)|2 in order to investigate the isomer shift.
The most recent calculation concerning ferromagnetic
29 30iron is that of Duff and Das. * These authors combined 
tight binding wave functions for d states with orthogonalized 
plane waves (the nineteen OPW formed by considering first two 
neighbors in the reciprocal lattice). Their calculation 
attempts an approximate solution of the Hartree-Fock 
equations, and avoids the use of a statistical, local 
exchange potential. A static screened Coulomb potential 
was employed in the calculation of matrix elements of the 
exchange operator. Some approximations of uncertain 
validity were, however, employed in the band calculation: 
Specifically all three-center integrals, and some two-center 
integrals were neglected. Further, there is little indication 
that the energies of the d states have converged with the given 
number of OPW functions incorporated in the expansion. The
d band obtained by Duff and Das is substantially wider than
17 2 0that found by Wood or Wakoh and Yamashita.
In the next chapter we describe the method followed 
in setting up the input to the self-consistency procedure. 
This involves the construction of the crystal potential, and 
the basis functions used in calculating the necessary matrix 
elements. In the third chapter we develop the mathematical 
formalism and discuss the self-consistency procedure. In the 
last chapter the results from this calculation are discussed 
and compared with other reported band-structure results 
for the same metal. The Fermi surface is analyzed in detail. 
The density of states and the magnetic and x-ray form factors 
are presented. The results are found to be in fair agreement 
with experiment.
CHAPTER II
Basis Functions and Crystal Potential
This chapter is devided into two main parts. In 
the first part we discuss the method followed in selecting 
the set of basis functions which will be used to compute 
all the necessary matrix elements needed for this cal­
culation. For reasons which will be discussed later, this 
basis set was chosen to be linear combinations of Gaussian- 
type Orbitals. In the latter part of the chapter we address 
ourselves to the method followed in constructing the crystal 
potential which will be used as the input potential for the 
first iteration of the self-consistency procedure. The 
Coulomb part of the crystal potential was constructed from 
a superposition of overlapping neutral atom charge densities. 
An exchange-correlation potential was used for the other part 
of the crystal potential. Since Gaussian-type Orbitals 
approximate electronic states more crudely than Slater-type 
Orbitals in the vicinity of the nucleus and at large distances 
from it, we decided to use the latter in constructing all of 
the required charge densities for the first iteration.
In conventional descriptions of the tight-binding, 
a set of localized basis functions ijK(r), which will be
assumed normalized but need not: be orthogonal, is chosen. 
Usually, the are chosen to be the one-electron
wave functions for each of the electronic states of the 
free atom of which the crystal is composed; for iron, 
j = Is, 2s, 3s, 4s, 2p, 3 p , 4p and 3d. This procedure 
is not necessary and may be too restrictive. In this 
work, some of the ib. will be atomic functions, others
j
will be individual localized Gaussian-type Orbitals.
In the first step, the one-electron wave functions 
4^(k,r) of the electron in the crystal are constructed by
taking linear combinations of the i|K(r) so as to satisfy 
Bloch's theorem:
4>.(£,r) = —  I exp(ii<.£ ) iKCr-5 ), Cl)
where N is the total number of atoms in the crystal
and ^ is a direct lattice vector, k is the wave vector
and lies in the first Brillouin zone.
The following specific set of localized basis functions,
^j(r), were used in this calculation. For all atomic states
other than 3d (i.e., Is, 2s, 3s, 4s, 2 p , 3p, 4p), the functions
were expressed as the particular linear combinations of
Gaussian-type Orbitals as determined from a free-atom self-
35consistent calculation by Wachters. For the 3d states
we used the 2 5 orbitals constructed by forming all of the
products of the 5 spherical harmonics of d-type symmetry
with each one of the 5 individual radial parts of the
Gaussian-type Orbitals from which Wachters constructed
particular linear combinations for describing 3d electrons
in the free atom. With this variety of 3d-states we
aimed at allowing the d-electrons to have sufficient
freedom to be distorted by the lattice.
The set iK(r) consists of 38 members: 4 with s-
D
symmetry, 9 with p-symmetry and 25 with d-symmetry. The 
radial components of the can expressed as
£-1 -a£ir2
R (r) = E C N p . v e , (2)
£ i £i lx
where is a normalization constant given by
22£+l a£+l/2 j 
W£i = C/(2/ir) (2£ - i ) ; j ] > (3)
and where n is the principle quantum number and £ is the
symmetry type index (£=1,2,3 for symmetry types s,p,d
respectively). The numerical values of C and corresponding
n£i
an^ are given by Wachters who reports, for each value of n,
fourteen s-orbitals coefficients, eleven p-orbitals coefficients
and five d-orbitals coefficients. The use of Gaussian-type
Orbitals is highly advantageous in tight-binding calculations
3 6since all occuring integrals can be evaluated analytically.
This calculation was begun by constructing the crystal
potential. In crystalline form, the iron atoms are arranged
on a body centered cubic lattice with one atom per unit cell.
The atomic configuration of the iron atoms in the crystal was
7 1 16assumed to be 3d 4s . This configuration has been utilized
to calculate spherically symmetric atomic charge densities.
The wave functions used in forming the atomic charge density
were taken from the Hartree-Fock self-consistent field calculations 
. 37
of Clementi and which are linear combinations of Slater- 
type Orbitals. A superposition of these partially overlapping 
charge densities was assumed to represent the total charge 
density of electrons in the crystal. The total charge 
density will thus have the symmetry of the crystal about 
any site.
A potential, Vc (r), derived from the above constructed 
total charge densities will also possess the periodicity 
of the lattice. However, it will be a superposition of atomic 
potentials. Denoting these atomic potentials by v (r) then
cl
V (r) = Z v (r-^ ), (4)
y a
where is a directic lattice vector. In terms of the 
atomic charge density, p (r)
<3.
where Z=26 is the atomic number for iron. The factor of
2 converts energy units in Rydbergs. Atomic units in which
the unit of energy is the Rydberg will be used throughout.
7 1For the 3d 4s as atomic configuration and using d e m e n t i ’s 
wave functions,
where the are linear combinations of Slater-type 
Orbitals.
We will be interested in expanding the crystal potential, 
Vc <r), in a Fourier series with coefficients given by
= ^"all V ? )  exp(-iic.r)d3r 
crystal
where ft is the unit cell volume and N is the number of 
unit cells in crystal. Effecting a change of variables
->■ —V , , ,
from r -»■ r + R and utilizing the relation 
y
E exp(-ii<.S ) = N £ 6, v  ,
u y k 5 N
where Kn is a reciprocal lattice vector, we observe 
that the Fourier coefficients are functions of the 
discrete set of reciprocal lattice vectors Kg ,
V(Ks ) = 5  'cell v a C?) ^ P ' - 1 *s'?) d 3 r -
Substituting for v (r) from Equation 5 and making use
3.
of the identity
exp(-iK ^ 2 ) g 4  TT/ --------------- d r 0 =   exp (-iK . r n ) ,I ■> j 2 is 2 s i
Irl~r 2 ' Ks
we obtain the final result that
8ttZ , 3 2 TT2 r°° ,-*■ v . ,v  s ,V(K) = - --  +------  / p (r, )r,sin(Krn )dr, ,
ftK2 flK3 0 a ! ! 1 1
where we have dropped the subscript s on K ands
have spherically averaged the charge density
(9)
(10)
(11)
p (r) = tj—  £ n. x • »'a 4tt . 1 1 Ai 1 ’
1
( 1 2 )
where the n^'s are defined in Equation 6 and
is the radial part of the previously defined , i.e.,
— —  x- • (13)
1 /4? 1
Expression 11 is not valid for K = 0. However, 
expanding the sine term and taking the limit as 
we have
(Kr ) 3
V( 0 ) = lim [- — —  + — ^  / £ n - | x.- I 2 CKrn    + ... ]r-, dr.,
K->-0 K ZQ K i 3!
= - 3 5 { ' ?  n . | X l l ‘ r > r  ( 1 «
Expressions 11 and 14 can be readily evaluated analytically
to give the Fourier coefficients of the crystal potential.
It should be pointed out at this stage that the crystal
potential constructed as such is not of the muffin-tin type.
Now we turn to the exchange potential. It is often
desired to approximate this exchange potential by a potential
which is the same for all states. The most celebrated such
3 8approximation is the one proposed by Slater: The exchange
potential is an electron system with a given charge density
p(r) should be the same as in a free electron gas of the 
same density. In this approximation the exchange potential, 
V (r), takes the form
c  X
The sum in Equation 15 includes only states of the same
• , #
spin as the one on which V (r) acts and a is an empirical
6  X
constant. The determination of a will be postponed to a 
latter chapter.
Again we are interested in the Fourier coefficients of 
Equation 15
where K is a reciprocal lattice vector and p"(r) occuring 
in Equations (15) and (16) is not an atomic charge density 
m  the following sence. p"(r), where r lies in a given unit 
cell, has incorporated in it contributions from neighboring 
cells. To a first approximation this p" (r) can be termed 
as crystal charge density and is expressible as
(15)
l
sin(Kr)rdr (16)
( 1 7 )
The must satisfy the following two conditions
E(n.,+ n.,) = Zi 3+ 3 +
where we have specifically separated out of the i the 
spin index, Z is the atomic number, and v is the magneton 
number determined experimentally to be equal to 2.22 Bohr 
magnetons. The set of Equations 18 artificially effect 
a spin splitting and will result in the following two spin 
configurations
Is 2s 3s 4s 2p 3p 3d (atomic orbitals)
1 1 1 0.5 3 3
l—
1
CDJ- (majority)
1 1 1 0.5 3 3 3. 39 (minority)
n • A
n . . 
3 +
The charge density for the crystal, for a given spin, was 
found at selected points within spheres centered about each 
iron atom and having radii equal to half the nearest neighbor 
distance using the above configurations and Clementi’s atomic 
wave functions. Contributions to this charge density from 
atomic charge densities out through the 12th neighbor were
included. The points at which the charge density was 
computed were chosen to be the values of r ranging from 
the center of the sphere to its boundary. Then, using 
this numerical charge density in a 96 point Gaussian 
formula for numerical integration, we calculate the 
required Fourier coefficients in Equation 16.
Several authors have discussed the inadequacies
1/3 39of the p approximation, including Herman et a l . ,
Callaway,*40 Maslen,*4^ H a r t r e e , ^  and Herring.140 The
arguments that were presented centered on the notion
that an electron in a ferromagnetic metal cannot be
regarded as experiencing an average exchange potential
origin acting from atoms, all of which are in the same
44average configuration. Various writers: Herman et a l . ,
45 46
Ortenburger et a l . , and Overhauser have suggested more
complicated forms of the statistical exchange than the simple
1/3 power of the charge density. In view of the criticisms
of Slater's procedure, it may be surprising that the results
obtained from this calculation as well as results reported
64
by Callaway and Wang on nickel are in good agreement with 
other approafches and with experiment.
In order to establish the necessity of a self-consistent 
treatment we reconsider here the procedure used for the crystal
potential. Central to the construction of this potential 
is the determination of the total charge density in the 
crystal. Due to the lack of truly periodic wave functions 
to represent electronic states in the crystal at the start 
of this calculation, we assumed that the charge density 
round each atom will be very similar in the solid to that which 
we would obtain by superposition of the neutral free atoms.
The assumption of neutrality is very essential to the eli­
mination of undesirable divergence that would otherwise result 
due to the self terms in Expression 14. Each electron in the
crystal near an atom will then experience an atomic potential
7 i
provided by the 3d 4s atomic configuration. Not only that, 
but this electron will also feel the same potential on every 
atom. The potential constructed in this manner may be expected 
to approximate the true crystal potential rather crudely.
The self-consistent procedure which will be discussed more 
fully in the next chapter is devised with the intention 
of improving on these approximate effective potentials.
In this procedure we use the set of wave functions <f>j(k,r) 
to construct the matrix elements of an effective one electron 
Schrodinger equation utilizing the above constructed potentials 
and diagonalize it to obtain a new set of wave functions.
These truly periodic functions will then be used to 
reconstruct the total charge density.
CHAPTER III
Mathematical Formalism
In carrying through a self-consistent calculation, we 
imagine that we start with an assumed potential, solve 
the one-electron equation for that potential to obtain 
certain spin orbitals u^ and their corresponding eigen­
values e^. The index i denotes the set of quantum number 
describing the system including spin. Once the eigen­
functions and eigenvalues are determined, one assumed that 
the orbitals of lowest eigenvalue are occupied, up to a 
Fermi level. The occupation number n^ for the u^ is zero 
for empty spin orbitals and unity for occupied spin states.
We then construct the charge density arising from these 
occupied states and determine a new potential. The resulting 
potential is then used as a starting point for the next 
iteration.
The one-electron Schrodinger equation used for 
determining the spin orbitals, u ^ , which will minimize 
the total energy can be derived by the variation principle
from an expression for the total energy. See for instance,
4 8 49Gaspar and Kohn and Sham. The Hamiltonian is assumed to
consist of a sum of one-electron operators f(r^) consisting
of the kinetic energy and potential energies is the field
of the nucleii and of a sum of two-electron operators g(r^,r^)
representing Coulomb interaction between pairs of electrons.
The internuclear repulsions, where the nucleii are assumed
to be fixed, can be treated as a constant which we shall
henceforth not write down but which must be assumed to
have been added to the total energy at the end of the
34calculation. Following Slater et a l . , we shall then 
approximate the expectation value of the total energy by
The first term is the average of the one-electron operators. 
The remaining terms are the interactions of the electrons 
with the electron clouds. p(l) is the charge density at 
position r^. These interactions are different for spin up 
and spin down electrons, because of the exchange effects, 
so that we write these terms separately for the two spins.
+|/pi(l)C/p(2)g(l,2)dv2+U| (l)]dv1 , (19)
where
p(l) = £ n . u S.{(l)u.(l) 
• 1 1 1
(2 0 )
and
g(l,2) = + 2 (21)
Each term is one half the integral of the charge density
multiplied by an effective potential energy acting on the
electrons of the appropriate spin. This potential energy
is made up of the Coulomb interaction which includes the
self-interaction of the electron system and terms involving
U,(l) and U.(l) which remove the self-interaction and take T 4
account of all exchange effects. Up to this point the
formulation is exact within the Hartree-Fock approximation
for the many-electron system.
The U , for spin a , term is non local and for a
crystal like iron it is impractical to treat directly.
34Slater et al. introduced to this term the statistical 
approximation which came to be known as the exchange- 
correlation potential or better known as the Xa potential.
If we use units in which the energy is measured in Ryd- 
bergs, the expression for the U in this approximation 
takes the form
1/3
Uv (1) = - 9 a [ ( 3/4tt) p (1)] (22
a a
where a is an emperical constant to be determined, as we
shall describe in a later section of this chapter. The
functional dependence of U on the density, being determined
a
as a constant times the 1/3 power of the density, is a
3 8consequence of the concept of the Fermi hole.
When we substitute Equation 22 into Equation 19 
we obtain
<E>=Eni/u^(l)f(l)ui (l)dv1+i/pf (l)p(2)g(l,2)dv2dv1 
i
+Y-/’P^ ,1+//3dvi+Y^P^ (l)p(2)g(l, 2 )dv2dv1+^-/p^( 1) ^  3
where
1 /  3
y = -9a(3/4Tr)
We see that <E> is a function of the occupation number 
n^ and a functional of the spin orbits. We vary the 
u^'s to minimize the total energy at fixed occupation 
numbers subject to the condition that
/ u.(l) u.(l) dv, = 1.
l i  1
Now the variational principle takes the form
<5 [ <E> - n. e . / u*(l) u (l) dvx] = 0,
where is the Langrange undetermined multiplier for 
the quantum state i and
3f(u.)
6 f(V = au. 1 5ui
1
dv^, (23)
(24)
(25)
(26)
( 2 7 )
wherein f(u.) is any functional of u ..
1 J 1
Substituting Equation 2 3 into Equation 26 and using 
Equations 20 for p(l) and the operation defined by 
Equation 2 7 we obtain
n .f 6 u .[f(l)+/p(2)g(l,2)dv^+^yp (l)-e.]u.(l)dv, = 0
l i  r - o j  2 3  a l i  1
It is clear that Equation 2 8 is satisfied for an 
arbitrary Su^ if and only if
[-V,2 + V (1) + V (l)]u.(1) = e . u .(1) 1 e x a i i ia
for each occupied orbital u^. For a more rigorous
derivation of Equation 29 refer to the treatment
5 0 2
presented by Rajagopal and Callaway. Where
is the kinetic energy in the units we are using, and
Vc (l) is the electrostatic potential energy at position
(r^) of the complete charge, electronic and nuclear.
The quantity V (1) is spin dependent and is given by
a
Vx a = I Ux o = -6“ CC3/47r)p ]I/3.
a a
(28)
(29)
( 30)
Having obtained the spin dependent one-electron Schrodinger 
equation we apply the tight binding approximation to com- 
pute all the matrix elements using the <J)j(k,r), constructed 
in the previous chapter, as the basis set.
Even though the c|)j(k,r) do not form a complete set, 
we express the u^(l) in Equation 2 9 in terms of them, 
henceforth denoting them by CT(k,r).
with n as the band index, a is the spin index and the 
j a ^ )  are coefficients sought by diagonalizing
Equation (29). Substituting Equation (31) and (29) and 
taking the expectation value we obtain a secular deter­
minant, for every point 5< in the Brillouin zone, of the 
form
H ( i < )  -E(ic) 0 (ic) | = 0. mn mn 1
For a given spin state o
H = E exp(-il<.S )/i|j (r-^ )[-V2 + V(r)]i^ (r)d^r mn c Tm n
= T (k) + V (k),mn mn ’
( 31)
(32)
(33)
where
V(r) = Vc (r) + (r) .
a
The V0 (r) and V (r) have been presented in Equations
X a
4 and 15, and can be expressed as
vc (?) Z
K
V(K) exp(iK.r)
and
V (?) = Z V (K) exp (iK.r), ex ^ ex c 7
■T -f-
where K is a reciprocal lattice vector, the V(K) and 
V (K) have been specifically defined in Equations 11, 146 X
for V(S) and 16 for V (^) for the first iteration.
ex
V (K) = Z exp(-iic.S )j> ..)mn ^ y Tm y
Z(V(^)[V (l£) ) exp( ii£. r) ]ip (r) d^r^ 1 ex ^ n
= Zexp(i£.£ )[Z(V(lb+V ( j b ) S ( £ , £  )], y y nin y
where
( 34)
(35)
( 36)
(37)
^ n n ^ ’^ V  = ^ m (r-i^)exp(i£. r)t|>n (r)d3r (38)
and
Finally
T (£) = Z exp(-ii<.R )f\fj (r-S )(-V2)i|» (r)d3r. mn y m y n
The fundamental computational problem in the present
approach to the tight binding method is the calculation
of Sm n (^,S^) appearing in Equation 38. A very large
7
number of such integrals is required (of the order of 10 ).
For this reason we decided to work with Gaussian-type
Orbitals. Expressions for S (^.^ ) between m and n ^ mn ’ y
type symmetry orbitals and for any given ^ and £ pairs 
are given in the appendix.
For a given k m  the B r i l l o u m  zone, all matrices 
in Equation 32 are 38 x 38 due to the particular choice 
of ipj(r). The d-d portion is 25 x 25 , s-s is *4 x 4 and 
p-p is 9 x 9. With matrices of this size, it is possible 
to obtain energy levels, solutions of Equation 29, at a 
reasonably large number of points in the Brillouin zone.
( 39)
(40)
The computation of the matrix elements of H involves ^ mn
a double summation over both the direct and the reciprocal 
lattice vectors. A glance at the appendix, one discovers 
that the matrix elements have a K^expC-aK2) dependence on 
the reciprocal lattice vector K and a R^exp(-3R2 ) dependence 
on the direct lattice vector (a,3 depend on the type of 
symmetry of the orbitals used to construct the matrix ele­
ments and are constants, and p is not greater than 2. Ade-
g
quate convergence, 1 part in 10 , has been achieved in both 
summations. In the direct lattice summation the s - s , s-p, 
and p-p integrals were found to have an insignificant contri­
bution after the inclusion of the first fifty neighbors. For 
p-d and s-d this occurred at the 2 7th and for d-d after the
eighth. In the reciprocal lattice vector summation adequate
0
convergence, 1 in 10 , was obtained by including approximately
5 500 rotationally independent vectors. The s-s, s-p and s-d
were not entirely converged for 10,000 vectors and had to
51be supplemented by Filon rule integration. The relative
contribution of the Filon integration when compared with the
4summation result did not exceed 1 part m  10 .
Inserting the appropriate matrix elements into Equa­
tion 32 and diagonalizing the secular determinant, we obtain 
the ip _(K,r) and the corresponding energy eigenvalues.11 j U
These 4^ tj(ic,r) are now used to construct a new charge 
density which in turn will be used to calculate corrected 
Fourier coefficients of the potentials.
p(r) =
( 2 tt) 3
(41)
is the expression for the charge density in terms of 
the new set of wave functions, where the summation is 
over occupied states. Since only the Fourier coefficients 
of the potentials are required, the interated values of 
V(K) are all that is needed. For ^ = 0, the coefficients
5 3of the Coulomb potential are related to the charge density
by
vcib (42)
The Fourier coefficients, p(K) are given by
p(K) = /p(r) exp (-iK.r) d^r. (43)
Substituting Equation 41 into Equation 43 and using 
Equation 31 for the ¥'s we get
p(ib = — -—  Z exp(ii<.^ )[/ Z
( 2tt) 3 y ^ n ,i , j ,a
nia (44)
where have the same meaning as in Expression 38.
For
CK)
V(0) = — 87T lin P
K-+0 K 2
the limit exists and is expressed as
-i A - * . q
V(0) = -i- Z / A_.(k) s_.:; A__. (k). d k 
6tt2 n,i,j
where
S^?^(3c) = Z exp(ik.R ) [/\Jk ( r ) r ^ . (r-R )d^r 
1D u * M 1 3 V>
A corrected exchange potential was obtained as follows 
The change in the Fourier coefficients of charge density 
(Equations 44 and 45), Ap(K), for each spin, was averaged 
over directions of the reciprocal lattice vector K, were 
summed
Ap(r) = Z Ap(K)exp(ii^.r)
K
numerically to determine the change in the charge density 
in an atomic cell. This change was added to the starting 
charge density of the appropriate spin; the cube root was 
extracted. Revised Fourier coefficients of the exchange 
potential were then obtained.
(45)
(46)
(47)
Computing the matrix elements according to 
Equations 3 7 through HO and diagonalizing Equation 
32, we obtain the first iteration energy bands. The 
band wavefunctions, given by Equation 31, will be 
used to construct a new crystal charge density according 
to Equation HI. This charge density is utilized to 
reconstruct a new set of crystal potential Fourier 
coefficients. Then we use these coefficients to 
calculate new energy bands.
It was found that only the Fourier coefficients 
pertaining to the lowest twenty rotationally independent 
reciprocal lattice vectors were appreciably affected by the 
self-consistent procedure. Coefficients for larger K 
describe the charge density inside an atomic core, and do 
not vary significantly. The criterion used to define an 
adequate degree of self-consistency was that the Fourier 
coefficients of the Coulomb potential should be stable to 
0.001 Ry. The coefficients of the exchange potential were 
observed to converge somewhat more rapidly than those for 
the Coulomb potential.
A major problem in a calculation of this type is the 
determination of the optimum value of the exchange parameter, 
a. Complete self-consistent calculations involving a limited 
number of points (1H in 1/H8th of the zone), were made for
several values of a (2/3, 0.64, 0.62, 0.60). A specific
choice was made after considering the magneton number and
4 8 49the nature of the Fermi surface. The Kohn-Sham-Gaspar ’ 
value of 2/3 yielded a magneton number of 2.32, and a
T
Fermi energy above the H ^ level. However, the de Haas-Van
12 .measurements of Gold et al. indicate the presence of pockets 
of majority spin holes associated with this state. For 
a = 0.6 0 and 0.62, magneton numbers of 1.9 6 and 2.10 were 
obtained; hole pockets were present around H, but the areas 
were too large in comparision with experiment. Reasonably 
good results for the magneton number and hole pocket areas 
were obtained for a = 0.64. A detailed analysis of results 
for this value of a will be presented in the following chapter.
The final iterations of the self-consistency procedure 
were made using 140 points in l/48th of the Brillouin zone 
(and a = 0.64). Table I shows the effect of the iterative 
procedure on some Fourier coefficients of potential.
CHAPTER IV
Results
Self-consistent energy levels of majority (I) and
minority (1) spin states were obtained at 819 points in
l/48th of the Brillouin zone. The points chosen may be
characterized by integer values (n ,n ,n ) representingx y z
the coordinates (k ,k ,k ) = (2tt) / (24 a) (n ,n ,n ), suchx ’ y ’ z x ’ y z ’
that nx >ny>ng>0, where a» the lattice constant, equals
5.39 atomic units. Two restrictions have been imposed,
on the n values, which are a direct consequence of the shape
of the zone; the sum of the three n's should not be larger
than 36, and the sum of n and n should be less or equalx y H
to 24. Figure 1 displays the shape of the Brillouin zone; 
also it serves as an identification chart for point and 
directions of high symmetry in the zone.
At each point k in the Brillouin zone there exists
two sets of Bloch functions, each consisting of 38 bands, 
one for each of the two spin states expressed by the equation
a (k,r) = ~  1 1  exp(ik.S ) A . (£)iMr-S ) (48)
n >u /N y i y n , i ,a i y
where a is the spin index, n is the band index with values
ranging from 1 to 38, N is the number of atoms in the crystal
and i identifies the atomic orbital ijj-(r-S ) centered at
i y
direct lattice point $ . The method of constructing i^(r) 
has been discussed in Chapter II. The process of diagon- 
alizing the spin dependent one-electron Schrodinger equation 
yields the numerical representation for the coefficients 
An ^ 0 ^ ) .  At k ’s with special symmetry and for a given 
band index n, the (i = l,38) are found to possess
the required transformation properties of the small repre­
sentation of the }< under consideration. The deviation in 
the agreement is less than 1 part in 1000, and lies within 
the limit of accuracy achieved by this type of numerical work.
The calculated band structure along some symmetry 
directions is shown in Figures 2 and 3 for states of 
majority (t) and minority (1) spin. The bands show 
hybridization between the relatively narrow complex of the 
d-bands and a broad s-p band. Certain characteristic energy
differences are listed in Table II, where they are compared
20
with corresponding results of the Wakoh and Yamashita,
29 17Duff and Das, and Wood. Our values are in rough agree­
ment with those of Wakoh and Yamashita, and Wood, but are 
substantially smaller, by a factor close to 2, than those of 
Duff and Das.
Some specific energies and exchange splittings are
presented in Table III. The exchange splitting between
two levels which are predominantly s or p in character is
substantially smaller than that of two levels that are
predominantly d in character. The predominantly d states
are split by approximately 2 eV; the s and p states by
1 eV or less. There is a tendency for the spin splitting
to increase with energy. Of particular interest is the
ordering of the energy levels at point N presented in this
*
table. For majority spin states, the , purely p-like, 
is the highest level in the spin t valence band; for 
minority spin state this lies between the energy levels 
and N^. It seems that this level is sensitive to the 
ratio of the exchange potential to the kinetic energy.
The order of levels we obtained at N differs from that 
found by Wood and agree with those of Wakoh and Yamashita
i
in this regard. The relative positioning of the N-^  level 
influences the connectivity of the bands in the H to N to T 
directions and this in turn will affect the shape of the 
predicted Fermi surface. In this calculation the position of
f
the level for the majority spin states necessitates the 
existence of a hole surface around N.
To estimate the width of the d-bands and s-p band
i i
for the majority spin state we used the (N-^-N^)t and
separations respectively. Similarly, for minority spin 
states the ( N g - N ^ H  and ( Ng-F^H would give the d-bands 
and s-p band widths respectively. These quantities are 
reported in Table IV, the table also serves as a general 
survey on some features of the band structure reported 
by others heretofore. The results of this calculation 
bear close resemblance to those reported by Wakoh and 
Yamashita particularly and to the values reported by 
other researchers in general except those of Duff and Das.
The density of states for each type of the two spin
states was computed as follows: The energy reference was
taken to be the bottom of the valence band (T^)t. Five
hundred equally spaced energies at intervals of 0.002 Ry
5 3
were chosen and the Gilat-Raubenheimer method was used 
to effect the counting. Computer plots are reproduced in 
Figures 4, 5 and 6 for the majority spin, minority spin and 
combined spin density of states.
A high sharp structure is to be noted near the top of 
the d bands. A somewhat similar structure is found in
0 3 0
nickel. ’ The peak here results from a nearly flat band 
of predominately symmetry (r-j^+E^N^+D^+Pg) . Although 
the single spin densities of states are similar in appearance, 
they are not identical. The d band portion of the majority 
spin density of states is somewhat wider (by approximatly 0.7 eV)
than that of the minority spins. In addition, the peak
and valley structure is different> the minority spins
have a higher peak and lower valley than the majority spins.
These remarks indicate that the exchange splitting of the
band structure should not be considered as a rigid shift.
The combined density of states shows a pronounced two
peak structure, which is primarily a consequence of the
exchange splitting. The Fermi energy falls in the region
of the minimum between the peaks. The width of the occupied
portion of the d band part of the density of states measured
from the onset of the rapid increase at low energy to the
Fermi energy is 5.0 eV. This is consistent with the obser-
57vations of Fadley and Shirley. The density of states at
the Fermi energy is, for majority spin, 7.52/atom-Ry, and
for minority spin, 5.65/atom-Ry. This yields an electron
specific heat coefficient y = 7r2N(Ep,)K^/3 = 2.28 x 10  ^ j/mol.-°
- 3A recent experimental result for this quantity is 4.74 x 10 
5 5
j/mol.-°K . A portion of the discrepancy can probably be
attributed to effects of the electron-phonon and electron
magnon interactions. The occupation number for majority spin
is 5.13; for minority spin, 2.87. The resulting magnetic
moment, 2.2 6 electrons/atom, is in good agreement with the
experimental value of 2.22. Our results in this respect are
2 5superior to those of Connolly.
Determination of the Fermi level makes the
investigation of the Fermi surface possible. We
have studied the Fermi surface and our conclusions
are summarized in Tables V, VI, VII and VIII and cross
sections are shown in Figures 7, 8, 9. No attempt has
been made to obtain a precise fit to the experimental
cross sections through semi-empirical interpolation
methods. Information concerning the Fermi surface of
iron is derived from studies of magneto-resistance"^ *^
12and the de Haas-Van Alphen effect.
The Fermi surface has components in majority and 
minority spin bands. The different sheets of Fermi sur­
face are listed in Table V I , which may be compared with a
• • . 12similar ennumeration by Gold et al. The portions belonging
to majority spin electrons include a large electron surface 
about T . This is roughly spherical with some bulges along 
the 110 axis in the direction of N. This, and the corresponding, 
smaller minority spin electron surface about r, are all that
would be expected if a localized model of the d electrons
were correct. However, in addition there is a major surface 
of majority spin holes with long arms running around the face 
of the zone, H-N-H etc. Two smaller hole pockets around H 
complete the majority spin surface.
The minority spin portion of Fermi surface contains 
relatively large, octahedral hole surfaces around H and 
electron surfaces around T. These pieces resemble somewhat 
the predicted Fermi surface of a paramagnetic form of 
chromium. In addition, we predict the existence of 
electron balls along the 100 axes, touching the hole 
surface, and moderately large hole pockets around N.
The large surfaces around T and H are predicted in all 
calculations; however, differences exist in regard to 
other portions. For example, Wakoh and Yamashita obtain 
an electron jack touching the surface about T, rather 
than the ball mentioned above. Principle Fermi surface 
dimensions in units of 2tt/cl for the (100) and (110) planes 
are reported in Table V and those for the (111) planes in 
Table VI.
In order to facilitate comparison with experiment
we present in Table VIII, computed de Haas-Van Alphen
frequencies for cross sections of the Fermi surface in
the (100), (110), and (111) planes. The surfaces are those
described in Table VII. The relation between frequency
1 9
(in mega gauss) and area is F=50 5G, in which G is 
measured in units of ( 2 7 T / a ) 2 , a being the low temperature 
lattice constant. We have correlated our values with
12
Gold's semiempirical model A where possible. We 
have also quoted the experimental frequencies in cases 
where the identification of an oscillation seemed to 
be clear.
The results seem to be quite satisfacotry for 
the large electron surface I , and for the hole pockets 
around H. Some of the other cross sections match quite 
well; however, there are many more predicted pieces of 
Fermi surface than are actually observed. We have also 
been unable to identify a small number of oscillations 
observed by Gold et al.
Reed and Fawcett‘S  interpreted their high field 
magneto-resistance measurements in terms of open orbits 
running parallel to the (001) and (110) directions.
Very few carriers appear to be involved which made 
them unable to distinguish between orbits arising from 
very small neck regions on a multiply connected surface 
and open orbits resulting from magnetic break-down between 
orbits which would otherwise be closed. In this calculation 
the arms of surface labelled II provide the possibility of 
open orbits.
A more complete investigation of the Fermi surface 
cannot be attempted without taking into account the effects
of spin-orbit coupling. The introduction of spin-orbit 
coupling can lift accidental degeneracies between energy 
bands of opposite spin and thereby can cause a blurring 
of the usual distinction between f and 4- bands. In 
•particular, if t and ! sheets of the Fermi surface happen 
to cross each other, as is the case in the (100) and (110) 
planes, in the absence of spin-orbit coupling, these otherwise 
distinct sheets can merge smoothly into one another when 
the coupling is taken into account. Under these circum­
stances an electron of a particular spin orientation will 
not be able to complete its "natural" cyclotron orbit without 
undergoing a form of magnetic breakdown. Break-down can 
severely reduce the strength of the relevant de Haas-Van 
Alphen oscillations and this spin-orbit complication may 
be one of the chief reasons why no de Haas-Van Alphen signals 
have been found from the variety of external orbits predicted 
from this calculation. Furthermore, the spin-orbit interaction 
can remove degeneracies between bands of like spin. In metals 
that exhibit ferromagnetism the effectiveness of the spin-orbit 
interaction depends on the direction of the magnetization vector. 
Thus the energy bands and Fermi surfaces is itinerant-electron 
ferromagnets, of which iron is an example, cannot be uniquely 
described without specifying the magnetization direction.
The task of introducing the spin-orbit coupling to this 
calculation will be undertaken in the immediate future.
We have related the calculated charge distribution 
to experiment through a computation of the x-ray atomic 
scattering form factor. In terms of the charge density, 
p(r), the form factor F (ic) is given by
F (K) = f expCi^.r)p(r) d^r (49)
X
-> • • • • -
K is the scattering vector which is also a reciprocal
lattice vector. This quantity has been measured by
57Batterman, Chipman and De Marco. Our results are 
presented and compared with experiment in Table IX.
58The results for the same quantity by De Cicco and Kitz
3 0and Duff and Das are also included for the sake of 
comparison. Figure 10 serves as a direct comparison 
with experiment. Our values are consistently larger 
than the reported experimental values by 3-5%. A 
scaling factor of 0.96 9 will bring our values to an 
agreement with the experimental values. This suggests 
that the calculated charge density has the same 
functional dependence as r as that what is implied by 
the experimental ray form factors.
Some evidence that the charge distribution departs 
from spherical symmetry is seen in the fact F (330)\F (411).
X  X
The ratio of these quantities has been measured by
59
De Marco and Weiss to be
F 2 ( 330) /F 2( 4-11) = 1.023 ± 0.005
X  X
we obtain
F 2 (330)/F2(411) = 1.005
X  X
To further investigate this asphericity the 
magnetic form factors were computed and the spatial 
dependence of the spin density on the distance from 
the iron nucleus was deduced. The distribution of spin 
density in iron has been studied by neutron diffraction
go g
techniques. ’ Such an experiment determines a
magnetic form factor, f (k ) which is the ratio of the 
magnetic scattering amplitude for a scattering vector k , 
to that for k = 0. It has become customary to express 
f (k ) as the sum of three terms,
f (k ) core (50)
in which g is the spectroscopic splitting factor, equal
to 2.20 for iron. The qunatity f . is the form factor
^ J spin
for the unpaired, (mainly d) electrons, and is normalized
so that f . (0 ) = 1 , spin 5
f . (k) = (Nv)_ 1 /e1 K -r (p.(r)-p.(r)) d 3 r. (51)spin 1
in which v is the magneton number. Although the core has
a net spin of zero, exchange effects procedure a slight
difference in the radial distributions of t and 1 spin
electrons, and so lead to a small contribution, f’ core
Finally, there is a contribution f ^ from the possible 
unquenched orbital angular momentum of the d electron.
The magnetic form factor for iron has been computed
5 8 2 9theoretically by De Cicco and Kitz, and by Duff and Das.
We have calculated the spin and core contribution to f(K).
The orbital contribution, f ^ , is zero under the present
approximations in which spin orbit coupling is neglected.
The results are tabulated in Table X, and are shown graphically
6 5in Figure 11. The comparison with experiment is quite satis­
factory. It should be noticed that the spin density is not 
spherically symmetric (compare f(K) for k = 411 and 330;
510 and 431, 433 and 530). The deviation from spherical 
symmetry is also consistent with experiment.
To examine the position dependence of the spin density 
we computed the magnetic moment density along the three crystal- 
lographic directions, the (1 0 0 ), (1 1 0 ) and (1 1 1 ) directions.
This is shown in Figure 12. Of particular interest is the 
negative value in the (1 1 0 ) and (1 1 1 ) directions obtained 
well away from the nucleus. This implies that for these 
directions in the interstetial region the magnetization is 
pointing in the opposite direction to the bulk magnetization.
The discussion presented in this chapter on the magnetic 
electron configuration in iron is by no means complete. One 
needs to compute the isomer shift, the hyperfine field and the 
anisotropy energy among other physical properties before one 
attempts a model of the electronic configuration in the iron 
crystal. However, a more pressing problem would be to test 
whether the present formalism would yield the ferromagnetic 
state with relative magnetization ££n^-n^/n^+n^) as the ground 
state configuration. The required £ for such a calculation is
0.27 8 . The method of doing this would be to determine the ab­
solute minimum of the total energy as a function of £. In the 
absence of such an elaborate computation, one could be content 
with demonstrating that for a = 0.64, £ = 0.27 8 will be a 
relative minimum of the total energy. This is done by computing 
the total energy for the paramagnetic state, for the same
exchange parameter of 0.64 and for C = 0.27 8 ± e.
This will provide another justification for the value 
of 0.64 for the exchange parameter.
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TABLE I
K v c <K > AV (K) V 1(10 c ex
/—\'—'■<-XQ)
><1 V +(K)ex AV +(K) ex
(0 0 0 ) -1.6160 0.2042 -1.6842 -0.0438 -1.5223 -0.0745
(1 1 0 ) -0.8220 -0.0775 -0.2907 0 . 0 1 0 1 -0.2722 0.0155
(2 0 0 ) -0.6155 -0.0289 -0.0227 0.0075 -0.0296 0 . 0 1 2 2
(2 1 1 ) -0.5000 -0.0099 -0.0325 - 0 . 0 0 1 0 -0.0356 -0.0016
(2 2 0 ) -0.4221 -0.0041 -0.0555 -0.0040 -0.0539 -0.0065
(310) -0.3651 -0.0026 -0.0467 -0.0026 -0.0444 -0.0043
(2 2 2 ) -0.3213 -0.0007 -0.0224 0 . 0 0 0 0 -0.0219 - 0 . 0 0 0 2
(321) -0.2866 -0.0002 -0.0023 0.0016 -0.0037 0.0027
(400) -0.2584 -0.0004 0.0054 0.0019 0.0031 0.0032
(411) -0.2351 0 . 0 0 0 0  0 . 0 0 2 0 0 . 0 0 1 0 - 0 . 0 0 0 1 -0.0019
( 330) -0.2351 0 . 0 0 0 2  0 . 0 0 2 0 0 . 0 0 1 0 - 0 . 0 0 0 1 -0 . 0 0 1 0
(420) -0.2156 0.0002 -0.0069 - 0 . 0 0 0 2 -0.0082 0 . 0 0 0 1
( 332) -0.1990 0.0004 -0.0157 - 0 . 0 0 1 2 -0.0162 -0.0015
(422) -0.1847 0.0003 -0.0209 -0.0017 -0.0207 -0.0024
(510) -0.1724 0.0001 -0.0213 -0.0016 - 0 . 0 2 1 0 -0 . 0023
(431) -0.1724 0.0003 -0.0213 -0.0016 - 0 . 0 2 1 0 -0.0023
(521) -0.1520 0.0002 -0.0125 -0.0005 -0.0127 -0.0007
(440) -0.1436 0 . 0 0 0 2  -0.0068 0 . 0 0 0 2 -0.0075 0.0003
(433) -0.1360 0.0002 -0.0025 0.0007 -0.0035 0 . 0 0 1 0
( 530 ) -0.1360 0.0001 -0.0025 0.0007 -0.0035 0 . 0 0 1 0
TABLE II
(H12"H25)/!'
<H 12-H 25)+
This
Calculation
0. 33 
0.37
Wakoh
and
Yamashita
0. 35 
0. 39
Duff 
and * 
Das
0.74
Wood 
0. 44
(ri - r25)+ 
( F 1 - r25H
0.35
0.44
0.40 
0 . 49
0.58
0.33
(ri2-r25H
(ri2-r25H
0.13
0.14
0.11 
0.11
0.23
0 .12
(P4 - P 3 )+ 
(P4 -P 3 > +
0.21
0.25
0.18
0.22
0.45
0.25
No values for spin 4 have been supplied
+ De Cicco and Kitz values are essentially equal to Wakoh 
and Yamashita1s
a c
TABLE III
Point + Spin 4 Spin Splitting
L -0.730 -0 .659 0.071
r 2 5 -0.385 - 0 . 2 2 1 0.164
ri 2 -0.251 -0.080 0.171
H 1 2
-0.49 0 -0.035 0. 455
H 25 -0.160 +0.0019 0.179
-0.446 -0.307 0.139
P 3 -0.234 -0.059 0.175
N 1
-0.528 -0.400 0.128
n 2 -0.46,0 -0.305 0. .155
N 1
-0.253 -0.081 0.172
H„ -0.234 -0.062 0.172
N 3 -0.140 +0.0040 0.180
Ni -0 .070 - 0  . 0 0 2 0 . 068
TABLE IV 
Wood
This and
a
Calculation Yamashita
Splitting between doublet and triplet states
At 1 majority spin 0.133 0 . 1 0
minority spin 0.141 0 . 1 1
At H majority spin 0.330 0.35
minority spin 0.367 0.39
At P majority spin 0 . 2 1 2 0.18
minority spin 0.284 0 . 2 2
Difference in 
minority-spin
energy between center 
d states
of gra'
At r 0.167 0.13
At H 0.164 0 . 1 2
At P 0.154 o.ii
Spin Splitting at state
0 .071 0.034-
Duff Abate
and and
Das Wood Asdeute .Stern Callaway
0.23 0.12 0.60 0.26 0.002
0.18
0.75 0.44 0.76 0.59 0.07
0.64
0.45 0.25 0.20 0.25
0.45
of majority-spin d states and center of
0.29
0.26
0.26
o.io
C
<
TABLE IV continued
Over-all width of lowest six states at N
Five
states
majority spin 0.458 0.44 0.66 0.48 0.47 0.68 0.11
minority spin 0.440 0.4 3
Over-all width of the s-p band 
majority spin 0 . 6 6  0
minority spin 0.699
*The results of De Cicco and Kitz are essentially identical to those of Wakoh and Yamashit
TABLE V
Surface
Identi­
fication
Dimension
this
Calculation
Dimension
by
Gold et al.
I T-N 0. 571 0.47
r-p 0.419 0.42
r-H 0. 504 0.51
II r-N 0.576 missing
r-H 0.856 0 . 81
H-P 0.115 0 . 2 2
N-P 0.096 missing
III H-r 0.088 0 .1 1 +
H-N 0.075
+ CO 
i—I •
o
H-P 0 . 1 0 1 0 . 2 2
IV H-r 0.088 0 .1 1 +
H-N 0.061 0.0 89
H-P 0.057 0 . 1 0
VI (a) r-H 0.321 *
r-p 0 . 2 0 2 *
r-N 0.245 *
VII(a) (r-H) singlet 0. 394 *
(r-H) doublet 0.562 *
V (H-r) doublet 0.438 0.50
H-N 0. 330 0. 34
N-P 0.278 0. 29
N-P 0. 413 not reported
N-H 0.19 4 not reported
VIII N-r 0.242 not reported
A
Surfaces VI(a), and VII(a) were not considered in model
Experimental information lacking intended as a rough guide.
+Experimental information available but interpretation is not 
settled.
TABLE VI
Surface
Identi­
fication
Dimension
this
Calculation
Dimension
by
Gold et al.
I T-c 0.571 O • -P
T-h 0.501 0.45
II T-d 0.576 missing
N-e 0.106 missing
III H-r 0.075 0.153
H-m 0.075 0.128
IV H-9 0.060 0 .080
H-I 0.061 0.089
V H-n 0 . 330
CO•
o
H-s 0.320 0.31
VI(a) T-a 0.245
A
r-g 0 . 2 1 2
Ar*
VIII N-b 0.242 not reported
N-f 0.176 not reported
N-0 0.194 not reported
N-P 0.176 not reported
TABLE VII
Maj ority
Large Electron Surface about T 
Major hole surface about H
Intermediate hole pocket about
Minor Hole pocket about H
Approximately spherical with distortions 
along 1 2 bulges along the (1 1 0 ).
12 long arms extending along H to N 
directions.
8 deep funnel-like indentations along (1 1 1 ) 
and intersects III along (111).
6 indentations along (1 0 0 ).
24 bulges in the kx=k^ _ planes centered 
about the directions (8,3,3). Does not 
intersect I.
H Fits inside II and has 8 sharp points 
of contact with II along (111).
Touches tangentially IV at 6 points along 
(100).
Fits inside III, with which it has 6 tan­
gential points of contact along (1 0 0 ).
TABLE VII 
(continued)
Minority (40
V Large hole surface about H Approximately octahedral. Contacts VII(a)
at 6 points along (1 0 0 ).
VI(a) Large electron surface about T Approximately octahedral. No intersections
with V or VII(a).
VII(a) Electron ball along A Ball has 6 tangential points of contact with
with V along (100).
VIII Hole pocket at N Approximately elliposidal and does not
intersect V, VI(a), or VII(a).
Plane
(100)
(110)
This Wakoh
Calcu­
lation
and
Yamashita
I 421 398
III 5.5 5.3
IV 4.6 4.3
V 219 225 .7
VI (a) 119.2 absent
VII(a) 1 1 . 0 1 absent
VIII 71.9 32.8
I 347 345
II
(around
8.4
N)
9.1
II
(around
20.3
H)
24.3
III 8.17
IV 3.72 3.8
TABLE VIII
Model
A Experiment
Wood (Gold 1971) (Gold 1971)
404 436 not reported
1 0 . 8 17.6 5.05 ± 0.03
9.7 15.4 3.88 ± 0.02
204 219 unobserved
89 63 unobserved
13 6.5 2 1 . 0  ± 0 . 1
19 absent unobserved
346 358 347 ± 5
absent absent unobserved
31 absent unobserved
2 1 absent unobserved
9 15 3.9 ± 0 . 0 3
(Ill)
V 171.8 169.3 158
VI(a) 91.8 absent 74
VII(a) •
CMi—1 absent 15
VIII 70.1 49.4 30
I 370 380
II 27.8 425
III 9.9 13.
IV 4.4 8.1
V 162 133
VI(a) 69.4 61
v i i i  r
CO•
CD 27
VIII H 60.2 27
168
54
6.5
absent
372
434
21.9
12.4
145
49
absent
absent
unobserved 
unobserved 
12.0 ± 0.2 
unobserved
369 ± 4
28.0 ± 0 . 2  
11.3 ± 0.2 
4.13 ± 0.03 
154 ± 1
unobserved 
unobserved 
51.8 ± 0.6
TABLE IX
Duff Wakoh De Cicco
Scat. and and and A
Vect. Das Yamashita Kitz Experiment
1 1 0 17.59 18.55 18.38 17.63 ± .20
2 0 0 14.28 14.89 15.12 14.70 ± .23
2 1 1 12.55 13.01 13.03 12.62 ± . 2 1
2 2 0 11.25 11.65 11.54 11.13 ± .20
310 10.35 10.53 10.42 10.10 ± .19
2 2 2 9.57 9.65 9.62 9.13 ± .25
321 8.84 8.94 8.98 8.75 ± .19
400 8.29 8.40 8.45
330 8 . 0 0 8.03 8.08 7 . 6 8  ± . 2 1
411 7.94 8 . 0 2 8.06 7 . 6 8  ± . 2 1
A
Experiment by Batterman, Chipman and De Marco (1961).
TABLE X
Scat. 
Vect.
Core
Contribution
Spin
Contribution
Total This 
Calculation
De Cicco 
Kitz
(0 0 0 ) 0 . 0 0 0 0 2.2613 1 1
(1 1 0 ) 0.0056 1.3641 0.599 0.616
(2 0 0 ) 0.0060 0.8918 0.383 0.389
(2 1 1 ) 0.0050 0.5392 0.234 0.235
(2 2 0 ) 0.0038 0.3574 0.158 0.154
(310) 0.0024 0.3036 0.134 0.123
(2 2 2 ) 0.0018 0.1219 0.053 0. 053
(321) 0 . 0 0 1 1 0.1007 0.045 0.041
(400) 0.0006 0.1684 0.075 0.060
(411) 0 . 0 0 0 2 0.0947 0.042 0.033
(330) 0 . 0 0 0 2 0.0312 0.013 0 . 0 1 1
(420) -0 . 0 0 0 0 0.0478 0 . 0 2 0 0.015
(332) - 0 . 0 0 0 2 -0.0334 -0.016 -0.014
Experiment
1
0.629 
0.404 
0.250 
0.164 
0 .137 
0.061 
0.046 
0.070 
0.037 
0.013 
0.020 
-0.016
Table X (continued)
(422) -0.0003 -0.0179 -0.008 -0.009 - 0 . 0 1 0
(510) -0.0004 0.0574 0.025 0.016 0 . 028
(431) -0.0004 -0.0268 - 0 . 0 1 2 - 0 . 0 1 2 -0.013
(521) -0.0004 0.0017 0 . 0 0 1 -0.003 0 . 0 0 1
(440) -0.0004 -0.0417 -0.019 -0.018 -0.015
(433) -0.0004 -0.0684 -0.030 -0.027 -0.027
(530) -0.0004 -0.0244 - 0 . 0 1 1 - 0 . 0 1 2 - 0 1 0 1 1
A
C. G. Shull, as reported by De Cicco and Kitz (1967).
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APPENDIX
Below are the integral expressions used in the 
computation of the expectation value of 1 for the overlap, 
-1/2V2 for the kinetic energy, and cos (Kv ’£ C D ^ ’ where 
the wavefunctions are linear combinations of Gaussian-
expressions are given. The others can be obtained by 
cyclic permutations of x, y, and z. We make use of the 
notation
<s|s> = <GS C a-^  ,r-A) | GS (a 2 ,r-B) > , 
and using the definitions
2
type orbitals, that is, exp(-a^r ). Only the independent
-V* sln(£v -EcD)
d cos(K ,r„n ) = -K (1-u) sin(K . r „ )  — v — CD x — v — CDdBx
— - exp(-LR2 ) = 2LX
x
— -  exp(-LR2) = -2LR
x
we can derive the expressions. The symbols used are 
defined as
The constants below are the numerical factors involved 
in the spherical harmonics associated with the electron 
state wavefunctions.
C1 = 0. 07957747 C2 = 0.13783228
C3 = 0. 23873262 C6 = 0.08897035
C5 = 0.15410117 C4 = 0.30820235
C 9 = 0.15410111 C 8 = 0. 26691118
C7 = 0. 53382235 C15 = 0.09947184
cm =
0.17229028 C13 = 0.34458056
C12 = 0 . 29841552 Cll = 0.59683104
/ w
We can derive all subsequent integrals from <s|0 |s> , 
where 0 is one of the operators, -1/2V2 or cos K ^ . r ^ .
Some are shown as follows:
<px l°ls> = 2§7 s r  < s l0 1s> 
1 x
<pxl°lv = 237 §B- <pxl°ls> = 737 ax- 737 §17 <sl°ls>
X  x X  ^ X
<d |o|s> = 1 <Px |o|s> = 2 ^ 7  3A~ 2 i7  HA“  <s I 0 I s>
J 1 y 1 y 2 x
< d (x2 2 'Ols. - j i -  “ j- <P |0|8» - 7^7 <Py 1° I S >
y 1 x 1 y J
<d (3z2-r2)|0|s> = <d(2z2_x2 2) |0|s>
—  TT/T" <P I 0 I s> -  T ” — T T a -  < P  I 0 I s> a, dA z 1 1 2 a, dA x 1 11 z 1 x
1 d <P I 0 Is>
2a, dA y 1 y J
KINETIC ENERGY INTEGRALS 
<s | -V 2 |s> = 2C1DTL(3-2LR2)
<Px |-V2 |s> = 2C2DTLWa2X(5-2LR2 )
<P |- V 2 |P > = 2C,DTLW(2.5-7LX2-LR2+2L2X2R2)
X  X  O
<P I-V2 Ip > = 2C„DTL2WXY(2LR2-7) x 1 1 y 3
<dx y |-V2 |s> = 2C4DTLW2a2(X2-Y2)(7-2LR2)
<d(x2_y 2} |-V2 |s> = 2CgDTLW2a 2(2Z2-X2-Y2 )(7-2LR2)
<d(32-r2)|-V2 |s> = 2CyDTLW2a1Y ( 3.5-9LX2-LR2+2L2X2R 2 )
<d | -V2 |P > = 2C7DTW2anY ( 3.5-9LX2-LR2 + 2L2X2R2 ) xy x / Jl
<dx y |-V2 |Pz> = 2C7DTLW3La1a2XYZ(2 R2-9)
<d(x2_y 2} |-V2 |Px> = 2C8DTLW2a2X(7-2LR2
+(Y2-X2)(9L-2L2R2 ))
o u
<d(x2-y2)l“V2 lpy> = 2CgDTLW2a 2Y(-7+2LR2
+(Y2-X2)(9L-2L2R2)
< d (x2_y 2 } |-V2 |Pz> = 2CgDTLW2a2Z(Y2-X2)(9L-2L2R2)
<d(3 2_r 2)|-V2 |Px> = 2CgDTLW2a2X(2LR2-7
+(X2+Y2-2Z2)(9L-2L2R2 ))
<d(3 2_r 2) |-V2 |Pz> = 2CgDTLW2a2Z(2(7-2LR2 ) 
z
9 9 9 9 9
+(XZ+Y -2Zz)(9L-2L R Z)
|d |-V2 |d > = 2C,nDTLW2((3.5-9LY2)(l-2LX2) xy xy _l u
9 9 9 9 9 9
+ ( 2 L Y - L ) ( 2 X  +R -2LX R ))
<dy Z |-V2 |dxy = 2C1QDTL2W 2XZ(-4.5+llLY2+LR2-2L2Y 2R2)
<d | -V2 |d > = 2C,nDTLW2((3.5-9LY2 )(1-2LZ2)y  z  y z  l u
9 9 9 9 9 9
+(2L Y -L)(2 Z + R - 2 L Z R ) )
U  _L
<d |-V2 Id > = 2C,nDTL2W 2YZ(llLX2-H.5+LR2-2L2X2R2 )zx' 1 xy 10
<d | -V2 Id > = 2C-. nDTL2W 2XY(llLX2-4. 5 + LR2-2L2Z 2R2)z x 1 1 yz 10
<d |-V2 Id > = 2C,nDTLW2(3.5-9LZ2)(1-2LX2)z x 1 1 zx 10
+(2L2Z 2-L)(2X2+R2-2LX2R2 ))
<d(x2_y 2 } |-V2 |dxy> = 2Ci ;lDTL3W 2XY(X2-Y2 ) (11-2LR2)
<d, 2 2>I-V2 Id > = 2C, ,DTL2W 2YZ(9-2LR2)(.x -y ; 1 1 yz 11
9 9 9 9
+ ( X - Y ) ( l l L r - 2 L R )
<d(x2_y 2j |-V2 |dzx> = 2Ci ;lDTL2W 2XZ(-9 + 2LR2
+(X2-Y2 )(11L-2L2R 2 ))
= 2C12DTLW2(7
+(X4+Y4)(11L2-2L3R)-2LR 
+(X2+Y2)(4L2R-18L) 
+X2Y 2(UL3R-22L2))
<d(3 2_r 2) |-V2 |dxy> = 2Ci3DTL2W 2XY(18-4LR2
+(X2+Y2-2Z2)(2L2R 2-11L))
<d(3 2_r 2)|-V2 |dyz> = 2C13DTL2W 2YZ(-9+2LR2
+CX2+Y2)(2L2R 2-1XL))
<d(3 2_r 2) |-V2 |dx 2_y 2)> = 2Cll+DTL2W 2 (X2-Y2)
Z
9 9 9 9 9
((Xz+Y -2ZZ)(2L/R -11)
- 2(9-2LR2 ))
<d(3 2_r 2 )|-V2 |d(3 2_r 2)> = 2C15DTLW2 (21-6LR2 
z z
-2(9L-2L2R 2)(X2+Y2+4Z2)
9 9 9 9 9 9
+ C X + Y - 2 Z ) ( 1 1 L - 2 L R ) )
o o
COS(Kv .rCD ) INTEGRALS 
<s|cos|s> = C^DTE cos 
<P |cos|s> = C9DTEW(a9Xcos-l/2K sin)
X  Z Z X
<P |cos|Pv> = C qDTEW((1/2-LX2-l/4WK 2)cos+1/2XK (2u-l)sin)
X  X  o X  X
<P |cos|P > = C QDTEW2 (l/2(a,K Y-a0K X)sin-(a,a9XY+l/4K K )cos) x 1 1 y 3 l x 2 y  1 2  x y
<d |cos|s> = CuDTEW2 ((a2XY-l/4K K )cos-1/2a0 (YK +XK )sin) xy h z x y z x y
<d, 2 2 . | cos | s> = C,-DTEW2 ( (a2 (X2-Y2)-l/4(K 2-K 2 ))cos(x -y ) 1 1 5 2 x y
-a9 (XK -YK )sin 2 x y
<d(3 2_r 2) |cos|s> = CgDTEW2(cos(a2 (2Z2-X2-Y2) 
z
-1/4C2K 2-K 2-K 2 ))-a„(2ZK -XK -YK )sin) z x y 2 z x y
<dx y |cos|Px> = C7DTEW2(cos(l/4XKxKy (2u-l)+l/2a2Y
-l/4a2Kx 2WY-a2LX2Y)-sin(l/2a2KxXY(l-2u)
+1/4K -1/2LX2K K 2W/8)) 
y y x
<d |cos|P > = C7DTEW3(cos(-l/4a9K (XK -YK )+anZ(l/4K K -a9XY)) xy z / z. z y x x x y z
-l/2sin(K (a9XY-l/4K K )-ana 0Z(XK +YK ))) z 2  x y 1 2 y x
<d (x2_y 2) |cos|Px> = C8DTEW3(cos(a1X(l/U(Kx2-Ky 2-a 2 (X2-Y2))
-l/2a9K (XK -YK )+a9X/W) z x x y z
-sin(-a1a9Y(XK -YK )+l/2K (a2 (X2-Y2) j_ l. x y y z
-1/U(K 2-K 2 )-l/W)))
x y
<d(x2_y 2 } |cos|Py > = C8DTEW3(cos(a1Y(l/H(Kx 2-Ky 2)-a2(X2-Y2 )
-1/2a9K (XK -YK )-a9Y/W) z y x y z
-l/4-(K 2-K 2 )-l/W)))
x y
<d, 2 2*|cos|P > = C 0DTEW3 (cos (a-, Z(1/4(K 2-K 2 )(. x -y ; 1 1 z 8 1 x y
-a9(X2-Y2))-l/2a9K (XK -YK ))2 2 z x y
-sin(l/2K (a9 (X2-Y2)-l/4(K 2-K 2 )) z z x y
-aia 2Z(XKx-YKy )))
<d,9 2 2v |cos|P > = CQDTEW3(cos(l/4a,X(2K 2-K 2-K 2)
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