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INNER COHOMOLOGY OF THE GENERAL LINEAR GROUP
KRISHNA KISHORE
Abstract. We give an explicit expression for the inner cohomology of adelic
locally symmetric space S attached to the general linear group of prime rank
p, with coefficients in a locally constant sheaf M of complex vector spaces.
We show that the inner cohomology coincides with cuspidal cohomology in all
degrees for nonconstant sheaves, otherwise the inner cohomology differs from
cuspidal cohomology by a complex vector space of dimension p−1 concentrated
only in dimS.
1. Introduction
Let G := GLp be the general linear group defined over Q, and let SKf be the
adelic locally symmetric space G(Q)\G(A)/K of level Kf given by
SKf = G(Q)\G(A)/K∞Kf ,
where K∞ is a maximal compact subgroup of G(R) thickened by the center of
G(R), and Kf is a maximal compact subgroup of G(Afin). An irreducible finite-
dimensional representation of G(R) defines a locally-constant sheaf Md on SKf .
The cohomology groups H•(SKf ,Md) can be described in terms of Hilbert space
of square-integrable functions L2(G(Q)\G(A)) invariant along Kf . Langlands
showed the Hilbert space decomposes into a discrete part spanned by irreducible
automorphic representations π of G(A), and a continuous part. The continuous
part is irrelevant to our considerations. The discrete part decomposes further
into cuspidal part spanned by those π which are cuspidal, and a residual part
spanned by the residues of Eisenstein series.
Langlands gave an alternative decomposition of L2(G(Q)\G(A)) in terms of
classes of parabolic subgroups of G, in which the cuspidal part corresponds to
precisely the parabolic G, and the residual part corresponds to classes of proper
parabolic subgroups. Moeglin and Waldspurger refined the residual part of Lang-
lands decomposition for GLn, namely any element in residual spectrum has mul-
tiplicity one and is induced from the cuspidal representation of the Levi factor
of specific shape, say GLn1 × . . . GLnr , with n1 = . . . = nr and n1+ . . .+nr = n.
In particular they showed multiplicity-one result for residual spectrum of GLn,
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which together with the multiplicity-one result for the cuspidal spectrum yields
a very detailed description of L2.
The spectral decomposition can be used to understand the cohomology groups
H•(SKf ,Md). Various subspaces —cuspidal, residual, Eisenstein —that arise
in the decomposition of L2, then, has corresponding counterparts in cohomol-
ogy. As it turns out the square-integrable cohomology H•(2)(SKf ,Md) has an
alternative description in terms of a certain Lie algebra cohomology, which is
amenable to algebraic techniques. The image of compactly supported cohomol-
ogy H•cusp(SKf ,Md) in the full cohomology H
•(SKf ,Md), called the inner coho-
mology H•! (SKf ,Md), can then be analysed in terms of Lie algebra cohomology.
The relevance of inner cohomology can be seen in the following relations, where
we suppressed the space and the coefficient system:
H• ∼= H•! ⊕H
•
Eis
H•(2)
∼= H•cusp ⊕H
•
res
H•cusp ⊂ H
•
! ⊂ H
•
(2).
The main goal of the paper is to give an explicit expression for the inner co-
homology of the space SKf with coefficients in M in the case where G = GLp
of prime rank p; more precisely, we show that the inner cohomology coincides
with cuspidal cohomology in all degrees for nonconstant sheaves, otherwise the
inner cohomology differs from cuspidal cohomology by a complex vector space
of dimension p− 1 concentrated only in dimS.
The strategy of the proof is as follows. The inner cohomology is contained in
square-integrable cohomology which is a direct sum of cuspidal cohomology and
residual cohomology. The cuspidal cohomology is contained in the inner coho-
mology, hence any noncuspidal contribution to the inner, must arise from the
residual cohomology. Using spectral decomposition of L2 given by Langlands
and Moeglin, Waldspurger, we see that the cuspidal support corresponding to
minimal parabolic contributes to the residual spectrum; here is where we use
the assumption that the general linear group is of prime rank. This contribu-
tion can be understood in terms of Lie algebra cohomology. Using the notion of
cohomological representations, together with what is popularly called Wigner’s
lemma, we then reduce our analysis to that of trivial coefficient system: Md ∼= C.
At this point we use another consequence of the results of Moeglin and Wald-
spurger, namely that only cuspidal representations of the form I(µ, µ . . . , µ) can
arise from the maximal torus of a Borel subgroup where µ is a Hecke character
of finite order. It is well-known that Hecke characters of finite order are in one-
to-one correspondence with primitive Dirichlet characters (Z/pZ)× → C∗ which
are p − 1 in number. From here the standard analysis using Poincare´ duality
yields our desired result.
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The paper is organized as follows. In §3 we provide the statements of main re-
sults of the paper. In §4 we recall relevant notions of algebraic groups required to
discuss Langlands spectral decomposition given in term of parabolic subgroups
defined over Q. We recall the notion of associated parabolic subgroups and the
extension of a character defined on a Levi factor of a parabolic to the full group
G. In §5 we recall the coarse decomposition of square-integrable automorphic
representations into various subspaces —discrete, continuous, cuspidal, residual
—, and a finer one due to Langlands refined further by Moeglin and Waldspurger
in the GLp case; the latter is the one directly relevant to the paper. In §6 we
recall various notions of the cohomology of locally symmetric space. In particular
we discuss Borel-Serre compactification. In §7 we decompose residual cohomol-
ogy based on results from §6 and §5 and obtain Theorem 3.1. Finally, in §8 we
determine the contribution of residual spectrum to the inner cohomology, and
prove the main result of the paper 3.2.
2. Remarks about Notation
Almost exclusively we work with the cohomology of the space SKf (C) with
coefficients in Md ⊗C, for a fixed maximal compact subgroup Kf in GLp(Afin).
Moreover, we will consider only the complexification gC of the Lie algebra g of
GLp(R). Therefore we abuse the notation and use S for SKf (C),Md forMd⊗C,
and g for gC. The center of the universal enveloping algebra U(g) is denoted Zg.
Moreover, throughout the paper, by the maximal compact subgroup K of
GLp(A) we mean K = O(p,R)Z(R)×
∏
ν<∞GLp(Zν) with the archimedean part
O(p,R)Z(R) and the nonarchimedean part
∏
ν<∞GLp(Zν), which the product
of maximal compact subgroups GLp(Zν) of GLp(Qp) fo reach finite prime p.
Henceforth, unless explicitly mentioned, we adapt this abuse of notation. The
constant sheaf associated to C is simply denoted by C, again, abusing notation.
We provide general references for fairly standard material at the beginning of
a section, offering detailed references where required.
3. Statement of results
The square-integrable cohomology H•(2)(S,Md) has a description in terms of
the (g∞, K∞)-cohomology:
H•(2)(SKf ,Md)
∼= H•(g,K)(g, K∞;Md ⊗ L
2(G(Q)\G(A)))Kf .
Based on this isomorphism, various cohomology subgroups are considered,
namely H•c (S,Md), H
•
res(S,Md), H
•(SKf ,Md), H
•
res(SKf ,Md) corresponding to,
respectively, compactly-supported cohomology, cuspidal cohomology, and resid-
ual cohomology. Using the spectral decomposition of square-integral automor-
phic representations, we obtain:
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Theorem 3.1. Let G = GLp. Suppose p is prime. Then
H•res(S,Md) = 0 forMd 6
∼= C
Hqres(S,C)
∼=
{
Cn−1 for q = 0, dim(g/k)
0 otherwise
The adelic space S has a compactification called Borel-Serre compactification S
with boundary ∂S, and a long exact sequence of sheaf cohomology groups:
H0c (S,Md)→ . . .→ H
i
c(S,Md)→ H
i(S,Md)→ H
i(∂S,Md)→ H
i+1
c (S,Md)→ . . .
Together with Poincare´ duality, this long exact sequence yields our main result.
Theorem 3.2. Let G := GLp be the general linear algebraic group defined over
Q. Suppose p is prime. Let Md be an finite-dimensional complex irreducible
representation of G(C) given by a dominant integral weight d and letMd be the
locally-constant sheaf of C-vector spaces derived from Md.
Let H•(S,Md) denote the cohomology of the topological space S with coef-
ficients in Md, and H
•
cusp(S,Md), resp., H
•
! (S,Md) the subspaces of cuspidal,
resp., inner cohomology.
Finally, let C be the locally constant sheaf derived from the (one-dimensional)
vector space C. Then
(1) If Md is not isomorphic to C, then
H•! (S,Md) = H
•
cusp(S,Md).
(2) If Md ∼= C then
Hq! (S,C)
∼= Hqcusp(S,C)
⊕{Cn−1 for q = dim(g/k)
0 otherwise
4. Algebraic Groups
In this section we recall some notions in the theory of linear algebraic groups.
We recall only those notions relevant to our main results.
4.1. Adeles. [[PR, Chap. 1].] The ring of adeles A over Q is the product
A∞ × Afin where A∞ = R and Afin is the restricted product of Qp over finite
primes p with respect to the maximal compact subgroups Kp := Zp. The set
A is equipped with the restricted product topology: for a finite set of primes
S containing the ∞-prime, a basic open set is of the form
∏
ν∈S Uν ×
∏
ν 6∈S Zp
where Uν is an open set in Gν . With this topology the ring A is locally compact.
Let G be a reductive linear algebraic group defined and split over Q. The group
G(A) of adelic points has a natural restricted product topology induced from
that of A; it is given by declaring sets of the form
∏
ν∈SHν ×
∏
ν 6∈S Kν to be
open, where S is a finite set of places of Q containing ∞ and Hν is an open
subgroup of G(Qν), and Kν is the (fixed) maximal compact subgroup of G(Qν).
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With respect to this topology G(A) is a locally compact group.
We fix a maximal compact subgroup K §2, and refer to its archimedean com-
ponent by K∞ and to the nonarchimedean component by Kf .
4.2. Parabolic subgroups. [[MW1, pp. 1-15].] The discussion of residual spec-
trum of automorphic representations requires the structure of standard parabolic
subgroups, which we recall now. Let G be a reductive linear algebraic group de-
fined and split over Q. For a minimal parabolic subgroup P0 defined over Q
(such a subgroup exists if G is Q-split), any parabolic Q-subgroup P containing
P0 is called standard. We note here that G is considered as parabolic; in other
words, we do not impose the restriction that the parabolic subgroups are proper.
There are unique decompositions P = LU = MAU , the first equality called
the Levi decomposition, and the second the Langlands decomposition, where L
is called the Levi factor, N is the unipotent radical of P , A the maximal Q-
split torus in the center of L. Moreover the factor L is the maximal reductive
subgroup of P , and also equal to the centralizer of A in G; it follows thenM is the
semisimple factor in the decomposition of a connected reductive group L = MA.
In the case of minimal parabolic P the decomposition looks like P = TU where
T is the maximal torus of G which is also split over Q; informally speaking, on
‘comparison’ with the Langlands decomposition we see that, in this case, M is
trivial, A is T and U is U . On the other hand for maximal parabolic P = G one
has G = Z(G)◦[G,G] as a direct product of central torus Z(G)◦ and semisimple
subgroup [G,G]; we see that in this case M = [G,G], A = Z(G)◦, and U is
trivial.
We shall denote the minimal parabolic fixed above by P0. Then P0 = L0U0.
Henceforth all parabolic subgroups are assumed standard and defined over Q.
4.3. Root systems. [[FGKP], [MW1].] Let X∗(P )Q be the group of rational
characters of P defined over Q. The natural restriction mapX∗(P )Q → X
∗(AP )Q
has finite kernel and finite cokernel, hence on extension of scalars to R we obtain
a (canonical) isomorphism a∗P := X
∗(P )R ∼= X
∗(AP )R. The set of cocharacters
aP = X∗(AP )R is dual to aP via. the usual pairing 〈, 〉 : a
∗
P × aP → Z. For
P ⊂ G, the inclusion AG ⊂ AP defines canonical maps aP → aG via. inclusion
and a∗Q → a
∗
P via. restriction. The latter map is inverse to the linear dual of
the former map. Therefore,aG = aP ⊕ a
P
G, a
∗
G = aP ⊕ (a
P
G)
∗. Here aQG is the the
orthogonal complement with respect to the pairing 〈, 〉 of aQ in aG.
Let W be the restricted Weyl group of (G,A0). Then W acts on a
∗
0, hence by
choosing aW -invariant bilinear form we may identify a0 with a
∗
0. The embedding
a∗0 ⊂ a
∗
P obtained by inclusion of AP ⊂ A0 allows one to embed aP in a0. Let
ΠP be the set of roots of the pair (P,AP ); these are characters X(AP )Q in the
decomposition of uP under the adjoint action of AP . Let ∆P be a set of simple
roots of ΠP .
6 KRISHNA KISHORE
Definition 4.1. Two parabolic subgroups P,Q are said to be associated if
Ω(aP , aQ) 6= ∅, where Ω(aP , aQ) be the set of distinct isomorphisms from aP
to aQ obtained by restricting elements in Ω to aP . Equivalently, the Levi factors
LP , LQ of P,Q respectively are conjugate by an element of the restricted Weyl
group NG(AG)(Q)/ZG(AG)(Q).
Let ΠP ⊃ Π
+
P ⊃ ∆P be the set of roots, the subset of positive roots, and the
subset of simple roots of aP in the Lie algebra p := P (R), chosen in a compatible
way with respect to ΠG, i.e. the corresponding subsets of ΠP are obtained by
restriction from those of ΠG. Let ρP be half the sum of roots restricted to the
UP :
ρP =
1
2
∑
Φ+
G
\Σ+
S
α
where Σ+S is the span of a subset S ⊂ ∆G; in particular for the minimal parabolic
P0 one has S = ∅, and for the group G it is S = ∆G.
4.4. Adelic characters. [[FGKP], [CKM].] Let us recall the process of extend-
ing characters on split tori. With the aid of Iwasawa decomposition G(A) =
AG(A)UG(A)K, a character χ on AG(A) modulo AG(A) has a extension to G(A)
by deeming it to be trivial on UG(A) and K. ( We consider automorphic repre-
sentations with trivial central character, in which case the extension of characters
from AG by this procedure is trivial. But the construction was given as to com-
pare with that of extension from AP where P is a proper parabolic subgroup, as
follows.)
SupposeK is in good position, i.e., the maximal compact subgroupK is chosen
so that for a parabolic subgroup P (A) ∩ K = (UP (A) ∩ K)(LP (A) ∩ K). On
the other hand, for a proper parabolic one consider Langlands decomposition
P (A) = LP (A)UP (A) = MP (A)AP (A)UP (A) and a a character χ on AP (A)
modulo A(Q) extends to a character on P (A) by requiring it to be trivial on
UP (A) and MP (A).
The height function HP : LP (A)→ aP is given as follows: for l =
∏
ν lν ∈ L(A)
consider a vector HL(l) in aP given by
exp(〈χ,HP (l)〉) = |χ(l)| =
∏
ν
|χ(lν)|ν ,
and by Iwasawa decomposition G(A) = UP (A)LP (A)K, the map HP is extended
to G(A) by requiring it to be trivial on UP and K. There is a one-one corre-
spondence between the weights of aP and the characters on parabolic subgroups
P (A) obtained by extension from AP (A). The weight λ : aP → R corresponds
to a character χ : P (Q)\P (A)→ C∗ according to the formula
χ(g) = e〈λ+ρP ,H(g)〉 = e〈λ+ρP ,log |a|〉 = e〈λ,HP (g)δ
1/2
P (l).
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Here δP (l) = e
〈λ+ρP ,H(l)〉 for l ∈ L(A) is the modulus character is given in terms
of adjoint representation Ad : L→ GL(u) defined as
δP (l) = | detAd(l)|u|.
5. Spectral decomposition of Automorphic representations
5.1. Coarse decomposition. [[BJ],[CKM].] Let G be a connected reductive
group defined over Q. The complex vector space L2 := L2(G(Q)\G(A)) of mea-
surable functions f : G(Q)\G(A)→ C square-integrable with respect to a trans-
lation invariant measure, carries a natural action by G(A) by right translation.
The action preserves L2−norm and therefore affords a unitary representation
of G(A). A representation of G(A) is called automorphic if it occurs as an ir-
reducible subspace of L2. The action yields an orthogonal decomposition into
discrete spectrum L2disc spanned by the irreducible subspaces, and the continuous
spectrum L2cont spanned by direct integral over principal series representation
parametrized by Eisenstein series. The discrete spectrum decomposes further
into a direct sum of the cuspidal spectrum and the residual spectrum. The cus-
pidal spectrum is the subspace spanned by the functions f ∈ L2 which satisfy
the following condition: for all standard parabolic subgroups P = LU that are
proper the following function fP : P (Q)\G(A)→ C vanishes identically:
g 7→
∫
U(Q)\U(A)
f(ug)du
where du is the Haar measure normalized so that
∫
U(Q)\U(A)
du = 1. On the other
hand, Langlands showed that the residual spectrum is the subspace spanned by
the residues of Eisenstein series and that representations of G(A) in the residual
spectrum are quotients of representations obtained by parabolic induction, i.e.
those induced from a proper standard Q-parabolic subgroup of G(A). Note
that even though Eisenstein series may not in general be square integrable, they
parametrize the continuous spectrum of L2, and also arise in the description of
residual spectrum.
5.2. Finer decomposition. [[Ar1], [MW1], [MW].] The decomposition of dis-
crete spectrum into cuspidal spectrum and residual spectrum has a refinement
due to Langlands, which we recall now. This involves several notions, so we
provide only those details relevant to the article; for complete details, we refer
the reader to Arthur’s article [Ar1].
Let P be, as usual, a standard parabolic subgroup defined over Q. Let H◦P
be the subspace of functions f ∈ L2(U(A)L(Q)A(R)◦\G(A)) such that the sub-
spaces spanned by functions Rgf restricted to L(A), where g ∈ G(A), is ZL-finite
and the subspace spanned by Rkf , k ∈ K, is finite-dimensional; recall Rg denotes
right translation by g. Let HP be the (Hilbert) completion of H
◦
P .
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Definition 5.1. The Eisenstein series attached to f ∈ H◦P is given by
E(g, f, λ) =
∑
γ∈P (Q)\G(Q)
f(γx) exp(〈λ+ ρP , HP (γx)〉).
where λ ∈ aC and Reλ ∈ ρP + a
+.
Let P be an associated class of parabolic subgroups, and let L̂P be the collection
of functions F = {FP : ia → HP : P ∈ P} of measurable functions obeying
certain conditions; in (extremely) vague terms, these conditions are about the
finiteness of norm of FP and the transformation of FP under the action of s ∈
Ω(aP , aQ). Consider the map, defined on some dense subspace of L̂P
F 7→
∑
P∈P
c(Ap)
∫
iaP
E(g, FP (λ), λ)dλ
for c(AP ) some constant depending on the numerical invariants of the split torus
AP [For details, refer to [Ar1]]. This map has a unitary extension from L̂P
onto a (closed) G(A)−invariant subspace L2P(G(Q)\G(A)) ⊂ L
2(G(Q)\G(A)).
Furthermore, we have an orthogonal decomposition parametrized by equivalence
classes of parabolic subgroups:
L2(G(Q)\G(A)) =
⊕
P
L2P(G(Q)\G(A)).
5.2.1. Langlands decomposition. By considering tuples χ = (P,V,W) called the
cuspidal support of P, one obtains a finer decomposition. This we recall now.
Consider the spaceHP,cusp, called the space of cusp forms of P , consisting of mea-
surable functions with finite L2-norm and whose G(A)-translates vanish along
any parabolic subgroup properly containing P :∫
UQ(Q)\UQ(A)
f(lg)dl = 0, ∀ G ) Q ) P
The space is invariant under right regular of G(A) and decomposes into a direct
sum of irreducible representations of G(A) each occurring with finite multiplicity.
The cuspidal support S(G) is the collection of triplets χ = (P,V,W ) where
W is an irreducible representation of K, P is an associated class of parabolic
subgroups, and V is a collection of subspaces {VP} where each VP is a subspace
HM,cusp of cusp forms on M(A) subject to the following restrictions:
(1) (Eigenspace-condition:) For P ∈ P, VP is the eigenspace of HM,cusp of
some infinitesimal character of ZM .
(2) (Transformation law:) For P,Q ∈ P and s ∈ Ω(aP , aQ) one has VQ =
wsVPw
−1
s .
For P ∈ P, let HP,χ be the space of functions f ∈ H
◦
P,cusp such that for x ∈ G(A)
(1) the functions k 7→ f(xk), k ∈ K, is a matrix coefficient of W .
(2) the function m 7→ f(mx), m ∈ L(A) belongs to VP .
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Then we have the following decomposition of cusp forms:
HP,cusp =
⊕
χ=(P,V ,W )
HP,χ
Fix χ = (P,V,W ) and P ∈ P. Let Φ : aC → HP,χ be an analytic function of
Paley-Weiner type, and construct the function φ on U(A)L(Q)\G(A) given by
φ(x) =
( 1
2πi
)dimA ∫
Reλ=λ0
exp(〈λ+ ρP , Hp(x)〉Φ(λ, x))dλ.
Theorem 5.2. (Langlands) The function φ̂(x) =
∑
γP (Q)\G(A) φ(γx) converges
absolutely and belongs to L2(G(Q)\G(A)). Let L2χ(G(Q)\G(A)) be the closure
of the subspace generated by φ̂. Then there is an orthogonal decomposition
L2 =
⊕
χ∈S(G)
L2χ.
5.3. Residual spectrum of GLp. [[MW].] The description of residual spec-
trum of GLp according to Moeglin and Waldspurger is crucial to our analysis of
inner cohomology. Consider the set of tuples (L,W ), where L = GL(N1)× . . .×
GL(Nm) is the standard Levi subgroup of G, and W = W1 ⊗ . . . ⊗Wm is an
irreducible subspace of the space of cuspidal automorphic forms on L(Q)\L(A).
Let ρ be a unitary representation of L(A) on W such that ZG(A) acts trivially.
Two such tuples (L,W ) be as above, and (L′,W ′) are called equivalent if there
exists s = (s1, . . . , sm) ∈ C
m such that (L′,W ′) is conjugate to (L,W [s]), where
W [s] =W1[s1]⊗ . . .⊗Wm[sm] and Wi[si] denote the space of functions φ| det |
si
for φ ∈ Wi. Let X be the set of equivalence classes, and let X
◦ be the set of
χ ∈ X such that there exists (L,W ) ∈ χ with N1 = . . . = Nm, V1 = . . . = Vm.
Recall that any character on (fixed) the maximal torus T (A) of P0(A) can
be written as χ = χ(µ1, . . . , µn) where each µi is a Hecke character of Q, i.e.
µ : Q×\A× → C× and
χ(µ1, . . . , µn)(t1, . . . , tn) = µ1(t1) . . . µ(tn)
where t1, . . . , tn ∈ T (A).
Theorem 5.3. (Moeglin, Waldspurger) Let χ ∈ X . Then
(1) If χ 6∈ X0, then L2χ ∩ L
2
d = 0.
(2) If χ ∈ X◦, then L2χ ∩ L
2
d is irreducible isomorphic to J(V ), where J(V )
is the unique irreducible quotient of I(V, s), which is the representation
induced from M to G(A) and s = (m−1
2
, . . . , 1−m
2
).
(3) Let T be the maximal torus of the minimal parabolic subgroup P0. Let
µ be a Hecke character of Q. Let χ ∈ X be the tuple (T,H◦P0,cusp,W ).
Then only characters of the form χ = χ(µ, . . . , µ) with µn = 1 contribute
to the residual spectrum. Furthermore the space L2disc ∩L
2
χ is isomorphic
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to the space spanned by π = ⊗πν , where πν is the one-dimensional rep-
resentation isomorphic to µν ◦ det; the character µν is the one induced
from µ.
Remark 5.4. We work with the normalized induced representation I(V, s) rather
than with the quotient J(V ), as we should be in principle. Later we will show
that only trivial representations matter in the analysis of residual spectrum, thus
justifying the choice.
Summarizing, we have the following decomposition of L2(G(Q)\G(A)):
L2 = L2disc
⊕
L2cont
=
(
L2cusp
⊕
L2res
)⊕
L2cont
=
( ⊕
χ=(P,V ,W )∈X
P=G
(L2χ ∩ L
2
disc)
⊕
χ=(P,V ,W )∈X
G 6∈P
(L2χ ∩ L
2
disc)
)⊕
L2cont
=
( ⊕
χ=(P,V ,W )∈X◦
P=G
(L2χ ∩ L
2
disc)
⊕
χ=(P,V ,W )∈X◦
G 6∈P
(L2χ ∩ L
2
disc)
)⊕
L2cont
We study the the inner cohomology of GLp with p prime. In the next section we
recall various cohomology theories.
6. Decomposition of cohomology
[[BW], [Ha], [Ha1].] Let G be a connected reductive group defined over Q, and
G(A) = G(R) × G(Afin) its adelic points. Let K∞ be the product of maximal
compact subgroup K ′∞ of G(R) and the center Z(R) of G(R):
K∞ := K
′
∞Z(R)
Such a choice, in particular, signifies that we shall be considering automorphic
forms with trivial central character. Fix a maximal compact subgroup
∏
p<∞Kp
in G(Afin) with each K∞ maximal in Gp. For a compact open subgroup Kf ⊂∏
p<∞Kp, and with K = K∞ ×Kf , the space
S := G(Q)\G(R)×G(Afin)/K∞Kf
is called the adelic locally symmetric space of level Kf .
Remark 6.1. The choice of K∞ as the product of maximal compact subgroup
of G(R) and the center Z(R) has the following consequence. The cuspidal rep-
resentations of Levi factors of a standard parabolic are of the form π ⊗ | · |tA for
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some t purely imaginary. In the case where G = GLn, this normalization im-
plies that central character of Q is trivial and that the factor |·|tA may be ignored.
6.1. Full cohomology. Let Md be a finite-dimensional irreducible representa-
tion of G(R), given by a (unique) dominant integral weight d. The contragradient
representation Mˇd of Md defines a sheaf Md of C-vector spaces on the space S
by
Md(U) = {s : p
−1(U)→Md : s(g · x) = Mˇd(g)s(x), x ∈ G(A), g ∈ G(R)}
where p : G(A)/K∞Kf → S is the projection map. The full cohomology
H•(S,Md) is the usual sheaf cohomology of the space S with coefficients inMd.
Also, one has the notion of full cohomology with compact support H•c (S,Md).
6.2. (g, K∞)-cohomology. Consider the adjoint of K∞ on the Lie algebra g of
G(R). We consider the action of K∞ on p := (g/k) ⊗ C (the justification for
the notation p is that g = k ⊕ p where the summands k, p are, respectively, the
+1,−1 eigenspace of some Cartan involution.)
The action of K∞ on p induces a canonical action (by ’differentiation’) on the
exterior product ∧q(p). Let (π, V ) be a (g, K∞)−module. Consider the space
of cochains Cq := Cq(g, K;V ) := HomK∞(∧
qp, V ), and with boundary maps
d : Cq → Cq+1 defined by
dν(X0 ∧ . . . ∧Xq) =
q∑
i=1
(−1)iXi.ν(X0 ∧ . . . X̂i ∧ . . . ∧Xq)
+
∑
0≤i<j≤q
(−1)i+jν([Xi, Xj] ∧X0 ∧ . . . X̂i ∧ . . . ∧ X̂j ∧ . . . ∧Xq)
where the X̂i indicates that the argument Xi is excluded. The pair (C
q, d) is a
cochain complex and its cohomology is called (g, K∞)-cohomology:
H•(g, K∞, V ) := H
•(HomK∞(∧
•g/k), V ).
6.3. de-Rham cohomology. The space C∞(G(Q)\G(A)/Kf) of smooth func-
tions is a (g, K∞) × HKf -module, with the Hecke algebra HKf acting by con-
volution. We may form the de-Rham complex Ω•(S,Md), and the following
fundamental isomorphism of complexes holds:
HomK∞(∧
•(g/k), C∞ ⊗Md)
∼
−→ Ω•(S,Md)
This isomorphism is compatible with the action of Hecke algebra. By de-Rham’s
theorem, the full cohomology can be computed using the de-Rham complex,
therefore we have the following isomorphism:
H•(S,Md)
∼
−→ HomK∞(∧
•(g/k), C∞ ⊗Md)(1)
12 KRISHNA KISHORE
As a consequence, the Poincare´ duality in de-Rham cohomology induces a Poincare´
duality on the full cohomology groups.
6.4. L2-cohomology. The theory of automorphic representations is transpar-
ent in the space of square-integrable functions on the space G(Q)\G(A)/Kf .
Accordingly, we define the notion of square-integrable elements in
HomK∞(∧
•(g/k), C∞(G(Q)\G(A)/Kf)⊗Md) = (Ω
•
∞ ⊗Md)(S)
An element ω in the space (Ωp∞ ⊗Md)(S) of p-forms on the space S with co-
efficients in the sheaf Md is called square-integrable if for all X1, . . . , Xp ∈ g,
and all linear functionals φin the contragradient representation Mˇd, the function
g 7→ φ(ω(X1 . . . , Xp))(g) is square-integrable. The space of square-integrable
elements is denoted by L2(G(Q)\G(A)/Kf), and it is a (g, K∞)×HKf -module.
The relationship of cohomology groups with automorphic representation is more
transparent if we work over C. Thus, extending scalars to C we consider the full
cohomology group H•(S(C),Md ⊗ C).
For ease of notation we denote S(C) simply by S and denoteMd⊗C byMd [§2].
Putting together the isomorphisms of subsections 6.1, 7.2, and 6.3, we obtain
the following definition of L2-cohomology of the space S with coefficients in the
sheaf Md.
H•(2)(S,Md) :
∼= H•(g,K)(g, K∞;Md ⊗ L
2(G(Q)\G(A)))Kf
From the isomorphism it is evident that the space L2 := L2(G(Q)\G(A)) of
square integrable automorphic forms contains information about the L2-cohomology
of S, which further paves the way to use various decompositions in 5.1 and 5.2
to understand the full cohomology.
By Theorem [Section 4, [BW]], the continuous spectrum L2cont has no contri-
bution to the (g, K∞)-cohomology. Therefore we may replace L
2 by its discrete
spectrum component
⊕
pimpiπ, where mpi is the multiplicity of π.
H•(2)(S,Md)
∼=
⊕
pi disc
mpiπ
Kf
fin ⊗H
•
(g,K)(Md ⊗ π∞).
The various notions on the theory of automorphic forms can be transferred
into the space H•(2)(S,Md). Thus we have cuspidal cohomology defined as
H•cusp(S,Md)
∼=
⊕
pi cusp
mpiπ
Kf
fin ⊗H
•
(g,K)(Md ⊗ π∞).(2)
Similarly one defines residual cohomology, compactly-supported cohomology. For
ease of notation, these are denoted H•cusp, H
•
res, H
•
c .
The natural map from L2-cohomology to the full cohomology is not necessarily
either injective or surjective. Nevertheless, the cuspidal cohomology injects into
the full cohomology. On the other hand, cuspidal representations are precisely
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those (M,π) withM = G in the decomposition according to parabolic subgroups
of G with complement (in L2disc) spanned by the residues of Eisenstein series ??.
Furthermore, by Theorem 2.2, each of these subspaces —discrete spectrum and
residual spectrum —can be further decomposition based on the cuspidal data X
consisting of tuples χ = (P,V,W ). The cuspidal spectrum L2cusp corresponds to
the tuple χ with the equivalence class P containing a single element, namely G,
and the residual spectrum to those tuples χ for which G 6∈ P. By Theorem 2.3,
which is the crucial ingredient in our analysis, it follows that we may replace
the set X by X◦. Furthermore the multiplicity of the residual spectrum is one;
this can be seen as multiplicity-one theorem for residual spectrum in the case of
GLn. Therefore we conclude mpi = 1 where π belongs to the residual spectrum.
On the other hand, one has the usual multiplicity-one for cuspidal spectrum
From these considerations it follows that the multiplicities mpi occurring in the
decomposition 2 are equal to 1.
H•(2)(S,Md)
∼=
⊕
pi disc
π
Kf
fin ⊗H
•
(g,K)(Md ⊗ π∞).(3)
It is known that cuspidal cohomology is contained in the inner cohomology [BW].
Since the orthogonal projection of closed compactly supported to the space of
harmonic forms is square integrable it follows that inner cohomology is contained
in L2-cohomology:
H•cusp ⊂ H
•
! ⊂ H
•
(2).
Putting all these results together, we obtain the following sequence of decompo-
sitions:
H•(2)(S,Md)
∼= H•(g,K)(Md ⊗ L
2
disc)
Kf
∼= H•(g,K)(Md ⊗ (L
2
cusp
⊕
L2res))
Kf
∼= H•(g,K)(Md ⊗ L
2
cusp)
Kf
⊕
H•(g,K)(Md ⊗ L
2
res)
Kf
In other direction, using the finer decomposition of Langlands, and of Moeglin
and Waldspurger we have
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H•(2)(S,Md)
∼= H•(g,K)(Md ⊗ L
2
disc)
Kf
∼= H•(g,K)(Md ⊗
( ⊕
χ=(P,V ,W )∈X◦
P=G
(L2χ ∩ L
2
disc)
⊕
χ=(P,V ,W )∈X◦
G 6∈P
(L2χ ∩ L
2
disc)
)
∼=
⊕
χ=(P,V ,W )∈X◦
P=G
H•(g,K)(Md ⊗ (L
2
χ ∩ L
2
disc))
︸ ︷︷ ︸
H•cusp
⊕
⊕
χ=(P,V ,W )∈X◦
G 6∈P
H•(g,K)(Md ⊗ (L
2
χ ∩ L
2
disc)
)
︸ ︷︷ ︸
H•res
6.5. Borel-Serre compactification. The adelic space S has a compactification
called Borel-Serre compactification. The resulting compact space S is the union
of S and a smooth boundary ∂S with stratification ∂S =
⋃
P ∂PS by G(Q)-
conjugacy classes of proper parabolic subgroups defined over Q.
The natural inclusion i : S →֒ S induces the direct-image sheaf i∗Md on S,
and the restriction r : S → ∂S induces extension-by-zero sheaf i!Md on the
boundary ∂S. From the canonical exact sequence of sheaves
0→Md → i∗Md → i!Md → 0
one obtains the fundamental long exact sequence of sheaf cohomology groups:
H0c (S,Md)→ H
0(S,Md)→ H
0(∂S,Md)→
. . .
H ic(S,Md)→ H
i(S,Md)→ H
i(∂S,Md)→ H
i+1
c (S,Md)→ . . .
Furthermore, one has
H•(S,Md) ∼= H
•(S,Md).(4)
where, the sheaf on the compact space S is actually i∗Md, but for ease of nota-
tion we simply denote it by Md. The isomorphism justifies this notation.
As our objective is to understand L2-cohomology through automorphic repre-
sentations, we would like to have the above long exact sequence at the level of
square-integrable forms. As it turns out, the above sequence continues to hold
with (H•c )(2)(S,Md), (H
•)(2)(S,Md), H
•
(2)(∂S,Md) in appropriate positions.
7. Residual cohomology
In this section we analyse residual part H•res in the decomposition of H
•
(2) and
obtain a refined result in our case where G = GLp with p prime.
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The first summand in the decomposition of L2 cohomology into cuspidal part and
residual part shows that the cohomological classes that are inner but not cuspidal
lie in the residual cohomology and that they correspond to those cuspidal support
χ = (P, V,W ) ∈ X◦ such that G 6∈ P. From the definition of X◦ the following
result holds:
Proposition 7.1. Let G = GLp. Suppose p is prime. Then the residual coho-
mology is
H•res(S,Md)
∼=
⊕
χ=({P0},H◦P0,cusp
,W )
H•(g,K)(Md ⊗ (L
2
χ ∩ L
2
disc)),
(To emphasize, the set P is the set consisting of only one element P0, where
recall P0 is the minimal (fixed) parabolic subgroup with respect to which the
notion of standard parabolic is defined.)
Proof. If p is prime, then all the summands N1, . . . , Nr are equal to 1, where
r ≥ 1 and N1+ . . .+Nr = n in the definition of X
◦. And the partition (1, . . . , 1)
corresponds, up to conjugation by an element of G(Q), to the minimal parabolic
subgroup of G. 
7.1. Residual cohomology along maximal torus. From Proposition 7.1 one
sees that it suffices to understand L2χ ∩ L
2
disc with χ equal to (P,V,W ) where
P = {P0}. The collection V of subspaces VP0 ⊂ HP0,cusp which satisfy certain
conditions on the way the elements in V transform by Weyl group elements. In
this case where there is only one element, these conditions hold automatically.
It follows that that the tuple (P,V,W ) is, in fact, equal to ({P0}, HL0,cusp, W ),
where L0 is the Levi factor of P0 and W is an irreducible cuspidal representation
of L0.
The Levi factor L0 in fact maximal Q-split torus T0 of G. By Theorem 5.3, it
follows that the representation on T0 we are seeking on T0 is given by a Hecke
character ξ : T0(Q)\T0(A) → C
∗ on T0, subject to the restriction that ξ
p = 1
(remark 6.1). Furthermore the space L2χ∩L
2
disc is isomorphic to the space spanned
by π = ⊗νπν where πν is one-dimensional and isomorphic to µν ◦ det. Thus the
subset X◦ of the cuspidal support X is given by
X◦ = (P0,HP0,cusp, {ξ : T0(Q)\T (A)→ C
∗ , ξp = 1}).
In the following, throughout the paper, we use the notation
Ωp := {ξ : Q
×\A× → C∗ : ξp = 1}.
for the subgroup of Hecke characters of finite order p. It is well-known [Hi,
§1] that the finite order Hecke characters of Q are in bijection with primitive
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Dirichlet characters. In the case where p prime, which is the case of interest to
us, this implies that we have n− 1 Hecke characters ξ such that ξp = 1:
Primitive Dirichlet characters↔ Finite order Hecke characters.
7.2. Cohomological representations. Recall that an automorphic represen-
tation ξ of G(A) is called cohomological if there exists a representation V for
which H•(g,K)(V ⊗ ξ∞) 6= 0. Wigner’s lemma gives a necessary condition for the
nonvanishing of (g, K∞)- cohomology, namely that the representations π∞ and
V ∨ have the same infinitesimal character. Before we prove the main result of the
section, let us recall the following elementary lemma.
Lemma 7.2. Let (π, V ) be a (g, K∞)−module. Suppose π is the trivial repre-
sentation (on V = C). Then the (g, K∞)-cohomology is given by
Hq(g, K∞;C) ∼=
{
C for q = 0, dim g/k.
0 otherwise.
Proof. First consider degree 0. By definition it is given by the kernel of the map
d : C0 → C1. From the definition of d, it follows that, for ν ∈ C0, the relation
dν(X) = 0 implies that X.ν(1) = 0. In other words ν is is (g, K∞)−module
homomorphism. Thus
H0(g, K;C) = Hom(g,K∞)(C,C)
∼= C.
For degrees 1  q  dim p, the space ∧qC vanishes, and therefore the corre-
sponding modules Hq(g, K;C) vanishes. On the other hand, for degree dim p
the space
(
∧dim p (g/k)
)
is one dimensional; the differential map Cq → Cq+1 is
trivial because dq+1 = 0. Therefore Hdim p(g, K∞ C) ∼= C. 
Now we prove the main result of the section.
Theorem 7.3. Let G = GLp. Suppose p is prime. Let C be the constant sheaf.
Then
H•res(S,Md) = 0 forMd 6
∼= C
Hqres(S,C)
∼=
{
Cn−1 for q = 0, dim(g/k)
0 otherwise
Proof. From Proposition 7.1 and the discussion in 7.1, it follows that one has
H•res(S,Md)
∼=
⊕
ξ∈Ω
ξ
Kf
f ⊗H
•
(g,K)(Md ⊗ ξ∞)
∼=
⊕
ξ∈Ω
ξ
Kf
f ⊗H
•
(g,K)(Md ⊗ 1∞).
The latter isomorphism, which replaces ξ∞ by the trivial representation 1∞ is
due to that, the condition ξn = 1 implies that ξ∞ = Sgn or 1∞, where Sgn is
the sign character. Furthermore the assumption that p is prime forces ξ∞ = 1∞,
in the case where n 6= 2. Now, recall from 7.1 that finite order Hecke characters
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of Q are in bijection with primitive Dirichlet characters (Z/nZ)× → C×, which
are n − 1 in number. For the case n = 2, we have only Dirichlet character, the
trivial one, and thus the Sgn character cannot arise.
From Wigner’s lemma, it follows that (g, K∞)-cohomology vanishes for dom-
inant integral weights d distinct from the trivial weight 1, and the first part of
conclusion follows.
Now consider the case where Md ∼= C. Then
H•res(S,C)
∼=
⊕
ξ∈Ω
ξ
Kf
f ⊗H
•
(g,K)(1⊗ 1ξ∞)
∼=
⊕
ξ∈Ω
ξ
Kf
f ⊗H
•
(g,K)(1).
where the set Ω as in 7.1. Furthermore, from Lemma 7.2 we have that the
(g, K∞)-cohomology of the trivial representation 1 is concentrated only in de-
grees 0, dim(g/p). On the other hand, the Kf -fixed vectors of the ‘finite-part’
representation ξ
Kf
f are invariant under right translation by G(A), and evidently
isomorphic to C. The theorem follows. 
8. Inner cohomology
[[HR], [Ha1].] In this section we prove the main result of the article, building
on the results obtained so far. Let us recall that the inner cohomology H•!
is defined as the image of the map H•c → H
•. Moreover one has inclusion
of cuspidal cohomology into inner cohomology which, in turn, is contained in
square-integrable cohomology H•(2), and the following isomorphism holds:
H•cusp →֒ H
•
! →֒ H
•
(2), H
•
(2)
∼= H•cusp ⊕H
•
res.
These isomorphisms among various cohomology together with Theorem 7.3 im-
plies that in the case where the sheaf Md associated to S is not isomorphic to
the locally constant sheaf C one has H•(2)
∼= H•cusp, whence the inner cohomol-
ogy coincides with the cuspidal cohomology. The same holds in the case where
Md ∼= C and q 6= 0, dim(g/k). Hence the contribution to inner cohomology
from residual cohomology may arise in the case where Md ∼= C, concentrated in
degrees 0, dim(g/k). Now we prove the main result of the article.
Theorem 8.1. Let G := GLp be the general linear algebraic group defined over
Q. Suppose p is prime. Let Md be an finite-dimensional complex irreducible
representation of G(C) given by a dominant integral weight d and, let Md be
the locally-constant sheaf of C-vector spaces derived from Md.
(1) If Md is not isomorphic to C, then
H•! (S,Md) = H
•
cusp(S,Md).
(2) If Md ∼= C then
Hq! (S,C)
∼= Hqcusp(S,C)
⊕{Cp−1 for q = dim(g/k)
0 otherwise
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Proof. From Theorem 7.3 and the preceding discussion, it follows that it remains
to consider the cohomology of S with coefficients in the constant sheaf C at
degrees 0, dim(g/k).
Consider the long exact sequence of 6.5 at degree k := dim(g/k). It looks like
. . .→(Hc)
k
(2)(S,Md)
ik−→ Hk(2)(S,Md)
rk−→ Hk(2)(∂S,Md)→
(Hc)
k+1
(2) (S,Md)
ik+1
−−→ Hk+1(2) (S,Md)→
It follows from Poincare´ duality [Ha, Theorem 4.8.9] that cohomology in degree
q > k vanishes. Furthermore, by the same theorem applied to the boundary ∂S,
which has dimension k − 1, we deduce that Hk(2)(∂S,Md) = 0. Therefore the
inner cohomology at degree k is equal to the square-integrable full cohomology
Hk+1(2) . Another application of Theorem 7.3 gives the desired conclusion.
Now consider the degree 0 case. It follows from the isomorphisms 1 and 4 that
we may considerH0(2)(S,Md) is a subspace of HomK∞(∧
0(g/k), C∞(G(Q)\G(A)/Kf)
andH0(2)(∂S,Md) as a subspace of C
∞(P0(Q)U0(Q)\G(A)/Kf), where the bound-
ary part of S is given by ∂S =
⋃
[P ]∈Ω(P,Q)P (Q)U0(Q)\G(A)/Kf . The restriction
C∞(G(Q)\G(A)/Kf)→ C
∞(P0(Q)U0(Q)\G(A)/Kf),
induces an inclusion in cohomology r0 : H0(2)(S,Md) →֒ H
0
(2)(∂S,Md), therefore
the inner cohomology is trivial in degree 0. 
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