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Recent evidence demonstrates that adapting to a face will systematically bias the perception of faces that lie along the same iden-
tity trajectory in geometric face space but not faces that lie along diﬀerent identity trajectories [Leopold, D.A., OToole, A. J., Vetter,
T., & Blanz, V. (2001). Prototype-referenced shape encoding revealed by high-level aftereﬀects. Nature Neuroscience, 4(1), 89–94].
We explored this conﬁgural aftereﬀect using synthetic face stimuli developed to measure face-speciﬁc processing. Adapting to syn-
thetic ‘‘anti-faces’’ resulted in an identity-speciﬁc aftereﬀect that was characterized by a marked decrease in the slope of the psycho-
metric functions. Adaptation transferred across diﬀerent face sizes, but not diﬀerent face viewpoints nor faces constructed about a
non-mean face. Performance was captured by a model where responses were modulated through a divisive gain control and an addi-
tive constant reﬂecting a shift in the origin of perceived face space. Together, these results suggest that face adaptation reﬂects activ-
ity from mechanisms common to various processing stages along the visual pathway.
 2005 Elsevier Ltd. All rights reserved.
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A primary goal for vision researchers is to establish
links between visual perceptions and the neural mecha-
nisms that underlie them. Typically, the relationship be-
tween neurons and behaviour is investigated using visual
tasks that are thought to be mediated by low-level neu-
ral mechanisms, where the physiological responses of
individual neurons and psychophysical performance
are well characterized. One technique that has been
especially eﬀective for understanding the relationship
between neurons and behaviour is selective adaptation.
When an observer views a visual stimulus for a pro-
longed period of time, responses from neural mecha-
nisms responsible for coding the adapted stimulus
change to account for this redundant information. This0042-6989/$ - see front matter  2005 Elsevier Ltd. All rights reserved.
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E-mail address: anderson@hpl.cvr.yorku.ca (N.D. Anderson).response change is reﬂected in perception as a change in
sensitivity towards the adapted feature. Adaptation is
especially useful when trying to establish whether two
perceptual phenomenon share common neural sub-
strates: if adapting to one stimulus dimension results
in a systematic eﬀect on the perception of another, this
provides strong evidence that both features share a com-
mon processing mechanism. Adaptation eﬀects on con-
trast perception (Blakemore & Campbell, 1969;
Greenlee & Heitger, 1988; Pantle & Sekuler, 1968; Wil-
son & Humanski, 1993), orientation perception (Camp-
bell & Maﬀei, 1971; Gibson & Radner, 1937), and
spatial frequency perception (Blakemore, Nachmias, &
Sutton, 1970; Blakemore & Sutton, 1969), for example,
have provided valuable insights into the organization
and response characteristics of the neural mechanisms
that support these percepts.
A good deal of evidence suggests that complex visual
stimuli are processed by specialized neural mechanisms
as well. Neural mechanisms in visual areas V4 (Gallant,
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Lewis, & Van Essen, 1996; Wilkinson et al., 2000) and
inferior temporal cortex (IT) (Fujita, Tanaka, Ito, &
Cheng, 1992; Kobatake & Tanaka, 1994) preferentially
respond to complex features and shapes in the visual
environment. Neurons in these regions appear to follow
similar principles of functional organization as neurons
in earlier cortical areas (Ghose & Tso, 1997; Tsunoda,
Yamane, Nishizaki, & Tanifuji, 2001). Interestingly,
psychophysical research suggests that neural mecha-
nisms responding to complex visual features can be
adapted using techniques similar to those used for low-
er-level visual tasks. For example, adapting to a rectan-
gle elongated along one of the cardinal axes (Regan &
Hamstra, 1992) or a line (Suzuki & Cavanaugh, 1998)
results in a systematic aftereﬀect along the axis orthogo-
nal to elongation in a subsequently presented shape.
These ﬁgural aftereﬀects transfer across diﬀerent shapes,
sizes and spatial locations, demonstrating that the
adapted thresholds are not due to a combination of
adaptation eﬀects for low-level features. Instead, these
results suggest that higher-order object characteristics
are coded for by pliable neural mechanisms that are
non-retinotopic and possess large receptive ﬁelds, fea-
tures that are characteristic of neurons in higher visual
areas.
Perhaps the most complex class of stimuli that we
encounter in our visual environment are faces. Abun-
dant evidence suggests faces are processed by specialized
mechanisms that respond selectively to face-like forms
(Kanwisher, McDermott, & Chun, 1997; Perrett, Rolls,
& Caan, 1982). As with other complex forms, recent evi-
dence has shown that these face-selective mechanisms
can be adapted as well. Webster and MacLin (1999) ﬁrst
introduced the face distortion aftereﬀect (FDAE), where
prolonged viewing of a distorted face (either contracted
or expanded) resulted in a strong and systematic afteref-
fect in the direction opposite to the adapting face. Sub-
sequent research investigating the nature of the FDAE
has shown that adaptation partially transfers across dif-
ferent face sizes (Zhao & Chubb, 2001) and that the axis
of distortion changes with the orientation of the test face
(Watson & Cliﬀord, 2003). Face adaptation can even be
induced within natural categories, such as sex or race
(Webster, Kaping, Mizokami, & Duhamel, 2004). To-
gether, these results suggest that face-speciﬁc neural
mechanisms are vulnerable to the same types of manip-
ulations that have been historically used to probe the
link between neurons and behaviour in lower-level vi-
sual tasks, and presents a challenge for researchers to
establish similar links in the face-processing domain.
An eloquent study investigating the representation of
face-space illustrates how adaptation can be used to
probe neural correlates that underlie face perception
(Leopold, OToole, Vetter, & Blanz, 2001). The logic is
based on Valentines (1991) proposal that faces can beconceived as points in a multidimensional space centred
on the mean (average) face, where the polar position of
the point in space denotes the identity of the individual,
and the distance from the mean deﬁnes the identity
strength of the individual. Faces that lie on the same
identity trajectory, but on the opposite side of the mean,
possess negative identity strength and are referred to as
‘‘anti-faces’’. Leopold et al. (2001) found that after
adapting to a naturalistic anti-face, a systematic
improvement was induced when recognizing faces that
fell along the same identity trajectory but not when rec-
ognizing faces that fell along diﬀerent identity trajecto-
ries. These results suggest that the mechanisms that
process faces follow response principles consistent with
Valentines face-space, and therefore provides important
insight into the dimensions along which face-selective
neurons might respond.
A consequence of generating naturalistic anti-faces is
that faces morphed to the opposite side of the mean face
vary systematically on a number of characteristics. Re-
gions of high contrast in a face, for example, will be-
come lower contrast in an anti-face lying along the
same identity trajectory. Moreover, colours will system-
atically shift in generated anti-faces towards the oppo-
site side of the colour spectrum. Leopold et al. (2001)
demonstrated that the aftereﬀects were translation
invariant, precluding the argument that face adaptation
reﬂected multiple localized aftereﬀects for features such
as spatial frequency and colour. However, the afteref-
fects could still reﬂect adapted responses from higher
cortical mechanisms that are sensitive to these visual
attributes. The extent to which face adaptation depends
exclusively on the geometry of the face therefore remains
unclear. To examine the role of geometry in face adap-
tation requires a face stimulus deﬁned purely in geomet-
ric terms, and where visual attributes such as contrast
and colour do not systematically vary.
In the present experiments, we evaluated face adapta-
tion using a novel set of synthetic face stimuli that we
have recently developed in our laboratory. Synthetic
faces are excellent candidates for investigating face-spe-
ciﬁc processing, as they are deﬁned purely in geometric
terms and can be used to quantitatively investigate face
perception (Wilson, Loﬄer, & Wilkinson, 2002). We as-
sessed face adaptation using a discrimination paradigm,
a procedure more often utilized for evaluating perfor-
mance after lower-level visual adaptations. Psychomet-
ric functions were measured for faces lying along the
same identity trajectory as the corresponding anti-face
(matching) and for faces along the orthogonal trajectory
(non-matching). Our results support the notion that
face-selective mechanisms respond along dimensions
that are consistent with face space, as there are diﬀeren-
tial adaptation eﬀects when adapting to faces that lie
along the same and diﬀerent identity trajectories. We ob-
served a change in the slope of the psychometric func-
Fig. 1. Construction of a synthetic face. (a) Digital photographs were
characterized by 37 measurements, including landmarks deﬁning the
outer head contour (16), inner hair contour (9), and feature placement
(12 + 2). (b) Synthetic faces were reconstructed as sums of radial
frequencies deﬁned by measurements in (a). Regenerated features were
generic, but positioned according to individual placement measure-
ments. The resulting synthetic face is deﬁned purely in geometric terms,
and captures suﬃcient identity information from the individual.
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similar to the eﬀects of adaptation on performance in
lower-level visual tasks mediated by gain control mech-
anisms that are divisive in nature. The identity-speciﬁc
adaptation transferred across stimulus size, but not a
20 view rotation, consistent with neurophysiological
and fMRI evidence from face-selective mechanisms
(Grill-Spector & Malach, 2001; Perrett et al., 1982; Rolls
& Baylis, 1986). Moreover, identity-speciﬁc adaptation
was not observed using face trajectories that were cen-
tred on a non-mean face, suggesting that face-selective
mechanisms code identity in relation to a mean or pro-
totypical face. Our results are eﬀectively captured by a
model that describes modulated responses in terms of
both a divisive gain control and an additive constant,
similar to a model proposed to account for adaptation
eﬀects observed in lower-level visual tasks (Wilson &
Humanski, 1993). Overall, these results suggest that
the mechanisms that underlie face adaptation operate
according to principles that are similar to those that sup-
port lower-level perceptions.2. Methods
2.1. Stimuli
2.1.1. Synthetic face construction
The stimuli used in the present experiments were the
synthetic faces recently developed in our laboratory
(Wilson et al., 2002). Faces were synthesized from digital
photographs of individual faces, where photographs
were taken of both 40 male and 40 female faces from
both front and side (20) views. Individual face contours
were digitized by determining the coordinates of 16 equi-
angular landmarks for the outer contour of the head and
nine equiangular landmarks for the inner hairline (Fig.
1a). The coordinates for both the inner and outer head
contours were converted into sums of radial frequencies
(Wilkinson, Wilson, & Habak, 1998) and represented in
polar coordinates as:
Rhead ¼ Rmean
X7
n¼1
An cosð2pnHÞ þ Bn sinð2pnHÞ ð1Þ
where An and Bn are amplitudes used to describe head
shape (n = 1–7) and are deﬁned relative to the mean ra-
dius (Rmean). The internal features used in the recon-
structed synthetic faces were generic; however, the
relative placement of those features was not and was
determined by 14 additional measurements (including
both x and y coordinates for eye placement). The geom-
etry of each synthetic face is therefore described by a
vector of 37 measurements in total. Reconstructed syn-
thetic faces were ﬁltered with a 2.0 octave bandpass dif-
ference of gaussians (DOG) ﬁlter with a peak frequencyof 10 cycles per face. Numerous experiments have dem-
onstrated that this spatial frequency band contains the
most important information for discriminating faces
(Costen, Parker, & Craw, 1996; Gold, Bennett, & Sek-
uler, 1999; Na¨sa¨nen, 1999). These ﬁltered faces do not
contain any textural information, and deﬁne individual
faces in purely geometric terms (Fig. 1b). Previous
experiments demonstrate that synthetic faces capture
suﬃcient geometric information for observers to reliably
identify individual synthetic faces (Wilson et al., 2002).
2.1.2. Synthetic face space
Valentine (1991) proposed that face identity and
identity strength can be understood in terms of a
‘‘face-space’’ centred on the mean face. In this space,
faces further from the origin possess more identity and
faces that lie along diﬀerent trajectories represent diﬀer-
ent identities. Faces that lie along the same trajectory
but that lie on the opposite side of the origin possess
opposite identity and are referred to as ‘‘anti-faces’’.
In the present experiments, face space was constructed
by developing two-dimensional synthetic face cubes
where the mean face served as the origin, and two indi-
vidual faces deﬁned the axes for the face space. An
example of a two-dimensional face cube is presented in
Fig. 2a. The two individual faces that were used to de-
ﬁne the axes for the face cubes were randomly selected
from the set of 40 male or 40 female synthetic faces.
The face vector representing the same-sex mean face
was subtracted from the vectors representing the indi-
vidual faces, yielding a diﬀerence vector describing the
amount of individual variation from the mean (identity
strength). The diﬀerence vector for one of the two se-
lected faces (An) was normalized to length k by:
Fig. 2. Geometry of synthetic face space centred on a (a) mean face and a (b) non-mean face. Faces along orthogonal trajectories away from the
mean face possess orthogonal identities (e.g. Face A and Face B). (a) An example of a two-dimensional face cube centred about the mean face.
Distance from the mean, deﬁned as percent variation from the mean head radius, represents the identity strength of the individual. Faces lying along
the same identity trajectory but on the opposite side of the mean are characterized as anti-faces, and are geometrically opposite from their face
counterpart. (b) An example of one trajectory from a face cube centred about a non-mean face possessing 6% identity strength. Identity strength in
the non-mean cubes is deﬁned as percent variation from the center head radius.
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n¼1
A2n
 !1=2
¼ k ð2Þ
The diﬀerence vector for the second face (Bn) was then
shifted to be orthogonal to A. Orthogonality was as-
sessed by calculating the dot-product c:X37
n¼1
AnBn ¼ c ð3Þ
Faces are orthogonal if c = 0. If c5 0, then orthogonal-
ity was achieved using Gram–Schmidt orthogonaliza-
tion, where:
B0 ¼ B c
k2
A ð4Þ
The new vector B 0 describing Face B is mathematically
orthogonal to that describing Face A. Recent evidence
demonstrates that these mathematically orthogonal syn-
thetic faces are perceptually orthogonal to one another
as well (Yotsumoto, Kahana, Wilson, & Sekuler, sub-
mitted for publication).Anti-faces were created by multiplying the diﬀerence
vectors representing Faces A and B by 1. This opera-
tion creates face vectors with geometric variation that
is equal in strength but in opposite directions from the
mean relative to the original face. Careful inspection
of Face A in Fig. 2a, for example, reveals that the face
possesses a chin asymmetry towards the right. The
matching anti-Face A, on the other hand, possesses a
chin asymmetry towards the left. Interestingly, simply
changing the direction of the variation creates new faces
that appear to be a diﬀerent identity from the face on the
original face. Anti-faces were normalized and orthogo-
nalized using the procedure described above. Together,
the face and anti-face cubes create a face space with
both positive and negative identity strength dimensions
(Fig. 2).
2.2. Procedure
Face discrimination performance was evaluated using
a two alternative forced choice procedure. Within one
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identity (12%) for 5 s. The same anti-face was used for
adapting within one experimental run. As a control, per-
formance was also evaluated in the ﬁrst experiment after
adapting to a noise mask that was bandpass ﬁltered at
the same peak frequency as the synthetic faces. This pro-
vided a measure of performance where spatial fre-
quency-selective mechanisms, but not face-selective
mechanisms were adapted, and therefore provided a
baseline against which face adaptation performance
could be compared. The adapting face was removed,
and following a 100 ms blank interval, a target face
was ﬂashed for 120 ms. The target face was selected
from either the same identity trajectory as the adapting
face but on the opposite side of the mean (matching) or
from the orthogonal identity trajectory (non-matching).
The identity strength of the target faces varied either 2%,
4%, 6%, or 8% from the mean (determined by k in Eq.
(2)). These identity strengths were chosen to probe the
dynamic portion of the psychometric function, as per-
formance with a face containing 0% identity (i.e. dis-
criminating the mean face from the mean face) would,
under any condition, result in chance performance. As
such, we are conﬁdent that the psychometric functions
are not calculated from curves that span diﬀerent
amounts of the psychometric function. Following a
500 ms blank interval, two comparison faces were pre-
sented where one of the comparison faces was the target
face and the other was the mean face. These comparison
faces remained on the screen until the subject selected
the target face with the mouse cursor. Psychometric
functions were analyzed separately for matching and
non-matching conditions using the method of constant
stimuli, where performance for each identity increment
was measured 18 times. This resulted in 144 trials for
each experimental run. This procedure was used for all
experiments except for the recognition experiment (see
Section 3).
Psychometric data were ﬁt using maximum likelihood
estimation with a Quick (1974) function of the form:
y ¼ 1 0:5 2 xað Þ
b
ð5Þ
where a corresponds to threshold (75%) and b is related
to the slope of the function. All of the data presented
here are based on the means and standard errors of four
repetitions of each condition, where diﬀerent face cubes
(i.e. diﬀerent identities) were used for each repetition.
Equal numbers of male and female face cubes were used.
Diﬀerent experimental runs were performed on separate
days, to ensure no residual adaptation eﬀects from pre-
vious runs.
All stimuli were presented on an iMac computer with
a 1024 · 768 resolution, 75 Hz refresh rate, and 8 bit/
pixel gray scale. Mean luminance was 38.0 cd/m2. Sub-
jects viewed the stimuli from 1.3 m. At this distance,
the peak spatial frequency of the bandpass ﬁltered syn-thetic faces was 8.0 cpd. Stimuli were generated and pre-
sented using Psychtoolbox functions (Brainard, 1997)
and custom software developed in MATLABTM.
2.3. Subjects
Five subjects, three of whom were naı¨ve to the pur-
pose of the experiments (CH, AD, and YM), partici-
pated in some or all of these experiments. All
observers had normal or corrected to normal vision.3. Results
3.1. Matching vs. non-matching anti-face adaptation
eﬀects
Face discrimination was assessed for four subjects
after adapting to either anti-faces along the same iden-
tity trajectory (matching) or along a diﬀerent identity
trajectory (non-matching). For all four subjects, the psy-
chometric functions measured after adapting to a
matching anti-face were systematically diﬀerent from
the psychometric functions measured after adapting to
a non-matching anti-face.
The psychometric functions for the four subjects after
adapting to a non-matching anti-face (solid circles) and
a matching anti-face (open circles) are presented in Fig.
3. The psychometric functions after adapting to a non-
matching anti-face follow a typical ogive shape, where
performance with faces possessing low identity strength
(2%) was close to chance, and performance with faces
possessing high identity strength (8%) was close to per-
fect for all subjects. After adapting to a matching anti-
face on the other hand, performance for faces possessing
low identity strength was considerably better than
chance for all four subjects. Moreover, performance
for faces with high identity strength was lower after
adapting to a matching anti-face relative to performance
after adapting to a non-matching anti-face for three out
of four subjects. This pattern of results is reﬂected in the
slope of the psychometric function, where the slope of
the function for the matching anti-face is shallower
than the slope of the function for the non-matching
anti-face. The diﬀerential eﬀects of adapting to a match-
ing and non-matching anti-face suggests that diﬀerent
underlying mechanisms are involved in processing diﬀer-
ent identities, thereby supporting the notion that the
mechanisms responsible for processing face identity
code information in a manner that is consistent with
geometric face space.
The mean Quick parameters used to ﬁt the individual
psychometric functions for all four subjects are pre-
sented in Fig. 4. A one-way ANOVA revealed a trend
that thresholds were diﬀerent across adaptation condi-
tions (f(2, 11) = 4.0090, p = 0.06). After adapting to a
Fig. 3. Psychometric functions after adapting to matching (open circles) and non-matching (closed circles) anti-faces for four subjects. For all four
subjects, adapting to a matching anti-face results in a shallower slope than after adapting to a non-matching anti-face. The dashed line represents the
maximum likelihood ﬁt of the Quick function.
1820 N.D. Anderson, H.R. Wilson / Vision Research 45 (2005) 1815–1828non-matching anti-face, subjects reliably discriminated
individual faces from the mean face when the individuals
varied 4.6 ± 0.6% from the mean face on average (Fig.
4a, left-most bar). After adapting to a matching anti-
face, subjects discriminated individual faces that varied
3.2 ± 0.4% from the mean (Fig. 4a, right-most bar). As
a control, face discrimination was also assessed after
adapting to a noise pattern that was bandpass ﬁltered
with the same DOG ﬁlter used to ﬁlter the faces. Thresh-
olds after adapting to the noise pattern were virtually
identical to thresholds measured after adapting to the
matching anti-face (3.3 ± 0.3%: Fig. 4a, middle bar).
Post hoc analyses (Tukeys HSD) revealed no signiﬁcant
diﬀerences between thresholds measured under the dif-
ferent adaptation conditions (all ps > 0.05). These re-
sults therefore suggest that the minimum amount of
geometric variation required to discriminate individual
faces from the mean face does not signiﬁcantly change
under diﬀerent adaptation conditions.
A more useful parameter for evaluating the diﬀerence
in the psychometric functions presented in Fig. 3 is b
(a unitless parameter), a measure that is related to the
slope of the psychometric function. Fig. 4b presents
the mean estimate for the b parameter of the psychomet-
ric functions for all four subjects. ANOVA statistics re-
vealed a signiﬁcant eﬀect of adaptation condition on b
(f(2, 11) = 8.3307, p < 0.01). The mean b parameter for
functions after adapting to a non-matching anti-face(Fig. 4b, left-most bar) was 2.7 ± 0.6 whereas the mean
b parameter after adapting to a matching anti-face was
0.8 ± 0.1 (Fig. 4b, right-most bar). Post hoc analyses
determined that b was signiﬁcantly lower after adapting
to a matching anti-face than after adapting to a non-
matching anti-face (p < 0.05). The mean b parameter
of the function measured after adapting to a noise pat-
tern falls in between (Fig. 4b, middle bar). Taken to-
gether, these results demonstrate that the slope of the
psychometric function is shallower after synthetic face
adaptation, thus the psychometric slope may be a better
measure for identity-speciﬁc adaptation under these
conditions. This ﬁnding also suggests that face adapta-
tion depends on a gain control mechanism that is divi-
sive in nature, as divisive gain control is reﬂected as a
change in the slope of underlying psychometric func-
tions (Snowden & Hammett, 1992; Wilson & Humanski,
1993).
3.2. Face recognition vs. face discrimination
The eﬀect of face adaptation that we report here is
diﬀerent from the eﬀect of face adaptation reported pre-
viously. Using a recognition paradigm, Leopold et al.
(2001) found a leftward shift in the psychometric func-
tion after adapting to a matching anti-face relative to
the non-matching adaptation condition. The slopes of
the functions, however, remained consistent under dif-
Fig. 4. Summary of psychometric parameters for four subjects. Mean
thresholds (a) and slopes (b) are presented after adapting to a non-
matching anti-face (black bars), a bandpass noise stimulus (grey bars),
and a matching anti-face (white bars). (a) Thresholds are lower after
adapting to a matching anti-face than to a non-matching anti-face, but
not diﬀerent from thresholds after adapting to a noise stimulus. (b)
Psychometric slopes are 2.5· shallower after adapting to a matching
anti-face than a non-matching anti-face. Slopes after adapting to a
noise stimulus fall in between. Error bars represent ±1 SEM.
Fig. 5. Psychometric functions for two subjects using a recognition
paradigm. Functions after adapting to a matching anti-face (open
circles) and a non-matching anti-face (solid circles). For both subjects,
psychometric functions shifted to the left after adapting to a matching
anti-face relative to functions measured after adapting to a non-
matching anti-face. These results are qualitatively similar to the results
from Leopold et al. (2001).
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likely depends upon diﬀerent processing strategies from
those required for face discrimination: recognizing a
face depends on an additional processing step where
the presented face must be matched to some internal
memory template. A discrimination paradigm, on the
other hand, does not depend on this additional process-
ing step, and is generally thought to tap lower-level per-
ceptual processes. To establish whether the change in
slope that we observed in the present study reﬂected a
diﬀerence due to the use of a discrimination task instead
of a recognition task, we used a recognition paradigm to
measure the eﬀect of adaptation on psychometric func-
tions. In the recognition task, subjects were presented
with two faces for one minute at the beginning of each
experimental run and instructed to memorize the iden-
tity of each face (either 1 or 2). The faces were selected
from two orthogonal trajectories in face space, and each
possessed a strong (8%) identity. Following this traininginterval, performance was assessed with a recognition
task. Again, subjects adapted to a strong (12%) anti-face
at the beginning of each trial. Following the adaptation
interval, a test face was presented brieﬂy (120 ms). The
identity strength of the test face varied from 12%
(i.e. same as the adapting anti-face) to 8% (i.e. same as
memorized face) in increments of 2%. This large range
was required to accurately sample the recognition func-
tions. Subjects responded whether the test face was iden-
tity 1 or 2. This paradigm is similar to the paradigm used
by Leopold et al. (2001).
The results for the recognition experiment for two
subjects are presented in Fig. 5. After adapting to the
matching anti-face, psychometric functions for both
subjects shifted to the left relative to functions measured
after adapting to the non-matching anti-face. As a re-
sult, thresholds for correctly identifying the test face
are considerably lower after adapting to a matching
anti-face. Moreover, the slopes of the functions between
the matching and non-matching anti-face adaptation
conditions are similar to one another, replicating the re-
sults from Leopold et al. (2001). Interestingly, for faces
that possess negative identity strength (and regardless of
Fig. 6. Mean slopes of psychometric functions after (a) adapting to a
small face and testing with a large face, or (b) adapting to a large face
and testing with a small face. Black bars represent the mean slopes
after adapting to a non-matching anti-face and grey bars represent
mean slopes after adapting to a matching anti-face. Under both size
conditions, the slope of the psychometric functions were signiﬁcantly
shallower after adapting to a matching anti-face. Error bars represent
±1 SEM.
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correct, far below the 50% correct convergence level that
is expected in a two alternative forced choice task. This
demonstrates that subjects are more likely to classify
anti-faces as belonging to a diﬀerent identity than the
corresponding face on the same trajectory but opposite
side of the mean. This suggests that anti-faces, that are
by deﬁnition geometrically opposite to one another,
are perceptually opposite to one another as well. These
results are qualitatively similar to the results of Leopold
et al. (2001), and suggest that the change in slope that we
observe after adaptation depends on the use of a dis-
crimination paradigm, a paradigm more often used
when measuring lower-level adaptation eﬀects.
3.3. Adaptation eﬀects across diﬀerent sizes of faces
The results presented thus far suggest that face adap-
tation may reﬂect a gain control of neural mecha-
nisms subserving face processing. However, the eﬀects
observed in the present experiment could also arise
through a combination of adapted responses from
lower-level neural mechanisms that support more funda-
mental visual attributes. Leopold et al. (2001) demon-
strated that the identity aftereﬀects observed in their
paradigm were not due to multiple localized aftereﬀects,
as adaptation transferred across spatial locations. We
also wanted to ensure that synthetic face adaptation
did not reﬂect localized aftereﬀects by evaluating
whether the adaptation were size invariant. Neurons in
face-selective regions are characterized by larger recep-
tive ﬁeld sizes and are largely size-invariant in their re-
sponses (Perrett et al., 1982; Rolls & Baylis, 1986). If
identity-speciﬁc adaptation is primarily aﬀecting the
higher level mechanisms, then adaptation should be lar-
gely size-invariant as well. Zhao and Chubb (2001) have
established that the FDAE can extend across faces with
a 16-fold diﬀerence in area, although the eﬀect is stron-
gest for faces that are the same size. To determine
whether our adaptation paradigm probes responses
from size-invariant mechanisms, subjects were adapted
and tested using faces with a 4-fold diﬀerence in area.
Subjects either adapted to a small face (ﬃ2.3 · 2.9)
at the onset of each trial and were tested with large faces
(ﬃ4.6 · 6.6), or adapted to a large face and were tested
with small faces. All other methodological details were
the same as those described in the procedures.
The mean b parameters for three subjects (NA, AD,
and CH) after adapting to non-matching and matching
anti-faces are presented in Fig. 6. Slopes were steeper for
the non-matching adaptation condition than for the
matching condition both when adapting with a small
face and testing with a large (t(2) = 2.832, p = 0.05;
Fig. 6a) and when adapting with a large face and testing
with a small (t(2) = 3.219, p < 0.05; Fig. 6b). Moreover,
the diﬀerence in slope between the non-matching andmatching anti-face conditions across sizes was similar
to the diﬀerence in slopes when both adapting and test
stimuli were the same sizes (ref. Fig. 4b). These results
demonstrate that identity-speciﬁc adaptation is size
invariant for the 4-fold diﬀerence in area used here. This
ﬁnding is consistent with Leopold et al.s demonstration
of translation invariance, and provides further evidence
that identity-speciﬁc adaptation does not reﬂect lower-
level adaptation eﬀects.
3.4. Adaptation eﬀects with non-mean face cubes
Several researchers have postulated that the mean
face in face space holds a special role in face processing
(Blanz, OToole, Vetter, & Wild, 2000; Leopold et al.,
2001; Valentine, 1991; Wilson et al., 2002). This is sup-
ported by recent evidence from our laboratory demon-
strating that the Fusiform face area (FFA) BOLD
signal linearly increases as identity strength of the face
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nov, & Wilson, 2004). If face-selective neurons code
identity strength along trajectories that pass through
the mean face, then adaptation eﬀects should not be ob-
served along trajectories that do not pass through the
mean. To explore this further, we examined the nature
of the adaptation eﬀect using face cubes that were not
centred on the mean face, but were instead anchored
about an individual face possessing 6% identity strength
(Fig. 2b). Creating the two-dimensional synthetic face
cube follows the same principles as described in the
methods, however identity strength (k) is described rela-
tive to the non-mean face instead of the mean face. All
other methodological details were the same as those de-
scribed in the procedures.
The mean b parameters for three subjects (NA, AD,
and DG) using the non-mean face cubes are presented
in Fig. 7. Overall, the slopes were reduced for both
adaptation conditions: these shallower slopes reﬂect
the fact that discrimination of faces that are not centred
about the mean face is more diﬃcult (Wilson et al.,
2002). More importantly however, the diﬀerence in
slopes after adapting to non-matching (left-most bar)
and matching (right-most bar) anti-faces constructed
relative to the non-mean face coordinates was largely
eliminated when using non-mean face cubes (t(2) =
1.442, p > 0.1). These ﬁndings support the notion that
the mean face holds a special role in face space, and pro-
vides further support that at least some face-selective
neurons may code facial identity strength relative to a
mean or prototypical face.
3.5. Adaptation eﬀects across diﬀerent viewpoints
A central issue in object perception is whether or not
the mechanisms supporting object recognition processFig. 7. Mean slopes of psychometric function after adapting with faces
centred on a non-mean (6%) face. The diﬀerence in slopes under both
adaptation conditions is largely reduced. Bar labels are the same as in
Fig. 6.information in a view-speciﬁc or view-invariant manner.
Imaging studies using optical imaging (Wang, Tanaka,
& Tanifuji, 1996) and fMRI adaptation (Grill-Spector
& Malach, 2001) suggest that diﬀerent rotations of ob-
jects are processed by diﬀerent mechanisms. Behaviour-
ally, performance decreases as object rotation increases,
providing additional support for view-speciﬁc process-
ing (Bu¨lthoﬀ & Edelman, 1992; Hill, Schyns, & Akama-
tsu, 1997; Shepard & Metzler, 1971). If face-selective
mechanisms are view-speciﬁc, then adapting to an
anti-face that is viewed from one viewpoint should not
aﬀect matching faces that are presented from another
view. To investigate whether the mechanisms supporting
the face adaptation eﬀects that we observe here are view
selective or invariant, we measured adaptation eﬀects
across both front and side views of the test face.
Although synthetic faces do not carry a great deal of
3D information, subjects can nonetheless accurately
match subject identity across viewpoint, although
thresholds are higher than thresholds when matchingFig. 8. Mean slope of psychometric function after (a) adapting to a
front view face and testing with a side view, and (b) adapting to a side
view face and testing with a front view. For both conditions, there is no
diﬀerence in slopes under both adaptation conditions. Bar labels are
the same as in Figs. 6 and 7.
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for publication). Subjects adapted to faces that were
either viewed from the front (0) or side (20) and were
tested with matching and non-matching faces viewed
from the side or front respectively. All other methodo-
logical details were the same as those described in the
procedures.
The mean b parameters for three subjects (NA, AD,
and DG) after adapting to faces presented at diﬀerent
views are presented in Fig. 8. The slope parameters were
not diﬀerent between the matching and the non-match-
ing adaptation conditions, either when adapting to a
face viewed from the front and testing with a face viewed
from the side (t(2) = 0.205, p > 0.5; Fig. 8a), or when
adapting to a face viewed from the side and testing with
a face viewed from the front (t(2) = 0.031, p > 0.5; Fig.
8b). These ﬁndings suggest that identity-speciﬁc adapta-
tion elicited for one viewpoint does not transfer to faces
rotated to a 20 diﬀerent viewpoint. While it is possible
that adaptation eﬀects may transfer across viewpoint
using more naturalistic stimuli, these results demon-
strate that adapted geometric information does not
transfer across viewpoint. These results are consistent
with the notion that processing information from diﬀer-
ent viewpoints depends on responses from diﬀerent
mechanisms, at least for the 20 diﬀerence in viewpoint
used here.4. Discussion
The results demonstrate that the mechanisms sup-
porting face processing adapt to faces that are deﬁned
in purely geometric terms. Because adaptation can be
elicited with faces where low-level cues such as variable
contrast or colour have been removed, this provides
strong evidence that the adapted mechanisms respond
selectively to stimulus geometry, and do not depend
on responses from mechanisms sensitive to low-level
features. Moreover, these results are consistent with
previous research suggesting that adaptation is identity-
speciﬁc, where neurons that code identity respond rela-
tive to the mean face. Using a discrimination paradigm,
we found that adapting to an anti-face results in a
change in the slope of the psychometric function, a fea-
ture of adaptation that is consistent with a divisive gain
control mechanism (Snowden & Hammett, 1992; Wilson
& Humanski, 1993). Finally, face adaptation transfers
across diﬀerent sizes, but not diﬀerent viewpoints, sug-
gesting that the adapted mechanisms are size-invariant
but selective for a limited range of viewpoints.
4.1. Divisive gain control in face processing
The aftereﬀects that we report here are not readily
explained by a simple fatigue hypothesis, as the eﬀectof adaptation crucially depends on the strength of the
test stimulus being presented. Instead, face adaptation
appears to be guided by gain control mechanisms sim-
ilar to those hypothesized to operate in lower visual
areas. Neurons in lower cortical regions adjust their re-
sponses in accordance with the nature of the presented
stimuli (Ohzawa, Sclar, & Freeman, 1982). An advan-
tage of this gain control is that neural sensitivity can
be adjusted to ensure that the response of the neuron
is optimized for the incoming signal. Moreover, physi-
ological and psychophysical evidence suggests that gain
control mechanisms exert a divisive inﬂuence on the
neural response. Contrast response functions for single
V1 neurons adapted to diﬀerent contrast levels, for
example, are accurately modeled by dividing the output
by the sum of the responses from surrounding neurons
(Heeger, 1992). This suggests that the gain control
mechanism does not simply reﬂect neural fatigue, but
instead a more active inﬂuence from surrounding
neurons.
Behaviourally, divisive gain control is reﬂected as a
change in slope of the psychometric function (Snowden
& Hammett, 1992). A direct prediction from this is that
divisive gain control will aﬀect performance in diﬀerent
ways for low and high stimulus intensities. Indeed, con-
trast discrimination thresholds are higher for low con-
trast pedestal gratings after adapting to a high
contrast grating, but lower for high contrast pedestal
gratings (Greenlee & Heitger, 1988; Wilson & Human-
ski, 1993). These results are readily captured by a net-
work model where units confer feedback signals that
reduce the incoming contrast signal in a divisive manner
(Wilson & Humanski, 1993). This principle may also
guide neural response modulation in face processing,
where the strength of the input signals that are processed
by face-selective mechanisms is reduced in a divisive
manner via feedback from other face-selective mecha-
nisms in an identity-speciﬁc manner.
To demonstrate how these data can be described
using a divisive gain control, the matching and non-
matching adaptation response functions from Fig. 3
were collapsed and ﬁt with a model similar to that de-
scribed by Wilson and Humanski (1993). First, the mean
responses after adapting to a non-matching anti-face
were ﬁt with the well-known Naka–Rushton (1966) re-
sponse function scaled to fall within the 0.5–1 response
range:
RðIÞ ¼ 0:5þ 0:5I
N
rN þ IN ð6Þ
where I is stimulus intensity, N determines the maximum
slope of the function, and r is the semisaturation con-
stant (the point at which R(I) reaches half of its maxi-
mum). The best least-squares ﬁt revealed that the
response data were eﬀectively captured when r = 4.3%
and N = 3 (r2 = 0.99).
N.D. Anderson, H.R. Wilson / Vision Research 45 (2005) 1815–1828 1825To capture the change in slope of the responses after
adapting to a matching anti-face, two additional param-
eters were required in this model framework. A gain
control (G) and an additional scaling factor (K) were in-
cluded in the response equation resulting in the function:
RðIÞ ¼ 0:5þ 0:5ðI þ KÞ
N
ðrþ GÞN þ ðI þ KÞN ð7Þ
In this framework, G is a gain control that increases the
semisaturation constant, and therefore inﬂuences output
by increasing the divisive component of the response. K,
on the other hand, is an additive parameter that eﬀec-
tively shifts perceived face space away from the origin.
This is consistent with the observation that the perceived
mean face shifts away from the true mean face after
adapting to a matching anti-face (Leopold et al., 2001).
The best least-mean squares ﬁt of this model to the
mean response data is presented in Fig. 9. r and N were
provided by the best-ﬁtting parameters determined
above and were ﬁxed for both adaptation conditions.
Mean responses after adapting to the non-matching
anti-face (solid circles) were best captured when G and
K were 0, reverting the function to Eq. (6) (r2 = 0.99).
Mean responses after adapting to the matching anti-face,
on the other hand, were captured when G = 4.7% and
K = 5.7% (r2 = 0.98). Model ﬁts were considerably worse
when only K (r2 = 0.67) or G (r2 = 0.23) were allowed to
freely vary, strongly suggesting that face adaptation re-
ﬂects joint activity from both a divisive gain control
mechanism and an additive constant. This constant K
is equivalent to shifting the mean face in perceptual face
space by close to 6% identity strength, nearly half of theFig. 9. Model ﬁt of mean responses from Fig. 3. The solid line
represents the best least-squares ﬁt of Eq. (7) to the data. For the non-
matching anti-face adaptation condition (closed circles), performance
was accurately captured when R and G were set to 0 (r2 = 0.99). For
the matching anti-face adaptation condition (open circles), perfor-
mance was captured when G = 4.7%, and K = 5.7% (r2 = 0.98). These
results demonstrate that a change in psychometric slope can be
accounted for by both a divisive gain control mechanism and an
additive constant.identity strength of the adapted face. This large shift in
perceptual face space is apparent when assessing perfor-
mance with a recognition paradigm. The eﬀects of the
divisive gain control, on the other hand, may only be evi-
dent when assessing performance with a discrimination
paradigm. The role of the divisive mechanism in the
model we report here is equivalent to divisive controls
provided in models describing adaptation of lower-level
visual tasks (Wilson & Humanski, 1993), suggesting that
divisive gain control may reﬂect activity of a mechanism
that is common across diﬀerent stages along the visual
pathway. Mechanistically, divisive gain control likely re-
ﬂects activity at the level of single neurons, where modu-
latory eﬀects via shunting inhibition have been well
documented (see Fre´gnac, Monier, Chavane, Baudot,
& Graham, 2003, for a review).
4.2. Eﬀect of adaptation on discrimination vs.
recognition performance
Leopold et al. (2001) did not report a change in the
slope of the psychometric function following a period
of adaptation. The apparent discrepancy between our
results and those of Leopold et al. may reﬂect the diﬀer-
ent psychophysical paradigms used to measure the eﬀect
of adaptation. In the contrast domain, the eﬀects of divi-
sive gain control on performance are small, and largely
depend upon the psychophysical methods used (Abboni-
zio, Langley, & Cliﬀord, 2002). If divisive gain control in
face processing depends upon the same type of underly-
ing mechanism, then it is very likely that divisive gain
eﬀects in face processing are susceptible to diﬀerent
methodologies as well. Our use of a discrimination par-
adigm is likely more sensitive to ﬁne changes in percep-
tions that may not be observed when using a recognition
paradigm. Moreover, from a functional perspective,
gain control likely operates to optimize the overall out-
put of the system. The ultimate goal of face perception is
to recognize faces in the visual environment. As such,
gain control, if functioning properly, should result in
an improvement in face recognition. Discrimination
methods, on the other hand, probably tap mechanisms
that process faces before recognition has occurred, and
may therefore provide a more accurate window on gain
control mechanisms that operate prior to recognition.
The diﬀerent results obtained using discrimination
and recognition paradigms are also reminiscent of
observations that have been made in the categorization
literature. The so-called ‘‘categorical perception eﬀect’’,
where subjects are better at discriminating between stim-
uli from diﬀerent categories than they are when discrim-
inating within categories has been well documented in
the face literature (Beale & Keil, 1995; Campanella
et al., 2000; Young et al., 1997). In this context, category
boundaries are determined by measuring identiﬁcation
responses for two faces morphed between each other.
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subjects are equally likely to classify (recognize) the
morph as either of the two component faces. When
asked to discriminate between the morphs, subjects are
best able to discriminate between two morphs that fall
close to the category boundary (Beale & Keil, 1995).
In the face space that is constructed in our study, the
category boundary can be deﬁned as threshold, or the
identity strength at which subjects can reliably deter-
mine that the test face is diﬀerent from the mean face.
Both our results and those of Leopold et al. found that
after adaptation, the recognition threshold shifted to be
commensurate with the mean face. As such, discrimina-
tion around the mean face should become better. This is
consistent with our results, where faces around the mean
were discriminated much more accurately after adapta-
tion. Thus, although our results appear on the surface
to be diﬀerent than those of Leopold et al.s, it is very
possible that these diﬀerences simply reﬂect diﬀerent
methods for tapping the same mechanism. This may
also have interesting implications for the role of divisive
gain control in categorization processes.
4.3. The nature of the mechanisms supporting face
processing
We found that adaptation was greatly reduced when
the identity trajectory for the test faces were not centred
about the mean face. This supports the idea that the pro-
totypical or average face holds a special role in face pro-
cessing. Moreover, these ﬁndings reinforce the notion
that face adaptation does not result from a combination
of low-level feature adaptations, as the only diﬀerence
between mean and non-mean face cubes is the relative
point of geometric variation. Adaptation did not transfer
from non-mean anti-faces to non-mean faces, strongly
suggesting that processing of both faces depends on dif-
ferent underlying mechanisms. Instead, mechanisms may
process faces lying along the same identity trajectory
through the mean face, even when the faces appear per-
ceptually diﬀerent from one another (i.e. anti-faces).
These results are consistent with recent evidence suggest-
ing that neurons sensitive to complex forms respond to
deviation away from a mean or prototypical form (Bie-
derman, Kayaert, & Vogels, 2004). Moreover, recent
fMRI data from our laboratory has shown that the
FFA BOLD signal monotonically increases as the iden-
tity strength of the face increases away from the mean
(Loﬄer et al., 2004). Our results, along with physiologi-
cal and imaging results, therefore suggest that response
functions from mechanisms processing geometric infor-
mation are conceptually similar to the response functions
of neurons that code basic visual features.
Adaptation transferred across diﬀerent face sizes, but
did not transfer across a 20 face rotation. The adapted
mechanisms are therefore largely size-invariant, yet sen-sitive to moderate changes in viewpoint. These are prop-
erties that are consistent with face-selective neurons that
have been measured both physiologically (Perrett et al.,
1982; Rolls & Baylis, 1986) and with neuroimaging
(Grill-Spector & Malach, 2001). In general, face-selec-
tive neurons in monkey superior temporal sulcus (STS)
are very broadly tuned for size. Our results also suggest
that face-selective mechanisms are at best broadly tuned
for face size, in that adapted mechanisms are insensitive
to a 4-fold increase in stimulus area. These results sub-
stantiate other psychophysical results suggesting that
the FDAE is also partially size invariant (Zhao &
Chubb, 2001). Progressively rotated faces, on the other
hand, activate overlapping but shifted patches of neu-
rons in visual area TE (Wang et al., 1996). Moreover, re-
search employing fMRI adaptation techniques suggests
that BOLD signal adaptation does not transfer across
diﬀerent face rotations, again supporting the notion that
diﬀerent face views are processed by diﬀerent face-selec-
tive mechanisms (Grill-Spector & Malach, 2001). The
mechanisms adapted in the present study are therefore
consistent with the characteristics of face-selective mech-
anisms probed using various physiological and neuroim-
aging techniques.
4.4. Summary
These results illustrate how the link between neurons
and behaviour can be explored using complex objects.
Establishing recurring patterns of feature processing
across various stages of visual functioning provides
better insight into underlying neural mechanisms that
support perception. We provide evidence that the mech-
anisms supporting seemingly complex processing may
operate according to fundamental principles employed
throughout the visual system. Moreover, our results
provide important insights into the nature of the neu-
ral mechanisms involved in face perception. Establish-
ing similar links using techniques such as these will
help provide better understanding of complex object
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