Abstract: By defining a special differential Nash game with an open-loop information structure scheme, a simple and direct method to obtain non-uniform multiple pole shifting for linear multivariable systems is presented. The approach is based on exploiting some properties of nonsymmetric algebraic Riccati equations associated with the Nash game. Combining solutions of such equations gives, in a single step, a constant feedback gain matrix to position the closed loop poles of the controlled system at the desired locations.
INTRODUCTION
To obtain some desired time domain responses from a controlled process, the problem of pole shifting in linear multivariable systems has received a considerable attention (see for instance Molinari (1977) , Mori and Shimemura (1980) , Amin (1985) , Anderson and Moore (1989) , Medanic et al. (1988) ). Notice that pole shifting differs from the more general arbitrary pole placement problem in the sense that pole shifting requires to shift only the real parts of the open-loop eigenvalues. One of the common features of all the aforementionned references is exploiting some interesting properties of the Algebraic Riccati Equation (ARE) associated with a linear-quadratic problem. This includes the mirror effect as in (Molinari (1977) ), the α-stability approach (Anderson and Moore (1989) ) and the introduction of some parameters in the ARE as in (Mori and Shimemura (1980) , Amin (1985) ). Most of the proposed methods deal with a multiple step procedure where in each step, one real pole or a pair of complex poles are shifted to a desired location. An elegant iterative algorithm was also given in (Medanic et al. (1988) ) where a special modification of the performance criteria associated with the use of the negative definite solution of the ARE allow pole placement. In a game theoretic framework, it has been shown that introducing an exponential term in the criteria associated with each player leads to a global shift of poles for Stackelberg games (Jungers (2008) ) and for Nash games (Abou- ). Such modifications of the performance critera in a differential game are quite natural in studying decision problems in economy where the exponential term is associated with a specific discount rate for each player or decision maker (Dockner et al. (2000) , Clemhout and Wan (1994) ). However, in all cited references, no precise pole shifting procedure is proposed, only the observation that introducing discount rates in the criteria causes pole shifts of the dynamic or state matrix was made. In fact, the game theoretic approach involves non symmetric Coupled Algebraic Riccati Equations (CARE) which are more difficult to handle and do not exhibit the nice symmetry properties of standard ARE. On the other hand, to avoid solving CARE, pole shifting is used as a central step in an inverse solution procedure to impose some time domain constraints (Jang et al. (2003) ).
In this paper, a single step, direct and simple method to operate non-uniform multiple pole shifting for linear multivariable systems is proposed. The non iterative algorithm is based on a special formulation of a linearquadratic Nash differential game with an open-loop information structure scheme. By exploiting some properties of the corresponding non symmetric CARE, a feedback gain matrix is easily determined such that all poles of the closed loop system have the desired locations.
The paper is organized as follows. In Section 2, the differential game theoretic framework and the Nash strategy with open-loop information structure are recalled. The solution of such game problem via non symmetric CARE is presented in Section 3. Section 4 settles the problem of non-uniform poles shifting and provides a solution by defining particular Open-Loop Nash differential game. A numerical example illustrates the efficiency and the simplicity of the obtained results in Section 5, before making some concluding remarks in Section 6.
Notations. Relative to a matrix A ∈ R m×n , A T denotes its transpose. I n denotes the n × n identity matrix and 0 n the n × n null matrix. Span(M ) is the vector space span generated by the columns of matrix M . For a square matrix M , λ(M ) denotes the spectrum of M . For a complex scalar or vector z,z is the conjugate of z. Finally, the symbol « • » in a matrix denotes a block matrix which is not important in the sequel.
OPEN-LOOP NASH STRATEGY
Consider a r-players linear-quadratic differential game (see Başar and Olsder (1995) ), on a finite time horizon, defined bẏ
where
; · · · ; r}); n, m i ∈ N; U ad,i is the admissible set of the controls u i and with the cost functionals J i (i ∈ {1; · · · ; r}), including a time preference rate α i , given by
is a shortcut to denote the controls of all the players distinct from Player i. We note also
All weighting matrices are constant and symmetric with
In order to define a Nash strategy, we introduce the rational reaction set R i (u −i ) of the Player i as:
Nash strategy is a r−uplet (u * 1 ; · · · ; u * r ) satisfying the following inclusions (see Nash (1950) 
By considering an open-loop information structure scheme (see Ho (1970) ; Simaan and Cruz (1973) ; Başar and Olsder (1995) ), the controls are only functions of time. The Pontryagin's Maximum Principle could be applied for each player, or inclusion (4). When the time preference rates α i are not necessary null, we obtain the control laws (AbouKandil and Jank (2003)). These results are gathered in the following theorem. Theorem 2. A Nash strategy r-uplet (u *
where the costate vectors ψ i (t), associated to the dynamic constraint (1) for the Player i, verify the necessary conditions, for each player i,
with the transversality conditions:
(7) Proof 3. Let us introduce the Hamiltonian H i associated to each player i, with a temporary costate vector p i (t) ∈ R n , associated to the dynamic constraint (1):
Applying the Pontryaguin's Maximum Principle to each inclusion (4) leads tȯ
The final state x(t f ) being free, the transversality condition is given by:
Due to the presence of the exponential terms, time-varying coefficients occur in equations (9), (10) and (12). In order to obtain time invariant differential equations, we propose the following change of variable concerning the temporary costate vectors p i (t):
The transversality condition (12) becomes (7). Moreover due to the invertibility assumption of R ii , and the invertibility of the exponential scalar, the equation (10) implies
that is the relation (5).
To end the proof, the necessary condition (9) are reformulated thanks to the change of variable (13)
Differential equations (1) and (6) could be summarized into the extended linear system, characterized by the
where the notation 
COUPLED ALGEBRAIC RICCATI EQUATIONS
The system (19) being linear, it is possible to set matrices
The matrices K i (t) satisfy the following Coupled Differential Riccati Equations (CDRE):
in addition of the transversality condition, induced by equation (7),
Let denote the compact variable
where K i are defined by (20) . The CDRE (21) could be rewritten in a compact form as a single non-symmetric Riccati equation Freiling (2002) ), with the variable K(t) being a rectangular matrix:
where N 11 , N 12 , N 21 and N 22 are sub-blocks of the matrix N , corresponding to the following partition:
Such a non-symmetric Riccati equation (24), which is nonlinear, could be linearized via the Radon's Lemma (see Radon (1927); Engwerda (2005) ), the constant coefficient matrices being the subblocks of matrix N . Its solution can be obtained by a backward time integration on the time interval [t 0 ; t f ], from the final values (22). When the time-horizon tends to infinity, that is by taking the limit t f → +∞, the transversality conditions (7) have no sense any more and the solution of the differential equations (21) become the ones of the Coupled Algebraic Riccati Equations (CARE) defined by:
or equivalently
The solutions of the CARE are obtained via the invariant subspaces of matrix N (see Theorem 6.2.2. page 306 in Abou-Kandil et al. (2003)). In one hand, S(K) = Span I n K is an invariant subspace of N and the closedloop matrix
is its matrix of restriction, i.e.
In the other hand, if Span X Y is an invariant subspace of N , with X ∈ C n×n invertible and Y ∈ C nr×n , then
(30) is a solution of the CARE (26).
Remark 4. A necessary condition for the invertibility of X is that each of the eigenvalues λ i ∈ Λ desired is an (A, B j ) (j = 1; · · · ; r) controllable eigenvalue; Λ desired being the set of eigenvalues of A cl . This is an extension of Theorem 6.2.5 in in the case of non trivial time preference rate. Contrary to the oneplayer case (see Kucera (1972) ), the above conditions are not sufficient.
The possible spectra of the closed-loop matrix A cl are not arbitrary, as emphasized in the following theorem. Theorem 5. The eigenvalues of the closed-loop matrix A cl are among the eigenvalues of the matrix N . Proof 6. The proof is obtained straightforwardly by considering the equation:
In the following section, these properties will be used in order to provide a non-uniform multiple pole shifting.
NON-UNIFORM POLE SHIFTING
Problem 7. Let us consider the multivariable system, with the pair (A, B) controllable,
We noteň real andň comp the numbers of real eigenvalues of A and of the pairs of conjugate complex eigenvalues of A (ň real + 2ň comp = n). Let us consider the desired closedloop spectrum Λ desired , composed of
• n real real shifted eigenvalues of A, • (ň real − n real ) real unshifted eigenvalues of A, • n comp conjugate complex shifted pairs of eigenvalues of A • (ň comp − n comp ) conjugate complex unshifted pairs of eigenvalues of A.
Determine a real-valued gain feedback matrix G in a single step, i.e. u(t) = Gx(t), (33) such that the closed-loop matrix (A + BG) has the spectrum Λ desired , or in other words operating a simultaneously non-uniform poles shifting. Therefore, the approach examined here is quite different from the global shift proposed by Anderson and Moore (1989) , or iterative shifts proposed by Medanic et al. (1988) . We study a non-uniform shift technique of the eigenvalues, that is each modified eigenvalue or conjugate pair of eigenvalues has its own shift amplitude.
To clarify the generic problem 7, we introduce an example, illustrated by Figure 1 , where n real =ň real = 2 and n comp =ň comp = 1: the conjugate pair of poles are shifted by s 1 , and the real eigenvalues are shifted respectively by s 2 and s 3 . We consider the case where s 1 , s 2 and s 3 are not necessarily equal as depicted on Figure 1 . The main idea to solve Problem 7 is to use the framework of CARE for a specific characteristic matrix N including the desired shifted eigenvalues in order to solve such a non-uniform pole shifting problem. The first step is to reformulate the problem as defined by the system (32) into a game theoretic framework as given in (1).
To formulate a new special Nash game, some fictitious players are introduced in the dynamic equation. We choose the number of fictitious players equal to r = n real + n comp (and not r = n real +2n comp , as it will be seen in Remark 8). In addition we impose B i = B, ∀i = 1; · · · ; r (34) and
The criteria J i (∀i = 1; · · · ; r) are restricted to the following form:
The set of criteria introduced in (36) could be interpreted as a compromise to reach, between the weighted input energies of each player. The characteristic matrix becomes
Such a particular matrix N is upper triangular per blocks, with matrices A or −A T − α i I n on the diagonal. The time preference rates α i should be designed to allow the inclusion of the desired closed-loop eigenvalues in the spectrum of N .
The design of the time preference rates α i should be considered in two cases: a shift of a real eigenvalue and a shift of a conjugate pair of complex eigenvalues of A.
• For a desired real eigenvalue (which is not an eigenvalue of A), λ i,desired , we can obtain α i by selecting one arbitrary real eigenvalue of A, λ real (A), and applying:
• For a desired conjugate pair of complex eigenvalues, λ i,desired andλ i,desired we can obtain α i by selecting a pair of complex eigenvalues with the same norm of imaginary part (imag(λ comp (A))) = imag(λ comp (A)) = imag(λ i,desired )) (assumed unique to clarify the manuscript):
Note that the eigenvalues of A are included in the spectrum of N . This is useful for eigenvalues that do not need shifting and justifies that we select only r ≤ n fictituous players, instead of n.
The choice of weighting matrices R ii and α i allows a degree of freedom. When the matrices R ii (∀i = 1; . . . ; r) are imposed, the whole number of choices for the time preference rates α i is equal to (ň real ) n real ×ň comp . This degree of freedom is an advantage to the designer to cope with special cases where matrix X is not invertible. By modifying the weighting matrices R ii and/or α i it becomes possible to avoid such a case and thus to solve the CARE associated with the characteristic matrix N .
When the matrix N is fixed with its associated α i , we have
It is then possible to select eigenvectors v i of N for each λ i ∈ Λ desired . The selection should respect the next constraint: when λ i is complex,λ i should be also considered and the pair (v i ,v i ) be selected, in order to allow realvalued solution K (see ). The invariant subspace of N is then given by (X ∈ C n×n and Y ∈ C nr×n ):
Remark 8. It is important to note that for the pair (λ i ;λ i ), the pair (v i ;v i ) should be selected. If r = n real + 2n comp , the eigenspace associated toλ i is not restricted to a vector and it will be difficult to select preciselyv i as eigenvector of N . Remark 9. If the eigenvalues λ i ∈ Λ desired have a multiplicity greater than one, the matrix N could be nondiagonalizable and could imply proper invariant subspaces not restricted to eigenvectors. It is then possible to build the desired invariant subspace (41) by considering the canonical Schur decomposition of N and reordering it, by extending the approach proposed in Laub (1979) (see for more details (Freiling (2002) ; Abou-Kandil et al. (2003))).
If X is invertible, the solution is then obtained by applying the relation (30). If X is not invertible, the degree of freedom (multiple choice for α i and R ii ) could be used to try to reach this invertibility condition. Remark 10. We present here a global methodology to design a non-uniform multiple pole shifting, in a single step. Nevertheless it is obviously possible to adopt our approach to provide an iterative scheme by considering only r = 1 and applying successively our method to each real desired eigenvalue or each conjugate pair of desired complex eigenvalues. Such an iterative algorithm could be useful for large scale systems, that is with large n and r. In such a case, the size of the matrix N could induce numerical problems making the use of the proposed single step approach more difficult.
NUMERICAL EXAMPLE
In order to illustrate our methodology, we present the following example, with n = 4 from Example 6.6.9 in AbouKandil et al. (2003) or Schmitendorf (1988) : It implies we have n real = 1; n comp = 1 and r = 2.
We choose arbitrarily positive definite matrices R 11 and R 22 , by avoiding equal matrices R 11 = I 2 ; R 22 = 1 0 0 2 ;
Equal matrices R ii lead to equal matrices S ii and thus could generate dependent eigenvectors of N . Among the several possibilities, we select the time preference rate as follows:
in order to shift the conjugate pair of eigenvalues and α 2 = −(−1.9823 + (−3)) = 4.9823, in order to shift the desired real eigenvalue which is not an eigenvalue of A.
By selecting the desired closed-loop eigenvalues and their eigenvectors associated with matrix N , it leads to a complex matrices X and Y (not precised here for more convenience), but to real matrices K 1 and K 2 as expected: 
The global feedback law is thus: 
(t).
By applying the state feedback (42), the resulting closedloop system has the expected spectrum. The eigenvalues of A and the closed-loop ones are depicted in the complex plan on Figure 2 .
As precised above, with imposed R ii , there is (ň real ) n real × n comp = 2 1 × 1 = 2 eventual solutions, the second solution corresponds to 
CONCLUSION
The problem of pole shifting in multivariable linear systems is revisited in a game theoretic framework. It is shown that when a special Nash differential game is defined multiple non-uniform pole shifting can be obtained in a direct and simple way. The main idea is to introduce the desired eigenvalues of the closed loop system in the characteristic matrix associated with the non symmetric coupled Riccati equations by modifying the cost functionals in the special Nash game. Then, by an appropriate choice of the invariant subspace defining the solution of such matrix equations, a constant feedback gain matrix could be easily determined.
