It has been shown in a previous paper that there is a real-valued transformation from the general N degree of freedom second order system to a second order system characterised by diagonal matrices.
INTRODUCTION
In the analysis of the vibrations of undamped or classically-damped structures, the matter of executing coordinate transformations is well established and understood. In every such case, there is one coordinate set -the principal or modal coordinates -under which the system matrices become diagonal.
For generally-damped structures, it is commonly accepted that there is no coordinate transformation which can simultaneously diagonalise the three system matrices. This resignation is wrong. In fact there is a coordinate transformation which simultaneously diagonalises the three system matrices but this transformation is more general than the transformation used for first order or classically-damped systems [1] . In the case of classically-damped structures, the ability to find a diagonalising transformation is only one of a large set of capabilities made available to the vibrations engineer through the existence of coordinate transformations. This paper aims to provide the basis for the extension of this set of capabilities to systems having general viscous damping through the provision of elementary structure-preserving transformations for such systems.
The second order system of interest is that described by matrices K, D and M and having q as its vector of displacement coordinates and Q as its vector of forces.
Although it is common that the system matrices are symmetric, this is not always the case and therefore it is possible that different transformations are applied to the left and right hand sides of the system.
These will be distinguished using the subscripts L and R respectively.
In this paper, all of the transformations applied will all be square in the sense that the transformed system matrices will have the same dimensions as the matrices of the original system. There is a major role for model-reducing transformations and this paper prepares much relevant ground for such transformations insofar as every model-reducing transformation can be understood to be a square transformation followed by the simple discarding of some system degrees of freedom. Any further treatment of elementary model-reducing transformations is deferred to another paper.
transformation for a second order system {K, D, M} [1] but this transformation is structure-preserving if and only if The concern of this paper is to provide elementary structure-preserving coordinate transformations which are low-rank modifications of the identity transformation. With these, it will be possible to design numerically-stable coordinate transformations such that after each such transformation, {K', D', M'} have "more structure" than {K, D, M}.
STRUCTURE IN THE SYSTEM MATRICES.
System matrices {K, D, M} may be derived for any model of a second order system and they are often densely-populated. In these cases, the direct computation of exact frequency response at any one forcing frequency, ω f , involves the solution of N coupled simultaneous equations in N complex unknowns. In lumped-mass system models, the mass matrix, M, may be diagonal. This fact is not useful in the direct computation of exact frequency response since at every finite frequency, ω f , the complex (N x N) dynamic stiffness matrix may still be densely-populated. Indeed, even if any two of the system matrices are diagonal, there is evidently no advantage in the direct computation of exact frequency response. To gain substantial advantage, it is necessary that the complex dynamic stiffness matrix for the system has some particular structure for all frequencies, ω f .
If all three system matrices {K, D, M} are diagonal, the direct computation of exact frequency response at any one forcing frequency, ω f , involves only the solution of N decoupled equations, each involving only one complex unknown and the advantage afforded by the diagonal structure is very large for large N -being in the order of N 2 .
In part I [1] , it was shown that given (almost) any original second order system {K, D, M}, a realvalued coordinate transformation exists to transform this into diagonal form. This transformation can be derived readily from the usual (complex) modal information. The fact that solving for the exact frequency response of a system represented by diagonal {K, D, M} is very computationally efficient is a direct reflection of the fact that the exact frequency response of any second order system can be determined very efficiently using its complex modal data. The role of diagonal structure in the system matrices is thus above question.
Although the diagonal structure is unquestionably the ultimate one in terms of computational efficiency, there are other matrix structures of substantial practical interest. Excluding "sparse" matrices (on the grounds that there is no obvious role for coordinate transformations in connection with these) these other matrix structures of interest include : Systems described by banded matrices have been shown to have practical importance in vibration analysis -for example in component mode synthesis for structures having rigid connections [2] and in the context of determining the resonances of periodic structures [3] . Systems described by bordered banded (bordered-diagonal) matrices appear in the context of performing structural modifications to locate zeros deliberately [4] . The reasons for mentioning the banded-with-a-bulge structure emerge subsequently.
Systems whose dynamic stiffness matrix is either banded or bordered-banded may still afford very substantial computational advantages in the direct computation of exact frequency response over systems whose dynamic stiffness matrix is not structured. This is true whenever the width of the band (and border) is very small compared with the overall dimension of the matrix.
The discussion on structure has focused up to now on frequency response. It could be extended to include the role of matrix structure in time-domain response computation and in the computation of characteristic roots where it is equally important but this extension would detract from the central thrust of the paper. The purpose of this section is to motivate the remainder of the paper by supporting this The objective of the paper is therefore to expose classes of elementary structure-preserving coordinate transformations that will provide the means for this transformation.
One feature which makes the direct transformation to banded form particularly attractive is the possibility that the diagonalising transformation might potentially be found from the banded form using a variation of the concept of bulge-chasing. The banded-with-a-bulge structure shown in Fig. 1 shows some out-of-band non-zeros part way down the matrix. By performing a suitable structure-preserving transformation, it is possible that the bulge can be shifted one step further down the matrix. Subsequent steps can shift this bulge repeatedly downwards until finally it disappears at the bottom right corner.
There are numerous algorithms [5] for the use of bulge-chasing methods in the standard eigenvalue problem for both upper-Hessenberg and tridiagonal matrices. Extensions of these algorithms can be envisaged which utilise the elementary structure preserving transformations.
ELEMENTARY STRUCTURE-PRESERVING COORDINATE TRANSFORMATIONS FOR SECOND ORDER SYSTEMS
Equations (2) -(4) require that nine different matrix identities be satisfied if the transformation is structure-preserving. Two of these are connected with forcing all occurrences of K' in (2) and (3) 
A further two equations enforce the equality between all occurrences of M' in (3) and (4) .
A separate equation again acts to ensure that the occurrences of D' in (2) and (4) are the same.
Finally, four equations assert the zero blocks in (2), (3) and (4). Equation (2) produces one of these
and equation (4) produces this
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These equations are not all independent. It was noted previously [1] that (4) is automatic given (2) and (3). Hence it is acceptable to adopt only those criteria for structure-preservation arising completely from (2) and (3) combined. These are equations (5), (8) 
and a further eight N-vectors
Substituting (11) and (12) into (5),(8) and (9) produces five different conditions on the 16 vectors.
Appendix I develops these conditions into a simple form. It shows that there are two distinct classes of elementary structure preserving transformations according to (11) and (12).
Class_1 elementary structure-preserving transformations :
defines one of these transformations (according to (11) and (12) 
R } respectively and these transformations can be described (more succinctly than (11) and (12)) by
Class_2 elementary structure-preserving transformations :
and satisfying
where the scalars {x 
Because of (15), no further reference is made to vectors {c L , e L , g L } since they are represented perfectly by a L . Similarly for {c R , e R , g R } since they are represented perfectly by a R . Hence, an elementary transformation of this type is considered to be represented by only ten vectors, {a
THE CHANGES BROUGHT ABOUT BY THE ELEMENTARY TRANSFORMATIONS.
Two distinct classes of elementary structure-preserving transformation have now been defined.
Because each of these transformations are low-rank modifications of the identity transformation, the changes in the system matrices brought about by the transformations will also be low rank. The
Class_1 and Class_2 elementary transformations are discussed separately. In both cases, matrices {K', D', M'} will represent the matrices of the new system obtained after the transformation.
Class_1 elementary structure-preserving transformations :
Equations (14) describe the transformation in terms of the four vectors {m L , n L , m R , n R } and equations (2) - (4) show how this transformation applies to the original second-order system, {K, D, M}, to produce the new system, {K', D', M'}. In the case of Class_1 elementary transformations, the relationship between the original system and the transformed one can be written much more simply as 
Each of the above modifications can be shown to have rank 2. (11) and (12) so that the general Class_2 transformation is described by
Class_2 elementary structure-preserving transformations :
The vectors are subject to the constraints of (16). The modifications occurring in the system matrices as a result of one of these Class_2 elementary transformations are found to be ( )
A derivation of these identities is provided in Appendix III. The modifications in (22) are deliberately presented in the opposite sense from those of (20) to avoid the need for additional brackets. The modification to the system stiffness and mass matrices under a Class_2 transformation are each rank 2.
The modification to the system damping matrix is rank 4.
THE INVERSES OF THE ELEMENTARY TRANSFORMATIONS.
For every structure-preserving transformation which transforms the system {K, D, M} into the new system {K', D', M'}, there must be an inverse structure-preserving transformation which transforms back from system {K', D', M'} to {K, D, M}. The inverses of the elementary structure preserving transformations are of interest for two separate reasons :
• firstly, considerable insight is gained into the condition of the transformation from the expression of its inverse and it becomes evident how to construct well-conditioned transformations
• secondly, it is interesting to discover that the inverse of an elementary structure-preserving transformation is an elementary structure-preserving transformation of the same form.
In all previous sections, it has been recognised that the transformation applied to the left of the system may be different from that applied to the right. The distinction between left and right transformations is not relevant here and subscripts R and L are dropped. The only criterion which can lead to a poorly conditioned inverse of a Class_2 elementary structure preserving transformation matrix is ( )( ) ( )( ) 0
In devising Class_2 transformations for specific purposes, numerical stability demands that they should be far removed from the possibility that this might occur.
ILLUSTRATION
The matter of how to determine a series of elementary structure-preserving transformations such that the system matrices at the end of this series of transformations have a banded structure or a borderedbanded structure reduces to this single question :
Given a system characterised by matrices {K, D, M}, how can structure-preserving coordinate •
Such transformations will be a generalisation of transformations which have been reported by the present authors [6] for the simultaneous tridiagonalisation of two symmetric matrices.
The answer to this question is not yet fully resolved but the indications are that transformations comprising a Class_2 component followed by a Class_1 component (or vice-versa) will serve for this purpose. The number of independent parameters in a Class_2 transformation (4N-2) alone is not sufficient to satisfy this requirement. This same answer will provide the tool with which bulge-chasing can be conducted and therefore it will simultaneously provide a set of routes to the solution of the quadratic eigenvalue problem which do not involve the conventional solution for complex modes. An illustration is given as an indication of what is to come.
The following illustration has been computed beginning from a system characterised by tridiagonal matrices and using arbitrary Class_2 elementary transformations to "un-tridiagonalise" it in steps. No 41) transformations is to be singular. Obviously, this is a condition to be avoided widely. Finally, an illustration is given of the simultaneous tridiagonalisation of three system matrices of a symmetric system. The implications of this paper range over numerical processes in vibration analysis, theoretical reasoning and practical development and use of methods.
In the category of contributions to numerical processes, the ability to transform from a general (selfadjoint) system to a tridiagonal form and subsequently to a diagonal form may completely supplant the existing numerical methods for computing eigenfrequencies and modes. Such a transformation is expected to follow a close parallel to a process already developed for simultaneously tridiagonalising the two matrices of an undamped system [6] . Tridiagonal system form may be especially useful for dynamic substructuring applications. The possibility of performing structure-preserving modelreducing transformations constructed from elementary structure-preserving transformations in the course of a finite-element calculation (model assembly) also appears very strong.
In the category of theoretical reasoning, it is immediately evident that if it can be proven that wellconditioned elementary transformations exist which can perform any one step of the system tridiagonalisation process, then Falk's theorem [7] that every undamped system is equivalent to a chain system may be generalised to damped systems.
Numerous possibilities in the category of practical methods development and use and these include applications in active vibration control, system identification and updating and efficient compression/expansion of "complex" modal data.
APPENDIX I. Derivation of the structure-preserving constraints
Equations (11) and (12) in the main text can be used to substitute for 
and equation (9) of the main text emerges as
The concern of this appendix is to distill from the quadratic conditions of (AI.1), (AI.2) and (AI.3), linear conditions on the vectors. This process begins by rewriting (AI.2) as follows The elementary structure-preserving transformations satisfying (AI.5) will be referred to as Class_1 elementary structure-preserving transformations. The term Class_2 elementary structure-preserving transformations will be used to describe those elementary structure-preserving transformations obeying 
)
For Class_1 transformations, equation (AI.5) applies and if it is assumed that matrices,
(AI 
, , (AI.10) Now consider that (AI.6) holds in place of (AI.5) as a means of ensuring that (AI.2) is satisfied.
Equations (AI.3) are satisfied if there are some real scalars, β 1 and β 2 , such that Use (AI.19) to eliminate {c L , e L , g L , c R , e R , g R } in all previous equations and define 
Me
Multiply equations (AI.22) by x M , multiply equations (AI.23) by x K and add the two sets of equations together in order to obtain
in the above and it is found that
The constraints on Class_2 elementary structure-preserving constraints have now been put in linear The change occurring in the damping matrix can be expressed as 
