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CHAPTER 1 
INTRODUCTION 
1.1 When a number of individuals are observed 
in respect of some characteristic whose occurrence 
may be expressed in terms of a numerical variable, it 
often happens that what is recorded for each individ- 
ual is not the actual value of the variable but that 
one of a number of classes, each covering a range of 
values of the variable, into which it falls. The 
ordinary grouped frequency distribution is an example 
of this. 
The present investigation will be concerned 
with samples of this kind; but whereas in the ordinary 
grouped frequency distribution the range of the var- 
iable covered by each class is usually the same for each 
class, and is so small in proportion to the total range 
in the sample that all the individuals in a class may 
be regarded as concentrated at a particular value of 
the variable, the error introduced by this procedure 
being either neglected or allowed for, in the present 
case samples grouped into categories each covering a 
large proportion of the total range, and not necess- 
arily of equal breadth, will be considered, so that 
within each class the variation of values of the 
2 
variable must be taken into account, This is what 
will be implied by the term 'broad categories'. 
The statistical analysis of numerical iata 
may be described as the replacement of the data by a 
small number of representative numbers purporting to 
give, in concise form, the information which the data 
contain regarding the question under investigation; 
these numbers, or 'statistics', are interpreted as 
estimates provided by the sample of statistical para- 
meters of the population from which the sample is 
supposed to have been drawn, The problem which will 
be considered here is that of the estimation from 
samples grouped in 'broad categories' of the statist- 
ical parameters of the populations from which the 
samples are known, or may be presumed, to have been 
drawn; and not only theoretical solutions of the 
problem, but also the practical difficulties of cal- 
culating the statistics arrived at, will be discussed, 
Further, statistics will be considered not only be- 
cause of their theoretical efficiency but also because 
ease of calculation, or established practice, suggests 
their use, 
Since the same type of situation can arise 
when two or more characteristics are being investig- 
ated, the estimation from bivariate samples of this 
kind will also be considered, This will of course 
cover the estimation of the important parameters 
measuring association between the variates, 
3 
1.2 In what has been said so far it has been 
implied that although the variate -value corresponding 
to each individual was not precisely known, the values 
corresponding to the boundaries of the various classes 
were known. Cases are often found, of course, in 
which not even these values are known, for example 
cases in which the individuals are recorded as having 
'Large', 'Medium', or 'Small' variate- values. The 
values of the variate (or variates) corresponding to 
the points of division could, of course, be regarded 
ias parameters to be estimated just as are the para- 
meters of the underlying distribution; but it is clear 
fthat with a univariate sample classified into k categ 
orles only (k -1) parameters can be estimated, so that 
if the sample is used to provide estimates of the 
(k -1) points of division no further parameters can be 
estimated. In the univariate case, therefore, our 
attention will be confined to cases in which the 
variate- values corresponding to the boundaries of the 




The variate is denoted by x, and it is 
assumed to be continuous. Its range is from a to b, 
and we shall often have a=-co, b = +.o. 
The number of classes into which the sample 
is divided is k, the number of individuals observed in 
the ith class being ni. The total number in the 
k 
sample is N, so that N =Y ni. 
The probability function of x is 0(x). This 
involves u parameters et9 t_1,2,...,u, whose estimation 
is the problem under consideration. Thus f(x) 
0(x1919.029000,eu) o Also, in view of what has been 
said, we must have u 4 k -10 
The probability of the occurrence of a var- 
iate -value in the ith category, or expected proportion 
in this category, is mi. Also the variate -values 
corresponding to the points of division are gi, 
..,9(k -1)0 
Thus mi =J 0(x)dx9 where go =a, gk =b, 
Clearly Emi = 1. 
=1 
202 Maximum Likelihood Solution of the Problem 
2021 Expression in Matrix Form of the Maximum 
Likelihood Solution 
The probability P of occurrence of the 
observed sample is clearly 
P (N:)fl(mi)ni/ (ni): 0..0(2.21/1) 
In this expression the m's alone are functions 
of the parameters 49.0 if P is regarded as a function 
of the 9's, it represents the likelihood of these 
values of the s's, the nts being such as have been 
observed. 
It is well known that the estimates of the 
parameters which make the likelihood a maximum are in 
most cases superior to all other statistics for estim 
g parameters they atin the in that  are both tconsistent' 
and 'efficient', a consistent statistic being one 
whose expected value is the true value (10e. which 
when calculated for the whole population is equal to 
the parameter it is estimating), and an efficient 
statistic one the variance of whose sampling distrib- 
ution is the least possible. 
In the present case the maximum likelihood 
estimates of the at are the values 9t which make 
P(81902,.,.9911) a maximum. The function L a logP 
is more convenient to deal with than P, and it obvious- 
ly is a maximum for the same values of the parameters 
as maximise P; L will therefore often be used, and 
will be termed the 'likelihood function'. 
Here L logP = log(N:) 
A 




Thus the maximum likelihood estimates et of 
the parameters et are the values satisfying the simul- 
taneous equations 
aL 
= 0, t=1,2,006,u, .06(2.21/3) 
4"'"4:741; 
" 0, t==1,2p...,u. 000(2.21/4) 
This solution of the problem lends itself to 
concise expression in matrix form. The u scalar 




2é ,74-- = `0 o .... 01,..(2.21/5) 
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each site being a column vector of u elements. 
This may be written 
a.i I ri.w,L --g- 
I á,r ti 
,, 6 ' -- . 
2.ti,,,.A 
I g,..A.1 I 
Pr..1 
. . I 
9,,,.E 
or. é rat, 
é 











where A is the matrix of partial derivatives of the 
expected frequencies, M is the diagonal matrix of 
expected frequencies, and n is the column vector of 
observed frequencies, 
It is a further well -known property of maxim 
likelihood estimates that the reciprocal of the, matri 
of variances and covariances of the estimates of a 
number of parameters in their joint sampling distrib- 
ution has as its elements the expected values of the 
corresponding second partial derivatives of the like- 
lihood function with respect to the parameters, with 
signs changed, 
4 
Now -L®. - - 
S f ti ró, + 




so that E{ _ N{-,,,ti 29s 2® a93a9- l,`à6s i 1, 
where E means 'expected value', 
4 
so that E1 = -Y..;, á9ss ..,(2021/7) 9$ó 
;. 
A A 
since mi = 1, so that = 0 and 2g29 = 0. ,..(2,21/8) tir ti. S tisi S X 
Thus if V is the variance matrix of the max- 
imum likelihood estimates of the parameters, 
V..1_N cd T-__óM J; 1 _ró.;;w -® ^ , ì ' .(7...7.1. -AT µ 
'Ir.! ti31 
4 4 L __.s...r.^ 
-) ,; i ,c,..1-,-, é é,. ., , V y av, 
, . . 
S`-` rJ w. n iw. - 




which can be written V = NAM -1Ar 0000(20 21/10) 
in the notation of (2021/6)9 A' being the transpose 
of A, 
The expressions (2.21/6) and (2,21/10) present 
in extremely concise form the maximum likelihood sol- 
ution of the problem. They do not, of course, lead 
to any arithmetical or algebraic simplification in the 
actual evaluation of the estimates, 
2022 In any given case the maximum likelihood 
estimates 
ét of 
the parameters Eat (t= 1,2,00.Qu) will 
be obtained as the solution of the simultaneous equati 
ions (2021/4), Their sampling variances and covariances 
will be required in almost every case, but the matrix 
V of (2,21/9) whose elements provide these quantities 
involves the true parameter values Eat, which are usually 
unknown. It is therefore customary to substitute for 
n 
the Qt's in V their maximum likelihood estimates E)t in 
order to find the sampling variances and covariances 
of the estimates. 
It is easy to see that this is equivalent to 
neglecting in the elements of V, which are clearly of 
order N1, terms of order N -3/20 For the typical 
element of V"1 is 
4 
I 2..;(g6...,9) ^(9L,..., 9,J 




ti , (a 9, ...,,a a es 
9, 
4B4B4.,,6"/ 995 26* 
4-I 
_, ti(ge,i...1eH) s á x 
+ 
(3`N_l' 2) 
''''`;.(8,) 81.,. .. 6,k) -55 ae,r 7 
9 
since from (2.21/9) 4 - 9, is of order N -, a = 1, 
2,008,114 
In the present discussion large samples alone 
are contemplated, so that this approximation is satis- 
factory. 
2,3 Sample Drawn from Normal Population 
The case in which the sample is known, or can 
be presumed, to have been drawn from a normal populat- 
ion will be investigated in more detail,. The prac- 
tical utility of the estimates suggested will be exam - 
ined as well as their theoretical efficiency* 
The probability function j(x) takes in this 
case the form 0(x) e 0 The two para- 
474 
meters u and c- are sufficient to specify 0(x) complete- 
ly, There will, however, be cases km which one of 
them is known and the other alone has to be estimated. 
Thus we shall consider the estimation cf ». and T 
separately before we come to the joint estimation of 
both parameters. 
2,31 Estimation of ». 
Since T. is known, its value may be taken as 
-ih( -AA)z 
unity, Thus 0(x) takes the simpler form ßó(x) 
20311 Maximum Likelihood Estimate 
In the general case the maximum likelihood 
estimates of parameters were found to be given by the 
equations (2,21/4), In this case there is only one 
such equation? namely 
1.0 
= 0, 
µ. being the maximum likelihood estimate, 
Here mi= Ik, dx; 
LR 
t"-1 
,.tx.-µ> ` - (lc - ) A. á, " òµ 2n 
=- ' fh^-) 
,172;:r 
therefore (2.311/1) becomes 
ti =1 





With the help of tables of ordinates of the 
normal probability curve and areas under it, ;. can be 
easily calculated from this equation, The left-hand 
side of equation (20311/4) will of course have to be 
evaluated first for a trial value A. of at but it 
should be possible to arrive easily at the value 
which satisfies (2,311/4) to a reasonable degree of 
accuracy, 
In the case of one parameter 9 the sampling 
variance 4S of the maximum likelihood estimate, given 
by (2021/9), is 
/q., 
Q-é = 1/N l , Q, 0(20311/5) 
` 
and in accordance with §2022 the 9 on the right -hand 
Z. side here may be replaced by 9. 
In the present case this takes the simple 
11 
form v' = 1¡NT ,a.*(2*311/6) 
Thus the quantities required for the evaluation of the 
sampling variance of the estimate have already been 
found in calculating the estimate itself* 
20312 'Moment' Estimate 
Karl Pearson used moments as the basis of his 
method of estimating parameters, a method which consists 
in equating a suitable number of moments of the sample 
to the corresponding moments of the population and 
solving the resulting equations for the parameters 
required, This method has in many cases the merit of 
simplicity and ease of calculation, though Fisher 
showed (ref, 3) that there are important and commonly 
occurring cases in which the statistics to which it 
leads are inefficient (i *e* have sampling variances 
greater than the least possible) or even valueless. 
The method is efficient, however, when the sample is 
drawn from a normal populations 
With ordinary grouped frequency distributions 
this method is regularly employed to estimate the mean 
of the population* In such cases, as has been said, 
the range of the variate covered by each class is the 
same for each class and is so small that the error 
introduced by assuming all the individuals in the class 
to be concentrated at a definite intermediate variate- 
value (usually the central value), and calculating the 
moments of the resulting distribution, can be allowed 
fora 
12: 
In the present case, where the range of 
variate- values covered by each class is large, it will 
obviously be unjustifiable to use this rather crude 
concentration at middle points which is satisfactory 
in the ordinary case; but the method suggests that it 
might be possible to find for each class some other 
variate -value at which we could take all the individuals 
to falls, and from the resulting distribution find a 
'moment' estimate of the parameter. 
Let us, then, treat all the ni individuals in 
.he ith class as having variate -value precisely equal 
to xi, where maxi- JçØ(x)ìx; 0..4(2,312/1) 
1}4 -1 
Xi is thus the abscissa of the 'centroid' of the ith 
class. Concentration at this value seems reasonable 
in that if it were carried out for the whole population 
the first moment would not be affected, 
The 'moment' estimate »., of µ is then that 










( x-)-e. , +.-! I'J - .-1 
_ `{o(gj1,t) -(gÍµ)} f umi(m.). .0(2031V3) 
Therefore, from (2,312/1) 9 




Therefore (20312/2) gives 
Ny.1 _ E (f6( Lit) - - k) * ( 2,312/5) 
1., 
(g14-4) °' (g; u) = o. *000(20312/6) 
But this is the same equation as (20311/4)ß 
which gives the maximum likelihood estimate. Thus the 
maximum likelihood estimate and the 'moment' estimate, 
defined in this sense, are identical Since the 
approach to the estimate through the idea of moments 
adds nothing to the ease with which it may be calculated, 
it need not be considered further* 
2 *32 Estimation of cr- 
In this case we may take the known value of A 
1 xl 
71- 
as zero, Thus O(x) has the form -- 
JrAïvr 
2.321 Maximum Likelihood Estimate 
Here the maximum likelihood estimate 2 satisfies 
the equation _ 0, . 0 0 .  (2*321/1) 
p 
where mi = ( 14".12i ., dx. ..00(2.321/2) 
i'+ _l 
, n . ' + Now ` = - -` f x Ja. 
2 v Zn 
00.,(2,321/3) 
14 
Therefore (2.321/1) becomes 
^ ^(0.4) 
- $-i -,- = 0. onao(2a321/4) 
As with the corresponding equation (2.311/4) 
for calculating the maximum likelihood estimate of 1.4., 
this is easily solved with the help of tables. 
As before, for the sampling variance cry of 
this estimate we have 
ti 
(r° = ....(20321/5) 
z 
(2.321/6) / } 1/ 
2 
= v-/lY 
41,9ZI4/`4-'`H.`},i 1) Is o o 
which is easily calculated. 
2,322 'Moment' Estimate 
As might be expected, if the ni individuals in 
the ith class are regarded as all having variate -value 
equal to the xi given by equation (2.312/1), the 'moment' 
estimate 
`1i 
of T. which results is not the same as the 
maximum likelihood estimate. 




I ( 1E 1 
a. J 
x - dx 
-v-{ (g.47.) .» I <r) 1 e .s.(2,322/1) 
The moment estimate i satisfies the equation 
15 
Nv : n i xi z :I ti{.)6(iS,J0i) "" 0(g4.114 ° ....(2.322/2) 
4. - I ^ ti ;1 
Here or is clearly not the same as the maximum 
likelihood estimate v'which satisfies equation (20321/4), 
but as it is no easier to calculate than v- and is less 
efficient no useful purpose will be served by investig- 
ating its properties further* 
We can, however, define for each class of the 
sample a variate -value xi which will lead to a moment 
estimate IL of a- which does coincide with 4-0 
Let xi be such that 
CPs 
= f x41(x)dx 000.(2.322/3) 
t4-i 
*4 i 
1.(1.-A: dxo 0..(2.322/4) s 1,,I 
Cl 1 1 7ti q, t 'Al 7 -tit-- - a s ^ -i Q` 
Now x -e, di = -a-L 14.-e + f -e- x ) 
--1 
1:1 z 1 
so that =-a-` [gø(gz) - gz_,0(g,,-1)] +a1mi0 0.(20322/5) 
We now define an estimate Tv as the value satis- 









or ( .z4-1;-144_1)14= 0. ...0 (20322/?) .. n..(rL) 
This equation for finding q1 is identical with 
(2.321/4) for finding á, so that the maximum likelihood 
16 
;estimate can be regarded as a 'moment' estimate in 
this way. 
124,33 Estimation of i and cr Jointly 
The case in which bothtt and T must be estim- 
ated will, of course, be the one most frequently arising 
in practice. In this case we shall have to take the 
probability function O(x) in its most general form 
20331 Maximum Likelihood Estimates 
In this case the maximum likelihood estimates 
satisfy the simultaneous equations 
Zc Mti Òtiw; n.ti d+^ti 






, (x ) 




_-- (10-)^i l 1-; r 
.177m ati l 
(ø(g) - fi(gti-i)}...(2.331/2) 
and 
,ate + T 2 t -1 
_ ~Q.igti -A4.)0(at) -(g1-)Ø(g41)..(2.,331/3) 
s -g&ti (gk,) - g;- 11(g -i )} +4,[0(gti) - 00.;,_I)( 0(20331/4) 
The joint estimates jl and therefore satisfy 
17 
the equations L. fÓ(gtil2v) A(g_,I 
and 
, ^-.:(11;i1 ;
@,j6(gJafr) - gz _, 0 (g4 -11 A,°- )1 
0(g,4- fIA,(0 = O, 
the second of which, by substitution of the first, 





g g( a,:_,16(JM oa e *,(2,33]/5B) .-1 
A. -, ) 
In accordance with equation (2821/9) and §2022, 






where in the matrix on the right -hand side the parameters 
are giventheir maximum likelihood values and the partial 
derivatives have the values found in equations (2,331/2) 
anc (2,331/4) 0 
28332 Actual Calculation of the Maximum Likelihood 
Estimates and their Variance Matrix 
Ii 
The actual evaluation of the maximum likelihood 
estimates, which must satisfy equations (20331/5A) and 
(2:0331/5B) simultaneously, is not nearly as easy in 
this case as in cases where only one parameter is 
18 
being estimated. In one case alone, that in which 
there are only three classes, are the estimates easily 
evaluated; when there are four or more classes a process 
of successive approximation to the solutions must be 
used, 
It is obvious that values of µ and r which 
give expectations mi in the classes proportional to 
the observed frequencies will satisfy equations (20331/5A) 
and (20331/5B)* When there are only three classes 
this fact enables us to find A and cr easily and exactly° 
For if we write fcr.' we have only to find from 
tables of the normal integral the values of s, and s1 
such that j^-1---Z dx = n1 /N and J 2 dx = (n1 +n.,) /N; 
since g1 and g2 are known we can solve the resulting 
equations for %u, and cr , 
When there are four or more classes the problem 
may be dealt with as follows. The likelihood function 
L is a function of the parameters , rr, and the maximum 
likelihood estimates I, , whose values are required, 





= Q o _ Q - 0000(20332/1) 
Let P9 Q be written for ô-- . respectively: they 
are functions of ,M, Thus 
P(P.M = 0, Q(µ,ß) = 00 a*,,(20332/2) 
We choose provisional values µ9 To of the parameters 




Now 0 = F(1) s P(c,V'o )+=-3',i4.6+óPâo 
'OA, 2, 
01,) ) ,f..âo o _ (464,,T0) 
, 60*(20332/3) 
where 7A4,= -- tko = - 7.0 i. e. FLto and a are 
*corrections' to improve the provisional values Moy Ç. 
P and Q and their derivatives are calculated for the 
values u, To of the parameters, the equations (2,332/3) 
are solved for sµoy ç , and new values ,= o + , 
and s = ç + ç are obtained* The process is repeated 
until values of P and Q sufficiently near to zero are 
obtained. 
The actual solution of these equations has 
been discussed by Koehal (ref, 6) and Garwood (ref, 40 
Koshal is concerned with cases in which the derivatives 
of P and Q are extremely difficult to evaluate; he 
avoids calculating them by replacing the function L 
of the parameters in the vicinity of its maximum by a 
quadratic function of the parameters and calculating 
the constants of this function by evaluating L for a 
sufficient number of sets of values of the parameters, 
This method is not, however, required in the present 
case, in which the underlying distribution is normal 
and the derivatives are fairly easily evaluated, 
Garwood considers the effect of replacing 
the observations ni in the derivatives of P and Q in 
the equations (2.332/3) by their expectations mio 
when the parameters have the provisional values ja, 
20 
and vi. He concludes that such a process may increase 
the number of steps required to evaluate ,ú, and r to 
a given degree of accuracyr, but it simplifies the 
arithmetic at each stage and usually represents on 
balance a reduction in the labour of calculation& In 
the present case it will be found advantageous to re- 
place the nits by :nits in one part, but not in another, 
of the expressions for the derivatives. 
In the present case, as has been seen in 
f2a331y1 P =IL = - 
and Q E- = -° Orz) - 
where jó(ß: 
Thus aP = 
IA. 
and /.,;, = 
cr 
C,)-(b. 1/ l+hv.1 5+ .) "i-1 I l^-1 J. 
If each ni in the second term of this express - 
ion is replaced by its expectation mi the term vanishes; 
in the first term, on the other hand, the retention of 
ni, as will be seen in the example of §24334, does no 
increase the difficulty of calculating the expression 
We thus have 
`6P -( T _1) 
. 
s iilarly aP - 1 °) _-,) )--1 -i) _ < r ti) 'h 
, 




so that the equations (2.332/3) take the simple form, 
in matrix notation, 
Mti 
{47(f)-ftt.-,), 





where in the square matrix on the right -hand side u 
and r are given their provisional values 4o and C!c. , 
The solution of the equation (2,332/5) may 
be written in the form 
- o 
4s, J w 
Il N,'kSR-) f l T,` l l ' /.) T'.1) ¿^.) '+15 . i/} 
) 
r 
: )ifEt' -` 
p 
11 1 ) 
which is suitable for calculation. The example of 
2.334 shows how the corrections FAtt , r. ó given by 
this formula may be systematically calculated, 
It is9 of course, obvious that the square 
matrix on the right -hand side of (2x332/5) may itself 
be split into simple matrix factors. This fact 
appears to be of no value, however, as an aid to 
actual calculation of the expressions 
The variance matrix of the maximum likelihood 
estimates is obviously approximately equal to 
i 











so that it is obtained immediately from the above 
process of calculating the corrections 4.4. Fro o A 
better approximation to the true value of this matrix 
is obtained by replacing the factor v-; on the right - 
hand side of (2.332/7) by v¡á 
2.333 tLeast Squares' Estimates of N. and 
The method given at the beginning of 52.332 
for obtaining /A', and when there are only three classes 
suggests the use of a similar method when the number 
of classes exceeds threes 
We first find the normal deviates tti corres- 
ponding to 'he observed proportions in the sample; 
1.eß = (n1 +n2 +11o4.1 +ni) /Nq ,2,.0.,(k -1)a ...(2.333/1) 
The variate- values gi corresponding to the 
boundaries between the classes are known, so that, 
given values ),11., TL of the parameters, we can again 
calculate normal deviates tt.,, using the equations 
= , i$19a,oes9(k1)13 o00a(2a333/2) 
The 'least squares' estimates µL and ç are 
those values which make the sum of squares of differ- 
ences of the Vs obtained by the two methods a minimum; 
i s eo 4L-0 = minimum. a...(2e333/3) 
This leads to the usual type of normal equat -- 
ions 7 - (k - I ).AL 
(7----4 
-i 
)A L t111»ri, 
ti_, 1. A: 7: 
or in matrix notation 
& -1 
with the solution 
23 
1 
4-1 _- -.4-i - 
= RIC--1) E 
.QA(20333/4) 
,..(2.333/5) 
which is very easily calculated, 
The method is, of course, rather an arbitrary 
one. Its chief merit is its simplicity. As can be 
seen from the example of §20334, it is useful for ob- 
taining first approximations to the maximum likelihood 
values for use in the iterative method of §24332. 
The sampling variances and covariance of » 
and TL can be found; for the ges are fixed and the VS 
are partition values defined by (2,333/1), and their 
sampling variances and covariances may be found in the 
usual way. Since AL and aL will, however, in most 
cases be used as first approximations to which correct- 
ions will be calculated by the process of §2.332, and 
since, as has beenseen, this process itself provides 
at once the variance matrix of the estimates, that of 
/L. and çL will seldom need to be calculated, 
24 
2,334 Example 
To illustrate the calculation of these est- 
imates, the methods of 4§ 2,332 and 2.333 will be 
applied to the following data. 
474 children were classified into five grades 
of intelligence, A to E, A corresponding to highest 
intelligence, The results were : - 
Grade E D CB A Total 
Noe of children 138 107 103 76 50 474 
A normal variate, believed to measure intel- 
ligence, took the values -9,0, 0.0, +8,1, +18..45, re- 
spectively, at the boundaries of the classes, 
As first approximations toj , , the 'least 
squares' estimates ,u,, 3L are calculated by the pro- 









2 3 4 Totals 
05169 .7342 .8945 111011 
00424 .6256 1,2509 1,3687 
0,0 8,1 18,5 1706 
0.0 5,0674 23,1417 33,1609 
00018 .3914 1.5648 2,2607 
Thus M = 4 1 ,3687 r17.6 
. 1,3687 2.2607 33,1609 
= ,3153 -.1909 17.6 - [-07811 0 
-01909 05579 33.1609 15.1406 
25 
Thus the values µ= -0,78, o = +15,14 will 
be used as first approximations in the equations (2,332/6), 
The following notation will be used: - 
= fri(f:) -' 1 ( ;. -1) ; L'oj = `o(;) -' OM-1)1/111i; )1 /moi
= ;,I5(f;,) 44-10M-1) ; L t 5i = {() 44_i 0( -: -t )-14i; 
Fi TIT jr f (t")d , so that m1 =LSFi; 
-o0 
71,40 çlo = ç c, 
Ç ó 
In this notation (20332/6) takes the simple 
f o rm 
rs1-- 
.. 










which is convenient for calculation* 
The calculation may therefore be set out as 
in the table on the following page, 
From the table, we have 
- 
41906262 76,0602y [ -00529 
76,0602 474,91931 11,5309 
= 0002454 -00003931 00529 = 00007315 
-' *0003931 0002169 -105309 -,003341 
Since cQ = 15,149 this gives EM,= +0001107, 
o : -.05058, Thus ,uc= -07789, 5 = 15.0894. 
Also 01,1(.002454) = 007475 and 4 t .l(.002169) = 007028. 
In this case, therefore, the errors of estim- 
ation are much smaller than the sampling errors. The 
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least squares process has provided excellent approxim- 
ations to the maximum likelihood estimates. 
Table showing calculation of corrections 
i 1 2 3 4 
-.5429 .0515 05865 1.2734 
(11,; .3442 .3984 .3359 01773 
0(k1 .3442 .0542 -.0619 -.1592 -.1773 
tck -.1869 .0205 .1970 .2258 
a* -.1869 .2074 .1765 .0288 -.2258 
Fi .2936 05205 .7212 .8986 
mi=LF1 .2936 .2269 .2007 .1774 .1014 
ni 138 107 103 76 50 
a ck 1.1723 .2389 -.3084 -.8974 -1.7485 
a* -0.6366 09141 .8794 01623 -2.2268 
4)1. 
103743 .0571 .0951 .8053 3.0573 
KaA)) 
-0..7463 .2184 -.2712 -01456 3.8936 
L04¢L 0.4053 .8356 .7733 00263 4.9586 
Thus we have 
= -0.05294 Z=AQ,1) = 105309, 
Set 
and 
= 419.6262444)A0= 76,0602, 
,LA4,41 : 47409193. 
204 Sample Drawn from Population with Probability 
Function ,0(x ) 
Many probability functions can be expressed 
j.n terms of s , where 
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- 04 being the mean value 
of x, i.e. a 'locating' parameter, and a tscaling' 
parameter, It is of interest to note that this more 
general case leads to the same equations for determinT 
Ing the maximum likelihood estimates of IL and >- as 
have been found in equations (2.331/5A) and (2.331/5B) 
for the normal case, 
since 
For let - 
f Then m = Ø()a C : f( ) µ 
"f,-i 
1.314. 
_ - tr 0 (f ) d,tk, 
r= 3.-r 
rs a=rtr: 
Therefore --1-{fó(r;, ) » A(C,_, )1 










)'e .-e.í(2,4 /4) 
J 
It will be seen that equations (2.4/2) and 
(2,4/4) are identical with equations (2,331 /2) and 
(2.331/3), the factor being incorporated in the 
function f in these latter equations. Thus many of 
the well-known probability functions will lead to 
the same simple equations for determining the maximum 
likelihood estimates, 
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2.5 The Type of Probability Function for which 
the Maximum Likelihood Estimates and 'Moment' Estim- 
ates are the Save 
In contrast to the resúlt of §2.4, it can be 
shown that if a probability function which is a func- 
tion of s leads to a 'moment' estimate (in the sense 
in which that was defined in §2.312) which is identical 
with the maximum likelihood estimate, the probability 
function is necessarily normal, 
Using the notation of §2.4, we define for the 
ith class a value ((µ) by the equation 
rrtW 
4``fr) t¡() ) 
and take as the 'moment' estimate 
%A,t 
of/A that value 
which satisfies the equation Z Ñ( °M1)! 0 ..,(2,5/2) 
or 
-(4/4 
._..e..s.. wr"," fl'( ( = of ,/4A p/` 1) 
.41L-1()A-1) 
(2.5/3) 
We are thus ensuring that q, is a consistent estimate, 
the left -hand side of (2,5/2) being the mean 
71 
for 
the sample and the right -hand side the mean -I for 
the population* 
Now the maximum likelihood estimate i+. satis- 
fies the equaäon (20311/4), which is equivalent to 
~ - -, 1,a) = 0, 
and if (2,5/3) and (2.311/4) are satisfied by the 
same value of ).t, we must have for all i 
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f+(I') = k 1, +(-0 - _ , ... o (2.5/4) 
k being a constant, Differentiating with respect to 
ti and replacing ; in the result by , we get 
t0(ß) 
i.e. logeA(S) = K + constant, 00..(2.5/5) 
which :Hakes it obvious that O() is normal, the con- 
stant K being negative since O(-) is a probability 
function. 
A similar result holds when (r is being estim- 
ated* In this case the variate- value 67) for the 
ith class is defined by the equation 
f 
6"-z(f)1.: 7-"/ k) T L(r) 4 ) oL .5.0(2.5/6) 
and the 'moment' estimate ai of cT' is consistent if it 
satisfies the equation 
- , (z / ITV = 19 
-" N 
04.0(2.5/7) 
the left -hand side here being the variance of 5' cal- 
culated from the sample (which is known to have been 
drawn from a population whose mean is zero) and the 
right -hand side the variance of ' for the population* 
Equation (255/7) may be written 
or 
1-(ri) _ 1 J = o 
1:19-) 
Vt()d.E - 1 = O. .0..(2.5/8) 
in) 
i. -i 7i) 
Now it has been seen in (20321/4) that the 
maxima likelihood estimate satisfies the equation 
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02)--s..lr)(F;.,0 = oa ooa0(205/9) 
If (2,5/8) and (2,5/9) are to be satisfied 
by the same value of we must therefore have for all 
values of i 
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_L_f (1) - . t 
k being a constant, 
This may be written 
("L.-1) k 4;. .)_ -I #0, e (2,5/11) 
and if we differentiate with respect to 1 and replace 
by :, in the result, we get 
.t- ) (k(- ) = k r9f¡ f 
which gives 
k logo( y) _ s - (k +]_)loge; + K, 004(205/12) 
K being a constant of integration. 
The function j (;) which satisfies (2,5/12) 
is to be a probability function whose mean is = 0; 
it must therefore be real for negative values of 
The coefficient of loges in (2,5/12) must therefore 
vanish, so that 
logo(;) = -2: - K9 4e,ß(205/13) 
and 0C ) is seen to be the normal probability function0 
2.6 Loss of Efficiency as a Result of Grouping 
The idea of the 'efficiency' of a statistic 
proposed as an estimate of a parameter is due to 
Fisher (ref, 3), A large number of statistics, if 
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calculated from a large sample, have the property 
that their sampling distribution approaches normality 
as the sample size increases, with the true parameter 
value as mean and with variance inversely proportional 
to the sample size, Two statistics may therefore be 
compared by means of the ratio of the variances of 
their sampling distributions for given large sample 
size, as regards their 'efficiency' as estimates of the 
parameter, Furthermore, the maximum likelihood estim- 
ate has been shown to have the least possible sampling 
variance for given sample size, and may therefore be 
taken as 100% efficient, It has been seen that the 
sampling variance of the maximum likelihood estimate 
can be simply calculated from the second derivative, 
with respect to the parameter, of the likelihood 
function, so that the efficiency of any proposed stat- 
istic may be easily found by comparing its sampling 
variance with this quantity, 
This idea may be applied to provide the 
answer to a question of considerable practical import- 
ance relating to grouped samples of the type at present 
under discussion, the question of the efficiency which 
is lost when a sample is grouped, To answer this all 
we need to do is to compare the sampling variance of 
an efficient statistic calculated from the sample 
grouped in the proposed manner with the corresponding 
quantity calculated from the same sample on the sup- 
position that the exact variate -value of every member 
of the sample is known. The answer to the question 
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may be of practical value in that in many cases to 
give exact, rather than grouped, values for the sample 
may increase immensely the labour or expense of an in- 
vestigation, and it may be that a large reduction in 
the scope of the experiment results in only a trifling 
loss of efficiency of estimation, Alternatively, 
the answer will inform us as to the relative merits 
of increasing the size or increasing the amount of 
detail given in an experiment. 
2,61 One Parameter 
In this case the sampling variance Vg of the 
maximum likelihood estimate calculated from the group- 
ed sample (given in the generai case of several para- 
meters by the expression (2,21/9) ) reduces to the 
form Vg = 
ti 
.0...(2,61/1) 
This is to be compared with the corresponding 
expression for the case where the variate -value of 
each of the N individuals of the sample is supposed 
known, 
Let the ith individual have variate -value xi, 
i in this case taking values from 1 to N. Then the 
probability of occurrence of the observed sample is 
N 
P= (NI) J1 O(xi)dxi .....(2e61/2) 
and the likelihood function L is given by 
N 





The maximum likelihood estimate 6 of 9 then 
satisfies the equation 
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N 
or Z- -- °'/D) - 0 
._1 ¢le) s ' ....(2.61/4) 
and its sampling variance V is given by the expression 
V1 = -EL 9 
where E stands for 'expected value'; 
1 I - (..)_(1 
.0.0(2061/5) 





since EE -Í.._. a°'t) = NE 7~0' _.._- -- 
, #14;1 a) 
aet #1'4=/e) ae 
=N f«i =00 
a W 
The ratio V /Vg, where V is given by (2.61/6) 
or (2,61/7) and Vg by (2.61/1), gives a measure of 
the efficiency of estimation from the grouped sample. 
Sample from Normal Population: Estimation 
Here, as has been seen in (2.311/6), (2.61/1) 
takes the form 
A (i) 1z Vg = 1/N ( :-Ìi, j ,...(2,611/1) 
J 
where 0(4 40 ; and (2,61/7) becomes 
Zn 
V=1 /N ex -yA)~ =1 /N, 
-,o 
,0oD(2.611/ 2) 
since the standard deviation of the distribution is 
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taken as unity. 
Thus Efr, the efficiency of estimation of 
from the grouped sample, is given by 
.i 
1z E V/Vg = ) - ch_) t. ...e. (2e611/3) 
In order to indicate the order of magnitude 
of the efficiency obtainable* the values of this quan- 
tity in a few typical cases have been calculated, and 
are shown in the following tables. The origin for 
the variate is taken at the mean of the distribution. 
(a) Sample grouped in three classes 
g2 
(1) Symmetrical division, divisions at cg2. 














Efr" .801 0739 0503 0254 0097 
(2) Unsymmetrical division, divisions at g1 
and g2. (The values given in the table are those of E/,) 
Values of g1 
0000 -0.50 -0.65 -0.75 -1.00 -1.50 
0.00 0637 
0,50 0732 0804 
Values 0.65 *747 .808 .809 
of g, 0.75 0754 .808 .806 .801 
1.00. .760 .794 .785 .775 .739 
1050 .737 .733 *711 .693 .637 .503 
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(b) Sample grouped in four classes 
(1) Symmetrical division, divisions at -g3, 
g2=09 +g3. 
g3 0,25 0.50 0.80 0.90 1.00 1.10 1.50 2.00 2.50 
E/"., .747 .806 .874 .881 .883 .880 .838 .753 .686 
(2) Unsymmetrical division. 
(i) Displacement of central division, 
divisions at -g3, g2, +g3. 
Values of g3 
0.50 1,00 1.50 
Values 0.25 .822 .872 .825 
of g2 0.50 .842 .788 
(ii) Asymmetry about central division, 
divisions at g1, g2 =0, g3, 
Values of gl 
-0,25 -0,50 -1.00 -1.50 








.822 .861 .838 
+g3, +g4. 
(o) Sample grouped in five classes 
Symmetrical division, divisions at -g4, -g3, 
0,75 
Values of g4 
1.00 1.50 2,00 












An examination of these tables reveals the 
following facts regarding the estimation of itt from 
grouped samples: - 
(i) Efficiencies of 81 %, 8%, and 91% may be 
obtained with three -, four -, and five -class samples 
respectively, if the points of division are at the 
optimum positions* 
(ii) The points of division may be displaced 
appreciably from the optimum positions without mater- 
ially affecting the efficiency* 
20612 Sample from Narmal Po ulation: Estimation of v- 







0(xi-) $) zL r 
1-.57 
// 
4.:)-- '5.41 4l¿'.,-4 0,0* ( 20612/1) 





2 tic{-,(.-+-cL-v) 4) 
-ao v' 2Tt 
which reduces to V =r /(2N), 0000(20612/2) 
a well -known result, 
Thus ET, the efficiency of estimation of cr 
from the grouped sample, is given by 
E = V /Vg S :-$:1 4I) ¢OOO(2,612/3) 
AB before, the values of this quantity for 
typical cases are shown in the tables* 
g2 
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(a) Sample grouped in three classes 
(1) Symmetrical division, divisions at Tg2. 
0.50 1.00 1,50 2.00 2.50 
Eo- .262 .541 .653 .533 .310 
(2;) Unsymmetrical division, divisions at g1 
and g2, (The values given in the table are those of 
Values of 
g1. 
-0.50 -1.00 -1.50 -2,00 -2.50 
0.50 .262 
1.00 .399 .541 
Values 
of g2 
1.50 0443 .590 .653 
2;.00 .365 .514 .588 *533 
2,50 .239 .387 .467 .420 .310 
(b) Same _grouped in four classes 
(1) Symmetrical division, divisions at -g3, 
g2:0 p +g31, 
In this case the expression (2.612/3) is 
easily seen to reduce to 
E : $ {(g)7-+ 1-J - (2.612/4) 
which is precisely the same as the expression for El. 
for symmetrical division into three classes, at -g3 
and +g3. The observation of the central division 
contributes nothing to the information given by the 
sample regarding 0". It is therefore of interest to 
is 
see how this /affected by displacement of the central 
division. 
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(2) Unsymmetrical division. 
(i) Displacement of central division, divis-, 
ions at -g3, g'2 , +g3. 
1.00 












(ii) Asymmetry about central division, div- 
isions at g1, g2 =0, g3. 
-0.50 
Values of g1 
-1000 -1.50 -2.00 -2.50 
0.50 .262 
1.00 .402 .541 
Values 
of g3 
1,50 .458 .597 .653 
2.00 .398 .537 0593 0533 
2,50 .286 .426 .482 .422 0310 
(e) Samgle grouped in five classes 
Symmetrical division, divisions at -g4, -g3, 
+g3, +g4 . 
Values of g4 
1.00 1050 2.00 2.50 




1.00 - .7625 .813 0736 
1.50 - .765 .767 
The following conclusions may be drawn from 
the results in these tables: - 
(i) As regards estimation of a- from grouped 
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samples, efficiencies of 65%, 67%, and 81% may be ob- 
tained with three -, four -, and five -class samples re- 
spectively, if the points of division are at the opt- 
imum positions, 
(ii) The points of division may be displaced 
appreciably from the optimum positions without materially 
affecting the efficiency, 
(iii) If a symmetrical three -class sample is 
converted into a symmetrical four -class sample by the 
addition of a central division, nothing whatever is 
added to the efficiency of estimation of v-, A dis - 
placement of the central division from the mean of th 
distribution adds a little to the efficiency; a dis- 
placement of one of the other divisions reduces it 
slightly, An arrangement having an even number of 
classes is not of great value as regards estimation 
of r, 
(iv) As might be expected, the optimum posit- 
ions for the points of division are further from the 
mean for estimation of cr than for estimation of M-, 
2.613 Sample fro Cauchy Population: Estimation of kA, 
For comparison with the above results for 
samples drawn from a normal population, it may be of 
interest to apply the same methods to samples drawm 
from a Cauchy population, Here the probability 
function 0(x) has as its most general form 
0(x) a 1 or 
0(x) z 
7/ 
1 LL 11 - y, e (2e613/1) 
T(:µ) +a- } L-V) 41 
40 
p. being a locating and T a scaling parameter; but in 
the present cases where u alone is being estimated, 
we take cr. as unity and express f(x) in the simpler 
form 
0(x) .1/'  I , 
J 
..0.(2,613/2) 
In virtue of the result obtained in §2.4 
(the Cauchy distribution being expressible in terms 
of x ) the expression for V in this case is the 




Vg = 12/N Aeo(2.613/3) 
In this case (2.61/6) is 
coo 
( 
V = 1/N J tT (C4- ) 4 + o = 2/N0 00.0(2.613/4) 
(r) 
Thus E o. = V/Vg = 2 Ark3.4)-4,,i)j..0(2.613/5) 
The values of this quantity in typical cases 
are given in the following tables, Only symmetrical 
cases have been considered. 
(a) Sample grouped in three classes 
S2 
Divisions at Tg2. 
0000 0010 0020 0,25 0.30 0,40 
E 0811 .849 0857 0851 0837 ,795 
g2 0.50 0,60 1.00 1.50 2,00 
Eu, ,737 .668 0405 .205 .127 
g 3 
(b) Sample grouped in four classes 
Divisions at *g3, 0, 
0000 0.20 0.25 0.30 0,40 
.811 .867 .869 .867 .862 
41 
g3 0050 0060 1,00 1,50 2,00 
E).L 0846 0833 p811 .826 4824 
The efficiency in this case varies very 
little with the positions of the boundaries of the 
classes. It appears to have a shallow minimum in 
the region g3= 1000 
(c) Sample grouped in five classes 
Divisions at -g4p -gap +g3, +g40 
0.50 
Values of g4 
1000 1.50 2,00 
0425 *.852 .864 0897 .884 
Values 
of g3 
0050 - 0763 .800 0778 
1000 - -- 4.443 .418 
Examination of these tables and comparison 
with those of '2.611 leads to the following conclusio 
(i) With three -, four -, and five -class sampl 
drawn from a Cauchy population, efficiencies of 8%, 
8'7770,. and 90/ respectively may be obtained, The re- 
sults are of the same order as for the normal case, 
but the Cauchy seems to be slightly better for the 
three -class sample and seems to gain less with in- 
crease of the number of groups, 
(ii) With three- and four -class samples 
drawn from a Cauchy population, maximum efficiency is 
obtained with the points of division very much closer 
to the centre than with the normal case; with a five - 
class sample there seems to be little difference be- 
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tween the two distributions in this respect. 
2,614 Sample _from Cauchy Population: Estimation of c+° 
In this case the probability function ,(x) is 
taken in the form A(x) _ .,sal / 1 - -- (¡2,614 
11~e`+ Ti) 
) 
the known value ofti being taken as zero. 
From 32,4 we get for V 
B 
Vg - c/N 1^)! f*_t)f. 0...(2.614/2) 
tizi 
In this case (2.61/6) is 
pc 
V 1 N +v1 x 6 á~t = 20i2./N ... (2.614/3) / 
7C l v' 
__, , Thus E = V/Vg = 2 c11-, //¡//ó` ,a(2.61.4/4) : 
g 4 h'1 
The values of this quantity in typical cases 
are given in the following tables, 
g2 
(a) Sample grouped in three classes 
Divisions at cg2, 
0,25 0.50 1.00 1,10 1.25 1.50 2.00 
.341 .622 .811 .806 .787 0 738 .681 
(b) Sample grouped in four classes 
Here, as in §2.612 when the normal case was 
considered, the efficiency of estimation of c- from a 
symmetrical four -class sample is the same as if no 
division were made at the centres It is in fact 
obvious that this is true for all symmetrical distrib- 
utions having the expression (2.612/1) as sampling 
variance of the maximum likelihood estimate of Q-; 
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1,e,, as has been seen in §204, for all symmetrical 
distributions whose probability functions are functions 
of Z, 
(c) Sample grouped in five classes 
Divisions at -g4¢ 
-g39 +g3, +g4, 
0050 1,00 
Values of 4 
























Thus in the estimation of tr. from grouped 
samples drawn from a Cauchy population efficiencies 
as high as 81% may be obtained from a three- or four- 
class case, and as high as 94% from a five -class case* 
These are considerably higher than the corresponding 
results for the normal case, As with the normal case, 
the optimum positions for the points of division are 
further from the mean for estimation of cr than for 
estimation of ,u- 0 
20615 Case where the Individuals are Grouped for 
Part of the Range of the Variate, Not Grouped for 
Another Part 
The method can clearly be applied to other 
cases which often arise in practice, for example 
cases where grouping is applied over only part of the 
range of the variate; this will cover the commonly 
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occurring case in which the actual variate- values of 
the individuals in the middle of the range are given, 
but all individuals above a certain value and all be- 
low another value are grouped together. 
Of the N individuals in the sample, let n1 P 
' 1 
b 
described as having variate -value below g1, no betweeln 
g1 and g2, and n3 above g2; and let the actual variate- 
values of the n2 individuals in the middle class be 
given, the ith individual in that class having variate- 
value xi; i here takes values from 1 to n20 
The probability P of occurrence of the ob- 
served sample is 
3 
P a (N.)cY`1I/6`'!a 
and the likelihood function L is 
L = constant + nilogml + n3logm3 log0( xi ) , , . ( 20615/2) 
the meanings of 
m1 
and m3 being obvious, 
n 
The maximum likelihood estimate 9 of a para- 
meter 8 will therefore satisfy the equation 
!...- I / 0, oao 2a615/3) n.3 ,.y.3 ; B ,., ,:; áé O(,,la) ( 





L `)14. 1/N 1 ..3 2 __3 ° ti 
-11-317 
16/1 21 xl e) 
á 
bcof 36 2ß. ot4 
e,,a(20615/4) 
As has been seen in (2061/6), the sampling 
variance of the maximum likelihood estimate of 9 in 
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the case where there is no grouping is given by 
V=1 N Ì lx g j ° . J,lxléj_ aë - 00.0(20615/5) 
so that EA9 the efficiency of estimation of e from 
this partly grouped sample,. will be given by the ex- 
pression in square brackets in(2a615/4) divided by 
the integral in (20615/5)0 
The most commonly occurring cases will be 
those in which the sample is drawn from a normal pop- 
ulation and the parameters to be estimated are u.. and cr* 
(1) Estimation of c 
In this case we find, taking the standard 
deviation as unit, 
Vg = 1/NE,,,, 
1 
" {Y10í f N/14L 4 911, 4- 1V .! s . e (2, 615/6) 
s 
the meaning of m2 being obvious, and we have already 
seen in (20611/2) that V = 1 /N. E,,A, is thus easy to 
calculate, and its actual values in a few typical 
cases are shown in the following table. Symmetrical 
division into the three classes is alone considered, 
the divisions being at -g2 and +g2. 
0025 0.50 1.00 1050 2,00 
0749 6835 *937 0981 0993 
(2) Estimation of <r 
Here, taking the mean as origin for the var - 
iate, we find 
V = 1 ;. ̀I`0/ + áM.. 1 y g 
®%1 
/q _ L _ / 2 --(1,-,6) {th ( () tl y Qti l%I + t 
0.0(2.615/7) 
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and, as in (2,612/2), V = 1;2 /(2N), so that, if we now 
express the variate in terms of the standard deviation 
as unit, we obtain 
E c = 2 ; 
1- 
{`i1 
6)1.1 +. {t #4ti) _ór 
'1 i1;f9.1}} + . ....(2.615/8) 
The table shows values of Eta., in a few typical cases, 
symmetrical cases, with divisions at -g2 and +g2, 
being again alone considered, 
gr2 0.50 1.00 1.50 2.00 2,50 
E 4263 .568 .+801 ,923 ,977 
It may be of interest to see, by comparison 
of these tables with the symmetrical three -class 
tables of §t20611 and 2,612, how much is added to the 
efficiency of estimation by the precise knowledge of 
the variate- values in the centre class. 
2.62 Two Parameters 
The case in which two parameters are being 
estimated jointly also occurs frequently* To invest- 
igate the information lost as a result of grouping in 
this case it is necessary to consider the joint effic- 
iency of estimates of two parameters, 
This idea is discussed by Cramér (ref. 1) . 
He develops the concept of the joint efficiency of 
two estimates as a natural extension of that of a 
single estimate and shows that the efficiency of a 
proposed pair of estimates may be determined as the 
ratio of the 'two- dimensional variance' of a pair of 
47 
joint efficient estimates to the corresponding quan- 
tity for the proposed paire The 'two -dimensional 
variance' of two variates has been defined by Wilks 
(refs 13) as the determinant of the .matrix of variances 
and covariances of the variates, i.e, as <rz á (1 
the notation being obvious. This is a particular 
case of Wilke's 'generalised variance' for n variates, 
t y, 
1 ̀ iPI, where ¡Pi is the determinant of 
the 'correlation matrix' of the variates, 
Fu h3 
P52. Pz: P-3 
Pt, F3-A, 
The application of these ideas to the deter- 
mination of the loss of efficiency due to grouping 
when two parameters are being estimated is obvious: 
we merely compare the two -dimensional variance of a 
pair of joint efficient estimates obtained from an 
ungrouped sample with the same quantity obtained 
from a grouped one, 
If the parameters concerned are 61 and 02, 
the latter of these quantities,IVglr is seen from 
(221/9) to be given by 
;...(2ti62/1) 
and the f orner, )V I , is seen by an obvious extension 
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of (2961/6) to be given by 
4 
IV( 
= 1/ ra 
, 4:-.0-41. fge0-44-AAC 
dx 9, 8 a r 
7 0ee(2062/2) 
or by a corresponding expression analogous to (2661/7)0 
Eh 
9L 
, the efficiency of estimation of Al 
and 4, jointly from the grouped sample¢ is then given 
by the ratio +VI / 1Vg) 0 0.00(2062/3) 
This quantity will be evaluated for the cases 
discussed above in connection with the estimation of 
a single parameter, 
20621 Sample from a Normal Pgpulation: Estimation 
of µ, and Jointly 
From (20331/2) and (20331/3) it can be seen 
that in this case (2062/1) takes the form 
I Vgl .7-4/e 
& 
.40kie.)} 
where 1;';,1=-4:-- P and f (r) 
IV I= 1`N2 
Again, it is easily seen that 
r' /(2 ), 
,040(20621/1) 
eo,(20621/2) 
the zero elements indicating the well -known fact that 
the maximum likelihood estimates of )w and Q-from a 
normal population are uncorrelated0 
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E1,-1v- is thus equal to one -half of the deter- 
minant of (2,621/1). 
It is clear that in cases in which the div- 
isions are symmetrical about the mean the elements in 
the secondary diagonal of the determinant of (2.621/1) 
ere zero, i.e. the estimates are uncorrelated. Thus 
in this case E"c is obtained as simply the product 
of Eh,. and Er, the efficiencies already obtained for 
this type of sample when and tr were being separate - 
ly estimated (i'12.611-2). We have, therefore, the 
following typical values of E, . 
g2 
(a) Sample grouped in three classes 
Divisions at -g2 and +g2. 




.211 .400 .329 .136 .030 
(b) Sample _grouped it four classes 
Divisions at -g3, g2 = 0, -t-g3. 
0,50 1.00 1.50 2.00. 2.50 
0.211 .478 .547 .402 .213 
(c) Sample grouped in five classes 
Divisions at -g4, -g3, +g3, +g4. 
1.00 
Values of g4 
1.50 2.00 
Values 0.50 
of g3 1000 
.504 .666 .601 
.593 .629 
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These results indicate at what positions the 
boundaries of the classes should be placed for maximum 
efficiency of estimation of the parameters in cases 
where both must be estimated and both are of the same 
interest in the investigation.. 
2.622 Sarn le from Cauchy Popula.ti.on: Estimation 
of iu and Jointly 
It can be seen from (2,613/3) and (2,614/2) 
that in this case IVgI is given by exactly the same 
expression as in (20621/1)2 where 0(S) = 1 / {n0+ -0.. 
Again, 9VI= 1/1V- 1/21-'" 0 
0 1/27' 
_ 4o'%N'y", ,me(2062W1) 
the estimates being again uncorrelated, 
Thus here E ie equal to four times the 
determinant of (2,621/1), 
Here again it is clear that when the divisions 
are symmetrical about the mean the estimates are un- 
correlated and E 
LY- 
EEr, Thus the following typ- 
ical values are immediately obtained from those of 
§20613, 
g2 
(a) Same Grouped in three classes 
Divisions at -g2 and +g20 
0,25 0x50 1,00 1050 2000 
4290 0458 0329 0151 0086 
(b) Sample up groed inn four classes 




0025 0.50 1.00 1050 2,00 
.296 .526 .657 .610 .561 
(c) Sample grouped in five classes 
Divisions at -g3, 
+g3, +g4. 
0,50 
Values of g4 
1.00 1.50 2.00 
0,25 0536 .741 0751 .705 
Values 
of g3 
0.50 - .674 0727 x735 
1000 - *389 .395 
2,623 Sample in which the Individuals are Grouped 
for Part of the Range of the Variate, Not Grouped for 
Another Part 
Using the same notation as in §2..615, we can 
see that Vg = 012-D, 0....(2,623/1) 
where D is the symmetrical second-order determinant 
whose elements, in an obvious arrangement, are 
97-4.'4.3 
+ 
r {1 r . 3 é ae; e; lxe, ag Z 
/ I_ üv.11/ _ 1^ 3 Ó y 3 
Oe/L 9P.1. 3 .FIT á9L 'AM), 9(097, 
+ ii- 
(;s)/) -4 4 
7. 
33- a 2^Xs 1 and - + 'ad rti r ) 1 / -- , 9. 
In the normal case, with 91-x- and 62= c-, 
symmetrical division again results in uncorrelated 
estimates, so that E-= EµE1., and we have the follow- 
I 
ing typical values. 
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g 2 0,50 1.00 1.50 2.00 
E 
u r .220 ,532 ,786 0917 
CHAPTER 3 
BIVARIATE SAMPLE - REGRESSION PROBLEMS 
3,1 Notation 
The independent variate will be denoted by x4, 
The x value for each of the N individuals in the 
sample will be supposed exactly known - the individ- 
uals are not grouped as regards x. It will be sup- 
posed that k distinct values of x occur. 
The dependent variate will be denoted by y. 
As regards y, the sample is grouped into 1 categories, 
the y- values corresponding to the points of division 
being hi, =19.29,..,(1"1). 
The number of individuals having x = xi and 
y in the jth category is nji9 i= 1,2,ß..,k, 
The total number having x = xi is Ni. 
Thus :Enii= Ni; Ni = 11,0 
3..2 Linear Regression 
In the case of linear regression the problem 
is to estimate from the given sample the parameters a 
and b in the relation k,= a 4- bx., where A. is the 
mean value of y for the array of individuals having 
the value x of the independent variate. What is 
meant by the mean value of y in the array, however, 
'will depend on the distribution of the population 
from which the sample is known or presumed to have 
been drawn, 
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With an ordinary bivariate sample for which 
there is no grouping in either variate, the usual 
method of solving this problem is to fit the para- 
meters a and b to the data by the Principle of Least 
Squares, It is well known that the estimates of a 
and b obtained in this way are the maximum likelihood 
estimates for the case where the distribution of the 
variates in the population sampled has the following 
properties: - 
(i) the values of y for a given value of x 
are normally distributed; 
(ii) the variances of the arrays of y's are 
the same for all values of x; 
(iii) the relation between x and the mean 
value of y in the corresponding array is as in the 
proposed regression formula, 
This suggests how we may solve the problem 
in the present case in which the y- values are grouped: 
making the assumption that the underlying population 
has the properties (i)y. (ii), and (iii) of the last 
paragraph, we can, by the methods of §243, estimate 
).1. for each value of x and then find the regression 
of the estimates 
aá 
on x in the usual way, This wil 
amount to finding the maximum likelihood estimates of 
a and b for the given grouped sample. 
Two points regarding this process should be 
noticed: (i) the estimates ú, will in general have 
unequal sampling variances, so that we shall usually 
have to find the regression of the weighted a on x; 
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(ii) although we may not be at the moment specially 
interested in the estimates á- of the standard dev- 
iation (3" in the arrays,cr will in nearly every case 
be unknown, so that for each array we shall have to 
estimate u and tr jointly, as in 2.33. In fact the 
estimates thus found incidentally may be of value, asl 
will be seen in §5.62, as enabling us to test the 
c erectness of the hypothesis that in the underlying 
population the standard deviation cr of y is the same 
for all arrays, 
3,21 Maximum Likelihood Solution 
The maximum likelihood solution of the pro- 
blem may thus be expressed formally as follows, For 
each of the k arrays we find the maximum likelihood 
estimates w andti , which are the solution of the 
simultaneous equations (2,331/5A and 5B) and are found 
by the method of §20332, The sampling variance of 
each 1ti is found as the leading element of the matrix 
V of (2.,331/6); we shall denote this sampling variance 
by 1 /wi, so that wi will be the weight attached to ,al 
.Fitting the line = a + bxi in the usual way to the 
weighted 4% , we obtain for a and b the equations 
4 4 
n 
a _ t .. (3.21/1) and b _ 
. 
the origin for x being taken at its mean, 
Remembering that vark,if= 1 /wi, ....(3,21/3) 




var( á) = 
.. 
va.r(b ) x, 
,...(3,21/4) 
easo(3e21/5) 
These expressions will enable us to find the 
efficiency of any proposed alternative method of est- 
imating a and be 
3,22 Solution Using 'Least Squares' Estimates of 
the 
4 
An alternative method of estimating the tt,,; 
and / , has been discussed in §2,333, and it has been 
seen that the estimates obtained thus are much easier 
to calculate than the maximum likelihood estimates 
and in most cases have high efficiency, These est- 
imates of the M , therefore, and their sampling var- 
iances could be substituted in equations (3,21/1,2,4, 
and 5) to give estimates of a and b and their samplin 
variances, 
3,2:3 Another Method (ref, 8) which has been used 
lin practice with samples of the type under discussion 
is as follows, It is a method which was suggested 
originally by the easy calculations to which it leads 
rather than by its theoretical attractiveness, It 
will be of interest to examine its efficiency, 
One of the points of division for y, say y = 
hp9 near the mean y for the whole sample, is chosen, 
For each array the proportion of individuals observed 
to have y below hp is found and the corresponding 




Thus in the ith array the proportion obeery 
ed to have y below h 
ni /Ni =- E,Ld,(i :1,2í...,k) ¢..(3.23/1) 
This equation defines 
The regression of the 11,;, on x is now found, 
the being either weighted in proportion to the Ni, 
or, if the Ni are nearly equal, taken as having equal 
weights, 
The efficiency of this method is easily det- 
ermined, For if we write 
1* 
fuu, F(^') = --k , : ...(3.23/2) 
-op -wo 
we have F(40 = ¿ nui /Ni, (3023/3) 
4"%I 
But the right -hand side of (3,23/3) is the 
proportion of the Ni individuals in the ith array 
observed to have y below h9 the probability that an 
individual will have y in this range being constantly 
F(1.00 
., var{F(* )1=v F(° ){1 - F(ti ). 
ti 
....: (3.23/4) 
But 'F ( -h,0 k, 0(,;, ) 11,;, , so that 
var(F(1; )3- _(ei*)1 vari;,y (3;23/5) 
.', var 1 - 4 F(1;)(1-F(A1)1 t.. (3,23' /6) y 
v(*(frv)).f. 
Using (3023/6) we can as before find the 
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sampling variances of the estimates of the regression 
¡parameters a and b and compare them with (3,21/4 and 5) 
to find the efficiency of the method, whether the 
are equally weighted or. not, 
If 41,, is assumed approximately zero for all 
i, we have F(1ti) i and 0(1J = 14/1;, so that (3,23/6) 
becomes 
var u * it /(2Ni), .Q.ó(3,23/7) 
and if all the Ni are approximately equal, we shall 
have Ni * N/k and 
var alti klT /(2N), ,..,(3,23/8) 
These equations show the justification for taking 
weights for the either proportional to the Ni or 
equal, 
3,24 Example 
These methods will be applied to the follow- 
ing example, which is taken from data obtained from 
a Moray House Intelligence Test, 
5368 children were classified into twelve 
successive month groups (10 years 8 months to 11 years 
7 months) and into five grades of intelligence (A to E). 
The results were as in the following tables, on page 
59. 
The variate y took the values -9.0, 040, +8.1, 
+18,5, respectively, at the boundaries between the 




(Y) 1 2 3 4 5 
Month group (x) 
6 7 8 9 10 11 12 Total 
A 50 55 58 56 66 62 72 59 60 79 77 102 796 
B 76 81 103 96 88 114 94 102 81 92 113 101 1141 
C 103 76 87 117 92 97 117 95 92 91 88 73 1128 
D 107 88 111 94 112 71 102 105 93 73 80 88 1124 
E 138 121 118 114 98 89 98 90 82 75 81 75 1179 
Total 474 421 477 477 456 433 483 451 408 410 439 439 5368 
In the example of §2.334 the details of the 
calculation of 
i 
and , the maximum likelihood 
estimates of m and 5, for x = 1, are given, The 
same method was applied to each column of the table0 
In only one case (x = 6) did a least squares estimate 
require appreciable correction, the correction to 
ço 
being 0.221, while the standard error of the estimate 
was 09684, Even in that case, a single application 
of the correction as calculated by §2.332 was found 
to be sufficient: in the notation of §2,332, it was 
found that P()u, ,a',) = 0.141, Q( , 97-0 ) = -7016,. 
while P(µt , r ) = 0.701, Q(jut, ç) = -0.133. The 
'following results were obtained:- 
x 
1 2 3 4 5 6 
-0.779 0.241 10204 1.556 2.235 30882 
15.089 16,414 15.028 14.409 14.840 14,600 
05587 .8480 .5314 .4794 .5464 .5366 
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X 
7 8 9 10 11 12 
2.959 20732 2.846 50094 40910 6..311 
140535 140058 14.492 15,0430 150059 16.532 
04844 04854 05740 06416 .5715 06956 
The problem is now reduced to that of find- 
ing the regression of ú.7 on x, taking weights inverse- 
ly proportional to 7µ 0 The formulae (3021/1 and 2) 
give 
a = +2.732, b = +0.2596, 
while (3.21/4 and 5) give 
var(a) = 004707, var.(b) = .00107, 0.00(3.24/1) 
The values ,al, and the regression line are shown in 
the diagram (page 61)0 
With data of this sort the assumption is 
sometimes made that the regression of , on x is 
linear and that Ti is constant. This could be tested 
by the method of §§ 5.61 and 5062, though, as will be 
seen in these sections, the calculation of the test 
criterion would be exceedingly laborious. 
The approximate method of §3.23 may also be 
applied to these results. 
If h is taken at the division between. 
p 
Grades C and D, i.e. at y = 0.0, the following values 
of the proportions below h and of are found:- 
a 
F(lj = ppn, below hp 
, normal deviate 
1 2 3 4 5 
.5169 .4964 .4800 .4360 .4605 
.0424 -.0090 -.0502 
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x 6 7 8 9 10 11 12 
F(1;,) .3695 .4140 .4324 .4289 .3610 .3667 .3713 
-.3332 -.2173 -41703 -.1792 -.3558 -.3406 -.3283 
As has been seen in §3.23. if the 1;, are 
taken to hEve equal weights, the weight of each is 
2N /(k Tr) or 5368/(6Tr ) ; in which case in the regression 
formula = a + bxi (x being measured from its mean) 
we shall have 
var(a) =1t/(2x5368) _ .0002926 
0e00(3ß.24/2) 
var(b) = 12v/(2x5368. ) = ..00000614; 
But the a and b here are expressed in terms of fi, 
whereas those of (3.24/1) are in terms of the unit of 
y; to get figures for the present case comparable 
with those of (3..24/1) we must therefore multiply by 
some estimate of 7 a Using for this purpose 
where rr is the mean value of 
umns 9 namely 15.040, we obtain 
var(a) = 406619 
var(b) = .001389J 
Comparison of (3,.24/3) with (3.24/1) then shows that 
the efficiencies of estimation of a and b are respect- 
ively 0.711 and 0.770. 
f` from the twelve col- 
...(3.24/3) 
3.3 Polynomial and Other Regressions 
The above methods clearly reduce the problem 
to an ordinary regression problem, and no difference 
of principle will be involved if the proposed re- 
gression formula is a second or higher degree 
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polynomial, or involves harmonic or some other 
functions., The question of the adequacy of a linear 
regression formula as a description of the observed 
facts will be discussed in §5620 
CHAPTER 4 
BIVARIATE SAMPLE - CORRELATION PROBLEMS 
441 Notation 
This will be the same as in Chapters 2 and 3. 
It will now be supposed, however, that the sample is 
grouped as regards both x and y, there being k classes 
for x and 1 for y. Thus nji stands now for the number 
of individuals in the (ji)th cell, i.e. in the ith 
category of x and in the jth of y, i.e. having x be- 
tween girl and gi and y between hj_1 and hj. The 
total number of individuals in the ith category of x 
is denoted by n*i and in 
the jth category of y by nit,. 
and N 







Corresponding symbols with the n's replaced 
by m's will stand for the corresponding probabilities, 
or expected proportions* Thus if the joint probabil- 
ity function of x and y is i (x,y) , we have 
= J dx .(x,y)dy9 04.0(4.1 /3) 








and of course dx g(x,y)dy = 
mji 
= 1, ...(4.1/6) 
the total range of the variate y being from c to do 
It will be assumed that the joint probability 
distribution of x and y is the bivariate normal dis- 
tribution, so that in fact 
1- 
eti 
+ 5. o..(4e1/7) 





when the means and variances are respectively zero 
and unity, 
When the means and standard deviations of 
the underlying population are not being estimated 
they will be taken as the origins and units of the 
respective variates. The probability function f(x,y 
is then of the form (4.1/8) and the variates are 
standardised. This applies in particular to the g's 
and h's, the variate- values at the points of division 
of the classes* 
4.2 It is clear that with a bivariate sample the 
main interest centres in the association between the 
variates, measured in this case by the correlation 
coefficient F. If the means and standard deviations 
of the variates are unknown and are estimated from 
the sample, this will usually be as a preliminary or 
) 
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incidental process in the main problem of estimating 
P. In what follows, therefore, the main emphasis 
will be on the estimation of 
P 
4,3 Possibility of Estimation of the Variate- 
Values Corresponding to the Points of. Division of the 
Variates 
It has been seen that with a univariate 
sample the values of the variate corresponding to the 
boundaries of the classes must be given; if they are 
unknown and are estimated from the sample no further 
parameters can be estimated* 
This is not true of a bivariate sample. For 
if there are k classes in one variate and 1 in the 
other it is clear that (kl --i) parameters can be estim- 
ated, But there are in all (k -1) + (1 -1) points of 
division, and if these are estimated from the sample 
an additional (kl -1) - (k +l -2) = (k- 1)(1 -1) parameters 
can still be estimated. Thus even the smallest bi- 
variate classification, the 2x2, permits one parameter 
to be estimated in addition to the points of division 
of the variates., 
We shall have to consider, therefore, cases 
in which the values of the variates corresponding to 
the boundaries of the classes are (i) unknown; (ii) 
known* 
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4.4 Samples for which the Values of the Variates 
Corresponding to the Boundaries of the Classes are 
Unknown 
All we know about the classes in each variat 
here is that they correspond in the order given to 
continually increasing or continually decreasing 
values of the variate. The classes in samples group- 
ed like this are often designated by descriptive words 
such as 'Large', ¢Medium' , 'Small', or 'Good', 
'Indifferent'9 'Bad'. 
4,41 The 2x2 Case 
The case in which there are only two classes 
in each variate is not only the !Amplest to deal with 
but is also of interest in that the maximum likelihood 
estimate of e and its standard error were arrived at 
by Karl Pearson (refs 9) by methods quite distinct 
from the likelihood methods 
The case which Pearson considered is that in 
which the points of division for the two variates are 
estimated as standardised normal deviates, as a pre - 
liminary towards the estimation of p . He took 'con- 
sistent' estimates of the parameters, ive, values 
which when calculated for the whole population would 
give the same four proportions as were observed in 
the classes of the sample,, In this case, where we 
have three independent expected proportions and are 
estimating three parameters, this is possible and 
leads to unique estimates. 
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One of the properties of maximum likelihood 
estimates is that they are consistent., so that in this 
case, where the consistent estimates of the parameters 
are unique, Pearson obtains the maximum likelihoocl 
estimates. It is, however, of interest to derive 
these statistics from the beginning by the likelihood 
method and to verify Pearson's expression for the 
standard error of the estimate of p 
4 *411 'Tetrachoric r' 
We suppose that the sample is drawn from a 
population whose probability function is 
0(x,y 





which is split into four classes by divisions at x =g 
and y_ha 
The joint maximum likelihood estimates of p, 
g, and h, namely p, it and h, will be found, and also 
the sampling variance of P (the estimate of the parameter 
of greatest interest) in their joint sampling dis- 
tributions 
The probability P of occurrence of the observ- 
ed sample is 
so that the likelihood function is 







.1r )dxdy, rt21= 0(x,YIP )dxdy, 
-.o -oc R 
° 
o0 
m12= 0(x,YIP ) dxdy, n22= 0(x,yl P) dxdy. 
Ó -.° a 
..(40411/4) 
The maximum likelihood estimates satisfy the 
simultaneous equations 
aL 2L 0 - O, 2^ = Op W= O, 
iaee 7-22 0, 24_ 
2P 4y. aá' 
and >1-oo 
~ Î 
Now it is well known that 
,...(4.411/5) 
I (x,Y)P) = 1i(x)0(Y) +40t(x)Ø'(y) + 
410"(x)0"(Y) + 
where 0(x) 
and from this it follows at once that 
22,,,1 
= Afg , i 
) 
aP 
Again, since m22= f gx9yiP )dxdy .. m11' - - 
















!6(ggYie ) dy; and 
z _ - o(g,siP ) dY; 
with similar expressions for the partial derivatives 
with respect to h. 
These last expressions can be simplified as 
follows:- 
fø(g,hlp)dy = 2--- --exp -----P + dy - { P -04 -.op 








F( ßt)= jo(z)dz. 





so that `' = yi(g)& - F(P,.)} o ....(4.411/14) 
rt 




so that we have the following expressions for the 











Substituting the partial derivatives (4.411/9) 
and (4,411/15) in. the maximum likelihood equations 
(4.411/6), we obtain 
- .f- _ m, fggship) z 0¢ 
5w`i 1^^-1.1 
4N-1a. 
or + ,,.0(40411/16) 
since j (grhh?) 1 0 when g and h are finite; 
Y (g) (191 ) 
+Ø(g)1-F( (3,, )} _LIV ( g) {1 = 0, 
or, since 0(g) * Or 
^IZ, 
and similarly 
\ ''t ti ) - (4 i1 Qo . 411/18) . 
F( pt) -F `zI ,r O;.(4411/17) / ¡° 
The values P, g, h, which satisfy (4.411/16, 
17, and 18) simultaneously are the maximum likelihood 
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estimates required, 
Substitution of (4,411/16) in (4,411/17 and 
18) makes it clear that 
J-+ "Alt ry`til M11 (=N) 
l ^^'`tiZ r)"-s1.1. 
Rs0(4.411/19) 
We therefore obtain g from the equation 
n11(8) m21(g) = (n11 + 1121)/N, 
i.e. f(x)dx ¢ (n11 + n21)/N; 
--oo 
h from :n11(h) + m12(h) = 0(y)dy 
o0 
_ (n11 + n12)/N; 
and then ?, from m11(p) 
= 
n11/N 
or f 0(xsylP )dxdy = n11/N. 
.,.(4.411/20) 
These are the equations which would be obtain- 
ed by ensuring that the estimates satisfy the condition 
of consistency alone, as Pearson did. The estimate 
of 
F 
obtained by this method he termed 'tetrachoric r'. 
Its numerical evaluation usually involves heavy arith- 
metic, though tables (ref. 14) provided by Pearson of 
the so-called 'tetrachoric functions' - i.e. successive 
I t. 
derivatives of the normal probability function - - --L x 
in terms of which the proportion of the population 
falling into any specified cell can be simply expressed - 
enable this calculation to be carried out with less 
labour. Subsequently published tables (ref. 2) of the 
integral of the bivari ate normal distribution make 
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this calculation easier still. 
4.412 Sampling Variance of 'Tetrachoric r' 
As has been said, Pearson (ref. 9) derived 
an expression for the sampling variance of the estim- 
ate 
P 
obtained in this way* The likelihood method 
lends itself readily to the evaluation of sampling 
variances, and it is of interest to derive Pearson's 
result by means of this method. 
As usual, the variance matrix V of the max- 
imum likelihood estimates p, g, h will be given by 
..(4.412/1) 
From the expressions (4.411/9) and (4.411/15) 
for the various partial derivatives, we find 
4121 )=C~1)? 
P 





a` h--' - F(s) Fti -- { - , - 
o 
Ft3),i 
+! - F0,) l' -F0. L) -) ' LL 
V 1/N has as its elements the expressions 
(4.41.2/2); clearly we can write, in matrix notation, 
Vr1/N = f M cE , 
n where it z (g,filP ) o 
ca) 









and in Pearsonts notation, 
(11 r132- 
1/41) ' f6(z)dz and I.), _ 0(z)dz. 
0 o 
('M 
u,11+++u12 Culÿt `kII+kLI)`L+ ) 
+4* - ̀ b, L t ui14_ ` 4 
\ 
4.40 (kt, ull0.+440+ Ty) 
`(kt.l.{.ttt t'`Tt-) i L % `% ti -11,,z{-I `t ) LI+)Cy~ L) l ,.+ L` I 
- 4)I4.-4-/ 
444-44.4) 
u11uLi1(1+i/ u11(i+4,)(4,+kl') 1kt11+11.1,J1t++I,1 
/. ' f, I` .¡, L u1L+ubt/ . YI '^lt.(it'y6 -I) NtL+ut2Vi- /b 
(1.+400,-4 
*00(40412/5) 
The matrix M can itself be decomposed into 
the form PUT , where 
and U xt 
=^ 1 4)1 








b ooaa 40412/7) 
u12 v s 
o u21 e 
O n U22 
Thus V 1/N = ' 'U T , 0000(40412/8) 
a simple and concise result, though not in a form 
convenient for the evaluation of V, since the matrix 
is rectangular. 
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M can, however, be decomposed into the pro- 




We now have 
V1/N = (gi X' ZYX .Z 
and the leading element of 
(4.412 /9) 






. , . a (4.412/12) 
is the sampling variance of P in the 
joint sampling 
distribution of p, , Pb 
The successive factors in this product are 









By simple manipulation of the determinant 
ItiYI it can be shown to be equal to 16uiiu12ua u22, the 
fact thatJ1- = 1 being used; then after a few lines 
411 LY 




(^"vu +MA14)^^^It+ ) 
r.0.1) M.1.1 -`'It it 
7v1,11 Mn.1 l's~114%^-21- M`11-'1,Nvi 
(1v`,t )(4v`it+'1v1+1) It 14A-14.- ^`^111^Al1 
1 
II 
M L- w,titiv.,1 6,,,-11 +-1-^-11.)C" ,,1+1./ 
The sampling variance of P, 7 
i 
, is thus the 
leading element in the product 








and this is found after a few lines of algebra, with 
the help of equations (44411/19), to be 
I f(114-(+71) y111T""11u11,+1.1) 
N#~4IP ' li-N t NL 
11+vy t +'v h11' 4 2,J111 ^w .^`z ,...(4.412/13) 4 
N1 
(NI J (vs-ttA 1 1- 
which is Pearson's expression. 
78 
4,413 Simpler Expression for the Sampling Variance 
of'Tetrachoric r' 
The calculation of the expression (4,412/13) 
is extremely laborious, although Pearson (ref, 10) 
has given a method of approximating to it. We may, 
however, arrive at a much simpler form as follows; 
the process corresponds to a less general case than 
the one considered in §4,412, but will probably be satis- 
factory for most practical cases. 
We calculate g, h, and then as before from 
the equations (49411/20), but now regard 
F 
alone as 
the parameter being estimated. We are thus imagining 
the sample to be drawn from a bivariate normal population 
divided into four classes at the values g, h of the 
variates which have been observed in. the sample, and 
Fis the maximum likelihood estimate of 
e 
on the 
assumption that F alone varies. Clearly our estimate 
is the same as before, but its sampling variance TI r, 
is now obtained from the sampling distribution of p 





4,42 Case in which There Are More than Two Classeis 
in One or Both of the Varia tes 
The method which Pearson applied to the 2x2 
table will not succeed here, whether? alone or the 
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g's and h's in addition are being estimated; for in 
general for each cell of the table different values 
of the parameter (or set of parameters) will be re- 
quired to make the same proportion of the population 
fall into the cell as has been observed in the sample. 
A method of obtaining from the whole table .'best' 
value of the parameter or set of parameters is re- 
quired. 
In the first place the estimation of p alone 
will be considered. The values of the g's and h's 
will be taken to be those of the standard normal var - 
iates corresponding to the observed proportions in: 
the marginal distributions of the sample, In other 
words, we estimate gi and h. from the equations 
l,kt 
M.. 4-4\1.4.....-1-4%,i, 
I .2 du (i=1,2,ds.,k-1) 0.(4.42/1) 
N -00 
_t l 
and '' ,,. 
+... +. - 1 t , _ E d u . ( j J. , 2 r o . ,1.-. ) (4.42/2) 
N 
We are thus estimating P for a bivariate normal dis- 
tribution presumed to be divided into classes at the 
points gi and hi given by (4.42/1) and (4.42/2)4 
44421 Solution of K. end E..S.Pearson 
The problem was discussed by K. Pearson and 
E.S. Pearson in 1922 in a joint paper (refs 11), in 
which they suggested two methods of estimating p . 
(i) In the first method mji, the proportion 
expected to fall into the (ij)th cell, is calculated 
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in terme of 
P 
and the value of p is found which makes 
the expression 
aminimun, i.e. which makes -- a minimum, 
si y 
i.e. which makes 
If we write 
(xYlp ) = 2 I e dezi (ti2+7`)J .( 
and 0(x) _ -L- 
4-27t 
and use the relation 
0(x,Y1F) = 0(x)0(Y) + P O" (x)O' (y) 
Ø(x)Ø"(y) + .a,, 
we obtain 






the right -hand side of which can be expressed in terms 
of the 'tetrachoric functions', i.e. the successive 
derivatives of 0(x). It is in this last form that 
the Pearsons expressed their result. 
(ii) In the second method the first moment 
with respect to both variates, 11ji, of the portion 
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of the population in the (ij)th cell is calculated in 
terms of 
P 
, and again expressed in terms of the tetra - 
choric functions; i.e, is expressed in the 
form 
b. ao + alp a 2 e + a,.., ,...(4.421/4) 
the coefficients a0, a1, a2,,,. being expressions in- 
volving the tetrachoric functions. The estimate is 
then taken to be that value of F which satisfies the 
equation 
tcto-Aie ....(4.421/5) 
where mji is given by the series (4,421/3). 
The two methods are applied by the Pearsons 
to an example, and are both seen to involve excess- 
ively heavy arithmetic, Even if one allows for the 
facts that their example involves a 7x7 table, i.e. 
one with rather more classes than are contemplated in 
the present discussion, and that the evaluation of 
the m's can be carried out more easily with the help 
of the subsequently published tables of the integral 
of the bivariate normal distribution (ref, 2), their 
;methods still seem extremely cumbersome. In addition, 
the standard errors of their estimates would not be 
easy to evaluate. It therefore seems worth while to 
examine other methods of estimation. 
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4,422 Maximum. Likelihood Solution 
The probability P of occurrence of the ob- 
served sample is given by 
P _ ( N 1 ) 1 -1 
and the likelihood function L by 
00.,(4.422/1) 
L = constant + ¿ nilognji. ....(4.422/2) 
~ Ó 
The maximum likelihood estimate P of p is 
therefore the solution of the equation 
4\i/' 1:140. 




the notation mii(p) being used to emphasise that mJi 
is a function of e, while the sampling variance ep 






i.e, in this case by 
aow.(4,422/e5) 
ar. = 1 /RT l -- P / ,.4 *(4.422/6) 
In practice, in accordance with §2.22, we 
replace the unknown true value e in the right -hand 
side of (4.422/6) by its maximum likelihood estimate. 
It is seen, therefore, that the equation 
(4,422/3) which must be solved to find the maximum 
likelihood estimate is considerably simpler. than 
(4.421/1) which gives the second of the Pearsons' 
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estimates, but only slightly simpler than (44421/1) 
which gives their "minimum " estimate. In view, 
however, of the much stronger theoretical basis on 
which the maximum likelihood estimate rests (ref03), 
it will be worth while to consider it further. 
The practical problem therefore reduces to 
finding the solution of (40422/3) or (4.422/4), One 
could do this by calculating the value of the left - 
hand side for two values off, one below and one above 
the solution, and interpolating. Another method is 
to use a provisional estimate Po to calculate a cor- 
rection which improves pt. Two ways of arriving at 
a method of doing this are suggested in the following 
paragraphs. 
(i) We have to find P such that aL = 00 
aL. 
Let p, be a value such that ire: nearly zero. 
0 
aL 'òL % 2 
Then O = 
2 
q + l Q -Po/ qe Po 
P 
+ P° Po 2Pó 
....(40422/7) 
In the present case this may be written 
.v` ()is.... 
,,;(po) Po f 
z ti ` x~ -- -- `__-r-_ a -. 
aP4 4-4.4p.) Pó 
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) 
; lP) aP, 
1 
(a,, 
m: 2 Po 
2 
.,.,(40422/8) 
if. we replace the nui in the denominator by their 
expectations Nmji(( ); or 
(!f_..6,;"--4) 
,i,00) a ,...(4.422/9) 
(4,422/8) gives an approximate correction to 
t0 
in the form of a linear function of the n's, The 
following approximate argument enables us to derive 
an expression for the sampling variance of in agree- 
ment with (4,422/6), 
If the number N in the sample is large and 
the number of classes is not too small, the nji may 
be regarded as approximately independent Poisson var- 
lates with variances Nmji, Therefore, from (4,422/8), 
vare= 
l() 
`,y7 (Po) Po 
,.0.+(4,422/10) 
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This method of improving an approximation 
has the advantage that it can easily be extended to 
deal with the case where two or more parameters are 
being simultaneously estimated, 
(ii) From (4.422/4), 
P 





We have `oi = dx 16(x,ylP )dy; 
a,-, /i-, 
.0(4.422/4) 
let us define rii for each cell by the equation 




Now nii /N mii (P ) 















where pot an approximation, is substituted for P; Po 










which is substituted in (44422/15) to give P4 
By the saine argument as before we see that 
var(rii) 
so that 
var p = 
4.4.(40422/17) 
, as in (40422/10)0 
It is evident that the formulae (44422/15) 
and (44422/16) give precisely the same result as 
(40422/9)4 
Z 
Normal Case. The formulae (4.422/8) and 
(44422/15) for calculating are, of course, applicable 
to any underlying probability distribution. We are 
particularly interested in the case in which the dis 
tribution is normal. 
Here, as before, 
O(xrYlf ) = 0(x)0(Y) + Pg' (x)0' (Y) + .i 0" (x)0" (Y) + soot 
f(x)dxfØ()d 
"6, 
so that fdxfØ(xYIe)dY : y + 
_ oC -dc 
z 




á f (' 
J dx 0(x,3riP )dy _ 0(x)0(Y) + pot (x)1it (y) +... 
P -,0 - 
= jÓ(x,yl P ) . ....(4.422/18) 
2, w "~ f 
A/ It follows that 7 _ fdx 1ö(x ,y/P )dy 
rap e - 7- 
115(gi phi 
!± P) -16(s,hi )- f(gi,hf ) 
+ 0(gi-1 ) ....(4.422/19) 
The calculation of 
É' 
thus reduces to the 
evaluation of the m's and of the ordinates of the 
normal probability surfaces The former are most 
easily found from the tables already referred to (ref. 
2); for the latter, we use the fact that 
l(x9Yi P)= t em 
I--- (-p- +i~/ 
= Ir --e !.(.L1egp(-' t 
_ !t r r t P 
r e # .... 4«422 20 _ ( / ) 
P - P 
and evaluate this by means of tables of ordinates of 
the univariate normal curve. 
The process of calculating the estimate and 
its standard error is illustrated in the example in 
§4.4240 
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4,423 Maximum Likelihood Solution for the Case in 
which the Points of Division as well as are Per- 
mitted to Vary 
Hitherto we have found the maximum likelihood 
estimate of p in the case where the population con - 
templated has the same marginal proportions as the 
sample,, This is,in theory a restriction on the 
generalitylof the result; we can remove it by regard- 
ing the g's and h's as parameters to be estimated 
jointly with F. 
The formal solution is an extension of the 
previous result: the maximum likelihood estimates p, 
g, hj, (i= 1,2,...,k -1, j= 1,2,0..,1 -1) are the solut- 
ioniof the (kfl -1) simultaneous equations 
aL al_ 




(i= 1,2,...,k -1) (j= 1,2, ,,..,1 -1) 
or in the present case 
ti2 
__ . 
0--= 0, --- 0 , 
~y r 
P 
(s= 1,2,0..,k -1) (t =1,2,0..,1 -1) 
1--`4L 
2- 
lQt- 0. 0,0(4.423/2) 
....(4.423/1) 
Further, the variance matrix 'V of the joint 




à° P ß. 
.(4.423/3) 
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a symmetric matrix of order (k +l -1), in which the 
maximum likelihood values of P, gi, and hi are sub- 
stituted. 
The solution of equations (4.423/1) is clear- 
ly a formidable undertaking, even when k and 1 are not 
large. The method of f4.422 of approximating to the 
solution can be extended to this case. 
We choose values po , gi0, hj0, which we be- 
lieve to be near the maximum likelihood values of the 
parameters. Now 
_ 
0 = P 
_ 
2P + iP -Pt) 2Pó 
L -I 
- (js - b.,40) s. Po 









aL + Pol 1 __ a.2yo lP 
4-I¡ 
aLL tL +L(4-40)--4-- _ 4- t -s ) 
o o 'o s-1 
.0(4.423/4) 
(i= 1,2,...,k -1) (j= 1,2,...,1 -1) / 
a system of (k +l -1) linear simultaneous equations 
which can be solved for the corrections (p - p,) , 
n 
(Ai - gi0), 
(hi - hj0) 
1 -1) to the provisional values po, gi0, hj0. We 
simplify the second derivatives of L by replacing 
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them by their expected values on the assumption that 
the parameters have their provisional values. Thus 
the equations (4.423/4) become 










-N4$ 9 4V -1Z7--N ^ SS (. r *_, 
(0t =1,2,...,k -1) (ß= 1,2,...,1 -1) 
In the normal case, as has been seen in 


















ljt _ M ÿrc+1 
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0(g0 ,y)Po)dy 0ee.(4o423/9) 
y.1)c 




(-t,o) /P if s=o( -1; 
-110 
p if s=00-1; 
110 / 
and = 0 if s has any other value. 
Similar results hold for the expressions in- 
volving the partial derivatives with respect to the 
14ib 
h's0 The integrals f6(gi0,,yjpo)dy can be found 
4110 
from tables of the univariate normal integral, 
It is clear, therefore, that the solution of 
the equations (4.423/5) is considerably simplified 
when the underlying distribution is normal. Even so,, 
the evaluation of the estimates is obviously a much 
greater task than when p alone is estimated, even if 
in the present case attention is concentrated on the 
'estimation of p, the parameter of most interest. The, 
calculation of the variance matrix V of (4.423/3), 
too, will usually involve finding the reciprocal of 
a matrix of not less than fifth order. The simpler 
mathematical model of §4.422, therefore, will in near- 
ly every case be considered satisfactory in an attempt 




In the following example the methods of 
§4.422 are applied to a 4x4 table, which was obtained 
by condensing the 7x7 table discussed by the Pearsons 
in their paper (ref. 11). 4x4 is chosen as about 
the average number of classes contemplated in the 
present discussion. 
The following results were obtained from K. 
Pearson's investigation into the relation between 
stature of father and stature of son. 1000 pairs of 
father and son were classified into sixteen categories; 
the variate x represents father's stature (increasing 
to the right) and y son's stature (increasing down- 
wards). 
1 
Category of x 
2 3 4 Totals 
1 203 91 35 6 335 
Category 2 95 75 88 26 284 
of y 3 48 63 88 43 242 
4 12 35 38 54 139 
Totals 358 264 249 129 1000 
From the marginal distributions and tables 
of the (univariate) normal integral, we immediately 
obtain 
g1 = -0,36381, g2 = +0. 31074, g3 = +1.13113; 
h1 = -0.42615, h2 = +0, 30286, h3 = +1.08482. 
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Taking 0.50 as the provisional value po of 
, we find for the expectations mai( Po) :- 

























Totals .358000 .264000 .249000 .129000 1.000000 
These values are easily obtained from the 
tables of the integral of the bivariate normal dis- 
tribution (ref. 2) . 
Por the values of =-L we find: - 
aPa 






















.000000 .000000 .000000 .000000 
In this case these values were found direet- 
ly from the Pearsons' paper (ref. 11), in which a 
more detailed example drawn from the same data is 
discussed. In general, r /.s0 would have to be cal- 
culated by means of the formula (4.422/19), namely 
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46(gi,hJ P,)- I6(gi -19 g s_ ) +g _ , _i 
P° 
I h jl Pe) íß( h i J 1 I Po 16( i 1 h ,7 Po ) , 
the ordinates f(gi,hjlPo) etc, being themselves cal- 
culated from (4.422/20), i.e. 
This step thus constitutes a large proportion of the 
labour of calculating the estimate. The evaluation 
of the derivative by numerical methods of inter- 
polation in the tables already referred to appears to 
be no easier, whether the quantity evaluated be 
.1-p 
0 
or it is easily seen from (4.422/18) that 
these derivatives are equal. 
From the last two tables we get the following 
values of . :- 
rPo 
1 +0.852304 -0.297097 -1,884463 -4.819836 
2 -00178124 +0.583413 +0.142548 -1.632360 
3 -1.693245 +0,216448 +0.759400 +0.289553 
4: -4.443913 -1,438721 +0,.374428 +1.541818 
By multiplying and adding the appropriate 











and var? _ 1 N L (4-1 = 0,00075551, 
which gives a-p _ 0.02749, 
4043 Loss of Efficiency, as regards the Estimation 
of p, as a Result of Grouping a Bivariate Sample 
In § §2.6 et seq.9 when a univariate sample 
was under discussion, the loss of efficiency, as re- 
gards the estimation of a given parameter or set of 
parameters, consequent upon the grouping of the sample, 
was evaluated for a number of characteristic types of 
grouping, The same method can clearly be usefully 
applied to the bivariate case when 
e 
is being estim- 
ated, 
The efficiency E& of estimation of p from 
the grouped table is, as before, given by the ratio 
V /Vg, where Vg is the sampling variance of the maxim - 
um likelihood estimate of p from the grouped sample 
and V is the corresponding quantity when both variate- 
values of every individual in the sample are known, 
It has been seen in (4.422/6) that 





and in (4.422/19) that when the distribution is nor- 
mal m . and -- are fairly easily evaluated. 
J i aP 
Following the same line of argument as in 
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§2.61, we find that 
s 
V = ` eL/ . 
N o .419 
the details of the derivation of this result are 
given by Kendall (ref,5). 
....(4.43/2) 
Hence  E = V/V = " pt) , ap . é ,.(4.43/3) 
In the following tables the values of this 
quantity for a few typical values of P , numbers of 
classes, and positions of the dividing points of the 
variates, are shown. Symmetrical arrangements of 
the positions of the divisions are alone considered. 
(a) Sample divided into three classes in 
each variate 





Values of g 
0.30 0.50 0.70 1.00 
.580 .646 .650 .545 
.432 .4943 .4936 .387 
.149 .114 .095 .071 
(b) Sample divided into four classes in 
each variate 
Divisions in both variates at -g, 0, and +g. 
Values of g 











0.95 .242 .210 .150 .116 
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4,5 Samples for which the Values of the Variates 
Corresponding to the Boundaries of the Classes are 
Known 
The case in which the g's and h's are record- 
ed for the sample will often arise in practice* In 
general this will mean, if the table has enough class- 
es, that the means and standard deviations will be 
estimated jointly with p , though the latter will 
usually be the parameter of greatest interest, 
4,51 The 2x2 Case 
The problem now differs from that of §4,411 
in that g and h are known, It will therefore be poss- 
ible to estimate two parameters of the underlying 
probability distribution in addition to e, and it is 
natural to take µ and 
, 
as these two parameters. 
4,511 Estimation of e, ).(.79 and 1u.ß. 
We are now supposing that the sample is drawn 




j _pt Zvi -FLIP 
which is split into four classes by divisions at the 
known values x =g and y=h0 
The likelihood function L is, as before, 




and the expected proportions mji in the classes are 
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given, as before, by the expressions (4.411/4) . 
The simultaneous equations satisfied by the 
maximum likelihood estimates P, t,,(1, are now 
IL 2L 21.. 
= 0,- = 0, ^ = 0,00.0(4,511/3) 
or ;!=2.= 0, 00 r_ r ti, ax eb`i^ = 0. ..(46511/4) 014 
It is obvious that, as before, the solution 
of these equations is 
mii(p , f ,, %k1) = nji/ N, (i, j = 1,2) ...),(4.511/5) 
so that equations exactly analogous to those of 
(4,411/20) enable us to calculate ,IL ) , and P 
successively. The equations are 
ffi5(x)dx = (n11+n21)/N; JØ(y)dï = (n11+n12)/ 
1741, 14-,21. 
-oo 





A(x) ; ' --2Lx 
271, 
i6(x,YIP ) ; 
241-J7747 
exp t _2p^r. +41- 
2(1 
It is clear that the estimate P obtained by 
this process resembles the 'tetrachoric r' of f 4.411 
and 40412, and its sampling variance is given by an 
expression similar to (4,412/13). This is shown 
also by the facts that 
and 
= Á ( g th 
= 




( cf. 4.411/10) , etc. 
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The difference of sign between this and the 
previous result is easily understood; in the earlier 
case we estimated (g -)A14) where µ.,s was taken to be 
zero, and in this case we estimate (7.% -g) where g is 
known. 
A sample of this kind could, of course, be 
used to give estimates of p , a',s, , and cri , the probab- 
ility function of the underlying distribution being 
taken as 
A(X,y Irx, 9P) 
i C' TY 1 Zr - , exp - 2 _ G v`, a e .. (4.511/7) /,(rifl e o 1, 
The assumption of a probability function of this type 
would be appropriate to the case where the means for 
the two variates were precisely known and the var- 
iances were unknowns 
4.512 Estimation of p Alone 
The situation which arises when the two 
means and variances are known, and e alone is estim- 
ated, is rather different from that of í4.511a It 
resembles the general case, in which there are more 
than two classes in each variate. 
For each variate taking the mean to be zero 
and the standard deviation to be unity, we are now 
supposing that the sample is drawn from a population 
whose probability function is 
A(X yip ) =2 I eXP -, ti=2p,+`) eo..(4.512/1) 
P 
which is split into four classes by divisions at the 
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known values x =g and y =h. 
The maximum likelihood estimate satisfies 
the equation 
0, or --- = 0, 
(a6.' 
P , r- 
or, as in (4.411/16), 
....(4,512/2) 
ft wiz 4,44 (4.512/3 ) -. - - 0. .e.. 
^4\1\140 '140 .( 
This equation has to be solved for P by some 
process of successive approximation, and it will 
clearly not be true in general that 
4N.11 M12 4.121 
i n t ,,(p) wp) 4-40 
in this case an attempt to find an estimate by means 
of the property of consistency alone fails, 
z 
The sampling variance of this estimate 
takes the simple form 
1 N(1IPC a...(4.512/4) 
ti+ á'~ 
which may be compared with (4.413/1) and (4.413/2), 
4,52 Larger Number of Groups, Solution in which 
Likelihood is Maximised for All Five Parameters 
In general we must take the probability 
function 0(x,y) in the form (4.1/7) , namely 
O(x,y',A,c9,Ls Çjc , 5.sP) _ 
I 2 
9. ( 1 exp 21-p _2 r` Z7 , 4',c , 
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If the table has not less than three classes in one 
variate and two in the other, it will be possible to 
find from it the simultaneous maximum likelihood est- 
imates of all five parameters jux, µ, (. , , e It 
is easy enough to write down the formal solution: the 
maximum likelihood estimates are the solution of the 
simultaneous equations 
= 0, L = 0, = 0, 6- = 0, 
(2,f 
= 0 ....(452/2) 
or in this case E. N`x === 0, etc. .... (4.52/3) 
ti 
a"11224' 



















9c,, 21'07,c, I -t 1 , 
1 
, J - f i (rz-i JÌ-fî d1) ...(4.52/5) 
with similar expressions for 
0 and . ; while ex 
/41 
actly as in (4.422/19) 
= i(Bihj) i(gi-1hj)-(githj_1)+(gi-l=hj-1) 
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The substitution of the expressions (4.52/5) 
in. the equations (4.52/3) gives the equations which 
have to be solved for /1/,,, fi0, , (5_, and p in the 
normal case. 
In practice the equations would have to be 
solved by the iterative process which was used for 
the univariate problem in §2.332 and for a similar 
bivariate problem in f4.423. As in these cases, we 
choose provisional values 110, 2.4,w 4'.0 , r Po near 
the maximum likelihood values of the parameters and 
form the equation 
2L 2L 12- n a2L- - J x + ó 14j !,,^" . 
razL (â , 
(Pp0) 
%.1c1L o Pc 
....(4.52/6) 
and four similar equations. Here, as usual, we 
simplify the second derivatives of L by replacing 
them by their expectations on the assumption that the 
parameters have their provisional values. (4.52/6) 
then becomes 
- N(µ? -1.tr) 






^) -- --- --- - N P -P 
7 




the other four equations taking an obvious forma 
These five linear equations are then solved 
for the corrections tx-- u,¡,, , etc. to the provisional 
values, 
The expressions (4052/5) have to be substit- 
uted for the derivatives of mii in (4.52/7), 
The resemblance to the case of §4.423 is 
very strong. This case, however, appears to be even 
more complicated than that of §4.423; for although 
there are only five equations here as against the 
(k +l -1) of (40423/5), the derivatives of (4.52/5) are 
more involved than those of (4.0423/6, 7, and 8), 
It is clear, therefore, that even in the 
normal case the evaluation of the estimates will be a 
lengthy operation; and if the sampling variances are 
also evaluated the reciprocal of a fifth order matrix 
must be found, It is natural, therefore, to seek for 
a simpler mathematical model to represent the situat- 
ion, especially when it is remembered that the para- 
meter 
e 
alone is primarily of interest* 
4,53 Solutions in which Alone is Estimated 
An obvious simplification is to take µ 9%L 
1,.4, C5. ,p to have the values given by equations (4,52/3) 
but to regard 
P 
alone as being estimated. The samp- 
ling variance of P is then simply 
L I ~\1 P = 1 /N ....(4.53/1) 
the meaning being, of course, that we are contemplating 
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only populations in which /k%, Al, , c have the max - 
imum likelihood values ,ú,, , µfi, , , r given by the 
sample,, 
Even this, however, involves the formation 
and simultaneous solution of five very awkward equat- 
ions, and the following two approximate methods sug- 
gest themselves,. They have the great advantage that 
they estimate )1,x and ç , h and 5_, and P in three 
distinct operations, They should be satisfactory 
for almost all cases. 
4.531 Means and Standard Deviations Estimated by 
Likelihood from the Margins 
Provided that the table has at least three 
classes in each variate, we could find the joint max - 
imum likelihood estimates of }4 and x from the mar- 
ginal distribution of x in the sample, using the pro- 
cess of §2,332, and similarly find and cry, from the 
marginal distribution of ye Taking these values of 
1;c , "AI, and 5. , we could now find the maximum 
likelihood estimate 
P 
ofp alone, calculating it by 
the process of §4.422. As before, is simply 
4,532 Means and Standard Deviations Estimated bz 
'Least Squares' from the Margins 
Provided that the table has at least three 
classes in each variate, we could find the joint 
'Least Squares' estimates of 4,,4 and Tx from the mar- 
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ginal distribution of x in the sample, using the pro- 
cess of §2.333, and similarly with u and ci; and 
using these values for , 1; , 47, and 5 proceed to 
find 
P 
and its sampling variance as before. This 
will be in general a much easier process than that of 
§4,531 and when there are only three classes in a 
variate it gives the joint maximum likelihood estim- 
ates of µ and T for that margin, as has been seen in 
§a.332, 
4054 Loss of Efficienc as a Result of Grouping 
It will be possible to find, by the method 
of 44.43, the loss of efficiency consequent on the 
grouping of the sample, for any proposed method of 
estimating p from the grouped sample. The formula 
(4043/3) for the efficiency Ep will still apply in 
all cases in which p alone is regarded as being est- 
imated* For cases in which p and several other para- 
meters are being jointly estimated, (4,43/1) will 
have to be replaced by the leading element of the 
variance matrix of the estimates in their joint samp- 
ling distribution. 
The following question can be answered by this 
method also, though at the expense of considerable 
labour: In a table of given size, what is added to 
the efficiency of the estimation of p by the record- 
ing of the actual variate- values corresponding to the 
boundaries of the classes? To answer it fully we 
should have to compare the sampling variance of P 
for the case where the g's and h's are known and the 
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ff.'s and T's and p are jointly estimated with the 
I corresponding quantity for the case where the u.'s, v's, 
g's, h's, and p are jointly estimated. Clearly the 
smallest table for which all these parameters can be 
jointly estimated is 4x30 
The answer to this question may at times be 
of practical value, for in many investigations we may 
have the choice at the outset of recording the variate- 
values corresponding to the boundaries of the classes, 
and we may desire to know what will be gained by the 
increased labour of doing so0 
CHAPTER 5 
TESTS OF SIGNIFICANCE 
OF ESTIMATES FROM 'GROUPED' SAMPLES 
5ö1 Once the estimate of a parameter from a 
grouped sample has been obtained, the question of its 
significance arises naturally: does it differ signif- 
icantly from some presumed value? More generally, 
do the estimates from a number of samples differ sig- 
nificantly among themselves? It will be found that 
it is possible to find, in a mathematically concise 
form, a criterion which will enable us to answer these 
questions; and indeed to go further and find a crit- 
erion for significant departure from some proposed 
relation between the parameter values for the various 
samples, though in this case the result is much less 
concise 
This question was considered by Lal (ref. 7) 
for the case where only two samples are concerned,. 
The result obtained here is a natural extension of the 
one he obtained for the case of two samples, though 
the ultimate form in which the criterion is expressed 
here is rather different from Lal'ss 
5*2 Notation 
The number of samples will be taken to be s, 
all the samples being grouped in the same way (and at 
the same variate- values) into k classes* 
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The number of individuals observed to fall 
into the ith class of the rth sample will be denoted 
by nri and the total number in this sample by N. 
The expected proportion in the ith class of 







NraN, the grand total. 
Again, mri = 1, r-1,2,...,s. ...(5.2/2) 
A parameter will be denoted by 9 if it has 
the same value for all the samples and by 9r for the 
rth sample (r= 1,2,...,$) if it changes from sample 
to sample. Maximum likelihood estimates will be de- 
noted by circumflexes, so that 9 is the maximum likeli- 
hood estimate of 9 obtained from all the samples, er 
that of 9 or 9r (depending on the case under consider- 
ation) obtained from the rth sample. 
The expectation mri is of course a function 
of 9 and from (5.2/2) we obtain two identities which 
we shall often require: 
A s-0, = 0. ....(5.2 /3) 
A second parameter will be denoted by fÓ, 
with corresponding symbols for its estimates; no con- 
fusion with the use of fÓ as a probability function 
will result. 
109 
5.3 One Parameter 
The simplest case is that in which there is 
only one parameter 8, and we require a criterion 
which will test the hypothesis that 8 has the same 
value for all the samples. 
Two methods of reaching the result will be 
given. 
5.31 Method I 
If the parameter has the same value for all 
the samples, and if Nr is large for all r (= 1,2,.... 
Goss). (6r -- 8) will, in general, be approximately 
a normal variate whose mean is zero and whose variance 
t 
3e is 
in which case 
...a(5 ;31/1) 
is distributed as x with 
s degrees of freedom, i.e. as 
1( 
. ....(5.31/2) 
Let L be the likelihood function for the 
whole set of samples, Lr that for the rth sample: 
4 
thus L. = constant + nrilogmri 
....(5.31/3) 
and Lr = constant + n lognri' 
ri 












Substituting (5.31/4) for Lr here and replac- 
ing the second derivative by its expected value, we 
ge t 
A 
- e = --_. 
a e 
....(5.31/7) 
In this expression mri, by hypothesis, does 
not vary with r, and may be written m 
Ar-A 
= Xr(g)/NrA(A)r 




In this notation (5.31/1) is 
0000(5031/8) 
are,x = 1/NrA(9) ....(5.31/12) 




is distributed as .6..(5.31/13) 
In this expression 6, the value of the para- 
meter, is unknown. Let us replace it by 9, the max- 
imum likelihood estimate obtained from all the samples. 





^--" s tX(e) 0.(5031/14) 0 or = 0 
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S 
say x() __ 7"- Xr(®) = 00 0,..(5.31/15) 
The substitution of 8 for 9 in (5,31/13) is 
therefore equivalent to the imposition of a linear 
constraint on. the variates Xr(6) entering into it; 
it therefore continues to follow the x distribution, 
but with loss of one degree of freedom, 
Thus the criterion becomes: 
ñ{lß! )(L0) 
is distributed as 
%(C i] s-, 
0.,(5,31/16) 
N,, A(é) .iveo(ê)} 
But for each r we may take the nri as being, 
approximately, independent variates with variance Nrmri; 
var{,Xr(e)1= 




var {Xr(6), = A(é) N 
Therefore (5.31/16) becomes: 
X ;Ctr) ..,e 
s 
Nt. l,B) q(0 t N 
This is the criterion required, It may be 
is distributed as 4,Cs 00(5,31/19) 
expressed in a more concise form as follows, 
X4-(!V 
Let Z;(4) ....(5.31/20) 
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and let f(4) be the weighted mean of the ß(9), the 
weights being proportional to Nr: 
S 
- N.() 
i. e. ( e) - 4"; 
E 1\4- rz ( 




f "o t ., 
I 
Now (e { ) - (e) - 
.,.x(5431/21) 
Nr.frA -106)/? .. . ( 5.31/22 ) 
N{ 
r?,"A.. 
' e .0.(5.31/23) 
where v= nri /Nr, ...6(5.31/24) 
the proportional frequency in the ith class of the 
rth sample, and 
s 
ENrvri 





the weighted mean (over the samples) of the proportion- 
al frequency in the ith class. 
From (5,31/23), 
) 1 (r() -- = 
,...(5.31/26) 
so that from (5.31/22) the criterion sought is 
4 4 
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S l, a^\(2 N4.6t,;-v;Jlv) ..o(5b31/27) 
.. 
.0.(5031/28) 
If finally we write ,X' for the row vector 
, where 
oC1 I I 
B) 
b .ße6.,(5.31/29) 
.0 for the corresponding column vector, and V for the 
variance matrix of the v's, our result is that 
is distributed as f ,. ....(5.31/30) 
5,32 Method II 
This method is one of those used by Lal in 
dealing with the two -sample case. 
It depends on a result established by Wilks 
(ref* 14), namely:- Suppose that the probability 
function of a variate involves s parameters 8r whose 
maximum likelihood estimates 9r exist and have as 
their joint sampling distribution, when calculated 
from large samples9 the multivariate normal distrib- 
ution9 and let the maximum value of the likelihood 
function be L0 on the hypothesis H0 that the Ws are 
unrestricted in value and L1 on the hypothesis H1 
that t of the 9's have specified values; then -2(L1 -L0) 
is distributed as with t degrees of freedom, if 
terms of order N 2 are neglected, where N is the 
number of observations in the sample. 
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In the case under discussion the likelihood 
function is obtained from the probability of occur- 
rence of the whole set of s samples; the hypothesis 
Ho is that the parameter 8r for the rth sample may 
have any value, and H1 is that all the 6r's are equal. 
Clearly hypothesis H1 is equivalent to the specific- 
ation of the values of (s -1) of the G's, so that in 
this case -- 2(L1 -L0) is distributed as ? with (s--1) 
degrees of freedom, 
The probability P of occurrence of the ob- 
served set of samples is given by 
1 1 
Nr)! ,e,e(5032 /1) 
so that the likelihood function L is 
s s A 
L, = log(Nr.) log(nri') 
+ nrilogmri ° 
n:al 
e,eo(5,32/2) 
Using Stirling's approximation for the fac- 
torials in this expression, and neglecting terms of 
order N 2, we find 
where 











entering into (5,32/3) is subject to a linear con- 
straint (5,32/5), and (5632/3) becomes 
2L = constant 0..(5,32/6) 
The hypothesis H0 being that the eres are 
unrestricted in value, we obtain Lo by substituting 
for the -9r's in (5,32/6) their maximum likelihood 
A 










-N,..,, ,,.,; , lees 7.-- 
. 26 ' 04 or aê - 0. ( .r=1,2,,,.,$) ,L) ,n, t - tiv1 .ÿ+i 
a,+e(5,32/7) 
The replacement of the @r's in (5432/6) by 
their maximum likelihood estimates is thus equivalent 
to the imposition of an additional linear constraint 
(5.32/7) on each of the quadratic forms , (r =1,2, 
..,.,$), so that (5,32/6) now becomes 




-P=1 LI fi=1 - ri 
a6, 
.0.0(5.32/8) 
The hypothesis H1 is that 91 = Q2 = ,4 
es = A, say; and we obtain L1 by replacing H in (5.32/6) 
by its maximum likelihood estimate 6Q 
9 satisfies 
ioe09 from (5.32/2), 








AFT:, e - 0; oeoo(5a32/9) 
so that in this case the quadratic form 
subject to the single linear constraint (5.32/9); 
and (5.32/6) becomes 





N fi E1- 
,; 
N.11 ET = 
0.0(5.32/10) 
This expression can be simplified; for by 
hypothesis 9 does not change from one sample to an- 
other, so that mri is the same for all r and may be 
written :ni 
Thus (5032/10) becomes 
2L1 
4=1 
, = constant tt,; 
- .Z7 24~ 
- I 
4 Ct ) .N (*v". z 
ti=1 
o00(5.32/11) 
Applying now Wilks's result we have as our 
criterion to test hypothesis H1: 
-2(L1 -L0) 
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6t^14) or _, .(f) 
is distributed as with (s -1) degrees of freedom. 
As a final simplification of this expression 
we replace each of the 9r'6 in the first term by ê; 
mri will then be independent of r and may be written 
mi0 An argument similar to that of §2.22 shows that 
the error introduced by this process is of order N -2a 
Thus f inally 
(tJ;î 





is distributed as x ts-a . 
In the notation of 55031, 





so that (5.32/13) is 








is distributed as 
(5,32/16J) 
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This is the same as (5,31/19), the result 
obtained by Method I. 
In the cases which follow ( § 5,4 and 5,5), 
in which the results are obtained by Method I alone, 
Method II may be shown to give the same results, 
504 Two Parameters - Criterion that Both have 
the Same Value over the Samples 
If the parameters have the same values e, 0 
for all the samples, and if Nr is large, (4r -(9) and 
(k-0) will in general be approximately normal var- 
iates with zero means and with variance matrix 
Vgfi r 
given as usual by the reciprocal of the matrix whose 
elements are the negative expected values of the second 
derivatives of the likelihood function. 
Therefore the quadratic form 
1 
-1 
te! _® r- J Vrqs, 





here V,-,4- = N 
e{.r r 7-1_02_^, -,ti.ti 9 
4,=1 
ê, -0 
NrP(9 :O), say, 
k 













8,f6) - = C ( ' !ti 99 
L_& $4. _co Po,#)6,-a 
a.,,(504/3) 
...(5.4 /4) 
is distributed as 4, C,s . 
k, 
n 
Now f6r satisfy the simultaneous equations 
= of 
á'1(6%, ) = o. ....(5.4/5) 
: . 0 .t4- 1(6.-r--(q Ár 
,8t, 4 +a á98, 
and O s 
aL 
;!-2-:-.(())4) 44-11(64) 
Se" e ' eAa# 
and 
Therefore as usual 
.0(5.4/o) 
=r V75-fj 4N((r - , ^- 
i.e D Xr(e,0) = Nr(4r-e)A(8,0) + Or -O)C(8,0)} 
Yr(8,I6) = Nrl(r-9)C(499,0) + (k, 70)B(940 
where Xr(84P : 0(4 , Yr(8,16) 
or in matrix notation Xr(9,0) 
L'r ( 90) 
,. =.(544/8) 





Therefore (5.4/4) may be written 
Nr. 
C4l ) ' l l 0)] r'(4 PA )N- r -1A, 4) 
M.f- 
LN-000) 
Yfilg ).1P-7e149 } 
} 
is distributed as , E0 . ... ( 5.4/10) 
Let us substitute here for the unknown Q, fó 
their maximum likelihood estimates 6, obtained from 
all the samples, 
8, ,8 satisfy the simultaneous equations 
i.e. 





,. , ̀ ^ 
.0..(5.4/11) 
0, .0..(5.4/12) 
Xr(8,A) = 0, Y(8,A) _ Yr(89) = 0. ..(54/13) 
,r Z, 
The substitution of 4, fÓ for 6, f in (5.4/10) 
is therefore equivalent to the imposition of the two 
linear constraints (5,4/13) on the variates Xr(9,A), 
Yr(gj) ; the criterion therefore becomes: 
A-T- 1 
tlf)400410_1P-YONV -x 0 Ylv « 
is distributed as iC2s_.J ....(5.4/14) 
where 
Ir:10 
is the variance matrix of X(9,,O) and Y(4A, 
But var r(6,A)) = NrA(Ó,A), 
var .(Yr(8, )J= NrB(9,I2)), ...6(5.4/15) 
and cov ¿Xr(Á,fd)9Yr(9,M)r = NrC(6,fó); 
and var {X(ô, )f = NA(8,f6), ....(5,4/16) 
and 
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var{Y(HA = NB(9,f6), 
0,,.(504/16) 
cov(X(8,)sY(8a)i = N6(4,Ia); 
so that V xY(, = NP(8sß) 
TherefOre (5,4/14) becomes 






As before, this is the criterion required 
and it lends itself to more concise expression. 
Writing xr for Xr/Nr, x for like/4(01-M- ,
and giving corresponding meanings to yr and ÿ, we may 
express (5,4/18) in the form 
fN4-t°ks-7z 1,-¡] P-i x 
et 












I ir : 
8g '..-i zi ^~`^ h7 
S 
h 4. 
(1r-- Xá-r ir) = 
/ f (241 
^rci 4-a.' ; v., 
+ W-2-ii) -<av- y lyz) J 
= 
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Multiplying out (5,4/20) and substituting 
(5.4/22) we get the expression 
)4 S 
, 
. . - 
(i7)(q v7 
s;.4 4-1R: 2M.; a.w,, ) ti, ^.;- / 
Y 
co ,& 





where 4,1, , iy , titi are the elements of the sym.-metric 





This may be put in a symbolic form analogous 
to (5031/30) as follows: let d' be the row vector (e 
whose "elements' are o4 L7;z7 - 71 P , and p< the .; ae 
column vector _ _ .. .4 whose 'elements' are 
j 2.,.,; 2,; i 
_ 
Bg ^" 4 
In this notation (5,4/24) may be written: 
sk.." vy.c is distributed as 0...(5.4/25) 
It is worth observing that the result (5,4/24) 
can be immediately extended to the corresponding case 
for more than two parameters. 
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5,5 Two Parameters- Criterion that One of Them 
Have the Same Value over the Samples 
The case where two parameters must be estim- 
ated, but only one of them may be supposed to have 
the same value over all the samples, will obviously 
often occur in practice, 
It will be supposed that the parameter 6 has 
the tuft te value 8r for the rth sample but that 0 has 
A 
the same value for all the samples. G 
r 
and being 
the simultaneous maximum likelihood estimates based 




Here V1 gc Nr 
i 
as x, Ltsa . r 
1z ' 
C`)------) ,, ór ... (5.5/1) p...(5.5/2) 
In this case we cannot write mi for mri, for 
mis depends on 9r, which is presumed to depend on r. 
Again, as before, 
o= 
o 
.i-C6r - 64-) 44 (V -_ 
(r =1,,24...,$) 
A / , i4 zv. ` /L \ I r ri 




.5- Wt. 44. 
(4, 6s 
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In matrix notation, this gives 
Krikr,(> = NrPr(er,A) 
and (545/1) becomes 








We now substitute for the unknown parameters 
8r, f6, their maximum likelihood 
tained by taking the samples as 
Thus 6r, fd satisfy the 




(8{ _ ' 
) 




(r= 1,,2, *. O 
or Xr(6r,f2) = 0, ( r=1,2;, m *. ,$) 
Y = Yr(9r,f6) = o, 
.044(545/8) 
a...(5.5/9) 
The substitution of 6r, for 6r, fÖ in (505/6) 
is therefore equivalent to the imposition of the (s +1) 
linear constraints (545/9) on the variates Xr9 Yr; so 
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that the criterion becomes: 
1L() Y{cd) F'(fi,) .f 
x=1 N 1 
Yr (0; 
' f 
,1 ' X(ar,¢) 
e ~ 
is distributed as 0..0(5,5/10) 
Here X'(9r,O) stands for the row vector 
(4-,) 
XLt(7,,, ¢) _ . X, (4-s, 
^ 
) 
and X(9r,,) for the corresponding column vector; and 
Vxr iY is the variance matrix of Xr(9r,)) (r= 1,2,0.0 




As usual, var {Xr(9r,fÓ) 
s 
cov(Xr,7 Yr) 
cov(Xr,Xt) = 0, rt; 
varYr = 
= cov(X ,Y r) = N I r r,_,'^ri 
Thus the second term of (505/10) is 
Z'KZ, 
where Z' stands for the row vector 
Tom, 
Z for the corresponding column vector, and K for the 




In this case the test criterion does not 
appear to lend itself to further simplification, 
506 Cases where the Hypothesis is that One or 
More of the Parameters Varies in a Proposed Manner 
from One Sam le to another 
It is obviously desirable to be able to apply 
a test of significance to the regression type of pro- 
blem, such as was discussed in Chapter 3, in which we 
assume a relation of given form to hold between the 
parameter values for the various samples, 
5061 One Parameter 
(i) Linear type of regression 
This covers all cases in which the hypothesis 
is that-qr =f1(r) + (3f2(r) 4 6 ,(5061/1) 
where f1(r) and f2(r) are given functions of r, the 
'serial' number of the sample, and á and (3 are constants, 
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Clearly the hypothesis that (5,61/1) holds for all the 
samples is equivalent to the hypothesis that o,(3, 
regarded as parameters, have the same values over all 
the samples; 
It would thus appear that this case could be 
tested by the criterion (5,4/24) or its equivalent 
(5,4/18)0 This, however, is not so: for in the pre- 
sent case the expectations mri vary, in general, with 
r even when the parameters are supposed the same for 
all the samples, We must therefore modify the arg- 
ument of §5,4, 
Using the notation of §5,5, we must now re- 
place (584/10) by: 
5 i! Lx,,(,0) Y-(410)] P;(16`10 N4. 
is distributed as k 
[z.s]' 
r (5G61/2) 
As before, the maximum likelihood estimates 
G4 p of the parameters satisfy 
x(®,Í3) = Xr(es1ii) = 0, 
Y(g,` _ Yr(er) = 0 
.r si 
In this case, however, 
var{Xr(A,ßS)] = NrAr(ÁyfÖ) , 
var{Yr(®,iii» = NrBr(®) , 
and cov{Xr(e,Íb) ,Yr(g,) = NrCr(8A , 
where Ar( 49 ,j6 
4. \1 




and Cr(6,$) are obvious, 






,) = Nrar (e,I , 
varY(é,M) = TNrBr(94), 
and cov.X(U),Y(4A1 = 
and V =1. Nri 





NrCr ( e,6) 
s 
NrCr = NrPr 
NrBr 
The criterion (5.4/14) thus takes in this 




LXIr) YO3C N4Pp4'0,6-' 1x(1) 
L'? 
is distributed as X, 04-23' ..,(5a61/4) 
This expression does not appear to lend it- 
self to the further simplification of i5.4. The 
problem may thus be solved formally, but in practice 
the calculation of the criterion would be exceedingly 
laborious. 
(ii) Polynomial type of regression 
Obviously such hypotheses as that 
o(f1(r) + (3f2(r) + yf3(r) , .....(561/5) 
Kfl(r) + (f2(r) + Ìf3(r) + Ff4(r), (5.61/6) 
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can be tested in the same way, ol, (3, b a , , being treated 
as parameters. 
5.62 Two or More Parameters 
No complications arise in these cases. The 
hypothesis that ®r = tK:f1(r) + f2(r) and f is the 
same for all the samples is equivalent to the hypo- 
thesis that , S , A are the same for all the samples 
and is tested by a criterion which is obtained as an 
extension of (5,61/4). This covers the regression 
problem of 43.2, in which the hypothesis was that 
bxi = c + C' i, = constante Again, the 
hypothesis that 9r = c.(f1(r) + f2 (r) but that no re- 
lation can be presumed to hold between the will 
clearly be tested by an extension of the result (5,5/10), 
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