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Abstract
We give an essential generalization of Telyakovskii’s results on the convergence of trigonometric series
with rarely changing coefficients in the norm of L1.
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1. Introduction
Let L2π be the space of all real integrable functions of period 2π with the norm
‖f ‖ :=
π∫
−π
∣∣f (x)∣∣dx.
We are interested in the trigonometric series of the form
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m=1
am sinmx (1)
or
a0
2
+
∞∑
m=1
am cosmx. (2)
These two kinds of series play important roles in Fourier analysis. A famous result of Zyg-
mund [14] tells us the following: Let f (x) ∈ L2π and (2) be its Fourier series. If the sequence {an}
is nonnegative and non-increasing with limn→∞ an = 0, then
lim
n→∞
∥∥f − Sn(f )∥∥= 0 if and only if lim
n→∞an logn = 0, (3)
where Sn(f, x) is the nth partial sum of (2). Naturally, one would ask if the monotone condition
of {an} can be weakened? Indeed, many results have appeared with more general conditions to
replace the monotone condition. For example, Telyakovskii and Fomin [8] proved that (3) holds
true for any quasi-monotone sequence {an}. Later, Bary and Stanojevic [2,10–12] introduced
regularly varying quasi-monotonicity condition and O-regularly varying quasi-monotonicity
condition to further generalize the results.
Recently, Leindler (see [5], for example) introduced “rest bounded variation sequences”
(RBVS), which possess many good properties of monotone sequences, and have been used to
generalize many classical results in Fourier analysis. A nonnegative sequence A := {an} with
limn→∞ an = 0 is said to be a “rest bounded variation sequence” ({an} ∈ RBVS), if
∞∑
k=n
|ak − ak+1| C(A)an
holds for all n = 1,2, . . . and some constant C(A) depending only on the sequence A. How-
ever, Leindler [5] also pointed out that RBVS and QMS (quasi-monotone sequence) cannot
contain each other. In view of this, very recently, Le and Zhou [3] introduced a new kind of
sequences named GBVS to include both GBVS and QMS. A nonnegative sequence A := {an}
with limn→∞ an = 0 is said to be a “rest bounded variation sequence” (briefly, denote by
{an} ∈ RBVS), if there exists a natural number N0 such that
2n∑
k=n
|ak − ak+1| C(A) max
nk<n+N0
ak
holds for all n = 1,2, . . . and some constant C(A) depending only on the sequence A. Le
and Zhou [3] proved that GBVS contains both RBVS and ORQMS (O-regular varying quasi-
monotone sequence). Also, many classical results in Fourier analysis were generalized by apply-
ing GBVS. Among them, Le and Zhou [4] proved that (3) holds when the monotonic sequence
{an} is replaced by a sequence {an} ∈ GBVS. It should be pointed out that Tikhonov [9] later
also introduced independently a kind of sequences named GMS (general monotone sequence),
and proved that (3) also holds when the monotonic sequence {an} is replaced by a sequence
{an} ∈ GMS. However, GMS is just a special case of GBVS with N0 = 1.
All of the above generalizations of the monotone condition on the sequence {an} in (3)
were based on the assumption that the Fourier coefficients of f (x) are nonnegative. It was
Telyakovskii [6] who first considered the case that the Fourier coefficients of f (x) may have
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satisfy the following condition:
am = ank , if nk−1 < m nk, (4)
where n0 = 0 and n1, n2, . . . form a lacunary sequence in the Hadamard sense, that is, there exists
a positive constant λ > 1 such that
nk+1/nk  λ, k = 1,2, . . . . (5)
For convenience, we call a series of the form (1) or (2), satisfying (4) for a certain lacu-
nary sequence {nk}, the series with rarely changing coefficients. One of the main results of
Telyakovskii [6] is the following
Theorem T1. If series (2) with coefficients in class B is a Fourier series, a necessary and suffi-
cient condition for its convergence in the metric L is
am logm → 0, m → ∞.
The same result holds for series (1).
The uniform convergence of series with rarely changing coefficients were considered by
Telyakovskii [7], and an essential generalization was given by Zhou [13] recently. The present
paper will give an essential generalization of Theorem T1 by extending the spectrum of class B .
Some of the ideas come from Zhou [13].
Throughout the paper, C(A) denotes a positive constant depending only upon A (independent
of n), it is not necessarily the same at each occurrence. We also use C to indicate a positive
absolute constant.
2. Sufficient conditions for L1-convergence
We say that a sequence A = {ak} satisfies condition B1 (or B2 ), if
n−1∑
k=nm−1+1
|ak| C(A)|an|, nm−1 + 1 < n nm, m = 1,2, . . .
(
or
nm−1∑
k=n
|ak|C(A)|an|, nm−1 < n < nm, m = 1,2, . . .
)
,
where {nk} satisfies the Hadamard condition (5) with n0 = 0, and ak = ak − ak+1.
Obviously, any nonnegative and nondecreasing (non-increasing) sequence in [nk−1 + 1, nk]
satisfies condition B1 (B2 ). Especially, any sequence satisfying (4) certainly satisfies both
B1 and B2 .
A similar and fairly general condition on the coefficients was introduced by Belov in [1] to
study the sufficient and necessary conditions of L1-convergence.
Theorem 1. Let f (x) ∈ L2π , (2) be its Fourier series. If {an} satisfies condition B1 or condition
B2 , then:
(a) If limn→∞ an logn = 0, then limn→∞ ‖f − Sn(f )‖ = 0.
(b) If am log(m + 1) = O(1), then Sn(f, x) is uniformly bounded in the L1 norm.
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condition (5), we insert the terms
√
λnk−1, (
√
λ)2nk−1, (
√
λ )3nk−1, . . . , (
√
λ )Nk−1nk−1, k = 1,2, . . . , (6)
between nk−1 and nk , where
Nk :=
[
lognk − lognk−1
log
√
λ
]
, k = 1,2, . . . .
It is evident that, if {an} satisfies condition B1 (or B2 ) for some lacunary sequence {nk}, then
it satisfies condition B1 (or B2 ) for a new lacunary sequence {n∗k} which consists of the terms
of {nk} and the terms in (6). It is easy to deduce that
1 <
√
λ
n∗k
n∗k−1
 λ, k = 1,2, . . . . (7)
Set
Vn∗k (f, x) :=
1
n∗k − n∗k−1 + 1
n∗k∑
m=n∗k−1
Sm(f, x).
By (7), we have
lim
k→∞
∥∥f − Vn∗k (f )∥∥= 0. (8)
By Abel transformation, we have
Sn∗k (f, x) − Vn∗k (f, x) =
n∗k∑
m=n∗k−1+1
m − n∗k−1
n∗k − n∗k−1 + 1
am cosmx
= 1
n∗k − n∗k−1 + 1
{
−an∗k−1+1Dn∗k−1(x) +
(
n∗k − n∗k−1
)
an∗kDn∗k (x)
+
n∗k−1∑
m=n∗k−1+1
(
m − n∗k−1
)
amDm(x) +
n∗k−1∑
m=n∗k−1+1
am+1Dm(x)
}
=: I1 + I2 + I3 + I4,
where Dm(x) are the Dirichlet kernels, that is,
Dm(x) = 12 +
m∑
n=1
cosnx.
Thus, it is easy to see that
∥∥Sn∗k (f ) − Vn∗k (f )∥∥
4∑
i=1
‖Ii‖. (9)
We estimate ‖Ii‖, i = 1,2,3,4, separately.
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‖Dn‖ = 4
π2
logn + O(1),
then
‖I1‖C
|an∗k−1+1|
n∗k − n∗k−1 + 1
‖Dn∗k−1‖C|an∗k−1+1| log
(
n∗k−1 + 1
)→ 0, k → ∞. (10)
Similarly,
‖I2‖C|an∗k | logn∗k → 0, k → ∞. (11)
By the definition of B1 and B2 , we deduce that for any {an} satisfying B1 (or B2 ),
n∗k−1∑
m=n∗k−1+1
|am| c(A)(an∗k−1 + an∗k ).
Thus, by (7),
‖I3‖
n∗k − n∗k−1
n∗k − n∗k−1 + 1
n∗k−1∑
m=n∗k−1+1
|am|‖Dm‖
 c(A)
(
an∗k−1 logn
∗
k−1 + an∗k logn∗k
)→ 0, k → ∞. (12)
For I4, we have
‖I4‖ 1
n∗k − n∗k−1 + 1
n∗k−1∑
m=n∗k−1+1
|am+1|‖Dm‖
 1
n∗k − n∗k−1 + 1
n∗k−1∑
m=n∗k−1+1
|am+1| log (m + 1)
 max
n∗k−1+2jn∗k
|aj | log j → 0, k → ∞. (13)
Combining (9)–(13) leads to∥∥f − Sn∗k (f )∥∥ ∥∥f − Vn∗k (f )∥∥+ ∥∥Sn∗k (f ) − Vn∗k (f )∥∥→ 0, k → ∞. (14)
For any other positive integer j , j = nm, m = 1,2, . . . , we may assume that n∗k−1 < j < n∗k .
We now prove the following:∥∥f − Sj (f )∥∥→ 0, j → ∞. (15)
Note that
f (x) − Sj (f, x) = f − Sn∗k (f, x) +
n∗k∑
m=j+1
am cosmx
= f − Sn∗k (f, x) + aj+1Dj(x) + an∗kDn∗k (x) +
n∗k−1∑
m=j+1
amDm(x)
=: J1 + J2 + J3 + J4.
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i = 2,3)
‖Ji‖ → 0, j → ∞. (16)
In a similar way to I3, we have
‖J4‖
n∗k−1∑
m=n∗k−1+1
|am| logmC(A)
(
an∗k−1 logn
∗
k−1 + an∗k logn∗k
)→ 0, j → ∞. (17)
By (16) and (17), we have (15). Thus (a) is proved by combining (14) and (15).
(b) can be treated similarly. 
Remark 1. The authors had an earlier version of Theorem 1 with the extra condition lognklognk−1 =
O(1). Although the extra condition is not very restrictive, it is unpleasant to us and we decided
not to publish the result until we find out the way to remove it. The technical key to remove this
extra condition is to make a new partition {n∗k} of {nk}, as we did in the proof.
3. Necessary conditions for L1-convergence
In this section, we consider necessary conditions for limn→∞ ‖f − Sn(f )‖ = 0.
First, we establish
Theorem 2. Let f (x) ∈ L2π , (2) be its Fourier series and {an} satisfy condition B1 . If there
exists a λ0 with 1 < λ0 < λ such that
(i) an keeping its sign for nk−1 + 1 n nk , k = 1,2, . . . ,
(ii) |ank | c(A)|a[nk/λ0]−1| for sufficiently large k,
then
(a) if limn→∞ ‖f − Sn(f )‖ = 0, then limn→∞ an logn = 0,
(b) if Sn(f, x) is uniformly bounded in the L1 norm, then am log(m + 1) = O(1).
Proof. We only need to prove (a), as (b) can be proved exactly in the same way.
Set
ϕn(x) :=
n∑
k=1
1
k
(
cos(n − k)x − cos(k + n)x).
The well-known inequality
sup
n1
∣∣∣∣∣
n∑
k=1
sin kx
k
∣∣∣∣∣ 3√π
yields that∣∣ϕn(x)∣∣ 6√π.
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1
6
√
π
∣∣∣∣∣
π∫
−π
(
Sn(f, x) − Snk (f, x)
)
ϕn(x) dx
∣∣∣∣∣ ∥∥Sn(f ) − Snk (f )∥∥
for nk−1 + 1 n nk , k = 1,2, . . . , which implies∣∣∣∣∣
n∑
j=1
an+j
j
∣∣∣∣∣ ∥∥Sn(f ) − Snk (f )∥∥ (18)
for 2n nk , and∣∣∣∣∣
nk−n∑
j=1
an+j
j
∣∣∣∣∣ ∥∥Sn(f ) − Snk (f )∥∥ (19)
for 2n > nk . In the case [nk/λ0] − 1 n nk , we have
|an| logn lognk
∣∣∣∣∣
n−1∑
s=[nk/λ0]−1
as + a[nk/λ0]−1
∣∣∣∣∣
 lognk
∣∣∣∣∣
nk−1∑
s=nk−1+1
|as | + |a[nk/λ0]−1|
∣∣∣∣∣
 c(A)|a[nk/λ0]−1| log[nk/λ0] (20)
by the definition of B1 and condition (ii). Now we assume that nk−1 + 1  n  [nk/λ0]. If
2n nk , then for every 1 j  n, by the definition of B1 again, we have
|an|
∣∣∣∣∣
n+j−1∑
s=n
as + an+j
∣∣∣∣∣
n+j−1∑
s=n
|as | + |an+j | c(A)|an+j |. (21)
By (i) and (21), we deduce that
|an| lognC
∣∣∣∣∣
n∑
j=1
an
j
∣∣∣∣∣ C
∣∣∣∣∣
n∑
j=1
an+j
j
∣∣∣∣∣. (22)
In particular,
|a[nk/λ0]−1| log[nk/λ0] C
∣∣∣∣∣
n∑
j=1
an+j
j
∣∣∣∣∣. (23)
If nk < 2n 2[nk/λ0], we can see that (21) still holds for 1 j  nk − n − 1. Thus, by noting
the fact
nk − n
(
1 − 1
λ0
)
nk 
(
1 − 1
λ0
)
n,
we have
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∣∣∣∣∣
nk−n−1∑
j=1
an
j
∣∣∣∣∣
 C(A)
∣∣∣∣∣
nk−n−1∑
j=1
an+j
j
∣∣∣∣∣. (24)
Combining (18)–(20), (22)–(24), and the assumption that limn→∞ ‖f − Sn(f )‖ = 0, we com-
plete the proof of Theorem 3. 
Remark 2. In our results, the Fourier coefficients of f (x) may have different signs. There is no
necessary connection between (nk, nk+1] and (nk+1, nk+2], k = 1,2, . . . . The following result
shows that a condition like condition (ii) in Theorem 2 is necessary.
Theorem 3. There exists a function f0 ∈ L2π satisfying all conditions of Theorem 2 except con-
dition (ii), such that limn→∞ ‖f0 − Sn(f0)‖ = 0, however, an log(n + 1) 0, n → ∞.
Proof. Set n0 = 0, nj = 22j , j = 1,2, . . . , define
an = (−1)j2−nj+1 , nj < n < nj+1; anj+1 = (−1)j (j + 1)−2.
It is obvious that {an} satisfies condition (i) and condition B1 , but not (ii).
Define
f0(x) :=
∞∑
k=1
ak coskx,
we can immediately see that limn→∞ ‖f0 − Sn(f0)‖ = 0, but
lim
n→∞
∣∣anj+1 log(nj+1 + 1)∣∣= ∞. 
Theorem 4. Let f (x) ∈ L2π , (2) be its Fourier series and {an} satisfy condition B2 . If there
exists a λ0 with 1 < λ0 < λ such that
(iii) an keeps its sign for nk−1 + 1 n nk , k = 1,2, . . . ,
(iv) |ank−1+1| c(A)|a[λ0nk−1]+2| for sufficiently large k,
then
(a) if limn→∞ ‖f − Sn(f )‖ = 0, then limn→∞ an logn = 0,
(b) if Sn(f, x) is uniformly bounded in the L1 norm, then am log(m + 1) = O(1).
Proof. In a similar way to the proof of Theorem 3, we have
1
6
√
π
∣∣∣∣∣
π∫
−π
(
Sn(f, x) − Snk−1(f, x)
)
ϕn(x) dx
∣∣∣∣∣
∥∥Sn(f ) − Snk−1(f )∥∥
for nk−1 + 2 n nk − 1, k = 1,2, . . . , which implies that
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n−nk−1−1∑
j=1
an−j
j
∣∣∣∣∣ ∥∥Sn(f ) − Snk−1(f )∥∥→ 0, k → ∞. (25)
For [λ0nk−1] + 1 n < nk and 1 j  n − nk−1 − 1, it holds that
|an| =
∣∣∣∣∣
n−1∑
s=n−j
as + an−j
∣∣∣∣∣
nk−1∑
s=n−j
|as | + |an−j | c(A)|an−j |. (26)
Thus, by (iii) and (26), we have∣∣∣∣∣
n−nk−1−1∑
j=1
an−j
j
∣∣∣∣∣ C(A)|an| log(n − nk−1 − 1) C(A)|an| logn (27)
for [λ0nk−1] + 1 n < nk . When nk−1 + 1 n < [λ0nk−1] + 2, we immediately have
|an| logn log
([λ0nk−1] + 1)
( [λ0nk−1]+1∑
s=n
|as | + |a[λ0nk−1]+2|
)
 log
([λ0nk−1] + 1)
(
nk−1∑
s=nk−1+1
|as | + |a[λ0nk−1]+2|
)
 c(A) log
([λ0nk−1] + 1)(|ank−1+1| + |a[λ0nk−1]+2|)
 c(A)|a[λ0nk−1]+2| log
([λ0nk−1] + 2). (28)
Combining (25), (27) with (28), we have (a). (b) can be proved similarly. 
Theorem 5. There exists a function f0 ∈ L2π satisfying all conditions of Theorem 4 except con-
dition (iv), such that limn→∞ ‖f0 − Sn(f0)‖ = 0, however, an log(n + 1) 0, n → ∞.
In fact, f0 can be constructed similarly to the one in the proof of Theorem 3.
4. Necessary and sufficient conditions for L1-convergence
Combining Theorems 1 and 2, we have
Theorem 6. Let f (x) ∈ L2π , (2) be its Fourier series and {an} satisfy condition B1 . If there
exists a λ0 with 1 < λ0 < λ such that
(i) an keeps its sign for nk−1 + 1 n nk , k = 1,2, . . . ,
(ii) |ank | c(A)|a[nk/λ0]−1| for sufficiently large k,
then
(a) limn→∞ ‖f − Sn(f )‖ = 0 if and only if limn→∞ an logn = 0,
(b) Sn(f, x) is uniformly bounded in the L1 norm, if and only if am log(m + 1) = O(1).
Similarly, combining Theorems 1 and 4 leads to
D.S. Yu et al. / J. Math. Anal. Appl. 333 (2007) 1128–1137 1137Theorem 7. Let f (x) ∈ L2π , (2) be its Fourier series and {an} satisfy condition B2 . If there
exists a λ0 with 1 < λ0 < λ such that
(iii) an keeps its sign for nk−1 + 1 n nk , k = 1,2, . . . ,
(iv) |ank−1+1| c(A)|a[λ0nk−1]+2| for sufficiently large k,
then
(a) limn→∞ ‖f − Sn(f )‖ = 0 if and only if limn→∞ an logn = 0,
(b) Sn(f, x) is uniformly bounded in the L1 norm, if and only if am log(m + 1) = O(1).
Remark 3. By using the same method, we can establish similar results for the sine series of
form (1).
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