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The subject of this paper is the oscillatory behavior of the linear third-order 
equation 
L(Y) = y’” + PLY” + P,Y’ + p,y = 0 on [a, a> (1) 
in relation to its formal adjoint equation 
L*(z) = {[z’ - p+z]’ + pl.z}’ - poz = 0 on [a, a>, (I*) 
if pi E C[a, co), i = 0, I, 2 and a is some real number. 
It is necessary first to introduce the following notation: Let Y and 9’” 
denote the solution spaces of (1) and (I*), respectively, i.e., 
9 = {y; L(y) = 0 on [a, aJ)h 
(2) 
Y* = {z;t*(z) = 0 on [a, CQ)). 
The spaces Y and .4”* are, of course, three-dimensional vector spaces over 
the field of real numbers. 
The following preliminary definition is necessary. 
DEFINITION 1. A nontrivial solution of Eq. (1) ((l*)} is said to be 
oscillatory on an interval I, if it has infinitely many zeros 1; otherwise, such 
a solution is said to be nonoscillatory on I. If Eq. (1) (( 1 *)> has an oscillatory 
solution, then it is said to be oscillatory; otherwise, Eq. (1) {( 1 “)} is said to be 
nonoscillatory. 
In this paper, interrelationships between oscillatory (nonoscillatory) 
solutions in certain linear subspaces, Pr c 9, Y;* C 9’” on half lines 
I _C [a, cc) are to be considered. The results depend on the existence of a 
nonoscillatory solution of either Eq. (1) or Eq. (1 *). 
The subsequent definition provides the appropriate setting. 
* This research was sponsored by Union Carbide Corporation under contract 
with the U. S. Atomic Energy Commission. 
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DEFINITION 2. Let Y;{Y;*} denote a subspace of Y{.Y*}, then (i) 
Y;(Y;*} is said to be nonoscillatory if no nontrivial solution of Y;{Y;*} is 
oscillatory; (ii) ,U;{Y;*} . 1s said to be weakly oscillatory if Y;(Y;*} contains a 
nontrivial oscillatory solution and a nonoscillatory solution; (iii) Y1{,U;*i is 
said to be strongly oscillatory if every solution of .‘r,iCU;*> oscillates; (iv) 
y;(Y1*> is said to be oscillatory if (ii) or (iii) holds. 
If Y{Y*} is nonoscillatory, weakly oscillatory, or strongly oscillatory, then 
Eq. (1) {(l *)} is said to be nonoscillatory, weakly oscillatory, or strongly 
oscillatory, respectively. 
It should be observed that (ii) of Definition 2 applies only to subspaces of 
dimension greater than or equal to two. 
In this paper, the following results will be obtained: (i) If Y{,Y*} is weakly 
oscillatory, then Y*(Y’} is oscillatory; (ii) if .Y{Y*> is oscillatory and 
contains a nonoscillatory two-dimensional subspace, or if every two- 
dimensional subspace of .V{,Y *> is weakly oscillatory, then Y*{Y] is strongly 
oscillatory; (iii) decompositions of .Y’ and Y* into direct sums of strongly 
oscillatory or nonoscillatory subspaces are discussed. 
The technique used in this paper is based on the fact that if the solution 
space F{9’*} has a nonoscillatory solution p{p*>, then the oscillatory 
behavior of Eq. (1) ((1 *)> can be studied by examining a reduced linear 
third-order equation of the form 
where &(p) {Ii,*(p i = l,2 d o not have zeros on some half line [b, oo), 
b > a. 
Examples which illustrate the oscillatory behavior of linear third-order 
equations have been of interest for some time. Sansone [ZO] gave an example 
of a linear third-order equation with a strongly oscillatory solution space of 
the form 
(y” + py’)’ = 0 (3) 
whose formal adjoint, viz., 
Z’O + px’ = 0 
has at least one nonconstant nonoscillatory solution. 
Gregus [5] also considered the oscillatory behavior of some third-order 
equations of this type and gave a condition of the function p such that all 
solutions of (3) were oscillatory. 
To discuss the significance of one of the examples in this paper, it is 
necessary to introduce the following definition. 
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DEFINITION 3. Equation (1) {( 1 *)> is said to be disconjugate on an interval 
I C [a, co) if no nontrivial solution of 1 ((1 *)} has more than two zeros 
(counting multiplicities) on 1. 
It is known [2] that Eq. (1) is disconjugate on an interval I if and only if 
Eq. (1 *) is disconjugate on 1. The question of whether or not the nonoscilla- 
tion of Eq. (1) implies the eventual disconjugacy of (1) on some half line was 
raised by J. H. Barrett [4]. This paper gives an example to show that the 
above implication is not correct by exhibiting a third-order equation whose 
solution spaces 9 and ,cP* are strongly oscillatory and nonoscillatory, 
respective1y.l 
The methods of this paper depend on the existence of a nonoscillatory 
solution of either Eq. (1) or (1 *). Hanan [7] has given such a condition for 
Eq. (1) in case of p, = 0 on [a, co), viz., if p1 E C’[a, XJ) and 
2Pll - Pl’ 
has constant sign on some half line [b, co) C [a, co), then either Eq. (1) or (I*) 
has a nonoscillatory solution. Hanan’s results were extended by Barrett [3] 
so as to apply to more general equations, e.g., (1) and (1”). 
Barrett’s results applied to Eq. (1) and (1 *) are the following: 
If pl E C’[h a>, and pz < OW}, 2p, -PI’ - pzpl < O{>,O} on [b, 03) 
and are not identically zero on [b, co) for some number b 3 a, then either 
Eq. (1) or Eq. (1 *) has a nonoscillatory solution2 
Hanan [7] has shown that if the second-order differential equation 
Y” + P2Y’ + PlY = 0 
is nonoscillatory on [a, co) and p, has constant sign on [b, co) for some b > a. 
then either Eq. (1) Eq. (1 *) has a nonoscillatory solution. 
DEFINITION 4. If Y = Y’“, then Eq. (1) {( 1 *)} is said to be self-adjoint. 
Sansone [IO] states the following result due to Appel [I] which insures 
Eq. (1) is self adjoint. 
If there exist functions pi E C’[a, co), i = 1,2 such that 1 Pz = 392 
Pl = 92’ + 2q22 + 4% 
\ PO = 2(!?1’ + 2w2) 
(4) 
1 P. Hartman and G. B. Gustafson have also reported such examples in correspond- 
ence with J. H. Barrett. 
z This condition is sufficient but not necessary. 
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then solutions of (I) are linear combinations of products of solutions of the 
second-order equation 
where A == 29, -- 9%’ - $qz2. 
If condition (4) holds, then Eq. (1) and (I*) are equivalent to the linear 
third-order equation 
y”’ .r 2Ay’ 4 -43 7: 0. (6) 
(i) If Eq. (5) is nonoscillatory, then Eq. (6) is nonoscillatory, for if y is 
a nontrivial solution of Eq. (6) with a zero at the number t > a, then 
y = cOa,w, -I- clwlwl ) co2 $ Cl2 >- 0, 
where zii , i = 0, 1 are solutions of Eq. (5) satisfying the condition 
z&t) = sij ) i,j -= 0, 1. 
Since TJ~ and c,,z.‘~ {- clzll are solutions of Eq. (5), it follows that y is 
nonoscillatory. Consequently, Eq. (6) is nonoscillatory. 
(ii) If Eq. (5) is oscillatory, then Eq. (6) is weakly oscillatory since if u 
and u are linearly independent solutions of Eq. (4), then u2 and u2 + z2 >, 0 
(by Sturm Separation Theorem) are oscillatory and nonoscillatory solutions, 
respectively, of Eq. (6). 
In the case of constant coefficients, if 
p,@) = ai , x > a i = 0, I,2 
where the a, are real numbers, both Eqs. (1) and (I*) are both nonoscillatory or 
weakly oscillatory, depending on whether d 2 0 or L3 < 0, respectively, where 
Ll = l8a‘p,a, - 4aa3a, $- ua2ar2 - 4~2,~ - 27a,,” is the discriminant of the 
third-order polynomial equation 
$3 --I a‘$ -f- a,s + a, = 0. 
The oscillatory theory of linear third-order equations as suggested by the 
constant-coefficient case was extended to nonconstant coefficients by Lazer [9] 
and Zlamal [II]. 
Barrett [3] has introduced a canonical form, which was suggested by Eq. (6), 
for linear third-order equations which will be used in this paper. Equations (1) 
and (1 *) take the form 
L(y) = {y[yR + go]) + w’ I- 0 on [a, a), (7) 
L*(z) = ((~2’)’ + q+}’ + ql(rz’) = 0 on [a, a>, (7*) 
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respectively, where 
( +4 = exp j)dWf, 
i 
SlW = -L s ’ ~(4 Mt) & +> a 
q2w = +4h(x) - Sl(XN> x >, a. 
(8) 
For admissible functions y and z in C(l)[a, co), Lagrange’s Identity [3] 
has the form 
{y; x}’ = d(y) + yL*(z), where 
(9) 
and 
4Y =Y D”*z = z 
4~ =Y’ D,*z = YZ‘ 
4~ = r(y” + Q~Y) D,*x = (rz’)’ + q2z. 
(10) 
For yj E .Y and zj E Y”, j = 1,2,3, define 
4~~ , y2) = WDodl i = 0, 1, j= 1,2; (11) 
w*(zi , .zJ = det(D,*z,), i = 0, 1, j = 1,2; (12) 
W(Y, ) y2 , ~4 = dWAyJ, i = 0, 1) 2, j = I, 2,3; (13) 
W*(z, , za , za) = det(D,*zj), i = 0, 1,2, j = 1,2, 3. (14) 
It follows from (l), (l”), (13), and (14) that W(y,,y,,y,) and 
W*(Z, , za , za) are constant ify, E 5‘ and zi E Y* for i = 1, 2, 3. In addition, 
W(Y, ,YZ, y3) f 0 W*h , z2, 4 # 0) if and only if yl, y2, and 
Y&G > z2 Y and za} are linearly independent solutions of Yo(Y*j. 
It follows from (9), (ll), (12), (13), and (14) that 
I 
h; 492 ,yJl = W(y, ,y2 ,y,) if yt E 9, i = 1,2,3; 
{W*(Z1, X2); zj} = W*(z, , X2, z.J if zi E ,40*, i = 1,2, 3. (15) 
LEMMA 1. If y E Y {.z E P’*), then there exist solutions .zi E Y* {yi E Y”>, 
i = 1,2suchthat 
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Moreover, if yi E Y (xi E 9*>, i = 1, 2, then y1 and yz {x1 and zz} are linearly 
dependent if and only if 
4Y1 7 Y‘s) = 0 @J*c% 4(t) = Oh t > a. 
Proof. Assume that y E Y. It suffices to show that for some t, > a, there 
exist xi E ,Y*, i =- 1, 2 such that 
Drcr(to> = D,W”(% t %)(4J, k = 0, I,2 (16) 
since w*(zi , za) E Y if zi E Y*, i = 1, 2, and there is at most one solution 
satisfying condition (16). 
By Eqs. (1 *) and (12), it follows that if xj E ,4r*, j = 1, 2, then 
Dkw*h ,4 = det(D,*,,,4, k = 0, 1,2; i,j = 1,2 3 (17) 
where 
k + 3(i - 
%.k 
1) 
= 
2 
1 ’ i= 1,2, k = 0, 1,2, 
and [x] denotes the greatest integer less than or equal to x. 
If ai E Y*, let 
-4*x1 D,*zl 0 
If z, is a nontrivial solution of P*, then for each number t,, 3 a, the matrix 
~*wkJ (18) 
has rank two and Dk*zl(t,), k = 0, 1,2 can be chosen so that the range of (18) 
is any two-dimensional subspace of E3. 
If Y and Za denote the vectors in E3 which have (k + 1)th components D,y 
and D,*z, , respectively, tt = 0, 1,2, then (16) is equivalent to the vector- 
matrix equation 
Wll) = ~*(~I&> -wo) 
which can be satisfied for some solutions a1 and xa E 9*. 
Assume that yi E 9, i = 1,2. If y1 and ya are linearly dependent, then by 
(11), 
W(Yl 9 YAP> = 0, t > a. 
Conversely, if 
W(Yl 9 y&t) = 0, t >, a, 
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and y1 and ya are linearly independent, then there is a solution ys E 9’ such 
that 
WY1 9 Ya 9 Ys) f 0, 
but by (15), 
0 = {Ya ; 4Y1 5 Y2N = YY, 7 Yl ) YJ 
which contradicts the assumption that y1 and yz are linearly independent. The 
other cases are proved similarly. 
If 7, p E 9, it is well known that D’Alembert’s substitution 
7 = P/J 
eliminates the last term of Eq. (1) and u satisfies the reduced linear third- 
order equation 
where 
UY) = WP)MP) Y’l’)’ + Q(P>r?*(P) Y’l = 0 
UP) = P3, 
R?(P) = $> 
Q(P) = -j L&P + ~72~1, 
(19) 
(20) 
where r and qz are defined by (8). If p is nonoscillatory, then 
PfO on Vi co), for some number b 3 a. 
Consequently, u satisfies a nonsingular linear third-order equation on 
i-b, ~0). 
If .z, p* E Y*, then the substitution 
z = p*v 
eliminates the last term of Eq. (I*) an v satisfies the reduced linear third- d 
order equation 
j%&) = V~*(P*)[&*(P*) ~‘1’)’ + Q*(P*U~*(P*) ~‘1 = 0 (19*) 
where 
R,*(P*) 
R,*(p*) = rpe2, 
Q*(P*) = -$ P,*P* + rw*l, 
GJo*1 
where r and q1 are defined by (8). 
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The similarity of Eqs. (I 9) and (19 *) lets one establish similar results for 
Eqs. (19) and (19”). In the sequel, only Eq. (19) will be considered. 
Theorem 2. I, page 506, in Hartman [8] can be used to obtain the following 
result: 
If there exists an admissible functionf{f*} satisfying the conditions: 
(i) f > 0 {f * > 0}, 
(ii) L(f) > 0 {L*(f*) > 01, 
(iii) Q(f) < 0 {Q*(f *) :< O> on [6, co) for some number b 2 a, then 
Eq. (1) (( 1 *)> has a nonoscillatory solution3 
For p E Y, let Z0 denote the solution space of Eq. (19), then 
.Y = [p] . -x”, (21) 
where [p] denotes the one-dimensional subspace generated by the solution p. 
If p E .Y’ is nonoscillatory and ZE .Y*, then by Lagrange’s Identity (9) it 
follows that ssatisfies the nonsingular linear second-order differential equation 
(Pi 3 
vhb)Y’)’ + !&>Y = R,(p) (22) 
on any interval where p does not have a zero. 
DEFINITION 5. If y,, E .Y {a,, E .‘P}, let 
(9 .q = {z E .y*; (yo; z} = 0) 
(Y,,, == {y E 9; (y; zo) = 0)); 
(ii) bol -7 PYO ; x E (-Co, a)) 
{[zo] ==: fhz, ; A E (-co, co)}}. 
LEMMA 2. (i) If y{z} is a nontrivial solution of .‘/‘(,V*}, then zO E .Y?,* 
(y. E Sp,) if and only if 
x0 = W(Y,Y) {yo -= w*(x, z)) for some 7 E .Y {SE Y*}. 
(ii) If y(z) is a nontriwial solution of Y{Y*), then .Yv*{Yz4p,) has dimension 
two. 
(iii) If yo{zo} z’s a nontrivial solution in .V{,V*}, and zc .Y*\.Y’fO 
( J E .5“\~~o}, then 
9 = [yo] 0 92 (9” = [zo] @ ,q.*>, 
i.e., Y{Y*} is the direct sum of the subpsaces [yo] and y7i {[zO] and Y?*}. 
3 The author is indebted to P. Hartman for this observation. 
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(iv) If Y;{Y1*) is a two-dimensional subspace of Lf{,u-‘}, then there exists 
a nontrivial solution z,, E ,40* (y,, E .Y> such that 
27, = .4a*,{,4p1” = .4r;). 
(v) Ijyi E 9 {zi E .Y*>, i = 1, 2 and are linearly independent solutions of 
Y{Y*), then 
Cl n ypy*2 = !P(Y~ ,Y~)I CC1 n -K2 = [w*h 3 dlh 
(vi) If pO (p,,*) is a nonoscillatory solution of Y’{.Y*), then the subspace 
Y$sP,,} is either nonoscillatory or strongly oscillatory. Moreover, Y~{9’D~} 
is strongly oscillatory if and onlyfor each nonoscillatory solution p E 9 (p* E Y*), 
Y,*(90*} is strongly oscillatory. In addition, the zeros of an oscillatory solution 
in .Yz{YO;} are eventually simple and the zeros of linearly independent solutions 
in ,4”,*,{YD”,:} eventually separate each other. 
Proof. (i) If z0 E 9$*, then by Definition 5, 
{y; 4 = 0. (23) 
By Lemma 1, there are solutions yi E 9, i = 1,2 such that 
x0 = 4Yl PYd 
Consequently, by (15) and (23) 
WYIYl ,YJ = 0, 
and for some real numbers A, A, , and A, (A2 + Al2 + h,2 > 0) 
AY + X,Y + by, = 0 on [a, 00). 
If A, = 0, then A, # 0 since y is a nontrivial solution. Consequently, 
%l = W(Y,Y), 
where y = (X/h,) yr . 
If A, # 0, then 
20 = W(Y,JJ), 
where y = -(h/h,) yz . 
Conversely, if z0 = w(y, y) for some y E Y, then by (15) 
{y; 201 = 0. 
Consequently, z, E .Y?*. 
The alternative case is proved similarly. 
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(ii) If y E Y and .z E Spy, let Y and 2 denote the vectors in E3 which 
have (R + 1)th components (-l)k D,-,y and D,c*z, respectively for 
R =o, 1,2. 
BY (9) 
(y; z} = P?z, 
the usual inner product of P and 2. 
If t, > a, then there are two linearly independent solutions z1 and x, in .c/7* 
such that 
{y; zi}(to) = P’(to)zj(to) = 0. (24) 
If y is a nontrivial solution, then there are at most two linearly independent 
solutions in 9’* satisfying (24). 
Since (y; z} is constant for y E 9 and z E P*, the truth of (ii) follows. 
The alternative case is proved similarly. 
(iii) Let y0 denote a nontrivial solution in 9, then the set 
contains only nontrivial solutions of 9’“. Consequently, by (ii), if z E 9’*\9z0, 
then 9s is a two-dimensional subspace or y. 
In addition, if .%E 9*\,9t0 
[Yol 17 % 
contains only the trivial solution. Consequently, Y is the direct sum of the 
subspaces [y,,] and yz, i.e., 
9 = blll0 y!2, ZE 9*\9$” . 
The alternative case is proved similarly. 
(iv) Assume that the two-dimensional subspace Y; of 9 contains the 
linearly independent solutions yl and yz . Let 
%I = 4Yl ,Yd 
If 
Y = ClYl + GYP where cl2 + cz2 3 0, 
then by (15) 
Hence 
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By Lemma 1, x,, is a nontrivial solution in Y*. Consequently, by (ii), 
YZ, is a two-dimensional subspace of Y and 
9, = Y,, . 
The alternative case is proved similarly. 
(v) If yi , i = I,2 are linearly independent solutions in Y, then by 
Definition 5 and (i) if 
it follows that 
zo = 4Yl ,A> for some ji, E 9; (25) 
iY2 ; zo> = 0. (26) 
By (15), (29, and (26), there are numbers A1 , A1 , and A, (X2 + xl2 + Aa2 > 0) 
such that 
4Yl + ~1~1 + h2Y2 = 0 on [a, co). (27) 
Since yi and y2 are linearly independent xi + 0, hence by (25) and (27) 
zo = - 34Yl ,Yz). 
1 
Consequently, 
Since w(yi , y2) E ,sPcj, i = 1,2, by (i), assertion (v) follows. 
The alternative case is proved similarly. 
(vi) If p. is a nonoscillatory solution of 9, then by (22), the subspace 
Y”p”, of Y* is the solution space of the nonsingular linear second-order 
differential equation 
[~,bd~‘l’ + Qb3 Y = 0 on Lb, 03) (28) 
if p. does not have a zero on the half line [b, CO), b > a. 
Since Eq. (28) is either strongly oscillatory or nonoscillatory, YP*, is either 
strongly oscillatory or nonoscillatory. If Eq. (28) is oscillatory, then every 
solution of (28) has only simple zeros on [b, CO), and the zeros of linearly 
independent solutions separate each other since 
R2(Po) f 0 on [b, co). 
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If p1 and pa are linearly independent nonoscillatory solutions in -‘/, then 
by (4, 
4+ , PA E cy:l n ‘y’p*, .
Therefore, Y’p*, is strongly oscillatory if and only if .Y’z is strongly oscillatory. 
The proof of the alternative case follows similarly. 
By Definition 5, it follows that if y E .Y (z E .F), then Jo E <V, (2~ -V;*} 
if and only if z E XYY* (y E c4”z> and if y( } z is a nontrivial solution of .V{Y*), 
then by Definition 5 and (v) of Lemma 2, it follows that 
w : .‘f,xY’, --z [z] 
{W* : ,Y,*xY,* - [y]}. 
(29) 
Consequently, by (29) if Yz{YU*} is weakly oscillatory, then x(y) is oscillatory. 
Hence, if every two-dimensional subspace of Y’(.Y*) is weakly oscillatory, 
then P’*{Y’} is strongly oscillatory. 
THEOREM 1. If Eq. (1) (( 1 *)} is weakly oscilZutory, then Eq. (I*) ((I)} is 
oscillatory. 
Proof. By definition, there is a nonoscillatory solution p E A“, and by (21) 
the space SO must be oscillatory. Let u denote an oscillatory solution in < , 
then by (19), (22), and Definition 5, 
Consequently, Y* is oscillatory and (1”) is oscillatory. The alternative case 
follows similarly. 
IfP is a nonoscillatory solution of the weakly oscillatory solution space .Y, 
then, by (vi) of Lemma 2, the space cY”* is a strongly oscillatory two- 
dimensional subspace of .Y*. 
Consequently, for each sufficiently large number t 2 a, there is a solution 
of Eq. (1”) that has at least three zeros on [&co). 
This proves the following Corollary to Theorem 1. 
COROLLARY 1 TO THEOREM 1. Zf Eq. (1) {( 1 *)} is weakly oscillatory, then 
Y*(Y) has a strongly oscillatory two-dimensional subspace and Eqs (I) and (1 *) 
are not disconjugate on [t, a~)for t 2 a. 
The next Corollary is a restatement of Theorem 1 
COROLLARY 2 TO THEOREM 1. If Eq. (1) ((1 *)} is nonoscillatory, then 
Eq. (1 *) (( 1 )} is nonoscillatory or strongly oscillatory. 
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THEOREM 2. i’fY{Y*) contains a nonoscillatory two-dimensional subspace, 
then Y*(.Y} is either nonoscillatory or strongly oscillatory, and if q(y,}, 
i = I,2 are linearly independent solutions of Y*(Y), then there is a number 
t, > a such that if zl{y,} has three zeros on some interval I C [t,, , CO), the-n 
z,{y,} has at least one zero on I. 
Proof. Assume that Y1 is a nonoscillatory two-dimensional subspace of 9, 
then by (iv) of Lemma 2, there is a solution .zO E ,4p* such that 
Let yi EI Y1 , i = 1, 2 be a basis for 9r . If z E sP*, there are numbers ci , 
i = 1,2suchthat 
{CIYI + %Yz ; 4 = 0, Cl2 + c22 > 0. 
By Definition 5, it follows that 
where j = c, yr + czyz E Y1 . Consequently, since 
it follows from (vi) of Lemma 2, that Y* is nonoscillatory or strongly 
oscillatory depending on whether zs is nonoscillatory or oscillatory, 
respectively. 
If Y* is strongly oscillatory, zi , i = 1, 2 are linearly independent solutions 
of 9*, and 
zj E Lqi ) i= I,2 forsome TiEY1, 
then by (v) of Lemma 2, since 
it follows by (vi) of Lemma 2, the zeros of the solution w( y1 , 9,) eventually 
separate the zeros of the solutions y1 and y2 , respectively. 
The alternative case is proved similarly. 
It follows from Eq. (22) that if the space 9’ contains a nonoscillatory 
solution p, then Y* is the soIution space of the eventualIy nonsingular linear 
third-order equation 
-&*(4 = MP)[[&(P) 2’1’ + Q(P) 4’ = 0. (30) 
505/7/2-12 
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Lagrange’s Identity for Eqs. (19) and (30) is 
i {u; x>; = d,(u) +- uL,*(z), where (31) 
and 
D,,ou = u D;,z = x 
Dp.1~ =I R,(P) U‘ Q?.,z = &(P) z' (32) 
D,.,u = WN%4 4’ D:,G == R,(PKPW .‘I’ + Q(P) 4
for admissible functions u and z E CY[a, co). 
By Equations (19), (20) (22), and Definition 5, if p is a nonoscillatory 
solution in Y that has no zeros on the half line [b, co), b > a, then the solution 
space ZP has the representation 
By Theorem 1, the solution space Z, is oscillatory, i.e., weakly oscillatory 
only if Y* is oscillatory. 
The following lemma will be needed. 
LEMMA 3. If sP(Y*} contains a nonoscillatory solution p{p*} that has no 
zeros on [b, co), f or some number b 3 a, and y E Y\[p] {z E 9’*\[p*]}, then 
either (i) there exists a solution z. E .Y*\.Yp* {y. E Y\$*} such that 
is oscillatory, or (ii) 
’ ~, lim z(x) 
!E p*(x) ! x+m p”(x) 1 
exists, and Y*(Y) is either nonoscillatory or strongly oscillatory. 
Proof. If y E Y\[p], and A is a real number, then by Lemma 1 and (ii) and 
(v) of Lemma 2, there is a solution z E .Y,*_A, n [P*\YO*]. Consequently, by 
Definition 5, 
{y - Ap; z} = 0 and {pi 3 5 0. 
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Hence, 
h _ {Yi 2). 
{Pi 3 
Let 
U= $ on [6, co); 
E = t-5 inf U(X); 
ol = hi sup U(X)’ 
(34) 
(35) 
If 01 < G and h E (3, &), then u - h is an oscillatory solution of ZP ; for by (34) 
and (39, there exist sequences &}& and ($}& of number in [a, CO) such 
that 
By a previous remark, there is a solution z,, E sP*\YD* such that 
Consequently, 
is oscillatory. 
Hence if y - hp is nonoscillatory for each number h, then 
i.e., limz+Jy(z)/P(X)] exists. 
Assume that y - Ap is nonoscillatory for each real number h. It follows 
from 6% (lo), (31), and (32) that if z E .Y*, then 
{y; z} = (u; Z), = {p; z} 24 + fr w*(z, 2) on [b, co) (36) 
where by (33) 
X, is real, t is a nontrivial solution in YO*. 
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It follows that Y, is nonoscillatory; for if cY5 contained a nontrivial 
oscillatory solution yO , then by (i) of Lemma 2, there is a solution a,, F .Y* 
such that 
y(J -= w*(%, Z”). 
If .a0 E YD*, then by (29) 
Yo = 4@? for some real number A,. 
Consequently, 
and by (36) 
is oscillatory which contradicts the assumption that 
Y -AP 
is nonoscillatory for each number A. 
Consequently, by Theorem 2 and (36), since .YS is nonoscillatory, it follows 
that Y* is either nonoscillatory or strongly oscillatory. 
The alternative case is proved similarly. 
Under the hypotheses of Lemma 3, if y E Y\[p] {z E -Y*\[p*]>, it follows 
from the proof of Lemma 3, if there exists a unique number h(h*f such that 
is oscillatory, then 
Y - AP (2 - x*p} 
lim ~ lirn x(x) 
x+m P(X) I X”‘IJ p*(x) 1 
exists. 
Conversely, if 
]im ti 
X+,X PC4 I 
lim z(~) - 
,x-)30 p*(x) t 
exists, then there is at most one number A,#,,*} such that 
is oscillatory. 
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DEFINITION. 6 If yi E Y {zi E Y*}, i = 1,2, then (i) yr = o(y,) 
{zi = o(zJ} means that ys(xs} is nonoscillatory and 
(ii) yi - ya {zi - ,~a} means that ya(za} is nonoscillatory and 
exists and is a finite nonzero number. In this case, yr (zr) is said to be 
asymptotic toys (zs}. 
It follows from Definition 6 that yr = o(ya) (zr = o(za)} if and only if 
Yl - AY, -ys , X # 0 {zr - X*X, - za , A* f 0}, and y1 -ya {zi - zz} if 
and only if yi - A,,ya = o(ya) (xi - X,*z, = o(zJ} where 
THEOREM 3. If9 {9’*} contains a nonoscillatory solution, then there exists 
a nonoscillatory solution p,, (pO*} of 9’ (,Y*} such thatfor each solution 
Y E ~P\bol (2 E *y*\[fo*l 
at least one of the following conditions holds: 
(i) There are distinct numbers A, and A, {A,* and A,*} such that the solutions 
y - XipO {z - hi*po*}, i = 1, 2 are oscillatory; 
(ii> Y = 4~~) G = f-Go*)>; 
(iii) y - p0 {z - ps*}. 
Proof. Let pr denote a nonoscillatory solution of 9’. By Lemma 3 and a 
subsequent remark, for each solution y E Y\[p,], either there are distinct 
numbers A, and A, such that the solutions 
are oscillatory, or 
Y - QJl 
exists. 
lim z?!& 
X+m P l(X) 
If for each y E Y\[pi], for which (37) holds, the limit is finite, then let 
(37) 
PO == fl 7 
and the theorem is proved. 
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Assume there exists a solution y1 E Y\[pJ such that 
(38) 
Let 
P2 -= Yl , 
then the conclusion of Theorem 3 holds for each solution 
i.e., in the two-dimensional subspace of Y generated by the linearly 
independent solutions p1 and p2 if 
PO = P2 * 
Similarly, if the conclusion of Theorem 3 does not hold for each solution 
y E Y if p. = p2 , then there exists a solution ya E 9\CYW~0,,,~~ such that 
Y2(4 
!f p2(x) I I 
- =ccJ. 
Let 
PO = Y2 * 
then 
lim Pi(‘) - = (pI&i-n~) 
x+m POW 
is finite for i = 1,2. 
Since the solutions p. , p1 , and pz are linearly independent, if y E 9 and 
Y = COP0 + ClPl + C2P2 > co2 + Cl2 + $2 > 0, 
then by (37) and (38) 
lim y(x) = co, i.e., 
.--la PO&> 
Y = 4Po) or Y - PO . 
Under the hypotheses of Theorem 3, it follows that if 
Y-PO G-PO*) 
then y (z} is nonoscillatory. Moreover, if 
Y = 4Po) 
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and y {z> is nonoscillatory, then the two-dimensional subspace YWt,,,y) 
KE*cop,~ of 9 {y*l is nonoscillatory and by Theorem 2, P’* (Y} is either 
nonoscillatory or strongly oscillatory. 
Hammett [6] imposed the condition (39) on the linear third-order equation 
[r (f Y’)‘]’ + p(f Y’) = 0, 
where r, f > 0 on [a, co) and r, f, 4 E C[a, co) to insure the strong oscillation 
of the nonhomogeneous econd-order equation 
Cry’)’ + 4Y = f 
under the assumption that the homogeneous econd-order equation 
was oscillatory. 
Cry’)’ + !?Y = 0 
EXAMPLE 1. The following is an example in which P’ is nonoscillatory 
and Y* is strongly oscillatory. 
Consider the nonsingular second-order differential equation 
ryw + PY' + 4Y = 0, 
where 
44 = 1 + (c -Jr f) sinr+$ c+cosx i 1 
>O; 
PC4 = 1 + $ sinx-$-cosx, O<e<l, .%>,a: 
Equation (40) has linearly independent solutions of the form 
Let 
yl(x) = sin x + E 
1 
Y?(X) = cos x + ; ) x 3 a. 
(40) 
4 
m-- 
PO =o; 
Pl -;; 
p, = f on [a, 0). 
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Equation (1) is nonoscillatory since if y E 9, then 
y(x) x c,(-cos x $- 6.7) + c,(sin x + In x) + c, , x ;> a 
where ci , i = 1, 2, 3 are real numbers. 
If z E Y*, then 
z(x) = c,(sin x + 6) + c2 
i 
cos x + ii + C.&x), x>a 
where zu(x) = (-cos x + EX)(COS x - (l/x)) - (sin x + In x)(sin x + E), 
x >, a and ci , i = 1, 2, 3 are real numbers. 
Since 9’* is oscillatory and 9’ is nonoscillatory, it follows from Corollary 2 
to Theorem 1 that .Y* is strongly oscillatory. 
EXAMPLE 2. The following is an example of a linear third-order equation 
for which the solution space 9 is weakly oscillatory and the adjoint space -9” 
is strongly oscillatory. 
Consider the nonsingular linear second-order homogeneous equation 
where 
(ry’)’ + Yzy = 0, 
Y(X) = [l + V5 e sin (x + %)I-’ > 0, O<c<$ x 3 0, 
which has linearly independent oscillatory solutions 
j&(x) = sin x + E, 
j&(x) = cos x + E, x 3 0. 
Let 
P, =r; 
p. = 0 on P, a>, 
then Eq. (1) has a nonoscillatory solution. 
In fact, the solutions 
p(x) = 1; 
yl(x) = cos x - EX; 
y2(x) = sin x + 6x, X>O 
of 9 are a basis for .L”. 
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The space Y is weakly oscillatory since y1 + yZ is a nontrivial oscillatory 
solution in Y and p is a nonoscillatory solution in Y. Since for each real 
number h the solution 
Yl - AP 
of 9 is nonoscillatory, it follows from Lemma 3 that Y* is strongly 
oscillatory. 
Suppose p (p*} is a nonoscillatory solution of Y (Y*}, then by Definition 5, 
if and only if 
Consequently, a two-dimensional subspace Y; (Yr*} of Y {Y*} is strongly 
oscillatory only if for some zO E FY*\YO* [ys E Y\Y$] 
% = %” {Ylc;* = Y”v*,}. 
It follows that either there exists a solution zO E Y*\YO* {y,, E Y\y;‘,*} 
such that the two-dimensional subspace YZpz, {YzO} is nonoscillatory or strongly 
oscillatory, or .Y* {Y”> is strongly oscillatory. 
By (iii) of Lemma 2, since 
ty* = b*l 0 .y”?T, 9 Yo E Y\Yo*), 
it follows that either Y {Y*> can be decomposed into a direct sum of lower 
dimensional oscillatory or strongly oscillatory subspaces, or Y* (Sp) is 
strongly oscillatory. 
If y1 {zl} denotes a nontrivial oscillatory solution of YZO {Yt}, a0 E Y*\YO* 
{y. E Y\Y$), and y1 (zl) has a double zero at the number to > a, then, by 
(9), it follows that a0 {yo} has a zero at to . If the solution y1 (~3 has zeros at 
the numbers t, , i = 1, 2 (a < t, < t.J, and there exists a linearly independent 
solution yZ {z~} in YZO {YzO} that has no zeros in (tl , tJ, then for some real 
number X (A*}, the solution 
of yI, {Y”,*,> has a double zero on [tl , 2 t 1. Consequently, a0 {yo) has a double 
zero on [tl , t2]. It follows that either the zeros of linearly independent 
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solutions of Yz, {9’$0) separate each other, or are separated by or coincide with 
the zeros of a0 {ys}. 
Two questions that remain are the following: 
(i) Does there exist an example of a linear third-order equation with 
the property that every two-dimensional subspace of the solution space is 
weakly oscillatory ? 
(ii) Does there exist an example of a linear third-order equation such 
hat the solution spaces Y and Y* are strongly oscillatory ? 
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