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In  th is  thesis we consider polynomial approximations 
to  functions, based on a c r ite r io n  o f F*Y*Edgeworth*
The func tion  to be approximated may be defined over 
a continuous in te rv a l o r in  a d iscre te  se t, and 
Edgeworth's c r ite r io n  is  th a t the aggregate ( in te g ra l 
o r sum) o f the absolute e rro r is  to be minimized*
This method o f approximation is  d if fe re n t from 
those associated w ith  the names o f Legendre (the 
method o f le a s t squares) and Chebyshev, and there 
are circumstances in  which i t  is  preferable to e ith e r 
o f these.
While an exhct so lu tio n  b f the problem is  not 
always possib le , yet there are several ways in  which
3an approximate re s u lt may be a rrived  a t. We consider 
both exact and approximate so lu tions *
The f i r s t  part o f the thes is  consists o f an 
examination o f the problem in  cases where the data 
is  spec ified  over a continuous in te rv a l.  Where 
appropria te , analogies are drawn to  o ther methods 
o f approximation, e .g . the Legendre and Chebyshev 
approaches mentioned above. The second pa rt o f 
the thesis  deals w ith  d iscre te  data. The o r ig in a l 
method o f Edgeworth is  examined but abandoned as 
a p ra c tic a l method when the degree o f the polynomial 
approximation desired exceeds u n ity ; ite ra t iv e  
methods are advocated as a b e tte r way o f obta in ing 
a so lu tion  in  th is  case.
In two chapters the re la t io n  between the continuous 
data problem and the d iscre te  data problem is  discussed.
The thesis also contains an appendix cons is ting  
o f re levant formulae and tab les . Numerical examples 
are given throughouti; The p r in t-o u ts  o f two computer 
programmes are also included.
4A sub s ta n tia l p a rt o f th is  thesis consists 
o f resu lts  which the author believes to be new.
5"Orthodoxy should not put t ra d it io n  before in s p ira t io n , n
F-Y.Edgeworth,
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7P re fa to ry  Note to Second E d it io n ,
The thesis in  i t s  present form represents a 
subs tan tia l m od ifica tion  to the thesis as o r ig in a lly  
subm itted, p a r t ic u la r ly  in  respect o f the d iscre te  
data problem. Certa in aspects o f the o r ig in a l 
version have been fu r th e r  developed where i t  appeared 
th a t f r u i t f u l  re su lts  would be obtained. Moreover, 
fresh  re su lts  o f the author and others, which were 
not ava ilab le  when the o r ig in a l version was prepared, 
are now included. A fu r th e r , more comprehensive, 
numerical example is  given to i l lu s t r a te  the so lu tio n  
o f the d iscre te  data problem.
P oD.Burgoyne.
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Chapter I .
Introdue t io n .
In place o f determining a polynomial approximation 
y (x ) , o f degree n to a ce rta in  func tion  f ( x )  , 
by re q u iring  th a t the values o f y (x ) a t a set 
o f n + 1 points, should agree w ith  known exact 
o r approximate values o f f ( x )  at these po in ts , 
i t  is  o ften preferable to require tha t y (x ) and 
f ( x )  agree as w e ll as possible ( in  some sense) 
over a domain I) o f g rea te r extent * This domain 
may be taken as a continuous in te rv a l,  when f ( x )  
is  spec ified  a n a ly t ic a lly , or as a se t, say, o f 
m + 1 p o in ts , where m exceeds n .
When the ava ilab le  data in  D are approximate
1 2
and o f equal r e l ia b i l i t y ,  i t  ie  frequen tly  assumed 
th a t the "best approximation" over D is  tha t one 
fo r  which the aggregate ( in te g ra l or sum) o f the 
squared e rro r in  D is  le a s t. This postu late 
is  o ften known as Legendre's p r in c ip le  o f leas t 
squares. The c a lc u la tio n  req ired to obta in  such 
an approximation is  u su a lly  qu ite  s tra ig h tfo rw a rd .
I f ,  on the other hand, the ava ilab le  data in  
D are exact, the approximation frequen tly  desired 
is  tha t one fo r  which the maximum absolute e rro r 
in  D is  le a s t. This method is  usua lly  associated 
w ith  the name o f Chebyshev. This type o f approximation 
is  normally considerably more d i f f i c u l t  to obtain 
than the corresponding le a s t squares approximation 
on account o f the laborious nature o f the ca lcu la tio n  
invo lved. There are, however, several ways in  
which the problem may be solved in  good approximation.
A th ird  approach, suggested by Edgeworth 1 
in  1887f is  to f in d  the approximation fo r  which 
the aggregate o f the absolute e r fb r  in  D is  le a s t.
So fa r  as the author is  aware, th is  approach has
1 3
never been in  common use. Probably the reason 
fo r  th is  is  th a t the method is  the most d i f f i c u l t  
o f the three to deal w ith  mathem atically; moreover 
the data in  D are usua lly  known to be e ith e r exact 
o r o f equal r e l ia b i l i t y  in  v/hioh case one o f the 
other two methods mentioned above might be used.
However, Edgeworth <2 proves tha t in  ce rta in  circumstances 
h is  method is  superio r to the leas t squares method 
when the data are known only approximately. Frequently 
i t  y ie lds  an approximation which gives a more adequate 
p ic tu re  o f the func tion  than the leas t squares method 
since large devia tions are not given undue prominence. 
Thus not only is  a sim pler concept invo lved, but 
the method has a re a l p ra c tic a l advantage.
In  the ensuing chapters we s h a ll consider polynomial 
approximation by Edgeworth*s method, dealing f i r s t l y  
w ith  the case where D is  a continuous in te rv a l,  
then going on to d iscre te  data.
Chapter I I  contains a summary o f known in form ation  
about Ghebyshev polynomials o f the second k ind ,
Ur (x) , which w i l l  be found to p lay an important
1 4
p a rt in  th is  method in  cases where D is  a continuous 
in te rv a l,  and in  Chapter I I I  we consider the expansion 
o f functions in  series o f these polynom ials. In 
Chapter IV we consider the minimal property o f these 
polynomials which makes them indispensable to our 
topic.. ' In  Chapter..;? we loork/at the general problem 
o f Edgeworth polynomial approximation over a continuous 
in te rv a l,  while in  the fo llo w in g  two chapters we 
examine ways in  which the problem may be solved 
approxim ately.
In  Chapter V I I I  we describe Edgeworth’ s o r ig in a l 
method which is  applicable in  cases where D is  
a d iscre te  se t. In  +he fo llo w in g  chapter we describe 
developments o f th is  o r ig in a l method. In  Chapter 
X we discuss ite ra t iv e  approaches to the d iscre te  
data problem, while in  Chapter XI we deal w ith  the 
p o s s ib i l i ty  o f reducing a d iscre te  data problem 
to a continuous data one.
A fte r a concluding chapter we give in  an appendix 
formulae and tab les re levan t to the various methods.
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Except where otherwise ind ica ted , the resu lts  
o f th is  thesis are believed to be new.
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Chapter I I «,
Chebyshev Polynomials o f the Second K ind.
In  th is  chapter we summarize some known resu lts
in vo lv in g  Chebyshev polynomials o f the seoond k ind,
U (x) . We s h a ll f in d  these resu lts  o f use in  
r
the development o f our theory in  ensuing chapters.
I f  Tr (x ) denotes the usual Chebyshev polynomial 
o f degree r  , so th a t
T (x) = eos(r arccos x ) ,
T
we define 13^(x ) by the re la t io n
q io  th a t ^ r (x ) a polynomial o f degree r  w ith
1 7
, r  r
s in /(r+ l)a rc c o s  X\
l e a d i n g  t e r m  2 x  , e x p r e s s i b l e  i n  t h e  f o r m
U (x) = r v ' sin(arecos x
)
sin^(r+1)arceos x j 
( 1-x2 t
I t  is  not d i f f i c u l t  to prove th a t 3.
U (x) = s .
r  ( 2 r+ l) ! ( l - x  )s dx
I t  is  fu r th e r  shown th a t the polynomials U ^ x )
are orthogonal imder in te g ra tio n  over (-1 ,1 ) re la t iv e
2  ~to the weighting fu n c tio n  ( l - x  )s , in  fa c t th a t
}  o  A  (  0 r  !  s
) U - x  )3Ur (x)UK(x)dx = ( |  r  = 8 .
Moreover the c o e ffic ie n ts  in  the approximation
f ( x )  = y (x )
= 7~ a U (x) 
r~0
over (-1 ,1 ) 9 are given by
1
ar  = "  ) ( l - x 2)s'f(x )U r (x)dx 
" - 1
(  2  ) 2  
w h e n  we r e q u i r e  t o  m i n i m i z e  ^ ( l ~ x  ) ^ f ( x ) - y ( x )  ^ d x  *
- 1
To generate the polynomials ^ ( x )  i t  is  probably 
simplest to use the recurrence re la tio n
1 8
1
U (* )  = 2xUr (x) -  t y t y x )  ,
(which is  t r i v i a l l y  established i f  we put
x = cos ©
when
u (V) = s in (r+ l)&  x 
r '  s in  ©
together w ith
U0(x) = 1
and
U^(x) = 2x
We thus obtain w ithout d i f f ic u l t y
U2(x) = 4x2 -  1 9
T J j ( x )  -  8 x 9 -  4 x  ,
1 9
TJ. ( x )  = 1 6 x 4 -  1 2 x 2 + 1
Uri(x) = 32x 3 -  32x3 + 6x
Ug(x) = 64x6 -  80x4 + 24x2 -  1 ,
e tc . .  We may make the fo llow ing  observations about 
the polynomials:
( i )  U ^ x )  even i f  r  is  even and is
odd i f  r  is  odd
and the remaining terms a lte rna te  in  s ign , ending
and zero i f  r  is  odd.
Many re su lts  re la t in g  to these polynomials 
may be obtained from the theory o f Jacobi polynomials 
4, since the la t te r  includes Ghebyshev polynomials 
o f the second kind as a specia l ease.
( i i )  u^ (x ) is  o f the form
w ith  a constant term o f ( - l )r ^  i f  r  is  even
2 0
Chapter I I I .
The Expansion o f Functions in  Series o f Chebyshev 
Polynomials o f the Second K ind*
In  th is  chapter we consider the expansion o f 
functions in  series o f Chebyshev polynomials o f 
the second k ind . This w i l l  be o f use in  Chapter 
V I I  where Edgeworth economization and re la ted  topics 
are discussed.
From the re su lts  o f the previous chapter we 
see th a t i f  f ( x )  is  continuous and o f bounded 
v a r ia t io n  over (-1 ,1 ) , then*
* The possession o f a Maclaurin series is  a s u f f ic ie n t ,  
but not a necessary, cond ition  fo r  a func tion  to 
be expansible in  a series o f Chebyshev polynomials 
o f the second kinds th is  is  i l lu s tra te d  by (5) below.
2 1
° L
£ ( x ) = 3 L  a ~ o A x )  ( 1 )
.  n  r  rr=0
over ( “ 1,1) , where 
1
ar  = “  ] ( l - x 2 / f ( x ) U r (x)dx 
" _ 1
TT
2  (= — \f(oos 0 )s in ( r+ l )0 s in  0 d0
it )
0
I f IT
n (  i  /
= 3  v f (cos 0)cos r0  d$ » -  \f(co s  0)cos(r+2)0 &0
n J i t  J
0 0
On the other hand, under the same hypothesis 2.,
i f  Tr (x) is  the usual Chebyshev polynomial o f
degree r  ,
o o
f ( x ) -  7 “  b  T (x) ( 2 )n r  r  
r = 0
over (-1 ,1 ) , where
1
fc -  i  ( f ( x )dx
0  " j  ( l ~ x 2 ) s
1  (~ Z ?f(eos 0)d0 , 
if  )
and
2 2
i i
2  (— \f(cos  ©)cos r© d© . 
IF '
0
T h i s  m e a n s  t h a t .
a 0  =  b 0  “  G )
and
ar  = i b r  -  i b r+2 . ( 4 )
Expressed d if fe re n t ly ,  th is  becomes
T 0  =  U 0  ’
and
T n a iU  - -  iU  . .r + 1  y r + 1  r —1
Thus from any T^ expansion (2) we can derive the
corresponding Ur  expansion (1 ). This is  p a r t ic u la r ly
convenient since T^ expansions are frequen tly  
tabulated fo r  approximations, in  d ig i ta l  computers: 
see, fo r  example, 5+ We give below some T^ expansions 
and the corresponding Ur  expansions over (-1 ,1 ) , 
the la t te r  being derived from the former.
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We s ta r t  w ith  the fund ament a l expansions 
1  =  T
0
ro
=  Ur a  ,
x  =  I
1  U
2  U 1  »
x2 = | (T 0 + T2 )
=  | ( u 0  +  u 2 ) ,
x3 = | ( 3T l + T3)
= 1 ( 2^  + U? ) , 
x4 = | ( 3T0 + 4T2 + 1'4 )
= i |<  2U0 + 3U2 + U4) ,
X 5 =  j l d O T ^  +  5 1 ,  +  T 5 )
= 37( 5%  + 4U, + U5) , 
x6 = ~ ( 10T0 + 15T2 + 614 + Tg) 
= 6?(5Uq + 9U2 + 5U + U6) .
2 4
From these we may derive other expansions,
e .g.
x . ,  , 1 2  1 3  1 4  1 5e = 1 + x + ? x + j x +  x + ^  x
-  S i  5 ; +  m . g> +  12. j  +  _ i  ip +  _ i „  J  +  ™ J L j p
64- 0 192 1  + 48 2 384 3 192 4 1920 5
-  217 TT 139 T, 17 TT 7 TT 1 TT _ i.T r
-  192 U0 + 256 1  128 2 + 320 3 + 384 4 3840 5
We also have the fo llo w in g  re la tio n s :
-  i <  1 t 2 + . . . +  — j  ,
whence
M - f t y *  _  8  (  1  J  _  _ 1  TT -  _  1  TT _  )
~ , ( 3 n0 15 U2 ••• (4 r2.'1 )(2 l+3) U2r
the corresponding Maclaurin series being 
/-> . 2 \ i  1 _2 (2 r ) l _2r
(  1 —X  )  — 1 g X  — • • • — p X — o o o  ?
2 ( 2 r - l ) ( r l )
arcsin x = — / T-, + J L  -  T + ••• \ ,
. TT ( 1  9 3 (2 r+ l) 21+1 }
whence
16 ( 1 „  2 (r+1 ) „  . )arcsin x  = / rr U.  + "oor- IX„ + . • . + 1 — pr .  *f. . . ,
» ( 9 1 225 3 (2 r+ l)  (2r+3) 2r+1 1
the corresponding Maclaurin series being
1 3  (2 r)! 2 r+ la r c  s i n  x  =  x  +  t * x  +  • • . +      . x  + .  • • «
6  2 ( 2 r + l ) ( r ! )
arcoos x = f  L  -  ~ ] I ,  + t  I .  + . . .+  - — —— 77 T0 , + .
"if ( 1  9  3  ( 2 r + l )  2 r + 1
w h e n c e
a r c c o s  x  =  « J  -  “ ^ U n +  pJ tt+ ; + - - -  +  ------------------------  , +
2 0  , ( 9 1  2 2 5  3  ( 2 r + l )  ( 2 r + 3 )  2 r + 1
the corresponding Maclaurin series being
a r c c o s  x  =  #  — x  -  —+— — -  ' x ^ r + A
2 6 2 (2 r+ l) ( r !  )
JL 
^  2  4 (
a r c t a n  x  =  — T ~  \  a r c t a n ( c o s  0 )  c o s ( 2 r + l ) 0  d© T 0 n
IT “ n J 2 r + l
0
=  0 . 8 2 8 4 3  T - l “  0 . 0 4 7 3 8  +  0 . 0 0 4 8 8  T 5
whence
3 1
2
4  - t o  (arctan x = — ) sarctan(oos0)sin(2r+2)0sin0d@ '0"
»r r = = 0 J L r + l
~  0 . 4 3 7 9 0  -  0 . 0 2 6 1 3  U j  +  0 . 0 0 2 7 4  U 5
the corresponding Maclaurin series being
1  "*5 X1 1  2. iM* 1arctan x = x -  ^  x +. . *+ (-1 ) jj^ r+ lT  x + • • • I
2 6
= 1 * 1 3 3 6 5  -  0 . 1 3 8 0 7  + 0 . 0 0 4 4 9  T
whence
s m
AL
2
_  A . SSL* (  „
= — ) \sin(^cos@ )sin(2r +2 )©sin©d© U0 , ^ it Er+i
u0
= 0.63586 U, -  0.07128 U* + 0.00228 Uc 
± 3 5
the corresponding Maclaurin series being
3 2r+ l
s in  ^ x  -  -fe — ?p-x3 •+.*.+ (—1 )r —--a—   x2r+1 + *.
2 2 4 8  22r+1(2 r+ l) !
AL
2
— o  (  *=cos ^x ~ 3  j coa(^ cos ©) d© TQ
0
JL
2
£  CD /
+ ft ) v cos(+L ooa 9 ) 0OS 2r© d© Tq 
" r = l '  *
= 0.47200T0 “ 0.49940T2 +0.027991^ -0* 000600? g +
whence
cos 5x = 1 n  \ cos(^cos©)sin(2r+l)©sin©d© U9
^  ii - « _ r v
j i
2
o o  /
r = 0
0
= 0.72170Uq ~0*26370U2 +0.01430I}'4 -0.00030Ug + . . .  ,
the corresponding Maclaurin series being
2 9 2r  p
cos fe  -  1  ~ o' x + •••+  ( - 1 )T°* ~ % v x  r  + .*•  ;2 8 2 (2r ) 1
= Oi 37645T0 +0.34315T1 -0.029441'2 +0.00337T-
•0.000431+ +0.00006T,- -0.00001Tr +. 4 5 b
wnence
o o (
r= °0
log (|- + tjO -  “  H  j log(j+2~§.)sin(r+ l)© sin© d©
0*0  9
= 0.39H7U0 +0.16989li1 -0 .01450b2 +0.00166b^
-0.00021b' +0.0000214- -O.OOOOObV + . . .  ,4 5 6
the corresponding Maolaurin series being 
, /3 X] n 3 1 1 2  1 3  f _ xr+1 1
l o g ( ^ + ^ )  =  l o g -  +  ^rX -  J q X  +  q Y x  — • • - + ( —1 )  +
3 r
The numerical c o e ffic ie n ts  fo r  the la s t fo u r approximations 
in  T and may be obtained by numerical in te g ra tio n .
* The somewhat unusual argument is  chosen since 
i t  seems preferable to consider log x over the 
range (1 ,2 ) •
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As an example o f a func tion  not possessing 
a. Maclaurin series we have 3?
thus
We note tha t in  each o f these examples the 
c o e ff ic ie n t o f Uq is  less than twice the corresponding 
c o e ff ic ie n t o f T^ ,■and the c o e ff ic ie n t o f Ur  
is  less than the corresponding c o e ff ic ie n t o f T^ , 
in  absolute va lu e . This fa c t w i l l  be considered 
la te r*  C learly i f  2 j b^l > jb2 j> • * • >j b2r j > * . * and
\ b 1 j >  | h ^ j >  • * . >  | ^ 2 r + l l  > * 4 * * w e  S e e  ±'r o m  ^ 5 )  a n d  
(4) th a t a^ is  o f the same sign as b^ , and
is  o f the same sign as br  , while ja^|<2 jb^(
13 expansions fo r  a wide class o f functions 
may be deduced from F ie lds and Wimp 6, a genera liza tion  
o f which has been given by Luke and Wimp 7» However 
th is  method is  so awkward to apply tha t i t  w i l l
m d  !a r M b r !  '
29
not be considered fu r th e r here. U expansions
r
may also be derived using the idea o f "basic se ries" 
which is  the sub ject of F ie lds and Wimp 8.
3 0
Chapter IV .
The Minimal Property o f Chebyshev Polynomials of
the Second K ind.
We now enunciate and o u tlin e  a proof o f a most
remarkable property o f the polynomials Ur (x) •
I f  sny n -th  degree polynomial w ith  leading
term 2nxn • other than U (x) * then ? n x '  9
1  1
! j ju * (x ) |d x >  ) JUn (x ) j dx -  2 .
- 1  - 1
The proof given here is  believed to be new. For
a proof based on a general re s u lt o f Markov see 
9 -
T h e  p r o o f  t h a t
3 1
) ! u n ( x ) | d x  =  2  
- 1
is  t r i v i a l ,  and we give th is  f i r s t s
31
1  2  
^U n (x )|d x  = 2 ^ js in (n + l)©jd@
1
)
*1 0
( £ ± 1 ) 5 .  
n+1 ; 2
2 7~~ \ |s in (n + l)© )d©
r =0 ;
n+1 2
a  1± j 7—=
JTQ1*
The proof o f the f i r s t  pa rt is  more complicated. 
n - 1
Let U (x) + 7~ a tJ (x) denote the general n -th  n r  r  °
r - 0 n ndegree polynomial w ith  leading term 2 x We
assume tha t fo r  d if fe re n t choices of the a
1  *1
■ (  n' U (x) + 7 a L ( x ) d x  has, a unique g loba l minimumn ' r  r
r - 0)
- 1
and no f in i t e  maximum. This assumption may be
ju s t i f ie d  by s im ila r  reasoning to tha t given by 
Jackson 10; a d ire c t proof o f the assumption is  
given in  1 1 .
W i t h  t h i s  a s s u m p t i o n  we h a v e  t o  f i n d  t h e  s o l u t i o n
32
o f  t h e  e q u a t i o n s
f r  ) ! Un (x) + L  ar Ur (x) dx = 0 * O )
1  1 n~l
s £ ' r-0
Let S denote the set o f those points w ith in  (-1 ,1 )
n ^ l
whieh are not zeros o f U + V a U (x) . Then
n  r  r
S d if fe rs  from (-1 ,1 ) by a set o f measure zero, 
and so (1) is  equivalent to
/
) | V x) + L  ar TIr (x ) jd x  = 0
s g • r=0
i . e .
) sign [ Un(x ) + ] f  ar Ur (x) j Us (x) dx = 0 (2)
S r “ °
whe re
/ n (1 f(x)>0
sign ) f ( x )  ( = (0 f(x )=0  9
v ' (-1  f  (x )< 0
since i f  f ( x )  does not vanish and f f (x ) ex is ts
the de riva tive  o f j f ( x ) j  is  s ig n ^ f ( x ) j f f (x) .
We may now transform  (2) in to  the form
(  (  Tr r „ \  , T ” 1  „  TT )sign J Un (x) + J 2  ar Ur (x) j Ufl(x) dx = 0 . ( 3 ) 
- 1  r “ °
Now
1
)Sign^Un (x) ]ug(x)dx = ^s ign [2~X£+|i® .)s in (s+1 )0(ie
0
33
 ^sign ^  s in  (n+1 )9 js in(s+ l)0d©
0  / r + 1 s
n+1 "
H  ( - l ) r  ( sin(s+l)©d©
r-0  '
(H fr } « i r + l i
-.g.-p (~ i) r [co S(s + i)e l n+1 " 
r r 0  * ( « £ - . ) «
' n + 1 ' 11
2 _ . ,s+ l NT}v^ / *, \ r  « ( (2 r+ l) (s+l)«??)
B ln ('v ' ( n U )   2)
^ s i n ( | ± i ) | ^ o B i n ( l ^ ^ + i + k ) s i n ( 2 r + i ) ^
* / S + 1 \ ^  /
l n 'n + l'2  /n+s+2^ (2r+l)(n+s+2 )-- — — j - .  £ o B l „ < _ _ ) ? o o o i
s im ila r  term
«  / 3  +  I  M7
• a m  ( — s - ) #  n ~------ n + L - 2 - -  T~( s i  n S ± ?  ! (+ + g  ±2_k _ s l n 2 r ( n ± s + 2 ^ )
2(s+i ) s ir l(H±a±2)| ^  (n+1) 2 ( n i l ) V
“  s im ila r  term
-sinC— ) !  ,  \
—     —77?— / sin(n+s+2)1? -  s in  0 ( -  s im ila r  term
2(8+1)Bin(S±£±£0| ( J
0 - 0
0 .
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a -  0r
s a t is f ie s  ( 3 ) and thus ( l ) ,  and so un (x ) 
polynomial o f degree n w ith  leading term 2nxn 
which gives the lea s t value when i t s  modulus is  
in tegra ted over ( - 1 , 1 ) .
This theorem means tha t in  the sense o f Edgeworth 
the best polynomial approximation o f degree less 
than n to an a rb itra ry  polynomial Pn(x ) w ith  
leading term x over ( - 1 , 1 ) is
y (x ) = pn (x) -  2~nun(x) ,
and the e rro r is  given by
1
() |p n(x) -  y ( x ) |dx = 21-n .
- 1
This re s u lt is  also proved in  12 *
The fo llo w in g  table is  given fo r  purposes o f 
comparison.
H e n c e
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n . The best polynomial approximation o f degree 
less than n to xn over (-1 ,1 ) in  the
sense o f:
Legendre, Chebyshev Edgeworth
0 0 0
1
3
x x
1
4
1 x
4 6  2  HyX
10 3 
9 X
2
35
_ 5
2 1
•x
fi 1 5 +  5 2 __5__
b  l l x  1 1  2 3 1
X
8
5 3 5Xm-sr S  «.  mmmiSm'Sr
4  1 6
2X4„ _9X2 _1
2 16 32
3 2
4
J .
16
x3 16=*x
5 4 3 2 1
4X ~ 8X + 64
I t  w i l l  be seen in  each instance th a t the absolute 
values o f corresponding c o e ffic ie n ts  are la rgest 
in  the Chebyshev ease and sm allest in  the Edgeworth 
case. This re s u lt may be e a s ily  proved fo r  a l l  
values o f n •
As a c o ro lla ry  i t  is  in te re s tin g  to note tha t 
i f  T (x ) is  the usual Chebyshev polynomial o f 
degree n , 2Tn(x) is  a polynomial o f degree
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n  w i t h  l e a d i n g  t e r m  2 x n  , a n d  f o r  n  = 2 , 3 , 4 , . . .
j , , 4(n cosec+j- -  1)
) |2Tn(x )j dx = — 2 -j  -  
• 1
( n  - 1 )  
=  -■  +  o ( l )  .
The proof is  as fo llow s %
1 7?
 ^j2T^(x)j dx = 2 ^joos n© jsin © d©
-1 0
—3L 2 j L
2n 2n
~ 2  ^ cos n© s in  0 d© 2  ^ cos n© s in  © d© + . . .
0  j l
j .  2 n  ^2n 2n
= ^ s in (n + l)0  -  s in (n - l)© jd 9  -  ^ |s in (n + l )© s in (n - l )© jd©
0
2n
+  * • o
_ j L  2 j L
rcos(n -l)©  cos (n+1 )©-,2n rcos(n -l)©  eos(n+l)6-i2n.
= L  ' ( n l  f  (n+1)  -b “  1- (n -1 ) (n+ l) ' '
2 x 1
1  1  . 2 s l n &  2 s i n 2 n  . 2 s i n l j  . 2 s i n &  ,
= 7 7 1 7  ■ 7 7 1 7  +  1 7 1 = 1 7  + " 7 1 1 7  + 1 7 1 7  + 1 7 1 7  +
= _ ~ 2 _  ( - l  + 2n s in ^J  t 2n s in |^  * * ° ^
(n - l )
p  •-= ( -2 + 2n co se c^  )
(n -1 )
w h i c h  i s  t h e  r e s u l t  g i v e n  a b o v e .
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Chapter V .
Approximation over a Continuous In te rv a l.
We now consider polynomial approximation by 
Edgeworth's method to a func tion  f ( x )  spec ified  
a n a ly t ic a lly  over a continuous in te rv a l.  I t  is  
shown in  11 th a t th is  is  a use fu l procedure i f  we 
desire to estimate !jf(x )dx  by in te g ra tin g  the 
approximation. Moreover, as previously mentioned, 
th is  procedure frequen tly  y ie ld s  an approximation 
which gives a more adequate p ic tu re  o f the function  
than the time-honoured least squares method. I t  
is  convenient to assume tha t the in te rv a l has been 
transformed in to  (-1 ,1 ) .
I f  we desire a polynomial o f degree n , say
3 8
y(x) = TZ arxr
r=0
/  j 11 f
we have to choose the a so th a t \w(x) I f  (x)-T~ a. xr | dx
- 1  r = 0  r  
is  minimized, where w(x) is  a non-negative weight
func tion  (o ften  id e n t ic a lly  u n ity ) ,  and th is  leads
to the equations
1
\w (x)1f (x ) -V  a xr  | dx = 0
1 T ^ O
i . e . ,  using the reasoning o f the previous chapter,
1
Nw(x)sign/f (x )-T ^  a xr \xsdx = 0 .
{ r=0 '
Ho simple d ire c t method o f so lu tio n  o f these equations
is  known to the autnor. One possible approach
is  to w rite  the equations in  the equivalent form
1  1n / / \ r+s / t \ \ s
" P  a  (  w l x j x   _  w j x J l i x j x . ,  ,
f a r  )  R  a x  “  )  R  a x
1  u  - 1  - 1
where B. , which is  assumed not to vanish, Is  defined 
by
n
E  =  S a + r  I
r = 0  r
An attempt may then be made to solve th e • equations 
in  th is  form by rep lac ing  in te g ra tio n  by numerical 
quadrature and applying an ite ra t iv e  process.
3 9
This is. c le a r ly  invo lved, and since the use o f numerical 
quadrature im plies tha t we are considering a d iscre te  
data problem ra th e r than a continuous data one we 
w i l l  defer examination o f th is  approach t i l l  Chapter 
X where we deal w ith  approximation over a d iscrete 
set o f points .
However, a technique fo r  obta in ing th is  type 
o f approximation does e x is t 13, but un fo rtuna te ly  
i t  is  ra the r d i f f i c u l t .  We are thus forced to 
the conclusion th a t i t  appears impossible to a rrive  
at a simple so lu tio n  o f the problem under consideration* 
On the other hand, in  the next two chapters we s h a ll 
investiga te  methods whereby the problem may be 
solved in  good approximation. From now 011 we s h a ll 
assume tha t w(x) is. id e n t ic a lly  un itys i t  is  
usua lly  f a i r ly  easy to modify the arguments in  the 
eases where th is  is  not so.
To motivate some remarks we consider the fo llo w ing  
s p e c ific  examples, which are o f a simple but i l lu s t r a t iv e  
nature. F ir s t ly  we desire to determine the constant
4 0
a such tha t ^ \ x4 -  a]dx is  a minimum
■1
1
C learly  a l ie s  between 0 and 1 , thus
 ^ |x4 -  ajdx = 2 x4 -  aIdx
a4 1
2 ^(a -  x4 )dx + 2 ^(x4 
0
5
16 4 o 2- ' p a  *. 2  a  +  p  o
y  ?
a4
For th is  to be a minimum we require
4a4 - 2 = 0
i  .e
1
16
Thus over (-1 ,1 )
x A16
w ith  an e rro r, in  the sense o f Edgeworth, o f
16 JL 
5 32
1  22  —i  +  —
16 5 0 = 375
a)dx
The corresponding Legendre and Chebyshev approximations
4 1
are
4 « 1x = — (Edgeworth e rro r appi’oximately 0.428)
and
i  (Edgeworth e rro r approximately 0.746)
respec tive ly . The methods o f Chapters VI and V II 
w i l l  be found.to give much b e tte r approximations 
than e ith e r the Legendre o r the Chebyshev methods.
Secondly we wish to f in d  the constants a
1
and b such th a t ^ ( l - x 2)e -  a -  h x c dx is  a
- 1
minimum. The algebraic so lu tion  o f th is  problem 
is  extremely laborious and w i l l  not be reproduced 
here . We are thus forced to seek approximate so lu tions 
and these are dea lt w ith  in  Chapters VI and V I I .
A wealth o f th e o re tic a l re su lts  which bear 
on the subject o f th is  chapter w i l l  be found in  
14.
4 2
Chapter V I .
Edgeworth In te rp o la t io n «
In  th is  chapter we consider the polynomial
in te rp o la tio n  formula based on co llo ca tio n  at the
zeros o f U (x) . I t  is  shown in  11 tha t th is  n+1 —
often resu lts  in  true Edgeworth approximations 
tha t i t  does not always do so is  ind ica ted by the 
f i r s t  example considered below.
Since any polyncmial o f degree n. can be expressed 
as a lin e a r  combination o f Uq(x ), U^(x ), . . .  , un(x) 5 
i t  is  convenient to express the polynomial y (x ) 
which agrees w ith  f ( x )  when
X = x Q> x 1? . . .  , x n  ,
43
where x is  the r - th  zero o f U -,(x) , in  such r  n+1
a form, and so to w rite
n
f d )  =  H  a  U + x )  +  E ,
r = 0  1  r
where E is  an e rro r term which may be expressed 
in  the usual Eagrangian form as
1 belonging to (-1 ,1 ) provided tha t x does.
over (-1 ,1 ) .)  The are to be determined
in  such a way tha t the re s u lt o f suppressing the 
e rro r term is  co rrec t when
(x~x0)(x~x1) . .  . ( x - x / / 111-1^ /
2 n + 1 ( n + l ) !
1
X  f t  X q ,  x ^ ,
where arocos xr is  the r - th  zero o f
(since
x • e »
To d e t e r m i n e  t h e  we m ay  p r o c e e d  a s  f o l l o w s
The requirement tha t
f ( x )  = T “ a U (x)
r=0 r  r
over (-1 ,1 ) becomes
n
^'(®) = .L. a s in ( r+ l)0  
r=0 r
over (0 ,7f) , w ith  the abbreviation
F(©) -  f(cos ©) s in  ©
The a^ are now to be determined in  such a way 
tha t
n
P(ej =  U  a B i n ( r + l ) e  
r = 0  r  8
where
© -  arccos xs s
_  ( § ± i ) _
“  n + 2  11
This is  a w e ll known Fourie r sine series problem 
15 and the so lu tio n  appears as
4-5
x * e «
n2 ky—’ ri ( /S+1 \ )Tr ( / 8 +1 \ ) , 2 /S+ l\ ri
X7TTF I I f (OOB< 5 + 2 M M OOB(5 T ? M B:Ln (S 1 )xr •*ar  v . .  . -  , s=0
The e rro r, in  the sense o f Edgeworth, o f th is  
method o f approximation is. given by
j ! V i M f<n+1)<si> K  •
This means tha t in  those oases where f^ nvd^(x) 
is  constant over (-1 ,1 ) , th is  method gives true 
Edgeworth approximation. Although th is  conclusion 
does not autom atica lly  fo llo w  i f  f^ n+1^(x) is  
not constant over (-1 ,1 ) , yet at least the method 
may be expected in  these cases to give re su lts  close 
to those o f the true Edgeworth method 16 * We notice 
in  passing tha t the e rro r may be w ritte n  as
) |Un+E L |  \ f (n + l) (21 )|dx =
2n+1(n + l)!
1 _______
j_7  ^ I
1
| f (n+1)( + ) j  } .  . | f (n+1)(X  )1
.    Mu ( x ) j d x =  tj-----—
2 (n+1)! 1 2 (n+1)!
* In  a re la ted  procedure Rice 11 takes
1
ar  = s )£(x)sig.n[ur (x) jdx 
- 1
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whereas the e rro r o f using the truncated Maclaurin 
series of f ( x )  ( i f  i t  e x is ts ) as the polynomial 
approximation would he
- 1
2 | f ( n + 1 ) ( ^  ) |
= —— -(n ^ 'y r ' '■ 5
where 1^, a l l  belong to (-1 ,1 ) .
Thus the e rro r o f the Maclaurin series method may
2 n + l
be expected to be about Eimes as large as
tha t o f the Edgeworth in te rp o la tio n  method. On 
the other hand, we see from the c o ro lla ry  to Chapter 
XV th a t the e rro r o f using an in te rp o la tio n  method 
based on the zeros o f would be about
— times as large as. th a t o f the Edgeworth in te rp o la tio n
Tt
method provided th a t n is  s u f f ic ie n t ly  la rge .
For the f i r s t  example considered in  Chapter 
V th is  method gives
x^ = 0 (Edgeworth e rro r 0.400) .
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For the second example the approximation is
( l - x 2?  = i-(2 + 2®)U0 -  i( 2  -  2®)U2
= 0.85355 U0 -  0.14645 Ug
= 1 -  (2 -  2® )x2
= 1.00000 -  0.58579 ,*
Using th is  method we obtain the fo llo w ing  s ix th  
degree approximations:
3
(i-x2) a ( i + r  + .(jl. t x  (z + i i 2 ) u 
'  (  4  8  +  +  1 6  )  u 0
o
1 2s
J  +“1
i
1 2%
'4 + 8
+  +  -  .  2 -  2 + ®  2 ^ ( 2 +  2 ® ? )  L,
1 6  )
* In  these and other cases where f ( x )  is  e ith e r 
even or odd, so tha t
an+ l = 0 ’
the true Edgeworth approximation may be obtained 
by co llo ca tio n  at the zeros o f U Q(x) . 'This 
gives n+2
.4 • 1
x ~ 16 9 
as in  the la s t chapter, and
( l - x 2?  = p j(50  + 10 5^?U 0 -  J~(25 -  10 5* / u 2 
= 0.85065 U0 -  0.16246 U2
= > ( 5 0  + 10 5^)® + (25 -  10 5“ ? ]  -  |(25  -  10 5®?x2 
= 1 .0 1 3 1 1  -  0.64984 x2 .
arcsin
arccos
1 I I  1 ±
2
+ e ( 2 + 2 s ) s  , ( 2 - 2 ? ) ® ) - .— g——— arc t  an^— -g-—  ^U ^
-  0.43789 U, -  0.02612 n + 0.00268 Ur 
1 3  5
.1 ~  1 1  1 1
^-2S arctan|“ + (-1+2S )(2-2s )y arc ta n -2™
+ ( l + 2 s  ) ( 2 + 2 ^ ~ ) ^ a r c t a n - ^ ™ — j x
x. x  x( x  p3 i i i  ( 0 , 0 s
+  ^ 8 2s a r c t a n 2 + ( 2 - 4  2 s  ) ( 2 - 2 e ) s a r o t a n ^ - ^ ™ - ^  
+ ( - 2 - 4  2 2 ) (2+2®  )s a r c t a n ^ ™ - - ^  ^x 3 
+ ^ - 8  2s a r c  t a n  | -  + 4  2 ® ( 2 - 2 s ) s a r c t a n - ^ i ™ J . "
i  ii  i  i  ( O OS \3 T C
+4 2e (2+2s )sarotan-i-— -+  jx^
= 0.99643 x -  0.29515 x3 + 0.08613 x 5
1 "Z(Edgeworth e rro r less than = 2 . 2  10" ) ?
1 1  a  1 *  1  j
. (2® -  2s 2?  ( 2-2^ )s‘ ~(2+2s )® x  S £ c H w i l  £ ,  cj-i Y s J i l x x s J -s i n ^ x  =  ^ s i n ^ *  ^  s j _ n _ „ ™ „
+is x u  
8  2  2 ,  )  U 1
= 0 .6 3 5 8 6  -  0 .0 7 1 2 8  U + 0 .0 0 2 2 8
X  3. 1
1 o3 Jl A  X  ( o . o S  \3
•2 8 s i n |  |  +  ( - 1 + 2 ® ) ( 2 - 2 ® ) s s
:i x
X  X X  ( o o« \s \
+  ( l + 2 s ) ( 2 + 2 ®  )s s ± n A ~ - 4 — 1  I x
AoS
2 2 )' 
1 1 1 X  X   Q t j  i .  x , ( O ■ o 3  \  3
8  2 s s i n | -  ~  +  ( 2 - 4  2 8  ) ( 2 - 2 3  ) s s l n | ' ~  ^  +
.1 .1 X  X
+ ( - 2 - 4  2Tr ) (2+2® P s i n A f e - ' - f  A 3
X  X XX  m p S  j l .  A  A  / p i  p a  j S
• 8  2 ® s i n ^ -  ^  +  4  2 s ( 2 - 2 ® ) e s i n | p ---------— ~2 2 
i i i A  A
+  4  2 s ( 2 + 2 8 )s s i n 5 ^ - | ^ — l x ^■2 2 )'
=  1 . 5 7 0 5 0  x  -  0 . 6 4 3 1 4  x 3  +  0 . 0 7 2 8 8  x 5
7
( E d g e w o r t h  e r r o r  l e s s  t h a n  ; p ^ i 7 6 8 0  =  7 * 3  1 0  ) ,
. ( 1  1  
2 -  "  ( 4  +  4 l
( 2 + 2 ®  )-  2 s ( 2 - 2 ®  )~s  c o s ^ x  =  ) t  +  T C O S | -  2‘ C O S ^  2
A  A  A  A
;+ .2 )s ^ (  2 - 2  ) P  
8  2 2 ) U 0
X  A
( “ 4  p o u a f  |  + § C O S | -
( 1  1 +  / ~ T + T C O S
o ^ £  2 I  ! 2 ~ 2 * ) ® )  
- c o s f 1  —8 2 ) U 2
=  0 . 7 2 1 7 0 U 0  - 0 . 2 6 - 3 7 0 U 2  + 0 . 0 1 4 3 0 U 4  - O . O O O ^ O U g
+
+
Xn2—  P y
■ 1 0  - 2 c o s ^  ^  +  ( 6 - 4  2 s  ) c o S '
,(2 + 2 i ) l
2
X .1
~~ ■*=• ( 2 — -2s J ^  J 2
+  ( 6 + 4  2 s ) c o s ^ ” — y *—  jX
i i s_  pS  J - f  2- f -2s  V
2 4  + 1 6 c o s ^  7f  + ( —2 0 + 1 2  2 e  ) c  o  s -
JL „ /  p ^ P ^  Is J A
+  ( - 2 0 - 1 2  2 s ) c o s ^ — -  jx
JL X  A  
( 2 + 2 s )s—  ps JL•16 - 1 6 c o s ^  + ( 1 6 - 8  2 e ) c o s 2 2
i. i.
i  —( P —P s  I s  ) fi
+  ( 1 6 + 8  2 s )oos||*— 77- ^  )x  
= 1 .0 0 0 0 0  - 1 .2 3 3 6 3 X 2 + 0 .2 5 2 9 8 X 4 - 0 . 0 1 9 3 7 x 6
_7 _c
( E d g e w o r t h  e r r o r  l e s s  t h a n  4^28^76130 ~ 7*3  10  ) ,
i i
, 3  X n  .  (  ( 2 - 2 s  ) , ,  /3 ( 2 + 2 ^  ) s   ^ . l n _ / 3 . 2%
l o g  ( 7 7 + 7 7 ) =  ^ - - ^ ~ l o g ( ^ ~ — ^— - ) + g ’l o g ( 2 + ^  )
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1 1 1  1
2 1 ( 2 + 2 ®  ) %  ( 2 - 2 ^  )® x
 j g   l o g  ( 2 + * — 7 —  )
2® ( 2 + 2 ® ) +  /  3 ( 2 - 2 ® ) +  2 +  _.,3 2 +  
 1 6   ------ 4  } ~  8  1 0 « < P 4  5
i i
/3 ( 2 + 2 ® ) ' + )  l o g ( 2 - i £ ± £ _ 2 ,  W c .
x l n / 3  2 ® x  2®
) +  p l o g ( | - + ^  ) 3 ( 2 - 2 + ®^  n ( J  \ ' J \  I g l o g ( p — jr-- )
It
4 " a 2  ~  1 6 " ® ' 2 “  4   ^ +  8 l o e ^ 2 ~ 4  ^
1 T l o g ( | - l 2 ± ^ l + ) TT
l o g ( | + i 2 ±  _ l 2 ± p . t l o g ( | + ( 2 ^ ? +
1 1.
( 8  "  B V 2' 4
+j2±gi+lop.( X L x ilT
8 '  4
±
8 l U3
| l o g (
.<-3 2 s
2  4
J ± W ( 2  (2+2®' f  , )+ 1 fibOgC A ) \' 1 6
i
2
(2®* ( 2 - 2 ^ ) ® - .  /3 ( 2 + 2 * ) ® "  x 2 ® L  ,3 21!
(  1 6  l o e ( 2 +  4   ^ “  8  l o e < 2 + 4  )
2 ® ( 2 + 2 ' ® ' ) ® ' ,  ,  3  ( 2 - 2 + ++ _ v _ _ ----------  l o g ( p - s----- j - L )
) U 4
1 1 1 
2 ® ( 2 + 2 ®  )®
X  A
_ /3 ( 2 - 2 ®  )~ N /5 2~ \
1 5  ^ 2  4  )  +  8  ^ 2 ~ 4
A
2 s 3
i i
2® ( 2 - 2 ® ' ) ®  ( 3 ( 2 + 2 ® ) ® > r  
’“ T T  l o g (  p — r
( 2 + 2 ®')'-  - 3  ( 2 —2 *  )®% 1 ,  3
+  ~ ] ~ 5 — l o g ( | +  t — -  ) - j l o g g -
1 1 1  1
( 2 + 2 f j L  ,3 ( 2 - 2 ® ) ® s  l n ,3 2 s ,
1 6  ' l o S 0  4  I 8  e ^ 2  4  ^
£2j^ 2*Lll0 C2_JL2+2*Jl*) )y 
1 6  1 0 S V 2  4  ' )  6
0 . 3 9 H 7 U 0  + 0 . 1 6 9 8 9 1 1  - 0 . 0 1 4 5 0 U 2  + 0 . 0 0 1 6 6 U ,
• 0 . 0 0 0 2 1 U .  + 0 . 0 0 0 0 2 1 . c - 0 . 0 0 0 0 0 1 +  4 5 6
=  l o g | -
l l l  .1 X  X  A
j ( - i ^ ) ( 2 - g r )» l o g ( | ^ ± p . , ) - | 8 i 0 g ( | + | s )
(gt2t.>loe(24^E*)
.1 l ,  j l  i  JL JL
( - 1 - 2 ® ) ( 2 + 2 ® ) *
1 1
5 +
4
i  i
3 ( 2 - 2 ® )®
2 4
1  1
( 2 + 2 ® )®
2 &  v 2 4
4  ; )
X
l 1 X
+ [ ( 3 - 2  2® ) l o g ( | + ^ ± | _ _ 1  ) „ i 0 g ( 2 + | .  )
,  . 3
2 4
1  1
U 2 -- 2 ® )®2 + —
4
1  1
?  , ( 2 -- 2 s  ) 8
1  -7 /  p  p S  73  ■z p S
+  ( 3 + 2  2 ® ) l o g ( + - - L p - J - ) - l o g ( f - j  )
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i i
/  JL JL JL •Z (  O I pS JL 7  pS
+  [ ( 1 - 2  2 s  ) ( 2 - 2 ® ) s l o g ( \ + S j X  ) + 4  2 s l o g ( | + |  )
i - . i .  3  ( 2 - 2 ® ) ®
+  ( - 1 - 2  2 s  ) ( 2 + 2 ® ) s l o g ( | + i = — - Z .  )
JL JL - i-
JL 3. 3. <z / O  O 2  i .  0Z p 2
+ ( 1 + 2  2 s ) ( 2 + 2 s ) s l o g ( | - ! = - | - A )  - 4  2 3 l o g ( f - ^  )
+  ( - 1 + 2  2 i ) ( 2 - 2 l ) i l o g ( | - ^ + | l I S ) ) X 5
+  [ ( - 1 0 + 6  2 * ) l o g ( | + L + ! l T  ) + 8 1 o g ( | + | S )
JL JL
+ ( - 1 0 - 6  2 s  ) l o g ( | + U r ?  ) '  )  + 2 4 i o g j
+  ( - 1 0 - 6  2 * ) l o g ( | - i ^ l 2 l ) ' 3 ) + 8 1 o g ( | _ | S )
+  ( - 1 0 + 6  2 *  ) l o g ( i S p 8  )  ) x 4
+ ( 2 2* ( 2 - 2* ) * l o g ( | + i S ± | l T  ) -.4 2U o g ( | + | S ) 
3- JL i .  *z /  o  o ®
+ 2  2 s  ( 2 + 2 g ) 8 l o g (  )
4
i i
.3. 3. 3. i
- 2  2 s ( 2 + 2 3 ) s l o g ( t | —  ^ —  ) + 4  2 s l o g ( | - |  )
- 2  2 ®"( 2 - 2 ® " / l o g ( | - i S ± | l l S ) ) x 5
+  [ ( 8 - 4  2 8  ) l o g ( | + - ^ t | _ J .  )  _ 8 1 o g ( | + |  )
+  ( 8 + 4  2 s  ) l o g ( | + L = | _ i  )  - 1 6 1 o g |
l i  Xo£T TS
+  ( 8 + 4  2 ® ) l o g ( | - i ^ | - F  ) - 8 l o g ( - ! ■ - '  ) 
+  ( 8 - 4  2 s  ) l o g ( | E - ^ | " J  ) j x 6
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0-40546 +0.33330X -0 .0 5 5 5 4 x 2 +C.01247x5
■ 0 .00313X 4 + 0 .0 0 0 7 7 x 5 ~ 0 .0 0 0 2 0 x 6
( E d g e w o r t h  e r r o r  l e s s  t h a n  = 1 . 7  1 0 * ” ^ )
T o  e v a l u a t e  a n  e x p r e s s i o n  o f  t h e  f o r m
n
y ( x )  =  ) a  U  ( x )  
r = 0  2  1
i t  i s  n o t  s t r i c t l y  n e c e s s a r y  t o  e x p r e s s  t h e  U r ( x )  
i n  t e r m s  o f  p o w e r s  o f  x  a s  h a s  b e e n  d o n e  i n  t h e  
a b o v e  e x a m p l e s *  A n  a l t e r n a t i v e  p r o c e d u r e  i s  t o  
d e f i n e
c  =  a
, n  n
c  =  2 x c  +  a  t  - 
n - 1  n  n - 1  9
c  0  =  2 x c  _ -  c  + a  0 , 
n - 2  n - 1  n  n ~ 2  9
c 0  -  2 x c 1  c 2  +  a Q ,
t h e n  u s i n g  t h e  r e c u r r e n c e  r e l a t i o n  f o r  tJr ( x ) g i v e n  
i n  C h a p t e r  I I  w e  f i n d  t h a t
T ~  a  U  ( x )  =  c n  ®
™ 0  3? r v 0  ,
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r e s u l t i n g  f r o m  a  r o u n d i n g  e r r o r  e r  i n  •
I f  w e  c o n s i d e r  t h e  p r o p o g a t i o n  o f  e ^  i n  a ^  i n t o
e  i n  w e  h a v e
s  s
We can e a s i l y  d e te rm in e  th e  Edgeworth e r r o r
e s  =  0
i f  s  e x c e e d s  r  ,  i n  p a r t i c u l a r
e r + l  =  0  ’
a n d
e  -  2 x e  t  -  e  0  
s  s + 1  s + 2
i f  s  i s  l e s s  t h a n  r  .  B y  s a t i s f y i n g  t h e  i n i t i a l  
c o n d i t i o n s  t h e  s o l u t i o n  o f  t h i s  d i f f e i ^ e n c e  e q u a t i o n  
i s -
e M =  U  ( x ) e  j 
s  r - s  r  ?
a n d  s o
e  -  U  ( x ) e  
0  s '  '  r
T h i s  s h o w s  t h a t  t h e  E d g e w o r t h  e r r o r  i n  O q  , i . e .  
i n  y ( x )  «, i s  2 j e  I , a s  i s  o t h e r w i s e  e v i d e n t  f r o mr '
th e  f a c t  t h a t
5 8
y ( x )  -  | y ( x )  -  e r l rr ( x ) j  = 2 | e r j
T h u s  t h e  E d g e w o r t h  e r r o r  r e s u l t i n g  f r o m  r o u n d i n g
e  r  r o  r  s  e  ^ « e  » «<».  , e  m  a  _ , a _  « » «%> 9 a
0 5 1 ? ? n  0  1  ’ n1!
«p=*n=» |  .
d o e s  n o t  e x c e e d  2 J _ .  ( e  | •
r = 0  r
B e f o r e  l e a v i n g  t h i s  t o p i c  w e  n o t e  i n  p a s s i n g  
t h a t  s o m e  o f  t h e  r e s u l t s  w e  h a v e  e s t a b l i s h e d  l e a d  
t o  a  m e t h o d  o f  o b t a i n i n g  a n  E d g e w o r t h  t y p e  p o l y n o m i a l  
a p p r o x i m a t i o n  t o  d i s c r e t e  d a t a  c o n s i s t i n g  o f  n + 1  
e q u a l l y  s p a c e d  p o i n t s .  W e  s u p p o s e  t h a t  t h e  d a t a  
h a s  b e e n  l i n e a r l y  t r a n s f o r m e d  i n t o  t h e  p o i n t s  >
w h e r e
X  =  2 ( ~ h  -  1  .
T h e n  f r o m  ( l ) ,  t h e  f u n c t i o n  
o iL n
f ( x ) _  7 ~ o T  > >y „ B i n ( r + l ) £ ( l + x  ) s l n ( r + l ) f ( 1 + x )
( . n + 2  j  j r 0  ~ 0  s  2  s  2
s a t i s f i e s
f ( x s } =
a n d  p r o v i d e s  a n  a p p r o x i m a t i o n  o v e r  ( - 1 , 1 )  * T o  
o b t a i n  a n  E d g e w o r t h  t y p e  p o l y n o m i a l  a p p r o x i m a t i o n  
o f  a n y  d e s i r e d  d e g r e e  w e  n o w  e x p a n d  s i n ( r ± l ) ^ ( l + x )
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i n  t e r m s  o f  C h e b y s h e v  p o l y n o m i a l s  o f  t h e  s e c o n d  
k i n d ,  t o  t h e  d e s i r e d  d e g r e e ,  u s i n g  t h e  t e c h n i q u e s  
o f  C h a p t e r  I I I *  T h e s e  e x p a n s i o n s  m a y  b e  o b t a i n e d  
i n  t e r m s  o f  B e s s e l  f u n c t i o n s  f r o m  1 7 *  F o r  f u r t h e r  
d e t a i l s  a n d  a n  e x a m p l e  s e e  C h a p t e r  X I *
T h e  e s s e n c e  o f  t h e  m e t h o d  o f  t h i s  c h a p t e r  i s  
u s e d  b y  R i c e  1 8  i n  a n  i t e r a t i v e  p r o c e d u r e  t o  f i n d  
c e r t a i n  n o n - p o l y n o m i a l  E d g e w o r t h  a p p r o x i m a t i o n s .
W e  s h a l l  n o w  c o n s i d e r  o t h e r  m e t h o d s  o f  o b t a i n i n g  
E d g e w o r t h  t y p e  p o l y n o m i a l  a p p r o x i m a t i o n s  t o  c o n t i n u o u s  
d a t a .
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C h a p t e r  V I I .
E d g e w o r t h  E c o n o m i z a t i o n  a n d  R e l a t e d .  T o p i c s  .
I t  w a s  n o t e d  i n  C h a p t e r  I I  t h a t  t h e  n - t h  d e g r e e  
l e a s t  s q u a r e s  p o l y n o m i a l  a p p r o x i m a t i o n  t o  a  f u n c t i o n  
f ( x )  o v e r  ( - 1 , 1 ) ,  w h e r e  t h e  i n t e g r a l  o f  t h e  p r o d u c t  
o f  ( l ~ x  ) s  a n d  t h e  s q u a r e  o f  t h e  e r r o r  i s  t o  b e  
m i n i m i z e d ,  i s  o f  t h e  f o r m
f ( x )  =  y ( x )
n
w h e  r e
1
a r  =  ~  ^ ( l - x 2 ) e f ( x ) U r ( x ) d x  .  ( 1 )
“- 1
The a p p ro x im a t io n  so d e te rm in ed  c l e a r l y  w i l l
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a p p r o x i m a t i o n  d i s c u s s e d  i n  C h a p t e r  V ,  n o r  w i t h  t h e
a p p r o x i m a t i o n  d i s c u s s e d  i n  C h a p t e r  V I  s i n c e  t h e
c o e f f i c i e n t s ,  d e t e r m i n e d  i n  t h e  o n e  c a s e  b y  s u m m a t i o n
o v e r  a  d i s c r e t e  s e t  a n d  i n  t h e  o t h e r  c a s e  b y  i n t e g r a t i o n
o v e r  a n  i n t e r v a l ,  a r e  g e n e r a l l y  u n e q u a l .  N e v e r t h e l e s s
w e  m a y  e x p e c t  t h e  a p p r o x i m a t i o n s  t o  b e  o f  a  s i m i l a r  1
n a t u r e  a n d  t h i s  i s  c o n f i r m e d  b y  t h e  f o l l o w i n g  r e s u l t
w h i c h  i s  a n a l o g o u s  t o  t h a t  o f  C h a p t e r  I V * I f
B * ( x )  i s  a n y  n - t h  d e g r e e  p o l y n o m i a l  w i t h  l e a d i n g
t e r m  2 n x n  , o t h e r  t h a n  U  ( x )  ,  t h e n  
1 1
) ( l - x 2 ) s [ t T * ( x )  j 2 d x  >  [ ( l ~ x 2 ) s [ u n ( x ) ] 2 d x  =  £  .
- 1  - 1
n - 1
T h e  p r o o f  i s  a s  f o l l o w s .  L e t  U  ( x )  +  J 7  a  U  ( x )
r = 0  r
d e n o t e  t h e  g e n e r a l  n - t h  d e g r e e  p o l y n o m i a l  w i t h  l e a d i n g  
n  n
t e r m  2  x  .  W e  r e q u i r e  t h e  m i n i m u m ,  f o r  d i f f e r e n t
1  -
/ p A- ( SfT. J p
c h o i c e s  o f  t h e  a  , o f  \ ( l - x  ) e / U „ ( x )  +  )  a  TJ ( x ) { d x
r  )  n  r r n  r  r  )
n o t  g e n e r a l l y  be i d e n t i f i e d  w i th  th e  t r u e  Edgeworth
- i  r = 0
W e  t h u s  s o l v e  t h e  e q u a t i o n s
1  1 6  i
1 - 1
t t  \ ( l - x 2 p / U  ( x )  + 7  a  XJ ( x ) | L d x  =  0  
q a  ) (  n v ™ 0  r  r v )
- 1
( p  .1 . /  n - 1  \
U l - x  )S / L  ( x )  +  7 “  &  br (x ) nU  ( x ) d x  =  0  
)  (  j r 0  r  F  ) s
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li'r ( x )  u n d e r  i n t e g r a t i o n  o v e r  ( - 1 , 1 ) r e l a t i v e
2
t o  t h e  w e i g h t i n g  f u n c t i o n  ( 1 - x  ) s  , t h e s e  e q u a t i o n s
By v i r t u e  o f  th e  o r t h o g o n a l i t y  p r o p e r t y  o f  th e
b e c o m e
1
a g   ^ ( l ~ x 2 ) s  | l J Q ( x )  j 2 d x  =  0  
- 1
l  . e
F r o m  t h e  n a t u r e  o f  t h e  p r o b l e m  t h i s  s o l u t i o n  m u s t
g i v e  a  m i n i m u m ,  w h i c h  m o r e o v e r  m u s t  b e  u n i q u e ,  t h u s
p r o v i n g  t h e  f i r s t  p a r t  o f  t h e  r e s u l t .  T h e  s e c o n d
p a r t  f o l l o w s  i m m e d i a t e l y  f r o m  t h e  f a c t  t h a t
1
/ i  "
^ ( l - x 2 ) s ^U n ( x ) j 2 d x  =  ^ s i n 2 ( n + 1 ) Q d ©  . 
- 1  0
A n  u p p e r  b o u n d  f o r  t h e  E d g e w o r t h  e r r o r  o f  t h i s
m e t h o d  i s  g i v e n  b y  t h e  e x p r e s s i o n
1
.52, ( \ i .51
L .  ) V ^ ( x ) d x  "  2 i|ar ‘ 0
r = n + l _ ^  1 r = n + l
T h i s  h o w e v e r  i s  n o t  a  v e r y  h e l p f u l  e s t i m a t e  a s  t h e  
v a l u e s  o f  a n + q ?  a n + 2 ? 0 0 9 m a *^  n o 4 i  4 ) 0  r e a ( ^x l y  a v a i l a b l e ,  
a n d ,  i n  a d d i t i o n ,  i t  t e n d s  t o  b e  r a t h e r  c o n s e r v a t i v e .
63
F o r  t h e  f i r s t  e x a m p l e  w e  h a v e  b e e n  c o n s i d e r i n g ,  
t h e  m e t h o d  s a v e s
a  i  ( E d g e w o r t h  e r r o r  a p p r o x i m a t e l y  0 . 3 8 8 ) ;
w h i l e  f o r  t h e  s e c o n d  e x a m p l e  w e  f i n d  t h a t
d _ x 2 ^  ^  ( 5 U q  _  U 2 )
=  0 . 8 4 8 8 3  U 0  -  0 . 1 6 9 7 7  U 2
~  ( 3  -  2 x 2 ) 
i
1 . 0 1 8 5 9  -  0 . 6 7 9 0 6  x 2
F r o m  t h e  r e l e v a n t  e x p a n s i o n  o f  C h a p t e r  I I I  
w e  s e e  t h a t  t h e  E d g e w o r t h  e r r o r  o f  t h i s  l a s t  a p p r o x i m a t i o n  
i s  l e s s  t h a n
8  ( _ 2 _  , _ 2  _ , , 2 , ) _  __4
( 4 r 2 - l ) ( 2 r + 3 )ft (  1 0 5  +  3 1 5  +  • ”  +  , J , w !  +  * • *  ) “  l 5 v
0 . 0 8 5
T h e  f o l l o w i n g  s i x t h  d e g r e e  a p p r o x i m a t i o n s  w e r e  
o b t a i n e d  b y  t r u n c a t i n g  t h e  r e l e v a n t  e x p a n s i o n s  o f  
C h a p t e r  I l l s
=  0 . 8 4 8 8 3 U 0  - 0 . 1 6 9 7 7 U 2 - 0 . 0 2 4 2 5 U .  ~ 0 . 0 0 8 0 8 U g
a  _ 9 9 2  _  _ 6 4  y 2 , 2 5 6  4  _  5 1 1  6 
3 1 5 *  3 5 x r  x  +  3 1 5 , ;  x  3 1 5 i 7
=  1 . 0 0 2 4 3  - 0 . 5 8 2 0 5 x 2 + 0 . 2 5 8 6 9 x 4  - 0 . 5 1 7 3 8 x 6
A _ 2
( E d g e w o r t h  e r r o r  l e s s  t h a n  =  2 . 0  1 0  ) ,c j  ft
. 1 6  TT 3 2  TT 4 8  TT a r c  s i n  x  = 11 «+• n + tt
9 tt 1  2 2 5 tt 3 1 2 2 5 tt 5
=  0 . 5 6 5 8 8  U ,  +  0 . 0 4 5 2 7  U ,  +  0 . 0 1 2 4 7  U,.J- 5 o
X  2 2 6 8  _  _ 2 5 6 _  x 3 +  , 1 5 2 6  5
735x7 220 5 x 7  1225x7
=  1 . 0 2 5 5 2  x  -  0 . 0 3 6 9 6  x 3 +  0 . 3 9 9 1 2  x 5
2 — 2 
( E d g e w o r t h  e r r o r  l e s s  t h a n  j - q I  = 1 * 3  1 0 * "  ) ,
t  J ti
• -n TT 1 6  Tf 3 2  4 8
a r c c o s  X -  2  L Q -  g _- i q  2 2 5 _  b ^  -  1 2 2 5 x r  u 5
=  1 . 5 7 C 8 0 U -  - 0 . 5 6 5 8 8 U -  - 0 - , 0 4 5 2 7 U „  - 0 . 0 1 2 4 7 UU  i  0
j .  jl 2 3 6 8  Y , 2 5 6  3  _  1 5 3 6  5
“  2  7 3 5 x1  2 2 0 5 - r f  1 2 2 5 x r
=  1 . 5 7 0 8 0  - 1 . 0 2 5 5 2 x  + 0 . 0 3 6 9 6 x 3 - 0 . 3 9 9 1 2 x 5
2 - 2  
( E d g e w o r t h  e r r o r  l e s s  t h a n  4 ^ 3  1  1 . 3  1 0  ) ,
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a r c t a n ( c o s 0 )  s i n 2 © s i n ©  d ©
a r c t a n ( c o s @ )  s i n 4 © s i n ©  d@ U ,
3
a r c t a n ( c o s @ )  s i n 6 © s i n ©  d 0
=  0 * 4 3 7 9 0  U 1  -  0 * 0 2 6 1 3  +  0 * 0 0 2 7 4
H
2
8  (
=  — j \ a r c t a n ( c o s © ) ( s i n 2 0 - 2 s i n 4 © + 3 s i n 6 © ) s i n © d © x  
7? /
0
51
2
+  2 A ( a r c t a n ( c o s © ) ( s i n 4 © ~ 4 s i n 6 0 ) s i n © d © x ^
7? /
0
Tl
2
+ i A § . (  a r c t a n ( c o s ©  ) s i m 6 © d © x ^
71 /
0
=  0 * 9 9 6 7 6  x  -  0 . 2 9 6 7 2  x 5  +  0 * 0 8 7 6 8  x 5
( E d g e w o r t h  e r r o r  l e s s  t h a n  2 * 2  1 0  ^  ) ,
31
2
s i n ^ x  =  4   ^ s i n ( ^ c o s © )  s i n 2 © s i n ©  d ©
0
+  £  (  s i n ( ^ c o s © )  s i n 4 © s i n ©  d ©  U,
u J
a r c t a n  x  =
+
it
2
0
El
2
£  ( 
7T ) 
0
EL
2
4  (
i  ) 
0
6 6
jL
2
+  -  j  s i n ( - | c o s © )  s i n 6 © s i n ©  d ©
. " C
=  0 . 6 3 5 8 6  U x  -  0 . 0 7 1 2 8  +  0 . 0 0 2 2 8  U 5
JL
2
=  — \ s i n ( ^ c o s © ) ( s i n 2 © - 2 s i n 4 9 ± 3 s i n 6 ©  ) s i n © d @ x
t! / S
0
j l
2
+  ™ \ s i n ( * | c o s © ) ( s i n 4 © ~ 4 s i n 6 © ) s i n © d © x "
■?t /] 4-
0
jl
2
*] p o  / c
+ - ~ y s ± n  ( 3 ’C o s &  ) s i n 6 0 s i n © d © x  
0  
=  1 . 5 7 0 5 0  x  -  0 . 6 4 3 1 4  x 3  +  0 . 0 7 2 8 8  x 5
( E d g e w o r t h  e r r o r  l e s s  t h a n  7 . 3  1 0  ) ,
2L
2
_  A ( p
c o s ^ Lx  == 3   ^ c o s ( ^ q o s O )  s i n  0  d ©  U q
0
j l
2
+  ^  j  c o s ( * ^ c o s © )  s i n 3 © s i n ©  d ©
0
n
2
+  ~  ( c o s ( ^ c o s G )  s i n 5 © s i n ©  d ©  U ,  
TT J d 4
0
JL
2
±  n c o s ( | - c o s © )  s i n 7 © s i n ©  d ©  U g  
0
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=  0 . 7 2 1 7 0 U 0  - 0 . 2 6 3 7 0 U 2  + O . O I 4 3 O U 4  - 0 . 0 0 0 3 0 U 6
II
2
=  4  ( c o s  ( - J e o s © ) ( s i n 0 - s i n 3 G + s i n 5 9 - s i n 7 9 ) s i n © d ©
7? / <-
0
jl
' 2
+  ^ ( c o s  ( A o s O )  ( s i n 3 © - 3 s i n 5 © + 6 s i n 7 Q ) s i n 0 d G x 2
?? / z
0
a
2
+  S i U s  ( I c o s G )  ( s i n 5 © “ 5 s i n 7 © ) s i n © d © x 4  
7? / ^
0
E,
2
+ ™ ~ ( e o s ( $ c o s ©  ) s i n 7 © s i n © d 0 x ^  
i t  J  £-
0
=  1 . 0 0 0 0 0  - 1 . 2 3 3 6 3 x 2  + 0 . 2 5 2 9 8 x 4  - 0 . 0 1 9 3 7 x 6
“ 5
( E d g e w o r t h  e r r o r  l e s s  t h a n  7 * 3  1 0  ) ,
E
X \  • 2  (  _ , 3  c o s © \  . 2 ^  Tf
+  2 ) =  3  j  l o g ( 2  +  — j ”-) s m  0  a G  b Q
0  
7?
+  ~   ^ l o g ( ^  s i n 2 ©  s i n ©  d ©  b y
0  
7?
+  §   ^ l o g ( |  +  9 £ | £ )  S i n 3 ©  s i n ©  d ©  U 2
0  
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+  —* ^ l o g ( - | ’ +  ) s i n 4 ©  s i n ©  d ©  b ^
0
6 8
if
+  ~  {  l o g ( |  +  ™ - - )  S i n 5 ©  s i n ©  a ©  
0
If
2+ §   ^ l o g ( 2 > +  2 £ § £ )  s i a 6 0  s i n ©  d 9  U , -
0
Ti
+  r  )  l o g C - g *  +  H ™ )  s i n ? ©  s i n ©  d ©  U g  
0
=  O o 3 9 1 1 7 U 0  + 0 . 1 6 9 8 9 ^  - 0 . 0 1 4 5 0 U 2 + O . O O l 6 6 U ^
- 0 . 0 0 0 2 1 U ,  + 0 . 0 0 0 0 2 U C ■-•0.00000U,- 
4  5  6
IT
=  ”  ( s i n 0 ~ s i n 3 9 + s i n 5 © - s i n 7 © ) B i n © d ©
0
TT
+  ^  ^ l o g ( ^ + 2 — ^ ) ( a i n 2 9 « 2 s i n 4 © + 3 s i n 6 0 ) s i n 9 d © x
0
TT
+  j~ ^ l o g ( | - + — l ^ - )  ( s i n 3 © * - 3 s i n 5 0 + 6 s i n 7 9 ) s i n © d © x 2
0
TF
+  ~ . ^ i o g ( - ^ + 2 £ | £ )  ( s i n 4 9 ~ 4 s i n 6 © ) s i n © d 0 x 3
0
Tf
+  2 1  ( l o g  ( - | + 2 ° . | i )  ( s i n  5  © ~  5 s i n 7  © )  s  i n © d © x 4  
0
"f!
+  l o g  ( | + — ) s  i n  6  Q s i n G d G x 5
0
TT
+ ; ^ ~ ^ l o g ( 2 . + — ™ ) s i n 7 9 s i n 0 d 0 X ^
0
69
=  0 . 4 0 5 4 6  + 0 . 3 3 3 3 0 x  - 0 . 0 5 5 5 4 x 2 + 0 . 0 1 2 4 7 x 3 
- 0 . 0 0 3 1 3 X 4 + 0 . 0 0 0 7 7 X 5 - 0 . 0 0 0 2 0 X 6
|T
( E d g e w o r t h  e r r o r  l e s s  t h a n  1 . 7  1 0  ) .
W e  n o t e  t h e  e x c e l l e n t  a g r e e m e n t  b e t w e e n  t h e  l a s t  
f o u r  a p p r o x i m a t i o n s  a n d  t h e  c o r r e s p o n d i n g  o n e s  f o u n d  
i n  t h e  p r e v i o u s  c h a p t e r .
A s  t h e  a b o v e  e x a m p l e s  i n d i c a t e ,  f o r  m a n y  f u n c t i o n s  
t h e  e v a l u a t i o n  o f  t h e  i n t e g r a l s  o c c u r i n g  i n  ( l )  
i s  n o t  r e a d i l y  e f f e c t e d .  H o w e v e r ,  i f  a  f u n c t i o n  
f ( x )  i s  d e f i n e d  b y  a  p o w e r  s e r i e s  i n  x  , f o r  s u f f i c i e n t l y  
s m a l l  v a l u e s  o f  , o r  i f  s u c h  a n  e x p a n s i o n  i s
r e a d i l y  o b t a i n a b l e ,  t h e  f o l l o w i n g  a l t e r n a t i v e  p r o c e d u r e  
i s  o f t e n  u s e f u l .
S u p p o s e  t h a t  w e  h a v e  t h e  r e l a t i o n  
f ( x )  ~  T ~  A  x r  +  E  ,Yl *
r = 0
w h e r e  i t  i s  k n o w n  t h a t  t h e  i n t e g r a l  o f  t h e  m o d u l u s  
o f  E  o v e r  ( - 1 , 1 )  i s  l e s s  t h a n  e ^  w h i c h  i n  
t u r n  i s  l e s s  t h a n  t h e  p r e s c r i b e d  e r r o r  t o l e r a n c e
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e  y w h e r e a s
/ , , 2 \ A i
(  \ a - I n i
) ) V  jd x  + e l  = + e l
- 1
i s  n o t  a  t o l e r a b l e  e r r o r ,  t h e n  i t  i s  c l e a r  t h a t  
t h e  l a s t  t e r m  i n  t h e  a p p r o x i m a t i o n
£<*) * f  V r (2)
r = 0
c a n n o t  b e  s a f e l y  n e g l e c t e d .
H o w  l e t  t h e  r i g h t  h a n d  s i d e  o f  ( 2 ) b e  e x p a n d e d  
i n  a  s e r i e s  o f  C h e b y s h e v  p o l y n o m i a l s  o f  t h e  s e c o n d  
k i n d .  S i n c e  t h a t  s i d e  i s  a  p o l y n o m i a l  o f  d e g r e e  
n  ,  t h e  r e s u l t a n t  s e r i e s  w i l l  t e r m i n a t e  w i t h  t h e  
t e r m  i n v o l v i n g  U  ( x )  a n d  h e n c e  w i l l  b e  o f  t h e  
f o r m
£  A  X r  =  £  a  U  ( x )  .  ( 3 )
r = 0  r  r = 0
F r o m  t h e  f a c t  t h a t  t h e  t e r m s  o f  h i g h e s t  d e g r e e  
i n  U  ( x )  a r e  g i v e n  b y
TT /  x n r (  r  X /  -1 \  r - 2  )
U r ( x )  «  2  ^ x  -  i - ( r - l ) x  +  . . . j  9
i t  f o l l o w s  t h a t  t h e  r e s u l t  o f  e x p r e s s i n g  t h e  t w o  
s i d e s  o f  ( 3 )  i n  t e r m s  o f  d e c r e a s i n g  p o w e r s  o f  x
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V
w i l l  be o f  th e  form
& n . a n - l ,  A n - 2 , 0 n  (  n  1 /  \  n - 2
n  n ~ l x  n - 2  + • • •  =  2  a ^ x  - f ( n - l ) x  +  . . .n (
+.2p ~ 1 a n _ 1 [ x ri_1~-S;(n--2 ) x n _ 3 + .
i ( n ~ 3 ) x n _ 4 + .n - 2 _  ( n - 2  ,  x „ n - 4+ 2  a  0 ) x  n ~ 2 (
+  9 •
s o  t h a t  t h e r e  m u s t  f o l l o w
a  =  2  n A  , n  n  ’
”1
a  = 2  A  , 
n - l  n - l  ?
n - 2  2  ( An - 2  +  4 ( n - l ) A n j  ,
T h u s ,  i f  n  i s  s u f f i c i e n t l y  l a r g e ,  t h e  c o e f f i c i e n t s
o f  U n ( x ) ,  u l l w l ( x ) 5  • • •  ? U n - m + l ^ x  ^ i n  ^  w i l 1  
b e  v e r y  s m a l l  r e l a t i v e  t o  t h e  r e s p e c t i v e  c o e f f i c i e n t s
n  n - l
o f  x  ,  x
m a y  h a p p e n  t h a t
x n - m + 1 , f o r  some m , and i t
.1
(  ! a  _ U  ., ( x ) • d x  
; 1  n ~ m + l  n - m + 1  ;
-1
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J  
+  ) 
- 1
1
an-m+2En-m+2^x  ^i dx
1
+  ) | a n V x ) | d x  +  e l  =  2 l a n - m + l | + 2 i a n - m + 2 i +  - * + 2 l a n ! + e l  
- 1
i s  l e s s  t h a n  e  , a n d  h e n e e  i s  a  t o l e r a b l e  e r r o r  
i n  t h e  d e s i r e d  a p p r o x i m a t i o n  t o  f ( x )  * T h u s  w e  
h a v e
n - m
f ( x )  =  I I  V Q x )  » 
r = 0  r  r
w h e r e  m i s  p o s i t i v e , a f t e r  w h i c h  t h i s  a p p r o x i m a t i o n  
c a n  b e  t r a n s f o r m e d  b a c k  i n t o  a n  e x p r e s s i o n  o f  t h e  
f o r m
n - m
f ( x )  =  r  At x r  ,
r = 0  1
i f  t h i s  i s  d e s i r a b l e .  I n  t h i s  w a y  w e  o b t a i n  a  
p o l y n o m i a l  a p p r o x i m a t i o n  t o  f ( x )  o v e r  ( - 1 , 1 ) , 
i n v o l v i n g  f e w e r  t e r m s  t h a n  w o u l d  b e  r e q u i r e d  b y  
a  t r u n c a t e d  p o w e r  s e r i e s  a n d  t e n d i n g  t o  i n v o l v e  
t h e  s m a l l e s t  p o s s i b l e  n u m b e r  o f  p o l y n o m i a l  t e r m s  
w h i c h  w i l l  s u p p l y  a n  a c c u r a c y  w i t h i n  t h e  p r e s c r i b e d  
t o l e r a n c e  l i m i t s .  I t  s h o u l d  b e  n o t i c e d  t h a t ,  i n  
t h i s  p r o c e d u r e ,  t h e  e r r o r  E  i s  a c c e p t e d  a s  a  f i x e d  
e r r o r ,  a n d  a n  e f f i c i e n t  a p p r o x i m a t i o n  t o  f ( x )  -  E
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i s  s o u g h t .  T h u s  t h e  a p p r o x i m a t i o n  o b t a i n e d  i s  
g e n e r a l l y  n o t  t h e  b e s t  p o s s i b l e  o n e ,  b u t  m a y  b e  
e x p e c t e d  t o  d i f f e r  l i t t l e  f r o m  i t  i f  E  i s  s m a l l
i n  m o d u l u s  r e l a t i v e  t o  e  »
T h e  t r a n s f o r m a t i o n s  i n v o l v e d  a r e  f a c i l i t a t e d  
b y  u s e  o f  t h e  t w o  f o l l o w i n g  s e t s  o f  r e l a t i o n s ,  t h e  
s e c o n d  b e i n g  t a k e n  f r o m  t h e  r e s u l t s  o f  C h a p t e r  I I ,  
w h i l e  t h e  f i r s t  m a y  b e  o b t a i n e d  f r o m  t h e  r e s u l t s  
o f  C h a p t e r  I I I  o r  b y  s u c c e s s i v e l y  i n v e r t i n g  t h e
m e m b e r s  o f  t h e  s e c o n d s
1
x
X"
5x  =
X6
0 ? uo = 1 ,
U1 = 2x ,
+ U2) , U2 = Ax2 - 1 ,
|(2Ui •F u3) U3 = 8x - 4x ,
it'( 2Uo +3U2 + V  , U4 = I6x4
2-  12 x
3+Sty +4U- + U5) , U5 = 3 2 x5 - 3 2 x5
6T^U0 4*912 +5U4 + U6) , u6 = 64x^ - 80x4
1  >
6 x  ,
24x2 -  1 .
From th e  f i r s t  s e t  we see  t h a t
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4  * 2  rr
x  =  J
a s  b e f o r e ,  w i t h  E d g e w o r t h  e r r o r  l e s s  t h a n
( 3  +  1 )  =  0 - 5 0 0  ;
t h e  a c t u a l  e r r o r  b e i n g  a p p r o x i m a t e l y  0 . 3 8 8  a s
p r e v i o u s l y .  ( W e  r e c a l l  t h a t  t h e  m e t h o d s  p r e v i o u s l y
c o n s i d e r e d  f o r  t h i s  a p p r o x i m a t i o n  h a v e  g i v e n  v a l u e s
b e t w e e n  0  a n d  g- w i t h  E d g e w o r t h  e r r o r s  b e t w e e n
0 . 3 7 5  a n d  a p p r o x i m a t e l y  0 . 7 4 6  . )  F o r  a  s e c o n d
2
d e g r e e  a p p r o x i m a t i o n  t o  ( l - x  ) s  w e  m a y  p r o c e e d
2  A
a s  f o l l o w s .  F r o m  t h e  M a c l a u r i n  s e r i e s  f o r  ( l - x  ) 
g i v e n  i n  C h a p t e r  I I I  w e  o b t a i n
/, 2 y § -  1 2  1 4  1 6
( l - x  )  - 1  2  x  8  X  “ j g X
(  5  8  7  1 0   ( 2 r ) !  2 r  , )
~  ( 1 2 8  x  +  25 "6  X  +  -  + ? Y Y 7 7 ( Y ? X
t h u s
h  2 i  . , 1 2  1 4  1 6
( l - x  ) S =  1 - ^ ' X  “ 8 X  ~  I F  x
_  X 2 1  u  _  _ 1 6 1  u  _  _ 1 1 _  u  1 _  „
-  1 0 2 4  0  1 0 2 4  2  1 0 2 4  4  1 0 2 4  6
w i t h  a n  E d g e w o r t h  e r r o r  o f
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n (  5  7  , ( 2 r ) ! , ) 1 3 4 3  -
2 ( 1 1 5 2  +  2 8 1 6  + ” - +  p - - - ~ V i ) ( r ! ) 2  + • • • )  =  “ 8 4 0  “  2
H e n c e
n - x 2 p  -  S  y  _  U i i  tjvo. X  J  -  1 0 2 4  u Q  1 0 2 4  U g
=  0 . 8 5 4 4 9  u  -  0 . 1 5 7 2 3  U 2
A 2 5 9  1 6 1  2
2 5 6  2 5 6
=  1 . 0 1 1 7 2  -  0 . 6 2 8 9 1  x 2
D'Z *1
w i t h  a n  E d g e w o r t h  e r r o r  o f  l e s s  t h a n  +  1 0 2 4 )
1 3 4 3  ~
+  8 4 0  ~  2. w i l l o i l  *^ ri  ^ u r n  l e s s  t h a n  0 . 0 5 6  •
A t  t h i s  j u n c t d i r e  i t  w i l l  b e  i n t e r e s t i n g  t o
s e e  h o w  E d g e w o r t h  t y p e  a p p r o x i m a t i o n s  c o m p a r e  w i t h
2 ~
o t h e r  s e c o n d  d e g r e e  a p p r o x i m a t i o n s  t o  ( l - x  ) s  .
S u c h  a  c o m p a r i s o n  i s  p r o v i d e d  b y  t h e  f o l l o w i n g  t a b l e ,
a r r a n g e d  i n  d e c r e a s i n g  o r d e r  o f  t h e  c o e f f i c i e n t  
2
o f  x  ,  m  w h i c h  E d g e w o r t h  t y p e  a p p r o x i m a t i o n s
a r e  m a r k e d  w i t h  a n  a s t e r i s k  ( * )  a n d  r e p r e s e n t  c o m p r o m i s e s
betw een  th e  two e x t r e m e s .
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e x a c t ,
Method. Approximation to
1  2
T r u n c a t e d  M a c l a u r i n  s e r i e s  1  -  ^-x  1 . 0 0
T . . .  1 8 5 2 1  7 1 3  2 _ 
L e g e n d r e  e c o n o m i z a t i o n  X 8 4 8 0  "  T 2 ^ 2 X
i. p
^ E d g e w o r t h  i n t e r p o l a t i o n  1  -  ( 2 - 2 ® ) x  1 . 0 0
1  .A 2
L e g e n d r e  i n t e r p o l a t i o n  1  -  ^ - ( 5 ~ * 1 0 s ) x  1 . 0 0
2 5 9  1 6 1  2
^ E d g e w o r t h  e c o n o m i z a t i o n  -  2 ^ g - x  1 . 0 1
^ D i s c r e t e  d a t a  m e t h o d  o f  G h a p t e r  1 . 0 1
X  u s e d  a s  i n d i c a t e d  i n  C h a p t e r  V
1 ( i  -A
* E d g e w o r t h  a p p r o x i m a t i o n  ( 5 0 + 1 0  5 s ) 2  1 . 0 1
+  ( 2 5 - 1 0  5 + ^ j  -  | ( 2 5 - 1 0  5 + + 2
2 2
C h e b y s h e v  i n t e r p o l a t i o n  1  -  “ X 1 . 0 0
^ T r u n c a t e d  U  s e r i e s  ~  -  p p —x 2  1 . 0 2 .* 5-f 15-n
5 2 5  1 7 5  2
C h e b y s h e v  e c o n o m i z a t i o n  -  g r g X  1 . 0 3
x
■ ^ R i c e ' s  m e t h o d  ( 4 ^ 1 5 ) “* ( 3 s ~ ^ ) x  0 . 9 6
L e g e n d r e  a p p r o x i m a t i o n  1 . 0 3
( l e a s t  s q u a r e s )  a n d
t r u n c a t e d  L e g e n d r e  s e r i e s 1 0  8  2
T r u n c a t e d  T s e r i e s  -  — x  1 . 0 6
r  3 n  3 t?
9  2
C h e b y s h e v  a p p r o x i m a t i o n  g* -  x  1 . 1 2
9 -A
( l - x  ) 3  
d e c i m a l •
-  o + o x
-  0 . 5 8 x 2
-  0 . 5 9 x 2
-  0 . 6 ' l x 2
-  0 . 6 3 x 2
-  0 . 6 4 x 2
- 0.65x2
-  0 . 6 7 x 2
-  0 . 6 8 x
- 0 . 6 8 x
-  0 . 6 8 x 2
-  0 . 1 A x 2
2
-  0 . 8 5 x
-  l . O O x 2  .
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w e  d e s i r e  a  l o w  d e g r e e  p o l y n o m i a l  a p p r o x i m a t i o n
t o  e  s u c h  t h a t  t h e  E d g e w o r t h  e r r o r  o v e r  ( - 1 , 1 )
1
i s  l e s s  t h a n  ~ .  W e  m a y  p r o c e e d  a s  f o l l o w s .
F r o m  C h a p t e r  I I I  w e  h a v e
x  j» 2 1 7  TT , 1 3 9  TT 1 7  TT 7 TT 1  TT 1  TT
1 9 2  G o  2 5 6  1  1 2 8  2 3 2 0  3 +  3 8 4  4  +  3 8 4 0  5
w i t h  a n  E d g e w o r t h  e r r o r  o f
T  6 7  8  , T  6 7  8( X  X  X  , ( / X  X  X  S.
) 6 !  +  7 !  +  8 ! '  +  ° * * 1 d x  “  ) '  6 !  +  7 !  +  8 T  *  • • • ) d x
- 1  - 1
2 2 
=  j r  +  9 7 - +
w h i c h  i s  l e s s  t h a n
2 1 , 1  V 2  i -=—
y r U  +  7 2  +  ^ 2  + - - M  =  7 T ( 1 - U )
 2 _
4 9 7 0  •
T h u s
X  j. 2 1 7  TT , 1J59 rr , 1 7  TT , 7  n  , 1 p  , 1  tt
1 9 2  0 2 5 5  1  +  1 2 8  2 +  3 2 0  3 +  3 8 4  4 3 8 4 0  5
2
( E d g e w o r t h  e r r o r  l e s s  t h a n  )
p 2 1 7  T-r 1 3 9  T I  1 7  T r  , 7 X-.- 1  J T
. 1 9 2  0 2 5 6  1  1 2 8  2 3 2 0  3 3 8 4  4
2 2
( E d g e w o r t h  e r r o r  l e s s  t h a n  +  T97*0  ^
As a f u r t h e r  example o f  ec o n o m iza t io n  suppose
2 2 2 
( E d g e w o r t h  e r r o r  l e s s  t h a n .  +  )
.217,1 x  122 T r  , 17 T r~ 1 9 2  U 0  + 2 5 6  1  + 128 2
7 2 2 2 
( E d g e w o r t h  e r r o r  l e s s  t h a n  )
£ U  tt j. 1 2 2  TT- 1 9 2  uo + 256 U1
( E d g e w o r t h  e r r o r  l e s s  t h a n  ~ I  +  +  _ | _  +  +  _ _ 2 _
+ HI rr 
~  1 9 2  u 0
( E d g e w o r t h  e r r o r  l e s s  t h a n  0  }
ft 0
( E d g e w o r t h  e r r o r  l e s s  t h a n
1 6 0  3 8 4  3 8 4 0 ^ 4 9 7 0
b i n c e  a g Q  +  ^ 8 4  +  3 Q 4 0  +  4 .9 7 0 " e x c e e d s  1 0 Q - h u t
3 § 4  + 3 8 § 0  + 4 9 7 0  = ° ' 004
a  s u i t a b l e  a p p r o x i m a t i o n  i s
„ x  x  2 1 7  Tr A 1 2 2  T- ^  _ U  t t  1 Ti- 
1 9 2  U 0  +  2 5 6  1  1 2 8 ” 2  3 2 0  G 3
=  1 . 1 3 0 2 1 U 0  + 0 . 5 4 2 9 7 U 1  + 0 . 1 3 2 8 1 U 2  + 0 . 0 2 1 8 8 U
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A 0 .99740  +0.99844x +0 .53125x2 +0 .17500x3 .
T h i s  m a y  h e  c o m p a r e d  w i t h  t h e  a p p r o x i m a t i o n
X • 8 1  m  2 1 7  rrt 1 3  m 1 7  mO —» w«*cni ' jl _i_ ip I. - — r- n.ir.-- <P
6 4  0  1 9 2  1  4 8  2 3 8 4  3
A  1 . 2 6 5 6 3 T q  + 1 . 1 3 0 2 1 1 2  + 0 . 2 7 0 8 3 1 ' 2 + 0 . 0 4 4 2 7 1 ^
. 1 9 1  3 8 3  1 3  2 1 7  3
“  1 9 2  +  384' x  +  2 4  x  +  9 6  x
A  0 . 9 9 4 7 9  + 0 . 9 9 7 4 0 x  + 0 . 5 4 1 6 7 x 2 + 0 . 1 7 7 0 8 x 3
o b t a i n e d  b y  H i l d e b r a n d  3 ,  f o r  C h e b y s h e v  e c o n o m i z a t i o n  
I f  w e  h a d  m e r e l y  t r u n c a t e d  t h e  s e r i e s
* *1 , 1 2  1 3 , •! , 1
e  =  1  +  x  +  x  +  j x  +  2 4  x  +  1 2 0  x
w e  s h o u l d ,  h a v e  o b t a i n e d
e x  =  1  4- x  4- rj* x  + “g " X ^  4- 2 4 * i  X 2 0
2
( E d g e w o r t h  e r r o r  l e s s  t h a n  4 9 7 7 7  )
1 2  3 . 3  1 4
=  1  +  x  +  *2 x  +  mg  x  +  2 4  x
2 2 %
( E d g e w o r t h  e r r o r  l e s s  t h a n  +  4 9 7 0  ^
1 2  1 3=  1  4- X  +  2 * x  +  -g- X
2 2 7
( E d g e w o r t h  e r r o r  l e s s  t h a n  +  7 2 0 * 4 9 ^ 0  )
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o n 1 2= 1 + X + 7? X
( E d g e w o r t h  e r r o r  l e s s ,  t h a n  
=  1  +  x
2 2 2 2 2 
( E d g e w o r t h  e r r o r  l e s s  t h a n  - g  +  ^ 4  +  ^ 2 0  +  7 2 0 *  +  4 9 7 0
( E d g e w o r t h  e r r o r  l e s s  t h a n  | >  +  +  — jp +  +  4 9 7 0
=  0
2 2 2 2 2 2 
( E d g e w o r t h  e r r o r  l e s s  t h a n  2 + ^ 6 + ^ + l M + 7 2 ^ 4 9 7 0  ^
. S i n c e  +  ^ 2 0  +  4 9 7 0  e x c e e d s  i c f o  b u t
7 2 0  +  4 9 7 0  =  0 b 0 ° 5
t h i s  m e t h o d  w o u l d  h a v e  r e q u i r e d  t h e  u s e  o f  a  f o u r t h  
d e g r e e  p o l y n o m i a l .
I f  a  f u n c t i o n  f ( x )  i s  d e f i n e d  b y  a  d i f f e r e n t i a l  
e q u a t i o n  w e  m a y  . o b t a i n  a n  E d g e w o r t h  t y p e  a p p r o x i m a t i o n  
b y  t h e  f o l l o w i n g  p r o c e d u r e ,  w h i c h  i s  s i m i l a r  t o  
t h e  TT m e t h o d  o f  l a n c z o s  L 7  a n d  L u k e  1 9 ,  b u t  w h i c h  
f o l l o w s  t h e  i d e a s  o f  C l e n s h a w  5. f o r  C h e b y s h e v  t y p e
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a p p r o x i m a t i o n .  T o  f i x  i d e a s  w e  c o n s i d e r  t h e  p r o b l e m  
o f  o b t a i n i n g  a  t h i r d  d e g r e e  p o l y n o m i a l  a p p r o x i m a t i o n  
t o  f ( x )  o v e r  ( - 1 , 1 )  ,  w h e r e  f ( x )  i s  d e f i n e d  
b y  t h e  d i f f e r e n t i a l  e q u a t i o n
f f ( x )  == f ( x )  ,
t o g e t h e r  w i t h  t h e  b o u n d a r y  c o n d i t i o n
f ( 0 )  =  1  .
T h e  s o l u t i o n  i s  o f  c o u r s e
f ( x )  ft e x  ,
a n d  t h i s  f u n c t i o n  m a y  b e  a p p r o x i m a t e d  b y  t h e  m e t h o d s  
a l r e a d y  c o n s i d e r e d ,  b u t  t h e  e x a m p l e  w i l l  n e v e r t h e l e s s  
s e r v e  t o  i l l u s t r a t e  t h e  m e t h o d .
W e  s u p p o s e  t h a t
f ( x )  =  y ( x )
=  a Q U 0  +  a-LU 1  +  +  a ^ U ^  .
How i t  i s  n o t  d i f f i c u l t  t o  show t h a t
u / x )  = 0
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U ' ( x )  =  2 r  U  n +  ( 2 r - 4 )  U  _  +  ( 2 r - 8 )  U  _  +  . . .  ,
r  r ~ l  r ~ 3  r - 5
t h e  s e r i e s  t e r m i n a t i n g  w i t h  4 U 1  i f  r  i s  e v e n
a n d  2 U q  i f  r  i s  o d d .  ( T h e  p r o o f  f o l l o w s  m o s t  
e a s i l y  f r o m  a  g e n e r a l  r e s u l t  o f  4  w h i c h  m a y  b e  s t a t e d  
i n  t h e  f o r m
( 2 s + 2 ) ^  U g ( x )  d x  =  U Q + 1 ( x )  -  +  c o n s t a n t  . )
T h u s ,  i n  p a r t i c u l a r ,  w e  h a v e
U ^ ( x )  =  2 U q
U £ ( x )  =  4X1^
U ^ ( x )  =  6 U 2  +  2 U Q .
H e n c e ,  s u b s t i t u t i n g  i n  t h e  d i f f e r e n t i a l  e q u a t i o n  
w e  h a v e
( 2 a 1 + 2 a ^ ) X J 0  +  4 a 2 Ur1  +  ^ a 3 U 2 ^  a 0 U 0  +  a l U l  +  a 2U 2 +  8'3 ^ 3  *
a 0  a l  a 2
T h u s  a p p r o x i m a t i o n s  t o  — , — , — • a r e  p r o v i d e dELr? a,- a..
3  3  3
b y  t h e  s o l u t i o n s  o f  t h e  f o l l o w i n g  e q u a t i o n s , o b t a i n e d  
b y  e q u a t i n g  t h e  c o e f f i c i e n t s  o f  U q , U ^ ,  U 2  a n d  
i g n o r i n g  t h e  t e r m  a ^ U ^ ,  ( w h i c h  i s  a s s u m e d  t o  b e
and
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s m a l l  i n  t h e  E d g e w o r t h  s e n s e  r e l a t i v e  t o  a ^ U ^  ) :
•a0  + 2 a ^  + 2 a ^  =  0
‘a l  + 4 a 2  “  0
“& 2  fr*6a^ =  0  •
T h e  s o l u t i o n s  a r e
a
5 0  ,
3
a l
a  =  2 4  ,
2. _  r  
a ,  ~  6  ’3
N o w  f r o m  t h e  b o u n d a r y  c o n d i t i o n  a n d  t h e  f a c t s  t h a t
U 0 ( 0 )  =  1  ,
U y ( 0 )  =  0
U „ ( 0 )  =  - 1  ,
U 3 ( 0 )  =  0
we may t a k e
O-Q — 1 .
H e n c e
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4 4 a ^  =s 1 ,
and so
2 5P —  iru u fjr *
0  2 2  9
6LJ —  n«Mn*
~  1 1  9
a  -  ~ 1  
2 “  2 2  9
a - JL3 44
T h u s  w e  h a v e
f  ( x )  =  2 2  U 0  +  1 1  U 1  +  2 2  u 2  +  4 4  U 3
=  1 . 1 3 6 3 6 %  + 0 . 5 4 5 4 5 %  + 0 . 1 3 6 3 6 %  + 0 . 0 2 2 7 3 %
6 2 2 3 
=  1  +  x  +  ^  x  +  -i T  x
i  1 . 0 0 0 0 0  + 1 . 0 0 0 0 0 X  + 0 . 5 4 5 4 5 X 2  + 0 . 1 8 1 8 2 x 3  , 
i n  s a t i s f a c t o r y  a g r e e m e n t  w i t h  o u r  p r e v i o u s  a p p r o x i m a t i o n
I n  o t h e r  a p p l i c a t i o n s  o f  t h i s  m e t h o d  w e  m a y  
f i n d  t h a t  t h e  s i m u l t a n e o u s  e q u a t i o n s  t o  b e  s o l v e d  
a r e  n o n - l i n e a r ,  a n d  i t  m a y  b e  n e c e s s a r y  t o  h a v e  
r e c o u r s e  t o  a n  i t e r a t i v e  s o l u t i o n .  I n  t h e  c a s e  
o f  t h e  f u n c t i o n
w e  h a v e
£ ( x ) f ? ( x )  +  x  =  0  ,
w i t h
f ( 0 )  «  1  .
I f  w e  t a k e
y ( x )  =  a 0 U Q +  a 2 U g  
w e  f i n d  t h a t  w e  h a v e  t o  s o l v e  t h e  e q u a t i o n s
S a ^ a ^  + 1 = 0 ,
B q  —  a ^  —  1 ~  0  *
I n  t h i s  i n s t a n c e  a  d i r e c t  s o l u t i o n  i s  p o s s i b l e  a n d  
w e  o b t a i n .
a Q =  + 2  +  2 +  , 
a 2  =  i (  - 2  +  2 s ) ,
a s  i n  C h a p t e r  V I .
A  s i m i l a r  p r o c e d u r e  m a y  b e  f o l l o w e d  w h e n  f ( x )
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f ( x )  = ( l - x 2 )8
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i s  a  r a t i o n a l  f u n c t i o n  o f  th e  form
f ( x ) = q j | j  9
w h e r e  p ( x ) ,  q ( x )  a r e  p o l y n o m i a l s  w i t h  n o  c o m m o n  
z e r o s ,  a n d  w e  d e s i r e  a  p o l y n o m i a l  a p p r o x i m a t i o n
f ( x )  ^  y ( x )
=  T ~  a  U  ( x )  *
£ = C  r  r
I n  t h i s  c a s e  w e  e q u a t e  c o e f f i c i e n t s  o f  U q , U ^ ,  .  * © ,  U Q 
i n  t h e  r e l a t i o n
p ( x )  =  q ( x ) J l  a  U  ( x )  
r = 0
a n d  i g n o r e  t e r m s  i n v o l v i n g  
T h u s ,  f o r  e x a m p l e ,  w e  o b t a i n
1  ^  2 4  TT - i  T f
1 , .-+  x 2  -  2 9  u 0  “  2 9  2
=  0 . 8 2 7 5 9  U 0  -  0 . 1 3 7 9 3  U g
2 8  1 6  2  
2 9  “  2 9 "  x
=  0 . 9 6 5 5 2  ~  0 . 5 5 1 7 2  x 2
W e  s h a l l  n o w  l e a v e  c o n t i n u o u s  d a t a  a n d  c o n s i d e r
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t h e  p r o b l e m s  i n v o l v e d  i n  E d g e w o r t h  a p p r o x i m a t i o n  
o f  d i s c r e t e  d a t a .
8 8
C h a p t e r  V I I I .
E d g e w o r t h ' s  O r i g i n a l  M e t h o d  f o r  D i s c r e t e  D a t a *
E d g e w o r t h ’ s  m e t h o d  o f  p o l y n o m i a l  a p p r o x i m a t i o n  
o f  d i s c r e t e  d a t a  w a s  i n  f a c t  a n  e x t e n s i o n  o f  a  p r o c e d u r e  
o f  L a p l a c e  2 0  w h i c h  w a s  c a l l e d  t h e  m e t h o d  o f  s i t u a t i o n  
a n d  r e l a t e d  t o  s e v e r a l  o b s e r v a t i o n s  o f  o n e  u n k n o w n .
I n  L a p l a c e ' s  m e t h o d  t h e  m e d i a n  o f  t h e  o b s e r v a t i o n s  
i s  s e l e c t e d  a s  t h e  t r u e  o b s e r v a t i o n  i n  p l a c e  o f  
t h e  m e a n ,  w h i c h  w o u l d  h a v e  b e e n  t a k e n  i f  t h e  m e t h o d  
o f  l e a s t  s q u a r e s  w e r e  u s e d .  T h e  m e t h o d  o f  s i t u a t i o n  
h a s  b e e n  p u t  o n  a  r i g o r o u s  b a s i s  b y  J a c k s o n  £ 1  a s  
f o l l o w s .
L e t  a .  b e  a  s e t  o f  m  +  1  r e a l  n u m b e r s .l ?
w h i c h  m a y  o r  m a y  n o t  b e  a l l  d i s t i n c t .  L e t
T h e  v a l u e  o f  x  w h i c h  r e d u c e s  B 2 ( x )  t o  a  m i n i m u m  
i s  t h e  a r i t h m e t i c  m e a n  o f  t h e  n u m b e r s  • I f
t h e  c o n d i t i o n  t h a t  R 2 ( x )  s h o u l d  b e  a  m i n i m u m  i s  
r e p l a c e d  b y  t h e  c o n d i t i o n  t h a t
m
( * )  =  H  x  " a i | 
i = 0
s h o u l d  b e  a  m i n i m u m ,  t h e  m e d i a n  o f  t h e  a .  i s  o b t a i n e d
1
I t  i s  u n i q u e l y  d e f i n e d  w h e n e v e r  m  i s  e v e n ?  i f
t h e  n u m b e r s  a r e  a r r a n g e d  i n  o r d e r  o f  m a g n i t u d e  s o
t h a t  <  . . .  <  a  ,  a n d  i f0 X  l x  x  m  9
m =  2 M  ,
t h e  m e d i a n  i s  s i m p l y  , t h e  m i d d l e  o n e  o f  t h e
„ T h e  m e d i a n  i s  a l s o  u n i q u e l y  d e f i n e d  w h e n  
m  i s  o d d  a n d
m =  2 M  -  1  ,
p r o v i d e d  t h a t
^ - l  =  ’
w h e n  i t  i s  e q u a l  t o  t h i s  c o m m o n  v a l u e .  O t h e r w i s e  
t h e  d e f i n i t i o n  i s  s a t i s f i e d  b y  a n y  n u m b e r  x  b e l o n g i n g
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t o  t h e  i n t e r v a l  & n d  i h e  m e d i a n  i s  t o
t h i s  e x t e n t  i n d e t e r m i n a t e  . B u t  f o r  e a c h  p o s i t i v e  
e  t h e r e  e x i s t s  a  d e f i n i t e  n u m b e r
w h i c h  m i n i m i z e s  t h e  s u m
m
1 + e
H 1 + e ( * > - i : o ! * - a 1 r '  ,
a n d  x  a p p r o a c h e s  a  d e f i n i t e  l i m i t  X  a s  e  
a p p r o a c h e s  z e r o .  T h e  v a l u e  o f  X  c o i n c i d e s  w i t h  
t h e  m e d i e m  a s  a l r e a d y  d e f i n e d ,  i n  t h e  c a s e s  w h e r e  
t h e  d e f i n i t i o n  i s  d e t e r m i n a t e ,  a n d  w h e n
m  ~  2 M  -  1
a n d
a M - l  ^  %  ,
X  i s  a  d e f i n i t e  n u m b e r  b e t w e e n  ^ d  a ^ .  .
L a p l a c e  s h o w s  t h a t  w h e r e a s  t h e  m e t h o d  o f  l e a s t  
s q u a r e s  a s s u m e s  a  n o r m a l  d i s t r i b u t i o n ,  t h e  m e t h o d  
o f  s i t u a t i o n  i s  d e r i v a b l e  f r o m  t h e  h y p o t h e s i s  t h a t  
t h e  l a w  o f  e r r o r  i s  o f  t h e  f o r m
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i ,  - h i  x |  
y  =  t h e  } 1 ■
F u r t h e r  t o  t h i s ,  E d g e w o r t h  2_ s h o w s  t h a t  i f  t h e  l a w
o f  e r r o r  c o n s i s t s  o f  t h e  s u m  o f  t w o  n o r m a l  d i s t r i b u t i o n s ,
t h e n  t h e  m e t h o d  o f  s i t u a t i o n  m a y  g i v e  a  b e t t e r  r e s u l t
t h a n  t h e  m e t h o d  o f  l e a s t  s q u a r e s .  H e  a l s o  m a i n t a i n s
t h a t  e v e n  w h e n  t h e  l a w  o f  e r r o r  i s  a  n o r m a l  d i s t r i b u t i o n
a n d  t h e  m e t h o d  o f  s i t u a t i o n  i s  l i k e l y  t o  g i v e  a  .
l e s s  a c c u r a t e  r e s u l t ,  ( t h e  p r o b a b l e  e r r o r  b e i n g  i n c r e a s e d
_  x
b y  t h e  f a c t o r  o r  a b o u t  2 5 %  1 5 . )  i t  i s  s t i l l
p r e f e r a b l e  t o  t h e  m e t h o d  o f  l e a s t  s q u a r e s  a s  t h e  
c o m p u t a t i o n  i n v o l v e d  i s  c o n s i d e r a b l y  l e s s .
W e  n o w  d e s c r i b e  E d g e w o r t h ' s  m e t h o d  i n  i t s  o r i g i n a l  
f o r m  1  f o r  t w o  v a r i a b l e s  x  a n d  y  * F r o m  m  +  1  
l i n e a r  e q u a t i o n s  c o n n e c t i n g  x  a n d  y  w e  f i n d  
a n  a p p r o x i m a t e  s o l u t i o n  b y  s o m e  r o u g h  p r o c e s s  ( s u c h  
a s  s i m p l y  a d d i n g  t o g e t h e r  s e v e r a l  o f  t h e  e q u a t i o n s  
s o  a s  t o  f o r m  t w o  i n d e p e n d e n t  s i m u l t a n e o u s  e q u a t i o n s ) .
W e  t a k e  t h e  p o i n t  t h u s  d e t e r m i n e d  a s  a  n e w  o r i g i n ,  
a n d  s u b s t i t u t e  i n  t h e  m  +  1  ( t r a n s f o r m e d )  e q u a t i o n s  
f o r  o n e  o f  t h e  v a r i a b l e s ,  s a y  x  , a  s e r i e s  o f  v a l u e s  
+ e , + 2 e , . . .  .  C o r r e s p o n d i n g  t o  e a c h  o f  t h e s e
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F o r  e a c h  o f  t h e s e  s y s t e m s  w e  d e t e r m i n e  t h e  m e d i a n  
a c c o r d i n g  t o  t h e  m e t h o d  o f  s i t u a t i o n .  T h i s  s e r i e s  
o f  m e d i a n s  f o r m s  o n e  l o c u s  f o r  t h e  s o u g h t  p o i n t  
( x , y )  .  A  s e c o n d  l o c u s  i s  f o u n d  b y  t r a n s p o s i n g  
x  a n d  y  i n  t h e  a b o v e  p r o c e s s .  T h e s e  l o c i ,  w h i c h  
a r e  a n a l o g o u s  t o  t h e  l o c i  g i v e n  b y  t h e  n o r m a l  e q u a t i o n s  
i n  t h e  m e t h o d  o f  l e a s t  s q u a r e s ,  i n t e r s e c t  i n  t h e  
r e q u i r e d  p o i n t .
T h e  m e t h o d  m a y  b e  e x t e n d e d  t o  a n y  n u m b e r  o f  
v a r i a b l e s .  F o r  e x a m p l e ,  i n  t h e  c a s e  o f  f o u r  v a r i a b l e s  
x ,  y ,  z ,  w  , w e  s h o u l d  c o n s t r u c t  o n e  t a b l e  c o n t a i n i n g  
t h e  m e d i a n  v a l u e s  o f  w  c o r r e s p o n d i n g  t o  e a c h  t r i p l e t  
o f  v a l u e s  a s s i g n e d  t o  x ,  y ,  z  5 a n d  t h r e e  s i m i l a r  
t a b l e s  f o r  t h e  m e d i a n  v a l u e s  o f  x ,  y ,  z  r e s p e c t i v e l y .  
T h e  s y s t e m  o f  v a l u e s  f o r  x ,  y ,  z ,  w  w h i c h  i s  i d e n t i c a l  
i n  a l l  t h e  t a b l e s ,  f o r m s  t h e  r e q u i r e d  s o l u t i o n .
T u r n e r  22^ i n v e s t i g a t e d  E d g e w o r t h ’ s  m e t h o d  a n d  
m a d e  t w o  c r i t i c i s m s .  F i r s t l y ,  t h e  m e t h o d  w a s  n o t  
n e c e s s a r i l y  l e s s  l a b o r i o u s  t h a n  t h e  m e t h o d  o f  l e a s t  
s q u a r e s ,  c o n t r a r y  t o  w h a t  E d g e w o r t h  h a d  c l a i m e d .
s u b s t i t u t i o n s  we have m + 1 e q u a t io n s  f o r  y .
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A n d ,  s e c o n d l y ,  t h e  m e t h o d  d i d  n o t  a l w a y s  p r o v i d e  
a  u n i q u e  s o l u t i o n .  H e  a l s o  a d v o c a t e d  a  g r a p h i c a l  
m e t h o d  o f  s o l u t i o n .
F o l l o w i n g  T u r n e r ' s  p a p e r ,  E d g e w o r t h  2  m o d i f i e d  
h i s  p r o c e d u r e ,  a d o p t i n g  t h e  g r a p h i c a l  a p p r o a c h ,  
a n d  p o i n t i n g  o u t  t h a t  i n  t h e  c a s e  o f  a  n o n - u n i q u e  
s o l u t i o n  L a p l a c e  h a d  a d v o c a t e d  t a k i n g  t h e  " m i d d l e  
o f  t h e  i n d e t e r m i n a t e  t r a c t "  a s  t h e  b e s t  p o i n t .
H i s  m o d i f i e d  p r o c e d u r e  i s  a s  f o l l o w s .  W e
t r a c e  t h e  o b s e r v a t i o n  l i n e s  i n  t h e  n e i g h b o u r h o o d
o f  t h e  s o l u t i o n ,  w h i c h  w e  c a n  f i n d  a p p r o x i m a t e l y .
B e g i n i n g  a t  a  p o i n t  o n  o n e  o f  t h e s e  l i n e s ,  w e  m o v e
c o n t i n u o u s l y  a l o n g  o n e  o r  o t h e r  o f  t h e  l i n e s  i n
d R
t h e  d i r e c t i o n  f o r  w h i c h  ^  i s  l e a s t ,  R  b e i n g  
t h e  s u m  o f  t h e  m o d u l i  o f  t h e  r e s i d u a l s  a n d
P p  p
- d s  =  d x  +  d y
d R
l i n e
We must th u s  d e te rm in e  th e  v a l u e  o f  f o r  any
ax + by -  v  = 0
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a t  a n y  a s s i g n e d  p o i n t .  W e  l e t  t h e  s u m  o f  t h e  
a f s  ( c o e f f i c i e n t s  o f  x  ) b e l o n g i n g  t o  t h e  l i n e s  
o n  t h e  r i g h t  o f  t h a t  p o i n t  b e  A  ; a n d ,  t o  t h e
l e f t ,  A '  .  W e  l e t  t h e  s u m  o f  t h e  b ' s  ,  a b o v e ,
b e  B  ; b e l o w ,  B *  .  T h e n
d R  == ( A f ~ A ) d x  +  ( B ' - B ) d y
w h i l e
a  d x  +  b  d y  ft 0
a n d
d s  =  ( d x 2  +  d y 2 ) 8  .
W h e n ,  t h e  s t a r t i n g  p o i n t  i s  a n  i n t e r s e c t i o n ,  w e  s h o u l d  
p u t  o u r s e l v e s  a t  t h e  p r o x i m a t e  p o i n t  a l o n g  t h e  p a t h  
w h i c h  i s  b e i n g  e x p l o r e d .  T o  f i n d  gj — f o r  a n o t h e r  
l i n e  p a s s i n g  t h r o u g h  t h e  s a m e  p o i n t ,  o r  f o r  a  n e i g h b o u r i n g  
p o i n t  a n d  l i n e ,  i t  w i l l  n o t  b e  n e c e s s a r y  t o  e v a l u a t e
A ,  A * ,  B ,  B f a f r e s h .  T h e  c o e f f i c i e n t s  o f  d x
a n d  d y  i n  t h e  e x p r e s s i o n  f o r  d R  r e q u i r e  a l t e r a t i o n  
o n l y  i n  r e s p e c t  o f  t h e  c o e f f i c i e n t s  o f  t h o s e  l i n e s  
w h i c h  h a v e  b e e n  c r o s s e d .
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W e  c o n t i n u e  m o v i n g  a c c o r d i n g  t o  t h e s e  r u l e s  
u n t i l  a  p o i n t  i s  r e a c h e d  a t  w h i c h  — ► i s  p o s i t i v e  
f o r  e v e r y  p a t h  p a s s i n g  t h r o u g h  t h e  p o i n t .  T h e  
p o i n t  r e p r e s e n t s  a  s o l u t i o n .
A s  a n  i l l u s t r a t i o n  o f  E d g e w o r t h ’ s  p r o c e d u r e  
w e  t a k e  t h e  f o l l o w i n g  e x a m p l e  f r o m  h i s  p a p e r .
L e t  t h e  e q u a t i o n s  h e
x  +  y  =  a l  *
x  +  y  =  a 2  ,
x  +  y  rs ,
3x  + p r  a  b y  #
x  +  p r  =  b 2  s
a s  i n  t h e  d i a g r a m  b e l o w .
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B e g i n i n g  a t  A  w e  h a v e ,  f o r  m o v e m e n t  i n  t h e  d i r e c t i o n  
A p
d R  =  ( 2  -  | ) d y  ,
a n d
x
d s  =  2 s  d y
h e n c e
i
d R  5
■ - r -  r r - r
d s  2 #
2 2^
F o r  A q  w e  h a v e
d R  =  - 2 d x  +  ( 3  ~  | ) d y
a n d
'A
d x  +  d y  =  0
w h e n c e
9 343
17
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Again, f o r  Ar we have
a n d  f o r  A B  ,
d R  _  2®"
d s  "  “  5  "
AB i s  t h e r e f o r e  t h e  r e q u i r e d  p a t h .  P r o c e e d i n g  
t o  w e  f i n d  ™  ,  f o r  t h e  p a t h s  B s  a n d  B b ^  ,
p o s i t i v e ; a n d  f o r  t h e  p a t h  B C  ,  z e r o .  A l s o  a t  
t h e  p o i n t  C , e a c h  p a t h  e x c e p t  C B  r e p r e s e n t s  
a  p o s i t i v e  i n c r e m e n t .  H e n c e  a n y  p o i n t  o n  B G  
i s  a  s o l u t i o n ,  a n d  L a p l a c e  w o u l d  t a k e  t h e  m i d  p o i n t  
o f  B C  a s  t h e  s o l u t i o n .
W e  w i l l  n o t  c o n s i d e r  E d g e w o r t h ' s  o r i g i n a l  m e t h o d  
f u r t h e r .  F o r  a n y t h i n g  o t h e r  t h a n  t w o  v a r i a b l e s  
t h e  m e t h o d  b e c o m e s  f a n t a s t i c a l l y  c o m p l i c a t e d ,  a n d  
e v e n  f o r  t w o  v a r i a b l e s  i t  a p p e a r s  t o  b e  q u i t e  i n v o l v e d ,  
a n d  -  i n  t h e  a u t h o r ' s  s u b m i s s i o n  -  d e c i d e d l y  m o r e  
c o m p l i c a t e d  t h a n  t h e  m e t h o d  o f  l e a s t  s q u a r e s .
I n  t h e  n e x t  t h r e e  c h a p t e r s  w e  s h a l l  c o n s i d e r  o t h e r  
p o s s i b l e  m e t h o d s  o f  s o l u t i o n ,  a n d  i t  w i l l  b e  f o u n d  
c o n v e n i e n t  t o  v i s u a l i z e  t h e  p r o b l e m  i n  a  s l i g h t l y
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d i f f e r e n t  m a n n e r  a s  f a r  a s  t h e  g e o m e t r i c a l  i n t e r p r e t a t i o n  
i s  c o n c e r n e d .
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C h a p t e r  I X .
A f t e r  E d g e w o r t h .
E d g e w o r t h ’ s  o r i g i n a l  m e t h o d  w a s  f u r t h e r  d e v e l o p e d  
b y  h i m s e l f  i n  1 9 2 3  2J3 a l t h o u g h  h e  a d d e d  l i t t l e  n e w  
a n d  m a i n l y  r e l i e d  o n  d i a g r a m s  f o r  h i s  a r g u m e n t s .
H o w e v e r ,  i n  1 9 3 0  t h e r e  w a s  a  m a j o r  b r e a k t h r o u g h  
i n  t h e  e x t e n s i o n  o f  E d g e w o r t h ’ s  m e t h o d  b y  R h o d e s  
2 4 . H i s  m e t h o d  i s  b a s i c a l l y  a s  f o l l o w s .
S u p p o s e  w e  a r e  d e a l i n g  w i t h  a  s e r i e s  o f  d e v i a t i o n s ,
s a y  i n v o l v i n g  t h r e e  u n k n o w n s ,  A y U  +  B y V  +  C y W  +  D y  ,
A 2 u  +  B 2 v  +  C 2 w  +  D 2  * . . .  * An u  +  B n v  +  Cn w  +  D n  ,
a n d  w e  w a n t  t o  f i n d  v a l u e s  o f  u ,  v ,  w  w h i c h  m a k e  
n
1 “  l A u  +  B v  +  C w  +  D \  a  m i n i m u m .  F i r s t ,  w e  .
— * s  s  s  s
s = l
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i s  a  m i n i m u m  w h e n  u  i s  g i v e n  b y
B  v  +  C w  +  D  
/  r  r  r v
u  =  - (-   >
r
i . e .  w e  f i n d  a  l o c a l  m i n i m u m  p o i n t  i n  t h e  p l a n e
f i n d  f o r  what v a l u e s  o f  v  and w th e  e x p r e s s i o n
A u  +  B v  +  C w  +  D  ^ 0  
r  r  r  r
w h e r e  r  i s  a n y  o n e  o f  t h e  v a l u e s  s  f r o m  1
t o  n  .  T h i s  r e d u c e s  t h e  p r o b l e m  t o  o n e  i n v o l v i n g
t w o  v a r i a b l e s  o n l y ,  i . e .  w h a t  v a l u e s  o f  v  a n d
n - l
w  w i l l  m a k e  j E ^ v  +  F ^ w  +  0 ^  \ a  m i n i m u m ,  w h e r e
t = l
t h e  E ’ s ,  E f s ,  0 f s  a r e  o b t a i n e d  f r o m  t h e  A f s ,
B ' s ,  C ? s ,  D ' s  .  T o  s o l v e  t h i s ,  w e  f i n d  f o r  w h a t  
v a l u e  o f  w  t h e  e x p r e s s i o n  i s  a  m i n i m u m  w h e n  v  
i s  g i v e n  b y
I  W  +  (t
v  =
p
i . e .  w e  f i n d  a  l o c a l  m i n i m u m  p o i n t  i n  t h e  l i n e
E v  +  F w  +  Gr =  0 ,
P  P  P  ’
w h e r e  p  i s  a n y  o n e  o f  t h e  v a l u e s  t  f r o m  1
t o  n  -  1  .  T h i s  r e d u c e s  s i m p l y  t o  t h e  p r o b l e m
o f  f i n d i n g  a  w e i g h t e d  m e d i a n .  T h e  p r o c e s s  i s  r e p e a t e d
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- u n t i l  w e  a r r i v e  a t  a  s t a g e  w h e n  w e  f i n d  t h a t  t h e  
l o c a l  m i n i m u m  i n  t h e  p l a n e
A ^ u  4- B ^  v  +  C ^ w  4 - =  0
i s  t h e  p o i n t  w h e r e  t h e  p l a n e s
A u 4 * B v  +  C w 4 * D  =  0  m  m  m  m
a n d
A u 4 - B V 4 - C W 4 - D  =  0  n  n  n  n
m e e t  i t ,  a n d  w h e r e  t h e  l o c a l  m i n i m u m  i n  t h e  p l a n e
A u 4 - B v 4 - C w 4 - D  =  0  m  m  m  m
i s  t h e  p o i n t  w h e r e  t h e  p l a n e s
A u  4* B  v  4> C w  4- B  =  0  
n  n  n  n
a n d
A „ u  4- B  v  +  C „ w  +  Dj> =  0  
f C 1 u
m e e t  i t ,  a n d  w h e r e  t h e  l o c a l  m i n i m u m  i n  t h e  p l a n e
A  u  4- B  v  4- C w  4- I)  =  0  
n  n  n  n
i s  th e  p o i n t  where th e  p l a n e s
m e e t  i t .  T h e n  t h i s  p o i n t  o f  i n t e r s e c t i o n  o f  t h e s e  
t h r e e  p l a n e s  i s  t h e  t r u e  m i n i m u m  p o i n t ,  a n d  t h e  
v h l u e s  u ,  v ,  w  o b t a i n e d  f r o m  s o l v i n g  t h e s e  e q u a t i o n s
m a k e  T ”  A  u  +  B „ v  +  C w  +  B  I a  m i n i m u m *
■£—n | s  s  s  s iS =  J_
T h i s  i s  a n  i t e r a t i v e  a n d  r e c u r s i v e  m e t h o d ,  
i n  t h e  f o l l o w i n g  s e n s e . T h e r e  i s  a  d i r e c t  m e t h o d  
f o r  m i n i m i z a t i o n  w i t h  o n e  p a r a m e t e r .  A s s u m i n g  
a  m e t h o d  f o r  m i n i m i z a t i o n  w i t h  n  -  1  p a r a m e t e r s ,  
R h o d e s  i m p o s e d  a  r e l a t i o n  b e t w e e n  t h e  n  p a r a m e t e r s  
( i n  a n  n - p a r a m e t e r  p r o b l e m )  a n d  f i n d s  a  r e s t r i c t e d  
m i n i m u m  b y  t h e  m e t h o d  f o r  n  -  1  p a r a m e t e r s .
I n  t h i s  s e n s e  h i s  m e t h o d  i s  r e c u r s i v e .  H e  t h e n  
r e p e a t s  t h e  p r o c e s s ,  b y  i m p o s i n g  o n  t h e  n  p a r a m e t e r s  
a  n e w  r e l a t i o n  d e t e r m i n e d  b y  t h e  r e s t r i c t e d  m i n i m u m .
I n  t h i s  s e n s e  h i s  m e t h o d  i s  i t e r a t i v e .  T h e  p r o c e s s  
i s  f i n i t e ,  e n d i n g  w h e n  a  r e s t r i c t e d  m i n i m u m  i m m e d i a t e l y  
s u c c e e d s  i t s e l f ,  i n d i c a t i n g  a  t r u e  m i n i m u m .
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R h o d e s  w a s  p r o b a b l y  t h e  f i r s t  t o  s h o w  t h a t  
i n  c e r t a i n  c a s e s  w h e n  t h e  m e t h o d  o f  l e a s t  s q u a r e s  
d o e s  n o t  y i e l d  a n  a p p r o x i m a t i o n  w h i c h  g i v e s  a n  a d e q u a t e  
p i c t u r e  o f  t h e  f u n c t i o n ,  E d g e w o r t h ' s  m e t h o d  s u c c e e d s  
s i n c e  l a r g e  d e v i a t i o n s  a r e  n o t  g i v e n  u n d u e  p r o m i n e n c e .  
T h i s ,  i n  t h e  o p i n i o n  o f  t h e  a u t h o r ,  i s  t h e  g r e a t e s t  
p r a c t i c a l  a d v a n t a g e  o f  t h e  m e t h o d .  H e  a l s o  i n d i c a t e s  
i n  h i s  p a p e r  h o w  t h e  m e t h o d  m a y  b e  e x t e n d e d  w i t h o u t  
d i f f i c u l t y  t o  n o n - p o l y n o m i a l  a p p r o x i m a t i o n .
R h o d e s '  p a p e r  c o n t a i n s  n o  p r o o f s .  T h e s e  w e r e
p r o v i d e d  t e n  y e a r s  l a t e r  b y  S i n g l e t o n  w h o  m a d e
a  m o d i f i c a t i o n  w h i c h  r e d u c e d  t h e  l a b o u r  o f  s o l u t i o n  
b y  e l i m i n a t i n g  t h e  r e c u r s i v e  f e a t u r e .  T h e  e s s e n c e  
o f  h i s  m e t h o d ,  w h i c h  i s  s t i l l  a  f i n i t e  i t e r a t i v e  
o n e ,  w i l l  b e  o u t l i n e d  a t  t h e  e n d  o f  t h i s  c h a p t e r .
F r o m  S i n l e t o n ' s  r e s u l t s  w e  d e d u c e  t h a t  t h e  
s e t  o f  s o l u t i o n s  t o  t h e  E d g e w o r t h  a p p r o x i m a t i o n  
p r o b l e m  f o r  d i s c r e t e  d a t a  i s  t h e  c o n v e x  h u l l  o f  
a  c e r t a i n  f i n i t e  n u m b e r  o f  p a r t i c u l a r  s o l u t i o n s .
T h e s e  p a r t i c u l a r  s o l u t i o n s  i n t e r p o l a t e  t h e  d a t a  
a t  n + 1  p o i n t s  f o r  p o l y n o m i a l s  o f  d e g r e e  n  .
I f  t h e  s o l u t i o n  i s  u n i q u e  i t  m u s t  t h e r e f o r e  i n t e r p o l a t e  
t h e  d a t a  a t  n  4 - 1  p o i n t s  .
F o r  p o l y n o m i a l s  o f  d e g r e e  m o r e  ‘t h a n  t w o  R h o d e s  
m e t h o d  a s  m o d i f i e d  b y  S i n g l e t o n  i s  s o m e w h a t  d i f f i c u l t  
t o  a p p l y ,  n e v e r t h e l e s s  f o r  p o l y n o m i a l s  o f  d e g r e e  
t w o  o r  l e s s  i t  i s  q u i t e  c o n v e n i e n t  t o  u s e .
I n  1 9 5 6  K a r s t  2 ( 5 ,  2 7  d e s c r i b e d  a  f a i r l y  s i m p l e  
m e t h o d  f o r  f i t t i n g  p o l y n o m i a l s  c o n t a i n i n g  o n e  o r  
t w o  p a r a m e t e r s .  I n  t h e  f i r s t  c a s e  ( f i t t i n g  a  s t r a i g h t  
l i n e  t h r o u g h  a  g i v e n  p o i n t )  a  d i r e c t  m e t h o d  i s  u s e d  
b u t  i n  t h e  s e c o n d  c a s e  ( f i t t i n g  a  g e n e r a l  s t r a i g h t  
l i n e )  i t e r a t i v e  t e c h n i q u e s  a r e  e m p l o y e d .  S i n c e ,  
h o w e v e r ,  t h e  m e t h o d  c a n n o t  b e  e x t e n d e d  t o  p o l y n o m i a l s  
o f  d e g r e e  m o r e  t h a n  o n e  w e  d o  n o t  c o n s i d e r  i t  f u r t h e r  
h e r e  .
T h e  f o l l o w i n g  m e t h o d  i s  t h e  a u t h o r ' s  v a r i a n t  
o f  25% T h e  n o t a t i o n  u s e d  h e r e  i s  q u i t e  d i f f e r e n t  
f r o m  t h a t  o f  S i n g l e t o n ,  a l t h o u g h  f o r  c o n v e n i e n c e  
t h e  s u b s t a n c e  o f  h i s  p r o o f s  h a s  b e e n  r e t a i n e d .
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F o r  t h e  p u r p o s e s  o f  t h i s  s e c t i o n  t h e  b a s i c  
p r o b l e m  m a y  b e  d e s c r i b e d  a s  f o l l o w s .  G i v e n  t h e  
m  +  1  (  > n  )  p o i n t s ?  ( x i 0 , x ± 1 , . . .  ,  x ±  ,  y . )
— S, ii
w e  s e e k  c o e f f i c i e n t s  a  s u c h  t h a t  J  I y . -  7  a x .
Y *  n .'tttw u  I I  V i  j
i= 0 I  r = 0
i s  a  m i n i m u m .  W e  p a r t i c u l a r l y  h a v e  i n  m i n d  t h e  
s p e c i a l  c a s e  i n  w h i c h
r
x i r  ~  x i 0
W e  l e t
. - i i
R ,  ft 7  a  x ,  -  y .  ( 1 )
i  — ^  r  i ri5ft0
a n d  w e  f i n d  f u n c t i o n s  e .  o f  a  s u c h  t h a t  e i t h e r
l  r
e. =  1
o r
a n d e . R .  i s  n o n - n e g a t i v e .  T h e n  i x
jn
R  =  1  e . R ,  
1 = 0
i s  to  be m in im ized .
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Thus from (1)
H  =  T  a x .  -  y  ( 2 )
n
w h e r e
r = 0  r  r
m
x  =  )  e  . x ."P "1 *1 *V*»
1 = 0
a n d
m
y = II e . y .  
1 = 0
W e  n o w  c o n s i d e r  a  E u c l i d e a n  s p a c e  o f  n  +  2
d i m e n s i o n s ,  E  n  s w i t h  c o o r d i n a t e s  a ~ ,  a n ?  . . .  a  ,  R
? n + 2  s O ’ 1 ? 9 n ?
T h e  c o o r d i n a t e  l i y p e r p l a n e  p e r p e n d i c u l a r  t o  t h e
R  a x i s  w e  c a l l  E  « I n  ® n + 2  e a c i l  e q u a t i o n s
( l )  f o r  a  p a r t i c u l a r  i  r e p r e s e n t s  a  p l a n e  i n
n  +  1  d i m e n s i o n s  w h i c h  i n t e r s e c t s  E  n i n  a  p l a n e
n + 1
i n  n  d i m e n s i o n s  w h e n
R .  =  0l
E a c h  o f  t h e  e q u a t i o n s
R .  =  e  . ( T ~  a  x . -  y . ) ( 3  )
i  i v r  x r  l
r e p r e s e n t s  t w o  h a l f  p l a n e s  w h i c h  t o u c h  a n ( ^
e a c h  o t h e r  a l o n g  t h e  p l a n e  i n  n  d i m e n s i o n s  g i v e n
T h e  f u n c t i o n s  o n  t h e  r i g h t  h a n d  s i d e  o f  ( 3 )
a r e  t h u s  c o n t i n u o u s  e v e r y w h e r e , a n d  l i n e a r  i n  a n y
n e i g h b o u r h o o d  o f  ® n + q  n o n e  o f  w h o s e  p o i n t s  s a t i s f i e s
( 4 ) *  H e n c e  t h e  f u n c t i o n  o n  t h e  r i g h t  h a n d  s i d e
o f  ( 2 )  i s  c o n t i n u o u s  f o r  a l l  a  ,  a n d  l i n e a r  f o rr
e v e r y  n e i g h b o u r h o o d  o f  E n + ]_ c o n t a i n i n g  n o  p o i n t s  
w h i c h  s a t i s f y  ( 4 )  f o r  a n y  i  . H e n c e  t h e  s u r f a c e  
S  g i v e n  i n  b y  ( 2 )  c o n s i s t s  o f  p o r t i o n s  o f
p l a n e s  i n  n + 1  d i m e n s i o n s  j o i n e d  t o g e t h e r *
T h e  p r o j e c t i o n  o f  t h e s e  j o i n s  o n  f o r m s  a
n e t w o r k  o f  p l a n e s  i n  n  d i m e n s i o n s  d e t e r m i n e d  i n
E n + 1  b y  ( 4 ) >
W e  d e f i n e  a  " b e n d  o f  g i v e n  d e g r e e  o n  8  M t o  
b e  t h e  l o c u s  o f  a l l  p o i n t s  o n  S  w h o s e  f i r s t  c o o r d i n a t e s  
s a t i s f y  a  s e t  o f  i n d e p e n d e n t  e q u a t i o n s  o f  ( 4 )  e q u a l  
i n  n u m b e r  t o  t h e  g i v e n  d e g r e e .  T o  e a c h  s u c h  s e t  
c o r r e s p o n d s  a  u n i q u e  b e n d  o f  t h a t  d e g r e e .
I f  a  l i n e a r  r e l a t i o n
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n *
a  =  T “ a  +  b _
x* r s  r
s = 0
w i t h
r a n k ( a _  ) =  n *  , 
r s  ;y
w h e r e  n *  i s  l e s s  t h a n  n  ,  1 b  i m p o s e d  o n  ,
a l l  t h e  p r e c e d i n g  d e v e l o p m e n t ,  r e d u c e d  i n  d i m e n s i o n ,
ix
a p p l i e s  t o  t h e  n e w  v a r i a t e s  l a x .  , T ”  b  x .  -  v .  «
~ 0  r s  j r 0  r  i r
T o  s u m  u p ,  a  s e c t i o n  o f  S  b y  a  p l a n e  o f  a n y  d i m e n s i o n
d  , w h e r e  d  d o e s  n o t  e x c e e d  n ~ V* h a s  a l l  t h e  p r o p e r t i e s
r
o f  a  s u r f a c e  S  s o f  d i m e n s i o n  d  * S i n c e  a n y  s e t
o f  c o n s i s t e n t  e q u a t i o n s  s e l e c t e d  f r o m  ( 4 )  d e t e r m i n e s
s u c h  a  l i n e a r  r e l a t i o n  f o r  a  t h i s  m e a n s  t h a t
r
e a c h  b e n d  o f  d e g r e e  t  c o n s i s t s  o f  l i n e a r  e l e m e n t s  
o f  d i m e n s i o n  n  +  1  -  t  , j o i n e d  a t  p o i n t s  w h i c h  
l i e  o n  l i n e a r  e l e m e n t s  o f  l e s s e r  d i m e n s i o n *  T h u s  
S  i s  a  p o l y h e d r o n .  I t s  f a c e s  w e  t e r m  c o m p l e x e s  
o f  d i m e n s i o n  n  +  1  ,  » a n d  l i n e a r  e l e m e n t s
o f  i t s  e d g e s  w h i c h  l i e  w h o l l y  i n  b e n d s  o f  d e g r e e  
t  ,  b u t  n o t  o f  d e g r e e  t  +  1  ,  a r e  c o m p l e x e s  
o f  d i m e n s i o n  n  +  1  -  t  * T h e  b o u n d a r y  o f  a n y  
,  w h e r e  r  i s  p o s i t i v e ,  c o n s i s t s  o f  c o m p l e x e s  
o f  l e s s e r  d i m e n s i o n *
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S i n c e  . R  i s  n o n - n e g a t i v e  i t  i s  b o u n d e d  b e l o w .
L e t  g  b e  i t s  g r e a t e s t  l o w e r  b o u n d .  S i n c e  f o r  
s o m e  n u m b e r  h  e x c e e d i n g  g  , t h e r e  i s  a n  N  s u c h  
t h a t  f o r  a l l  i n  m o d u l u s  e x c e e d i n g  N  9 R
e x c e e d s  h  .  H e n c e  f o r  s o m e  c l o s e d  n e i g h b o u r h o o d
o f  g r e a t e s t  l o w e r  b o u n d  o f  R  i s  /  • 3
S i n c e  R  i s  c o n t i n u o u s  e v e r y w h e r e  i t  a t t a i n s  i t s
g r e a t e s t  l o w e r  b o u n d ,  t h u s  S  h a s  m i n i m a .  S i n c e  
t h e  m i n i m u m  o f  a n y  c o m p l e x  n o t  p a r a l l e l  t o  
l i e s  o n  i t s  b o u n d a r y ,  a n d  t h e  b o u n d a r y  c o n s i s t s  
o f  c o m p l e x e s ,  i t  f o l l o w s  t h a t  t h e  m i n i m u m  o f  S  
c o n s i s t s  o f  C q ' s  a n d / o r  e n t i r e  c o m p l e x e s  o f  p o s i t i v e  
d i m e n s i o n  w h i c h  a r e  p a r a l l e l  t o  ® n + q  0 n o w
s h o w  t h a t  S  h a s  a  u n i q u e  m i n i m u m  c o m p l e x  ( i n c l u d i n g
i t s  b o u n d a r y  c o m p l e x e s )  a n d  i s  c u p  s h a p e d .
W e  f i r s t  c o n s i d e r  t h e  c a s e
n  == 0  •
T h e n  S  g e n e r a l l y  a s s u m e s  t h e  f o l l o w i n g  f o r m .
I l l
R
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T h e  s l o p e  c h a n g e s  o n l y  w h e n  a n  e q u a t i o n  o f  ( 4 )  h a s  
a  r o o t .  S u p p o s e  t h e  p o i n t  i s  a *  , a n d  t h a t
a o x o o  -  y 0  =  0  -
F r o m  ( 3 )  s i n c e  R ^  i s  n o n - n e g a t i v e ,  e o x o O  
n e g a t i v e  i f  a ^  i s  l e s s  t h a n  a g  a n d  i s  p o s i t i v e  
i f  B q  i s  g r e a t e r  t h a n  a *  . S i n c e  i n  ( 2 )
m
-  )  e . x .  ~ ,
0  i r 0  1 1 0
a n d  s i n c e  f o r  h  s u f f i c i e n t l y  s m a l l  a n d  a Q b e l o n g i n g  
t o  t h e  i n t e r v a l  ( a *  -  h ,  a *  +  h )  t h e  o n l y  e
e s s e n t i a l l y  t o  c h a n g e  i s  e ^  ,  w e  h a v e
x o ( a o * } +  2 ie o x o o l  =  x o (a:o ^ }
w h e r e  a *  -  h  <  a * * -  <  a *  <  a * * *  <  a *  +  h  • H e n c e  
t h e  s l o p e  I s  a  m o n o t o n i c  i n c r e a s i n g  s t e p  f u n c t i o n .
S i n c e  f o r  a ^  s u f f i c i e n t l y  s m a l l  a l l  e 4 x i 0  a r e  
n e g a t i v e , a n d  f o r  a Q s u f f i c i e n t l y  l a r g e  t h e y  a r e  
a l l  p o s i t i v e ,  a t  s o m e  i n t e r m e d i a t e  p o i n t  o r  p o i n t s  • 
e i t h e r  t h e  s l o p e  v a n i s h e s  o r  c h a n g e s  d i r e c t l y  f r o m  
n e g a t i v e  t o  p o s i t i v e .  I n  t h e  f i r s t  c a s e  a  s i n g l e  
c l o s e d  i s  t h e  m i n i m u m  c o m p l e x ,  i n  t h e  s e c o n d
c a s e  a  . I n  e i t h e r  c a s e  f o r
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n = 0
(2) is  concave upward and has ju s t one minimum complex, 
except fo r  complexes o f lesser dimension c o n s titu tin g  
the boundary o f th is  complex. Thus the set o f 
po in ts aQ fo r  which R is  less than N form 
a convex p o in t se t.
We may now extend th is  to
n /  0 .
I f  fo r  any two points a* , a** o f ? where
a* denotes (a*, a *? . . .  , a*) e tc . ,  R(a*) and
R(a**) are both less than N , the plane in  E g
given by
a = a* + 2 (a**  ~ a* )
makes a one dimensional section o f S . Thus the 
points a ly in g  on the p ro je c tio n  o f th is  section 
on have the property  o f the previous paragraph
and l ie  on the s tra ig h t lin e  jo in in g  a* and a** •
As th is  is  the property needed fo r  a convex po in t 
se t, the set o f po in ts a fo r  which R(a) as given 
by (2) is  less than N form a convex po in t se t.
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I t  now fo llow s immediately tha t there is  a 
unique minimum complex. We also note tha t no two 
complexes can be contained in  a s ing le  plane o f 
the same dimension -  th is  fo llow s from the equation 
g iv ing  m onotonicity o f slope in  one dimension..
From now on we regard R as a function  defined 
on E : the equations w i l l  normally represent
objects in  Complex and Bend also w i l l  re fe r
to the p ro jec tions  on complexes and
bends o f S . For a sing le-va lued function  defined 
on the gradient at a po in t is  the p ro je c tio n
i
of a normal to the surface representing the functions
I
in  E n . I f  the func tion  is  defined only overn+2
a subspace o f possessing d e riva tive s , the
gradient w i l l  be required also to be tangent to
the subspace. This is  s u ff ic ie n t to determine
a unique d ire c tio n , and preserves the property tha t
fo r  an in f in ite s im a l displacement in  any d ire c tio n
the value o f the func tion  decreases most ra p id ly
in  the d ire c tio n  o f the g rad ien t. I t  w i l l  be convenient
usua l.
t o  t a k e  t h e  g r a d i e n t  a s  t h e  n e g a t i v e  o f  w h a t  i s
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A po in t a ' ly in g  on a but not on a
w i l l  have a grad ient in  and also in  each higher
dimensional complex on whose boundary l ie s .
I f  the gradient fo r  a as a p o in t o f ^ po ints
in to  (remembering th a t a l ie s  on the boundary)
th is  w i l l  be ca lled  a usable grad ien t. In  the 
case o f the greatest k fo r  which there ex is ts  
a usable g rad ien t, there e x is ts  a unique ^
provid ing  such a g rad ien t, and tha t gradient is . 
the "bes t"; i . e .  o f a l l  the d irec tions  in  
i t  provides the most rapid decrease o f the function  
R . Furthermore, a l l  complexes o f lesser dimension 
provid ing  usable gradients l ie  on the boundary o f 
th is  . Moreover, i f  fo r  a po in t a on
, two complexes C^.* and , with t* exceeding
t , lying in different bends of degree n + 1 - t* 
but incident at both provide usable gradients
for a , then the complex on whose boundary
lie both and also provides a usable
gradient for a . For, select a* on the gradient
R(a*) « R (a**) .
i n  , a * *  o n  t h e  g r a d i e n t  i n  , f o r  w h i c h
1 1 6
The jo in  o f a* and a** l ie s  in  ^*+3  > an^
fo r  some p o in t a*** on th is  jo in
R (a***) < R( a* ) = R(a**) .
Also, the distance between a and a*** is  less
than the distance between a and a* and/or the 
distance between a and a** . Hence
must contain a usable g rad ien t.
The d ire c tio n  o f the gradient fo r  a po in t 
a* considered as ly in g  on a given by
gr  = “ xr ( a * ) 
m
= i A ( a * ) L r  *
XftO
I f  a* l ie s  in  the in te r io r  o f a face, th is  is
unique. I f  a* l ie s  in  a bend, so th a t some
e. are not determined, the fo r  each face isi  ? ° r
found by se le c tin g  the indeterm inate e 's  as 1
or -1 , according to the face being considered.
For a p o in t a* considered as ly in g  on a bend 
o f degree t  , given by t  independent equations 
o f (4 );
t h e  g r a d i e n t  f o r  a  p a r t i c u l a r  d s
%=& . . 
S r  =  l ~ k p x p r  "  x r  ( 7 )
p ~ 0
where k s a tis f ie s  .P
t - l  n n
k J x x = ) x  x , c h
p = 0  P i z o  P r  1 r  j r 0 r  q r
the choice o f sign fo r  the indeterminate in
(2) being im m ateria l.
For a po in t a* ly in g  on a bend o f degree
ir _.
t  Lgiven by (6 ), to determine which complex contains 
the best g rad ient, each bend o f degree t - l  inc iden t 
on the bend o f degree t  at a* is  tested fo r  
a usable gradient and thus we determine the complex 
containing the best g rad ien t.
There are 2t such complexes .inc ident at 
a* , given by the t  sets o f equations selected 
from (6 ):
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s /  p .
The two complexes ly in g  in  the same bend, o f degree
t  -  1 have the same equation in  (8 ), but are d istingu ished
la te r  by e (a -) fo r  the omitted equation being 
P
taken f i r s t  1 then - I  .
The gradient fo r  the p^th' p a ir  o f complexes
is
t-1
7“  kr.x_.__ -  x. 
s~ 0  
s ^ p
5pr s' s r r- 
F o r
e = 1 P
in  determining x^ ? we have Sp+rr » fo r
e = -1 P
r . . We consider only >p~5r
e = 1 P
The lin e  in  the d ire c tio n  o f the greatest slope 
is  then
a.,. = a* + /g  «
1 1 9
Now a* is  here considered ly in g  on the complex 
given by (8) w ith
e p =  1  .
For g to po in t in to  th is  face, the devia tion
P + ? r
fo r  the p -th  observation must be p o s itive  when 
£  is ,  otherwise, fo r  a displacement in  the d ire c tio n  
o f ^ changes sign immediately and the
course is  in  the other complex. The devia tion  
is
n
R  =  1  a x  -  yP ~ q r  P* P
n n
= T " a*x + /T " g x —  y 
~~0 r  Pr  0+o  p + ,r p r p 
r t
= /)  g x 4^r0ap + ,r p r
Had g been used, th is  devia tion  would have® p-,r
been negative. Hence the complex given by (8) 
w ith  e ith e r choice o f possesses a usable gradient
i f  and only i f
j r  = e c r  V  k X X  -  Tx x ) > 0 . (9)
- + ?  p  r = 0  s = 0  8  s r  p r  7 = 0  r  p r
s/p
I t  i s  n o t  p o s s i b l e  f o r  _ J T + a n<3 "to b o t h
. b e  p o s i t i v e .
1 2 0
When a l l  sets o f equations (8) are tested by 
(9) the equations common to a l l  sets possessing 
a usable gradient determine the complex w ith  the 
best g rad ien t, re ta in in g  the values o f e fo r  which 
(9) was s a t is f ie d .
For a minimum po in t given by (6) w ith
t  = n + 1
a l l  "0^ must be negative . We define
n
X = 7~ x x uv jp-Q u r v r
and
n
Y = T~ x x u u r rr=0
Then in  (9 ), the numbers k , -1 are seen froms
(7) to be p ropo rtiona l to the cofactors o f the
p-th  row o f the m atrix  (X N, Y ) ? q having theqs q
same* range as p . Thus
- 5 +  =  c  D e t ( X q s ’ v + }
a n d
- J P  =  V } ’
1 2 1
where in  the f i r s t  case Y is  determined, w ithq
and in  the second case w ith
The fa c to r o f p ro p o r t io n a lity ? c , must he the 
same since X i s  unaffected by change o f ep . 
How le t
n
where
V p
Then
wwoJ&tTl vr~ = e}Det(X , X ) + Det(X P+ ( qs’ q '; .  x  ) 1qs qp )
and
1~ = -o)Det(X , X ) -  Det(X
- t p -  ( a s  i  '
,x )<  .qs ’ qp )
Hence
W~ ( T  -  -c +  Det2(X , X ) -  Det2(X X ) \  .-J=-p+~£-p- ( ' qs ’ q ' v qs’ qp )
1 2 2
Now le t  A represent the square m atrix (xpr ) T •
Let Bp represent the m atrix formed from A by-
replacing the p -th  column by x j  «. Then
J p + - iP  = -c 2[Det2(A'Bp ) -  Det2(A 'A )j
= -c 2Det2A(Det2B -  Det A) ,
which, has the same sign as
tf = )Det(A)| -  |Det(Bp ) | .
Since and ffT- are never both p o s it iv e ,
and at the minimum are both negative fo r  a l l  p , 
at the minimum a l l  0 are p o s it iv e . To determine 
a l l  0p together le t
2 n
z = ( z n )
and
. 1
»
9Zn
xTV
X* = ( X$ ) •
Then so lv ing
x *n
Az  = x *
we d e t e r m i n e  z  ; t h u s
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|Det(Bp ) j = |z ||D e t(A )| .
Hence ]/ is  p o s itive  fo r  a l l  p i f  and only i f  P
a l l  z in  modulus are less than u n ity . So i f  P
a zero complex is  given by a set o f equations whose 
m atrix is  M , the complex has a unique minimum 
i f  and only i f  the so lu tions o f
M*z = x*
are a l l  less than u n ity  in  modulus. I f  k o f 
the so lu tions have u n it  modulus and the re s t are 
less than u n ity  in  modulus, the minimum is  a complex 
of dimension k w ith  the zero complex as one o f 
i t s  corners. This la s t conclusion fo llow s from 
the fa c t tha t i f  one so lu tio n  has u n it  modulus a 
corresponding vanishes and hence no g rad ien t,
. . . . .  Wp
usable o r not, e x is ts . Thus the corresponding 
complex is  p a ra lle l to  °
A method fo r  m inim izing (2). when there is  ju s t 
one parameter evolves from the mono to n ic ity  o f slope 
in  th a t case. Suppose the va ria tes  are w. and 
z^ , and ( l )  is
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R . =  / w . -  z . .
z . i
s ta r t in g  w ith  the sm allest. The slope o f the t - t h
t - l  n
segment from the l e f t  is  |w-;l "* 2Z \ wi \  •
i =0 i= t
The minimum occurs when the slope is  zero o r changes 
from negative to p o s it iv e ; i . e .  when the f i r s t  
sum equals or exceeds the second; or when the f i r s t  
sum equals or exceeds h a lf  the to ta l .  I f  the change 
takes place when
t  = k
then
z,/ , k 
L  "  w , k
is  the value o f /  g iv ing  the minimum.
Now consider a continuous function  w ith  a unique 
minimum. Let b^ be any po in t o f ^
bi+ l  = bi  + (sradiervb o f bi ^4
where 4% is  the value o f </ fo r  which the function, 
a tta in s  a minimum on the curve
S u p p o s e  t h e  v a r i a t e s  a r e  a r r a n g e d  i n  o r d e r  o f
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b = b^ + (grad ient o f b^)/h .
This is  accordingly the "method o f steepest descent"
28, 29• (See 11 fo r  a sp e c ific  app lica tion  o f 
th is  method to our problem; see also 30_. ) In  
our case the minimum is  a c tu a lly  atta ined by th is
i
process. I t  can be approximated as c lose ly  as 
desired, hence a complex inc id e n t on the minimum 
is  reached. But the convex po in t sets surrounding 
the minimum complex are a l l  s im ila r  convex polyhedrons 
in  f whose corresponding faces are p a ra lle l,
and the gradients at po in ts  on a bend cannot p o in t 
in to  a higher dimensional complex on the bend.
Hence the sequence o f po in ts  l ie  on bends o f successively 
greater degree, and must eventua lly  a tta in  the minimum 
complex.
To sum up, the computational procedure fo r  
th is  method is  as fo llo w s .
A. Choose a p o in t ( aQ? aq? ••• > an ) •
B. Compute
n
* i  =  I v i r  -  •
TftO
1 2 6
C .  D e t e r m i n e
e± = s ign (z i )
D. Evaluate g  i n i t i a l l y  by
m
Sr  -  I I  ei xi r  9
i = 0
and. subsequently as described above.
E. Find
n
w. = -  1 g x,1 0 *w n^ r  i r  r=0
z .
F. Form —  and arrange in  sequence s ta r tin g
wi
w ith  the sm allest.
G. Get /  as described above.
H. Replace ar  by ap + .
I .  Return to B and repeat u n t i l  the minimum 
is  reached.
We defer g iv in g  an example o f th is  method u n t i l  
the end o f the next chapter in  which we develop 
a b a s ic a lly  d if fe re n t,  and fa r  easier, procedure
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to solve the problem. Again the method proposed 
is  an ite ra t iv e  one, but the process is  not f in i t e .
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Chapter X
Discrete Data: An I te ra t iv e  Approach.
The problem o f f i t t i n g  a polynomial o f degree 
n to d iscre te  data may be described as fo llo w s . 
Given the m + 1 ( > n ) po in ts ) we seek
is  a minimum, where the Wy are p o s itive  weights 
(o ften  id e n t ic a lly  u n ity ) .  In  what fo llow s we 
s h a ll assume th a t the weights are a l l  u n ity , but 
the arguments are e a s ily  modified when th is  is  not 
the case .. As we have seen from the previous chapters 
on d iscrete data, th is  problem may not possess a 
unique so lu tions in  th is  event our aim is  merely 
to f in d  one o f the so lu tio n s . We remark th a t, 
w ith  su itab le  m od ifica tion , th is  method may also
c o e ffic ie n ts  a such th a tr
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be used fo r  general 1 polynqinial approximation
Jr
The problem may be approached thus. Let 
1+ in  th is  chapter be defined by
% = 1*1 - t 0 vI.
then we require
A m
I i  I I  = 0 .
d a s  U o  1
Thus, provided th a t none o f the 1+ vanish, we 
require
ns / ”Y“” r  \m x, (y. -  ) a x . )
T  1 1 r^o r x = o
i - 0  H.
i
I . e .
n m x f S di x?y.
r-0  r  i=0 Ri  i - 0  Ri
since i f  f ( x )  does not vanish and f f (x) e x is ts ,
the de riva tive  o f \ f ( x ) \  is  * We
must remember, however, th a t the R  ^ are functions
o f the a_ .r
A d ire c t so lu tio n  o f (1) seems to be out o f 
the question, but several ite ra t iv e  methods appear
possible •
We d e f i n e
a A ~  0  Or
and we use one o f the three a lte rna tive s  below to
define a
P:
In  each o f the a lte rna tives  we w rite
m
=  Z ' 
1 = 0
tx.
1
Lt
m
r=0
s
x ± y i
v s i=0 y.
n
T  a - xr  --- p ~ l, r  ir=0
The a lte rna tives  are
In each case we may hope tha t a w i l l  convergep r
to  a so lu tio n  ar
In  the analogous case o f a set o f least squares
normal equations the denominators in  (2) and (3)
are u n ity  and thus the u ,, v^ are independentu s
o f p • In  th is  case (4) would represent a d ire c t 
Solution o f the equations, (5) a Gauss-Seidel ite ra t iv e  
so lu tion  and (6) a Jacobi ite ra t iv e  so lu tio n , and 
i t  is  known th a t each o f theae ite ra t iv e  methods
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may converge very s low ly fo r  these types o f equations 
31. In  our case we may expect the same to be tru e . 
Accordingly, a fte r  the fo llow ing  simple example 
which confirms th is  conclusion, we s h a ll only use 
(4 ). I t  is  o f course true tha t ( 4 ) involves more 
computation than e ith e r (5) o r (6 ), but th is  drawback 
is  more than o ffs e t by the gain in  convergence.
We s h a ll now consider a simple i l lu s t r a t io n
\
o f the use o f (4 ), (5 ), (6 ). At the end o f the 
chapter we w i l l  consider a f a i r ly  complicated example 
but at th is  juncture the fo llo w ing , although t r i v i a l ,  
w i l l  serve to i l lu s t r a te  the above theory. In  
th is  example we take
m =  2  
n = 1
( XQ9 Yq ) ”  ( I ?  l )
( x i ’ =  U  1 )
( x 2 , y 2 ) =  ( 3 , 2 ) .
We are thus try in g  to f i t  a s tra ig h t lin e  to three
I t  is  not d i f f i c u l t  to show tha t the exact 
so lu tion  is
o b v i o u s l y  n o n - c o l i n e a r  p o i n t s .
a 0  =  i  ,
_  X
U1 -  S  9
and tha t w ith  these values
I _  %  =  i
i = 0  1
Equations (4 ), (5 )? (6) become
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w h e r e
On s o l u t i o n
A  'r  '  _ +  r ~  .. +  n  T T  ’p - 1 , 0  p - 1 , 1  P - l > 2
rf _    1 _  2  , 3~Tz m a rM ^ .imiuiuuH!aiw»CT . 1 .  w tm o*iai«i»«»j«iu)iujiK *R . _ R . - R ’p - 1 , 0  p - 1 , 1  P “ l ) ' 2
n  1  . 1  , „ 2 _ _S  -t- g  +  g —  ,
P - 1 , 0  p - 1 , 1  p - 1 , 2
D =  + +  „  -  ,
p - 1 , 0  P - 1 , 1  P - 1 , 2
TP -  1 i 2 6
R -i E t t  R t o *p - 1 , 0  P - 1 , 1  P - 1 , 2
Rp 0  "  I1 a p 0  “  a p l !  ’
Hp l  “  I 1 a p 0  “  2 a p i |  ’
Rp 2  = j2 “ a p o “  / a p l |  *
2>
th e  f o l l o w i n g  r e s u l t s  were o b t a i n e d
0 . 0 0 0 0 0  
0.42857 
0.45455 
0.47368 
0.48571 
0 . 0 0 0 0 0  
1 . 2 0 0 0 0
1.08239 
0.98080 
0.89545 
0 . 0 0 0 0 0
1 . 2 0 0 0 0  
0 . 1 2 8 3 6  
0.93299 
0.28419
0 . 0 0 0 0 0
0.42857
0,45455
0.47368
0.48571
0 . 0 0 0 0 0
0 . 0 6 3 1 6
0.11977
0.16991
0.21345
0 . 0 0 0 0 0
0.63158
0.13805
0.55896
0.26765
4.00000 
0.71429 
0 . 6 3 6 3 6  
0.57895 
0.54286
4 . 0 0 0 0 0  
1 . 2 0 0 0 0
1.08239 
0 . 9 8 0 8 0
0.89545 
4 . 0 0 C0 0  
3.38947 
2 . 7 8 6 6 1  
2.15273
1.54155
1 3 6
I n  ( 4 )  a n d  ( 5 )  t h e  i t e r a t e s  move s t e a d i l y  t o w a r d s  
t h e  t r u e  v a l u e s ;  i n  ( 6 )  t h e  i t e r a t e s  o s c i l l a t e  
a b o u t  t h e  t r u e  v a l u e s  w i t h  s t e a d i l y  d e c r e a s i n g  e r r o r  
We c a n  a l s o  s h o w  t h a t  f o r  ( 4 )  we m u s t  h a v e
a** rs — a- , a pO p i  ?
a n d  f o r  ( 5 )  we m u s t  h a v e
2
ap 0  ~  4 - n R i  ’
f o r  a l l  p o s i t i v e  p
T h e  s u p e r i o r i t y  o f  ( 4 )  o v e r  ( 5 ) o r  ( 6 )  i s  c l e a r  
i n  t h i s  e x a m p l e .  M o r e o v e r ,  i t  i s .  n o t  d i f f i c u l t  
t o  s h o w  t h a t  f o r  ( 4 )
„  x
PO
„  x
P i
a  — q
l l  = t + —To  ,
a n d
1 = 0  1  2 P + 2  +  6 
s o  t h a t  r a p i d  c o n v e r g e n c e  t o  t h e  t r u e  s o l u t i o n  i s  
o b t a i n e d .  F ro m  n o w  o n  we c o n f i n e  o u r s e l v e s  t o  
( 4 )  a n d  do n o t  c o n s i d e r  ( 5 )  o r  ( 6 )  f u r t h e r *
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I f  at some stage in  the ite ra t io n  we fin d  there
n
is  one i  fo r  which y. -  “J"” a n x. vanishes.j— p - l  r  i  s
r = 0
then, a fte r  performing a l im it in g  process, (4) become!
ap0 + xi apl + •* * + xiapn = yi
2 n+1x . a n + x. a + *» , + x . a = x . y .x pO x p i x pn xJx
x n a 4. v n + 1 a 4. i Y2 n  _  ni  pO + i  ap l + '*  * + i  pn “  i yi  »
i . e .  simply
_n
“ 0 p r - i
T  a xT = y.«  x ^x
and no other in fo rm ation . This w i l l  terminate
n
a -> x.‘ vanishes ^ p ~ l, r  x r=0 *
fo r  a l l  i  ( in  which case we have obtained an exact 
f i t  fox  ^ our data) we cannot be sure tha t we have 
obtained a true s o lu tio n . Thus in  the example 
ju s t considered
a ^ = 2 p-1,0
a n = 0 p-1,1
would produce th e  above e f f e c t  b u t
1 3 8
y = 2
is  not a true s o lu tio n . I f  th is  s itu a tio n  arises
we change the value o f ap_ i q (say) continue
the ite ra t io n .  I f  we reach the same impasse again 
i t  is  probable from th e o re tic a l considerations tha t 
we have in  fa c t obtained a true so lu tion*
We w i l l  now consider a fu r th e r example o f the 
use o f (4)* This example c le a r ly  brings out one 
o f the greatest p ra c tic a l advantages o f the method, 
th a t large deviations are not given undue prominence 
and so the approximation adequately describes the 
remaining data. In  th is  example we take
m =  1 6
n = 2
(x0, y0) = (-8, 2 8 )
<*1, yx) = (- 7 , - 3 9 )
(x2, y2) = (-6, - 4 0 )
(x^j y3 ) = ( - 5 , -1)
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<x4’ y4 ) = (-4 , 23)
(x 5» y5) = ( -3 1 34)
(Xg, y6) = (-2, 25)
(x , 7rj) = (— 15 40)
<x8 ’ 7 q ) = (0, 43)
<xg> yg) = (1, 29)
(x io ’ y io^ = (2, 14)
(X u , yi i )  = (3, 12)
(x l 2, y1 2 ) = (4, -16)
(x13> y13} = (5, -14)
(x14> i!VH (6, -46)
<x15» yl 5) - (7, -68)
(x16 ’ y16} = (8, - 24) .
For these po in ts  the method o f leas t squares 
gives the approximation
y = 23.87916 -  2.38971 x -  0.99497 x2 ,
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which does not describe the data p a r t ic u la r ly  w e ll 
as is  seen by the fo llow ing  graph*
141
7 0
6 0
1 4 2
However, when (4) was programmed fo r  the U n ive rs ity  
o f London Atlas computer the fo llow ing  re su lts  were 
obtained ( in  908 m illiseconds inc lud ing  com pila tion). 
The convergence would have been s l ig h t ly  more rapid 
i f  we had s ta rted  w ith  a b e tte r  i n i t i a l  approximation 
such as. tha t given on page 139 • We precede the 
resu lts  by the CHLP3 programme.
Programme.
CHAPTER©
X-»16
Y->16
A-»2
U+4
V->4
1=0(1)16
READ(XI)
READ(YI)
R E P E A T
REWIpINE
P=0
PRINT(P)3,0
R=0(l)2
AR=0
PRINT (AR) 3,5 
REPEAT 
P = l(l)7 0  
11=0(1)4 
UT=0 '
VT=0
REPEAT
Z=0
1 = 0 ( 1 ) 1 6
D=0ttOD(YI-AD-A1XI- A2XIXI)
Z - Z + D
X=1
T=0(l)4
UI=U!E+X/D
VT=VI+XYI/D
X=XXI
REPEAI
REPEAI
PRIN$(Z)3,5
NEWLINE
PRINI (P)3 >0
B=U0TJ2U4-U0U3U3 -U1U1U4+ 2U1U2U3-U2U2U2 
AO=YOU2U4-VOU3U3+VlU2ir3-VlUlU4+Y2UlU3-Y2U2U2 
A1=Y Oil 2TJ4 -VOUIIJ 4+Y1UOU4 -V1U 2U 2+V 2U1U 2 -V 2U0U 3 
A2=V0U1U3-YOU 2U2+V1U1U 2-V1U0U3+V 2U0U2-V 2U1U1
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R=0(l ).2 
JR=AR/B 
PRINT( AR)3 » 5 
REPEAT 
REPEAT 
Z=0 
1 = 0 ( 1 ) 1 6
D=0'MOD(YI-AO-A1XI-A2XIXI) 
Z=Z+D 
REPEAT 
PRINT(Z)3,5 
END 
CLOSE 
-8 28 
-7 -39
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-4 23
-3 34
- 2  2 5
-1 40
0 43
1 29
2 14
3  1 2  
4 -16
5 -14
6 -46 
7  “ 6 8  
8 -24
- 6  - 4 0
- 5  - 1
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R e s u l t s .
0  0 . 0 0 0 0 0  
1  1 6 . 8 5 4 0 8  
2  2 3 . 6 8 8 8 3
3 26.96044
4 28.03790
5 29.24619
6 3 0 . 3 2 1 1 1
7 30.87575
8 31.49552
9 32.07994
10 32.52046
11 32.51312
12 32.52154
0 . 0 0 0 0 0
-1.15657
-1.51054
-1.84934
-1.71513
-1.63749
- 1 . 6 1 7 4 2
- 1 . 6 6 7 1 2
-1.73211
-1.79679
-1.84291
-1.81769
- 1 . 8 0 0 5 6
0 . 0 0 0 0 0  
- 0 . 8 2 5 0 0  
- 1 . 1 1 3 0 0  
-1.29109 
-1.36440 
-1.43454 
-1.49550 
-1.54074 
-1.58839 
- 1 . 6 3 2 1 0  
-1.66577 
-1.67339 
-1.68010
16
496.00000
335-38530
298.04871
2 8 0 . 0 0 5 6 3
276.46050
272.99271
270.06733
2 6 8 . 2 5 1 8 1
266.32450
264.55196
263.21572
262.96459
2 6 2 . 7 5 8 2 2
1 4 8
13  32.55187 -1.79167 -1.68657 262.58159
14 32.60949 -1.79104 -1.69345 262.41902
15 32.69365 -1.79768 -1.70107 262.25939
16 32.79519 -1.80948 -1.70921 262.10035
17 32.90110 -1.82412 -1.71735 261.94601
18 32.99937 -1.83985 -1-72492 261.80199
19 33-08070 -1.85576 -1.73151 261.67226
20 33-13873 -1.87167 -1.73691 261.55747
21 33-17087 -1.88809 -1.74116 261.45378
22 33-17901 -1.90569 -1.74453 261-35394
23 33-16791 -1.92468 -1.74737 261.25199
24 33-14273 -1.94452 -1.74987 261.14691
25 33-10814 -1.96426 -1.75208 261.04169
26 33-06837 -1.98302 -1 -75400 - 260-94053
2 7  3 3 - 0 2 7 1 3  - 2 . 0 0 0 1 0  - 1 . 7 5 5 6 2  2 6 0 . 8 4 7 2 0
28 32.98741 -2.01509 -1.75697 260.76436
29 32.95143 -2.02779 -1.75806 260.69345
30 32.92058 -2.03823 -1.75893 260.63481
31 32-89551 -2.04658 -1-75961 260.58786
32 32.87613 -2.05308 -1.76015 260-55133
33 32.86187 -2.05804 -1.76057 260.52363
34 32.85178 -2.06174 -1.76089 260-50318
35 32-84499 -2.06447 -1.76115 260.48828
36 32.84062 -2.06647 -1.76135 260.47764
37 32.83748 -2.06790 -1.76147 260.47028
38 32-83579 -2.06893 -1.76159 260-46488
39 32.83476 -2.06966 -1.76168 260.46110
40 32.83413 -2.07018 -1.76174 260.45846
41 32.83377 -2.07055 -1.76179 260-45662
42 32.83355 -2.07081 -1.76182 260.45533
43 32.83343 -2.07099 -1.76184 260.45444
44 32.83337 -2.07112 -1.76186 260.45382
149
45 32.83534 -2.07121 -1.76187 260.45338
46 32.83332 -2.07128 -1.76188 260.45308
47 .32.83331 -2.,07132 -1.76189 260.45287
48 32.83331 -2.07135 -1-76189 260.45272
49 32.83332 -2.07138 -1.76190 260.45262
50 32.83332 -2.07139 -1.76190 260.45255
51 32.83332 -2.07140 -1.7.6190 260.45250
52 32.83332 -2.07141 -1.76190 260.45246
53 32.83333 -2.07142 -1.76190 260.45244
54 32.83333 -2.07142 -1.76190 260.45242.
55 32.83333 -2.07142 -1.76190 260.45241
56 32.83333 -2.07142 -1.76190 260.45240
57 32.83333 -2.07143 -1.76190 260.45239
58 32.83333 -2.07143 -1.76190 260.45239
59 32.83333 -2.07143 -1.76190 260.45239
60 32.83333 -2.07143 -1.76190 260.45239
1 5 0
61 32.83353 -2.07143 -1.76190 260.45239
62 32.83333 -2.07143 -1.76190 260.45238
63 32.83333 -2.07143 -1.76190 260.45238
64 32.83333 -2.07143 -1.76190 260.45238
65 32.83333 -2.07143 -1.76190 260*45238
66 32.83333 -2.07143 -1.76190 260.45238
67 32.83333 -2.07143 -1.76190 260.45238
68 32.83333 -2.07143 -1.76190 260.45238
69 32.83333 -2.07143 -1.76190 260.45238
70 32.83333 -2.07143 -1.76190 260.45238
The approximation
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y = 32.83333 -  2.07143 x -  1.76190 x2
re su lts  in  a much b e tte r  f i t  to the data as is  shown 
below*
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At th is  juncture we arid the te x t o f, and the 
resu lts  obtained from, a CHIP3 Atlas programme to 
solve the same problem by the method described at 
the end o f the la s t chapter. In  th is  case the 
time taken was 356 m illiseconds,
X*16
Y*>16
A->2
Gr->2
Z - » 16
E ~>16
W-> 16
I i + 1 6
H> 2
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RE AD(X I)
EEAD(YI)
R E P E A T
NEWLINE
P=0
PRINT(P)3,0 
R= 0 (, 1) 2 
READ(AR) 
PRINT ( AR)3 j 5 
REPEAT 
P = l( l)3  
Q=17-P 
I')=Q)
G0=0
1 = 0 ( 1 ) 1 6
0 1 = 0
i=od)Q
Z1= A0+A1XI+A2XIXI-YI 
BI=0SIGN(ZI)
G0=G0-EI
G1=G1-EIXI
G2=G2-EIXIXI
REPEAT
JUMP ( I )
i ) n = o
Z - G
1=0(1)Q
WI=-G0-G1XI-G2XIXI 
Z=Z+EIZI 
Z I=ZI/V I 
WI=J2ttT0 U ( W I )
1 5 6
w = w + o . 5vra
REPEAT 
PRINT(Z)Z,5 
I=0(1)Q 
J=0
K=0(1 )Q
JU«P2,ZK>ZI
J = J + 1
2)REPEAT 
UJ=I 
REPEAT 
I = - l  
V = 0
3 ) 1 = 1 + 1  
J=0INT PT(UI) 
V=V+WJ
NEYLINE
PRINT(P)3,0
R=0(l)2
AR=AR+GRZJ
PRINT(AR)3,5
REPEAT
H(P-l)=XJ
XJ=XQ
YJ=YQ
REPEAT
Z=0
1=0(1)13
ZI=0MOD(A0+A1XI+A2XIXI-YI)
Z=Z+ZI
REPEAT
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JUMP3,?>V
PRINT(Z )3 , 5 
END
14)A=0 
B=0
1=0(1)14
a=a+e i+e ix ih o +bixixihoho
B=B+EI+BIXIH1+EIXIXIH1H1
REPEAT
D=1+H0H1+H0H0H1H1 •
E=1+H1H1+H1H1H1H1
E-CE-DD
G0=G0+AE/E-BD/E+BC/E-AD/E
G1=G1+AEHO/E-BDHO/E+BCH1/E-ADH1/E
G2=G2+AEH0H0/E-BDH0H0/E+BCH1H1/E-ADH1H1/E
JUMP1
15)A=0
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A= A+EI+EIXIH0+EIXIXIH0H0 
REPEAT
C=1+H0H0+H0H0H0H0 
GO=GO+A/C 
Gl=Gl+AH0/C 
G2=62+AHOHO/C 
lj6 ) JUMP1 
CLOSE 
- 8  2 8  
-7 -39
-6 -40 
-5 -1
-4 23
-3 34
3 = 0 ( 1 ) 1 5
- 2  25
1 6 0
- 1
0
3
4
5
6
7
8 
38
43
29
14
1 2
- 1 6
“ 1 4
-46
—6 8
-24
“ 5
40
Results
P a.pO aP i ap2
16
7 "  R . 
j r 0  P i
0  3 8 . 0 0 0 0 0  - 5 . 0 0 0 0 0  - 2 . 0 0 0 0 0  3 5 8 . 0 0 0 0 0
1 37.98202 -4.74828 -1.48457 307=14251
1 6 1
2 37-45908 -2.07143 -1.85631 267-13329
3 32.83333 -2.07143 -1-76190 260.45238 -
In  th is  case the programme is  longer, although the 
resu lts  are obtained more q u ick ly .
This problem is  also solved by Rhodes 24
and Singleton 2g_» Rhodes gives the exact so lu tio n
as
y = 3% -  2 ^  x -  1 ^  x .
The example shows the p ra c tic a l advantage o f 
using Edgeworth’s method when we have some large 
deviations in  our data and we desire th a t the approximation, 
w i l l  adequately describe the remaining data w ithout 
being unduly influenced by such devia tions-
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Chapter XI
Discrete Patas Reduction to Continuous Data, -
We s h a ll now b r ie f ly  consider the p o s s ib i l i ty  
o f using the methods o f Chapters VI and V II in  conjunction 
w ith  d iscre te  data. In  i t s  simplest form th is  
approach consists o f l in e a r ly  transform ing the data 
so tha t
0 , 1 , * e ®,  Ul
and regarding f ( x )  as the polynomial o f degree 
m which passes exactly  through the po in ts (x^, y ^ ) .
An approximation is  then obtained to f ( x )  by Edgeworth
min
i —0 , ■] ■,
a
a.nd
max
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in te rp o la tio n  or Edgeworth economization (o r a re la ted  
procedure) as described in  Chapters VI and V II .
I t  w i l l  normally be simplest to determine 
f ( x )  by e ith e r lagrangian or d ifference methods,
although in  the u n lik e ly  event o f x^ being l in e a r ly
»*|
transformable in to  cos(” >i? i i  is  b e tte r to fin d  
f ( x )  by the method o f Chapter VI which is  then 
d ire c t ly  app licab le . I f  we use Lagrangian methods 
we obtain
i
f  (x ) “  L  L *(x )y . 
i=0
whe re
,(X“X „ ) ... (x _ x i _ x ) ( x ~x ji+ i ) ■ * • (x “x m )
V * >  = » . . . < ) . . . ( ^ ) ’
while i f  we use d iffe rences (which must o f necessity 
be divided d iffe rences unless the data is  equally 
spaced) we obtain
.  —  
f ( x ) =  X I  p i ( x ) C x o ?  ° 7 ° ?x i J .
whe re
P± ( x )  = ( x - x Q) . . . ( x - X j ^ )
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and Lxq, * * o,x_.j  a d ivided d ifference e ith e r 
defined in  the usual manner or defined as in  17* 
Using the in te rp o la tio n  method o f Chapter VI we 
thus obtain an n -th  degree approximation o f the 
form
m 11 n
= -nfer r
-  T s f e r i  £  £  L " ™ 0 ’Sr>o ^ ( n . s n y x ) ,
1  — w 1 —-vj S - U
where
T T  / \ T“ ( / ^ + 1 ) * 2 / S + l \
r  ’ = V 0081^ 1 )8111
I f ,  on the other hand, we use the economization 
method o f Chapter V I I ,  we have
m
yU) = II L.? (x)y?• rt n i _l. 
i = 0
m
= r > n: i (x ) b 0 >“ ">xi i i  »
1 = 0
where L . (x) , P .(x )  are the -polynomials which 
n i x 9 n i  “
L4(x) , Ih (x )  become when economized to degree 
n over (-1 ,1 ) * A s im ila r  method fo r  Chebyshev 
economization is  described by the author in  32 , 
This approach is  g re a tly  fa c i l i ta te d  by use o f the 
tables in  33*
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lo r  the f i r s t  example o f the la s t chapter these 
two methods "both give
a 0  =  i  .
a 1  =  -§- ,
and
\
2
L x  i  • 
i=0 1
In general the methods so fa r  described in  
th is  chapter do not give very s a tis fa c to ry  re s u lts , 
which is  not su rp ris in g  when we consider the processes 
involved* For th is  reason, although i t  would be 
possible +o tabulate L y | c o s j  ? L y | c o s j  ,
I<ni* over su itab le  ranges when the data
is  equally spaced, we have not attempted to do so 
here, as i t  is  not an tic ipa ted  tha t th is  method 
w i l l  be extensive ly  used* However, a s lig h t v a r ia t io n , 
p reviously  mentioned at the end of Chapter V I, which 
is  p a r t ic u la r ly  advantageous when the Xy are equally 
spaced, gives somewhat more acceptable resu lts *
In  th is  case instead of fin d in g  the polynomial 
y (x ) , we fin d  the corresponding Fourier series
1 6 6
in  series o f TJ (x) and truncated at the termsr
invo lv ing  Un (x ) * An analogous procedure fo r  
Chebyshev type approximation is  described in  17, 
and the expansions o f trigonom etric  terms given 
there in  series o f Chebyshev polynomials o f the 
f i r s t  k ind, T (x) may also be used in  our case 
by v ir tu e  o f the re la tio n s
y * ( x )  * The t r i g o n o m e t r i c  term s may th e n  be expanded
l11(x) = -J-U0X) ,
Tr+ l ( x )  = i u r+1(x) -  iu ^ C x )  .
A lte rn a tiv e ly , having found y*(x ) we could use 
the co llo ca tio n  method above *
For the example above th is  method gives
a0 -  0*57528
ax = 0*30904 ,
and
p
X  R,- = 0.80664 . 
1 = 0  1
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Conclusion.
By way o f a conclusion we venture a few comments, 
based on the experience o f the author, as to  the 
. p ra c tic a l problem o f ob ta in ing a polynomial approximation 
o f the Edgeworth type to a given func tion .
F ir s t ly ,  suppose the function  is  spec ified  
a n a ly t ic a lly  over a continuous in te rv a l.  Our i n i t i a l  
step is  to transform  the in te rv a l in to  ( - l f l )
-  we may at the end transform  bac?£ in to  the o r ig in a l 
in te rv a l i f  th is  is  des irab le . We then approximate 
the function  by one o f the three fo llow ing  methods, 
given in  the author's order o f preference, according 
to the nature o f the fun c tio n .
(1) I f  the func tion  is  defined by a power series, 
or i f  such an expansion is  re a d ily  obtainable, 
we use the method o f Edgeworth economization 
as described in  Chapter V I I ,
(2) I f  ( l )  is  not poss ib le , but the function  is
a closed expression, we use the method o f Edgeworth 
in te rp o la tio n  as described in  Chapter V I,
(3) I f  n e ith e r ( l )  nor (2) are possib le , but the 
function  is  a so lu tio n  o f a d if fe re n t ia l  equation 
or is  a ra tio n a l func tion , we use the appropriate 
one o f the methods described at the end o f Chapter 
V II  o
Methods ( l )  and (2) are re a d ily  programmed 
fo r  a d ig i ta l  computer, while method ( l )  possesses 
the additional advantages o f y ie ld in g  an e rro r estimate 
fo r  the approximation and not requ iring  the degree 
o f the approximation to be spec ified  in  advance.
The d i f f ic u l t y  o f eva luating the necessary in te g ra ls
when the func tion  is  at a l l  complicated appears
to preclude the use o f the truncated series
168
method as a  f e a s i b l e  p r o ce d u re  f o r  o b t a i n i n g  a p p r o x im a t io n s .
I f  the func tion  is  defined in  a d iscre te  se t, 
we use the ite ra t iv e  method (4) o f Chapter X,
I t  is  probably b e tte r  to  take the i n i t i a l  values 
o f the c o e ffic ie n ts  as the values given by the least 
squares method, i f  ava ilab le , ra the r than zero, 
as th is  tends, in  general, to  reduce the number 
o f ite ra tio n s  required* This method is  e a s ily  
programmed fo r  a d ig i ta l  computer.
F in a lly , in  add ition  to noting in  Chapter X 
tha t s im ila r  methods may be used fo r  general L 
polynomial approximation, we remark tha t th is  is  
also true o f nearly  a l l  the resu lts  o f th is  thesis  
-  w ith  the obvious exception o f such sections as 
Chapter V I I I  -  when we replace U (x) by a polynomial 
which in  many ways is  ra the r l ik e  the u ltra s p h e ric a l
(J)
polynomial P (x) ( fo r  an account o f such polynomials 
see 4 )-*
* For example, fo r  *
p = 4
the zeros o f the appropriate polynomial o f the second 
degree are
If \1 rsf r  . V r, rsi \ 1 1
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In  the appendix which fo llow s we give formulae 
and tab les re levant to  the various methods we have 
considered.

1 7 2
Appendix*
Formulae and Tables *
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Contents pf Append!x_.
Expansions o f U ^ x )  In  Powers o f x . 174*
Expansions o f Powers o f x in  Ur (x) . 175•
Derivatives o f Ur (x) . 176.
Expansions o f U.(x)U (x) ( r  not exceeding s ) !7 7 °r  s
't'M
Expansions o f xxU (x) , 178.s
Tables o f cos (-— )?,• „ 179*
Tables o f V ^(n ,s) . 180.
Best Polynomial Approximations
to Powers o f x over (-1 ,1 ) . 186.
Some Edgeworth Approximations over (-“1 ,1) . 187.
Expansions o f  U_(x)_JLn Powers of  x
174
Uy = 2x f
U2 = 4x2 -  1 9
U„ = 8x3 -  4x ,
y
U, = I6x4 -  12x2 + 1 ,
U_ = 32x^ -  32x3 4 6x ,
y
= 64x^ -  80x4 + 24x2 -  1 «
175
E x p a n s io n s  o f  P o w e r s  o f  x  i n  ^ r ( x ) •
1 ft u o >
X = 4-% ,
\
x 2 = ? W 0 + U2 ) 9
11 | ( 2 U 1 + U 3 ) ,
IiX
l | ( 2lJ0 + 5U2 + v  >
X  = f l (5Ul + 4-U„ +D U5) *
X6 = s ! ( 5 U 0  + 9U 2 + 5U4 + U 6 ) .
1 7 6
Deriyatives of U (x) »
IX f II,r ux:L 1 uv
r  r  r  r  r
0 0 0 0 0 0
1  2U0 0 0 0 0
2 4U. 8U0 0 0 0
3 6U,
-f 2TJ0
24U- 4SU0 0 0
4 81J 4 8 U 2 1 9 2 ^  3 8 4 U
+41^
0 0
5 1 0 U 4  8 0 U 3 4 8 0 U 2 1 9 2 0 1 ^  3 8 4 0 U
+6U 2 +6411^ +288Uq
+2U
0
0
6 1 2 Tj‘5 1 2 0 U4 960U3 5760U 2 230401^
+8U3 +-1 2 CU2 +960^  +3840U0 
+4U-, +48U,1 0
0
0
0
0
0
0
46080U0
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E x p a n s i o n s  o f  tTr ( x ) U ( x )  ( r  n o t  e x c e e d i n g  s  )
r  V  Ur  s
0 U s
1 Ua - 1  + Ua + 1
2 Us _ 2 + Us + Us+ 2
3 V 3 +  U s - 1  +  U b + 1  +  U s + 3
4  U s - 4  +  U a - 2  +  %  + UB 4 2  + U s + 4
5 U g_5 4 U s_3 4  V i  + % 4 l + U S4 3 + V 5
6 Us - 6  + U s - 4  + Us - 2  + U b + US 4 2  + U a + 4  + Us + 6
( F o r  n e g a t i v e  t  we t a k e  U. = -U  . )
r  x r Us
0 u
s
1  !(us-i + us+ri
2 H - 2  + 2Us + V 2’
3 | ( U S _ 3  + 3Ua _ l  + 3US + 1  + Us + 3 )
4 l i < V 4  + 4U b -2 + 6US +  4U s + 2 + U e + 4 }
5 # (US - 5  + 5Ub - 3 + 1 0 ° s ~ l  +  1 0 U a + l  + 5 0 b + 3 + W
6 F4<Us-6 + 6TJs-4 + 1 5 Us-2 + 20X!  + 1 3 Gs+ 2 + 6V 4 + Us+ 6
178
Y1
E x p a n s i o n s  o f  x  U ( x )  •
179
Tables of cos(”i~ )Tr .
n  s  0
0 0
x ia a
a  0 - a
i 0 4  -d
e f  g  ~ g
h  a  i  0
a  = i  2 8 = 0 * 7 0 7 1 1
i
b >c = =0. 8 0 9 0 2 , 0 . 3 0 9 0 2
I 8 “ >
d = i  3® = 0 . 8 6 6 0 3
e = ( 1 - z 2 )® A 0 . 9 0 0 9 7  z  = s i n ^ -
f  =  l - 2 z 2 = 0 . 6 2 3 4 8
:= ( l “ 4 z 2 ) ( l ~ z 2 )® a  0 . 2 2 2 5 2
h , i  -  X ( 2+2® ) ® = 0 . 9  2 3 8 8  ,-0V$ 82+8"'
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Tables of V (n,s) »
r s 0
0 1
r s 0 1
0
1 3l 3l4  * " 4
0 . 7 0 7 1 1
182
r  s  0  1  2  3
0  a  b b  a
1  c c - o  - o
2  c ~ c  ~c o
3  a  -to b  ~ a
a , b  = i ( 5 + 5 s' )  = 0 . 3 4 5 4 9 , 0 . 9 0 4 5 1  
0 +  +  0 . 5 5 9 0 2
0.43301
r s 0 1 2 3 4 5
0 a h c c b a
1 d e f -f -e ~d
2 f d ~e -e d f
3 f -d -e e d -f
4 d ~e f f -e d
5 a -b c “ 0 b -a
a = *z = 0 . 1 8 8 2 5 Z ft sin-^
b = 4 z 2 (1 a n i
\3
ii* o . 61125
o = z 2 (3- 4 z 2 )2 = 0 . 9 5 0 4 8
d = 2 z 2 (1S t  = 0 . 3 3 9 2 2
e = 2z 2 (3 - 4 z 2 )(1- z 2 )* = 0 .76222
f = z 2 (3- 4 z 2 ) = 0 .42300
185
n = 6
s 0
O a f b l b - J - a
d e  0  - e  - d
3 g  0  - h  0  h 0  - g
4  f  - i  - f  - f  f
5 c —d e 0  —e d —c
6 a  - i  b  - 1  b a
A.
a,b = i(2+2s ) = 0.14645,0.85355
A A
o,e = (i+t 2®)s = 0.27060,0.65328
x
d =  i  2 s =  0 . 7 0 7 1 1
X
f = t 2s = 0.35355
X  1
= i(2+2s )s = 0.38268,92388
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Best Polynomial Approximations to Powers of x
( E d g e w o r t h  e r r o r  i n  b r a c k e t s . )
r  B e s t  p o l y n o m i a l  a p p r o x i m a t i o n  o f  d e g r e e  
l e s s  t h a n ,  r  t o  x  o v e r  ( - 1 , 1 )  .
1  0 (1 )
2 i  (If)
3 ix (i)
4 f x 2 1~ 1 6 <*>
5 x 3 - J *1 6 < i s >
6 5 4 4 X
3 2 -  aX , 1  + u
( j
over
( O b t a i n e d  b y  c o l l a t i o n  o f  t h e  r e s u l t s  o f  C h a p t e r s  
V I  and  V I I . )
( 1 - X 2 t A 0 .8 4 9 T J 0 - 0 . 1 6 9 U 2 - 0 . 0 2 3 U ,  - 0 . 0 0 6 U g  
( l e s s  t h a n  2 . 0  1 0 ’ 2 ) 
a r o s i n  x  = 0 . 5 6 6 U ^  + 0 C045U ^  +0 .01111 ,-  
( l e s s  t h a n  1 . 3  1 0  2 ) 
a r c c o s  x  = 1 . 5 7 1 U 0 - 0 . 5 6 6 1 ^  ~ 0 . 0 4 5 b r3 - O o O H U ^
( l e s s  t h a n  1 . 3  1 0  2 ) 
a r c t a n  x  = 0 . 4 3 7 9 0 U 1 - 0 . 0 2 6 l 3 b r3 + 0 . 0 0 2 7 1 U 5 
( l e s s  t h a n  2 . 2  10~”3 ) 
s i n | x  = 0 . 63586-Uq ~ 0 , 0 7 1 2 8 U 3 + 0 < 0 0 2 2 8 U 5 
( l e s s  t h a n  7 * 3  1 0  3 ) 
c o s f x  “  0 . 7 2 1 7 0 U 0 -  0 . 2 6 3 7 0 U 2 + 0 . 0 1 4 3 0 U 4 - 0 . 0 0 0 3 0 U 6
4
187
Some Edgeworth Approximations over (-1 ,1) .
(less than 7*3 10 3 )
0 . 3 9 H 7 U 0 + 0 . 1 6 9 8 9 U 1 - O . O O l 6 6 U 3
-0 .0Q0 2 1U . +0 .00002U r -0 .000001+  4 5 o
( l e s s  t h a n  1 . 7  l O - '* )
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