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Organizational emergence from chaotic events has often been described as unpredictable and random, at least 
when observed over the long term.  Through a literature review this paper paves the path for the possible 
development of a forecasting model for making short term predictions during chaotic events so as to assist 
business practitioners in navigating their way out of chaos, thereby facilitating organizational emergence.  As 
such, the paper builds on chaos and complexity theory, as its foundational theory, and identifies the most 
important factors and mechanisms cited in current literature that influence organizational emergence so as to 
potentially incorporate the factors in the future development of a short term forecasting model.
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1. Introduction
This paper is a literature review of current research to help identify the most important short term 
predictors of the probability of organizational emergence in chaotic systems. Chaos and complexity 
theory proposes that when organizations are at the edge of chaos, subjected to the opposing forces of 
stability and instability, they could potentially disconnect from the old processes allowing for the 
spontaneous emergence of a new order based on self organization, thereby moving abruptly from one state 
to another in a qualitative manner (Smith & Humphries, 2004) [1].  This is the essence of organizational 
emergence from chaotic events. The identification of factors enabling organizational emergence and their 
incorporation in a short term forecasting model could help guide an organization out of chaos, on a step 
by step basis, by negotiating a path towards order, ultimately facilitating organizational emergence (Levy, 
1994; Thietrat & Forgues, 1995) [2] [3].  Drawing on a review of available literature this paper refers to 
the study of factors influencing organizational emergence based on literature reviewed to date.  The paper 
then considers the factors’ possible corresponding mechanisms, as well as possible linear and nonlinear 
short term forecasting models to help inform the future design of a predictive model on the probability of 
organizational emergence.  To this end, an overview of the paper’s foundational theory is first provided.
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2. Chaos and complexity theory: An overview
Vibert (2004) [4] suggests that one approach for unravelling the mystery of how a multinational
corporation evolves from a garage-based private venture is to be a beneficiary of innovations developed in 
the natural sciences.  Organization theorists have done just that by importing chaos theory, which 
originated from research on fluid dynamic, and applying it as an alternative means to traditional theories 
to enhance their understanding of organizations.  According to Vibert (2004) [4] chaos theory falls in the 
lower right quadrant of Burrell and Morgan’s 1979 work [5].  This quadrant is home to functional theories 
that are managerial in their orientation and focus on relationships from which generalizations are made.  
At a time when environmental uncertainty, diversity and adaptability are much more pronounced than 
hierarchical rigidity, there has been a shift in academic thinking from the classical Newtonian view for 
making sense of organizations to a post Newtonian view of understanding, not in the language of classical 
physics but in what Toulmin (1990) [6] refers to as the ecosystemic vocabulary.  According to Toulmin 
(1990) [6] chaos theory is very much part of this vocabulary as its language encompasses numerous 
technical terms pertaining to environmental interactions such as the edge of chaos, which is the event 
horizon at which an organization is subjected to forces of stability and instability.  According to Thietart 
and Forgues (1995) [3] while at the edge of chaos, when an organization reaches irreversible 
disequilibrium which is the point at which the tendency towards equilibrium is overcome, then the 
organization, if managed properly, reaches the bifurcation point which is a period of disequilibrium 
signalling a break from the past.  Organizations therefore could disconnect themselves from old processes 
and allow for the spontaneous emergence of a self organizing system.  At the discrete bifurcation point 
this emergence moves an organization from one state to another in an abrupt and sudden manner (Thietart 
and Forgues, 1995) [3]. The emergence of a new organizational order could ensure the organization’s 
adaptation and ultimate survival post the chaos stage until it meets the next environmental challenge 
(Smith & Humphries, 2004) [1].  This process of chaos and order is iterative although the outcomes are 
unpredictable at each iteration (Browning, Beyer, & Shetler, 1995) [7].  At the same time, this new order 
could result in fractals which refers to the generation of comparable structures and processes at different 
organizational levels such as organizational, unit and individual level.  The driver behind these fractals is 
the strange attractor which attracts an organization to a recognizable structure or process.  Furthermore, 
while at the edge of chaos organizations are characterized with sensitivity dependence on initial 
conditions which argues that small changes could multiply and amplify to lead to large consequences 
which also implies that long term forecasting, much like the weather, is not possible.  Nevertheless, short 
term forecasting is possible (Vibert, 2004) [4].  Finally, organizations at the edge of chaos are also 
characterized by the irreversibility of action which argues that if an action is taken twice in the same 
organization or a comparable organization it is unlikely to lead to the same effect as history does not 
repeat itself (Thietart & Forgues, 1995; Morgan, 2006; Vibert, 2004) [3] [8] [4]. Chaos theory, although 
unusual with its technical terms and theoretical suggestions, helps explain multi-firm alliances, the 
operations of high risk organizations, and self organizing systems from which cultural patterns and 
complex structures emerge (Vibert, 2004) [4].  Chaos theory also argues that organization and 
management are an illusion as order cannot be directly created.  It suggests that a practitioner can only 
manage the conditions to allow for the emergence of order (Thietart & Forgues, 1995) [3].  The theory is 
therefore based on a biological metaphor, with an organization viewed as an open nonlinear dynamic 
system exposed to the environment capable of organismic evolution and self determination, rather than a 
classical mechanical metaphor where management is deterministic (Caulkin, 1995) [9].
Chaos theory cannot be discussed to the exclusion of complexity theory.  Although complexity theory 
evolved out of chaos theory (Fitzgerald, 2001) [10], Smith and Humphries (2004) [1] see chaos theory and 
complexity theory as complimentary.  Chaos theory applies when chaotic behaviour originates from 
simple systems.  Conversely, complexity theory applies when simple behaviour arises from complex 
systems.  The two therefore represent opposite ends of the same spectrum.  Smith and Humphries (2004) 
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[1] further argue that directionality when applied in an organizational setting is ambiguous at best as it is 
unclear whether organizations should be viewed as composed of simple human units that through 
interaction lead to complexity, or whether organizations should be viewed as intrinsically complex 
systems that lead to orderly patterns.  Therefore, the two theories, although not interchangeable, when 
considered from an organizational perspective are certainly complimentary.  Based on this line of 
argument the two theories could be regarded in unison as a single chaos and complexity theory.
3. Organizational propositions based on chaos and complexity theory
Although chaos and complexity theory was developed in the realm of physical sciences, many scholars 
(e.g. Radzicki, 1990; Butler, 1990) [11] [12] realized its potential for a wider application as it became 
increasingly evident that social and economic systems tend to exhibit nonlinear and complex interactions 
which dynamically evolve over time.  To this end, many scholars have contributed to the importation of 
chaos and complexity theory to organizational studies.  Notably, Thietart and Forgues (1995) [3] imported 
aspects of chaos and complexity theory and adapted them for the field of organizational studies in the 
form of a series of propositions.  These propositions are tabulated below.  They essentially summarize the 
characteristics of chaos and complexity theory as applied to organizations.  
Table 1. Thietart and Forgues 1995 propositions (pp 19-31).
Proposition 1: Organizations are 
potentially chaotic.
• Proposition 1a: The greater the number of counteracting forces in an 
organization, the higher the  likelihood of encountering chaos.
• Proposition 1b: The larger the number of forces with different periodic 
patterns, the higher the likelihood of encountering chaos.
Proposition 2: Organizations 
move from one dynamic state to 
the other through a discrete 
bifurcation  process.
• Proposition 2a: An organization will always be in one of the following 
states: stable equilibrium, periodic equilibrium or chaos.
• Proposition 2b: A progressive and continuous change of the relationships 
between two or more organizational variables leads an organization, in a 
discrete manner, from a stable to a chaotic state via an intermediary periodic 
behaviour.
Proposition 3: Forecasting is 
impossible, especially at a global 
scale and in the long term.
• Proposition 3a: When in a chaotic state, ceteris paribus, the impact of a 
change has an unpredictable long term effect.
• Proposition 3b: When in a chaotic state, ceteris paribus, the impact of an 
incremental change can be predicted in the very short term.
Proposition 4: When in a chaotic 
state, organizations are attracted to 
an identifiable configuration.
• Proposition 4a: When in a chaotic state, organizations are more likely to 
adopt a specific configuration than a deterministically random pattern.
• Proposition 4b: The greater the openness of an organization to its 
environment, the more likely is the attraction by the organization to a given 
configuration.
Proposition 5: When in a chaotic 
state, organizations, generally, 
have a fractal form.
• Proposition 5a: When in a chaotic state, similar structure patterns are found 
at the organizational, unit, group and individual levels.
• Proposition 5b: When in a chaotic state, similar process patterns are found 
at the organizational, unit, group and individual levels.
Proposition 6: Similar actions 
taken by organizations in a chaotic 
state will never lead to the same 
result.
• Proposition 6a: When in a chaotic state, two identical actions taken by a 
same organization always lead to two different results.
• Proposition 6b: When in a chaotic state, the same action taken by two 
organizations never leads to the same results.
4. Chaos and complexity theory’s limitations
Chaos and complexity theory is not without its limitations.  Organizations, as constructs of their 
rational and irrational human constituents, are obviously not physical systems and their violation of 
natural laws is therefore not surprising.  As such, some academics (e.g. Levy, 1994; Cohen, 1999) [2] [13] 
questioned the theory’s transferability from the natural sciences to organizational studies, especially when 
the transfer is not quite accurate.  Levy (1994) [2] argued that the application of the theory to social 
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sciences is still at the infancy stage.  Further research is required over longer time horizons and more 
cases should be studied before a final verdict on the validity of the theory’s transferability is made.  
However, by then a new innovation in the sciences might make its way into organizational studies and 
herein lies an inherent limitation. Cohen (1999) [13] criticized the lack of coherent definition and the 
widespread misuse of the theory’s terminology as the conflicting academic rhetoric tends to distort the 
theory’s practical applications, particularly in the area of emergence.  Cohen also argued that the theory is 
best regarded as a metaphor or framework rather than a theory.  Cohen reasoned that if the theory’s 
explanation of emergence was clear enough then there would not be a need for the utilization of 
metaphors in the explanation.  The mere use of the organismic metaphor, in his view, pointed to the 
theory’s explanatory limitation.  Levy (1994) [2] suggested that chaos and complexity theory seems to 
suffer from overstated expectations.   For example, Lynch and Kordis (1988) [14] described it as a
management panacea and suggested that practitioners who implement it wisely should be seen at the same 
level as Newton.  Fitzgerald and Van Eijnatten (2002) [15] optimistically described the theory as a 
metapraxis.  Nevertheless, as Smith and Humphries (2004) [1] suggested, despite the optimism, a major 
limitation of the theory is the gap between understanding the theory and its practical implementation.  In 
fact, Levy (1994) [2] argued that sometimes it is hard to tell whether a system is indeed chaotic, yearning 
for the emergence of order, or simply subject to temporary chaotic influences.  It is difficult for 
researchers and management practitioners to make that distinction (Cohen, 1999) [13]. Furthermore, 
systems could potentially bounce between a chaotic and non-chaotic state.  Consequently, it is unclear 
whether practitioners could realistically bounce their decisions just in time between maintaining the 
original order and welcoming the emergent order (MacIntosh & MacLean, 1999) [16]. Also, despite the 
attractiveness of the theory’s propositions, it is uneasy for some practitioners to make the decision for 
moving an organization to the edge of chaos, especially when the edge is unknown (MacIntosh & 
MacLean, 1999) [16].  For some practitioners in this case no action might be the safer option than taking 
the risky action of charting a course to the unknown edge.  Hence, weakening the case for adopting the 
theory as a practical management tool. Finally, McIntosh and MacLean (1999) [16] viewed the notions of 
self organization and going to the edge of chaos as a contradiction, as it is difficult to reconcile natural self 
organization with the implied need for management intervention to bring an organization to the edge of 
chaos.  They suggested that if self organization is truly spontaneous and natural it should not require such 
intervention.  This contradiction points to the practical limitations of the theory and the imperative need
for further research to clarify the implications of its contradictory assumptions. Despite the cited 
limitations of the theory, chaos remains a fact of life.  As discussed earlier, this paper is a first step 
towards tempering chaos by investigating factors that support emergence and incorporating them in 
developing a short term predictive model to assist management practitioners in exiting chaos.  In short, 
this paper’s ultimate intention is to start on the path for addressing some of the theory’s limitations, 
particularly facilitating emergence at the edge of chaos, by producing a practical management tool. 
5. The phenomenon of organizational emergence
Tsoukas (1998) [17] argued that if the traffic in the City of London was left unregulated it is very likely
to eventually self-regulate, just as the traffic in Rome does, ultimately leading to the emergence of 
efficient traffic patterns. The same holds true when examining crime infested areas of Los Angeles which 
nevertheless have their own kind of emergent order, the one managed by the underworld.  Therefore, 
within chaos lies emergent organizational order.  Such self organized emergence is very much part of 
organizational reality. The process of organizational emergence is best described through Thietart and
Forgues’s (1995) [3] proposition 2 which stated that organizations shift between different dynamic states 
through a discrete bifurcation process. Going through the discrete bifurcation process in a qualitative 
fashion ultimately leads to emergence.  Additionally, Chiles, Meyer and Hench (2004) [18] stressed that 
emergence is not only comprised of creation but of continuous recreation over time affecting both forms 
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and populations. Chiles et. al. (2004) [18] referred to creation as origin and recreation as transformation, 
and concluded that emergence and transformation are interrelated.  Along this line of argument, Leifer 
(1989) [19] described emergence as a transformative process and transformation as an emergent process. 
6. Influencing organizational emergence
There are clues to influencing organizational emergence in Thietart and Forgues’s (1995) [3]
proposition 3b which suggested that the impact of an incremental change could be predicted in the short 
term. This implies a certain level of control, a way to potentially temper chaos.  It is therefore possible to 
influence change towards a desired short term outcome by identifying, creating and supporting factors that 
ultimately lead to organizational emergence while suppressing those that inhibit it (Alaa, 2009) [20].
Literature shows that many scholars supported the approach for creating enabling conditions for the 
development of new organizational forms to facilitate organizational survival in ever-changing 
environments (e.g. Mitleton-Kelly, 2003; Alaa & Fitzgerald, 2004) [21] [22].  Specifically, Murphy 
(1996) [23] advocated soft intervention during chaos by stating that change has to first evolve within the 
organization; it should not be imposed from the outside although seeds could be laid to stimulate enabling 
conditions for emergence.  Murphy (1996) [23] also suggested that an ideal intervention should take place 
at the crisis point when an organization is overtaken by instability.  To this end, Murphy (1996) [23] 
advised that business practitioners should act quickly prior to reaching the bifurcation point so as to block 
events uncongenial to the organization from taking shape.  Therefore, a meaningful intervention first 
requires the identification, creation and support of factors influencing organizational emergence.  
Literature is rich with case studies pointing to the existence of such factors.  To illustrate a few, 
Tetenbaum (1998) [24] gave the example of the credit card company Visa.  Although the company existed 
on the grounds of principle and purpose, it was nevertheless designed in an unconventional way which 
allowed for the company’s organic development as it grew.  Tetenbaum (1998) [24] also pointed out that 
some units at Sony were empowered to manage creativity and experimentation, to balance control and 
efficiency and the tensions associated with creativity and competition.  This is in line with Coleman’s 
(1999) [25] recommendation in which he stressed the importance of advocating “... organizational 
arrangements that do not inhibit evolutionary change and that accept discontinuous change in an 
environment as an entrepreneurial opportunity” (p. 38). 
Therefore, influential factors such as trust, empowerment, balance, innovation and creativity, to name 
just a few, either exist or could be created and supported.  Alaa (2009) [20] suggested that it is paramount 
to identify or derive such factors leading to organizational emergence in order to incorporate them in a 
framework for stimulating dynamics which encourage and improve organizational properties instead of 
relegating them to pure chance.  In an attempt to facilitate organizational attraction to identifiable 
configurations through emergence, as per Thietart and Forgues’s (1995) [3] proposition 4, the next section 
examines some of factors enabling emergence as gleaned from a review of available literature to date.
7. Factors enabling organizational emergence
Although the literature includes information on factors that enable organizational emergence, 
references to these factors are very much scattered.  Factors listed in this paper are either stated directly in 
academic papers or gleaned indirectly from various case studies on organizations analyzed under the lens 
of chaos and complexity theory.  The following is a discussion on some of the enabling factors:
Factors of empowerment and creativity through loose-tight controls: Pascal (1990) [26] and Stacey 
(1996) [27] suggested that creativity resides in a dialectical state between over control and chaos.  To 
illustrate an example based on a case study for Acer Group, General Electric and Sun Microsystems, 
Coleman (1999) [25] described how senior executives realized that prosperity and competitiveness were 
dependent on recognizing and tolerating disequilibrium.  This eventually led them to acknowledge that
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bureaucratic structures often crush creativity.  As such, a philosophy based on trust and self-motivation 
was adopted within the framework of a loose-tight system to balance control and empowerment.  The 
philosophy encouraged experimentation and innovation through an incentive system of rewards and 
controls, a system that tolerated failures.  Therefore, organizational emergence in this example was based 
on empowering employees to experiment and to be creative.
The factor of organizational forms: Miles, Snow, Mathews, Miles and Coleman (1997) [28] suggested 
that the environmental adaptation of an organization is dependent on the operating logic of its 
organizational form.  Along this line of argument, Coleman (1999) [25] posited that if an organization’s 
form adopted the logic of a cellular structure with autonomous small teams, sharing information with one 
another, then the organization as a whole might be more potent.  This is due to the ability to reconfigure 
the organization’s flexible cellular structure into a new one. Therefore, a move away from rigid 
hierarchies is necessary for the emergence of a new adaptive organizational form that is more receptive to 
continuous adjustments.
The factor of autopoietic feedback loops: Coleman (1999) [25] suggested that self organization 
requires a circular exchange of energy between an organization and its environment, an exchange that 
maintains the identity of the organization during environmental perturbations while allowing for the 
regeneration of organizational components through the support of creative entrepreneurship.  This energy 
exchange is known as an autopoietic feedback loop.  Coleman (1999) [25] further stressed that creative 
entrepreneurship, fed by autopoiesis, is a prerequisite for self organization.
The factor of learning communities: An autopoietic feedback loop would not be impactful without the 
presence of a learning community capable of processing the feedback of information.  According to 
Stewart (1997) [29] knowledge workers join communities because they have something to learn or share.  
Coleman (1998) [30] took this further to posit that self-organizing behaviour among knowledge workers 
is predicated on the incentives that sustain and stimulate the learning and sharing of new knowledge for 
the purpose of innovating, thereby contributing to emergence.
The factor of eventual disarray of dysfunctional systems (Edge of chaos factor): Although systems 
could be functional over a period of time, over the course of their lifetime there comes a period when they 
turn dysfunctional as they lag behind new environmental requirements.  To this point, Piotrowski (2006) 
[31] suggested that the disarray and displacement of dysfunctional systems is a normal aspect of their 
adaptation to stressful conditions.  He argued that organizational dysfunction in New Orleans following 
Hurricane Katrina has been largely predicted based on prior research in the disaster literature.  Piotrowski 
(2006) [31] concluded that “Human populations, social networks, organizations, infrastructure, and 
political systems eventually adapt, restructure, and become functional in the aftermath of both natural and 
man-made disasters … The individual and collective drive for functionality overrides short-term chaos so 
as to achieve long-term stability and growth.  In this manner, a state of equilibrium is eventually 
maintained among societal institutions” (p. 16).  To this end and in relation to Hurricane Katrina, the 
author stressed the important role of crisis management and warned that it ought to be central to 
management training and business school curricula.  To support his argument the author relied heavily on 
findings from literature based on chaos theory, disaster events and emergency response systems.  In 
conclusion, chaos itself is an enabler for bringing about a new organizational emergence.
The factor of human need satisfaction: Coleman (1999) [25] pointed out that the satisfaction of human 
needs is behind some of the iterations between chaos and order.  In reference to technology companies, he 
argued that the accelerated pace of change is not due to technology as technology is only a catalyst.  The 
pace of change is due to the humans behind the technology, as they are the ones with the motivation to use 
new technology for new reasons thereby driving complexity.  He ultimately concluded that emergent self 
organizing entrepreneurial behaviour, at least among technology companies, is partly due to their drive to 
satisfy human needs in their target markets. Revisiting Tsoukas’s (1998) [17] example of order that 
emerges from the chaos of traffic jams in the streets of Cairo or Rome, it could be posited that the 
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emergence of an order from the traffic chaos could be, at least partly, attributed to satisfying a human 
need, the need to ultimately reach a destination despite the chaotic traffic conditions.  
The factor of legitimacy: Tornikoski and Newbert (2007) [32] suggested that what nascent 
entrepreneurs do in the way of obtaining strategic legitimacy is far more important than their backgrounds
or the markets they intend to serve.  Therefore, acceptance by society and consequently emergence of a 
successful company is only a function of the nascent entrepreneur’s efforts to create a positive impression 
of a legitimate organization and to transform resources into finished goods.  In short, Tornikoski and 
Newbert (2007) [32] equated the quest for legitimacy with successful organizational emergence.  The 
same holds true with other organizational aspects such as innovative ideas which will never be realized or 
allowed to emerge unless the stakeholders involved perceive them as legitimate.
8. Framework of factors facilitating emergence
Clues into the dynamics of organizational emergence were initially alluded to in Thietart and Forgues’s 
(1995) [3] proposition 2b which stated that the continuous and progressive change between organizational 
variables carries an organization from one dynamic state to the other through a periodic intermediary 
behaviour.  Therefore, proposition 2b points, at minimum, to the existence of mechanisms for emergence.  
Research by Noble Laureate Ilya Prigogine and Stengers (1998) [33] posited four such mechanisms for 
self emergent organization through the dissipative structures model.  These include: 
1. Spontaneous fluctuations which initiate the new order; 
2. Positive feedback loops which reinforce and expand the fluctuations;
3. Mechanisms which coordinate and stabilize emergent order; and 
4. Recombination of resources to build the new order. 
Interestingly, frameworks for factors and mechanisms governing emergence are rare in the literature 
reviewed thus far with one notable exception.  Alaa (2009) [20] utilized aspects of Prigogine’s four 
mechanisms, along with some of the factors or elements of the factors cited earlier from the various 
literatures and collated them to propose a broad framework of factors and mechanisms facilitating 
organizational emergence.  Alaa’s (2009) [20] framework included three groupings: Factors enabling the 
infrastructure of emergence, dynamics consisting of social construction and adaptive factors, and controls 
that temper emergence.  All three groupings included tangible and intangible factors.  The following is a 
discussion on Alaa’s (2009) [20] framework:
Enabling infrastructure for emergence: An enabling infrastructure is paramount to effectively 
facilitate organizational emergence.  In fact, the absence of an infrastructure could either limit or even 
inhibit the emergence (Alaa. 2009) [20].  Some of these enablers are classified tangibles such as 
organizational structures and hierarchies which shape the actions of organizational members (Heylighen, 
2001; Levinthal, 1997) [34] [35] and tangible external factors such as directives, financial resources and 
controls through contracts and conventions (Stacey, Griffin & Shaw, 2000) [36].  There are also 
intangible enablers such as management style, the quality of leadership, the provision of opportunities for 
learning and creativity (Lewin & Regine, 2003) [37] and cultural contexts that facilitate new habits such 
as risk taking and manoeuvrability (Kelly, 1995) [38].  Alaa (2009) [20], however, stressed that some of 
the enablers cited, such as directives, when pushed to the extreme could hinder organizational emergence 
as they become overly constrictive.  Therefore, there is a limited range where these factors could be 
termed as effective enablers that stimulate the dynamics of organizational emergence.  Going beyond this 
range, however, could turn those same enablers into inhibitors of emergence. It should be noted that 
when designing a short term predictive model to forecast the probability of organizational emergence, the 
enabling infrastructure factors, based on their definition (Alaa, 2009) [20], could be considered as 
mediating variables whose presence is required for a relationship to either occur or not occur among other 
variables, such as the dynamic factors.  
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Dynamics: Alaa (2009) [20] defined dynamics as factors that recognize emergent properties thereby 
operationalizing emergent behaviour.  These dynamics are made effective by the enabling infrastructure.  
The dynamics are further classified as tangibles and intangibles. Tangible dynamics are also referred to 
as adaptive or mechanistic factors related to the interconnectivity, interdependence and speed of internal 
adaptation of the system’s components.  Such factors include simple and rapid mechanisms that allow for 
fast response and re-arrangement of the system’s components, as well as small scale mechanisms with 
short term focus guided by flexible strategies (Alaa, 2009) [20]. This is reminiscent of Coleman’s (1999) 
[25] suggestion for an organizational form consisting of a cellular structure with autonomous small teams, 
conveniently sharing information with one another so as to rapidly adapt by rearranging organizational 
components, thereby facilitating emergence. Intangible dynamics are also referred to as social 
construction factors that characterise human systems.  These are the factors responsible for empowerment 
and they include communication, collaboration, interaction, trust and morale (Alaa, 2009) [20].
Controls: Although chaos and complexity theory seeks to instil creativity and spontaneity to stimulate 
emergence, it nevertheless requires controlling and moderating mechanisms so as not to completely lose 
control by taking an organization into chaos itself. The key for a successful organizational emergence is 
therefore to balance the forces of stability and excessive change to sustain a presence at the edge of chaos 
(Lewin, 2000; Montouri, 2003) [39] [40]. This is the justification for the inclusion of control mechanisms 
in Alaa’s (2009) [20] framework which is moderated by both tangible and intangible controls.  Examples 
of tangible controls are high level rules so that organizational actors interact and improvise within the 
constraints of order (Stacey, et al., 2000) [36].  Another example are continuous small adjustments based 
on information feedback so as to stay within the confines of order and counterbalance tendencies towards 
excessive change (McMillan, 2004) [41].  Intangible controls include learning and reflection, which are 
required to process any feedback, as well as circular causality which reinforces the relationships and 
interactions (Kuppers, 1999) [42].  When designing a short term forecasting model of organizational 
emergence, these control factors, based on their definition (Alaa, 2009) [20], could be envisioned as 
moderating variables that affect the strength of the relationship between other variables.  
It should be noted that despite the discussions in Alaa’s framework, it remains unclear whether the 
correlation between the factors and emergence is evidence of causation.  As such, Alaa’s framework
represents a starting point for identifying possible short term predictors of organizational emergence to be 
incorporated in a forecasting model, but is silent on quantifying the relationship between the factors. 
9. Possibilities for a short term forecasting model
Although Thietart and Forgues’s (1995) [3] proposition 3 stated that forecasting at a global scale and 
over the long term is impossible, proposition 3b, nevertheless, indicated that the impact of an incremental 
change could be predicted in the short term.  This proposition is also echoed in Levy’s (1994) [2] 
suggestion that since order resides in deterministic chaos then if the conditions are known at time “t” it is 
possible to forecast the conditions at time “t+1”.  This requires the construction of a model with well 
known starting conditions to make useful forecasts over the short term.  In fact, this logic is the basis for 
making useful short term weather forecasts (Levy, 1994) [2].  Although some work on predicting 
emergence has already been undertaken, such as Sterman and Wittenberg’s 1999 paper [43] on the 
probability of emergence of scientific revolutions, literature reviewed thus far identified the lack of a 
general forecasting model in the organizational world.  This could point to a gap in the literature and an 
opportunity for undertaking future research to design a forecasting tool of benefit to business practitioners 
to help them navigate their way out of chaos.  The literature reviewed on organizational emergence could 
be used to inform the design of a short term forecasting model.  The model could consist of independent 
variables, based on operationalizing the factors identified, and a dependent variable representing the 
probability of emergence.  The independent variables could also be further classified into moderating and 
mediating variables as discussed earlier.  The nature of the relationship between the variables could be 
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either linear or nonlinear.  Thietart and Forgues (1995) [3] suggested that by proceeding in small steps 
nonlinear systems could be linearized and the predictability of the system could be improved by making a 
direct relationship between cause and effect.  However, other scholars have also attempted nonlinear short 
term forecasting, such as Mori and Urano (1996) [44] who made use of chaos time series analysis for 
short term load forecasting in power systems, and Grenfell, Kleczkowski, Ellner and Bolker (1994) [45] 
who used epidemiological modelling and nonlinear forecasting to investigate the predictability of measles.  
Although the nonlinear forecasting examples come primarily from the natural sciences, as no 
organizational examples have been cited thus far, perhaps there is an opportunity to import the idea of 
nonlinear short term forecasting and apply it in an organizational setting. It should be noted that a 
limitation for a short term forecasting model is the human constituents behind the variables/factors.  It is 
therefore not surprising that some academics (e.g. Levy, 1994; Cohen, 1999) [2] [13] questioned the 
appropriateness of importing chaos and complexity theory from the world of the natural sciences to the 
realm of organizational studies.  Other scholars however, such as Alaa (2009) [20], suggested that 
although human beings suffer from flaws there is merit in investigating organizational emergence by 
making use of the theory of complex adaptive systems and the theory of social autopoiesis.  Perhaps 
further research could clarify whether there is merit in applying linear or nonlinear short term forecasting 
in organizational studies utilizing chaos and complexity theory as a foundational theory.
10. Conclusion
Chaos and complexity theory suggests that it is possible to influence change but not to completely 
control it.  The predictive variables in the forecasting model once identified and deemed to be statistically 
significant could be incorporated in an outcomes based strategic planning framework that informs short 
term decision making.  The process is envisioned as follows: Based on available data for the predictive 
variables, through survey instruments or documentations, the probability of emergence could be 
forecasted.  Based on the probability, periodic reports could be issued to management advising on a short 
term strategic planning or courses of action to maximize the future probability of achieving the desired 
outcomes.  Therefore, an intervention could be made at the crisis point to enhance the probability of 
organizational emergence (Murphy, 1996) [23].  In other words, the model could help identify the edge of 
chaos and guide managers on an incremental basis to direct their organizations out of chaos.  Although 
Thietart and Forgues (1995) [3] suggested, under proposition 6, that similar actions never lead to the same 
results, a predictive model can provide the probabilities for effective organizational emergence in the 
short term on a step by step basis, and in the short term similar actions could potentially lead to the same 
results.  Therefore, by undertaking deeper research on complex systems and developing a short term 
forecasting model, decision making could be informed and improved by following a standard set of 
recommendations based on the current state of the predictive variables and the targeted organizational 
emergence (Levy, 1994) [2].  Finally, although the desired short term outcomes are not guaranteed this 
does not imply that the right conditions cannot be created to support them.  Whether the proposed 
management interventions based on the forecasted probability of emergence will lead to long term 
organizational effectiveness remains unknown.  Thietart and Forgues’s (1995) [3] Proposition 3a argues 
that the long term is unpredictable as other unpredictable variables play increasing roles. The proposed 
research therefore will not venture that far and the strategic planning framework will not be oriented to 
provide practitioners with recommendations on influencing long term outcomes, only the short term.  That 
said, the proposed research will attempt to push the envelope as far as possible.  Such an attitude in 
undertaking research is particularly relevant especially since the length of the short term timeframe is 
unknown.  Therefore, the research is intended push the “short term” to its ultimate boundary until 
predictability breaks down.
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