Joint Uniform Distributions
Each variable is assumed to have two hidden super categories, which means ∈ { (1) , (2) }
where ( Simulation setting (2): Independent uniform distribution. Three variables are independent, and 1 = 0.9, 2 = 0.8 and 3 = 0.7. That is, for examples, for the combinations of fine
Simulation setting (10), (11) and (12): Independent uniform distribution with multiple super categories. Three variables are independent, and each variable has 5, 10 and 20 super categories for simulation setting (10), (11) and (12), respectively. The probabilities for super categories are randomly assigned for each implementation:
where a denotes an index for a super category.
Normal Distributions
In this simulation, a trivariate joint normal distribution is assumed. In order to generate the simulation data, we assume that the marginal populations of the simulation data follow normal distributions with the hidden orders of the categories. We discretize the continuous normal distribution, and the probability that is assigned to each combinatorial cell is assumed to be the hidden true probability of the normal distribution with factor variables.
Simulation setting (3): Normal distribution with low correlation. The random sample data are generated from the distribution of ( 
Other Distributions

Simulation setting (8): Lognormal distribution with low correlation.
Continuous normal distribution is discretized for the simulation with the lognormal distribution same as the simulations with normal distributions. And the distribution of the sample space follows as log ( Supplementary Table   Table A . Computation time for the simulation study cases. For the simulation setting (1) to (12), shown are the averages of computation time by the proposed method (OPT), kernel density estimation (KDE), and OPT with random partitioning (Rand OPT). Computation time of the conventional method is zero since we supposed that sample distributions are given for the simulation. 
