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Vorwort des Herausgebers
Die Fahrzeugtechnik ist gegenwärtig großen Veränderungen unterworfen.
Klimawandel, die Verknappung einiger für Fahrzeugbau und -betrieb benö-
tigter Rohstoffe, globaler Wettbewerb, gesellschaftlicher Wandel und das
rapide Wachstum großer Städte erfordern neue Mobilitätslösungen, die
vielfach eine Neudefinition des Fahrzeugs erforderlich machen. Die Forde-
rungen nach Steigerung der Energieeffizienz, Emissionsreduktion, erhöhter
Fahr- und Arbeitssicherheit, Benutzerfreundlichkeit und angemessenen
Kosten finden ihre Antworten nicht aus der singulären Verbesserung einzel-
ner technischer Elemente, sondern benötigen Systemverständnis und eine
domänenübergreifende Optimierung der Lösungen.
Hierzu will die Karlsruher Schriftenreihe für Fahrzeugsystemtechnik
einen Beitrag leisten. Für die Fahrzeuggattungen Pkw, Nfz, Mobile Ar-
beitsmaschinen und Bahnfahrzeuge werden Forschungsarbeiten vorgestellt,
die Fahrzeugsystemtechnik auf vier Ebenen beleuchten: das Fahrzeug als
komplexes mechatronisches System, die Fahrer-Fahrzeug-Interaktion, das
Fahrzeug in Verkehr und Infrastruktur sowie das Fahrzeug in Gesellschaft
und Umwelt.
Die Forschung an und die Entwicklung von Fahrzeugen profitieren er-
heblich von Modellbildung und Simulation. Es ist heute aufgrund stark
gestiegener Rechenleistung möglich, immer komplexere Modelle zu erstellen,
die eine realitätsnahe Simulation erlauben. Allerdings stoßen umfangrei-
che Modelle regelmäßig an die Grenzen der Rechnerkapazität, so dass ein
Modell nicht komplexer als nötig zu gestalten ist. Dies ist nicht nur zur
Verkürzung der Rechenzeiten zu fordern sondern auch um eine Überanpas-
sung der zur Validierung des Modells verwendeten Messdaten und damit
eine verringerte Vorhersagequalität des Modells zu vermeiden. Komplexe
Gesamtfahrzeugmodelle sollten also die Möglichkeit bieten, ihre Komplexi-
tät an den Zweck der Simulation anzupassen, etwa durch eine Reduzierung
der Ausdifferenzierung des Gesamtfahrzeugs in seine Einzelkomponenten
oder durch eine Vereinfachung der Komponentenmodelle.
I
Vorwort des Herausgebers
Hierzu liefert die vorliegende Arbeit einen Beitrag, indem sie Ansätze zu
einer geeigneten Modularisierbarkeit komplexer Gesamtsystemmodelle, zur
Quantifizierung von Komplexität, Genauigkeit und Extrapolationsvermögen
von Modellen und zu Möglichkeiten einer rechnerausführbaren Auswahl
von Modellen entsprechend des Simulationsziels vorschlägt.
Karlsruhe, Prof. Dr. rer. nat. Frank Gauterin
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Steigende Rechenleistung und sinkende Hardwarekosten fördern den Einsatz
von Simulationen, mit deren Hilfe es möglich ist, das statische und dynami-
sche Verhalten technischer Systeme und seiner Komponenten automatisiert,
gefahrlos und wiederholbar zu untersuchen. Sogenannte integrierte Ge-
samtsystemsimulationen gestatten es selbst das Verhalten hoch vernetzter,
simulationswerkzeugübergreifender Systeme nachzuahmen und zu prognos-
tizieren. Dieses Potential ermöglicht heute im Rahmen der zunehmenden
Virtualisierung einen Paradigmenwechsel im Produktentstehungsprozess.
Dabei nehmen mit fortschreitender Detaillierung virtueller Prototypen
sowohl die Anzahl an Untersuchungsmöglichkeiten als auch die Genauigkeit
der Ergebnisse und Vorhersagen zu.
Im Rahmen dessen steigt zwar mit zunehmender Detaillierung die An-
passungsgüte an gegebene Messdaten. Jedoch wächst dabei auch die Gefahr
der Überanpassung wodurch das Extrapolationsvermögen sinkt. Darüber
hinaus nehmen aufgrund der Zunahme an Einflussfaktoren auch Testauf-
wand und Simulationsdauer zu, deren Beherrschung mit hohem Personal-
und Kostenaufwand verbunden sind. Dementsprechend stellt sich die Frage,
wie detailliert und damit komplex die ausführbaren Simulationsmodelle
innerhalb einer Gesamtsystemsimulation abgebildet werden müssen. Gemäß
dem heuristischen Forschungsprinzip der Sparsamkeit soll die einfachste
und zugleich passendste Erklärung den komplizierteren vorgezogen wer-
den. Um infolgedessen in einer virtuellen Entwicklung neben einer hohen
Ergebnisgüte und damit einer hohen Effektivität der Simulation trotz stei-
gender Rechenleistung auch eine kurze Simulationsdauer, also eine hohe
Effizienz, gewährleisten zu können, muss in Abhängigkeit des jeweiligen
Simulationszwecks ein geeigneter Kompromiss identifiziert werden.
Zu diesem Zweck werden im Rahmen dieser Arbeit Kenngrößen für Simu-
lationsmodellkomplexität, Anpassungsgüte und Extrapolationsvermögen
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erforscht, deren Zusammenspiel die Identifikation der jeweils optimalen Si-
mulationsmodellkomplexitäten aus einer Vielzahl konkurrierender Modelle
gestatten. Um für die Erstellung virtueller Prototypen bei einer integrierten
Gesamtsystemsimulation die daraus resultierenden Quantifizierungsmerk-
male zur Identifikation eines solchen Kompromisses nutzen zu können
werden diese zudem auf Basis eines skalierenden Modularisierungsansatzes




Complexity adaptation of simulation models
in entire system simulations
Increasing computational power and decreasing hardware costs are sup-
porting the application of simulation, enabling an automatized, dangerless
and reproducible analysis of highly interconnected technical systems and
all of its components. By simulating entire systems, their behavior can be
imitated and predicted. Thus, a paradigm shift in virtual product enginee-
ring processes can be achieved. With an increase in detail, the number of
possibilities for analysis and the accuracy for predictions are growing.
In this context indeed, with a rising level of detail, the goodness of
fit to given measured data increases. However the danger of overfitting
rises which is effecting a decrease in generalizability. Additionally also the
efforts for testing and the duration of simulation are increasing, effecting
high costs and personnel expenses. Against this backdrop the question
has to be answered, how detailed and thus how complex the executable
simulation models within an entire system simulation have to be designed.
Following the heuristical research principle of economy, the simplest and
most suitable explanation should be preferred over more complex ones.
In order to achieve a high goodness of fit, namely high effectivity, and in
spite of increasing computational power still maintaining a short simulation
period, or in other words a high efficiency, an optimal compromise has to
be identified in respect to simulation purpose.
For this reason quantification attributes for simulation model complexity,
goodness of fit and generalizability are researched in this thesis, enabling
model selection. To be able to use the attributes for the adaptation of
simulation model complexity to simulation purpose during the creation
of virtual prototypes at an entire system simulation they are additionally
inserted in an existing process for coupling integrated multidomain systems
on the basis of a scaling modularization approach.
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1 Einleitung
„Die Geschichte der Computersimulation beginnt mit dem
Wunsch, komplexe Modelle einer wissenschaftlichen Erforschung
zugänglich zu machen“ [Gramelsberger 2003, S.7].
John von Neumann entwickelte 1946 in seinem Positionspapier „On the
Principles of Large Scale Computing Machines“ eine Differenzenmethode
für die numerische Simulation partieller Differentialgleichungen. Damit
verfolgte er das Ziel, die analytische Behandlung nichtlinearer Probleme
mit Hilfe einer numerischen Methode, welche von einem Digitalrechner
verarbeitet werden kann, zu überwinden. Diese Von-Neumann-Methode
lässt sich als Verfahren beschreiben, das durch Variation der Variablen
und Konstanten ein Gleichungssystem mit Hilfe numerischer Integratoren
(engl. Solver) für spezifische Rand- und Anfangsbedingungen approximativ
berechnet [Gramelsberger 2003, S.7]. Damit schuf von Neumann die
erste Version einer computergestützten Simulation. In Verbindung mit der
bereits 1965 von Gordon Moore in seinem Zeitschriftenaufsatz zum Thema
„Cramming more components onto integrated circuits“ prognostizierten
drastischen Kostenreduktion der hardwareseitig benötigten Schaltkreiskom-
ponenten war der Weg für den Erfolg der digitalen Lösung analytischer
Problemstellungen geebnet.
Aufgrund der eingeschränkten Rechenleistung lag der Fokus in den frü-
hen Jahren der Computersimulation auf der Untersuchung des Verhaltens
dedizierter Teilsysteme, um diese separat zu optimieren. Mittlerweile ist es
durch die gestiegene Rechenleistung möglich, die wechselseitige Einfluss-
nahme heterogener, multiphysikalischer Teilsysteme aus unterschiedlichen
Domänen wie Elektronik, Mechanik, Thermodynamik oder Informations-
technik transparent zu machen [Lüdecke 2003, S.1]. Um diese analysieren
zu können, wird durch die Nachbildung eines realen Systems ein Modell
erzeugt, welches in der Lage ist, dessen Verhalten in Abhängigkeit von
Untersuchungsgegenstand und Modellierungsgrenzen nachzuahmen und
1
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mit Hilfe der Simulation zu prognostizieren [Nollau 2009, S.1]. Damit
ist es möglich, das statische und dynamische Verhalten komplexer tech-
nischer Systeme und seiner Komponenten automatisiert, gefahrlos und
wiederholbar zu untersuchen. Dieses Potential der Simulation ermöglicht
heute durch die zunehmende Virtualisierung einen Paradigmenwechsel im
Produktentstehungsprozess. So ermöglicht eine Virtuelle Entwicklung (VE)
durch eine frühzeitige Auslegung auf Basis eines virtuellen Prototyps, also
eines Modells eines neuen Produktes, bereits in der Konzeptphase einen
höheren Reifegrad (vergleiche linke Hälfte in Abbildung 1.1). Durch die-
se höhere Produktreife können Entwicklungszeiten verkürzt (vergleiche
frühere Time to Market und damit früherer Start of Production (SoP)
in der rechten Hälfte von Abbildung 1.1), die Erprobungsqualität realer
Prototypen erhöht und damit sowohl Hardwareschleifen eingespart als auch















Abb. 1.1: Erhöhung Reifegrad durch virtuelle Entwicklung nach [Seiffert 2008, S.8]
Auch in der Kraftfahrzeugtechnik spielt der Einsatz virtueller Prototypen
eine immer größere Rolle, um die steigende Anzahl an Produkten und De-
rivaten in kürzer werdenden Innovationszyklen beherrschen zu können. Als
hilfreich hat sich dabei der Einsatz realitätsnaher, computergenerierter Ver-
suchsmodelle erwiesen, deren Aufbaustufen zu definierten Meilensteinen im
virtuellen Produktentstehungsprozess die Absicherung von Bauteilgestalt
und Produktstruktur gestatten. Diese werden auch als Digital Mock-Up
(DMU) bezeichnet. In Kombination mit den physikalischen Werkstoffei-
genschaften ermöglichen DMUs eine teilweise Substitution der zeit- und
kostenintensiven Bauteilprüfung an realen Prototypen.
2
1.1 Problemstellung und Zielsetzung
Wie anhand Abbildung 1.2 ersichtlich, existieren neben der gestaltungs-
orientierten Modellierung und Analyse weitere Aspekte eines virtuellen
Prototyps. Davon gewinnen insbesondere die Modellbildung und Modell-
analyse zunehmend an Bedeutung, die den Aspekt der Gestalt um weitere
Aspekte wie Verhalten und Funktion erweitern. Eine solche umfassende
digitale Produktbeschreibung wird auch als Functional Mock-Up (FMU)
bezeichnet [Iparraguirre 2013]. Hintergrund für diesen Trend ist die
wachsende Anzahl domänenübergreifender Funktionen, wie die Auslegung
einer Betriebsstrategie für Hybridfahrzeuge oder die Applikation neuer
Fahrerassistenzsysteme. Dabei gestatten FMUs die Berücksichtigung einer
Vielzahl an Einflussfaktoren, die ansonsten sowohl mit physischen Prototy-
pen als auch mit den bisherigen Methoden und Werkzeugen der virtuellen
















Abb. 1.2: Komponenten eines virtuellen Prototyps nach [Schäppi 2005]
1.1 Problemstellung und Zielsetzung
Mit steigender Anzahl an Einflussfaktoren wachsen Testaufwand und Simu-
lationsdauer, deren Beherrschung mit hohem Personal- und Kostenaufwand
verbunden ist. Dementsprechend stellt sich vor dem Hintergrund des je-
weiligen Simulationszwecks die Frage, wie viele Einflussfaktoren für eine
hohe Ergebnisgüte benötigt werden. Gemäß dem heuristischen Forschungs-
prinzip der Sparsamkeit, welches nach dessen geistigem Vater, dem Mönch
Wilhelm von Ockham, auch als „Occam’s Razor“ bezeichnet wird, sollte
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ein Modell immer so genau wie nötig sein und nicht so genau wie möglich.
Damit soll die einfachste und zugleich passendste Erklärung den kompli-
zierteren vorgezogen werden [Nollau 2009, S.2]. Um infolgedessen in der
virtuellen Entwicklung neben einer hohen Ergebnisgüte und damit einer
hohen Effektivität der Simulation trotz steigender Rechenleistung auch eine
kurze Simulationsdauer, also eine hohe Effizienz, gewährleisten zu können,
muss ein Simulationszweck unter möglichst geringem Ressourceneinsatz
erreicht werden können. Allerdings fehlen den Simulationsmodellen die
dafür benötigten Quantifizierungsmerkmale und damit die Attribute, die
unter Berücksichtigung einer hohen Simulationsergebnisgüte bei gleichzei-
tig kurzer Simulationsdauer eine Anpassung der Komplexität an einen
Simulationszweck gestatten.
Zur Analyse von Entwicklungszeit, -aufwand und -kosten haben Halstead
und McCabe bereits Mitte der 70er Jahre Quantifizierungsmerkmale für
Softwarekomplexität eingeführt, um daraus Vorhersagen für Aufwände
von Test und Wartung abzuleiten (siehe [McCabe 1976] und [Halstead
1977]). Dabei wird davon ausgegangen, dass sich Softwarekomplexität mit
dem Grad an Anwesenheit oder Abwesenheit bestimmter Charakteristiken
objektivieren lässt [Kokol 1996, S.2862]. Der IEEE-Standard 1061 von
1992 definiert die Metriken einer Software als eine Größe, welche die Quali-
tät der einzelnen Programmteile in einem numerischen Wert abbildet. Die
wichtigsten Metriken zur Quantifizierung von Programmgröße und Kom-
plexität sind die Zeilenmetriken, die Halstead-Metriken und die McCabe
Cyclomatic Number [Cullmann 2007, S.36]. Durch die Anwendung der
Metriken wird das Ziel verfolgt, Softwarekomplexität zu analysieren, zu be-
werten und zu vergleichen [Stürmer 2010, S.5]. Allerdings kann mit diesen
traditionellen Softwaremetriken ausschließlich der Softwarecode analysiert
werden. Um damit also Simulationsmodelle quantifizieren zu können, müss-
ten diese zunächst kompiliert werden. Da verschiedene Simulatoren, also
unterschiedliche Simulationswerkzeuge, mit Compilern unterschiedlicher
Qualität arbeiten, würde deren Güte in die Quantifizierung einfließen und
das Bewertungsergebnis verfälschen. Im Gegensatz zu den traditionellen
Metriken ermöglichen die Verfahren zur Modellselektion (engl. Model Selec-
tion) eine direkte Bewertung konzeptueller Modelle. Dabei wird versucht,
aus einer Vielzahl an konkurrierenden Nachbildungen von Datensätzen die
bestmögliche auszuwählen [Pitt 2002, S.472]. Field fasst dafür im Rahmen
seiner Arbeit die wichtigsten Ansätze zusammen, um aus den Klassen an
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Kandidatenmodellen auf Basis verfügbarer Messungen das optimale Modell
zu identifizieren (siehe [Field 2004]). Allerdings handelt es sich dabei stets
um eine situative Bewertung, weswegen für eine Entscheidung, welche Mo-
delle in Abhängigkeit von einem Simulationszweck für welche Teilsysteme
am besten geeignet sind, sämtliche Modelle aufwändig überprüft werden
müssen. Um eine nachhaltige Quantifizierung zu ermöglichen, stellen Myung
und Pitt im Rahmen mehrerer Arbeiten dedizierte Kennzahlen vor (sie-
he [Myung 1999], [Pitt 2002] und [Myung 2005]). Dabei wird analog
zu Field aus einer Klasse von Kandidatenmodellen auf Basis verfügbarer
Messungen das jeweils optimale Modell identifiziert. In Ergänzung dazu
wird mit Hilfe mathematischer Verfahren die Simulationsmodellkomplexität
und Simulationsergebnisgüte bewertet und in definierte Attribute gespei-
chert, die eine relative Bewertung mehrerer Modelle gestatten. Im Rahmen
dieser Arbeit soll das Potential dieser Quantifizierungsmerkmale für eine
Komplexitätsadaption technischer Gesamtsysteme erforscht werden.
Um damit die Komplexität von Gesamtsystemsimulationen an einen
damit zu erfüllenden Simulationszweck anpassen zu können, sollen die
Attribute in einem Prozess zur Entwicklung virtueller Prototypen verortet
werden. Grundlage für die virtuelle Entwicklung sind Gesamtsystemarchi-
tekturen, mit deren Hilfe die Systemgrenzen und Schnittstellen sämtlicher
Teilsysteme bereits vor der Modellerstellung strukturiert und aufeinander
abgestimmt werden können. Damit können die in den einzelnen Teilsys-
temen enthaltenen Simulationsmodelle an dedizierten Meilensteinen zu
virtuellen Prototypen aggregiert werden und dafür deren Quantifizierungs-
merkmale berücksichtigt werden. Da dabei zwei oder mehrere Teilsysteme,
die untereinander in Beziehung stehen, zu einer gemeinsamen Simulati-
on zusammengefasst werden sollen, handelt es sich um eine sogenannte
integrierte Simulation.
Mit dem Standard AUTomotive Open System ARchitecture (AUTOSAR)
existiert bereits seit 2005 ein Vertreter einer solchen Architekturdefinition.
Er stammt aus einer Entwicklungspartnerschaft aus Automobilherstel-
lern, -zulieferern sowie Tool- und Halbleiterlieferanten mit dem Ziel einer
standardisierten Softwarearchitektur mit einheitlichen Beschreibungs- und
Konfigurationsformaten für Steuergeräte im Automobil [Rüping 2014, S.1].
Es werden darin Methoden zur Beschreibung von Software im Fahrzeug
beschrieben, die sicherstellen, dass Softwarekomponenten ausgetauscht,
skaliert, wiederverwendet und integriert werden können. Allerdings werden
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bei diesem Standard ausschließlich Anforderungen für Softwarekomponen-
ten der Steuergeräteentwicklung adressiert, wovon FMUs als Bestandteil
der virtuellen Entwicklung unberücksichtigt bleiben. Explizit für diese
FMUs wurde 2008 das Projekt Information Technology for European Ad-
vancement (ITEA)2 MODELISAR initiiert. Zielsetzung des Projektes ist
seitdem die Entwicklung eines applikationsunabhängigen offenen Schnitt-
stellen-Standards, dem Functional Mock-Up Interface (FMI), um damit
sowohl die Kopplung von Simulatoren als auch den Austausch von Simu-
lationsmodellen im Bereich der Fahrzeugsystemdynamik zu unterstützen
[Busch 2012, S.3]. Allerdings setzt der Prozess der Standardisierung erst
bei den bereits fertigen Simulationsmodellen an, weswegen für eine virtuelle
Entwicklung kein umfassender Modularisierungsansatz existiert, der einen
koordinierten Aufbau einer Gesamtsystemarchitektur unter Berücksich-
tigung der Vielfalt an physikalischen und funktionalen Abhängigkeiten
vorab definiert. Dementsprechend soll im Rahmen dieser Arbeit neben
der Erforschung der Quantifizierungsmerkmale auch ein solcher Ansatz für
einen prozesssicheren und beliebig skalierenden Aufbau einer integrierten
Gesamtsystemsimulation entwickelt werden. Darin sollen die Quantifizie-
rungsmerkmale eingebettet werden um diese auch in der industriellen Praxis
nutzen zu können.
1.2 Struktur der Arbeit
Mit den Grundlagen der Modellbildung und Simulation wird in Kapitel 2
zunächst ein einheitliches Verständnis für die in den nachfolgenden Kapiteln
verwendeten Begriffe vermittelt. Kapitel 3 erweitert diese Grundlagen um
Aspekte, die für die Modellbildung und Simulation simulatorübergreifender
Systeme benötigt werden. Im Rahmen dessen werden verschiedene Modula-
risierungs- und Kopplungsansätze vorgestellt und der aktuelle Stand der
Wissenschaft und Technik beleuchtet. Um die Systemgrenzen und Schnitt-
stellen sämtlicher Teilsysteme aufeinander abzustimmen und damit den
Aufbau des FMUs eines virtuellen Prototyps zu koordinieren, werden in
Kapitel 4 durch die Strukturierung und Absicherung technischer Gesamtsys-
teme die dafür benötigten Strukturelemente entwickelt und Maßnahmen zur
Absicherung der Struktur vorgestellt. Diese werden am Ende des Kapitels
anhand eines Beispiels für ein zu simulierendes FMU demonstriert. Kapitel
6
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5 behandelt dann die mathematischen Grundlagen, die zur Bewertung
der Komplexität und damit der Effizienz der in den Strukturelementen
gekapselten Simulationsmodelle benötigt werden. Diese werden am Ende
des Kapitels exemplarisch auf verschiedene Teilsysteme angewendet. Der
Aspekt der Effektivität und damit die Güte der Simulationsergebnisse,
sowohl gegebene als auch unbekannte Daten abzubilden, wird in Kapi-
tel 6 auf Basis geeigneter Quantifizierungsmerkmale erfasst und ebenfalls
anhand verschiedener Teilsysteme evaluiert. Durch die Verwendung ei-
ner Ontologie wird in Kapitel 7 anhand des FMUs eines exemplarischen
virtuellen Prototyps die Verknüpfung der Attribute und damit die Anpas-
sung der Simulationsmodellkomplexität sämtlicher Teilsysteme innerhalb
einer integrierten Gesamtsystemsimulation an einen damit zu erfüllenden
Simulationszweck ermöglicht. Das Potential dieser Methode für die inge-
nieurwissenschaftliche Praxis wird abschließend in der Zusammenfassung
mit Ausblick in Kapitel 8 bewertet.
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2 Grundlagen der Modellbildung
und Simulation
„Modellierung und Simulation haben mit der Einführung der
Informationstechnik in den letzten fünfzig Jahren einen Großteil
der Ingenieurs- wie auch der Natur-, und Sozialwissenschaften
durchdrungen. Egal ob es um den Entwurf der Radaufhängung
für ein Automobil, den Metabolismus einer Bakterie oder die
Einführung einer neuen Rentenformel geht, immer wieder wer-
den Modelle dieser realen Systeme herangezogen, um die inneren
Zusammenhänge eines Systems zu begreifen und Prognosen über
dessen Verhalten zu machen“ [Pelz 2001, S.5].
Gemäß diesem einleitenden Zitat aus dem Buch „Modellierung und Simula-
tion mechatronischer Systeme“ eröffnet die Nachbildung realer Systeme in
den unterschiedlichsten Disziplinen neue Perspektiven der Analyse und Pro-
gnose. Schlüssel dafür ist die Abstrahierung des Betrachtungsgegenstands
im Rahmen der Modellbildung und Simulation.
Für ein einheitliches Verständnis der in dieser Arbeit verwendeten Begrif-
fe werden zunächst die Grundlagen der Systemtheorie eingeführt, welche die
Basis für die nachfolgenden Kapitel bereitstellt. Dabei stützt sich diese Ar-
beit auf die Definitionen von [Döring 2011], [Frey 2008], [Kübler 2000]
und [Pelz 2001], wissend, dass in der Literatur auch anderslautende Defi-
nitionen existieren, die von den hier genannten abweichen können. Darauf
aufbauend wird der Prozess der Modellbildung und Simulation technischer
Systeme erläutert, innerhalb dessen die theoretischen Grundlagen der Ent-
stehung und der computergestützten Ausführung von Simulationsmodellen
vorgestellt werden. Um den Prozess abzuschließen, werden Verfahren zur
Parameteridentifikation und Absicherung der in dieser Arbeit eingesetzten
Simulationsmodelle erläutert.
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2.1 Grundlagen der Systemtheorie
Die Systemtheorie beschäftigt sich mit der mathematischen Beschreibung
und Berechnung von mehr oder weniger komplexen Anordnungen aus allen,
insbesondere jedoch technischen Bereichen des Lebens. Diese reagieren auf
äußere Anregungen oder Einflüsse in einer bestimmten und damit definierten
Art und Weise [Frey 2008, S.1]. Dabei ist der Systembegriff ein abstrakter
Ausdruck, der z. B. in Soziologie, Politik, Naturwissenschaft und Technik
sehr unterschiedliche Ausprägungen annimmt. So dient der Begriff System
z.B. in der Soziologie der Beschreibung von Rentensystemen, wohingegen
er in der Technik stellvertretend für technische Systeme oder Anlagen steht,
die mit mathematischen Gleichungen beschrieben werden können. Dabei
repräsentiert ein System S immer ein abstrahiertes Modell der realen Welt,




Abb. 2.1: System mit Eingangs- und Ausgangsgrößen nach [Döring 2011, S.1]
2.1.1 Definition von Signalen
Die Bezeichnung „Signal“ kommt aus dem Lateinischen und bedeutet „dazu
bestimmt, ein Zeichen zu geben“ [Döring 2011, S.1]. Vor dem Hintergrund
technischer Systeme sind Signale physikalische Größen, bei denen ein oder
mehrere Parameter Informationen über eine oder mehrere variable Grö-
ßen tragen [DKE 2009, S.23]. Im mathematischen Sinn stellen Signale
Zeitfunktionen dar und beschreiben damit den zeitlichen Verlauf einer
Größe. Gemäß Abbildung 2.1 wird zwischen Eingangssignalen ui und Aus-
gangssignalen yi unterschieden. Signale können anhand ihrer Eigenschaften
klassifiziert werden. Eine Übersicht der wichtigsten Signaleigenschaften
ist in Abbildung 2.2 dargestellt. Dabei weist ein Signal immer mehrere
Merkmale auf [Döring 2011, S.2].
Eine wichtige Unterscheidung ist die Einteilung in zeit-kontinuierliche
und zeit-diskrete (diskontinuierliche) Signale. Dabei wird ein zeit-kontinu-
ierliches Signal durch eine reelle oder komplexe Funktion mit einer reellen
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Abb. 2.2: Ausgewählte Signaleigenschaften nach [Döring 2011, S.2]
Variable (Veränderlichen) tk dargestellt (vergleiche Formel 2.1a). Im Ge-
gensatz dazu kann ein zeit-diskretes Signal gemäß Formel 2.1b als eine
Folge reeller oder komplexer Zahlen mit einer ganzzahligen Veränderlichen
td dargestellt werden. Die hier und im Folgenden am Beispiel des Eingangs-
signals definierten Formeln gelten analog dazu auch für Ausgangssignale
[Frey 2008, S.1]:
u (tk) ∈ R (C) , tk ∈ R (2.1a)
u [td] ∈ R (C) , td ∈ Z (2.1b)
So stellt z. B. ein Sprachsignal und der damit an einem Mikrophon hervor-
gerufene Spannungsverlauf ein zeit-kontinuierliches Signal dar, während es
sich beim Börsenschluss um ein zeit-diskretes Signal handelt. Zeit-konti-
nuierliche Signale werden mathematisch durch Funktionen, zeit-diskrete
Signale durch Folgen beschrieben. Das Sprachsignal ist darüber hinaus auch
wert-kontinuierlich, da es zu jedem Zeitpunkt auch einen dazugehörigen
reellen Wert gibt. Im Gegensatz dazu werden beim Börsenschluss zu einem
dedizierten Zeitpunkt nur eine begrenzte Anzahl an Nachkommastellen
gespeichert. Aus diesem Grund kann das Signal nur abzählbare Werte
innerhalb eines Wertebereichs annehmen und ist damit wert-diskret [Frey
2008, S.2]. Generell handelt es sich bei physikalischen Signalen weitestge-
hend um zeit- und wert-kontinuierliche Funktionen von Raum und Zeit.
Wegen des Aufwandes ist es nicht möglich (und oft auch nicht sinnvoll),
den Wert eines Signals an jedem Raumpunkt zu jedem Zeitpunkt t zu
ermitteln. Dementsprechend wird gedanklich ein Netz von Sensoren im
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Raum verteilt (engl. Sensor Fusion) und deren Messergebnisse nur zu
bestimmten Zeitpunkten abgefragt und verarbeitet (engl. Data Fusion).
Diesen Vorgang zur künstlichen Erzeugung zeit-diskreter Signale aus zeit-
kontinuierlichen Signalen nennt man Diskretisieren. Dabei wird das Signal
mit der Abtastperiodendauer Δts (engl. Sampling Period) abgetastet und
mit dem Quantisierungsintervall Δuq (engl. Quantisation Interval) quan-
tisiert [Ruhm 2008, S.1]. Insgesamt resultieren daraus vier verschiedene
Fälle, die in Abbildung 2.3 zusammengefasst dargestellt sind. Davon haben
insbesondere die analogen Signale, die sowohl zeit- als auch wert-kontinuier-
lich sind, sowie die digitalen Signale, die sowohl zeit- als auch wert-diskret
sind, praktische Bedeutung [Frey 2008, S.2].
Abb. 2.3: Übersicht kontinuierliche und diskrete Signale nach [Frey 2008, S.2]
Des Weiteren wird zwischen kausalen und nicht-kausalen Signalen unter-
schieden. Kausale Signale nehmen für t < 0 den Wert null und für t > 0
Werte ungleich null an [Döring 2011, S.1]. Dadurch wird die Beziehung
zwischen Ursache und Wirkung festgelegt. Demnach darf eine Änderung
des Wertes eines Signals nur für Zeiten t > 0 erfolgen.
Ferner existiert gemäß Abbildung 2.2 eine Unterscheidung in determinis-
tische und stochastische Signale. Dabei wird von einem deterministischen
Signal gesprochen, wenn der Signalverlauf für alle Zeiten bekannt ist und
durch eine mathematische Vorschrift beschrieben werden kann. Bei einem
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stochastischen oder zufälligen Signal kann hingegen der exakte Verlauf
nicht angegeben werden, sondern nur seine statistischen Signaleigenschaften
wie Mittelwert oder Dichtefunktion [Frey 2008, S.3].
2.1.2 Definition von Systemen
Ein System ist eine Menge miteinander in Beziehung stehender Elemente,
die in einem bestimmten Zusammenhang als Ganzes angesehen und als
von ihrer Umgebung durch eine gedachte Hüllfläche abgegrenzt betrach-
tet werden können. Ein System wird dabei im Allgemeinen hinsichtlich
seiner Zielsetzung, zum Beispiel der Ausführung einer bestimmten Funkti-
on, definiert [DKE 2009, S.11]. Gemäß Abbildung 2.4 bestehen Systeme
aus einer Menge an Elementen (Gebilden, Teilen, Komponenten), die in
einer bestimmten Beziehung zueinander stehen und zu einem bestimmten
Zweck durch interne Funktionszusammenhänge und physikalische Gesetze





Abb. 2.4: Systembegriff [Kübler 2000, S.14]
Systeme, welche mindestens eine solche Interaktionsbeziehung zu einem
umgebenden System unterhalten, nennt man offene Systeme. Beziehungen
mit Elementen anderer Systeme jenseits der gedachten Hüllfläche legen
die Schnittstellen des Systems nach außen hin fest. Diese sind als Grenze
zwischen zwei Funktionseinheiten definiert, die durch funktionelle Merkma-
le, Signalkenngrößen oder andere Merkmale als geeignet festgelegt worden
ist [DKE 2009, S.17]. Im Gegensatz zu offenen Systemen interagieren ge-
schlossene Systeme nur mit den Elementen innerhalb der eigenen Hüllfläche
und sind damit unabhängig von der Umgebung. Dementsprechend besitzen
geschlossene Systeme nach außen hin keine Schnittstellen. Je nach Abstrak-
tionsgrad können die Elemente eines Systems wiederum Systeme sein, bzw.
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Systeme können Elemente übergeordneter Systeme sein. Man spricht in
diesem Fall von Systemhierarchie [Page 1991, S.2]. Um die verschiedenen
Ebenen unterscheiden zu können, werden im Folgenden die Elemente eines
Systems als „Subsysteme“ oder „Teilsysteme“ bezeichnet.
Das Verhalten eines Systems wird durch die Systemstruktur und durch
die Systemparameter definiert. Dabei wird die Systemstruktur durch die Ge-
samtheit der Beziehungen zwischen den Elementen des Systems festgelegt,
wohingegen Systemparameter variable Größen des Systems darstellen, deren
Werte das Verhalten des Systems bei gegebener Systemstruktur beschreiben
[DKE 2009, S.12]. Neben den Systemparametern sind die Eingangs-, Aus-
gangs- und Zustandsgrößen weitere Größen zur Beschreibung des Systems.
Während die Eingangs- und Ausgangsgrößen über die Systemgrenze hinweg
wirken, beschreiben die Zustandsgrößen den inneren Zustand des Systems.
Dabei repräsentieren Eingangsgrößen verursachende Größen der Umgebung,
die auf das System einwirken, ohne selbst von ihm beeinflusst zu werden
[DKE 2009, S.7]. Im Gegensatz dazu sind Ausgangsgrößen messbare Größen,
die nur vom System und dessen Eingangsgrößen beeinflusst werden [DKE
2009, S.7]. Zustandsgrößen sind diejenigen zeitveränderlichen Größen des
Systems, mit deren Kenntnis zu jedem Zeitpunkt das Verhalten des Systems
bei gegebenen Eingangsgrößen eindeutig bestimmt wird [Kübler 2000,
14f]. Im Folgenden werden die Eingangsgrößen ui, Ausgangsgrößen yi und
Zustandsgrößen xi zu Vektoren zusammengefasst und als „Eingangsvektor
u“, „Ausgangsvektor y“ und „Zustandsvektor x“ bezeichnet.
Analog zu Signalen lassen sich auch Systeme, wie in Abbildung 2.5












Abb. 2.5: Ausgewählte Systemeigenschaften
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Dabei wird auch bei Systemen zwischen zeit-kontinuierlichen und zeit-
diskreten Systemen unterschieden. Vor dem Hintergrund des Systemgedan-
kens ist somit ein zeit-kontinuierliches System eine Abbildung, die gemäß
Formel 2.2a einem zeit-kontinuierlichen Eingangssignal ein zeit-kontinuier-
liches Ausgangssignal zuordnet. Demnach bildet, gemäß Formel 2.2b, ein
zeit-diskretes System einen zeit-diskreten Eingangsvektor auf einen zeit-
diskreten Ausgangsvektor ab. Ein System mit Eingangsvektor u, Ausgangs-
vektor y und Übertragungsverhalten S wird auch Übertragungsglied oder
Block genannt [Kübler 2000, S.19]. Für die mathematische Beschreibung
verwendet man im Allgemeinen bei zeit-kontinuierlichen Systemen Diffe-
rentialgleichungen und bei zeit-diskreten Systemen Differenzengleichungen.
Diese können mit Hilfe folgender Schreibweisen dargestellt werden [Frey
2008, S.3]:
y (tk) = S {u (tk)} (2.2a)
y [td] = S {u [td]} (2.2b)
Eine weitere elementare Eigenschaft von Systemen ist deren Linearität.
Bei linearen Systemen entspricht die Antwort auf eine Linearkombination
von Eingangssignalen der dazugehörigen Linearkombination der einzelnen
Systemantworten. Dieser Sachverhalt wird durch Formel 2.3 abstrahiert,
wobei der Parameter p darin eine beliebige reelle oder komplexe Zahl
repräsentiert:
S {p1u1 (t) + p2u2 (t)} = p1S {u1 (t)} + p2S {u2 (t)} , p1, p2 ∈ R (C)
(2.3)
Dieser Zusammenhang wird auch als „Superpositionsprinzip“ bezeichnet
und ist in Abbildung 2.6 graphisch dargestellt.
Abb. 2.6: Superpositionsprinzip bei linearen Systemen S nach [Frey 2008, S.5]
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Kennt man nun die Antwort zweier Signale eines linearen Systems, kennt
man dadurch auch die Antwort aller Linearkombinationen dieser Signale.
Umgekehrt lassen sich damit auch komplizierte Signale als Linearkombina-
tion einfacher Signale darstellen, die dann einzeln lösbar sind und deren
Ergebnisse sich wieder zu den Gesamtergebnissen der komplizierten Signale
rekombinieren lassen [Frey 2008, S.4].
Reagiert ein System gemäß Formel 2.4 auf ein verzögertes Eingangssignal
mit einem verzögerten Ausgangssignal, so bezeichnet man das System als
„zeit-invariant“. Damit ist die Systemantwort nicht von der Zeit abhängig.
Es gilt das Verschiebungsprinzip, welches besagt, dass die Gleichungen, die
das System beschreiben, und ihre Koeffizienten zeitunabhängig sind [DKE
2009, S.14]:
y (t − t0) = S {u (t − t0)} (2.4)
Damit ist die Antwort auf ein Eingangssignal unabhängig vom Anregungs-
zeitpunkt, womit sich die Systemeigenschaften zeitlich nicht ändern.
Systeme, die sowohl linear als auch zeit-invariant sind, werden als „linea-
re zeit-invariante Systeme“ (engl. Linear Time-Invariant (LTI) Systems)
bezeichnet und spielen in der Systemtheorie eine wichtige Rolle. Grund
dafür ist, dass sowohl die Erstellung als auch die Analyse von Systemen
ohne diese beiden Eigenschaften sehr viel komplizierter bzw. überhaupt
nicht möglich wären. Aus diesem Grund wird bei der Modellbildung und
Simulation technischer Systeme, bei denen diese Voraussetzungen nicht
oder nur teilweise zutreffen, durch Einschränkungen oder Näherungen ver-
sucht, diese Eigenschaften so weit wie möglich zu erreichen. So kann man
bei Nichtlinearitäten wie z. B. bei einem Regelkreis durch eine Taylor-Ent-
wicklung eine Linearisierung um den Arbeitspunkt durchführen. Bei zeit-
varianten Systemen wie z. B. dem Mobilfunkkanal kann man Zeiträume
suchen, innerhalb derer das System zeit-invariant ist [Frey 2008, S.4f].
Neben diesen zentralen Systemeigenschaften gibt es noch weitere wichtige
Eigenschaften eines Systems. So soll es z. B. auch kausal sein, was bedeutet,
dass gemäß Formel 2.5 das Ausgangssignal zu einem bestimmten Zeitpunkt
t0 nur von dem Verlauf des Eingangssignals bis einschließlich zu diesem
Zeitpunkt abhängen darf:
y (t0) = S {u (t ≤ t0)} (2.5)
16
2.2 Modellbildung und Simulation
Zwar gehorchen alle System diesem Naturgesetz, allerdings können Ideali-
sierungen in der Systemtheorie zu nicht-kausalen Systemen führen.
Des Weiteren sollen Systeme stabil sein. Demnach darf bei einem be-
schränkten Eingangssignal die Systemantwort nicht über alle Grenzen
anwachsen. Reagiert ein System gemäß Formel 2.6 auf ein beschränktes
Eingangssignal mit einem ebenfalls beschränkten Ausgangssignal, wird es
als stabil bezeichnet [Frey 2008, S.5]:
|u (t)| < ∞ ⇒ |S {u (t)}| < ∞ (2.6)
2.2 Modellbildung und Simulation
Bei der Modellbildung und Simulation handelt es sich, wie in Abbildung 2.7




Abb. 2.7: Zusammenhang zwischen Modellbildung und Simulation [Zeitz 1987]
Dabei wird, ausgehend von einem realen oder hypothetischen System, in
einem ersten Schritt durch die Modellbildung ein Modell erstellt, welches die
Eigenschaften des Systems bezüglich eines Simulationszwecks hinreichend
genau abbildet. Die Simulation ermöglicht es dann im zweiten Schritt, das
Experiment nicht am System selbst, sondern an dessen Modell durchzufüh-
ren. Im Rahmen dessen ist ein Modell eine mathematische oder physikalische
Darstellung eines Systems oder Prozesses, welches das System oder den
Prozess aufgrund bekannter Gesetzmäßigkeiten, einer Identifikation oder
getroffener Annahmen genügend genau abbildet [DKE 2009, S.17]. Durch
die Simulation des Modells werden Daten und Ergebnisse erzeugt, die bei
entsprechender Modellgüte Rückschlüsse auf das Verhalten des Originalsys-
tems zulassen [Kübler 2000, S.16]. Damit verfolgt die Modellbildung oder
auch Modellierung das Ziel, ein reales System zu verstehen und nachzubil-
den, wohingegen die Simulation basierend auf dem nachgebildeten System
versucht, das System zu optimieren und dessen zukünftiges Systemverhalten
vorherzusagen [Dronka 2004, S.14].
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Aus der Möglichkeit, Experimente an realen Systemen durch die Simulation
virtueller Prototypen zu ersetzen, resultieren in Ergänzung zu den bereits
in der Einleitung vorgestellten Potentialen weitere Vorteile für die virtuelle
Produktentwicklung technischer Systeme [Pelz 2001, S.5]:
• Zeit- und Kosteneinsparung durch eine automatisierte Analyse
virtueller Prototypen
• Zerstörungsfreie und reproduzierbare Untersuchung von
Systemverhalten und -zuständen
• Gezielte Parameteridentifikation von Modellen und Transparenz der
zu beobachtenden Größen
Diesen Vorteilen stehen auch Nachteile gegenüber:
• Notwendigkeit der Sicherstellung einer vollständigen, validierten und
verifizierten Modellbildung
• Begrenzung der Detailtreue durch den Modellbildungsaufwand und
die Leistungsfähigkeit der Rechner
2.2.1 Modellbildung
Unter Modellbildung werden diejenigen Arbeiten verstanden, die notwendig
sind, um ausgehend von einem realen technischen System eine computerge-
rechte Darstellung des davon abgeleiteten Modells zu erstellen [Dronka
2004, S.14]. Dabei ist es Ziel der Modellbildung, durch Abstraktion des zu
simulierenden Systems (Struktur, Funktion und Verhalten) eine mathema-
tisch-analytische Beschreibung zu erhalten. Diese gestattet es für die daran
anschließende Simulation, relevante Aspekte des Systemverhaltens und des
Einflusses der Systemkomponenten zu untersuchen, deren Interpretation
Rückschlüsse auf das zu simulierende System ermöglicht. Für die Modell-
bildung lassen sich grundsätzlich zwei Herangehensweisen unterscheiden:
Zum einen die theoretische Modellbildung, bei der mathematische Model-
le aus physikalischen Gesetzen abgeleitet werden, und zum anderen die
experimentelle Modellbildung, bei der ausgehend von einer mathematisch
formulierten Modellstruktur parametrisierte Modelle durch die Berücksich-
tigung gemessener Ein- und Ausgangssignale bestimmt werden [Schramm
2009, S.10].
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Theoretische Modellbildung
Bei der theoretischen Modellbildung (White-Box-Modellbildung) wird die
Realität als ein System verstanden, das durch eine Simulation nachgebildet









Abb. 2.8: Modellqualifizierung/-validierung und -verifikation nach [Pelz 2001, S.7]
Im ersten Schritt analysiert man die Realität und modelliert sie mit verba-
len Beschreibungen, Gleichungen, Relationen oder Naturgesetzen, woraus
ein semi-formales konzeptuelles Modell resultiert. Für dieses ist ein Anwen-
dungsbereich zu definieren, für den das Modell die Realität korrekt abbildet
[Pelz 2001, S.6]. Für technische Systeme geht man für das zu erstellende
konzeptuelle Modell im Allgemeinen von den physikalischen Grundgesetzen
aus. Diese sind bei elektrischen Systemen z.B. die Kirchhoffschen Geset-
ze und bei mechanischen Systemen die Erhaltungssätze für Energie und
Impuls [Lunze 2013, S.58]. Dabei obliegt es dem Entwickler, anhand des
Systemaufbaus und des Ziels der Simulation eine sinnvolle Systemgrenze
und ein geeignetes Ersatzmodell zu wählen.
Im zweiten Schritt wird das konzeptuelle Modell im Rahmen einer Im-
plementierung durch einen Satz von Anweisungen in eine streng formale,
konsistente und widerspruchsfreie Beschreibung des Betrachtungsgegen-
stands gebracht [Bungartz 2009, S.5]. Daraus resultiert ein ausführbares
und damit simulierbares Modell. Die darin definierten Anweisungen be-
schreiben dabei im Wesentlichen die Antwort des Systems auf von außen
eingebrachte Stimuli [Pelz 2001, S.6]. Bei technischen Systemen wird dafür
die physikalische in eine mathematische Modellbeschreibung überführt.
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Dieser Übergang kann entweder durch den Einsatz eines Modellierungs-
werkzeugs (automatische Gleichungsgenerierung) oder unter Verwendung
der Gesetzmäßigkeiten der jeweiligen Disziplin von Hand durchgeführt
werden. Der dafür verwendete Algorithmus wird auch als „Formalismus“
bezeichnet [Dronka 2004, S.16]. Zur Formalisierung der identifizierten
Wechselwirkungen und Abhängigkeiten können gemäß Bungartz [Bun-
gartz 2009, S.8f] diverse Beschreibungsmittel verwendet werden. Dazu
zählen unter anderem algebraische Gleichungen oder Ungleichungen, Sys-
teme gewöhnlicher Differentialgleichungen mit nur einer unabhängigen
Variablen (engl. Ordinary Differential Equations (ODE)) und Systeme
partieller Differentialgleichungen mit mehreren unabhängigen Variablen
(engl. Partial Differential Equations (PDE)). Das häufigste Beschreibungs-
mittel ist die gewöhnliche Differentialgleichung [Lunze 2013, S.59]. Diese
beschreibt den dynamischen Zusammenhang zwischen der Eingangsgröße
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Darin sind ai und bi reellwertige Koeffizienten, die aus den physikali-
schen Parametern des betrachteten Systems berechnet werden und q und
r die Ordnung der Ableitung von u und y. Der theoretische Modellbil-
dungsprozess zur Erstellung eines physikalischen Ersatzmodells und deren
Implementierung in ein ausführbares Modell werden im Anhang in den
Kapiteln A.1 und A.2 anhand eines Feder-Masse-Schwingers beschrieben.
Für die computergestützte Verarbeitung wird gegenüber der Darstellung
als gewöhnliche Differentialgleichung häufig das Zustandsraummodell mit
dem Zustandsvektor x bevorzugt. Um dies zu veranschaulichen werden im
Anhang in Kapitel A.3 sowohl die theoretischen Grundlagen zur Erstellung
einer Zustandsraumdarstellung aus bereits ermittelten Differentialgleichun-
gen als auch deren Applikation auf den Feder-Masse-Schwinger erläutert.
Experimentelle Modellbildung
Alternativ unterstützt die experimentelle Modellbildung (Black-Box-Mo-
dellbildung) die Modellbildung durch Verfahren zur Modellidentifikation.
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Diese Herangehensweise wird insbesondere bei unbekannten oder nur mit
erheblichem Aufwand aus physikalischen Gesetzen ableitbaren Prozessen
eingesetzt [Schramm 2009, S.10]. Im Gegensatz zur theoretischen Modell-
bildung spielt dabei die zugrunde liegende Physik und damit auch das
Innenleben des Systems nicht notwendigerweise eine Rolle.
Im einfachsten Fall kommen Tabellenmodelle zum Einsatz, bei denen
für eine vorgegebene Eingangsgröße die Ausgangsgröße gemessen wird und
in einer stufigen oder abschnittsweise linearen Kennlinie gespeichert wird.
Problematisch sind dabei Sprung- oder Knickstellen, die aufgrund der end-
lichen Anzahl an Stützstellen durch alternierendes Anfahren verschiedener
Teilstücke zu numerischen Oszillationen führen können und damit die Kon-
vergenz der Simulation beeinträchtigen oder verhindern. Eine Verbesserung
kann durch Kennlinienglättung z. B. durch die Chebychev- oder Spline-
Approximation erzielt werden [Pelz 2001, S.23].
Ein alternatives Verfahren zur experimentellen Modellbildung ist die Sys-
temidentifikation. Dabei wird in einem ersten Schritt das zu identifizierende
System über einen ausreichend langen Zeitraum mit einem geeigneten Test-
signal wie Sprungfunktionen, Rechteck- und Dreieckimpulsen angeregt und
die Systemantwort gemessen. Mit Prozeduren der Signalvorverarbeitung wie
Mittelwertbildung, Effektivwertbildung, aber auch Fourier-, Korrelations-
und Spektralanalysen können Störsignalkomponenten beseitigt werden. Im
zweiten Schritt wird, basierend auf dem identifizierten Systemverhalten, ein
Modell auf Basis vorgefertigter und zugeschnittener Strukturen ausgewählt
und deren Parameter entsprechend angepasst. Die Modellstruktur dient
dabei als Vehikel, um das beobachtete Verhalten wiederzugeben [Pelz
2001, S.23].
2.2.2 Simulation
Simulation ist das Nachbilden eines Systems mit seinen Prozessen in einem
experimentierbaren Modell, um zu Erkenntnissen zu gelangen, die auf die
Wirklichkeit übertragbar sind [VDI 2014, S.3]. Ziel der Simulation ist
somit, bestimmte Eigenschaften eines tatsächlichen oder auch gedachten
technischen, wirtschaftlichen oder biologischen Systems nicht am Original,
sondern ersatzweise an einem geeigneten Modell des Originals zu untersu-
chen. Darüber hinaus können durch eine Simulation für ein betrachtetes
Subjekt oder Objekt reale Lastfälle nachempfunden und künstliche Lastfälle
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geschaffen werden. Da die Simulation nur mit zeit-diskreten Werten umge-
hen kann, während die Natur so gut wie nur zeit-kontinuierliche Signale
kennt, muss das ausführbare Modell für die numerische Verarbeitung und
Analyse diskretisiert werden [Ruhm 2008, S.1]. Dabei wird über Diskreti-
sierungsformeln das mit Hilfe von Differentialgleichungen beschriebene zeit-
kontinuierliche Modell auf eine zeit-diskrete Beschreibung mit Differenzen-
gleichungen gebracht. Auf diese Weise kann durch wiederholtes Aufrufen
der Differenzengleichungen mit fortschreitender Simulationszeit das appro-
ximierte Systemverhalten über der Zeit berechnet werden [Dronka 2004,
S.17]. Die Rechtfertigung des Abtastens beruht auf den typischen Eigen-
schaften zeit-kontinuierlicher Signale, dass sie hohe Redundanz besitzen
und sich nicht beliebig schnell ändern. Dementsprechend findet zwischen
zwei geschickt gewählten Abtastpunkten (engl. Sampling Points) keine oder
nur eine unwesentliche Informationsveränderung statt [Ruhm 2003, S.2].
Somit ist es möglich, mit einer Folge von zeit-diskreten Zahlen eine zeit-
kontinuierliche Funktion exakt zu erfassen, wenn diese Werte der Funktion
in hinreichend kleinen Abständen entnommen werden. Dabei werden die
Verfahren zur numerischen Differentiation, Integration oder Interpolati-
on angewendet, um unter Verwendung der bekannten Abtastwerte der
Eingangsfunktion näherungsweise oder exakt die Zahlenwerte der jeweils
gewünschten Ausgangsfunktion als Lösung einer Differenzengleichung zu
liefern [Schüßler 2008, S.2]. Eine Übersicht über die Einteilung der ge-
läufigsten Diskretisierungsformeln numerischer Integrationsverfahren ist
in Abbildung 2.9 dargestellt. Diese Verfahren eignen sich zur numerischen
Lösung von Anfangswertproblemen für Systeme gewöhnlicher Differential-
gleichungen (ODEs).
Dabei wird zwischen Einschritt- und Mehrschrittverfahren unterschieden.
Bei den Einschrittverfahren wird für die Berechnung des nächsten Wertes
jeweils nur der letzte berechnete Wert berücksichtigt. Im Gegensatz dazu
verwenden Mehrschrittverfahren die Lösungspunkte mehrerer zurückliegen-
der Zeitpunkte und verfügen damit im Vergleich zu Einschrittverfahren
über ein „Gedächtnis“. Integrationsverfahren verwenden unterschiedliche
Approximationsmethoden zur Annäherung der gesuchten Lösung und der
Berechnung des neuen Wertes durch Extrapolation [Dronka 2004, S.18].
Da dabei die Ordnung, also die Höhe der Ableitung, der Approxima-
tionsmethoden der Ordnung des Verfahrens entspricht, wird neben den
Einschritt- und Mehrschrittverfahren auch noch nach der Ordnung des
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Abb. 2.9: Einteilung von Integrationsverfahren [Dronka 2004, S.19]
Verfahrens unterschieden. Mit zunehmender Ordnung steigt die Genauigkeit
des Verfahrens und der Diskretisierungsfehler sinkt. Die Berechnung des
Fehlers kann z. B. auf der Berechnung der Differenz der Ergebnisse zweier
Verfahren unterschiedlicher Ordnung basieren. Durch eine Ordnungssteue-
rung, d. h. die Anpassung der Ordnung an die lokalen Eigenschaften, kann
die Genauigkeit der Ausgangsfunktion erhöht werden [Dronka 2004, S.18].
Bezüglich der Wahl der Abtastpunkte wird zwischen Verfahren mit fester
und variabler Schrittweite unterschieden. Bei Verfahren mit fester Schritt-
weite wird unabhängig vom Ergebnis der letzten Berechnung eine konstante
Schrittweite verwendet. Da hierbei keine Fehlerauswertung erfolgt, muss
darauf geachtet werden, dass die Schrittweite klein genug gewählt wird,
damit die Stabilität der Integration zu jedem Zeitpunkt gewährleistet ist.
Im Gegensatz dazu wird bei einem Verfahren mit variabler Schrittweite eine
Schrittweitensteuerung verwendet, die für jeden berechneten Zeitschritt ana-
log der Fehlerberechnung bei der Ordnungssteuerung einen Fehler berechnet.
Dieser wird mit einer vorgegebenen Genauigkeitsgrenze abgeglichen. In Ab-
hängigkeit davon, ob der Fehler innerhalb des zulässigen Toleranzbereichs
liegt, wird das Ergebnis des aktuellen Zeitschritts akzeptiert oder, falls
nicht, die Schrittweite verkleinert und die Berechnung wiederholt [Dronka
2004, S.17].
Ein abschließendes Unterscheidungsmerkmal ist die Unterteilung in ex-
plizite (d. h. nicht-iterative) und implizite (d. h. iterative) Verfahren. Bei
den expliziten Verfahren werden ausschließlich bereits berechnete Werte für
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die Berechnung des neuen Wertes verwendet. Im Gegensatz dazu nutzen
implizite Verfahren auch den aktuell zu berechnenden Wert in der Diskreti-
sierungsformel. Da sich damit Gleichungen ergeben, die zu jedem Zeitpunkt
iterativ gelöst werden müssen, ist keine explizite Beschreibung für die Be-
rechnung des neuen Wertes möglich. Die Iteration wird bei Unterschreiten
einer vorgegebenen Fehlerschranke abgebrochen [Dronka 2004, S.18].
Problematisch ist für alle Arten von Integrationsverfahren die Behand-
lung von Unstetigkeitsstellen. Verfahren mit fester Schrittweite können
solche Stellen übergehen und durch eine genügend kleine Schrittweite die
Stabilität der Integration gewährleisten, während Verfahren mit variabler
Schrittweite mit speziellen Unstetigkeitsindikatoren an die Unstetigkeits-
stelle heranrechnen und ab dieser die Berechnung neu initialisieren müssen.
Dies ist besonders bei Mehrschrittverfahren problematisch, da hier durch
das ab dieser Stelle fehlende Gedächtnis eine neue Startrechnung notwendig
wird [Dronka 2004, S.19]. In der Praxis werden fast ausschließlich Ein-
schrittverfahren und lineare Mehrschrittverfahren mit variabler Schrittweite
eingesetzt [Kübler 2000, S.56]
2.3 Parameteridentifikation
Wie bereits in Kapitel 2.1.2 erläutert, wird das Verhalten eines Systems
neben seiner Systemstruktur auch durch seine Systemparameter definiert.
Um also die Modellbildung abzuschließen, müssen die Parameter des Mo-
dells (wie z. B. die reellwertigen Koeffizienten ai und bi der gewöhnlichen
Differentialgleichung aus Kapitel 2.2.1) bestimmt werden. Durch das so-
genannte Parametrieren werden die beim Parametrisieren definierten Pa-
rameter identifiziert, mit deren Hilfe das Simulationsmodell konfiguriert
bzw. an beobachtete Daten angepasst werden kann. Einige dieser Parame-
ter, z. B. geometrische Abmessungen wie Länge, Flächen und Volumina,
sind messtechnisch sehr einfach erfassbar, wohingegen z. B. die Dichte der
Umgebungsluft von verschiedenen Bedingungen abhängt und der jeweils
korrekte Wert aus Tabellen bestimmt werden muss. Problematisch wird
es z. B. bei Wärmeübergangszahlen, die trotz umfangreicher empirischer
Ansätze für unterschiedliche Szenarien stark unterschiedliche Werte lie-
fern können. Für solche freien Parameter ist es sinnvoll, diese über eine
Parameteridentifikation zu ermitteln. Dabei muss darauf geachtet werden,
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dass die Werte für die freien Parameter innerhalb ihrer zulässigen und
in der Regel vorab spezifizierten Grenzen liegen. Auf diese Weise kann
vermieden werden, dass das Simulationsergebnis eines Simulationsmodells
durch eine unzulässige Parametrierung verbessert wird. Darüber hinaus
kann dadurch die Vergleichbarkeit der Bewertungsergebnisse mit ähnlichen
bereits parametrierten Simulationsmodellen gewährleistet werden, da bei
allen Simulationsmodellen deren theoretisches Potential für eine hohe Simu-
lationsergebnisgüte voll ausgeschöpft wird. Für die Parameteridentifikation
können verschiedene Verfahren angewendet werden, wobei im Folgenden
mit der Methode der maximalen Wahrscheinlichkeit und der Methode der
kleinsten Quadrate die im Rahmen dieser Arbeit eingesetzten Verfahren
erläutert werden.
2.3.1 Methode der höchsten Wahrscheinlichkeit
Bei der Methode der maximalen Wahrscheinlichkeit oder auch Maximum-Li-
kelihood-Methode (engl. Maximum Likelihood Estimation (MLE)) handelt
es sich um die in vieler Hinsicht allgemeinste Methode der Parameter-
schätzung [Kolanoski 2008, S.78]. Dabei werden diejenigen Parameter θi
als Schätzung ausgewählt, gemäß deren Verteilung die Repräsentation der
beobachteten Daten am plausibelsten erscheint. Im Rahmen dessen stellt
der Datenvektor z =
(
z1, . . . , zn
)
die n-fache Beobachtung (Stichprobe,
Realisation) einer als zufällig aufgefassten Prozedur der Größe n dar. Da es
sich bei den Ergebnissen eines Zufallsvorgangs nicht zwangsläufig um einen
verbal beschreibbaren Sachverhalt handelt, bedient man sich des Konzepts
der Zufallsgröße (zufällige Größe, Zufallsvariable), um die Ergebnisse mit
Hilfe reeller Zahlen beschreiben zu können [Krapp 2007, S.51]. Bei einer sol-
chen Zufallsgröße handelt es sich um eine Funktion, mit der jedem Ergebnis
ω aus der Ergebnismenge Ω eines Zufallsexperiments eine reelle Zahl Z(ω)
zugeordnet wird [Bewersdorff 2011, S.49]. Für die Ausprägung einer
Beobachtung werden kleine Buchstaben wie z. B. z verwendet. Besitzt eine
Zufallsgröße abzählbar viele mögliche Funktionswerte (z. B. die Augen eines
Würfels), wird sie als „wert-diskrete Zufallsgröße“ bezeichnet. Wert-kontinu-
ierliche Zufallsgrößen werden als Grenzwerte wert-diskreter Zufallsgrößen
für infinitesimal kleine Intervalle angesehen. Dabei gibt die Wahrschein-
lichkeitsverteilung an, mit welchen Wahrscheinlichkeiten eine Zufallsgröße
ihre möglichen Werte annimmt. Im Fall einer wert-diskreten Zufallsgröße
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wird die Beobachtung von einer dazugehörigen Wahrscheinlichkeitsfunktion
(WF) (engl. Probability Mass Function (PMF)) beschrieben, die festlegt,
mit welcher Wahrscheinlichkeit Z einen bestimmten Wert annimmt. Da
für den Grenzfall einer wert-kontinuierlichen Zufallsgröße die Wahrschein-
lichkeit, dass die Zufallsgröße einen bestimmten Wert annimmt, gleich null
ist, wird in diesem Fall angegeben, mit welcher Wahrscheinlichkeit Z in
ein bestimmtes, infinitesimal kleines Intervall fällt. Die daraus resultieren-
de Verteilung wird als „Wahrscheinlichkeitsdichtefunktion (WDF)“ (engl.
Probability Density Function (PDF)) bezeichnet.
Das Ziel der Datenanalyse ist es, daraus die Werte der k Parameter
θ =
(
θ1, . . . , θk
)
zu identifizieren, die die Wahrscheinlichkeit, die Beob-
achtung erzeugt zu haben, maximieren. Damit ist es möglich, Rückschlüsse
auf eine unbekannte Population zu treffen. Dabei existiert für jede Wahr-
scheinlichkeitsverteilung ein festgelegter Wert der Modellparameter. Durch
die Änderung der Parameterwerte werden verschiedene Wahrscheinlich-
keitsverteilungen erzeugt. Ein Modell wird somit durch die Gesamtheit an
Wahrscheinlichkeitsverteilungen definiert, die von den Modellparametern
festgelegt werden [Myung 2003, S.91].
Die Funktion f(z|θ) beschreibt eine Familie von Wahrscheinlichkeitsver-
teilungen. Sie legt im Fall wert-diskreter Zufallsgrößen die Wahrscheinlich-
keitsfunktion und im Fall wert-kontinuierlicher Zufallsgrößen die Wahr-
scheinlichkeitsdichtefunktion fest, nämlich dass der Datenvektor z bei einem
gegebenen Parametervektor θ erzeugt wird. Falls einzelne Beobachtungen
zi voneinander statistisch unabhängig sind, kann die WDF bzw. die WF
für den Datensatz z durch die Multiplikation einzelner Beobachtungen
folgendermaßen ausgedrückt werden [Myung 2003, S.91]:




Die Erstellung einer WF wird im Anhang B.1.1 für Erfolge in einer Fol-
ge von 10 Bernoulli-Versuchen erläutert. Dabei gibt die WF Auskunft
darüber, inwieweit bei einem festgelegten Wert der Parameter einzelne
Beobachtungen wahrscheinlicher sind als andere.
Bei der im Rahmen der Parameteridentifikation betrachteten Wahl der
freien Parameter tritt allerdings das umgekehrte Problem auf. Da hier für
ein vorhandenes Simulationsmodell bereits beobachtete Daten vorliegen,
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muss unter all den möglichen Wahrscheinlichkeitsverteilungen diejenige
Wahrscheinlichkeitsverteilung gefunden werden, die die beobachteten Daten
am wahrscheinlichsten erzeugt hat. Zur Lösung dieses Problems kann wie im
Folgenden aufgeführt die Likelihood-Funktion L(θ) herangezogen werden,
die die Rollen des Datenvektors z und des Parametervektors θ vertauscht
[Myung 2003, S.91]:




Damit repräsentiert L(θ|z) die Likelihood-Funktion der Parameter θ als
Antwort auf die beobachteten Daten z und ist deshalb eine Funktion von θ.
Um daraus mit der Methode der maximalen Wahrscheinlichkeit diejenige
Likelihood-Funktion zu ermitteln, die die Beobachtung am wahrschein-
lichsten erzeugt hat, muss derjenige Parametervektor θ̂, bestehend aus
denjenigen Parametervariablen θ̂i, gefunden werden, der die Likelihood-
Funktion maximiert. Dieser wird auch als „MLE Estimate“ bezeichnet und
hat die Form θ̂ =
(
θ̂1, . . . , θ̂k
)
. Die dadurch maximierte Likelihood-
Funktion wird als L(θ̂) notiert [Myung 2003, S.93]. In Kapitel B.1.2 im
Anhang ist beschrieben, wie aus den vorab im Anhang B.1.1 ermittelten
Wahrscheinlichkeitsfunktionen für die 10 Bernoulli-Versuche eine Likelihood-
Funktion ermittelt werden kann.
Für eine größere Anzahl an Parametern stößt eine solche Multiplika-
tion einzelner Wahrscheinlichkeitsverteilungen schnell an ihre Grenzen,
weswegen die analytische Berechnung von θ̂ bevorzugt wird. Zu diesem
Zweck wird von einer differenzierbaren Likelihood-Funktion ausgegangen.
Aus numerischen Gründen benutzt man dabei meistens den Logarithmus
der Likelihood-Funktion, die sogenannte Log-Likelihood-Funktion lnL(θ)
[Kolanoski 2008, S.78]:




Die Maximierungsbedingung einer solchen Log-Likelihood-Funktion lautet
für einen Parameter θ (bei kontinuierlichen Parametern) wie folgt [Kola-
noski 2008, S.78]:
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Für mehrere unabhängige Parameter kann diese wie folgt formuliert werden












= H(θ̂) negativ definit, i, j ∈ {1, . . . , k}
(2.12)
Die Hesse-Matrix repräsentiert darin ein Analogon zur zweiten Ableitung
einer Funktion, mit deren Hilfe die Krümmung einer differenzierbaren






































Die Matrix ist negativ definit, wenn alle Eigenwerte kleiner null sind
[Kolanoski 2008, S.78].
2.3.2 Methode der kleinsten Quadrate
Ein weiteres Verfahren zur Identifikation eines optimalen Parameter-Set-
tings für beobachtete Daten ist die Methode der kleinsten Quadrate (engl.
Least Squares Estimation (LSE)). Dabei handelt es sich um ein mathemati-
sches Standardverfahren zur Ausgleichsrechnung in der Regressionsanalyse.
Im Gegensatz zur MLE werden bei der LSE nicht diejenigen Parame-
terwerte gesucht, die mit höchster Wahrscheinlichkeit die beobachteten
Daten erzeugt haben, sondern diejenigen Parameterwerte, die die genaues-
te Beschreibung der beobachteten Daten ermöglichen. Dabei werden mit
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Hilfe der Summe der quadratischen Fehler (engl. Sum of Squared Errors
(SSE)) über die n Messpunkte die freien Parameter des Modells so lange
variiert, bis die Abweichung zwischen den gemessenen Realdaten zi und




(zi − yi)2 (2.14)
Die lineare, zeit-diskrete Funktion der Modellausgangsgrößen yi ist dabei
eine Funktion der Modelleingangsgrößen uij und der zu schätzenden freien
Parameter θj mit i und j als deren Zählindizes:
yi = ui1θ1 + · · · + uijθj , i ∈ {1, . . . , n} j ∈ {1, . . . , m} (2.15)
Dieser Zusammenhang zwischen den Modelleingangsgrößen und -ausgangs-
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Für diese werden zunächst für den Fall einer Modelleingangsgröße u =(
u1, . . . , un
)
diejenigen Parameter θ̂ =
(
θ̂1, . . . , θ̂k
)
gesucht, die die
Abweichung zwischen den gemessenen Beobachtungen z =
(
z1, . . . , zn
)
und den durch die Modelleingangsgrößen und Parameter definierten Mo-
dellausgangsgrößen y =
(
y1, . . . , yn
)
minimieren [Re 2009, S.35]. Zu
diesem Zweck muss zunächst für jeden Parameter die auf der SSE basierende




(zi − uTi θ̂)2 (2.17)
Um dafür das Minimum zu finden, muss die notwendige Bedingung für
eine Extremstelle identifiziert und die erste Ableitung gleich null gesetzt
werden:
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(zi − uTi θ̂)
∂
∂θ̂








(uizi − uiuTi θ̂) = 0
(2.18)
Um gewährleisten zu können, dass es sich dabei um ein Maximum han-
delt, muss zudem als hinreichende Bedingung erfüllt sein, dass die zweite








i < 0 (2.19)
Gleichung 2.18 kann nun nach dem zu schätzenden Parameter θ̂ aufgelöst
werden. Wird dabei wieder die in Gleichung 2.16 dargestellte Matrix mit
den k zu schätzenden Parametern θ =
(
θ1, . . . , θk
)
berücksichtigt,
wird aus dem in den Gleichungen 2.17 bis 2.19 betrachteten Vektor für
die Modelleingangsgrößen u =
(
u1, . . . , un
)
durch Transponieren die










= (UT U)−1UT z
(2.20)
Das auf dieser Gleichung basierende Anlernen von Parametern (engl. Trai-
ning) ist im Anhang in Kapitel B.2 am Beispiel eines Chemiewerkes ver-
anschaulicht. Für dieses sind über einen längeren Zeitraum die Eingangs-
und Ausgangsgrößen erfasst und die Korrelation zwischen den Werten über
eine Gleichung hergestellt worden.
Für den Fall, dass die Messwerte zi aus einer normal verteilten Wahr-
scheinlichkeitsverteilung stammen, entspricht die bereits vorgestellte Metho-
de der maximalen Wahrscheinlichkeit der Methode der kleinsten Quadrate
(siehe dazu [Kolanoski 2008, S.91f]). In einem solchen Fall kann die Li-
kelihood-Funktion auch analytisch mit Hilfe der Methode der kleinsten
Quadrate ermittelt werden.
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2.4 Modellverifikation und -validierung
Die Verlässlichkeit und damit die Prognosesicherheit einer Simulation hängt
entscheidend von den darin eingebetteten Modellen ab. Grund dafür ist,
dass es sich bei der Modellbildung um einen fehlerträchtigen Prozess handelt
[Pelz 2001, S.6]. Gemäß Großmann [Großmann 2000] kann zwischen
folgenden Fehlerarten unterschieden werden:
• Modellfehler
– Effekte (fehlende, fehlerhafte oder ungenügende Abbildung aller
aussagerelevanten physikalisch-technischen Wirkmechanismen)
– Struktur/Topologie (unzureichende oder fehlerhafte Auflösung
in der Abstraktion und Elementarisierung bezüglich der Ziele
der Simulation)
– Parameter (ungenaue oder fehlerhafte Identifikation freier
Parameter)
• Berechnungsfehler
– Lösungsverfahren (explizit/implizit, Einschritt-/Mehrschritt-
Methoden)
– Lösungsbedingungen (vorgegebene Fehlertoleranzen,
Schrittweiten, Anfangsbedingungen)
• Auswertungsfehler
– Verarbeitung (Filterung, Skalierung, Transformation)
– Interpretation
Dementsprechend sind Methoden und Werkzeuge gefragt, die in der Lage
sind, sowohl konzeptuelle als auch ausführbare Modelle abzusichern. Ge-
mäß Abbildung 2.8 können dafür die Modellverifikation und -validierung
verwendet werden.
2.4.1 Modellverifikation
Verifikation bedeutet gemäß VDI-Richtlinie 3633 den formalen Nachweis
der Korrektheit des Simulationsmodells, also die Übereinstimmung zwi-
schen Umsetzung und Spezifikation. Im Bereich der Simulation bedeutet
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Verifikation beispielsweise, dass das ausführbare Modell das konzeptionelle
Modell korrekt umsetzt [Rabe 2008, S.14].
Da die Verifikation damit, wie in Abbildung 2.8 bei der Einführung der
Modellbildung in Kapitel 2.2.1 dargestellt, die Übereinstimmung zwischen
einem konzeptuellen Modell und einem ausführbaren Modell beschreibt,
setzt die direkteste Form der Verifikation schon bei der Implementierung
des ausführbaren Modells an. Hierbei wird durch modulare bzw. objektori-
entierte Modellierung, modulares Testen, exakte Definition und laufende
Überprüfung des Geltungsbereichs versucht, zu identifizierende Fehler erst
gar nicht entstehen zu lassen [Pelz 2001, S.27].
Eine weitere Möglichkeit liefert die Verifikation anhand alternierender
Modelle. Falls sich ein Modell über zwei in Methodik und Umsetzung
verschiedene Ansätze darstellen lässt, können diese für eine gegenseitige
Verifikation herangezogen werden. Dadurch sinkt die Wahrscheinlichkeit
eines Fehlers, da es unwahrscheinlich ist, dass verschiedene Fehler innerhalb
der Ansätze die gleichen Auswirkungen zeigen [Pelz 2001, S.28].
Eine dritte Möglichkeit der Verifikation bietet die visuelle Inspektion
(engl. Eyeballing [Kleijnen 1995, S.147]). Durch Einsatz eines sogenannten
Debuggers oder vergleichbarer Werkzeuge ist es möglich, einen sequentiellen
Modellcode darzustellen und zu überprüfen. Alternativ können hier auch die
Verläufe der Simulationsergebnisse für die Beurteilung verwendet werden
[Pelz 2001, S.29].
2.4.2 Modellvalidierung
Die VDI-Richtlinie 3633 beschreibt als Ziel der Validierung, das Verhalten
des realen Systems mit Hilfe eines Modells genau genug und fehlerfrei
widerzuspiegeln. Validierung versucht zu klären, ob die Übereinstimmung
von Modell und realem System hinreichend genau ist. Die geforderte Genau-
igkeit der Übereinstimmung hängt dabei vom jeweiligen Anwendungsfall
des Modells ab [Rabe 2008, S.15].
Generell kann dabei der Ansatz der Validierung anhand der Modellhierar-
chie verfolgt werden. Falls sich Teilmodelle im Gesamtmodell wiederholen,
werden die Teilmodelle losgelöst validiert, woraus auf die Validität der
übrigen, identischen Komponenten geschlossen wird [Pelz 2001, S.34f].
Da gemäß Abbildung 2.8 aus der Einführung der Modellbildung in Kapi-
tel 2.2.1 mit der Validierung die Korrespondenz zwischen dem ausführbaren
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Modell und der Realität gewährleistet werden soll, eignet sich neben einem
direkten visuellen Vergleich die Quantifizierung auf Basis von Messdaten,
die aus Messungen am realen System gewonnen werden können. Gemäß
Murray-Smith [Murray-Smith 1995, S.77] lassen sich dafür diverse Funk-
tionen definieren, die an den Stützstellen ein Maß für die Übereinstimmung
zwischen der gemessenen Antwort zi und dem Ergebnis der Simulation yi
darstellen.
Eine weitere Möglichkeit bietet die Validierung durch den Model-Distorsi-
on-Ansatz. Dabei wird für jeden Zeitpunkt die „Verzerrung“ von Parametern
berechnet, die notwendig sind, um zu exakt mit den Messungen überein-
stimmenden Simulationsergebnissen zu gelangen. Die daraus resultierende
Spanne an sich von Zeitschritt zu Zeitschritt ändernden Nominalparametern
ist dann ein Maß für die Güte des Modells [Pelz 2001, S.33].
Eine dritte Möglichkeit ist die Validierung anhand einer Empfindlich-
keitsanalyse. Da Parameter linear in das Modellverhalten eingehen, ist der
Wert eines Modells fraglich, wenn die Variation eines Parameters innerhalb
eines Intervalls zu erheblichen Variationen der Simulationsergebnisse führt.
Zusätzliche Indizien können mit der Validierung anhand einer Monte-Carlo-
Simulation oder auch Risikoanalyse gefunden werden. Im Gegensatz zur
Empfindlichkeitsanalyse werden hier nicht nur die Auswirkungen eines
Parameters, sondern, aufgrund der Abhängigkeit der Simulationsergebnisse
von mehreren Parametern, auch die Auswirkungen einer Kombination von
statistisch streuenden Parametern geprüft. Zu diesem Zweck werden Inter-
valle und statistische Verteilungen für „verdächtige Parameter“ vorgegeben
und eine größere Anzahl an Simulationen durchgeführt [Pelz 2001, S.33f].
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3 Modellbildung und Simulation
simulatorübergreifender
Systeme
„Der steigende Komplexitätsgrad technischer Systeme, bedingt
durch die zunehmende Verflechtung unterschiedlicher Fachdiszi-
plinen, macht es erforderlich, die in domainspezifischen Simu-
lationsprogrammen erstellten Teilmodelle einer gemeinsamen
Simulation zugänglich zu machen, um so das Verhalten eines
Gesamtsystems analysieren zu können“ [Geimer 2006, S.572].
Mit den Grundlagen der Modellbildung und Simulation aus Kapitel 2
wurde die Basis für das weitere Vorgehen erarbeitet. Sie werden im Rah-
men dieses Kapitels um Möglichkeiten zur Modularisierung und Kopplung
simulatorübergreifender Gesamtsysteme erweitert.
Hintergrund dafür ist, gemäß dem einleitenden Zitat aus einem Zeitschrif-
tenaufsatz zum Thema „Co-Simulation, gekoppelte Simulation oder Simu-
latorkopplung?“ die zunehmende Verflechtung unterschiedlicher Domänen.
Diese macht einen simulationswerkzeugunabhängigen Aufbau integrierter
Gesamtsystemsimulationen erforderlich. Die Kopplung solcher simulator-
übergreifender Systeme bietet die Möglichkeit, über die Betrachtung von
Einzelkomponenten hinausgehend, simulationswerkzeugübergreifend Wech-
selwirkungen zwischen Teilsystemen abzubilden. Damit wird der Aufbau
von FMUs unterstützt und gleichzeitig das dafür benötigte Verfahren einem
breiten Anwendungsbereich zur Verfügung gestellt. Mit einem auf diese
Weise erstellten FMU können Funktionen abgeprüft und das Verhalten des
Gesamtsystems prognostiziert und optimiert werden [Kossel 2010, S.103].
Um dieses Ziel zu erreichen, werden in diesem Kapitel zunächst die
möglichen Kopplungsvarianten simulatorübergreifender Systeme eingeführt.
Darauf aufbauend werden die Methoden zur Modularisierung und Kopplung
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vorgestellt. Im Rahmen dessen wird auch die Entscheidung für das in
dieser Arbeit relevante Verfahren herausgearbeitet. Abschließend wird der
aktuelle Stand der Wissenschaft und Technik beleuchtet, wobei in diesem




Für die Modellbildung und Simulation simulatorübergreifender Systeme
sind durch die zunehmende Komplexität der zu simulierenden Problemstel-
lungen in den letzten Jahren verschiedene Entwicklungstendenzen sichtbar
geworden. Dazu zählen die Erweiterung ehemals spezialisierter Simulato-
ren um Modellbibliotheken zur Systemsimulation, die Realisierung von
Schnittstellen zur Datenübergabe an Werkzeuge anderer Bereiche und die
Entwicklung sogenannter Multi-Domain-Werkzeuge, die einen universellen
mathematischen Ansatz der Modellierung in verschiedenen Domänen zulas-
sen [Dronka 2004, S.28]. Die daraus resultierenden Ansätze bei getrennter
Betrachtung von Modellbildung und Simulation unter Einsatz eines bzw.
mehrerer Werkzeuge sind in Abbildung 3.1 dargestellt. Auf der Abszisse
ist darin die Anzahl der Integratoren und auf der Ordinate die Anzahl der
Modellierungswerkzeuge dargestellt.
3.1.1 Geschlossene Modellbildung
Bei der geschlossenen Modellbildung (siehe untere Hälfte von Abbildung
3.1) wird genau ein Modellierungswerkzeug verwendet, in welchem das
Gesamtsystem abgebildet wird. Infolgedessen ist eine Verwendung domä-
nenspezifischer Werkzeuge für eine simulatorübergreifende Modellbildung
nicht möglich, da sowohl die Modellbildungsumgebung als auch die Simula-
tions- und Analysefunktionalitäten an die jeweilige physikalische Disziplin
angepasst sind [Dronka 2004, S.29]. Es wird unterschieden, ob nur ein
Integrator (geschlossene Simulation) oder mehrere Integratoren (verteilte Si-
mulation) zum Einsatz kommen [Geimer 2006, S.572]. Im einfachsten Fall,
der „klassischen“ Simulation, in Bild 3.1 als III gekennzeichnet, finden Mo-
dellbildung und Simulation innerhalb eines Modellierungswerkzeugs statt.
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Abb. 3.1: Kopplungsvarianten nach [Geimer 2006, S.572]
Im Gegensatz dazu wird bei der „Modellseparation für Simulation“ aus Va-
riante IV das Modell zwar ebenfalls mit nur einem Modellierungswerkzeug
erstellt, aber verteilt simuliert. Zu diesem Zweck wird es in Teilsysteme
zerlegt und mit mehreren Integratoren gelöst. Auf diese Weise kann für
verschiedene Teilsysteme der jeweils optimale Solver eingesetzt werden und
damit die Lösungsgenauigkeit erhöht und wegen der verteilten Simulation
Rechenzeit eingespart werden.
Praktische Bedeutung hat davon insbesondere der Ansatz der multi-
disziplinären Sprache, der im Wesentlichen dem Ansatz der „klassischen“
Simulation analog Variante III aus Abbildung 3.1 entspricht. Dabei wird
das System komplett innerhalb einer Simulationsumgebung in einer mul-
tidisziplinären Modellierungssprache wie z. B. Modelica oder Advanced
Continuous Simulation Language (ACSL) beschrieben. Diese Sprachen ba-
sieren darauf, dass Systeme verschiedener physikalischer Domänen in einer
einheitlichen, abstrakten Form dargestellt werden können [Busch 2012,
S.1]. Eine solche Implementierung ist in Abbildung 3.2 exemplarisch anhand
der Definition eines Kondensators in der Programmiersprache Modelica
dargestellt.
Darin wird zunächst im oberen Drittel von Abbildung 3.2 eine Steckver-
bindung definiert, diese im mittleren Drittel auf zwei Steckverbindungen
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 Voltage v;  // identical at connection 
 flow Current i;  // sums to zero at connection 
end Pin;
partial model TwoPin 
Pin p, n; Voltage v;
equation 
v = p.v – n.v
0 = p.i + n.i
end TwoPin; 
Abb. 3.2: Exemplarische Definition eines Kondensators in Modelica [Otter 2009]
erweitert und im unteren Drittel um die Kapazität ergänzt. Dieses elektri-
sche Teilsystem kann dann innerhalb der gleichen Modellierungssprache
um weitere Teilsysteme anderer physikalischer Domänen erweitert werden.
Anschließend werden, wie in Kapitel 2 erläutert, die Gleichungssysteme für
die multidisziplinären Teilsysteme erarbeitet, die Abhängigkeiten zwischen
den Eingangs- und Ausgangsgrößen identifiziert und in eine geeignete Form
für die numerische Lösung, wie die Zustandsraumdarstellung, gebracht
[Valasek 2009, S.87]. Die daraus resultierenden Gleichungen des multi-
disziplinären Gesamtsystems können dann automatisiert erstellt und von
einem optimierten Integrator gelöst werden. Dabei ist der Prozess der
Erstellung eines solchen Gesamtsystems verhältnismäßig einfach. Allerdings
kann ein automatisiert erstelltes Gleichungssystem komplex und unstruktu-
riert sein, so dass eine aufwändige algebraische Transformation notwendig
ist, um eine stabile numerische Simulation gewährleisten zu können [Busch
2012, S.2].
3.1.2 Verteilte Modellbildung
Bei der verteilten Modellbildung (siehe obere Hälfte von Abbildung 3.1)
kommen zwei oder mehrere Modellierungswerkzeuge zum Einsatz. Somit ist
für eine Analyse des Gesamtsystems in jedem Fall die Kopplung der dabei
38
3.1 Kopplungsvarianten simulatorübergreifender Systeme
entstehenden Teilsysteme erforderlich [Dronka 2004, S.29]. Dabei wird bei
der „Zusammenführung der Gleichungssysteme der getrennt modellierten
Teilsysteme“ in Variante I aus Abbildung 3.1, im Gegensatz zu der bereits
beschriebenen Modellseparation für die Simulation aus Variante IV, das
Modell verteilt modelliert, aber geschlossen simuliert. Es handelt sich somit
um den inversen Fall, bei dem die getrennt modellierten Teilsysteme oder
deren Gleichungssysteme für die Simulation zusammengefasst und mittels
eines gemeinsamen Integrators gelöst werden. Die Einbindung „fremder“
Systemanteile erfolgt dabei in der Regel als Quellcode über die zur Ver-
fügung stehenden Programmierschnittstellen [Dronka 2004, S.29]. Im
Gegensatz dazu werden bei der verteilten Simulation die verteilt modellier-
ten Teilsysteme mit verschiedenen Integratoren berechnet. Dabei handelt
es sich dann um eine „Co-Simulation“ (engl. Co-Simulation) [Busch 2010,
S.2]. Diese wird auch als „gekoppelte Simulation“ (engl. Coupled Simu-
lation) [Geimer 2006, S.572] bzw. „Simulatorkopplung“ (engl. Simulator
Coupling) [Kübler 2000, S.93] bezeichnet und ist in Abbildung 3.1 durch
die Variante II repräsentiert [Geimer 2006, S.572].
Praktische Bedeutung hat heute insbesondere der Ansatz der Co-Simula-
tion analog Variante II aus Abbildung 3.1. Dabei wird das simulatorüber-













Abb. 3.3: Prinzipskizze Co-Simulation [Netter 2013b, S.2]
Jedes Teilsystem, welches in der Darstellung als Funktion (engl. Function)
bezeichnet wird, kann dann in dem jeweils dafür vorgesehenen Simula-
tionswerkzeug (engl. Tool) modelliert und, falls gewünscht, im gleichen
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Simulationswerkzeug simuliert werden. Die Kopplung dieser Teilsysteme
erfolgt dabei über die Systemeingans- und Ausgangsgrößen mit Hilfe einer
neutralen Kopplungssoftware (engl. Middleware), die in Abbildung 3.3 als
Co-Simulationsplattform (engl. Co-Simulation Platform) dargestellt ist.
Diese synchronisiert die Zeitschrittweiten für den Informationsaustausch
zwischen den in den Simulatoren eingebundenen Modellen. Für die Interak-
tion der auf teilweise unterschiedlichen Programmiersprachen basierenden
Simulationswerkzeuge und den Eingangs- und Ausgangsgrößen der darin
eingebundenen Modelle sind entsprechende Schnittstellen erforderlich, die
in Darstellung 3.3 schematisch als Pfeile abgebildet sind. Der Vorteil einer
auf diese Weise gekoppelten Simulation ist, dass diese von den zumeist
einfachen Gleichungen und den ausgereiften und angepassten Integratoren
innerhalb der Simulationswerkzeuge profitiert. Allerdings kann bei dem
Ansatz der gekoppelten Simulation bereits die Erstellung solcher Schnitt-
stellen für die Interaktion zwischen unterschiedlichen Simulatoren wegen
deren Nicht-Uniformität (z. B. durch unterschiedliche Benutzeroberflächen
oder verschiedene Programmiersprachen) sehr anspruchsvoll sein [Busch
2012, S.1f].
Für die virtuelle Entwicklung innerhalb eines Industrieunternehmens
spielt es eine entscheidende Rolle, dass die für die verschiedenen Anwen-
dungsgebiete spezialisierten und optimierten Simulatoren auch für die
Modellbildung und Simulation virtueller Prototypen weiterhin genutzt
werden können [Stüber 2011, S.76]. Da die im Rahmen dieser Arbeit
erforschten Verfahren, wie in der Problemstellung und Zielsetzung aus
Kapitel 1.1 gefordert, auch in der industriellen Praxis Anwendung finden
sollen, wird hier ausschließlich der Ansatz der verteilten Modellbildung
weiter verfolgt.
3.2 Modularisierung und Kopplung
simulatorübergreifender Systeme
Für die Modellbildung und Simulation simulatorübergreifender System
kann es erforderlich sein, das zu modellierende Gesamtsystem in mehrere
Teilsysteme zu untergliedern. Grund hierfür kann zum einen sein, dass die
Teilsysteme zu unterschiedlichen Funktionsbereichen gehören und durch
eine verteilte Modellbildung mit unterschiedlichen Werkzeugen dargestellt
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werden sollen. Zum anderen können durch eine verteilte Simulation Teil-
systeme mit unterschiedlichen Methoden bzw. Schrittweiten berechnet
werden oder eine Parallelisierung der Berechnung für den Einsatz auf einem
Mehrprozessorsystem erreicht werden [Dronka 2004, S.15].
3.2.1 Methoden zur Modularisierung bei
verteilter Modellbildung
Für eine verteilte Modellbildung wird das Gesamtsystem zunächst in kop-
pelbare Teilsysteme zerlegt. Die dafür verwendeten Techniken unterscheiden
sich primär in der Wahl der Koppelgrößen. In der Mechanik kommen das
sogenannte Applied-Force Coupling und das Constraint Coupling zum Ein-
satz. Beim Applied-Force Coupling erfolgt die Kopplung der Teilsysteme
über eingeprägte Kräfte wie z. B. Feder- oder Dämpferkräfte, wohingegen
beim Constraint Coupling die Kopplung der Teilsysteme über Reaktions-
kräfte wie z. B. Kontaktbedingungen oder algebraische Nebenbedingungen
erfolgt. Das Constraint Coupling kann auch als Grenzfall des Applied-Force
Coupling angesehen werden, für den Fall, dass unendlich steife Federn ver-
wendet werden. Der Ansatz des Applied-Force Coupling kann weiterhin in
Kraft-Weg-Kopplung (engl. Force/Displacement Coupling) und Weg-Weg-
Kopplung (engl. Displacement/Displacement Coupling) unterteilt werden.
Bei der Kraft-Weg-Kopplung liefert eines der Subsysteme kinematische
Koppelgrößen (Positionen und Geschwindigkeiten), während das andere
Subsystem eine Kraft bereitstellt. Bei der Weg-Weg-Kopplung liefern beide
Subsysteme jeweils kinematische Größen. Die hier beschriebenen Kopplungs-
arten lassen sich auch auf andere physikalische Fachdisziplinen übertragen.
So entspricht die Kraft-Weg-Kopplung z. B. in der Schaltkreistheorie der
Kopplung über Spannung und Strom [Busch 2012, S.4].
Zur Modularisierung des Gesamtsystems wird von einem simulatorüber-
greifenden Gesamtsystem, bestehend aus zwei Teilsystemen mit jeweils
einer Ein- und Ausgangsgröße, ausgegangen. Durch die Verwendung der
Systemeingangs- und Ausgangsgrößen u1, u2, y1 und y2 als Koppelgrößen,
kann das Gesamtsystem analog Abbildung 3.4 in zwei separate Teilsysteme
zerlegt werden.
In der dort dargestellten Kopplungsschleife hängen die beiden nicht-
linearen Vektorfunktionen fi und gi von den Zustandsvektoren xi, den
Eingangsvektoren der Subsysteme ui und der Zeit t ab [Busch 2012, S.4].
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Abb. 3.4: Kopplungsschleife nach [Busch 2012, S.5]
Diese Zusammenhänge können gemäß der Gleichung A.14 aus Anhang A.3
durch ein Gleichungssystem erster Ordnung in der expliziten nichtlinearen
Zustandsraumdarstellung folgendermaßen beschrieben werden:
ẋ1(t) = f1 (x1(t), u1(t)) ẋ2(t) = f2 (x2(t), u2(t)) (3.1a)
y1(t) = g1 (x1(t), u1(t)) y2(t) = g2 (x2(t), u2(t)) (3.1b)
Mit den reellen Matrizen Lij gelten zwischen den Koppelgrößen, also den














Häufig sind L11 = L22 = 0 Null- und L12 = L21 = I Einheitsmatrizen.
Bei der hier dargestellten Kopplung zweier Subsysteme handelt es sich
um einen Spezialfall, welcher aber bereits wesentliche Aspekte der Kopplung
einer beliebigen Anzahl an Subsystemen erfasst [Busch 2012, S.4].
3.2.2 Methoden zur Kopplung bei verteilter Modellbildung
Um die Teilsysteme des verteilt modellierten Gesamtsystems simulieren
zu können, müssen diese gekoppelt werden. Anhand der Anzahl der für
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die Kopplung verwendeten Integratoren wird zwischen stark und schwach
gekoppelten Teilsystemen unterschieden. Kopplungstechniken, die nur einen
Integrator verwenden, werden als „stark gekoppelte Systeme“ (engl. Strong
Coupling Approach) bezeichnet. Bei schwach gekoppelten Systemen (engl.
Weak Coupling Approach) kommen mehrere Integratoren zum Einsatz. Die
















































Abb. 3.5: Schnittstellenansätze für verschiedene Kopplungen nach [Busch 2012, S.6]
Bei stark gekoppelten Systemen wird nur ein Teilsystem-Integrator für die
gekoppelte Simulation verwendet. Dementsprechend werden die Gleichun-
gen von Subsystem 2, analog Variante I aus Abbildung 3.1, über einen Code-
Export extrahiert und in das Subsystem 1 eingebettet (vergleiche linke
Hälfte in Abbildung 3.5). Anschließend erfolgt die Lösung des auf diese
Weise gekoppelten Systems durch den Integrator von Subsystem 1. Die
Kopplungsbedingungen aus Formel 3.2 werden dabei zu jedem Integrations-
zeitpunkt erfüllt. Die Stabilität der starken Kopplung wird hauptsächlich
durch die Stabilitätseigenschaften des Integrators bestimmt. Da in den
Simulationswerkzeugen meist stabile Integratoren verwendet werden, führt
die starke Kopplung zu einer stabilen Form der gekoppelten Simulation.
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Werden damit allerdings steife mit weniger steifen Subsystemen gekoppelt,
also Systeme, bei denen die Simulationsschrittweite durch die Stabilitätsan-
forderungen und nicht durch die Genauigkeitsanforderungen bestimmt wird,
mit Systemen, bei denen die Genauigkeitsanforderungen und nicht die Sta-
bilitätsanforderungen die Zeitschrittweite definiert, so bestimmt das steifere
Subsystem die Schrittweite des gemeinsamen Integrators. Dementsprechend
wird das weniger steife Subsystem häufiger ausgewertet als zur Abbildung
der Dynamik notwendig wäre. Diese Ineffizienz starker Kopplungen wird
durch die Kopplung verhältnismäßig großer und steifer Subsysteme mit
kleinen und weniger steifen Subsystemen verstärkt [Busch 2012, S.6].
Da bei schwach gekoppelten Systemen analog Variante II aus Abbil-
dung 3.1 beide Teilsystem-Integratoren für die Lösung des gekoppelten
Systems verwendet werden, wird die Kopplungsschleife aus Abbildung
3.4 gedanklich aufgetrennt. Damit können beide Subsysteme unabhängig
voneinander gelöst werden (vergleiche rechte Hälfte in Abbildung 3.5).
Während der Integration müssen die Subsysteme zu zeit-diskreten Makro-
zeitpunkten (Kommunikationszeitpunkten) Informationen austauschen. Als
Makrozeitgitter werden in aller Regel äquidistante Zeitgitter verwendet.
Dementsprechend müssen ausschließlich zu diesen Zeitpunkten die in Glei-
chung 3.2 definierten Kopplungsbedingungen erfüllt sein. Zwischen diesen
Zeitpunkten sind die Kopplungsbedingungen im Allgemeinen nicht erfüllt
und anstelle der tatsächlichen Koppelgrößen werden approximierte Größen
für die Integration der Subsystemgleichungen verwendet. Die dabei anfal-
lenden Zwischenergebnisse werden nicht kommuniziert. Schwach gekoppelte
Subsysteme können jeweils einen eigenen problemspezifischen Integrator
verwenden. Das kann z. B. bei unterschiedlich steifen Problemen vorteilhaft
sein, da jedes Subsystem mit einer angepassten Zeitschrittweite integriert
werden kann und damit die Effizienz der Kopplung im Vergleich zur star-
ken Kopplung verbessert wird. Da bei der Co-Simulation die Subsysteme
unabhängig voneinander gelöst werden, eröffnet die Variante der schwachen
Kopplung darüber hinaus die Möglichkeit des geteilten Speichers (engl.
Shared Memory) und damit der Parallelisierung auf einem Rechner oder
einer verteilten Simulation auf mehreren Rechnern. Üblicherweise erfolgt
die Kommunikation über TCP/IP-Netzwerkprotokolle [Busch 2012, S.7].
Wie in der Problemstellung und Zielsetzung aus Kapitel 1.1 gefordert,
spielt im Rahmen dieser Arbeit die Effizienz der Simulation und damit
auch der Kopplung eine entscheidende Rolle. Dementsprechend wird im
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Folgenden ausschließlich die Kopplungstechnik der schwachen Kopplung
weiter verfolgt. Dessen Schnittstellenansatz ist in der rechten Hälfte von
Abbildung 3.5 dargestellt und entspricht der Variante II der gekoppelten
Simulation oder auch Co-Simulation aus Abbildung 3.1.
3.3 Erstellung simulatorübergreifender
integrierter Gesamtsystemsimulationen
Für die Erstellung simulatorübergreifender integrierter Gesamtsystemsi-
mulationen muss der klassische Prozess der Modellbildung und Simulation
aus Kapitel 2.2 um Aspekte zur Modularisierung und Kopplung erweitert
werden. Für die Variante der Co-Simulation wird im Folgenden zunächst
der bereits verfügbare Stand der Wissenschaft und Technik beleuchtet.
Anschließend wird ein auf der Co-Simulation basierender Prozess für eine
virtuelle Entwicklung vorgestellt, auf den der später vorgestellte Modulari-
sierungsansatz aufbaut.
3.3.1 Anwendungen basierend auf Co-Simulation
Die Co-Simulation ist bereits seit den 1980er/1990er Jahren eine etablierte
Simulationstechnik im Bereich der Strömungs-Strukturkopplung. In die-
sem Zusammenhang ist auch die für die simulatorübergreifende Kopplung
standardisierte Schnittstelle Mesh-based parallel Code Coupling Interface
(MpCCI) am Fraunhofer SCAI entwickelt worden [Busch 2012, S.2f]. Diese
unterstützt mit Hilfe der MpCCI-Kopplungsumgebung die Berechnung von
Netznachbarn und die Interpolation physikalischer Mengenwerte.
Um die Jahrtausendwende fand die gekoppelte Simulation verschiedener
Simulationswerkzeuge auch vermehrt Anwendung im Bereich der Fahrzeug-
systemdynamik. Darin wurde zur Realisierung eines simulationswerkzeug-
unabhängigen Datenaustauschs 2008 das ITEA2-Projekt MODELISAR
initiiert. Zielsetzung des Projektes ist seitdem die Entwicklung eines ap-
plikationsunabhängigen offenen Schnittstellen-Standards, dem FMI, um
damit sowohl die Kopplung von Simulatoren als auch den Austausch von Si-
mulationsmodellen im Bereich der Fahrzeugsystemdynamik zu unterstützen
[Busch 2012, S.3]. Zu diesem Zweck werden klassische Simulationsmodelle
um eine Schnittstellenbeschreibungsdatei im Extensible-Markup-Language
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(XML)-Format ergänzt. Die beiden Dateien werden zu einer sogenannten
Functional Mock-Up Unit zusammengefasst, wobei auch weitere Informatio-
nen mit eingebunden werden können [Blochwitz 2011, S.6]. Mit den darin
standardisierten Schnittstellen ist es möglich, eigene Simulationsmodelle
über die beschriebenen Schnittstellen mit fremden Simulationsmodellen
zu koppeln. Allerdings setzt der Prozess der Standardisierung erst bei
den bereits modellierten Simulationsmodellen an, weswegen es damit nicht
möglich ist, wie in der Problemstellung und Zielsetzung aus Kapitel 1.1
gefordert, eine verteilte Modellbildung über bereits im Vorfeld definierte
Schnittstellen zu koordinieren. Dementsprechend kann damit nicht die
Konsistenz der daraus resultierenden Konfiguration gewährleistet werden.
Um das Potential einer gekoppelten Simulation simulatorübergreifender
Systeme voll ausschöpfen zu können, wurde von Stüber 2011 ein Prozess
veröffentlicht, der in Ergänzung zu MODELISAR neben standardisierten
Schnittstellen auch einen koordinierten Aufbau einer Gesamtsystemarchi-
tektur mit vorab definierten Schnittstellen berücksichtigt (siehe [Stüber
2011]). Damit kann noch vor der eigentlichen Aggregation der Teilsysteme
in einem virtuellen Prototyp die Konsistenz der Schnittstellen sichergestellt
werden. Die dafür erforderlichen vorgelagerten Prozessschritte „System










simulation system partition, subsystem interfaces, creator information
solver information, co-simulation platform parameter
model parameter, default values, meta information
approvement information, model references
model usage information
custom parameterization
Abb. 3.6: Prozess zur Erstellung einer Co-Simulation nach [Stüber 2011, S.79]
Darin greifen sämtliche Prozessschritte auf die in Abbildung 3.6 links unten
skizzierte Co-Simulations-Datenbasis (engl. Co-Simulation Database) zu.
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Dadurch wird die Konsistenz der Struktur (engl. Framework) und der
Modelle auch bei mehreren Anwendern gewährleistet [Stüber 2011, S.79].
3.3.2 Co-Simulationsprozess zur Erstellung
virtueller Prototypen
Da sich der Prozess zur Erstellung virtueller Prototypen nach Stüber aus
Abbildung 3.6 als Grundlage für den Modularisierungsansatz in Kapitel 4
eignet, werden im Folgenden die einzelnen Schritte detaillierter erläutert.
Analog zu den Functional Mock-Up Units in MODELISAR werden
sämtliche Dateien, die zur Informationsweitergabe generiert werden, im
XML-Format gespeichert. Damit wird innerhalb des Prozesses ein einfa-
cher und simulationswerkzeugunabhängiger Datenaustausch sichergestellt
[Bray 2008]. Eine Übersicht sämtlicher Dateitypen, die während dieses Co-
Simulationsprozesses erzeugt werden, ist in Tabelle 3.1 aufgelistet.
Tab. 3.1: Übersicht der im Prozess zur gekoppelten Simulation erzeugten Dateitypen
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3 Modellbildung und Simulation übergreifender Systeme
Grundsätzlich wird darin zwischen zwei Typen unterschieden: zum einen
den Abstraktionsdateien des Simulationssystems (engl. System Abstraction),
die Informationen über die Struktur des kompletten Simulationssystems
beherbergen (vergleiche obere Hälfte in Tabelle 3.1), und zum anderen
den Abstraktionsdateien des Modells (engl. Model Abstraction), die In-
formationen der darin eingebundenen Teilsysteme speichern (vergleiche
untere Hälfte in Tabelle 3.1). Die Bedeutung der einzelnen Dateien wird
im Folgenden im Rahmen der Prozessbeschreibung erläutert.
Um einer aufwändigen Anpassung und Korrektur von Schnittstellen
entgegenzuwirken, unterstützt der Co-Simulationsprozess im Prozessschritt
„System Design“ den Aufbau einer Gesamtsystemarchitektur mit definierten
Schnittstellen. Zu diesem Zweck wird das Gesamtsystem in sogenannte

























Abb. 3.7: Prozessschritt „System Design“ nach [Stüber 2011, S.80]
Gegenüber anderslautenden Definitionen repräsentiert im Rahmen dieser
Arbeit eine Funktion ein Element innerhalb eines Systems. Dieses wird
im Verlauf einer virtuellen Entwicklung mit einem ausführbaren Modell
befüllt, welches mit seiner Funktionalität zur Aufgabe des Systems bei-
trägt. Dem Begriff der Systemhierarchie folgend stellt eine Funktion die
niedrigste, sinnvoll separierbare Ebene innerhalb der Systemhierarchie dar
und verfügt über fest definierte Schnittstellen in Form von Eingangs- und
Ausgangsgrößen. Sinnvoll bedeutet in diesem Kontext, dass eine Funktion
detailliert genug sein soll, um einen separierbaren Teilaspekt technischer
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Systeme zu beherbergen, und grob genug, um mit angepasstem Parameter-
satz auf gegenstandsverwandte Systeme portiert werden zu können. Solche
gegenstandsverwandte Funktionen werden in einem sogenannten Maximal
Mock-Up (MMU) zusammengefasst, welches einen maximalen Verbund an
Funktionen und ihrer Schnittstellen zusammenfasst. Es repräsentiert somit
alle möglichen Ausprägungen eines Systems (z. B. verschiedene Fahrzeug-
modelle eines Herstellers). Da es sich dabei um ein maximales Setting an
Funktionen handelt, welches nicht nur sämtliche Bestandteile eines einzel-
nen, sondern mehrerer unterschiedlicher Systeme beherbergt, wird es auch
als „150%-System“ bezeichnet. Dieses ist im mittleren Teil von Abbildung
3.7 dargestellt. Daraus können dann in Abhängigkeit von einem Simu-
lationszweck virtuelle Prototypen, sogenannte Mock-Up (MU) aufgebaut
werden, die teilweise auf identischen Funktionen basieren können. Dadurch
wird die Modellwiederverwendung der in der Co-Simulations-Datenbasis
abgelegten Simulationsmodelle unterstützt [Stüber 2011, S.80]. Darüber
hinaus können selbst Systeme geschaffen werden, die nicht im MMU abge-
legt worden sind (z. B. kann ein Hybridfahrzeug aus der Kombination von
Funktionen eines konventionell und eines elektrisch betriebenen Fahrzeugs
zusammengestellt werden).
Zur Erstellung von FMUs können aus dem MMU relevante Funktionen
ausgewählt und deren Schnittstellen in Abhängigkeit von einem Simula-
tionszweck angepasst werden (engl. Tailoring). Diese Funktionen werden
dann in einem sogenannten 100%-System aggregiert, welches im rechten
Teil von Abbildung 3.7 dargestellt ist. Die erzeugten Informationen werden
in einer Mock-Up-Beschreibungsdatei (.muxml in Tabelle 3.1) gespeichert,
die alle Informationen über enthaltene Funktionen und deren Schnittstel-
len erfasst. In Ergänzung dazu wird für jede darin enthaltenen Funktion
automatisch eine separate Abstract-Model-Beschreibungsdatei (.amxml in
Tabelle 3.1) erzeugt.
Ausgehend davon kann im Prozessschritt „Model Design“ jede Funktion
einem beliebigen Simulationswerkzeug, welches für die Simulationsaufgabe
am besten geeignet ist, zugewiesen werden. Dadurch wird für jede Funktion
aus der Abstract-Model-Beschreibungsdatei eine dazugehörige Modeltem-
plate-Beschreibungsdatei (.mtxml in Tabelle 3.1) erzeugt, welche mit dem
jeweils gewählten Simulationswerkzeug geöffnet werden kann.
Bei dem „Modelling“-Schritt werden in dem gewählten Simulationswerk-
zeug die Simulationsmodelle in die Modeltemplate-Beschreibungsdateien
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implementiert. Ausnahmen bilden Teilsysteme, für die bereits befüllte
Modeltemplate-Beschreibungsdateien in der Co-Simulations-Datenbasis ab-
gelegt worden sind und die dementsprechend wiederverwendet werden
können. Generell sind für jede Funktion auch mehrere Implementierungen
möglich, sofern diese den Anforderungen genügen. Für sämtliche Dateien
muss dabei der Gültigkeitsbereich des Simulationsmodells spezifiziert und
eine Standardparametrierung vorgegeben werden. Anschließend werden
die Eingänge und Ausgänge des erstellten Simulationsmodells mit den
Schnittstellen der jeweiligen Modeltemplate-Beschreibungsdatei verknüpft.
Die Ergebnisse des „Modelling“-Schrittes werden anschließend in einer
Simulation-Model-Beschreibungsdatei (.smxml in Tabelle 3.1) gespeichert,
welche zusammen mit dem erstellten Modell einem Systemarchitekten zur
Verfügung gestellt werden.
Erst dann können die auf diese Weise erstellten Funktionen und die
darin enthaltenen Simulationsmodelle im Prozessschritt „Integration“ in
die Gesamtsystemarchitektur des projektspezifischen MUs, also des zu
erstellenden virtuellen Prototyps, eingebunden werden. Zu diesem Zweck
werden die Pakete daraufhin überprüft, ob sie den formalen Anforderungen
genügen, indem die Simulation-Model-Beschreibungsdatei und die erstellten
Modelle automatisch mit der Modeltemplate-Beschreibungsdatei verglichen
werden. Ein Approved-Tag kennzeichnet nach erfolgreichem Abgleich ein
zulässiges Paket, wohingegen ein unzulässiges Paket mit einem Bericht
über eventuelle Defizite zur Nacharbeit an den jeweiligen Entwickler zurück
geschickt wird.
Der Prozessschritt „Configuration“ erlaubt dann in einem separaten Kon-
figurationswerkzeug die Anpassung der konkreten Implementierung. Dort
kann aus verschiedenen Implementierungen ein und derselben Funktion die
jeweils gewünschte ausgewählt werden (also z. B. ob das Fahrzeug einen
Zwei- oder Vierradantrieb hat). Zu diesem Zweck werden dem Anwen-
der für jede Abstract-Model-Beschreibungsdatei aus der zu simulierenden
Mock-Up-Beschreibungsdatei die jeweils gültigen Implementierungen ausge-
lesen und angezeigt. Diese Information wird in einer Functional-Mock-Up-
Beschreibungsdatei (.fmuxml in Tabelle 3.1) gespeichert.
Die „Parameterization“ erfolgt im selben Werkzeug und gestattet aus-
gehend von der Functional-Mock-Up-Beschreibungsdatei die Einstellung
und Modifizierung der Parameter. Dabei werden für jedes Teilsystem die
Parameter (wie z. B. geometrische Abmessungen eines Objektes) an den
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jeweiligen Anwendungsfall angepasst und sogenannte globale Parameter
(wie z. B. eine Initialisierungstemperatur) definiert, die dann über alle
Simulationsmodelle hinweg konsistent sind. Die getätigten Einstellungen
werden dann in der Simulation-Configuration-Assembly-Beschreibungsdatei
(.scaxml in Tabelle 3.1) und der Parameterized-Simulation-Model-Beschrei-
bungsdatei (.psmxml in Tabelle 3.1) gespeichert und an die Co-Simulations-
Datenbasis geschickt.
Von dort können dann im Prozessschritt „Simulation“ verschiedene
Anwender aus verschiedenen Abteilungen die Simulation starten. Dazu wird
die Co-Simulationsumgebung geöffnet und die benötigten Daten werden
geladen. Während der Initialisierung werden die Parameter aus der .psmxml-
Datei geladen. Mit dem Start der Simulation synchronisiert eine neutrale
Kopplungssoftware die Zeitschrittweiten sämtlicher involvierter Simulatoren.
Abschließend erhält der Initiator der Simulation eine Nachricht über den






„Für die Berechnung mit einer verteilten Simulation muss das
zuvor erstellte Modell in Teilsysteme zerlegt werden. Der Grund
für dieses Vorgehen liegt in der Spezialisierung verschiedener
Integratoren für spezifische Anwendungsfälle. So kann zum
Beispiel ein mechanisches System im Vergleich zu einem hy-
draulischen System träge sein, was sich auf die mathematische
Berechnung auswirkt“ [Geimer 2006, S.572].
Mit dem Ziel einer simulatorübergreifenden integrierten Gesamtsystemsi-
mulation wurde der klassische Prozess der Modellbildung und Simulation
aus Kapitel 2 innerhalb von Kapitel 3 um Aspekte zur Modularisierung und
Kopplung solcher Systeme erweitert. Basierend darauf wurde ein Prozess
für gekoppelte Simulationen eingeführt, der einen koordinierten Aufbau
eines FMUs mit vorab definierten Schnittstellen berücksichtigt.
Um einen virtuellen Entwicklungsprozess unter Ausschöpfung des darin
enthaltenen Potentials verwenden zu können, muss das Gesamtsystem
sinnvoll modularisiert werden. Gemäß dem einleitenden Zitat aus einem
Zeitschriftenaufsatz zum Thema „Co-Simulation, gekoppelte Simulation
oder Simulatorkopplung?“ ist eine solche Modularisierung erforderlich, um
die Simulationsmodelle innerhalb der daraus resultierenden Teilsysteme
unter Einsatz beliebiger Simulatoren abbilden zu können. Im Rahmen
dessen spielen die Systemgrenzen und Schnittstellen der Teilsysteme eine
entscheidende Rolle, da diese die Architektur für die darauf aufbauende
Gesamtsystemsimulation definieren.
Zu diesem Zweck wird im Folgenden für die virtuelle Entwicklung ei-
nes FMU ein Ansatz zur Modularisierung bei gleichzeitig vollständiger
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Erfassung technischer Gesamtsysteme vorgestellt. Dieser Modularisierungs-
ansatz wird im weiteren Verlauf für die Strukturierung technischer Systeme
appliziert, womit durch die Definition einer Gesamtsystemarchitektur die
Grundlagen für eine simulatorübergreifende integrierte Gesamtsystemsimu-
lation gelegt werden. Darauf aufbauend werden Maßnahmen vorgestellt,
um bei der Erstellung eines FMUs bereits in frühen Phasen der virtuellen
Produktentwicklung die Struktur der Gesamtsystemarchitektur absichern
zu können. Abschließend werden die vorgestellten Definitionen und Verfah-
ren anhand einer konkreten Gesamtfahrzeugmodellarchitektur in mehreren
Ausbaustufen evaluiert.
4.1 Modularisierungsansatz
Gemäß den einleitenden Worten ist es für die Modellbildung und Simulation
simulatorübergreifender Systeme erforderlich, das zu modellierende Gesamt-
system in mehrere Teilsysteme zu untergliedern. Mit Hilfe eines geeigneten
Modularisierungsansatzes wird eine solche Modularisierung bei gleichzeitig
vollständiger Erfassung der Systeme ermöglicht. Dazu wird, wie in der
Problemstellung und Zielsetzung aus Kapitel 1.1 gefordert, der Fokus auf
technische Systeme gelegt, um diese mit Hilfe des Modularisierungsansatzes
vollständig erfassen und beschreiben zu können und damit die relevanten
Kategorien zur Entwicklung virtueller Prototypen aufzuspannen.
Für eine solche Kategorisierung technischer Systeme wird von den natur-
wissenschaftlichen Disziplinen ausgegangen. Darunter werden Wissenschaf-
ten zusammengefasst, die empirisch arbeiten und sich mit der Erforschung
der Natur befassen [Habermas 1973]. Diese umfassen gemäß Beitz und
Grote alle Bereiche der Herstellung und Anwendung maschinenbaulicher
Produkte, angefangen bei der Produktplanung, Forschung, Entwicklung,
Konstruktion, Arbeitsvorbereitung, Normung, Materialwirtschaft, Ferti-
gung, Montage und Qualitätssicherung über den technischen Vertrieb bis
zur Bedienung, Überwachung, Instandsetzung und deren Recycling [Beitz
2001, S.VII]. Von diesen Bereichen werden für den hier betrachteten Mo-
dularisierungsansatz zur Entwicklung virtueller Prototypen ausschließlich
Gebiete der Entwicklung betrachtet, die der Erarbeitung maschinenbauli-
cher Produkte zugeordnet werden können. Diese umfassen die dargestellten
Bereiche:
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• Steuerungs- und Regelungstechnik (SR)
Mit Hilfe dieser Bereiche ist eine vollständige Modularisierung von FMUs
möglich. Da diese Bereich zur Kategorisierung technischer Produkte einge-
setzt werden, werden sie im Folgenden als „Kategorien“ bezeichnet.
4.2 Strukturierung technischer Gesamtsysteme
Zur Strukturierung technischer Gesamtsysteme mit Hilfe der gewählten Ka-
tegorien wird von einem projektspezifischen Verbund ausgegangen, welcher
im Rahmen des Co-Simulationsprozesses zur Entwicklung virtueller Proto-
typen aus Kapitel 3.3.2 als „MU“ definiert worden ist. Dabei handelt es sich,
wie in Abbildung 4.1 dargestellt, um eine Untermenge des MMUs, welches
auf Funktionen als kleinste austauschbare Elemente basiert. Um gewähr-
leisten zu können, dass diese das Gesamtsystem vollständig beschreiben,
werden die darin enthaltenen Funktionen anhand der gewählten Kategorien
(engl. Categories) spezifiziert. Die Funktionen und die jeweiligen Kategorien
sind am rechten Rand von Abbildung 4.1 schematisch dargestellt.
Gemäß dem Begriff der Systemhierarchie aus Kapitel 2.1.2 ist es möglich,
Funktionen in einer Hierarchie abzubilden, da diese wiederum als Teil-
systeme übergeordneter Systeme interpretiert werden können. Aufgrund
der Vielzahl möglicher Funktionen in einem MMU ist eine solche Gliede-
rung für die praktische Anwendung sinnvoll, da durch eine entsprechende
Struktur die Orientierung der Anwender bei der Erstellung eines projekt-
spezifischen MUs aus dem MMU unterstützt wird. Zu diesem Zweck werden
unterhalb des MUs, wie in Abbildung 4.1 schematisch dargestellt, neben
den Funktionen auch Domänen (engl. Domains) und Kompositionen (engl.
Compositions) als weitere Ebenen eingeführt. Die daraus resultierenden
Strukturelemente werden im Folgenden erläutert.
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Maximal Mock-Up (MMU) 
Abb. 4.1: Hierarchie zur Strukturierung von Funktionen nach [Netter 2013c, S.3]
4.2.1 Definition der Strukturelemente
Domänen repräsentieren im Sinne einer Aufgabe für das Gesamtsystem
Funktionsbereiche, welche je nach betrachtetem technischem System unter-
schiedlich sein können. So wird z. B. in der Kraftfahrzeugindustrie zwischen
den Domänen Antrieb, Fahrwerk, Aufbau und Elektrik/Elektronik un-
terschieden [Braess 2003, S.XIIIff]. Im Rahmen dieser Arbeit werden
Domänen eingesetzt, um gemäß Abbildung 4.1 die in dem MMU enthal-
tenen Kompositionen und Kategorien der Funktionen zu strukturieren.
Wie dargestellt, kann jede Domäne mehrere Kompositionen enthalten. Da-
durch wird die Zuordnung und Wiederauffindung von Funktionen bei der
Erstellung eines MUs aus dem MMU unterstützt.
Gemäß Parton [Parton 2011] ist eine Komposition eine Kombination
bestimmter Teile oder Elemente, um daraus ein Ganzes zu formen. Mit
diesem Begriff wird hier, wie in Abbildung 4.1 dargestellt, die Bündelung
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der verschiedenen Kategorien eines Teilsystems, wie z. B. eines Wärmetau-
schers, bezeichnet. Dabei erfüllt die Komposition im Sinne einer Aufgabe
bestimmte Funktionalitäten für das Gesamtsystem, sobald im Rahmen
der virtuellen Entwicklung in den darunter angeordneten Funktionen Mo-
delle implementiert worden sind. Funktionalitäten bezeichnen dabei das
Vermögen des daraus resultierenden virtuellen Prototyps, beim Einsatz
unter spezifizierten Bedingungen Ergebnisse zu liefern, die festgelegte und
vorausgesetzte Erfordernisse erfüllen [Deutsches Institut für Nor-
mung 2010]. Kompositionen gestatten es, dass die darunter angeordneten
Funktionen in Abhängigkeit von den in Kapitel 4.1 definierten Kategorien
beliebigen Simulatoren zugeordnet werden können [Netter 2013c, S.4].
So können z. B. die thermischen Eigenschaften eines Wärmetauschers mit
Hilfe einer Funktion der Kategorie „Thermodynamik“ abgebildet werden,
wohingegen dessen Materialeigenschaften einer Funktion der Kategorie
„Werkstofftechnik“ zugeordnet werden können. Damit ist es möglich, diese
Kategorien später unterschiedlichen Simulationswerkzeugen zuzuweisen,
welche dann für die Modellbildung und Simulation z. B. von Stoff- und
Wärmeströmen oder auch Festigkeitsanalysen entsprechende Umgebungen
bereitstellen. Je nach betrachteter Komposition und Simulationszweck sind
für eine vollständige Beschreibung von Funktionen nicht zwangsläufig alle
der in Kapitel 4.1 spezifizierten Kategorien erforderlich.
Wie bei der Einführung des Co-Simulationsprozesses in Kapitel 3.3.2
vorgestellt, repräsentiert eine Funktion ein Element innerhalb eines Systems,
wie z. B. die bereits genannte Funktion der Kategorie „Thermodynamik“ ei-
nes Wärmetauschers. Durch den gewählten Modularisierungsansatz ist eine
Funktion stets an eine Kategorie gebunden. Damit kann diese im Verlauf
der virtuellen Entwicklung unter Einsatz beliebiger Simulationswerkzeuge
mit Modellen befüllt werden, um zur Aufgabe des Systems beizutragen.
Dem Begriff der Systemhierarchie folgend stellt eine Funktion die niedrigste
sinnvoll separierbare Ebene innerhalb der Systemhierarchie dar und verfügt
über fest definierte Schnittstellen in Form von Eingangs- und Ausgangsgrö-
ßen [Stüber 2011, S.80]. Diese Ebene muss detailliert genug sein, um einen
separierbaren Aspekt eines Gesamtsystems zu beherbergen, und gleichzeitig
grob genug, um durch eine Parameteranpassung für gegenstandsverwandte
Systeme verwendet werden zu können. Dabei darf die Granularität, also
der Detaillierungsgrad der Funktionen, weder zu grob noch zu fein sein.
Dieser Zusammenhang ist in Abbildung 4.2 qualitativ veranschaulicht.
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Abb. 4.2: Anpassungsfähigkeit und Wiederverwendbarkeit von Funktionen nach
[Netter 2013c, S.4]
Eine zu grobe Modularisierung des Systems und aufgrund dessen eine
geringe Anzahl an durch die Funktionen abgegrenzten Teilsystemen würde
zu einer unzureichenden Portierbarkeit der darin eingebetteten Simula-
tionsmodelle führen. Grund dafür ist, dass sich Funktionen bei geringer
Anzahl nicht mehr definiert auf eine Komposition innerhalb einer Domäne
beschränken lassen. Dementsprechend können solche kompositions- oder so-
gar domänenübergreifende Elemente nur noch für einen einzelnen konkreten
projektspezifischen Verbund (MU) verwendet werden, wodurch das Potenti-
al für eine Modellwiederverwendbarkeit sinkt. Dieser Zusammenhang ist in
Abbildung 4.2 als Kurve für die Wiederverwendbarkeit (engl. Reusability)
dargestellt. Demnach steigt das Potential für eine Wiederverwendbarkeit
mit einer detaillierteren Modularisierung und einer damit steigenden Anzahl
an Funktionen, da sich diese in die Struktur verschiedener MUs einbinden
lassen. Im Gegenzug führt jedoch eine sehr feingranulare Modularisierung
wegen der hohen Anzahl an resultierenden Teilsystemen zu einer aufwändi-
gen Anpassung der Schnittstellen. Damit steigt der Anpassungsaufwand mit
steigender Anzahl an Funktionen und die Anpassungsfähigkeit sinkt. Dieser
Zusammenhang ist in Abbildung 4.2 als Anpassungsfähigkeit (engl. Adap-
tability) gekennzeichnet. Aufgrund dessen muss ein Kompromiss zwischen
Wiederverwendbarkeit und Anpassungsfähigkeit, in Abbildung 4.2 sche-
matisch als optimaler Bereich (engl. Optimal) skizziert, gefunden werden
[Netter 2013c, S.3].
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4.2.2 Definition der Teilsystemgrenzen
Dem Prozess zur Erstellung virtueller Prototypen aus Kapitel 3.3.2 folgend,
ist es mit den vorgestellten Strukturelementen möglich, jede Kategorie
einer jeden Funktion im Prozessschritt „Model Design“ einem beliebigen
Simulationswerkzeug zuzuweisen, bevor im „Modelling“-Schritt die jeweils
benötigten Simulationsmodelle implementiert werden. Dabei muss darauf
geachtet werden, dass bei der Spezifikation der zu implementierenden Mo-
delle sowohl zwischen den Kompositionen als auch zwischen den Funktionen
keinerlei Überschneidungen an den Teilsystemgrenzen stattfinden, um einer
Dopplung von Systemteilen vorzubeugen. Da aufgrund der Schnittstellen
einer Funktion bereits impliziert wird, innerhalb welcher Funktion wel-
che Funktionalitäten berechnet werden, muss deren Aufteilung bereits vor
der Festlegung der Schnittstellen spezifiziert werden. Der Anwender hat
somit gewisse Freiheiten zu entscheiden, welches Teilsystem welche Berech-
nung vornimmt [Lund 2008, S.177]. Dieser Umstand ist in Abbildung 4.3











































Abb. 4.3: Optionen zur Berechnung der Übergabevariablen nach [Lund 2008, S.176]
Dabei hängen die Übergabevariablen davon ab, innerhalb welcher Funk-
tion und damit innerhalb welches Simulationswerkzeugs die thermischen
Massen berechnet werden. Wie in der linken Variante aus Abbildung 4.3
dargestellt, sind die thermischen Massen beider Systeme innerhalb des
jeweiligen Systems modelliert. Dementsprechend kann in System A auf
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Basis der Eintrittstemperatur und des Massenstroms von System B inner-
halb von System A der Wärmestrom berechnet und übergeben werden.
Alternativ sind in der rechten Variante aus Abbildung 4.3 beide thermi-
schen Massen in System A modelliert. Damit kann in System A auf Basis
der Eintrittstemperatur und des Massenstroms von System B direkt die
Austrittstemperatur von System B ermittelt und an System B transferiert
werden. In diesem alternativen Szenario hat System A mehr Freiheitsgrade,
was dessen Stabilität erhöhen und die Anzahl der notwendigen Iterationen
je Zeitschritt verringern kann. Gleichzeitig wird System B vereinfacht, was
ebenfalls zu einer Reduzierung der Iterationen führen kann. Somit ist es
möglich, Systeme bereits durch eine geeignete Aufteilung numerisch zu
stabilisieren und Rechenzeit einzusparen [Lund 2008, S.176f]. Dementspre-
chend wichtig ist die Wahl geeigneter Teilsystemgrenzen, welche durch
deren Schnittstellen festgelegt werden.
4.2.3 Definition der Signale und Schnittstellen
Der Bedarf einer simulatorübergreifenden integrierten Gesamtsystemsi-
mulation bedingt aufgrund der Vielfalt und Vielzahl an physikalischen
Abhängigkeiten eine einheitliche und eindeutige Benennung der auszutau-
schenden Signale. Grund dafür ist, dass es bei den Funktionen innerhalb
einer gekoppelten Simulation nur mit erheblichem Aufwand möglich ist,
die Bedeutung der Schnittstellen und damit auch der ausgetauschten Si-
gnale aus dem Kontext der darin implementierten Funktionalitäten zu
interpretieren [Netter 2013c, S.5]. Um auch bei komplexen FMUs die
Interaktion zwischen einzelnen Funktionen und den darin eingebetteten
Simulationsmodellen nachvollziehen zu können, wird eine Signalnamenskon-
vention eingeführt, die die Eigenschaften der Signale berücksichtigt. Deren
Struktur ist in Abbildung 4.4 dargestellt.
Jedes Signal innerhalb eines Systems hat nur eine singuläre Quelle, da die
gleiche Information nicht aus zwei verschiedenen Funktionen stammen kann.
Aus diesem Grund referenziert der erste Teil der Signalnamenskonvention,
wie in Abbildung 4.4 dargestellt, die Quelle. Darin repräsentiert die erste
Spalte die jeweilige Funktion, aus der die Information stammt, und die
zweite Spalte die dazugehörige Kategorie. Das Simulationsmodell innerhalb
einer Funktion wandelt Eingangsgrößen in Ausgangsgrößen um. Gemäß
Winer [Winer 1968] können alle dabei auftretenden Phänomene durch die
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Function 1. Identifier Phys. Identifier 2. Identifier Unit 
Reference System (Source) 
Identifier for Physical Variable  
Identifier for free Text or Source 
















Abb. 4.4: Signalnamenskonvention für die Schnittstellen [Netter 2013c, S.4]
Übertragung von Masse, Energie, Informationen oder deren Kombination
beschrieben werden. Um diese zu spezifizieren, enthält die dritte Spalte
den dazugehörigen physikalischen Bezeichner (engl. Physical Identifier) wie
Masse, Kraft, Weg oder Position. Die vierte Spalte enthält ein Freitextfeld,
innerhalb dem die Funktion z. B. mit Informationen über die Quelle oder
weiteren Informationen über die Funktion selbst weiter spezifiziert werden
kann. Durch die Eingabe des Wertes Void kann dieses Feld auch freigelassen
werden, falls die Funktion bis zu diesem Punkt bereits eineindeutig beschrie-
ben ist [Schreyer 2012, S.27]. Die letzte Spalte enthält Informationen
über die Einheit des jeweiligen Signals, welches in dem jeweils zugrunde lie-
gende Einheitensystem wie dem Internationalen Einheitensystem (Système
International d’Unités (SI)) oder dem englisch/amerikanischen System (Im-
perial System of Units (IPS)) definiert wird. Dadurch wird vermieden, dass
versehentlich Signale mit identischem physikalischem Bezeichner, aber un-
terschiedlichen Einheitensystemen, wie Kilometer und Meilen, miteinander
gekoppelt werden. Darüber hinaus wird auch die Einheit festgelegt und da-
mit vermieden, dass verschiedene Potenzprodukte der gleichen Basiseinheit,
wie Gramm und Kilogramm, miteinander verknüpft werden.
Als Beispiel repräsentiert die erste Zeile in Abbildung 4.4 ein Signal,
welches aus der Funktion „Hochvoltbatterie“ der Kategorie „Elektrotech-
nik“ stammt. Dieses enthält als physikalischen Bezeichner die Leistung
der Batterie. Der freie Bezeichner weist darauf hin, dass es sich um ein
chemisches Batteriemodell handelt. Die Einheit der Leistung ist in Watt
angegeben [Netter 2013c, S.5]. Das zweite Beispiel stammt aus der Funk-
tion „Fahrphysik“ der Kategorie „Mechanik“. Dieses überträgt die Kraft
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der Vorderachslast in Newton. Das dritte Signal stammt aus der Funktion
„Fahrpedal“ der Kategorie „Steuerungs- und Regelungstechnik“. Dieses
überträgt den Winkel der Fahrpedalstellung in Grad.
4.3 Absicherung technischer Gesamtsysteme
Im Rahmen des in Kapitel 3.3.2 vorgestellten Prozesses zur Entwicklung
virtueller Prototypen definiert die Gesamtsystemarchitektur das Grundge-
rüst für eine simulatorübergreifende integrierte Gesamtsystemsimulation.
Die darin im Laufe der Entwicklung virtueller Prototypen implementierten
Simulationsmodelle definieren das Potential des Systems, das statische und
dynamische Verhalten komplexer technischer Systeme und seiner Kompo-
nenten automatisiert, gefahrlos und wiederholbar zu untersuchen. Dement-
sprechend wichtig ist die fehlerfreie Erstellung der Gesamtsystemarchitektur
und der darin implementierten Simulationsmodelle, um eine aufwändige
Nacharbeit in den späteren Prozessphasen vermeiden zu können. Zu diesem
Zweck wird im Folgenden ein Verfahren vorgestellt, mit dessen Hilfe bereits
in frühen Prozessphasen überprüft werden kann, ob die Schnittstellen der
darin enthaltenen Funktionen zueinander passen. Darüber hinaus wird ein
Ansatz erläutert, mit dem in den späteren Prozessphasen auf Basis aufge-
zeichneter Messdaten eine Absicherung der in der Struktur implementierten
Simulationsmodelle gewährleistet werden kann.
4.3.1 Absicherung der Gesamtsystemarchitektur
Bereits nach dem ersten Prozessschritt „System Design“ kann die Durch-
gängigkeit der gewählten und angepassten Funktionen abgesichert werden,
indem die Konsistenz der aus diesem Prozessschritt resultierenden .muxml-
Beschreibungsdatei überprüft wird. Dazu wird innerhalb des MUs über-
prüft, ob alle Eingangsgrößen mit Ausgangsgrößen anderer Funktionen
verknüpft sind oder zumindest von einer Parameterdatei mit Daten für
die spätere Simulation versorgt werden. Wichtiges Hilfsmittel dafür ist
der Signal Manager (siehe Abbildung 4.5) in dem Architekturwerkzeug
SystemDesk von dSpace.
Dieses Simulationswerkzeug ist für die Planung, Implementierung und
Integration komplexer Systemarchitekturen und verteilter Software-Syste-
me geeignet. Es wird für die modellbasierte Entwicklung von AUTOSAR
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Abb. 4.5: Signalabhängigkeiten im Signal Manager (SystemDesk-Screenshot)
Steuergeräte-Software sowie die graphische Darstellung der Komponenten
und ihrer Kommunikation verwendet. Im Rahmen des in Kapitel 3.3.2
beschriebenen Co-Simulationsprozesses wurden diese Anwendungsgebiete
um ein Plug-in erweitert, welches einen Eingabedialog für Systembeschrei-
bungselemente, eine Ablage für die Systembeschreibung und angepasste
Validierungs- und Analysefunktionen bereitstellt. Damit unterstützt es
einen XML-basierten Aufbau eines MMUs und daraus die Ableitung und
Verifikation konkreter MUs.
Mit Hilfe des Signal Managers kann die Konsistenz der .muxml-Be-
schreibungsdatei durch den sogenannten Konsistenz-Check toolgestützt
durchgeführt werden. Dabei wird die potentielle Simulierbarkeit einer aus
der .muxml-Beschreibungsdatei resultierenden Gesamtsystemsimulation si-
chergestellt, wodurch eine Anpassung der Struktur in den darauf folgenden
Prozessschritten vermieden wird. Eine Absicherung der Schnittstellen der
Gesamtsystemarchitektur ist dabei ohne Simulationsmodelle möglich.
4.3.2 Absicherung der Simulationsmodelle
Sobald in den späteren Prozessschritten Simulationsmodelle verfügbar
sind, können noch vor der eigentlichen Gesamtsystemsimulation die in die
Struktur implementierten Simulationsmodelle abgesichert werden. Dies
geschieht indem die Signale an den Schnittstellen jeder einzelnen Funktion
mit gegebenenfalls bereits verfügbaren korrelierenden Realdaten verglichen
werden. Dabei handelt es sich gemäß Kapitel 2.4.2 um eine Form der Vali-
dierung, bei der unter Anwendung geeigneter mathematischer Verfahren
die Übereinstimmung zwischen ausführbarem Modell und Realität quantifi-
ziert wird. Die erforderlichen Realdaten können aus Vorgängermodellen,
Prüfstandversuchen und Technikträgern gewonnen werden. Dabei ist es
unerheblich, ob diese an einzelnen Komponenten oder dem Gesamtsystem
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aufgezeichnet werden, insofern deren Wertebereiche mit den Spezifikationen
der Simulationsmodelle und deren Signale übereinstimmen.
Allerdings stehen in Abhängigkeit von der gewählten Struktur und der
daraus resultierenden Schnittstellen nicht immer für alle Signale Messwerte
aus den jeweils betrachteten technischen Systemen zur Verfügung. Grund
dafür ist, dass es sich dabei um Signale handeln kann, für die keine Messwer-
te aufgezeichnet worden sind oder die aus technischen Gründen nicht erfasst
werden können. Um dennoch eine Quantifizierung zu ermöglichen, wurde
im Rahmen dieser Arbeit ein Algorithmus entwickelt, der es ermöglicht,
betroffene Funktionen derart mit anderen Funktionen zu kombinieren, dass
fehlende bzw. unvollständige Signale ausgeblendet werden können. Aus die-
ser Kombination resultieren sogenannte Funktionsgruppen (engl. Function
Groups), deren Schnittstellen vollständig mit den zur Verfügung stehenden
Messdaten beaufschlagt werden können. Ein schematisches Beispiel für eine























No real Data available 
Real Data available 
Abb. 4.6: Schema einer Funktionsgruppe [Netter 2013a, S.44]
Wie darin an Function 0 veranschaulicht, sind sowohl deren Eingangs- als
auch Ausgangsgrößen nicht als Realdaten verfügbar. Um dennoch das darin
implementierte Simulationsmodell quantifizieren zu können, werden die Ein-
und Ausgänge dieser Funktion mit den Aus- und Eingängen anderer Funk-
tionen verbunden, um das Problem fehlender Schnittstelleninformationen
zu übergehen. In dem Beispiel wird das Eingangssignal „h“ von „Function
1“ und das Eingangssignal „i“ von „Function 2“ bereitgestellt. Die fehlenden
Ausgangssignale „j“ und „k“ werden von „Function 5“ und „Function 6“
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übernommen. Da bei „Function 1“ wiederum beide Eingangssignale nicht
als Messdaten verfügbar sind, werden die fehlenden Eingangssignale „d“
und „e“ von „Function 3“ bzw. „Function 4“ zur Verfügung gestellt. Um
dabei Funktionen, die direkt mit der zu untersuchenden Funktion verbun-
den sind, von Funktionen, die ausschließlich als Datenlieferanten dienen,
unterscheiden zu können, wurden verschiedene Ebenen (engl. Layers) ein-
geführt. In dem gewählten Beispiel gehören die Funktionen 1, 2, 5 und 6 zu
der ersten Ebene (engl. First Layer) und die Funktionen 3 und 4 zu den
Funktionen der zweiten Ebene (engl. Second Layer) [Netter 2013a, S.44].
Aufgrund der Fülle an zu quantifizierenden Funktionen wurde mit Hilfe
der Programmiersprache C# ein Tool implementiert, welches eine auto-
matisierte Gruppierung zu untersuchender Funktionen ermöglicht. Darin
werden beim Öffnen einer .muxml-Beschreibungsdatei sämtliche Informa-
tionen über die darin enthaltenen Funktionen und deren Verbindungen
ausgelesen. Diese werden anschließend in einer Anzeige (engl. Graphical
User Interface (GUI)) in alphabetischer Reihenfolge aufgelistet, woraufhin
der Anwender die Verfügbarkeit der Signale als Messdatenstrom bestimmen
muss. Da einzelne Signale für mehrere Funktionen verwendet werden kön-
nen und dementsprechend mehrfach auftreten, werden deren Redundanzen
ausgeblendet, um eine übersichtliche Anzeige zu gewährleisten. In einem
weiteren Schritt muss die zu validierende Funktion ausgewählt werden.
Anschließend werden die Angaben eingelesen und ein Suchalgorithmus
beginnt mit der Analyse. Dessen Logik ist in Abbildung 4.7 dargestellt.
Im ersten Schritt wird für die zu validierende Funktion überprüft, ob
deren Ein- und Ausgänge als Messdaten verfügbar sind (Nr. 1 in Abbildung
4.7). Falls bereits für sämtliche Schnittstellen Daten vorliegen, wird der
Suchalgorithmus angehalten, da die Güte der Funktion direkt quantifiziert
werden kann (Nr. 5 in Abbildung 4.7). Für den Fall, dass eine oder mehrere
Schnittstellen nicht direkt validiert werden können, werden die betroffenen
Schnittstellen in separaten Listen abgespeichert (Nr. 2 in Abbildung 4.7).
Dies geschieht unabhängig davon, ob es sich dabei um Ein- oder Ausgänge
handelt. Für die betroffenen Signale werden im nächsten Schritt Funktionen
gesucht, deren Ausgänge mit den nicht vorhandenen Eingangssignalen bzw.
deren Eingänge mit den nicht vorhandenen Ausgangssignalen korrelieren
(Nr. 3 in Abbildung 4.7). Dabei fährt der Suchalgorithmus so lange fort,
bis sämtliche Funktionen für die noch fehlenden Schnittstellen dieser ersten
Ebene identifiziert und gespeichert worden sind (Nr. 4 in Abbildung 4.7).
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Abb. 4.7: Schematischer Ablauf des Suchalgorithmus [Netter 2013a, S.45]
Zur Vermeidung von Redundanzen werden mehrfach aufgelistete Funk-
tionen gelöscht. Im weiteren Verlauf beginnt der Suchalgorithmus an den
Rändern der soeben identifizierten Funktionen der ersten Ebene erneut mit
der Überprüfung der Schnittstellen. Grund dafür ist, dass es vorkommen
kann, dass für die soeben identifizierten Funktionen, wie bereits anhand
Darstellung 4.6 erläutert, wiederum Realdaten fehlen. In diesem Fall wird
die Suche neu initialisiert und so lange fortgeführt, bis sämtliche Signale
der daraus resultierenden Ebene mit Messdaten validiert werden können.
Aufgrund der Tatsache, dass im Rahmen der Absicherung aus Kapitel 4.3.1
durch den Konsistenz-Check gewährleistet wird, dass sämtliche Eingän-
ge mit einem korrespondierenden Ausgang verbunden sind, ist es immer
möglich, eine validierbare Funktionsgruppe zu finden [Netter 2013a, S.45].
4.4 Evaluation anhand einer
Gesamtfahrzeugmodellarchitektur
Zur Evaluation des Modularisierungsansatzes, der daraus abgeleiteten
Strukturierung technischer Gesamtsysteme und deren Verfahren zur Ab-
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sicherung wird im Folgenden eine Gesamtfahrzeugmodellarchitektur für
das FMU eines Extended Range Electric Vehicle (EREV)1 erstellt. Damit
sollen in einem ersten Schritt Fahrleistungen und Energieverbrauch eines
Audi A1 e-tron abgeschätzt werden können. Diese werden in der Entwick-
lung genutzt, um Prognosen über das Beschleunigungsverhalten und die
dabei verbrauchten Energie anstellen zu können. Da in den frühen Phasen
des virtuellen Produktentstehungsprozesses einfache Modelle für generel-
le Aussagen zum Verhalten des Systems unter bestimmten Bedingungen
(z. B. Machbarkeitsstudien) ausreichen, während mit dem Fortschreiten des
Entwicklungsprozesses immer detailliertere Simulationsmodelle benötigt
werden [Dronka 2004, S.3], muss gemäß der Problemstellung und Ziel-
setzung aus Kapitel 1.1 eine beliebige Skalierung der Strukturelemente
gewährleistet werden. Um diese ebenfalls evaluieren zu können, wird das
System in einem zweiten Schritt um weitere Teilsysteme erweitert, die
als zusätzliches Anwendungsbeispiel eine Auslegung, Applikation und Ab-
sicherung der Betriebsstrategie für das Zu- und Abschalten eines Range
Extenders2 unter realitätsnahen Bedingungen ermöglichen.
4.4.1 Strukturierung einer
Gesamtfahrzeugmodellarchitektur
Gemäß der Einführung des Co-Simulationsprozesses in Kapitel 3.3.2 ist der
erste Schritt beim Aufbau eines FMU die Abbildung der Struktur im Co-
Simulationsprozessschritt „System Design“. Zu diesem Zweck wurden die
Elemente des in Abbildung 4.8 dargestellten Schemas einer Gesamtfahr-
zeugmodellarchitektur in dem Architekturwerkzeug SystemDesk abgebildet.
Eine detaillierte Darstellung des Architekturlayouts mit sämtlichen Signalen
und Schnittstellen ist im Anhang C.1 dargestellt.
Aufbau der ersten Ausbaustufe
Innerhalb der Gesamtfahrzeugmodellarchitektur sind in der ersten Ausbau-
stufe sämtliche relevante Funktionen dargestellt, die für eine Abschätzung
des Energieverbrauchs des FMU des Elektrofahrzeugs benötigt werden.
1 Extended Range Electric Vehicle: Elektrofahrzeug mit Reichweitenverlängerer
2 Range Extender : Zusatzaggregat zur Erhöhung der Reichweite elektrisch angetriebener
Fahrzeuge
67
4 Strukturierung und Absicherung technischer Gesamtsysteme















































Abb. 4.8: Schema einer Fahrzeugmodellarchitektur nach [Netter 2013c, S.6]
Diese ist in Abbildung 4.8 durch eine Strichpunktlinie von den aktuell noch
nicht benötigten Teilsystemen abgegrenzt. Gemäß dem zu identifizierenden
optimalen Bereich der Granularität aus Kapitel 4.2.1, der einen Kompromiss
aus hohem Potential für Wiederverwendbarkeit und geringem Anpassungs-
aufwand bedingt, hat sich bei Gesamtfahrzeugmodellarchitekturen eine
Unterteilung auf Fahrzeugkomponentenebene (wie z. B. dem Elektromotor
oder der Hochvoltbatterie) bewährt [Netter 2013c, S.5]. Basierend auf
dieser vergleichbaren Granularität sind in Abbildung 4.8 die Funktionen den
jeweiligen Domänen zugeordnet und mit Hilfe der jeweiligen Kategorien spe-
zifiziert. Letztere reduzieren sich auf diejenigen Kategorien der Funktionen,
die im Sinne des Simulationszwecks zur Ermittlung des Energieverbrauchs
und der Fahrleistungen des A1 e-tron relevant sind. Somit sind die darin
enthaltenen Funktionen der Kategorien „Elektrotechnik“, „Mechanik“ und
„Steuerung/Regelungstechnik“ zur Darstellung des elektrischen Verbrauchs
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und zur Ermittlung der Fahrleistung zwingend erforderlich, wohingegen
andere Kategorien vernachlässigt werden. So ist in Abbildung 4.8 z. B.
für die Funktion des Klimakompressors ausschließlich die Kategorie der
„Elektrotechnik“ enthalten, wohingegen dessen Funktion aus der Kategorie
„Thermodynamik“ nicht berücksichtigt wird. Die Verbindungen zwischen
den dargestellten Funktionen repräsentieren jeweils eine Vielzahl an Signa-
len, die zwischen den Funktionen ausgetauscht werden [Netter 2013c,
S.6]. Zum besseren Verständnis wird der prinzipielle Signalfluss erläutert.
Die Variablendatei „Zyklus“ ist zusammen mit der Globalparameterdatei
„Umgebung“ zu einer großen Datei „Randbedingungen“ zusammengefasst,
die damit sämtliche Werte beherbergt, die für alle Simulationsmodelle
gleichermaßen vorgegeben werden und nicht aus der Simulation gewonnen
werden. Davon werden die globalen Parameter aus der Datei „Umgebung“
für den Co-Simulationsprozessschritt „Parameterization“ aus Kapitel 3.3.2
benötigt, um sämtliche Simulationsmodelle mit identischen Werten zu
initialisieren. Die Variablen aus der Datei „Zyklus“ werden als Quelle für
die Soll-Werte des zu absolvierenden Fahrzyklus benötigt.
Damit Fahrleistungen und Energieverbrauch analysiert werden können,
müssen sämtliche leistungsrelevante Komponenten und Energiewandler
im Fahrzeugmodell enthalten sein. Dafür ist es sinnvoll, von der Domäne
„Antrieb“ auszugehen, da dieser Domäne die wesentlichen fahrleistungsre-
levanten Komponenten und Verbraucher bzw. Stromerzeuger zuzuordnen
sind. Darin soll, wie im oberen abgegrenzten Bereich von Abbildung 4.8
dargestellt, die mechanische Energie des Elektromotors, in der Abbildung
als „EModul“ bezeichnet, über das Vorderachsdifferential „DiffVA“ an die
„Räder“ geleitet werden. Die Funktion der Längsdynamik „FzgLängsD“ soll
daraus auf Basis der physikalischen Gesetzmäßigkeiten mit den Fahrwider-
standskräften unter anderem die Ist-Geschwindigkeit berechnen. Die dafür
benötigte Steigung wird von der Variablendatei „Zyklus“ bereitgestellt. Aus
dieser stammt auch die Soll-Geschwindigkeit, aus deren Abgleich mit der
Ist-Geschwindigkeit in der Antriebsregelung „AntriebsReg“ die Fahrpedal-
stellungen ermittelt werden, die zur Einhaltung der Soll-Geschwindigkeit
benötigt werden. In Abhängigkeit davon werden entweder das „EModul“
oder die „Bremsen“ angesprochen. Der Elektromotor soll die Informationen
über benötigte bzw. gelieferte, also rekuperierte Energie an die Funktion
der Hochvolt (HV)-Batterie „BattHV“ liefern, die Bestandteil der Domäne
„Elektrik/Elektronik“ im mittleren abgegrenzten Bereich in Abbildung 4.8
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ist. In Abhängigkeit von dem Batteriefüllstand soll die für die Funktion des
Range Extenders „RangeEx“ aus der Kategorie „Steuerung/Regelungstech-
nik“ vorgesehene Betriebsstrategie die Zu- bzw. Abschaltung der Funktion
„RangeEx“ aus der Kategorie „Elektrotechnik“ ermitteln. Die dabei gege-
benenfalls gewonnene Energie soll an die Hochvoltbatterie zurückgeführt
werden. Die Domäne „Aufbau“ aus dem unteren abgegrenzten Bereich
in Abbildung 4.8 beherbergt abschließend sämtliche Nebenverbraucher.
Dabei sollen die beiden HV-Verbraucher, die Positive Temperature Co-
efficient (PTC)3-Heizung, in der Abbildung als „PTC“ bezeichnet, und
der Klimakompressor („KlimaKo“) ihre Energie direkt aus der Hochvolt-
batterie beziehen. Die restlichen Niedervolt (NV)-Verbraucher sollen ihre
Energie aus dem ebenfalls der Domäne „Elektrik/Elektronik“ zugeordne-
ten Direct Current/Direct Current (DC/DC)4-Wandler („DC-Wandler“)
erhalten. Als Beispiel für die Darstellung einer Funktion in dem Archi-
tekturwerkzeug SystemDesk ist in Abbildung 4.9 das Architekturlayout
der Hochvoltbatterie aus der Kategorie „Elektrotechnik“ während des Co-
Simulationsprozessschritts „System Design“ veranschaulicht. Dabei handelt
es sich um ein maximales Setting aus dem MMU, wovon nicht alle für das
projektspezifische MU benötigt werden.
Abb. 4.9: Architekturlayout der Hochvoltbatterie (SystemDesk-Screenshot)
Wie anhand der Fahrzeugmodellarchitektur in Abbildung 4.8 erläutert und
in den Eingangssignalen in der linken Hälfte in Abbildung 4.9 dargestellt,
3 Positive Temperature Coefficient Thermistor: keramischer Halbleiter mit positivem
Temperaturkoeffizienten, also Material, dessen Leitfähigkeit mit steigenden Tempe-
raturen sinkt und damit selbstregulierend agiert. Wird im Kraftfahrzeugbereich als
Zusatzheizung verwendet
4 DC/DC-Wandler: Gleichspannungswandler, also elektrische Schaltung, die Gleichspan-
nung in Gleichspannung mit höherem, niedrigerem oder invertiertem Spannungsniveau
umwandelt
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erhält die Funktion Information über die jeweils fließende elektrische Leis-
tung des Range Extenders „RangeEx“, dem Elektromotor „EModul“ , der
PTC-Heizung „PTC“, dem Klimakompressor „KlimaKo“ und dem DC/DC-
Wandler „DCWandler“. Diese Funktionen sind jeweils der Kategorie „Elek-
trotechnik“ zuzuordnen. Das Vorzeichen des übergebenen Wertes definiert,
ob es sich dabei um gelieferte oder angeforderte Energie handelt. Bei dem
vorletzten Eingangssignal handelt es sich um die Initialisierungstemperatur,
die aus der Parameterdatei „Umgebung“ geliefert werden soll. Das letzte
Eingangssignal beherbergt ein Reset-Bit, dessen Bedeutung im folgenden
Teilkapitel erläutert wird. Aus den Interaktionsbeziehungen mit den anderen
Funktionen des Architekturentwurfs ergeben sich diverse Anforderungen an
die Funktion „BattHV“. So wird z. B., wie in der rechten Hälfte in Abbildung
4.9 dargestellt, vom Elektromotor „EModul“ die Klemmenspannung in Volt
und sowohl von den beiden Funktionen „RangeEx“ und „AntriebsReg“ der
State of Charge (SoC)5 in Prozent gefordert. Generell beschränken sich
in dem Beispiel die Signale auf Inhalte einer Funktion aus der Kategorie
„Elektrotechnik“, wohingegen andere Signale der Komposition „BattHV“
in anderen Funktionen berechnet werden können. So kann z. B. die sich im
Betrieb einstellende Batterietemperatur mit Hilfe der Funktion „BattHV“
aus der Kategorie „Thermodynamik“ berechnet werden.
Skalierung der Gesamtfahrzeugmodellarchitektur
Um die Skalierbarkeit des Modularisierungsansatzes, der hierarchischen
Strukturelemente und der Signal- und Schnittstellendefinition bewerten zu
können, wird die Gesamtfahrzeugmodellarchitektur um weitere Teilsysteme
erweitert. Als Evaluationsbeispiel soll eine Auslegung, Applikation und
Absicherung der Betriebsstrategie für das Zu- und Abschalten des Range
Extenders unter realitätsnahen Bedingungen ermöglicht werden. Zu diesem
Zweck werden für das Lastprofil nicht mehr Soll-Werte eines normierten
Fahrzyklus aus der Variablendatei „Zyklus“ verwendet, sondern Daten,
die denen einer realen Testfahrt entsprechen. Um von den Vorteilen einer
virtuellen Entwicklung profitieren zu können, werden dafür reale Strecken
in einem virtuellen Umfeld reproduziert und von einem virtuellen Fahrer
absolviert, um so die elektrischen Komponenten des virtuellen Prototyps
computergestützt an reale Gegebenheiten anpassen zu können.
5 State of Charge: Ladezustand der Traktionsbatterie eines Elektrofahrzeugs
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Dies ist durch eine sogenannte Simulation in einer geschlossenen Schleife
(engl. Closed-Loop Simulation) möglich, da dort durch eine direkte Inter-
aktion sowohl Einfluss als auch Auswirkung einer Modifikation an einer
Fahrzeugkomponente bei verschiedenen Fahrertypen und unterschiedlichen
Strecken untersucht werden können. Für einen solchen Aufbau müssen die
bei der Definition der Strukturelemente in Kapitel 4.2.1 eingeführten Kraft-
fahrzeugdomänen des Fahrzeugmodells, wie in Abbildung 4.10 dargestellt,










Abb. 4.10: Relevante Komponenten in einer Closed-Loop Simulation
In Ergänzung zu den bereits vorhandenen Funktionen des Gesamtfahr-
zeugmodells wird für die Interaktion mit dem virtuellen Umfeld und dem
virtuellen Fahrer ein Modell für die Fahrzeugquerdynamik benötigt, welches
innerhalb der zusätzlichen Domäne „Fahrwerk“ angeordnet ist. Diese ist in
Ausbaustufe II dargestellt, die die vollständige Architektur aus Abbildung
4.8 umfasst. Dementsprechend müssen die bereits vorhandenen Schnitt-
stellen im Gesamtfahrzeugmodell ergänzt und angepasst werden, um die
Kommunikation der vorhandenen Funktionen mit dem Querdynamikmodell
zu ermöglichen.
Für eine exakte Positionierung des zu simulierenden Fahrzeugs in dem
virtuellen Umfeld benötigt die Umfeldsimulation analog Abbildung 4.11
aus der Kategorie „Mechanik“ von dem Gesamtfahrzeugmodell Informatio-
nen über die Soll-Positionen, Geschwindigkeiten und Beschleunigungen an
sämtlichen Radaufstandspunkten und dessen Neigungen um die Längsachse,
Querachse und Hochachse, welche von der Funktion „Fahrzeugquerdynamik“
bereitgestellt werden.
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Abb. 4.11: Architekturlayout des virtuellen Umfelds (SystemDesk-Screenshot)
Für eine realitätsnahe Animation des Fahrzeugs werden darüber hinaus
auch der Radlenkwinkel und sowohl die Raddrehung als auch die Einfede-
rung an allen Rädern gefordert. Optional können dem virtuellen Umfeld
auch Informationen über aktive Beleuchtungselemente zur Verfügung ge-
stellt werden. Dieses liefert im Gegenzug auf Basis der zu absolvierenden
Strecke die Ist-Positionen, Steigungen und Haftreibungsbeiwerte an das
Gesamtfahrzeugmodell zurück. Darüber hinaus wird aus der Funktion „vir-
tuelles Umfeld“ ein Reset-Bit an sämtliche übrige Teilsysteme versendet,
welches bei Grenzwertüberschreitungen einen zeitsynchronen Reset einer
Closed-Loop Simulation ermöglicht.
Mit Hilfe des in Abbildung 4.12 dargestellten virtuellen Fahrers aus der
Kategorie „Steuerung/Regelungstechnik“ werden die Soll-Werte für die
Längs- und Querdynamik bestimmt.
Dieser erhält von der Funktion „Fahrzeugquerdynamik“ aus der Kategorie
„Mechanik“ ebenfalls Informationen über die Positionen, Geschwindigkei-
ten und Beschleunigungen an sämtlichen Radaufstandspunkten. Darüber
hinaus werden auch hier die Neigungen um die Längsachse, Querachse und
Hochachse benötigt. Auf Basis der exakten Lokalisierung des Fahrzeugs
kann der virtuelle Fahrer durch einen Abgleich mit der zu absolvierenden
Strecke und einem voreingestellten Fahrer-Regelungstyp (z. B. slow, normal,
hasty) die Soll-Beschleunigung und den Soll-Radlenkwinkel bestimmen.
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Abb. 4.12: Architekturlayout des virtuellen Fahrers (SystemDesk-Screenshot)
Diese können in entsprechende Fahr- bzw. Bremspedalstellungen und Soll-
Lenkradwinkel umgerechnet und dem Fahrzeugmodell bereitgestellt werden.
4.4.2 Absicherung einer Gesamtfahrzeugmodellarchitektur
Zur Absicherung der erstellten Gesamtfahrzeugmodellarchitektur werden
im Folgenden die in Kapitel 4.3 vorgestellten Maßnahmen angewendet.
Dazu wird einerseits überprüft, ob die Schnittstellen der darin enthaltenen
Funktionen zueinander passen und andererseits diejenigen Funktionsgrup-
pen identifiziert, welche mit Hilfe aufgezeichneter Messdaten theoretisch
validiert werden könnten.
Absicherung auf Basis der Gesamtfahrzeugmodellarchitektur
Bei der Erstellung einer Gesamtfahrzeugmodellarchitektur handelt es sich
um einen generischen Prozess, bei dem fehlende Funktionsschnittstellen
sukzessive in den Funktionen im MMU ergänzt bzw. Funktionen und
Schnittstellen bei der Ableitung und Anpassung eines projektspezifischen
MUs aus dem MMU entfernt werden. Dementsprechend wichtig ist die
Absicherung der Schnittstellen in dem Schritt „System Design“. Um den
formalen Nachweis der Korrektheit der Struktur zu erbringen, wird gemäß
der Beschreibung zur Absicherung der Gesamtsystemarchitektur aus Kapitel
4.3.1 überprüft, ob innerhalb des MUs alle Eingänge mit Ausgängen anderer
Funktionen verknüpft sind. Ist dies nicht der Fall, müssen die Eingänge
zumindest über eine Parameterdatei, wie den in dem Evaluationsbeispiel
verwendeten Randbedingungen, mit Daten versorgt werden.
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Existiert nicht für jede Ausgangsschnittstelle eine dazugehörige Eingangs-
schnittstelle, wird vom Signal Manager eine Warnung ausgegeben und die
betroffenen überflüssigen Signale werden angezeigt. Ein aus einer solchen
Gesamtsystemarchitektur erzeugtes FMU wäre auf Kosten der Simula-
tionsdauer noch simulierbar, da bei einer Simulation die überflüssigen
Ausgangsgrößen zwar berechnet, aber nicht abgerufen werden. Wird jedoch
nicht jede Eingangsgröße von einer anderen Ausgangsgröße mit Daten vor-
sorgt, wäre das System nicht mehr simulierbar, da die für eine Berechnung
innerhalb der betroffenen Funktion benötigten Eingangsgrößen fehlen wür-
den. In diesem Fall wird ein Fehler ausgegeben. Dementsprechend müssen
weitere Signale aus bereits bestehenden Funktionen bereitgestellt oder ge-
gebenenfalls weitere Funktionen, die die benötigten Inhalte liefern können,
in die Gesamtsystemarchitektur eingebunden werden. Ist die Struktur kon-
sistent, kann das MU in eine Mock-Up-Beschreibungsdatei und dabei auch
jede Funktion in eine Abstract-Model-Beschreibungsdatei exportiert werden.
Deren Aufbau wird im Anhang in Kapitel C.2 exemplarisch anhand des
hier verwendeten Evaluationsbeispiels erläutert.
Absicherung der Simulationsmodelle
Um später die in die Gesamtfahrzeugmodellarchitektur implementierten
Simulationsmodelle absichern zu können, wird geprüft, ob für alle Schnitt-
stellen Daten verfügbar sind. Die dafür verwendeten Realdaten stammen
aus realen A1 e-tron Prototypen, welche 2011 im Rahmen eines Pilot-
projekts mit 20 Fahrzeugen über einen Zeitraum von zwei Monaten von
Kunden im Großraum München bewegt worden sind. Zur Erfassung der
Daten wurden die Fahrzeuge mit Datenloggern ausgestattet. Um die Quan-
tifizierung unabhängig von dem Simulationswerkzeug, in dem die jeweiligen
Simulationsmodelle implementiert sind, durchführen zu können, wurden die
Messdaten aus dem proprietären Loggerformat in das allgemein verarbeit-
bare Comma-Separated-Value (CSV)-Format konvertiert. Dabei handelt es
sich um ein Freitextformat, welches den Austausch von Daten über eine
Vielzahl an Simulatoren unterstützt [Bray 2008].
Zur Überprüfung wird der in Kapitel 4.3.2 eingeführte Algorithmus zur
Absicherung von Simulationsmodellen eingesetzt. Erwartungsgemäß stehen
nicht für alle Signale Messdaten aus dem Flottenversuch zur Verfügung,
weswegen einzelne Funktionen mit fehlenden Schnittstelleninformationen
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zu Funktionsgruppen aggregiert werden [Butterer 2012, S.73]. Die Er-




































Abb. 4.13: Unterteilung in Funktionsgruppen nach [Netter 2013a, S.46]
Bei der Analyse der Funktion „Bremsen“ wurde ermittelt, dass diese mit
den Funktionen „AntriebsReg“, „EModul“, „DiffVA“, „Räder“ und „Fz-
gLängsD“ gekoppelt werden muss, um validiert werden zu können. Aufgrund
dessen wurden alle genannten Funktionen zur Funktionsgruppe „FG_1“ zu-
sammengefasst. Aus der Untersuchung von den Funktionen „AntriebsReg“
resultierte die Notwendigkeit der Kopplung mit der Funktion „EModul“
zur Funktionsgruppe „FG_2“. Dementsprechend bedingt die Analyse der
Funktion „EModul“ umgekehrt die Kopplung mit der Funktion „Antriebs-
Reg“. Durch die sukzessive Untersuchungen sämtlicher Funktionen folgte,
dass lediglich die Funktionen „RangeEx“ aus der Kategorie „Steuerung/Re-
gelungstechnik“ und „RangeEx“ aus der Kategorie „Elektrotechnik“ direkt
validierbar sind und somit keine weiteren Partner für eine Quantifizierung
benötigen. Alle weiteren unter Einsatz des Suchalgorithmus identifizierten





„The choice of the best model is often viewed as the problem of
choosing the appropriate level of detail, and this is considered
one of the most difficult aspects of the modelling process, and
one which has a major effect on the successfulness of the project“
[Brooks 1996, S.2].
Nachdem in Kapitel 4 durch die Definition einer Gesamtsystemarchitektur
die Grundlagen für ein FMU geschaffen worden sind, können die für die
Simulation benötigten Simulationsmodelle in die nun festgelegte Struktur
eingebunden werden. Dazu werden, gemäß dem Co-Simulationsprozess aus
Kapitel 3.3.2, im Prozessschritt „Model Design“ die Funktionen und deren
Schnittstelleninformationen aus den Abstract-Model-Beschreibungsdateien
dem für deren Implementierung am besten geeigneten Simulator zugewiesen.
In die daraus resultierenden Modeltemplate-Beschreibungsdateien können
dann im Prozessschritt „Modelling“ die jeweils benötigten Funktionalitäten
implementiert werden.
Die Modellerstellung kann analog den Grundlagen der Modellbildung
aus Kapitel 2.2.1 nach unterschiedlichen Modellbildungsvarianten erfolgen,
weswegen beliebig viele Modelle unterschiedlicher Detaillierung möglich sind
[Kübler 2000, S.15]. Somit stellt sich im Prozessschritt „Modelling“ gemäß
dem einführenden Zitat aus dem Beitrag „Choosing the Best Model: Level
of Detail, Complexity, and Model Performance“ die Frage, wie detailliert
und damit komplex die ausführbaren Modelle abgebildet werden müssen.
Dieses Problem, aus einer Vielzahl an konkurrierenden Nachbildungen
von Datensätzen die bestmögliche auszuwählen, wird als „Modellselektion“
bezeichnet [Pitt 2002, S.472]. Um anhand definierter Kennzahlen zwi-
schen einfachen und komplexen Modellen unterscheiden zu können, müssen
geeignete Attribute identifiziert werden [Brooks 1996, S.1].
77
5 Quantifizierung der Simulationsmodellkomplexität
Zu diesem Zweck wird zunächst der Begriff der Komplexität definiert,
um ein gemeinsames Verständnis für die weiteren Schritte zu schaffen.
Basierend darauf werden Merkmale identifiziert und appliziert, die eine
Quantifizierung der Simulationsmodellkomplexität ermöglichen. Das Po-
tential der Attribute für eine Komplexitätsquantifizierung wird anhand
verschieden komplexer Implementierungen zweier Teilsysteme evaluiert.
5.1 Definition der
Simulationsmodellkomplexität
Gemäß Myung [Myung 1999, S.2] bezeichnet die Modellkomplexität die
Flexibilität eines Modells, die es ihm gestattet, sich einem breiten Bereich
von Datensätzen (z. B. Wahrscheinlichkeitsverteilungen von Beobachtungen,
die von der Modellgleichung erzeugt werden) anzupassen. Dabei wird die
Gesamtheit aller Datensätze, die bei einem Versuch beobachtet werden
können, als „Datenraum“ (engl. Data (Model) Space) bezeichnet. Dieser ist
in der oberen Hälfte von Abbildung 5.1 dargestellt.
Data (Model) Space
Ms Mc
Simple Model (Ms) Complex Model (Mc) 
Abb. 5.1: Einfaches und komplexes Simulationsmodell im Datenraum nach [Myung
2000, S.192]
Jeder Punkt innerhalb dieses Datenraums entspricht einem festgelegten Da-
tensatz. Verschiedene Modelle überspannen darin unterschiedliche Bereiche
innerhalb dieses Datenraums, weswegen es zulässig ist, diesen Raum auch
als die Gesamtheit sämtlicher Modelle zu interpretieren. Die Größe des von
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einem Modell eingenommenen Bereichs korreliert mit dessen Komplexität
[Myung 2000, S.192]. Einfache Modelle, in der oberen Hälfte von Abbil-
dung 5.1 als „Ms“ bezeichnet, können nur einen relativ kleinen Bereich des
Datenraums einnehmen, da sie aus einfachen spezifischen Strukturen mit
wenigen Parametern bestehen. Dementsprechend ermöglicht eine Variation
der Parameter, wie in der linken unteren Hälfte von Abbildung 5.1 darge-
stellt, lediglich eine geringfügige Anpassung an verschiedene Datenpunkte.
Nur ähnliche Datensätze, die sich innerhalb des Raums befinden, der von
dem einfachen Modell überspannt wird, können exakt reproduziert werden.
Somit reicht bereits eine geringe Variation der Daten aus, um festzustellen,
ob die Grenzen des von den Systemgleichungen darstellbaren Raums über-
schritten worden sind, weswegen einfache Modelle leicht validiert werden
können. Im Gegensatz dazu umfassen komplexe Modelle, die in der oberen
Hälfte von Abbildung 5.1 als „Mc“ bezeichnet werden, einen größeren Be-
reich im Datenraum. Diese komplexen Modelle bestehen in der Regel aus
nichtlinearen Gleichungen, die es ihnen in Kombination mit einer Vielzahl
an Parametern gestatten, sich unterschiedlichen Datensätzen anzupassen.
Die daraus resultierende große Bandbreite möglicher Funktionsverläufe, mit
deren Hilfe auch stärker variierende Datenpunkte repräsentiert werden kön-
nen, sind in der rechten unteren Hälfte von Abbildung 5.1 veranschaulicht
[Myung 2000, S.191].
5.2 Quantifizierung der Modellkomplexität
Gemäß der Definition von Systemen in Kapitel 2.1.2 wird das Systemver-
halten durch die Systemstruktur und durch die Systemparameter definiert.
Diese werden aus statistischer Sicht über die folgenden drei Aspekte der
Komplexität festgelegt: die Anzahl der Parameter, deren funktionale Form,
also die Art und Weise, in der die Parameter miteinander in der Modellglei-
chung verknüpft werden [Myung 1999, S.2], und der Parameterwertebe-
reich, durch den die Anzahl der berücksichtigten Parameterkombinationen
definiert wird [Vanpaemel 2009, S.1]. Zu deren Quantifizierung können
verschiedene Kennzahlen herangezogen werden, wie die parametrische Kom-
plexität (engl. Parametric Complexity (PC)), die stochastische Komplexität
(engl. Stochastic Complexity (SC)) und die geometrische Komplexität (engl.
Geometric Complexity (GC)).
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5.2.1 Parametrische Komplexität
Von diesen Kennzahlen ist die parametrische Komplexität (PC) die ge-
bräuchlichste Größe, die ausschließlich die Anzahl der Parameter k berück-
sichtigt. Je mehr Parameter ein Simulationsmodell hat, desto höher ist
dessen parametrische Komplexität. Damit ist die Korrelation zwischen der
PC und dem Begriff der Komplexität leicht nachvollziehbar und analog
Formel 5.1 auch leicht zu berechnen [Vanpaemel 2009, S.2]:
PC = k (5.1)
Allerdings wird mit der Anzahl der Parameter lediglich ein Aspekt der
Komplexität berücksichtigt. Dies kann mitunter zu einer unzureichenden
Quantifizierung führen, was an folgenden Gleichungen mit jeweils genau
einem Parameter deutlich wird:
y = au (5.2)
y = au2 (5.3)
y = au3 (5.4)
Für diese Beispiele resultiert aus der Berechnung mit Formel 5.1 eine
identische Komplexität von PC= 1. Allerdings verfügen die dargestellten
Polynome unterschiedlicher Ordnung über eine unterschiedliche Flexibilität,
sich gegebenen Daten anzupassen, weswegen, gemäß der Definition der
Komplexität aus Kapitel 5.1, von unterschiedlichen Komplexitäten ausge-
gangen werden muss. Dementsprechend erfüllt eine Quantifizierung mit
der PC zwar eine notwendige, aber keine hinreichende Bedingung, da ein
Modell mit einer höheren Anzahl an Parametern zwar komplexer sein kann,
aber nicht jedes komplexere Modell zwangsläufig eine höhere Anzahl an
Parametern besitzt.
5.2.2 Stochastische Komplexität
Die stochastische Komplexität (SC) hat ihren Ursprung in der Muster-
und Strukturerkennung. Dabei wird die SC als die kürzestmögliche Länge
eines Codes definiert, der die regelmäßigen statistischen Eigenschaften
der beobachteten Daten erfasst und gleichzeitig Redundanzen vermeidet
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[Rissanen 1986, S.1080]. Diese wird folgendermaßen formuliert [Myung
1999, S.3]:













im ersten Term dem MLE Estimate,
also der optimalen Parameterkombination, die die Likelihood-Funktion auf
Basis der beobachteten Daten maximiert.
∣∣∣∣∣∣H(θ̂)∣∣∣∣∣∣ repräsentiert im zweiten
Term den Absolutbetrag der Determinante der Hesse-Matrix von der Minus-
Log-Likelihood-Funktion für θ̂. In der Literatur wird der Absolutbetrag
der Determinante nicht explizit beschrieben. Da aber die Determinante der
Hesse-Matrix durchaus negative Werte annehmen kann und die Logarith-
musfunktion im negativen Bereich nicht definiert ist, wird im Rahmen dieser
Arbeit der Absolutbetrag für die Berechnung der SC gemäß Gleichung 5.5
verwendet.
Die Ermittlung der Likelihood-Funktion und die Bestimmung des MLE
Estimates, welches beiden Termen aus Gleichung 5.5 zugrunde liegt, wurde
bei der Vorstellung der Parameteridentifikation mit der Methode der maxi-
malen Wahrscheinlichkeit in Kapitel 2.3.1 bereits beschrieben und wird im
Anhang in Kapitel B.1 exemplarisch durchgeführt.
Gemäß Myung ist die Minus-Log-Likelihood-Funktion im ersten Term
aus Gleichung 5.5 ein Maß für die fehlende Güte eines Modells, beobachtete
Daten beschreiben zu können. In Ergänzung dazu stellt die Hesse-Matrix
im zweiten Term ein Maß für die Modellkomplexität dar [Myung 1999,
S.3]. Dieser wird auch von Grünwald in der Abkürzung „COMP“ (für
Complexity) als Komplexitätsmaß verwendet [Grünwald 2005]. Da im
Rahmen dieser Arbeit nach einem geeigneten Maß zur Quantifizierung der
Simulationsmodellkomplexität gesucht wird, wird im Folgenden ausschließ-
lich der zweite Term berücksichtigt. Um dieses von der ursprünglichen






Damit ermöglicht die SC∗ über die Dimensionen der Hesse-Matrix nicht nur
die Erfassung der Anzahl der Parameter, sondern ebenfalls eine Beurteilung
der funktionellen Darstellungsform. Dementsprechend handelt es sich bei der
SC∗ im Vergleich zur PC um ein umfassenderes Quantifizierungsmerkmal.
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Bei nicht-linearen Wahrscheinlichkeitsverteilungen mit mehreren Parame-
tern kann das MLE Estimate nicht analytisch über die bei der Vorstellung
der Methode der höchsten Wahrscheinlichkeit in Kapitel 2.3.1 dargestellte
Form aus Gleichung 2.12 ermittelt werden [Myung 2003, S.93]. In sol-
chen Fällen kann der mehrdimensionale Parameterraum unterteilt und die
daraus resultierenden Segmente durchsucht werden. Allerdings hat dabei
eine Quantifizierung mit dem SC∗ den Nachteil, dass für die numerische
Berechnung des MLE Estimate Stützstellen und damit Schrittweiten für
die Parameter vorgegeben werden müssen, weswegen θ̂ nur approximiert
werden kann. Zusätzlich handelt es sich bei dieser Stelle lediglich um ein
lokales Maximum, da eine numerische Identifikation eines globalen Maxi-
mums der Likelihood-Funktion bei unbeschränktem Parameterwertebereich
nahezu unmöglich ist [Myung 2003, S.93f]. Da die Definition der SC∗
keine Grenzen für die Parameterwertebereiche vorsieht, besteht die Gefahr,
dass bei erneuter Parametrierung des Modells mit variierenden Parame-
terwertebereichen eine andere optimale Parameterkombination gefunden
wird, die die Likelihood-Funktion maximiert. Daraus resultiert dann auch
ein anderer Wert für die Determinante der Hesse-Matrix und damit ein
anderer Wert für die SC∗, weswegen die Kennzahl variant unter Reparame-
trierung ist. Somit beeinflussen Schrittweite und Parameterwertebereich
die stochastische Komplexität.
5.2.3 Geometrische Komplexität
Die geometrische Komplexität (GC) hat ihren Ursprung in der Differential-
geometrie und ist ein Maß für die Anzahl unterscheidbarer Wahrscheinlich-
keitsverteilungen. Diese spannen, wie in Abbildung 5.2 dargestellt, einen
hyperdimensionalen Raum auf, der als „Riemannsche Mannigfaltigkeit“
bezeichnet wird [Myung 1999, S.5].
Die Anzahl der Achsen korreliert darin mit der Anzahl der Parameter.
Da in dem hier verwendeten Beispiel nur die beiden Parameter θi und
θj in die Betrachtung einfließen, kann diese als zweidimensionale Fläche
dargestellt werden. Innerhalb der Riemannschen Mannigfaltigkeit wird jede
Wahrscheinlichkeitsverteilung durch einen Punkt veranschaulicht, welcher
aus einem mathematischen Modell unter Verwendung der Parameter, die
zu den jeweiligen Koordinaten gehören, resultiert. Exemplarisch sind in der
Abbildung 5.2 drei solche Punkte veranschaulicht.
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Abb. 5.2: Riemannsche Mannigfaltigkeit [Pitt 2002, S.478]
Gemäß Myung [Myung 2003, S.91] wird ein Modell durch die Gesamtheit
an Wahrscheinlichkeitsverteilungen definiert, die von den Modellparametern
festgelegt wird. Dabei ist, der Definition der Komplexität aus Kapitel 5.1
folgend, ein Modell umso komplexer, je breiter der Bereich an Datensätzen
ist, an die das Modell durch Parameteranpassung angepasst werden kann.
Dementsprechend steigt die Komplexität eines Modells mit der Anzahl an
Wahrscheinlichkeitsverteilungen die dafür erstellt werden können. Da diese
Anzahl theoretisch unendlich groß ist, betrachtet Pitt lediglich unterscheid-
bare Wahrscheinlichkeitsverteilungen [Pitt 2002, S.478]. Die Ähnlichkeit
zweier Wahrscheinlichkeitsverteilungen korreliert mit deren Distanz s in-
nerhalb der Riemannschen Mannigfaltigkeit, deren Entfernung ein Maß für
die Unterscheidbarkeit darstellt. Dieser Abstand zwischen zwei Positionen





Darin entspricht k der Anzahl der Parameter θ =
(
θ1, . . . , θk
)
. Iij(θ) ist
die Fisher-Informationsmatrix (bzw. der Riemannsche Krümmungstensor),








, i, j ∈ {1, . . . , k} (5.8)
In dieser Gleichung entspricht E dem Eigenwert der nach allen Parame-
tern abgeleiteten Wahrscheinlichkeitsverteilung f(z|θ). Die Darstellung der
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Zwei Wahrscheinlichkeitsverteilungen können gemäß Balasubramanian nicht
mehr voneinander unterschieden werden, wenn die Wahrscheinlichkeit, dass
eine Wahrscheinlichkeitsverteilung für eine andere Wahrscheinlichkeitsver-
teilung gehalten wird, nahezu dem Wert eins entspricht [Balasubramani-
an 1997, S.366]. Damit kann das Volumen eines Parameterraums, welcher
nicht mehr voneinander unterscheidbare Wahrscheinlichkeitsverteilungen





||I(θ)|| repräsentiert darin den Absolutbetrag der Determinante der Fisher-
Informationsmatrix, ε eine infinitesimal kleine positive Konstante und k die
Anzahl der Parameter. Auch hier wird der Absolutbetrag der Determinante
in der Literatur nicht explizit beschrieben. Da aber die Determinante der
Fisher-Informationsmatrix analog zur Hesse-Matrix durchaus negative Wer-
te annehmen kann und das Volumen eines Parameterraums keine negativen
Werte annehmen darf, wird über den Absolutbetrag stets ein positiver Wert
gewährleistet. Im Umkehrschluss zur Definition des Volumens repräsentiert
das inverse Volumen 1V (θ) die Anzahl unterscheidbarer Wahrscheinlichkeits-
verteilungen innerhalb eines Volumens im Parameterraum. Somit kann die
Anzahl N sämtlicher unterscheidbarer Wahrscheinlichkeitsverteilungen, die
durch ein Modell definiert werden, durch das Integral über den gesamten






∫ ||I(θ)|| 12 dθ
ε(2π) k2
(5.11)
Mit der von Myung getroffenen Festlegung für n Messpunkte ||I(θ)|| =
nk ||I1(θ)|| resultiert daraus unter Anwendung des Logarithmus die geome-
trische Komplexität GC [Myung 1999, S.5]:
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Darin ermöglicht k im ersten Term eine Bewertung der Anzahl der Parame-
ter. Mit I(θ) im zweiten Term wird deren funktionale Form erfasst [Van-
paemel 2009, S.2]. Durch das Integral über I(θ) wird darüber hinaus auch
der Parameterwertebereich als dritter Aspekt der Komplexität definiert,
weswegen die GC im Gegensatz zur SC invariant unter Reparametrierung
ist. Damit ist die GC in Relation zur PC und SC das umfassendste Quanti-
fizierungsmerkmal, da sie alle drei Aspekte der Komplexität berücksichtigt.
Durch den Absolutbetrag der Determinante der Fisher-Informationsmatrix
wird zudem gewährleistet, dass stets der Logarithmus einer positiven Zahl
gebildet wird, wodurch die gewählte Notation aus Gleichung 5.10 bestätigt
wird. Allerdings sei an dieser Stelle darauf hingewiesen, dass beide Terme
aufgrund der Logarithmusfunktionen für weniger als n = 6 Werte bzw. klei-
ne Beträge von I(θ) durchaus negative Werte annehmen können. Aufgrund
dessen wird der Absolutbetrag der GC als Maß für die Entfernung der Mo-
dellparameterkombination im Parameterraum vom Koordinatenursprung
definiert, welcher für ein Modell der Komplexität null steht [Ghorbel
2014, S.77].
5.3 Applikation der Quantifizierungsmerkmale
auf Simulationsmodelle
Nachdem nun verschiedene Verfahren zur Komplexitätsquantifizierung
vorgestellt worden sind, sollen diese auf Simulationsmodelle angewendet
werden. Wie bei der Problemstellung und Zielsetzung in Kapitel 1.1 er-
läutert, wird dazu auf Basis verfügbarer Messungen aus einer Klasse an
Kandidatenmodellen das jeweils optimale Modell identifiziert und mit Hilfe
der vorgestellten Verfahren die Simulationsmodellkomplexität bewertet.
Dabei wird im ersten Teilkapitel zunächst von einer unabhängigen Messung
ausgegangen, um die grundlegende Annahme einer Gaußschen Normal-
verteilung für die Messwerte einzuführen. Da es sich bei den Messwerten
technischer Systeme jedoch weitestgehend um zeitlich voneinander ab-
hängige Größen handelt, wird die getroffene Annahme in einem weiteren
Beispiel um diesen Aspekt erweitert. In diesem Kontext wird auch der
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Zusammenhang zwischen der Methode der höchsten Wahrscheinlichkeit
und der Methode der kleinsten Quadrate hergeleitet, der eine analytische
Quantifizierung im Fall normal verteilter Messwerte gestattet.
5.3.1 Komplexitätsquantifizierung bei
unabhängiger Messung
Die Komplexitätsquantifizierung wird zunächst anhand des in Abbildung
5.3 dargestellten, linearen Modells mit konstanter Systemeingangsgröße
u = 1 eingeführt. Da die Quantifizierung von SC∗ und GC die Likelihood-
Funktion voraussetzt, wird für dieses Modell eine Parameteridentifikation
mit der Methode der höchsten Wahrscheinlichkeit durchgeführt. Mit Hilfe
des Parameters θ, der die Eingangsgröße u über die in Abbildung 5.3
dargestellte Systemstruktur mit der Ausgangsgröße y verknüpft, soll dabei
die Ausgangsgröße des Modells an eine Reihe von Messwerten angepasst
werden, welche von einem realen System erzeugt worden sind und in
diesem Beispiel voneinander unabhängig sind. Ziel ist somit zunächst die
Identifikation des Parameterwertes θ, der mit höchster Wahrscheinlichkeit
die beobachteten Daten erzeugt hat, um mit diesem Zwischenergebnis
anschließend die Modellkomplexität zu quantifizieren.
Abb. 5.3: Linearmodell für eine Quantifizierung bei unabhängiger Messung
Analog zu der im Anhang B.1 durchgeführten Parameteridentifikation am
Beispiel eines Urnenversuchs muss zunächst eine Zufallsgröße festgelegt
werden. Für das hier betrachtete Linearmodell wird das Messergebnis des
realen Systems als Zufallsgröße Z mit den n Messpunkten zi als n-fache
Beobachtung interpretiert. Die n = 15 Werte sind in Tabelle 5.1 aufgelistet.
Tab. 5.1: Voneinander unabhängige Messdaten zur Parametrierung des Linearmodells



































5.3 Applikation der Quantifizierungsmerkmale auf Simulationsmodelle
Allerdings handelt es sich in diesem Beispiel im Gegensatz zum Urnen-
versuch nicht um einen Bernoulli-Versuch mit lediglich zwei möglichen
Ergebnissen. Analog der Arbeiten von Myung, Pitt und Zhang wird infolge
dessen die Annahme getroffen, dass die Messdaten um einen Erwartungs-
wert normal verteilt sind (vergleiche dazu [Myung 1999], [Myung 2000],
[Myung 2003] und [Pitt 2002]). Für eine solche Gaußsche Normalvertei-







2σ2 , i ∈ {1, . . . , n} (5.13)
Darin folgen die Messwerte zi einer normal verteilten Wahrscheinlichkeits-
verteilung mit der Standardabweichung σ um den Erwartungswert μ. Für
diesen repräsentiert der Mittelwert den besten erwartungstreuen Schätzer.
Somit könnte an dieser Stelle der Erwartungswert aus dem Mittelwert der
erfassten Messwerte zi ermittelt werden und damit für das Modell aus
Abbildung 5.3 mit konstanter Systemeingangsgröße u = 1 der Wert des
Parameters θ direkt abgelesen werden.
Wie eingangs beschrieben setzen die Quantifizierungsmerkmale jedoch
eine Parameteridentifikation mit Hilfe der Methode der maximalen Wahr-
scheinlichkeit voraus, bei der der Parameter über die Likelihood-Funktion
bestimmt wird. Allerdings muss dazu der Parameter θ in der Gaußschen
Normalverteilung berücksichtigt werden.
Zu diesem Zweck wird als weitere Annahme die Ausgangsgröße und
damit das Simulationsergebnis y als Erwartungswert interpretiert. Da die
Ausgangsgröße gemäß Abbildung 5.3 vom Parameter θ abhängt, wird die-
ser dadurch in die Gaußsche Normalverteilung eingebunden. Unter dieser
Annahme sind die Messdaten um das Simulationsergebnis normal ver-
teilt, womit die Wahrscheinlichkeitsverteilung f (z|θ) für einen bestimmten





2σ2 , i ∈ {1, . . . , n} (5.14)
Demnach folgen die Messwerte zi nicht mehr einer normal verteilten Wahr-
scheinlichkeitsverteilung mit einer Breite σ um den Erwartungswert μ,
sondern um den Mittelwert der Ausgangsgröße y. Da in diesem Beispiel das
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System mit der konstanten Eingangsgröße u = 1 beaufschlagt wird, handelt
es sich auch bei der Ausgangsgröße bei jeweils festen Parameter θ um
eine Konstante. Die Standardabweichung σ entspricht im Allgemeinen der






(zi − y)2 =
√
V ar(Z) (5.15)
Allerdings handelt es sich dabei, wie weiter unten im Text erläutert, ledig-
lich um eine asymptotisch erwartungstreue Abschätzung der Standardab-
weichung, die die tatsächliche Standardabweichung unterschätzt. Um die
daraus resultierende Abweichung zu kompensieren, wird die Gleichung für






Der aus dem Bereich des Qualitätsmanagements stammende Korrekturfak-








Darin steht Γ für die Eulersche Gammafunktion, welche eine Fakultätsfunk-
tion auf reelle nichtnegative Zahlen und komplexe Zahlen mit negativem
Realteil erweitert.
Hintergrund für die fehlende Erwartungstreue ist, dass die in σ enthaltene
Quadratwurzelfunktion eine nichtlineare und strikt konkave Funktion ist.
Für solch eine Funktion f(γ) gilt mit βj > 0 ∀j laut der Jensenschen











Daraus folgt für die Quadratwurzelfunktion mit βj = 1 und für γj =











5.3 Applikation der Quantifizierungsmerkmale auf Simulationsmodelle
Dabei repräsentiert der linke Term die erwartungstreue Standardabwei-
chung σ∗, die aus dem arithmetischen Mittelwert der Varianzen ermittelt
wird, wohingegen der rechte Term dem Erwartungswert der abgeschätz-
ten Standardabweichung, also der lediglich asymptotisch erwartungstreuen
Abschätzung, entspricht. Mit μ als Erwartungswert gilt:
√
μ(V ar(Z)) ≥ μ(
√
V ar(Z)) (5.20)





Daraus folgt, dass der Erwartungswert mehrerer abgeschätzter Standard-
abweichungen aus unterschiedlichen Beobachtungen derselben Zufallsgröße,
welcher aus der Summe der Wurzeln der jeweiligen Varianzen ermittelt
wird, immer kleiner oder gleich der erwartungstreuen Standardabweichung
σ∗ ist, die aus der Wurzel der Summen der jeweiligen Varianzen ermittelt
wird [Bourbaki 2015]. Diese Abweichung ist umso höher, je kleiner die
Anzahl der Messpunkte n ist [Sclove 2005]. Dementsprechend liefert σ eine
Unterschätzung der tatsächlichen Standardabweichung σ∗, weswegen im






2σ∗2 , i ∈ {1, . . . , n} (5.22)
Damit kann nun die für die Likelihood-Funktion erforderliche Wahrschein-
lichkeitsverteilung f (z|θ) berechnet werden. Da in diesem Beispiel ein
Modell mit nur einer Ausgangsgröße y betrachtet wird, sind die Funkti-
onsverläufe der daraus resultierenden Wahrscheinlichkeitsverteilung zweidi-
mensional, weswegen diese zudem graphisch veranschaulicht werden kann.
Für die Berechnung und Darstellung wird Matlab von The MathWorks
verwendet, welche für die numerische Berechnung von Matrizen optimiert
ist. Das Skript zur Berechnung der Quantifizierungsmerkmale für das hier
betrachtete Linearmodell befindet sich im Anhang D.
Die Anzahl der bei der Ausführung zu berücksichtigenden Stützstellen
resultiert in diesem Beispiel aus der Größe des Parameterwertebereichs
θmax − θmin, der dazugehörigen Schrittweite o und der Menge k der dabei
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zu identifizierenden Parameter θ. Im Allgemeinen hängt die Anzahl der zu
berechnenden Kombinationen und damit der Berechnungsaufwand l auch
noch von der Anzahl der zu verarbeitenden Messpunkte n ab, weswegen







Damit wird deutlich, dass der Berechnungsaufwand mit steigender Anzahl
an Beobachtungen, steigender Parameteranzahl, steigender Parameterwer-
tebereichsgröße und sinkender Schrittweite steigt. Um den Berechnungs-
aufwand zu reduzieren, sind Erfahrungswerte bei der Wahl des Parameter-
wertebereichs und eine geeignete Schrittweite hilfreich. In diesem Beispiel
wurde ein Parameterwertebereich θ ∈ [4.96, 5.03] bei einer Schrittweite von
o = 0.0005 verwendet, da dieser die Spannweite möglicher Simulations-
ergebnisse y vollständig abbildet und die relativ kleine Schrittweite eine
genaue Schätzung des MLE Estimates ermöglicht. Daraus kann für dieses
Beispiel mit n = 15 Messpunkten und k = 1 Parameter die Anzahl der zu





In diesem Beispiel kann die Zufallsgröße im Gegensatz zu einem Münzwurf
oder Würfelversuch beliebige Werte annehmen. Somit handelt es sich hier
um eine wert-kontinuierliche WDF. Mit Hilfe von Formel 5.22 werden für
jeden Parameterwert für alle Messwerte aus Tabelle 5.1 die dazugehörigen
Werte der WDF berechnet. Diese sind in Abbildung 5.4 exemplarisch für
den Parameterwert θ = 5 veranschaulicht.
Darin repräsentieren die Kreise die Resultate von f (z|θ = 5) für die 7
unterscheidbaren Werte der n = 15 Messpunkte aus Tabelle 5.1. Diese sind
für eine übersichtlichere Darstellung mit den Werten der dazugehörigen
WDF hinterlegt, welche über eine Hilfsmessgröße mit fiktiven Messwerten
im Wertebereich z ∈ [4.8, 5.2] bei einer Schrittweite von oHilf = 0.001
erzeugt worden ist. Die Ergebnisse für sämtliche Parameter und den jeweils
n = 15 Messpunkten werden in einer zweidimensionalen Matrix gespeichert,
wovon eine Dimension den Parameterwerten und die andere den Messwer-
ten zugeordnet werden kann. Im Gegensatz zur WF, wie sie bereits im
90
5.3 Applikation der Quantifizierungsmerkmale auf Simulationsmodelle




















Abb. 5.4: WDF f (z|θ = 5) für das Linearmodell bei unabhängiger Messung
Anhang in Kapitel B.1.1 am Beispiel der Binomialverteilung dargestellt
worden ist, können die Ergebnisse der hier dargestellten WDF Werte 	 1
annehmen, da nur das Integral einer WDF zu 1 normiert ist. Die Verläufe
der Wahrscheinlichkeitsdichtefunktionen für sämtliche Parameter aus dem
betrachteten Wertebereich θ ∈ [4.96, 5.03] sind in dem Plot in Abbildung
5.5 dargestellt.
Da für jeden Wert des Parameters θ und damit unterschiedlichen Werten
der Modellausgangsgröße y die erwartungstreue Standardabweichung σ∗
gemäß Formel 5.16 neu abgeschätzt wird, variiert der Wert der Streuung,
woraus unterschiedlich hohe und breite WDF resultieren. Dabei entspricht
das Integral einer jeden WDF gemäß den Erläuterung zu Abbildung 5.4
dem Wert 1.
Die Wahrscheinlichkeit, die Beobachtung zu erhalten, wird über die Li-
kelihood-Funktion beschrieben. Diese erhält man analog der Einführung
der Methode der maximalen Wahrscheinlichkeit aus Kapitel 2.3.1 für jeden
einzelnen Parameterwert aus dem Produkt seiner Einzelwahrscheinlichkei-
ten. An dieser Stelle der explizite Hinweis darauf, dass dabei für jeden
Parameterwert diejenigen Werte der WDF multipliziert werden, die mit den
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Abb. 5.5: WDF f (z|θ) für das Linearmodell bei unabhängiger Messung













Berechnet man die Likelihood-Funktion L (θ|z) für alle Werte des Mo-
dellparameters θ innerhalb des Wertebereichs und mit der festgelegten
Schrittweite, resultieren daraus die Likelihood-Funktionswerte in Abhän-
gigkeit von θ. Da dabei die mit den Messwerten korrelierenden Werte jeder
WDF in einen Punkt aggregiert werden, sinkt die Dimension der Ergebnis-
matrix um eins. Somit werden die Likelihood-Funktionswerte nicht mehr in
einer zweidimensionalen Matrix, sondern in einem Vektor gespeichert. In der
Ergebnisdarstellung in Abbildung 5.6 korrelieren die Abstände zwischen den
einzelnen Produkten mit der gewählten Schrittweite des Parameterwertes.
Analog den theoretischen Grundlagen aus Kapitel 2.3.1 und dem be-
reits exemplarisch parametrierten Urnenbeispiel aus dem Anhang B.1.2
muss der Parameter θ so gewählt werden, dass die Wahrscheinlichkeit,
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Abb. 5.6: Likelihood-Funktion L (θ|z) für das Linearmodell bei unabhängiger Messung
die beobachteten Daten zu erhalten, maximiert wird. Zu diesem Zweck





dazugehörige Parameterwert ermittelt. Für dieses Beispiel ergibt sich ein
Wert von 5.0857∗1016 als maximaler Likelihood-Funktionswert. Analog zur
WDF kann auch das MLE Estimate Werte 	 1 annehmen, da dieses gemäß
Formel 5.25 aus dem Produkt der Einzelwahrscheinlichkeiten resultiert,
die selbst ebenfalls Werte 	 1 annehmen können. Dieses MLE Estimate
korreliert in diesem Fall mit θ̂ = 5.0045 als optimalen Modellparameter-
wert. Bei diesem Wert handelt es sich in etwa um das arithmetische Mittel
der Messwerte und damit, aufgrund der linearen Systemgleichung, um ein
plausibles Ergebnis. Dieser Wert stützt damit die Zulässigkeit der eingangs
für dieses Verfahren getroffenen Annahme. Im Rahmen dessen sei darauf
hingewiesen, dass eine kleinere Schrittweite für die Werte des Parameters θ
und damit ein kleinerer Abstand zwischen den Stützstellen der Likelihood-
Funktion eine noch genauere Schätzung des MLE Estimates ermöglichen
würde. Allerdings steigt damit auch der Rechenaufwand aufgrund der
höheren Anzahl an zu berechnenden Kombinationen.
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Nachdem nun die Modellidentifikation abgeschlossen ist und damit der
Parameterwert identifiziert worden ist, der mit höchster Wahrscheinlich-
keit die Beobachtung erzeugt hat, kann die Komplexitätsquantifizierung
durchgeführt werden.
Da in diesem Beispiel lediglich ein Parameter k = 1 eingestellt werden
muss, resultiert für die parametrische Komplexität auf Basis von Gleichung
5.1 ein Wert von PC= 1.
Zur Ermittlung der stochastischen Komplexität muss gemäß der allge-
meinen Form aus Gleichung 5.6 zunächst die Hesse-Matrix gebildet werden.
Dies geschieht durch zweimaliges Ableiten der Minus-Log-Likelihood-Funk-
tion nach dem Parameter. Daraus wird dann analog Gleichung 2.13 die
Hesse-Matrix gebildet, indem das Minimum der abgeleiteten Minus-Log-
Likelihood-Funktion ermittelt wird. Da das Linearmodell nur von einem
Parameter k = 1 abhängig ist, entspricht in diesem Fall die Hesse-Matrix
direkt dieser Ableitung. Bei dem Absolutbetrag der Determinante der Hesse-
Matrix handelt es sich damit um den Absolutbetrag der zweiten Ableitung,
woraus SC∗ = 5.5226 resultiert.
Die geometrische Komplexität kann für dieses Beispiel mit einem Pa-
rameter k = 1 und n = 15 Messwerten unter Berücksichtigung des Para-
meterwertebereichs auf Basis der allgemeinen Form aus Gleichung 5.12
ermittelt werden. Zur Berechnung der Fisher-Informationsmatrix muss
die Likelihood-Funktion gemäß Formel 5.9 zunächst nach den Parametern
abgeleitet werden und davon der Eigenwert gebildet werden. Da in diesem
Fall das Linearmodell nur von einem Parameter abhängt, ist die Fisher-
Informationsmatrix ein Skalar, weswegen der Eigenwert direkt erfasst wer-
den kann. Zusammen mit dem ersten Term aus Gleichung 5.12 folgt ein
Wert von GC= 3.7472.
5.3.2 Komplexitätsquantifizierung bei
abhängiger Messung
Bei den Datensätzen, die für die Komplexitätsquantifizierung technischer
Systeme herangezogen werden, handelt es sich weitestgehend um zeitlich
voneinander abhängige Größen. Dementsprechend wird im Folgenden das
im letzten Teilkapitel 5.3.1 eingeführte Beispiel eines Linearmodells bei
unabhängiger Messung um den Fall einer abhängigen Messung erweitert.
In Ergänzung dazu hängen die meisten Simulationsmodelle von mehreren
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Eingangsgrößen und Parametern ab, weswegen nun auch diese Fälle mit
berücksichtigt werden.
Zu diesem Zweck wird erneut das in Kapitel B.2 im Anhang im Rahmen
der Regressionsanalyse mit der Methode der kleinsten Quadrate eingeführte
Beispiel eines Chemiekraftwerks verwendet. Dieses ist in Abbildung 5.7 sche-
matisch dargestellt. Da Rissanen dafür bereits Parameter identifiziert hat
(siehe [Rissanen 1987, S.96]), können auch hier die Ergebnisse abschließend
plausibilisiert werden.
Abb. 5.7: Simulationsmodell für eine Quantifizierung bei voneinander abhängiger
Messung
Um die dafür notwendige Vergleichbarkeit zu gewährleisten, wird, analog
zur Annahme von Rissanen und dem im Anhang in Kapitel B.2 verwendeten
Beispiel, von einer Systemgleichung der Form y = θ1 + θ2u1 + θ3u2 + θ4u22
ausgegangen. Darin entspricht die Ausgangsgröße yi dem Simulationsergeb-
nis, welches aus den variablen Eingangsgrößen u1i und u2i in Kombination
mit den zu identifizierenden Modellparametern θ1 bis θ4 gebildet wird. Die
dazugehörigen Werte für die Eingangsgrößen und das dabei tatsächlich
erfasste Messergebnis zi sind im Anhang in Tabelle B.3 aufgelistet.
Analog zu der im Teilkapitel 5.3.1 für das Linearmodell bei unabhängiger
Messung getroffenen Annahme sollen auch hier die Messdaten um das
Simulationsergebnis normal verteilt sein. Allerdings hängen in diesem Fall
die Werte der Messung zi zeitlich voneinander ab, da diese für ein System
über mehrere Tage aufgezeichnet worden sind, weshalb die nachfolgenden
Werte von den vorhergehenden beeinflusst wurden. Somit wird als weitere
Annahme davon ausgegangen, dass es sich bei dem erfassten Messergebnis
an jedem Messpunkt um einen um das Simulationsergebnis streuenden
Wert handelt. Dementsprechend unterscheidet sich der Formalismus zur
Berechnung der Wahrscheinlichkeitsverteilung f (z|θ) um den Ausdruck yi





2σ∗2 , i ∈ {1, . . . , n} (5.26)
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Zur Berechnung der Likelihood-Funktion wird wieder für jedes von den vier
Parametern θ1 bis θ4 abhängige Simulationsergebnis an jedem Messwert
die dazugehörige WDF berechnet. Dabei wird bei der Berechnung der
WDF für jede Parameterkombination eine fünfdimensionale Matrix erstellt,
wovon eine Dimension den Messwerten und die anderen vier Dimensionen
den Parametern zugeordnet werden können. Da bei einer Visualisierung
jede Dimension einer separaten Achse entspricht, lässt sich die daraus
resultierende hyperdimensionale Fläche nicht mehr graphisch darstellen.
Die Anzahl der zu ermittelnden Parameterkombinationen korreliert wie-
der mit der Anzahl der Messwerte, der Parameteranzahl, den Größen der
gewählten Parameterwertebereiche und den dazugehörigen Schrittweiten.
Um den Rechenaufwand zu begrenzen, dienen die von Rissanen bereits
identifizierten Werte als Erfahrungswerte für die vier Parameter [Rissanen
1987, S.96]:
(θ̂1Ris. , θ̂2Ris. , θ̂3Ris. , θ̂4Ris.) = (2.13, 0.67, −3.23, 0.093) (5.27)
Damit können Parameterwertebereich und Schrittweite wie folgt abge-
schätzt werden:
2 ≤θ1 ≤ 2.5, o1 = 0.01
0.4 ≤θ2 ≤ 0.9, o2 = 0.01
−3.5 ≤θ3 ≤ −3, o3 = 0.01
0.08 ≤θ4 ≤ 0.1, o4 = 0.001
(5.28)








(2.5 − 2)(0.9 − 0.4)(−3 + 3.5)(0.1 − 0.08)
(0.01)3(0.001)
= 42.5 ∗ 106
(5.29)
Der Rechenaufwand ist damit trotz der Einschränkung der Wertebereiche
um ein Vielfaches höher als in dem Beispiel mit dem Linearmodell aus
Kapitel 5.3.1. Berechnet man die Likelihood-Funktion L (θ|z) für alle Werte
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der Modellparameter θ1 bis θ4 innerhalb der festgelegten Wertebereiche
und mit den festgelegten Schrittweiten, resultieren daraus die Likelihood-
Funktionswerte in Abhängigkeit von den Parametern. Da dabei wieder die
Werte jeder WDF in einem Likelihood-Wert aggregiert werden, reduziert
sich die Dimension gegenüber der WDF auf eine vierdimensionale Matrix.
Analog zu den bereits behandelten Beispielen müssen die Parameter, die
die Likelihood-Funktion maximieren, identifiziert werden. In diesem Bei-
spiel muss das Maximum der hyperdimensionalen Fläche und darüber die
dazugehörigen Parameterwerte gefunden werden. Aus diesem Vorgehen
resultiert für den MLE Estimate ein Wert von 1.6888 ∗ 10−11, der auf
folgender optimaler Parameterwertekombination basiert:
(θ̂1MLE , θ̂2MLE , θ̂3MLE , θ̂4MLE ) = (2.23, 0.67, −3.23, 0.093) (5.30)
Dieser Wert entspricht damit in guter Näherung den in Gleichung 5.27 vor-
gestellten Ergebnissen nach Rissanen, weshalb an dieser Stelle festgehalten
werden kann, dass die Annahme eines um ein Simulationsergebnis normal
verteilten Messwertes auch für abhängige Messungen plausible Ergebnisse
liefert. Ergänzend sei wieder darauf hingewiesen, dass sich die Genauigkeit
der identifizierten Parameterwerte durch eine kleinere Schrittweite für ein
exakteres MLE Estimate auf Kosten der Rechendauer erhöhen lässt.
Gemäß der Beschreibung im Rahmen der Methode der maximalen Wahr-
scheinlichkeit aus Kapitel 2.3.1 stößt eine solche Multiplikation einzelner
Wahrscheinlichkeitsverteilungen allerdings bei einer größeren Anzahl an
Parametern schnell an ihre Grenzen. Wie bei der Vorstellung der Methode
der kleinsten Quadrate in Kapitel 2.3.2 erläutert, entspricht im Fall normal
verteilter Messdaten die Methode der maximalen Wahrscheinlichkeit der
Methode der kleinsten Quadrate. Dabei kann die Likelihood-Funktion wie












Diese hat als Log-Likelihood-Funktion folgende Form:







(2πσ∗2) = − 1
2σ∗2
V − const. (5.32)
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Dieser Ausdruck ist äquivalent zu der in Gleichung 2.17 aufgestellten
Kostenfunktion, weswegen die Likelihood-Funktion auch analytisch über
die Methode der kleinsten Quadrate ermittelt werden kann. Da dabei
die Likelihood-Funktion aus Formel 5.31 nicht erst erstellt werden muss,
sondern die Gleichung für die Fisher-Informationsmatrix ein mal nach
allen Parametern bzw. zwei mal für die Hesse-Matrix abgeleitet wird,
kann erheblich Rechenzeit eingespart werden. Gemäß dem Beispiel für
die Parameteridentifikation mit diesem Verfahren aus dem Anhang B.2
resultieren folgende Werte:
(θ̂1LSE , θ̂2LSE , θ̂3LSE , θ̂4LSE ) = (2.125, 0.6726, −3.228, 0.09281) (5.33)
Da für die getroffene Annahmen eine analytische Lösung sehr viel genau-
er und schneller ist, wird die Quantifizierung im Folgenden mit diesem
Verfahren durchgeführt.
Nachdem nun die Modellidentifikation abgeschlossen ist und damit die
Parameterwerte identifiziert worden sind, die mit höchster Wahrscheinlich-
keit die Beobachtung erzeugt haben, kann analog zu dem Beispiel mit dem
Linearmodell bei unabhängiger Messung die Komplexitätsquantifizierung
über die Kennzahlen durchgeführt werden.
Da in diesem Beispiel vier Parameter k = 4 eingestellt werden müssen,
resultiert für die parametrische Komplexität auf Basis von Gleichung 5.1
ein Wert von PC= 4.
Zur Ermittlung der stochastischen Komplexität muss gemäß der allge-
meinen Form aus Gleichung 5.6 zunächst wieder die Hesse-Matrix gebildet
werden. Dies geschieht durch zweimaliges Ableiten der Minus-Log-Like-
lihood-Funktion nach allen Parametern, woraus durch die erste Ableitung
vier vierdimensionale Matrizen und durch die zweite Ableitung 16 vierdi-
mensionale Matrizen resultieren. Daraus wird dann für die k = 4 Parameter
analog Gleichung 2.13 eine symmetrische 4*4-Hesse-Matrix gebildet, über
die das Minimum identifiziert wird. Dazu werden die Werte der 16 vier-
dimensionalen Matrizen in die Hesse-Matrix übertragen, die sich an den
gleichen Stellen wie das MLE Estimate in der vierdimensionalen Ergebnis-
matrix für die Likelihood-Funktionswerte befinden. Aus dem Absolutbetrag
der Determinante der Hesse-Matrix und den übrigen Termen aus Formel
5.5 resultiert dann die stochastische Komplexität mit einem Wert von
SC∗ = 12.21.
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Die geometrische Komplexität kann für dieses Beispiel mit vier Parametern
k = 4 und n = 17 Messwerten unter Berücksichtigung des Parameterwer-
tebereichs auf Basis der allgemeinen Form aus Gleichung 5.12 ermittelt
werden. Die Berechnung der Fisher-Informationsmatrix erfolgt darin, ana-
log dem Linearmodell aus Kapitel 5.3.1, durch einmaliges Ableiten der
Likelihood-Funktion nach allen Parametern, woraus in diesem Beispiel vier
vierdimensionale Matrizen resultieren. Allerdings muss im Gegensatz zu
dem bereits behandelten eindimensionalen Fall bei dem hier betrachteten
mehrdimensionalen Fall gemäß Formel 5.9 noch jeweils das Produkt al-
ler Elemente untereinander gebildet werden, woraus 16 vierdimensionale
Matrizen resultieren. Für die 16 Matrizen wird dann jeweils über die De-
terminante der Eigenwert berechnet, woraus 16 Werte resultieren. Diese
spannen dann die ebenfalls symmetrische 4*4-Fisher-Matrix auf, von der
im Folgenden wiederum über den Absolutbetrag ihrer Determinante der
Eigenwert gebildet werden muss. Zusammen mit dem ersten Term aus
Gleichung 5.12 und der in Kapitel 5.2.3 getroffenen Definition, für die GC
den Absolutbetrag zu nehmen, resultiert in diesem Beispiel ein Wert von
GC= 0.7933 für die geometrische Komplexität.
Da die Ergebniswerte aufgrund der verwendeten Verfahren vom jeweils
verwendeten Datensatz abhängen, können die Ergebnisse für SC und GC
nicht mit Ergebnissen anderer Teilsysteme verglichen werden. Dementspre-
chend eignen sich diese beiden Quantifizierungsmerkmale ausschließlich für
einen relativen Vergleich verschieden komplexer Varianten einer Funktion,
sofern die Bewertung auf identischen Messwerten basiert.
5.4 Evaluation anhand mehrerer
Teilsystemsimulationsmodelle
Zur Evaluation der Quantifizierung der Simulationsmodellkomplexität wird
das Verfahren zur Bestimmung der Kennzahlen nicht mehr, wie bisher, auf
Basis einzelner voneinander losgelöster Simulationsmodelle durchgeführt,
sondern für ein und dieselbe Funktion werden mehrere unterschiedliche Si-
mulationsmodelle erstellt und bewertet. Dadurch kann im direkten Vergleich
festgestellt werden, ob der Eindruck subjektiv unterschiedlich komplexer
Simulationsmodelle durch die eingeführten objektiven Kennzahlen bestätigt
werden kann. Zu diesem Zweck werden im Folgenden die Funktionen der
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Hochvoltbatterie „BattHV“ und der Fahrzeuglängsdynamik „FzgLängsD“
verwendet, welche im Rahmen des Evaluationsbeispiels zur Strukturierung
und Absicherung einer Gesamtfahrzeugmodellarchitektur in Kapitel 4.4
erläutert wurden und in Abbildung 4.8 dargestellt sind. Für diese wer-
den jeweils mehrere unterschiedliche Simulationsmodelle erstellt und deren
Komplexität anhand der eingeführten Kennzahlen bewertet.
5.4.1 Komplexitätsquantifizierung verschiedener
Batteriemodelle
Motiviert durch die Entwicklung von Hybrid Electric Vehicle (HEV), Plu-
gin Hybrid Electric Vehicle (PHEV) und Battery Electric Vehicle (BEV)
zur Reduzierung des Kraftstoffverbrauchs und der daraus resultierenden
CO2-Emissionen ist die Hochvoltbatterie und deren Simulation Gegenstand
aktueller Forschung. Dabei stehen insbesondere Lithium-Ionen-Batterien
im Fokus. Für diesen Batterietyp werden im Folgenden sogenannte Ersatz-
schaltbild-Batteriemodelle quantifiziert, die auch für Energiemanagement-
und Batteriemanagementsysteme verwendet werden [Hu 2012, S.359]. Da-
bei handelt es sich um eine übliche Darstellungsform von Lithium-Ionen-
Batterien, um die Leistungsfähigkeit dieser Batteriezellen bei verschiede-
nen Betriebs- und Lastzuständen vorherzusagen [Andre 2008, S.24]. Eine
weitestgehend vollständige Zusammenfassung an Ersatzschaltbild-Batte-
riemodellen findet sich bei Hu (siehe dazu [Hu 2012, S.362]). Die davon
im Rahmen der Evaluation betrachteten Modelle sind in Abbildung 5.8
dargestellt.
Davon ist das Ri-Modell das einfachste Ersatzschaltbild, mit dessen
Hilfe bereits wesentliche Aspekte des Batterieverhaltens erfasst werden. Es
besteht, wie in Abbildung 5.8 links oben dargestellt, aus einer Gleichstrom-
quelle der Leerlaufspannung (engl. Open Circuit Voltage (OCV)) U0 und
einem Innenwiderstand Ri. Mit steigender Stromstärke I fällt darin ein
immer größerer Teil der Spannung am Innenwiderstand Ri ab, weswegen die
nutzbare Klemmenspannung UKl sinkt [Andre 2008, S.24]. Mit Hilfe des
Ri-Modells kann allerdings nicht das dynamische Verhalten eines zeitverzö-
gerten Spannungsabfalls abgebildet werden, mit dem reale Batterien auf
einen Belastungssprung reagieren. Dieser Zusammenhang ist in Abbildung
5.9 am Beispiel einer NiMH-Zelle dargestellt. Andere Batterietypen zeigen
hierbei einen grundsätzlich gleichartigen Verlauf.
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Abb. 5.8: Ersatzschaltbilder der für die Evaluation verwendeten Batteriemodelle
Gemäß dem Spannungsverlauf verursacht eine Belastung einen sofortigen
Spannungsabfall durch den ohmschen Widerstand der Zelle. Durch Ladungs-
träger unterschiedlicher Polarisation im Grenzbereich Elektrolyt/Elektrode,
welche eine sogenannte Doppelschicht-Kapazität bilden, verzögert sich
der Spannungsabfall im weiteren Verlauf. Der durch Diffusion verzögerte
Spannungsabfall wird durch die begrenzte Diffusionsgeschwindigkeit der La-
dungsträger verursacht, die von den Elektrolyten an die Elektrode wandern
müssen [Andre 2008, S.24f].
In der Elektrotechnik werden zeitabhängige Spannungsabfälle durch Wi-
derstands-Kondensator-Parallelschaltungen dargestellt. Diese sogenannten
RC-Elemente bestehen aus einer Parallelschaltung von einem Widerstand
R und einer Kapazität C. In der einfachsten Ausprägung, dem in Abbil-
dung 5.8 links unten dargestellten RC1-Modell, wird das Ri-Modell um
genau ein RC-Element erweitert. Damit kann das RC1-Modell auch die
verzögerte Spannungsreaktion auf einen Belastungssprung darstellen. Eine
weitere Parallelschaltung in Reihe zur ersten Parallelschaltung ermöglicht
eine separate Erfassung der Effekte, die durch den Ladungsdurchtritt der
Doppelschicht und durch die Diffusion verursacht werden [Andre 2008,
S.25]. Ein solches RC2-Modell ist rechts unten in Abbildung 5.8 dargestellt.
Da sich die Doppelschichtkapazität an beiden Elektroden ausbildet und
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Zeit in s
Spannung in V









Strom = 0A Strom = 1C-Rate 
Abb. 5.9: Spannungsverlauf einer Batterie bei einem Belastungssprung nach
die spezifischen Oberflächen beider Elektroden in der Regel unterschiedlich
sind, ergeben sich für eine Zelle gegebenenfalls unterschiedliche Zeitkon-
stanten [Jossen 2006, S.19]. Dementsprechend können mit drei parallelen
RC-Schaltungen die unterschiedlichen Stufen der verzögerten Spannungsre-
aktion noch exakter approximiert werden, wovon zwei RC-Elemente auf
die Zeitkonstanten der Doppelschicht-Kapazität entfallen und das dritte
die Diffusionsgeschwindigkeit berücksichtigt. Ein solches RC3-Modell ist in
Abbildung 5.8 rechts oben dargestellt.
Gemäß der Definition der Simulationsmodellkomplexität aus Kapitel
5.1 verfügen die vier Ersatzschaltbild-Batteriemodelle über eine unter-
schiedliche Flexibilität, sich gegebenen Daten anzupassen, weswegen von
unterschiedlichen Komplexitäten ausgegangen wird. Um diesen Eindruck
einer subjektiv steigenden Komplexität vom Ri-Modell bis hin zum RC3-
Modell objektivieren zu können, werden die Kennzahlen zur Quantifizierung
der Modellkomplexität eingesetzt. Um dafür die Anzahl der für die Evaluati-
on zu berücksichtigenden Parameter überschaubar zu halten, handelt es sich
bei den hier analysierten vier Ersatzschaltbild-Batteriemodellen lediglich
um Teilmodelle der in Abbildung 4.9 dargestellten Funktion „BattHV“.
Analog dem vorgestellten Verfahren werden zunächst diejenigen Parame-
ter identifiziert, die mit höchster Wahrscheinlichkeit die beobachteten Daten
erzeugt haben. Eingangsgröße für die Batteriemodelle ist dabei jeweils ein
zeit-variabler Stromverlauf I(t), mit dem über Formel 5.34 der SoC und in
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5.4 Evaluation anhand mehrerer Teilsystemsimulationsmodelle
Abhängigkeit davon über batteriespezifische Tabellen die Leerlaufspannung
U0 ermittelt wird.





Aus dem zeit-variablen Stromverlauf I(t) und der Leerlaufspannung U0 kann
die zeit-variable Klemmenspannung Uk(t) ermittelt werden. Die Parameter
und die Formeln, die die Eingangsgröße und die Ausgangsgröße mit Hilfe
der Parameter verknüpfen, sind in Tabelle 5.2 in Abhängigkeit von dem
jeweils betrachteten Batteriemodell aufgelistet.
Tab. 5.2: Ergebnisse der nach ihrer Komplexität quantifizierten Batteriemodelle nach
[Ghorbel 2014, S.68ff]
Typ Formel Parameter PC SC∗ GC
Ri UKRi = U0 + RiI Ri 1 6,276 4,551
RC1 UKRC1 = UKRi + UR1 Ri, R1, C1 3 9,639 22,230
RC2 UKRC2 = UKRC1 + UR2 Ri, R1, C1, R2, C2 5 13,003 39,866
RC3 UKRC3 = UKRC2 + UR3 Ri, R1, C1, R2, C2, R3, C3 7 16,360 57,457
Die für die Quantifizierung benötigten Daten für den Strom- und Span-
nungsverlauf stammen aus einem A1 e-tron-Prototyp aus dem in Kapitel
4.4.2 beschriebenen Pilotprojekt. Für das Evaluationsbeispiel wurde aus den
digitalisierten zeit-diskreten Informationen der im Batteriesystem verbau-
ten analogen Sensoren ein 70 Sekunden langer Abschnitt eines Controller
Area Network (CAN)-Traces mit einer Abtastrate von 1,43Hz verwendet.
Dessen Verlauf ist in Abbildung 5.10 dargestellt.
Die Ergebnisse aller Quantifizierungen mit den Daten aus Abbildung
5.10 sind in Tabelle 5.2 eingetragen. Gemäß der subjektiven Einschätzung
steigen sowohl die Werte für PC als auch SC∗ und GC vom Ri-Modell über
das RC1-Modell und RC2-Modell bis hin zum RC3-Modell.
5.4.2 Komplexitätsquantifizierung verschiedener
Längsdynamikmodelle
Als weiteres Beispiel wird im Folgenden das Fahrzeuglängsdynamikmodell
„FzgLängsD“ betrachtet, welches für Fahrdynamikanalysen benötigt wird.
Innerhalb dieser Komponente wird die Beschleunigungswiderstandskraft
eines Fahrzeugs mit den Fahrwiderstandskräften kombiniert. Dabei setzt
103
5 Quantifizierung der Simulationsmodellkomplexität





















Abb. 5.10: Datensatz zur Batteriemodellquantifizierung [Ghorbel 2014, S.69]
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sich die Gesamtfahrwiderstandskraft FW nach Beitz und Feldhusen aus
der Summe aus Rollwiderstandskraft FR, Luftwiderstandskraft FL und
Steigungwiderstandskraft FS zusammen [Beitz 2001, S.Q3]:
FW = FR + FL + FS (5.35)
Davon lässt sich die Rollwiderstandskraft als Produkt aus Rollwiderstands-
beiwert fR, Fahrzeugmasse mF zg und Erdbeschleunigung g darstellen:
FR = fRmF zgg (5.36)
Die Luftwiderstandskraft kann aus dem Produkt aus Luftwiderstandsbei-
wert cW , Fahrzeugstirnfläche AF zg, Luftdichte ρ und Fahrzeuggeschwindig-
keit vF zg ermittelt werden:





Die Steigungwiderstandskraft entspricht dem Anteil der Fahrzeuggewichts-
kraft, der längs der Steigung in Hangabtriebsrichtung wirkt:
FS = mF zgg sinα (5.38)
5.4 Evaluation anhand mehrerer Teilsystemsimulationsmodelle
Wird ein Fahrzeug mit der Beschleunigung aF zg beschleunigt oder verzögert,
kommt die Beschleunigungswiderstandskraft FB als weitere Komponente
hinzu. Unter Vernachlässigung der Zuladung und des rotatorischen Anteils
kann diese wie folgt vereinfacht werden:
FB = mF zgaF zg (5.39)
Damit kann die erforderliche Antriebskraft FA folgendermaßen ermittelt
werden:
FA = −FW − FB
mF zgaF zg = −FA − FR − FL − FS
(5.40)








−FA − FR − FL − FS
mF zg
dt (5.41)
Da die Luftwiderstandskraft im rechten Term der Gleichung 5.41 von der
Geschwindigkeit abhängt, fließen die Resultate eines jeden Rechenschritts
wieder in die Berechnung des darauf folgenden Rechenschrittes mit ein. Es
handelt sich somit um eine rekursive Simulation, bei der Modellausgangs-
größen auch als Eingangsgrößen verwendet werden.
Bei den in Gleichung 5.36 bis 5.38 verwendeten Widerstandsbeiwerten
handelt es sich um empirisch ermittelte Größen, die als Konstanten ver-
wendet werden. Allerdings sind davon z. B. der Rollwiderstandsbeiwert
fR und der Luftwiderstandsbeiwert cW genau genommen Variablen. Letz-
terer ändert sich z. B. bei variierender Reynolds-Zahl, welche wiederum
von der Geschwindigkeit abhängt. Die in einem Windkanal ermittelten
Luftwiderstandsbeiwerte für einen Audi A1 sind in Tabelle 5.3 aufgelistet.
Tab. 5.3: Luftwiderstandsbeiwert in Abhängigkeit von der Geschwindigkeit
vF zg [km/h] 79,1 99,7 121,0 139,1 161,0 181,3 201,1 221,2
cW 0,3316 0,3316 0,3383 0,3371 0,3398 0,3391 0,3399 0,3415
Um also das Systemverhalten durch die Simulation noch exakter an die
Realität anzunähern, können an Stelle eines festen Wertes für den cW
Variablen verwendet werden. Dafür kann der Luftwiderstandsbeiwert durch
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ein Polynom beliebiger Ordnung approximiert werden, dessen Genauigkeit
mit steigender Ordnung zunimmt. Für den hier betrachteten Fall werden
Polynome bis zweiter Ordnung verwendet. Die daraus resultierenden drei
Typen zur Darstellung des Luftwiderstandsbeiwertes sind in Tabelle 5.4
aufgelistet.
Tab. 5.4: Ergebnisse der nach ihrer Komplexität quantifizierten Längsdynamikmodelle
nach [Ghorbel 2014, S.75ff]
Typ Formel Parameter PC SC∗ GC
cWkonst. cWkonst. = cW cW 1 4,090 4,407
cWlin. cWlin. = av + b a, b 2 11,341 8,238
cWquadr. cWquadr. = cv
2 + dv + e c, d, e 3 21,502 20,921
Gemäß der Definition der Simulationsmodellkomplexität aus Kapitel 5.1 ver-
fügen die drei Typen über eine unterschiedliche Flexibilität, sich gegebenen
Daten anzupassen, weswegen wieder von unterschiedlichen Komplexitäten
ausgegangen wird. Um diesen Eindruck einer subjektiv steigenden Komple-
xität vom konstanten cWkonst. -Parameter über das lineare cWlin. -Modell bis
hin zum quadratischen cWquadr.-Modell objektivieren zu können, werden
wieder die bereits eingeführten Kennzahlen eingesetzt. Auch hier handelt es
sich für eine überschaubare Anzahl an Parametern nur um ein Teilmodell
der Funktion „FzgLängsD“.
Analog den im Kapitel 5.2 vorgestellten Verfahren müssen zunächst
wieder diejenigen Parameter identifiziert werden, die mit höchster Wahr-
scheinlichkeit die beobachteten Daten erzeugt haben. Die dafür verwendeten
Daten stammen auch in diesem Beispiel aus dem A1 e-tron-Prototyp, wel-
cher im Rahmen des Pilotprojekts in München bewegt worden ist. Allerdings
standen aus dem Flottenversuch für eine direkte Quantifizierung des Luft-
widerstandsbeiwert-Modells keine Realdaten in Form von geschwindigkeits-
abhängigen Luftwiderstandsbeiwerten zur Verfügung. Dementsprechend
wurde dieses Modell mit dem in Kapitel 4.3.2 vorgestellten Algorithmus
zur Gruppierung mit weiteren Modellen untersucht, um anschließend sämt-
liche Schnittstellen mit Realdaten beaufschlagen zu können. Als Ergebnis
wurde eine Funktionsgruppe mit sämtlichen Kräften aus Gleichung 5.40
vorgeschlagen. Die Steigungwiderstandskraft konnte dafür mit Hilfe der
Fahrzeugpositionen und der dabei abgefahrenen Straßentopologie ermittelt
werden. Die Antriebskraft resultierte aus dem E-Maschinen-Modell. Die
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Rollwiderstandskraft wurde als konstant angenommen. Für die Luftwi-
derstandskraft konnte das enthaltene Luftwiderstandsbeiwert-Modell mit
der Geschwindigkeit beaufschlagt, sowie mit der Stirnfläche, der als eben-
falls als konstant angenommenen Luftdichte und dem halben Quadrat der
Geschwindigkeit multipliziert werden. Das daraus resultierende Ergebnis
konnte mit Hilfe von Gleichung 5.41 in die rekursive Berechnung der Ge-
schwindigkeit eingefügt werden. Damit wurde als Simulationsergebnis nicht
direkt der Luftwiderstandsbeiwert, sondern die Geschwindigkeit quanti-
fiziert, wodurch dennoch eine indirekte Identifikation der in Tabelle 5.4
aufgeführten Parameter als Bestandteil des Modells möglich war. Die für
die Quantifizierung nötigen Eingangsgrößen von Steigungwiderstandskraft
FS , Antriebskraft FA und Geschwindigkeit vF zg sind in Abbildung 5.11
dargestellt. Für dieses Beispiel wurde ein 40 s langer CAN-Trace mit einer
Abtastrate von 5Hz verwendet.






















































Abb. 5.11: Datensatz zur Längsdynamikmodellquantifizierung
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Bei der Berechnung der GC für das linear bzw. quadratische Längsdy-
namikmodell resultierten jeweils negative Werte, für die dann gemäß der
Definition aus Kapitel 5.2.3 der Absolutbetrag verwendet worden ist. Die
Ergebnisse der Quantifizierung sind in Tabelle 5.4 aufgelistet. Analog zum
Batteriemodell steigen darin die Werte der PC, SC∗ und GC von dem
konstanten über das lineare bis hin zum quadratischen Längsdynamik-
modell, was die getroffene Definition, für die GC den Absolutbetrag zu
nehmen, stützt. Somit kann auch hier von einer steigenden Komplexität




„A model must be complex enough to capture the underlying
regularity yet simple enough to avoid overfitting the data sample
and thus losing generalizability“ [Pitt 2002, S.474].
In Kapitel 5 wurde der Begriff der Komplexität vor dem Hintergrund der in
dieser Arbeit betrachteten Simulationsmodelle definiert. Zusätzlich wurden
Attribute identifiziert und mit Hilfe dedizierter Annahmen appliziert, um
eine Quantifizierung der Simulationsmodellkomplexität zu ermöglichen.
Das daraus resultierende Verfahren wurde anhand verschieden komplexer
Simulationsmodelle evaluiert. Damit ist es möglich, bei der Erstellung eines
FMU die Modellkomplexität im Prozessschritt „Modelling“ zu bestimmen,
um diese innerhalb der Funktionen miteinander vergleichen zu können.
Allerdings korreliert die Komplexität der Simulationsmodelle nicht
zwangsläufig mit deren Potential, das Systemverhalten exakt zu erfassen.
Somit kann es vorkommen, dass die Simulationsergebnisse eines komplexen
Simulationsmodells zwar bereits gemessene Daten genau genug abbilden,
aber keine korrekte Prognose für noch unbekannte Daten ermöglichen
[Myung 2000, S.190]. Umgekehrt ist es ebenfalls möglich, dass ein einfaches
Modell beobachtete Daten ungenau wiedergibt, aber dennoch gute Pro-
gnosen über zukünftiges Verhalten ermöglicht. Dementsprechend müssen
Modelle, gemäß dem einführenden Zitat aus dem Zeitschriftenaufsatz
„Toward a Method of Selecting Among Computational Models of Cognition“
beide Aspekte gleichzeitig berücksichtigen. Damit sollen diese einerseits
in der Lage sein, vorhandene Muster abzubilden, und andererseits auch
Prognosen über zukünftiges Verhalten erlauben.
Zu diesem Zweck werden im Folgenden mit der Anpassungsgüte (engl.
Goodness of Fit (GoF)) und dem Extrapolationsvermögen (engl. Genera-
lizability) in Ergänzung zu der bereits quantifizierten Komplexität zwei
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weitere Attribute eingeführt, mit deren Hilfe die Simulationsergebnisgüte
von Modellen erfasst werden kann. Analog dem Vorgehen bei der Quantifi-
zierung der Komplexität in Kapitel 5 werden auch diese zunächst definiert,
bevor dafür Merkmale identifiziert werden. Das Potential der Attribute
wird abschließend anhand der bereits in Kapitel 5.4 verwendeten Teilsys-
temsimulationsmodelle evaluiert.
6.1 Definition der Anpassungsgüte und des
Extrapolationsvermögens
Die Anpassungsgüte repräsentiert die Übereinstimmung zwischen den Si-
mulationsergebnissen und bereits beobachteten Daten des realen Systems.
Im Gegensatz dazu ist das Extrapolationsvermögen bzw. die Vorhersage-
genauigkeit ein Maß für die Übereinstimmung zwischen dem Verhalten
des Simulationsmodells und dem des realen Systems im noch unbeobachte-
ten Extrapolationsbereich. Für eine hohe Anpassungsgüte bei gleichzeitig
hohem Extrapolationsvermögen sollen die Simulationsmodelle weder zu










Too complex Too simple 
Overfitting 
Optimal 
Abb. 6.1: Anpassungsgüte und Extrapolationsvermögen als Funktion der Modellkom-
plexität nach [Myung 2004, S.355]
Ursache dafür ist, dass sehr einfache Modelle in aller Regel die den beob-
achteten Daten zugrunde liegenden Kausalitäten und Merkmale schlechter
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als relativ komplexere Modelle erfassen. Somit können sie das Verhalten
des realen Systems tendenziell weniger genau abbilden und die Anpassungs-
güte sinkt, je einfacher das Modell ist. Gleichzeitig verliert es durch die
einfacheren Simulationsmodellgleichungen die Fähigkeit, weitere Daten, die
außerhalb des beobachteten Bereichs liegen, zu prognostizieren, weswegen
auch das Extrapolationsvermögen sinkt. Dieses Problem der Unteranpas-
sung ist in dem kleinen Bild in der linken oberen Ecke von Abbildung
6.1 veranschaulicht. Darin bildet die vereinfacht als Gerade dargestellte
Simulationsmodellgleichung weder die vorhandenen Messpunkte exakt nach,
noch verfügt sie über ausreichend Potential, die außerhalb des dargestell-
ten Bereichs liegenden Messpunkte im Extrapolationsbereich korrekt zu
erfassen. Falls das Simulationsmodell sehr komplex ist, kann es in der
Regel das Verhalten der beobachteten Daten und damit des realen Systems
sehr genau abbilden, wodurch die Anpassungsgüte steigt. Da dabei aber
auch fehlerbehaftete Daten im Simulationsmodell berücksichtigt werden,
verliert es das Potential, zukünftiges Verhalten korrekt zu prognostizieren,
weswegen das Extrapolationsvermögen sinkt. Dieses Problem wird auch
als „Überanpassung“ (engl. Overfitting) bezeichnet und ist in dem kleinen
Bild in der rechten oberen Ecke von Abbildung 6.1 veranschaulicht. Darin
wird jeder beobachtete Punkt durch ein hochgradiges Polynom, welches
die Simulationsmodellgleichung darstellt, exakt erfasst. Allerdings ist das
Polynom nicht mehr in der Lage, Daten, die außerhalb des dargestellten
Bereichs im Extrapolationsbereich liegen, abzubilden. Dementsprechend
muss ein Kompromiss zwischen diesen beiden Extrema gefunden werden,
der in Abbildung 6.1 als optimaler Bereich eingezeichnet ist. Darin wird, wie
anhand des kleinen Bildes in der Mitte von Abbildung 6.1 dargestellt, durch
eine angepasste Simulationsmodellgleichung zwischen den Messwerten in-
terpoliert und damit eine ausreichend hohe Anpassungsgüte der bereits
erfassten Messpunkte bei gleichzeitig hohem Extrapolationsvermögen für
die noch nicht erfassten Daten erreicht [Myung 2004, S.355].
Die Notwendigkeit eines solchen Kompromisses wird neben Myung
[Myung 2004] auch von Schoups [Schoups 2012] gefordert, der unab-
hängig davon eine eigene Korrelation hergeleitet hat. Diese ist in Abbildung
6.2 veranschaulicht.
In dieser Darstellungsvariante kann die Anpassungsgüte mit einem Ka-
librierungsfehler (engl. Calibration Error) verglichen werden, welcher be-
werten soll, ob das Modell sich den beobachteten Daten adäquat annähert.
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Abb. 6.2: Vorhersagefehler und Kalibrierungsfehler als Funktion der Modellkomplexi-
tät [Schoups 2012]
Gemäß Schoups’ Annahme sinkt der Kalibrierungsfehler mit steigender
Simulationsmodellkomplexität in einem vergleichbaren Trend, in dem bei
Myung die Anpassungsgüte steigt. Darüber hinaus kann das Extrapolati-
onsvermögen mit dem Vorhersagefehler (engl. Prediction Error) verglichen
werden, welcher angeben soll, ob das Modell eine gute Vorhersage über
zukünftige Ereignisse gestattet. Falls das Simulationsmodell sehr einfach
oder sehr komplex ist, steigt der Vorhersagefehler relativ zu einer optimalen
Simulationsmodellkomplexität in den Bereichen, in denen nach Myung das
Extrapolationsvermögen sinkt. Somit handelt es sich bei Schoups [Schoups
2012] um eine inverse Sicht des gleichen Sachverhaltes und bei Abbildung
6.2 um die inverse Darstellung der Kurven aus Abbildung 6.1.
6.2 Quantifizierung der Anpassungsgüte
Die Anpassungsgüte ist ein Maß für die Übereinstimmung zwischen Simulati-
onsergebnissen und bereits beobachteten Daten. Um diese zu quantifizieren,
kann mit Hilfe mathematischer Verfahren die Korrespondenz zwischen dem
ausführbaren Modell und der Realität erfasst werden, indem die Simulati-
onsergebnisse yi mit den Messwerten zi abgeglichen werden. Dies entspricht
einer Form der Validierung aus Kapitel 2.4.2.
Eines der geläufigsten Quantifizierungsverfahren ist die in Kapitel 2.3.2
vorgestellte Summe der quadratischen Fehler SSE, welche auch die Basis für
weitere Verfahren liefert. Bei diesem Verfahren werden, wie in Formel 2.14
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dargestellt, über sämtliche Messpunkte n die quadratischen Abweichungen
zwischen Simulationsergebnissen yi und gemessenen Daten zi aufsummiert.
Je kleiner die SSE ist, desto besser ist die Anpassungsgüte. Allerdings
liefert die SSE als Ergebnis einen absoluten Wert und damit nur eine
bedingt interpretierbare Größe. Besser geeignet ist die mittlere quadratische










Dabei werden, analog zur SSE aus Gleichung 2.14, die Abweichungen
zwischen Simulationsergebnissen und Messdaten aufsummiert und diese, in
Ergänzung dazu, durch die Anzahl der Datenbeobachtungspunkte dividiert.
Dementsprechend wächst das Ergebnis aus der MSE nicht wie bei der SSE
mit der Anzahl der erfassten Residuen, sondern ist unabhängig von der
Anzahl der Messpunkte. Spielen zusätzlich die Einheiten eine Rolle, kann
über den MSE die Wurzel gebildet werden, woraus die Wurzel der mittleren












Mit Hilfe dieser Darstellungsvariante können die Einheiten, die bei der
Bildung der SSE quadriert worden sind, wieder in die ursprünglichen Form
gebracht werden.
Eine alternative Möglichkeit zur Quantifizierung der Anpassungsgüte
besteht darin, ein normiertes Maß der Ungleichheit festzulegen, worin das
Ergebnis einen definierten Wertebereich umspannt. Ein Beispiel dafür ist
der Ungleichheitskoeffizient nach Theil (engl. Theil’s Inequality Coefficient
(TIC)), bei dem als Ergebnis immer Werte zwischen null und eins gebildet
werden. Werte nahe null weisen darin auf eine starke Gleichheit zwischen
Messung und Simulationsergebnis hin, wohingegen Werte nahe eins auf
eine starke Ungleichheit schließen lassen [Pelz 2001, S.32]:
TIC =
√∑n
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Allerdings stehen für eine solche Quantifizierung der Anpassungsgüte, wie
bei der Absicherung der Simulationsmodelle in Kapitel 4.3.2 beschrieben, in
Abhängigkeit von der gewählten Struktur und von den daraus resultieren-
den Schnittstellen nicht immer für alle Signale Messwerte aus den jeweils
betrachteten technischen Systemen zur Verfügung. In diesem Fall können
die Simulationsmodelle unabhängig von dem hier gewählten Verfahren zu
Funktionsgruppen aggregiert werden, um validiert werden zu können.
6.3 Quantifizierung des
Extrapolationsvermögens
Anhand der Darstellungen aus Kapitel 6.1 wird deutlich, dass die Betrach-
tung der Anpassungsgüte allein nicht ausreicht, um aus einer Vielzahl
konkurrierender Simulationsmodelle das bestmögliche auszuwählen. Die
ausschließliche Berücksichtigung der Anpassungsgüte würde zwangsläufig
immer zur Wahl des jeweils komplexesten Modells führen, da dieses in der
Regel die den Beobachtungen zugrunde liegende Kausalitäten am besten
erfasst [Myung 2000, S.195]. Aus diesem Grund werden im Folgenden mit
dem Informationskriterien nach Akaike (engl. Akaike Information Criterion
(AIC)), dem Bayesschen Informationskriterium (engl. Bayesian Information
Criterion (BIC)) und der Theorie der kürzesten Beschreibungslänge (engl.
Minimum Description Length (MDL)) Verfahren eingeführt, mit deren Hilfe
auch das Extrapolationsvermögen quantifiziert werden kann.
6.3.1 Akaikes Informationskriterium
Das Akaike Informationskriterium (AIC) hat seinen Ursprung in der In-
formationstheorie, die von Shannon und Wiener unabhängig voneinander
Mitte des 20. Jahrhunderts entwickelt worden ist. Der darin definierte
Begriff der Information diente als Grundlage für die Arbeiten von Kullback
und Leibler, die einen Distanzbegriff zum Vergleich zweier Funktionen
formuliert haben [Schomaker 2010, S.30].
Als grundlegende Annahme soll eine Funktion f die volle Realität oder
Wahrheit widerspiegeln, wohingegen die Funktion g für ein Modell steht,
das versucht die Wahrheit so gut wie möglich, jedoch nur approximativ,
auszudrücken. Die Kullback-Leibler-Information (KLI) I(f ,g) ist dabei ein
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Maß für die verloren gegangene Information bei Verwendung des Modells g
anstelle von f . Diese wird auch als „Kullback-Leibler-Divergenz“, „Kullback-
Leibler-Diskrepanz“, „Kullback-Leibler-Abstand“ oder „negative Entropie“
bezeichnet. Für stetige Funktionen ist sie wieder mit z als Messdaten und









Unter einer Menge von Modellen ist dasjenige das beste, das in Relation zu
den anderen am wenigsten Informationen gegenüber dem wahren Modell
verliert. Alternativ kann die KLI auch als Pseudodistanz zwischen der
Realität und einem Modell interpretiert werden. Die KLI kann in ihrer
ursprünglichen Form nicht für die Modellselektion verwendet werden, da
sowohl eine umfassende Kenntnis der Realität als auch der Parameter θ
der Modelle g erforderlich wäre. Da die Modellparameter jedoch geschätzt
werden müssen, wird die erwartete anstelle der ursprünglichen KLI mini-















= Ef [ln(f(z))] − Ef [ln(g(z|θ))]
(6.5)
Da es sich bei dem ersten Term Ef [ln(f(z))] um eine Konstante handelt,
genügt es als Gütekriterium, die relativ erwartete KLI Ef [ln(g(z|θ))] zu
schätzen. Dies ist gemäß Akaike [Akaike 1973, S.276] mit Hilfe der Like-
lihood-Theorie möglich, womit eine Verbindung zwischen Informationstheo-
rie und Statistik hergestellt werden konnte. Der Parameter θ̂ repräsentiert
demnach die Maximum-Likelihood-Schätzung von θ, basierend auf dem
Modell g und den Daten z. Der maximierte Log-Likelihood-Wert wird
als verzerrter Schätzer von Ef [ln(g(z|θ̂))] interpretiert, wobei die Verzer-
rung näherungsweise der Anzahl der zu schätzenden Parameter entspricht.
Daraus resultiert für die relativ erwartete KLI [Schomaker 2006, S.15]:
relÊ(KL) = lnL(θ̂|z) − k (6.6)
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Der Parameter k steht für die Anzahl der zu schätzenden Parameter. Dieses
Ergebnis wird aus historischen Gründen mit −2 multipliziert, einem Wert,
der auch als negative Entropie aufgefasst werden kann [Rüger 1999, S.86].
Als Ergebnis resultiert das Informationskriterium nach Akaike [Akaike
1973, S.276]:
AIC = −2 lnL(θ̂|z) + 2k (6.7)
Da es sich bei einer Regressionsanalyse über die Methode der kleinsten Qua-
drate um ein alternatives Parameteridentifikationsverfahren zur Methode
der Maximalen Wahrscheinlichkeit handelt, kann das Akaike Informati-
onskriterium auch über die SSE dargestellt werden. Diese gilt für den
Spezialfall eines linearen Regressionsmodells, also für Modelle, innerhalb
derer die untersuchten Zusammenhänge linear sind bzw. linearisiert werden
können, woraus grundsätzlich gleichartige Verläufe resultieren [Ludwig-
Mayerhofer 2006, S.18]. Man erhält durch entsprechende Umformung
[Schomaker 2010, S.36]:
AIC = n ln(MSE) + 2k (6.8)
Der erste Term ist in beiden Darstellungsvarianten ein Maß für die Ab-
weichung der Simulationsergebnisse gegenüber den beobachteten Daten
und repräsentiert damit die Anpassungsgüte [Myung 1999, S.3]. Wie bei
deren Definition in Kapitel 6.1 erläutert, ist diese Abweichung umso kleiner,
je größer die Anzahl der Parameter ist. Damit besteht der Trend, dass
bei einer Vielzahl konkurrierender Darstellungsformen für einen Betrach-
tungsgegenstand grundsätzlich immer die komplexeste Form selektiert wird.
Um diesem Trend entgegenzuwirken, wird im zweiten Term eine zu große
Anzahl an Parametern und damit eine zu hohe Komplexität „bestraft“. Je
kleiner der daraus resultierende Wert für die AIC ausfällt, desto kleiner ist
die KLI und desto größer ist das Extrapolationsvermögen. Somit wird das
Modell mit dem geringsten AIC-Wert selektiert [Schomaker 2010, S.36].
6.3.2 Bayessches Informationskriterium
Das Bayessche Informationskriterium (BIC) ist ein weiteres Maß für das
Extrapolationsvermögen, welches auf der bayesianischen Statistik basiert.
Dieses wird auch als „Schwarzsches Bayes-Kriterium“ bzw. „Schwarzsches
Informationskriterium“ bezeichnet.
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Ausgehend von einer A-priori-Verteilung einer Stichprobe für den Parame-
ter θ stellt in der bayesianischen Statistik die A-posteriori-Verteilung den
neuen, durch Vorwissen und Beobachtung bestimmten Kenntnisstand über
die Verteilung des Parameters θ nach der Beobachtung der Stichprobe dar.
Dabei bezeichnet die Maximum-a-Posteriori (MaP)-Methode ein Schätz-
verfahren, das einen vorgegebenen Parameter durch den Modalwert der A-
posteriori-Verteilung schätzt. Es besteht somit eine gewisse Ähnlichkeit zur
Methode der maximalen Wahrscheinlichkeit, wobei die MAP-Methode Vor-
wissen in Form des wahrscheinlichsten Parameters unter der A-posteriori-
Verteilung verwendet, wohingegen die Maximum-Likelihood-Methode den
höchsten Wert ohne Vorwissen einsetzt.
Gegeben seien eine Menge kMod an Modellen und ein Datensatz z [Lan-
terman 2001, S.188]. Jedes Modell hat eine A-priori-Wahrscheinlichkeit
pkMod(kMod) und eine A-priori-Dichte von pl(z|θ, kMod) und pp(θ|kMod).
Dabei sei θ Element des zu dem Modell gehörenden Parameterraums. Bei
einem bayesianischen Ansatz soll der störende Parameter θ durch Integrati-
on beseitigt werden, um die Wahrscheinlichkeit von z bei einem gegebenen
Modell kMod identifizieren zu können. Damit soll dasjenige Modell kMod
gewählt werden, das p(z, kMod) maximiert [Schomaker 2006, S.16]:
p(z, kMod) = pkMod(kMod)
∫
pl(z|θ, kMod)pp(θ|kMod)dθ (6.9)
In einigen wenigen Spezialfällen kann das bayesianische Integral direkt
berechnet werden. In den meisten Fällen ist es jedoch nötig, sich diesem
durch die von Schwarz entwickelte Approximationsmethode anzunähern
(siehe dazu [Schwarz 1978]):
L(z|θ, kMod) = ln pl(z|θ, kMod)
P (θ|kMod) = ln pp(θ|kMod)
H(z, θ|kMod) = L(z|θ, m) + P (θ|kMod)
(6.10)
Der Term θ̂(z) = argmaxθH(z, θ|kMod) bezeichnet im Folgenden die MAP-
Schätzung. Der Parameter k steht wieder für die Anzahl der zu schätzenden
Parameter. Einsetzen von 6.10 in 6.9 ergibt [Lanterman 2001, S.189]:
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Der Integrand aus Formel 6.11 kann über die Laplace-Methode, mit der
eine Taylorreihen-Entwicklung von H um die MAP-Schätzung durchgeführt
wird, approximiert werden. Nach entsprechender Umformung erhält man
folgenden Ausdruck:
H(z, θ|kMod) ≈ H(z, θ̂|kMod) − 12(θ − θ̂)
T IH(z : θ̂|kMod)(θ − θ̂) (6.12)
mit




Wegen der Untersuchung des Maximums verschwindet hierbei die erste
Ableitung und damit der zweite Term der mehrdimensionalen Taylorreihen-
Entwicklung aus Gleichung 6.12 [Lanterman 2001, S.189]. Das Einsetzen
von Formel 6.12 in 6.11 ergibt:
p(z, kMod) = pkMod(kMod)
∫
exp[H(z, θ|kMod)]dθ





(θ − θ̂)T IH(z : θ̂|kMod)(θ − θ̂)]dz
= pkMod(kMod) exp[H(z, θ|kMod)]
(2π) k2√
det IH(z : θ̂|kMod)
(6.14)
Der letzte Schritt der Umformung basiert auf der Tatsache, dass der Inte-
grand als die quadratische Form einer Gaußverteilung aufgefasst werden
kann [Schomaker 2006, S.17]. Logarithmieren ergibt:




ln 2π − 1
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ln det IH(z : θ̂|kMod)




ln 2π − 1
2
ln det IH(z : θ̂|kMod)
(6.15)
Der zweite Term in Gleichung 6.15 kann unter der Annahme, dass N
unabhängige und gleich verteilte Daten z = z1, z2, . . . , zN vorliegen, mit
der Log-Likelihood-Funktion substituiert werden [Lanterman 2001, S.190]:
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Die empirische Fisher Information hat dabei folgende Form:
IL(z : θ̂|kMod) =
N∑
i=1
IL(zi : θ̂(z)|kMod) (6.17)
Für die Substitution des letzten Terms aus Gleichung 6.15 sei nun θ̂lim =
limN→∞ θ̂(z). Mit dem Gesetz der großen Zahlen kann gezeigt werden:
Ep(z|θ̂lim,kMod)[IL(z1 : θ̂(z)|kMod)]
1
N IL(z : θ̂(z)|kMod)
→ 1 (6.18)
Damit kann der letzte Term aus Gleichung 6.15 asymptotisch angenähert
werden [Lanterman 2001, S.191]:
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ln detEp(z|θ̂lim,kMod)[IL(z1 : θ̂(z)|kMod)]
(6.19)
Das Einsetzen von Gleichungen 6.16 und 6.19 in Gleichung 6.15 ergibt
folgenden Ausdruck:
ln p(z, kMod) ≈ ln pkMod(kMod) +
N∑
n=1








ln detEp(z|θ̂lim,kMod)[IL(z1 : θ̂(z)|kMod)]
(6.20)
Für N → ∞ dominieren die Funktionen von N gegenüber den anderen
Termen:
ln p(z, kMod) ≈ L(zn|θ̂(z), kMod) − k2 lnN (6.21)
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Dieses Ergebnis kann aus historischen Gründen wieder mit −2 multipliziert
werden, wodurch man schließlich die Formel für das BIC erhält [Lanter-
man 2001, S.192]:
BIC = −2 lnL(θ̂|z) + k ln(n) (6.22)
Analog zum AIC kann auch beim BIC für den Spezialfall eines linearen
Regressionsmodells folgende Notation verwendet werden:
BIC = n ln(MSE) + k ln(n) (6.23)
Trotz der unterschiedlichen Theorien, die beiden Verfahren zugrunde liegen,
unterscheidet sich das Ergebnis für das BIC lediglich um den Faktor 2 1ln(n)
im zweiten Term vom AIC aus Gleichung 6.7. Im Gegensatz zum AIC
bestraft das BIC damit auch die Anzahl der verwendeten Messpunkte, da
viele Stützstellen eine exaktere Parameteridentifikation unterstützen. Diese
exaktere Schätzung führt dazu, dass Modelle mit vielen Parametern den
Verlauf der Messdaten sehr genau abbilden können und damit Modelle mit
wenigen Parametern relativ benachteiligt werden. Dieser Tendenz wird mit
der Anzahl der Messpunkte im Strafterm entgegengewirkt. Auch hier hat
das Modell das größte Extrapolationsvermögen, das das BIC minimiert
[Myung 1999, S.3].
6.3.3 Theorie der kürzesten Beschreibungslänge
Die Theorie der kürzesten Beschreibungslänge (MDL) hat ihren Ursprung in
der algorithmischen Kodierungstheorie der Informatik und repräsentiert die
kürzeste Codelänge, mit der ein Modell beschrieben werden kann [Myung
1999, S.4]. Die MDL ist auf Rissanen zurückzuführen und basiert auf der
Idee, durch statistische Schlussfolgerungen eine Regelmäßigkeit in den
beobachteten Daten zu identifizieren, wodurch diese komprimiert werden
können [Grünwald 2005, S.9] (vergleiche hierzu [Rissanen 1978]).
Aus statistischer Sicht bedeutend ist dabei der Zusammenhang zwischen
Codelängenfunktion und Wahrscheinlichkeitsdichtefunktionen, der mit Hilfe
der Kraft-McMillan-Ungleichung hergestellt wird (siehe hierzu [Kraft
1949]). Die Reduzierung der Codelänge korreliert dabei mit der Wahl
geeigneter Wahrscheinlichkeitsfunktionen, wodurch sich die Anzahl der
Kandidatenmodelle verringern lässt [Schomaker 2010, S.44]. Bei einer
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gegebenen Menge an Modellen muss damit das Modell gefunden werden,
welches die beobachteten Daten am stärksten komprimiert [Myung 1999,
S.3]. Dieses wird wie folgt formalisiert:










Der erste Term ist darin wieder ein Maß für die Abweichung der Simulati-
onsergebnisse zu beobachteten Daten und repräsentiert dementsprechend
die Anpassungsgüte [Myung 1999, S.3]. Damit nicht zu komplexe Modelle
selektiert werden, gibt es auch hier einen zweiten Teil der Modellgleichung,
der zu hohe Komplexität bestraft. Auch hier wird die Notation mit dem
Absolutbetrag gewählt, um dem Definitionsbereich der Logarithmusfunkti-
on gerecht zu werden. Dessen beide Terme entsprechen, der Definition der
geometrischen Komplexität aus Kapitel 5.2.3 folgend, dem Absolutbetrag
der GC aus Formel 5.12. Damit kann die MDL wie folgt dargestellt werden:
MDL = − lnL(θ̂|z) + GC (6.25)
Mit Hilfe des Strafterms werden somit, in Ergänzung zum BIC, neben der
Anzahl der Parameter und der Anzahl der Messpunkte über die Fisher-In-
formationsmatrix auch noch die funktionale Form und der Parameterwerte-
bereich berücksichtigt. Dadurch wird nicht nur das Prinzip der Sparsamkeit
direkt bei der Konstruktion der Modellwahlkriterien verwendet, sondern
auch eine konkrete Ausarbeitung davon präsentiert, wie Sparsamkeit ge-
messen werden kann [Schomaker 2010, S.13]. Je kleiner die MDL dabei
ausfällt, desto höher das Extrapolationsvermögen [Myung 1999, S.3].
6.4 Evaluation anhand mehrerer
Teilsystemsimulationsmodelle
Für die Quantifizierung der Simulationsergebnisgüte wird als vorbereitende
Maßnahme die Anpassungsgüte sämtlicher Simulationsmodelle innerhalb
der exemplarischen Funktionen der Gesamtfahrzeugmodellarchitektur aus
Abbildung 4.8 bewertet. Dabei werden diejenigen Funktionen identifiziert,
deren initiale Parametrierung eine unzureichende Anpassung gestattet, um
diese gegebenenfalls gezielt einzeln optimieren zu können. Anschließend
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wird die eigentliche Gütequantifizierung anhand der bereits bekannten
Funktionen der Hochvoltbatterie („BattHV“) und Fahrzeuglängsdynamik
(„FzgLängsD“) demonstriert, die in Kapitel 5.4 für die Quantifizierung
der Komplexität verwendet worden sind. Um die Wirkmechanismen der
Quantifizierungsverfahren zu analysieren, werden auf Basis des dabei ein-
gesetzten CAN-Traces die Attribute der Simulationsergebnisgüte ermittelt.
In Ergänzung dazu werden weitere CAN-Traces eingesetzt, um für die
Funktion der Hochvoltbatterie zusätzlich eine Gütequantifizierung im noch
unbekannten Extrapolationsbereich zu evaluieren.
6.4.1 Gütequantifizierung einer
Gesamtfahrzeugmodellarchitektur
Zunächst wird die Anpassungsgüte sämtlicher Funktionen einer Gesamt-
fahrzeugmodellarchitektur bewertet. Damit kann innerhalb eines MUs die
Qualität initial parametrierter Simulationsmodelle bewertet werden, um
so gezielt Modelle mit großen Abweichungen gegenüber den dafür verwen-
deten Messdaten optimieren zu können. Zu diesem Zweck wird der bei
der Quantifizierung der Anpassungsgüte in Kapitel 6.2 eingeführte TIC
verwendet, der ein normiertes Maß für die Ungleichheit der Simulationser-
gebnisse gegenüber Messdaten darstellt. Dabei werden die Eingangsgrößen
der Simulationsmodelle mit Messdaten beaufschlagt und die Ergebnisse mit
Hilfe des TICs wiederum mit Messdaten verglichen [Netter 2013a, S.46].
Da, wie bei der Absicherung der Simulationsmodelle in Kapitel 4.3.2
beschrieben, nicht immer für alle Ein- und Ausgänge Messdaten verfügbar
sind, werden die Funktionsgruppen aus Abbildung 4.13 verwendet, die in
Kapitel 4.4.2 im Fall der in dieser Arbeit als Evaluationsbeispiel gewählten
Gesamtfahrzeugmodellarchitektur eines A1 e-tron bereits identifiziert wor-
den sind. Für deren Quantifizierung werden Daten verschiedener Fahrten
(engl. Trips) aus dem Pilotprojekt mit einer Dauer von jeweils mehr als 20
Minuten verwendet, um eine repräsentativ breite Datenbasis bereitzustellen.
Da durch die Anwendung des Suchalgorithmus gewährleistet wird, dass
für alle Eingangsschnittstellen Daten zur Verfügung stehen, ist es möglich,
jede Funktion zu simulieren. Die Ergebnisse dieser Quantifizierung sind in
Tabelle 6.1 aufgelistet. Werte nahe null weisen darin auf eine starke Gleich-
heit zwischen Messung und Simulationsergebnis hin, wohingegen Werte
nahe eins auf eine starke Ungleichheit schließen lassen [Pelz 2001, S.32].
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Die Nomenklatur basiert dabei auf der bereits bekannten schematischen
Darstellung der Funktionsgruppen aus Abbildung 4.13.









































RangeEx (SR) 1 0,21 0,19 0,26 0,22 0,27
RangeEx (El) 2 0,07 0,07 0,11 0,15 0,0813 0,03 0,05 0,07 0,10 0,05
FG_1
5 0,26 0,14 0,26 0,07 0,08
6 0,29 0,26 0,36 0,31 0,27
11 0,32 0,19 0,32 0,09 0,13
12 0,26 0,14 0,26 0,07 0,08
4 0,23 0,25 0,30 0,28 0,27
FG_2 3 0,19 0,18 0,46 0,22 0,38
FG_3
7 0,01 0,00 0,01 0,01 0,01
8 0,02 0,01 0,01 0,02 0,02
9 0,06 0,07 0,08 0,05 0,08
FG_4
7 0,04 0,01 0,02 0,02 0,04
8 0,02 0,01 0,02 0,02 0,03
9 0,16 0,18 0,20 0,12 0,26
1 0,22 0,21 0,26 0,17 0,31
2 0,22 0,21 0,27 0,18 0,31
FG_5 10 0,48 0,53 0,47 0,51 0,47
Die erste Spalte beinhaltet die identifizierten Funktionsgruppen. Gemäß den
Erläuterungen bei der Absicherung der Gesamtfahrzeugmodellarchitektur
in Kapitel 4.4.2 können die beiden Funktionen „RangeEx“ aus den Kategori-
en „Steuerung/Regelungstechnik“ bzw. „Elektrotechnik“ ohne Gruppierung
in einer Funktionsgruppe direkt validiert werden. Dementsprechend sind
diese beiden Funktionen separat mit aufgelistet. Die jeweils quantifizier-
ten Ausgangssignale sind zeilenweise in der zweiten Spalte eingetragen.
Einzelne Ausgangssignale erscheinen darin mehrfach, da die dazugehörige
Funktion Bestandteil mehrerer Funktionsgruppen ist. Die verbleibenden
fünf Spalten bieten eine Übersicht über die Ergebnisse, die mit Hilfe des
TICs für die verschiedenen Fahrten ermittelt worden sind. Als Beispiel
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ist die Abweichung des Ausgangssignals „8“ gegenüber den verwendeten
Messdaten durchgängig relativ gering, wohingegen die Ausgangssignale „6“
und „10“ eine relativ schlechte Anpassungsgüte aufweisen [Netter 2013a,
S.46]. Basierend auf den Ergebnissen muss für die Simulationsmodelle mit
einer relativ geringen Abweichung nicht zwangsläufig zuerst eine Para-




Für die Quantifizierung der Simulationsergebnisgüte werden im Folgenden
mit der SSE und dem MSE weitere der in Kapitel 6.2 vorgestellten Verfahren
zur Quantifizierung der Anpassungsgüte verwendet. Auf eine Normierung,
wie sie über den TIC möglich ist, wird dabei verzichtet, um auch hier die
Ergebnisse unterschiedlicher Simulationsmodelle einer Funktion miteinan-
der vergleichen zu können. Das Extrapolationsvermögen wird mit Hilfe
sämtlicher Verfahren aus Kapitel 6.3 quantifiziert, um die Unterschiede bei
einer ergänzenden Betrachtung der Messpunkte im zweiten Term beim BIC
gegenüber dem AIC bzw. einer zusätzlichen Betrachtung der funktionalen
Form bei der MDL gegenüber dem BIC bewerten zu können.
Bei den für die Quantifizierung verwendeten CAN-Traces handelt es sich
um die gleichen Daten, die auch für die Komplexitätsquantifizierung in
Kapitel 5.4 eingesetzt worden sind. Diese sind in den Abbildungen 5.10 und
5.11 dargestellt. Die Simulationsmodelle der Hochvoltbatterie („BattHV“)
und der Fahrzeuglängsdynamik („FzgLängsD“) bleiben unverändert.
Sowohl AIC als auch BIC werden dabei zunächst mit Hilfe der Stan-
dardformeln aus 6.7 bzw. 6.22 ermittelt. Die Werte für MDL folgen aus
der Berechnung mit Gleichung 6.25. Die Resultate für die Quantifizierung
der Batteriemodelle nach ihrer Simulationsergebnisgüte sind in Tabelle
6.2 aufgelistet, die der Längsdynamikmodelle in Tabelle 6.3. Zusätzlich ist
darin der ln(MLE) mit eingetragen, um die beiden Terme für AIC, BIC
und MDL im Folgenden separat bewerten zu können.
Wie in Kapitel 6.2 eingeführt, wird die SSE aus dem Produkt aus dem
MSE und der Anzahl an Messpunkten n gebildet. Da die Anzahl der be-
rücksichtigten n = 100 Messpunkte beim Batteriemodell und der n = 200
Messpunkte beim Längsdynamikmodell jeweils konstant ist, hängen beide
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Tab. 6.2: Ergebnisse der nach ihrer Simulationsergebnisgüte quantifizierten Batterie-
modelle
Typ SSE MSE RMSE ln(MLE) AIC BIC MDL
Ri 0,85 0,0085 0,0922 96,419 -190,839 -188,234 -91,868
RC1 0,80 0,0080 0,0894 99,349 -192,699 -184,883 -77,120
RC2 0,79 0,0079 0,0889 100,118 -190,356 -177,330 -60,312
RC3 0,78 0,0078 0,0883 100,750 -187,501 -169,265 -43,294
Tab. 6.3: Ergebnisse der nach ihrer Simulationsergebnisgüte quantifizierten Längsdy-
namikmodelle
Typ SSE MSE RMSE ln(MLE) AIC BIC MDL
cWkonst. 0,241 0,0012 0,0346 393,410 -784,820 -781,517 -389,003
cWlin. 0,241 0,0012 0,0346 393,671 -782,734 -776,128 -385,129
cWquadr. 0,241 0,0012 0,0346 393,558 -781,116 -771,206 -372,637
Werte linear voneinander ab. Der RMSE entspricht der Wurzel des MSE,
weswegen auch hier ein proportionaler Zusammenhang besteht. Somit ist
es im Folgenden zulässig, allein den Trend des MSE zu bewerten, da deren
qualitativer Verlauf auch Rückschlüsse auf die beiden anderen Quantifizie-
rungsmerkmale gestattet. Die aus Tabelle 6.3 resultierenden Verläufe der
Simulationsergebnisgüte sind für die Batteriemodelle in Abbildung 6.3 und





































Abb. 6.3: Verläufe der Simulationsergebnisgüte der Batteriemodelle
In Abbildung 6.3 fallen die Werte des MSE vom Ri-Modell zum RC1-Modell
zunächst um mehr als 5% und danach bis zum RC3-Modell konstant weiter.
Generell sinken die Abweichungen zwischen gemessenen und simulierten
Daten, weswegen die Anpassungsgüte mit steigender Komplexität zunimmt.
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Das erste RC-Element bringt dabei offenbar die größte Verbesserung. Die
Verläufe für das Extrapolationsvermögen weisen alle einen weitestgehend
positiven Trend auf, weswegen von einem sinkenden Extrapolationsvermö-
gen mit steigender Komplexität ausgegangen werden kann. Dabei sind die
Werte des ersten Terms bei allen Simulationsmodellen negativ, da die positi-
ven Log-Likelihood-Schätzungen aus Tabelle 6.2 jeweils mit einer negativen
Zahl multipliziert werden. Dieser erste Term ist bei allen Batteriemodellen
absolut betrachtet umso negativer, je komplexer das Simulationsmodell
ist. Um diesem Trend entgegenzuwirken, wird im zweiten Term eine zu
große Anzahl an Parametern und damit eine zu hohe Komplexität bestraft,
indem das negative Ergebnis des ersten Terms mit einem positiven zweiten
Term verkleinert wird. Dieser Strafterm wächst beim AIC mit steigender
Anzahl an Parametern und damit einer steigenden Komplexität. Im Fall
des Batteriemodells kommt es dabei zu dem in Abbildung 6.3 dargestellten
Richtungswechsel im Trend des AIC, da die geringe Zunahme der Log-
Likelihood-Schätzungen mit steigender Komplexität ab dem RC1-Modell
vom additiven zweiten Term überkompensiert wird. Im Gegensatz dazu
steigen die Werte des BICs gleich ab dem Ri-Modell kontinuierlich mit
steigender Komplexität. Dieser unterscheidet sich ausschließlich im zwei-
ten Term vom AIC. Im Gegensatz zum AIC korreliert er nicht nur mit
einer steigenden Anzahl an Parametern, sondern auch mit der über die
Batteriemodelle konstanten Anzahl an Messpunkten. Da in diesem Eva-
luationsbeispiel der Logarithmus der n = 100 verarbeiteten Messpunkte
größer als der konstante Faktor zwei beim AIC ist, steigt der Verlauf des
BICs mit steigender Komplexität steiler an als der Verlauf des AICs. Auf-
grund dessen findet beim BIC auch kein Richtungswechsel statt. Die Werte
der MDL nehmen ebenfalls kontinuierlich mit steigender Komplexität zu.
Dieses Maß unterscheidet sich um den Faktor 12 im ersten Term von AIC
und BIC. Dementsprechend sind die Werte der MDL aus Tabelle 6.2 im
ersten Term halb so groß wie die der anderen Quantifizierungsmerkmale,
weswegen sich das Endergebnis auch unter Berücksichtigung des zweiten
Terms erheblich von den Werten der anderen Quantifizierungsmerkmale
unterscheidet. Gegenüber dem BIC berücksichtigt die MDL über die Fisher-
Informationsmatrix im zweiten Term auch die funktionale Form der Mo-
dellgleichung. In der Summe entspricht der Strafterm dem Absolutbetrag
der GC. Deren Werte für die Batteriemodelle sind in Tabelle 5.2 in Kapitel
5.4.1 aufgelistet.
126
6.4 Evaluation anhand mehrerer Teilsystemsimulationsmodelle
Referenziert man Abbildung 6.3 auf Abbildung 6.2, kann der MSE mit dem
darin dargestellten Kalibrierungsfehler verglichen werden. Je kleiner der
MSE ausfällt, desto kleiner ist der Kalibrierungsfehler, weswegen bei allei-
niger Betrachtung der Anpassungsgüte das RC3-Modell selektiert werden
würde. Allerdings lässt dessen fallender Trend alleine, wie in Abbildung
6.2 zu sehen ist, keine Aussage darüber zu, ob die vorhandenen Modelle
zu einfach, optimal oder zu komplex sind. Zu diesem Zweck können AIC,
BIC und MDL als Maß für den Vorhersagefehler herangezogen werden.
Je niedriger der Wert für diese Kennzahlen ausfällt, desto kleiner ist der
Vorhersagefehler. Damit deutet deren steigender Verlauf in Abbildung 6.3
auf eine zu hohe Komplexität und damit eine Überanpassung hin, weswegen
bei alleiniger Betrachtung des Extrapolationsvermögens das Ri-Modell bzw.
das RC1-Modell selektiert werden würde. Demnach bieten für die vorliegen-
den Daten die Modelle der mittleren Komplexität den besten Kompromiss
aus hoher Anpassungsgüte bei gleichzeitig hohem Extrapolationsvermögen.

































Abb. 6.4: Verläufe der Simulationsergebnisgüte der Längsdynamikmodelle
In der Ergebnisdarstellung der Längsdynamikmodellquantifizierung aus
6.4 bleibt der MSE bei gleicher Skalierung der Ordinate wie in Abbildung
6.3 weitestgehend unverändert. Die jeweils komplexeren Modelle können
demnach für den verwendeten Datensatz kaum eine Verbesserung der
Anpassungsgüte erzielen. Der Geschwindigkeitsverlauf aus Abbildung 5.11
kann somit von dem konstanten Längsdynamikmodell cWkonst. als auch
von dem linearen cWlin.- und quadratischen cWquadr.-Modell ähnlich gut
approximiert werden. Für das Extrapolationsvermögen resultieren bei allen
Merkmalen positive Trends. Da hier alle Log-Likelihood-Werte aus Tabelle
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6.3 vergleichbar groß sind, sind die steigenden Werte größtenteils dem
Strafterm geschuldet. Auch hier ist beim BIC der Logarithmus der n =
200 verarbeiteten Messpunkte größer als der konstante Faktor zwei beim
AIC, weswegen der Verlauf des BIC steiler ansteigt als der des AIC. Der
Verlauf der MDL wächst proportional zur steigenden GC aus Tabelle
5.4. An dieser Stelle sei darauf hingewiesen, dass ohne die Definition aus
Kapitel 5.2.3, nach der die GC den Abstand eines Simulationsmodells zum
Koordinatenursprung darstellt und deshalb stets deren Betrag zu nehmen
ist, ein inverser Verlauf für die MDL resultiert wäre. Dabei würde die MDL
umso negativer werden, je größer die Komplexität des Simulationsmodells
wird, weswegen immer das jeweils komplexeste Simulationsmodell selektiert
werden würde. Da mit dem Strafterm auf Basis verschiedener Quellen
versucht wird, diesem Trend entgegenzuwirken (siehe dazu [Schomaker
2010, S.36] und [Myung 1999, S.3]), plausibilisiert dieses Ergebnis die
getroffene Definition.
Referenziert man Abbildung 6.4 wieder auf Abbildung 6.2, lässt der
weitestgehend konstante Trend des MSE keine Aussage über den Bereich
der Simulationsmodellkomplexität zu. Im Gegensatz dazu deutet der kon-
tinuierlich steigende Verlauf auf eine zu hohe Komplexität und damit
eine Überanpassung hin, weswegen bei alleiniger Betrachtung des Extra-
polationsvermögens das Modell mit cW als Parameter selektiert werden
würde. Demnach bieten das cW -Modell mit cW als Parameter für die vor-
liegenden Daten insgesamt den besten Kompromiss zwischen einer hohen
Anpassungsgüte und gleichzeitig hohem Extrapolationsvermögen.
6.4.3 Gütequantifizierung bei noch unbekanntem
Extrapolationsbereich
Für eine Quantifizierung der Simulationsergebnisgüte im noch unbekannten
Extrapolationsbereich werden wieder die Batteriemodelle aus Kapitel 5.4.1
eingesetzt. Als Datenquelle werden jedoch andere CAN-Traces verwendet,
deren Einteilung in Tabelle 6.4 dargestellt ist.
Darin enthalten die ersten beiden Gruppen 1 und 2 (engl. Group 1, Group
2 ) Messdaten aus ein und demselben CAN-Trace. Diese werden der Güte-
quantifizierung mit jeweils unterschiedlichen Abtastraten zur Verfügung
gestellt, um den Einfluss der Anzahl der Messpunkte im Strafterm des
BIC gegenüber dem AIC bewerten zu können. Der CAN-Trace stammt
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wieder von einem A1 e-tron aus dem Pilotprojekt, überspannt aber im
Gegensatz zu den bisher verwendeten Ausschnitten eine komplette Fahrt
mit einer Fahrdauer von knapp 50 Minuten. Davon wird der Zeitbereich
von 0 − 1000 s als Trainingsbereich zum Anlernen der Simulationsmodelle
verwendet. Der Zeitbereich zwischen 1000− 2982 s dient als Extrapolations-
bereich, um die Anpassungsgüte jenseits des bekannten Bereichs bewerten
zu können. Die Strom- und Spannungsverläufe der verwendeten Messdaten
sind in Abbildung 6.5 für den Trainingsbereich und in Abbildung 6.6 für
den Extrapolationsbereich veranschaulicht.






















Abb. 6.5: Datensatz zum Training der freien Parameter nach [Chu 2012, S.54]
Um die Allgemeingültigkeit der angelernten Modelle abzuprüfen, werden
weitere drei Extrapolationsdatensätze verwendet. Diese sind in Tabelle
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Abb. 6.6: Datensatz zur Plausibilisierung der Parameteridentifikation im Extrapolati-
onsbereich
6.4 in Gruppe 3 (engl. Group 3 ) eingetragen. Die Daten stammen aus
drei weiteren Fahrzeugen des gleichen Typs und sind damit der initialen
Parameteridentifikation unbekannt [Netter 2013b, S.4].
In diesem Fall eines linearen Regressionsmodells der Hochvoltbatterie
wird die Quantifizierung nun mit den alternativen Formeln für AIC und
BIC aus den Gleichungen 6.8 bzw. 6.23 durchgeführt, wodurch allgemein
Rechenzeit eingespart werden kann, da die Likelihood-Funktion nicht er-
stellt werden muss. Entsprechend wird auf eine Erfassung des MDL, deren
Berechnung das MLE Estimate voraussetzt, verzichtet. Die Ergebnisse
dieser Quantifizierung sind in Tabelle 6.5 aufgelistet.
Die Werte des MSE sind darin generell um ein Vielfaches höher als in
den Tabellen 6.2 und 6.3 bei der Gütequantifizierung der Teilsystemsi-
mulationsmodelle in Kapitel 6.4.2. Somit konnten die Batteriemodelle die
Datensätze dort sehr viel exakter approximieren. Dies ist insofern plausibel,
als dass der Datensatz für die Komplexitätsquantifizierung der Batterie
aus Abbildung 5.10 deutlich homogener, also glatter ist als die Daten-
sätze für die Gütequantifizierung aus den Abbildungen 6.5 und 6.6 und
damit weniger „Spitzen“ durch das Polynom abgebildet werden müssen.
Dementsprechend sind die Residuen hier größer, weswegen auch der MSE
höher ausfällt. Die aus den Ergebnissen resultierenden Verläufe für die
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Tab. 6.5: Ergebnisse der nach ihrer Simulationsergebnisgüte quantifizierten Batterie-
modelle
Hz Typ Training Extrapol.MSE n ∗ ln(MSE) AIC BIC MSE
1
Ri 0,510 -673,34 -671,34 -666,44 1,036
RC1 0,040 -3211,65 -3205,65 -3190,93 0,090
RC2 0,037 -3293,87 -3383,87 -3259,33 0,062
RC3 0,035 -3343,87 -3329,87 -3295,52 0,061
10
Ri 0,513 -6679,47 -6677,47 -6670,26 1,045
RC1 0,056 -28859,81 -28853,81 -28832,18 0,096
RC2 0,051 -29767,14 -29757,14 -29721,09 0,066
RC3 0,051 -29762,83 -29748,83 -29698,35 0,068
Quantifizierungsmerkmale der Gruppe 1 sind sowohl für den Trainings- als
auch den Extrapolationsbereich bei einer Abtastfrequenz von einem Herz




























Abb. 6.7: Verläufe der Simulationsergebnisgüte für Gruppe 1 bei 1 Hz nach [Netter
2013b, S.5]
Darin fällt im Trainingsbereich bei „MSE Training“ die Abweichung zwi-
schen den Messdaten und den Simulationsergebnissen vom Ri-Modell zum
RC1-Modell um mehr als 90%. Ab dem RC1-Modell fällt der Verlauf um
schrittweise kleiner werdende Differenzen weiter. Da somit die Abweichun-
gen zwischen den gemessenen und den simulierten Daten im Trainingsbe-
reich tendenziell sinken, kann daraus eine steigende Anpassungsgüte mit
steigender Komplexität gefolgert werden. Analog zum Evaluationsbeispiel
aus Kapitel 6.4.2 bringt das erste RC-Element die größte Verbesserung.
Allerdings sinken im Gegensatz dazu auch die Verläufe für AIC und BIC.
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Diese fallen, wie auch der MSE, vom Ri-Modell zum RC1-Modell sehr
deutlich um knapp 80% und danach um schrittweise kleiner werdende
Differenzen weiter. Dementsprechend kann entgegen den bisherigen Trends
von einem steigenden Extrapolationsvermögen mit steigender Komplexität
ausgegangen werden. Infolgedessen verfügen die Batteriemodelle mit vielen
Parametern auf Basis der hier verwendeten Daten auch über mehr Potenti-
al, Daten im noch unbekannten Extrapolationsbereich abzubilden. Dieses
Potential wird durch den Verlauf der „MSE Extrapolation“ bestätigt, der
die Abweichungen der im Trainingsbereich angelernten Simulationsmodelle
gegenüber den noch unbekannten Daten im Extrapolationsbereich repräsen-
tiert. Die damit ermittelten Abweichungen sinken ebenfalls vom Ri-Modell
zum RC1-Modell um mehr als 90%. Somit steigt die Anpassungsgüte der
komplexeren Modelle, weswegen diese Modelle tatsächlich mehr Potential
aufweisen, Daten im noch unbekannten Extrapolationsbereich abzubilden
[Netter 2013b, S.5]. Hintergrund für dieses Verhalten sind auch hier die
sehr inhomogenen Verläufe der für die Gütequantifizierung verwendeten
Datensätze aus den Abbildungen 6.5 und 6.6, welche von einem sehr einfa-
chen Modell nur unzureichend abgebildet werden können. Dies ist insofern
plausibel, als dass mit dem trainierten RC1-Modell bei noch unbekannten
Daten im Extrapolationsbereich mit einem um 80% kleinerem MSE ge-
genüber dem Ri-Modell die Daten sehr viel exakter nachgebildet werden
können. Dieses Potential steigt mit dem RC2-Modell gegenüber dem RC1-
Modell nochmals um 30% und ab diesem nur noch geringfügig.
In Referenz auf Abbildung 6.2 sinkt demnach der Vorhersagefehler, aus-
gehend von dem Ri-Modell mit zu geringem Extrapolationsvermögen. Ab
diesem nähert sich die Simulationsmodellkomplexität dem Bereich der Über-
anpassung, ohne diesen zu erreichen bzw. zu überschreiten. Der fallende
Trend des Kalibrierungsfehlers deutet für das Ri-Modell auf eine relativ zu
geringe Komplexität des verwendeten Simulationsmodells hin. Relativ dazu
weisen die anderen Simulationsmodelle ab dem RC2-Modell einen vergleich-
bar niedrigen Kalibrierungsfehler auf. Demnach bieten für die vorliegenden
Daten das RC2-Modell und das RC3-Modell das größte Potential für eine
hohe Anpassungsgüte bei gleichzeitig hohem Extrapolationsvermögen.
Rechnerisch wird das Verhalten des Extrapolationsvermögens durch
einen dominanten ersten Term in den Gleichungen für das AIC bzw. BIC
gewährleistet, dessen Werte in Tabelle 6.5 aufgelistet sind. Diese sind in
Relation zu den Werten des Evaluationsbeispiels aus Kapitel 6.4.2 sehr
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viel größer als die jeweiligen Strafterme, weswegen letztere kaum Einfluss
auf das Ergebnis haben. Dementsprechend gering sind damit in diesem
Beispiel die Auswirkungen durch die Erhöhung der Frequenz und damit
eine Erhöhung der Anzahl an Messpunkten n, weswegen die Abbildung
für Gruppe 2 bis auf den unterschiedlichen Wertebereich der Ordinate
nahezu identisch ist (siehe dazu [Netter 2013b, S.5]). Generell nimmt
beim BIC gegenüber dem AIC durch die zusätzliche Wertung der Anzahl an
Messpunkten n der relative Einfluss des Strafterms zu. In diesem Beispiel
ist dieser Einfluss des Strafterms beim BIC bei allen Simulationsmodellen
knapp viermal so groß wie beim AIC. Die Ergebnisse der noch ausstehenden
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Abb. 6.8: Verläufe der Simulationsergebnisgüte für Gruppe 3 bei 1 Hz nach [Netter
2013b, S.6]
Darin stimmen die Trends der Verläufe, die aus zusätzlichen Extrapolations-
datensätzen weiterer Fahrzeuge resultieren, mit dem des Referenzverlaufs
„MSE Extrapolation“ der Gruppe 1 aus Abbildung 6.7 überein. Tatsächlich
können bei diesen Beispielen die mit Hilfe des Trainingsdatensatzes der
Gruppe 1 angelernten Batteriesimulationsmodelle die unbekannten Daten
der Fahrten 1 und 2 teilweise sogar exakter approximieren als den eigenen
Extrapolationsdatensatz der „MSE Extrapolation“. „Fahrt 3“ weist beim
Ri-Modell eine höhere Anpassungsgüte auf als der Referenzverlauf der
„MSE Extrapolation“, jedoch bringt bereits das RC1-Modell kaum eine
Verbesserung. Ab diesem Modell steigt der Trend leicht an, was ein Indiz
dafür ist, dass sich die komplexeren Modelle basierend auf den Daten der






„Da die Erstellung eines Modells nach unterschiedlichen Gesetz-
mäßigkeiten erfolgen kann, (. . . ) kann es beliebig viele Modelle
eines Systems geben. Von entscheidender Bedeutung ist dabei
die Fragestellung, nach der das betreffende System mit den
(. . . ) Modellen untersucht werden soll“ [Kübler 2000, S.15].
In den letzten beiden Kapiteln wurden verschiedene Verfahren vorgestellt,
mit deren Hilfe sowohl die Simulationsmodellkomplexität als auch deren
Potential für eine hohe Anpassungsgüte bei gleichzeitig hohem Extrapo-
lationsvermögen quantifiziert werden kann. Im Rahmen dessen wurden
konkrete Attribute identifiziert und anhand verschiedener Evaluationsbei-
spiele appliziert. Damit ist es möglich, bei der Erstellung eines FMUs die
Quantifizierungsmerkmale im Prozessschritt „Modelling“ zu bestimmen.
Für eine Beurteilung der für eine Simulation benötigten Simulations-
modellkomplexität und der relevanten Simulationsergebnisgüte liefert, ge-
mäß dem einleitenden Zitat aus dem Buch „Modulare Modellierung und
Simulation mechatronischer Systeme“, die Fragestellung, auf die das Mo-
dell hin untersucht werden soll, das erforderliche Entscheidungskriterium.
Anhand derer kann mit den Attributen als Stellgrößen die Komplexität
integrierter Gesamtsystemsimulationen an einen solchen Simulationszweck
adaptiert werden. Um bei hohem Ertrag, also hoher Ergebnisgüte, eine
hohe Wirtschaftlichkeit sicherzustellen, muss gemäß dem Minimumprinzip
der Aufwand, also der Ressourceneinsatz, um die hohe Ergebnisgüte zu
erreichen, minimiert werden. Damit liefert das daraus resultierende FMU
in Abhängigkeit von dem Simulationszweck einerseits ein möglichst genaues
Abbild der Realität und nimmt andererseits nur den Grad an Komplexität
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in Anspruch, der nötig ist, um die wichtigsten Kausalitäten und Merkmale
der beobachteten Daten abzubilden.
Für eine solche Komplexitätsadaption integrierter Gesamtsystemsimula-
tionen werden zunächst exemplarische Simulationszwecke aus dem Bereich
der Kraftfahrzeugtechnik vorgestellt. Basierend darauf wird eine Ontologie
erstellt, die die Simulationszwecke mit den identifizierten Quantifizierungs-
merkmalen verbindet. Das daraus resultierende Potential wird abschließend
anhand eines virtuellen Prototyps demonstriert.
7.1 Identifikation von Simulationszwecken
Simulationszwecke beschreiben die Zielsetzung einer Simulation, die stark
von den jeweiligen Disziplinen abhängt. So werden z. B. in der Astrophysik
Lebenszyklen von Galaxien studiert, in der Geophysik die Entstehung
von Erdbeben, in der Chemie die Metabolismen von Bakterien, in der
Medizin die Ausbreitung von Seuchen und in der Architektur die Statik von
Bauwerken [Bungartz 2009, S.2]. Den bisherigen Evaluationsbeispielen
folgend, wird im Rahmen dieser Arbeit von einer Simulation aus der
Kraftfahrzeugtechnik ausgegangen. Für diese Fachdisziplin werden die in
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Abb. 7.1: Simulationszwecke in der Automobilindustrie nach [Seiffert 2008, S.359]
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Die Schichten in der Mitte stellen die Simulationsmethoden dar, für die
in der Regel unterschiedliche Simulatoren zum Einsatz kommen. Um das
jeweilige Gesamtsystem darzustellen, bedient man sich darin des Computer-
Aided Design (CAD) bzw. des DMU. Für die Simulation wird zwischen
einer Mehrkörpersimulation (MKS), einer Finite Elemente Methode (FEM)
Simulation, einer Computational Fluid Dynamics (CFD) Simulation und
Simulationen in geschlossener Schleife wie Software in the Loop (SiL) bzw.
Hardware in the Loop (HiL) unterschieden. Die kleinen schwarzen Kreise
deuten an, welche Simulationsarten für die jeweiligen Simulationszwecke
zum Einsatz kommen.
7.2 Ontologiebasierte Komplexitätsadaption
Im Rahmen dieser Arbeit wird eine Ontologie eingesetzt, um die Abhän-
gigkeiten der identifizierten Attribute unter Berücksichtigung des eingangs
erwähnten Prinzips der Sparsamkeit von verschiedenen Simulationszwecken
abzubilden. Im Folgenden wird zunächst der Begriff der Ontologie erläutert.
Anschließend wird eine Ontologie aufgebaut, mit deren Hilfe die Simu-
lationsmodellkomplexität an den jeweiligen Simulationszweck angepasst
werden kann.
7.2.1 Definition der Ontologie
Der Begriff „Ontologie“ stammt aus der Philosophie und bezeichnet die
Lehre vom Sein. Dabei bedeutet das aus dem Griechischen stammende „to
on“ das Sein, also dass Allgemeinste, das man von einem Gegenstand sagen
kann [Busse 2012, S.6]. Damit fragt die Ontologie nach den grundsätzlichen
und allgemeinen Strukturen der Wirklichkeit. Diese Denkmuster wurden
in den 90er Jahren in die Informatik übernommen. Darin beschreiben sie
Fachterminologien, um Inhalte und Zusammenhänge, also die Semantik, zu
erfassen und für die rechnergestützte Verarbeitung zugänglich zu machen.
Ziel ist es dabei, Wissen über ein bestimmtes Gebiet formal abzubilden und
damit austauschbar und wiederverwendbar zu machen. Zu diesem Zweck
werden relevante Begriffe aus der jeweiligen Domäne in einer Modellierungs-
sprache definiert. Da diese Begriffe auf formaler Logik basieren, können
sogenannte Inferenzmechanismen genutzt werden, um bereits modelliertes
Wissen in Form von logischen Relationen auf Gültigkeit und Konsistenz
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abzuprüfen und implizit modellierte Abhängigkeiten explizit zu machen
[Heß 2009, S.46]. Ontologien setzen sich dabei aus Klassen, Individuen
und Eigenschaften zusammen.
Eine Klasse bzw. ein Konzept fasst darin gleiche Individuen unter einem
Begriff zusammen. Mehrere Klassen werden gewöhnlich in sogenannten
Taxonomien, also einem hierarchischen Klassifikationsschema, strukturiert
[Heß 2009, S.46]. Analog zur Systemhierarchie aus Kapitel 2.1.2 wird auch
darin zwischen Ober- und Unterklassen (engl. Super- and Subclasses) unter-
schieden. Mit Hilfe der Klassenhierarchie und der Unterklassenbeziehung ist
es möglich, den gesamten Gegenstandsbereich detailliert zu umfassen. So
kann man z. B. das Buch als Unterklasse von Printmedien definieren, welche
auch Zeitschrift als Unterklasse besitzt. Diese Art der Wissensmodellierung
ist vergleichsweise intuitiv, da sie sich sehr nahe am menschlichen Denken in
Begriffen orientiert [Hitzler 2008, S.71f]. Individuen sind dabei Elemente
einer Klasse und repräsentieren eine bestimmte Ausprägung, indem sie die
Klasse instanziieren [Heß 2009, S.46]. Dementsprechend werden diese auch
als „Instanzen“ bezeichnet. Eine Klasse kann explizit beschrieben werden,
indem man sie benennt und damit eine benannte Klasse definiert (engl.
Named Class). Die Definition kann auch implizit anhand von Bedingun-
gen erfolgen, die von Individuen erfüllt werden müssen, damit sie zu der
Klasse gehören können. Diese werden als „Eigenschaftseinschränkungen“
bezeichnet (engl. Property Restrictions).
Eigenschaften werden für Klassen definiert. Diese werden auch als „Rela-
tionen“ bezeichnet und genutzt, um Individuen einer Klasse zu definieren
[Heß 2009, S.46]. Je nachdem, ob Relationen mit anderen Individuen
oder mit Daten bestehen, wird zwischen Objekt- und Dateneigenschaften
unterschieden. Objekteigenschaften (engl. Object Properties) sind binäre
Relationen zwischen zwei Individuen [Horridge 2009, S.11]. Im Gegensatz
dazu beschreiben Dateneigenschaften (engl. Data Properties) Beziehungen
zwischen Individuen und Daten eines bestimmten Typs. Eigenschaften kön-
nen verschiedene Merkmale aufweisen. In Abbildung 7.2 sind exemplarisch
funktionelle, transitive und symmetrische Merkmale dargestellt.
Ist eine Eigenschaft z. B. als „funktionell“ definiert, so kann nur ein
einziges Individuum der Zielklasse durch eine Relation entlang dieser Ei-
genschaft mit einem Individuum der Startklasse verbunden sein. Wie in der
linken Abbildung aus 7.2 dargestellt, kann z. B. das Individuum „Julian“








Abb. 7.2: Unterscheidung in funktionelle, transitive und symmetrische Merkmale nach
[Horridge 2009, S.29f]
haben und zwar das Individuum „Veronika“ der Klasse „Mutter“. Diese
Eigenschaft kann auch invers funktionell zur Eigenschaft „ist Mutter von“
sein. Darüber hinaus können Eigenschaften auch transitiv sein. Sobald ein
Individuum mit einem anderen Individuum entlang einer solchen transitiven
Eigenschaft verbunden wird und letzteres über dieselbe Eigenschaft mit
einem weiteren Individuum verbunden ist, kann daraus eine Abhängigkeit
des ersten von dem letzten Individuum gefolgert werden. Dieser Sachverhalt
ist im mittleren Teil von Abbildung 7.2 dargestellt. Falls z. B. das Individu-
um „Stefan“ den Vorfahren „Robert“ hat und dieser wiederum „Emma“ als
Vorfahren aufweist, hat automatisch auch „Stefan“ „Emma“ als Vorfahren.
Transitive Eigenschaften können nicht funktionell sein. Allerdings sollte
das Inverse einer transitiven Eigenschaft ebenfalls transitiv sein. Des Wei-
teren existieren auch symmetrische Eigenschaften. Sobald eine Eigenschaft
symmetrisch ist und die Eigenschaft ein Individuum mit einem anderen
verbindet, ist letzteres Individuum automatisch über dieselbe Eigenschaft
mit dem ersten Individuum verbunden. Falls, wie in der rechten Abbildung
aus 7.2 dargestellt, z. B. „Alfons“ über die Eigenschaft „ist verwandt mit“
mit „Carina“ verbunden wird, ist „Carina“ über die gleiche Eigenschaft
auch mit „Alfons“ verbunden. Wenn diese Eigenschaft nicht erwünscht
ist, kann die Relation auch als asymmetrisch definiert werden [Horridge
2009, S.29f]. Analog zu Klassen lassen sich auch Eigenschaften hierarchisch
definieren, woraus die Möglichkeit resultiert, Ober- und Untereigenschaften
(engl. Super- and Subproperties) zu spezifizieren. So bezeichnet z. B. die Ei-
genschaft „ist Veganer“ eine Untereigenschaft der Relation „ist Vegetarier“,
da Veganer lediglich eine Teilmenge der Vegetarier darstellen.
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7.2.2 Aufbau einer Ontologie
Für die Übersetzung der natürlichen Sprache in eine formale Sprache existie-
ren diverse Ontologie-Modellierungssprachen wie das Ressource Description
Framework (RDF) und die Web Ontology Language (OWL), innerhalb derer
mit Hilfe verschiedener Entwicklungsumgebungen der jeweilige Betrach-
tungsgegenstand implementiert werden kann. Im Rahmen dieser Arbeit
wurde der Editor Protégé verwendet, welcher am Institut für Medizinische
Informatik an der Stanford University in Kalifornien entwickelt worden ist.
Die Inferenzmechanismen, die in formalen Sprachen bereits modelliertes
Wissen in Form von logischen Relationen auf Gültigkeit und Konsistenz
prüfen und implizit modellierte Abhängigkeiten explizit machen können,
werden in Protégé als „Reasoner“ bezeichnet. Die Struktur der umgesetzten






















Abb. 7.3: Struktur der Ontologie der Gesamtsystemarchitektur
Der Hierarchie für die Strukturierung technischer Gesamtsysteme aus Ab-
bildung 4.1 folgend, wird von dem „Maximal Mock-Up“ als oberster Ebene
ausgegangen. Da innerhalb der Ontologie sämtliche Funktionen verschie-
dener Fahrzeuge abgebildet werden und damit kein projektspezifischer
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Verbund betrachtet wird, wird die Ebene des „Mock-Up“ übersprungen.
Als Teilmengen der Klasse „Maximal Mock-Up“ wird somit die „Domä-
ne“ als Unterklasse definiert, unterhalb derer wiederum, wie in Abbildung
7.3 veranschaulicht, die Unterklasse „Komposition“ angeordnet wird. Zur
Repräsentation der Funktionen und ihrer Kategorien werden keine wei-
teren Unterklassen unterhalb der Kompositionen eingerichtet, da sonst
in jeder Komposition für jede Kategorie eine eigene Unterklasse definiert
werden müsste. Dies hätte eine Vielzahl an Relationen und damit eine
unübersichtliche Ontologie zur Folge. Stattdessen wird „Kategorie“ als
weitere Oberklasse festgelegt, innerhalb derer die Kategorien des Modu-
larisierungsansatzes aus Kapitel 4.1 als Unterklassen abgebildet werden.
Diese sind in der linken Hälfte von Abbildung 7.3 schematisch als große
Teilkreise dargestellt, da sie sämtliche Hierarchieelemente in Untermengen
aufteilen. Funktionen resultieren somit aus der kombinierten Betrachtung
von Komposition und jeweiliger Kategorie, weswegen für dieses Element
keine eigene Klasse benötigt wird. Funktionen sind dementsprechend in
Abbildung 7.3 lediglich gestrichelt angedeutet.
Innerhalb der Unterklassen der jeweiligen Kategorien werden die quantifi-
zierten Simulationsmodelle als Individuen eingetragen und über Relationen
den jeweiligen Kompositionen zugeordnet. Ein und dieselben Modelle un-
terschiedlicher Attributierung werden infolgedessen als Instanzen einer
Kategorie interpretiert. Diese sind in der linken Hälfte von Abbildung 7.3
für „Kategorie 1“ exemplarisch als „Modell x“ und „Modell y“ dargestellt.
Den Simulationsmodellen werden abschließend die in den Kapiteln 5 und 6
identifizierten Quantifizierungsmerkmale für Komplexität, Anpassungsgüte
und Extrapolationsvermögen als Dateneigenschaften vom Typ „Double“
zugewiesen. Dabei handelt es sich um funktionelle Eigenschaften, da in jedes
Simulationsmodell jeweils nur ein Wert für PC, SC, GC, MSE, AIC, BIC
und MDL eingetragen werden kann. In Abbildung 7.3 sind für das Modell
„Modell z“ exemplarisch GC, MSE und BIC entlang der invertierbaren
Dateneigenschaften „hat GC“, „hat MSE“ und „hat BIC“ skizziert. Die
übrigen Attribute werden analog dazu ergänzt. Zusätzlich werden zwischen
den Individuen die Objekteigenschaften „hat größere PC“, „hat größere SC“
und „hat größere GC“ eingeführt. Damit werden die Simulationsmodelle
innerhalb der Ontologie-Datenbasis relativ zueinander in Abhängigkeit
von der jeweiligen Komplexität sortiert. Bildlich wird dadurch, gemäß der
Beziehung zwischen Vorhersagefehler und Kalibrierungsfehler in Abbildung
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6.2 aus Kapitel 6.1, die Abszisse für die Komplexitätsadaption definiert.
Darin wird bewusst noch keine Entscheidung für eines der Merkmale für
die Komplexitätsquantifizierung getroffen, da dies dem Anwender über-
lassen werden soll. Die Beschreibung des bereits als Evaluationsbeispiel
verwendeten Ri-Modells ist in Abbildung 7.4 dargestellt.
Abb. 7.4: Beschreibung des Ri-Modells (Protégé-Screenshot)
Um die Individuen einem Simulationszweck zuordnen zu können, wird
„Simulationszweck“ als weitere Oberklasse eingeführt. Darunter werden als
Unterklasse verschiedene „Zwecke“ eingerichtet, welche in der rechten Hälfte
von Abbildung 7.3 dargestellt sind. Über Relationen wird dabei einerseits
mit Hilfe von Kategorien und Kompositionen festgelegt, welche Funktionen
für welchen Simulationszweck benötigt werden. Andererseits werden über
sogenannte Rules jedem Simulationszweck nur diejenigen Individuen zuge-
ordnet, die für den jeweiligen Simulationszweck geeignet sind. So erfordert
z. B. die Funktion der „BattHV“ der Kategorie „Elektrotechnik“ für den
Simulationszweck „Verbrauch“ eine hohe Komplexität, wohingegen sie für
den Simulationszweck „Fahrleistung“ eine untergeordnete Rolle spielt und
durch ein Modell geringerer Komplexität abgebildet werden kann. Dafür
werden mit Hilfe der Semantic Web Rule Language (SWRL) Schwellwerte
für die Komplexitätsquantifizierungsmerkmale in Protégé implementiert.
Solche SWRL-Regeln sind in der Mitte von Abbildung 7.3 veranschaulicht.
Zusätzlich kann auch der Aspekt der Simulationsergebnisgüte mit berück-
sichtigt werden, indem ebenfalls über diese Regeln ein erforderlicher Bereich
für die Attribute der Anpassungsgüte und des Extrapolationsvermögens vor-
gegeben wird. Dazu wird analog den Evaluationsbeispielen aus den Kapiteln
6.4.2 und 6.4.3 innerhalb jeder Funktion ein optimaler Bereich identifiziert
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und die daraus resultierenden Schwellwerte ebenfalls über die SWRL in
Protégé implementiert. Dieser Bereich kann unter Umständen auch mehrere
optimale Simulationsmodelle überspannen. Bildlich wird damit, gemäß der
Beziehung zwischen Vorhersagefehler und Kalibrierungsfehler in Abbildung
6.2 aus Kapitel 6.1, die Ordinate beschrieben.
Der eingangs erwähnte Reasoner stellt abschließend die Gültigkeit und
Konsistenz sicher, indem geprüft wird, ob alle Relationen wie eingegeben
dargestellt werden können. Zusätzlich ordnet er die Modelle aus der Onto-
logie-Datenbasis in Abhängigkeit von den Relationen und SWRL-Regeln
den Simulationszwecken zu. Eine solche Zuweisung ist in Abbildung 7.3
exemplarisch für die beiden Modelle „Modell x“ und „Modell y“ anhand
der gestrichelten Linien veranschaulicht. Die Ergebnisse dieser Zuweisung
können über ein Visualisierungs-Plug-in dargestellt werden. In Abbildung
7.5 sind sie für den Simulationszweck „Energieverbrauch“ mit Hilfe des
Protégé-Plug-ins OntoGraf dargestellt.
Abb. 7.5: OntoGraf-Darstellung des Simulationszwecks „Energieverbrauch“
Somit können die Attribute sämtlicher Simulationsmodelle, die im Prozess-
schritt „Modelling“ für ein FMU erstellt worden sind, nach ihrer Quanti-
fizierung in der Ontologie-Datenbasis abgelegt werden. Referenziert man
das Ergebnis der Zuweisung auf die jeweils zugrunde liegende Gesamt-
fahrzeugarchitektur, welche dafür im Prozessschritt des „System Design“
erstellt worden ist, wird ersichtlich, ob für alle Funktionen entsprechende
Simulationsmodelle die Kriterien erfüllt haben und vorgeschlagen werden.
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Fehlen einzelne Funktionen, müssen gegebenenfalls die SWRL-Regeln an-
gepasst werden oder weitere Modelle implementiert werden, welche den
gewünschten Anforderungen an Komplexität, Anpassungsgüte und Extra-
polationsvermögen entsprechen. Erfüllen mehrere Modelle einer Funktion
die genannten Kriterien, hat der Anwender die Wahl oder kann die SWRL-
Regeln gegebenenfalls enger fassen.
7.3 Demonstration anhand einer
Gesamtfahrzeugsimulation
Um die Komplexitätsadaption einem breiten Anwendungsbereich zur Ver-
fügung zu stellen, wird die Ontologie in den Prozess der Co-Simulation
aus Kapitel 3.3.2 integriert. Das daraus resultierende erweiterte Verfahren
wird abschließend anhand der Gesamtfahrzeugsimulation eines A1 e-tron
für den Simulationszweck „Energieverbrauch“ durchgeführt.
7.3.1 Integration einer Ontologie in den
Prozess der Co-Simulation
Als weitere Möglichkeit der Konfiguration einer Gesamtsystemarchitektur
wird die Ontologie, der Darstellung des Co-Simulationsprozesses aus Abbil-
dung 3.6 folgend, in den Prozessschritt „Configuration“ eingebunden. Dazu
wird die Ontologie-Datenbasis in die Co-Simulationsdatenbasis abgelegt
und dort auch gepflegt, wodurch die Attribute der Simulationsmodelle und
die Schwellwerte der Rules allen Nutzern gleichermaßen zugänglich sind.
Initial werden sämtliche Simulationsmodelle in der Co-Simulationsdaten-
basis mit den vorgestellten Verfahren bezüglich ihrer Komplexität, ihrer
Anpassungsgüte und ihres Extrapolationsvermögens quantifiziert. Damit
stehen im Prozessschritt „Configuration“ sämtliche Attribute der in der Co-
Simulationsdatenbasis enthaltenen Simulationsmodelle als Metainforma-
tionen zur Verfügung. Funktionen, für die noch keine Simulationsmodelle
im MMU abgelegt sind und dementsprechend im Zuge der MU-Erstellung
implementiert werden, werden nach dem Approvement im Prozessschritt
„Integration“ ebenfalls quantifiziert.
In Ergänzung zu dem bisherigen Schritt „Configuration“ besteht dadurch
die Möglichkeit neben der bisherigen Anpassung der Implementierung nun
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auch die Komplexität der Gesamtsystemsimulation an den jeweiligen Si-
mulationszweck anzupassen. Dabei steht es dem Anwender frei, über die
Auswahl eines vorgegebenen Simulationszwecks von der Ontologie einen
Vorschlag der jeweils optimalen Simulationsmodelle abzurufen oder selbst
auf Basis der Metainformationen zwischen dem Potential verschiedener Si-
mulationsmodelle zu unterscheiden und dadurch selbstständig eine Auswahl
zu treffen. Die Ergebnisse dieser Auswahl werden in der Functional-Mock-
Up-Beschreibungsdatei gespeichert und stehen damit den nachfolgenden
Prozessschritten zur Verfügung.
7.3.2 Durchführung einer Gesamtfahrzeugsimulation
Um das erweiterte Verfahren zu demonstrieren, wird eine komplexitätsad-
aptierte integrierte Gesamtfahrzeugsimulation auf Basis eines FMUs des
A1 e-tron durchgeführt. Dafür wird exemplarisch von der in Kapitel 4.4.1
für den Simulationszweck „Energieverbrauch“ aufgebauten Gesamtfahr-
zeugmodellarchitektur in der Ausbaustufe II mit virtuellem Fahrer und
virtuellem Umfeld ausgegangen. Diese ist in den Abbildungen C.1 und C.2
im Anhang dargestellt. Mit Hilfe des gewählten Layouts können die real
befahrenen Strecken aus dem A1 e-tron-Pilotprojekt in München in einem
virtuellen Umfeld reproduziert und von einem virtuellen Fahrer mit dem
virtuellen Fahrzeug befahren werden. Dem Prozess der Co-Simulation aus
Abbildung 3.6 folgend, wird innerhalb dieser Architektur im Prozessschritt
„Modelling“ für jede Funktion, für die noch keine Simulationsmodelle im
MMU enthalten sind, ein Modell in dem dafür jeweils am besten geeigneten
Simulationswerkzeug implementiert. Die Anpassungsgüte der neuen Mo-
delle wird über das in Kapitel 4.3 vorgestellte Verfahren zur Absicherung
technischer Gesamtsysteme mit Hilfe der im Pilotprojekt aufgezeichneten
Daten abgeprüft und Modelle mit großer Abweichung werden nachgebessert.
Anschließend werden sämtliche Modelle mit Hilfe der in den Kapiteln 5
und 6 identifizierten Quantifizierungsmerkmale für Komplexität, Anpas-
sungsgüte und Extrapolationsvermögen bewertet. Die daraus resultierenden
zusätzlichen Modelle und Werte werden in die Ontologie eingetragen und
bei konkurrierenden Modellen innerhalb einer Funktion das optimale Mo-
dell bzw. die optimalen Modelle identifiziert. Deren Schwellwerte werden
in die SWRL integriert und das Reasoning wird durchgeführt. Nach der
Parametrisierung mit den Globalparametern wird die Simulation gestartet.
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Darin synchronisiert eine neutrale Kopplungssoftware die Zeitschrittwei-
ten sämtlicher involvierter Simulatoren. In diesem Demonstrationsbeispiel
wird Tisc von TLK Thermo eingesetzt. Dabei handelt es sich um eine
Middleware mit Client/Server-Umgebung, die es ermöglicht, verschiedene
Berechnungsmodelle, z. B. aus Matlab, Kuli, Dymola oder Flowmaster zu
einem Gesamtsystem zu organisieren. Dabei agiert der Tisc-Server als Ver-
mittler zwischen den einzelnen Modellen bzw. Clients und sorgt dafür, dass
alle Teilnehmer zeitsynchron Informationen austauschen. Dadurch wird
gewährleistet, dass die Simulationsmodelle nicht inkohärent simulieren. Die
Kommunikation zwischen Client und Server wird über Netzwerkprotokolle
realisiert [Burger 2012, S.25]. Das Beispiel der laufenden Simulation für
das Demonstrationsbeispiel ist in Abbildung 7.6 dargestellt.
Abb. 7.6: Aktive Co-Simulation bei der Gesamtfahrzeugsimulation (TISC-Screenshot)
Bei dem in der obersten Zeile der Abbildung genannten Automotive Data
and Time-Triggered Framework (ADTF) handelt es sich um ein Framework
der Audi Electronics Venture GmbH (AEV), welches eine Entwicklungs- und
Testumgebung für neue Fahrzeugfunktionen, wie z. B. Abstandsregeltem-
pomaten und Spurhalteassistenten, bereitstellt. Die „ADTF Connection“
ermöglicht dabei als einer der Clients die Kopplung mit der virtuellen
Umfeldsimulation und dem virtuellen Umfeld.
Als Umfeldsimulation wird Virtual Test Drive (VTD) der Firma VIRES
Simulationstechnologie GmbH genutzt. Diese Software wird für die Ausfüh-
rung und Darstellung von Verkehrssimulationen genutzt. Innerhalb dieser
Umgebung können reale Strecken reproduziert und von einem virtuellen
Fahrzeug befahren werden. Ein Image Generator übernimmt die Visualisie-
rung der 3D-Szene. Der Dynamics Manager steuert das in VTD enthaltene
Fahrer- und Fahrzeugmodell. Die Visualisierung der Gesamtfahrzeugsimu-
lation in dieser Umgebung ist in Abbildung 7.7 dargestellt.
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Abb. 7.7: Laufende Umfeldsimulation bei der Gesamtfahrzeugsimulation (VTD-
Screenshot)
Das Fahrermodell wird ebenfalls von VTD bereit gestellt. Es ist in der Lage,
das virtuelle Umfeld zu interpretieren und damit das Fahrzeug autonom
durch die Simulationslandschaft zu navigieren. Es kann durch verschiedene
Parameter an reales Fahrverhalten angepasst werden. Je nach Konfiguration
beschleunigt und verzögert der Fahrer anders, wodurch unterschiedliche
Verbrauchswerte für den Simulationszweck „Energieverbrauch“ provoziert
werden können.
Bei dem Fahrzeugmodell in VTD handelt es sich grundsätzlich um ein
physikalisches Modell, welches das Verhalten des Fahrzeugs z. B. beim
Bremsen in der Kurve korrekt simulieren kann. Im Rahmen dieser Arbeit
wurde das Fahrzeugmodell durch die erstellte Gesamtfahrzeugsimulation
ersetzt, wodurch dieses beliebig modifiziert werden kann.
Für die gekoppelte Simulation von Fahrzeug, virtuellem Umfeld und
virtuellem Fahrer werden die in den einzelnen Domänen innerhalb der
Gesamtfahrzeugsimulation berechneten Größen über TISC und ADTF an
147
7 Komplexitätsadaption integrierter Gesamtsystemsimulationen
VTD und zurück ausgetauscht. In dem dargestellten Demonstrationsbeispiel
aus Abbildung 7.6 werden 13 Variablen an VTD gesendet und 25 Variablen
erhalten. Diese entsprechen den Signalen aus den Abbildungen C.1 und
C.2 im Anhang. In den Zeilen zwei bis sieben aus Abbildung 7.6 sind die
Domänen der Gesamtfahrzeugsimulation als weitere Teilnehmer aufgelistet.
Diese interagieren sowohl miteinander als auch mit dem virtuellen Umfeld
und dem virtuellen Fahrer.
Mit Hilfe der erläuterten Konfiguration kann zum einen z. B. durch
Soll-Geschwindigkeitsvorgabe aus den aufgezeichneten Daten das reale
Fahrverhalten reproduziert werden, wodurch die Ergebnisse der Gesamtsys-
temsimulation mit Hilfe der aufgezeichneten Daten plausibilisiert werden
können. Zum anderen können damit auch virtuell Modifikationen am Fahr-
zeug durchgeführt werden. Deren Auswirkungen auf Fahrverhalten und
Fahrzeugperipherie können nun mit den aufgezeichneten Geschwindigkeits-
verläufen, realen Fahrzyklen und unterschiedlichen Fahrertypen auf Basis





Um für simulatorübergreifende integrierte Gesamtsystemsimulationen aus
einer Vielzahl konkurrierender Nachbildungen von Teilsystemen entscheiden
zu können, welche Simulationsmodelle in Abhängigkeit von dem Simulati-
onszweck für welche Teilsysteme am besten geeignet sind, wurden dedizierte
Kennzahlen identifiziert und appliziert. Die daraus resultierenden Attribute
wurden in einen bestehenden Prozess zur Kopplung simulatorübergreifen-
der Systeme integriert, wodurch diese einem breiten Anwendungsbereich
zur Verfügung gestellt werden können. Um darin die Systemgrenzen und
Schnittstellen sämtlicher Teilsysteme unter Berücksichtigung der Vielfalt
an physikalischen und funktionalen Interdependenzen zu definieren, wurde
für technische Systeme ein skalierender Modularisierungsansatz entwickelt.
Das Potential der Attribute und des Modularisierungsansatzes wurde an-
hand mehrerer Evaluationsbeispiele analysiert und bewertet. Mit Hilfe
eines virtuellen Prototyps wurde abschließend exemplarisch durch die Ver-
wendung einer Ontologie die Verknüpfung der Attribute und damit die
Anpassung der Simulationsmodellkomplexität an einen damit zu erfüllenden
Simulationszweck demonstriert.
8.1 Zusammenfassung
Mit den Grundlagen der Modellbildung und Simulation wurde in Kapitel 2
zunächst ein einheitliches Verständnis für die in den nachfolgenden Kapiteln
verwendeten Begriffe vermittelt. Dabei wurde auf die Eigenschaften von
Signalen und Systemen eingegangen und die Systemhierarchie eingeführt.
Darauf aufbauend wurde der Prozess der Modellbildung und Simulation
technischer Systeme erläutert, um die theoretischen Grundlagen der Ent-
stehung und der computergestützten Ausführung von Simulationsmodellen
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vorzustellen. Besonderes Augenmerk galt der Parameteridentifikation, mit
der Simulationsmodelle an beobachtete Daten angepasst werden. Darin
wurden mit der Methode der maximalen Wahrscheinlichkeit und der Metho-
de der kleinsten Quadrate zwei Verfahren vorgestellt, die elementar für das
Verständnis der in dieser Arbeit angewendeten Quantifizierungsverfahren
sind. Um den Prozess der Modellbildung und Simulation abzuschließen,
wurden Verfahren zur Absicherung der Simulationsmodelle erläutert.
Kapitel 3 erweiterte diese Grundlagen um Aspekte, die für die Modell-
bildung und Simulation simulatorübergreifender Systeme benötigt werden.
Darin wurde auf die verschiedenen Kopplungsvarianten eingegangen und
deren Vor- und Nachteile wurden beleuchtet. Damit wurde die Entschei-
dungsgrundlage für die im Rahmen dieser Arbeit eingesetzte Variante der
verteilten Simulation geliefert. Deren Methoden zur Modularisierung und
Kopplung wurden infolgedessen näher betrachtet und damit der Einsatz
der schwachen Kopplung oder auch Co-Simulation begründet. Für diese
Kopplungsvariante wurde abschließend der Stand der Technik zum Aufbau
simulatorübergreifender Systeme vorgestellt, wobei auch auf einen bereits
bestehenden Prozess eingegangen wurde, auf den der später vorgestellte
Modularisierungsansatz aufsetzt.
Um die Systemgrenzen und Schnittstellen sämtlicher Teilsysteme aufein-
ander abzustimmen und damit den Aufbau eines virtuellen Prototyps zu
koordinieren, wurden in Kapitel 4 durch die Strukturierung und Absiche-
rung technischer Gesamtsysteme die dafür benötigten Strukturelemente
entwickelt. Zu diesem Zweck wurde ein Ansatz zur Modularisierung bei
gleichzeitig vollständiger Erfassung technischer Gesamtsysteme vorgestellt.
Dieser wurde für die Strukturierung technischer Systeme appliziert und da-
mit, durch die Definition einer Gesamtsystemarchitektur und einer Signalna-
menskonvention, die Grundlagen für eine simulatorübergreifende integrierte
Gesamtsystemsimulation gelegt. Darauf aufbauend wurden Maßnahmen
vorgestellt, um bei der Erstellung eines FMUs bereits in frühen Phasen der
virtuellen Produktentwicklung die Struktur der Gesamtsystemarchitektur
absichern zu können. Abschließend wurden die vorgestellten Definitionen
und Maßnahmen anhand der Gesamtfahrzeugmodellarchitektur eines A1 e-
tron evaluiert. Als Ergebnis konnte mit dem gewählten Modularisierungsan-
satz das Fahrzeug für den Simulationszweck „Energieverbrauch“ vollständig
erfasst werden. Darüber hinaus konnte die Fahrzeugmodellarchitektur mit
geringem Aufwand beliebig skaliert werden, um bestehende Teilsysteme
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zu modifizieren bzw. zu entfernen oder weitere zu integrieren. Darüber
hinaus konnte mit Hilfe eines Konsistenz-Checks die Durchgängigkeit der
erstellten Gesamtfahrzeugmodellarchitektur abgesichert werden, indem
überprüft wurde, ob sämtliche Eingänge der Teilsysteme mit Ausgängen
anderer Teilsysteme oder einer Parameterdatei verbunden sind. Auf diese
Weise wurde die grundsätzliche Simulierbarkeit einer auf dieser Architektur
basierenden Gesamtsystemsimulation gewährleistet. Um darüber hinaus in
den späteren Prozessschritten die Anpassungsgüte der dann eingebundenen
Simulationsmodelle auf Basis von Messdaten bewerten zu können, wurden
die Teilsysteme zu Funktionsgruppen aggregiert, um sicherzustellen, dass
sämtliche Schnittstellen mit Messdaten beaufschlagt werden können.
Kapitel 5 behandelte dann die mathematischen Grundlagen, die zur Be-
wertung der Komplexität und damit der Effizienz von Simulationsmodellen
benötigt wurden. Zu diesem Zweck wurde darin der Begriff der Komple-
xität definiert, um ein gemeinsames Verständnis für die weiteren Schritte
aufzubauen. Basierend darauf wurden mit der parametrischen Komplexi-
tät, der stochastischen Komplexität und der geometrischen Komplexität
Merkmale eingeführt, die eine Quantifizierung der Simulationsmodellkom-
plexität ermöglichen. Um diese für Simulationsmodelle technischer Systeme
anwenden zu können, wurde die dafür benötige Annahme einer Gaußschen
Normalverteilung der zugrunde liegenden Messdaten zunächst mit Hilfe ei-
nes Linearmodells bei voneinander unabhängiger Messung eingeführt. Diese
Annahme wurde anschließend anhand eines Simulationsmodells um Aspekte
bei voneinander abhängiger Messung erweitert und der Zusammenhang
zwischen der Methode der maximalen Wahrscheinlichkeit und der Methode
der kleinsten Quadrate hergeleitet. Das Potential der Attribute für eine
Komplexitätsquantifizierung wurde abschließend anhand verschieden kom-
plexer Implementierungen zweier exemplarischer Simulationsmodelle aus
dem A1 e-tron evaluiert. Im Resultat konnten die objektiven Quantifizie-
rungsmerkmale den subjektiven Eindruck einer steigenden Komplexität bei
beiden Modellen bestätigen. Allerdings erfordern die dafür verwendeten Ver-
fahren parametrierbare Modelle, damit eine Quantifizierung durchgeführt
werden kann. Darüber hinaus hängen die Ergebnisse der Komplexitäts-
quantifizierung von den dafür verwendeten Daten ab. Dementsprechend
bedingen die vorgestellten Verfahren, dass Simulationsmodelle einer Funk-
tion stets auf Basis der gleichen Datensätze quantifiziert werden, so dass
deren Komplexität relativ zueinander bewertet werden kann.
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Der Aspekt der Effektivität und damit die Güte der Simulationsergebnisse,
sowohl gegebene als auch unbekannte Daten abzubilden, wurde in Kapitel
6 auf Basis geeigneter Quantifizierungsmerkmale erfasst. Zu diesem Zweck
wurden mit der Anpassungsgüte und dem Extrapolationsvermögen in Er-
gänzung zu der bereits quantifizierten Komplexität zwei weitere Attribute
der Simulationsmodelle eingeführt, mit deren Hilfe die Simulationsergeb-
nisgüte erfasst werden kann. Analog Kapitel 5 wurden auch diese zunächst
definiert, bevor dafür Merkmale identifiziert wurden. Das Potential der
Attribute wurde auch hier abschließend evaluiert. Dazu wurde mit Hilfe
der Funktionsgruppen zunächst die generelle Anpassungsgüte sämtlicher
Simulationsmodelle der Gesamtfahrzeugmodellarchitektur aus Kapitel 4.4
quantifiziert. Anschließend wurde die eigentliche Gütequantifizierung an-
hand der bereits bekannten Beispiele aus Kapitel 5.4 durchgeführt und
über deren Trends die Wirkmechanismen der Quantifizierungsmerkmale
erläutert. Im Ergebnis steigt in allen vorgestellten Evaluationsbeispielen die
Anpassungsgüte mit steigender Komplexität. Das Extrapolationsvermögen
hängt bei den verwendeten Beispielen stark von der Homogenität bzw.
Inhomogenität des jeweils verwendeten Datensatzes ab und unterscheidet
sich mitunter auch durch das jeweils verwendete Quantifizierungsmerkmal.
Die Standardformeln bedingen auch hier parametrierbare Modelle. Dar-
über hinaus muss die Quantifizierung der Simulationsergebnisgüte einer
Funktion analog zur Simulationsmodellkomplexität auf Basis der gleichen
Datensätze durchgeführt werden, um eine relative Bewertung zu gestatten.
Für das AIC und das BIC existieren alternative Formeln, mit deren Hilfe
das Extrapolationsvermögen ohne Likelihood-Funktion bestimmt werden
kann. Die in den Evaluationsbeispielen erzielten Resultate sind durchweg
plausibel und decken gemäß Abbildung 6.2 den kompletten Bereich von
„Too simple“ bis zu „Too complex“ ab. Das Extrapolationsvermögen liefert
auch jenseits der für das Parametertraining verwendeten Datensätze gute
Prognosen. In der Summe liefern Komplexität, Anpassungsgüte und Ex-
trapolationsvermögen die Möglichkeit, aus einer Vielzahl konkurrierender
Simulationsmodelle das bzw. die Modelle zu identifizieren, die den besten
Kompromiss hinsichtlich Effizienz und Effektivität gewährleisten.
Durch die Verwendung einer Ontologie wurde in Kapitel 7 die Verknüp-
fung der Attribute und damit die Anpassung der Simulationsmodellkom-
plexität an den damit zu erfüllenden Simulationszweck ermöglicht. Über
Relationen wurden dafür die Simulationsmodelle in Abhängigkeit von ihrer
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Notwendigkeit für einen Simulationszweck mit unterschiedlichen Zwecken
verbunden. Zusätzlich wurden über Regeln die jeweils für einen Simula-
tionszweck geforderten und optimalen Wertebereiche in eine Ontologie
eingearbeitet, die damit die „Intelligenz“ besitzt, die dafür am besten
geeigneten Modelle zu selektieren. Um die dadurch mögliche Komplexi-
tätsadaption einem breiten Anwendungsbereich zur Verfügung zu stellen,
wurde die Ontologie in den Prozessschritt „Configuration“ aus dem Prozess
der Co-Simulation integriert. Darin steht es dem Anwender nun frei, über
die Auswahl eines vorgegebenen Simulationszwecks von der Ontologie einen
Vorschlag der jeweils optimalen Simulationsmodelle abzurufen oder selbst
auf Basis der Attribute in Form von Metainformationen zwischen dem
Potential verschiedener Simulationsmodelle zu unterscheiden und dadurch
selbstständig eine Auswahl zu treffen. Zudem wurde bewusst noch keine
Entscheidung für eines der jeweils drei Merkmale für die Komplexitäts-
quantifizierung bzw. das Extrapolationsvermögen getroffen, da diese von
der Akzeptanz der Anwender abhängig gemacht werden soll. Eine erste
Umsetzung einer mit diesen Verfahren erstellten gekoppelten Gesamtfahr-
zeugmodellsimulation wurde abschließend anhand eines A1 e-tron unter
dem Simulationszweck „Energieverbrauch“ demonstriert.
8.2 Ausblick
Mit Hilfe des vorgestellten Ansatzes wird gewährleistet, dass für die Si-
mulation ausschließlich optimale Simulationsmodelle in Abhängigkeit von
dem Simulationszweck selektiert werden können. Allerdings kann es in
den frühen Phasen der virtuellen Produktentwicklung für erste Prognosen
ausreichend sein, sehr viel einfachere Modelle mit geringer Anpassungsgüte
und geringem Extrapolationsvermögen einzusetzen. Darüber hinaus bedin-
gen die fest eingetragenen Schwellwerte einen hohen Pflegeaufwand, da bei
der Integration weiterer Simulationsmodelle in die Co-Simulationsdaten-
basis stets der optimale Bereich erneut identifiziert und die Werte in der
Ontologie angepasst werden müssen.
Um das Potential des vorgestellten Ansatzes voll ausschöpfen zu können,
wäre es zielführend, die Ermittlung einer optimalen Simulationsmodell-
konfiguration in ein externes Programm auszulagern. In Abhängigkeit von
der jeweiligen Phase des virtuellen Produktentstehungsprozesses wären
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darin die Schwellwerte nicht mehr statisch vorgegeben, sondern könnten
dynamisch angepasst werden. So könnten in den frühen Phasen der virtuel-
len Produktentwicklung für erste Prognosen des FMUs die Modelle nach
einem hohen Extrapolationsvermögen bei geringer Anpassungsgüte selek-
tiert werden, wohingegen in den späten Phasen, z. B. zur Applikation von
Regelungsalgorithmen, eine hohe Anpassungsgüte in den Vordergrund tritt.
Darüber hinaus kann eine Logik entwickelt werden, die bei einer Vielzahl
konkurrierender Modelle innerhalb einer Funktion den optimalen Bereich
der Attribute automatisiert identifiziert. Die Speicherung der statischen
Modellattribute und die ebenfalls statische Zuweisung der Modelle zu den
unterschiedlichen Simulationszwecken könnten weiterhin in der Ontologie
erfolgen, um über den Reasoner stets die Konsistenz der Datenbasis zu
gewährleisten.
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Einem Beispiel aus dem Buch „Regelungstechnik 1“ [Lunze 2013, S.62ff]
folgend soll im Folgenden das physikalische Ersatzmodell eines Feder-Masse-
Schwingers als Demonstrator für die theoretische Modellbildung erstellt
werden. Das System ist in Abbildung A.1 dargestellt. Auf Basis eines
daraus resultierenden konzeptuellen Modells wird ein ausführbares Modell
erzeugt, indem durch Umformung die physikalischen Beziehungen in eine
Differentialgleichung des Systems überführt werden. Diese wird in einem
letzten Schritt in die Form einer Zustandsraumdarstellung gebracht.
Abb. A.1: Feder-Masse-Schwinger nach [Lunze 2013, S.63]
A.1 Erstellung eines physikalischen
Ersatzmodells
In Abbildung A.1 entsprechen s1(t), s2(t) und s3(t) den Positionen der
darin skizzierten Punkte. Es wird angenommen, dass das System nur
Bewegungen entlang der vertikalen Achse ausführen kann. Der Schwinger
wird durch eine von außen erzwungene Bewegung am oberen Ende der
Feder angeregt, weswegen s1(t) die Eingangsgröße des Systems darstellt.
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Beobachtet wird die Position s3(t) der Masse m am unteren Ende der Feder,
die die Ausgangsgröße des Systems darstellt. Die Federkonstante c und
die Dämpfung d sind Parameter des Systems. Es wird davon ausgegangen,
dass die Größen s1(t), s2(t) und s3(t) so gemessen werden, dass in der
Ruhelage si(0) = 0, (i = 1, 2, 3) gilt. Die Erdanziehung wird im Folgenden
vernachlässigt. Gemäß dem Newtonschen Gesetz ist die Beschleunigung
der Masse m proportional zur Summe der äußeren Kräfte Fm:
Fm (t) = ms̈3 (t) (A.1)
Die durch den Dämpfer übertragene Kraft Fd(t) wird bei geschwindig-
keitsproportionaler Dämpfung durch die Relativbewegung der beiden Enden
des Dämpfers und die Dämpfungskonstante bestimmt:
Fd (t) = d (ṡ2 (t) − ṡ3 (t)) (A.2)
Die Federkraft Fc(t) resultiert aus den Positionen der Federenden und der
Federkonstanten:
Fc (t) = c (s1 (t) − s2 (t)) (A.3)
Für die Kopplung der drei Gleichungen erhält man aus den Kräftegleich-
gewichten an den Punkten P und Q zwei algebraische Beziehungen. Zum
einen entspricht unter Vernachlässigung der Erdanziehung die auf die Masse
wirkenden Kraft Fm(t) am Punkt Q der Kraft Fd(t) vom Dämpfer:
Fm (t) = Fd (t) (A.4)
Zum anderen gleicht bei P die Federkraft Fc(t) der Dämpferkraft Fd(t):
Fd (t) = Fc (t) (A.5)
A.2 Implementierung eines
ausführbaren Modells
Die Gleichungen A.1 bis A.5 aus Kapitel A.1 beschreiben das Feder-Masse-
System vollständig. Auf Basis dieser konzeptuellen Beschreibung kann
nun ein ausführbares Modell erstellt werden, indem durch Umformung
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die physikalischen Beziehungen in die Differentialgleichung des Systems
überführt werden. Ziel der Umformung ist es, die Ausgangsgröße y(t) = s3(t)
in Abhängigkeit von der Eingangsgröße u(t) = s1(t) darzustellen. Setzt
man A.5 in A.4 ein erhält man:
Fm (t) = Fc (t) (A.6)




(s1 (t) − s2 (t)) (A.7)
Analog resultiert aus dem Einsetzen von A.1 und A.2 in Gleichung A.4,




s̈3 (t) + ṡ3 (t) (A.8)
Um nun s2(t) aus Gleichung A.7 zu eliminieren, wird Gleichung A.8 ein
Mal nach der Zeit integriert:
s2 (t) − s2 (0) = m
d
ṡ3 (t) + s3 (t) −
(m
d
ṡ3 (0) + s3 (0)
)
(A.9)
Damit diese Gleichung für alle Zeitpunkte t erfüllt ist, gilt analog den vorab




ṡ3 (t) + s3 (t) (A.10)








ṡ3 (t) − c
m
s3 (t) (A.11)







ṡ3 (t) + s3 (t) = s1 (t) (A.12)







, a0 = 1, b0 = 1 (A.13)
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A.3 Überführung einer Differentialgleichung
in die Zustandsraumdarstellung
Als Darstellungsform wird gegenüber der Darstellung in Form einer ge-
wöhnlichen Differentialgleichung häufig das Zustandsraummodell mit dem
Zustandsvektor x bevorzugt. Grund dafür ist, dass es sich bei dem dadurch
beschriebenen Systemzustand um eine ingenieurtechnisch interpretierba-
re Größe handelt, die sich darüber hinaus gut für die rechnergestützte
Verarbeitung eignet.
A.3.1 Theoretische Grundlagen
Das Zustandsraummodell besteht aus einer Menge von r Differentialglei-
chungen erster Ordnung, die aus gewöhnlichen Differentialgleichungen
erstellt werden können. Es liefert damit eine äquivalente mathematische
Beschreibung des Systems [Lunze 2013, S.72]. Die Zustandsgleichung,
dargestellt in Formel A.14a, wird auch als „explizite Darstellung von Diffe-
rentialgleichungen erster Ordnung“ bezeichnet. Nicht in allen Fällen ist die
Beschreibung einer Differentialgleichung ausreichend. Oft müssen bei der
Berechnung zusätzliche Bedingungen berücksichtigt werden, die eine alge-
braische Verknüpfung der Zustandsgrößen beinhalten. Ein solches System
wird auch „Differential-Algebraisches System“ (engl. Differential Algebraic
Equations (DAE)) genannt und hat in der expliziten nichtlinearen Zu-
standsraumdarstellung die in Gleichung A.14a und A.14b dargestellte Form
[Dronka 2004, S.16]. Die Nebenbedingungen sind in der Ausgangsgleichung
A.14b enthalten:
ẋ(t) = f (x(t), u(t)) , x (t0) = x0 (A.14a)
y(t) = g (x(t), u(t)) (A.14b)
Handelt es sich um eine lineare Differentialgleichung, kann die Darstel-
lung der linearen Übertragungsglieder auch durch die explizite lineare
Zustandsraumdarstellung erfolgen. Diese hat dann für Eingrößensysteme,
also Systeme mit nur einem Eingang und einem Ausgang, folgende Form
[Lunze 2013, S.74]:
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A.3 Überführung einer Differentialgleichung in die Zustandsraumdarstellung
ẋ (t) = Ax (t) + bu (t) , x (t0) = x0 (A.15a)
y (t) = cT x (t) + du (t) (A.15b)
Zu diesem Zweck wird die in Kapitel 2.2.1 vorgestellte gewöhnliche Diffe-
rentialgleichung aus Gleichung 2.7 durch die Multiplikation mit 1ar nach
der höchsten Ableitung von y(t) normiert. Anschließend werden sämtliche
Ableitungen von y(t) durch die Zustandsvariable x(t) substituiert. Dadurch
wird die Differentialgleichung r-ter Ordnung durch r Differentialgleichungen
erster Ordnung ersetzt, weshalb für deren Berechnung auch r Integrationen
benötigt werden. Die daraus resultierende Zustandsraumdarstellung besteht
aus der konstanten r, r-Matrix A, auch als „Begleitmatrix“ oder „Frobe-
niusmatrix“ bezeichnet, dem r-dimensionalen Eingangsvektor b, dem r-
dimensionalen transponierten Ausgangsvektor cT und dem Durchgangsfak-
tor d. Diese lassen sich gemäß [Lunze 2013, S.85] für Differentialgleichungen
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)
, d = br (A.16b)




b0 b1 . . . bq 0 . . . 0
)
, d = 0 (A.17)
Die soeben beschriebene Zustandsraumdarstellung lässt sich gemäß Abbil-
dung A.2 auch graphisch als Zustandsraummodell darstellen.
Dabei handelt es sich um ein vom jeweiligen Anwendungsfall unabhängi-
ges Blockschaltbild, welches den Signalflussplan für ein lineares System r-
ter Ordnung mit r Differentialgleichungen erster Ordnung darstellt. Wie aus
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A Anwendung der theoretischen Modellbildung
Abb. A.2: Zustandsraummodell eines Eingrößensystems nach [Lunze 2013, S.76]
A.3.2 Applikation auf das physikalische Ersatzmodell
Um aus der im Kapitel A.2 abgeleiteten Differentialgleichung des Feder-
Masse-Schwingers die Zustandsform zu generieren, wird die Differentialglei-
chung aus Gleichung A.12 mit 1a2 =
c











Die hier ermittelten Konstanten nehmen analog der Standardform folgende
Werte an:










Damit ergibt sich mit Hilfe der Gleichungen A.15 bis A.17 für q < r folgende
Zustandsform des Feder-Masse-Schwingers:
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der Graphik ersichtlich wird nur ein Integrator benötigt, der das Eingangs-
und Ausgangssignal verbindet. Die Signalflüsse von Matrizen und Vektoren
werden durch Doppellinien dargestellt.
Bei Mehrgrößensystemen, also Systemen mit mehreren Eingängen und
mehreren Ausgängen, wird der einspaltige Eingangsvektor zur Eingangs-
matrix und der einzeilige Ausgangsvektor zur Ausgangsmatrix. Falls keine
explizite Lösung der Differentialgleichungen angegeben werden kann, kön-
nen indirekte Verfahren wie die Verfahren zur Stabilitätsuntersuchung oder
Näherungslösungen durch Linearisierung des Systems angewendet werden
[Hiller 1983, S.2].



























Dementsprechend beschreibt die Zustandsvariable eine mit dem Faktor mc
multiplizierte Position bzw. Geschwindigkeit der Masse des Feder-Masse-





Um die Modellbildung abzuschließen, müssen die Parameter des Modells
(wie z. B. die reellwertigen Koeffizienten ai und bi der gewöhnlichen Dif-
ferentialgleichung aus Kapitel 2.2.1) bestimmt werden, mit deren Hilfe
das Simulationsmodell konfiguriert bzw. an beobachtete Daten angepasst
werden kann. Zur Parameteridentifikation werden im Folgenden mit der
Methode der maximalen Wahrscheinlichkeit und der Methode der kleinsten
Quadrate zwei im Rahmen dieser Arbeit eingesetzte Verfahren exemplarisch
angewendet.
B.1 Parameteridentifikation mit der Methode
der höchsten Wahrscheinlichkeit
Zur Parameteridentifikation mit der Methode der maximalen Wahrschein-
lichkeit muss zunächst bei jeweils festgelegten Modellparameter die dazu
gehörige Wahrscheinlichkeitsverteilung ermittelt werden. Um unter all den
daraus resultierenden Wahrscheinlichkeitsverteilungen diejenige zu iden-
tifizieren, die die beobachteten Daten am wahrscheinlichsten erzeugt hat,
werden anschließend die Rollen des Datenvektors und des Parametervektors
vertauscht, woraus die Likelihood-Funktion resultiert. Diese wird abschlie-
ßend graphisch dargestellt und erläutert.
B.1.1 Erstellung einer Wahrscheinlichkeitsverteilung
Die Erstellung von Wahrscheinlichkeitsverteilungen soll im Folgenden in
Anlehnung an ein Experiment aus dem Zeitschriftenaufsatz „Tutorial on
Maximum Likelihood Estimation“ [Myung 2003, S.91] am Beispiel einer
Urne mit insgesamt i = 10 schwarzen und weißen Kugeln veranschaulicht
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werden. Die Anzahl θ der schwarzen Kugeln ist unbekannt und soll geschätzt
werden. Zu diesem Zweck werden ein Mal nacheinander n = 5 Kugeln
gezogen, darunter zwei schwarze und drei weiße.
Die Kugeln werden nach dem Ziehen jeweils wieder in die Urne zu-
rückgelegt. Dementsprechend handelt es sich um einen sogenannten n-
fachen Bernoulli-Versuch bzw. eine Bernoulli-Kette der Länge n, also um
eine gleichartige und unabhängige Versuchsserie mit jeweils genau zwei
möglichen Ergebnissen. Daraus resultiert eine Binomialverteilung, die in
folgender allgemeinen Form dargestellt werden kann:
f (z|n, θ) = n!







, (0 ≤ θ ≤ i; z = 0, 1, . . . , n)
(B.1)
Für den hier betrachteten Fall der n = 5 Kugeln gilt:
f (z|n = 5, θ) = 5!







, (0 ≤ θ ≤ i) (B.2)
Die Beobachtung bei dieser als zufällig aufgefassten Prozedur wird durch
die Zufallsgröße Z beschrieben. In diesem Fall wird die Zufallsgröße als
die Anzahl der Erfolge definiert und kann somit folgende diskrete Werte
annehmen:
Tab. B.1: Mögliche Werte der Zufallsgröße Z im Urnenversuch
Es wird keine schwarze Kugel gezogen: Z(ω0) = 0
Es wird eine schwarze Kugel gezogen: Z(ω1) = 1
Es werden zwei schwarze Kugeln gezogen: Z(ω2) = 2
Es werden drei schwarze Kugeln gezogen: Z(ω3) = 3
Es werden vier schwarze Kugeln gezogen: Z(ω4) = 4
Es werden fünf schwarze Kugeln gezogen: Z(ω5) = 5
Für die verschiedenen möglichen Mengen an Erfolgen z ∈ {0, 1, . . . , 5}
können nun die Wahrscheinlichkeitsverteilungen aufgestellt werden. Da die
Zufallsgröße hier nur abzählbar viele mögliche Funktionswerte einnehmen
kann, handelt es sich bei den daraus resultierenden Wahrscheinlichkeitsver-
teilungen um Wahrscheinlichkeitsfunktionen (WFen). Da die tatsächliche
Anzahl θ der schwarzen Kugeln unbekannt ist, wird ein Wert für θ an-
genommen und dafür mit Hilfe von Formel B.2 jeweils die WF ermittelt.
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Dieser Wert des Parameters wird so lange variiert, bis alle WFen für den
Parameter θ ∈ {1, . . . , 9} ermittelt worden sind. Die beiden Fälle, dass
keine bzw. 10 schwarze Kugeln auftreten, werden nicht betrachtet, da dies
implizieren würde, dass nur eine Farbe in der Population enthalten wäre
und es sich infolgedessen nicht um einen Bernoulli-Versuch handeln würde.
Die Ergebnisse sind in Abbildung B.1 dargestellt.


























































































Abb. B.1: Wahrscheinlichkeitsfunktionen für θ ∈ {1, 2, . . . , 9} beim Urnenversuch
In diesem Plot ist die Wahrscheinlichkeit, keine schwarze Kugel zu ziehen,
unter der Annahme θ = 1, also dass sich in der Population nur eine
schwarze Kugel befindet, verhältnismäßig am größten. Unter der Annahme,
dass sich in der Urne eine oder mehrere schwarze Kugeln befinden, steigt
sukzessive die Wahrscheinlichkeit, diese zu ziehen, von den jeweils linken
zu den rechten Plots und von oben nach unten. Unter der Annahme, dass
die Population fast nur aus schwarzen Kugeln besteht, ist in dem Plot
unten rechts die Wahrscheinlichkeit, fünf schwarze Kugeln zu ziehen, am
größten. Die Wahrscheinlichkeiten für das tatsächlich aufgetretene Ereignis
der zwei gezogenen schwarzen Kugeln ist in Abbildung B.1 jeweils grün
hervorgehoben. Diese erscheint bei einer Population von θ = 4 am höchsten.
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B.1.2 Erstellung einer Likelihood-Funktion
Da bei der Parameteridentifikation der umgekehrte Fall vorliegt, dass für
ein vorhandenes Simulationsmodell bereits beobachtete Daten vorliegen,
muss unter all den möglichen WFen diejenige WF gefunden werden, die die
beobachteten Daten am wahrscheinlichsten erzeugt hat. Um auf Basis der
in Kapitel B.1.1 ermittelten WFen die dafür benötigte Likelihood-Funktion
zu erstellen, muss für das Beispiel die Rolle des Parametervektors θ mit
dem des Datenvektors z getauscht werden:
L (θ|n = 5, z) = f (z|n = 5, θ) (B.3)
Damit können aus Gleichung B.2 alle Likelihood-Funktionen für z ∈
{0, 1, . . . , 5} erstellt werden. Die daraus resultierenden Verteilungen sind
in Abbildung B.2 dargestellt.




























































Abb. B.2: Likelihood-Funktionen für z ∈ {0, 1, 2, 3, 4, 5} beim Urnenversuch
Im Gegensatz zu Abbildung B.1 sind darin, wie gewünscht, die Achsen des
Parametervektors θ mit dem des Datenvektors z getauscht. Somit wird
darin bei jeweils gleichbleibender Beobachtung die Anzahl der Parameter
variiert.
In dem Plot oben links in Abbildung B.1 kann abgelesen werden, dass
die Wahrscheinlichkeit, dass nur eine schwarze Kugel in der Urne enthalten
ist, bei der Beobachtung keiner schwarzen Kugel z = 0 am größten ist.
Für den Fall, dass eine oder mehrere schwarze Kugeln beobachtet werden,
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steigt in Darstellung B.2 sukzessive die Wahrscheinlichkeit, dass sich eine
oder mehrere schwarze Kugeln in der Population befinden, von den jeweils
linken zu den rechten Plots und von oben nach unten. In dem Fall, dass
nur schwarzen Kugeln gezogen werden, ist die Wahrscheinlichkeit, dass
die Population fast nur aus schwarzen Kugeln besteht, am größten. Die
tatsächlich aufgetretene Beobachtung der zwei gezogenen schwarzen Kugeln
z = 2 ist in Darstellung B.2 grün hervorgehoben. Für diese können mit
Hilfe von Gleichung B.4 die Einzelwahrscheinlichkeiten ermittelt werden:








, (0 ≤ θ ≤ 10)
(B.4)
Die Ergebnisse dieser Berechnung sind in Tabelle B.2 dargestellt.
Tab. B.2: Likelihood-Funktionswerte für z = 2 im Urnenversuch
θ 1 2 3 4 5 6 7 8 9
L (θ|n = 5, z = 2) 0.073 0.205 0.309 0.346 0.313 0.230 0.132 0.051 0.008
Anhand der darin erfassten Daten kann die Vermutung aus Kapitel B.1.1,
dass die Wahrscheinlichkeit für die Beobachtung der zwei gezogenen schwar-
zen Kugeln z = 2 bei einer Population von θ = 4 am größten ist, bestätigt
werden. Dementsprechend kann mit Hilfe der Likelihood-Funktion aus einer
Familie an WFen diejenige WF identifiziert werden, die die Beobachtung
tatsächlich am wahrscheinlichsten erzeugt hat.
Zusammenfassend ist die WF aus Abbildung B.1 eine Funktion der Daten
z bei festgelegten Parameterwert, der im Datenwertebereich definiert ist.
Im Gegensatz dazu ist die Likelihood-Funktion eine Funktion des Parame-
ters θ bei einer vorhandenen Beobachtung, die im Parameterwertebereich
definiert ist. Verallgemeinert repräsentiert die WF die Wahrscheinlichkeit
eines speziellen Datenwertes bei festgelegten Parametern, wohingegen die
Likelihood-Funktion die Wahrscheinlichkeit eines speziellen Datenwertes
bei einer festgelegten Beobachtung beschreibt. Da in diesem Fall nur ein
Parameter existiert, können die Wahrscheinlichkeiten als diskreter Verlauf
dargestellt werden. Bei zwei Parametern wäre die Funktion eine Fläche im
Parameterraum und bei m Parametern eine m-dimensionale Fläche in einem
m-dimensionalen Hyperraum, aufgespannt vom Vektor θ =
(
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B.2 Parameteridentifikation mit der
Methode der kleinsten Quadrate
Für die Parameteridentifikation mit der Methode der kleinsten Quadrate
soll im Folgenden ein Experiment von Daniel und Wood [Daniel 1980] als
Referenz dienen. Darin wurde von einem Chemiewerk über einen Zeitraum
von 17 Tagen täglich ein Ausgangssignal zi(t) erfasst. Dieses basierte
wiederum auf zwei unterschiedlichen Eingangssignalen u1i(t) und u2i(t).
Die Ergebnisse der Studie sind für jeden einzelnen Tag in Tabelle B.3
dargestellt.
Tab. B.3: Übersicht über die erfassten Daten nach [Rissanen 1987, S.96]
Sign. Tag1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
u1 80 62 62 62 62 58 58 58 58 58 58 50 50 50 50 50 56
u2 27 22 23 24 24 23 18 18 17 18 19 18 18 19 19 20 20
z 37 18 18 19 20 15 14 14 13 11 12 8 7 8 8 9 15



























Analog dem Experiment von Rissanen wird auch hier von einer hypotheti-
schen Systemgleichung der Form z = θ1 + θ2u1 + θ3u2 + θ4u22 ausgegangen.
Zum Anlernen der freien Parameter wurde auf Basis von Gleichung 2.20 aus
der Vorstellung der Methode der kleinsten Quadrate in Kapitel 2.3.2 mit
Hilfe des Simulationswerkzeugs Matlab ein Algorithmus implementiert,
der die Werte aus Tabelle B.3 sukzessive auf Basis der Systemgleichung
verarbeitet. Dieser Prozess des Anlernens der Parameter ist in Abbildung
B.3 graphisch veranschaulicht. Darin wird die Schätzung der Parameter mit
jedem zusätzlich verarbeiteten Zeitpunkt immer exakter. Generell steigt
bei der Methode der kleinsten Quadrate die Genauigkeit einer Parameter-
schätzung mit jedem zusätzlich zur Verfügung stehenden Messpunkt.
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Abb. B.3: Approximation der LSE-Parameterschätzung über die einzelnen Zeitschritte
die am rechten Rand von Abbildung B.3 dargestellten Werte für die vier
Parameter:
(θ̂1LSE , θ̂2LSE , θ̂3LSE , θ̂4LSE ) = (2.125, 0.6726, −3.228, 0.09281) (B.6)
Diese entsprechen damit in sehr guter Näherung den Ergebnissen, die auch
Rissanen [Rissanen 1987, S.96] bei der Durchführung einer Parameter-
schätzung für dieses System ermittelt hat:
(θ̂1Ris. , θ̂2Ris. , θ̂3Ris. , θ̂4Ris.) = (2.13, 0.67, −3.23, 0.093) (B.7)
Um die Güte der Schätzung visuell bewerten zu können werden die aus
der parametrierten Systemgleichung resultierenden Werte mit den gemes-
senen Werten verglichen. Der aus der Schätzung mit der Methode der
kleinsten Quadrate resultierende Verlauf des Systemausgangs ist in Abbil-
dung B.4 in direktem Vergleich mit den tatsächlich gemessenen Werten
dargestellt. Anhand dieses Vergleichs wird deutlich, dass die parametrierte
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Am Ende des Anlernprozesses mit den n = 17 Datensätzen resultieren
B Durchführung einer Parameteridentifikation
Systemgleichung die Realität bereits sehr gut reproduziert. An dieser Stelle
der Hinweis dass weitere Messpunkte bzw. eine Systemgleichung höherer
Ordnung die Abweichung noch weiter minimieren könnten.












Abb. B.4: Vergleich zwischen gemessenem und über LSE-Schätzung approximiertem
Systemausgang
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C Implementierung der Gesamt-
fahrzeugmodellarchitektur
Gemäß Kapitel 3.3.2 ist der erste Schritt beim Aufbau einer Gesamtsyste-
marchitektur die Abbildung der Struktur im Co-Simulationsprozessschritt
„System Design“. Als Ergebnis ist im Folgenden das Evaluationsbeispiel
eines EREVs aus Kapitel 4.4.1 abgebildet. Dieses repräsentiert einen pro-
jektspezifischen Verbund, dessen prinzipieller Signalfluss anhand Abbildung
4.8 erläutert worden ist und welches so als Evaluationsbeispiel im Architek-
turwerkzeug SystemDesk implementiert worden ist. Nach dem Konsistenz-
Check der Schnittstellen wurde dieses für die weitere Verwendung in eine
.muxml-Datei exportiert, deren Struktur ebenfalls erläutert wird.
C.1 Aufbau der
Gesamtfahrzeugmodellarchitektur
Die Abbildungen C.1 und C.2 zeigen das detaillierte Architekturlayout
des Evaluationsbeispiels des EREVs mit virtuellem Umfeld und virtuellem
Fahrer. Darin ist die Parameterdatei „Zyklus“ aus Abbildung 4.10 am
linken Rand von Abbildung C.1 als separate Funktion dargestellt, da diese
die Eingangsgrößen für sämtliche Nebenverbraucher liefert. Obwohl es sich
bei einer Parameterdatei um keine Funktion handelt, kann dadurch über
den in Kapitel 4.3.1 beschriebenen Konsistenz-Check überprüft werden, ob
sämtliche Nebenverbraucher parametriert werden. Analog dazu sind die
globalen Parameter als weitere Funktion am linken Rand als Parameterdatei
„Umgebung“ abgebildet. Abbildung C.2 enthält in der rechten oberen Hälfte
den virtuellen Fahrer und in der rechten unteren Hälfte das virtuelle Umfeld.
Beide Darstellungen berücksichtigen sämtliche relevante Funktionen mit den
jeweils zugeordneten Kategorien. Die ausgetauschten Signale sind gemäß
der Signalnamenskonvention aus Kapitel 4.2.3 benannt.
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Abb. C.1: Linke Hälfte einer Closed-Loop-Gesamtfahrzeugmodellarchitektur
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Abb. C.2: Rechte Hälfte einer Closed-Loop-Gesamtfahrzeugmodellarchitektur
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C.2 Speicherung der
Gesamtfahrzeugmodellarchitektur
In der Mock-Up-Beschreibungsdatei werden sämtliche systembeschreiben-
de Informationen der Gesamtfahrzeugmodellarchitektur gespeichert. Dazu
zählt, wie in folgendem Quellcode-Auszug aus dem Evaluationsbeispiel
des EREVs exemplarisch dargestellt, zunächst die als „Kind“ bezeichnete
Art des Dokuments (Zeile 3). In der als „Header“ bezeichneten Kopfdatei
(Zeile 4-29) werden eine eindeutige Referenznummer (engl. identifier), die
Versionsnummer, der Namen des projektspezifischen Verbunds und Infor-
mationen sowohl über den architekturverantwortlichen Entwickler als auch
über den Verantwortlichen für deren Überprüfung aufgelistet. Innerhalb
des als „ModelUsages“ bezeichneten Teils der Systembeschreibung (Zeile
30-221) sind sämtliche Domänen und Funktionen, die in der Gesamtfahr-
zeugmodellarchitektur verwendet werden, aufgelistet. Darin enthält jede
Funktion der Architektur eine separate Referenznummer und eine entspre-
chende Versionsnummer. Innerhalb der Funktionen sind jeweils die in der
Systembeschreibung spezifizierten Eingangs- und Ausgangssignale mit den
jeweiligen Signalnamen, dem Typ und der Einheit gespeichert. Um die
Darstellung nicht zu überladen, wird für jede Funktion jeweils nur das
erste Eingangs- und Ausgangssignal dargestellt. Der Teil „MockUpContext“
(Zeile 221-227) gibt im weiteren Verlauf Auskunft über Simulationszweck
und Projekt, für die das MU erstellt worden ist. Abschließend wird noch
im Referenz-Teil (Zeile 228-232) mit einer Referenznummer vermerkt, aus
welchem MMU und auf Basis welcher Version das hier betrachtete MU
abgeleitet worden ist.
Gemäß dem Co-Simulationsprozess aus Kapitel 3.3.2 werden aus der
Mock-Up-Beschreibungsdatei Abstract-Model-Beschreibungsdateien erzeugt.
Dabei handelt es sich um Freischnitte der einzelnen Funktionen, die für
die Erstellung der Modeltemplate-Beschreibungsdateien benötigt werden.
Deren Struktur entspricht exakt der bereits erläuterten Struktur der Mock-
Up-Beschreibungsdatei, wobei diese lediglich die Schnittstellen der jeweils
betrachteten Funktionen enthält. In deren Referenz-Teil werden das MU
und die MU-Version referenziert, aus der sie abgeleitet worden ist, wodurch
die einzelnen Freischnitte wieder zu einer Gesamtfahrzeugmodellarchitektur
zusammengefügt werden können.
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Listing C.1: Gesamtfahrzeugmodellarchitektur als .muxml
1 ï»¿ <?xml version ="1.0" encoding ="utf -8"?>
2 <MockUpDefinition xmlns:xsi =" http: // www.w3.org /2001/
XMLSchema - instance " xmlns:xsd =" http: // www.w3.org /2001/
XMLSchema " xsi:type =" AbstractMockUpDefinition "
xsi:schemaLocation =" uri:MSB MU.xsd" xmlns =" uri:MSB ">
3 <Kind >AbstractMockUp </ Kind >
4 <Header >
5 <Id >b0043786 -634e -4ebd -a2de -487 dfc28ad4a </Id >
6 <VersionId >0</ VersionId >
7 <Name > MU_A1_etron_VirtualTestDrive_mit_NV </ Name >
8 <Editors >
9 <Editor >
10 <Email >florian1 . netter@audi .de </ Email >
11 <FirstName >Florian </ FirstName >
12 <LastName >Netter </ LastName >
13 <Department >I/AEV -22 </ Department >
14 <Company >AUDI AG </ Company >
15 <DateTime >2013 -03 -08 T00:00:00 +01 :00 </ DateTime >
16 <ChangeDescription >Erstellt </ ChangeDescription >
17 </ Editor >
18 </ Editors >
19 <Approver >
20 <Email >florian1 . netter@audi .de </ Email >
21 <FirstName >Florian </ FirstName >
22 <LastName >Netter </ LastName >
23 <Department >I/AEV -22 </ Department >
24 <Company >AUDI AG </ Company >
25 <DateTime >2014 -01 -29 T00:00:00 +01 :00 </ DateTime >
26 <StatusName >approved </ StatusName >
27 <StatusLevel >model creation </ StatusLevel >
28 </ Approver >
29 </ Header >
30 <ModelUsages >
31 <ModelUsage >
32 <Id >3160 a795 -ae5f -4397 - a348 -463 ef687599c </Id >
33 <VersionId >0</ VersionId >
34 <Name >Umfeld </Name >
35 <InputSignals >
36 <InputSignal >
37 <Name >FzgQuerDyn_Fahrwerk_a_PositionXdotdot_mps2 <
/Name >
38 <Type >ValueFloat </Type >
39 <Width />
40 <Unit >m/s2 </Unit >
41 </ InputSignal >
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42 ...
43 </ InputSignal >
44 </ InputSignals >
45 <OutputSignals >
46 <OutputSignal >
47 <Name >Umfeld_Umfeld_bit_Reset_void </Name >
48 <Type >ValueFloat </Type >
49 <Width />
50 <Unit >Bit </Unit >
51 <Quantity >0,1</ Quantity >
52 </ OutputSignal >
53 <OutputSignal >
54 ...
55 </ OutputSignal >
56 </ OutputSignals >
57 </ ModelUsage >
58 <ModelUsage >
59 <Id >3f8f1225 -c30d -4501 - a9d5 -5 df456424d25 </Id >
60 <VersionId >0</ VersionId >
61 <Name >RB </Name >
62 <InputSignals >
63 <InputSignal >
64 <Name >Umfeld_Umfeld_bit_Reset_void </Name >
65 <Type >ValueFloat </Type >
66 <Width />
67 <Unit >Bit </Unit >
68 <Quantity >0,1</ Quantity >
69 </ InputSignal >
70 </ InputSignals >
71 <OutputSignals >
72 <OutputSignal >
73 <Name >Umgebung_RB_g_Erdbeschl_mps2 </Name >
74 <Type >ValueFloat </Type >
75 <Width />
76 <Unit >m/s2 </Unit >
77 </ OutputSignal >
78 <OutputSignal >
79 ...
80 </ OutputSignal >
81 </ OutputSignals >
82 </ ModelUsage >
83 <ModelUsage >
84 <Id >aa3665ad -fe9e -44a8 -b0a5 -4898 b5d46fce </Id >
85 <VersionId >0</ VersionId >
86 <Name >Fahrer </Name >
87 <InputSignals >
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88 <InputSignal >
89 <Name >AntriebsReg_Antrieb_M_max_Nm </Name >
90 <Type >ValueFloat </Type >
91 <Width />
92 <Unit >Newtonmeter </Unit >
93 </ InputSignal >
94 <InputSignal >
95 ...
96 </ InputSignal >
97 </ InputSignals >
98 <OutputSignals >
99 <OutputSignal >
100 <Name >Pedale_Fahrer_Bit_Bremsl_void </Name >
101 <Type >ValueFloat </Type >
102 <Width />
103 <Unit >void </Unit >
104 <Quantity >0 oder 1</ Quantity >
105 </ OutputSignal >
106 ...
107 </ OutputSignal >
108 </ OutputSignals >
109 </ ModelUsage >
110 <ModelUsage >
111 <Id >dbed06d1 -e6ae -4077 -92ac -5 c8e09742ae3 </Id >
112 <VersionId >0</ VersionId >
113 <Name >Antrieb </ Name >
114 <InputSignals >
115 <InputSignal >
116 <Name > Umfeld_Umfeld_mue_Strasse_void </ Name >
117 <Type >ValueFloat </Type >
118 <Width />
119 <Unit >void </Unit >
120 </ InputSignal >
121 <InputSignal >
122 ...
123 </ InputSignal >
124 </ InputSignals >
125 <OutputSignals >
126 <OutputSignal >
127 <Name >Raeder_Antrieb_r_Radmittel_m </Name >
128 <Type >ValueFloat </Type >
129 <Width />
130 <Unit >Meter </Unit >
131 <Quantity >0 - 0,5</ Quantity >
132 </ OutputSignal >
133 <OutputSignal >
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134 ...
135 </ OutputSignal >
136 </ OutputSignals >
137 </ ModelUsage >
138 <ModelUsage >
139 <Id >41 d648bc -622d -46ec -888f- c2846e41fbb4 </Id >
140 <VersionId >0</ VersionId >
141 <Name >Fahrwerk </Name >
142 <InputSignals >
143 <InputSignal >
144 <Name > FzgLaengsDyn_Antrieb_a_ist_mps2 </ Name >
145 <Type >ValueFloat </Type >
146 <Width />
147 <Unit >m/s2 </Unit >
148 </ InputSignal >
149 <InputSignal >
150 ...
151 </ InputSignal >
152 </ InputSignals >
153 <OutputSignals >
154 <OutputSignal >
155 <Name >FzgQuerDyn_Fahrwerk_a_PositionXdotdot_mps2 <
/Name >
156 <Type >ValueFloat </Type >
157 <Width />
158 <Unit >m/s2 </Unit >
159 </ OutputSignal >
160 <OutputSignal >
161 ...
162 </ OutputSignal >
163 </ OutputSignals >
164 </ ModelUsage >
165 <ModelUsage >
166 <Id >5869 dcac -cde6 -45ae -ae50 -634 de575e984 </Id >
167 <VersionId >0</ VersionId >
168 <Name >Aufbau </Name >
169 <InputSignals >
170 <InputSignal >
171 <Name >Umfeld_Umfeld_bit_Reset_void </Name >
172 <Type >ValueFloat </Type >
173 <Width />
174 <Unit >Bit </Unit >
175 <Quantity >0,1</ Quantity >
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179 </ InputSignal >
180 </ InputSignals >
181 <OutputSignals >
182 <OutputSignal >
183 <Name >Infotainment_Aufbau_P_void_W </Name >
184 <Type >ValueFloat </Type >
185 <Width />
186 <Unit >Watt </Unit >
187 <Quantity >0 - inf </ Quantity >
188 </ OutputSignal >
189 <OutputSignal >
190 ...
191 </ OutputSignal >
192 </ OutputSignals >
193 </ ModelUsage >
194 <ModelUsage >
195 <Id >6f5d22fa -3bce -46d5 -a60c - ec564f543207 </Id >
196 <VersionId >0</ VersionId >
197 <Name >Elektrik </Name >
198 <InputSignals >
199 <InputSignal >
200 <Name >EModul1_Antrieb_P_auf_W </Name >
201 <Type >ValueFloat </Type >
202 <Width />
203 <Unit >Watt </Unit >
204 </ InputSignal >
205 <InputSignal >
206 ...
207 </ InputSignal >
208 </ InputSignals >
209 <OutputSignals >
210 <OutputSignal >
211 <Name >BattHV_Elektrik_U_Klemme_V </ Name >
212 <Type >ValueFloat </Type >
213 <Width />
214 <Unit >Volt </Unit >
215 </ OutputSignal >
216 <OutputSignal >
217 ...
218 </ OutputSignal >
219 </ OutputSignals >
220 </ ModelUsage >
221 </ ModelUsages >
222 <MockUpContext >
223 <Disciplines >
224 <Discipline >FLV </ Discipline >
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225 </ Disciplines >
226 <Project />
227 </ MockUpContext >
228 <References >
229 <MaxMockUpIdRef refId ="75025377 - d8cd -4385 -82bf -2
ad43da1315c " refVersionId ="0" />
230 <EntireModelSepcificationPath />
231 <NativePath >file: /// D:/ Promotion /06 _Modelle /
Architektur_Netter / Architekturlayout_A1etron /FLV.sdp </
NativePath >
232 </ References >




Listing D.1: Matlab-Skript zur Bestimmung der Simulationsmodellkomplexität beim
Linearmodell
1 x =[4.8:0.001:5.2]; % Festlegung Hilfsvektor zur Darstellung
der Wahrscheinlichkeitsdichtefunktionen
2
3 z=[5 , 5.02 , 4.99 , 5.01 , 5, 5.03 , 4.98 , 5.02 , 5.01 , 5.03 , 5,
4.99 , 5.01 , 5.02 , 4.96]; % Festlegung der Messdaten
4
5 Schrittweite =0.0005; % Festlegung Schrittweite des
Parameterbereichs
6
7 theta =[4.96: Schrittweite :5.03]; % Festlegung des
Parameterbereichs
8
9 k=1; % Festlegung Anzahl der Parameter
10
11 MLE =0; % Initialisierung der Maximum Likelihood Estimation
12
13 Likelihood_Function = theta ; % Initialisierung der Likelihood -
Funktion
14




18 n= length (z); % Ermittlung Anzahl der Messwerte
19
20 c4 =( gamma (n/2)/ gamma ((n -1) /2)) *((2/(n -1)) ^(0.5) ); %
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24 % Berechnung der Wahrscheinlichkeitsdichten und der
Likelihood - Funktion
25
26 for i=1: length ( theta )
27
28
29 % Abschätzung der Standardabweichung Sigma
30
31 y=1* theta (i); % Simulierte Ergebnisse
32 B=(z-y).^2;
33 Sx =( sum(B)*1/(n -1)) ^(0.5) ; % Asymptotisch
Erwartungstreue Schätzung der Standardabweichung




37 % Berechnung der Wahrscheinlichkeitsdichtefunktion
38
39 fa =(1/((2* pi* sigma ^2)) ^(0.5) )*exp(B/( -2*( sigma ^2)));
40 ga =(1/((2* pi* sigma ^2)) ^(0.5) )*exp (((x -1* theta (i)) .^2)
/( -2*( sigma ^2)));
41
42















58 % Darstellung der Likelihood - Funktion
59
60 figure (2)
61 xlabel ('theta ')
62 ylabel ('L( theta |z)')
63 hold all
64 scatter ( theta (i),La)
65 grid on
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66
67
68 % Ermittlung der Maximum Likelihood Estimation und des
dazu gehörigen Parameters
69
70 if La >MLE
71 MLE=La;















87 % Berechnung der Stochastischen Komplexität
88
89 Log_Likelihood_Function = log2( Likelihood_Function );
90 Minus_Log_Likelihood_Function = -1* Log_Likelihood_Function ;
91
92 Ableitung_1 = gradient ( Minus_Log_Likelihood_Function ,
Schrittweite );
93 Ableitung_2 = gradient ( Ableitung_1 , Schrittweite );
94




99 % Berechnung der Geometrischen Komplexität
100
101 Ableitung = gradient ( Log_Likelihood_Function , Schrittweite );
102
103 Funktion = Ableitung .^2; % Hilfsfunktion zur Berechnung der
Fisher - Informationsmatrix
104 Fisher =mean( Funktion ); %Fisher - Informationsmatrix
105 I1= Fisher /(n^k);
106
107 GC =(k/2)* log2(n/(2* pi))+log2 ((( I1) ^(0.5) )*( theta ( length (
theta ))-theta (1)))
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108
109
110 % Berechnung der Minimum Description Length
111
112 MDL= -1* log2(MLE)+GC;
113
114
115 % Berechnung des Akaike Information Criterion
116
117 AIC = -2* log2(MLE)+2*k;
118
119
120 % Berechnung des Bayesian Information Criterion
121




Ein Attribut bezeichnet eine charakteristische Eigenschaft bzw. ein
Wesensmerkmal. Im Rahmen dieser Arbeit wird dieser Begriff syn-
onym für ein Quantifizierungsmerkmal verwendet.
Ausgangsgröße
Eine Ausgangsgröße ist eine erfassbare, von einem System erzeugte
variable Größe, die nur von diesem und über das System von dessen
Eingangsgrößen beeinflusst wird [DKE 2009, S.7].
Domäne
Eine Domäne repräsentiert im Sinne einer Aufgabe einen Funktionsbe-
reich, welcher je nach betrachtetem technischem System unterschied-
lich sein kann. So wird z. B. in der Kraftfahrzeugindustrie zwischen
den Domänen Antrieb, Fahrwerk, Aufbau und Elektrik/Elektronik
unterschieden [Braess 2003, S.XIIIff].
Eingangsgröße
Eine Eingangsgröße ist eine variable Größe, die von außen auf ein
System wirkt und die von den anderen variablen Größen des Systems
unabhängig ist [DKE 2009, S.7].
Funktion
Gegenüber anderslautenden Definitionen repräsentiert im Rahmen die-
ser Arbeit eine Funktion ein Element innerhalb eines Systems. Dieses
wird im Verlauf einer virtuellen Entwicklung mit einem ausführbaren
Modell befüllt, welches mit seiner Funktionalität zur Aufgabe des
Systems beiträgt. Dem Begriff der Systemhierarchie folgend stellt eine
Funktion die niedrigste, sinnvoll separierbare Ebene innerhalb der
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Systemhierarchie dar und verfügt über fest definierte Schnittstellen
in Form von Eingangs- und Ausgangsgrößen [Stüber 2011, S.80].
Funktionalität
Funktionalität bezeichnet das Vermögen eines Softwareprodukts, beim
Einsatz unter spezifizierten Bedingungen Ergebnisse zu liefern, die
festgelegte und vorausgesetzte Erfordernisse erfüllen [Deutsches
Institut für Normung 2010].
Komposition
Eine Komposition ist eine Kombination bestimmter Teile oder Ele-
mente, um daraus ein Ganzes zu formen [Parton 2011].
Modell
Ein Modell ist eine mathematische oder physikalische Darstellung ei-
nes Systems oder Prozesses, die das System oder den Prozess aufgrund
bekannter Gesetzmäßigkeiten, einer Identifikation oder getroffener
Annahmen genügend genau abbildet [DKE 2009, S.17].
Modellbildung
Unter Modellbildung (Modellierung) werden diejenigen Arbeiten
verstanden, die notwendig sind, um ausgehend von einem realen
technischen System eine computergerechte Darstellung des davon
abgeleiteten Modells zu erstellen [Dronka 2004, S.14].
Modellkomplexität
Modellkomplexität ist die Flexibilität eines Modells, die es ihm gestat-
tet, sich einem breiten Bereich von Datensätzen (z. B. Wahrscheinlich-
keitsverteilungen von Beobachtungen, die von einer Modellgleichung
erzeugt werden) anzupassen [Myung 1999, S.2].
Parametrieren
Beim Parametrieren werden für die bei der Parametrisierung definier-
ten Parameter eines Modells Werte festgelegt.
Parametrisieren




Eine Schnittstelle ist eine Grenze zwischen zwei Funktionseinhei-
ten, die durch funktionelle Merkmale, Signalkenngrößen oder andere
Merkmale als geeignet festgelegt worden ist [DKE 2009, S.17].
Signal
Ein Signal ist eine physikalische Größe, bei der ein oder mehrere
Parameter Informationen über eine oder mehrere Größen tragen
[DKE 2009, S.23].
Simulation
Simulation ist das Nachbilden eines Systems mit seinen Prozessen
in einem experimentierbaren Modell, um zu Erkenntnissen zu ge-
langen, die auf die Wirklichkeit übertragbar sind [VDI 2014, S.3].
Bei einer integrierten Simulation werden dabei zwei oder mehrere
modellierte Systeme, die untereinander in Beziehung stehen, zu einer
gemeinsamen Simulation zusammengefasst. Die dynamisch entstehen-
den Wechselwirkungen können dabei in einer Simulation ausgewertet
werden.
Simulator
Als Simulator wird ein Werkzeug bezeichnet, mit dem die Umgebung
für die Untersuchung des Verhaltens eines Objekts oder Subjekts dar-
gestellt wird. Diese Definition umfasst sowohl Simulationswerkzeuge
zum Ausführen virtueller Modelle als auch physische Simulatoren wie
etwa Versuchseinrichtungen, die reale oder künstliche Lastfälle für
ein betrachtetes Subjekt oder Objekt erzeugen. Im Rahmen dieser
Arbeit wird der Begriff Simulator synonym für Simulationswerkzeug
verwendet.
System
Ein System ist eine Menge miteinander in Beziehung stehender Ele-
mente, die in einem bestimmten Zusammenhang als Ganzes ange-
sehen und als von ihrer Umgebung durch eine gedachte Hüllfläche
abgegrenzt betrachtet werden können. Ein System wird dabei im
Allgemeinen hinsichtlich seiner Zielsetzung, zum Beispiel der Ausfüh-
rung einer bestimmten Aufgabe, definiert. Elemente eines Systems
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können natürliche oder künstliche Gegenstände ebenso wie Arten von
Denkvorgängen und deren Ergebnis sein [DKE 2009, S.11].
Systemparameter
Ein Systemparameter ist eine charakteristische variable Größe, die
die Beziehung zwischen variablen Größen innerhalb eines gegebenen
Systems kennzeichnet [DKE 2009, S.12].
Systemstruktur
Unter einer Systemstruktur versteht man die Beziehungen zwischen
den Elementen eines Systems [DKE 2009, S.12].
Übertragungsglied
Ein Übertragungsglied ist ein Teil eines Systems, für das funktio-
nelle Beziehungen die Abhängigkeiten der Ausgangsgrößen von den
Eingangsgrößen festlegen [DKE 2009, S.34].
Validierung
Die VDI-Richtlinie 3633 beschreibt als Ziel der Validierung, das
Verhalten des realen Systems mit Hilfe eines Modells genau genug
und fehlerfrei widerzuspiegeln. Validierung versucht zu klären, ob
die Übereinstimmung von Modell und realem System hinreichend
genau ist. Die geforderte Genauigkeit der Übereinstimmung hängt
dabei vom jeweiligen Anwendungsfall des Modells ab. Validierung
setzt also voraus, dass Simulationsergebnisse mit validen Daten des
realen Systems verglichen werden [Rabe 2008, S.15].
Verifikation
Verifikation bedeutet gemäß VDI-Richtlinie 3633 den formalen Nach-
weis der Korrektheit des Simulationsmodells, also die Übereinstimm-
ung zwischen Umsetzung und Spezifikation. Im Bereich der Simulati-
on bedeutet Verifikation beispielsweise, dass das ausführbare Modell
das konzeptionelle Modell korrekt umsetzt. Die korrekte Umsetzung
zwischen zwei Repräsentationsformen von Modellen wird durch die





Ist Z eine kontinuierliche Zufallsgröße, dann heißt die integrierbare,
nichtnegative Funktion, die die Wahrscheinlichkeitsverteilung be-
schreibt, Wahrscheinlichkeitsdichtefunktion oder Dichte von Z [Ste-
land 2010, S.92].
Wahrscheinlichkeitsfunktion
Ist Z eine diskrete Zufallsgröße, dann heißt die Funktion, die die Wahr-
scheinlichkeitsverteilung beschreibt, Wahrscheinlichkeitsfunktion oder
Zähldichte von Z [Steland 2010, S.91].
Wahrscheinlichkeitsverteilung
Ordnet man in der Statistik jedem Ereignis eine Wahrscheinlichkeit zu,
wird hierdurch die Wahrscheinlichkeitsverteilung festgelegt [Steland
2010, S.89].
Zufallsgröße
Eine Zufallsgröße (Zufallsvariable, zufällige Größe) ist eine Funktion
Z : Ω → E, die jedem Ergebnis ω ∈ Ω eines Zufallsexperiments eine
reelle Zahl zuordnet [Bewersdorff 2011, S.49].
Zustandsgröße
Eine Zustandsgröße ist ein Element eines Größenvektors x(t) in einem
System mit den Differentialgleichungen
ẋ (t) = f (x (t) , u (t)) Zustandsgleichung
y (t) = g (x (t) , u (t)) Ausgangsgleichung
ẋ (t) = Ax (t) + Bu (t) Zustandsgleichung
y (t) = Cx (t) + Du (t) Ausgangsgleichung
Aus diesen Differentialgleichungen kann bei bekannten Anfangsbe-
dingungen zu einem beliebigen Zeitpunkt t0 (häufig mit t0 = 0) und
bekanntem Zeitverlauf der Elemente des Vektors der Eingangsgrößen
u(t) ab dem Zeitpunkt t0 der Zeitverlauf der Elemente des Vektors




ACSL Advanced Continuous Simulation Language
ADTF Automotive Data and Time-Triggered Framework
AEV Audi Electronics Venture GmbH
AIC Akaike Information Criterion
AUTOSAR AUTomotive Open System ARchitecture
BEV Battery Electric Vehicle
BIC Bayesian Information Criterion
CAD Computer-Aided Design
CAN Controller Area Network
CFD Computational Fluid Dynamics
CSV Comma-Separated-Value
DAE Differential Algebraic Equations
DC/DC Direct Current/Direct Current
DMU Digital Mock-Up
EREV Extended Range Electric Vehicle
FEM Finite Elemente Methode
FG Funktionsgruppe
FMI Functional Mock-Up Interface
FMU Functional Mock-Up
GC Geometric Complexity
GoF Goodness of Fit
GUI Graphical User Interface
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Abkürzungsverzeichnis
HEV Hybrid Electric Vehicle
HiL Hardware in the Loop
HV Hochvolt
IPS Imperial System of Units
ITEA Information Technology for European Advancement
KLI Kullback-Leibler-Information
LSE Least Squares Estimation
LTI Linear Time-Invariant
MaP Maximum-a-Posteriori
MDL Minimum Description Length
MKS Mehrkörpersimulation
MLE Maximum Likelihood Estimation
MMU Maximal Mock-Up
MpCCI Mesh-based parallel Code Coupling Interface
MSE Mean Squared Error
MU Mock-Up
NV Niedervolt
OCV Open Circuit Voltage
ODE Ordinary Differential Equations
OWL Web Ontology Language
PC Parametric Complexity
PDE Partial Differential Equations
PDF Probability Density Function
PHEV Plugin Hybrid Electric Vehicle
PMF Probability Mass Function
PTC Positive Temperature Coefficient
RDF Ressource Description Framework




SI Système International d’Unités
SiL Software in the Loop
SoC State of Charge
SoP Start of Production
SSE Sum of Squared Errors
SWRL Semantic Web Rule Language
TIC Theil’s Inequality Coefficient
VE Virtuelle Entwicklung














































k Anzahl der Parameter









p beliebige reelle oder komplexe Zahl
q Grad der höchsten Ableitung der Eingangsgröße
196
Symbolverzeichnis
r Grad der höchsten Ableitung der Ausgangsgröße
S Abbildung eines linearen Systems
s Position
t Zeit
td ganzzahlige, diskrete Zeitvariable
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Steigende Rechenleistung und sinkende Hardwarekosten fördern den Einsatz 
von Simulationen. Dabei nehmen mit fortschreitender Detaillierung virtueller 
Prototypen sowohl die Anzahl an Untersuchungsmöglichkeiten als auch die Ge-
nauigkeit der Ergebnisse und Vorhersagen zu. 
Gemäß dem heuristischen Forschungsprinzip der Sparsamkeit sollte ein Modell 
jedoch immer nur so komplex wie nötig und nicht so komplex wie möglich sein. 
Dadurch kann einerseits eine hohe Anpassungsgüte an gegebene Messdaten 
bei gleichzeitig hohem Extrapolationsvermögen auf noch unbekannte Daten 
gewährleistet werden. Andererseits können bei der Simulation virtueller Proto-
typen Testaufwand und Simulationsdauer reduziert werden. 
Zu diesem Zweck werden Kennzahlen für Simulationsmodellkomplexität, An-
passungsgüte und Ex trapolationsvermögen erforscht. Das Potential dieser Attri-
bute wird anhand mehrerer Evaluationsbeispiele analysiert und bewertet. Als 
Ergebnis ist es möglich in Abhängigkeit unterschiedlicher Simulationszwecke 
aus einer Vielzahl konkurrierender Modelle die für einen solchen Kompromiss 
jeweils optimalen Simulationsmodellkomplexitäten zu identifizieren. Um die 
Quantifizierungsmerkmale für virtuelle Prototypen nutzen zu können werden 
diese zudem auf Basis eines skalierenden Modularisierungsansatzes in einem 
Prozess zur Kopplung simulationswerkzeugübergreifender Systeme verortet.
