Symbolic data analysis has been proposed as a technique for summarising large and complex datasets into a much smaller and tractable number of distributions -such as random rectangles or histograms -each describing a portion of the larger dataset. Recent work has developed likelihood-based methods that permit fitting models for the underlying data while only observing the distributional summaries. However, while powerful, when working with random histograms this approach rapidly becomes computationally intractable as the dimension of the underlying data increases. We introduce a composite-likelihood variation of this likelihood-based approach for the analysis of random histograms in K dimensions, through the construction of lower-dimensional marginal histograms. The performance of this approach is examined through simulated and real data analysis of max-stable models for spatial extremes using millions of observed datapoints in more than K = 100 dimensions. Large computational savings are available compared to existing model fitting approaches.
Introduction
Continuing advances in measurement technology and information storage are leading to the creation of increasingly large and complex datasets. This inevitably brings new inferential challenges. Symbolic data analysis (SDA), a relatively new field in statistics, has been developed as one way of addressing these issues (e.g. Diday, 1989, Bock and Diday, 2000) . In essence, SDA argues that many important questions can be answered without needing to observe data at the micro-level, and that higher-level, group-based information may be sufficient. As a result, SDA methodology aggregates the micro-data into a much smaller number of distributional summaries, such as random rectangles, random histograms and categorical multi-valued variables, each summarising a portion of the larger dataset , Le-Rademacher and Billard, 2013 , Billard and Diday, 2006 . These new data "points" (i.e. distributions) are then analysed directly, without any further reference to the micro-data. See e.g. Billard (2011) , Bertrand and Goupil (2000) and Billard and Diday (2003) for an exposition of these ideas.
SDA methods have found wide application, and have been developed for a range of inferential procedures, including regression models , principle component analysis (Kosmelj et al., 2014) , time series analysis (Wang et al., 2016) , clustering , discriminant analysis and Bayesian hierarchical modelling (Lin et al., 2017) . Likelihood-based methods for distributional data were introduced by Le Rademacher and Billard (2010) for direct modelling at the level of the distributional summary.
More recently, Zhang et al. (2019) and Beranger et al. (2018) developed likelihood functions for observed random rectangles and histograms that directly accounts for the process of constructing the symbols from the underlying micro-data. By explicitly considering the full generative process -from micro-data generation to constructing the resulting distributional summary -the resulting symbolic likelihood allows the fitting of the standard micro-data likelihood, but while only observing the distributional-based data summaries. The symbolic likelihood reduces to the standard micro-data likelihood as the observed symbols reduce to the underlying microdata (e.g. as the number of histogram bins gets large, and the size of each histogram bin gets small). Beranger et al. (2018) demonstrate a 14× computational speed up for the symbolic analysis over the standard micro-data analysis for computing the maximum likelihood estimates of a hierarchical skew-normal model.
While attractive, a limitation of this approach is that grid-based multivariate histograms become highly inefficient as data summaries as the dimension of the data increases. This means that the histogram-based approach in Beranger et al. (2018) , where the computational overhead is proportional to the number and dimension of histogram bins, is practically limited to lowerdimensional data analyses.
In this paper we address this problem by extending the likelihood-based approach of Beranger et al. (2018) to the composite-likelihood setting. Focusing on histogram-based distributional summaries, the components of the composite likelihood are constructed based on lowdimensional marginal histograms derived from the full K-dimensional histogram. We demonstrate consistency of the resulting symbolic composite maximum likelihood estimator, and show that for a certain level of data aggregation, the symbolic composite likelihood function provides a useful and more computationally efficient substitute for the standard micro-data analysis. We obtain results that describe the reduction in information that occurs when aggregating the micro-data into histograms, and how this reduction is dependent on the number of observed histograms. These results also provide insights on the efficiency of standard composite likelihood techniques when the micro-data are grouped into blocks, but where the location of data within each block is not known.
While the above techniques are general, throughout we are motivated by the need to develop computationally viable statistical techniques for fitting max-stable process models for spatial extremes. This becomes particularly challenging when both the number of spatial dimensions K (the number of physical recording stations) and the number of observations over time (N ) become large, as is the case with millennial scale climate simulations (Huang et al., 2016) . While composite-likelihood techniques (Padoan et al., 2010 , Blanchet and Davison, 2011 , Varin et al., 2011 , Lee et al., 2013 , Castruccio et al., 2016 provide one way to approach the issue of spatial dimensions, they are not able to cope with large amounts of observed data at each spatial location. By developing composite likelihood techniques for the analysis of K-dimensional histogram-valued random variables, we are able to directly and efficiently fit max-stable processe models to very large temporal datasets.
This article is structured as follows: In Section 2 we describe the ideas behind the symbolic likelihood framework of Beranger et al. (2018) , with a focus on histogram-valued random variables, extend this approach to the case of a marginal histogram, and briefly present relevant background on composite likelihood methods. In Section 3 we extend the histogram-based symbolic likelihood function to the composite likelihood setting. We demonstrate that increasing the number of bins (and reducing their size) in each histogram yields maximum likelihood estimators (MLE's) that are asymptotically consistent with those of the classical (micro-data) setting, but at a potentially much cheaper computational cost. While these MLE's retain this asymptotic consistency regardless of the method of histogram construction (as long as the volume of each bin approaches zero as the number of bins approaches infinity) and how many random histograms are used, their variances depend heavily on the amount of temporal information retained during the data aggregation process. Accordingly we show that increasing the number of random histograms leads to an overall decrease in the variance of the composite MLE. In Section 4 we explore the performance of the histogram-based composite likelihood function through simulation studies using max-stable processes, and in Section 5 we analyse real and future-simulated datasets comprising daily maxima temperature data from 105 locations across Australia. We conclude with a Discussion.
Symbolic and composite likelihoods
We first provide a brief overview of likelihood-based methods for symbolic random variables, in particular focusing on histogram-valued random variables and the approach of Beranger et al. (2018) . Motivated by a desire to reduce computational overheads as the dimension of the histogram K increases, we extend this setup to the case of a marginal-histogram (i.e. a lower-dimensional margin of an original histogram). We then briefly review the ideas behind composite likelihoods in a general setting.
Generative symbolic likelihoods
In simple terms, symbolic random variables are distributional-valued random variables that are constructed by the aggregation of standard, classical random variables into a distributional summary form, such as a random interval or random histogram. Symbolic data analysis is the study and analysis of symbolic random variables (Billard, 2011 , Billard and Diday, 2003 , Bock and Diday, 2000 . Within this field, two main likelihood-based techniques have been developed for the analysis of symbolic data; one based on analysing the symbols directly (Le Rademacher and Billard, 2010 , Brito and Silva, 2012 , Lin et al., 2017 and one based on also modelling the construction of the symbols from the generating process of the classical random variables (Beranger et al., 2018 , Zhang et al., 2019 . This latter technique allows for the use of symbolic data analysis methods as a means to expedite standard data analyses for large and complex datasets. We adopt both this approach and motivation here.
The general construction of Beranger et al. (2018) is given as follows. Denote by X = (X 1 , . . . , X N ) a vector of i.i.d. classical random variables, which takes values in some space D X and has density g X ( · ; θ) with unknown parameter vector θ. Each X i takes values in D X and has density g X ( · ; θ) = g X ( · ; θ)dX −i where
The observed values x of X can then be aggregated into a distribution-valued symbol s, itself a realisation of some symbolic random variable S ∈ D S , according to a known function f S|X=x (s|x, φ). The likelihood associated with the process of generating and constructing the observed symbol s is then given by
That is, L(s; θ, φ) is the expectation of the classical data likelihood g X (x; θ) over all possible classical datasets x that could have produced the observed symbol s. Beranger et al. (2018) considered several forms for f S|X=x (s|x, φ) that allowed for different types of symbol (e.g. random intervals, hyper-rectangles and different forms of random histogram) and accordingly different resulting forms of symbolic likelihood function. Here we focus on the fixed-bin, random-counts histogram, although extension of the results in this article to other symbolic likelihood forms is possible.
Suppose that X 1 , . . . , X N are K-dimensional random vectors with D X = R K . The collection of N classical data observations x ∈ R N ×K may be aggregated into a K-dimensional histogram on D X , where the k-th margin of D X is partitioned into B k ∈ N bins, so that B 1 × · · · × B K bins are created in D X through the K-dimensional intersections of each marginal bin. Indexing each bin b = (b 1 , . . . , b K ), b k = 1, . . . , B k , as the vector of marginal bin indices, bin b may be constructed over the space
] ⊂ R, and where, for each margin k, −∞ < y k 0 < y k 1 < . . . < y k B k < ∞ are fixed points that define the change from one bin to the next. That is, b describes the coordinates of a bin within the K-dimensional histogram and Υ b ⊆ R K defines the space that it covers. Now let S b denote the random number of observed data points X 1 , . . . , X N that fall in bin b. Then S = (S 1 , . . . , S B ) is the vector of counts from the first bin 1 = (1, . . . , 1) to the last bin B = (B 1 , . . . , B K ), of length B 1 × · · · × B K , and which satisfies b S b = N . That is, S is a random histogram with N observations. Following Beranger et al. (2018) , and assuming that
where s = (s 1 , . . . , s B ) is the observed value of S, and where P b (θ) = Υ b g X (z; θ)dz is the probability of observing a datapoint in bin Υ b under the model g X (x; θ). (The φ parameter in (1), which controls quantities relevant to constructing the symbol, is fixed in this setting, and so we omit it from subsequent notation.) This multinomial form of likelihood makes intuitive sense in that maximising this likelihood amounts to choosing parameters θ that optimally match the empirical bin proportions with the corresponding bin probabilities under the model g X (x; θ). Looking ahead to Section 3 where we will be constructing composite symbolic likelihood functions, suppose that we are only interested in a subset of the K dimensions, represented by some index set i = (i 1 , . . . , i I ) ⊆ {1, . . . , K}, where for convenience i 1 < . . . < i I . We may then construct the associated I-dimensional marginal histogram, defining b i as the subvector of b containing those elements corresponding to the index set i. (We use this notation more generally, so that a vector with superscript i means the subvector containing those elements corresponding to the index set i.) Then if S i b i is the random number of observed data points Similarly to (2), the resulting symbolic likelihood function for the marginal histogram S i is then given by
where
is the probability of observing a datapoint in the I-dimensional marginal bin Υ b i under the marginal model g i X i (x i ; θ) = g X (z; θ)dz −i , where z −i is the vector of elements of z that are not in z i . In the case where I = {1, . . . , K} then (3) is equal to (2).
Following similar arguments to Beranger et al. (2018) , the symbolic likelihood L(
as the number of bins in the marginal histogram approaches infinity and the volume of each bin approaches zero. In particular, suppose for simplicity that the length
] is equal for each margin k = 1, . . . , K, with fixed endpoints y k 0 and y k B k . Then as B k → ∞ the number of equally spaced bins grows, but their length
Intuitively in this setting, as the number of bins gets large and their volume reduces, in the limit almost all bins will be empty, with each observed datapoint x i being contained in exactly one bin. 
, which is the equivalent term contributed to the classical likelihood function L(X i ; θ). As a result, this means that taking more bins will allow L(S i ; θ), taken as an approximation to L(X i ; θ), to approximate the classical data likelihood arbitrarily well. The difference is that the symbolic likelihood contains B 1 × . . . × B K terms, which may be considerably less than the N terms of the classical data likelihood L(
for large datasets. In this setting, the tradeoff of improved computational efficiency for some, perhaps small, approximation error may be attractive.
In particular, we may construct the log-likelihood function of a bivariate random marginal histogram S i 2 by specifying the indices
Similarly, specifying i = (i 1 , i 2 , i 3 ) leads to the log-likelihood function of a trivariate random marginal histogram
Clearly the number of terms in the full symbolic likelihood (2), B 1 ×. . .×B K , increases exponentially as the dimension of the histogram, K, increases. This is further compounded since larger B k , k = 1, . . . , K, will produce a closer likelihood approximation L(S; θ) ≈ L(X; θ), which may be desirable. Similarly, the complexity of efficiently computing the K-dimensional integral P b (θ) = Υ b g X (z; θ)dz also increases with K. Together this means that it may rapidly become practically infeasible to directly use the symbolic likelihood of Beranger et al. (2018) in more than, say, K = 5 or 6 dimensions, which reduces the applicability of this approach. However, the computational overheads of the bivariate and trivariate marginal histogram log-likelihoods (4) and (5) will be much lower. This motivates the use of composite likelihood techniques, constructed from marginal histograms S i of S, which we now describe within the symbolic likelihood setting.
Composite likelihoods
Composite likelihoods, part of the family of pseudo-likelihood functions, are one practical technique for constructing asymptotically consistent likelihood-based parameter estimates when the standard likelihood function is computationally intractable (Lindsay, 1988 , Varin et al., 2011 .
Such intractability can occur in many common modelling scenarios Vidoni, 2005, Sisson et al., 2018) . In particular, in Section 4 we examine max-stable process models for spatial extremes (Davison et al., 2012 , Padoan et al., 2010 , for which closed-form densities are available for models with K = 2 or 3 spatial locations, but not for the larger K required in practical applications, typically measured in the hundreds. See Section 4 for further details. Composite likelihoods are defined as the weighted product of conditional or marginal events of a process, each of which may be described by e.g. an ordinary likelihood function (Lindsay, 1988) . If we assume all weights are equal for simplicity, a composite likelihood function can be expressed as
, where L i (x; θ) is the likelihood function of a conditional or marginal event of x for a given parameter vector θ.
A special case of the composite likelihood function is the j-wise composite likelihood function, comprising all j-dimensional marginal events. Using the same notation as in Section 2.1, and defining I j = {i : i ⊆ {1, . . . , K}, |i| = j} to be the set of all j-dimensional subsets of {1, . . . , K}, the j-wise composite likelihood function can be written as
where, as before, g i represents the j-dimensional (marginal) density associated with the j-wise event i ∈ I j . In analogy with (4) and (5), when j = 2 the pairwise composite log-likelihood function,
CL , is given by
and similarly for j = 3, the triple-wise composite log-likelihood,
Taking first order partial derivatives of
CL (x; θ) with respect to θ yields the composite score function ∇ (j) CL (θ; x), and taking second order partial derivatives gives the Hessian matrix ∇ 2 (j) CL (θ; x). Lindsay (1988) showed that the resulting maximum j-wise composite likelihood estimator,θ
CL , is asymptotically consistent and distributed as
where G (j) is the (j-wise) Godambe information matrix (Godambe, 1960) 
CL (θ; x)) are respectively the sensitivity and variability matrices. For standard likelihoods we have j = K and I = {(1, . . . , K)}, and so dropping the superscripts, H(θ) = J(θ) and the Godambe information matrix reduces to G(θ) = H(θ) = I(θ), where I(θ) is the Fisher information matrix. The above result shows that the composite MLE is asymptotically unbiased, however it is worth noting that G(θ) −1 often does not attain the Cramer-Rao lower bound and subsequently there is a decrease in efficiency when the composite MLE is used in the place of the standard MLE (Varin et al., 2011) .
Composite likelihood functions for histogram-valued data
In this Section we introduce a composite likelihood function for random histograms that is constructed using sets of marginal histograms. We will first present the main result, before examining the consistency and variability of the symbolic composite MLE in turn, as the form of each of these has interesting implications for statistical inference using random histograms.
Composite likelihood function
Suppose that we observe T independent replicates, X 1 , . . . , X T , of the random variable X = (X 1 , . . . , X N ) ∈ R K×N over some index variable t = 1, . . . , T (e.g. time), and denote the realised values as x t . For each X t , t = 1, . . . , T , we may construct a K-dimensional random histogram S t over the set of bins {1, . . . , B}. A j-dimensional marginal histogram of S t may then be constructed as
We can now define the j-wise symbolic composite likelihood for all j-dimensional marginal histograms S i t of S t , i ∈ I j , t = 1, . . . , T as follows. Proposition 1. Writing S 1:T = (S 1 , . . . , S T ) as the collection of K-dimensional histograms, the j-wise symbolic composite likelihood for S 1:T is given by
Defining the maximum j-wise symbolic composite likelihood estimator asθ
SCL (S 1:T ; θ), following standard composite likelihood construction arguments (Lindsay, 1988) we have
, and where estimates of the sensitivity and variability matrices are given bŷ
where t subscripts indicate dependence on S t .
For example, the pairwise (j = 2) symbolic composite log-likelihood function is given by
where (S
; θ) is given by (4), and the triple-wise (j = 3) symbolic composite log-likelihood function is given by
; θ) is given by (5).
Symbolic composite maximum likelihood estimator consistency
It is straightforward to show that the j-wise symbolic composite likelihood estimatorθ
that maximises (8) is consistent with the equivalent composite likelihood estimatorθ
is given by (6) as the number of bins in each marginal histogram approaches infinity and the volume of each bin approaches zero.
We show this by extending the univariate proof described by Zhang (2017) to (w.l.o.g) the bivariate (j = 2) setting, from which the extension to the K-dimensional case is immediate.
Consider the pairwise composite log likelihood given in (11). In this case, for i = (i 1 , i 2 ) ∈ I 2 , and for any t = 1, . . . , T (although dropping the subscript t for clarity), the probability that a bivariate micro-data observation X i ∈ R 2 falls in marginal bin
where G X (x; θ) is the distribution function of g X (x; θ). Fixing the i 2 margin, by the mean value theorem there exists ax b i 1 ∈ (y i 1
G X denotes differentiation with respect to the k-th component of G X . Similarly fixing the i 1 margin, again by the mean value theorem there exists ax b i 2 ∈ (y i 2
This allows the pairwise symbolic composite log likelihood to be written as
Now, letting the number of bins B i 1 , B i 2 → ∞ such that each bin's volume → 0 means that in the limit each bin will either contain zero (s i (b i 1 ,b i 2 ) = 0) or, assuming continuous data, exactly one observation (s i (b i 1 ,b i 2 ) = 1). In the case where a bin contains exactly one observation, the m-th
which is has a maximum atθ (2) CL . This argument straightforwardly extends to the j-wise symbolic composite likelihood by iterated use of the mean value theorem.
This result means that the symbolic composite likelihood can be considered an asymptotically consistent approximation of the standard composite likelihood. The approximation can be arbitrarily close (though at the cost of increasing computational overheads) as the number of bins increases.
There are a number of specifications under which the T random histograms may be constructed from the underlying micro-data (and the details of these are encoded in the parameter φ in (1)). These specifications control the location and sizes of the bins in each random histogram, and the number of random histograms, T , itself. While we do not discuss the merits of particular constructions here, we note that the above asymptotic consistency result for the symbolic composite log likelihood holds regardless of the method of bin construction in each histogram (as long as the volume of each bin approaches zero as the number of bins approaches infinity), and regardless of the number of random histograms, T (as long as the underlying micro-data X 1 , . . . , X N are stationary). Consistency also holds for different numbers of microdata encoded in each random histogram S t as long as there is sufficient data in enough unique bins that (S i t ; θ) is well defined and satisfies the usual regularity conditions. In particular, if each random histogram has exactly the same bins, so that y k t,b k = y k b k for all t = 1, . . . , T , then the choice of T has no effect on the symbolic composite maximum likelihood estimator. That is,θ SCL takes the same value independently of the number of random histograms T . This is easily seen as
where s i b i is the count of all micro-data falling in (marginal) bin b i when all data are allocated to a single (T = 1) histogram. As a result, we then have
and so the resulting symbolic composite maximum likelihood estimators are equivalent. As a result, if primary interest of an analysis is of fast computation ofθ SCL , then the optimal choice is by constructing T = 1 random histograms, as this will allow for the fastest optimisation of 
Variance consistency
We now show the conditions under which the symbolic Godambe information matrix G(θ
SCL ) converges to the standard Godambe matrix G(θ (j) CL ). In particular, we will show that as the number of equally spaced histogram bins becomes large (so that B k → ∞ for k = 1, . . . , K) while the volume of each bin approaches zero (|Υ b | → 0, ∀b), and as the number of histograms T → N so that each histogram contains exactly one micro-data observation, then
Following the same arguments as in Section 3.2 it is straightforward to show that
so that the symbolic Hessian matrix converges to the standard composite likelihood Hessian matrix, regardless of the number of histograms, T , due to the additive form of (9). Numerical estimates ofĤ(θ (j) SCL ) can be obtained through numerical methods during maximum likelihood estimation (e.g. using the optim function in R).
The natural estimator for the variability matrix is the empirical variance estimator (10). With increasing T , the sum of the counts in each histogram S t decreases in magnitude until there is exactly 1 non-empty bin with count 1 in each of T = N marginal histograms. At this point
As a result, the limit of the symbolic composite log-likelihood function, as T → N , is
where b (t) denotes the bin which contains the single micro-data observation x t in histogram S t . Because lim
reduces to the standard composite likelihood marginal event component as the histogram bins reduce in size, then lim B k →∞ k=1,...,Kθ
CL . It then follows that from (10)
Convergence of the symbolic Godambe information matrix G(θ CL ) then follows under these limit conditions. While the above result confirms that the limiting behaviour ofθ
SCL is the same asθ
CL , in particular as T → N , in practice we may prefer to have less than N random histograms for a given analysis, particularly if N is very large. In this setting, for a fixed T < N we then have
using similar arguments to the above. Compared to the standard composite likelihood sensitivity matrixĴ(θ (j) CL ), (14) can be interpreted as the sensitivity matrix for a classical (micro-data) dataset where some temporal information is lost. That is, we know which time block (histogram) t = 1, ..., T each observation came from, but not specifically when each observation occurred within that block. As a result the variability ofθ (j) SCL will always be larger for a smaller number of time blocks. As T increases, more temporal information is retained as each time block then decreases in size. This leads to more precise knowledge about when each data point may have been observed, and accordingly leading to a reduction in the variance ofθ In practice, the analyst would choose T as small as possible such that the inferential goals (perhaps depending on confidence intervals of model parameters) are still viable, in order to maximise overall analysis efficiency. Recall that, as discussed in Section 3.2, if all histogram bins are equal, computation of the symbolic composite MLE itself can be achieved at low cost by combining all histograms into a single histogram (T = 1). So the main impact of the number of histograms is on the variability of the symbolic composite MLE.
Simulation studies
We now examine the performance of the symbolic composite maximum likelihood estimator within the context of our motivating application -modelling spatial extremes using max-stable processes. We first briefly introduce these, before comparingθ (j) SCL to standard composite likelihoods in accuracy, precision and efficiency under a range of modelling scenarios.
4.1 Max-stable process models Jenkinson (1955) first proposed a limiting distribution for modelling datasets comprising of block maxima. Suppose X 1 , . . . , X n ∈ D, in some continuous space D, are i.i.d. univariate random variables with distribution function F , and M n = max{X 1 , . . . , X n }. If there exist constants a n > 0, b n ∈ R such that
is non-degenerate, for all x ∈ D, then G is a member of the generalised extreme value (GEV) family whose distribution function is given by G(x; µ, σ, ξ) = exp{−v(x; µ, σ, ξ)}, where µ ∈ R, σ > 0, ξ ∈ R, v(y; µ, σ, ξ) = 1+ξ Max-stable processes (de Haan, 1984 , Resnick, 1987 , de Haan and Ferreira, 2006 ) are a popular tool to model spatial extremes. Let X 1 , X 2 , . . . be a sequence of i.i.d. copies of a stochastic process {X(t) : t ∈ T } over some space T . If continuous functions a n (t) > 0, b n (t) ∈ R exist such that
is non-degenerate, then Y (t) is a max-stable process. Spectral representations (de Haan, 1984 , Schlather, 2002 allow to define max-stable models for Y (t) such as the flexible extremal skew-t (Beranger et al., 2017) and its particular cases. Here we select the Gaussian max-stable process (Smith, 1990) , one of the simplest parametric models. Genton et al. (2011) derived the joint distribution function of this model for K ≥ 2 spatial locations with coordinates t k ∈ T = R d , k = 1, . . . , K, where K ≤ d + 1. LetT = (t 1 , . . . , t K ) ∈ R d×K be the matrix of coordinates for the locations, andT −k be the matrixT without the k th column, k = 1, . . . , K. Also let
where, for k = 1, . . . , K, v k = v(y k ; µ, σ, ξ) −1 and c
, the distribution function of the Gaussian max-stable process model can be written as
where Φ d ( · ; Σ) is the d−dimensional zero-mean Gaussian distribution function with covariance matrix Σ. Each univariate margin of this process is a GEV distribution. The parameters for this model are the spatial covariance matrix Σ = [σ ij ] and the marginal GEV parameters µ, σ, ξ.
For typical spatial problems the number of spatial locations K is in the order of hundreds. We use K ∼ 100 in some of the below simulations and the future-simulation climate data analysis in Section 5. However, for a d = 2 dimensional surface, (15) is only valid for K = 2 or 3 locations, and for other constructions of max-stable models the distribution function becomes rapidly intractable for more than a handful of spatial locations. For this reason, composite likelihood techniques are attractive in practice.
In the following we compare the performance of both symbolic composite and standard composite likelihood MLEs (θ 
Comparisons with composite likelihoods

Varying the number of bins, B
We generate N = 1 000 realisations for K = 15 locations and 5 different configurations of the covariance matrix Σ, with true values given in Table 1 , which represent a range of dependence scenarios. For each dataset a single histogram S (T = 1) is 'constructed', although in practice we only construct all histograms S i , i ∈ I 2 for each pair of spatial locations. The number of bins is constant in each dimension B k = B, k = 1, . . . , K, and we specify B = 2, 3, 5, 10, 15 and 25. Figure 1 shows the resulting bivariate histograms for two locations with Σ = Σ 3 . Table 2 reports the resulting mean symbolic composite and composite MLEs,θ
SCL andθ
CL , with standard errors in parentheses, based on 1 000 replicate analyses, for different values of B. While for low B there is high variability in the estimates, as B increases the mean MLEs and standard errors approach the same quantities obtained under the classical data analysis, even in cases of very strong (Σ 4 ) or very weak (Σ 5 ) dependence.
In this case, comparable estimates to the composite MLEs are available for B = 25, however practically viable estimates (with larger variances) can be obtained for much smaller values (B ≈ 10).
Varying the number of bins and marginal histogram dimension
We generate N = 10 6 realisations for K = 10 locations using the covariance parameter specification Σ = Σ 3 . Both pairwise (B 2 × B 2 marginal histograms) and triplewise (B 3 × B 3 × B 3 marginal histograms) symbolic composite MLEs,θ When the number of bins are comparable (i.e. B 2 2 ≈ B 3 3 ) the pairwise estimates invariably have smaller standard errors than the triplewise estimates. This can be attributed to the direct tradeoff between a lower resolution histogram in higher dimensions compared to a higher resolution histogram in lower dimensions, when keeping the number of histogram bins comparable. In this case, the extra lower-dimensional precision is more informative for the model parameters than higher-dimensional information, and so the pairwise estimator is more efficient. However, when the number of bins in each margin is the same (B 2 = B 3 ), so that the resolution in each dimension is the same, but where the triplewise estimator uses higher-dimensional information (using more bins), then the triplewise MLE is naturally the most efficient.
Varying the number of spatial locations, K
We generate N = 10 6 realisations at K locations (for varying K) using the covariance parameter specification Σ = Σ 3 . The random locations for smaller K are a subset of those for larger K. Both pairwise and triplewise symbolic composite MLE's,θ an equivalent number of bins. These results are consistent with those for standard pairwise and triplewise composite MLEs seen in e.g. Padoan et al. (2010) and Genton et al. (2011) . 
Varying the number of underlying observations, N
One of the motivations for aggregating micro-data into random histograms before an analysis is that the analysis, while losing some information in the data, will be much faster. We generate N = 10 3 , . . . , 10 7 realisations for K = 10 locations using the covariance parameter specification Σ = Σ 3 . We compute standard pairwise composite (θ
CL ) and symbolic pairwise composite (θ (2) SCL ) MLEs, with B 2 = 25 and T = 1. Table 5 reports the resulting means and standard errors ofθ
SCL for different values of N , based on 100 replicate analyses. As expected, as N increases the MLEs become increasingly accurate, with the standard composite MLEs outperforming the symbolic composite MLEs, although the difference here is relatively minor as we are using 25 × 25 histogram bins in each pairwise comparison. However, it was not computationally viable to computeθ (2) CL for N ≥ 10 6 . To explore this in more detail, these simulations were repeated for K = 20, 50, 100 spatial locations, and a slightly smaller range of observed data (N = 1 000 to 500 000) to provide a better comparison with the standard composite MLEs. Table 6 summarises the mean computation times (in seconds) for different stages involved in computing the MLEs, based on 10 replicate analyses. Simply in terms of optimising the respective likelihood functions, the symbolic composite likelihood (t s ) is much more efficient than the equivalent composite likelihood (t c ). The computational overheads of the former are essentially constant with respect to N , and so these are largely driven by the number of pairwise components (K/(K − 1)/2) in the likelihood. The computational overheads of the composite likelihood are driven both by N and K, and so computingθ (2) CL becomes largely impractical when either becomes moderately large. Clearly computation ofθ (2) SCL would take similar times to those in Table 6 for considerably larger N .
An additional step in computingθ
SCL is construction of all bivariate marginal histograms S i , i ∈ I 2 . We constructed these in two alternative ways: using the R function hist (t histR ) and the R package DeltaRho (t histDR ) which provides an interface to map-reduce functionality whereby the histograms can be constructed in parallel on multiple processors and machines, and then combined.
For small values of N , using the simple hist function on a local machine is quicker than using DeltaRho and communicating between multiple machines. However, DeltaRho increasingly outperforms hist as the number of datapoints N increases. Our DeltaRho setup was modest with only 4 parallel machines; more expansive setups could drastically reduce histogram construction time for large N . Regardless of the histogram construction method adopted, it is clear that computing the symbolic composite MLE is considerably more efficient than the standard composite MLE. 
Varying the number of histograms, T
Until now the N observed datapoints have been aggregated into a single histogram, T = 1 (or more precisely one low-dimensional marginal histogram per composite likelihood component). If each histogram S 1 , . . . , S T has exactly the same bins then collapsing these to a single histogram, as discussed in Section 3.2, will produce the same symbolic composite MLE as if T > 1 histograms were used. However the number of random histograms T will affect the standard errors ofθ (j) SCL , as discussed in Section 3.3. That is, by aggregating the spatially observed microdata over multiple time points, there is a loss of information in knowing which observations at location t i occurred at the same time as observations at location t j within the same random histogram. This results in a loss of spatial information, which will impact the efficiency of the Table 6 : Mean computation times (seconds) for different components involved in computingθ
SCL for different classical dataset sizes N and number of spatial locations K, based on 10 replicate analyses. Columns tc and ts respectively show the time taken to optimise the standard composite and symbolic composite likelihood functions. Columns t histDR and t histR show the time taken to aggregate the data into histograms using DeltaRho and R function hist respectively. Results are based on T = 1 random histogram and Σ = Σ 3 .
symbolic likelihood estimators.
To examine this we generate N = 1 000 realisations for K = 10 spatial locations using the covariance parameter specification Σ = Σ 3 . We compute the standard composite (θ Table 7 , based on 1 000 replicate analyses. This procedure is then repeated 100 times while varying the number of marginal histogram bins (B 2 ), with the results illustrated in Figure 2 .
From Table 7 , for a small number of histograms the estimated standard errors are large compared to the standard composite likelihood estimates due to the significant loss of temporal information. As T increases these standard errors reduce as more temporal information is recovered. With T = N (and one data point per histogram) the standard errors become comparable, although the location of the single datapoint within each histogram for T = N is still uncertain, and so unless the number of bins also increases, the standard errors of the symbolic MLE will be larger than those of the standard composite MLE, even for T = N . Figure 2 illustrates how the mean Godambe standard errors, for fixed T , approach the (square root of the) appropriate diagonal term of the limit (14) of the variability matrixĴ(θ (2) SCL ), as the number of histogram bins becomes large. As T → N this limit (horizontal dashed lines) approaches the equivalent standard errors under the standard composite likelihood (the lowest horizontal dashed line).
Of course, while standard error accuracy increases for larger T , computational overheads increase in proportion to T . Hence in practice, and with equal bins over all histograms, to compute the symbolic composite MLEθ SCL we would use T = 1, whereas to compute standard errors we would use as small a number of histograms as possible (to maximise computational efficiency) such that the scale of the standard errors is acceptable within the context of the given analysis. 
Analysis of millennial scale climate extremes
We consider daily maxima of historical temperature data and future simulated temperature data (2006-2100) simulated using the CSIRO Mk3.6 climate model, for 105 grid locations (considered as the spatial co-ordinates) at the centre of 1.875 • × 1.875 • grid cells over Australia (Figure 3) . Two different scenarios (RCP4.5 and RCP8.5) are used to generate the future data, which represent two of the four greenhouse gas scenarios projected by the Intergovernmental Panel on Climate Change (IPCC) based on how much greenhouse gases are emitted in future years (Stocker et al., 2013) . Due to seasonal periodicity, only data from 90 days across the summer months (December-February) are considered, to induce approximate stationarity of the process. Due to the temporal dependence evident in the RCP4.5 and RCP8.5 data the daily maximum temperatures at each spatial location were linearly detrended, so that the resulting block-maxima constitute the largest deviation above the mean temperature. Maxima are computed over 15-day blocks, resulting in 6 observations per year, and N = 936 and 570 total observations per location for the historical and climate model data respectively. Following Padoan et al. (2010) and Blanchet and Davison (2011) we fit the Gaussian max-stable process (Smith, 1990 ) model with spatially varying marginal parameters, in particular with
where (x(k), y(k)) are the spatial co-ordinates of the k-th location. Other co-variates (such as altitude) were not considered due to the reasonably flat nature of the topography across the study region. Table 8 lists the total number of terms in the standard pairwise composite likelihood,
CL (θ), and the symbolic composite likelihood, = 15, 20, 25, 30 . While the number of terms in the symbolic likelihood is guaranteed to be lower than the standard likelihood if B 2 < N , in practice the number of non-empty histogram bins contributing to the likelihood can be much smaller (centre column, Table 8 ) can be considerably smaller, particularly for strongly dependent data. For the current analyses, the symbolic composite likelihood has significantly fewer terms, leading to substantially faster optimisation and lower computational costs than the standard composite likelihood. As discussed in Section 3, the symbolic composite MLE (θ (2) SCL ) can be computed exactly with T = 1 random histogram, and so this optimisation (which evaluates the target function many times) can be very efficient. In contrast, T = N histograms are required for the best variance estimates (see Table 7 ), and so the resulting computational overheads are comparable to that of the standard composite likelihood (though these are only a small proportion of total computation). Compared to the observed historical extremes, we can see a slight increase in spatial dependence for the RCP4.5 scenario data and a significant decrease in dependence for the RCP8.5 scenario.
The marginal shape parameter ξ is negative for all three datasets, with larger MLE's estimated for the future-simulated data compared to the historical data. This implies that the RCP4.5 and RCP8.5 data have higher upper bounds than that of the historical dataset, meaning larger deviations from the mean are expected for the future scenarios. Figure 4 illustrates expected and observed (columns) 95-year return levels for each dataset (rows) for B = 15, 30. Higher expected (and observed) returns for the RCP4.5 and RCP8.5 scenarios compared to the historical setting are apparent.
Because extrapolation into and beyond the tails of observed data is sensitive to a model's parameter estimates, there are some differences in the return levels for the different values of B. This suggests that, for applications in spatial extremes at least, higher resolution histograms may be required, depending on the nature of inference required. 
Discussion
In this article we have introduced a novel method for constructing composite likelihood functions for histogram-valued random variables. Working with random histograms as summaries of large datasets allows for computational efficiencies, as the histograms can efficiently represent large amounts of data in a concise form. The benefit of working with composite likelihoods in this setting is that the inefficiencies of working with histograms for higher dimensional data can largely be avoided.
Our theoretical results show that if the bins in each random histogram are the same, then the symbolic composite MLE can be computed exactly by combining the data into a single histogram (by summing the totals in each bin). As the majority of the computational time for an analysis is spent in optimising the likelihood, this is a particularly useful result that can lead to fast inference. The precision of the MLE, however, depends on the number of histograms: the more there are (assuming equal numbers of datapoints in each histogram), the lower the estimated variance of the MLE. This will either present hard limits on the possible level of inferential precision (if pre-made histograms are presented directly to the analyst), or allow a trade-off of precision for computation to be made. As computation of the Godambe information matrix is trivial compared to estimation of the MLE, if the full dataset is available, then a large number of histograms could be used for relatively low computational costs.
Our results have also shown the efficiency of standard composite likelihood techniques when the data are grouped into time blocks such that it is know which block any data point belongs to, but it is not known where the datapoint lies within each block.
We have not considered the question of how to best construct the random histograms. This was considered in the present context by Zhang et al. (2019) and Beranger et al. (2018) . Possible approaches could follow standard nonparametric arguments of histogram binwidth selection (e.g. Scott and Sheather (1985) , Wand (1997) ) or more complex space-partitioning processes such as random trees, or alternatively be chosen to optimise pre-specified utility or loss functions. This is a current topic of active research.
One of our motivations for analysing the extremes of very large climate datasets is that, while exceptions exist, it is not uncommon for statistical analysis to only occur independently at each spatial location, with very little work done to analyse the spatial dependence (Huang et al., 2016) . In Section 5, by fitting the Gaussian max-stable process to historical and future scenario Australian temperature data, we were able to explore changes in the spatial dependence structure that will accompany different levels of greenhouse gas emission levels in the coming years, and provide insight into the effects of these changes. It would be extremely challenging to perform these analyses, and others with even larger datasets, using standard techniques.
For the analysis of Australian temperature extremes, the data are presented as being located at the centre of a box within a grid. As such, the presented analysis ignores the fact that the data actually arose from the entire box, and not just this point location. One possible extension of the work in this article is to similarly treat the actual spatial locations of each datapoint within each grid box as unknown locations within a spatial histogram.
This would also allow datasets with extremely large numbers of locations (K) to be spatially aggregated into smaller datasets with spatial bins as the locations instead of pointwise coordinates, potentially drastically decreasing the computational cost and allowing the analysis of much higher dimensional data.
