Abstract. Traditionally, the stereo-pair rectification, also known as epipolarization problem, (i.e., the projection of both images onto a common image plane) is solved once both intrinsic (interior) and extrinsic (exterior) orientation parameters are known. A heuristic method is proposed to solve both the extrinsic orientation problem and the epipolarization problem in just one single step. The algorithm uses the main property of a coplanar stereopair as fitness criteria: null vertical parallax between corresponding points to achieve the best stereopair. Using an iterative approach, each pair of corresponding points will vote for a rotation axis that may reduce vertical parallax. The votes will be weighted, the rotation applied, and an iteration will be carried out, until the vertical parallax residual error is below a threshold. The algorithm performance and accuracy are checked using both simulated and real case examples. In addition, its results are compared with those obtained using a traditional nonlinear least-squares adjustment based on the coplanarity condition. The heuristic methodology is robust, fast, and yields optimal results.
Introduction
In a classic stereo-photogrammetry project, the possibility of reconstructing the relative pose (i.e., extrinsic orientation parameters, position, and orientation) of two calibrated cameras, as well as the locations of a set of points in space, from the projection of those points onto both images is well known. The epipolar geometry of two views provides the framework to do that. [1] [2] [3] [4] It is based on just one main geometric property: the coplanarity condition satisfied by the projection centers, object point, and image points. Given at least five points, this constraint is enough to solve the camera pose. [5] [6] [7] The gold standard for estimation of the extrinsic orientation parameters is to perform a bundle adjustment with a high number of images. This allows one to overcome issues derived from lack of redundancy which may mask gross errors. 8 For stereopairs, the relative orientation is used to determine the extrinsic orientation parameters, following the classic nonlinear least-squares adjustment either with the coplanarity condition or the collinearity condition. [5] [6] [7] As it is well-known, least-squares estimation leads to satisfactory convergence when approximate camera pose estimates are close to the final solution, providing precise results. On the other hand, if the initial estimates are not close enough to the final solution, this method is sensitive to local (false) minima, what may lead either to a wrong solution or to a nonconvergence of the estimated extrinsic orientation parameters. Therefore, direct methods are indicated to carry out the initial estimates. 9 The pose information between a pair of calibrated camera images is algebraically captured by an essential matrix. The most well-known direct methods are named based on the number of points that they require. 10 For the task of obtaining the relative orientation of two views with calibrated intrinsic parameters, which entails estimating the relative rotation and the translation direction between the two views, the minimal number of point correspondences required in general circumstances is five. 2, 11 Nevertheless, for many special motions, the problem may be solved with even fewer points. 2 It can be shown that there are up to 10 solutions, though the solutions are not obtainable in closed form. Other algorithms use six points 12 or even more. Seven points lead to up to three solutions, whereas eight points provide a linear equation for a unique solution.
Once the camera pose problem is solved, assuming that the internal camera parameters are known, epipolarization is possible. The epipolarization of a convergent stereopair consists on reprojecting both images onto a common image plane. Stereo-pair epipolarization is used in computer stereo vision to simplify the problem of finding matching points between images, because search is done along the horizontal lines of the rectified images. Following the epipolar lines, a depth map (which contains information regarding the distance between any pixel in the two-dimensional original image and the viewpoint) can be computed faster.
Although there are exceptions, most stereo-pair epipolarization techniques assume that the stereopair is calibrated, i.e., both intrinsic (interior) and extrinsic (exterior) orientation parameters are known. 13 In this paper, a heuristic method based on voting is proposed to solve both the extrinsic orientation and the epipolarization in just one single step. The algorithm assumes that the camera is calibrated (interior parameters known), but extrinsic parameters are not available. It uses an iterative approach, where each pair of corresponding points will vote for a rotation axis that may reduce vertical parallax.
Some researchers used previously optical flow algorithms for camera motion estimation, mainly working with mobile robots. Using a ground-facing monocular camera, the movement of a robot on a flat surface can be estimated from the pixels displacement between frames. [14] [15] [16] The video created with a front-facing camera in a sewer inspection system can be analyzed through optical flow vectors to recover information about travelling distance, position inside the sewer, and direction of motion. 17 The method proposed is founded in an optical flow. Nevertheless, as far as we know, the method proposed in this paper is completely new. The rest of the paper is organized as follows. Section 2 presents the heuristic approach based on voting, starting with an overview, analysis of rotation effects on y image coordinates, and finally the conceptual algorithm description. Section 3 deals with two case studies, one simulated and another real. Section 4 discusses the results. Finally, Sec. 5 draws some conclusions.
Method

Overview
The algorithm uses the main property of a coplanar stereopair as fitness criteria: null vertical parallax between corresponding points to achieve the best stereopair. Using an iterative approach, each pair of corresponding points will vote for a rotation axis that would reduce vertical parallax (fitness criteria). The votes will be weighted, the rotation applied, and an iteration will be carried out, until the vertical parallax residual error is below a threshold. The vote of each corresponding point depends on the area within the image where it lies.
Up to a point, the algorithm resembles an optical flow approach. The effect of a rotation in the y-coordinate of a point depends on: the rotation axis (X-, Y-and Z-axes), the focal length, and the initial image coordinates ðx; yÞ of the point (i.e., the area the point belongs to). Some combinations of rotation and area increase the y-coordinate; others reduce it; and others do not alter its value. The method proposed is founded in an optical flow analysis of these rotations.
It is accepted that once both intrinsic and extrinsic orientation parameters are known, it is possible to solve the rectification problem. Once a stereopair is coplanar, the correspondence problem (i.e., finding a corresponding point viewed by one camera in the image of the other camera) is simplified to one dimension (Fig. 1 ). Two corresponding points should lie in a common horizontal line, parallel to the vector of translation between the cameras. There is no vertical parallax (i.e., there is no y-coordinate difference) between corresponding points in an epipolarized pair.
Finding the coplanar arrangement of two images can be solved finding two rotation matrices, one for each photo. These two matrices may be combined, as other methods do, into only one with the relative pose change. The translation vector (baseline) is parallel to the initial horizontal vector, common to both cameras before any rotation (i.e., vector X). There are infinite coplanar solutions, due to the five degrees of freedom related to either rotations or rotations/translations.
If one of the two images is rotated and epipolarized toward an image plane, the vertical y differences between corresponding points will change. The effect of a rotation in the y-coordinate of a point depends on the rotation axis, the focal length, and the initial image coordinates ðx; yÞ of the point. If we analyze the effect of rotations around X-, Y-, and Z-axes, we will discover that they have different meanings on the y-coordinate of any point, according to the area the point belongs to. Some rotations on specific areas will increase the y-coordinate, whereas others will reduce it and the rest will not alter its value.
This fact is the core idea of the heuristic method based on voting proposed herein. The voting technique has been widely and successfully employed in photogrammetry and related fields of study, see for instance. [18] [19] [20] [21] [22] In this case, pairs of points give their votes considering the effect that the proposed rotation has over their vertical parallax. Using an iterative approach, each pair of corresponding points will suggest the rotation axis and direction that would reduce their y difference, just taking into account the area the points belongs to. The votes will be weighted, the rotation applied, and an iteration will be carried on until the rectification process achieves an acceptable result, i.e., the vertical parallaxes are below a defined threshold.
Rotation Effects on y Image Coordinates
It has been previously stated that if we analyze the effect of rotations around X-, Y-and Z-axes, we will discover that they have different effects on the y-coordinate of any point, according to the area the point belongs to. Given an object point PðX; Y; ZÞ referred to the camera system ( Fig. 2) , the y image coordinate of the projection point pðx; yÞ, in the same reference system, can be calculated as Eq. (1) using the simplified formulation E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 6 3 ; 4 9 9 y ¼ −f
where f represents the focal length of the camera.
Rotating the image to a plane is equivalent to rotating the point P the same angle but in the other direction. In fact, a rotation of an angle A around the X-axis yields to the ðX 0 ; Y 0 ; Z 0 Þ coordinates of P calculated in E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 2 ; 6 3 ; 4 0 3
Using Eq. (2), the y 0 -coordinate of the projected point after rotation is calculated from the rotation angle A, the focal length f, and the coordinates ðx; yÞ of the projected point before rotation using E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 3 ; 6 3 ; 3 0 3 y 0 ¼ −f
In a similar way, the y 0 -coordinate of the projected point calculated after a rotation around the Y-axis is presented in Eq. (4) and around the Z-axis in Eq. (5) E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 4 ; 6 3 ; 1 9 9 y 0 ¼ yf
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 5 ; 6 3 ; 1 5 6 y 0 ¼ x sin A þ y cos A:
There are important differences between the three results, which are obvious from the equations obtained. While the result of the rotation around the Y-axis is affected by f, x, y, and A; the rotation around the X-axis is not affected by x; and the rotation around Z-axis is independent of f.
Taking a camera with a focal length of 7500 and image width, height of (3500, 2700) (all units expressed in pixels), original ðx; yÞ coordinates, i.e., original position of the point within the image. Figure 3 (b) shows the effects on y 0 -coordinate after a rotation around Y-axis of 0.70 deg (much bigger). Now, some y 0 -coordinates are modified up to 4 pixels, whereas others remain basically the same. The results vary highly depending on the original position ðx; yÞ, i.e., the quadrant the point occupied before the rotation.
Finally, Fig. 3(c) shows the effects on y 0 -coordinate after a rotation around Z-axis of 0.13 deg (intermediate value). As with the rotation around Y-axis, the y 0 -coordinates undergo a change ranging from 0 to 4 pixels, and the variation depends highly on the quadrant of ðx; yÞ. Next to both horizontal and vertical axes variations are negligible. These different behaviors allow separation of four major areas (quadrants) and other minor ones around both axes.
Conceptual Algorithm Description
The method proposed is an iterative algorithm (Fig. 4) , where a set of corresponding points vote supporting a certain rotation around X-, Y-, or Z-axes for any of the photographs. Their votes are based on trying to minimize their vertical parallaxes and take into account the quadrant each point belongs to. The result will be two rotation matrices, one for the left image and another for the right one, which reduce the vertical parallaxes between corresponding points to a minimum. These matrices can be combined in a single rotation matrix between the two cameras.
A set of corresponding points, plus the intrinsic orientation parameters, including the lens distortion parameters, are given to the solver. The first step is "voting," as expressed in Fig. 4 . Voting implies several steps. First, for each corresponding point, i.e., P 1 ðx 1 ; y 1 Þ and P 2 ðx 2 ; y 2 Þ, the vertical parallax is calculated as (y 2 − y 1 ). A positive vertical parallax means that the vote counting for P 1 will try to increase y 1 (and P 2 vote counting will try to decrease y 2 ). If the absolute vertical parallax is lower than a certain threshold value (called "MaxYError"), no difference is considered.
The next step of the algorithm is to classify both P 1 and P 2 in the seven standard areas per image (Fig. 5) . Four quadrants (main areas) are initially considered per image. In addition, three minor areas are defined around both horizontal and vertical axes. These latter areas have a width and height of just a few pixels around the axes. The parameter "axial areas" sets both the width for area 5 and height for areas 4 and 6.
Three tendencies [increment (+), decrement (−), and equal (=)] are possible for the y-coordinate of a point after the rotation depending on the area the point belongs to (Fig. 6) .
The "voting" step ends when each pair of corresponding points vote. There are five voting actions considered, as Table 1 resumes. Voting actions are selected taking into account the sign of the vertical parallax between the pair of corresponding points, the area each corresponding point belongs to, and the axis being considered.
Given a pair of corresponding points P 1 ðx 1 ; y 1 Þ and P 2 ðx 2 ; y 2 Þ, where the y vertical parallax is positive, ðy 2 − y 1 Þ > 0. If P 1 belongs to the area 1 (left upper quadrant, Fig. 5 ), and the point is asked about a positive rotation around X-axis, the answer will be "no" [ Fig. 6(a) ]. But if the point is asked about a negative rotation around the same X-axis, the answer will be "yes." This point would give the same vote for a positive rotation around Y-axis and the opposite answer if it was asked about a positive rotation around Z-axis [Figs. 6(b) and 6(c), respectively]. These voting actions, "yes" and "no," are named vote I and vote II, respectively ( Fig. 7 and Table 1) .
If the vertical parallax between P 1 ðx 1 ; y 1 Þ and P 2 ðx 2 ; y 2 Þ is lower than the "MaxYError" threshold, the votes of P 1 when asked about a rotation around any axis would be "no." This voting action is named vote III (Table 1) . If P 1 , a point belonging to area 6 ( Fig. 5) , is asked about a rotation around the Y-axis, the answer will be "I do not care," since any rotation around Y-axis does not affect the corresponding point's vertical parallax [ Fig. 3(b) ]. Depending on the actual vertical parallax, the vote may be IV (when the value is below the "MaxYError") or V (when it is too high that the rotation will not solve the problem) ( Table 1) .
Once each pair of corresponding points has emitted its vote, the "scrutiny" starts (Fig. 4) . The five types of voting actions (votes) emitted are grouped into two categories for each axis and photograph, i.e., positive or negative rotation around the axis. The formulas used in the current implementation of the algorithm are where "n" denotes the number of corresponding pairs. Note that vote III and vote V have the same effect in the final result. Nevertheless, the distinction between both voting actions is maintained: it opens the possibility of modifying the algorithm in the future, e.g., setting different weights for each vote. At this point, there are three axes, two photos, and two opposite directions, i.e., twelve possible solutions. Each alternative ("rotation") has a value associated, thanks to the scrutiny [Eqs. (6) and (7)]. That value can even be negative, as there are negative votes in both Eqs. (6) and (7). The choice can be deterministic, i.e., just the rotation with more votes (although draws are considered); or probabilistic, using a formula to select the final choice with a randomized variable. The current implementation of the algorithm uses a probabilistic approach: with a probability of 95%, a rotation with positive votes will be selected (parameter "vote + weight"). In that case, the probability of selecting one rotation is proportional to the relative number of votes counted for that choice. Next, the rotation selected is applied ("rotation" in Fig. 4 ). The corresponding points are calculated. As a rotation angle differently affects the y vertical parallax depending on the rotation axis, a base angle is defined for each axis (parameters "baseX," "baseY," and "baseZ"). Once the rotation is applied, the y vertical parallax is recalculated. Then, the sum of vertical parallaxes is calculated. Furthermore, the number of corresponding points with vertical parallax lower than a threshold (known as "stop points") is calculated.
The last step is called "evaluation" (Fig. 4) . Whether the sum of vertical parallaxes is lower after the rotation or the number of "stop points" is increased, the algorithm will converge. On the contrary, if the algorithm is not converging, the rotation values will be discarded.
The current implementation of the algorithm uses two different strategies to avoid convergence problems. First, thanks to the probabilistic approach used in the "scrutiny," a different angle can be selected in the next iteration to fulfill convergence. Second, if one axis fails to produce a convergence result up to "t" trials, the base rotation angle for that axis is reduced in a percentage. This reduction is always needed during the last iterations to increase the accuracy of the method.
Three different scenarios are considered to stop the iteration process: first, all the correspondence points are classified as "stop points;" second, all rotation axes have received negative votes during the last "n" iterations; and third, the iteration counter reaches the maximum number of iterations.
Results
The heuristic method based on voting was implemented in C# using Microsoft Visual Studio 2010 to test its performance and accuracy. Two case studies are presented: the first deals with a simulated (synthetic) stereopair and the second with a true stereopair taken with a calibrated camera. In order to compare the results with a different and well-known rectification algorithm, the relative orientation results using the nonlinear least-squares adjustment based on the coplanarity condition are provided, too.
Simulated Case Study
An ideal simulated scene with 121 corresponding points is mathematically recreated (Fig. 8) . Both central areas of the images (which comprise the 50% in width and height of the surface), before and after the rectification, are covered by corresponding points.
The virtual camera has no distortion and its intrinsic matrix M is defined as The object points cover a rectangle grid of 2200 × 1800 units and are 7500 units away from the cameras. The distance between both projection centers is 500 units in X-axis direction. The rotation between both cameras, expressed using Rodrigues' rotation vector is E Q -T A R G E T ; t e m p : i n t r a l i n k -; s e c 3 . 1 ; 3 2 6 ; 6 5 0 r ¼ ð 0.010 −0.050 −0.040 Þ:
This rotation affects only the left camera in this simulated case study. In this notation, the module of r defines the magnitude of the rotation angle (in radians), and its direction defines the axis of rotation. For this example, the rotation angle is equal to 3.713 deg.
As the solution of the problem ignores the scale of the scene, the normalized expected results will be a translation vector t ¼ ð−1;0; 0Þ and a rotation vector r ¼ ð0.010; −0.050; −0.040Þ using right camera as reference.
In order to compare the results, the problem is solved using both the heuristic method and relative orientation based on the coplanarity condition. Table 2 presents the a priori configuration parameters and thresholds set for the heuristic method. The relative orientation based on the coplanarity condition works with no rotation on the left camera and a fixed X value for the translation vector (when referred to the left camera). Table 3 compares the expected results with those achieved with the nonlinear least-squares relative orientation, as well as with the heuristic method (in this case after running 15 trials). The total number of iterations, mean error, standard deviation, and results obtained are registered. The total number of correspondence points with a final vertical parallax error lower than 1 pixel are also presented for each trial. Trials are sorted to show best results on top. All but 1 out of the 15 trials ended because no axis received positive votes during the last iterations, trial 2 stopped because the absolute vertical parallax of all corresponding points was <1 pixel. The final mean error is <1 pixel in 13 out of 15 trials. The nonlinear least-squares relative orientation with rotations based on the coplanarity condition provides almost null mean error. As stated before, the nonlinear least-squares adjustment is robust and accurate when there are no local (false) minima, as expected in a simulated case. Figure 9 shows the tendency of one trial after 64 iterations (this trial is not included in Table 3 ). The error, measured as the mean absolute difference jy 2 − y 1 j between the 121 corresponding points, decreases from 87.731 to 0.204 pixel in this trial. The number of points within a difference jy 2 − y 1 j < 1 pixel ("stop points") reaches 121, i.e., the total number of points. Additionally, the total number of votes obtained for the best axis is also represented: no axis received positive votes after 62 iterations.
In this simulation, a Dell Precision T5610 workstation was used. A typical trial, 70 iterations and 121 corresponding points, is solved in about 14 ms.
Real Case Study
A stereopair of digital photographs was used for this case study. Photographs were taken with a digital single-lens reflex camera Olympus E-410 (3648 × 3726 pixels), using a ZUIKO DIGITAL 35-mm F3.5 macrolens (focal length equivalent to 70 mm on a 35-mm camera). The camera was calibrated using a self-developed software, which uses the Open Source Computer Vision (OpenCV) library. 3 Only two radial distortion terms were considered, k 1 and k 2 , and both tangential distortion coefficients p 1 and p 2 were set to zero. The intrinsic camera matrix and distortion coefficients obtained were E Q -T A R G E T ; t e m p : i n t r a l i n k -; s e c 3 . 
The pair of photographs was used in a previous geological research. The speeded up robust features (SURF) algorithm 23 was used to obtain the corresponding features. The Hessian threshold was set to 600, whereas the match distance ratio -60 Fig. 9 Number of stop points; total number of votes received by best axis; and mean absolute parallax (error) per iteration for a trial of the simulated stereopair presented in Fig. 8 .
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• Vol. 26 (6) was set to 0.3. As a result, 298 corresponding points were detected (Fig. 10) . The distribution of the points was accepted initially, although the lower half of the image had a small number of points.
As before, the solution obtained with the heuristic method is compared to the one offered by the nonlinear least-squares relative orientation with rotations based on the coplanarity condition. Table 4 compares the results achieved with 
Discussion
The results obtained in both case studies confirm that it is possible to obtain a final mean error below 1 pixel. This result was achieved in 13 out of 15 trials in the simulated case and in 8 out of 15 trials in the real one; the rest were also close to 1. In the best simulated case, all 121 corresponding points had a final error <1 pixel; whereas in the real case it was achieved for 271 of 288 points. Ideally, as there should not be any vertical parallax between corresponding points in an epipolarized stereopair, this is the evidence of success of the presented heuristic method based on voting.
The performance (repeatability) of the method can be measured using the standard deviation of the mean error obtained on those 15 trials. The simulated case study shows a mean value of the mean error jy 0 2 − y 0 1 j equal to 0.753 pixel, with a standard deviation of 0.579 pixel; whereas the real case study has a mean value of 1.062 pixel with a standard deviation of 1.017 pixel. Those values are lower enough to guarantee the consistency of the algorithm.
The simulation example gives us another measurement of the performance of the method as far as the accuracy is concerned, as the rotation is known a priori. The three components of Rodrigues' rotation vector fit the expected value up to the second decimal in 10 out of 15 trials.
The nonlinear least-squares relative orientation method with rotations based on the coplanarity condition provides almost null mean error in the simulated case and a slightly lower mean error in the real one. This method leads to satisfactory convergence when started from an approximate estimate of camera poses (true in both the real and simulated examples used here) and yields precise results when there are no false minima (especially true in the simulated case).
It is worth noticing that the nonlinear least-squares relative orientation method based on the collinearity condition did not work out the determination of the extrinsic orientation parameters. Because of this, the results of this alternative solution of the camera pose were not presented to check the performance of the heuristic method proposed in this paper.
The results of the heuristic method are good enough to consider this technique as an alternative or complement to the classical approach relative orientation, due to its robustness to handle outliers. In future works, the strengths and weaknesses of both methods should be tested in depth in different scenarios.
The algorithm configuration parameters used in both examples are summarized in Table 2 . The "MaxYError" threshold is set to 1 pixel. This value affects not only the criteria to label a pair of corresponding points as "StopPoint" but also the meaning of the votes emitted by this pair, as explained in Table 1 . When voting a rotation axis that does not affect the vertical parallax, the vote of a pair of points with error above the "MaxYError" will be vote IV. But if "MaxYError" is increased and the corresponding points are labeled as "StopPoint," the vote meaning will be vote V. Both votes have exactly the opposite effect. The "StopPoint" tendency is to facilitate rotations in axes that do not affect vertical parallax, whereas non-"StopPoint" tendency is to block those rotations.
"Central areas" threshold is indirectly correlated with "MaxYError," because both have direct influence in votes IV and V. As "central areas" threshold increases, the number of points lying in areas 4, 5, and 6 will increase (Fig. 5) . Those areas, next to both horizontal and vertical axes, are likely to produce less effect in parallax when rotating around Y-or Z-axes (Fig. 6) . The lower the "central areas" value, the less votes IV and V. The value adopted in both examples is 36 pixels ( Table 2) .
The parameters "baseX," "baseY," and "baseZ" are calculated taking into account Fig. 3 . Those angles produce a vertical parallax variation lower than 4 pixels. The higher those values are, the faster the algorithm evolves during the first iterations. But as the algorithm converges to the solution, the angles will be reduced in order to achieve a lower error.
"Vote + weight" represents the probability of an axis with positive votes to be selected. If it was increased to 100%, there could be convergence problems. This random effect during the "scrutiny" step is desirable, i.e., no axis receives positive votes after 62 iterations in a trial of the simulated problem (Fig. 9 ), but the error can still be reduced significantly during the last three iterations, from 0.657 to 0.204 pixel. The value adopted in both examples is 95% (Table 2) .
Concerning the speed of the method proposed, in both examples the mean number of iterations is lower than 100. As said previously, the number of iterations can be reduced if the base angles values are increased. But, on the other hand, it can produce convergence issues. The "voting" step, according to Fig. 4 , is parallelizable, taking advantage of the computer architecture.
The code of the algorithm is written in C#, and it is not optimized. However, a typical trial of 70 iterations with 121 corresponding points is solved in just about 14 ms using a Dell Precision T5610 workstation. In its present form, the algorithm is very robust due to the voting strategy. Outliers can be easily detected and removed from the final solution due to the comparatively high vertical parallax error achieved after several iterations.
Conclusions
The heuristic method based on voting proposed herein solves both the extrinsic orientation problem and the image rectification in just one single step. A set of corresponding points, plus the intrinsic (interior) orientation parameters, including the lens distortion parameters, are given to the algorithm. The result will be two rotation matrices, one for the left image and another for the right, which minimize the vertical parallaxes
Journal of Electronic Imaging 063020-10 Nov∕Dec 2017 • Vol. 26 (6) between corresponding points. The rotation matrices can be combined into a single rotation matrix between the two cameras.
The algorithm performance and accuracy are checked using both simulated and real case studies and compared with the traditional nonlinear least-squares relative orientation with rotations based on the coplanarity condition; the relative orientation based on the collinearity condition did not work out. No a priori knowledge of the extrinsic parameters is required. The heuristic method based on voting is robust, fast, and yields optimal results as far as there are common points in the main areas of the images. Further research will be devoted to determine estimates of the method under unconventional stereo setups.
