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Abstract
The deep neural network (DNN) is an indispensable machine learning tool for achieving
human-level performance on many learning tasks. Yet, due to its black-box nature, it is
inherently difficult to understand which aspects of the input data drive the decisions of the
network. There are various real-world scenarios in which humans need to make actionable
decisions based on the output of a decision support system that makes use of DNNs.
These decision support systems can be found in critical domains, such as legislation, law
enforcement, and healthcare. It is important that the humans making high-level decisions
can be sure that the DNN decisions are driven by combinations of data features that are
appropriate in the context of the deployment of the decision support system and that the
decisions made are legally or ethically defensible. Due to the incredible pace at which DNN
technology is being developed and adopted, the development of new methods and studies
on explaining the decision-making process of DNNs has blossomed into an active research
field. A practitioner beginning to study explainable deep learning may be intimidated by the
plethora of orthogonal directions the field is taking. This complexity is further exacerbated
by the general confusion that exists in defining what it means to be able to explain the
actions of a deep learning system and to evaluate a system’s “ability to explain”. To alleviate
this problem, this article offers a “field guide” to deep learning explainability for those
uninitiated in the field. The field guide: i) Discusses the traits of a deep learning system
that researchers enhance in explainability research, ii) places explainability in the context
of other related deep learning research areas, and iii) introduces three simple dimensions
defining the space of foundational methods that contribute to explainable deep learning.
The guide is designed as an easy-to-digest starting point for those just embarking in the
field.
∗. Ning Xie and Gabriëlle Ras are co-first authors on this work.
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1. Introduction
Artificial intelligence (AI) systems powered by deep neural networks (DNNs) are pervasive
across society: they run in our pockets on our cell phones (Georgiev et al., 2017), in cars
to help avoid car accidents (Jain et al., 2015), in banks to manage our investments (Chong
et al., 2017) and evaluate loans (Pham & Shen, 2017), in hospitals to help doctors diagnose
disease symptoms (Nie et al., 2015), at law enforcement agencies to help recover evidence
from videos and images to help law enforcement (Goswami et al., 2014), in the military of
many countries (Lundén & Koivunen, 2016), and at insurance agencies to evaluate coverage
suitability and costs for clients (Dong et al., 2016; Sirignano et al., 2016). But when a
person’s future is on the line, when a medical treatment is to be assigned, when a major
financial decision must be made, when a military decision is to be reached, and when a
risky choice having security ramifications is under consideration, it is understandable that
we want AI to suggest or recommend a course of action with reasonable evidence, rather
than to merely prescribe one. For the human ultimately responsible for the action taken,
the use of present-day DNNs leaves an important question unanswered: how can one who
will be held accountable for a decision trust a DNNs recommendation, and justify its use?
Achieving trust and finding justification in a DNN’s recommendation can hardly be
achieved if the user does not have access to a satisfactory explanation for the process that
led to its output. Consider for example a hypothetical scenario in which there exists a
medical system running a DNN in the backend. Assume that the system makes life-altering
predictions about whether or not a patient has a terminal illness. It is desirable if this system
could also provide a rationale behind its predictions. More importantly, it is desirable if this
system can give a rationale that both physicians and patients can understand and trust.
Trust in a decision is built upon a rationale that is: (i) easily interpretable; (ii) relatable
to the user; (iii) connects the decision with contextual information about the choice or to
the user’s prior experiences; (iv) reflects the intermediate thinking of the user in reaching a
decision. Given the qualitative nature of these characteristics, it may come as no surprise
that there is great diversity in the definitions, approaches, and techniques used by researchers
to provide a rationale for the decisions of a DNN. This diversity is further compounded by
the fact that the form of a rationale often conforms to a researcher’s personal notion of
what constitutes an “explanation”. For a newcomer to the field, whether they are seasoned
AI researchers or students of an unrelated discipline that DNN decision-making stands to
disturb, jumping into the field can be a daunting task.
This article offers a much-needed starting point for researchers and practitioners who
are embarking into the field of explainable deep learning. This “field guide” is designed to
help an uninitiated researcher understand:
• Traits can be thought of as a simple set of qualitative target contributions that the
explainable DNN field tries to achieve in the results. (Section 2).
• Complementary research topics that are aligned with explainability. Topics that are
complementary to explainability may involve the inspection of a DNN’s weights or
activations, the development of mechanisms that mathematically explain how DNNs
learn to generalize, or approaches to reduce a DNN’s sensitivity to particular input
features. Such topics are indirectly associated with explainability in the sense that
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Figure 1: Outline of the field guide.
they investigate how a DNN learns or performs inference, even though the intention
of the work is not directly to investigate explanations (Section 3).
• A set of dimensions that characterize the space of work that constitutes foundational
work in explainable deep learning, and a description of such methods. This space
summarizes the core aspects of explainable DNN techniques that a majority of present
work is inspired by or built from (Section 4).
• The considerations of a designer developing an explainable DNN system (Section 5).
• Future directions in explainability research (Section 6).
The aims of the field are established by understanding the traits desired in explainable
DNNs. Complementary DNN topics are reviewed and the relationships between explainable
DNNs and other related research areas are developed. Our taxonomy of explainable DNN
techniques clarifies the technical ideas underpinning most modern explainable deep learning
techniques. The discussion of fundamental explainable deep learning methods, emblematic
of each framework dimension, provides further context for the modern work that builds on
or takes inspiration from them. The field guide then turns to essential considerations that
need to be made when building an explainable DNN system in practice (which could include
multiple forms of explanation to meet requirements for both users and DNN technicians).
Finally, the overview of our current limitations and seldom-looked at aspects of explainable
deep learning suggests new research directions. This information captures what a newcomer
needs to know to successfully navigate the current research literature on explainable deep
learning and to identify new research problems to tackle.
There are a large number of existing reviews on the topic of model explainability. Most
of them focus on explanations of general artificial intelligence methods (Arrieta et al., 2019;
Carvalho et al., 2019; Mueller et al., 2019; Tjoa & Guan, 2019; Gilpin et al., 2018; Adadi &
Berrada, 2018; Miller, 2018; Guidotti et al., 2018; Lipton, 2018; Liu et al., 2017; Došilović
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et al., 2018; Doshi-Velez & Kim, 2017), and some on deep learning (Ras et al., 2018; Mon-
tavon et al., 2018; Zhang & Zhu, 2018; Samek et al., 2017b; Erhan et al., 2010). Given the
existing reviews, the contributions of our article are as follows.
• Our article is specifically targeting on deep learning explanation while existing reviews
either focus on explanations of general artificial intelligence methods or are less as
detailed and comprehensive as ours.
• We provide a detailed field guide for researchers who are uninitiated in explainable
deep learning, aiming to lower or even eliminate the bar for them to come into this
field.
• We propose a novel categorization scheme to systematically organize numerous existing
methods on explainable deep learning, depicting the field in a clear and straightforward
way.
• A review of related topics that are closely related to the realm of explainable deep
learning is elaborated. Such a review would help the uninitiated researchers thor-
oughly understand the connections between the related fields and explainable deep
learning, and how jointly those fields help shape the future of deep learning towards
transparency, robustness, and reliability.
2. The Traits of an Explanation
A central tenet in explainable machine learning is that the algorithm must emit information
allowing a user to relate characteristics of input features with its output. It is thus worth
noting that DNNs are not inherently “explainable”. The limited information captured in a
DNN’s parameters associated with input features becomes entangled and compressed into a
single value via a non-linear transform of a weighted sum of feature values. This compression
occurs multiple times with different weight vectors depending on the number of activations
in the first hidden layer. Subsequent layers then output non-linear transforms of weighted
sums of these compressions, and so forth, until a decision is made based on the output of
the DNN. Hence, it is exceedingly difficult to trace how particular stimulus properties drive
this decision.
The unexplainable nature of DNNs is a significant impediment1 to the wide-spread adop-
tion of DNNs we are beginning to see in society. DNN-powered facial recognition systems,
for example, are now associating people with locations and activities under wide-spread
surveillance activities with opaque intent (Masi et al., 2018). People analytics and human
resource platforms now tout the ability to predict employee performance and time to resig-
nation, and to automatically scan the CV of job applicants (Zhao et al., 2018; Qin et al.,
2018). These examples foretell a future where DNN technology will make countless recom-
1. There are common counter-arguments to call this limitation “significant”. Some argue that many suc-
cessful applications of DNNs do not require explanations (LeCun et al., 2017), and in these instances,
enforcing constraints that provide explainability may hamper performance. Others claim that, because
DNNs are inherently not explainable, an ascribed explanation is at best a plausible story about how the
network processes an input that cannot be proven (Rudin, 2019).
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mendations and decisions that more directly, and perhaps more significantly, impact people
and their well-being in society.
External Traits 
Confidence Trust
Safety Ethics
Learning Machine
User
Figure 2: Necessary external traits of an explanation.
The present art develops ways to promote traits that are associated with explainability.
A trait represents a property of a DNN necessary for a user to evaluate its output (Lip-
ton, 2018). Traits, therefore, represent a particular objective or an evaluation criterion for
explainable deep learning systems. We can say that a DNN promotes explainability if
the system exhibits any trait that is justifiably related to explainability. This exhibition
may be self-evident (e.g., in an NLP task, visualizations highlighting keywords or phrases
that suggest a reasonable classification of a sentence), measurable (based on a trait-specific
“error” metric), or evaluated through system usability studies. We discuss the four traits in
Figure 2 that are the theme of much of the explainable deep learning literature.
• Confidence. Confidence grows when the “rationale” of a DNN’s decision is congruent
with the thought process of a user. Of course, a DNN’s output is based on a deter-
ministic computation, rather than a logical rationale. But by associating the internal
actions of a DNN with features of its input or with the environment it is operating in,
and by observing decisions that match what a rational human decision-maker would
decide, a user can begin to align a DNN’s processing with her own thought process to
engender confidence.
For example, saliency maps of attention mechanisms on image (Park et al., 2018; Hud-
son & Manning, 2018) or text (Vaswani et al., 2017; Luong et al., 2015; Letarte et al.,
2018; He et al., 2018) inputs reassure a user that the same semantically meaningful
parts of the input she would focus on to make a classification decision are being used.
Observing how the actions of a trained agent in a physical environment mimic the
actions a human would give some confidence that its action choice calculus is aligned
with a rational human. The saliency maps and the observation of the agents in these
examples may constitute a suitable “form of explanation”.
Confidence must be developed by observing a DNN when its decisions are both correct
and incorrect. Eschewing observations of incorrect decisions means a user will never
be able to identify when she should not be confident, and hence not rely on a DNN.
Users must be able to use their confidence to measure the operational boundaries of a
DNN to be able to intuitively answer the question: When does this DNN work or not
work?
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• Trust. DNNs whose decision-making process need not be validated are trustworthy.
Recent research (Jiang et al., 2018; Baum et al., 2017; Varshney & Alemzadeh, 2017;
Amodei et al., 2016; Pieters, 2011; Lee & See, 2004) explores the model trustworthiness
problem, which studies whether or not a model prediction is safe to be adopted. Note
that a prediction with high probability does not guarantee its trustworthiness, as shown
in recent adversarial studies (Goodfellow et al., 2014; Nguyen et al., 2015; Moosavi-
Dezfooli et al., 2016; Yuan et al., 2019). Trust in a DNN is best developed in two
ways: (i) Satisfactory testing. Under ideal conditions, the network’s performance on
test data should well approximate their performance in practice. The test accuracy of
a model can thus be thought of as a direct measure of trust: a model with a perfect
performance during the testing phase may be fully trusted to make decisions; lower
performance degrades trust proportionally. (ii) Experience. A user does not need
to inspect or validate the actions of a DNN as long as the network’s input/output
behavior matches expectations. For example, a DNN’s ability to predict handwritten
digits from MNIST is beyond question (LeCun et al., 1995, 1998), and may thus be
regarded as a trustworthy system to sort postal mail by location code. A system that
consistently performs poorly in practice may even be “un-trusted” indicating that the
DNN should not be used.
Trust is a difficult trait to evaluate. Most deep learning studies include some evalua-
tion component over test data, but it is seldom the case that the evaluation is ideal.
Without careful sampling procedures, test data can be biased towards a particular
class or have feature distributions that do not match the general case (Tommasi et al.,
2017). It may also be the case that a model can perform poorly in practice over time
as characteristics of the data evolve or drift. Therefore, the best way to evaluate trust
is with system observations (spanning both output and internal processing) over time.
Explainability research allowing users to evaluate these observations (through an in-
terpretation of activations during a DNN’s forward pass, for example) is one avenue
for enhancing trust.
• Safety. DNNs whose decisions (in)directly lead to an event impacting human life,
wealth, or societal policy should be safe. The definition of safety is multi-faceted. A
safe DNN should: (i) consistently operate as expected; (ii) given cues from its input,
guard against choices that can negatively impact the user or society; (iii) exhibit high
reliability under both standard and exceptional operating conditions; (iv) provide
feedback to a user about how operating conditions influence its decisions. The first
aspect of safety aligns this trait with trust since trust in a system is a prerequisite to
consider it safe to use. The second and third aspects imply that safe systems possess
mechanisms that augment its decision-making process to steer away from decisions
with negative impact, or consider its operating environment as part of its decision-
making process. The fourth aspect gives necessary feedback to the user to assess safety.
The feedback may include an evaluation of its environment, the decision reached, and
how the environment and the input data influence the decision made. This allows
the user to verify the rationality of the decision making process with respect to the
environment that the system is operating in.
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• Ethics. A DNN behaves ethically if its decisions and decision-making process does
not violate a code of moral principles defined by the user. The right way to evaluate
if a DNN is acting ethically is a topic of debate. For example, different users assume
their own unique code of ethics, ethical decisions in one culture may be unethical in
another, and there may be instances where no possible decision is consistent with a set
of moral principles. Thus, rather than making DNNs inherently ethical, this trait can
be expressed by some notion of an “ethics code” that the system’s decisions are formed
under. This allows users to individually assess if the reasoning of a DNN is compatible
with the moral principles it should operate over. The field of ethical decision making
in AI is growing as a field in and of itself (see Section 3.4).
3. Topics Associated with Explainability
We next review research topics closely aligned with explainable deep learning. A survey,
visualized in Figure 3, identifies four broad related classes of research. Work on learning
mechanism (Section 3.1) investigates the backpropagation process to establish a theory
around weight training. These studies, in some respects, try to establish a theory to ex-
plain how and why DNNs converge to some decision-making process. Research on model
debugging (Section 3.2) develops tools to recognize and understand the failure modes
of a DNN. It emphasizes the discovery of problems that limit the training and inference
process of a DNN (e.g., dead ReLUs, mode collapse, etc.). Techniques for adversarial
attack and defense (Section 3.3) search for differences between regular and unexpected
activation patterns. This line of work promotes deep learning systems that are robust and
trustworthy; traits that also apply to explainability. Research on fairness and bias in
DNNs (Section 3.4) is related to the ethics trait discussed above, but more narrowly con-
centrates on ensuring DNN decisions do not over-emphasize undesirable input data features.
We elaborate on the connection between these research areas and explainable DNNs next.
3.1 Learning Mechanism
The investigation of the learning mechanism tries to derive principles explaining the evolu-
tion of a model’s parameters during training. Many existing approaches can be categorized
as being semantics-related, in that the analysis tries to associate a model’s learning pro-
cess with concepts that have a concrete semantic meaning. They generally assign semantic
concepts to a DNNs’ internal filters (weights) or representations (activations), in order to
uncover a human-interpretable explanation of the learning mechanism. Semantically inter-
pretable descriptions are rooted in the field of neuro-symbolic computing (Garcez et al.,
2012). An early work is Zhou et al. (2014) which assigns semantic concepts, such as objects,
object parts, etc, to the internal filters of a convolutional neural network (CNN) image
scene classifier. Those semantic concepts are generated based on the visualization of re-
ceptive fields of each internal unit in the given layers. The authors also discovered that
object detectors are embedded in a scene classifier without explicit object-level supervision
for model training. Gonzalez-Garcia et al. (2018) further explores this problem in a quan-
titative fashion. Two quantitative evaluations are conducted to study whether the internal
representations of CNNs really capture semantic concepts. Interestingly, the authors’ exper-
imental results show that the association between internal filters and semantic concepts is
7
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Topics
Associated
with
Explainability
Learning
Mechanism
Zhou et al. (2014); Zhang et al. (2016)
Raghu et al. (2017); Arpit et al. (2017)
Gonzalez-Garcia et al. (2018); Kim et al. (2018a)
Model
Debugging
Amershi et al. (2015)
Alain and Bengio (2016); Fuchs et al. (2018); Kang et al. (2018)
Adversarial
Attack
&
Defense
Adversarial
Attack
black-box attack
Chen et al. (2017); Zhao et al. (2017)
Papernot et al. (2017); Brendel et al. (2017)
Dong et al. (2018); Su et al. (2019)
white-box attack
Szegedy et al. (2013)
Goodfellow et al. (2014)
Sabour et al. (2015)
Nguyen et al. (2015)
Kurakin et al. (2016)
Rozsa et al. (2016)
Papernot et al. (2016b)
Tabacof and Valle (2016)
Papernot et al. (2016a)
Moosavi-Dezfooli et al. (2016)
Carlini and Wagner (2017)
Moosavi-Dezfooli et al. (2017)
Carlini et al. (2018)
Adversarial
Defense
Papernot et al. (2016b);Madry et al. (2017)
Meng and Chen (2017); Xie et al. (2017)
Samangouei et al. (2018); Li et al. (2018b)
Liu et al. (2018)
Fairness
&
Bias
Fairness
Definition
Group Fairness: Calders et al. (2009)
Individual Fairness: Dwork et al. (2012)
Equalized Odds and Equal Opportunity: Hardt et al. (2016)
Disparate Mistreatment: Zafar et al. (2017a)
Fairness
Solution
Pre-processing Methods
Kamiran and Calders (2010, 2012)
Zemel et al. (2013); Louizos et al. (2015)
Adebayo and Kagal (2016); Calmon et al. (2017)
Gordaliza et al. (2019)
In-processing Methods
Calders et al. (2009); Kamishima et al. (2011)
Zafar et al. (2017a);Woodworth et al. (2017)
Zafar et al. (2017b); Bechavod and Ligett (2017)
Pérez-Suay et al. (2017); Berk et al. (2017)
Kearns et al. (2018); Olfat and Aswani (2018)
Agarwal et al. (2018);Menon and Williamson (2018)
Donini et al. (2018); Dwork et al. (2018)
Post-processing Methods
Feldman et al. (2015); Hardt et al. (2016)
Pleiss et al. (2017); Beutel et al. (2017)
Figure 3: Topics associated with explainability.
modest and weak. But this association improves for deeper layers of the network, matching
the conclusion of Zhou et al. (2014). Kim et al. (2018a) quantifies the importance of a given
semantic concept with respect to a classification result via Testing with Concept Activation
Vector (TCAV), which is based on multiple linear classifiers built with internal activations
on prepared examples. The prepared examples contain both positive examples representing
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a semantic concept and randomly sampled negative examples that do not represent the con-
cept. Directional derivatives are used to calculate TCAV, which measures the proportion of
examples that belong to a given class that are positively influenced by a given concept.
Other methods to interpret the learning process of a DNN searches for statistical pat-
terns indicative of convergence to a learned state. Those learning patterns include but are
not limited to: i) how layers evolve along with the training process (Raghu et al., 2017);
ii) the convergence of different layers (Raghu et al., 2017); and iii) the generalization and
memorization properties of DNNs (Zhang et al., 2016; Arpit et al., 2017). In studying the
learning dynamics during training, Raghu et al. (2017) makes a comparison between two
different layers or networks via Singular Vector Canonical Correlation Analysis (SVCCA).
For a neuron in a selected layer of a DNN, the neuron’s vector representation is generated in
a “global fashion”, i.e. all examples from a given finite dataset are used, and each element in
the neuron’s vector representation is an activation for an example. The vector representa-
tions for all neurons in a selected layer form a vector set, representing this layer. To compare
two layers, SVCCA takes the vector set of each layer as input and calculates a canonical
correlation similarity to make the alignment. The nature of SVCCA makes it a useful tool
to monitor how layer activations evolve along with the training process. The authors further
discover that earlier layers converge faster than later layers. Thus, the weights for earlier
layers can be frozen earlier to reduce computational cost during training. Layer-wise conver-
gence is also studied in work such as Zhang et al. (2016) using systematic experimentation.
Keeping the model structure and hyper-parameters fixed, the authors’ experiments are con-
ducted only with different input modification settings, either on input labels or image pixels.
The experimental results indicate that DNNs can perfectly fit training data with both ran-
dom feature values and labels, while the degree of generalization on testing data reduces
as randomness increases. The authors also hypothesize that explicit regularization (such as
dropout, weight decay, data augmentation, etc.) may improve generalization and stochastic
gradient descent could act as an implicit regularizer for linear models. In a similar study,
Arpit et al. (2017) examines memorization by DNNs via quantitative experiments with real
and random data. The study finds that DNNs do not simply memorize all real data; in-
stead, patterns that are commonly shared among the data are leveraged for memorization.
Interestingly, the authors claim that explicit regularization does make a difference in the
speed of memorization for random data, which is different from the conclusions in Zhang
et al. (2016). Besides the aforementioned research work, we would like to refer readers to
a recent review paper Bahri et al. (2020), which covers the intersection between statistical
mechanics and deep learning, and derives the success of deep learning from a theoretical
perspective.
3.2 Model Debugging
Similar to the concept of software debugging, the concept of model debugging applies tech-
niques from traditional programming to find out when and where model-architecture, data
processing, and training related errors occur. A “probe” is leveraged to analyze the internal
pattern of a DNN, to provide further hints towards performance improvement. A probe is
usually an auxiliary model or a structure such as a linear classifier, a parallel branch of the
model pipeline, etc. The training process of the probe is usually independent of the training
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process of the master model (a DNN) that the probe serves for. Regardless of the form of
the probe, the ultimate goal is model improvement.
Kang et al. (2018) uses model assertions, or Boolean functions, to verify the state of
the model during training and run time. The assertions can be used to ensure the model
output is consistent with meta observations about the input. For example, if a model is
detecting cars in a video, the cars should not disappear and reappear in successive frames
of the video. Model debugging is thus implemented as a verification system surrounding
the model and is implicitly model-agnostic. The model assertions are implemented as user-
defined functions that operate on a recent history of the model input and output. The
authors explore several ways that model assertions can be used during both run-time and
training time, in correcting wrong outputs and in collecting more samples to perform active
learning. Amershi et al. (2015) proposes ModelTracker, a debugging framework revolving
around an interactive visual interface. This visual interface summarizes traditional summary
statistics, such as AUC and confusion matrices, and presents this summary to the user
together with a visualization of how close data samples are to each other in the feature
space. The interface also has an option to directly inspect prediction outliers in the form of
the raw data with its respective label, giving users the ability to directly correct mislabeled
samples. The goal of this framework is to provide a unified, model-agnostic, inspection
tool that supports debugging of three specific types of errors: mislabeled data, inadequate
features to distinguish between concepts and insufficient data for generalizing from existing
examples. Alain and Bengio (2016) uses linear classifiers to understand the predictive power
of representations learned by intermediate layers of a DNN. The features extracted by an
intermediate layer of a deep classifier are fed as input to the linear classifier. The linear
classifier has to predict which class the given input belongs to. The experimental results
show that the performance of the linear classifier improves when making predictions using
features from deeper layers, i.e., layers close to the final layer. This suggests that task-
specific representations are encoded in the deeper layers. Fuchs et al. (2018) proposes the
idea of neural stethoscopes, which is a general-purpose framework used to analyze the DNN
learning process by quantifying the importance of specific influential factors in the DNN
and influence the DNN learning process by actively promoting and suppressing information.
Neural stethoscopes extend a DNN’s architecture with a parallel branch containing a two-
layer perceptron. It is important to note that the main network branch does not need to
be changed to be able to use the neural stethoscope. This parallel branch takes the feature
representation from an arbitrary layer from the main network as input and is trained on a
supplemental task given known complementary information about the dataset. Specifically,
in this study the experiments are conducted on the ShapeStacks dataset (Groth et al., 2018),
which introduces a vision-based stability prediction task for block towers. The dataset
provides information on both the local and global stability of a stack of blocks. In this
specific study the stethoscope was used to investigate the internal representations contained
in the network layers that lead to the prediction of the global stability of a stack of blocks,
with local stability as complementary information. The stethoscope can be tuned to three
different modes of operation: analytic, auxiliary, and adversarial. Each mode determines
how the stethoscope loss LS is propagated, e.g., in the analytical mode, LS is not propagated
through the main network. The auxiliary and adversarial modes are used to promote and
10
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suppress information respectively. The paper shows that the method was successful in
improving network performance and mitigating biases that are present in the dataset.
3.3 Adversarial Attack and Defense
An adversarial example is an artificial input engineered to intentionally disturb the judgment
of a DNN (Goodfellow et al., 2014). Developing defenses to adversarial examples requires
a basic understanding of the space that inputs are taken from and the shape and form of
boundaries between classes. Interpretations of this space inform the construction of defenses
to better discriminate between classes and forms the basis of explaining input/output be-
havior. Moreover, an “explanation” from a model that is not reasonable given its input and
output may be indicative of an adversarial example.
The study of adversarial examples (Yuan et al., 2019; Zhang et al., 2019b) are from
the perspective of attack and defense. Adversarial attack is about generating adversarial
examples, which can fool a DNN. From the model access perspective, there are two main
types of adversarial attack: black-box (Chen et al., 2017; Zhao et al., 2017; Papernot et al.,
2017; Brendel et al., 2017; Dong et al., 2018; Su et al., 2019) and white-box (Szegedy et al.,
2013; Goodfellow et al., 2014; Sabour et al., 2015; Nguyen et al., 2015; Kurakin et al., 2016;
Rozsa et al., 2016; Papernot et al., 2016a; Moosavi-Dezfooli et al., 2016; Tabacof & Valle,
2016; Kurakin et al., 2016; Carlini & Wagner, 2017; Moosavi-Dezfooli et al., 2017; Carlini
et al., 2018; Eykholt et al., 2018) attacks. In the black-box setting the attacker has no
access to the model parameters or intermediate gradients whereas these are available for the
white-box settings. Adversarial defense (Madry et al., 2017; Papernot et al., 2016b; Meng
& Chen, 2017; Xie et al., 2017; Samangouei et al., 2018; Li et al., 2018b; Liu et al., 2018),
on the other hand, is to come up with solutions to make a DNN robust against generated
adversarial examples.
Recent work on adversarial attack reveals vulnerabilities by perturbing input data with
imperceptible noise (Goodfellow et al., 2014; Carlini & Wagner, 2017; Madry et al., 2017)
or by adding “physical perturbations” to objects under analysis (i.e. black and white stick-
ers on objects captured by computer vision systems) (Eykholt et al., 2018). Among nu-
merous adversarial attack methods, the C&W attack (Carlini & Wagner, 2017) and PGD
attack (Madry et al., 2017) are frequently used to evaluate the robustness of DNNs. C&W
attack (Carlini & Wagner, 2017) casts the adversarial attack task as an optimization prob-
lem and is originally proposed to challenge an adversarial defense method called defensive
distillation (Papernot et al., 2016b). Variants of C&W attacks are based on the distance
metrics (`0, `2, or `∞). Carlini and Wagner (2017), for example, can successfully defeat
defensive distillation with high-confidence adversarial examples generated via C&W attack.
Projected Gradient Descent (PGD) attack (Madry et al., 2017) in brief is an iterative version
of an early stage adversarial attack called Fast Gradient Sign Method (FGSM) (Goodfellow
et al., 2014). As indicated in its name, PGD attack generates adversarial examples based
on the gradients of the loss with respect to the input. PGD attack is more favorable than
C&W attack when direct control of input distortion is needed (Liu et al., 2018).
Adversarial defense is challenging due to the diversity of the adversarial example crafting
processes and a DNN’s high-dimensional feature space. There exist two typical groups of
adversarial defense methods, i) adversarial training (Madry et al., 2017; Goodfellow et al.,
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2014; Szegedy et al., 2013), which is to augment the training dataset with generated adver-
sarial examples such that the trained model is more robust against adversarial attack, and
ii) removal perturbations (Samangouei et al., 2018; Meng & Chen, 2017), which dismisses
adversarial perturbations from input data. Madry et al. (2017) integrates the PGD attack
into the model training process, such that the model is optimized on both benign examples
and challenging adversarial examples. The optimization is conducted in a min-max fashion,
where the loss for adversarial attack process is maximized in order to generate strong adver-
sarial examples, while the loss for the classification process is minimized, in order to get a
robust and well-performed model. Samangouei et al. (2018), on the other hand, tackles the
adversarial defense problem by filtering out adversarial perturbations. Generative Adver-
sarial Networks (GANs) are leveraged to project a given input image, potentially polluted
by adversarial perturbations, into a pseudo original image, where adversarial artifacts are
diminished. The model decision is made based on the GAN generated “originalâĂŹâĂŹ
image, and experiments indicate this defense technique is effective against both black-box
and white-box attacks.
3.4 Fairness and Bias
Model fairness aims to build DNN models that objectively consider each input feature and is
not unduly biased against a particular subset of the input data. Although a firm definition
of what it means for a DNN to be “fair” is evolving, common themes are emerging in the lit-
erature (Heidari et al., 2018). Group fairness (Calders et al., 2009), also called demographic
parity or statistical parity, focuses on fairness with respect to a group (based on race, gender,
etc.). The goal of group fairness is to ensure each group receives equalized percentage of
benefit. Consider a loan application as an example. Suppose we are monitoring the loan
approval situation of two cities, city A and city B. The population of city A is twice as much
as that of city B. Based on the definition of group fairness, twice as many loan applications
should be approved in A compared to city B. Individual fairness (Dwork et al., 2012) aims
to treat similar inputs similarly based on a metric to measure the closeness of their features.
To compare group fairness and individual fairness, let’s return to the loan request example.
Under the restriction of group fairness, an individual from city A may not be approved for a
loan request just because of the group percentage limitation, even though this individual is
more qualified based on economic metrics than other approved ones from city B. However,
individual fairness requires that individuals with similar characteristics should have the same
chance to be approved for a loan request, regardless of which city individuals come from.
This is in antithesis with group fairness. Further notions of fairness, such as equalized odds
and equal opportunity (Hardt et al., 2016), avoiding disparate mistreatment (Zafar et al.,
2017a), and others (Heidari et al., 2018; Woodworth et al., 2017) are also documented in
the literature.
The fairness problem is currently addressed by three types of methods (Calmon et al.,
2017): (i) pre-processing methods revise input data to remove information correlated to
sensitive attributes; (ii) in-process methods add fairness constraints into the model learning
process; and (iii) post-process methods adjust model predictions after the model is trained.
Pre-processing methods (Kamiran & Calders, 2010, 2012; Zemel et al., 2013; Louizos et al.,
2015; Adebayo & Kagal, 2016; Calmon et al., 2017; Gordaliza et al., 2019) learn an alter-
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native representation of the input data that removes information correlated to the sensitive
attributes (such as race or gender) while maintaining the model performance as much as
possible. For example, Calmon et al. (2017) proposes a probabilistic framework to transform
input data to prevent unfairness in the scope of supervised learning. The input transfor-
mation is conducted as an optimization problem, aiming to balance discrimination con-
trol (group fairness), individual distortion (individual fairness), and data utility. In-process
methods (Calders et al., 2009; Kamishima et al., 2011; Zafar et al., 2017a; Woodworth et al.,
2017; Zafar et al., 2017b; Bechavod & Ligett, 2017; Kearns et al., 2018; Pérez-Suay et al.,
2017; Berk et al., 2017; Olfat & Aswani, 2018; Agarwal et al., 2018; Menon & Williamson,
2018; Donini et al., 2018; Dwork et al., 2018) directly introduce fairness learning constraints
to the model in order to punish unfair decisions during training. Kamishima et al. (2011)
achieves the fairness goal by adding a fairness regularizer, for example, such that the influ-
ence of sensitive information on model decisions is reduced. Post-process methods (Feldman
et al., 2015; Hardt et al., 2016; Pleiss et al., 2017; Beutel et al., 2017) are characterized by
adding ad-hoc fairness procedures to a trained model. One example is Hardt et al. (2016)
which constructs non-discriminating predictors as a post-processing step to achieve equalized
odds and equal opportunity (two fairness notions proposed in their study). They introduce
the procedure to construct non-discriminating predictors for two scenarios of the original
model, binary predictor and score function, where in the latter scenario the original model
generates real score values in range [0, 1]. For the latter scenario, a non-discriminating pre-
dictor is constructed for each protected group, and a threshold is chosen to achieve a defined
fairness goal.
4. Methods for Explaining DNNs
There are countless surveys on explainable AI (Arrieta et al., 2019; Carvalho et al., 2019;
Mueller et al., 2019; Tjoa & Guan, 2019; Gilpin et al., 2018; Adadi & Berrada, 2018; Miller,
2018; Guidotti et al., 2018; Lipton, 2018; Liu et al., 2017; Došilović et al., 2018; Doshi-
Velez & Kim, 2017) and explainable deep learning (Ras et al., 2018; Montavon et al., 2018;
Zhang & Zhu, 2018; Samek et al., 2017b; Erhan et al., 2010). The surveys represent a large
body of work that could be difficult to navigate and synthesize into a broad view of the
field. Instead, this section investigates a simple space of foundational explainable DNN
methods. We say a method is foundational if it is often used in practice or if it introduces
a concept that modern work builds upon. Understanding this smaller space of foundational
methods can thus help a reader appreciate and identify the key concepts behind modern
approaches. Our space is three-dimensional and it encompasses:
• Visualization methods: Visualization methods express an explanation by highlight-
ing, through a scientific visualization, characteristics of an input that strongly influence
the output of a DNN.
• Model distillation: Model distillation develops a separate, “white-box” machine
learning model that is trained to mimic the input-output behavior of the DNN. The
white-box model, which is inherently explainable, is meant to identify the decision
rules or input features influencing DNN outputs.
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Explaining
DNNs
Methods
Visualization
Back-Propagation
Activation Maximization
Erhan et al. (2009)
Deconvolution
Zeiler et al. (2011);Zeiler and Fergus (2014)
CAM and Grad-CAM
Zhou et al. (2016); Selvaraju et al. (2017)
LRP
Bach et al. (2015); Lapuschkin et al. (2016); Arras et al. (2016)
Arras et al. (2017); Ding et al. (2017);Montavon et al. (2017)
DeepLIFT
Shrikumar et al. (2017)
Integrated Gradients
Sundararajan et al. (2016, 2017)
Perturbation
Occlusion Sensitivity
Zeiler and Fergus (2014); Zhou et al. (2014)
Representation Erasure
Li et al. (2016)
Meaningful Perturbation
Fong and Vedaldi (2017)
Prediction Difference Analysis
Zintgraf et al. (2017); Robnik-Šikonja and Kononenko (2008)
Distillation
Local Approximation
LIME
Ribeiro et al. (2016c, 2016a)
Anchor-LIME
Ribeiro et al. (2016b)
Anchors
Ribeiro et al. (2018)
STREAK
Elenberg et al. (2017)
Model Translation
Tree Based
Frosst and Hinton (2017); Tan et al. (2018); Zhang et al. (2019a)
FSA Based
Hou and Zhou (2020)
Graph Based
Zhang et al. (2017, 2018)
Rule Based
Murdoch and Szlam (2017); Harradon et al. (2018)
Intrinsic
Attention Mechanisms
Single-Modal Weighting
Bahdanau et al. (2014); Luong et al. (2015);Wang et al. (2016)
Vaswani et al. (2017); Letarte et al. (2018); He et al. (2018); Devlin et al. (2019)
Multi-Modal Interaction
Vinyals et al. (2015); Xu et al. (2015); Antol et al. (2015)
Park et al. (2016); Goyal et al. (2017); Teney et al. (2018)
Mascharka et al. (2018); Anderson et al. (2018); Xie et al. (2019)
Joint Training
Text Explanation
Hendricks et al. (2016); Camburu et al. (2018); Park et al. (2018); Kim et al. (2018b)
Zellers et al. (2019); Liu et al. (2019); Hind et al. (2019)
Explanation Association
Lei et al. (2016); Dong et al. (2017)
Melis and Jaakkola (2018); Iyer et al. (2018)
Model Prototype
Li et al. (2018a); Chen et al. (2019)
Figure 4: Methods for explaining DNNs.
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Visualization Methods Summary References
Backpropagation-based Visualize feature relevance based on
volume of gradient passed through
network layers during network train-
ing.
Erhan et al. (2009), Zeiler et al. (2011), Zeiler
and Fergus (2014), Zhou et al. (2016), Selvaraju
et al. (2017), Bach et al. (2015), Lapuschkin
et al. (2016), Arras et al. (2016, 2017), Ding et al.
(2017), Montavon et al. (2017), Shrikumar et al.
(2017), Sundararajan et al. (2017, 2016)
Perturbation-based Visualize feature relevance by com-
paring network output between an
input and a modified copy of the in-
put.
Zeiler and Fergus (2014), Zhou et al. (2014), Li
et al. (2016), Fong and Vedaldi (2017), Robnik-
Šikonja and Kononenko (2008), Zintgraf et al.
(2017)
Table 1: Visualization methods.
• Intrinsic methods: Intrinsic methods are DNNs that have been specifically created
to render an explanation along with its output. As a consequence of its design, intrin-
sically explainable deep networks can jointly optimize both model performance and
some quality of the explanations produced.
4.1 Visualization Methods
Visualization methods associate the degree to which a DNN considers input features to a
decision. A common explanatory form of visualization methods is saliency maps. These
maps identify input features that are most salient, in the sense that they cause a maximum
response or stimulation influencing the model’s output (Yosinski et al., 2015; Ozbulak,
2019; Olah et al., 2017, 2018; Carter et al., 2019). We break down visualization methods
into two types, namely back-propagation and perturbation-based visualization. The types are
summarized in Table 1 and will be discussed further below.
DNN Visualization w.r.t. Model Prediction 
Opaque DNN
Hidden 
Output 
Input 
... ......
...
...
...
Calculate
"Saliency"
Score 
Visualize Interested Areas
Input 
（Depict which part of input is
relevant w.r.t. given model prediction.）
Hidden 
（Depict what kind of features are
captured by these hidden states.）
...
Figure 5: Visualization Methods. The to-be-visualized element E can be either the model
input X or hidden states H. Visualization is based on the calculated saliency
score S(E), which varies along with different visualization methods.
4.1.1 Backpropagation-based methods
Backpropagation-based methods identify the saliency of input features based on some eval-
uation of gradient signals passed from output to input during network training. A baseline
gradient-based approach visualizes the partial derivative of the network output with respect
15
Xie, Ras, van Gerven, & Doran
to each input feature scaled by its value (Simonyan et al., 2013; Springenberg et al., 2014),
thus quantifying the “sensitivity” of the network’s output with respect to input features. In
a scene recognition task, for example, a high relevance score for pixels representing a bed in
a CNN that decides the image is of class “bedroom” may suggest that the decision made by
the CNN is highly sensitive to the presence of the bed in the image. Other gradient-based
methods may evaluate this sensitivity with respect to the output, but from different col-
lections of feature maps at intermediate CNN network layers (Zeiler & Fergus, 2014; Bach
et al., 2015; Montavon et al., 2017; Shrikumar et al., 2017). We describe some foundational
gradient-based methods below.
Activation maximization. One of the earliest works on visualization in deep architectures
is proposed by Erhan et al. (2009). This seminal study introduces the activation maximiza-
tion method to visualize important features in any layer of a deep architecture by optimizing
the input X such that the activation a of the chosen unit i in a layer j is maximized. Pa-
rameters θ of a trained network are kept fixed during activation maximization. The optimal
X is found by computing the gradient of aij(X,θ) and updating X in the direction of the
gradient. The practitioner decides the values of the hyperparameters for this procedure, i.e.,
the learning rate and how many iterations to run. The optimizedX will be a representation,
in the input space, of the features that maximize the activation of a specific unit, or if the
practitioner chooses so, multiple units in a specific network layer.
Deconvolution. Deconvolution was originally introduced as an algorithm to learn image
features in an unsupervised manner (Zeiler et al., 2011). However, the method gained popu-
larity because of its applications in visualizing higher layer features in the input space (Zeiler
& Fergus, 2014), i.e., visualizing higher layer features in terms of the input. Deconvolution
assumes that the model being explained is a neural network consisting of multiple convo-
lutional layers. We will refer to this model as CNN. The consecutive layers of this network
consist of a convolution of the previous layer’s output (or the input image in the case of the
first convolutional layer) with a set of learned convolutional filters, followed by the appli-
cation of the rectified linear function (ReLU) ReLU(A) = max(A, 0) on the output of the
aforementioned convolution
A`, s` = maxpool(ReLU(A`−1 ∗K` + b`)) (1)
where ` indicates the respective layer, A` is the output of the previous layer, K is the
learned filter, and b is the bias. If the outputs from the ReLU are passed through a local
max-pooling function, it additionally stores the output s` containing the indices of the
maximum values for a later unpooling operation. In the original paper, the set of s`’s are
referred to as switches. A deconvolutional neural network, referred to as DeCNN, consists of
the inverse operations of the original convolutional network CNN. DeCNN takes the output of
CNN as its input. In other words, DeCNN runs the CNN in reverse, from top-down. This is why
the deconvolution method is classified as a back-propagation method. The convolutional
layers in CNN are replaced with deconvolutions and the max-pooling layers are replaced with
unpooling layers. A deconvolution is also called a transposed convolution, meaning that
the values of K` are transposed and then copied to the deconvolution filters K`T . If CNN
included max-pooling layers, they are replaced with unpooling layers which approximately
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upscales the feature map, retaining only the maximum values. This is done by retrieving the
indices stored in s` at which the maximum values were located when the max-pooling was
originally applied in CNN. As an example let us see the calculations involved in deconvolving
Equation 1:
A`−1 = unpool(ReLU((A` − b`) ∗K`T ), s`) (2)
Using Equation 2 one or multiple learned filters K in any layer of the network can be visu-
alized by reverse propagating the values of K all the way back to the input space. Finally,
this study also describes how the visualizations can be used for architecture selection.
CAM and Grad-CAM. Zhou et al. (2016) describes a visualization method for creating
class activation maps (CAM) using global average pooling (GAP) in CNNs. Lin et al.
(2013) proposes the idea to apply a global average pooling on the activation maps of the
last convolutional layer, right before the fully connected (FC) output layer. This results in
the following configuration at the end of the CNN: GAP(Conv) → FC → softmax. The FC
layer has C nodes, one for each class. The CAM method combines the activations A from
Conv, containing K convolutional filters, and weights wk,c from FC, where the (k, c) pair
indicates the specific weighted connection from Conv to FC, to create relevance score map:
mapc =
K∑
k
wk,cAk (3)
The map is then upsampled to the size of the input image and overlaid on the input image,
very similar to a heat map, resulting in the class activation map. Each class has its own
unique CAM, indicating the image regions that were important to the network prediction for
that class. CAM can only be applied on CNNs that employ the GAP(Conv)→ FC→ softmax
configuration.
Gradient-weighted Class Activation Map (Grad-CAM) (Selvaraju et al., 2017) is a
generalization of the CAM method that uses the gradients of the network output with
respect to the last convolutional layer to achieve the class activation map. This allows
Grad-CAM to be applicable to a broader range of CNNs compared to CAM, only requiring
that the final activation function used for network prediction to be a differentiable function,
e.g., softmax. Recall that the final convolutional layer has an output of K feature maps.
For each feature map Ak in the final convolutional layer of the network, a gradient of the
score yc (the value before softmax, also known as logit) of class c with respect to every node
in Ak is computed and averaged to get an importance score αk,c for feature map Ak:
αk,c =
1
m · n
m∑
i=1
n∑
j=1
∂yc
∂Ak,i,j
(4)
whereAk,i,j is a neuron positioned at (i, j) in them×n feature mapAk. Grad-CAM linearly
combines the importance scores of each feature map and passes them through a ReLU to
obtain an m× n-dimensional relevance score map
mapc = ReLU
( K∑
k
αk,cAk
)
(5)
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The relevance score map is then upsampled via bilinear interpolation to be of the same
dimension as the input image to produce the class activation map.
Layer-Wise Relevance Propagation. LRP methods create a saliency map that, rather
than measuring sensitivity, represents the relevance of each input feature to the output of
the network (Bach et al., 2015; Lapuschkin et al., 2016; Arras et al., 2016, 2017; Ding et al.,
2017; Montavon et al., 2017). While sensitivity measures the change in response in the
network’s output as a result of changing attributes in the input (Kindermans et al., 2019),
relevance measures the strength of the connection between the input or pixel to the specific
network output (without making any changes to the input or the components of the network).
LRP methods decompose the output value f(x) of a deep network f across input features
x = (x1, x2, . . . , xN ), such that f(x) =
∑
i ri where ri is the relevance score of feature xi.
Perhaps the most generic type of LRP is called Deep Taylor Decomposition (Montavon
et al., 2017). The method is based on the fact that f is differentiable and hence can be
approximated by a Taylor expansion of f at some root xˆ for which f(xˆ) = 0
f(x) = f(xˆ) +∇xˆf · (x− xˆ) + 
=
N∑
i
∂f
∂xi
(xˆi) · (xi − xˆi) + 
(6)
where  encapsulates all second order and higher terms in the Taylor expansion. A good
root point is one that is as minimally different from x and that causes the function f(x) to
output a different prediction. The relevance score for inputs can then be seen as the terms
inside of the summation:
ri =
∂f
∂xi
(xˆi) · (xi − xˆi) (7)
To extend this idea to a deep network, the deep Taylor decomposition algorithm considers
a conservative decomposition of relevance scores across layers of the network, starting from
the output, through each hidden layer, back to the input. Thus, the method requires that
the relevance score of a node i at layer l, denoted rli be decomposable into
r`i =
M∑
j
r`i,j (8)
where the summation is taken over all M nodes in layer ` + 1 that node i in layer ` con-
nects or contributes to. This indicates that the relevance score of the later layers can be
back-propagated to generate the relevance score of former layers. The relevance score with
respect to the input space can thus be calculated by conducting this decomposition rule
layer by layer. Further details can be found in the original paper (Montavon et al., 2017).
DeepLIFT. Deep Learning Important FeaTures (DeepLIFT) is another important back-
propagation based approach, proposed by Shrikumar et al. (2017). It assigns relevance scores
to input features based on the difference between an input x and a “reference” input x′. The
reference should be chosen according to the problem at hand and can be found by answering
the question “What am I interested in measuring differences against?”. In an example using
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MNIST the reference chosen is an input of all zeros as this is the background value in the
images. Define ∆t = f(x) − f(x′) as the difference-from-reference of an interested neuron
output of the network between x and reference x′, and ∆x = x−x′ as the difference between
x and x′. DeepLIFT assigns a relevance score R∆xi∆t for input feature xi:
∆t =
N∑
i=1
R∆xi∆t (9)
where N is the number of input neurons that are necessary to compute t. In this formulation,
R∆xi∆t can be thought of as a weight denoting how much influence ∆xi had on ∆t. According
to Equation 9 the sum of the all weights is equal to the difference-from-reference output ∆t.
The relevance score can be calculated via the Linear rule, Rescale rule, or RevealCancel
rule, as elaborated in their study. A multiplier m∆x∆t is defined as
m∆x∆t =
R∆x∆t
∆x
(10)
indicating the relevance of ∆x with respect to ∆t, averaged by ∆x. Given a hidden
layer ` of nodes a` = (a`1, a`2, . . . a`K), whose upstream connections are the input nodes
x = (x1, x2, . . . xN ), and a downstream target node is t, the DeepLIFT paper proves the
effectiveness of the “chain rule” as illustrated below:
m∆xi∆t =
K∑
j=1
m∆xi∆a`j
m∆a`j∆t
(11)
This “chain rule” allows for layer-by-layer computation of the relevance scores of each hidden
layer node via backpropagation. The DeepLIFT paper and appendix specify particular rules
for computing m∆xi∆a`j based on the architecture of the hidden layer a
`.
Integrated Gradients. Integrated gradients (Sundararajan et al., 2017) is an “axiomatic
attribution” map that satisfies two axioms for input feature relevance scoring on a network f .
The first axiom is sensitivity: compared to some baseline input x′, when input x differs from
x′ along feature xi and f(x) 6= f(x′), then xi should have a non-zero relevance score. The
second axiom is implementation invariance: for two networks f1 and f2 whose outputs are
equal for all possible inputs, the relevance score for every input feature xi should be identical
over f1 and f2. The break of the second axiom may potentially result in the sensitivity of
relevance scores on irrelevant aspects of a model.
Given a deep network f whose codomain is [0, 1], an input x, and a baseline input x′,
the relevance of feature xi of input x over f is taken as the integral of the gradients of f
along the straight line path from x′ to x:
IGi(x) = (xi − x′i)
∫ 1
0
∂f(x′ + α(x− x′))
∂xi
dα (12)
where α is associated with the path from x′ to x′, and is smoothly distributed in range
[0, 1]. An interpretation of IGi is the cumulative sensitivity of f to changes in feature i in
all inputs on a straight line between x′ to x going in direction i. Intuitively, xi should have
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increasing relevance if gradients are large between a “neutral” baseline point x′ and x along
the direction of xi. IG can be approximated by a Riemann summation of the integral:
IGi(x) u (xi − x′i)
M∑
k=1
∂F (x′ + kM (x− x′))
∂xi
1
M
(13)
where M is the number of steps in the Riemman approximation of this integral. In the
original paper the authors propose settingM somewhere between between 20 and 300 steps.
4.1.2 Perturbation-based Methods
Perturbation-based methods compute input feature relevance by altering or removing the in-
put feature and comparing the difference in network output between the original and altered
one. Perturbation methods can compute the marginal relevance of each feature with respect
to how a network responds to a particular input. Below are some visualization methods
based on perturbation.
Occlusion Sensitivity. The approach proposed by Zeiler and Fergus (2014) sweeps a grey
patch that occludes pixels over the image and sees how the model prediction varies as the
patch covering different positions: when the patch covers a critical area, such as a dog’s face
for the class Pomeranian, or a car’s wheel for the class Car Wheel, the prediction perfor-
mance drops significantly. The visualization depicts the area sensitivity of an image with
respect to its classification label. A variant of this method is implemented in (Zhou et al.,
2014), where small gray squares are used to occlude image patches in a dense grid.
Representation Erasure. Li et al. (2016) focuses on providing explanations for natural
language-related tasks. To measure the effectiveness of each input word or each dimension
of intermediate hidden activations, the method erases the information by deleting a word or
setting a dimension to zeros and observes the influences on model predictions correspond-
ingly. Reinforcement learning is adopted to evaluate the influence of multiple words or
phrases combined by finding the minimum changes in the text that causes a flipping of a
neural network’s decision.
Meaningful Perturbation. Fong and Vedaldi (2017) formally defines an explanation as a
meta-predictor, which is a rule that predicts the output of a black box f to certain inputs.
For example, the explanation for a classifier that identifies a bird in an image can be defined
as
B(x; f) = {x ∈Xc ⇔ f(x) = +1} (14)
where f(x) = +1 means a bird is present and Xc is the set of all images that the DNN
predicts a bird exists. Given a specific image x0 and a DNN f , the visualization is gen-
erated via perturbation to identify sensitive areas of x0 with respect to the output f(x0)
formulated as a local explanation (“local” to x0) by the author. The author defines three
kinds perturbations to delete information from image, i) constant, replacing region with a
constant value ii) noise, adding noise to the region, and iii) blur, blurring the region area,
and generating explainable visualization respectively.
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Model Distillation Comments References
Local Approximation Learns a simple model whose in-
put/output behavior mimics that of
a DNN for a small subset of input
data.
Ribeiro et al. (2016c, 2016a, 2016b, 2018), Elen-
berg et al. (2017)
Model Translation Train an alternative smaller model
that mimics the input/output be-
havior of a DNN.
Frosst and Hinton (2017), Tan et al. (2018),
Zhang et al. (2019a), Hou and Zhou (2020),
Zhang et al. (2017, 2018), Harradon et al. (2018),
Murdoch and Szlam (2017)
Table 2: Model distillation.
Prediction Difference Analysis. Zintgraf et al. (2017) proposes a rigorous approach to
delete information from an input and measure its influence accordingly. The method is
based on (Robnik-Šikonja & Kononenko, 2008), which evaluates the effect of feature xi with
respect to class c by calculating the prediction difference between p(c | x−i) and p(c | x)
using the marginal probability
p(c | x−i) =
∑
xi
p(xi | x−i)p(c | x−i, xi) (15)
where x denotes all input features, x−i denotes all features except xi, and the sum iterates
over all possible values of xi. The prediction difference, also called relevance value in the
paper, is then calculated by
Diffi(c | x) = log2(odds(c | x))− log2(odds(c | x−i)) (16)
where odds(c | x) = p(c|x)1−p(c|x) . The magnitude of Diffi(c | x) measures the importance of
feature xi. Diffi(c | x) measures the influence direction of feature xi, where a positive value
means for decision c and a negative value means against decision c. Compared to Robnik-
Šikonja and Kononenko (2008), Zintgraf et al. improves prediction difference analysis in three
ways: by i) sampling patches instead of pixels given the high pixel dependency nature of
images; ii) removing patches instead of individual pixels to measure the prediction influence
given the robustness nature of neutral networks on individual pixels; iii) adapting the
method to measure the effect of intermediate layers by changing the activations of a given
intermediate layer and evaluate the influence on down-streaming layers.
4.2 Model Distillation
In this review we use the term model distillation to refer to a class of post-training ex-
planation methods where the knowledge encoded within a trained DNN is distilled into a
representation amenable for explanation by a user. The reader should be aware that Hinton
et al. (2015) outlines a method, with the same name, that implements a specific form of
model distillation, namely distilling the knowledge learned by an ensemble of DNNs into
a single DNN. An entire class of explainable deep learning techniques have emerged which
are based on the notion of model distillation. In this setting, as illustrated in Figure 6,
an inherently transparent or white box machine learning model g is trained to mimic the
input/output behavior of a trained opaque deep neural network f so that g(y) ≈ f(x). Sub-
sequent explanation of how g maps inputs to outputs may serve as a surrogate explanation
of f ’s mapping.
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Figure 6: Model distillation. The behavior of a trained deep learning model f used as
training data for an explainable model g.
A distilled model in general learns to imitate the actions or qualities of an opaque DNN
on the same data used to train the opaque DNN. Distilled models, even if they are simpler,
smaller, and possibly explainable, can still achieve reasonable performance while offering an
explanation. There are two conceptual reasons for this. First, a distilled model has access
to information from the trained DNN, including the input features it found to be most
discriminatory and feature or output correlations relevant for classification. The distilled
model can use this information directly during training, thus reducing the needed capacity
of the distilled model. Second, the distilled model still takes the original data as input,
and if explainable, thus develops a transparent model of how input features become related
to the actions of the DNN. Interpreting the distilled model may thus not give very deep
insights into the internal representation of the data a DNN learns, or say anything about
the DNN’s learning process, but can at least provide insight into the features, correlations,
and relational rules that explain how the DNN operates. Put another way, we can imagine
that the explanation of a distilled model can be seen as a hypothesis as to why a DNN has
assigned some class label to an input.
We organize model distillation techniques for explainable deep learning into the following
two categories:
• Local Approximation. A local approximation method learns a simple model whose
input/output behavior mimics that of a DNN for a small subset of the input data.
This method is motivated by the idea that the model a DNN uses to discriminate
within a local area of the data manifold is simpler than the discriminatory model over
the entire surface. Given a sufficiently high local density of input data to approximate
the local manifold with piecewise linear functions, the DNN’s behavior in this local
area may be distilled into a set of explainable linear discriminators.
• Model Translation. Model translations train an alternative smaller model that mim-
ics the input/output behavior of a DNN. They contrast local approximation methods
in replicating the behavior of a DNN across an entire dataset rather than small sub-
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sets. The smaller models may be directly explainable, may be smaller and easier to
deploy, or could be further analyzed to gain insights into the causes of the input/output
behavior that the translated model replicates.
4.2.1 Local Approximation
A local approximation method learns a distilled model that mimics DNN decisions on inputs
within a small subset of the input examples. Local approximations are made for data subsets
where feature values are very similar, so that a simple and explainable model can make
decisions within a small area of the data manifold. While the inability to explain every
decision of a DNN may seem unappealing, it is often the case that an analyst or practitioner
is most interested in interpreting DNN actions under a particular subspace (for example,
the space of gene data related to a particular cancer or the space of employee performance
indicators associated with those fired for poor performance).
The idea of applying local approximations may have originated from Baehrens et al.
(2010). These researchers presented the notion of an “explainability vector”, defined by
the derivative of the conditional probability a datum is of a class given some evidence x0
by a Bayes classifier. The direction and magnitude of the derivatives at various points x0
along the data space define a vector field that characterizes flow away from a corresponding
class. The work imitates an opaque classifier in a local area by learning a Parzen window
classifier that has the same form as a Bayes estimator for which the explanation vectors can
be estimated.
Perhaps the most popular local approximation method is LIME (Local Interpretable
Model-agnostic Explanations) developed by Ribeiro et al. (2016c). From a global, unex-
plainable model f and a datum of interest x ∈ Rd, LIME defines an interpretable model
gx from a class of inherently interpretable models gx ∈ G with different domain Rd′ that
approximates f well in the local area around x. Examples of models in G may be de-
cision trees or regression models whose weights explain the relevance of an input feature
to a decision. Note that the domain of gx is different from that of f . gx operates over
some interpretable representation of the input data presented to the unexplainable model f ,
which could for example be a binary vector denoting the presence or absence of words in
text input, or a binary vector denoting if a certain pixel or color pattern exists in an image
input. Noting that gx could be a decision tree with very high depth, or a regression model
with many co-variate weights, an interpretable model that is overly complex may still not
be useful or usable to a human. Thus, LIME also defines a measure of complexity Ω(gx) on
gx. Ω(gx) could measure the depth of a decision tree or the number of higher order terms in
a regression model, for example, or it could be coded as if to check that a hard constraint is
satisfied (e.g., Ω(gx) =∞ if gx is a tree and its depth exceeds some threshold). Let Πx(z)
be a similarity kernel between some data point z and a reference data point x ∈ Rd and a
loss L(f, gx,Πx) defined to measure how poorly gx approximates f on data in the area Πx
around the data point x. To interpret f(x), LIME identifies the model gx satisfying:
arg min
gx∈G
L(f, gx,Πx) + Ω(gx) (17)
Ω(gx) thus serves as a type of complexity regularization, or as a guarantee that the returned
model will not be too complex when Ω(gx) codes a hard constraint. So that LIME remains
23
Xie, Ras, van Gerven, & Doran
model agnostic, L is approximated by uniform sampling over the non-empty space of Rd′ .
For each sampled data point y′ ∈ Rd′ , LIME recovers the x ∈ Rd corresponding to y′,
computes f(x), and compares this to gx(y′) using L. To make sure that the gx minimizing
Equation 17 fits well in the area local to a reference point x, the comparison of f(y) to gx(y′)
in L is weighted by Πx(y) such that sampled data farther from x has lower contribution to
loss.
We mention LIME in detail because other popular local approximation models (Ribeiro
et al., 2016a, 2016b, 2018; Elenberg et al., 2017) follow LIMEâĂŹs template and make their
extensions or revisions. One drawback of LIME, which uses a linear combination of input
features to provide local explanations, is the precision and coverage of such explanations
are not guaranteed. Since the explanations are generated in a locally linear fashion, for an
unseen instance, which might lie outside of the region where a linear combination of input
features could represent, it is unclear if an explanation generated linearly and locally still
applies. To address this issue, anchor methods (Ribeiro et al., 2016b, 2018) extend LIME
to produce local explanations based on if-then rules, such that the explanations are locally
anchored upon limited yet sufficiently stable input features for the given instance and the
changes to the rest of input features wonâĂŹt make an influence. Another drawback of
LIME is, the interpretable linear model is trained based on a large set of randomly per-
turbed instances and the class label of each perturbed instance is assigned by inevitably
calling the complex opaque model, which is computationally costly. To reduce the time
complexity, Elenberg et al. (2017) introduces STREAK, which is similar to LIME but limits
the time of calling complex models, and thus runs much faster. Instead of randomly gener-
ating instances and training an interpretable linear model, STREAK directly selects critical
input components (for example, superpixels of images) by greedily solving a combinatorial
maximization problem. Taking the image classification task as an example, an input image
which is predicted as a class by the opaque model, is first segmented into superpixels via
image segmentation algorithm (Achanta et al., 2012). In every greedy step, a new superpixel
is added to the superpixels set if by containing it in the image will maximize the probability
of the opaque model on predicting the given class. The set of superpixels indicating the
most important image regions of the given input image for the opaque model to make its
decision. Despite the technical details, some common characteristics are shared among all
aforementioned local approximation methods, i) input instance is segmented into semantic
meaningful parts for selection, ii) function calls of the original opaque model is inevitable
iii) the explanations and model behavior are explored in a local fashion.
4.2.2 Model Translation
Compared to local approximation methods, model translation replicates the behavior of a
DNN across an entire dataset rather than small subsets, through a smaller model that is eas-
ier for explanation. The smaller model could be easier to deploy (Hinton et al., 2015), faster
to converge (Yim et al., 2017), or even be easily explainable, such as a decision tree (Frosst &
Hinton, 2017; Bastani et al., 2017; Tan et al., 2018), Finite State Automaton (FSA) (Hou &
Zhou, 2020), graphs (Zhang et al., 2017, 2018), or causal and rule-based classifier (Harradon
et al., 2018; Murdoch & Szlam, 2017). We highlight the diversity of model types DNNs have
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been distilled into below.
Distillation to Decision Trees. Recent work has been inspired by the idea of tree-
based methods for DNNs. Frosst and Hinton (2017) proposes “soft decision trees” which
use stochastic gradient descent for training based on the predictions and learned filters of
a given neural network. The performance of the soft decision trees is better than normal
trees trained directly on the given dataset, but is worse compared to the given pre-trained
neural networks. Another recent work is proposed by Tan et al. (2018) which generates
global additive explanations for fully connected neural networks trained on tabular data
through model distillation. Global additive explanations (Sobol, 2001; Hooker, 2004; Hoos
& Leyton-Brown, 2014) have been leveraged to study complex models, including analyz-
ing how model parameters influence model performance and decomposing black box models
into lower-dimensional components. In this work, the global additive explanations are con-
structed by following previous work Hooker (2007) to decompose the black-box model into
an additive model such as spline or bagged tree. Then follow Craven and Shavlik (1996) to
train the additive explainable model. Zhang et al. (2019a) trains a decision tree to depict the
reasoning logic of a pretrained DNN with respect to given model predictions. The authors
first mine semantic patterns, such as objects, parts, and “decision modes” as fundamental
blocks to build the decision tree. The tree is then trained to quantitatively explain which
fundamental components are used for a prediction and the percentage of contribution re-
spectively. The decision tree is organized in a hierarchical coarse-to-fine way, thus nodes
close to the tree top correspond to common modes shared by multiple examples, while nodes
at the bottom represent fine-grained modes with respect to specific examples.
Distillation to Finite State Automata. Hou and Zhou (2020) introduces a new distilla-
tion of RNNs to explainable Finite State Automata (FSA). An FSA consists of finite states
and transitions between the states, and the transition from one state to another is a result
of external input influence. FSA is formally defined as a 5-tuple (E, S, s0, δ,F), where E is a
finite non-empty set of elements existing in input sequences, S is a finite non-empty set of
states, s0 ∈ S is an initial state, δ : S× E → S defines the state transmission function, and
F ⊆ S is the set of final states. The transition process of FSA is similar to RNNs in the
sense that both methods accept items from some sequence one by one and transit between
(hidden) states accordingly. The idea to distillate an RNN to FSA is based on the fact that
the hidden states of an RNN tend to form clusters, which can be leveraged to build FSA.
Two clustering methods, k-means++ and k-means-x are adopted to cluster the hidden states
of RNN towards constructing the explainable FSA model. The authors follow the structure
learning technique and translate an RNN into an FSA, which is easier to interpret in two
aspects, i) FSA can be simulated by humans; ii) the transitions between states in FSA have
real physical meanings. Such a model translation helps to understand the inner mechanism
of the given RNN model.
Distillation into Graphs. Both Zhang et al. (2017) and Zhang et al. (2018) build an
object parts graph for a pre-trained CNN to provide model explanations. Similar to Zhang
et al. (2019a), the authors first extract semantic patterns in the input and then gradually
construct the graph for explanation. Each node in the graph represents a part pattern, while
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Intrinsic Methods Comments References
Attention Mechanisms Leverage attention mechanisms
to learn conditional distribution
over given input units, composing
a weighted contextual vector for
downstream processing. The atten-
tion visualization reveals inherent
explainability.
Bahdanau et al. (2014), Luong et al. (2015),
Vaswani et al. (2017), Wang et al. (2016),
Letarte et al. (2018), He et al. (2018), Devlin
et al. (2019), Vinyals et al. (2015), Xu et al.
(2015), Antol et al. (2015), Goyal et al. (2017),
Teney et al. (2018), Mascharka et al. (2018), An-
derson et al. (2018), Xie et al. (2019), Park et al.
(2016)
Joint Training Add additional explanation “task” to
the original model task, and jointly
train the explanation task along
with the original task.
Zellers et al. (2019), Liu et al. (2019), Park
et al. (2018), Kim et al. (2018b), Hendricks
et al. (2016), Camburu et al. (2018), Hind et al.
(2019), Melis and Jaakkola (2018), Iyer et al.
(2018), Lei et al. (2016), Dong et al. (2017), Li
et al. (2018a), Chen et al. (2019)
Table 3: Intrinsic methods.
each edge represents co-activation or spatial adjacent between part patterns. The explana-
tory graph explains the knowledge hierarchy inside of the model, which can depict which
nodes/part patterns are activated as well as the location of the parts in the corresponding
feature maps.
Distillation into Causal and Rule-based Models. We also note work on distilling
a DNN into symbolic rules and causal models. Harradon et al. (2018) constructs causal
models based on concepts in a DNN. The semantics are defined over an arbitrary set of
“concepts”, that could range from recognition of groups of neuron activations up to labeled
semantic concepts. To construct the causal model, concepts of intermediate representations
are extracted via an autoencoder. Based on the extracted concepts, a graphical Bayesian
causal model is constructed to build association for the models’ inputs to concepts, and
concepts to outputs. The causal model is finally leveraged to identify the input features of
significant causal relevance with respect to a given classification result.
In another example, Murdoch and Szlam (2017) leverages a simple rule-based classifier
to mimic the performance of an LSTM model. This study runs experiments on two natu-
ral language processing tasks, sentiment analysis, and question answering. The rule-based
model is constructed via the following steps: i) decompose the outputs of an LSTM model,
and generate important scores for each word; ii) based on the word level important score,
important simple phrases are selected according to which jointly have high important scores;
iii) The extracted phrase patterns are then used in the rule-based classifier, approximating
the output of the LSTM model.
4.3 Intrinsic Methods
Ideally, we would like to have models that provide explanations for their decisions as part of
the model output, or that the explanation can easily be derived from the model architecture.
In other words, explanations should be intrinsic to the process of designing model architec-
tures and during training. The ability for a network to intrinsically express an explanation
may be more desirable compared to post-hoc methods that seek explanations of models that
were never designed to be explainable in the first place. This is because an intrinsic model
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has the capacity to learn not only accurate outputs per input but also outputs expressing
an explanation of the network’s action that is optimal with respect to some notion of ex-
planatory fidelity. Ras et al. (2018) previously defined a category related to this approach
as intrinsic methods and identified various methods that offer explainable extensions of the
model architecture or the training scheme. In this section, we extend the notion of intrinsic
explainability with models that actually provide an explanation for their decision even as
they are being trained.
We observe methods in the literature on intrinsically explainable DNNs to follow two
trends: (i) they introduce attention mechanisms to a DNN, and the attention visualization
reveals inherent explainability; (ii) they add additional explanation “task” to the original
model task, and jointly train the explanation task along with the original task. We explain
the trends and highlight the representative methods below.
4.3.1 Attention Mechanisms
DNNs can be endowed with attention mechanisms that simultaneously preserve or even
improve their performance and have explainable outputs expressing their operations. An
attention mechanism (Vaswani et al., 2017; Devlin et al., 2019; Teney et al., 2018; Xie
et al., 2019) learns conditional distribution over given input units, composing a weighted
contextual vector for downstream processing. The attention weights can be generated in
multiple ways, such as by calculating cosine similarity (Graves et al., 2014), adding addi-
tive model structure, such as several fully connected layers, to explicitly generate attention
weights (Bahdanau et al., 2014), leveraging the matrix dot-product (Luong et al., 2015) or
scaled dot-product (Vaswani et al., 2017), and so on. Attention mechanisms have shown to
improve DNN performance for particular types of tasks, including tasks on ordered inputs
as seen in natural language processing (Vaswani et al., 2017; Devlin et al., 2019) and multi-
modal fusion such as visual question answering (Anderson et al., 2018). It is worth noting
that recently there appear some interesting discussions on whether or not attention can be
counted as an explanation tool (Jain & Wallace, 2019; Wiegreffe & Pinter, 2019), however
we would like to leave such discussions to the readers for further exploration.
Single-Modal Weighting. The output of attention mechanisms during a forward pass
can inform a user about how strongly weighted that different input features are consid-
ered at different phases of model inference. In pure text processing tasks such as language
translation (Bahdanau et al., 2014; Luong et al., 2015; Vaswani et al., 2017) or sentiment
analysis (Wang et al., 2016; Letarte et al., 2018; He et al., 2018), attention mechanism al-
lows the downstream modules, a decoder for language translation or fully connected layers
for classification tasks, to concentrate on different words in the input sentence by assigning
learned weights to them (Vaswani et al., 2017; Wang et al., 2016). To provide straight-
forward explanations, the attention weights can be visualized as heatmaps, depicting the
magnitude and the sign (positive or negative) of each weight value, showing how input ele-
ments weighted combined to influence the model latter processing and the final decisions.
Multi-Modal Interaction. In multi-modal interaction tasks, such as image caption-
ing (Vinyals et al., 2015; Xu et al., 2015), visual question answering (Antol et al., 2015;
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Goyal et al., 2017; Johnson et al., 2017; Teney et al., 2018) or visual entailment (Xie et al.,
2019), attention mechanisms play an important role in feature alignment and fusion across
different feature spaces (for instance, between text and images). For example, Park et al.
propose the Pointing and Justification model (PJ-X) that uses multiple attention mecha-
nisms to explain the answer of a VQA task with natural language explanations and image
region alignments (Park et al., 2016). Xie et al. use attention mechanisms to recover seman-
tically meaningful areas of an image that correspond to the reason a statement is, is not, or
could be entailed by the image’s conveyance (Xie et al., 2019). Mascharka et al. (2018) aims
to close the gap between performance and explainability in visual reasoning by introducing
a neural module network that explicitly models an attention mechanism in image space. By
passing attention masks between modules it becomes explainable by being able to directly
visualize the masks. This shows how the attention of the model shifts as it considers the
different components of the input.
4.3.2 Joint Training
This type of intrinsic method is to introduce an additional “task” besides the original model
task, and jointly train the additional task together with the original one. Here we generalize
the meaning of a “task” by including preprocessing or other steps involved in the model op-
timization process. The additional task is designed to provide model explanations directly
or indirectly. Such additional task can be in the form of i) text explanation, which is a task
that directly provides explanations in natural language format; ii) explanation association,
which is a step that associates input elements or latent features with human-understandable
concepts or objects, or even directly with model explanations; iii) model prototype, which
is to learn a prototype that has clear semantic meanings as a preprocessing step, and the
model explanation is generated based on the comparison between the model behavior and
the prototype.
Text Explanation. A group of recent work (Zellers et al., 2019; Liu et al., 2019; Park
et al., 2018; Kim et al., 2018b; Hendricks et al., 2016; Camburu et al., 2018; Hind et al.,
2019) achieve the explainable goal via augmenting the original DNN architecture with an
explanation generation component and conducting joint training to provide natural language
explanations along with the model decisions. Such explainable methods are quite straight-
forward and layman-friendly since the explanations are presented directly using natural
language sentences, instead of figures or statistical data that usually require professional
knowledge to digest. The explanation could be either generated word by word similar to a
sequence generation task (Hendricks et al., 2016; Park et al., 2018; Camburu et al., 2018;
Kim et al., 2018b; Liu et al., 2019), or be predicted from multiple candidate choices (Zellers
et al., 2019). Despite how explanations are provided, there exist two facts that may poten-
tially limit the usage of such intrinsic methods. First, these explainable methods require
supervision on explanations during training, thus the dataset should have corresponding
explanation annotations. However, such a dataset is relatively rare in real life and extra
efforts should be paid to generate annotations. Second, a recent work (Oana-Maria et al.,
2019) discovers there exists inconsistency in generated explanations, which undermines the
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trust in the explanations provided by the model. Keeping both the merits and limitations
in mind, we now introduce some related work below.
Hendricks et al. (2016) is an early work that provides text justifications along with its
image classification results. The approach combines image captioning, sampling, and deep
reinforcement learning to generate textual explanations. The class information is incor-
porated into the text explanations, which makes this method distinct from normal image
captioning models that only consider visual information, via i) include class as an additional
input for text generation and ii) adopt a reinforcement learning based loss that encourages
generated sentences to include class discriminative information.
Liu et al. (2019) proposes a Generative Explanation Framework (GEF) for text clas-
sifications. The framework is designed to generate fine-grained explanations such as text
justifications. During training, both the class labels and fine-grained explanations are pro-
vided for supervision, and the overall loss of GEF contains two major parts, classification
loss and explanation generation loss. To make the generated explanations class-specific,
“explanation factor” is designed in the model structure to associate explanations with classi-
fications. The “explanation factor” is intuitively based on directly taking the explanations as
input for classification and adding constraints on the classification softmax outputs. Specif-
ically, “explanation factor” is formulated to minimize the pairwise discrepancy in softmax
outputs for different input pairs, i) generated explanations and ground-truth explanations,
and ii) generated explanations and original input text.
Unlike aforementioned methods which generate text explanations, Zellers et al. (2019)
provides explanations in a multichoice fashion. They propose a visual reasoning task named
Visual Commonsense Reasoning (VCR), which is to answer text questions based on given
visual information (image), and provide reasons (explanations) accordingly. Both the an-
swers and reasons are provided in a multichoice format. Due to the multichoice nature,
reasonable explanations should be provided during testing, in contrast to other works which
could generate explanations along with model decisions. Thus VCR is more suitable to be
applied for prototype model debugging to audit model reasoning process, instead of real-life
applications where explanations are usually lacking and remain to be generated.
Explanation Association. This type of joint training method associates input elements or
latent features with human-understandable concepts or objects, or even directly with model
explanations, which helps to provide model explanations intrinsically (Melis & Jaakkola,
2018; Iyer et al., 2018; Lei et al., 2016; Dong et al., 2017). Such methods usually achieve
explanations by adding regularization term (Melis & Jaakkola, 2018; Lei et al., 2016; Dong
et al., 2017) and/or revising model architecture (Melis & Jaakkola, 2018; Iyer et al., 2018;
Lei et al., 2016). The explanations are provided in the form of i) associating input features
or latent activations with semantic concepts (Melis & Jaakkola, 2018; Dong et al., 2017);
ii) associating model prediction with a set of input elements (Lei et al., 2016); iii) associ-
ating explanations with object saliency maps in a computer vision task (Iyer et al., 2018).
Regardless of the format of explanations and the technical details, methods belonging to
this type commonly share the characteristics of associating hard-to-interpret elements to
human-understandable atoms in an intrinsic joint training fashion.
Melis and Jaakkola (2018) proposes an intrinsic method which associates input features
with semantically meaningful concepts and regards the coefficient as the importance of
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such concepts during inference. A regularization based general framework for creating self-
explaining neural networks (SENNs) is introduced. Given raw input, the network jointly
learns to generate the class prediction and to generate explanations in terms of an input
feature-to-concept mapping. The framework is based on the notion that linear regression
models are explainable and generalizes the respective model definition to encompass complex
classification functions, such as a DNN. A SENN consists of three components: i) A “concept
encoder” that transforms the raw input into a set of explainable concepts. Essentially this
encoder can be understood as a function that transforms low-level input into high-level
meaningful structure, which predictions and explanations can be built upon. ii) An “input-
dependent parametrizer”, which is a procedure to get the coefficient of explainable concepts,
learns the relevance of the explainable concepts for the class predictions. The values of
the relevance scores quantify the positive or negative contribution of the concept to the
prediction. iii) Some “aggregation function” (e.g. a sum) that combines the output of the
concept encoder and the parametrizer to produce a class prediction.
Iyer et al. (2018) introduces Object-sensitive Deep Reinforcement Learning (O-DRL),
which is an explanation framework for reinforcement learning tasks that takes videos as
input. O-DRL adds a pre-processing step (template matching) to recognize and locate
specific objects in the input frame. For each detected object, an extra channel is added to
the input frame’s RGB channels. Each object channel is a binary map that has the same
height and width as the original input frame, 1’s encoding for the location of the detected
object. The binary maps are later used to generate object saliency maps (as opposed to
pixel saliency maps) that indicate the relevance of the object to action generation. It is
argued that object saliency maps are more meaningful and explainable than pixel saliency
maps since the objects encapsulate a higher-level visual concept.
Lei et al. (2016) integrates explainability in their neural networks for sentiment analy-
sis by learning rationale extraction during the training phase in an unsupervised manner.
Rationale extraction is done by allowing the network to learn to identify a small subset of
words that all lead to the same class prediction as the entire text. They achieve this by
adding mechanisms that use a combination of a generator and an encoder. The generator
learns which text fragments could be candidate rationales and the encoder uses these can-
didates for prediction. Both the generator and the encoder are jointly trained during the
optimization phase. The model explanation is provided by associating the model prediction
with a set of critical input words.
Dong et al. (2017) focuses on providing intrinsic explanations for models on video cap-
tioning tasks. An interpretive loss function is defined to increase the visual fidelity of the
learned features. This method is based on the nature of the used dataset, which contains rich
human descriptions along with each video, and the rich text information can be leveraged
to add constraint towards explainability. To produce an explanation, semantically meaning-
ful concepts are first pre-extracted from human descriptions via Latent Dirichlet Allocation
(LDA), which covers a variety of visual concepts such as objects, actions, relationships, etc.
Based on the pre-extracted semantic topic, an interpretive loss is added to the original video
captioning DNN model, for jointly training to generate video captions along with forcing
the hidden neurons to be associated with semantic concepts.
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Model Prototype. This type of intrinsic method is specifically for classification tasks, and
is derived from a classical form of case-based reasoning (Kolodner, 1992) called prototype
classification (Marchette & Socolinsky, 2003; Bien & Tibshirani, 2011; Kim et al., 2014). A
prototype classifier generates classifications based on the similarity between the given input
and each prototype observation in the dataset. In prototype classification applications, the
word “prototype” is not limited to an observation in the dataset, but can be generalized to a
combination of several observations or a latent representation learned in the feature space.
To provide intrinsic explanations, the model architecture is designed to enable joint training
the prototypes along with the original task. The model explainability is achieved by tracing
the reasoning path for the given prediction back to each prototype learned by the model.
Li et al. (2018a) proposes an explainable prototype-based image classifier that can trace
the model classification path to enable reasoning transparency. The model contains two
major components; an autoencoder and a prototype classifier. The autoencoder, containing
an encode and a decoder, is to transform raw input into a latent feature space, and the latent
feature is later used by the prototype classifier for classification. The prototype classifier,
one the other hand, is to generate classification via i) first calculating the distances in the
latent space between a given input image and each prototype, ii) then passing through a fully-
connected layer to compute the weighted sum of the distances, and iii) finally normalizing the
weighted sums by the softmax layer to generate the classification result. Because the network
learns prototypes during the training phase, each prediction always has an explanation that
is faithful to what the network actually computes. Each prototype can be visualized by
the decoder, and the reasoning path of the prototype classifier can be partially traced given
the fully-connected layer weights and the comparison between input and each visualized
prototype, providing intrinsic model explanations.
Chen et al. (2019) introduces an explainable DNN architecture called Prototypical Part
Network (ProtoPNet) for image classification tasks. Similar to Li et al. (2018a), ProtoP-
Net also contains two components; a regular convolutional neural network and a prototype
classifier. The regular convolutional neural network projects the raw image into hidden
feature space, where prototypes are learned. The prototype classifier is to generate model
predictions based on the weighted sum of each similarity score between an image patch and
a learned prototype. Unlike Li et al. (2018a) where learned prototypes are corresponding
to the entire image, the prototypes in (Chen et al., 2019) are more fine-grained and are
latent representations of parts/patches of the image. To provide a model explanation, the
latent representation of each prototype is associated with an image patch in the training
set, shedding light on the reasoning clue of ProtoPNet.
4.4 Explanation Methods Lookup Table
Methods discussed in this field guide are categorized by distinct philosophies on eliciting
and expressing an explanation from a DNN. This organization is ideal to understand the
“classes” of methods that are being investigated in research and gradually implemented in
practice. This does not, however, resolve an obvious question from a machine learning
practitioner: What is the “right” type of explanatory method I should use when building
a model to solve my specific kind of problem? It is difficult to match the methods with
a particular situation because the type of explanation method suitable to that particular
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situation is often dependent on many variables including the type of DNN architecture, data,
problem, and desired form of explanation.
We propose Table 4 and Table 5 as a starting point in answering this question. All of
the papers in Figure 4 are organized in Table 4 and Table 5. Each table is titled with the
main category of explanation method. Both tables are organized into five columns. The first
column indicates the subcategory of the explanation method and the second column displays
the reference to the explanation paper. The following three columns contain summarized in-
formation taken directly from the explanation paper. The third and fourth columns contain
one or more icons representing the type of data used and the type of problem(s) presented
in the paper respectively. The meaning of the icons can be found at the bottom of the
table. The final column displays information about the specific DNN model on which the
explanation method has been used in the paper.
The practitioner can make use of Table 4 and Table 5 by considering what type of
data, problem, and DNN architecture they are using in their specific situation. Then the
practitioner can find an appropriate explanation method by matching the type of data,
problem, and DNN architecture with the ones in the tables. For example, if a practitioner
is using an image dataset to train a CNN on a classification problem, the practitioner can
make use of all the explanation methods for which the Õicon and the Zicon and “CNN”
are present in the respective rows. Note that in the “DNN Type” column we use “no specific
requirements” to indicate that the DNN used in the respective paper does not need to meet
any other specific requirements other than being a DNN. We use “model agnostic” to indicate
that the type of model does not matter, i.e., the model does not have to be a DNN.
5. Designing Explanations for Users
The foundations of explaining DNNs discussed in this survey are seldom enough to achieve
explanations useful to users in practice. ML engineers designing explainable DNNs in prac-
tice will thus often integrate an explanatory method into their DNN and then refine the
presentation of the explanation to a form useful for the end-user. A useful explanation must
conform to some definition of what constitutes a satisfactory explanation of the network’s
inner workings depending on the user, the conditions of use, and the task at hand. These
definitions are often qualitative (e.g., one user is better swayed by visual over textual expla-
nations for a task). User requirements for an explanation may further vary by preferences
between explanations that are of high fidelity versus those that are parsimonious. That
the quality of an explanation thus depends on user-and context-specific utility makes their
evaluation a difficult problem.
This suggests that explanations, grounded in the methods discussed in this field guide,
need to be designed by engineers on a case-by-case basis for the user and task at hand.
This section describes the following important design questions when engineers apply the
methods in this field guide in practice:
1. Who is the end user? The kind of end-user, and in particular their expertise in
deep learning and their domain-specific requirements, define the appropriate trade-off
between fidelity and parsimony in an explanation’s presentation.
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a) Visualization Methods
Explanation Paper Data
Type
Problem
Type
DNN Type
B
ac
k-
P
ro
p
ag
at
io
n
Erhan et al. (2009) Õ Z classifier has to be differentiable
Zeiler et al. (2011) Õ Z CNN with max-pooling + relu
Zeiler and Fergus (2014) Õ Z CNN with max-pooling + relu
Selvaraju et al. (2017) Õ Zei CNN
Zhou et al. (2016) Õq Z²e½ CNN with global average pooling
+ softmax output
Bach et al. (2015) Õq Z multilayer network
Lapuschkin et al. (2016) Õ Z CNN
Arras et al. (2016)  Z CNN
Arras et al. (2017)  Z CNN
Ding et al. (2017) q ) attention-based encoder decoder
Montavon et al. (2017) agnostic Z no specific requirements
Shrikumar et al. (2017) Õ Z CNN
Sundararajan et al. (2017) Õq Z) no specific requirements
Sundararajan et al. (2016) Õq Z no specific requirements
P
er
tu
rb
at
io
n Zeiler and Fergus (2014) Õ Z CNN
Li et al. (2016)  Z$ no specific requirements
Fong and Vedaldi (2017) Õ Z model agnostic
Zintgraf et al. (2017) Õ Z CNN
Robnik-Šikonja and
Kononenko (2008)
² Z models has to output probabilities
Dabkowski and Gal (2017) Õ Z classifier has to be differentiable
b) Model Distillation
L
oc
.
A
p
p
r. Ribeiro et al. (2016c) Õq² Z model agnostic
Ribeiro et al. (2016b) Õq² Z model agnostic
Ribeiro et al. (2018) Õq! ZïL model agnostic
Elenberg et al. (2017) Õ Z model agnostic
Baehrens et al. (2010) Õ² Z model agnostic
M
od
el
T
ra
n
sl
at
io
n Hou and Zhou (2020) q Z RNN
Murdoch and Szlam (2017) q ZË LSTM
Harradon et al. (2018) Õ Z CNN
Frosst and Hinton (2017) Õ Z CNN
Zhang et al. (2019a) Õ Z CNN
Tan et al. (2018) ! Z² no specific requirements
Zhang et al. (2017) Õ Z CNN
Zhang et al. (2018) Õ Z CNN, GANs
Data Types Problem Types
Õ image Z classification
q text ½ localization
 molecular graph e visual question answering
 DNA sequence ² regression
 embedding ) language translation
² categorical data $ sequence tagging
! tabular data ï structured prediction
L text generation
Ë question answering
i captioning
Table 4: Lookup table for the (a) visualization and (b) model distillation methods.
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Intrinsic Methods
Explanation Paper Data
Type
Problem
Type
DNN Type
A
tt
en
ti
on
M
ec
h
an
is
m
s
Vaswani et al. (2017) q ) transformer
Devlin et al. (2019) q ~ transformer
Bahdanau et al. (2014) q ) RNN encoder-decoder
Luong et al. (2015) q ) stacking LSTM
Wang et al. (2016) q ♥ attention-based LSTM
Letarte et al. (2018) q ♥Z self-attention network
He et al. (2018) q ♥ attention-based LSTM
Teney et al. (2018) Õq e CNN + GRU combination
Mascharka et al. (2018) Õ e various specialized modules
Xie et al. (2019) Õ Í various specialized modules
Park et al. (2016) Õq e various specialized modules
Vinyals et al. (2015) Õ i CNN + LSTM combination
Xu et al. (2015) Õ i CNN + RNN combination
Antol et al. (2015) Õq e CNN + MLP, CNN + LSTM
combinations
Goyal et al. (2017) Õq e CNN + LSTM combination
Anderson et al. (2018) Õq ei region proposal network +
resnet combo, LSTM
Jo
in
t
T
ra
in
in
g
Camburu et al. (2018) q ~ LSTM
Hind et al. (2019)  Z model agnostic
Hendricks et al. (2016) Õ Z CNN
Zellers et al. (2019) Õq ® recognition to cognition net-
work
Liu et al. (2019) q Z encoder-predictor
Park et al. (2018) Õq Ze pointing and justification
model
Kim et al. (2018b) Õ 3 CNN
Lei et al. (2016) q ♥ encoder-generator
Melis and Jaakkola (2018) Õ²! Z self-explaining neural net-
work
Iyer et al. (2018) Õ ð deep q-network
Dong et al. (2017) i i attentive encoder-decoder
Li et al. (2018a) Õ Z autoencoder + prototype
layer combination
Chen et al. (2019) Õ Z prototypical part network
Data Types Problem Types
Õ image Z classification
q text e visual question answering
 embedding ) language translation
² categorical data i captioning
! tabular data ♥ sentiment analysis
i video Í visual entailment
® visual commonsense reasoning
~ language understanding
ð reinforcement learning
3 control planning
Table 5: Lookup table for the intrinsic methods.
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2. How practically impactful are the decisions of the DNN? Here impact corre-
sponds to the consequence of right and wrong decisions on people and society. Time-
critical scenarios require explanations that can be rapidly generated and processed by
a user should there be a need to intervene (e.g., in self-driving cars). Decision-critical
scenarios require explanations that are trustworthy, that is, an explanation that a user
trusts to be faithful to the actual decision-making process of the DNN.
3. How extendable is an explanation? It is expensive to design a form of explanation
for only a single type of user who faces a single type of problem. A good design should
thus be grounded on a single user’s preferences that can be applied to multiple types
of problems, or be flexible enough to appeal to multiple user types examining the same
problem type. It may not be feasible to devise the presentation of an explanation that
appeals to a broad set of users tailed to a diverse set of problems.
5.1 Understanding the End User
One of the primary tasks to design an explanation is to determine the type of end-user
using the system. The literature has documented cases of designs that provide both low-
level technical specific explanations targeting on deep learning experts (Zeiler & Fergus,
2014; Sundararajan et al., 2017; Anderson et al., 2018; Li et al., 2016; Fong & Vedaldi,
2017; Zintgraf et al., 2017), and high-level reasoning extracted explanations catering normal
users (Harradon et al., 2018; Zhang et al., 2019a, 2017, 2018). DNN experts care mostly
about technical details and potential hints for model revising and performance improvement.
Ideal explanations for them could be in form of input feature influence analytics (Adler et al.,
2018; Koh & Liang, 2017; Li et al., 2016; Fong & Vedaldi, 2017), hidden states interaction
and visualizations (Anderson et al., 2018; Vaswani et al., 2017; Vinyals et al., 2015; Zeiler &
Fergus, 2014; Selvaraju et al., 2017; Bach et al., 2015; Sundararajan et al., 2017), etc. DNN
experts, for instance, could check if the model is emphasizing reasonable image areas (Zeiler
& Fergus, 2014) or text elements/words (Vaswani et al., 2017; Sundararajan et al., 2017)
towards generating corresponding model decisions, and propose model revision strategies
accordingly. Normal users, on the other hand, mainly focus on the high-level functionality
of the model, instead of technical details. Their main concern is if the model is working
reasonably and not violating human logic. The explanation can be represented in the form
of extracted reasoning logic (Harradon et al., 2018; Zhang et al., 2019a, 2017, 2018) or
some easy to understandable input clues with respect to given prediction (Ribeiro et al.,
2016c). If the decision is generated on unexpected input elements or not following a logical
reasoning process, a doubt could be raised by the user to deny such a model decision.
Considering the different user expertise level on DNN knowledge, the designing of a general
model explanation system, which satisfies both DNN experts and normal users, is challenging
and remains to be explored.
The domain a user operates in is another important consideration. For example, the
explanation needs of a medical doctor require that the explanation representation be de-
tailed enough such that the doctor can understand the reasoning process behind the specific
diagnosis and be confident about said diagnosis (Lipton, 2017), e.g., the patient needs this
specific treatment because it identifies features of cancer at a particular stage. But no
explainable method is able to automatically tailor its explanations to end-users for a spe-
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cific domain. One possible way to obtain such explanations using the present art is if the
features of the input data that are expressed by an explanation method have an intuitive
domain-specific interpretation, which is built upon a systematic knowledge base constructed
by domain experts.
5.2 The Impact of DNN Decisions
The need for and characteristics of an explanation depends on the impact of a DNN’s
operation on human life and society. This impact can be realized based on the impact and
speed of a decision. In time-critical scenarios (Grigorescu et al., 2019) where users must
process and react to DNN decisions in limited time, explanations must be produced that
are simple to interpret and understand and are not computationally intense to perform.
This is a particularly important aspect of explanations that is seldom investigated in the
literature. For example, a DNN providing recommendations during a military operation,
or sensing upcoming hazards on a vehicle, needs to support their output with explanations
while giving the user enough time to process and react accordingly. In a decision-critical
scenario (Grigorescu et al., 2019; Nemati et al., 2018; Ahmad et al., 2018), the ability to
not only interpret but deeply inspect a decision grows in importance. Any user decision
based on a DNN’s recommendation should be supported with evidence and explanations
others can understand. At the same time, should a DNN’s recommendation turn out to be
incorrect or lead to an undesirable outcome for the user, the model should be inspected post-
hoc to hypothesize root causes and identify “bugs” in the DNN’s actions. Deep, technical
inspections of the neural network guided by comprehensive interpretations of its inference
and training actions are necessary for such post-hoc analysis.
Few current model explanations are designed with time- and decision-critical scenarios in
mind. The computational cost of many model explanations tends to be high and may require
extra human labor, which is undesirable if an automatic instant explanation is needed. For
instance, for explanations presented in form of model visualization (Zeiler & Fergus, 2014;
Selvaraju et al., 2017; Shrikumar et al., 2017; Sundararajan et al., 2017; Montavon et al.,
2017; Zhou et al., 2016), extra human effort is needed for verification, which is potentially
costly. Besides, some explanation methods with post-hoc training involved (Ribeiro et al.,
2016c; Frosst & Hinton, 2017; Krakovna & Doshi-Velez, 2016; Hou & Zhou, 2018) may be
limited in its utility on providing explanations for real-time input. The study for decision-
critical scenarios is still under development. In order to increase the fidelity and reliability
of model decisions, a variety of topics are explored besides model explanations, including
model robustness (Papernot et al., 2016b; Meng & Chen, 2017; Xie et al., 2017; Samangouei
et al., 2018; Li et al., 2018b), fairness and bias (Heidari et al., 2018; Calders et al., 2009;
Hardt et al., 2016; Zafar et al., 2017a; Calmon et al., 2017; Gordaliza et al., 2019; Agarwal
et al., 2018; Menon & Williamson, 2018; Donini et al., 2018; Dwork et al., 2018; Pleiss et al.,
2017; Beutel et al., 2017), model trustworthiness (Jiang et al., 2018; Heo et al., 2018), etc.
The study of the aforementioned topics, together with model explanations, may jointly shed
light on potential new solutions for applications on decision-critical scenarios.
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5.3 Design Extendability
Modularity and reusability are important extendability traits in the architecture of large-
scale software systems: modularity promotes the ability of an engineer to replace and alter
system components as necessary, while reusability promotes the use of already proven soft-
ware modules. In a similar vein, highly reliable and performant DNN systems should also be
constructed with reusable and highly modular components. Modularity is a trait of the func-
tional units of a DNN that may be adaptable for multiple architectures. For example, the
form of an attention mechanism suitable for any kind of sequential data processing (Vaswani
et al., 2017; Devlin et al., 2019). A highly modular DNN architecture may be one that con-
tains many “plug and play” components in each layer so that its complete design can be seen
as a composition of interconnected functional units. Reusability speaks to complete DNN
systems, perhaps already trained, that can be reused in multiple problem domains. One
example of reusability is the common application of a pre-trained YOLO (Redmon et al.,
2016) model for object localization in frames in a deep learning video processing pipeline.
DNN explanation methods that also exhibit these extendability traits are more likely
to be broadly useful over a variety of DNN models and application domains. Modularized
explainable models will crucially reduce the overhead in implementing and deploying ex-
plainability in new domains and may lead to explanatory forms a user is familiar with over
multiple types of models. Reusability plays a role in risk control, such that the fidelity of
an explanation remains consistent however the explanatory method is applied.
Neither modularity nor reusability is the focus of explainable methods in the literature.
However, existing methods could be divided by how modular they potentially are. Model-
agnostic methods (Ribeiro et al., 2016c, 2016b, 2016a; Fong & Vedaldi, 2017; Jha et al.,
2017), which do not take the type of model into account, are modular by definition in the
sense that the explanatory module is independent of the model it is producing explanations
for. On the other hand, The second category contains explanation methods that are very
specific to the model (Shrikumar et al., 2017; Zeiler & Fergus, 2014; Bach et al., 2015;
Montavon et al., 2017; Zhou et al., 2016; Murdoch et al., 2018; Xie et al., 2017; Park et al.,
2018; Hendricks et al., 2016). This aspect is important for expert users that are developing
deep learning models and need to understand specifically which aspect of the deep learning
model is influencing the predictions, e.g. in model debugging. However, these methods by
their very nature lack modularity.
6. Future Directions
The field guide concludes by introducing research directions whose developments can con-
tribute to improving explainable deep learning.
Developing a Systematic Theory of Model Explanation. Currently, there is still a
lack of systematic general theory in the realm of DNN explanation (Arrieta et al., 2019; Díez
et al., 2013). A systematic theory should be able to benefit the overall model explanation
studies, and once formed, some current challenging explainable problems may be able to
be handled properly by nature, and some novel directions may be proposed based on the
systematic theories.
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User-friendly Explanations. User-friendly explanations are needed to minimize the tech-
nical understanding of a user to correctly interpret explanations. As the concern of the
opaque nature of DNNs is raising increasing attention in the society and even required by
law, model explanations would inevitably be mandatory in a wide range of real-life appli-
cations (Goodman & Flaxman, 2017). Given the varied backgrounds of model users, the
friendliness would be a future trend towards constructing explanations of high qualities.
Most explainable methods are still catering towards expert users instead of laymen (Ras
et al., 2018), in the sense that knowledge about the method, for instance the DNN process,
is needed to understand the explanation. The requirement on model knowledge limits the
wide usage of such explanation models, since in real scenarios the chance of the end-users
being machine learning experts is very low. Assuming the end-user has been correctly deter-
mined, the next step is to determine what needs to be explained, i.e., which step or decision
does the system need to explain?
Producing Explanations Efficiently. Time and decision-critical explanations (Grig-
orescu et al., 2019; Ahmad et al., 2018; Nemati et al., 2018), as discussed in Section 5.2,
must be produced with enough time for a user to react to a DNN’s decision. An efficient
manner to produce explanations further saves computational power, which is favorable in in-
dustrial applications or when explanations are required in environments with low computing
resources.
Methods for DNN Model Debugging. To the best of our knowledge, the current liter-
ature on DNN model debugging is very limited. This is arguable, after the development of a
systematic theory, among the most important directions that can support explainable deep
learning. By creating good model debugging tools, DNN engineers will have essentially pro-
duced explainable deep learning techniques for technical experts able to reflect the influences
of model errors and behaviors (Hall, 2019). This very low-level understanding of exactly
how the errors are happening can form a basis to develop more intuitively interpretable
explanations a layman can understand.
Developing Methods for Trustworthiness. The vulnerability of a DNN to adversarial
examples (Yuan et al., 2019; Goodfellow et al., 2014; Carlini & Wagner, 2017; Madry et al.,
2017) and poisoned training sets (Saha et al., 2019) raises much concern on trustworthiness.
As more and more DNNs are leveraged in real-life applications, the demand for model
trustworthiness would undoubtedly increase, especially for decision-critical scenarios where
undesired decisions may cost severe consequences. This thread of research is only beginning
to be developed (Jiang et al., 2018; Heo et al., 2018).
Evaluating Explanations. Compared to the booming of a variety of methods on explain-
able deep learning, the research progress on evaluations of such methods seems to slightly
fall behind. Most current evaluation methods are mainly for explanations on general ma-
chine learning (Doshi-Velez & Kim, 2017; Narayanan et al., 2018; Mohseni et al., 2018;
Yang et al., 2019; Cui et al., 2019), while a few is on deep learning (Samek et al., 2017a;
Nie et al., 2018; Adebayo et al., 2018). One main challenge for explainable evaluations is
the lack of ground truth for most cases. Besides, the favorable evaluation metric may vary
a lot according to the specific evaluation goal and oriented user groups. Based on potential
answers to the question “what makes a good interpretation? ”, different criteria are proposed
as the evaluation goal. Human-friendly or human-centered (Narayanan et al., 2018) is one
criterion, that the interpretations should be organized in a way that is easier for human
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understanding. Complexity (Cui et al., 2019) measures the complexity of the explanations.
The more complex explanations are, the less human-friendly it tends to be. Accuracy, or
correctness, fidelity (Mohseni et al., 2018; Cui et al., 2019; Yang et al., 2019), requires the
interpretations provided should accurately depict the internal decision making process. Cov-
erage, or completeness (Cui et al., 2019) demands to provide complete information on the
model interpretations such that it is reproducible. Besides the above criteria, Yang et al.
(2019) also defines generalizability and persuasibility, where the former measures the gen-
eralization power of explanations and the latter is about how well human comprehend the
explanations, which is similar to the human-friendly criterion. The evaluations on interpre-
tation methods usually follow some of the aforementioned criteria as guidelines. Currently,
many evaluations on DNN explanations, especially explanations through visualizations, are
mainly focusing on the accuracy/correctness of the explanations (Nie et al., 2018; Adebayo
et al., 2018).
7. Conclusions
The rapid advancements in deep neural networks have stimulated innovations in a wide range
of applications such as facial recognition (Masi et al., 2018), voice assistance (Tulshan &
Dhage, 2018), driving system (Jain et al., 2015), etc. The field of deep learning explainability
is motivated by the opacity of DNN systems society increasingly relies on. Government
policies, for instance the EU’s General Data Protection Regulation (GDPR) (Goodman &
Flaxman, 2017), alludes to a future where the explainability aspects of deep networks will
become a legal concern.
We hope this field guide has distilled the important topics, related work, methods, and
concerns associated with explainable deep learning for an initiate. The necessary external
traits of DNN explanations reveal the demand for this research topic in the community.
Topics closely associated with DNN explainability, including model learning mechanism,
model debugging, adversarial attack and defense, and model fairness and bias, are reviewed
as related work. A wide range of existing methods on deep learning explainability is in-
troduced and organized by a novel categorization scheme, depicting the field in a clear and
straightforward way. A discussion on user-oriented explanation designing and future trends
of this field is provided at the end of this survey, shedding light on potential directions on
model explainability. Given the countless papers in this field and the rapid development of
explainable methods, we admit that we are unable to cover every paper or every aspect that
belongs to this realm. For the papers covered, we carefully designed hierarchical categories,
such that the skeleton of this field is visualized.
In the end, the important thing is to explain the right thing to the right person in the
right way at the right time.2 We are excited to continue to observe how the field evolves
to deliver the right explanation, to the right audience who need it the most. We hope the
numerous solutions being actively explored will lead to the fairer, safer, and more confident
use of deep learning across society.
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