Until now, some methods for minimizing deterministic fuzzy finite tree automata (DFFTA) and weighted tree automata have been established by researchers. Those methods are language preserving, but the behavior of original automata and minimized one may be different. This paper, considers both language preserving and behavior preserving in minimization process. We drive Myhill-Nerode kind theorems corresponding to each proposed method and introduce PTIME algorithms for behaviorally and linguistically minimization. The proposed minimization algorithms are based on two main steps. The first step includes finding dependency between equivalency of states, according to the set of transition rules of DFFTA, and making merging dependency graph (MDG). The second step is refinement of MDG and making minimization equivalency set (MES). Additionally, behavior preserving minimization of DFFTA requires a preprocessing for modifying fuzzy membership grade of rules and final states, which is called normalization.
Introduction
Fuzzy sets was introduced by Zadeh 0 as an extension of the classical notion of crisp set. Fuzzy set theory generalizes the classical sets and permits the gradual assessment of the membership of elements in a set. This theory can be used in a wide range of domains. One such domain is fuzzy automata theory, which at first introduced by Wee 0. A fuzzy automaton is a device which accepts a fuzzy set of words called fuzzy language. Automata have a long history both in theory and application (see 0). Finite Tree Automata (FTA) was introduced by Doner 0 and Thatcher and Wright 0. Their goal was to prove the decidability of the weak second order theory of multiple successors. An FTA accepts a set of trees called recognizable tree language 0. Trees appears in mathematics, computer science and other areas http://www.ispacs.com/journals/jfsva/2014/jfsva-00191/ International Scientific Publications and Consulting Services as formal terms, algebraic expressions, parse and derivation trees, computation trees, and generally as representations of hierarchically organized structures. A fuzzy set of trees, called recognizable fuzzy tree language if it can be accepted by some Fuzzy FTA (FFTA) 0. The membership grade of each tree in language of FFTA is known as behavior of automaton. When the membership grade of trees takes values in a lattice (rather than in the unit interval of real numbers), the language called fuzzy tree language 0. From a practical perspective, it is important that the considered automata are as small as possible (minimal). The problem of finding a minimal automaton which its language is similar to the given automaton, called minimization, is closely related to the equivalency decision problem. Before a type of fuzzy systems is put into application, we should know clearly the basic mechanism of how it approximates a designed mapping from the input spaces to the output spaces. Therefore, the concept of similarity or approximate equality 0 on a universe X should be modeled by a fuzzy relation on X . Let A and B be two fuzzy sets on a universe X . We use two relations for similarity measure. The first is: Two fuzzy sets A and B are equal (denote by n is the number of transition rules. We consider both relations for similarity measure;  for behavior preserving (fuzzy) minimization of FFTA and  for its language preserving (non-fuzzy) minimization. The proposed algorithms have the same structure with the order of time complexity () O lmn and the order of space complexity 2 () Om . The behavior preserving minimization algorithm requires a pre-processing for modifying fuzzy membership grade of rules and final states called normalization. The order of time complexity of the proposed normalization algorithm is () O l n and its order of space complexity is () Om which both do not change the total complexity of proposed minimization algorithm.
Preliminaries

Some Fuzzy Algebraic Structures
We will present our results in the context of L-fuzzy sets, i.e. all of the results presented below hold when membership takes values in a lattice rather than in the unit interval of real numbers. Let ( , , , ) L    be a lattice with the least element 0 and the greatest element 1 . A lattice ( , , , ) L    is complete if the least upper bound X  and the greatest lower bound X  exist for all XL  . 
Since M is complete, reduced and deterministic; then, the order of all rules r   related to each n f  is similar to a sequence of n digit (7) to (13) consists a loop that during each repetition, processes at least one transition rule. Since transition rule will be processed only one time, the number of repetitions of this loop is (| |)
O  . We note that the number of repetitions of lines (9) and (10) 
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, and the equivalence class of t in ~ is contained in the equivalence class of t in b  . Consequently, the index of b  is lower than or equal to the index of ~ which is finite. (1) (1), (2) and (3) are three nested loops which cause lines (4) and (5) repeat
times. According to Lemma 6, order of time complexity for finding offset of ' r by r is (1) O . Furthermore, we assume that a two dimension array (adjacency matrix) is used for holding set E . Thus, order of time complexity for adding an edge is (1) O . Therefore, the order of time complexity for . The lines (6) to (9) is a loop that can be done in (| |)
 and the set of connected components of ' G is an optimum clique partitioning. As well, the order of time complexity for lines (11) and (12) rr , 6 18 ( , ) rr , 7 19 ( , ) rr or 10 13 ( , ) rr .
Step 2. Step 3: Let 
Conclusion
This paper introduced efficient methods for both language preserving and behavior preserving in minimization of DFFTA. The order of time complexity of proposed methods is () O lmn ; where l is the maximum rank of alphabet  , m is the number of states and n is the number of transition rules. Also, in behavior preserving method, the FFTA must be normalized. The normalization of a FFTA can be done in order of time complexity () O ln . As well, Myhill-Nerode kind theorem corresponding to state equivalence relation of each minimization method is derived. Of course, we should note there are many related open problems required to study, such as minimizing DFFTA based on a similarity measure.
