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 Suicide is a global health issue that involves the biological, social, cultural, 
spiritual, and psychological state of an individual in addition to many other factors 
which interact and lead a person to Suicidal Ideation (SI) and Suicide Attempt (SA). 
Over the last decade, with the advent of large medical databases, there has been a 
tremendous rise in the use of Business Intelligence (BI) in the healthcare sector. 
Healthcare uses BI tools to transform raw data into meaningful information to extract 
the potential value of historical data. Timely diagnoses of mental health problems can 
assist experts to address it at an early stage and enhance patient’s quality of life. 
There is a critical need to examine the fundamental psychological well-being issues 
among the worldwide population, which may develop into more complex issues, if not 
considered at an early period.  
This research focuses on two main components: Data visualization and Predictive 
model. First, a mental health dashboard is created using an end to end approach in 
which mental health data is pre-processed, integrated, and visualized in the form of 
several reports. These reports display the aggregated results in visually appealing 
formats (i.e., graphs, tables, pie charts, and line graphs) and allow navigation to finer 
granularity reports via drill down and drill through reports. Second, a predictive model 
is built to forecasts Suicide Attempts (SA). Ontario Mental Health Reporting System 
(OMHRS) database obtained from CIHI (Canadian Institute for Health Information) is 
used to train and test the predictive model. This model uses advanced data mining 
algorithms, including Artificial Neural Networks, Decision trees, and regression. The 





determine the accuracy of the model. In addition, a web form is created, which takes 
input from the user and calculates the probability of SA for a given patient. The 
objective of this research is to provide a better understanding of trends, outliers, and 
patterns to enable healthcare providers to make more informed decisions and 
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 Non-Suicidal Self-Injury (NSSI) can be explained as the act of harming oneself 
such as damaging tissues of the body (cutting, stabbing, and burning) without any 
intention of suicide. On the contrary, Suicide Attempt (SA) can be defined as the 
intentional self-injury or self-harm to kill oneself [1]. No-Attempt of Self- Injury (NASI) 
is when a patient has no intention to commit suicide or self-harm, but has mental 
disorder. In this research, we have used self-harm or self-injury interchangeably. Self-
harm and suicide are critical global health issues that have been increasing over the 
past several decades. Every year around the world, approximately one million people 
die by committing suicide. In the last 45 years, suicide rates have increased by 60 
percent worldwide [2]. There is no doubt that suicide is a tragedy that affects everyone.   
 Currently, suicide is the ninth leading cause of death in Canada (Figure 1). 
More specifically, it has become the second leading cause of death in Canada among 
children and young adults, and the third leading cause of death for people aged 30 to 
44 years. On an average day in Canada, 10 people commit suicide, which 
approximates to 4000 deaths per year. Such high rates of suicide observed in the 
population is a sign that there is an urgent need to identify and help high-risk patients 





struggling with mental health issues. Individuals usually commit suicide because they 
are no longer able to withstand mental, emotional, or physical pain [3].  
 Over the last several years, extensive research has been conducted on Mental 
Illness (MI) and human behaviour to understand existing pathways to suicide. Most 
studies found strong relationships of mental illness and suicide using factors such as 
gender, past suicidal attempt, anxiety, depression, hopelessness, and Non-Suicidal 
Self Injury (NSSI) thoughts. Many suicide decedents received mental health care prior 





to the suicide attempt. Despite decades of existing research, there still remains many 
hidden risk factors that contribute to suicidal/NSSI attempt or suicidal thoughts. 
 “It’s like cancer. But we ignored it for decades, and now we’re 
surprised? All of us in this society recognize that this is an important 
issue and an issue that continues to occur and that many in society 
are trying to figure the underlying factors” says Munn [4]. 
 
 In 2016, the federal framework for suicide prevention act recognized that 
mental health and suicide are critical global issues, and need to be treated as 
priorities. It also promotes the need for research and evidence-based practices for the 
prevention of suicide. It not only highlights that suicide is preventable but also 
suggests that accurately identifying high-risk targets/ patients is crucial to reduce the 
mortality rate [5].  
 Suicide is a complex issue that involves the biological, social, cultural, spiritual, 
and psychological state of an individual, in addition to many other factors which 
interact and lead a person to Suicidal Ideation (SI) and Suicide Attempt (SA). Risk 
factors such as misuse of medications, suicide plan, considering self-harm, recent 
self-injury, and many others are yet to be studied in conjunction with mental health 
disorders. Over the last decade, with the advent of the voluminous medical databases, 
there has been a tremendous rise in the use of Business Intelligence (BI) in the 
healthcare sector. Healthcare organizations use tools to transform raw data into 
meaningful information to extract the potential value of historical data.  
 Majority of the research is focused on the correlation of SA using cross-





have examined the risk factors that contribute to SA using advanced data mining 
algorithms, predictive modeling visual analytics. In this thesis, we have used the 
Canadian mental health data for patients admitted and discharged between April 1, 
2006 and March 31, 2017 from psychiatric beds in Ontario. Besides, a model that 
predicts the likelihood of SA has been developed using this sample. This model will 
help clinicians, and healthcare providers make timely decisions for diagnosis and 
identify bottlenecks in the healthcare system.  
 In the rest of this chapter, we introduce the fundamental concept of mental 
health and its correlation with NSSI, SA, and SI, big data in healthcare and data 
mining. Following that, we address the importance and contributions of the study.  
1.1 Mental Health 
 
 Mental health is an important part of physical health. It includes emotional, 
psychological, and social well-being. A history of mental illness has been identified in 
up to 90 percent of adolescents who have died by committing suicide. Additionally, 
anyone is at risk of developing a mental illness. Age, race, gender, citizenship, or 
religion are not responsible factors. Mental health depends upon many different 
conditions such as traumatic situations, loss of a loved one, financial situation, level 
of education, life experiences, family history, and many others. Mental health can be 
defined as mental illness when a human being loses the ability to handle certain 
situations, emotions, and communication behaviour. There is no one way to fall prey 





illnesses in the Diagnostic and Statistical Manual of Mental Disorders (DSM-V1) [7] 
include:  
Mood Disorders: Mood disorders can be described as the feeling of sadness, 
irritability, or unsureness at one time or another. This is common among people with 
depression and bipolar disorders.  
Anxiety Disorders: Anxiety disorders are a form of response to certain situations with 
fear and dread. Common diagnoses in the group are panic disorders, Obsessive-
Compulsive Disorders (OCD), and social phobia. 
Substance Abuse Disorders: This is a disease that affects a person’s brain and 
behaviour due to the use of an abused substance. The DSM-V identifies that alcohol, 
marijuana, caffeine, opioids, and sedatives are the different classes of drugs that come 
under substance abuse. 
Self-harm: Self-harm is when someone tries to hurt him/herself and tries to change 
emotional pain into physical pain. This can be done in many ways, such as cutting, 
poisoning, overdosing, exercising excessively, and many others. If self-harm is not 
appropriately treated, it could lead to a SA causing intentional or unintentional death 
[8].  
Suicidal Ideation (SI): Everyone’s suicidal ideations are unique to them. SI is the 
thought of killing oneself intentionally. These ideas fluctuate moment to moment. 
                                                          





Common experiences include hopelessness, feeling unwanted by others, and/or 
overwhelmed by negative thoughts and desperation. 
1.2 Correlation of Mental Health with Non-Suicidal Self-Injury (NSSI), 
Suicide Attempt (SA), and Suicide Ideation (SI) 
 Mental health issues affect a large proportion of the world population and result 
in life-threatening outcomes [9]. Research reveals that the occurrence of suicidal 
thoughts is closely associated with poor mental health such as depression, substance 
abuse, post-traumatic stress disorder, bipolar personality disorder, mood disorder, 
anxiety, and schizophrenia [10]. Poor mental health is not the only reason for SI. There 
can be other risk factors such as sexual abuse, behaviour, education level, 
employment, suicide plan, recent SAs, social support, treatment variables (length of 
stay, hospital type), satisfaction from their lives, behaviour, thoughts, and drug use 
which can lead to suicidal ideation. Such risk factors are identifiable from an interview, 
survey, and patient data that can be analyzed to reveal patterns, associations, and 
trends unfolding in NSSI and SA behaviour.  
 NSSI and SA are major public health concerns among mentally ill patients. 
Suicidal behaviour among adolescents is especially a critical issue (Figure 2). In 2009-
2010, approximately 1,324 hospitalizations among children and youth in Canada were 
related to self-harm. This number almost doubled in 2013-2014. A significant increase 
in the number of deaths among girls has been observed, which was related to self-





Figure 2. Number of hospitalization among youth for intentional self-harm in Canada from the year 
2009-2010 to 2013-2014 [11] 
 Many clinicians have observed that adolescents who have harmed themselves 
denied suicide intent. Self-harming behaviour is a significant dilemma for clinicians; it 
is not because of the vulnerability of the patient, but also because of the uncertainty 
whether the patient was trying to kill him/herself and if he/she will repeat the harm. 
Healthcare presents us with a lot of information. Big Data Analytics presents us with 
tools (i.e., SPSS Modeler, Tableau, Excel, R, and Qlik) and algorithms (such as 
regression, association rule learning, data mining, and statistical analysis) that can be 
used to correlate and extract meaningful information. In this thesis, we use Big Data 
Analytics and tools to uncover hidden knowledge to find different patterns, understand 
associations between risk factors and identify trends within the mental health data. 
Such analytics has the ability to predict the outcome of disease, improve quality of life, 






1.3 Big Data Analytics in Healthcare 
 The healthcare industry generates approximately 30 percent of the world’s data 
[12].  Big Data in healthcare refers to the large electronic volume of complex health 
data from numerous heterogeneous sources including, electronic health records 
(EHR’s), medical imaging, patient portals, public records, laboratory, social media 
posts, telehealth, machine-generated/sensor data and among others. Data is similar 
to oil: unprocessed oil is of no use. Likewise, data in the unprocessed form is 
practically useless.  Big data is generally characterized into dimensions called 6V’s 
[13] (Figure 3), as explained below. 
1. Volume: Volume refers to the quantity of data generated by the healthcare 
sector. Quantity means a large number of cases or in some instances, the 
quantity of information on each person. The volume of worldwide healthcare 
data in 2015 was 7,910 Exabytes. The estimated quantity of the data to be in 
existence in 2020 is 25,000 Petabytes.  
2. Value: Value is the knowledge or important information that can be extracted 
from data.  
3. Veracity: This refers to the data quality concerning accuracy and integrity. Data 
quality issues are of concern in healthcare for two reasons: first, life and death 
decisions are made using the data available. Second, the quality of 
unstructured data, handwritten results, and prescriptions are perhaps the most 






4. Visualization: Data visualization is the art of representing data in a pictorial or 
graphical format. Intuitive data visualization, such as interactive dashboards 
with filters, help clinicians in understanding the meaningful interaction with the 
data [15].  
5. Variety: Variety refers to the various types of data such as structured, semi-
structured, and unstructured data. This includes data from social media, blogs, 
web server logs, prescriptions, lab results, Global Positioning System (GPS), 
and Radio Frequency Identification (RFID) tracking information.  
6. Velocity: Velocity refers to the speed at which data is being generated and the 
speed at which the data can be stored and shared. Patient information is being 
collected continuously every minute of the day by psychiatrists, clinicians, 
social media, and smartphones. The collected data is stored in relational 
databases or data warehouses and could be used to find hidden patterns and 
knowledge that could be clinically useful [16]. 
 The current trend in healthcare is now changing from curing diseases to 
preventing them, due to the rapid increase of data analytics and improved quality of 
life and care. Big Data in healthcare provides an excellent opportunity to analyze, 
understand, categorize, and visualize data using various analytical concepts such as 
data mining, natural language processing, artificial intelligence, and predictive 
analytics. 
Volume Value Veracity Visualisation Variety Velocity





 Although there are many qualitative studies which have shown a relationship 
between SA, mental disorders (depression, anxiety, and hopelessness), and SI,  very 
few studies have examined the other salient risk factors (i.e., suicide plan, past 
attempts, number of admissions, OCD, consider performing self-harm) which may 
contribute to suicide.  
 In this thesis, we build a predictive model using several advanced data mining 
algorithms, i.e., C5.0 trees, Logistic Regression, Artificial Neural Network s (ANN), 
CHAID, and Ensemble. This model uses mental health data to predict the likelihood 
of SAs, identify patients at high-risk, and offer early detection of suicidal acts. The 
following sections provide an overview of data mining and predictive modeling 
concepts. 
1.3.1 Mining big data for health 
 
 As stated previously, the healthcare domain has an enormous collection of 
heterogeneous data. The lack of data is not an issue anymore; however, the problem 
is to generate useful results and retrieve hidden information from data. Data mining, 
also called knowledge discovery, is the process of exploring hidden patterns which 
are previously unknown and extracting potential information from data using pattern 
recognition techniques, and artificial intelligence with statistical algorithms [17].  
 The application of data mining fundamentals such as predicting trends, 
discovering patterns in patient behaviour and conditions, and determining various 
associations between discrete data increase the potential to uncover hidden 





advances in processing power have enabled the use of data mining algorithms to 
analyze large volumes of complex data. The more complex the data 
(unstructured/structured data resides in multiple places such as EMR, different 
departments), the more potential there is to uncover the relevant insights using data 
analytic tools [19]. 
 Several data mining algorithms, such as link analysis, statistic tools, and 
scientific algorithms, have been used for analyzing NSSI and SA [20]. However, 
relationship modeling and predictive modeling are some areas that have not been 
explored profoundly. Relationship modeling is a process of combining and analyzing 
multiple datasets to uncover the hidden relationship or patterns [21]. A predictive 
model uses various data mining algorithms to predict future observations and is 
explained in detail in the next section.  
1.3.2 Predictive modeling 
 
 Predictive modeling is the process of applying data mining algorithms to pre-
processed data in order to predict the likelihood of an event and to identify patterns in 
data that allows predicting the future event. Each algorithm used by the predictive 
model analyzes the historical and current data to forecast future events or behaviour 
[20]. Generally, predictive modeling has two phases: learning and decision making. 
The learning phase transforms the large dataset into small datasets on which new 
association and decision rules are formed. The decision phase uses these rules and 
helps in making accurate decisions. This is very useful in the healthcare sector where 





treatment. Thus, the goal of predictive modeling is to make reliable predictions based 
on specified predictors, which can be used by experts to determine a diagnosis, 
treatment, and decision-making planning for patients.  Association of NSSI and SA 
with mental health disorders has been examined in the field of psychology, but the 
role of predictive models and their use in NSSI/SA is an area that is yet to be explored.  
1.4 A glimpse of literature  
 
 Numerous research studies have been done in the area of mental health. For 
instance, S. Man Bae, S. A Lee, and Seung-Hwan Lee [22] used data mining 
algorithms to predict SA among Korean school students using one year (2011) of 
mental health survey data from the National Youth Policy Institute of Korea. 
Researchers found that variables like juvenile delinquency and intimacy with family 
had a strong association with SA. In 2015, the Columbia- Suicide Severity Rating 
Scale (C-SSRS) was used as a screening tool that predicted future suicides of 
adolescents between 15 to 24 years [23]. Several researchers discovered and agreed 
that the mental health, demographic, sociodemographic variables, NSSI, and SA have 
a strong association between them. With little of the research being Canadian based, 
it is possible that the Canadian experiences are/are not substantially different. A 
comprehensive literature review is provided in Chapter 2. 
The next section describes the main objectives and benefits of this research study.  
1.5 Objectives 
 
 Psychiatric research has investigated the factors which can influence SI, but it 





behaviour, predictions, and risk factors that contribute to SI, SA, and NSSI are limited 
by factors such as self-reporting data, surveys, or interviews. This is problematic 
because of the possibility that the patient may provide false or incorrect information 
resulting in inaccurate and unreliable predictions.  
 A model that accurately predicts the likelihood of a future SA could be a useful 
tool for healthcare providers. It could enable early interventions to prevent suicides 
and enable more efficient utilization of the facilities in psychiatric hospitals. Suicide or 
self-harm ideation are critical risk factors and can be used as an effective predictor for 
future deaths [20]. The objectives of this research are to  
 Analyze patient data to determine risk factors that have the highest impact on a 
patient’s actions (suicidal ideation, suicide attempt, and self-harm), using data 
mining algorithms.  
 Build a predictive model that forecasts the likelihood of attempting suicide among 
mentally ill patients. 
 Build an interactive dashboard to visualize insightful information with regards to 
SAs and categorize data by demographics (i.e., by gender, age, marital status, and 
education), self-harm, social relations, mental stressors, and mental disorders. 
This will enable healthcare providers, clinicians, and decision makers to recognize 
patterns, understand the relationships between different variables, which might not 







1.5.1 Data Source 
 
 The primary data source for this research is CIHI (Canadian Institute of Health 
Information). CIHI is an independent, non-profit organization that provides Canadian 
Health data [24]. CIHI has 28 pan-Canadian databases, one of which is the Ontario 
Mental Health Reporting System (OMHRS) database, which has been used for this 
study. OMHRS gathers data using Resident Assessment Instrument-Mental Health 
(RAI-MH©) version 2.0, which is a standardized clinical instrument [24].  
 The OMHRS mental health data has individuals who are admitted to the Ontario 
facilities with a designated inpatient bed for mental health, addiction services, forensic 
assessment, detoxification, or treatment of mental health. The data used for this 
research is for patients ages 1 to 103 who were admitted and discharged between 
April 1, 2006 and March 31, 2017 from a psychiatric bed in Ontario for a total number 
of 1,113,884 admissions. The predictor variables used by this study are listed below: 
 Demographics: Demographic variables are used to identify how patients 
language, age, gender, and education affect the probability of suicidal attempt, 
suicidal ideation, and self-harm. 
 Diagnosis: Diagnosis variables are used to analyze how patients suffering 
from certain psychiatric disorders such as anxiety, depression, mood disorders, 
schizophrenia, traumatic disorder, substance use, etc. are likely to commit 
suicide. Also, to examine how other factors for suicide (Figure 4) such as 
previous suicide attempts, physical disability or illness that increase the risk of 





 Behavioural: Behavioural variables are similar to diagnosis variables, but 
instead of focusing on mental health history, these variables helped us to 
identify aggressive and extensive nature in patients. Furthermore, this helps us 
to report whether such behaviours contribute positively or negatively to suicide 
ideation. 
Figure 4. Risk factors for Suicide [25] 
 Misuse of medication: These variables are used to determine the prevalence 
and correlation of intentional misuse of medications such as an overdose or an 
undirected stop in medication coupled with suicide ideation, self-harm, and 
suicide attempt. 
 Self-Injury: These variables are used to determine the correlation of SI, recent 








 The purpose of this research is to explore the impact of risk factors associated 
with suicide in combination with previous attempts, NSSI, suicide plan, mental 
disorders, education, gender, and marital status to evaluate the probability of a future 
SA. This research study focused on two components: data visualization and predictive 
modeling. First, a mental health dashboard is built using an end to end approach in 
which mental health data is selected, pre-processed, integrated, analyzed, and 
visualized in the form of several reports. These reports are built using Tableau 
Professional Version 2018.2.2, which displays aggregated results in visually appealing 
formats (i.e., graphs, tables, pie charts, and line graphs) and allows navigation to finer 
granularity reports via drill down and drill through reports. Second, a predictive model 
is built using IBM SPSS modeler 18.1, which predicts the SA(s). It is hypothesized that 
the patient with suicide plan(s), a history of suicide attempt(s), and mental disorder(s) 
is more at risk and highly vulnerable. In addition, the relationships of the 
aforementioned risk factors combined with gender, education level, age, and marital 
status are examined. 
1.6 Contributions 
 
 This research has two main contributions. First, a predictive model that 
forecasts the likelihood of attempting suicide among Canadian psychiatric patients is 
developed.  This model could be used by clinicians and doctors to determine 





trained with the existing data, where we used twenty-two SA related risk factors 
(explained in detail in chapter 3) and predicted the possibility of suicide attempt. 
 The second contribution is the development of a multi-level dashboard for 
psychiatric healthcare providers. Data visualization helps in identifying hidden patterns 
and allows for a deeper understanding of correlations between variables. This helps 
decision makers, and healthcare providers to make better health plans for their 
patients, improve patient quality of life and care, and provide the best treatment 
possible to vulnerable patients.  The data visualization component consists of six 
different reports and several drill-down reports which show the trends among over 1 
million psychiatric patients. Findings from this research have important clinical 
implications as described below:  
 Providing patient-centric services: Detection of high-risk patients could help 
prevent death by suicide or self-harm and ensure that patients receive proper 
treatment and services at an earlier stage. Moreover, survivors of SA or self-harm 
will indirectly help in saving more than one life because suicide affects others in 
society: peers, friends, family members, and social service providers. 
 Lowering healthcare cost due to readmissions: The visual representation of 
data through dashboards highlights the correlation among risk factors and displays 
which risk factors contribute to SA.  These indicators could act as signs of potential 
readmissions and help shape the care these patients receive to prevent 
readmission. This could help to reduce the healthcare cost of readmissions.  
 Recognizing suicidal risk: Our predictive model is trained to predict the likelihood 





decide to keep a patient under their supervision or increase further interaction with 
the patient, which could have a significant impact on preventing suicide.  
1.7 Thesis Organization 
 This thesis is divided into five chapters. Chapter one explained the concept of 
mental health and its connection with suicide ideation, SA, and NSSI. We also 
described the importance of this research in regard to contribution to real-world data 
processing. Chapter two presents the related work done in the area of mental health. 
Chapter three illustrates the architecture of our proposed prediction model. Chapter 
four presents the findings and the results from the proposed model. We conclude the 



















2. Literature Review 
 Due to the increase in suicide rates worldwide, extensive research has been 
done in this area. In particular, studies that focus on the association of mental health 
to suicides have received a lot of attention in the past decade [2] [26] [27]. Research 
plays a vital role in addressing the issues related to suicide and for suggesting 
improvements. Researchers have used both quantitative and qualitative methods to 
study risk factors that contribute to SA. Quantitative methods are used to find 
associations and trends between risk factors using statistical analysis, mathematical 
observations, and interpreting results. On the contrary, qualitative methods are used 
to develop a detailed understanding of the research problem, opinions, or develop 
hypotheses for quantitative research [28]. We have reviewed prior studies and 
relevant literature from both perspectives (qualitative and quantitative).  
 Numerous studies (cross-sectional, retrospective, and longitudinal) introduce 
the relationship of mental health with Non-suicidal Self-Injury (NSSI) and Suicide 
Attempt (SA) among the general population. Researchers have found connections 





behaviours, etc.) and SA/NSSI, and suicidal and NSSI ideation. However, the goal of 
this research is to (i) identify the relationship of different risk factors with SA, (ii) 
determine how variables impact each other using advanced data mining algorithms, 
(iii) build a model that predicts the likelihood of SA. Despite existing quantitative 
studies, there remains a gap that demonstrates the relationships between NSSI/SA 
with mental health. Therefore, we examine quantitative studies that used either 
correlational designs or experimental research. This chapter is divided into two 
sections: (i) Cross-sectional and retrospective studies, and (ii) longitudinal studies, 
followed by a summary of the observations. 
2.1 Cross-sectional and retrospective studies 
 In this section, we review cross-sectional and retrospective studies that have 
examined and analyzed relationships between mental health disease and various 
other risk factors (such as gender, age, marital status, past suicide attempt, sleep, 
etc.). To conclude the section, we provide a summary of the studies and discuss their 
limitations. 
 A cross-sectional study [29] revealed that sleep disturbance and nightmares 
are associated with suicide ideation among those who have attempted to commit 
suicide in the past. (DSM-IV) SCID-I was used to assess psychotic disorder, mood 
disorder, anxiety, and other issues. The study concluded that nightmares and 
disturbance in sleep increase the probability of suicide. Thus, sleep must be 





 Martin & Cloutier et al. [30] studied the incidence of NSSI and/or SA among 
428 youngsters (between ages 12 and 17 years) in the Emergency Department(ED) 
crisis centres. These are the patients who have attempted NSSI/SA 24-hour prior to 
emergency admission. The Childhood Acuity of Psychiatric Illness (CAPI) tool was 
used for measuring NSSI, whereas the occurrence of SA was assessed using the 
crisis service interview. The data gathered from both methods was analyzed using 
models built with SPSS version 16. Chi-square and one-way ANOVA models were 
used to predict the specific behaviour of patients that experienced both SA and NSSI. 
The results showed that patients with evidence such as self-biting, cuts prevented 
from healing, bleeding, and self-cutting were most likely to attempt NSSI. However, 
the occurrence of suicide was higher among youngsters who exhibited acute risk 
behaviour such as aggressiveness towards people and objects, depression, anxiety, 
impulsivity, low income, psychotropic medication, and previous suicide attempts. This 
study emphasizes the necessity of accessing NSSI behaviour for youngsters who 
receive mental health services. 
 In a similar study, Matthew K. Nock & Jennifer et al. [31], evaluated 157 adults 
who were admitted to the psychiatric ED. The patients were assessed on the basis of 
the treatment they received, considering factors such as prior expression of extreme 
agility or violent behaviour, history of suicidal behaviour, and the results of a follow-up 
assessment. All these variables were evaluated with an Implicit Association Computer 
(IAC) based test, which measured the association of suicide with self-harm. The 
results from this analysis suggested that psychiatrically distressed patients who have 





The likelihood of another suicide attempt is almost six times more in the following six 
months. This study provides evidence that behavioural predictors like depression and 
suicide attempt history are important risk factors in predicting suicide attempts. 
However, this study focused more on preventing death by suicide rather than 
predicting the reoccurrence of self-harm. 
 M. Giletta & R. H. Scholte et al. [32] presented evidence of the association 
between drug use (cigarette and cocaine, marijuana and smoking) and NSSI and SA. 
The study was conducted among adolescents from three different countries (United 
States, Netherlands, and Italy). The sample was selected on the basis of internal 
factors (i.e., depressive symptoms, loneliness), substance use, and interpersonal 
factors (peer preference, social support). The results from the multivariate Logistic 
Regression showed that the percentage of people with depression or loneliness were 
similar in all the three samples. However, the association between drug use and NSSI 
varied between samples, indicating that there was a stronger relationship between 
drug use (cocaine, marijuana, and daily smoking) and NSSI for people from the United 
States. 
 A systematic review [33], of forty publications, was conducted to find the 
correlation of SA among a high-risk population of self-injurers. All relevant publications 
were converted to common metric Cohen’s d using Comprehensive Meta-Analysis 
(CMA, Version 2). Across these publications, 20 variables (i.e., gender, ethnicity, 
suicidal ideation, hopelessness, physical abuse, history of cutting, etc.) were 
compared for NSSI and SA. The analysis from this study showed the strong 





such as NSSI frequency, number of NSSI methods, and hopelessness revealed 
moderate association with SA. Additionally, a history of sexual/physical abuse, drug 
use, anxiety, and age showed a very weak relationship with SA. These findings 
suggested that self-injurers with suicide ideation are critically at high-risk of attempting 
suicide. 
 A relationship between Post-Traumatic Stress Disorders (PTSD), Suicide 
Ideation (SI), and SA has been found [34]. This study was conducted using data from 
the National Epidemiologic Survey of Alcohol and Related Conditions (NESARC), 
which had 34,653 patients. SPSS Statistics 20 was used to analyze the data. The 
analysis showed that the risk of SA and SI was higher among patients with the 
experience of PTSD than the patients without PTSD. Suicide attempts were more 
likely among females, separated, divorced, never married, young, and low-income 
patients. The analysis revealed that the lifetime rate of suicide attempts varied 
significantly for this group (PTSD patients). The rate of suicide for patients with refugee 
status and death in a terrorist attack was 1.6%, whereas for the patients with trauma 
type such as physically attacked, beaten, abused, injured before the age of 18 was 
36.9%. The findings of this study have highlighted that the relationships between SA 
and PTSD also impact the suicide rate.  
 T.A. Burke et al. [35] used three Exploratory Data Mining (EDM) models, i.e., 
elastic net regression, decision trees, and random forest to predict suicidal behaviour 
among undergraduate students of northeastern universities. The study used online 
screening survey data, which consisted of 359 undergraduate students. The mean 





These models used Fifty-eight different variables i.e., demographics, NSSI 
experiences, NSSI functions (i.e., self-care, peer bonding, self-punishment, and 
interpersonal factors), NSSI scarring, and depression. The accuracy of the three 
models was evaluated. The results showed that elastic net regression was the best 
predictor with high accuracy of 0.85, followed by decision trees with an accuracy of 
0.77 and random forest with an accuracy of 0.77. Researchers used the R statistical 
environment to create tree models. This study found that the history of NSSI has a 
strong relationship with SA. Other than that, the three EDM indicated that the risk 
factors, such as depressive symptoms and anti-suicide functions of NSSI, were the 
most important predictors.  
 S. Man Bae, S. A Lee, and Seung-Hwan Lee [22] used the decision tree and 
CHAID analysis approaches to predict SA among Korean school students. This 
prediction used one year (2011) survey data on mental health from the National Youth 
Policy Institute of Korea. The variables used for this prediction model were the location 
of schools, provinces, school level, and socio-economic status.  The student data was 
divided into three groups i.e. depression group, potential depression group and non-
depression group. The results showed that sadness (depression) was the most 
influential variable among the depression group and the potential depression group, 
with the rate of SA being 5.4 and 2.5 times higher than the non-depression group. 
Researchers also found that variables like juvenile delinquency and intimacy with the 
family had a strong association with the SA. The rate of SA was double for the students 
with the presence of these variables. In contrast, stress was the strongest predictor 





attempts were teenage girls with delinquency and lower interpersonal relationships 
with family.  
 J. Muehlenkamp & A. Brausch [36], used a Logistic Regression model to 
examine the associations between life satisfaction, subjective happiness, NSSI 
frequency, resilience, and the past year suicide attempts/NSSI. This study used a 
sample of 428 undergraduate adults with a history of past year SA/NSSI. The data for 
this study was collected online through a survey. The participants for this study were 
recruited from two Midwestern universities. The mean age of the participants was 18.9 
years. The data gathered from the survey was analyzed using the Logistic Regression 
model built in SPSS. The independent variables used by this study were total scores 
of life satisfaction, subjective happiness, and resilience, and the dependent variable 
was past-year SA. The results from this study showed that there is a strong connection 
between NSSI and the suicide attempt that occurred within the same time interval. 
They also demonstrated that there is a robust connection between past year NSSI 
frequency, past year SA, happiness, and life satisfaction.  
2.1.1 Key Findings 
 
 The studies discussed above have identified relationships between various risk 
factors and SA using cross-sectional studies. It is important to note that with cross 
sectional data, a patient is not tracked after his/her SA. There is a possibility that the 
patient may/may not be engaged in any future SA. Moreover, these studies are limited 





I. The studies [29] and [36] were conducted using face-to-face, inpatient 
interviews, and self-reported questionnaires delivered online. These methods 
may have increased the chance of patients being shy and/or scared about 
disclosing their real suicidal intentions and feelings. Patients may have also 
exaggerated their experiences or given false information.  
II. Most of these studies [31, 36, 33, 22] focused solely on homogenous (i.e., 
patients admitted to the ED, undergraduate students only, self-injurers, and 
teenage Korean students) and restricted data sample. The limited sample 
makes these studies domain specific and non-generic, as it is not applicable to 
all cases. Our mental health dataset, which is comprised of over one million 
psychiatric patient records, have been used to find the correlation between 
various diverse variables and SA.  
III. These studies [30] [36] [22] used very limited time-frames (NSSI/SA 24 hours 
prior to the admission to ED and one year data) for analysis, and they do not 
include any information about the history of any prior attempts. However, our 
study used eleven years (2006-2017) of data to predict SA. 
IV. The findings from [32], [34] have highlighted the relationships between SA and 
PTSD, narcotics, and the nationality of the patients. Very few data variables 
were used by these studies to analyze the relationships with SA. There are 
chances that the add-on or removal of other risk variables could change the 
impact of these variables. Therefore, for our study, we have combined diverse 





V. J. Muehlenkamp & A. Brausch [36] used only one model to find the associations 
between protective risk factors; there are chances that other data mining 
algorithms can find relationships between different variables.  
VI. Lastly, the sample used by [35] has a large proportion of female undergraduate 
students (75%). We cannot confirm the applicability of the model for all the 
individuals; there is a possibility that the behaviour or impact of these variables 
is different for male or graduate students. This data sample does not represent 
patients with no schooling, high school students, unemployed individuals, and 
others who are suffering from mental disorders, SI, attempted NSSI/SA in their 
lifetime. Moreover, it does not consider whether the patient attempted suicide 
once or more. 
2.2 Longitudinal studies 
 In this section, we review longitudinal studies related to mental health. These 
studies emphasize the same subjects over a period of time and are useful for 
evaluating the relationships between risk factors over time. The suicide risk 
assessment is widely implemented in clinical settings (i.e., healthcare sector, 
counselors) despite limited supporting evidence being available to show the 
correctness. According to WHO, the mortality rate due to suicide varies widely 
between countries, between demographic groups and over time [37]. The studies 
below are based on longitudinal data, and a summary is provided to highlight the 





2.2.1 Predicting suicide rates using data mining techniques 
 The literature mentioned in this section is classified based on the data mining 
technique used. These techniques are further explained in Chapter 3.  
  S. Elisei, N. Verdolini & S. Anastasi used one year of ED data from Santa Maria 
Della Misericordia health facility in Perugia, Italy, and found that suicide attempts peak 
in the winter [38]. There were a total of 111 cases, out of which 73% of the suicides 
were committed by females, and 27% were by males. SPSS software was used for 
data analysis. The algorithms used were the Chi-square test and Logistic Regression. 
The results from this study exposed that the number of female suicide attempts were 
three times greater than male attempts; additionally, females were more likely to use 
non-violent methods. The majority of patients who committed suicide had a psychiatric 
illness (such as mood disorders, schizophrenia). The study analyzed different 
variables (i.e., gender, age, marital status, occupation, attempted suicide method, 
environment, and country). The results from the Logistic Regression showed that the 
marital status directly correlates with SA, whereas the Chi-squared test showed that 
there were more suicide attempts occurring in January. This study concluded that 
gender, marital status, borderline personality disorder, depressive disorder, and time 
of the year plays a significant role in SA.  
 A. Horwitz, K. E. Czyz & A.C. King used the Columbia-Suicide Severity Rating 
Scale (C-SSRS) as a screening tool that predicted future suicides of adolescents 
between 15 to 24 years [23]. These patients were admitted to psychiatric EDs and 
observed continually for nine months. This study used many variables for suicidal 





 Lifetime history of suicide attempt or NSSI 
 Ideation intensity and severity 
 Frequency 
 Race 
 Public/private insurance 
 Psychiatric history     
The Logistic Regression model was used to obtain results, which showed that a high 
proportion of teenagers think of suicide frequently. The probability of teenage boys 
attempting suicide in the future by assessing various risk factors (severity, intensity, 
lifetime suicide attempt, and lifetime NSSI) appeared to be three times higher than 
girls. Researchers also found that gender and age were moderate predictors, whereas 
public/private medical insurance or no insurance at all was a significant predictor.   
 A Naïve Bayesian classifier model was built to predict the future risk of suicidal 
behaviour [39]. This was developed using R version 3.1.1. For this predictive model, 
researchers used demographic, diagnostic, procedural, laboratory, and medication 
data available from EHRs (Electronic Health Records) for the years 1992-2012. The 
model predicts suicidal behaviour among patients with depression, substance abuse, 
and other mental health conditions. With 90% specificity, the model can predict 
suicidal behaviour on an average of 3-4 years prior to an attempt. This study found 
that psychological conditions and substance abuse were the most influential variables 
in predicting future suicides. Results also showed that the diagnoses related to 





The core purpose of this model was to act as a screening tool for decision support 
rather than a specific prediction tool. 
 S. Selva Priyanka & S. Galgali et al. [40] attempted to predict the primary factor 
that influenced the number of suicides in various regions of India. The two methods 
used for suicide rate prediction were Pearson Correlation and Linear Regression. This 
study used one year (2011) Indian suicidal data mainly for three factors 
(demographical, census, and marital status) for the age group 15-29 years. The results 
showed 99.1% prediction accuracy, which indicates that marital status (married, 
widowed, and separated women), education (literate women), and sector of 
employment (women working in household activities) have a very significant impact 
on the suicide rate. The reason for such high precision is due to the use of so few 
variables that are known to be highly correlated.  
2.2.2 Other approaches to predict suicide attempts 
 The US army experienced a steep increase in suicide among soldiers at the 
beginning of 2004. The data showed that soldiers were at higher risk of suicide in the 
12 months following discharge from a psychiatric hospital.  R. Kessler & C. Warner et 
al. [41] developed a suicide risk predicting algorithm which predicted the likelihood of 
attempting suicide for a patient/soldier after discharge so that health care providers 
could provide better care to prevent suicide. The data used for this research was for 
active soldiers from January 1, 2004, through December 31, 2009. Different data 
variables (such as sociodemographic, US army career, criminal justice, and medical/ 
pharmacy) were used in this study. The researchers used machine learning methods 





SA. The results showed that 52.9% of suicides happened within 12 months after 
discharge. This study revealed that older male soldiers with criminal offenses, verbal 
violence, and NSSI are more vulnerable to suicides. 
 JD. Ribeiro, JC. Franklin & R. Kathryn et al. [42] examined the magnitude of 
the relationship between self-injurious thoughts and behaviours (SITBs). They 
identified 172 longitudinal studies from PubMed, PsycINFO, and Google Scholar 
between 1965 and 2014. These papers were related to suicide ideation and attempts 
using any SITB variable. The primary objective of this study was to shed light on the 
discrepancies and inconsistencies in the literature at the time. The researchers’ goal 
was to find the answer to the question, “What are the effects of prior Self-injurious 
Thoughts and Behaviours (SITBs), family history, and exposure to SITBs, age, 
severity, and follow-up lengths on future suicidal thoughts and attempts?” A few 
studies identified that there was a strong relationship between these risk factors [17] 
related to suicidal ideation, while other studies showed non-significant associations 
[18]. For analysis, Comprehensive Meta-analyses version 2.0 and MetaDisc, version 
1.4, were used. The results from analysis showed that prior SITBs are significant risk 
factors for suicide attempts (i.e., 47.8%), followed by deaths from suicide (40.5%) and 
ideation (11.6%). 
 Recently [43], one of the studies examined how age affects the suicide risk 
among patients. This study used ninety-three patient records from the Veterans Health 
Administration (VHA) medical facility. These records were for patients who survived a 
suicide attempt and visited medical facility 48 hours prior to a suicide attempt with an 





Guide 5.1. The patients for this study were from one site; most of them were white, 
males, single (i.e. widowed, separated, divorces), and had some college education. 
The age range was from 23-81 years. The results from univariate and bivariate 
analyses showed that older patients are more at risk as they do not consider 
psychiatric hospitalization and more often seen in general medical settings. 46.4% of 
the patients less than 50 years received referrals for suicide ideation, whereas the 
ratio of older patients was 16.2%. This study showed that only 16.2% of older (i.e., 
50+) veterans came to psychiatric hospitals for mental health referrals or any 
inpatient/outpatient psychiatric service, prior to SA.  
2.2.3 Key Findings 
 
 The studies discussed above have predicted the rate of SA using different data 
mining techniques. These studies have used longitudinal data, yet have several 
limitations.  
I. Very small and homogenous samples (such as patients from EDs, local 
hospital) were used by the studies [38] [23].  
II. C.Y. Barak, C. Yuval & M. Victor et al. [39] excluded the first suicide event, 
which is very important because there are chances that many patients may 
have only tried to attempt suicide once. This study used EHR data with 
numerous variables (demographic, diagnostic, procedure, laboratory, and 
medication variables), but did not find which particular risk factor was 
contributing to the suicidal behaviour. 
III. The percentage of males was higher than females in [38] [23]; thus there are 





to female patients in the sample. Therefore, further exploration and study on 
factors like gender, age, and heterogeneity of the sample is needed.   
IV. The time frame of the study [38] was very limited. Moreover, this study did not 
consider variables such as a history of NSSI, substance abuse, and the kind of 
psychiatric illness common among suicide attempters. 
V. Another weakness from [39] is that researchers used 15 years of EHRs 
database and results relied heavily on medical and laboratory information that 
may not always be available to health professionals, especially for newly 
diagnosed patients. Many personal factors (i.e., suicide plan, cognitive skills, 
communication pattern, violent behaviour, physical abuse) are not taken into 
account as well, and we hope to close this gap in this thesis.  
VI. The key weakness of [40] is that it used a limited number of variables such as 
marital status (married, widow, or separated women), menial work, workers 
with a technical diploma, but it does not consider people with mental illness, 
young adults, and children. Another limitation is that the prediction model is 
built using records only for people that have died due to suicide; however, there 
is a possibility that the impact of these risk factors varies when considered 
psychiatric patients, psychopathology, and patients who attempted self-harm. 
VII. The limitation of [42] is that they determined and focused on the effects of prior 
SITBs and excluded variables which are not specific to SITBs such as a threat 





VIII. It has been shown that the age and treatment in psychiatric admission for the 
mentally ill patients could significantly impact the suicide attempt [43]. In our 
research, we considered psychiatric patients between the ages of 3-103 years.  
 In the above section, we reviewed the literature and examined the key 
weaknesses of the research studies. The inconsistencies in the literature prompt the 
question: 
“What are the impacts of the various risk factors on SA?” 
Our research has addressed this question, along with two other primary goals stated 
earlier.  
2.3 Summary 
 Using statistical techniques, research in psychology has identified many risk 
factors which have a strong relationship to NSSI/ SA or suicide ideation, such as 
mental health disease, clinical variables (mental disorder, drug use, severity of 
disorder, harm to others, self-injury),  CAGE (Cut Down, Annoyed, Guilty and Eye 
Opener) and social variables (loneliness, homeless, peer preference, peer support). 
Most research studies have been done in identifying the important risk factors; 
however, very few have calculated the impact of these risk factors on the occurrence 
of suicidal thoughts, self-injury, and suicide.  
 Even with decades of extensive research, suicide rates are increasing globally. 
Research should provide a more in-depth analysis of the relationship between suicide 
and mental health and predict the possibility of SA. This can help community decision 





to people at the right time. Many studies have found a correlation between mental 
disorders with demographic variables, suicide ideation, suicide attempt and/or NSSI.  
In our research, we used risk factors derived from the literature, while additional 
analysis was conducted on factors along with mental health service history, mental 
status, substance use, harm to self/others, intentional misuse, cognitive patterns, and 
DSM-V diagnoses. Also, we attempt to find the association between variables that 
directly contribute to SA. Moreover, most of the studies focused on comparing several 
data mining techniques, and only a few have developed predictive models. We have 
proposed a predictive model that predicts the likelihood of SA among Canadian 
psychiatric patients using six data mining algorithms and a diverse set of variables. 























 Real-time healthcare analytics have been used for numerous applications such 
as mental health treatment, medical decision making, improving quality of life, risk 
prediction, and to identify bottlenecks within the health care system. A predictive 
model is expected to bridge the gap between healthcare data and the literature. 
This chapter describes the architecture used to build a predictive model that consists 
of several interdependent components: data selection, data preprocessing & cleaning, 
data analysis, data visualization, and data modeling (Figure 5). While building this 
model, we explored various variables, especially the factors contributing to the suicide 
attempt, as it is an area where literature is scarce. All components of our framework 












3.1 Data selection 
 As we know, suicide is preventable, yet every 28 seconds, someone attempts 
suicide [44]. Such high rates of suicide attempts signify that there is an urgency to 
identify and help high-risk patients. The main focus of data selection is to identify 
potential high-risk factors and to consider other factors, including current barriers and 
challenges which are experienced by healthcare professionals. In doing so, the aim is 
to answer the question, “What factors contribute to suicidal ideation, suicidal attempt 
or non-suicidal self-injury?”  
  As identified in the literature, the risk factors that generally contribute to suicidal 
attempt include feelings of hopelessness, negative thoughts, anxiety, depression, 
schizophrenia, the number of attempts in the past, and the number of hospital 
readmissions. These mental health risk factors have been incorporated into our 
model, with some additional risk factors: past suicide plans, time since most recent 
self-injurious attempt, whether the patient is a threat to self or threat to others, etc. In 
order to achieve a better understanding of the many factors we had at hand and to aid 
in the variable selection process, we met with experienced healthcare professionals 
from the Northern Health Psychiatric department. This meeting shed light on the 
factors that clinicians and professionals believed were more common among suicidal 
patients. From their perspective, risk factors such as past suicide plans, previous 
considerations of self-harm, sexual violence, threat or danger to self, number of 
psychiatric admissions, history of physical/emotional/sexual abuse by a family 





 Moreover, further insight was gained from the Strategy for Patient-Oriented 
Research (SPOR) Conference held in Vancouver, Canada (2018); meeting with other 
researchers and clinicians helped to familiarize us with various software tools available 
(Tableau, R, SAS, Qlik, SPSS statistics) that can be utilized to analyze complex health 
care data. The data selection phase resulted in a list of data variables based on both 
literature and feedback from professionals in the field. The final list included variables 
such as gender, age at admission, marital status, education, threat or danger to self, 
anxiety, depression, hopelessness, negative thoughts, self-deprecation, a suicide 
plan, time since last discharge, loss of interest, bipolar disorders, and trauma 
disorders; these are explained in further detail in the following sections.  
3.2 Data Source 
 After identifying the variables that would be most impactful in our research, the 
next step was to find a complete and reliable source of patient data.  The primary data 
source for this research is the Ontario Mental Health Reporting System (OMHRS) 
database obtained from CIHI (Canadian Institute of Health Information) [24]. OMHRS 
includes data from 81 Ontario mental health facilities, two facilities from Newfoundland 
and Labrador, and one facility from Manitoba. The OMHRS mental health data 
includes individuals who have been admitted to Ontario facilities with a designated 
inpatient bed for mental health, addiction services, forensic assessment, 
detoxification, or treatment for mental health. The data used for this research is for all 
patients admitted and discharged from psychiatric beds in Ontario between April 1, 





 The OMHRS uses a Minimum Data Set for Mental Health (MDS-MH) protocol. 
This protocol contains 300 variables which are categorized as follows: 
 Patient identifiers  
 Demographics 
 Mental health service history (e.g., number of psychiatric admissions, age at 
first hospitalization, time since last discharge) 
 Assessment information (e.g., status at the time of admission) 
 Mental status (e.g., hopelessness, angry, sleep problems, hygiene, self-
depreciation) 
 Substance use and excessive behaviours (e.g., alcohol consumption, 
cannabis, opioids, smoking) 
 Harm to self and others (e.g., a suicide plan, suicide attempt) 
 Behaviour disturbance 
 Social support/ social relations 
 Health conditions and possible medication side effects 
 Stressors (e.g., immigrant, crime, lived in a war zone) 
 Service utilization/treatments 
 Nutrition (e.g., eating disorder) 
 Reason for discharge 
 Psychiatric diagnostic information 
 The standardized clinical data and inpatient mental healthcare information 





3.2.1 Ethics approval 
 Ethics approval was obtained from the Research Ethics Board of the University 
of Northern British Columbia (UNBC) and CIHI.   
3.2.2 Data Quality 
 CIHI validates the data quality of the OMHRS database at the time of data 
capture. It provides numerous support channels to the participating sites to ensure 
reputable data quality. Documentation of the coding, as well as face-to-face and web 
sessions related to data collection, are provided by CIHI to the participating sites. 
Moreover, annual reviews and quarterly facility-level reports are generated to further 
guarantee data quality [45]. 
3.3 Data Preprocessing 
 Data preprocessing is the process of cleaning and transforming data to obtain 
consistent and accurate data. This process involves removing, replacing and/or 
modifying null values, blank fields, and duplicate records to remove inconsistencies 
(such as data entry errors, data transmission errors) from the data [46]. While data 
preprocessing is an integral step that ensures data uniformity, it nonetheless is a time-
consuming process. This phase aims to prepare the data for the forthcoming analysis 
and data mining. In this study, Microsoft Excel is used for data preparation. The raw 
data files (.CSV) are imported to Microsoft Excel and preprocessed using two phases: 






OMHRS - related preprocessing: OMHRS mental health data follows the Minimum 
Data Set for Mental Health (MDS-MH) protocol. This protocol has over 300 variables 
with multiple response options. MDS-MH data elements can either be mandatory or 
optional. Most of the optional data elements contain null values and are thus removed 
during preprocessing. Moreover, the OMHRS database retired a few variables in 
March 2009 and later added new, revised variables in April 2009. In the preprocessing 
data phase, the retired variables are compared with, and then removed or replaced 
with their new respective variables to ensure that a consistent and accurate dataset is 
attained. After that, the dataset is segregated into two separate Excel sheets, one for 
the period April 2006 - March 2009 (retired variables) and the other for April 2009- 
March 2017 (new variables) (Figure 6). During data visualization, only records with 
new variables are used. The majority of observations do not end with death, but a 
small portion number do; 266 patients died due to suicide, and the rest were 
discharged or transferred to another facility or died due to other reasons. An Excel 
sheet with strictly deceased patients (due to suicide) is also created. These three 














Problem-specific preprocessing: This phase uses the output from OMHRS 
preprocessing. The purpose of this preprocessing is to perform data cleansing to 
exclude the unnecessary, inconsistent and/or erroneous variables such as age 
discrepancies, blank discharge dates, physical health (stamina, diabetes, HIV), health 
condition variables, etc. Out of the 300 variables provided in the OMHRS, 80 are 
selected based on the variables identified in the data selection stage (section 3.1). 
The variable types and statistical models used are explained in Section 3.6.1.  
3.3.1 Inclusion and exclusion process 
 A significant problem in data mining is the dimensionality of large datasets, 
which is also known as “Curse of the dimensionality” [46]. It is essential to remove 
irrelevant and redundant variables so that the performance and processing of data 
mining techniques are optimized. The OMHRS MH dataset includes demographic, 
diagnostic, mental status, and behavioural data for each patient through each visit. To 
eliminate and reduce number of irrelevant variables, the eighty variables finalized 
during the problem-specific preprocessing phase are imported into the Feature 
Selection algorithm. This algorithm computes the importance of variables and chooses 
an optimal subset of data. The purpose of using feature selection is to (i) remove 
irrelevant or redundant data and (ii) reduce the complexity of data, which in turn 








As seen in Figure 8, the Feature Selection model, which used the MH dataset, 
generated a golden model nugget; Figure 7 shows the twenty-four high impact 
variables that the model selected during its evaluation of all eighty variables. The field 
Figure 8. Feature Selection Model 





column shows the final list of input variables, which are defined later in this section. 
The measurement field describes the type of variables in context of the IBM SPSS 
Modeler, which can be nominal/categorical, flag, and continuous. Nominal/categorical 
variables are defined as variables which can be put into categories such as education, 
gender, marital status, most recent self-injurious attempt, consider performing self-
harm, and number of psychiatric admissions. Flag variables have only binary values 
(0 or 1, yes or no) such as anxiety disorder, a suicide plan, substance use disorder, 
threat to self. In this context, all other variables are classified as “Continuous”, for 
example age at admission, and patient ID. Furthermore, to identify highly correlated 
variables, these variables are fed into different data mining algorithms to find 
predictors of the highest importance. The data mining algorithms used include Neural 
Networks, Logistic Regression, C5.0 trees, CHAID, and Ensemble. Out of the twenty-
four variables indicated by the Feature Selection, the following twenty-two have been 
chosen for further study: 
1. Gender  
2. Marital Status 
3. Age at admission 
4. A threat to self 
5. Education- Indicates the highest level of education of the patient 






7. Most recent self-injurious attempt- Indicates the most recent self-injurious 
behaviour or attempt such as three days ago, a week ago, a month ago, a year 
ago 
8. Intent to kill self – the intent of self-injurious attempt was to kill, harm or no self-
harm attempt 
9. Considered performing self-harm – patient considered or is considering to self-
harm 
10. The family expresses concern – family/ friends expresses the concern that the 
patient is at risk of self- harm 
11. Suicide plan- patient formulates a plan to end his/her own life 
12. Cognitive skills- making decisions related to daily tasks. For instance, what to 
wear, where to go, what activities to do 
13. Making self-understood- able to express ideas, thoughts 
14. Intentional misuse of medication- patient misused the medication or over the 
counter medication 
15. Hopelessness- patient felt or feels hopelessness, i.e., no hope for future 
16. Inability to feel pleasure-  patient felt or feels lack of pleasure in life 
17. Serious accident- had a severe accident which caused serious impairment 
18. Conflict in a relationship or severed relationship 
19. Anxiety disorders- the patient feels anxious 
20. Obsessive-compulsive and related disorders- patient has particular thought 
excessively, repeats certain routines 





22. Substance-related and addictive disorders- patient intakes alcohol, any other 
drugs 
The final dataset containing these twenty-two data variables is used for further data 
analysis and visualization. 
3.4 Data Analysis 
 Data analysis is the process of examining, transforming, and arranging raw 
data to extract useful information from the dataset [47]. The primary focus of our data 
analysis is to discover hidden relationships and patterns existing within the mental 
health dataset. Data analysis was originally developed for structured data; however, 
recent research has applied it to semi-structured and unstructured data [48]. The 
results from data analysis can be represented using various Key Performance 
Indicators (KPI’s) such as percentage of admissions by age and threat to self, 
percentage of admissions by gender, education, etc. The final preprocessed dataset 
is imported into Tableau (described in the next section) for analysis and visualization. 
The data is sliced and diced by using filters, variables grouping, calculated 
aggregations of fields, dimensions, and measures in order to render meaningful 
graphs and valuable information. 
 As mentioned above, OMHRS mental health data has over a million recorded 
admissions. Each admission is linked with a unique identifier and has the hospital 
admission, and discharge date for any service provided related to mental illness or 
addiction. Each admission has an assessment type associated with it, which includes 





The ratios of the type of assessments are as follows: 39.4% had full admission, 39.0% 
discharge, 14.5% short stay, 0.3% change in status, and 6.7% quarterly. A patient 
may have multiple assessments completed based on the length of stay in the mental 
health hospital bed. If a patient is admitted again, new records are submitted. Hence 
this data is semi-longitudinal as well as cross-sectional. Moreover, each record 
includes a reason for admission (a threat to self/others, a problem with addiction, 
forensic admission, etc.) and the reason for discharge (died due to suicide, 
transferred, discharged, non-suicidal death). The patients in this dataset are between 
the ages of 3 years to 103 years. The data for patients between the ages of 0 years 
to 3 years is excluded due to the low number of records. Table 1 provides an overview 
of the descriptive statistics of the dataset. 
Table 1. General characteristics of mental health dataset 
 
3.5 Data Visualization 
 Structured and unstructured data in the healthcare industry is generating at an 
unprecedented rate [49]. Data visualization is a process of presenting explored 
information in some visual form that aids decision-makers, health care professionals 
MH Dataset Total number of admissions 
Self- harm 
Suicidal Attempt (SA) 
Non-Suicidal Self-Injury (NSSI) 





Death due to suicide 266 
Total 1,113,884 





or emergency response teams to get knowledge, make inferences, view trends, 
identify areas of strength/weakness, and make better decisions [50]. Nowadays, 
several data visualization software tools are available (such as Infogram, Plotly, RAW, 
D3.js, Qlikview, Tableau, etc.) to help analysts organize and extract beneficial 
information from raw data that may otherwise go unnoticed. For this study, we use 
Tableau Professional Version 2018.2.2.  
 Tableau is a business intelligence data visualization software which helps users 
analyze and further understand their data [51]. Tableau is positioned as a leader in 
the Magic Quadrant for analytics and Business Intelligence platforms [52]. Its rich 
features allow the user to create stories, calculate fields, build multiple sheets, create 
new hierarchies, and blend those sheets into one or more dashboards. Tableau has 
the ability to integrate a wide range of data sources, for instance, Hadoop, Amazon 
AWS, Teradata, Microsoft Excel, text file, JSON file, PDF file, spatial file, etc. Tableau 
is well suited for large and complex datasets and offers either a stand-alone desktop 
application or integration with a server sharing point. Its simplicity of use and powerful 
features such as creation of data hierarchies during visualizing makes it a leader 
among other general Business Intelligence (BI) tools. Tableau provides the capability 
to find patterns across thousands of patient records, allowing for data prediction and 
henceforth the ability to plan preventative care [53]. 
 Figure 9 shows the data visualization process in which the Excel sheets are 
connected to Tableau as a data source and then a Mental Health (MH) dashboard is 
built. This dashboard provides real-time, highly intuitive aggregated information that 





of data. The dashboard has been created on the secure UNBC CIHI server. This 
dashboard has six different reports consisting of tables, bar graphs, and bubble charts 
to visually represent the relationship between different variables. These charts are 
linked to drill-downs that provide similar information at a finer granularity. 
Table 2 shows the list of variables and six different reports that are generated using 
Tableau. These reports are explained in chapter four. 
Table 2. List of reports and corresponding variables 
Main Reports List of variables used 
Homepage  Age 
 Gender 
 Number of psychiatric admissions by month 
 Number of psychiatric admissions by month 
           Patient Type 
Patient 
demographics 
 Marital Status 
 Education 
 Employment Status 
 Number of psychiatric admissions  
 Number of admissions from the Emergency 
Department (ED) 
 Time since last discharge 
Self-harm  Number of admissions by time since most recent self-
harm 
 Number of admissions by considering performing self-
harm 
 Suicide plan 





 Misuse of medication 
 History of sexual violence 
Mental Disorders  Depression 
 Anxiety 
 Schizophrenia 
 Bipolar disorder 
 Trauma and stressors related disorder 
 Substance use  
 Mental status (hopelessness, anger, guilt/shame, etc.) 
Mental Status 
Indicators 
 Drug addiction 
 Conflict in relationship 
 Physical impairment 
 Alcohol Consumption 
Social relations  Hostile towards family members 
 Intent to quit school/university 
 No interest in social relations 
 
Only aggregated results have been used in KPI’s. Therefore, no individual patient 
information can be identified when viewing the dashboard. KPI’s with very few records 
have been omitted from the dashboards to protect the privacy of the patients 
involved.   
3.6 Data mining 
 The healthcare domain holds an enormous collection of heterogeneous data 
(i.e., data with different data types, lab results, imaging, etc.). Data mining techniques 
such as predicting trends, discovering patterns in patient behaviour and determining 
various associations within data, increase the potential to uncover hidden knowledge 
from raw data and provide useful insight for better healthcare [18]. Data mining 





The algorithms used for data mining include Neural Networks, regression, decision 
trees, and ensemble.  
 Data mining tasks can be divided into two sub-tasks: predictive (such as 
classification, regression) and descriptive (clustering, pattern mining, association 
discovery, etc.). Predictive tasks are used to build models which use the value of the 
target variable from the historical or observed data, whereas the descriptive tasks are 
used to find relationships between variables and patterns within the data itself [54]. 
Several data mining techniques such as link analysis, association rule, and scientific 
algorithms have been used for analyzing unstructured and complex mental health data 
mainly for NSSI and SA [20]. However, predictive modeling, relationship modeling, 
and rule mining are the areas that have yet to be explored in further depth. This 
research focuses primarily on predictive modeling.  During predictive modeling, a 
model is built to predict the value of the target variable by evaluating values of other 
independent variables. There are different kinds of algorithms which are used to make 
reliable predictions based on different predictors; the results can be used by experts 
to determine appropriate avenues for diagnosis and treatment, and aid in decision-
making and planning for patients in healthcare organizations. Predictive modeling and 
data mining techniques are explained in detail in the following section. 
3.6.1 Predictive modeling 
 Predictive modeling is one of the few vital applications in data mining. It can be 
defined as the process of applying a statistical model or empirical method on a target 
variable to predict new or future observations [55]. Predictive modeling in healthcare 





patient conditions and their behaviours. For instance, early detection of a patient’s 
actions (such as self-harm or suicide attempt) can help in saving the patient from harm 
or death. Predictive modeling has two stages: a learning stage and a decision-making 
stage [20]. During the learning stage, the model transforms the large dataset into 
smaller datasets, and new association and decision rules are formed within the new 
datasets. The decision-making stage then uses these rules to produce accurate 
decisions and predictions. Such a tool is extremely worthwhile in the healthcare sector, 
where one can find the relationship between different diseases, survival rates, and 
various treatments to ensure patients are provided with the best care possible. Data 
mining can be categorized into two groups: unsupervised learning methods and 
supervised learning methods [56]. 
Supervised learning methods: Supervised learning methods are used to build a 
model which predicts future observations by learning the observed historical attributes 
from the training dataset. This method finds the mapping between the input variables 
(x) and output variable (Y), i.e., Y = f(x). These include techniques like regression, 
Neural Networks, decision trees, nearest neighbors, and support vector machine. 
Table 4 shows the input/output variable types for each modeling technique [56]. 
Table 3. Supervised learning methods support with inputs and output variables 
 
Modeling Techniques Input variables Output variables 
Decision trees Nominal Nominal 
Neural Networks Nominal/ Numeric Nominal/Numeric 





Unsupervised learning methods: Unsupervised learning methods are used when 
there are only input variables and no corresponding output variable. This method is 
used to understand the structure of the data. These methods include clustering and 
association. 
 In our research, we have used supervised learning methods to build a 
predictive model, because our MH dataset contains observed values of the target 
variable to train the model. The data mining algorithms used are described below: 
Artificial Neural Networks (ANN): Artificial Neural Networks are described as similar 
to the human brain “neurons” that co-operate with each other to perform the desired 
function. ANN is a collection of nodes or neurons which are connected by directed 
links between different neurons depending upon the number of independent predictors 
[57]. Each link has an associated numeric weight associated, which determines the 
strength and weakness of the link. ANN consists of multiple layers, where the input 
layer has independent variables, and the output layer has different categorical 
dependent variables. Between the input and the output layers, there may exist one or 
more hidden layers. Each node in a hidden layer sums the weights of the inputs and 
activates the sigmoid function to calculate the value of output.  
 Figure 10 shows the single neuron representation with n input variables, a 
hidden layer that has activation function and Y represents computed output. The 
Neural Network used is feedforward. Feedforward is one-directional, and output of the 






Figure 10. A neuron network [59] 






Figure 11 is the output from the trained model which shows the mapping of input data 
variables with output target variable (i.e., intent to kill). The output of each neuron is 
computed by the sum of its inputs and activation functions. This algorithm is used 
when the number of operations (such as input vector, weight vector, activation 
function) are performed in parallel [20]. Therefore, ANN can be used for complex non-
linear functions. 
The main advantages of this method are: 
 ANN is very effective because if there are errors detected in any of the records, 
they are sent back, and the algorithm is adjusted accordingly. This continues 
for many iterations [58]. 
 It provides the opportunity to reveal information about complex relationships. 
 Ability to generate both linear and non-linear outputs. 
 Ability to tolerate noisy data (i.e., corrupt data or randomness in the dataset). 
 Ability to automate the learning by communicating with different neurons on its 
own. 
 However, there are a few disadvantages of the ANN. One of those is that, it is 
a very expensive and time-consuming method because most datasets have a large 
number of features and to initiate activation functions results in large computation 
times. 
Logistic Regression: Logistic Regression is a statistical method which is used to find 
the probability of the occurrence of an event. The outcome of this probability will have 





analyze datasets with more than one nominal, ordinal or independent variable and 
dichotomous (binary) dependent variable. It produces the logistic curve, which always 
has a value between 0 and 1. The Logistic Regression model derived from a logistic 
function with Z as a linear function where X1, X2, X3, and so on are predictor variables, 
is represented as [59] : 
    𝑍 = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2  + … 𝛽𝑘𝑋𝑘  
𝛽0 is the constant value for bias and 𝛽1 −  𝛽𝑘 are the weights calculated for each 
predictor. When the linear expression Z is converted into logistic function it 
becomes 𝑓(𝑧) = 1/1 + 𝑒−𝑧. Therefore, the Logistic Regression model is written as 
follows [59] : 
 
This equation computes the probability of Y = 1 with the variables X1, X2… and Xk. For 
instance, in our MH dataset, the target variable is multi-class (i.e., the target variable 
has three potential values: y = 0, 1, and 8). Therefore, to predict the value of y, this 
model is trained for each class with multinomial parameters. The equation for the multi 
class classifier is defined as [59]:  
                                           f i (𝑧) = 𝑃 (𝑦 = 𝑖 | 𝑥; 𝑍) 𝑤ℎ𝑒𝑟𝑒 ( 𝑖 = 0,1,8) 
Figure 12 shows the result from the trained logistic model using the SPSS modeler, 





Figure 12. Output and predictor importance from the Logistic Regression Algorithm 
Decision trees: Decision tree is a schematic representation of the relations of its 
attributes. A decision tree represents a function that takes input as attributes and 
returns an output value. Each node in a tree represents an attribute which can be 
discrete or continuous [59] [60]. The decision tree algorithm adopts the Divide & 
Conquer technique, which divides the problem into subsets and by performing multiple 
functions at internal nodes until it reaches its decision. There are many decision trees 
available such as C5.0, CHAID, CART, MARS, ID3, etc. However, we have used 
classification trees, i.e., C5.0 and CHAID, which are explained below.  
C5.0: C5.0 algorithm is a type of decision tree where each node represents a condition 
of an attribute, while the branches represent the outcome of the condition, and leaf 
represents the result [61]. The process of decision tree starts from the root node and 
goes to each leaf node of tree, which calculates the information gain ratio for each 





a tree is re-examined. Moreover, split attributes that are not contributing significantly 
to the predicted value are removed or pruned. C5.0 can predict only one categorical 
target variable. Moreover, C5.0 uses less space and creates a smaller tree than C4.5. 
C5.0 algorithm uses boosting, which improves the accuracy of the model [62].  
The advantages of C5.0 algorithm are as follows: 
 This algorithm is a revision of the C4.5 method, and it uses the same rule set 
as C4.5. However, C4.5 has the disadvantage of overfitting and over-pruning 
which is solved by C5.0.    
 C5.0 algorithm uses the set of rules onto the large decision trees, which makes 
it easy to understand. 
 It has the ability to handle missing data. 
 It handles the overfitting of the model by classifying the relevance of variables 
with the model. 
 It offers a powerful boosting method to increase the accuracy of the model. 
One of the disadvantage of this algorithm is that it terminates further splitting of the 
tree if a leaf node is left with few observations. 
Chi-square Automatic Interaction Detection (CHAID): CHAID is used to find the 
relationships between the categorical dependent variable and other independent 
variables using mapping, splitting, and stopping rules [63]. This is used for large 
datasets that contain a great number of categorical variables. CHAID builds a tree that 
shows the impact of the independent variables on the likelihood of attaining each 





significant independent variable and the process of node formation stops when there 
are no significant relationships between independent and dependent variables.  
 CHAID uses chi-square tests to find the association between two variables. 
Chi-square tests are applied at each level of the tree to ensure that each branch is 
statistically significant to the predictor value [64]. CHAID works ideally for data which 
has different predictor types such as nominal, categorical, numeric, ordinal, and 
interval based. However, this algorithm is sample size dependent. Another advantage 
of CHAID is that it defines the subsets of data using different variables with low bias. 
It examines all the possible combinations of predictors by splitting them by their 
category and splits them by category to get high prediction accuracy [65]. 
Ensemble: The ensemble model combines multiple models together to yield 
increased prediction accuracy. There are different rules (Max voting, averaging, 
weighted averaging, bagging, boosting, etc.) for combining models to get the 
ensemble score value [59]. We used the voting strategy for the categorical variables. 
For instance, model A, B & C might predict that the patient that has had suicide plans 
will commit suicide and model D & F predicts that such a patient will not commit 
suicide. Prediction by each model is considered as a ‘vote’ depending on their 
confidence or propensity weights, and then the Ensemble classifier uses this voting 
strategy and considers the model outcomes with highest weight as the prediction.  
Numerous studies have shown that the use of ensemble increases the accuracy of 
predictions, provides reliable results and yields improved model performance [66, 67]. 
Ensemble methods are used to remove data generalization (high variability or high 





3.6.2 IBM SPSS Modeler 
 There are many predictive analysis tools available in the market, such as SAS, 
R, TIBCO Spotfire, Radius, IBM SPSS, etc. However, we chose IBM SPSS modeler 
18.1 to build the predictive model. IBM SPSS modeler is one of the powerful predictive 
analytical platforms, and the reason behind choosing this modeler is that it has many 
useful features which are listed below [68]: 
 Incredibly cost-effective, as it provides graduate student licensing packages at 
low cost. 
 Provides advanced algorithms, data manipulation, and automated modeling 
techniques to build predictive models.  
 Includes the capability of merging multiple data sources. 
 Can be used when the dataset is very small, such as the deceased dataset 
used in this research, which is very small in size (about 0.2%). 
 SPSS modeler client-server architecture is an open platform that supports a 
range of languages and platforms. 
 Provides a visual representation of the models and results, including graphs 
and decision trees. 
 Supports different types of data sources such as flat files, spreadsheets, 
databases, and Hadoop. 
 Has advanced statistical analysis tools and various algorithms to build a 
predictive model. 
 Ability to export results in multiple formats such as tables, excel files, 





 Ability to handle structured or unstructured data. 
 Can be used on the secure network as it does not require internet access, 
libraries, or packages to run and build the models. 
This tool collectively brings together the most current and advanced capabilities of 
statistical analysis and clearly satisfies the needs of this research methodology (such 
as using data mining algorithms, exporting results as tables, analyzing results visually, 
cost-effective, automation capabilities, and highly intuitive interface).  
3.7 Summary 
 This chapter described the end to end process used for the proposed 
framework, including data selection, preprocessing, and data mining. The two main 
components of this research, Data visualization, and Data modeling, are explained in 











4. Experiments & Results 
 
 This chapter describes two main components: Data Visualization and 
Predictive Modeling. The data visualization provides an insight of the mental health 
dataset via dashboards and interactive reports. The predictive modeling discusses the 
experimental results obtained from the predictive model and compares the 
performance of various data mining algorithms. 
4.1 Data Visualization 
 
  Data visualization is the representation of numeric and non-numeric data 
through the use of interactive pictures, graphs, tables, and bubble charts. The purpose 
of the dashboard is to uncover hidden information and assist users in interpreting data, 
which may not be otherwise obvious. Figure 13 shows the dataflow process that is 
used for data visualization. The three pre-processed Excel data sheets are exported 
to Tableau. These sheets act as a single data source, which is sliced and diced by 
creating measures and dimensions to make the dataset suitable for analysis. The data 
is organized for analysis using new calculated fields for measures, grouping risk 





The results are then displayed via multiple dynamic reports. We refer to each report 
using ‘Tableau stories.’ The Tableau story (i.e., mental health dashboard) contains a 
sequence of reports to show the different trends and patterns using story points 
(Figure 14). 
Mental Health Dashboard:  
 The dashboard has been grouped into six tabs which contains logically related 
parameters. The tabs are labeled as: Homepage, Demographics, Self-harm, Mental 
Health Indicators, Mental Disorders, and Social Relations. Each tab has an underlying 
dashboard that displays a different set of data elements. 
- Home page describes the data at an abstract level by providing an overall 
summary of general patient statistics.  
- Demographics tab shows trends within the data using elements such as age, 
marital status, and education. 
Figure 14. Mental Health Dashboard Story point 





- Self-harm tab shows KPI’s that are relevant to the psychiatric population who 
tried to attempt suicide in the past or performed a self-injurious act. 
- Mental Disorders tab provides a view of data using DSM-V2 diagnoses & 
mental stressors.  
- Mental Status Indicators tab displays essential KPIs, which shows the 
percentage of patients admitted using mental health indicators (drug 
consumption, physical impairment, etc.) and whether they had an intent to kill 
themselves. 
- Social Relations dashboard demonstrates the level of engagement of patients 
with their family members, family, or society. 
The charts and KPI’s available in each of the above tabs are explained in detail below. 
4.1.1 Homepage 
 
 The main landing page (Figure 15) shows six different KPI’s which give an 
overall view of the data. The home page displays the Number of Admissions by 
Gender, Age group, Year, Month, and Patient type. The Admission Statistics Table 
shows the total number of patient admissions categorized by Suicide Attempt (SA), 
Non-Suicidal Self-Injury (NSSI), and no attempt of self-Injury (NASI) from 2010-2017. 
The table illustrates that about 65% of admission cases were patients with no self-
harm attempt, 25% were patients who had a recorded suicide attempt, and 10.5% 
cases were patients who tried to harm themselves with no intention of killing 
themselves. The Percentage of Admissions by Gender pie chart shows that there is a 
                                                          





minimal difference between male (52.03%) and female (47.94%) psychiatric 
admissions with negligible admissions for the “others” category, only 0.04%. This pie 
chart drills down to a sub report, which shows the intent to kill by gender type. The drill 
down (Figure 15) shows that the percentage of female admissions for SA is higher as 
compared to male patients. 
Similarly, the Patient Type bubble chart shows that approximately 89% of admissions 
are acute care patients followed by longer-term, forensic, and geriatric patient 
admissions. Furthermore, the year and month line graphs show that there is a 
negligible change in the admissions rate for different months. The Age at Admission 
chart shows the percent of admissions categorized by different age groups. This chart 
indicates that there is a significant increase in the number of admissions among 26 to 
55-year-old patients, followed by a drop in admissions from 56 years and onwards. 
This chart has a drill-down (Figure 16), which shows the percentage of patient 
admissions by intent to harm or kill self for each age group. This chart shows that 
patients from year 5 to 55 are more vulnerable than other age groups.  According to 
Statistics Canada, the number of mental health admissions and suicide rates are 
higher among males than females [69]. A Similar trend is noted herein that the majority 
of the psychiatric admissions for acute care patients are males and belong to the age 











Figure 16. Home page drill down to age & intent to kill 








 The Demographics Report (Figure 18) provides the aggregated information on 
patients’ demographic data such as the number of admissions by marital status, 
education, employment status, and number of psychiatric admissions. The Marital 
Status bubble charts give an overview of the number of patients admitted to the 
hospital with reference to their injurious act, grouped by their marital status. The SA 
(Suicide Attempt) bubble chart shows that the highest SA rates are for patients who 
are never married and are married, which illustrates that these patients are more prone 
to SA than other groups. A similar trend has been seen in NSSI and NASI charts, with 
very few cases for widowed patients. Furthermore, the bar graph (percentage of 
admission by education) shows that there are more admissions for NASI (64.32%), 
followed by SA (25.19%), and NSSI (10.5%). This chart also depicts that the 
percentage of psychiatric admissions are significantly higher among students enrolled 
in high school or college/university as compared to those with no schooling or ones 
with primary education. The Psychiatric Admissions bar chart explains that the 
majority of the psychiatric patients, approximately 65%, are admitted to the facility 
three or fewer times. The Employment Status bar chart describes that unemployed 
patients who are not seeking employment are more at risk for self-harm than employed 
or those seeking employment. 
 Moreover, it is observed that about one-fourth of psychiatric admissions 
through the emergency department are for patients with SA, and there is minimal 
difference between genders and emergency admittance for patients that attempted 





admissions varies among patients with different lengths of time since the previous 
discharge. There are more admissions for patients who were discharged 31 days ago 
or more. 
4.1.3 Self-Harm  
 This report (Figure 19) emphasis cases where the patients either tried to kill 
themselves or tried self-harm. The Statistics table in the top left reveals suicide cases 
by gender and reveals that suicides are significantly higher among males than females 
(192 and 72, respectively). The Statistics table drills through to a finer granularity 
(Figure 20), which shows the deaths by month, age, and gender. The drill-down shows 
that those in the age group 26-35 years are more likely to die by suicide compared to 






other age groups. Moreover, the Month Line graph shows that, in this dataset, March 
has the highest number of deaths (47) followed by January (37). 
 Furthermore, it is evident from the top right bar chart that the percent of SA is 
significantly higher (43.25%) for cases where family or friends expressed concern that 
the patient would commit self-harm. Similarly, the Suicide Plan bar graph shows that 
patients with suicidal ideation are at higher risk of a suicide attempt than patients with 
no suicide plan. A history of sexual violence or physical/emotional/sexual assault risk 
factors showed a negligible impact on the intent to kill self. The Most Recent Self-
Harm and Considered Performing Self-Harm bubble chart (seen at the top center) 
compare the percentage of admissions of patients who either tried to kill or harm 
themselves with respect to the time period of the most recent incident. The analysis 
from these charts show that the highest percentage of SAs are for patients who 
considered or performed SA within the last month prior to admittance. The Age and 
Threat to Self chart (bottom left) compare the percent of SA and NSSI patients, by age 
group, who have been identified as a threat-to-self. 
  Overall, the data from this report indicates that suicide plans, being a threat to 
oneself, being in the 16-55 age group, having a recent incident of self-harm, or 
considering performing self-harm can imply that the patient may have a higher risk of 
suicidal ideation or self-harm. These factors play a significant role in predicting the 
future behaviour and health of a patient. Finally, the mortality rate among males is 
approximately three times the rate among women. This is consistent with the findings 











Figure 20. Death Statistics drill down by month, age and gender 
4.1.4 Mental Disorders  
 Figure 21 presents the percentage of admissions with different mental 
disorders. The table (% of Admissions by DSM-V Diagnostic Category and Gender) 
provides information about the proportion of total admissions by each DSM-V 
diagnostic category and by gender from 2009 to 2017. The aggregated data listed 
shows that mental health patients with NASI has more admissions for almost all 
categories than SA and NSSI. However, the group of patients with substance-related 
& addictive disorders, as well as disruptive & impulse disorders, is made up of a large 





a NASI make up a substantial proportion of the patients that suffer from anxiety 
disorders and schizophrenia, which is around 75% and 83%, respectively. The rate of 
SA chart conveys that suicide attempts are more likely among females, approximately 
29%, than among males (24%). This may come as a surprise because, as seen in the 
previous report, males are more likely to die by suicide, yet females attempt suicide at 
higher rates. The data from the table also establishes that female patients suffering 
from substance-related & addictive disorders and disruptive & impulse disorders are 
more at more risk of harming themselves than males, and patients suffering from other 
disorders. 
 The Mental Status line graph displays the proportion of admissions by mental 
statuses such as tearfulness, sleep problems, lack of pleasure, anger, guilt/shame, 
and hopelessness. It shows that mental health patients suffer the most from sleep 
problems (78%), followed by tearfulness and hopelessness, with over 75% and 58% 
of patients, respectively. Patients who have committed SA are more likely to suffer 
from tearfulness, sleep problems, and hopelessness. Anger and lack of pleasure are 
the mental statuses of the least occurrence. Finally, the Insight of Mental Health 
bubble chart depicts that around 59% of people had limited insight about their mental 
health at the time of admission; little over 25% had full insight, followed by 19% with 
no insight at all. A link to the video which defines and explains the different categories 






Figure 21. Mental Disorder Report 
4.1.5 Mental Status Indicators 
 
 Figure 22 displays the proportion of admissions by different mental status 
indicators. The bar graph at the top left presents the number of admissions by drug 
consumption. It provides an analysis that people who consume drugs either attempted 
suicide or never harmed themselves with very few admissions for people with NSSI. 
However, the patients who consume Opiates are more vulnerable (approximately 
34%) to attempted suicide than those who consume cannabis (a little over 27%). The 
two bubble charts exhibit the admissions by conflict in a relationship and the 
immigrant/refugee status; nearly 41% of people had conflict in a relationship, and only 
13% had refugee or immigrant status. These charts demonstrate that these risk factors 





Figure 22. Mental health status indicators 
 According to the charts, the proportion of SA is higher (i.e., 22%) when the 
patients are not a refugee/immigrant, but there is an almost negligible change when 
there is/isn’t conflict in a relationship. The Alcohol Consumption bar chart shows that 
there are almost three times more admissions (77.01%) for patients who do not drink 
alcohol, and the percentage falls considerably with the increase in the number of 
drinks for each episode, which is 3.10%, 7.88%, 12.01%, respectively. The Severe 
Impairment chart shows that the patient is more at risk of SA (a little over 34%) if 
he/she recently (within last month) was physically impaired or had a severe accident. 
However, the vulnerability decreases minimally for patients who suffered within the 
last year. Lastly, the Drug Addiction chart shows that SA rates are higher for patients 
who suffer from drug addictions, which is 32% approximately than with no drug 





4.1.6 Social Relations 
 The Social Relations report (Figure 23) correlates between social factors and 
the intent to kill. The first Table (Hostile towards Family/Friends) explains that people 
who are not hostile are more vulnerable to self-harm than the ones who are. This chart 
shows that there are more admissions for the patients who are not hostile, and only 
10% of admissions are for those who are hostile. This chart revealed that although 
most patients are not hostile, around 22% of patients tried to commit suicide, and only 
9% attempted NSSI. A similar trend is seen in the Lack of Confidence chart, which 
shows that patients with a high confidence level are more vulnerable than the ones 
with no confidence. The bar graph (lost interest from social-relations) pointed out that 
patients are at risk of attempting suicide if they are introverts.  
 For NASI, it is evident that the ratio of admissions is significantly higher for 
patients who have better social relations, whereas the NSSI admissions are the same 
in both cases. The Intent to Quit School/Work bar graph shows the proportion of 
admissions by age. The percentage of admissions are significantly higher (38.48%) 
for the age group 16-25 and distinctly lower sharply for other age groups. This chart 
has a drill-down (Figure 24), which shows the intent to kill for each age group. This 
drill-down shows that about 30% of the patients tried to kill themselves between the 
age ranges of 25-30 and 36-45 years. Notably, most of the people in these age ranges 
go to college/university and have job stress. The percentage of admissions for the age 
range 5-15 and 66-75 supports this observation as there are very few admissions for 
this age range. The infographic on the right side of the report (Figure 23) shows 






Figure 24. Percentage of admissions with intent to quit school/work by intent to kill and by age 
 






 Our mental health dashboard has presented various reports based on several 
important mental health KPIs. These KPIs bring to light the correlation of different risk 
factors such as admission in the past, time since last discharge, employment, sexual 
violence, threat to self, and many other factors, with the intent to kill or harm oneself. 
This dashboard also demonstrated the ratio of admissions by education, gender, 
marital status, and age. The purpose of data visualization was to uncover patterns 
hidden within the data and deliver valuable information to decision makers, policy 
makers, and physicians who will find it the most impactful. For instance, although the 
data shows that females are more likely to plan to kill themselves, males are more 
likely to die from suicide when comparing suicide death rates between genders. 
Additionally, females with substance and addictive disorders are more likely than any 
group to commit self-harm or suicide, making them a vulnerable group that should 
receive more considerable attention. Although this dashboard is using the Canadian 
MH dataset, it can be extended using data to any other source and facility.  
4.2 Predictive modeling 
 
 Predictive modeling is the process of applying a statistical model on data to 
predict new or future observations. This section presents the results obtained from the 
predictive model. Results from the model are exported as an Excel sheet and analyzed 
by creating pivot tables, applying filters, and calculating the accuracy and probability 






The following five data mining algorithms are used in the predictive model: 
1. Neural Networks  
2. Logistic Regression 
3. C5.0 trees 
4. CHAID  
5. Ensemble 
The performance of each of the above data mining algorithms is analyzed using two 
critical measures: accuracy and probability of attempting suicide. The entire mental 
health dataset is split using a 75:25 ratio; 75 percent of the data (i.e., 538,923 records) 
is used to train the model, and 25 percent (i.e., 179,644 records) is used to test the 
predictive model. According to Dobbin and Simon [71], the optimal ratio of training 
data should be between 40 to 80% of the original dataset. The reason for choosing a 
higher proportion of records for training the model is to better understand and learn 
the underlying patterns in data. The proportion of patients classified into each category 
is kept similar in both training and testing datasets, i.e., 65% NASI, 25% SA, and 10% 
NSSI cases. 
Twenty-two variables, which are discussed in section 3.3.1 (Inclusion and exclusion 
process), are used to train the model, which predicts the target variable, i.e., whether 
the patient intended to kill self. This variable can contain one of three possible values: 
to kill oneself, to harm oneself, or to no self-harm intent. The training and testing 






 Training model:  
The training model comprises of different nodes such as - Data Source node, Type 
node, Multiple Modeling algorithms nodes, Ensemble node, and Output Table 
node (Figure 25).  
 The Excel node, also referred to as the data source node, imports the 
training dataset, which is an Excel sheet containing patient records.  
 The Type node is used to assign a data type to each variable. Data types 
can be a nominal, categorical, continuous, flag, and ordinal. These data 
types are discussed previously in section 3.3.1. This node also allows us to 
define those specific fields that are to be used as target and input variables 
and unwanted fields that can be filtered out. The type node is further 
connected to modeling algorithm nodes (Logistic Regression, CHAID, C5.0, 
and Neural Network).  
 The execution of each modeling algorithm generates an output (nugget). 
The output nugget contains complete information about the model, including 
learned rules, patterns, and predictor importance. The nuggets of all the 
modeling algorithms are further connected to the Ensemble node.  
 The Ensemble node is a combining rule model that amalgamates the 
predictions from all the models.  






Figure 25. Training model 
 Testing model: 
The testing model is used to evaluate the performance of the trained model to see 
how accurately the model identifies the relationships between the unseen data. 
Figure 26 shows the testing model that uses the trained models (nuggets) to 
predict the likelihood of SA.  
 The source node for this model is a testing Excel dataset (which is 25% of 
the MH dataset). This dataset does not contain the target variable. Instead, 
the execution of this model appends a target (Intent to kill) column to the 
output table with the respective predicted values. 
 An Ensemble node combines the predictions from all trained models and 
gives an aggregated prediction value. 
 Execution of this model generates a table, which is exported as an Excel 
sheet which is used to analyze the associations between different variables, 
to calculate the model performance, and to compares the actual self-harm 





Figure 26. Testing model 
The results from each modeling algorithm included a ranking of predictor importance, 
which refers to the association between different variables and the target variable. 
Table 4 lists the predictor’s according to their rank provided by each modeling 
algorithm. It is observed that the ranking of variables differs for each algorithm 
because of different underlying logic. For instance, Logistic Regression uses sigmoid 
function, C5.0 and CHAID forms tree, and Neural Networks uses multiple activation 
functions.  However, Most Recent Attempt to Injure Self is the most important predictor 
across all algorithms.  
Table 4. List of Predictor importance for each Modeling Algorithm 
Logistic Regression C5.0 Trees 
1. Most Recent Attempt to Injure Self 
2. Suicide Plan 
3. Family Expresses Concern 
4. Intentional Misuse of Medication 
5. Age at Admission 
6. Threat to Self  
1. Most Recent Attempt to Injure Self  
2. Suicide Plan 
3. Threat to Self 
4. Education 
5. Considered Self-Harm 









7. Marital Status 
8. Gender 
9. Obsessive-Compulsive Disorder 
10. Age at Admission (>=25) 
CHAID Neural Networks 
1. Most Recent Attempt to Injure Self 
2. Suicide Plan 
3. Marital Status 
4. Threat to Self 
5. Intentional Misuse of Medication 
6. Family Expresses Concern 
7. Education 
8. Obsessive-Compulsive Disorder 
9. Gender 
10. Age at Admission (<=35) 
1. Most Recent Attempt to Injure Self 
2. Considered Self-Harm 
3. Suicide plan 
4. Age at Admission 
5. Cognitive skills 
6. Divorced 
7. Serious Accident 
8. Education 
9. Intentional Misuse of Medication  
10. Making Self-Understood 
 
4.2.1 Accuracy of the model 
 
 The accuracy of the model is calculated by dividing the number of admissions 
for which the predicted value matches the actual value by the total number of 
observations, that is: 
  Accuracy (%) =  ( 
Predicted Correct 
Total Number of Observations
 ) *100 
Figure 27 provides the accuracies of predicting the likelihood of intent to kill oneself 
by the different modeling algorithms: Neural Networks, Logistic Regression, CHAID, 
C5.0, and Ensemble. This chart depicts that the accuracy of the C5.0 algorithm is 
approximately 92%, followed by Ensemble, which is 89.3%. Neural Networks, Logistic 





respectively, with minor differences among them. Ensemble aggregates the prediction 
accuracies of the other algorithms to improve the performance of the model. 
Figure 27. Accuracy of data modeling algorithms 
The accuracies of the algorithms are very close because  
(i) Only highly correlated variables provided by Feature Selection algorithm are 
passed to the model (as explained in Chapter 3, Figure 7), 
(ii) The Auto Classifier model is used to explore every possible combination of 
predictors. This model compares various modeling algorithms and evaluates 
them based on high accuracies. 
(iii) The output of each algorithm provided the top ten predictors (as shown in Table 
4), where most of them acted similarly except for the ranking of the predictors.  
4.2.2 Likelihood of attempting suicide 
 The trend lines in the charts shown in the next section (i.e., 4.2.3) show the 
probability of SA using different risk factors such as suicide plan, number of psychiatric 
admissions, anxiety, substance use, etc. The likelihood of the suicide attempt is 

























 Percentage of SA = (
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑎𝑡𝑖𝑒𝑛𝑡𝑠 𝑤𝑖𝑡ℎ 𝑖𝑛𝑡𝑒𝑛𝑡 𝑡𝑜 𝑘𝑖𝑙𝑙 𝑠𝑒𝑙𝑓
𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑠𝑦𝑐ℎ𝑖𝑎𝑡𝑟𝑖𝑐 𝑝𝑎𝑡𝑖𝑒𝑛𝑡𝑠
) ∗ 100 
4.2.3 Results and Co-relation of Data Variables 
 
 This section shows the results obtained from the trained model. Each chart 
displays results from different dimensions, including age range, education, marital 
status, suicide plan, most recent self-harm, number of past admissions, consider(ed) 
performing self-harm, a threat to self, mental disorders, and misuse of medication. The 
charts in the following section show how different variables impact the probability of 
SA and the accuracy of the model.  
 This section is divided into three experiments. First, results are presented using 
one or more than one variable to predict the probability of SA. Second, the model is 
validated using a deceased dataset, which only contains records of patients who died 
by committing suicide. Later, a web form is used for taking patient data from the user, 
and calculating the probability of SA is created. 
4.2.3.1 Experiment 1: Probability of SA using one or more variables  
 
 This section presents the association of SA with important variables, which 
were provided by each modeling algorithm, Table 4. The charts below display results 
obtained from the analysis of model output, creating pivot tables, applying filters, 
calculating the accuracy and probability of SA among patients with a different set of 
variables. The charts presented in this experiment shows: 
(i) the predicted probability of SA by each modeling algorithm  





(iii)  the number of admissions falling under specific categories such as age, 
gender, education, marital status, suicide plan, etc.  
Probability of SA using Most Recent Self-Injurious attempt 
 Figure 28 shows the percentage of patients who have attempted suicide or self-
harm in the past. This chart shows that the probability of SA decreases as the time 
since the last attempt decreases. CHAID and Neural Networks predicted closest to 
the actual value when the recent attempt was within last month. The performance of 
both CHAID and Neural Networks is better than others because a most recent attempt 
is considered as a high importance predictor, thus, explaining its strong correlation to 
the target (i.e., Intent to kill). The accuracy of the model for more than one month ago 
is low because the majority of those admissions are for patients who did not intend to 
kill themselves.  






This chart shows that according to model predictions, a patient with a recent attempt 
is at a high risk of a recurring SA than the patients who attempted a month or year 
ago. 
However, when this predictor is combined with other predictors, different trends 
appeared in the probability of SA and accuracy, which is shown below. 
Probability of SA using Most Recent Self-Injurious Attempt, Suicide Plan and 
Threat to Self (by Gender) 
 Figure 29 shows the comparison of the original and predicted values of SA by 
gender, the time of the most recent self-injurious attempt, patients who had a suicide 
plan, and the patients who are a threat to self. The chart demonstrates that the 
probability of SA increases significantly with a decrease in the time interval of the last 
attempt. However, the possibility dropped when the patient’s most recent self-harm 
act is within the last three days. The chart also demonstrates that all of the modeling 
algorithms are predicting close to the actual percentages of SA except Logistic 
Regression. This is because it showed a weak association of SA with gender and 
threat to self. Besides, Neural Networks overlaps the actual value when the recent 
attempt of suicide by a patient is within the last three days. The reason for this is that 
the most recent suicide attempt, suicide plan, and threat to self are the highest-ranking 
variables of importance, and they showed a strong co-relation to SA. Moreover, for 
this experiment, it is observed that there are more female admissions than male 
admissions. The probability of attempting suicide among females who have attempted 
suicide within last week, had a suicide plan, and is a threat to self is approximately 





Probability of SA by Most Recent Self-Injurious Attempt, Suicide Plan, and 
Consider Performing Self-Harm, Age and Gender 
 Figure 30 shows the comparison between the original and predicted probability 
of SA for the patients who have attempted suicide in the past, had a suicide plan, and 
considered performing self-harm for the age range between 11-90 years. For this 
group, the number of admissions for males is more than females. As seen from the 
chart, the probability of SA fluctuates with the age range. Neural Networks and Logistic 





Regression performed better than other modeling algorithms because these 
algorithms showed a strong association among all of these predictors. Also, the chart 
indicates that CHAID performed better up to 40 years age because the results from 
CHAID showed a high correlation of these predictors for the ages less than or equal 
to 35 years. Overall, the trend lines show that the probability of attempting suicide 
increases with an increase in age. Of all the algorithms, C5.0 performed very poorly 
because it showed a weak correlation of these predictors with age. Overall, the results 
from this chart provide evidence that the patients are more at risk of SA if they are 
Figure 30. Percentage of SA by age and gender when suicide plan is present, self-harm 





between the ages of 31- 60 and 71-90, have had a suicide plan, have considered SA, 
and have attempted suicide in the past.  
 Figure 31 & Figure 32 are the drill downs from Figure 30. These charts 
demonstrate the probability of SA among males and females. Figure 31 shows that 
the likelihood of committing suicide significantly increased for males over 60 years, 
and the actual likelihood becomes 100 percent for the age group 81-90 years. 
Whereas, in females (Figure 32), the likelihood increases significantly after 40 years 
Figure 31. Percentage of SA for males by age where suicide plan was present, self-harm considered 





of age, and modeling algorithms predicted lower values for the older age groups (81-
90 years). In both cases (male and female), Neural Network and Logistic Regression 
performed better because these algorithms showed a significant relationship of age 
with suicide plan, most recent self-injurious attempt, consider performing SA and 
gender. In Figure 32, Ensemble predicted closest for the age ranges 20-30 and 70-80 
years. 
Figure 32. Percentage of SA for females by age where suicide plan was present, self-





However, for both males and females, C5.0 predicted the low probability of SA 
because it did not show any relationship of SA for “age at admissions” predictor.  
The findings from this analysis demonstrate that females older than 40 years and 
males between the ages 60-90 are at extreme risk of attempting suicide if they had a 
suicide plan in the past, considered performing suicide and attempted suicide in the 
past. 
Probability of SA by Number of Psychiatric Admissions 
 Figure 33 shows the comparison between the original and predicted probability 
of SA by number of psychiatric admissions in the past. According to the actual value, 
the likelihood of SA increases, with an increase in the number of past admissions. In 





contrast, the possibility of SA calculated by modeling algorithms decreases with an 
increase in prior admissions. It is noted that the performance of all predicting 
algorithms is poor with an accuracy between 26 to 43 percent. This analysis shows 
that “number of psychiatric admissions” predictor has very poor relationship with the 
target variable. 
 Similarly, Figure 34 demonstrates the vulnerability among patients who 
misused medication in conjunction with their marital status. It is noted that the 
accuracy of the model is still poor. However, further analysis (Figure 35 & Figure 36) 
is done using these predictors along with other predictors to see (i) whether the 





accuracy changes and (ii) and how combining other predictors with this predictor 
impacts the likelihood of SA. 
 The next two charts show a comparison of the predicted and actual probability 
of SA when a patient has misused medication, is hopeless, and has been admitted 
several times to hospital; the results are grouped by marital status. Figure 35 shows 
the possibility of attempting suicide when a patient is admitted to hospital more than 5 
times in the past, whereas Figure 36 shows the probability when a patient is admitted 
4 or 5 times. It is noted that in both cases, the actual percentage of SA is lower than 
Figure 35. Percentage of SA by Number of Psychiatric admissions, Intentional misuse, 





the predicted value, and the accuracy of the model is weak. The reason for low 
accuracy is because none of the algorithms showed any impact of a number of 
admissions on the SA. The bars in the chart shows the number of admissions for each 
marital status. Ensemble and CHAID performed better among all algorithms. 
However, C5.0 predicted close to the predicted values for “widowed” patients.  
Ensemble performed better because it combined the accuracies of all the modeling 
algorithms and boosted the overall efficiency. However, CHAID has shown a 
relationship between patients with marital status, medication misuse, and 
hopelessness. Neural Networks and Logistic Regression both performed poor for this 
Figure 36. Percentage of SA by Number of Psychiatric admissions, Intentional misuse, 





experiment. Moreover, it is seen that the accuracy of model increases for patients with 
4 to 5 admissions; the reason is that the majority of cases with this predictor have 
intent to kill self, and there are very few cases for this category.  
 It is observed that approximately 50% of admissions are for females and those 
who never married. Moreover, if a patient is admitted six or more times in the past 
(Figure 35), then the married and separated patients are more vulnerable, whereas if 
a patient is admitted 4 to 5 times (Figure 36) then the probability of committing suicide 
is high among patients with significant partners. Finally, the patient with 4 to 5 
admissions is more at risk than patient with more admissions with probabilities 
between 65 to 80 percent and 57 to 72 percent, respectively. 
Probability of SA by Consider performing Self-Harm, Suicide Plan, Attempted 
Suicide within Last Year and Gender 
 Figure 37 shows the comparison of predicted and actual probability of SA by 
gender and considered performing self-harm in the past, suicide plan, and for patient 
who attempted to kill oneself within the last year. This chart illustrates that the 
probability of SA is high, if the patient considered performing self-harm a year ago and 
attempted suicide at the same time. The likelihood of SA decreases when the patient's 
suicidal ideation and suicide attempt are at different times. Logistic Regression 
performed better for the cases where the patient planned suicide more than a year 
ago or within the current year; the reason is that records for these two categories have 
a strong association between these predictors with very few cases for the 'no' attempt 
of suicide. C5.0 performed better for other cases because, according to the C5.0 tree, 





Network performed closest for the cases who attempted suicide within last week. It is 
noted that the female patient admissions are more than male admissions. Also, this 
analysis reveals that the suicide ideation (i.e., consideration) leads to SA as it is seen 
that the probability of SA is approximately 89% for the patients who have suicide 
ideation and attempt at the same time. 
Figure 37. Percentage of SA for patients that considered self-harm in the past, and attempted suicide 
in the last year 
Probability of SA by Mental disorders 
 This section shows the likelihood of attempting suicide among patients with 





(OCD), and traumatic disorder. Each chart shows the impact of various predictors on 
the SA. 
Probability of SA for patients with Anxiety, Suicide Plan(s), Attempted Suicide 
in the Past (by Age, Gender, Marital status, and Education) 
 Figure 38 shows the comparison of actual and predicted likelihood of SA among 
patients suffering from anxiety, who had a suicide plan and attempted suicide in the 
past; this is grouped by gender and age range. It is observed that if the patients are 
between the ages of 21-30 and 61-80, then there is a high chance of SA among these 
patients. Also, it is noted that there are more male admissions than females. Logistic 
and Neural Networks performed better until the age range of 41-50 years, and then 





the accuracy dropped for the categories with a few number of records. C5.0 tree 
performed closer to the actual value for the older patients (i.e., 51-70 years).  
None of the modeling algorithms predicted close for the age groups after 61-70 years; 
the reason is a very few numbers of cases for this category. Moreover, it is seen that 
the accuracy of the model is very high; due to the strong relation among predictors. 
Anxiety is not one of the top ten predictors but has an impact on the SA when 
combined with other predictors.  
Figure 39 demonstrates the impact of these predictors on SA using education and 
marital status as additional variables. It is noted that there are more patients with high 
school and graduate-level studies and are never married; however, the probability of 
SA is high among widowed patients. It is also observed that the majority of patients 
who have anxiety have done schooling. Neural Network, Logistic Regression, and 
Ensemble performed very close to the actual value for the patients who are never 
married, married, and have a significant partner. Logistic Regression and CHAID 
performed better for the patients who got separated or widowed because both of these 
algorithms showed relationship with “marital status” predictor. The probability dropped 
significantly for divorced patients where Neural Networks performed better than other 
modeling algorithms. This analysis demonstrates that the patient with anxiety, a 
suicide plan, and who has already attempted suicide in the past is highly at risk if a 
patient is male and has age between 21-30 or older than 50 years, is widowed and 





Figure 39. Percentage of SA by marital status and education for patients with anxiety, suicide plan(s) 
and who attempted suicide in the past 
Probability of SA for patients with Substance Use Disorder, Suicide Plan(s), 
Attempted Suicide in the Past (by Age, Gender, Marital status and Education) 
 Figure 40 shows the comparison of actual value and predicted likelihood of SA 
by age and gender for patients with substance use disorder, suicide plan(s), and who 
attempted suicide in the past. It shows that the probability fluctuates between different 
age groups, it is high for patients of age between 21-30, 41-50, 61-70, and 81-90 years 
and low for the patients with ages 71-80. The percentage of SA becomes 100 for 
patients of ages 81-90 years; the reason is that there are very few cases, and all cases 





twice the male admissions for nearly all age groups. However, for the 11-20 age group, 
the number of female admissions are three times more than male. The accuracies of 
modeling algorithms started decreasing with a decrease in the number of cases, due 
to lack of training. Overall, Neural Networks and Logistic Regression performed very 
close to the actual value. It is even overlapping the actual value for the patients with 
ages between 11-20 and 61-70. C5.0 has moderate accuracy and overlapped the 
actual value for the period 51-60. 
  Figure 41 shows the probability of SA for patients with the same risk factors 
but by marital status and education. Once again, it is observed that the number of 
Figure 40. Percentage of SA by age and gender for patients with substance use, suicide plan(s) and 





admissions are high for patients with high-level graduate studies and who are never 
married. However, the probability of attempting suicide is higher for married and 
widowed patients. The Neural Network, Ensemble, and Logistic Regression predicted 
very close for the patients who are never married and have significant partners. C5.0 
performed well for married and divorced patients as the C5.0 tree has shown a 
relationship with these variables.  
 Figure 41. Percentage of SA by marital status and education for patients with substance use, suicide 





Logistic Regression accuracy is almost 100% for patients who are widowed or 
separated, and the majority of these patients have a graduate-level of studies. It is 
noted from these charts that the patient is more at risk of attempting suicide if the 
patient is female, has a suicide plan, already attempted suicide in the past, has 
substance use disorder, is widowed, and belongs to 21-30 or 61-70 years age group. 
Probability of SA for patients with Traumatic Disorder, Suicide Plan(s), 
Attempted suicide in the past (by Age, Gender, Marital status and Education) 
 Figure 42 displays the comparison of actual and predicted probability of SA for 
patients with the traumatic disorder, suicide plan, and attempted suicide in the past, 
grouped by age and gender. This chart shows that the probability of SA is high among 
patients with age between 21-30, 51-60, and 81-100 years.  Further, it is observed 
that female admissions are twice the male admissions. All of the algorithms predicted 
closer to the actual value except C5.0. However, C5.0 predicted better for the patient's 
ages between 41-50 and 71-80. CHAID and Ensemble almost gave 100% accuracy 
for the period 21-30, 41-50, and 61-70 because they showed the high impact of 
Traumatic disorder on SA. Moreover, the likelihood of SA decreased for the age range 
of 51-80 years.  
 Figure 43 shows the comparison of SA for a patient with the traumatic disorder, 
suicide plan, and attempted suicide in the past by marital status and education. This 
chart shows that the number of patients with graduate studies are almost 50 % of all 
other levels of study. The trend line shows that the probability of attempting suicide is 
high among never married and married patients, and also it is noted that the majority 





performed closer to the actual value. The reason is that Neural Network showed a 
strong relationship with a serious accident. The majority of patients with an accident 
or physical impairment have the traumatic disorder; hence the accuracy is high. These 
charts also tell that if a patient is female, suffering from the traumatic disorder, has a 
suicide plan, and between the ages 31-60 years, then she is highly vulnerable.  
Figure 42. Percentage of SA by age and gender for patients with traumatic life event(s), suicide 





Likewise, if a patient is suffering from the traumatic disorder, has a suicide plan, and 
between the ages of 71-100 years, then the patient is high at risk. Gender does not 
impact SA among old patients. 
 
Figure 43. Percentage of SA by marital status and education for patients with traumatic life event(s), 








Probability of SA for patients with Obsessive-Compulsive Disorder (OCD), 
Suicide Plan(s), Attempted Suicide in the Past (by Age, Gender, Marital status 
and Education) 
 Figure 44 shows the comparison of actual and predicted probability of SA by 
gender and age for patients with OCD, suicide plan, and a history of suicide attempts. 
This chart shows that the likelihood of SA increases with age. CHAID & Ensemble 
performed better for the ages between 11-50 years; however, Logistic Regression 
performed better for the later age group.  
Figure 44. Percentage of SA by age and gender for patients with Obsessive-Compulsive Disorder 





Additionally, the Neural Network gave high accuracy for all ages. However, C5.0 gave 
low accuracy because C5.0 showed a weak relationship of OCD with “age at 
admission” predictor.  Moreover, it is seen that the accuracy of the model is very high; 
it is because these variables are highly correlated with each other and impact the 
probability significantly. OCD is not one of the top ten predictors but has an impact on 
the SA when combined with other predictors (as seen Figure 7 in section 3.3.1).  
Figure 45. Percentage of SA by marital status and education for patients with Obsessive 





Figure 45 the probabilities of SA using the same predictors, but categorized by marital 
status and education. It is noted that patients with graduate studies are more than 
other levels of education. The trend line indicates that SA is higher among married 
and widowed patients. Among married patients, more than half of the patients have a 
graduate level of study, whereas, in widowed patients, most admissions are for 
patients with elementary school education. Overall, all algorithms predicted close to 
the actual value, but C5.0 again showed low accuracy because it showed no 
association of marital status with suicide plan, suicide attempt, and OCD. It is also 
observed that if a patient is a female widow with education, suffering from OCD, has 




 This section provided the results obtained from the predictive model, which is 
trained using a training dataset and evaluated using a testing dataset. The results 
showed diverse trends, associations among variables, and corresponding accuracies 
of the model. It is observed that the most recent SA is a widely applied performance 
indicator, and has the potential to have a significant impact on the probability of SA. 
Moreover, the likelihood of SA for patients with suicide attempts in the past, ages 
between 21-30 and 51-60 years, with graduate-level study, married, unmarried, 
suicide plan(s) are comparatively classified as high-risk patients.  
The modeling algorithms presented above show very high accuracies because (i) 
predictors which impact SA significantly are used to build charts (ii) the number of 





charts show comparisons for patients whose intent was to kill him/herself only. These 
results would help to guide clinicians and policy makers to improve quality of care and 
will stimulate further research and development work. 
4.2.3.2 Experiment 2: Validation of model using deceased dataset 
 The objective of this experiment is to validate the accuracy of the model for the 
deceased dataset. This dataset contains 266 records (i.e., 0.2% of the testing dataset) 
of patients who died following their suicide attempts. Figure 46 provides the 
comparison of accuracies of modeling algorithms used for this experiment. The 
Ensemble has the highest accuracy, i.e., 92.7%, followed by CHAID, C5.0, Logistic 
Regression, and Neural Networks with accuracies of 91.7%, 90.3%, 81.4%, and 
78.5%, respectively. The Ensemble works better because it reduces the variance by 
averaging the predictions from other algorithms. 
 
 





4.2.3.3 Experiment 3: Web-form, SA/ NSSI Calculator 
 In this experiment, a user web-form is built to obtain input from the user. The 
data is then pushed to the model to calculate the probability of SA or Self-harm for the 
specific patient. Figure 47 shows the layout of the web form. The Field column shows 
different input variables which are used to calculate the likelihood of the SA or Self-
harm. The Storage column defines the data type, and the Values column contains the 
values entered by the user. 
The User Input node in the model (Figure 49) is used to access the web form, and the 
Type node assigns a data type to each variable. The previously trained nodes of 
modeling techniques and Ensemble are used to calculate the probability. After running 
the model, the output is exported as a table. 






Figure 49. Predictive model to calculate probability 





The results (Figure 48) show that based on the input values, this female patient has 
86% chance that she will commit suicide. Therefore, she is at high risk and clinician 
should provide proper treatment and resources to the patient. On the contrary, the 
data on the right shows another example where a male patient suffers from 
hopelessness, is 65 years, divorced, can make self-understood, considers performing 
self-harm, has anxiety, has a high school education, and has no value for other 
predictors. After entering these values, we ran our predictive model, which calculated 
that this male patient has very low possibility (i.e. 37%) of attempting suicide. 
4.2.3.4 Key Findings 
 The predictive model is trained, evaluated, and validated using different 
datasets. The probability of SA and accuracy of predicted values are observed using 
data for years 2009-2017. The results from the predictive model showed the impact of 
variables/predictors on the likelihood of SA. Also, it is observed that by combining 
predictors, the accuracy of the model increased. To conclude, the results of the 
analysis are summarized below:  
 A patient with a very recent suicide attempt is at a lower risk of SA than patients 
who have attempted more than a month ago. 
 More vulnerable patients are between the ages of 31- 60 years, who have had 
a suicide plan in the past, have considered SA, and have attempted suicide 
previously. 
 Patients are more vulnerable if they were admitted 4 to 5 times to the hospital 





 Female patients between the ages of 20-40 are more likely to attempt suicide 
than their male counterparts. 
 The number of admissions for older patients is relatively small, but they have a 
much higher rate of SA. 
 Suicide ideation (i.e., consideration of suicide attempt, suicide plan) usually 
leads to a suicide attempt. 
 The probability of a patient committing suicide is higher for a patient who has 
never attempted suicide in the past but has had a suicide plan. 
 Male patients between the ages of 21-30 or older than 50 years of age, and 
have anxiety, previous suicide plan, and have already attempted suicide in the 
past are at high risk of SA. 
 Suicide rates are higher among patients who are widowed and have no 
schooling.  
 Female patients who have previously had a suicide plan, already attempted 
suicide in the past, have a substance use disorder, are widowed, and belong 
to the 21-30 or 61-70 age groups are much more at risk of attempting suicide. 
 If a patient is suffering from a traumatic disorder, has had a suicide plan, and 
is in the age range 31-60 years, then females are much more vulnerable than 
males. However, patients, regardless of gender, are also at high risk if they are 
between the ages of 71-100 years. 
 Female patients suffering from OCD, have had a suicide plan, are between the 
ages 41-50 years, are widowed, and have completed secondary schooling 





 High school students are more at risk than other students. 
 Unmarried patients attempt more suicides than other groups. 
 Ensemble and Neural Networks predicted very close to the actual values. Some 
exceptions were observed when the number of admissions was negligible. 
 C5.0 had low accuracy consistently across all experiments. 
The results from the predictive model reveal that factors such as previous suicide 
plans, age at admission, time since past attempt, whether the patient considered 
performing self-harm in the past, anxiety, and OCD significantly contribute to the 
likelihood of SA. Taking all these factors into account, a clinician can differentiate and 
prioritize care and services needed by any patient. This study could help decision-
makers to develop new policies and strategies or provide better services to highly 
vulnerable patients. The results from the SA/NSSI calculator could be used to prioritize 
patient care. 
 4.3 Summary  
 
 This chapter has explained two essential components of this thesis. First, the 
results from the data visualization section provided six different, yet important reports 
which give an overall glimpse of the data. Second, the predictive model experiments 
and results are analyzed by comparing the actual patient record values with the 












5. Conclusion & Future Work 
 Suicide is a critical public health issue and is the second leading cause of death 
in Canada. Despite technological advancements, suicide rates are increasing day by 
day on a global scale. However, this can be prevented by providing proper care, but 
appropriate care cannot be provided unless we are able to identify patients who are 
most vulnerable to suicide attempts at the right time.  
 In this thesis, we focused on the Canadian Mental Health data for the years 
2006 to 2017 with the objective of finding associations between different risk factors 
that impact SA and to find the patients probability of attempting suicide. Figure 50 
shows how the two main components of this thesis (i.e., (i) the Mental Health 
Dashboard and (ii) the Predictive model) would be beneficial. 
Mental Health Dashboard: A key contribution is the creation of an end-to-end data 
visualization framework that can potentially be integrated with any psychiatric health 
care dataset. The MH dashboard was created using Tableau with an objective to 
provide a visual analytics platform for a Canadian MH dataset. The dashboard has six 
reports displaying important KPI’s (i.e., Homepage, Demographics, Self-harm, Social 
relations, Mental disorder, and Mental stressors) and drill-downs which illustrate the 
associations between different risk factors using tables, pie charts, bar graphs, and 






quarter of patients were admitted with an intent to kill themselves and 10 % had the 
intent to harm themselves. The goal of this framework was to extract insight to help 
clinicians better understand the data, and to reveal hidden patterns within the 
psychiatric dataset. 
Predictive model: A predictive model has been built for the purpose of predicting the 
likelihood of suicide attempts. This model is built using the IBM SPSS modeler and 
could be integrated with any mental health data source. It has been trained, tested 
and evaluated using twenty-two different risk factors. Also, a web form has been 
created, which takes input from the user and calculates the probability of SA for the 





given patient. The results from the model are analyzed to evaluate the accuracy of the 
prediction algorithms and to find the association among variables. A comparison of 
different variables showed that variables such as Suicide Plan, Most Recent Suicide 
Attempt, Considering Suicide Attempt, Mental Disorders such as Anxiety, OCD, Age, 
Education, Gender and Marital status profoundly impact the Suicide Attempt Rate.  
 Overall, a significant change in the SA rate was observed for patients from 
different age groups. Moreover, the prediction model gave approximately 90% 
accuracy for the five different prediction algorithms used to predict the probability of 
SA. This is because (i) the dataset used was particularly for the psychiatric patients 
and (ii) Feature Selection algorithm was used to select variables which had higher 
impact on the target variable. Through the development of our model and the 
inferences derived from this research, we aspire to help reveal hidden patterns in 
Mental Health or Psychiatric data so that clinicians and policy makers in the 
communities have the information needed to improve the quality of care. Specifically, 
interventions targeting the right impact factors could control the increasing high rates 
of suicidal thoughts, attempts, and behaviour. The inferences derived from this thesis 
will be helpful to the following community representatives: 
 Family Practitioner: The outcomes of the data visualization and predictive 
model will assist in alerting clinicians about the vulnerable patients, which will 
help in providing intensive care, monitoring, controlling and examining the 
suicidal behaviour. More than 50% of patients prefer to see his/her family 
practitioner or doctor instead of going to a general/psychiatric hospital. 





well. The results will help in providing the right service to the vulnerable patients 
at the right time. 
 Inpatient treatment: Our predictive model is trained to predict the probability of 
suicide for an individual. This can help doctors to recognize high-risk patients. 
Doctors could then make a decision to keep a patient under their supervision 
or increase further interaction with the patient, which could have a significant 
impact on preventing suicide. Interventions may include increased monitoring, 
providing proper services like sending to rehab, transferring to psychiatric 
facility, etc. 
 Patient admissions: The evaluation of high-risk suicidal patients can help 
clinicians provide care to more vulnerable patients instead of unnecessary 
hospitalizations. Visual data analytics can act as an indicator of potential patient 
readmissions, subsequently helping to reduce readmission healthcare costs 
and highlighting the areas of improvements in service delivery, decision 
making, and discharge planning. 
 Policy/Decision-makers: The Mental Health dashboard can help policymakers 
to understand the data and learn from it so that they can recommend treatments 
and new policies to help clinicians and patients. For instance, they can see how 
many patients with suicide plans come to Canadian hospitals every year, why 
they are transferred to new facilities, and what bottlenecks exist in the 
healthcare system. 
 Resource allocation: The results from the predictive model or the SA calculator 





allocating the resources to the right people at the right time. The economic cost 
of Mental illnesses in Canada is estimated to be $51 billion per year. Hospitals 
are, therefore looking for ways to reduce the cost. However, if appropriate 
policies are made such as to transfer mentally ill patients from general to 
psychiatric hospitals, this could save the resources of general hospitals such 
as beds, medical treatment, and time of healthcare providers.  
 Early detection/ diagnosis: Early detection of patient behaviour will help in 
preventing premature death. Moreover, survivors of suicide attempt will 
indirectly help in saving more than one life because suicide affects people in 
society like their peers, friends, family members, and health and social service 
providers. The early detection of vulnerable patients helps clinicians to counsel 
or educate the victim or victim’s family by providing preventative measures. 
 In summary the objective of this research was to provide a better understanding 
of trends, outliers, and patterns to enable healthcare providers to make more informed 
decisions and decrease the mortality rates due to suicide.  
5.1 Future Work 
 In our proposed framework, we have used eleven years (2006-2017) of 
Canadian psychiatric data. We suggest that future research should focus on 
integrating more data to evaluate the predictive model. Additional investigation of 
other variables such as physical impairment, nutritional problems, behavioural 
problems, and health-related issues is suggested to obtain a better understanding of 





used for this study did not have many cases for immigrant patients and did not 
consider patients from different races. Therefore, this research can be extended to 
immigrant patients and races. In addition, substance use or drug-related variables can 
also be incorporated into the study. This research could be further expanded to 
calculate the time period of vulnerability for the patient. Last but not least, this study 
can be further developed by considering warning signs from patients such as suicide 
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