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Ce mémoire se propose d’exarniller l’influence des données manquantes dans
un plan d’analyse de variance à mesures répétées. Nous avons tout d’abord passé
e revue les collcepts théoriques des données manquantes en s’inspirant princi
palement de Rubm(98Z), Littie et Rubin(19$Z) et Schafer(1997). Ensuite, nous
avons examiné les différentes méthodes d’analyse de variance pour les plans à
mesures répétées. Enfin, l’influence des données manquantes complètement aléa
toirement dans un plan d’analyse de variance à mesures répétées a été évaluée
en se servant des procédures GLM et MIXED de SAS. Nous avons vu qu’en pré
sence des donilées manquantes, l’approche des modèles linéaires mixtes est la plus
appropriée pour l’analyse de variance à mesures répétées.
iv
SUMMARY
This work examines the influence of missing data in the analysis of variance
-wjth repeated measurements. We flrst review the theoretica concepts of missing
data as explained in Rubin(19$7), Littie and Rubin(1987) and Schafer(1997).
Then, we examine the varions approaches of the analvsis of variance with repeateci
measurements. Lastly, the influence of missillg data completly at random in the
analysis of variance with repeated measuremeits was evaÏuated using SAS GLIVI
and MIXED procedures. We observed that in the presence of missing data, the
approach with the mixed linear models is the rnost appropriate for the analysis
of variance with repeated measurements.
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INTRODUCTION
La présence des données manquantes dans un plan d’analyse de variance à
mesures répétées est souvent inévitable pour plusieurs raisons et cela suscite un
questionnement quant à l’exactitude des résultats de l’analyse effectuée. Il est
donc nécessaire de déterminer ciuelles sont les procédures et méthodes qui sont
capables de minimiser l’influence des données manquantes sur les résultats de
l’analyse de variance à mesures répétées.
Dans le chapitre 1, nous faisons état de l’aspect théoriqile des données man
quantes, des modèles pour les mesures répétées et de certaines méthodes d’ana
lyse de données avec valeurs manquantes. Nous avons aussi introduit la méthode
d’imputation multiple, la méthode d’estimation à vraisemblance maximale et l’al
gorithme EM.
Dans le chapitre 2, nous présentons l’approche classique, les approches ajus
tées, l’approche multivariée et l’approche mixte pour l’analyse de variance à deux
facteurs dont un est à mesures répétées.
Enfin dans le chapitre 3, à l’aide des procédure GLM et MIXED de SAS, nous
avons fait des analyses afin d’évaluer l’influence des données manquantes dans un
plan d’analyse de variance à deux facteurs dont un est à mesures répétées en
utilisant quatre ensembles de données ayant chacun une structure différente pour
la matrice de covariances.
Chapitre 1
LE PROBLÈME DES DONN1E$
MANQUANTES
1.1. INTRODUCTION
Les données manquailtes sont presciue inévitables dans la plupart des études
statisticlues. Les données mancluantes sont particulièrement un problème en ana
lyse des dollnées à mesures répétées comme par exemple dans le cadre des essais
cliniques où les données relatives à l’efficacité d’un médicament sont prélevées
à plusieurs reprises dans le temps. Les données peuvent être manquantes pour
diverses raisons dont le manque de coopération de la part du patient, l’inefficacité
du médicament étudié, l’apparition d’effets secoildaires, le décès et bien d’autres
raisons.
Des plans d’expériences contrôlés sont généralement soigneusement conçus
pour permettre que des analyses statistiques soient faites en utilisant des mé
thodes appropriées. Pour un plan d’expérience équilibré, c’est-à-dire que les com
binaisons des niveaux des facteurs sont toutes observées un même nombre de
fois, une analyse des moindres carrés permet d’obtenir des estimateurs pour les
paramètres et de déduire le tableau d’analyse de variance sous les présupposés
usuels.
3Étant donné que les niveaux des facteurs clans une expérience contrôlée sont
fixés par l’expérimentateur, les données manquantes sont généralement plus fré
quentes pour la variable d’intérêt Y que pour les facteurs. L’attention est alors
portée sur les données manquantes pour la variable d’intérêt Y. Lorsque ce genre
de données manquent, l’équilibre dans le plan d’expérience d’origine est détruit, et
par conséquent l’analyse appropriée des moindres carrés devient plus compliquée.
La plupart des méthodes statistiques usuelles présument la présence des don
nées pour chaque individu pour toutes les variables incluses dans l’analyse. Une
solution simple utilisée par défaut par plusieurs logiciels statistiques consiste à
exclure de l’analyse tout individu ayant au moins une donnée manquante. Ceci
a pour conséquence de contribuer à une perte substantielle d’information lorsque
plusieurs individus ont au moins une donnée manquante et surtout de biaiser les
résultats de l’analyse lorsque le mécanisme qui produit les données manquantes
dépend des valeurs de Y.
Une façon simple de résoudre ce problème est de remplacer les données man
quantes par des estimateurs non biaisés avant de procéder à l’analyse en se ser
vant d’un plan d’expérience rendu équilibré. Le problème qui se pose alors est
d’appliquer une méthode adéquate qui tient compte du mécanisme des données
manquantes et de leur tendance pour déterminer les estimateurs non biaisés.
1.2. MODÈLES POUR DES MESURES RÉPÉTÉES
Pour des études avec des mesures répétées, les données pour la variable d’in
térêt Y sont mesurées sur des individus à plusieurs reprises dans le temps. Par
conséquent les observations sur chaque individu dans le temps ne sont pas in
dépendantes. Dans le contexte du modèle linéaire général, la dépendance des
mesures de Y sur les variables explicatives et les corrélations entre les mesures
de Y doivent être prises en considération. De plus, les ensembles de données à
mesures répétées sont souvent non équilibrés et pour cette raison, ils ne peuvent
4pas être allalysés en utilisant des techniques usuelles de régressioll multivariée
(voir Hand et Taylor, 1987).
Une alternative ilatllrelle survient en observant que le profil des mesures ré
pétées spécifique à chaque sujet peut être bien approximé par des fonctions de
régression linéaire. Ainsi le vecteur des mesures répétées pour chaque sujet pellt
être réduit à un vecteur d’ull nombre restreint de coefficients de régression esti
més spécifiques à l’individu et des techniques de régression multivariée peuvent
être utilisées par la suite pour relier ces estimateurs aux covariables.
Laird et Ware(1982) ont introduit un modèle pour les mesures répétées lorsque
les données suivent ue loi normale. Soit
= X/3 + Zb + e (1.2.1)
où i’ est le vecteur (rnj x 1) des résultats à mesures répétées pour le sujet i, 1
i < N, N est le nombre de sujets, X (m X p) est une matrice des p covariables
dépendantes du temps avec coefficients de régression /3, Z (rn x q) est une
matrice des q covariables dépeildantes du temps avec coefficients de régression
aléatoires b, b (q x 1) est le vecteur de coefficients individuels qui varient pour
chaque sujet et (m x 1) est le vecteur de l’erreur pour chaque sujet i, /3
est considéré fixe. Les vecteurs &j sont Nmj(Oînj, >j) et indépendants entre les
sujets, les vecteurs b sollt Nq(Oq, D) et indépendants des
,
D est une matrice
de covariances (q x q) et j est ue matrice de covariances (m x m) qui dépend
de j seulement à travers sa dimension rri.
Le modèle (1.2.1) a stimulé plusieurs approches concernant les données à
mesures répétées. Ainsi, Diggle et al. (1994) traite trois modèles distincts le
modèle marginal, le modèle à effets aléatoires et le modèle de transition. La
première approche modélise séparément la moyenne marginale et la covariance.
Une espérance mathématique non conditionnelle de Y de l’équation (1.2.1) donne
le modèle marginal suivant
E(Y2) =
5i 1, ..., N. La corrélation entre les rÇ est une fonction connue avec quelques
paramètres illcollllus. Les coefficients de régression et les paramètres de la matrice
de corrélation doivent être estimés. L’objectif primaire est de modéliser les effets
des covariables sur la distribution margillale de Y. Liallg et Zeger (1986) propose
des équations d’estimations généralisées (“generalized estimating equatiolls”) pour
la distribution marginale de Y. Cette approche évite ue hypothèse explicite de
la distribution et traite les corrélations comme des paramètres de nuisance. Sous
certaines hypothèses concernant la dépendance par rapport au temps, elle donne
des estimations convergentes.
En supposant que les coefficients de régression varient pour chaque individu,
la deuxième approche modélise l’espérance mathématique conditionnelle des me
sures de Y étant donné le coefficient individuel b. Dans l’équation (1.2.1), étant
dollné b, l’espérance mathématique conditionnelle de Y a la forme du modèle
linéaire général
E(Yjb) X/3 +
i = 1, ..., N. Ceci est le modèle à effets aléatoires. Ce modèle est très utile lorsque
l’objectif est de faire de l’inférellce sur des individus plutôt que sur la moyenne de
la population comme dans le cas du modèle marginal. Ce modèle suppose aussi
qu’étant donné b, les réponses Y sont indépendantes. Le coefficient illdividuel b
a une forme spécifique de distribution avec quelques paramètres connus ou incon
nus. Les coefficients de régression sont commuas aux réponses pour un individu
dollilé mais varient elltre les individus, induisant ainsi la corrélation. Tradition
nellement, une distribution multinormale est supposée avec un vecteur moyen O
et une matrice de covariance indexée par certains paramètres. Soient Z, = oI et
= g21 alors la variance de Y est Zy = oZZ’+u2I. Lorsque Z = O ou = O,
le modèle à effets aléatoires se réduit au modèle linéaire gélléral. L’estimation des
paramètres dans un modèle à effets aléatoires peut s’effectuer par la méthode des
mOilldfeS carrés généralisés 011 la méthode de vraisemblance maximale.
6La méthode des moindres carrés généralisés estime en minimisant
(Y — X3)(Y — X/3). Lorsque Zy est inconnue ou lorsque les estimations de
2 et de o ne sont pas disponibles, cette méthode ne peut pas être utilisée. Les
méthodes basées sur la vraisemblallce supposent que b et E sont distribués selon
une loi multinormale. Une alternative est la vraisemblance maximale restreinte
qui est déduite e utilisant une formulation bayésienne (voir Harville (1974) et
Dempster et at.,1977). L’algorithme EM (“Expectation Maximisatioll” dans la
littérature) peut être utilisé pour obtenir les estimations.
Comme dans le cas du modèle à effets aléatoires, le modèle de transitioll
considère l’objectif de régression et la corrélation intra sujet simultanément. Ce
modèle combine les équations de régression et l’hypothèse de corrélation en une
seule équation. On spécifie un modèle de régression pour Fespérance condition
nelle de la réponse courante étallt donné des réponses précédentes, comme une
fonction des covariables et des réponses passées
où les f sont des fonctions connues. Notons que pour des réponses normale
ment distribuées avec une liaison identité, ces trois approches sont équivalentes
et donnent les mêmes estimations (voir Diggle et al., 1994).
1.3. MÉCANISME DES DONNÉES MANQUANTES.
De façon pratique, les mesures répétées sur un sujet peuvent ne pas être
disponibles pour toils les temps. Soit Y = (Yi, ..., Y) le vecteur complet de
mesures répétées pour le je sujet, 1 < i < N, N est le nombre de sujets. Pour la
k mesure, la réponse ou la non-réponse de Yk est indiquée par la variable aléatoire
= 1 si Yk est manquante, et Mk O si Yjk est observée, où k 1, ..., b.
La distribution de M = (M1,
...,
A/I) peut dépendre de }‘ et des autres
variables. La distribution conditionnelle de iVI,. étant donné Y, ...,Yk1 est le
zprocessus ou le mécanisme des données manquantes. Ce processus est décrit par
la probabilité des données manquantes
Prob(1lik 1) = Prob(Yjk est mallqualltejY21 Yii,..., yik—1).
La question importante est de déterminer si le processus des données man
quantes est dépendant du processus des mesures de ‘. Le mécanisme qui génère
les données manquantes est un élément clé pour ce qui est du choix de la méthode
d’analyse appropriée et de l’interprétation des résultats. Little et Rubin (1987)
donilent un traitement général de l’analyse statistique avec données manquantes
et une classification utile du processus des dollilées manquailtes. Les données
manquantes sont dites
(a) manquantes complètement aléat.oirement (‘Missing Completelv at Ran
dom”(MCÀR)) si le processus des données manquantes est indépendant des me
sures observées et des mesures non observées:
(b) manquantes aléatoirement (“Missing at Random”(MAR)) si le processus
des données manquantes ne dépend pas des mesures non observées;
(c) non ignorables ou informatives si le processus des données manquantes
dépend des mesures non observées.
Dans le cas (a), les données observées sont un sous échantillon aléatoire de
l’échantillon des données complètes, qui représentent l’ensemble des données qui
seraient recueillies dans le cas où il n’y aurait pas de données manquantes. La non
réponse de la k mesure pour le je sujet est indépendante de }‘ et des mesures
précédentes Y,
...,
Dans le cas (b), les données observées ne sont plus un sous échantillon aléa
toire de l’échantillon des données complètes, mais elles sont encore un échantillon
aléatoire dans chaque sous classe définie par les valeurs de }‘,
..., Y(k_1). La non
réponse de la k mesure pour le e sujet est indépendante de }‘, mais elle peut
dépendre des mesures précédentes }Ç
$Dans le cas (c), la non réponse de la kC mesure pour le e sujet dépend de Y.
et elle peut aussi dépendre des mesures précédentes k—1).
1.4. MÉTHODES D’ANALYSE DES DONNÉES AVEC VALEURS MAN
QUANTES.
Il y a deux approches simples pour analyser les ensembles de données avec
valeurs manquantes. L’approche la plus radicale consiste à restreindre l’analyse
aux individus dont toutes les données sont observées à toutes les périodes, c’est-
à-dire exclure de l’analyse tout individu ayant au moins une valeur manquante à
une période quelconque. C’est l’analyse des cas complets (“complete case analysis”
ou listwise deletion methoci”). Toutefois cette méthode peut exclure de l’analyse
une quantité importante des données. Les sujets dont toutes les données sont
observées ne sont pas un échantillon aléatoire de l’échantillon d’origine. Ainsi les
données exclues ne sont pas manquantes complètement aléatoirement (“MCAR”)
même si les données non observées sont manciuantes complètement aléatoirement.
Les estimateurs (lui en résultent pourront être biaisés.
Une approche moins radicale consiste à ne pas exclure de l’analyse tous les
sujets dont certaines valeurs manquent, mais plutôt de porter l’analyse sur toutes
les données observées et de considérer l’ensemble des données comme étant non
équilibré, c’est-à-dire que les combinaisons des niveaux des facteurs ne sont pas
tontes observées un même nombre de fois. Ceci est l’analyse des cas disponibles
(“available case analysis” ou “pairwise deletion method”). Pour un échantillon basé
sur N individus pour lesquels les informations sont prélevées à b périodes, la k
composante ,t1k du vecteur moyen et la k variance de la matrice de covariances
sont estimées en utilisant toutes les données observées à la k période, k 1 b.
Le (k kI)e élément (k k’. k 1 b et k’ = 1 b) de la matrice des variances
covariances est calculé eu utilisant toutes les données observées simultanément
pour les deux périodes k et k’. Cette méthode est plus efficace que la méthode
9des cas complets dans la mesure où elle utilise plus d’information et les résultats
issus de cette méthode sont non biaisés lorsque les données sont manquantes
complètement aléatoirement (voir Little et Rubin, 1987).
Des méthodes statistiques usuelles peuvent être utilisées pour l’analyse des cas
complets et l’analyse des cas disponibles, mais seule l’analyse des cas disponibles
donne des estimateurs non biaisés avec des données manquantes ignorables (voir
Little et Rubin, 1987).
Il y a deux classes de procédures disponibles pour des données manquantes
les procédures basées sur l’imputation et les procédures basées sur des modèles.
En utilisant les données observées, l’objectif de la technique d’imputation est de
“rectangulariser” l’information contenue dans les sujets observés pour que l’ap
plication de la technique de l’analyse des cas complets sur les données rectan
gularisées donne des réponses statistiquement valides. Avec cette procédure, les
données manquantes sont remplacées et les données complètes ainsi obtenues sont
analysées par des méthodes usuelles. Little et Rubin (1987) suggèrent plusieurs
procédures d’imputation.
L’imputation “hot deck” est une méthode par laquelle les sujets sont classifiés
dans des cellules basées sur certaines mesures de proximité en rapport avec le
fait que la mesure Yk du sujet i soit observée ou manquante à la période k.
Un sujet avec valeur observée est alors choisi aléatoirement pour imputer les
caractéristiques non observées.
L’imputation non conditionnelle par la moyenne (“mean imputation”) est une
forme particulièrement simple. Les valeurs manquantes sont substituées par la
moyenne des données observées pour les autres individus et pour la même période
(voir Little et Rubin, 1987).
Comme une extension de l’imputation moyenne, Buck (1960) proposa l’impu
tation par la régression où les valeurs manquantes sont estimées par les valeurs
prédites de la régression sur les données connues.
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Pour Ull échantillon normal multivarié, la première étape consiste à déter
miner le vecteur moyen j et la matrice des variances-covariances Z par la mé
thode des cas complets qui consiste à exclure de l’analyse tous les individus ayant
une ou des valeurs manquantes pour certaines périodes. On suppose que Y est
N(,u, Z), c’est-à-dire que l’ensemble des données obtenu à partir de la méthode
des cas complets est un sous-échantillon aléatoire des données complètes formé
des données observées y(o) et non observées y(m)• Pour un individu comportant
des valeurs manquantes, la densité conditionnelle des composantes avec valeurs
manquantes y(m) sur les composantes avec valeurs observées y(o) donne que la
(m) (o)loi conditionnelle de }Ç est
+ Z(m0)(Z(00))_i(y(0)
— (o)) Z(7flm) — Z(rno)(Z(oo))_lZ(om))
où les indices (o) et (ru) réfèrent aux valeurs “observées” et “manquantes” respec
tivement.
La seconde étape consiste à calculer la moyenne conditionnelle à partir des résul
tats de la densité conditionnelle et de la substituer aux valeurs manquantes. Buck
(1960) a montré que cette méthode est valide lorsque le mécanisme des données
manquantes est MCAR (manquante complètement aléatoirement). Little et Ru
bin (1987) affirme que cette méthode est valide sous certains types de mécanisme
MAR (manquante aléatoirement).
Avec l’imputation stochastique par la régression, une valeur manquante est
remplacée par la valeur prédite par la régression plils une erreur tirée aléatoire
ment pour refléter le hasard dans la valeur prédite. L’imputation simple, c’est
à-dire imputer une valeur pour chaque valeur manquante, nécessite un grand
échantillon pour avoir des bonnes estimations. Elle traite les données imputées
sans ajustement et sans considérer la variabilité. Une sous estimation des erreurs
standards peut se produire même si le modèle utilisé pour générer les imputa
tions est correct. Rubin (1987) proposa la méthode d’imputation multiple pour
surmonter ces désavantages. Au lieu d’avoir un ensemble de données imputées,
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plusieurs ensembles d’imputation sont tirés indépendamment à plusieurs reprises
sous un modèle pour les données manquantes. Chaque ensemble des valeurs impu
tées et des valeurs observées donne un ensemble complet de données. Les mêmes
inférences sur des données complètes sont alors exécutées pour chaque ensemble
de données. L’inférence combinée reflète le hasard dans les données manquantes.
Cette technique donne des estimateurs non biaisés aussi bien pour les données
manquantes ignorables que pour les données manquantes non ignorables (Rubin,
1987).
Pour des procédures basées sur des modèles, on distingue deux approches
pour formuler les modèles pour les données manquantes le modèle de sélection
(‘se1ection model”) et le modèle de mélange (“mixture model”) . Dans le modèle
de sélection, la fonction de densité conjointe de 1/i et Y étant donné X est
J(, MX) — f X) (1.4.1)
où la deuxième composante modélise l’incidence des données manquantes comme
fonction de Y et de X. Alternativement le modèle de mélange donne la fonction
de densité conjointe de M et de }Ç étant donné X comme suit
f(Y, AJX) = f(YX, M)J(MX) (1.4.2)
où la distribution de }‘ est caractérisée conditionnellement à X et M, et l’inci
dence des données manquantes est une fonction de X seulement. Pour le modèle
de sélection, la méthode d’estimation à vraisemblance maximale peut être utilisée.
Dans la plupart des cas des techniques itératives sont nécessaires pour maximiser
la vraisemblance. Pour le modèle de mélange, la fonction de densité conditionnelle
f iVI) se rapporte aux données manquantes, ainsi il n’y a pas de données
pour l’estimer.
Il y a deux types de données manquantes pour les données à mesures répétées:
les “drop outs” et les données manquantes intermittentes. On parle des “drop-outs”
lorsque des séquences de mesures répétées sur des sujets se terminent de façon
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prématurées, c’est-à-dire si Yjk est manquante, Y est aussi manquante pour
k’ > k. Dans le cas contraire les données manquantes sollt dites intermittentes.
Ce mémoire traite le cas des données manquantes intermittentes où le mécanisme
des dollnées manquantes est connu.
1.5. L’IMPUTATION MULTIPLE.
L’imputation multiple se fait en trois étapes. La première étape consiste à
créer M (M > 1) ensembles de données complètes en substituant les données
manquantes M fois en utilisant M tirages indépendants d’un modèle d’imputa
tion. Le modèle d’imputation est construit pour permettre une approximation
raisonnable de la vraie relation entre la distribution des valeurs manquantes et la
distribution des valeurs observées. Dans la deuxième étape, les M ensembles de
données complètes imputés sont analysés en traitant chaque ensemble de données
complètes imputé comme un réel ellsemble de données complètes. Les logiciels et
les procédures usuelles pour les données complètes peuvent être utilisés directe
ment. Dans la troisième étape, les résultats de l’analyse basée sur les M ensembles
de données complètes sont combinés pour obtenir les inférences de l’imputation
répétée (Rubin, 1987). Les variances des estimations combillées se composent
des variances ultra et inter imputation. Ainsi l’illcertitude des données imputées
est incorporée dans l’inférence finale. Cette méthode surmonte les inconvénients
de l’imputation simple qui sous estime l’erreur standard de l’estimatioll. La pre
mière étape, le tirage aléatoire des échantillons à partir d’un modèle d’imputation
est le plus fondamental pour l’imputation multiple. Une imputation multiple est
dite appropriée (Rubin, 1987) si (1) le modèle d’imputation préserve les corréla
tions elltre les valeurs observées et les valeurs maRquantes, (2) les valeurs man
quantes sont imputées par des tirages aléatoires indépendallts issus du modèle
d’imputation, et (3) l’estimation de O, le paramètre inconnu du modèle d’imputa
tion, est approximativement sans biais pour la distribution des données imputées.
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Si le modèle d’imputation ne préserve pas les corrélations entre les valeurs obser
vées et les valeurs manctuantes, les inférences au sujet de ces corrélations, basées
sur des données complètes imputées, sont biaisées. Si l’imputation multiple n’est
pas basée sur les tirages aléatoires issus du modèle d’imputation, la variance inter
imputation qui en résulte est sous estimée. Enfin, l’estimation approximativement
sans biais de O pour le modèle d’imputation assure que les inférences basées sur
des imputations répétées sont valides du point de vue fréquentiste.
La théorie de l’inférence de l’imputation répétée ou combinée provient d’un
modèle bayésien (Rubin , 1987). Soit Q, une quantité scalaire générique à estimer
telle que l’effet du traitement, le rapport de cotes (odds ratio) ou les coefficients
de régression. Alors la distribution ci posteriori des données observées de Q est
donnée par
p(Qy(O))
= f p(Qy(o) y(m))p(y(m) y(o))dy(rn)
où y(°) et y(n) sont respectivement le vecteur des données observées et le vecteur
des données manquantes. La distribution ci posteriori des données observées est
le produit de la distribution moyenne u posteriori des données complètes avec
la distribution prédictive. Ainsi les moments peuvent être obtenus à partir de la
distribution ci posteriori des données observées
E(QY°) E[E(Qy(0),y(m))y(0)]
et
V(QIY°) = E[V(QYt°) y(m))y(o)j + v{E(QY(°, y(rn))y(o)]
où Q et U sont respectivement des estimateurs de Q et V(Q) basées sur les
données complètes imputées(voir Schafer, 1997). Le calcul des données imputées
estimées est basé sur les IVI imputations indépendantes Q(k) = (y(O) y) avec
leurs variances estimées Û(k) Û(y(°), y), k 1, ..., M. L’estimation combinée
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de Q est simplement la moyenne de ces estimatiolls imputées
QïÏY-ZQ(k)
et la variailce totale de est
T= [(1+M-’)B+U]
où B Zl(Q(k)_Q)2 est la variance inter imputation et U =
est la variance intra imputation. Le test d’hypothèse et l’intervalle de confiance
sont alors basés sur une approximation de la distribution t de Student
(Q —
avec degrés de liberté
i (M — 1)[1 +
où r est la croissance relative de la variance due aux données manquantes
r (1 + M)B/U.
Dans le cas où l’imputation n’est pas multiple, la variance inter imputation B
est zéro et la variance iiitra imputation U est la variance des données complètes.
Ainsi r est la mesure de la croissance de la variance causée par l’imputation
multiple. La valeur de l’indice r diminue tandis que la valeur de z’ augmente au
fur et à mesure que le nombre d’imputation M augmente. Si B — O, alors r = O.
y tend vers l’infini et par coiséquent (Q — )/T’/ suit ue loi normale. Un
autre indice de diagnostic important pour l’imputation multiple est la fraction
de l’information manquante pour Q
—
+ 2/( + 3)
r+ 1
(voir Schafer. 1997). Cet indice mesure la façon dont les données manquantes
influencent l’incertitude de l’estimation de Q. Sa valeur est déterminée par la
proportion des données manquantes et la performance de l’imputation multiple.
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Lorsque le nombre d’imputation A/i augmente, la valeur de diminue. L’infé
rence de l’imputation répétée ci-dessus est valide aussi longtemps que les im
(in) (m) (Tri)piltations Y(i) Y2 ‘ Yqi sont correctement gellerees. Les imputations doivent
en moyenne doniler des prédictions raisonnables pour les valeurs manquailtes et
la variation entre les imputations doit refléter un degré d’incertitude approprié.
Pour plus de détails au sujet de l’imputatioll multiple, voir Rubin(19$7) et Scha
fer(1997).
1.6. LA VRAISEMBLANCE MAXIMALE
La vraisemblance maximale est une approche générale de l’estimation statis
tique qui peut être utilisée pour traiter le problème des données manquantes. Le
principe de base de l’estimation à vraisemblance maximale est de choisir comme
estimatellrs, les valellrs qui maximiseraient la probabilité d’observer ce qui a en
réalité été observé. Pour accomplir cela, il faut une expression qui exprime la
probabilité des données comme follction de données et des paramètres illconnus.
Lorsque les observations d’un échailtillon sollt indépendantes, la vraisemblance
globale pour l’échantillon est simplement le produit des vraisemblances de cha
cune des observations de l’échantillon. Supposons que nous essayons d’estimer un
paramètre 6. Si Y est un vecteur aléatoire, y u échantillon de n observations et
f(yO) la fonction de densité conjointe ou la fonction de probabilité conjointe de
y par rapport à 6, la vraisemblance pour un échantillon y de n observations est
L(6) = llfty0).
L’estimateur à vraisemblance maximale (EVM) de O est la valeur qui maximise
la fonction L(O). Les estimateurs à vraisemblance maximale ont plusieurs proprié
tés. Sous certaines conditions, ils sont convergents, asymptotiquement efficaces
et asymptotiquement normaux. La convergence implique que les estimations sont
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approximativement non biaisées pour des grands échantillons. L’efficacité im
plique que les vraies erreurs standards sont au moins aussi petites que les erreurs
standards pour tout autre estimateur convergent.
Lorsque les données sont incomplètes et le mécanisme des données manquantes
est non informatif, la vraisemblance des données observées de O est donnée par
L(OYf°))
= f p(Y(o)Y(m)dy(m) (1.6.1)
o y(°) et y(m) sont respectivement le vecteur des données observées et le vecteur
des données manquantes. L’estimateur à vraisemblance maximale de O est obtenu
dans ce cas en maximisant la fonction de vraisemblance des données observées
par rapport à O. Formellement, il n’y a pas de différence entre la méthode d’esti
mation à vraisemblance maximale pour les données complètes et pour les données
incomplètes (Littie et Rubin, 198f, p88).
Les procédures de l’estimation à vraisemblance maximale peuvent être réca
pitulées de la manière suivante (Littie et Rubin, 1987, p128) si la fonction de
vraisemblance est différentiable et unimodale, l’EVM de O peut être obtenue en
résolvant l’équation de vraisemblance
$(OY(0)) 3Y(°))
= 0 (1.6.2)
où £(OY(°)) = lnL(OY(°)) est la fonction log-vraisemblance des données obser
vées et S(OY(0)) la fonction de score des données observées. Lorsqu’une solution
de l’équation (1.6.2) ne peut être trouvée, des méthodes itératives seront appli
quées.
L’algorithme de Newton-Raphson est l’une de ces méthodes étant donné
l’estimation initiale de O , disons (O), soit 0(t) l’estimation à la te itération,
t = 1, 2, ..., alors la (t + 1) itération est définie par l’équation
9(t+1) = (t) + 11(0(t) y(o))s(o(t) y(o)) (1.6.3)
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où I(0lY°) est la matrice de l’information observée, c’est-à-dire la dérivée de





Sous des hypothèses générales sur la fonction de vraisemblance des données obser
vées (1.6.1), la séquence des itérations 0(t) converge vers une estimation ponctuelle
0, qui est l’EVv1 de 0.
Une variante de cette procédure est la méthode de score, où l’information




Pour ces deux méthodes, il faut déterminer la matrice des dérivées de second
ordre de la fonction log-vraisemblance.
Une troisième alternative d’algorithme (Berndt et al., 1974) est de remplacer
l’information observée en (1.6.3) par la matrice de covariances échantillonnale de
la fonction de score $(0Y(°)), puisdlue cette matrice est une estimation conver
gente de la matrice d’information dans le voisinage de . L’équation itérative qui
en résulte est
= o + 0(t) ) S(O(t) y(o))
où Q(0) = £ est la vraisemblance des données obser
vées pour la je observation et ? est une échelle positive conçue pour assurer la
convergence vers un maximun local (voir Berndt et al., 1974).
Ces méthodes itératives vont générer des estimateurs à vraisemblance maxi
male de O non biaisés aussi longtemps que le mécanisme des données manquantes
peut être ignoré sans risque. Ces méthodes exigent le calcul ou l’approxima
tion des dérivées de second ordre de la fonction de vraisemblance des données
observées. Lorsqlle les données sont incomplètes, la vraisemblance des données
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observées (L6.1) peut être compliquée et la matrice des dérivées de second ordre
a tendailce à être une fonction compliquée de 9. Par conséquent, le calcul ou l’ap
proximation de cette matrice peut devenir très compliqué (Littie and Ruhin, 1987,
p128). Ulle approche alternative, laquelle n’exige pas le calcul 011 l’approximation
des dérivées de second ordre est l’algorithme EM (Dempster et ai., 1977).
1.6.1. L’algorithme EM
L’algorithme EM complète les données manquantes y(m) sur la base de l’es
timation de 9 et ré-estime ensuite O sur la base de y(°) et les y(”) complétées en
procédant de façon itérative jusqu’à ce que les estimateurs coilvergent. Le terme
EM (Expectation-Maximizatioll) fut introduit par Dempster et al., (1977).
Le fondement théorique de l’algorithme EM est le suivant. Le modèle de pro
babilité des données complètes peut être factorisé comme
P(Y9) p(y(0)9)P(Yy(0), 0) (1.6.4)
et le log-vraisemblance peut être exprimé comme
(0jY) = e(9Y°)) + 1uP(Y(71Y(0), O) + e (1.6.5)
où £(OY) = in P(YO) est le iog-vraisemblance des données complètes, le terme
p(y(m)y(o) O) est la distribution conditionnelle de y(m) étant donné y(°) et 9,
e est une constante arbitraire. Lorsque vu comme la distribution des probabilités
de y(m) il résume l’information au sujet de y(rn) pour toute valeur de O donnée;
lorsque vu comme une fonction de 0, il apporte l’information au sujet de O qui est
contenue dans y(m) au delà de celle déjà fournie par y(°) Le log-vraisemblance
des données complètes £(OY) ne peut pas être calculé directement parce que
p(y(m)y(o) 0) ne peut pas être calculé car les y(m) sont illconnues. Au lieu de
cela, le log-vraisemblance attendu pour la distribution des données manquantes
est calculé. Étant donné les données observées y(o) et i’estimateur g(t) de O à
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l’étape t, t = 1, 2,
= + H(&t) + e (1.6.6)
où
Q(9(t))
= f e(&y)p(y(m) y(o) o(t))dY(m)
et
H(OO) = fin p(y(rn) y(o) O)p(y(m) y(o) o(t))dY(m).
Supposant que 9(’) soit la valeur qui maximise Q(OO(t)), c’est-à-dire
Q(9(t)) <Q(&(t1)9(t)) V,
Dempster et aï., (1977) ont montré cyue (1) est un meilleur estimateur que 9(t)
dans le sens que le log-vraiseniblance de ses données observées est au moins aussi
grand que celui de
e(9(y(0)) <(9(t±l)y(O)) V9. (1.6.7)
Donc, la séquence 0(t) augmente les valeurs du log-vraisemhlance des données
observées à chaque itération et si le log-vraisemhlance des données observées
£(Oy(0)) converge vers un maximum, la séquence £(O(t)y(o)) converge vers une
valeur stationnaire de £(OY(°)).
L’itération de EM consiste en deux étapes distinctes. L’étape E (“Expecta
tion”) consiste à trouver l’espérance conditionnelle des données manquantes étant
donné les données observées et l’estimateur courant de O, et ensuite à remplacer
les données manqilantes par ces espérances. Remarquons que ce n’est pas la don
née manquante qui est substituée par son espérance, mais plutôt la fonction des
données manquantes apparaissant dans le log-vraisemblance des données com
plètes qui est substituée. Spécifiquement, l’étape E consiste à trouver la valeur
attendue du log-vraisemblance des données complètes pour la distribution des
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données manquantes y(m) étant donné les données observées y(°) et l’estimation
courante de 6, soit 6(t), c’est-à-dire
Q((t))
= f £(9Y)P(Y(’) y(o) g(t))dy(m)
L’étape M (“Maximisation”) consiste à déterminer l’estimateur à vraisemblance
maximale de O comme s’il n’y a pas de données manquantes, c’est-à-dire comme si
la maximisation est basée sur le log-vraisemblance des données complètes. Ainsi
la maximisation de Q(OOtt)) utilise la même méthode de calcul que pour la maxi
misation du log-vraisemblance des données complètes. Exécuter alternativement
les étapes E et M en commençant avec une valellr 0(0) génère une séquence des
valeurs d’estimateurs 9(t) et la séquence des valeurs du log-vraisemblance des
données observées £(O(t)Y(0)) . Dempster et ai., (1977) ont fourni les conditions
sous lesquelles la suite de log-vraisemblance converge presque sûrement vers une
valeur stationnaire du log-vraisemblance des données observées. La convergence
est linéaire avec un taux proportionnel à la fraction de l’information observée au
sujet de 0 qui est contenue dans £(0Y). La vraisemblance maximale peut être
une méthode pratique et efficace pour traiter les données qui sont manquantes
aléatoirement (MAR). Dans ce cas, les estimateurs à vraisemblance maximale
sont optimaux pour des grands échantillons.
Chapitre 2
PLAN D’EXP1RIENCE À DEUX FACTEURS
DONT UN COMPORTE DES MESURES
RP]T1ES.
2.1. INTRODUCTION
Les plans d’expériences à mesures répétées utilisent le même sujet pour chaque
niveau d’un ou plusieurs facteurs. Le sujet sert comme un bloc et les unités
expérimentales à l’intérieur du bloc peuvent être vues comme différentes périodes
pendant lesquelles un traitement est appliqué au sujet. Un plan d’expérience à
mesures répétées peut concerner un ou plusieurs traitements évalués sous diverses
conditions expérimentales ou à des périodes différentes clans le temps.
L’avantage principal des plans à mesures répétées est qu’ils fournissent une
bonne précision pour la comparaison des niveaux du facteur temps car toutes
les sources de variabilité entre les sujets sont exclues de l’erreur expérimentale.
Seulement la variation intra-sujet est présente dans l’erreur expérimentale puisque
chaque deux niveaux du facteur temps peuvent être comparés directement pour
un même sujet. Un autre avantage des plans à mesures répétées est qu’ils néces
sitent moins de sujets. Cet aspect est particulièrement important lorsque seule
ment un petit nombre de sujets peut participer à l’expérience. De plus, lorsque
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l’intérêt est dans les effets du traitement dans le temps, il est souvent souhaitable
d’observer le même sujet à différentes périodes dans le temps.
Cependant, les plans à mesures répétées ont aussi un sérieux désavantage po
tentiel car ils peuvent comporter plusieurs types d’interférence. Comme exemples,
on peut citer l’effet de la séquence qui est défini comme l’effet d’interférence due à
l’ordre dans lequel les traitements sont administrés aux individus et l’effet d’inter
férence relié aux traitements précédents. Plusieurs dispositions peuvent être prises
pour réduire les effets d’interférence. La randomisation des ordres des traitements
indépendamment pour chaque sujet permet d’analyser les données comme si les
termes d’erreur étaient indépendants. La réduction de l’effet d’interférence relié
aux traitements précédents se fait en augmentant dans l’expérience l’intervalle de
temps entre deux traitements.
Un plan à mesures répétées est dit équilibré si les périodes de prélèvement des
mesures sont les mêmes pour toutes les unités expérimentales. Un plan à mesures
répétées est dit complet si les mesures sont disponibles pour chaque période et
pour chaque unité expérimentale. Dans ce chapitre nous considérons un plan
d’analyse de variance à deux facteurs dont le premier facteur (facteur A avec ci
niveaux) est constitilé de groupes d’individus et le deuxième facteur (facteur B
avec b niveaux) renferme des mesures répétées sur tous les individus de chaque
niveau du facteur A. Chaque individu doit être assigné à un seul niveau (groupe)
du facteur A de façon aléatoire. Pour le facteur B, l’ordre des traitements (niveaux
des mesures répétées) doit être distribué aléatoirement pour chaque individu.
Notant cependant que la randomisation ne s’applique pas au facteur B à mesures
répétées lorsque celui-ci est un facteur temps. De même, lorsque le facteur A est
une caractéristique des individus telles que l’âge, le poids ou la taille, il n’est pas
possible de faire une randomisation pour ce facteur (voir Neter et al., 1996, p
1185).
Les unités expérimentales sont issues de a populations différentes ou d’une
population comportant a sous populations. En choisissant au hasard n individus
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dans chaque sous population, on obtient o. groupes de sujets. À chacun des n
individus de chacun des a groupes, on prend b mesures dans le temps.
Ainsi le plan d’expérience à deux facteurs comportant des mesures répétées
sur un facteur peut être représenté schématiquement de la manière suivante
B1...
A1 G1 ... G1 ... G1
ri fa Lia ... Lia ... LIa
Les symboles G1 G G(-, représentent des groupes de n, ..., n, ••,
sujets chacun respectivement. Les sujets du groupe G1 sont observés sous les
combinaisons des traitements A1B1, ..., ..., les sujets du groupe G
sont observés sous les combinaisons des traitements AB1, ..., A3k, ..., ABb et
les sujets du groupe Ga sont observés sous les combinaisons des traitements
AaB1, ..., AaBk AaBb. Les observations des n sulets de chaque groupe G
(j a) peuvent être représentées schématiquement de la manière suivante
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groupe sujet B1 .. B.
1 Yii ... •..




Pour ce type de plan d’expérience, les comparaisons elltre les moyennes pour
les niveaux du facteur A impliquefit aussi bien les différences entre les sujets que
les différences associées aux différents niveaux du facteur A. Les comparaisons
entre les moyennes des niveaux du facteur B (temps) po’ir le même niveau du
facteur A sont basées sur les mêmes sujets, impliquant donc seulement les diffé
reuces liées aux temps. Ainsi, pour ces dernières comparaisons, chaque sujet sert
comme son propre contrôle. On dit cjue les effets du facteur A sont confondus
avec les différences entre les groupes de sujets, tandis que les effets du facteur B
ne comportent pas ce genre de confusion. Pour cette raisoil, les tests sur les effets
dii facteur B sont plus sensibles (la probabilité de rejeter une hypothèse nulle
fausse est plus élevée) que les tests sur les effets du facteur A.
2.2. LE MODÈLE MATHÉMATIQUE.
Soit ljk, la mesure prise au k temps pour le i individu appartenant au je
groupe,irrl,...,n; jrrl,...,a; k=1, ...,b.
Posons : N
=




Le développement du modèle pour un plan d’expérience à deux facteurs compor
tant des mesures répétées sur un facteur se fait en introduisant dans le modèle les
effets aléatoires des sujets, les effets fixes du facteur A, les effets fixes du facteur
B et les effets de l’interaction entre les facteurs A et B.
Le modèle pour le plan d’expérience à deux facteurs dont un facteur comporte
les mesures répétées est le suivant:
Zgk =p+og+flk+mQ) +(ofl)gk+eqk (2.2.1)
où p est la moyenne générale, p représente un effet général, les 0 sont des
constantes vérifiant la condition E1 o = O, og représente l’effet du facteur A
pour le f groupe, les flk sont des constantes vérifiant la condition Ek 13k = O, fl,
représente l’effet du facteur B pour le let temps, les (o/3)gk sont des constantes
vérifiant la condition Eg(ofl)gk = O pour tout k et Ek(ofl)gk = O pour tout j,
(ofl)gk est l’effet de l’interaction AB à l’intersection du jt groupe et du kt temps,
le terme mu) est l’effet du jt sujet appartenant au f groupe, 61gk représente l’er
reur au kt temps pour le jt individu appartenant au j groupe, 0g est estimé par
(Y.g.—Y...),flkpar(Y..k—Y...),(ofl)gkpar(Y.gk—Y—Y..k+Y..jetpar
-
Les variables aléatoires Piw et E sont supposées mutueUement indépen
dantes, normalement distribuées, de moyennes nulles et de variances respectives
et 4 Les observations 1gk du modèle (2.2.1) ont alors les propriétés suivantes:
E(Yjgk) = p + Og + flk + (ofl)gk, (2.2.2a)
Var(1%k) = 4 = Var(p + £Øk) = ; + o (2.2.2b)
Cov(Y1k, Yjgv) = k t W, (2.2.2c)
Cov(!4gk, lisgsw) = O i Ø j’ et/ou j Ø j’. (2.2.2d)
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Notons que les observations 4jk ont une variance constante. Chaque deux obser
vations de différents niveaux du facteur B pour le même sujet ont une covariance
constante pour tous les sujets, tandis que les observations pour les sujets différents
sont indépendantes.
2.3. ANALYSE DE VARIANCE.
La somme des carrés totale de l’analyse de variance pour le modèle à mesures
répétées (2.2.1) est donnée par
SGtotate = C1jh — 7)2
ii k
et peut être décomposée en deux parties. Une première partie est attribuable à
la variation intra-sujet, c’est-à-dire la variation entre les observations du même




La deuxième partie est attribuable à la variation entre les sujets, c’est la somme
des carrés inter-sujets
= b Z(7 — 7)2
Nous avons donc la relation $Gtotaie = SCintra + SCznter.
D’une part, la somme des carrés intra-sujet se décompose en trois parties.
Une première partie nommée la somme des carrés des temps (facteur B)
est la variation attribuable aux différences entre les temps. La deuxième partie
est attribuable à l’interaction groupe*temps (Interaction AB)
SCAB = n (Tk
-
Y..
- ..k + Y)2
j k
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et une troisième partie nommée la somme des carrés résiduelle
8CB.S(A) =
— jk - . +
2
i j k
est attribuable à l’interaction temps*individu à l’intérieur des groupes. Nous pou
vons écrire SCintra SCB + SCAB + $CB.S(A).
D’autre part, la somme des carrés inter-sujets se décompose en deux parties
une première partie attribuable aux différences entre les groupes (Facteur A)
SCA=bZnj(Yi.—7...)2
et une seconde partie attribuable aux différences entre les individus à l’intérieur
des groupes
SCS(A) = bZZ(7 7)2
c’est la somme des carrés résiduelle due aux groupes. Ainsi,
SCinter = SCA + SCS(A). La somme des carrés utilisée pour estimer la variance
de l’erreur s’avère être la somme des carrés de l’interaction SCB.$(A) (voir Neter
et aÏ., 1996).
Le tableau ANOVA suivant présente les sommes des carrés de l’analyse de
variance et les degrés de liberté correspondants au plan d’expérience du modèle
à mesures répétées (2.2.1).
La moyenne des carrés (MC) est le rapport de la somme des carrés sur le
nombre de degrés de liberté correspondant. Les moyennes des carrés attendues
(EMC) pour l’analyse de variance du tableau 2.3.1 sont présentées dans le tableau
2.3.2.
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2.4. TESTS DES EFFETS DES FACTEURS.
Pour tester les effets de l’interaction AB
H0 (c/3)k = 0, (2.4.1)
contre Hb il (2.4.2)
on utilise la statistique
f* = MCtAB (9 4 3)MCB.S(A)
La règle de décision pour contrôler l’erreur de type 1 au niveau c est rejeter H0
si
TAB. 2.3.1. Tableau des sommes des carrés des facteurs.
Source de variation Somme des carrés Degrés de liberté
facteur A SCA a — 1
Facteur B SCB b — 1




— a)(b — 1)
Totale SCtotate bN — 1
TAB. 2.3.2. Tableau des moyennes des carrés des facteurs.
Source de variation lVloyenne des carrés MC EMC
facteur A MCA u + bu +
Facteur B MCB
- +
Interaction AB MCAB J +
Sujets MCS(A) u + bo
Erreur MCB.S(A)
pour tout j = 1, ..., a et k 1, ..., b
existe j et k tel que (8)jk 0,




et ne pas rejeter H0 sinoil. La quailtité F[1 — c; (a — 1)(b — 1), (N — a)(b — 1)]
représente le percentile d’ordre 1OO(1—c) de la distribution F avec (a—1)(b—1) et
(N—a)(b—1) degrés de liberté respectivement au ilumérateur et au dénominateur.
Le test pour les effets du facteur A est défini de façon analogue
Ho:c=O pour tout j=1,...,a (2.4.4)
contre Ha il existe j tel que cj 0. (2.4.5)
La statistique du test est
MCA (246)
— MCS(A)’
et la règle de décision pour contrôler l’erreur de type 1 au niveau c est rejeter
H0si
F* > F[1 — a 1,N—a]
et ne pas rejeter H0 sinon.
Enfin le test pour les effets du facteur B
Ho:/3k=0 pour tout k=1,...,b (2.4.7)
contre Hb il existe k tel que /3k 0. (2.4.8)
La statistiqile du test est
MCB (249
MCB.S(A)’




b — 1, (N — a)(b — 1)]
et e pas rejeter H0 sinon.
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2.5. VÉRIFIcATIoN DES PRÉSUPPOSÉS DU MODÈLE À MESURES
RÉPÉTÉES.
Une série de graphiques permet de vérifier si le modèle choisi est adéquat. Le
graphique des résidus par individu permettent d’évaluer si la variance des erreurs
est constante et s’il y a présence des effets d’interférence et la normalité peut être
détectée à l’aide des graphiques de probabilité normale. Le modèle (2.2.1) exige
que la variance inter-sujets soit constante pour tous les niveaux du facteur A.
Cette hypothèse peut être examinée par les nuages des points des effets estimés
(‘jj
—
) des sujets à l’intérieur de chaque niveau du facteur A.
Nous pouvons aussi tester l’égalité des variances inter-sujets en notant que la
variabilité entre les sujets à l’intérieur des groupes du facteur A, SCS(A) peut
être décomposée en terme des composantes des niveaux du facteur A
SCS(A) SCS(À1) + SCS(A2) + ... + SCS(Aa) (2.5.1)
où
$CS(A) = — j)2, j = 1,..., a. (2.5.2)
Chaque composante des sommes des carrés possède (n — 1) degrés de liberté.
Nous pouvons donc faire un test d’égalité des variances inter-sujets au moyen du
test de Hartley lorsque les tailles d’échantillons sont égales ou du test modifié de
Levene pour tester l’égalité des variances de l’erreur o pour les différents niveaux
du facteur A (voir Neter et at.,1996).
De façon similaire, l’erreur de variation, SCB.S(A), peut être décomposée en
terme des composantes des niveaux du facteur A
SCBS(A) = SCB.S(A1) + $CB.S(A9) + ... + SCB.S(Aa) (2.5.3)
où
SCB.S(A)
— — Y.jk + j = 1, ..., a. (2.5.4)
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Chaque composante possède (n — l)(b— 1) degrés de liberté. Le test de Hartley et
le test modifié de Levene peuvent être utilisés pour tester l’égalité des variances
de l’erreur u pour les différents niveaux du facteur A.
Le test de Hartley présuppose la normalité et est sensible à ce présupposé.
Ainsi il est recommandé de vérifier l’hypothèse de normalité avant d’appliquer
ce test. De façon générale, considérons et s respectivement la variance inter-
sujets et la variance échantillonnale inter-sujets pour le je niveau du facteur A,
j = 1 a. Pour vérifier l’hypothèse
H0:==...=u (2.5.5)
contre Ha : les ne sont pas toutes egales (2.5.6)
à l’aide du test de Hartley, on utilise la statistique du test, notée H, qui est





La règle de décision pour contrôler l’erreur de type 1 au niveau c est rejeter H0
si
H> H[1 —c;a,n— 1]
où n = n pour tout j = 1, ..., a et ne pas rejeter H0 sinon (voir Neter etat.,1996).
La quantité H[1 — c; a, n
—
1] représente le percentile d’ordre 100(1
—
c) de
la distribution H avec a populations et n — 1 degrés de liberté pour chaque
variance échantillonnale (voir Neter et aÏ.,1996 pour plus de détails au sujet de
la distribution H).
Le test modifié de Levene est plus robuste et relativement insensible à la non
normalité et ne requiert pas l’égalité des tailles des échantillons. Pour conduire le
test (2.5.5) en utilisant le test modifié de Levene, il faut tout d’abord déterminer




notée j. . Nous pouvons écrire dj
= —
j. . Le test
modifié de Levene détermine si les valeurs attendues des différences absolues dj
pour les a niveaux du facteur A sont égales et si c’est le cas, alors les a variances
sont aussi égales. La statistique du test de Levene est une statistique F* comme
dans (2.4.6) non pas basée sur les différences entre les moyennes des niveaux du












N = jflj et n est la taille échantillounale du je niveau du facteur A (voir Neter
etat.,1996). La règle de décision pour contrôler l’erreur de type 1 au niveau o
est : rejeter H0 si
F > F[1—c;a—1,N—a]
et ne pas rejeter H0 sinon. La quantité F{1—c; a—1, N—a] représente le percentile
d’ordre 100(1
—
c) de la distribution f avec a — 1 et N — a degrés de liberté
respectivement au numérateur et au dénominateur.
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2.5.1. La symétrie composée.
Certains auteurs se sont interrogés sur la nécessité des présupposés concernant
l’homogenéité des variances. En effet, certaines hypothèses doivent être satisfaites
pour que le rapport F* MCB.s(iI) suive une loi F avec (b—1) et (N—a)(b— 1)
degrés de liberté. D’une part, on suppose que les variances à l’intérieur des niveaux
du facteur temps sont homogènes pour chaque groupe, les observations entre les
individus sont indépendantes et suivent une loi de distribution multinormale.
D’autre part, on suppose l’égalité des variances des niveaux du facteur temps et
l’égalité des covariances de chaque paire des niveaux du facteur temps. Ainsi la
matrice Z avec variances égales et covariances égales est dite avoir une structure
symétrie composée ou matrice de type S, c’est-à-dire
2 2 2 2
e Jp Jp
2 2 2 2
o_p •.. o_p
Zo_Ib+UJbrr
où ‘b est la matrice identité (b x b) et Jb est la matrice unité (b x b) dont chaque
élément est égal à 1.
La sphéricité est le cas particulier de la symétrie composée avec o = O. Soit
Y t (b x 1) un vecteur aléatoire de loi multinormale Nb(,u, Z). Le test de sphéricité
de Mauchly confronte
H0 t Z = o-Ib (2.5.13)
contre Ha : Z OIb. (2.5.14)
34
Étant donné les y(i) : (bx 1), i = 1, ..., N, N observations illdépelldalltes iVb([L, ),
nous pouvons déterminer la matrice $ : (b x b) telle que
3 = N(y(i) — 7)(y(i) — j?)1
où ZY_1Y(’)/N. Mauchly(1940) a obtellu la statistique du rapport de vrai
semblance pour tester H0 sous la forme
À = (2.5.15)
1 b ç bN
•i; j=JjJjj
où $ est l’élément à la je ligne et la e colonne de la matrice 3. Le terme $
est le déterminant de la matrice S et le terme > i3i est la valeur absolue
de La règle de décision pour contrôler l’erreur de type 1 au niveau c
est : rejeter H0 si À < À0 où est clètermillé sous l’hypothèse nulle et le niveau
de signification (voir Mauchly(1940) pour plus de détails concerilant le test de
sphéricité).
Si y(i) (b x 1) est un vecteur aléatoire de loi elliptique avec paramètre
d’aplatissement k, la distribution asymptoticlue de —2 log I/V/(Ï + k) lorsque H0
est vraie est X_1)(b+2)/2 Où I’V = \2/N (voir IVluirhead, 1982). Ce résultat est
aussi vrai pour le cas particulier de la loi multinormale avec k = O. Notallt que le
vecteur aléatoire y(z) : (b x 1) est dit de loi elliptique avec paramètre i: (b x 1)
et V t (b x b) si sa fonction de densité est de la forme
c(V’2h((y — t)’V’ (y —
pour une fonction h où V est définie positive (voir IVluirhead, (1982) pour des
plus amples détails au sujet de la loi elliptique).
2.5.2. Ajustement des degrés de liberté
Box(1954) et Geisser et Greenhouse(1958) ont examiné les effets du non-
respect de la condition d’application de sphéricité pour la matrice de covariances.
Ils ont prouvé que malgré la forme de la matrice de covariances, le rapport F issu
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de la partie intra-sujet de l’analyse de variance sera plus ou moins distribué
comme une loi F avec (b — 1)6 et (N — a)(b — 1)r degrés de liberté pour les effets
du facteur temps et (a — 1)(b — 1)6 et (N — a)(b — 1)6 degrés de liberté pour les




(b — l)(Coe — 2bCov2 + b2COv2T
où est la moyenne des variances (valeurs de la diagonale de la matrice de cova
riances ), est la moyenne de tous les éléments de la matrice de covariances,
Cov est le carré de l’élément de la je ligne et de la je colonne de la matrice de
covariances, et tj est la moyenne des éléments de la ligne i de la matrice de
covariances.
Plus est proche de 1, plus fort est le niveau de sphéricité. Par conséquent,
lorsque n’est pas proche de 1, le test d’une hypothèse basée sur la statistique
F* est plus valide lorsque les degrés de liberté du numérateur et les degrés de
liberté du dénominateur sont multipliés par le factellr de correction . D’après
Huynh et feldt(1976), si le facteur de correction r > 0, 75 (la valeur de r varie
de 1/(b — 1) à 1), alors l’ajustement des degrés de liberté par donne un test
trop conservateur, c’est-à-dire que plusieurs mauvaises hypothèses Ho ne seront
pas rejetées. Ainsi Huynh et Feldt (1976) recommandent une estimation moins
conservatrice
N(b—1)—2 (9517)(b-1)[N-a-(b-1)]
Dans certaines circonstances, dépassera 1, auquel cas il est fixé à 1. En pratique,
on utilise la correction par de Geisser et Greenhouse si r > 0, 75 et la correction
par de Huynh et Feldt si r < 0, 75.
2.5.3. L’analyse multivariée
L’analyse usuelle de variance à mesures répétées nécessite une condition d’ap
plication de sphéricité de la matrice de covariances pour le facteur intra-sujet.
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Les facteurs de correction proposés par Greellhouse et Geisser (1958, 1959) et
par Huynh et Feldt (1976) sollt appliqués aux degrés de liberté pour remédier
certains problèmes associés au non-respect de la condition d’application de sphé
ricité. Ces ajustements fonctionnent bien pour autant qu’on se limite à des effets
globaux, simple ou de l’interaction. Boik (1981) a montré que l’analyse à mesures
répétées est remarquablement sensible aux violations de la condition de sphéricité
dans le cas où l’on effectue des analyses des contrastes, à moins qu’on adopte des
termes d’erreur séparés pour chaque contraste.
Plusieurs auteurs suggèrent d’appliquer une analyse de variance multivariée
(MANOVA) dans le cas de non-respect de la condition d’application de sphéricité.
fondamentalement une analyse de variance multivariée est une analyse portant
sur plusieurs variables dépendantes à la fois. Pour exprimer le modèle multivarié
d’analyse de la variance à mesures répétées, nous devons exclure du modèle uni-
varié (2.2.1) l’effet du e individu appartenant au je groupe. Cela revient à ignorer
la condition d’application de sphéricité. Ainsi le nouveau modèle devient
ljk t + di + /3k + (/3)jk + Eijk (2.5.18)
où j 1,..., n, j = 1, ..., a et k = 1,..., b. Les paramètres du modèle (2.5.18)
sont défiuis de la même façon que dans le modèle (2.2.1). On suppose que les
vecteurs aléatoires jj = (j1, ..., Eb)’ sont Nb(Ob, Z), où Z est une matrice (b x b)
définie positive. Soient cjj, j = 1, ..., N; j = 1, ..., a , les variables indicatrices
de groupe telles que c 1 si l’individu i appartient au groupe j et c = O sinon.
En posant c (c1,
..., Cia), on peut récrire le modèle (2.5.18) en terme du modèle
multivarié suivant
= CT + (2.5.19)
où Y’ = (‘Ç1,




est une matrice (a x b) des paramètres de position définis par
Tjk = [t+ +k +(t3)k pour j = 1,...,a et k = 1,...,b. Les Tjk représentent
les moyennes des cellules associées au je groupe et au k temps. En posant
Y = (Y YN)’, C = (c1,
..., CN)’ et E = (E1,
..., EN)’, le modèle (2.5.19) devient
Y=Cr+E (2.5.20)
Anderson (1984) décrit quatre tests pour les effets des facteurs dans le cadre
d’une analyse de variance multivariée. Ce sont le rapport de vraisemblance maxi
male de Wilks, la trace de Bartlett-Nanda-Pillai, la trace de Hotelling-Lawley et
la valeur propre maximale(vpm) de Roy. Ces quatre tests permettent de contrôler
l’hypothèse de la forme
H0 t TTM = 0 (2.5.21)
où T est une matrice (s x a, s < a) formée de s vecteurs-lignes linéairement
indépendant et M est une matrice (b x p, b <p) de plein rang b.
Soient SF1 = M’Y’A(À’A)’T’[T(A’A)’T’]T(A’A)’A’YI1/I et
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SE iVi’Y’[IN — A(A’A)—’A’ÏYM respectivement la matrice associée à l’hypo
thèse nulle considérée et la matrice résiduelle où A est une matrice de la forme
10... 0
Pour le test du rapport de vraisemblance maximale de Wilks, l’hypothèse nulle
est rejetée pour les grandes valeurs de la statistique
1
SH$’ + I
Pour le test de la trace de Bartlett-Nanda-Pillai, l’hypothèse nulle est rejetée
pour les grandes valeurs de la statistique
tT$H($H + SE)’.
Pour le test de la trace de Hotelling-Lawley, l’hypothèse nulle est rejetée pour les
grandes valeurs de la statistique
IT(SHSE)’.
Pour le test de la valeur propre maximale de Roy, l’hypothèse nulle est rejetée
pour les grandes valeurs de la statistique
vpm(SH$)
1 H- vpn(SHS’)
Chacune de ces quatre statistiques permettent de calculer une statistique F qui
suit approximativement une loi F (voir Anderson(1984)).
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2.6. L’APPRocHE MIXTE
Une analyse de variance est dite à effets fixes si tous les effets des facteurs
inclus dans le plan d’expérience sont fixes. Lorsque tous les effets des facteurs à
l’étude sont aléatoires, on dit que le modèle d’analyse de variance est 1111 modèle
à effets aléatoires. Lorsque certains facteurs sont fixes et d’autres aléatoires, o
dit que le modèle d’analyse de variance est un modèle mixte. Le modèle linéaire
mixte présenté par Laird et Ware (1982) est une alternative très flexible pour
l’analyse des plans à mesures répétées. Dans le modèle (2.2.1), les paramètres
[L, c1J, /3k, (a/3)Jk représentent des effets fixes tandis que les composantes
Pi(j) représentent les effets aléatoires. Ce modèle peut être convenablement repré
senté en utilisant les moyennes des cellules
= + Jb + (2.6.1)
où j = (4’,
...,
j)’, rj et jj sont tels que dans (2.5.19), Jb est la matrice unité
(b x b), Tjk = + c + /3 + (€!3)jk et bi(j) est l’effet aléatoire Pi(j). Soient c et
c définis tels que dans (2.5.19), on peut récrire le modèle (2.6.1) en termes du
modèle linéaire mixte comme
Xr + Zb + j (2.6.2)
OU = (}Ç1, lb), i ‘b 0 C, T1 = (r11, ..., Tab) et Z Jb. Le symbole 0
représente le produit de Kronecker.
En posant Y = (Y1, ...,YN)’, X = (Xl,...,XN)’, Z = (Z1, ...,ZN)’, et
E
=
(e EN)’, le modèle (2.6.2) devient
Y = Xr + Zb + E (2.6.3)
où b suit une loi multinormale de vecteur moyen O et de matrice de covariances
G et E suit une loi multinormale de vecteur moyen O et de matrice de covariances
R. Alors, Y suit une loi multinormale de vecteur moyen Xr et de matrice de
covariances V = ZGZ’ + R.
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L’approche mixte pour l’analyse des plans à mesures répétées permet de mo
déliser la structure de la matrice de covariauces pour le facteur inter-sujets et le
facteur intra-sujet. La symétrie composée n’est probablement pas la seule forme
que peut prendre la matrice de covariances pour le facteur à mesures répétées
car deux mesures observées à des périodes adjacentes sont vraisemblablement
plus corrélées que deux mesures observées à des périodes de temps plus distantes.
Ware (1985) présente une vue d’ensemble de l’application des modèles linéaires
mixtes à des plans à mesures répétées. L’approche des modèles linéaires mixtes
pour les mesures répétées est plus générale car en pratique, dans des études à me
sures répétées, on observe souvent des données manquantes. De plus le nombre
d’observations pour chaque unité expérimentale et le temps de prélèvement des
mesures des observations varient souvent. De telles caractéristiques rendent dif
ficile l’application des procédures multivariées. L’approche des modèles linéaires
mixtes pour les mesures répétées peut être vue comme une analyse univariée de
régression avec des erreurs corrélées. L’avantage majeur de cette méthodologie
est qu’elle s’adapte bien à la complexité des ensembles de données à mesures
répétées. Grâce à la disponibilité de certains logiciels statistiques, tels que la pro
cédure MIXED de SAS, l’utilisation des modèles linéaires mixtes pour l’analyse de
variance à mesures répétées devient de plus en plus courante. Une grande variété
de structures de covariances intra-sujet et inter-sujets peut être considérée.
Voici une vue d’ensemble des structures de covariances qui peuvent être spéci
fiées dans la procédure MIXED de SAS. Pour u2, > O et pour























































































































Pour une structure de covariances donnée, les paramètres des matrices G et
R sont estimés en utilisant la méthode du maximum de vraisemblance(ML) ou
la méthode du maximum de vraisemblance restreint(REML). La méthode du
maximum de vraisemblance consiste à minimiser -2 fois le log de la fonction de
vraisemblance L(G, R) par rapport à G et R:
ln[L(G, R)] = — in V — r’V’r — ln(2) (2.6.4)
et la méthode du maximum de vraisemblance restreint consiste à minimiser -2
fois le log de la fonction de vraisemblance LR(G, R) par rapport à G et R
ln[LR(G, R)] = — in V — in X’V’X — r’V’r — N p ln(2u) (2.6.5)
où r = Y — X(X’V’X)XW’Y, N est le nombre d’observations et p est le
rang de la matrice X. L’algorithme d’optimisation de Newton-Raphson est pri
vilégié, selon Lindstrom et Bates (1988) pour minimiser ces fonctions. Wolfinger
et at.,(1994) présentent les détails concernant l’algorithme de Newton-Raphson
dans l’optimisation du modèle général mixte.
43
Après avoir estimé G et R, les vecteurs T et b sont estimés en résolvant les
équations du modèle mixte (voir Henderson(1984))
(xui-’x x’fz fr\ (x’’Y\
z’-’x z’-’z+-’] ) z’-’]’
dont la solution est donnée par
( ((X1X)X1Y (X’’Y




Z’R’X Z’R’Z + G-’)
avec le signe exposant — désignant l’inverse généralisé. Henderson(1984) et IVicLean
et $anders(1988) démontrent que Ô peut également s’écrire comme suit
Ô (r»
C21 C22
où Ô11 = (X’1/’X), 021 GZ,XC1l et
022 = (ZT1Z + Ô’)’ — Ô2ix’-’zÔ.
Les tests des effets des facteurs pour le modèle linéaire mixte sont décrits dans
Litteil et at.,(1996) et résumés dans Cossette(2002). Pour tester l’effet du facteur
groupe, l’effet du facteur temps et l’effet de l’interaction entre le facteur groupe
et le facteur temps, l’hypothèse linéaire de la forme L’T = O est considérée (voir
Searle, 1971). Le terme L représente une matrice des coefficients des combinaisons
linéaires des paramètres pour l’effet du facteur considéré.
Pour tester l’effet du facteur groupe, l’hypothèse LrT = O est considérée et






Cette statistique F suit approximativement une loi F de Fisher à fi et f2 de
grés de liberté où fi = rang(Lgr) et f2 est estimé en utilisant la procédure de
Satterthwaite discutée par Jeske et Harville(1988).
De façon similaire, l’hypothèse LempsT = O est considérée pour tester l’effet
du facteur temps et la statistique F est donnée par
F
— (2 6 7)
— rang(Ltemps)
Cette statistique F suit approximativement une loi F de Fisher à fi et f2 degrés
de liberté où fi rang(Ltemps) et f2 est estimé en utilisant la procédure de
$atterthwaite.
Enfin, l’hypothèse LT*tempsT = O est considérée pour tester l’effet de l’inter
action entre le facteur groupe et le facteur temps et la statistique F est donnée
par
F
= ‘Lgr*temps (Lr*temps Lgr*temps ) — ‘LT*temps (2.6.8)
rang(Lgr*temps)
Cette statistique F suit approximativement une loi F de fisher à fi et f2 degrés
de liberté où fi = rang(Lgr*temps) et f2 est aussi estimé en utilisant la procédure
de Satterthwaite.
2.6.1. Stratégies d’analyse
Les données à mesures répétées sont particulièrement intéressantes parce que
les différentes mesures observées pour un même individu sont souvent corrélées et
présentent généralement une variabilité hétérogène. Une analyse par la méthode
des moindres carrés ordinaires (disponible par exemple dans la procédure GLM
de SAS) est généralement appropriée dans le cas où ces mesures ne présentent
pas une variabilité hétérogène tandis que dans le cas d’une variabilité hétérogène,
d’autres procédures peuvent être plus appropriées, comme par exemple la pro
cédure MIXED de SAS. Nous faisons ici une comparaison entre les procédures
GLM et MIXED de SAS.
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La première chose à remarquer au sujet de l’analyse de la variailce à mesures
répétées avec Proc GLI\/I est ciue cette procédure exclut de l’analyse tout individu
ayant des observations manquantes. Cette procédure exige ciue les données intra
sujet soient prélévées durant les mêmes périodes pour tous les sujets et ce, un
même nombre de fois. Proc GLM utilise la méthode de moments pour estimer
les paramètres du modèle et exécute un test pour la signification des effets inter-
sujets et deux différents tests pour les effets intra-sujet dont un test univarié et un
test multivarié. Proc GLM exécute aussi un test de sphéricité. Lorsque la valeur-p
du test de sphéricité n’est pas significative, on considère les tests univariés pour
les effets infra-sujet puisque sous l’hypothèse de sphéricité, les tests univariés sont
plus robustes que les tests multivariés. Lorsque la valeur-p du test de sphéricité
est significative, Proc GLIVI offre deux façons de tester la signification des effets
iutra-sujet. La première démarche consiste à considérer les tests univariés mais en
faisant l’ajustement des degrés de liberté par la formule de Greenhouse et Geisser
(1959) et l’ajustement moins conservateur de Huynh et Feldt(1976). La seconde
démarche implique les quatre tests multivariés de la section 2.5.3 (voir Hand et
Taylor, 1987).
La procédure MIXED utilise toutes les donuées disponibles et par consé
quent n’exclut pas de l’analyse les sujets avec données manquantes. La procédure
MIXED se sert d’ulle méthode d’estimation basée sur la vraisemblance. La dif
férence fondamentale entre la procédure GLIVI et la procédure MIXED est que
la procédure MIXED offre une grande flexibilité en ce sens que l’on peut spéci
fier différentes structures pour la matrice de covariances. Les tests statistiques
pour les effets fixes des facteurs dépendent de la structure de la matrice de cova
riances spécifiée. Proc IVIIXED peut produire des résultats erronés si la structure
de covariances est mal spécifiée, c’est pourquoi il est nécessaire de spécifier dif
férentes structures de covariances et de choisir le modèle avec la structure de
covariances pour laquelle les critères d’information AIC (Akaike Information Cri
tenon) et BIC (Bayesian Information Criterion) ont les valeurs les plus petites.
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Pour chaque je modèle alternatif proposé pour décrire les données, le AIC est
donné par
AIC = 2togL(, Y) — 2(k + r) (2.6.9)
où k + r est le nombre de paramètres du modèle et L(êj, Y) est la fonction de
vraisemblance (voir Akaike, 1974).
De façon analogue, le BIC est donné par
BIC = 2logL(, Y) — (k + r)tog(N) (2.6.10)
où N représente la taille d’échantillon (voir Schwarz, 1978).
La stratégie pour sélectionner la structure de covariance appropriée pour un




Dans le but d’examiner l’influence des données manquantes dans un plan
d’analyse de variance à deux facteurs dont un comporte des mesures répétées,
nous avons considéré quatre scénarios distincts en utilisant quatre ensembles de
données de loi multinormale avant la même structure des moyennes et des struc
tures différentes pour la matrice de covariances.
Dans ce chapitre, nous expliquons la méthodologie utilisée pour générer quatre
ensembles de données et la manière dont ces données ont été transformées en
créant des valeurs mancluantes d’une part et d’autre part en remplaçant ces va
leurs maiiquantes par des valeurs imputées.
Ensuite, pour chaque scénario élaboré, nous avons fait des analyses de variance
à deux facteurs dont un comporte des mesures répétées dans le cas des données
complètes, le cas des données avec valeurs manquantes, le cas des données avec
valeurs manquantes imputées par la moyenne des valeurs observées pour le même
sujet et le cas des données avec valeurs manquantes imputées par la moyenne
locale des valeurs observées pour le même sujet. Pour ce faire, nous avons utilisé
les procédures GLM et MIXED de SAS.
Enfin, l’interprétation des résultats obtenus de ces analyses nous a permis de
tirer certaines conclusions.
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3.2. MÉTHoDoLoGIE DE GÉNÉRATION DES ENSEMBLES DE DON
NÉES
Nous avons généré quatre ensembles de données de loi multinormale pour
lesquels les matrices de covariances ont été fixées en vue de contrôler leurs struc
tures. Chaque ensemble de données est constitué de 54 individus regroupés dans
3 groupes de même taille (ni = n2 = n3 = 18) sur lesquels les mesures sont
disponibles à 5 périodes. Les données ont été générées séparément pour chacun
des 3 groupes d’individus.
Tout d’abord, en se servant du générateur des nombres pseudo-aléatoires de
S-Plus, nous avons généré indépendamment 5 variables aléatoires normales X1,
X2, X3, X4 et X5 de taille 18, de moyenne O et de variance Ï chacune. Ensuite
dans le but de fixer chacune des quatre matrices de covariances, nous avons
transformé l’ensemble de données obtenu de ces 5 variables aléatoires en utilisant
la décomposition racine de Choleski pour que la matrice de covariances qui en
résulte soit numériquement une matrice identité. Enfin, l’ensemble de données
obtenu a été transformé pour créer quatre ensembles de données ayant chacun
une matrice de covariance différente.
IViathématiquement, les opérations effectuées peuvent se résumer comme suit
soit Y1: 5x1 un vecteur aléatoire défini tel que Y1 = (X1, X2, X3, X4, X5)’.
Êy1 est la matrice de covariances estimée à partir Y1. On calcule Y A’Y1 où
A est une matrice triangulaire supérieure telle que A’A = I et I est la ma
trice identité de dimension 5. Enfin on calcule chacun des quatre ensembles de
données par Z = CY + M où C est une matrice triangulaire supérieure telle que
C’Z’C = I et représente la matrice de covariances à affecter aux données pour
le groupe correspondant. Pour chaque groupe correspondant, M est un vecteur
fixe (5 x Ï) composé de la moyenne de chacune des 5 périodes.
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Les quatre matrices de covariances considérées sont de structures symétrie
composée pour la première, 11011-structurée pour la deuxième, autorégressive d’ordre
1 pour la troisième et symétrie composée hétérogène pour la quatrième.
Les matrices de covariailces utilisées sont les suivantes
49 10 10 10 10
10 49 10 10 10
Symétrie composée(CS) : 10 10 49 10 10
10 10 10 49 10
10 10 10 10 49
50 9 20 18 22
9 40 12 18 32
Non — structurée(UN) 20 12 35 24 24
18 18 24 35 20
22 32 21 20 45
49 44,1 39.69 35,72 32,15
11,1 49 14:1 39,69 35,72
Autorégressive d’ordre 1(AR1) : 39.69 14,1 49 44,1 39,69
35,72 39,69 44,1 49 44,1
32,15 35,72 39,69 44,1 49
49 50,4 56,7 37,8 31,5
50,4 64 64,8 43,2 36
Symétrie composée hétérogène(CSH) : 56,7 64,8 81 48,6 40,5
37,8 43,2 48,6 36 27
31,5 36 40,5 27 25
Pour chaque scénario, la matrice de covariances correspondante se rapporte à
un seul groupe d’individus à la fois et est la même pour chacun des trois groupe
d’individus.
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Four construire chacune des matrices de covariances, les paramètres utilisés
sont les suivants : pour la matrice de covariarices de structure symétrie composée,
nous avons spécifié une égalité des variances (o = = = = = 49) et
une égalité des covariances (Jk/’ = 10, k k’, k = 1, ..., 5 et k’ = 1, ..., 5). Pour
la matrice de covariances de structure autorégressive d’ordre 1, l’autocorrélation
d’ordre 1 équivaut à p = 0, 9 et la variailce g2 = 49. Pour la matrice de covariances
de structure symétrie composée hétérogèlle, les paramètres spécifiés sont u1 = 7,
=8, u3 9, u4 =6, 5 =5 et p=O,9.
Nous avons utilisé le même vecteur des moyennes des groupes dans le temps
pour les quatre scénarios. Le tableau suivant présente les moyennes des groupes
dans le temps iltilisées pour générer les données.
TAu. 3.2.1. Tableau des moyennes des groupes dans le temps.
tempsl temps2 temps3 temps4 temps5
groupel 175 180 185 190 185
groupe2 178 184 189 196 191
groupe3 182 186 191 194 188
Pour chaque ensemble de données obtenu, IIOIIS avons créé des données man
quantes complètement aléatoirement (MCAR) en procédant de deux manières
différentes. Dans un premier temps, les valeurs manquantes ont été générées aléa
toirement pour chaque période de façon uniforme sans distinction des groupes
avec les probabilités 0,05, 0,10 et 0,15 et dans un deuxième temps, les valeurs
manquantes ont été générées aléatoiremellt pour chaque période avec les proba
bilités 0,05, 0,10 et 0,15 à l’intérieur de chacuil des groupes 1 et 2 séparément
tout e laissant le groupe 3 inchangé, sans aucune valeur manquante.
Ensuite nous avons utilisé deux méthodes d’imputation simple pour remplacer
les valeurs manquantes par les valeurs estimées. Tenant compte de la dépendance
des observations pour le même sujet, les méthodes d’imputation utilisées sont
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l’imputation par la moyenne des valeurs observées pour le même sujet et l’impu
tatoll par la moyenne locale des valeurs observées pour le même sujet c’est-à-dire
la moyenile obtenue en utihsallt la valeur qui précède et celle qui suit la donnée
manquante dans le cas où ces deux valeurs sont observées, ou e remplaçallt la
valeur manquante par la valeur voisine la plus proche dans le cas contraire.
Pour des raisons pratiques, nous avons choisi de ne pas appliquer la méthode
d’imputation multiple. Ell effet les procédures MI et MIANALYSE de SAS qui
permettent de faire de l’imputation multiple sont expérimentales dans la plus
récente version de SAS (SAS 8.2).
Ellfin nous avons fait des allalyses de variance à mesures répétées avec chaque
ensemble de données obtenu à l’aide des procédures GLM et MIXED de SAS.
Afiil de relldre claire l’interprétatioll des résultats des analyses effectuées, nous
avons jugé nécessaire de définir quelques termes.
Le scénario 1 représente les ensembles de données pour lesquels la matrice
de covariances est de structure symétrie composée, le scénario 2 représente les
ensembles de données pour lesquels la matrice de covariances est non structurée,
le scénario 3 représente les ensembles de données pour lesquels la matrice de
covariances est de structure autorégressive d’ordre 1 et le scénario 4 représente
les ensembles de données pour lesquels la matrice de covariances est de structure
symétrie composée hétérogène.
Le cas 1 représente les ensembles de données complètes d’origine, le cas 2
représente les ensembles de données avec valeurs manquantes c’est-à-dire les en
sembles des données obtenus après avoir généré les valeurs manquantes dans les
ensembles de données complètes d’origine, le cas 3 représente les ensembles des
données obtenus suite à l’imputation des valeurs manquantes dans les ensembles
de données avec valeurs manquantes par la moyenne des valeurs observées pour
le même sujet et le cas 4 représente les ensembles des données obtenus suite à
l’imputation des valeurs manqilantes dans les ensembles de données avec valeurs
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manquantes par la moyenne locale des valeurs observées pour le même sujet. pvm
symbolise la probabilité des données manquantes.
Le contexte 1 des valeurs manquantes est le contexte dans lequel les valeurs
manquantes ont été générées aléatoirement sans distinction des groupes et le
contexte 2 des valeurs manquantes est le contexte dans lequel les valeurs man
quantes ont été générées aléatoirement à l’intérieur des groupes 1 et 2 séparément
tout en laissant le groupe 3 sans modification.
Dans l’annexe A, on retrouve les données obtenues pour chacun des quatre
scénarios, des quatre cas et des deux contextes des données manquantes. Signalons
que pour le cas 1, les observations au temps 1 sont les mêmes pour les ensembles de
données avec matrices de covariances symétrie composée, autorégressive d’ordre
1 et symétrie composée hétérogène à cause du fait que nous avons fixé la variance
au temps 1 à 49 et le germe de départ est le même pour ces trois scénarios.
Les estimateurs des moyennes des groupes dans le temps pour le cas 1 et pour
les quatre scénarios sont disponibles en annexe B.
3.3. RÉsuLTATs ISSUS DE LA PROcÉDURE GLM
Les résultats des tests des effets des facteurs obtenus en utilisant la procédure
GLM de SAS sont présentés dans les tableaux C.O.1 à C.O.8 de l’annexe C. Une
valeur-p inférieure à 5% indique que l’effet du facteur est significatif.
Pour chaque scénario et dans chaque contexte des valeurs manquantes, nous
faisons référence au cas 1 pour déterminer s’il y a changement ou non dans les
résultats des tests des effets des facteurs pour les cas 2, 3 et 4 en se basant sur
le fait que l’effet du facteur soit significatif ou non et cela simultanément pour
l’effet de l’interaction entre le facteur groupe et le facteur temps, l’effet principal
du facteur groupe et l’effet principal du facteur temps.
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3.3.1. Résultats pour le scénario 1
Pour le scénario 1 relatif aux ensembles de données en rapport avec la matrice
de covariances de structure symétrie composée, la valeur-p du test de sphéricité
de Mauchly pour le cas 1 est égale à 1 indiquant une symétrie composée parfaite.
Pour les cas 2, 3 et 4, les valeurs-p du test de sphéricité de Mauchly demeurent
très élevées et supérieures à 0,05 dans les deux contextes des valeurs manquantes
indiquant ainsi que la condition d’application de sphéricité pour la matrice de
covariances des données à mesures répétées est satisfaite pour chaque cas et dans
chaque contexte des valeurs manquantes (voir les tableaux C.0.1 et C.0.2 de l’an
nexe C pour la lecture des résultats concernant le scénario 1). Le signe (zz) indique
que les conclusions obtenues pour le cas 1 sont les mêmes que celles obtenues pour
les cas correspondants en ce qui concerne simultanément l’effet principal du fac
teur groupe, l’effet principal du facteur temps et l’effet de l’interaction entre le
facteur groupe et le facteur temps. Le signe () indique qu’il y a au moins une
conclusion différente de celle obtentie pour le cas 1.
Pour le cas 1, l’effet de l’interaction groupe*période est non significatif avec
une valeur-p du test de 0,1129. Il y a un parallélisme entre les trois courbes
des moyennes dans le temps pour les trois groupes. L’effet principal du groupe
et l’effet principal de la période sont donc indépendants. L’effet principal du
groupe est significatif avec une valeur-p inférieure à 0,0001, ce qui veut dire
que les moyennes des niveaux du facteur groupe ne sont pas toutes égales et
les différences observées entre les moyennes des niveaux du facteur groupe sont
sensiblement les mêmes pour chaque niveau du facteur temps. De même, il y a
des différences entre les moyennes des niveaux du facteur temps et ces différences
sont sensiblement les mêmes pour chaque niveau du facteur groupe.
Dans le contexte 1 des valeurs manquantes, nous observons que pour pvm0,05,
les conclusions des tests des effets des facteurs pour le cas 2 sont les mêmes
que celles pour le cas 1, tandis que pour les cas 3 et 4, l’effet de l’interaction
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groupe*période devient significatif avec une valeur-p de 0,0313 dans les deux cas.
Le parallélisme observé dans le cas 1 entre les trois courbes des moyennes dans le
temps pour les trois groupes est détruit et donc les effets principaux des facteurs
ne sont plus indépendants. Il serait en principe nécessaire de faire une analyse des
effets simples des facteurs, mais nous ne le ferons pas car dans le cadre de ce mé
moire nous recherchons des conclusions générales. Pour pvmr0,1O et pvm0,15,
les conclusions des tests des effets des facteurs pour les cas 2, 3 et 4 demeurent
les mêmes que celles obtenues pour le cas 1.
Dans le coiltexte 2 des valeurs manquantes, nous observons que pour pvm0,05
et pvmz0,10, l’effet de l’interaction groupe*période devient significatif pour le cas
2 avec des valeurs-p du test de 0,0360 et 0,0288 respectivement, tandis que pour
les cas 3 et 4, les conclusions des tests des effets des facteurs demeurent les mêmes
que celles pour le cas 1. Pour pvm0,15, les conclusions des tests des effets des
facteurs pour les cas 2, 3 et 4 demeurent les mêmes que celles obtenues pour le
cas 1.
Comparativement au cas 1, les conclusions des tests des effets des facteurs
s’accordent 4 fois sur 6 pour le cas 2 et 5 fois sur 6 pour les cas 3 et 4.
Le fait de la présence des valeurs mailquantes dans le cas 2 influence les
résultats de l’allalyse de variance à mesures répétées. En effet, les conclusions des
tests des effets des facteurs pour le cas 2 sont différentes 2 fois sur 6 de celles
obtenues pour le cas 1 et lorsque ces conclusions s’accordent, nous constatons
tout de même que la valeur-p du test de l’interaction est toujours assez différente
de la valeur-p de 0,1129 obtenue dans le cas des données completes (cas 1).
Un pourcentage des valeurs manquantes plus élévé iie semble pas exercer une
plus grande influence sur les résultats de l’analyse de variance à mesures répétées
car il n’y a pas une tendance unique qui se dégage dans les résultats en fonction
de la croissance du pourcentage des valeurs manquantes.
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Les deux méthodes d’imputations utilisées ne semblent pas être clairement
supérieures à la méthode des cas complets et aucune des deux méthodes d’impu
tation n’est supérieure à l’autre de façon évidente.
3.3.2. Résultats pour le scénario 2
Pour le scénario 2 relatif aux ensembles de données en rapport avec la matrice
de covariances non-structurée, la valeur-p du test de sphéricité de Mauchly est
inférieure à 0,05 pour les quatre cas et cela dans les deux contextes des valeurs
manquantes (voir les tableaux C.0.3 et C.0.4 de l’annexe C pour la lecture des
résultats concernant le scénario 2). La condition d’application de sphéricité pour
la matrice de covariances des données à mesures répétées n’est pas satisfaite pour
chacun des cas. Ainsi pour les effets intra-sujet, nous considérons les résultats
des tests des effets des facteurs ajustés par le facteur de correction de Huynh
et feldt (1976). Notons que ces résultats sont presque identiques en utilisant le
facteur de correction de Greenhouse et Geisser (1959).
Pour le cas 1, l’effet de l’interaction groupe*période est significatif avec une
valeur-p du test de 0,0059. Il n’y a pas de parallélisme entre les trois courbes
des moyennes dans le temps pour les trois groupes et ainsi, l’effet principal du
groupe et l’effet principal de la période ne sont pas indépendants. Comme expliqué
précédemment, notre intérêt se limite à des conclusions générales et donc nous ne
ferons pas une analyse des effets simples des facteurs. L’effet principal du groupe
est significatif avec une valeur-p du test de 0,0009 et l’effet principal de la période
est significatif avec une valeur-p du test inférieure à 0,000 1.
Dans le contexte 1 des valeurs manquantes, nous observons que pour pvmz0,05,
les conclusions des tests des effets des facteurs pour les cas 2, 3 et 4 demeurent les
mêmes que celles obtenues pour le cas 1. Pour pvm0,10, l’effet de l’interaction
groupe*période devient non significatif pour les cas 2, 3 et 4 avec des valeurs-p
du test de 0,2052, 0,1100 et 0,0915 respectivement, rendant ainsi les conclusions
des tests des effets des facteurs pour les cas 2, 3 et 4 différentes de celles obtenues
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pour le cas 1. Pour pvm0,15, les conclusions des tests des effets des facteurs
pour les cas 2 et 4 demeurent les mêmes que celles pour le cas 1, taudis que
pour le cas 3, ces conclusions deviennent différentes car l’effet de l’interaction
groupe*période devient non significatif avec une valeur-p de 0,0732.
Dans le contexte 2 des valeurs manquantes, nous observons que pour pvm0,05,
les conclusions des tests des effets des facteurs pour les cas 2, 3 et 4 demeurent
les mêmes que celles obtenues pour le cas 1. Pour pvmz0,1O, les conclusions des
tests des effets des facteurs pour le cas 4 demeurent les mêmes que celles obtenues
pour le cas 1, par contre les conclusions des tests des effets des facteurs pour les
cas 2 et 3 sont différentes de celles obtenues pour le cas 1 car l’effet principal du
groupe devient non significatif pour le cas 2 avec une valeur-p du test de 0,0994
et l’effet de l’interaction groupe*période devient non significatif pour le cas 3
avec une valeur-p du test de 0,1138. Pour pvm0,15, l’effet principal du groupe
devient non significatif pour le cas 2 avec une valeur-p du test de 0,1283 et l’effet
de l’interaction groupe*période devient non significatif pour le cas 3 avec une
valeur-p du test de 0,0727, rendant ainsi les conclusions des tests des effets des
facteurs pour les cas 2 et 3 différentes de celles obtenues pour le cas 1, tandis
que pour le cas 4, les conclusions des tests des effets des facteurs demeurent les
mêmes que celles obtenues pour le cas 1.
Comparativement au cas 1, les conclusions des tests des effets des facteurs
s’accordent 3 fois sur 6 pour le cas 2, 2 fois sur 6 pour le cas 3 et 5 fois sur 6 pour
le cas 4.
Les valeurs manquantes n’exercent pas une influence significative dans les
résultats de l’analyse de variance à mesures répétées pour pvmrr59. Dès lors que
le pourcentage des valeurs manquantes devient grand (pvmzz109 et pvmzil5%),
les différences significatives surgissent entre le cas 1 et le cas 2 dans les résultats
de l’analyse de variance à mesures répétées.
En se servant de l’imputation par la moyenne locale des valeurs observées
pour le même sujet (cas 4), nous constatons que seulement dans une situation
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sur 6 les résultats de l’analyse de variance à mesures répétées sont différents de
ceux obtenus pour le cas des données complètes d’origine (cas 1).
La méthode d’imputation par la moyenne des valeurs observées pour le même
sujet (cas 3) ne permet pas de réduire l’impact négatif causé par la présence des
données manquantes dans les résultats de l’analyse de variance à mesures répétées
suite à l’utilisation de la méthode des cas complets (cas 2).
La méthode d’imputation par la moyenne locale des valeurs observées pour le
même sujet (cas 4) donne des meilleurs résultats comparativement à la méthode
d’imputation par la moyenne des valeurs observées pour le même slljet (ca.s 3).
3.3.3. Résultats pour le scénario 3
Pour le scénario 3 relatif aux ensembles de données en rapport avec la ma
trice de covariances de structure autorégressive d’ordre 1, la valeur-p du test de
sphéricité de IVlauchly est inférieure à 0,001 pour les quatre cas et cela dans les
deux contextes des valeurs manquantes (voir les tableaux C.0.5 et C.0.6 de l’an
nexe C pour la lecture des résultats concernant le scénario 3). Pour chaque cas,
la condition d’application de sphéricité pour la matrice de covariances des don
nées à mesures répétées n’est pas satisfaite. Nous considérons donc pour les effets
intra-sujet, les résultats des tests des effets des facteurs ajustés par le facteur de
correction de Huynh et feldt (1976).
Pour le cas 1, l’effet de l’interaction groupe*période est significatif avec une
valeur-p du test de 0,001. Il n’y a pas de parallélisme entre les trois courbes des
moyennes dans le temps pour les trois groupes et ainsi, l’effet principal du groupe
et l’effet principal de la période ne sont pas indépendants. L’effet principal du
groupe est non significatif avec une valeur-p du test de 0,0582 et l’effet principal
de la période est significatif avec une valeur-p du test inférieure à 0,0001.
Dans le contexte 1 des valeurs manquantes, nous observons que pour pvm0,05,
les conclusions des tests des effets des facteurs pour le cas 2 demeurent les mêmes
que celles obtenues pour le cas 1, tandis que pour les cas 3 et 4, l’effet principal
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du groupe devient faiblement significatif avec des valeurs-p du test de 0,0468 et
0,0472 respectivement, conduisant ainsi à des conclusions des tests des effets des
facteurs différentes de celles obtenues pour le cas 1. Pour pvm0,Ï0, les conclu
sions des tests des effets des facteurs pour le cas 3 demeurent les mêmes que celles
obtenues pour le cas 1 taudis que ces conclusions sont différentes pour les cas 2
et 4 car l’effet principal du groupe devient fortement significatif pour le cas 2 et
à peine significatif pour le cas 4 avec des valeurs-p du test de 0,0038 et 0,0457
respectivement. Pour pvmzz0,15, l’effet principal du groupe devient significatif
pour les cas 2, 3 et 4 avec des valeurs-p du test de 0,0081, 0,0402 et 0,0365 res
pectivement, conduisant ainsi à des conclusions des tests des effets des facteurs
différentes de celles obtenues pour le cas 1.
Dans le contexte 2 des valeurs manquantes, nous observons que pour pvm0,05
et pvm0,10, les conclusions des tests des effets des facteurs pour les cas 2 et 4
demeurent les mêmes que celles obtenues pour le cas 1, tandis que Ollf le cas 3,
l’effet de l’interaction groupe*période devient non significatif avec des valeurs-p
du test de 0,0545 et 0,2430 respectivement pour pvm0,05 et pvm0,10, condui
sant ainsi à des conclusions des tests des effets des facteurs différentes de celles
obtenues pour le cas 1. Pour pvm0,15, les conclusions des tests des effets des
facteurs pour le cas 2 demeurent les mêmes que celles obtenues pour le cas 1.
Par contre pour les cas 3 et 4, l’effet de l’interaction groupe*période devient non
significatif avec des valeurs-p du test de 0,2806 et 0,1444 respectivement.
Comparativement au cas 1, les conclusions des tests des effets des facteurs
s’accordent 4 fois sur 6 pour le cas 2, 1 fois sur 6 pour le cas 3 et 2 fois sur 6 pour
le cas 4.
Le fait de la présence des valeurs manquantes pour le cas 2 influence les
résultats de l’analyse de variance à mesures répétées et les résultats sont encore
plus mauvais en se servant des deux méthodes d’imputation utilisées.
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3.3.4. Résultats pour le scénario 4
Pour le scénario 4 relatif aux ensembles de données en rapport avec la matrice
de covariances de structure symétrie composée hétérogène, la valeur-p du test de
sphéricité de I\/lauchly est supérieure à 0,05 pour le cas 3 avec pvmzz0,05 et les
cas 2 avec les probabilités des données manquantes pvm0,10 et pvm’0,15 dans
le contexte 1 des valeurs manquantes, satisfaisant ainsi la condition d’applica
tion de sphéricité pour la matrice de covariances des données à mesures répétées
pour ces cas (voir les tableaux C.0.7 et C.0.8 de l’annexe C pour la lecture des
résultats concernant le scénario 4). Pour toutes les autres situations, la valeur-p
du test de sphéricité de Ivlauchly est inférieure à 0,05, indiquant que la condition
d’application de sphéricité pour la matrice de covariances des données à mesures
répétées n’est pas satisfaite. Pollr ces situations, nous considérons pour les effets
intra-sujet, les résultats des tests des effets des facteurs ajustés par le facteur de
correction de Huynh et feldt (1976).
Pour le cas 1, l’effet de l’interaction groupe*période est significatif avec une
valeur-p du test inférieure à 0,0001. Il n’y a pas de parallélisme entre les trois
courbes des moyennes dans le temps pour les trois groupes. L’effet principal du
groupe et l’effet principal de la période ne sont donc pas indépendants. L’effet
principal dii groupe est non significatif avec une valeur-p du test de 0,1779 et
l’effet principal de la période est significatif avec une valeur-p du test inférieure
à 0,0001.
Dans le contexte 1 des valeurs manquantes, nons observons que pour pvmzEO,05
les conclusions des tests des effets des facteurs pour les cas 2, 3 et 4 demeurent
les mêmes que celles obtenues pour le cas 1. Pour pvm0,10 et pvm»0,Ï5, l’effet
principal du groupe pour le cas 2 devient significatif avec des valeurs-p du test de
0,0153 et 0,0298 respectivement, conduisant ainsi à des conclusions des tests des
effets des facteurs différentes de celles obtenues pour le cas 1, tandis que pour les
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cas 3 et 4, ces conclusions demeurent les mêmes que celles obtenues pour le cas
1.
Dans le contexte 2 des valeurs manquantes, nous observons que pour pvm0,05,
les conclusions des tests des effets des facteurs pour les cas 2, 3 et 4 demeurent les
mêmes que celles obtenues pour le cas 1. Pour pvmz0,10 et pvm0,15, l’effet de
l’interaction groupe*période pour le cas 3 devient non significatif avec des valeurs
p du test de 0,2065 et 0,2608 respectivement, conduisant ainsi â des conclusions
des tests des effets des facteurs différentes de celles obtenues pour le cas 1, tandis
que pour les cas 2 et 4, ces conclusions demeurent les mêmes que celles obtenues
pour le cas 1.
Comparativement au cas Ï, les conclusions des tests des effets des facteurs
s’accordent 4 fois sur 6 pour le cas 2, 4 fois sur 6 pour le cas 3 et 6 fois sur 6 pour
le cas 4.
En utilisant la méthode des cas complets (cas 2) pour faire face aux données
manquantes, nous constatons que l’influence des valeurs manquantes est signifi
cative dans les résultats de l’analyse de variance â mesures répétées pour dès lors
que le pourcentage des valeurs manquantes est grand (pvm10% et pvmz45%).
Pour pvmii5, les conclusions des tests des effets des facteurs sont exactement
les mêmes pour toutes les situations.
L’impact négatif dans les résultats de l’analyse de variance à mesures répétées
dû â la présence des données manquantes pour le cas 2 a été complètement anéanti
grâce à l’utilisation de la méthode d’imputation par la moyenne locale des valeurs
observées pour le même sujet (cas 4) puisque les conclusions des tests des effets
des facteurs trouvées pour le cas 4 sont exactement les mêmes pour le cas 1.
Pour la méthode d’imputation par la moyenne des valeurs observées pour le
même sujet (cas 3), nous constatons que les résultats de l’analyse de variance à
mesures répétées ne sont pas meilleurs comparativement à ceux obtenus suite à
l’utilisation de la méthode des cas complets (cas 2).
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Encore une fbis, nous constatons que la méthode d’imputatioll par la moyenne
locale des valeurs observées pour le même sujet (cas 4) dollile des meilleurs ré
sultats comparativement à la méthode d’imputation par la moyenne des valeurs
observées pour le même sujet (cas 3).
3.4. RÉsuLTATs ISSUS DE LA PROCÉDURE MIXED
Les valeurs des critères d’illformatiou AIC et BIC les plus petites sont celles
sur lesquelles nous nous basons pour choisir la meilleure structure de la matrice
de covariances pour chaque ensemble de données à mesures répétées en compa
rant ces valeurs entre elles pour les quatre structures de la matrice de covariances
considérées. Ainsi pour le cas 1 et cela pour chacun des quatre scénarios consi
dérés, les valeurs des critères d’illformatioll AIC et BIC les plus petites sont
obtenues en spécifiant la structure de la matrice de covariances utilisée au départ
pour générer chaque ensemble de dormées complètes d’origine correspondant.
Pour les quatre scénarios, les valeurs des critères d’information AIC et BIC
sont présentées dans les tableaux D.O.1 à E.O.6 des annexes D et E. Les valeurs
soulignées représentent les valeurs les plus petites pour chaque cas. Les résultats
des tests des effets des facteurs sont présentés dans les tableaux F.O.1 à G.O.12 des
annexes f et G. Les résultats considérés pour l’interprétation des tests des effets
des facteurs sont ceux pour lesquels la structure de la matrice de covariances est la
meilleure. Ces résultats sont soulignés dans les tableaux F.O.1 à G.O.12. Les autres
résultats servent simplement pour des fins de comparaison pour indiquer comment
les résultats seraient déformés advenant un mauvais choix de la structure de la
matrice de covariances.
Une valeur-p inférieure à 5% indique que l’effet du facteur est significatif.
62
3.4.1. Résultats pour le scénario 1
Pour le cas 1, les valeurs des critères d’information AIC et BIC les moins
élevées correspondent à celles pour la matrice de covariances de structllre sy
métrie composée (voir les tableaux D.0.1 à D.0.6 pour les valeurs des critères
d’information AIC et BIC pour le scénario 1). Donc pour le cas des données com
plètes d’origines, la structure symétrie composée pour la matrice de covariances
est celle qui décrit mieux les données à mesures répétées. L’effet de l’interaction
groupe*période est non significatif avec une valeur-p du test de 0,1129 (voir les
tableaux F.0.1 à f.0.6 pour la lecture des résultats des tests des effets des facteurs
pour le scénario 1). Les trois courbes des moyennes dans le temps pour les trois
groupes sont donc parallèles et les effets principaux du groupe et de la période
sont indépendants. L’effet principal du groupe et l’effet principal de la période
sont significatifs avec des valeurs-p inférieures à 0,0001 pour les deux effets princi
paux. Donc les moyennes des niveaux du facteur groupe ne sont pas toutes égales
et les différences observées entre les moyennes des niveaux du facteur groupe sont
sensiblement les mêmes pour chaque niveau du facteur temps. De même, il y a
des différences entre les moyennes des niveaux du facteur temps et ces différences
sont sensiblement les mêmes pour chaque niveau du facteur groupe.
Pour les cas 2, 3 et 4, nous constatons que la structure symétrie composée
pour la matrice de covariances demeure celle qi présente les valeurs des critères
d’information AIC et BIC les moins élevées sauf pour les cas 4 avec pvm0,10
et pvm0,15 dans le contexte 1 des valeurs manquantes où les valeurs des cri
tères d’information AIC et BIC les moins élevées sont celles pour la matrice de
covariances de structure autorégressive d’ordre 1.
Dans le contexte 1 des valeurs manqilantes, nous observons que pour pvm0,05,
les conclusions des tests des effets des facteurs pour le cas 2 demeurent les mêmes
que celles obtenues pour le cas 1, tandis que pour les cas 3 et 4 , l’effet de l’in
teraction entre le facteur groupe et le facteur temps devient significatif avec une
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valeur-p de 0,0313 dans les deux cas, coilduisant ainsi à des conclusloils des tests
des effets des facteurs différentes de celles obtenues pour le cas 1. Pour pvmEz:0,10
et pvm0,Ï5, les conclusions des tests des effets des facteurs pour les cas 2, 3 et
4 sont identiques à celles obtenues pour le cas 1.
Dans le contexte 2 des valeurs manquantes, nons observons que pour pvm0,05,
pvmz0,10 et pvmzz:0,15, les conclusions des tests des effets des facteurs pour les
cas 2, 3 et 4 demeurent les mêmes que celles obtenues pour le cas 1.
Comparativement au cas 1, les conclusions des tests des effets des facteurs
s’accordent 6 fois sur 6 pour le cas 2 et 5 fois sur 6 pour les cas 3 et 4.
En utilisant la méthode des cas disponibles pour faire face aux données man
quantes, nous constatons que les données manquantes n’ont pas d’influence sur
les résultats de l’analyse de variance à mesures répétées puisque les résultats ob
tenus pour le cas des données complètes d’origine (cas 1) sont exactement les
mêmes que ceux pour la méthode des cas disponibles utilisée pour le cas 2 pour
ce qui concerne les tests des efièts principaux des facteurs et le test de l’effet de
l’interaction entre le facteur groupe et le facteur temps.
3.4.2. Résultats pour le scéuario 2
Pour le cas 1, les valeurs des critères d’information AIC et BIC les moins
élevées sont celles pour la matrice de covariances non-structurée (voir les tableaux
D.0.7 à D.0.12 pour les valeurs des critères d’information AIC et BIC pour le
scénario 2). L’effet de l’interaction groupe*période est significatif avec une valeur
p de 0,0003 (voir les tableaux F.0.7 à F.0.12 pour la lecture des résultats des
tests des effets des facteurs pour le scénario 2). Les trois courbes des moyennes
dans le temps pour les trois groupes sont ne sont pas parallèles et ainsi, l’effet
principal du groupe et l’effet principal de la période ne sont pas indépendants.
L’effet principal du groupe est significatif avec une valeur-p de 0,0009 et l’effet
principal de la période est significatif avec une valeur-p inférieure à 0,0001. Donc
les moyennes des niveaux du facteur groupe ne sont pas toutes égales et les
64
différences observées entre les moyennes des niveaux du facteur groupe ne sont
les mêmes pour chaque niveau du facteur temps. De même, il y a des différences
entre les moyennes des niveaux du facteur temps et ces différences ne sont pas
les mêmes pour chaque niveau du facteur groupe. Il serait nécessaire de faire une
analyse des effets simples des facteurs. Comme expliqué dans la section précédente
sur les résultats des analyses des effets des facteurs avec GLM, notre intérêt dans
le cadre de ce mémoire se limite à des conclusions générales.
Pour le cas 2, les valeurs des critères d’information AIC et BIC les moins
élevées demeurent celles pour la matrice de covariances non structurée pour
pvmzzO,05. Pour les probabilités des données manquantes plus grandes pvm’O,1O
et pvmizO,Ï5 la valeur du critère d’information AIC la moins élevée est celle pour
la matrice de covariances non structurée, par contre la valeur du critère d’infor
mation BIC la moins élevée est celle pour la matrice de covariances de structure
symétrie composée. Pour le cas 3, la valeur du critère d’information AIC la moins
élevée est celle pour la matrice de covariances non structurée pour les trois ni
veaux de la probabilité des données manquantes et cela dans les deux contextes
des valeurs manquantes. La valeur du critère d’information BIC la moins élevée
demeure celle pour la matrice de covariances non structurée pour pvmO,O5 et
pvmO,15 dans le contexte 1 des valeurs manquantes. Pour pvmzO,1O dans le
contexte 1 des valeurs manquantes et pour les trois niveaux de la probabilité
des données manquantes dans le contexte 2 des valeurs manquantes, la valeur
du critère d’information BIC la moins élevée devient celle pour la matrice de
covariances de structure symétrie composée. Pour le ca.s 4, nous observons les
mêmes résultats comme pour le cas 3 en ce qui concerne les valeurs des critères
d’information AIC et BIC.
Dans le contexte 1 des valeurs manquantes, nous observons que pour pvmO,O5
les conclusions des tests des effets des facteurs pour les cas 2, 3 et 4 demeurent
les mêmes que celles obtenues pour le cas 1. Pour pvm»O,lO, les conclusions des
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tests des effets des facteurs pour le cas 2 demeurent les mêmes que celles ob
tenues pour le cas 1, tandis que les conclusions des tests des effets des facteurs
pour les cas 3 et 4 sont différentes de celles obtenues pour le cas 1 car pour le cas
3, l’effet de l’interaction groupe*période devient non significatif et pour le cas 4,
en considérant les résultats pour la matrice de covariances de structure symétrie
composée, on constate que l’effet de l’interaction groupe*période devient non si
gnificatif. Pour pvm0,15, les conclusions des tests des effets des facteurs pour
les cas 2 et 4 demeurent les mêmes que celles obtenues pour le cas 1, par contre
pour le cas 3, l’effet de l’interaction groupe*période devient non significatif avec
une valeur-p de 0,0628, conduisant ainsi à des conclusions pour les tests des effets
des facteurs différentes de celles obtenues pour le cas 1.
Dans le contexte 2 des valeurs manquantes, nous observons que pour pvm0,05,
les conclusions des tests des effets des facteurs pour les cas 2, 3 et 4 demeurent
les mêmes que celles obtenues pour le cas 1. Pour pvmzz0,1O et pvm0,15, les
conclusions des tests des effets des facteurs pour les cas 2 et 4 demeurent les
mêmes que celles obtenues pour le cas Ï tandis que pour le cas 3, l’effet de l’inter
action groupe*période devient non significatif, conduisant ainsi à des conclusions
pour les tests des effets des facteurs différentes de celles obtenues pour le cas 1.
Comparativement au cas 1, les conclusions des tests des effets des facteurs
s’accordent 6 fois sur 6 pour le cas 2, 2 fois sur 6 pour le cas 3 et 5 fois sur 6 pour
le cas 4.
En utilisant la méthode des cas disponibles pour faire face aux données man
quantes, nous constatons que les données manquantes n’ont pas d’influence sur
les résultats de l’analyse de variance à mesures répétées puisque les résultats ob
tenus pour le cas des données complètes d’origine (cas 1) sont exactement les
mêmes que ceux pour la méthode des cas disponibles utilisée pour le cas 2 pour
ce qui concerne les tests des effets principaux des facteurs et le test de l’effet de
l’interaction entre le facteur groupe et le facteur temps.
66
3.4.3. Résultats pour le scéuario 3
Les valeurs des critères d’information AIC et BIC les moins élevées sont celles
pour la matrice de covariances de structure autorégressive d’ordre 1 pour tous
les cas et à tous les niveaux de la probabilité des données manquantes (voir les
tableaux D.0.13 à D.0.18 pour les valeurs des critères d’information AIC et BIC
pour le scénario 3). De ce fait les résultats considérés pour les tests des effets
des facteurs sont uniquement ceux pour la matrice de covariances de structure
autorégressive d’ordre 1.
Pour le cas 1, l’effet de l’interaction groupe*période est significatif avec une
valeur-p du test de 0,0222 (voir les tableaux G.0.1 à G.0.6 pour la lecture des
résultats des tests des effets des facteurs pour le scénario 3). Il n’y a pas de
parallélisme entre les trois courbes des moyennes dans le temps pour les trois
groupes et ainsi, l’effet principal du groupe et l’effet principal de la période ne
sont pas indépendants. L’effet principal du groupe est non significatif avec une
valeur-p du test de 0,0582 et l’effet de la période est significatif avec une valeur-p
du test inférieure à 0,0001.
Dans le contexte 1 des valeurs mailquantes, nous observons que pour pvm0,05,
les conclusions des tests des effets des facteurs pour le cas 2 demeurent les mêmes
que celles obtenues pour le cas 1 tandis que pour les cas 3 et 4, les conclusions
deviennent différentes de celles obtenues pour le cas 1 car l’effet principal du
groupe devient significatif avec des valeurs-p du test de 0,0331 et 0,0410 respec
tivement. Pour pvm0,10, l’effet principal du groupe devient significatif pour le
cas 2 avec une valeur-p du test de 0,0341 et l’effet de l’interaction groupe*période
devient non significatif pour les cas 3 et 4 avec des valeurs-p du test de 0,0772
et 0,0694 respectivement; ainsi les conclusions des tests des effets des facteurs
pour les cas 2, 3 et 4 deviennent différentes de celles obtenues pour le cas 1.
Pour pvmrrr0,15, l’effet principal du groupe devient significatif pour les cas 2, 3
et 4 avec des valeurs-p du test de 0,0285, 0,0357 et 0,0399 respectivement tandis
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que l’effet de l’interaction groupe*période devient non significatif pour le cas 3
avec une valeur-p du test de 0,1043; ainsi les conclusions des tests des effets des
facteurs pour les cas 2, 3 et 4 deviennent différentes de celles obtenues pour le
cas 1.
Dans le contexte 2 des valeurs manquantes, nous observons que pour pvm0,05,
les conclusions des tests des effets des facteurs pour le cas 2 demeurent les mêmes
que celles obtenues pour le cas 1 tandis que pour les cas 3 et 4, les conclusions
deviellnent différentes de celles obtenues pour le cas 1 car l’effet de l’interaction
groupe*période devient non significatif avec des valeurs-p du test de 0,3269 et
0,0994 respectivement. Pour pvm0,10, les conclusions des tests des effets des
facteurs pour le cas 2 demeurent les mêmes que celles obtenues pour le cas 1 tan
dis que pour les cas 3 et 4. les conclusions deviennent différentes de celles obtenues
pour le cas 1 car l’effet de l’interaction groupe*période devient non significatif
avec des valeurs-p du test de 0,6800 et 0,1178 respectivement. Pour pvmO,15,
l’effet de l’interaction groupe*période devient non significatif pour les cas 2, 3 et 4
avec des valeurs-p du test de 0,0545, 0,3512 et 0,2033 respectivemellt, conduisant
ainsi à des conclusions pour les tests des effets des facteurs différentes de celles
obtenues pour le cas 1.
Comparativement au cas 1, les conclusions des tests des effets des facteurs
s’accordent 3 fois sur 6 pour le cas 2, 0 fois sur 6 pour les cas 3 et 4.
En utilisant la méthode des cas disponibles pour faire face aux données man
quantes, nous constatons que les données manquantes ont une influence sur les
résultats de l’analyse de variance à mesures répétées car les résultats obtenus pour
le cas des données complètes d’origine (cas 1) ne s’accordent pas dans 3 situations
sur 6 avec les résultats obtenus en utilisant la méthode des cas disponibles pour
le cas 2.
Les deux méthodes d’imputation utilisées ne permettent pas de corriger l’im
pact négatif dans les résultats de l’analyse de variance à mesures répétées, du à
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la présence des données maiquantes dans le cas 2. Le fait d’imputer à l’aide des
deux méthodes d’imputation utilisées donne des résultats encore plus mauvais.
3.4.4. Résultats pour le scénario 4
Les valeurs des critères d’information AIC et BIC les moins élevées sollt celles
pour la matrice de covariances de structure symétrie composée hétérogène pour
tous les cas et à tous les niveaux de la probabilité des données mailquantes ex
cepté les cas 3 et 4 avec pvm0,10 dans le contexte 1 des valeurs Irlailquantes
et le ca.s 3 avec pvm0,15 dans le contexte 2 des valeurs manquantes où les va
leurs du critère d’information BIC les plus faibles sont celles pour la matrice de
covariailces non-structurée (voir les tableaux E.0.1 à E.0.6 pour les valeurs des
critères d’information AIC et BIC pour le scénario 4).
Pour le cas 1, l’effet de l’interaction groupe*période est significatif avec une
valeur-p du test inférieure à 0,0001 (voir les tableaux G.O.7 à G.0.12 pour la
lecture des résultats des tests des effets des facteurs pour le scénario 4). Il n’y a
pas de parallélisme entre les trois courbes des moyennes dans le temps pour les
trois groupes et ainsi, l’effet principal du groupe et l’effet principal de la période
ne sont pas indépendants. L’effet principal du groupe est non significatif avec une
valeur-p du test de 0,1779 et l’effet de la période est significatif avec une valeur-p
du test inférieure à 0,0001.
Dans le contexte 1 des valeurs manquantes, nous observons que pour pvm0,05,
pvmz0,10 et pvmE0,15, les conclusions des tests des effets des facteurs pour les
cas 2. 3 et 4 demeurent les mêmes que celles obtenues pour le cas 1.
Dans le contexte 2 des valeurs manquantes, nous observons que pour pvm0,05,
les conclusions des tests des effets des facteurs pour les cas 2, 3 et 4 demeurent
les mêmes que celles obtenues pour le cas 1. Pour pvm0,10 et pvmzi0,15, les
conclusions des tests des effets des facteurs pour les cas 2 et 4 demeurent les
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mêmes que celles obtenues pour le cas 1 tandis que pour le cas 3, ces conclu
sions sont différentes de celles obtenues pour le cas 1 car l’effet de l’interaction
groupe*période devient non significatif.
Comparativement au cas 1, les conclusions des tests des effets des facteurs
s’accordent 6 fois sur 6 pour le cas 2 et 4 fois sur 6 pour le cas 3 et 6 fois sur 6
pour le cas 4.
Les données manquantes n’ont pas d’influence sur les résultats de l’analyse de
variance à mesures répétées puisque les résultats obtenus pour le cas des données
complètes d’origine (cas 1) sont exactement les mêmes que ceux pour la méthode
des cas disponibles utilisée pour le cas 2 pour ce qui concerne les tests des effets
principaux des facteurs et le test de l’effet de l’interaction entre le facteur groupe
et le facteur temps.
La méthode d’imputation par la moyenne locale des observations pour le
même sujet (cas 4) donne aussi les mêmes résultats obtenils pour le cas des
données complètes d’origine (cas 1) dans toutes les situations, ce qui n’est pas le
cas pour la méthode d’imputation par la moyenne des observations pour le même
sujet (cas 3).
CONCLUSION
Les conclusions qui ressortent des analyses de variance à deux facteurs dont
un est à mesures répétées exécutées dépendent des paramètres utilisées pour
générer les quatre ensembles des données complètes d’origine, de la méthode de
génération des données manquantes et des deux méthodes d’imputation utilisées.
Ces conclusions pourraient être différentes en modifiant les paramètres utilisées
pour générer les ensembles de données et en se servant des méthodes d’imputation
plus robustes telle que la méthode d’imputation multiple.
En utilisant la procédure GLM de SAS, les résultats obtenus pour les tests de
l’effet principal du facteur groupe, l’effèt principal du facteur temps et de l’effet
de l’interaction entre le facteur groupe et le facteur temps permettent de mettre
en lumière ce qui suit
pour la méthode des cas complets (cas 2), il y a accord des résultats avec ceux
obtenus pour le cas des données complètes d’origine (cas 1) dans 15 situations sur
24 (soit un pourcentage de 62,5%) et désaccord des résultats dans 9 situations sur
24 (soit un pourcentage de 37,5%) parmi lesquelles 3 situations sont dues à des
différences entre les effets de l’interaction groupe*période et 6 situations sont dues
à des différences entre les effets principaux du facteur groupe. La déduction qui
en découle est que les données manquantes quoique manquantes complètement
aléatoirement influencent les résultats de l’analyse de variance à deux facteurs
dont un est à mesures répétées.
De façon plus générale, l’amplitude des différences dans les résultats de l’analyse
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de variance à mesures répétées n’est pas fonction (lu pourcentage des données
manquantes.
En utilisant la méthode d’imputation par la moyenne des valeurs observées
pour le même sujet (cas 3), nous constatons que parmi les 9 situations sur 24
dans lesquelles les résultats du cas 2 sont en désaccord avec ceux du cas 1, il y a 5
situations sur 9 dans lesquelles les résultats deviennent en accord avec le cas 1 et
parmi les 15 situations sur 24 dans lesquelles les résultats du cas 2 sont en accord
avec ceux du cas 1, il y a 8 situations sur 15 dans lesquelles les résultats deviennent
en désaccord avec le cas 1. Ainsi la méthode d’imputation par la moyenne des
valeurs observées pour le même sujet a permis de corriger 55,56% des mauvais
résultats du cas 2 et de déformer 53,33% des bons résultats du cas 2. Pour le total
des 12 situations sur 24 dans lesquelles les résultats du cas 3 sont en désaccord
avec ceux du cas 1, nous notons 10 situations dues à des différences entre les
effets de l’interaction groupe*pénode et 2 situations dues à des différences entre
les effets principaux du facteur groupe. Nous pouvons conclure que cette méthode
d’imputation ne semble pas performer mieux que la méthode des cas complets.
En utilisant la méthode d’imputation par la moyenne locale des valeurs ob
servées pour le même sujet, nous constatons que parmi les 9 situations sur 24
dans lesquelles les résultats du cas 2 sont en désaccord avec ceux du cas 1, il y
a 6 situations sur 9 dans lesquelles les résultats deviennent en accord avec le cas
1 et parmi les 15 situations sur 24 dans lesquelles les résultats du cas 2 sont en
accord avec ceux du cas 1, il y a 3 situations sur 15 dans lesquelles les résul
tats deviennent en désaccord avec le cas 1. Ainsi la méthode d’imputation par
la moyenne locale des valeurs observées pour le même sujet a permis de corriger
66,67% de mauvais résultats du cas 2 et de déformer 20% des bons résultats du
cas 2. Pour le total des 6 situations sur 24 dans lesquelles les résultats du cas 4
sont en désaccord avec ceux du cas 1, nous notons 3 situations dues à des diffé
rences entre les effets de l’interaction groupe*période et 3 situations dues à des
différences entre les effets principaux du facteur groupe. Nous pouvons conclure
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qe la méthode cl’implltation par la moyenne locale des valeurs observées pour
le même sujet performe mieux que la méthode des cas complets. Par contre la
méthode cFimputatioii par la moyenne des valeurs observées pour le même sujet
e performe pas mieux que la méthode des cas complets.
En utilisant la procédure IVIIXED de SAS, les résultats obtenus pour les tests
de l’effet principal du facteur groupe, l’effet principal du facteur temps et de
l’effet de l’interaction entre le facteur groupe et le facteur temps montrent ce qui
suit
pour la méthode des cas disponibles (cas 2), il y a accord des résultats avec ceux
obtenus pour le cas des données complètes d’origine (cas 1) dans 21 situations sur
24 (soit un pourceiltage de 87,5%) et désaccord des résultats dans 3 situations
sur 24 (soit un pourceiltage de 12,5%) parmi lesciuelles 1 situation est due à des
différences entre les effets de l’interaction groupe*période et 2 situations sont dues
à des différences entre les effets principaux du facteur groupe. La déduction qui en
découle est que l’illfluellce des données manquantes complètement aléatoirement
sur les résultats de l’analyse de variance à deux facteurs dont un est à mesures
répétées est très réduite lorsque l’on se sert de la procédure MIXED de SAS.
En utilisant la méthode d’imputation par la moyenne des valeurs observées
pour le même sujet (cas 3), nous constatons que parmi les 3 situations sur 24
dans lesquelles les résultats du cas 2 sont en désaccord avec ceux du cas 1, il y
a aucune situation dans laquelle les résultats deviennent en accord avec le cas
1 et parmi les 21 situations sur 24 dails lesquelles les résultats du cas 2 sont e
accord avec ceux du cas 1, il y a 10 situations sur 21 dans lesquelles les résultats
deviennellt en désaccord avec le cas 1. Pour le total des 13 situations sur 24 dans
lesquelles les résultats du cas 3 sont en désaccord avec ceux du cas 1, nous notons
12 sitllatiolls dues à des différences entre les effets de l’interaction groupe*période
et 1 situation due à des différences entre les effets principaux du facteur groupe.
Ainsi la méthode d’imputation par la moyenne des valeurs observées pour le même
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sujet ne corrige pas de mauvais résultat du cas 2, mais déforme 47,62% des bons
résultats du cas 2.
En utilisant la méthode d’imputation par la moyenne locale des valeurs ob
servées pour le même sujet, nous constatons que parmi les 3 situations sur 24
dans lesquelles les résultats du cas 2 sont en désaccord avec ceux du cas 1, il y a
aucune situation sur 3 dans laquelle les résultats deviennent en accord avec le cas
1 et parmi les 21 situations sur 24 dans lesquelles les résilitats du cas 2 sont en
accord avec ceux du cas 1, il y a 5 situations sur 21 dans lesquelles les résultats
deviennent en désaccord avec le cas 1. Pour le total des 8 situations sur 24 dans
lesquelles les résultats du cas 4 sont en désaccord avec ceux du cas 1, nous notons
6 situations dues à des différences entre les effets de l’interaction groupe*période
et 2 situations dues à des différences entre les effets principaux du facteur groupe.
Ainsi la méthode d’imputation par la moyenne locale des valeurs observées pour
le même sujet permet de corriger aucun mauvais résultats du cas 2, mais plutôt
déforme 23,81% des bons résultats du cas 2. Nous pouvons donc conclure que la
méthode des cas disponibles performe mieux que les deux méthodes d’imputation
utilisées.
En présence des données manquantes complètement aléatoirement, l’utilisa
tion de la procédure MIXED de SAS réduit considérablement l’influence des don
nées manquantes dans les résultats de l’analyse de variance à deux facteurs dont
un est à mesures répétées. Ce qui démontre que le modèle linéaire mixte s’adapte
bien à l’analyse des données à mesure répétées lorsqu’il y a des données man
quantes complètement aléatoirement. Par contre lorsque l’on utilise la procédure
GLM de SAS, il s’avère nécessaire de faire de l’imputation. La méthode d’impu
tation par la moyenne locale des valeurs observées pour le même sujet peut être
utilisée dans ce cas là.
Il est à souligner que les deux méthodes d’imputation simple utilisées dans
la partie analytique de ce mémoire ne donnent pas de bons résultats. Des études
plus avancées avec notamment l’utilisation de la méthode d’imputation multiple
74
devraient permettre d’élucider un plus grand nombre de questions concernant
l’illfiuence des valeurs manquantes dans un plan d’analyse de variance à deux









































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































FIG. A.O.3. Les données pour le scénario 1, pvmzO,1O.
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FIG. A.O.5. Les données pour le scénario 2, pvmO,O5.
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FIG. A.O.6. Les données pour le scénario 2, pvmzEO,1O.
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FIG. A.O.13. Les dollilées pour le scéllario 4, pvmzO,15.
pi





ESTIMATEUR$ DES MOYENNES DES
GROUPES DANS LE TEMPS POUR LE CAS 1
ET POUR LES QUATRE SCÉNARIOS
TAB. 3.0.1. Tableau des estimateurs des moyennes des groupes
dans le temps pour le cas 1 et le scénario Ï.
tempsl temps2 ternps3 temps4 temps5
groupel 176.77 178.70 186.0.5 189.17 183.99
groupe2 177.20 184.40 193.0$ 196.11 189.61
groupe3 181.08 188.89 190.92 197.05 189.54
TAB. 3.0.2. Tableau des estimateurs des moyennes des groupes
dans le temps pour le cas 1 et le scénario 2.
tempsÏ temps2 temps3 temps4 temps5
groupel 176.79 178.82 186.10 189.83 184.55
groupe2 177.20 184.37 191.87 197.52 191.19
gronpe3 181.07 188.62 190.93 196.21 189.59
B-ii
TAB. 3.0.3. Tableau des estimateurs des moyennes des groupes
dans le temps pour le cas 1 et le scénario 3.
tempsl temps2 temps3 temps4 temps5
groupel 176.77 180.85 186.21 190.61 185.04
groupe2 177.20 183.54 190.46 197.27 191.26
groupe3 181.08 186.54 191.30 195.54 189.81
TAB. 3.0.4. Tableau des estimateurs des moyennes des groupes
dans le temps pour le cas 1 et le scénario 4.
tempsl temps2 temps3 temps4 temps5
groupel 176.77 180.9$ 187.09 190.83 185.61
groupe2 177.20 183.47 190.35 195.91 190.44
groupe3 181.08 186.62 190.56 194.71 188.26
Annexe C
TABLEAUX DES EFFETS DES FACTEURS































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































TABLEAUX DES VALEURS DES CRITÈRES
D’INFORMATION AIC ET BIC.
TAB. D.O.1. Sélection de la meilleure structure de covariances à
l’aide des critères AIC et BIC pour le scénario 1 dans le contexte
1 des valeurs manquantes avec pvmO,O5.
casi cas2 cas3 cas4
structure MC BIC AIC BIC AIC BIC AIC BIC
CS 1747,3 1751,3 1645,8 1649,8 1744,4 1748,4 1731,6 1735,6
UN 1773,3 1803,1 1669,7 1699,6 1761,7 1791,5 1754,3 1784,1
AR(1) 1754,8 1758,7 1655,6 1659,6 1763,3 1767,3 1744,0 1747,9
CSH 1755,3 1767,2 1653,7 1665,6 1751,9 1763,9 1739,6 1751,5
D-il
TAB. D.0.2. Sélection de la mieilleure structure de covariances à
l’aide des critères AIC et BIC pour le scénario 1 dans le contexte
1 des valeurs manquantes avec pvmzz0,10.
casi cas2 cas3 cas4
structure AIC BIC AIC BIC AIC BIC AIC BIC
C$ 1747,3 1751,3 1567,6 1571,6 1746,5 1750,5 1751,3 1755,2
UN 1773,3 1803,1 1592,3 1622,1 1766,9 1796,7 1768,1 1798,0
AR(1) 1754,8 1758,7 1571,1 1575,1 1748,6 1752,6 1746,3 1750,3
CSH 1755,3 1767,2 1575,2 1587,1 1752,2 1764,1 1758,3 1770,2
TAB. D.0.3. Sélection de la meilleure structure de covariances à
l’aide des critères AIC et BIC pour le scénario 1 dans le contexte
1 des valeurs manquantes avec pvm0,15.
casl cas2 cas3 cas4
structure AIC BIC AIC BIC AIC BIC AIC BIC
CS 1747,3 1751,3 1474,5 1478,4 1736,0 1740,0 1732,7 1736,7
UN 1773,3 1803,1 1497,0 1526,9 1752,5 1782,4 1747,2 1777,1
AR(1) 1754,8 1758,7 1476,4 1480,4 1736,7 1740,7 1727,4 1731,3
CSH 1755,3 1767,2 1482,2 1494,1 1742,2 1754,1 1740,1 1752,0
TAB. D.0.4. Sélection de la meilleure structure de covariances à
l’aide des critères AIC et BIC pour le scénario Ï dans le contexte
2 des valeurs manquantes avec pvm’0,05.
casi cas2 cas3 cas4
structure AIC BIC AIC BIC AIC BIC AIC BIC
CS 1747,3 1751,3 1664,0 1668,0 1749,1 1753,1 1746,9 1750,8
UN 1773,3 1803,1 1689,3 1719,2 1773,1 1802,9 1771,2 1801,0
AR(1) 1754,8 1758,7 1670,7 1674,7 1754,4 1758,3 1751,6 1755,6
CSH 1755,3 1767,2 1671,9 1683,9 1756,6 1768,5 1754,8 1766,7
TAB. D.0.5. Sélection de la meilleure structure de covariances à
l’aide des critères AIC et BIC pour le scénario 1 dails le contexte
2 des valeurs manquantes avec pvmrO,1O.
D-iii
casÏ cas2 cas3 cas4
structure AIC BIC AIC BIC AIC BIC AIC BIC
CS 1747,3 1751,3 1614,8 1618,8 1752,2 1756,2 1750,1 1754,1
UN 1773,3 1803,1 1639,6 1669,5 1774,0 1803,8 1771,3 1801,1
AR(1) 1754,8 1758,7 1621,4 1625,4 1759,1 1763,1 1751,1 1755,1
CSH 1755,3 1767,2 1622,7 1634,7 1759,7 1771,6 1758,0 1769,9
TAB. D.0.6. Sélection de la meilleure structure de covariances à
l’aide des critères AIC et BIC pour le scénario 1 dans le contexte
2 des valeurs manquantes avec pvmO,15.
casi cas2 cas3 cas4
stiucture
AIC BIC AIC BIC AIC BIC AIC BIC
CS 1747,3 1751,3 1564,4 1568,4 1758,3 1762,3 1753,1 1757,0
UN 1773,3 1803,1 1588,5 1618,3 1780,3 1810,1 1773,6 1803,4
AR(1) 1754,8 1758,7 1571,8 1575,8 1769,7 1773,7 1755,7 1759,7
CSH 1755,3 1767,2 1572,3 1584,3 1765,6 1777,5 1760,8 1772,7
TAB. D.0.7. Sélection de la meilleure structure de covariances à
l’aide des critères AIC et BIC pour le scénario 2 dans le contexte
1 des valeurs manquantes avec pvmrr0,05.
casl cas2 cas3 cas4
structure AIC BIC AIC BIC AIC BIC AIC BIC
CS 1637,5 1641,5 1543,7 1547,7 1644,0 1648,0 1628,2 1632,2
UN 1608,0 1637,8 1513,5 1543,4 1617,0 1646,8 1601,9 1631,7
AR(1) 1679,8 1683,8 1586,3 1590,3 1689,7 1693,7 1671,7 1675,7
CSH 1639,9 1651,9 1545,2 1557,2 1646,7 1658,6 1631,7 1643,7
D-iv
TAB. D.0.8. Sélection de la meilleure structure de covariances à
l’aide des critères AIC et BIC pour le scénario 2 dans le contexte
1 des valeurs manquantes avec pvm0,Ï0.
casi cas2 cas3 cas4
structure
AIC BIC AIC BIC AIC BIC AIC BIC
CS 1637,5 1641,5 1469,1 1473,1 1655,1 1659,1 1647,6 1651,6
UN 1608,0 1637,8 1454,7 1484,6 1632,1 1661,9 1630,2 1660,1
AR(1) 1679,8 1683,8 1500,8 1504,7 1680,0 1684,0 1665,4 1669,3
CSH 1639,9 1651,9 1474,8 1486,7 1655,5 1667,4 1651,5 1663,4
TAB. D.O.9. Sélection de la meilleure structure de covariances à
l’aide des critères AIC et BIC pour le scénario 2 dans le contexte
1 des valeurs manquantes avec pvm0,15.
casl cas2 cas3 cas4
structure
AIC BIC AIC BIC AIC BIC AIC BIC
CS 1637,5 1641,5 1387,9 1391,9 1653,5 1657,4 1642,0 1646,0
UN 1608,0 1637,8 1367,4 1397,2 1626,8 1656,6 1616,2 1646,0
AR(1) 1679,8 1683,8 1415,5 1419,4 1674,5 1678,5 1657,2 1661,1
CSH 1639,9 1651,9 1392,3 1404,2 1651,8 1663,8 1645,3 1657,2
TAB. D.0.10. Sélection de la meilleure structure de covariances à
l’aide des critères AIC et BIC pour le scénario 2 dans le contexte
2 des valeurs manquantes avec pvmzEO,05.
casl cas2 cas3 cas4
structure AIC BIC AIC BIC AIC BIC AIC BIC
CS 1637,5 1641,5 1563,3 1567,3 1654,6 1658,6 1642,0 1646,0
UN 1608,0 1637,8 1537,0 1566,8 1629,7 1659,5 1622,1 1651,9
AR(1) 1679,8 1683,8 1602,5 1606,4 1688,0 1692,0 1677,6 1681,6
CSH 1639,9 1651,9 1567,2 1579,1 1656,7 1668,6 1644,6 1656,5
D-v
TAB. D.0.11. Sélection de la meilleure structure de covariances à
l’aide des critères AIC et BIC pour le scénario 2 dans le contexte
2 des valeurs mailquantes avec pvn0,10.
casl cas2 cas3 cas4
structure AIC BIC AIC BIC AIC BIC AIC BIC
C$ 1637,5 1641,5 1516,0 1520,0 1662,9 1666,8 1646,1 1650,1
UN 1608,0 1637,8 1497,0 1526,8 1642,5 1672,4 1644,8 1674,6
AR(1) 1679,8 1683,8 1548,7 1552,7 1691,1 1695,1 1670,0 1673,9
CSH 1639,9 1651,9 1519,8 1531,8 1662,9 1674,9 1647,9 1659,9
TÀB. D.0.12. Sélection de la meilleure structure de covariances à
l’aide des critères AIC et BIC pour le scénario 2 dans le contexte
2 des valeurs manquantes avec pvm0,15.
casl cas2 cas3 cas4
structme
AIC BIC AIC BIC AIC BIC AIC BIC
CS 1637,5 1641,5 1468,9 1472,9 1673,0 1677,0 1650,4 1654,4
UN 1608,0 1637,8 1449,8 1479,6 1651,6 1681,4 1646,8 1676,7
AR(l) 1679,8 1683,8 1501,9 1505,9 1704,9 1708,8 1674,1 1678,0
CSH 1639,9 1651,9 1471,7 1483,6 1672,6 1684,5 1651,8 1663,8
TAB. D.0.13. Sélection de la meilleure structure de covariances à
l’aide des critères AIC et BIC pour le scénario 3 dans le contexte
1 des valeurs manquantes avec pvm0,05.
casl cas2 cas3 cas4
structure
AIC BIC AIC BIC AIC BIC AIC BIC
CS 1493,7 1497,7 1406,6 1410,6 1523,7 1527,6 1492,9 1496,9
UN 1450,6 1480,5 1376,7 1406,5 1509,3 1539,1 1454,1 1484,0
AR(1) 1424,6 1428,6 1351,7 1355,6 1509,1 1513,1 1438,9 1442,9
CSH 1500,9 1512,9 1413,7 1425,7 1526,6 1538,5 1498,8 1510,7
D-vi
TAB. D.0.14. Sélectioll de la meilleure structure de covariances à
l’aide des critères AIC et BIC pour le scénario 3 dails le contexte
1 des valeurs inanqua.ites avec pvrn0,10.
casi cas2 cas3 cas4
structure
AIC BIC AIC BIC AIC BIC AIC BIC
CS 1493,7 1497,7 1351,9 1355,9 1561,4 1565,4 1531,1 1535,1
UN 1450,6 1480,5 1318,3 1348,1 1513,5 1543,3 1467,4 1497,2
AR(l) 1424,6 1428,6 1294,0 1297,9 1507,7 1511,6 1452,0 1456,0
CSH 1500,9 1512,9 1359,8 1371,7 1561,1 1573,0 1535,9 1547,8
TAB. D.0.15. Sélection de la meilleure structure de covariances à
l’aide des critères AIC et BIC pour le scénario 3 dans le contexte
1 des valeurs manquantes avec pvrn0,15.
casi cas2 cas3 cas4
structure
AIC BIC AIC BIC AIC BIC AIC BIC
CS 1493,7 1497,7 1279,9 1283.8 1570.6 1574.6 1538,5 1512, .5
UN 1450,6 1480,5 1245,0 1274,8 1526,8 1556,6 1464,6 1494,4
AR(l) 1424,6 1428,6 1222,6 1226,6 1525,2 1529,2 1456,7 1460,7
CSH 1500,9 1512,9 1287,4 1299,3 1567,9 1579,8 1542,1 1554,0
TAB. D.0.16. Sélection de la meilleure structure de covariances à
l’aide des critères AIC et BIC pour le scénario 3 dans le contexte
2 des valeurs manquantes avec pvrn0,05.
casi cas2 cas3 cas4
structure
AIC BIC AIC BIC AIC BIC AIC BIC
CS 1493,7 1497,7 1432,7 1436,7 1544,0 1548,0 1517,7 1521,7
UN 1450,6 1480,5 1392,6 1422,4 1503,8 1533,6 1469,8 1499,7
AR(1) 1424,6 1428,6 1367,0 1371,0 1486,9 1490,9 1448,1 1452,1
CSH 1500,9 1512,9 1439,8 1451,8 1549,9 1561,8 1524,3 1536,2
D-vii
TAB. D.0.17. Sélection de la meilleure structure de covariances à
l’aide des critères AIC et BIC pour le scénario 3 dails le contexte
2 des valeurs mallquautes avec pvmzzO,10.
casÏ cas2 cas3 cas4
structure
AIC BIC AIC BIC AIC BIC AIC BIC
CS 1493,7 1497,7 1388,4 1392,4 1558,6 1562,6 1528,5 1532,5
UN 1450,6 1480,5 1352,5 1382,3 1516,5 1546,4 1472,2 1502,0
AR(1) 1424,6 1428,6 1327,7 1331,7 1503,8 1507,8 1451,3 1455,3
C$H 1500,9 1512,9 1394,2 1406,1 1563,0 1574,9 1534,7 1546,6
TAB. D.0.18. Sélection de la meilleure structure de covariances à
l’aide des critères AIC et BIC pour le scénario 3 dans le contexte
2 des valeurs manquantes avec pvmO,15.
casi cas2 cas3 cas4
structure
AIC BIC AIC BIC AIC BIC AIC BIC
CS 1493,7 1497,7 1346,4 1350,4 1581,4 1585,3 1536,0 1540,0
UN 1450,6 1480,5 1317,6 1347,4 1554,0 1583,8 1483,2 1513,0
AR(1) 1424,6 1428,6 1292,9 1296,9 1547,7 1551,7 1462,1 1466,1
CSH 1500,9 1512,9 1351,9 1363,8 1583,9 1595,9 1540,5 1552,4
Annexe E
TABLEAUX DES VALEURS DES CRITÈRES
D’INFORMATION AIC ET BIC
TAB. E.O.1. Sélection de la meilleure structure de covariances à
l’aide des critères AIC et BIC pour le scénario 4 dans le contexte
1 des valeurs manquailtes avec pvmO,O5.
casi cas2 cas3 cas4
structure AIC BIC AIC BIC AIC BIC AIC BIC
CS 1454.3 1458.3 1373.5 1377.5 1492.9 1496.9 1452.0 1456.0
UN 1386.7 1416.6 1306.9 1336.7 1445.2 1475.1 1394.9 1424.7
AR(1) 1476.0 1480.0 1392.6 1396.6 1521.9 1525.9 1471.8 1475.8
CSH 1368.7 1380.7 1291.3 1303.2 1439.1 1451.0 1383.6 1395.5
E-ii
TAB. E.O.2. Sélection de la meilleure structure de covariances à
l’aide des critères AIC et BIC pour le scénario 4 dans le contexte
1 des valeurs manquantes avec pvm0,10.
casi cas2 cas3 cas4
structure AIC BIC AIC BIC AIC BIC AIC BIC
CS 1454,3 1458,3 1320,8 1324,8 1531,3 1535,3 1490,4 1494,4
UN 1386,7 1416,6 1264,4 1294,2 1488,2 1518,0 1450,4 1480,3
AR(1) 1476,0 1480,0 1338,3 1342,3 1534,5 1538,5 1487,8 1491,8
CSH 1368,7 1380,7 1247,4 1259,3 1491,1 1503,0 1451,4 1463,3
TAB. E.0.3. Sélection de la meilleure structure de covariances à
l’aide des critères AIC et BIC pour le scénario 4 dans le coiltexte
1 des valeurs manquantes avec pvm0,15.
casl cas2 cas3 cas4
structure
AIC BIC AIC BIC AIC BIC AIC BIC
CS 1454,3 1458,3 1253,0 1257,0 1542,1 1546,1 1499,9 1503,9
UN 1386,7 1416,6 1192,0 1221,8 1504,6 1534,4 1468,8 1498,7
AR(1) 1476,0 1480,0 1267,2 1271,2 1545,9 1549,9 1488,6 1492,5
CSH 1368,7 1380,7 1177,6 1189,6 1508,6 1520,5 1479,7 1491,6
TAB. E.0.4. Sélection de la meilleure structure de covariances à
l’aide des critères AIC et BIC pour le scénario 4 dans le contexte
2 des valeurs manquantes avec pvm0,05.
casl cas2 cas3 cas4
structure AIC BIC AIC BIC AIC BIC AIC BIC
CS 1454,3 1458,3 1394,9 1398,8 1509,7 1513,7 1476,4 1480,4
UN 1386,7 1416,6 1332,1 1361,9 1455,2 1485,1 1436,0 1465,8
AR(1) 1476,0 1480,0 1416,4 1420,3 1524,2 1528,2 1490,0 1494,0
CSH 1368,7 1380,7 1314,5 1326,4 1451,4 1463,3 1423,0 1434,9
TAB. E.0.5. Sélection de la meilleure structure de covariances à
l’aide des critères AIC et BIC pour le scénario 4 dans le contexte
2 des valeurs manquantes avec pvm0,1O.
E-iii
casi cas2 cas3 cas4
structure AIC BIC AIC BIC AIC BIC AIC BIC
CS 1454,3 1458,3 1351,7 1355,7 1524,9 1528,9 1488,8 1492,8
UN 1386,7 1416,6 1299,4 1329,2 1486,4 1516,2 1444,9 1474,7
AR(1) 1476,0 1480,0 1375,7 1379,7 1539,7 1543,7 1490,3 1494,3
CSH 1368,7 1380,7 1282,1 1294,1 1484,9 1496,8 1439,9 1451,8
TAB. E.0.6. Sélection de la meilleure structure de covariances à
l’aide des critères AIC et BIC pour le scénario 4 dans le contexte
2 des valeurs manquantes avec pvm0,15.
casi cas2 cas3 cast
structure AIC BIC AIC BIC AIC BIC AIC BIC
CS 1454,3 1458,3 1314,6 1318,6 1551,2 1555,2 1494,3 1498,3
UN 1386,7 1416,6 1265,5 1295,3 1518,8 1548,6 1470,7 1500,5
AR(1) 1476,0 1480,0 1336,4 1340,4 1566,3 1570,2 1496,5 1500,4
CSH 1368,7 1380,7 1248,5 1260,4 1524,9 1536,8 1469,6 1481,5
Allnexe F
TABLEAUX DES EFFETS DES FACTEURS
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