Large Sieve Inequalities with Quadratic Amplitudes by Zhao, Liangyi
ar
X
iv
:m
at
h/
05
12
27
0v
2 
 [m
ath
.N
T]
  2
6 M
ar 
20
06
LARGE SIEVE INEQUALITY WITH QUADRATIC AMPLITUDES
LIANGYI ZHAO
Abstract. In this paper, we develop a large sieve type inequality with quadratic amplitude. We use the double
large sieve to establish non-trivial bounds.
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1. Introduction and Statements of the Results
The large sieve was an idea originated by Yu. V. Linnik [11] in 1941. He also made application to distribu-
tions of quadratic non-residues. Since then, the idea has been refined and perfected by many.
We denote ‖x‖ = min
k∈Z
|x − k| for x ∈ R. A set of real numbers {xk} is said to be δ-spaced modulo 1 if
‖xj − xk‖ > δ, for any j 6= k.
The large sieve inequality, which we henceforth refer to as the classical large sieve inequality, is stated as
follows. Different elegant proofs of the theorem can be found in [2,3,6,8,12–14]. The theorem, in the following
form, was first introduced by Davenport and Halberstam, [7].
Theorem 1. Let {an} be an arbitrary sequence of complex numbers, {xk} be real numbers that are δ-spaced
modulo 1, and M , N be integers with N > 0, then we have
(1.1)
∑
k
∣∣∣∣∣
M+N∑
n=M+1
ane (xkn)
∣∣∣∣∣
2
≪
(
δ−1 +N
)
Z,
where the implied constant is absolute and henceforth we set
Z =
M+N∑
n=M+1
|an|
2.
Save for the computation of the implied constant, the above inequality is the best possible. Montgomery and
Vaughan [14] proved that the “≪” in (1.1) can be replaced by “≤.” Moreover, Paul Cohen and A. Selberg have
shown independently that ∑
k
∣∣∣∣∣
M+N∑
n=M+1
ane (xkn)
∣∣∣∣∣
2
≤
(
δ−1 − 1 +N
)
Z.
which is absolutely the best possible, since Bombieri and Davenport [4] gave examples of {xk} and an, with
δ → 0, N →∞ such that Nδ →∞ and
∑
k
∣∣∣∣∣
M+N∑
n=M+1
ane (xkn)
∣∣∣∣∣
2
=
(
δ−1 − 1 +N
)
Z.
Theorem 1 admits corollaries for additive and multiplicative characters. In short, we have
(1.2)
Q∑
q=1
∑
a mod q
gcd(a,q)=1
∣∣∣∣∣
M+N∑
n=M+1
ane
(
a
q
n
)∣∣∣∣∣
2
≪ (Q2 +N)Z.
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Moreover, for multiplicative characters, we have
(1.3)
Q∑
q=1
q
ϕ(q)
∑⋆
χ mod q
∣∣∣∣∣
M+N∑
n=M+1
anχ(n)
∣∣∣∣∣
2
≪ (Q2 +N)Z
where here and after,
∑⋆
means that the sum runs over primitive characters modulo a specified modulus only.
Also, as usual, ϕ(q) is the number of primitive residue classes modulo q, id est the Euler ϕ function. The cases in
which the outer summation in (1.2) and (1.3) run over only a set of special characters are investigated in [15,16].
In this paper, we shall be interested in obtaining bounds of following form
K∑
k=1
∣∣∣∣∣
M+N∑
n=M+1
ane (xkf(n))
∣∣∣∣∣
2
≪ ∆(δ,N, ǫ)Z,
where {xk} are some well-spaced real numbers, and f(x) = αx
2 + βx+ γ with α, β, γ ∈ R and α > 0.
We prove the following.
Theorem 2. Let F (Q) = {p/q ∈ Q : 0 ≤ p < q, gcd(p, q) = 1}, and f(x) = αx2 + βx+ γ with β/α = a/b ∈ Q,
with b > 0 and gcd(a, b) = 1. We have
(1.4)
∑
x∈F (Q)
∣∣∣∣∣
M+N∑
n=M+1
ane (xf(n))
∣∣∣∣∣
2
≪ (Q2 +Q
√
αN(|M |+N + a/b) + 1)ΠZ,
where the implied constant depends on ǫ alone and
Π =
(
b
α
+ 1
) 1
2
+ǫ
[Nb(|M |+N) + |a|+ b/α]ǫ.
The above theorem may be extended to the case
β
α
∈ R by approximating
β
α
with a rational number and
the proof works almost exactly the same. More precisely, we have
Theorem 3. The result of Theorem 2 still holds if the condition
β
α
∈ Q is replaced by
β
α
∈ R and there exists
a
b
∈ Q with gcd(a, b) = 1 and ∣∣∣∣βα − ab
∣∣∣∣ < 14bN .
2. Preliminary lemmas
We begin by quote the duality principle which says the norm of a bounded linear operator in a Banach space
is the same as that of its adjoint operator. To us, it amounts to the changing of orders of summations.
Lemma 1 (Duality Principle). Let T = [tmn] be a square matrix with entries from the complex numbers. The
following two statements are equivalent:
(1) For any absolutely square summable sequence of complex numbers {an}, we have
∑
m
∣∣∣∣∣
∑
n
antmn
∣∣∣∣∣
2
≤ D
∑
n
|an|
2.
(2) For any absolutely square summable sequence of complex numbers {bn}, we have
∑
n
∣∣∣∣∣
∑
m
bmtmn
∣∣∣∣∣
2
≤ D
∑
m
|bm|
2.
Proof. See for example Theorem 288 of [9]. 
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For completeness, as we shall mention the following lemma later on, we give
Lemma 2 (Sobolev-Gallagher). Let f(x) : [a, b] → C be a smooth function with continuous first derivative on
(a, b). Then given u ∈ [a, b], we have
|f(u)| ≤
1
b− a
∫ b
a
|f(x)|dx +
∫ b
a
|f ′(x)|dx, and
∣∣∣∣f
(
a+ b
2
)∣∣∣∣ ≤ 1b− a
∫ b
a
|f(x)|dx +
1
2
∫ b
a
|f ′(x)|dx.
Proof. This is quoted from [12] and of course from [8]. 
We shall make extensive use of the following lemma.
Lemma 3 (Double Large Sieve). Suppose x1, · · · , xM and y1, · · · , yN are real numbers with
−
X
2
≤ xm ≤
X
2
, −
Y
2
≤ yn ≤
Y
2
,
for m = 1, · · · , M , n = 1, · · · , N . Put ǫ = X−1, δ =
X
XY + 1
, and Λ(x) = max(1− |x|, 0). Then we have
∣∣∣∣∣
M∑
m=1
N∑
n=1
ambne (xmyn)
∣∣∣∣∣
2
≤
(π
2
)4
A(δ)B(ǫ)(XY + 1),
where
A(δ) =
M∑
m=1
M∑
r=1
|am||ar|Λ
(
xm − xr
δ
)
and B(ǫ) =
N∑
n=1
N∑
r=1
bnbrΛ
(
yn − yr
ǫ
)
.
Proof. This is the one-dimensional version of Lemma 5.6.6 from [10] and has its origin in Lemma 2.4 in [5]. 
3. Heuristics and Trivial Bounds
We are interested in estimating the size of the following expression.
K∑
k=1
∣∣∣∣∣
M+N∑
n=M+1
ane (xkf(x))
∣∣∣∣∣
2
.
By the virtue of the duality principle, Lemma 1, it is equivalent to estimate for the following sum.
M+N∑
n=M+1
∣∣∣∣∣
K∑
k=1
cke (xkf(n))
∣∣∣∣∣
2
,
where {ck} is an arbitrary sequence of complex numbers. Therefore, if f(n) = n
2, then the classical large sieve
inequality, in its dual form, gives
(3.1)
M+N∑
n=M+1
∣∣∣∣∣
K∑
k=1
cke
(
xkn
2
)∣∣∣∣∣
2
≪ (δ−1 + (|M |+N)2)
K∑
k=1
|ck|
2,
where the N2 in the (3.1) comes from changing the variables and then filling in all the non-squares n’s. Conse-
quently, we have the corresponding result.
K∑
k=1
∣∣∣∣∣
M+N∑
n=M+1
ane(xkn
2)
∣∣∣∣∣
2
≪ (δ−1 + (|M |+N)2)Z.
In the light of how we arrived at (3.1), one may tend to think that we should have the same estimate that
the regular large sieve inequality has. Namely, the upper bound should be, essentially,
(3.2) (δ−1 +N)Z.
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However, the bound in (3.2) is false in general. Let {xk} be the Farey sequence of order Q. Therefore,
δ−1 = Q2 in this case. Moreover, take Q = p2 be a prime square and an be p if n is a multiple of p and zero
otherwise. Also take M = 0 and N a positive multiple of p. Therefore, we have
(3.3)
Q∑
q=1
∑
a mod q
gcd(a,q)=1
∣∣∣∣∣
M+N∑
n=M+1
ane
(
a
q
n2
)∣∣∣∣∣
2
≫
∑
a mod Q=p2
gcd(a,Q)=1
∣∣∣∣pNp
∣∣∣∣
2
≫ QN2.
where we minorize the sum over q by the single term corresponding to q = Q = p2. But on the other hand,
(3.4) (δ−1 +N)Z ≍ (Q2 +N)
N
p
p2 = Q
5
2N +Q
1
2N2.
Now the lower bound in (3.3) exceeds (3.4) whenever N ≫ Q3/2. Thus we have a contradiction, and the
result in (3.2) is not attainable in general.
Furthermore, if one consider the general case of f(n) = αn2 + βn + γ, a quadratic polynomial with real
coefficients, one could mimic Gallagher’s proof of the regular large sieve inequality in [8]. More precisely, we
apply the Sobolev-Gallagher’s Lemma, Lemma 2, to(
M+N∑
n=M+1
ane (xf(n))
)2
on the intervals [xk − δ, xk + δ] and then sum over the xk’s. We then get an upper bound for the sum of our
interest,
δ−1
∫ 1
0
∣∣∣∣∣
M+N∑
n=M+1
ane(xf(n))
∣∣∣∣∣
2
dx+ 2π
∫ 1
0
∣∣∣∣∣
M+N∑
n=M+1
ane(xf(n))
∣∣∣∣∣
∣∣∣∣∣
M+N∑
n=M+1
anf(n)e(xf(n))
∣∣∣∣∣ dx.
Applying Parseval’s identity to the first integral, we infer that it is≪ Z. By the virtues of Ho¨lder’s inequality
to the second integral and then Parseval’s inequality, we see that the second integral is majorized by
≤

∫ 1
0
∣∣∣∣∣
M+N∑
n=M+1
ane(xf(n))
∣∣∣∣∣
2
dx


1
2 ( M+N∑
n=M+1
|anf(n)|
2
) 1
2
.
Applying Parseval’s identity again to the first factor, we get that above is bounded by
≪ [δ−1 + |α|(|M |+N)2]Z.
Theorem 2 is better than the above if Q≪ N .
4. Proof of Results
We need the following lemma concerning the difference of the difference of quadratic polynomials.
Lemma 4. Let S = [M + 1,M +N ] ∩ Z, α > 0, and ǫ > 0 be given. Set
g(x, y) = (x − y)(x+ y +
a
b
),
with a, b ∈ Z, b > 0 and gcd(a, b) = 1. For fixed m, n ∈ S, let T denote the number of pairs of m′, n′ ∈ S with
g(m′, n′) 6= 0 and
(4.1) |g(m,n)− g(m′, n′)| ≤
1
2α
.
Then we have
(4.2) T ≪
(
b
α
+ 1
)
[Nb(|M |+N) + |a|+ b/α]ǫ ,
where the implied constant depends only on ǫ.
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Proof. First we note that (4.1) holds if and only if
(4.3) |bg(m,n)− bg(m′, n′)| = |(m− n)(bm+ bn+ a)− (m′ − n′)(bm′ + bn′ + a)| ≤
b
2α
.
For fixed m, n ∈ S, there are at most b/α+ 1 integers that are no more than b/(2α) away from bg(m,n). If
k 6= 0 is one such integer and bg(m′, n′) = k, then we can find u, v ∈ Z with k = uv
m′ − n′ = u and bm′ − bn′ + a = v.
We then see that
m′ =
bu+ v − a
2b
and n′ =
−bu+ v + a
2b
.
In other words, m′, n′ are completely determined by the choice of u and v. Therefore, the number of pairs
(m′, n′) with bg(m′, n′) = k 6= 0 does not exceed
τ(|k|)≪ |k|ǫ ≪ (Nb(|M |+N + |a|) + b/α)ǫ,
where τ(|k|) denotes the number of divisors of |k|. As we have already noted, the number of such k’s is at most
b/α+ 1. Hence we have our desired result. 
Now we are ready to prove Theorem 2.
Proof. (of Theorem 2) It is certainly elementary to write
f(x) = α
(
x+
β
2α
)2
−
β2
4α
+ γ
and hence it suffices to consider the sum
∑
x∈F (Q)
∣∣∣∣∣
M+N∑
s=M+1
cse
(
αx
(
s+
β
2α
)2)∣∣∣∣∣
2
,
with β/α = a/b, b > 0, gcd(a, b) = 1 and an arbitrary complex sequence {cs}. Using the notations of Lemma 3,
we take
x ∈ F (Q), y = g(s, t), X = 2α, Y = 2|M |N +N2 +N
a
b
,
am = 1, for all m; bn = csct, ǫ =
1
2α
, δ =
2
2(2|M |N +N2 +Na/b) + α−1
.
Recall that g(s, t) is as defined in Lemma 4. With these notations, we have
A(δ) =
∑
x
∑
x′
Λ
[
4|M |N + 2N2 + 2Na/b+ α−1
2
α(x− x′)
]
= Q2 +
∑
x
∑
x′ 6=x
Λ
[
4|M |N + 2N2 + 2Na/b+ α−1
2
α(x− x′)
]
.
A summand in the above double sum is non-zero if and only if
(4.4) |x− x′| <
2
α(4|M |N + 2N2 + 2Na/b) + 1
Since x and x′ are Farey fractions with denominator not exceeding Q, for each fixed x, the number of x′
satisfying (4.4) is majorized as
≪
Q2
αN(|M |+N + a/b) + 1
+ 1.
We therefore have
A(δ)≪ Q2 +
Q4
αN(|M |+N + a/b) + 1
.
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It still remains to estimate B(ǫ). We have
B(ǫ) =
∑
s,t
∑
s′,t′
csctcs′ct′Λ(2α(g(s, t)− g(s
′, t′))
=
∑
s,t
∑
s′,t′
g(s′,t′)=0
csctcs′ct′Λ(2αg(s, t)) +
∑
s,t
∑
s′,t′
g(s′,t′) 6=0
csctcs′ct′Λ(2α(g(s, t)− g(s
′, t′))(4.5)
Note that for a fixed s, the number of t’s with g(s, t) = 0 is O(1). Hence the first term in (4.5) is
≪
(∑
s′
|cs′ |
2
)(∑
s,t
|csct|Λ(2αg(s, t))
)
≪
(∑
s′
|cs′ |
2
)∑
s
|cs|
2 +
∑
s,t
0<|g(s,t)|<(2α)−1
|csct|

 ,
by the virtue of the parallelogram rule. As noted in Lemma 4, 0 < |g(s, t)| < (2α)−1 holds if and only if
(4.6) 0 < |(s− t)(bs+ bt+ a)| <
b
2α
.
For a fixed k ∈ Z with 0 < |k| < b/(2α) and s ∈ Z fixed, the number of t’s with t ∈ Z and
(s− t)(bs+ bt+ a) = k
is at most τ(|k|) by the same arguments in the proof of Lemma 4. Hence with s fixed, the number of t’s
satisfying (4.6) is, for any given η > 0,
≪
(
b
2α
)η (
b
α
+ 1
)
≪
(
b
α
+ 1
)1+η
,
with the implied constant depending only on η. Hence, the first term in (4.5) is estimated as
≪
(∑
s′
|cs′ |
2
)(∑
s
|cs|
2 +
(
b
α
+ 1
)1+η∑
s
|cs|
2
)
≪
(
b
α
+ 1
)1+η (∑
s′
|cs′ |
2
)2
.
We now use Lemma 4 for the second term in (4.5). The summand of interest is zero unless
(4.7) |g(s, t)− g(s′, t′)| <
1
2α
.
For fixed s and t, the number of pairs s′ and t′ satisfying (4.7) is
≪
(
b
α
+ 1
)(
Nb (|M |+N) + |a|+
b
2α
)η
.
This gives that the second term in (4.5) is
≪
(
b
α
+ 1
)(
Nb(|M |+N) + |a|+
b
2α
)η∑
s,t
|csct|
2 =
(
b
α
+ 1
)(
Nb(|M |+N) + |a|+
b
2α
)η (∑
s
|cs|
2
)2
,
where the implied constant depends only on η. Now combining everything and taking the square root, we have
the desired result. 
We prove Theorem 3 next.
Proof. (of the Theorem 3) The proof goes precisely the same as that of Theorem 2. (4.6) becomes
0 < |(s− t)(bs+ bt+ a) + (s− t)bz| <
b
2α
,
where
|z| <
1
4bN
and hence |(s− t)bz| <
1
4
.
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Hence it suffices to estimate the number of pair s, t such that
0 < |(s− t)(bs+ bt+ a)| <
b
2α
+
1
4
.
Similarly, (4.3) becomes
|(m− n)(bm+ bn+ a)− (m′ − n′)(bm′ + bn′ + a) + (m− n)bz − (m′ − n′)bz| ≤
b
2
,
and it suffices to estimate number of pairs m′ and n′ such that
|(m− n)(bm+ bn+ a)− (m′ − n′)(bm′ + bn′ + a)| ≤
b
2
+
1
2
.
Now the arguments go precisely the same as those in the proofs of Theorem 2 and Lemma 4 and we arrive at
the same results. 
5. Notes
With the counterexample given in Section 3, the author suspects the the result with ∆ = Q2 +QN is essen-
tially the best possible. The author also believes that the method used in the chapter may be used to deal with
large sieve inequality of higher power amplitudes. Furthermore, we have been restricting our attention to only
Farey fractions. However, the result of double large sieve should enable us to consider any set of well-spaced
real numbers.
Finally, we note that the result of this paper in the case when β/α is irrational has been improved recently
by S. Baier [1]. The situation with higher power amplitudes is also studied in the same paper.
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