We exhibit a Boolean function for which the quantum communication complexity is exponentially larger than the classical information complexity. An exponential separation in the other direction was already known from the work of Kerenidis et. al. [SICOMP 44, pp. 1550[SICOMP 44, pp. -1572, hence our work implies that these two complexity measures are incomparable. As classical information complexity is an upper bound on quantum information complexity, which in turn is equal to amortized quantum communication complexity, our work implies that a tight direct sum result for distributional quantum communication complexity cannot hold. Motivated by the celebrated results of Ganor, Kol and Raz [FOCS 14, STOC 15,, and by Rao and Sinha [ECCC TR15-057], we use the Symmetric k-ary Pointer Jumping function, whose classical communication complexity is exponentially larger than its classical information complexity. In this paper, we show that the quantum communication complexity of this function is polynomially equivalent to its classical communication complexity. The high-level idea behind our proof is arguably the simplest so far for such an exponential separation between information and communication, driven by a sequence of round-elimination arguments, allowing us to simplify further the approach of Rao and Sinha.
INTRODUCTION
Communication complexity is a core topic of computational complexity which studies the number of bits that the participants in a communication protocol need to exchange in order to accomplish a distributed task. Designing generic lower bound methods for communication complexity has been a central endeavor since the birth of this subject, see [39, 45] as excellent surveys. One of the most powerful lower bound methods for randomized communication complexity (CC) is information complexity (IC) introduced in [4, 6, 16] , which studies the amount of information about the inputs that the players need to reveal in order to accomplish a communication task. Investigations of information complexity have led to numerous elegant compression protocols, which in turn have led to direct sum and direct product results [4, 7, 8, 10, 11, 13, 26, 29, 31, 36] (and many other works).
The notion of information complexity appears in two avors. The rst is termed external information complexity, introduced by Chakrabarti, Shi, Wirth and Yao [16] , which measures the amount of information about the inputs that the players reveal to an external observer in the protocol. Formally, it is de ned as I(XY : MR), the mutual information between XY and MR, where XY is the joint input to the players (with respect to an implicit prior distribution µ); M is the set of messages exchanged in the protocol and R is the public coins shared between the players. The second notion is that of (internal) information complexity, formally introduced by Barak, Braverman, Chen and Rao in [4] (building on a related notion introduced by Bar-Yossef, Jayram, Kumar and Sivakumar [6] ) and de ned as I(X : MR |Y ) + I(Y : MR |X ). Braveman and Rao proved that IC is equal to amortized communication complexity (ACC) [7] , where ACC characterizes the average communication complexity of computing independent copies of the same relation or function.
Index to lower bound the space complexity of streaming algorithms for (2) . We study the gap between quantum communication complexity (QCC) and IC. It is known that QCC (f , 1/3) ≤ 2 O(QIC(f ,1/3)) ≤ 2 O(IC(f ,1/3)) [5] for any Boolean function f , where QCC (f , 1/3), IC (f , 1/3) and QIC (f , 1/3) represent the minimum QCC, the minimum IC and the minimum IC of a protocol that computes f with error at most 1/3, respectively. However, in contrast to the classical analog of this result, their proof does not proceed via a direct compression argument and much remains to be added in our understanding of interactive quantum compression.
MAIN RESULTS AND CONTRIBUTIONS
In this paper we show that there exists a Boolean function with an exponential gap between its QCC and IC. This gap is as large as possible [8] .
T 2.1. There exists a (family of) Boolean function f and a distribution µ on its input such that QCC (f , µ, 1/3) ≥ 2 Ω(IC(f , µ,1/3)) ≥ 2 Ω(QIC(f , µ,1/3)) .
Combining with the fact that QIC is equal to the amortized quantum communication complexity, this shows that a tight direct sum result for distributional QCC is not possible. In fact, our results show that for the task we consider, the amortized classical communication is exponentially smaller than the quantum communication complexity. Notice that for the Vector-in-Subspace Problem, Kerenidis, Laplante, Lerays, Roland and Xiao [38] proved that its quantum communication complexity is exponentially smaller than its amortized classical communication. Our results thus imply that these two notions (QCC and IC) are incomparable.
In [23, 24] , Ganor et.al. introduced the Bursting-Noise function and proved that the CC of this function is exponentially larger than its IC. To this end, they introduced a new lower bound method for CC, namely the relative discrepancy bound, and showed that the relative discrepancy bound of the bursting-noise function is exponentially larger than its IC. An immediate question, which would directly imply Theorem 2.1, is whether the relative discrepancy bound is also a lower bound on QCC or they are polynomially equivalent. The answer is negative. In [52] , Klartag and Regev essentially showed that the relative discrepancy bound of Vectorin-Subspace problem is Ω n 1/3 , while the QCC is O (log n). In [20] , Fontes et.al showed that in the non-distributional setting, the relative discrepancy bound cannot separate information and communication complexity. Later, Rao and Sinha [54] simpli ed Ganor et.al's result by de ning a similar but relatively simpler function called Symmetric k-ary Pointer Jumping function, a symmetrized variant of the Iterated Index function [40] . They introduced and used the fooling distribution method to prove the lower bound on the CC of this function. However, in the same paper, they also showed that fooling distribution method subsumes the relative discrepancy bound, so that we cannot directly rely on their fooling distribution method to prove our desired separation. Currently, other than QIC, the strongest method to prove QCC lower bounds is γ 2 /generalized discrepancy [37, 56] . However, at least in the prior-free setting, the generalized discrepancy is known to be upper bounded by QIC due to [5] . Moreover, in the distributional setting, the generalized discrepancy is known to lower bound IC [38] , which we know is low for the task we consider. In particular, our result imply that T 2.2. There exists a (family of) Boolean function and a distribution on its input such that its quantum communication complexity can be exponential larger than its generalized discrepancy bound.
Hence, to prove Theorem 2.1, we need new techniques to prove the lower bound on QCC.
The function we use to exhibit the exponential separation is the Symmetric k-ary Pointer Jumping function, the same function used by Rao and Sinha [54] to show the exponential gap between CC and IC. To reach our goal of showing that QCC is also large, we adopt the same framework as developed in [54] , and essentially show that for their task, the fooling distribution they de ned is also a quantum fooling distribution. However, the proof technique is signi cantly di erent from theirs. As explained above, a distribution fooling classical protocols with low communication does not necessary fool quantum protocols with low communication. Moreover, the proof in [54] heavily relies on two ideas that have no clear quantum counterparts: rst, that a protocol with low communication induces large monochromatic rectangles, and, second, that given a protocol with input XY drawn from a product distribution and a transcript M, X − M − Y forms a Markov chain.
In order to avoid these obstacles, our proof is based on round elimination techniques [32, 40, 47] . We adapt three di erent round elimination techniques. Lemma 5.3, reduces a two-way protocol to a one-way protocol with exponential blow-up; Lemma 5.4, reduces a two-way asymmetric protocol to a one-way protocol with linear blow-up; Lemma 5.6, reduces a low information complexity protocol to a zero-communication protocol. Even though we have to handle various technical di culties surrounding quantum messages, we believe that, conceptually, the high-level outline of our proof, as described in section 5, is the simplest among aforementioned exponential separation results, simplifying further the ideas developed in [54] .
In particular, it is a simple consequence of our proof techniques that the Greater-Than function on n bits satis es a communication trade-o similar to that of the Index function. T 2.3. In any (quantum) protocol computing Greater-Than on n bits with error 1/3, if Bob communicates b bits to Alice, then Alice must communicate n 2 O (b) bits to Bob.
We provide a simple matching upper bound. To the best of our knowledge, this trade-o was not known before, even for classical communication [12, 53, 59] . This trade-o is the same as the one for Index function [35, 47] , where Alice and Bob are given x ∈ {0, 1} n and i ∈ [n], respectively, and Index(x, i) def = x i . In contrast to Index for which the upper bound can be achieved with only 2-messages (if Bob sends the rst message), the protocol we give here to achieve the trade-o requires Ω (b) rounds of interaction if Bob sends fewer bits to Alice than Alice sends to Bob. Interaction is necessary here, since for any constant number of rounds r , the r -round communication complexity of Greater-Than on n bits is Ω(n 1/r ) [47, 55] .
We point out that the rst communication task to be presented as a candidate separating information complexity from communication complexity [9] was motivated by the Greater-Than function, and all tasks achieving such a separation have a hard distribution bearing some resemblance to the hard distribution for GreaterThan. We build on [53] , who gave a simple proof of the optimal symmetric Ω(log n) lower bound, and apply our strengthening of a lemma, variants of which have appeared in all previous works on exponential separation between IC and CC.
PRELIMINARIES 3.1 Information Theory
For an integer n ≥ 1, let [n] represent the set {1, 2, . . . , n}. Let X and Y be nite sets and k be a natural number. Let X k be the set X × · · · × X, the Cartesian product of X, k times. Given a = a 1 , . . . , a k , we write a ≤i to denote a 1 , . . . , a i . We de ne a <i , a ≥i , a >i similarly. We write a S to represent the projection of a to the coordinates speci ed in the set S ⊆ [k]. Let µ be a probability distribution on X. Let µ(x) represent the probability of x ∈ X according to µ. Let X be a random variable distributed according to µ. We use the same symbol to represent a random variable and its distribution whenever it is clear from the context. The expectation value of function f on X is de ned as
, where x ← X means that x is drawn according to the distribution of X .
A quantum state (or just a state) ρ is a positive semi-de nite matrix with unit trace. It is called pure if its rank is 1. For unit vector |ψ , with slight abuse of notation, we use ψ to represent the state and also the density matrix |ψ ψ |, associated with |ψ . A classical distribution µ can be viewed as a diagonal quantum state with entries µ(x). For two quantum states ρ and σ , ρ ⊗ σ represents the tensor product (Kronecker product) of ρ and σ . A quantum super-operator E(·) is a completely positive and trace preserving (CPTP) linear map from states to states. Readers can refer to [17, 48, 60, 61] for more details.
De nition 3.1. For quantum states ρ and σ , the 1 -distance between them is given by ρ − σ 1 , where X 1 def = Tr √ X † X is the sum of the singular values of X . We say that ρ is ε-close to σ if ρ − σ 1 ≤ ε.
De nition 3.2. For quantum states ρ and σ , the delity between them is given by F (ρ, σ )
The Hellinger distance between them is de ned as h(ρ, σ ) = 1 − F (ρ, σ ). We also use h ρ, σ for overlong expressions.
The following fact relates the 1 -distance and the delity between two states. 3.3 (F G [22] ). For quantum states ρ and σ , it holds that
For pure states |ϕ and |ψ , we have 
where {|i } i is a basis for the Hilbert space 
In particular, for any bipartite states ρ AB and σ AB , it holds that 
De nition 3.6. We say that a pure state |ψ ∈ H A ⊗ H B is a puri cation of some state ρ if Tr A (|ψ ψ |) = ρ. If ρ = i p (i) |i i | is a classical state, we say the canonical puri cation of ρ is i p (i) |i |i . 
(U '
). Given quantum states ρ, σ , and a puri cation |ψ of ρ, it holds that F (ρ, σ ) = max |ϕ | ϕ |ψ |, where the maximum is taken over all puri cations of σ .
De nition 3.8. The entropy of a quantum state ρ (in register X ) is de ned as S(ρ) def = −Trρ log ρ. We also let S (X ) ρ represent S(ρ).
De nition 3.9. The relative entropy between quantum states ρ and σ is de ned as D(ρ σ )
The mutual information between registers X and Y is de ned to be
It holds that I(X :
Y , where µ is a probability distribution over X , then
where the conditional entropy is de ned as S(
[2] Given a bipartite state ρ AB , it holds that
Let ρ X Y Z be a quantum state with Y being a classical register. The mutual information between X and Z , conditioned on Y , is de ned as
The following chain rule for mutual information follows easily from the de nitions, when Y is a classical register.
We will need the following basic facts. 3.12 ( [32, 60] ). For quantum states ρ and σ , it holds that 
Combing with Fact 3.12, it holds that
14. Let ρ and σ be quantum states and E (·) be a quantum channel. Then it holds that
Moreover, given a bipartite quantum state ρ X Y , let E Y →Z (·) be a quantum operation on Y . Combining with Fact 3.13, we nd that 
18. Consider a tripartite pure state |ψ ABC which satises I(A : C) ≤ ϵ. Then for any puri cations |ψ 1 AB 1 and |ψ 2 B 2 C of ψ A and ψ C ,respectively, there exists an isometry U mapping H B to
Combining with Fact 3.3 we have
P . From Fact 3.12 and Fact 3.13, we have
The conclusion now follows from Uhlmann's theorem and the Fuchs-van de Graaf inequalities (Facts 3.3 and 3.7).
We need the following fact for state distribution.
, where the input register X is held by Alice. There exists a oneway quantum protocol where Alice sends O I(X : B) ρ + 1 /δ 2 qubits to Bob such that Ex←p h 2 ρ x AB ,ρ x AB ≤ δ 2 , whereρ x AB is the state shared between Alice and Bob at the end of the protocol when the input is x.
Models of Quantum Communication Complexity
Quantum communication complexity was introduced by Yao in [64] . It studies the advantages and limitations of the players who are allowed to exchange quantum messages to accomplish a communication task. Here we describe two models of quantum communication complexity as follows.
Yao's Model.
The model we use here is slightly di erent from the original one de ned in Yao [64] . It is closer to the one of Cleve and Buhrman [14] , with pre-shared entanglement, but we allow the players to communicate with quantum messages. In this model, an r -round protocol Π for a given classical task from input registers A in = X , B in = Y to output registers A out , B out is de ned by a sequence of isometries U 1 , · · · , U r +1 along with a pure state ψ ∈ D(T in A T in B ) shared between Alice and Bob, for arbitrary nite dimensional registers T in A , T in B : the pre-shared entanglement. We need r + 1 isometries in order to have r messages since a rst isometry is applied before the rst message is sent and a last one after the nal message is received. In the case of even r , for appropriate nite dimensional quantum memory registers
Bob, and quantum communication registers C 1 , C 2 , C 3 , · · · , C r exchanged by Alice and Bob, we have
where U(A, B) is the set of unitary channels from H A to H B . We adopt the convention that, at the outset,
and also B r = B r +1 = B out B , and A r +1 = A out A . In this way, after application of U i , Alice holds register A i , Bob holds register B i and the communication register is C i . In the case of an odd number of messages r , the registers corresponding to U r , U r +1 are changed accordingly. We slightly abuse notation and also write Π to denote the channel from registers A in B in to A out B out implemented by the protocol, i.e. for any input distribution µ on XY and ρ µ encoding µ on input registers A in B in ,
Note that the A and B registers are the nal memory registers that are being discarded at the end of the protocol by Alice and Bob, respectively.
Recall that for a given state, all puri cations are related by isometries on the puri cation registers. For classical input registers XY distributed according to µ, we consider a canonical puri cation
We then say that the purifying registers R X R Y contain quantum copies of XY . We de ne the global state at round i to be the state on X R X Y R Y A i B i C i , which is a pure state. Then the global state at round i is
Also, we require that the nal marginal state
We say that a protocol Π solves a function f with error ϵ with respect to input distribution µ if
] ≤ ϵ, and we say Π solves f with error ϵ if
We also make use of the notion of a control-isometry: it is an isometry acting on a classical-quantum state that leaves the content of the classical register unchanged. Such a classical register is called a control-register. In Yao's model, we assume that all the isometries U 1 , . . . , U r +1 are control-isometries with control-register being the inputs.
Cleve-Buhrman Model.
In 1997, Cleve and Buhrman [14] de ned an alternative model for communication complexity in a quantum setting, in which the players are allowed to pre-share an arbitrary entangled state but transmit classical rather than quantum bits. This model is equivalent to Yao's model (with entanglement, up to a factor of 2), since entanglement can be used to teleport [3] the qubits with twice as many classical bits.
THE FUNCTION: SYMMETRIC K-ARY POINTER JUMPING
To exhibit an exponential separation between QCC and IC, we consider the Symmetric k-ary Pointer Jumping function introduced in [54] , which in turn is based upon the ideas introduced in [9, 23, 24] ; see Figure 1 . We work with the set [k] = {0, 1, . . . k − 1}, endowed with addition (modulo k), and strings of elements from this set. For any integer j, the set of all strings of length less than j will be represented by [k] n → {0, 1} map strings of length n to binary values {0, 1}. Given an integer j and a string z with |z| ≥ j , let z ≤j represent the string formed by taking the rst j characters of z. Similarly, we de ne z j as the j-th character of z. We use similar notation for the functions x, , with x ≤j the restriction of x to strings z satisfying |z| ≤ j, etc.
For an integer j < n and functions x, , we say that a string z is consistent with x, , j if |z| > j and it holds that x(z ≤j ) + (z ≤j ) = z j+1 mod k. We follow [54] and de ne a quantum fooling distribution p from which we derive a hard distribution µ by further conditioning p on an event E. We later show that low communication protocols cannot distinguish between 0-inputs to the hard distribution and inputs to the fooling distribution, and similarly for 1-inputs. De nition 4.1. Fooling Distribution p(x, , f , , j): Let be a random variable taking value uniformly at random in {0, 1 . . . n − 1}. We de ne p(x, , f , , j) def = Pr (j) · p(x, , f , |j), where the conditional distribution p(x, , f , |j) is de ned as follows: x, , f , are chosen uniformly at random, subject to the constraint that for all z ∈ [k] <j , x(z) = (z).
De nition 4.2. Hard Distribution µ(x, , f , , j): Let E 0 be the event that for every x, , f , , j and every z consistent with this choice of x, , j, x(z) = (z) (when |z| < n) and f (z) = (z) (when |z| = n). Let E 1 be the event that for every x, , f , , j and every z consistent with this choice of x, , j, x(z) = (z) (when |z| < n) and
We further denote µ 0 = µ |E 0 = p|E 0 , and µ 1 = µ |E 1 = p|E 1 , so that µ = 1 2 µ 0 + 1 2 µ 1 . This allows us to de ne the inputs and the required task. De nition 4.3. The Communication Task.
• Let x, , f , , j be drawn from the distribution µ(x, , f , , j). Alice is given input (x, f ), and Bob input ( , ). The index j is kept hidden from both parties.
• Letẑ ∈ [k] n be the unique string that satis es, for all r > 0 (and r < n), x(ẑ ≤r ) + (ẑ ≤r ) =ẑ r +1 , and x(ϵ) + (ϵ) =ẑ 1 for ϵ the empty string. Alice and Bob must output f (ẑ) + (ẑ) mod 2.
An important property of the distribution µ(x, , f , , j) is that the output f (ẑ) + (ẑ) mod 2 is the same on all consistent strings, simply because f (z) = (z) (or f (z) (z)) on all consistent strings z, and the unique stringẑ on which f (ẑ) + (ẑ) mod 2 must be evaluated is also a consistent string. Thus, we de ne S to be the set of all consistent strings for a given tuple x, , j. This allows us to extend the de nition of distributions p and µ to include S, as  p(x, , f , , s, j) and µ(x, , f , , s, j) .
The proof of our main theorem, Theorem 2.1, follows from the following two theorems. If we choose k = log n, then the IC is O (log k) while the QCC is Ω k 1/5 .
In our function, both IC and QCC are small comparing with the input size, it would be interesting to see what kind of functions can provide gaps larger than logloglog vs. loglog or prove a sort of Direct Sum with some small loss.
Our technical contributions go into proving the lower bound on QCC stated in Theorem 4.5. The upper bound of QIC in Theorem 4.4 follows by combining the two theorems below, proven in [54] and [46] , respectively. In [46] , the bulk of the e ort for showing the theorem about the quantum simulation of classical protocols goes into arguing how to quantumly simulate private randomness without a ecting the information cost. Note that we could alternatively use the fact that IC is equal to amortized communication complexity to argue that the IC is also an upper bound on the QIC for any communication task in the distributional setting: QIC(f , µ, ϵ) = AQCC(f , µ, ϵ) ≤ ACC(f , µ, ϵ) = IC(f , µ, ϵ).
PROOF SKETCH FOR THE COMMUNICATION LOWER BOUND
In this section, we rst give a high-level proof sketch of Theorem 4.5. We also formally state the main technical lemmata that go into the proof. Complete proofs of these lemmata and claims are given in the arxiv version [1] . Our strategy for proving the lower bound is divided into two main steps.
• We rst consider the fooling distribution p(x, , f , , j) and show that in any quantum protocol Π with small communication, the state of the registers with Bob is almost independent of X S F S , conditioned on x ≤j ≤j j, and similarly the state of the registers with Alice is almost independent of Y S G S , conditioned on x ≤j ≤j j, where X S , Y S , F S , G S denote the value of X , Y , F , G restricted to S, and F S , G S only exist for length n strings. For this, we argue by performing two di erent reductions to one-round protocols.
• Using the fact that, conditioned on x ≤j ≤j j, p(x, , f , , j) and µ(x, , f , , j) have the same marginals on (x, f ), and also the same marginals on ( , ), we show that the 'approximate independence' concluded above for p(x, , f , , j) implies that the nal state on Alice's or Bob's registers is approximately the same for inputs according to either of
For this, we argue by performing a round-by-round elimination.
A sketch of our proof strategy appears in Figure 2 . In more details, let us rst consider the simpler case of a single-message protocol from Alice to Bob, under distribution p, with some xed value of ≤j j. As discussed above, we show that the output under p and the output under µ 0 are close, given that the message is short. A similar argument holds for µ 1 , leading to a contradiction. Denote by M 1 the register holding the rst message (and possibly some pre-shared entanglement). Notice that for a single message, since the marginal on (x, f ) is the same in p and µ 0 , the state on registers X F M 1 is also the same under these two distributions. But the correlations with Bob's input ( , ) are di erent: since X F is independent of YG under p (conditioned on the xed value of ≤j j), M 1 is also independent of YG; whereas under µ 0 (and similarly µ 1 ), X S F S = Y S G S which means that M 1 is highly correlated with Y S G S (more precisely Y S G S M 1 = X S F S M 1 ). Notice that on restricting to the complement of S, Y > G is independent of X S F S M 1 and distributed in the same way under both p and µ 0 . Now, the distance between the nal output under p and under µ 0 can be upper bounded, using monotonicity, by the distance between Y S G S ⊗ M 1 (under p) and Y S G S M 1 (under µ 0 ). By the above argument, this is same as the distance between X S F S ⊗ M 1 (under p) and X S F S M 1 under µ 0 (which is distributed as X S F S M 1 under p). This is in turn upper bounded by the mutual information between X S F S and M 1 under the distribution p. To complete the argument, we use the following lemma, which can be thought of as a quantum version of Shearer's Lemma [15, 51] for mutual information.
Now, to extend the above argument to multi-round protocols, we want to ensure that even if Alice knows some information about S, the argument still goes through, as long as her information about S is small. We do so by specially crafting an input to the protocol and then reducing it to an essentially equivalent one-round protocol. For this, we use an asymmetric round-compression argument from [33] to generate the state in each round of the protocol, up to a small error, by a one-way protocol with communication cost close to that in the original protocol. We also require a similar argument on Bob's side. Formally, we prove the following result, with some extra care needed since we wish, for technical reasons, to maintain correlations with the reference registers. 
To prove that the information about S is small, rst notice that for xed x ≤j j, S is determined by j , and vice-versa. Hence, we wish to bound the amount of information about Y j that Alice has in any round, conditioned on some xed values of x ≤j j. In all previous works [24, 25, 54] on exponential separation between information and communication, the proof relied on a statement of the form "the information Alice has about the j-th part of Bob's input is upper bounded by 2 O ( ) n ". This holds even when conditioning on some j playing a role similar to the hidden index j here, and also on some part of Alice's input corresponding to j. is the total number of bits of communication in the protocol, and n is the number of parts of Alice's input (usually related to the depth of some underlying communication tree), of size exponentially larger than the desired communication bound. This is usually proved via involved information-theoretic arguments that make use of the rectangular nature of classical protocols, hence such proof cannot be generalized to the quantum setting at all. We give a very simple two-step argument to achieve similar bounds. First, we once again use a reduction to a one-way protocol. Second, for such one-way protocols, we can use a simple direct sum argument and avoid the exponential blow-up. Formally, we have the following lemma for one-way protocols, variants of which have appeared in [40, 55] . L 5.3. Let Π be a quantum one-way protocol with correlated inputs XY , in which Alice sends qubits to Bob. Let X = X 1 · · · X n , and for a uniformly random index
, that is, conditioned on and X < , X ≥ and Y 1 are independent. Let ρ X R X Y R Y ABC be the global state in the end of the protocol, where A is the register with Alice; C is the register of the message Alice sends to Bob; B is the register with Bob before receiving the message and R X R Y are the canonical puri cation of the input XY . Then it holds that
Second, to extend the lemma to multiple-round protocols, we still have "enough room" to perform a one-way simulation of any interactive protocol, with at most an exponential blow-up in the communication and still achieve similar bounds as in the classical setting. Formally, we prove the following result by appealing to both compression arguments and to the notion of protocols with abort [38, 43] , with some extra care needed since we again wish, for technical reasons, to maintain correlations with the reference registers. L 5.4. Let Π be a quantum protocol with correlated input XY . Let X = X 1 · · · X n , and for a uniformly random index
, that is, conditional on X < , X ≥ and Y 1 are independent. Then, for any r , it holds that
where A,r and B,r are the number of qubits Alice and Bob send in the rst r rounds, respectively.
Finally, in order to go from the distribution p to the distribution µ 0 , we have the following distributional cut-and-paste lemma. Intuitively, it states the following. Assume that in each round and on a product input distribution, the local states are almost independent of the other party's input. Then, up to local isometries, the overall state stays independent of the joint input. Importantly, this holds even after conditioning the input distribution on an arbitrary joint event. Hence, if the input is replaced by another one with the same marginal distributions on both sides, then the marginals of the global state in the nal round on both sides are almost unchanged. Note that p and µ 0 have the same marginal distributions on the both sides and p is a product distribution conditioned on x ≤j ≤j j. Thus the following lemma enables us to show that neither Alice nor Bob is able to distinguish p from µ 0 and equivalently p from µ 1 . The lemma could be interesting on its own and we believe it should have other applications in quantum communication complexity. The proof is inspired from quantum versions of the cut-and-paste lemma [28, 32, 50] , with extra care needed to go from one distribution to the other. Let us set some notation before stating the lemma.
De nition 5.5. Consider a protocol Π, and states 
and for i > 0 even,
For i = 0, let C 0 = 1 be a trivial register, let ϵ 0 = 0 and let
, satisfying
(note that B i = B i−1 for odd i > 0, and A i = A i−1 for even i > 0) and for i > 0 even,
The existence of V i 's is guaranteed by Fact 3.7. These unitaries break the correlation between the inputs and the state of the protocol. 
if i is even;
Then it holds that for i ≥ 1,
Theorem 4.5 follows by blending all of these ingredients together, using a concavity argument, and also optimizing over the number of rounds T .
P
. of Theorem 4.5-We assume throughout this section that the protocol runs for T rounds. Let Π be a T -round quantum protocol with communication cost c. We assume without loss of generality that T is odd and in the end of the protocol, Bob outputs the correct answer with probability at least 1 − ϵ > 1 2 . We rst consider running protocol Π on inputs given according to p. We assume that the protocol is well-de ned even outside the support of µ, otherwise, adding an error ag as a potential output can only increase the distance of the output depending on whether Π is run on p or on µ. Let inputs to Alice and Bob be given in registers X F and YG in the state
Let these registers be puri ed by R X R F and R Y R G respectively, which are not accessible to either players. Let Alice and Bob initially hold registers A 0 , B 0 with shared entanglement Θ 0
Alice applies a control unitary U 1 : X FT A → X FA 1 C 1 such that the unitary acts on T A controlled by X F , then sends C 1 to Bob. Let B 1 ≡ T B be a relabelling of Bob's register B 0 . He applies U 2 : YGC 1 B 1 → YGC 2 B 2 such that the unitary acts on C 1 B 0 conditioned on YG. He sends C 2 to Alice. Players proceed in this fashion until the end of the protocol. At round r , let the registers be A r C r B r , where C r is the message register, A r is with Alice and B r is with Bob. If r is odd, then B r ≡ B r −1 and if r is even, then A r ≡ A r −1 . Then the global state at round r ,
where the equalities are from Fact 3.5. By taking appropriate choices of input into protocol Π, we can combine Lemmata 5.1, 5.2, 5.4, and prove that on average under p, Bob's state is almost independent of x S f S , and Alice's state is almost independent of S S . We get the following claim. C 5.7. It holds that for all r ≤ t, 0 < δ < 1,
when r is odd, and
when r is even.
To go from distribution p to distributions µ 0 and µ 1 , we make yet another appropriate choice of the input into protocol Π, so that Lemma 5.6 can be used. Let
be canonical puri cations, for b ∈ {0, 1}, of the inputs (x s f s , s s ) restricted to S and drawn under distribution µ 0 and µ 1 , respectively. Also let Φ T ,x ≤j j j b be the nal states after running protocol Π on inputs distributed according to µ 0 and µ 1 , respectively. According to our assumption in the beginning of the proof, T is odd and Bob outputs the answer. We get the following claim. C 5.8. There exist registersÂ,B, control isometries
controlled by X S F S and Y S G S , respectively, and a quantum statê Ψ ∈ DÂB satisfying that for k = 0, 1, the Hellinger distance of
is upper bounded by
The unitaries in Claim 5.8 break the correlation between the inputs and the protocol states. Using this claim, we proceed as follows.
Note
By triangle inequality and Fact 3.4, we have
where for k = 0, 1,
Further taking expectation over x ≤j j j, we have
(by Eq. (11), we have)
. Then we have
On the other hand, we have
, TrÂϒ
The equality is because V t x ≤j j j and V t −1 x ≤j j j are all control isometries controlled by X S F S and Y S G S , respectively. The last inequality is because we assume that Bob outputs incorrect answers with probability at most constant ε < 1 2 . Combining with (13), we have
Therefore, quantum communication complexity for the communication task from De nition 4.3 is at least min Ω k 1/5 , Ω (log n) .
TRADE-OFF FOR GREATER-THAN
In this section, we investigate the trade-o between the communication from Alice to Bob and the one from Bob to Alice for GreaterThan function. For x, ∈ {0, 1} n , we de ne x ≥ if the integer with binary representation x is at least as large as the integer with binary representation . The Greater-Than function is de ned as T 6.1. Given any constant 0 < ϵ < 1 2 and a quantum protocol that computes Greater-Than: {0, 1} n × {0, 1} n → {0, 1} with error at most ϵ, if Bob communicates b qubits to Alice, then Alice must communicate at least n 2 Ω(b+1) qubits to Bob. Moreover, this trade-o is tight.
P
. By a standard repetition argument, we may assume without loss of generality that ϵ is a su ciently small constant ; this can at most increase Alice's and Bob's respective communication by a constant multiplicative factor. Suppose Alice communicates a ≥ 1 qubits. Then by the proof of Lemma 5.4, there exists a one-way quantum protocol that computes Greater-Than with communication a · 2 O(b) and error at most 2ϵ. Thus it su ces to show that the quantum one-way communication complexity of Greater-Than is Ω (n). Our proof is close to the one in [53] , where Ramamoorthy and Sinha provided a tight lower bound on the CC of Greater-Than, Ω (log n). We adopt the hard distribution of the inputs given in [53] (slightly adapted from [12, 59] ) and show that the distributional quantum one-way communication complexity of Greater-Than under this distribution is Ω (n). Then we further apply Yao's minimax theorem [63] to get the desired lower bound.
Let ∈ [ n 2 ] be uniformly random. X , Y ∈ {0, 1} n are sampled uniformly conditioned on the event that X < = Y < , where X < def = X 1 . . . X −1 . Let Π be a quantum one-way protocol that computes Greater-Than with communication at most c and error at most 2ϵ. We use ACB to represent the state shared between Alice and Bob after Alice sends the message, where A is the remaining register with Alice; C is the register sent to Bob and B is the register owned by Bob in the beginning of the protocol (B is independent of the inputs). C contains at most c qubits. Notice here Y > = is independent from X conditioned on , X < , consider I CBY : X X < (13) = E j← I CB : X j X <j j (14)
= E j← I CB : X j X <j (15)
where the second equality is from the fact that is independent of CBX given X < ; the third equality is by the chain rule; the fourth equality is from the fact that B is independent of the inputs; the inequality is from Fact 3.17. Let O be the output of the protocol.
The following claim is proved in [53] . C 6.2.
[53] Suppose n > 20, it holds that
and
Hence, where the third inequality is from Fact 3.14 and the last inequality is from Eqs. (13) and (18) . Combining with Eq. (17), the result follows. To prove the tightness, let's assume without loss of generality that Alice sends more qubits to Bob than Bob sends to Alice. It is well-known that the CC of Greater-Than with bounded error is O (log n) due to Nisan [49] . Thus it su ces to consider the case that n 2 b = n Ω (1) . To achieve such a bound, Alice and Bob rst check whether x = using shared hashing function with O (1) bits. Then, they equally divide the inputs into 2 Ω(b) intervals of n 2 Ω(b) bits before running the protocol in Fact 6.3 below, in order to nd the interval containing the most signi cant bit for which x and di er. Alice further sends the part of her input in that interval to Bob, which requires n 2 Ω(b) bits, larger than b. Hence the total communication from Alice to Bob is n 2 Ω(b+1) . F 6.3. [21] There exists a randomized public-coin protocol with communication complexity O (log k/ϵ) such that on input two strings x, ∈ X k , where X is a nite set, it outputs the smallest index i ∈ [k] such that x i i with probability at least 1 − ϵ, if such i exists.
