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Abstract
Die Datenintegration ist ein zeit- und rechenaufwa¨ndiger Prozess. Um die-
sen zu vereinfachen, wurden diverse Programme entwickelt. Da aber alle
Tools unterschiedliche Funktionen bieten, kann schwer eingescha¨tzt werden,
wie gut diese fu¨r die eigenen Anforderungen geeignet sind. Um einen Ver-
gleich zwischen den Programmen zu ermo¨glichen, wurde unter anderem der
TPC-DI-Benchmark entwickelt. Mit diesem werden in dieser Arbeit zwei Da-
tenintegrationslo¨sungen untersucht und miteinander verglichen. Zusa¨tzlich
wird auch ein Blick auf die Anforderungen der Forschung geworfen.
Ziel der Arbeit ist es beim Datenmigrationstool Tensei-Data Schwa¨chen aus-
findig zu machen und eine davon im Anschluss zu beheben.
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1 Einleitung
Diese Arbeit untersucht die Datenmigrationssoftware Tensei-Data auf Kor-
rektheit, Vollsta¨ndigkeit und Leistungsfa¨higkeit. Um diese Kriterien beur-
teilen zu ko¨nnen, wird die Analyse mit Hilfe des TPC-DI-Benchmarks vor-
genommen. Zudem werden auch die Anforderungen, die die Forschung an
Datenintegrations- und Datenmigrationslo¨sungen stellt, nicht außer Acht ge-
lassen. Aus der Menge der nicht erfu¨llten Anforderungen wird dann eine An-
forderung ausgewa¨hlt und Tensei-Data dahingehend erweitert, so dass diese
erfu¨llt wird. Zusa¨tzlich wird die Software mit einer weiteren, lang bewa¨hrten
Migrationssoftware verglichen.
Zuna¨chst wird in Abschnitt 2 das Thema motiviert, ehe im darauffolgenden
Abschnitt die Grundbegriffe gekla¨rt werden. Der vierte Abschnitt gibt einen
U¨berblick u¨ber die Kernkomponenten von Datenintegrationswerkzeugen und
stellt einige Benchmarks und Integrationstools vor. Abschnitt 5 definiert an-
schließend die Anforderungen aus der Forschung an Datenintegrationssoftwa-
re. In Abschnitt 6 wird kurz Tensei-Data vorgestellt. Abschnitt 7 bescha¨ftigt
sich dann mit dem Aufbau und den Anforderungen des TPC-DI-Benchmarks.
Anschließend wird im Abschnitt 8 die Analyse von Tensei-Data vorgenom-
men. In Abschnitt 9 erfolgt dann der Vergleich mit Talend Open Studio.
Abschließend wird in Abschnitt 10 die implementierte Erweiterung vorge-
stellt und in Abschnitt 11 ein Ausblick auf zuku¨nftige Arbeiten gegeben.
Abschnitt 12 resu¨miert abschließend diese Arbeit.
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Abbildung 1: Darstellung der Datenmigration (in Anlehnung an [OV99])
2 Motivation
Als Teilgebiet der Datenintegration dient die Datenmigration dazu, beste-
hende Altsysteme durch Neue zu ersetzen. Klassische Anwendungsfa¨lle sind
dabei die Migration von Daten aus Textdateien in eine Datenbank oder die
Migration aus mehreren Datenbanken in eine Datenbank. Ebenso wird die
Datenintegration beim Aufbau von Data Warehouses genutzt, mit dem Un-
terschied, dass hier keine Altsysteme abgelo¨st werden sollen.
Um eine Migration durchfu¨hren zu ko¨nnen, ist es notwendig, die wahrschein-
lich heterogenen, autonomen und vielleicht verteilten Daten in ein gemeinsa-
mes Schema zu transformieren und dann in das Zielsystem zu schreiben. Das
Zielsystem zeichnet sich dabei durch Homogenita¨t und Heteronomie (Gegen-
teil von Autonomie) aus. Zudem ist das System dann nicht mehr logisch
verteilt. Eine Visualisierung dieser Transformation ist in Abbildung 1 zu se-
hen.
Zur Realisierung dieser Transformation wurden verschiedene Datenmigrati-
onslo¨sungen entwickelt, die aber alle unterschiedlich funktionieren und ihre
eigenen Sta¨rken und Schwa¨chen haben. Eines dieser Werkzeuge, mit dem
diese Aufgabe umgesetzt werden soll, ist Tensei-Data. Die Software soll dem
Nutzer eine schnelle und einfache Migration erlauben und durch teilautoma-
tisierte Prozesse viel Arbeit abnehmen.
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Um die verschiedenen Integrationslo¨sungen vergleichen zu ko¨nnen, wurden
auf Grundlage der Kernanforderungen an diese Werkzeuge Benchmarks ent-
wickelt, mit dem die Leistungsfa¨higkeit, Korrektheit und Vollsta¨ndigkeit der
Programme gepru¨ft werden ko¨nnen.
Die große Bedeutung der Datenintegration zeigt sich auch in der u¨ber 20-
ja¨hrigen Forschung zu diesem Thema. Wa¨hrend einige Anforderungen an die
Datenmigration schon zu Beginn der Forschung gestellt worden sind, gibt
es auch Anforderungen, wie die automatische Fremdschlu¨sselerkennung, die
erst im letzten Jahr erforscht wurden.
Auch in der Wirtschaft wird das Thema immer wichtiger, da im Zuge der
Globalisierung immer mehr Firmen fusionieren oder u¨bernommen werden
und dabei auch die IT-Systeme zusammengefu¨hrt werden.
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3 Begriffsabgrenzung
Der Begriff Datenintegration ist in der Literatur sehr unterschiedlich defi-
niert. In dieser Arbeit wird daher die Definition von [LN07] genutzt.
Hier wird die Datenintegration als das
”
korrekte, vollsta¨ndige und effiziente
Zusammenfu¨hren von Daten und Inhalt verschiedener, heterogener Quellen
zu einer einheitlichen und strukturierten Informationsmenge zur effektiven
Interpretation durch Nutzer und Anwendungen“ definiert. Ziel der Dateninte-
gration soll es sein, aus den kombinierten Daten einen Mehrwert zu scho¨pfen.
Dabei werden verschiedene Techniken unterschieden.
3.1 Materialisierte Datenintegration
Mit der materialisierten Datenintegration wird das
”
Kopieren“ der Daten
von mehreren Quellensystemen in ein Zielsystem beschrieben. Das Ziel ist es
dabei, die alten Quellsysteme abzulo¨sen und das Zielsystem weiterzufu¨hren.
Bei der Realisierung sind dabei insbesondere das Schema Matching und das
Schema Mapping wichtig.
3.2 Datenmigration
Die Datenmigration beschreibt grundlegend den gleichen Prozess wie die ma-
terialisierte Datenintegration. Einziger Unterschied ist, dass hier u¨blicherweise
nur ein Quellsystem migriert wird und damit das Schema Matching entfa¨llt.
Die Begriffe Datenmigration und materialisierte Datenintegration werden in
dieser Arbeit daher synonym verwendet.
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3.3 Datenfo¨deration
Bei der Datenfo¨deration oder auch virtuellen Datenintegration bleiben alle
Daten im Quellsystem. Diese werden dann vom Zielsystem angefragt. Der
Anwender stellt somit seine Anfragen gegen das Zielsystem, welches die An-
fragen in kleine Anfragen an das jeweilige Quellsystem zerlegt und die Ergeb-
nisse danach zusammenfu¨hrt. Das Quellsystem wird zusa¨tzlich noch durch
alte Anwendungsprogramme und fu¨r operative Prozesse genutzt.
3.4 Datenfusion
Ein Spezialfall der materialisierten Datenintegration ist die Datenfusion.
Hierbei werden die Quelldaten nicht direkt u¨bernommen, sondern zu einem
neuen Wert zusammengefasst und dann in das Zielsystem geschrieben. Das
ist insbesondere wichtig, wenn die Daten dieselben Objekte repra¨sentieren,
aber unterschiedliche Werte fu¨r sie besitzen. Der neue Wert muss daher nicht
zwangsweise in den Quelldaten auftauchen, stattdessen kann dieser auch mit
einer Funktion berechnet werden.
3.5 Schema-Evolution
Als letztes Konzept sei hier die Schema-Evolution genannt. Dabei ist nur das
Quellsystem bekannt. Dieses wird schrittweise durch Evolutionsoperationen
vera¨ndert. Bei jeder Operation wird dann die Datenbank automatisch in die
neue Struktur u¨berfu¨hrt. Dadurch ist das Schema Mapping nicht mehr no¨tig.
3.6 Fazit
Es gibt verschiedene Verfahren um die Datenintegration durchzufu¨hren. Da
Tensei-Data das Zielsystem mit Daten befu¨llt und das Altsystem nach der
Integration abgelo¨st werden soll, werden im Folgenden nur noch die materia-
lisierte Datenintegration und die Datenmigration betrachtet.
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4 Stand der Technik
Da alle Datenintegrationswerkzeuge eine a¨hnliche Aufgabe haben, zeichnen
sie sich auch alle durch a¨hnliche Komponenten aus. Diese werden im Folgen-
den vorgestellt.
Des Weiteren werden andere Benchmarks und Datenintegrationsprogramme
benannt.
4.1 Komponenten von Integrationswerkzeugen
Schema Matching
Der Schema Matcher soll in heterogenen Quellsystemen nach zueinander pas-
senden Informationseinheiten suchen. Die Suche kann dabei anhand der At-
tributnamen, der Datenstruktur oder auf Grundlage der Daten geschehen.
Schema Mapping
Nach dem Schema Matching folgt das Schema Mapping. Dabei werden die
Datenelemente aus den Quellsystemen auf die Zielelemente gemappt, um
die Beziehungen zwischen den beiden System zu beschreiben. Das Schema
Mapping kann auch automatisiert auf Basis der Attributnamen oder der
Datenstruktur erfolgen. Unter Umsta¨nden muss daraus auch die no¨tige Da-
tentransformation abgeleitet werden. Bei relationalen Datenbanken geschieht
das in der Regel mit SQL-Ausdru¨cken.
Transformation
Da die Strukturen von Quell- und Zielsystem zumeist unterschiedlich sind,
mu¨ssen die Daten wa¨hrend der Migration angepasst werden. Die Daten ko¨nnen
dabei zusammengefasst oder auch zerteilt werden.
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Abbildung 2: Bewertung von Datenintegrationswerkzeugen nach Gartner
(Juli 2015)
Anfrageplanung
Im Bereich der Datenfo¨deration wird auch ein Modul zur Anfrageplanung
beno¨tigt. Dieses soll die Anfrage an das globale Schema in Anfragen an die
jeweiligen Quellsysteme zerteilen und nach deren Bearbeitung, die Ergebnisse
zusammenfu¨hren.
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4.2 Integrationstools
All diese Komponenten werden sich in einer bestimmten Form in fast jeder
Integrationssoftware wiederfinden. Welche Lo¨sungen es konkret gibt, wird
nun betrachtet.
Da das Problem der Datenintegration schon lange bekannt ist, gibt es auch
dementsprechend viele Lo¨sungen dafu¨r. So listet der ja¨hrliche Bericht von
Gartner ([TR15]) zum Thema Datenintegration im Jahr 2015 13 Integra-
tionslo¨sungen auf (Abbildung 2). [Rev15] benennt sogar 24 Tools.
Das beste Tool laut Gartner ist dabei die Informatica Data Integration Suite,
gefolgt von IBMs Lo¨sung InfoSphere Information Server. Weitere Softwa-
relo¨sungen sind die Microsoft SQL Server Integration Services (SSIS) und
der Oracle Data Integrator.
Auch deutsche Hersteller haben Datenintegrationswerkzeuge entwickelt. So
hat SAP eine ganze Reihe von Integrationslo¨sungen entwickelt, die mitein-
ander kombiniert werden ko¨nnen. Ebenso bietet die Software AG eine Suite
fu¨r Datenintegration an.
Alle genannten Programme richten sich vor allem an gro¨ßere Unternehmen.
Als einziges kostenfreies Tool ist Talend Open Studio auf dem Markt, wo-
durch es sich wie Tensei-Data auch fu¨r kleine bis mittlere Unternehmen eig-
net. Beide Programme sind zudem nicht auf einige wenige Informationssy-
steme spezialisiert, sondern ko¨nnen bei einer Vielzahl verschiedener Quell-
und Zielsysteme eingesetzt werden.
4.3 Benchmarks
Damit diese Tools verglichen werden ko¨nnen, wurden verschiedene Bench-
marks entwickelt. Neben dem TPC-DI-Benchmark, der in Abschnitt 7 genau-
er vorgestellt wird, gibt es noch einige andere Benchmarks, die nun betrachtet
werden.
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iBench
Im Jahr 2012 wurde der iBench-Benchmark an der Universita¨t Toronto ent-
wickelt. Mit diesem Benchmark ko¨nnen verschiedenste Teilgebiete der Da-
tenintegration nachgebildet und getestet werden. Dazu geho¨ren die virtuel-
le Datenintegration, Datenaustausch, Schema-Evolution, Schema Matching
und Mappingoperationen wie Komposition und Inversion [AGCM15].
Die Komposition beschreibt das Zusammenfassen mehrerer hintereinander
ausgefu¨hrter Evolutionsoperationen bei der Schema-Evolution. Die Inversion
hingegen beschreibt das Zuru¨cksetzen des Systems auf den urspru¨nglichen
Stand durch Umkehren der Evolutionsoperation, mit dem Ziel das Anfangs-
schema dann a¨ndern zu ko¨nnen. Nach der A¨nderung kann dann durch Kom-
position wieder das Zielschema hergestellt werden [FKPT11].
Dieser Benchmark ist sehr vielseitig und umfasst mehrere Gebiete der Da-
tenintegration. Fu¨r diese Arbeit ist er jedoch ungeeignet, da es hauptsa¨chlich
um Datenfo¨deration und Schema-Evolution geht.
Amalgam
Ein weiterer Benchmark ist der Amalgam-Benchmark. Dieser wurde schon
im Jahr 2001 ebenfalls an der Universita¨t von Toronto entwickelt. Bei diesem
Benchmark geht es darum, bibliografische Daten aus einer Internetquelle in
eine lokale, relationale Datenbank zu schreiben [MFH+01].
Dieser Benchmark ist fu¨r diese Arbeit auch nicht geeignet, da er neben der
Migration auf die Erstellung des Zielschemas umfasst. Zudem ko¨nnen die
Daten aus der Internetquelle sehr unstrukturiert sein. Ebenso ko¨nnen auch
mehrere Quellen genutzt werden, wodurch der Einsatz eines Schema Mat-
chers unerla¨sslich wa¨re.
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Linked Open Data Integration Benchmark
Ebenfalls im Jahr 2012 hat ein spanisch-deutsches Forscherteam der FU Ber-
lin und der Universita¨t in Sevilla den Linked Open Data Integration Bench-
mark (LODIB) entwickelt. Bei diesem Benchmark geht es darum, Daten aus
einem bestimmten Anwendungsbereich mithilfe von Semantik, Ontologien
und einem u¨berschaubaren Vokabular zusammenzufu¨hren [RSB12].
Das Anwendungsgebiet dieses Benchmarks ist sehr speziell und kommt daher
auch nicht in Frage.
Data Intensive Integration Process Benchmark
Als letzter Benchmark ist der Data Intensive Integration Process Benchmark
(DIPBench) zu nennen. Dieser wurde 2008 an den TU Dresden und FH Dres-
den entwickelt. Dieser befasst sich, wie der Name schon sagt, mit datenin-
tensiven Integrationsprozessen. Datenintensiv heißt in diesem Fall, dass viele
Daten migriert und dabei auch transformiert werden sollen. Bei der Entwick-
lung wurde im Speziellen auf die praktische Relevanz geachtet, womit dieser
Benchmark dem TPC-DI-Benchmark sehr nahe kommt [BHLW08].
Der DIPBench wa¨re auch sehr gut fu¨r diese Arbeit geeignet, da er sehr
praxisnahe ist und viele Aspekte der Migration umfasst. Da der TPC-DI-
Benchmark aber de facto Industriestandard ist und die Ergebnisse von der
TPC publiziert werden ko¨nnen, ist die Wahl des Benchmarks nicht auf den
DIPBench gefallen.
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5 Stand der Forschung
In diesem Abschnitt geht es um die Anforderungen, die die Forschung an
Datenmigrations- oder Datenintegrationssoftware stellt. Zum Teil werden
kurz Lo¨sungen fu¨r diese Probleme vorgestellt.
5.1 Komplementierung
Die Komplementierung ist die Kernaufgabe jedes Datenintegrationswerk-
zeugs. Dadurch soll sichergestellt werden, dass alle zusammengeho¨rige Daten,
die u¨ber die verschiedenen Quellsysteme verteilt sind, im Zielsystem vereint
werden [LN07].
5.2 Aktualita¨t
Damit das Altsystem nach der erfolgreichen Migration abgelo¨st werden kann,
mu¨ssen alle Daten in das Zielsystem u¨bertragen werden, so dass es dann auf
dem aktuellen Stand. Zusa¨tzlicher mu¨ssen die Anwendungsprogramme, die
mit den Daten arbeiten, an das neue Informationssystem angepasst werden.
Wenn das nicht beachtet werden, ko¨nnen zwei divergierende Datenbesta¨nde
enstehen, die auch widerspru¨chliche Daten enthalten ko¨nnen.
Beim Befu¨llen eines Data Warehouses ist es wichtig regelma¨ßig den vera¨n-
derten Datenbestand zu migrieren, andernfalls kann hier nicht der aktuelle
Datenbestand analysiert werden [LN07].
5.3 Reduzierung der Anfragekomplexita¨t
Das Ziel der Datenmigration soll es sein, die Komplexita¨t von Anfragen an
das System zu reduzieren. Durch das Zusammenfu¨hren von Daten in einem
System mu¨ssen die Anfragen nicht mehr in
”
kleine“ Unterfragen fu¨r jede ein-
zelne Quelle unterteilt werden, sondern ko¨nnen direkt an das System gestellt
werden. Dadurch ist es auch mo¨glich komplexere Anfragen zu stellen, die
vorher nicht mo¨glich waren [LN07].
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5.4 Antwortzeit
Auch die Antwortzeit soll sich nach der Migration verringern. Mit der re-
duzierten Anfragekomplexita¨t (durch eventuell vereinfachter Anfragen) und
das Zusammenfu¨hren der Daten in ein System wird sich auch die Zeit fu¨r
die Berechnung der Ergebnisse verringern. Wenn das Zielsystem eine Da-
tenbank ist, kann durch die Indexierung eine weitere Leistungsverbesserung
vorgenommen werden [LN07].
5.5 Flexibilita¨t
Die Flexibilita¨t soll gewa¨hrleisten, dass ein Migrationswerkzeug nicht nur
fu¨r wenige Anwendungsfa¨lle geeignet ist, sondern bei vielen verschiedenen
Szenarien eingesetzt werden kann. Daraus folgt auch, dass die Software nicht
nur auf bestimmte Systeme beschra¨nkt sein soll, sondern so vielfa¨ltig wie
mo¨glich sein soll. Gleiches gilt fu¨r den Speicherort der Daten [LN07].
5.6 Autonomie der Datenquellen
Eine weitere Anforderung an Datenintegrationslo¨sungen (insbesondere bei
der Datenfo¨deration) ist, dass sie die Autonomie der Datenquellen nicht ver-
letzen soll (Designautonomie). Das heißt, dass die Software weder das Daten-
format der Quelldatei vera¨ndern, noch Datensa¨tze hinzufu¨gen, a¨ndern oder
lo¨schen darf. Auch soll dem Quellsystem bei der Datenfo¨deration der Zeit-
punkt und die Art und Weise der Anfrageausfu¨hrung u¨berlassen werden.
Weiterhin muss es mo¨glich sein die Quelldateien auch nach der Migration
weiterverwenden zu ko¨nnen. Bei der Datenmigration ist die Anforderung je-
doch nicht so wichtig, da das Quellsystem in der Regel nicht weiterverwendet
werden soll [LN07].
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5.7 Datenqualita¨t
Ebenso soll es mo¨glich sein, die Datenqualita¨t im Zielsystem zu erho¨hen. Um-
setzbar ist das durch die Erkennung und Eliminierung von Duplikaten, dem
Ersetzen von fehlenden Daten (zum Beispiel durch Standard- oder Durch-
schnittswerte) und dem Bereinigen von falschen Daten. Zudem soll die An-
reicherung von Daten aus externen Quellen mo¨glich sein [KSS14].
5.8 Transparenz
Der Prozess der Datenmigration soll fu¨r den Endanwender der Quell- und
Zielsysteme transparent erfolgen. Das bedeutet, dass sich fu¨r den Nutzer
der Arbeitsablauf nicht a¨ndern soll (Schnittstellentransparenz) und er nicht
merken soll, ob er auf den Quell- oder den Zieldaten arbeitet (Quellentrans-
parenz). Daraus ergibt sich dann auch die Ortstransparenz. Zudem sollen sich
die Anfragen des Nutzer immer an ein globales, heterogenes Schema richten
(Schematransparenz) [LN07].
5.9 Konsistenz
Ebenso sollen die Daten zu jedem Zeitpunkt der Migration konsistent sein.
Das bedeutet, dass eventuelle Datenkonflikte, die bei der Zusammenfu¨hrung
der Quelldaten entstanden sind, gelo¨st werden sollen. Das muss nicht zwangs-
weise automatisch erfolgen, sondern kann auch bei der Migration als Meldung
an den Anwender ausgegeben werden, so dass dieser dann die Entscheidung
treffen kann [KSS14].
Genauso sollen bei der Aktualisierung von historischen Daten die alten Da-
tensa¨tze nicht u¨berschrieben, sondern mittels Flag als veraltet gekennzeich-
net werden. Die aktuellen Daten sollen dann wie ein neuer Datensatz in
das Ziel geschrieben werden. Dabei ist es auch notwendig, den dann neuen
Prima¨rschlu¨ssel an die abha¨ngigen Tabellen weiterzugeben und die entsprech-
enden Datensa¨tze zu aktualisieren (Aktualisierungsweitergabe) [TPC14].
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5.10 Automatisches Schema Matching
Um das Mapping erstellen zu ko¨nnen, muss zuna¨chst das Schema Matching
durchgefu¨hrt werden. Dabei werden alle Quellsysteme auf zusammenpassen-
de Informationseinheiten durchsucht. Zusammenpassende Einheiten ko¨nnen
anhand von a¨hnlichen Attributnamen (beschriftungsbasiertes Matching) oder
a¨hnlichen Daten (instanzbasiertes Matching) gefunden werden. In [KPN15]
und [PKQN15] werden zwei Verfahren, die ein instanzbasiertes Matching
ermo¨glichen, vorgestellt. Weiterhin kann auch anhand a¨hnlicher Strukturein-
heiten (schemabasiertes Matching) ein Schema Matching gefunden werden.
Ebenso sind Mischformen der genannten Methoden mo¨glich [LN07].
5.11 Automatisches Schema Mapping
Im Anschluss an das Schema Matching erfolgt das Schema Mapping. Da die
Erstellung des Mappings bei großen Datenquellen eine zeitintensive und re-
petitive Ta¨tigkeit ist, soll der Anwender mo¨glichst gut dabei unterstu¨tzt wer-
den. Wie beim Schema Matching kann die Zuordnung der Informationsein-
heiten anhand der Attributnamen oder der Struktureinheiten erfolgen. Auch
hier sind Mischformen mo¨glich. Neben der Zuordnung der Elemente soll auch
der Einsatz von Transformatoren vorgeschlagen werden [HRO06, KSS14].
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Abbildung 3: DFASDL von Quell- (links oben) und Zielsystem (rechts oben)
und das daraus vorgeschlagenen Mapping
6 Tensei-Data
6.1 Allgemeines
Die Datenmigrationssoftware Tensei-Data wird seit 2014 von der Firma Weg-
tam aus Bentwisch bei Rostock entwickelt. Das Tool richtet sich vor al-
lem an kleine und mittlere Unternehmen. Ziel ist es, die materialisiert Da-
tenintegration schnell und einfach durchfu¨hren zu ko¨nnen. Dabei ko¨nnen
(semi-)strukturierte Textdateien wie CSV, XML und JSON, als auch die
Datenbanksysteme Derby, H2, HyperSQL, MariaDB, Microsoft SQL Server,
MySQL, Oracle, PostgreSQL und SQLite verwendet werden.
Im Juni 2015 wurde die erste Version vero¨ffentlicht. Zu Beginn dieser Arbeit
war Version 1.4 der aktuellste Release. Alle spa¨ter genannten Benchmarker-
gebnisse beziehen sich daher auf diese Version.
Das Programm wird innerhalb einer virtuellen Maschine ausgeliefert und
kann u¨ber eine Weboberfla¨che bedient werden.
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6.2 Vorgehensweise
Um eine Migration durchfu¨hren zu ko¨nnen, mu¨ssen zuna¨chst alle Verbin-
dungsinformationen der Quell- und Zielsysteme angegeben werden. Neben
dem Dateipfad sind das auch Nutzername und Passwort fu¨r Datenbanken.
Anschließend muss zu jeder Verbindungsinformation die Datenstruktur be-
stimmt werden. Dies geschieht mit der XML-basierten Datenbeschreibungs-
sprache DFASDL (Data Format and Semantics Description Language). Um
die Datenstruktur zu beschreiben, stehen fast alle ga¨ngigen Datentypen wie
zum Beispiel String, Integer oder Date zur Verfu¨gung. Zusa¨tzlich kann zu je-
dem Attribut die Semantik der Daten angegeben werden. Eine beispielhafte
DFASDL ist in Abbildung 3 zu sehen.
Das Element seq definiert dabei eine sich wiederholende Struktur und das
elem-Element kapselt alle zusammengeho¨renden Attribute eines Datensat-
zes. Innerhalb eines elem-Elements sind dann die einzelnen Attribute be-
schrieben. Mit num, str und anderen Tags wird der Datentyp des Attributes
bestimmt. Das Attribut id gibt jedem Element eine eindeutige ID. Mit dem
stop-sign wird in Textdateien der Begrenzer des Attributwertes bestimmt.
Zusa¨tzlich kann mit s die Semantik des Attributes angegeben werden. Bei
Datenbanken wird das Attribut stop-sign nicht beno¨tigt, stattdessen muss
ein db-column-name angegeben werden.
Fu¨r CSV-Dateien und relationale Datenbanken ko¨nnen die Datenstrukturen
ausgelesen und die DFASDL automatisch generiert werden.
Als na¨chster Schritt kann dann das Mapping definiert werden. Dazu wird
ein Kochbuch, das mindestens ein Rezept entha¨lt, erstellt. Darin wird genau
beschrieben, welche Quelldaten wie transformiert und an welchen Zielort ge-
schrieben werden sollen. Mit Hilfe der Element-ID und der Semantik kann
das Programm versuchen ein einfaches Mapping ohne Transformatoren zu
erstellen. Das Mapping der Quell- auf die Zielattribute erfolgt dabei anhand
der gleichen Werte des Attributes id beziehungsweise s in den Datenbeschrei-
bungen der Quell- und Zielsysteme (Abbildung 3). Sollte auf der Quell- oder
Zielseite eine Semantikbeschreibung mehrfach vorkommen, dann wird nur
das letzte Vorkommen gemappt. Ein Matching findet also nicht statt.
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Abschließend wird mit dem Kochbuch die Transformationskonfiguration er-
stellt und die Migration gestartet.
Der Start der Migration kann manuell u¨ber die Weboberfla¨che, mithilfe ei-
nes Cronjobs oder via Trigger (zum Beispiel durch Hinzufu¨gen einer Datei in
einem Ordner) erfolgen.
Die Migration la¨uft dabei in zwei Phasen ab. Zuna¨chst werden alle beno¨tigten
Daten aus dem Quellsystem gelesen und im Arbeitsspeicher abgelegt (Parsing-
Phase), danach werden die Daten mit den ausgewa¨hlten Transformatoren
vera¨ndert und abschließend in das Zielsystem geschrieben (Processing-Phase).
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7 TPC-DI-Benchmark
7.1 Allgemeines
Der TPC-DI-Benchmark ist ein im Oktober 2013 erstmals vero¨ffentlichter
Benchmark zum Testen von Datenmigrationswerkzeugen. Die aktuelle Ver-
sion stammt aus dem November 2014. Entwickelt wurde dieser von den Mit-
gliedern des Transaction Processing Performance Council (TPC). Mitglieder
dieser Vereinigung sind unter anderem IBM, Microsoft, Oracle und SAP.
Da es bis zum Entwicklungszeitpunkt keinen Industriestandard zur Mes-
sung und Vergleich der Leistung von Migrationssystemen gab, wurde dieser
Benchmark entwickelt. Vorher nutzte noch jeder Softwarehersteller sein ei-
genes Messwerkzeug, das auf die Sta¨rken des eigenen Tools ausgerichtet ist.
Einziger Vergleichsparameter war somit nur die pro Zeiteinheit verarbeite-
te Datenmenge, in der Regel Datensa¨tze pro Sekunde. Ziel des Benchmarks
soll es sein, die Softwarelo¨sung hinsichtlich Korrektheit, Vollsta¨ndigkeit und
Leistungsfa¨higkeit zu untersuchen. Wenn alle Anforderungen vom getesteten
Integrationswerkzeug erfu¨llt werden, wird auf Grundlage der Datenmenge,
der dafu¨r beno¨tigten Zeit und dem Preis ein Wert definiert, der den Ver-
gleich verschiedener Migrationslo¨sungen ermo¨glichen soll [PRJC14, TPC14].
7.2 Aufbau
Der Benchmark besteht aus fu¨nf Phasen, die Initialization Phase, die Hi-
storical Load Phase, zwei Incremental Update Phasen und zum Schluss die
Automated Audit Phase.
In der Initialization Phase soll das
”
System Under Test“ von alten Test- und
Hilfsdaten bereinigt und die (leere) Zieldatenbank erstellt werden.
Wa¨hrend der Historical Load Phase sollen alle historischen Daten aus den
Quelldateien in das Zielsystem geschrieben werden.
In den beiden Incremental Update Phasen werden Vera¨nderungen am Da-
tenbestand vorgenommen. In diesem Benchmark sind das nur das Einfu¨gen
von neuen Datensa¨tzen und das Vera¨ndern von bestehenden Datensa¨tzen;
auf Lo¨schoperation wurde verzichtet.
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Abbildung 4: U¨bersicht Migration [PRJC14]
Zum Schluss des Benchmarks soll die Automated Audit Phase durchgefu¨hrt
werden. Dabei wird im Zielsystem gepru¨ft, ob alle Daten vollsta¨ndig und
korrekt ins Zielsystem migriert wurden.
Die zu migrierenden Daten des fiktionalen Onlinebrokers kommen aus un-
terschiedlichen Quellen. Alle Daten die mit dem Handel, den Mitarbeitern
und den Kunden zu tun haben, kommen aus der eigenen Datenbank. Weitere
Kundendaten zur Anreicherung und Aktienkurse von Unternehmen kommen
aus externen Quellen. Zusa¨tzlich existieren Referenzdatensa¨tze zu Datum,
Zeit, Steuersa¨tzen und anderen Daten, die ausschließlich fu¨r die Migration
gebraucht werden, aber trotzdem nach der Migration im Zielsystem erhalten
bleiben sollen.
Alle Daten stehen in verschiedenen Textdateiformaten (TXT, CSV, CDC,
XML) zur Verfu¨gung. Datenbanken werden in diesem Benchmark nicht als
Quellsystem verwendet.
Die Quelldateien sollen in der Initialization Phase in die Staging Area ge-
laden und in den darauffolgenden drei Phasen in das Zielsystem migriert
24
Abbildung 5: Zielsystem [PRJC14]
werden (Abbildung 4). Innerhalb des Zielsystem wird eine Datenbank im
Schneesturmschema angelegt (Abbildung 5).
Fu¨r jede Migrationssoftware muss der Test zweimal durchlaufen werden, ein-
mal als Performancetest und einmal als Qualifikationstest. Die beiden Test-
durchla¨ufe unterscheiden sich dabei nur durch die Menge der zu migrierenden
Daten [PRJC14, TPC14].
7.3 Anforderungen
Aus der beschriebenen Migration ergeben sich fu¨r die Datenmigrationssoft-
ware einige Anforderungen, die nun genauer betrachtet werden sollen.
7.3.1 Daten aus Quellsystem auslesen
Fu¨r alle Migrationslo¨sungen unerla¨sslich ist das Lesen von Daten aus dem
Quellsystem. Dabei ist es unerheblich, ob es sich dabei um Textdateien oder
Datenbanken handelt oder die Daten auf dem lokalen System oder im Netz-
werk gespeichert sind. Innerhalb einer Migration soll es dabei auch mo¨glich
sein, mehrere Quellen auf einmal zu bearbeiten. Die Quellen mu¨ssen nicht
zwangsweise das gleiche Format haben.
Fu¨r den Benchmark sind alle Daten als Textdateien auf dem lokalen System
zur Verfu¨gung gestellt [PRJC14, TPC14].
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7.3.2 Daten transformieren
Ebenso wichtig ist die Transformation von Daten. Das ko¨nnen einfache Trans-
formationen wie das Zusammenfu¨gen mehrerer Zeichenketten, aber auch kom-
plexe Transformationen, die sich aus mehreren kleinen Transformationen zu-
sammensetzen, sein. Auch hier ko¨nnen verschiedene Datenformate vorliegen.
Im Benchmark sind sehr wenige Transformationen gefordert. In der Regel
sollen die Daten eins-zu-eins vom Quell- in das Zielsystem u¨bernommen wer-
den. Die einzige komplexere Transformation ist die Bestimmung eines neu-
en Attributwertes auf Grundlage mehrerer anderer Attributwerte aus dem
Quellsystem [PRJC14, TPC14].
7.3.3 Daten in Zielsystem schreiben
Nachdem die Daten eingelesen und verarbeitet wurden, mu¨ssen sie ins Zielsy-
stem geschrieben werden. Beim Schreiben ko¨nnen neue Datensa¨tze eingefu¨gt,
aktualisiert oder gelo¨scht werden. Auch hier muss es mo¨glich sein mehrere
Systeme oder Dateien als Ziel zu definieren.
Fu¨r den Benchmark ist es nur no¨tig, neue Datensa¨tze einzufu¨gen und ver-
altete Datensa¨tze zu aktualisieren. Das Lo¨schen alter Daten ist nicht not-
wendig. Zudem soll bei einem Update nicht der entsprechende Datensatz
komplett gea¨ndert werden, sondern dieser nur als veraltet gekennzeichnet
und der aktualisierte Datensatz wie ein neuer Datensatz eingefu¨gt werden.
Das hat zur Folge, dass bei allen Datensa¨tzen, die sich auf den veralteten
Datensatz beziehen, das Fremdschlu¨sselattribut ebenso aktualisiert werden
muss (Aktualisierungsweitergabe) [PRJC14, TPC14].
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7.3.4 Referentielle Integrita¨t beachten
Um die eben beschriebenen Updates richtig durchfu¨hren zu ko¨nnen, muss
bei der Migration die referentielle Integrita¨t beachtet werden. Dazu ist es
notwendig, dass aus dem Quellsystem bestimmt wird, welche Attribute als
Fremdschlu¨ssel verwendet werden und von welchen Tabellen und welchen At-
tributen sie abha¨ngig sind. Anhand dessen kann dann die Schreibreihenfolge
der Tabelle automatisch bestimmt werden. Die Reihenfolge gibt dann an,
dass zuna¨chst alle Daten migriert werden mu¨ssen, die keine Fremdschlu¨ssel
enthalten und erst danach die Datensa¨tze, die auf andere Relationen ver-
weisen, eingefu¨gt werden. Diese Anforderung wird besonders wichtig, wenn
auf die Daten im Zielsystem schon wa¨hrend der Migration zugegriffen wird.
Wenn beim Zugriff auf eine Faktentabelle die beno¨tigten Dimensionstabellen
noch nicht migriert worden sind, dann entstehen im Falle eines natu¨rlichen
Verbundes Dangling Tuples und die Daten werden dem Nutzer im schlimm-
sten Fall nicht angezeigt.
Wie schon in Abschnitt 7.3.3 beschrieben, ist diese Anforderung fu¨r den
Benchmark essenziell [PRJC14, TPC14].
7.3.5 Joins
Wenn die Daten einer Zieltabelle aus mehreren Quelltabellen (zum Beispiel
fu¨r Datenanreicherung) kommen, muss die Migrationssoftware auch Joins
zwischen Datensa¨tzen ermo¨glichen. Dafu¨r ist je nach Migration nicht nur der
natu¨rliche Verbund erforderlich, sondern auch der linke, rechte oder volle
a¨ußere Verbund. [PRJC14, TPC14].
7.3.6 Filter
Eine weitere Anforderung ist die Filterung von Daten. Dadurch ist es mo¨glich,
nur eine Teilmenge der Daten zu migrieren, um zum Beispiel irrelevante
Daten auszusortieren. Die Filterung kann anhand von einem oder mehreren
Attributwerten erfolgen [PRJC14, TPC14].
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7.3.7 Aggregation
Ein weiterer Punkt, den eine Datenmigrationssoftware erfu¨llen soll, ist die
Aggregation von Daten. Dadurch sollen mehrere Datensa¨tze zu einem Da-
tensatz zusammengefasst werden. Mo¨gliche Aggregationen sind die Bildung
von Summen oder Durchschnitten oder die Bestimmung von Minimal- oder
Maximalwerten. Dazu muss mindestens ein Attribut angegeben werden, auf
dessen Basis die Daten gruppiert werden. Fu¨r die Bestimmung von Durch-
schnittswerten ist zudem korrektes mathematisches Runden notwendig. Ag-
gregationen auf nicht-numerischen Daten werden vom Benchmark nicht ge-
fordert [PRJC14, TPC14].
7.3.8 IDs vergeben
Wenn der Nutzer es wu¨nscht, dann sollen die Daten im Zielsystem neue,
fortlaufende IDs erhalten. Dazu ist es notwendig, bei der Migration zu do-
kumentieren, welche IDs aus welcher Tabelle wie ersetzt wurden, um die
IDs auch in den abha¨ngigen Relationen korrekt zu erga¨nzen. Dafu¨r ist es
zwingend erforderlich, die in Abschnitt 7.3.4 beschriebene Anforderung zu
erfu¨llen [PRJC14, TPC14].
7.3.9 Automatische Typkonvertierung
Um dem Nutzer die Erstellung der Migration zu erleichtern, sollen die Da-
tentypen zwischen Quell- und Zielsystem automatisch konvertiert werden,
sofern dies erforderlich und mo¨glich ist. Insbesondere geht es hierbei um die
Konvertierung von Strings und Integer, die boolsche Werte repra¨sentieren,
zum
”
richtigen“ boolschen Datentyp. So soll zum Beispiel der Integerwert 1
zu true und 0 zu false konvertiert werden [PRJC14, TPC14].
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7.3.10 Erkennung und Eliminierung von Duplikaten
Um eine Datenbereinigung zu ermo¨glichen, sollen Duplikate von der Software
erkannt und eliminiert werden. Damit nicht ungewollt falsche Daten gelo¨scht
werden, genu¨gt es auch, vermeintliche Duplikate dem Nutzer zu melden und
dem Nutzer die Entscheidung zu u¨berlassen [PRJC14, TPC14].
7.3.11
”
Ereignisorientierte Migration“
Weiterhin erwartet der Benchmark, dass die Migrationssoftware auf bestimm-
te Ereignisse oder Attributwerte reagieren und unterschiedliche Migrationen
durchfu¨hren kann. So wird in einer Teilmigration erwartet, dass beim erfolg-
reichen Join der dazugeho¨rige Datensatz aktualisiert wird und beim Entste-
hen eines Dangling Tuples ein neuer Datensatz eingefu¨gt wird. A¨hnliches gilt
fu¨r die Migration von CDC-Dateien. Diese Dateien speichern alle Vera¨nde-
rungen auf einem Datenbestand. Die Struktur einer CDC-Datei entspricht
der einer CSV-Datei. Das erste Attribut des Datensatzes gibt an, ob die
nachfolgenden Daten eingefu¨gt (
”
I“), aktualisiert (
”
U“) oder gelo¨scht (
”
D“)
werden sollen [PRJC14, TPC14].
7.3.12 Verhalten bei fehlerhaften Daten
Ein wichtiger Punkt bei der Datenmigration ist der Umgang mit fehlerhaften
Daten. Im Quellsystem ko¨nnen das zum Beispiel Datensa¨tze, die nicht der
Datenbeschreibung genu¨gen, sein. Auf der Zielseite sind das vor allem null-
Werte fu¨r Attribute, die nicht null sein du¨rfen.
Der Benchmark erwartet, dass diese fehlerhaften Daten bei der Migration
u¨bersprungen werden und dem Nutzer diese Fehler mitgeteilt werden, so dass
dieser die Fehler anschließend manuell beheben kann [PRJC14, TPC14].
7.3.13 Verhalten beim Lo¨schen der Quelldateien
Ein weiterer Fehler, der entstehen kann, ist das Lo¨schen von Quelldateien
wa¨hrend der Migration. Die Migration soll dabei nicht abbrechen oder an-
derweitig beeinflusst werden [PRJC14, TPC14].
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7.3.14 Verhalten beim vorzeitigen Beenden der Migration
Als letzter Fehlerfall ist das vorzeitige Beenden der Migration, zum Beispiel
durch einen Stromausfall, zu nennen. Der aktuelle Stand der Migration soll
dabei gespeichert werden, Nach dem Neustarten der Software soll die Migra-
tion an dieser Stelle automatisch fortgesetzt werden [PRJC14, TPC14].
7.4 Kritik
Der Benchmark deckt alle wichtigen Anforderungen, die eine Datenmigra-
tionssoftware erfu¨llen soll, ab. Jedoch sind einige Anforderungen zum Teil
sehr speziell. So werden als Quelle nur Textdateien und keine Datenbanken
verwendet. Ebenso mu¨ssen alle Dateien lokal auf dem Rechner, auf dem die
Migration abla¨uft, gespeichert sein. Eine Beurteilung, ob die Software auch
Dateien auf anderen Rechnern oder Datenbanken im Allgemeinen verwenden
kann, ist somit nicht mo¨glich.
Ein weiterer Kritikpunkt ist die Bestimmung des Endergebnisses, bei dem
auch der Preis eine Rolle spielt. So ko¨nnen Migrationslo¨sungen, die weniger
Funktionen bieten, u¨ber einen geringeren Preis ein besseres Ergebnis erzie-
len, als eine bessere Lo¨sung, die dementsprechend mehr kostet. Aus diesem
Grund werden kostenlos verfu¨gbare Datenmigrationstools hier immer am be-
sten abschneiden, unabha¨ngig vom Funktionsumfang. Alternativ ko¨nnte ein
Zwischenergebnis, das nicht vom Preis abha¨ngig ist, zur Bewertung herange-
zogen werden. Jedoch wird damit nur das Verha¨ltnis von migrierter Daten-
menge zur dafu¨r verbrauchten Zeit wiedergegeben. Damit wu¨rde dann auch
das Ziel des Benchmarks, sich von einer Datenmenge-pro-Zeit-Bewertung zu
verabschieden, verfehlt.
Das Benchmarkergebnis kann somit nur einen ersten Eindruck u¨ber die Qua-
lita¨t der Software vermitteln und sollte nicht zu einer abschließenden Beurtei-
lung herangezogen werden. Auf andere wichtige Punkte, die zur Bewertung
von Software no¨tig sind, wird im Benchmark nicht eingegangen.
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8 Analyse
Nachdem in den Abschnitten 5 und 7 die Anforderungen an Datenmigrations-
software definiert worden sind, soll nun analysiert werden, inwiefern Tensei-
Data diese erfu¨llt. Dazu mussten einige Anpassungen vorgenommen werden,
die zuna¨chst erla¨utert werden. Danach werden die Anforderungen der For-
schung betrachtet, bevor dann auf die Anforderungen aus dem Benchmark
eingegangen wird. Zuletzt wird ein kurzes Zwischenfazit gezogen.
8.1 Anpassungen durch den Autor
Vor der Durchfu¨hrung des Benchmarks mussten alle Textdateien mit einem
Pipe-Symbol (
”
|“) als Trennzeichen gea¨ndert werden. Das Symbol wurde
durch ein Komma ersetzt. Andernfalls kann Tensei-Data die Datei nicht par-
sen. Dadurch ist es dann auch mo¨glich, die Datenbeschreibung der Dateien
automatisch zu generieren. Zudem wurden alle null-Werte am Ende einer Zei-
le durch valide Attributwerte ersetzt (betrifft nur einige Datensa¨tze in einer
Datei), da Tensei-Data beim Parsen dieser Textzeilen sonst die Migration
abgebrochen ha¨tte.
Streng genommen fu¨hren diese Anpassungen schon zum Nicht-Bestehen des
Benchmarks.
8.2 Anforderungen aus der Forschung
Die Komplementierung ist die Kernforderung an Datenmigrationssoftware
und wird somit auch von Tensei-Data weitestgehend unterstu¨tzt. Einziger
Kritikpunkt an dieser Stelle ist, dass Joins von Textdateien in der verwende-
ten Version nicht mo¨glich sind und dadurch das Zusammenfu¨hren von meh-
reren Textdateien in eine Tabelle unmo¨glich ist.
Der na¨chste Punkt ist die Reduzierung der Anfragekomplexita¨t. Alleine aus
der Definition der Datenmigration ergibt sich, dass diese Anforderungen
erfu¨llt werden, da die Anfrage an das System nicht mehr in kleine Unteran-
fragen fu¨r jedes einzelne System beziehungsweise jede einzelne Datei zerteilt
werden muss (wie es bei der Datenfo¨deration gemacht wird). Stattdessen
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kann nach der Migration die Anfrage direkt an die Daten im Zielsystem ge-
stellt werden. Dadurch ist es fu¨r den Anwender auch mo¨glich, komplexere
Anfragen zu stellen, die vorher nicht mo¨glich waren.
Ebenso erfu¨llt Tensei-Data die Anforderung der Flexibilita¨t. Auch wenn nur
Textdateien und die bekanntesten Datenbanksysteme als Quell- und Zielsy-
stem genutzt werden ko¨nnen, sollte das ein Großteil der Anwendungsfa¨lle
abdecken. Zudem ist Tensei-Data nicht auf bestimmte Anwendungsfa¨lle oder
Szenarien fixiert, sondern kann u¨berall verwendet und an die Migrations-
wu¨nsche angepasst werden.
Auch die Autonomie der Quelldaten wird von Tensei-Data nicht verletzt.
Die Daten werden gema¨ß der Datenbeschreibung eingelesen und dann intern
weiterverarbeitet. Die Quelldaten bleiben dabei unvera¨ndert, da nur lesend
zugegriffen wird.
In Bezug auf die Datenqualita¨t weist Tensei-Data allerdings Schwa¨chen auf.
Wie schon oben angesprochen, hat Tensei-Data Probleme beim Join von
Textdateien, womit auch die Anreicherung mit externen Daten in diesem
Fall schwierig ist. Ein gro¨ßeres Problem ist jedoch die Datenbereinigung.
So ist es nicht mo¨glich, Duplikate in den Daten zu erkennen und diese im
Anschluss zu eliminieren. Ebenso ko¨nnen auch fehlende Daten nicht durch
Default- oder Durchschnittswerte ersetzt werden.
Ebenso hat Tensei-Data Schwa¨chen bei der U¨berpru¨fung der Konsistenz von
Daten, da diese nur aus der Quelle gelesen und danach ins Ziel geschrieben
werden. Eine Analyse der Daten findet zwischendurch nicht statt. Ebenfalls
werden beim Aktualisieren von historischen Daten die alten Datensa¨tze nicht
als veraltet gekennzeichnet und der neue Prima¨rschlu¨sselwert wird auch nicht
an die abha¨ngigen Tabellen weitergegeben.
Der Forderung nach einem automatischen Schema Matching kommt Tensei-
Data auch nicht nach. Wenn in der Datenbeschreibung der Quellsysteme
mehrere Elemente die gleiche Semantik haben, dann kann das Programm
keine Korrespondenzen feststellen.
Als letzte Anforderung der Forschung bleibt noch die automatische Map-
pingerstellung zu betrachten. Tensei-Data bietet die Mo¨glichkeit anhand der
Elementnamen und der Semantik das Mapping vorzuschlagen. Dafu¨r mu¨ssen
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die Bezeichner auf der Quell- und Zielseite exakt gleich sein. Diese Mapping-
erstellung kann jedoch keine Transformatoren vorschlagen. Zudem ist der
Aufwand fu¨r den Nutzer durch das Einfu¨gen der Semantik in die DFASDL
oder das Anpassen der Bezeichner nicht viel kleiner, als das hier von einer
automatischen Mappingerstellung gesprochen werden kann, sie ist aber in
Ansa¨tzen vorhanden.
Da sich die Forderungen nach Aktualita¨t (5.2) und mo¨glichst kurzer Ant-
wortzeit (5.4) prima¨r auf die Datenfo¨deration beziehen und fu¨r die Datenmi-
gration nicht relevant sind, werden diese hier nicht weiter betrachtet.
Analog bezieht sich die Forderung nach Transparenz (5.8) eher auf die Soft-
ware, die die Daten nutzen soll, und wird somit auch nicht weiter betrachtet.
8.3 Anforderungen des Benchmarks
Im Folgenden wird Tensei-Data auf die Anforderungen aus dem Benchmark
untersucht. Die Reihenfolge der Anforderungen ist dabei dieselbe wie in Ab-
schnitt 7.3. Anforderungen, die a¨hnliche Ziel verfolgen oder aus a¨hnlichem
Grund nicht erfu¨llt werden, wurden dabei zusammengefasst.
Die drei Kernanforderungen Daten aus dem Quellsystem zu lesen, diese zu
transformieren und dann in das Zielsystem zu schreiben, werden von Tensei-
Data ganz gut erfu¨llt. Einzig das Auslesen von Attributen aus einer XML-
Datei ist nicht mo¨glich, wenn gleichzeitig auch der Elementinhalt gelesen
werden soll. Es ko¨nnen also nur die Attribute oder der Inhalt gelesen wer-
den, beides ist nicht mo¨glich. Das Lesen von Daten aus Multiformatdateien,
wie sie im Benchmark verwendet werden, ko¨nnen theoretisch gelesen werden,
bedu¨rfen aber sehr großen manuellen Aufwands, da in der Datenbeschreibung
genau angegeben werden muss, wann sich das Format a¨ndert. Zudem ko¨nnen
die Attribute bei dieser Art von Dateien nur mit regula¨ren Ausdru¨cken aus
dem Datensatz separiert werden.
Wenn bei der Migration eine Datenbank ein Data Warehouse oder a¨hnliches
verwendet wird, dann ist es auch wichtig, dass die referentielle Integrita¨t
zwischen den Tabellen beachtet wird. Dies macht Tensei-Data jedoch nicht.
Wenn diese Beziehungen trotzdem beachtet werden sollen, muss der Anwen-
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der, der die Migration durchfu¨hrt, bei der Erstellung der DFASDL auf die
Reihenfolge der Tabellen achten. Zuna¨chst mu¨ssen die Tabellen beschrie-
ben werden, die von keiner anderen Tabelle abha¨ngig sind und anschließend
ko¨nnen sukzessive die abha¨ngigen Tabellen erga¨nzt werden.
Um nur die beno¨tigten Daten in der gewu¨nschten Granularita¨t zu migrieren,
sind auch die Forderung nach Joins, Filter und Aggregation wichtig. Alle
drei Anforderungen werden von Tensei-Data jedoch nur im Datenbankbereich
erfu¨llt. Dazu ist es notwendig, in der DFASDL eine generische Tabelle mit Hil-
fe einer SQL-Anweisung zu erstellen (die Struktur muss trotzdem beschrieben
werden). Tensei-Data reicht im Migrationsprozess das SQL-Statement dann
an die Datenbank weiter, sodass diese dann fu¨r das Filtern, Zusammenfu¨hren
und Aggregieren der Daten zusta¨ndig ist. Im Bereich der Textdateien ist die
Anforderung des Joins vorgesehen, jedoch werden die Daten in der getesteten
Version nicht korrekt zusammengefu¨hrt. Stattdessen werden die Daten in der
Reihenfolge wie sie in der Quelle stehen, unabha¨ngig vom Verbundattribut,
verknu¨pft.
Wenn durch die eben genannten Operationen neue Datensa¨tze erzeugt wer-
den, ist es auch sinnvoll diesen Daten neue IDs zuzuweisen. Diese Anforde-
rung wurde in Tensei-Data bedacht, jedoch funktioniert auch hier die Um-
setzung nicht korrekt, was dazu fu¨hrt, dass die Migration abgebrochen wird.
Die automatische Typkonvertierung funktioniert bei Tensei-Data nur sofern
die Datentypen ineinander umwandelbar sind. Sollten die Datentypen nicht
konvertierbar sein, dann bricht die Migration auch hier ab. Einzig bei der
Konvertierung von oder zu Boolean muss mit Hilfe eines Transformators
nachgeholfen werden, weil dieser Datentyp nicht unterstu¨tzt wird. Da bool-
sche Daten in der Regel durch Integer (1 oder 0) oder Strings (
”
true“ oder
”
false“) dargestellt werden, mu¨ssen sie auch mit diesem Datentyp in der
DFASDL beschrieben werden.
Wie schon im vorherigen Abschnitt beschrieben, kann Tensei-Data keine Du-
plikate erkennen. Ebenso ko¨nnen auch keine fehlenden Werte durch Durch-
schnittswerte ersetzt werden. Ein Ersetzung mit Defaultwerten ist aber mit
Hilfe eines Transformators mo¨glich. Ursache fu¨r die Nicht-Erfu¨llung der An-
forderung ist die fehlende Datenanalyse wa¨hrend der Migration.
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Aus dem gleichen Grund kann auch keine
”
ereignisorientierte Migration“, wie
sie in Abschnitt 7.3.11 beschrieben wurde, stattfinden. Daher konnten auch
die beiden Incremental Update Phasen nicht durchgefu¨hrt werden.
Das Verhalten bei (unerwarteten) Fehler ist bei Tensei-Data auch sehr in-
teressant. Wenn zum Beispiel beim Parsen einer Quelldatei ein Datensatz
dabei ist, der nicht der Datenbeschreibung entspricht, dann fu¨hrt auch das
zum Abbruch der Migration. Auch beim Schreiben von Daten in eine Daten-
bank kann dieser Fehler auftreten. Als Beispiel kann hier das Schreiben eines
null-Wertes in eine Spalte, die keine null-Werte zula¨sst, genannt werden. In
diesem Fall wird auf Datenbankebene ein Rollback durchgefu¨hrt und alle zu-
vor migrierten Daten wieder aus dem Zielsystem gelo¨scht. Problematisch ist
das nur beim Schreiben in eine Datei. Da diese keine Rollbackfunktion ha-
ben, bleiben die bis zum Abbruch geschriebenen Daten in der Datei und der
Nutzer mu¨sste vor dem na¨chsten Migrationsversuch diese erst wieder lo¨schen.
Im Gegensatz dazu ist das Lo¨schen von Quelldateien wa¨hrend einer Migra-
tion kein Problem. Beim Parsen der Datei ist das Lo¨schen nicht mo¨glich, da
die Software exklusiven Zugriff auf die Datei hat und das Lo¨schen somit vom
Betriebssystem verboten wird. Beim U¨bergang in die Processing-Phase wird
der exklusive Zugriff auf die Datei aufgehoben und das Lo¨schen ermo¨glicht.
Da sich zu diesem Zeitpunkt alle Daten bereits im Arbeitsspeicher befinden,
ist das Lo¨schen unproblematisch.
Beim unerwarteten vorzeitigen Beenden der Migration erfu¨llt die Software
auch nicht die Benchmarkanforderung. Nach dem Neustart des Systems und
der Migrationssoftware muss die Migration manuell neugestartet werden. Die
Migration beginnt dabei wieder von vorne. Dabei ist darauf zu achten, dass
die bereits in die Datenbank geschriebenen Daten vorher noch manuell aus
der Datenbank gelo¨scht werden mu¨ssen, da in der Datenbank kein Rollback
ausgelo¨st wurde. Gleiches gilt auch fu¨r das Schreiben in Textdateien. Es ent-
steht somit immer ein inkonsistenter Zustand.
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8.4 Fazit
Nach dem Betrachten der Anforderungen und der Analyse von Tensei-Data
ist zu erkennen, dass die Software im Bereich der Datenbanken die grundle-
genden und sehr wichtigen Anforderungen erfu¨llt. Im Bereich der Textdateien
sind jedoch einige Anforderungen wie zum Beispiel das Auslesen der Attri-
bute aus XML-Dateien oder Joins, Filter und Aggregation noch nicht erfu¨llt.
Auch beim Umgang mit Fehlern kann noch nachgebessert werden, insbeson-
dere da diese bei Tensei-Data noch recht ha¨ufig auftreten und die Fehlermel-
dungen manchmal wenig aussagekra¨ftig sind.
Zudem ist Tensei-Data bei der Migration aufgrund der virtuellen Maschine
mit 40 bis 50 Zeilen pro Sekunde sehr langsam. Zum Vergleich sind bis zu 300
Zeilen pro Sekunde mo¨glich, wenn die Anwendung direkt aus dem Quelltext
gestartet wird. Dem
”
normalen“ Anwender ist dieser in der Regel aber nicht
zuga¨nglich.
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9 Vergleich mit Talend Open Studio
Um die Bewertung von Tensei-Data besser einordnen zu ko¨nnen, wird die
Software nun mit Open Talend Studio verglichen. Die Wahl fiel auf diese
Software, da sie eine a¨hnliche Zielgruppe wie Tensei-Data anspricht.
9.1 Vergleich
Um den Vergleich durchfu¨hren zu ko¨nnen, wurden aus dem Benchmark Teil-
aufgaben ausgewa¨hlt, so dass zu allen Anforderungen eine Aussage getroffen
werden kann. Der komplette Benchmark wurde somit nicht durchgefu¨hrt. Im
Gegensatz zu Tensei-Data wurden hier jedoch keine Anpassungen der Quell-
daten durchgefu¨hrt.
Auch hier wird zuna¨chst ein Blick auf die Anforderungen aus der Forschung
geworfen, bevor im Anschluss die Anforderungen aus dem Benchmark be-
trachtet werden.
9.1.1 Vergleich bezu¨glich Forschungsanforderungen
Ebenso wie Tensei-Data erfu¨llt Talend Open Studio die Forderungen nach
Komplementierung, Reduzierung der Anfragekomplexita¨t und Autonomie
der Datenquellen. Die Anforderung Flexibilita¨t wird ebenfalls von Talend
Open Studio erfu¨llt, dabei ist die Software sogar besser als Tensei-Data, da
sie u¨ber deutlich mehr Konnektoren verfu¨gt und somit auch in deutlich mehr
Anwendungsfa¨llen einsetzbar ist. Grund fu¨r diesen großen Unterschied ist die
10 Jahre la¨ngere Entwicklungszeit von Talend Open Studio.
Einzig bei den Anforderungen Datenqualita¨t und Konsistenz weist Talend
Open Studio Schwa¨chen auf. Zum Punkt Datenqualita¨t ist dabei die fehlen-
de Erkennung und somit auch fehlende Eliminierung von Duplikaten in den
Daten zu nennen. Ebenso ko¨nnen fehlende oder falsche Daten nicht auto-
matisch ersetzt werden. Die Anreicherung mit externen Daten funktioniert
jedoch problemlos.
Auch die Konsistenz der Daten kann nicht sichergestellt werden, da keine
Analyse der Daten stattfindet. Somit ko¨nnen auch keine widerspru¨chlichen
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Daten erkannt werden. Ebenso ist die Aktualisierungsweitergabe beim Ver-
a¨ndern von historischen Daten nicht mo¨glich.
A¨hnlich zu Tensei-Data kann auch Talend Open Studio das Mapping fu¨r
die Migration nicht automatisch erstellen. Selbst das Schema Matching kann
nicht durchgefu¨hrt werden.
Wie bei der Analyse von Tensei-Data werden die Forderungen nach Aktua-
lita¨t, Antwortzeit und Transparenz hier nicht weiter betrachtet.
9.1.2 Vergleich bezu¨glich Benchmarkanforderungen
Das Auslesen, Transformieren und Schreiben von Daten ist bei Talend Open
Studio problemlos mo¨glich. Aufgrund der Vielzahl an Konnektoren ko¨nnen
jedoch deutlich mehr Systeme angebunden werden. Die Transformation von
Daten ist bei Talend Open Studio aber etwas komplizierter, da es (fast) keine
vorgefertigten Transformatoren gibt. Stattdessen mu¨ssen diese in Java selbst
programmiert werden. Dadurch kann zwar jede gewu¨nschte Transformation
entwickelt werden, jedoch ist der Aufwand ungleich gro¨ßer und das System
nur fu¨r erfahrene Nutzer verwendbar.
Beim Auslesen der Daten wird von Talend Open Studio nicht auf die Se-
mantik der Attribute geachtet. Somit weiß das Programm auch nicht, welche
Attribute Fremdschlu¨ssel sind und kann daher auch nicht die referentielle In-
tegrita¨t beachten. Wenn zumindest die Schreibreihenfolge beachten werden
soll, dann muss wie bei Tensei-Data die Reihenfolge der Teilmigration vom
Anwender selber beachtet werden.
Die Forderungen nach Joins, Filter und Aggregationen werden sowohl im
Datenbankbereich, als auch auf Ebene von Textdateien erfu¨llt. Bei den Joins
sind sowohl der innere als auch der (linke) a¨ußere Verbund mo¨glich, einen
vollen a¨ußeren Verbund gibt es jedoch nicht. Sowohl die Filter als auch die
Aggregationen erlauben es, die Daten nicht nur anhand eines Attributes zu
filtern beziehungsweise zu aggregieren, sondern an beliebig vielen, sodass die
Datenmenge und Granularita¨t frei gewa¨hlt werden ko¨nnen.
Die Neuvergabe von IDs ist bei Talend Open Studio eigentlich nicht vorge-
sehen. Da bei der Erstellung eines Migrationsjobs im Hintergrund der da-
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zugeho¨rige Java-Code generiert wird, kann dieses Problem aber mit einem
Trick gelo¨st werden. Dazu muss nur im Mapping-Editor der
”
Attributwert“
Numeric.sequence(
”
name“,1,1) auf das gewa¨hlte Attribut gemappt werden.
So wird dann im Zielsystem fu¨r jeden Datensatz eine neue ID erstellt.
Die automatische Typkonvertierung ist bei Talend Open Studio nur begrenzt
mo¨glich. So ko¨nnen alle Datentypen in Strings und die Integerwerte 0 und
1 in den boolschen Datentyp umgewandelt werden. Da das Problem aber
relevant ist, gibt es dafu¨r einen Transformator. Bei diesem kann angegeben
werden, welches Attribut von Datentyp A nach Datentyp B umgewandelt
werden soll. Wie bei Tensei-Data gilt dabei, dass nicht alle Konvertierungen
mo¨glich sind und zum vorzeitigen Abbruch der Migration fu¨hren ko¨nnen.
Das Programm weist jedoch im Vorfeld mit einer Warnung daraufhin, dass
die Konvertierung nicht mo¨glich ist.
Wie schon in Abschnitt 9.1.1 geschrieben, findet wa¨hrend der Migration kei-
ne Analyse der Daten statt und daher ko¨nnen auch keine Duplikate erkannt
oder eliminiert werden.
Bei der
”
ereignisorientierten Migration“ ist Talend Open Studio jedoch deut-
lich besser als Tensei-Data. Eine unterschiedliche Bearbeitung der Daten
anhand von Attributwerten ist ohne Weiteres mo¨glich. Die Daten ko¨nnen
sowohl unterschiedlich geparst werden, als auch an unterschiedliche Orte in
das Zielsystem geschrieben werden. Auch die unterschiedliche Bearbeitung
auf Grundlage eines gelungenen oder erfolglosen Joins ist mo¨glich.
Bei den Fehlerfa¨llen, die bei einer Migration auftreten ko¨nnen, sind beide
Programme hingegen wieder sehr a¨hnlich. Einziger Unterschied unter diesem
Aspekt ist das Verhalten bei fehlerhaften Daten. Wa¨hrend Tensei-Data in
solchen Fa¨llen immer die Migration abbricht, kann bei Talend Open Stu-
dio gewa¨hlt werden, ob es genauso handeln oder den fehlerhaften Datensatz
u¨berspringen soll.
Beim Lo¨schen von Quelldaten wa¨hrend einer Migration arbeiten beide Soft-
warelo¨sungen benchmarkkonform und beim vorzeitigen Beenden der Migra-
tion ko¨nnen beide die Anforderung nicht erfu¨llen.
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9.2 Fazit
Die beiden Migrationssysteme Talend Open Studio und Tensei-Data liegen
bezu¨glich der in den Abschnitten 5 und 7.3 genannten Anforderung nicht so
weit auseinander.
Mit Blick auf die Anforderungsliste der Forschung sind beide Lo¨sungen in et-
wa auf Augenho¨he. Talend Open Studio hat hier den Vorteil, dass es deutlich
mehr Konnektoren besitzt und somit flexibler einsetzbar ist. Im Gegensatz
dazu unterstu¨tzt Tensei den Anwender besser bei der Erstellung des Map-
pings und schla¨gt ihm auf Grundlage der Datenbeschreibung vor, wie Teile
der Daten gemappt werden ko¨nnten.
In Hinsicht auf die Anforderungen des Benchmarks sind die Unterschiede je-
doch gro¨ßer.
Hier zeichnet sich Tensei-Data insbesondere durch die Vielzahl an mitgelie-
ferten Transformatoren und der automatischen Typkonvertierung aus. Die
Vorteile von Talend Open Studio liegen hier in der gro¨ßeren Anzahl an Kon-
nektoren und den besseren Mo¨glichkeiten der Datenweiterverarbeitung. Auch
bei den mo¨glichen Fehlerfa¨llen, die wa¨hrend der Migration entstehen ko¨nnen,
ist Talend Open Studio besser geru¨stet. Fu¨r die klassischen Anwendungsfa¨lle
(Lesen von XML, CSV, DB und Schreiben in DB) sind beide System gut
geeignet.
Die Unterschiede in der Leistungsfa¨higkeit sind jedoch betra¨chtlich. Wa¨hrend
Tensei-Data 40 bis 50 Datensa¨tze pro Sekunde verarbeiten kann, schafft Ta-
lend Open Studio durchschnittlich 8000 Datensa¨tze.
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10 Erweiterung Tensei-Data
Auf Basis der Benchmarkergebnisse soll nun eine Erweiterung fu¨r Tensei-
Data entwickelt werden, so dass die Software diese Anforderung erfu¨llt.
10.1 Auswahl
Aus den nicht erfu¨llten Anforderungen sind insbesondere die Fremdschlu¨ssel-
erkennung sowie die Duplikaterkennung als Teilgebiet der Datenqualita¨t in-
teressant. Fu¨r beide Themengebiete gibt es bereits Lo¨sungsansa¨tze in der
Forschung, die einfach umgesetzt werden ko¨nnen.
In [NH10] werden verschiedene Ansa¨tze zur Erkennung von Duplikaten aus
einer oder mehreren Quellen diskutiert. Die Lo¨sungsansa¨tze reichen dabei von
der Levenshtein- und Jaro-Winkler-Distanz zur Bestimmung der A¨hnlichkeit
zweier Zeichenketten bis hin zu Clusteringalgorithmen bei Daten mit kom-
plexen Beziehungen.
Die Erkennung der Fremdschlu¨ssel ist etwas einfacher und kann schema-
basiert erfolgen. Es gibt aber auch datenbasierte Ansa¨tze, diese werden in
[KPN15] und [PKQN15] vorgestellt. Diese Ansa¨tze basieren auf der Eigen-
schaft, dass die Werte des abha¨ngigen Attributes immer eine Teilmenge der
referenzierten Attributwerte sind.
In Absprache mit der Firma Wegtam wurde vereinbart, die Fremdschlu¨ssel-
abha¨ngigkeiten schemabasiert aus dem Quellsystem auszulesen. Da die Ar-
beitsabla¨ufe a¨hnlich sind, werden zusa¨tzlich die Attribute mit Prima¨rschlu¨ssel-
eigenschaft und Autoinkrementwerten bestimmt.
10.2 Anforderungen
Damit die Ergebnisse dieser Analyse an den na¨chsten Teilprozess weiterge-
geben werden ko¨nnen, muss die Datenbeschreibung DFASDL des Quellsy-
stems dahingehend erweitert werden. Dabei soll dem seq-Element das Attri-
but db-primary-key zugewiesen werden. Als Attributwert soll der Spalten-
name des Prima¨rschlu¨sselattributes genutzt werden. Hat eine Tabelle einen
zusammengesetzten Prima¨rschlu¨ssel, sollen alle Spaltennamen kommasepa-
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Abbildung 6: Vergleich der DFASDL vorher (oben) und nachher (unten)
riert als Wert verwendet werden. Wenn die Tabelle keinen ausgewiesenen
Prima¨rschlu¨ssel hat, dann soll das Attribut weggelassen werden.
Tabellenattribute, die Fremdschlu¨ssel sind, sollen in der Datenbeschreibung
mit dem Attribut db-foreign-key versehen werden. Im Gegensatz zu den
Prima¨rschlu¨sseln soll hier die eindeutige ID des referenzierten Elementes als
Wert genutzt werden. Dadurch kann beim Schreibprozess korrekt ermittelt
werden, auf welches Attribut in welcher Tabelle der Fremdschlu¨ssel verweist.
Zuletzt sollen Elemente, die eine Autoinkrementeigenschaft haben, gekenn-
zeichnet werden. Dazu soll das Attribut db-auto-inc verwendet werden. Bei
Elementen, die diese Eigenschaft besitzen, wird der Wert des Attributes auf
”
true“ (als String) gesetzt, andernfalls wird das Attribut weggelassen.
Wie sich die DFASDL durch die Implementierung vera¨ndert, ist in Abbil-
dung 6 zu sehen.
Diese Erweiterung soll spa¨ter bei allen unterstu¨tzten Datenbanksystemen
nutzbar sein. Da das Vorgehen bei allen Systemen aber a¨hnlich ist und sich
nur die SQL-Anweisungen unterscheiden, soll die Erweiterung im Rahmen
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dieser Arbeit erst einmal nur fu¨r zwei bis vier selbstgewa¨hlte Systeme um-
gesetzt werden. Die Erstellung der DFASDL bei den anderen Systemen darf
dabei aber nicht fehlerhaft werden. Konkret wurden die Datenbanksysteme
MySQL, PostgreSQL und H2 bearbeitet.
Das Bestimmen der Reihenfolge der Tabellen, das Schreiben der Daten in
das Zielsystem und die Erweiterung der DFASDL-API geho¨ren nicht zum
Aufgabenumfang und werden von den Wegtam-Mitarbeitern u¨bernommen
und parallel zu dieser Erweiterung implementiert.
10.3 Konzept
Alle Informationen, die fu¨r die obengenannten Anforderungen gebraucht wer-
den, ko¨nnen aus der Information Schema-Datenbank entnommen werden.
Hier speichern alle Datenbanksysteme den Aufbau und die Struktur der Da-
tenbanken. Somit lassen sich auch hier die Informationen zu Prima¨r- und
Fremdschlu¨sseln sowie Autoinkrementen finden. Um den Programmieranteil
in Scala mo¨glichst gering zu halten, werden die SQL-Anfragen so gestaltet,
dass die notwendigen Informationen direkt aus dem Ergebnis abgelesen wer-
den ko¨nnen. Insbesondere ist darauf zu achten, dass der Prima¨rschlu¨ssel einer
Tabelle aus mehreren Attributen zusammengesetzt sein kann. Das heißt, dass
in solch einem Fall eine Attributliste im Ergebnis zuru¨ckgegeben wird.
Um bereits vorhandene Strukturen zu nutzen, kann der DatabaseSchema-
Extractor-Trait (vergleichbar mit einem Interface in Java) fu¨r die Erwei-
terung verwendet werden. Hier werden bereits zwei SQL-Anfragen an die
Information Schema-Datenbank gestellt, um die notwendigen Informationen
zusammenzusuchen und daraus die DFASDL zu erstellen.
Wa¨hrend es bei der ersten Anfrage darum geht, alle Tabellennamen der Da-
tenbank zu bestimmen, geht es bei der Zweiten darum, alle Attribute ei-
ner Relation inklusiver der Metadaten wie den Datentyp oder die maximale
La¨nge der Werte zu ermitteln.
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10.4 Umsetzung
Damit das Programm durch weitere Leseprozesse nicht unno¨tig langsamer ge-
macht wird, wurden die bestehenden SQL-Anfragen erweitert. Da der Prima¨r-
schlu¨ssel an das seq-Tag gebunden werden soll, wurde die erste SQL-Anfrage
so erga¨nzt, dass sie neben dem Tabellennamen (Attribut Table Name) auch
die Liste der dazugeho¨rigen Prima¨rschlu¨ssel (Attribut Column Name) zuru¨ck-
gibt. Dazu war es notwendig, die bereits angefragte Tables-Tabelle mittels
Verbund mit der entsprechenden Tabelle, die Information u¨ber die Prima¨r-
schlu¨ssel entha¨lt, zu erweitern. Je nach Datenbanksystem ko¨nnen das un-
terschiedliche Tabellen sein. So wird bei MySQL dafu¨r die Columns-Tabelle,
bei PostgreSQL die Table Constraints- sowie die Key Column Usage-Tabelle
und bei H2 die Constraints-Tabelle genutzt. Besondere Herausforderung da-
bei war das korrekte Verbinden der Tabellen, da sie keinen ausgewiesenen
Prima¨rschlu¨ssel haben. Stattdessen musste der Join u¨ber mehrere Attribute,
die den Namen der Datenbank und den Namen der Tabelle beinhalten, aus-
gefu¨hrt werden.
Da eine Tabelle keinen, einen oder einen zusammengesetzten Prima¨rschlu¨ssel
haben kann, ist es zwingend notwendig, einen Left Join (beziehungsweise
Right Join, wenn man die Reihenfolge der Tabellen invertiert) zu verwenden.
Um die Spaltennamen bei einem zusammengesetzten Prima¨rschlu¨ssel in ei-
nem Datensatz kommasepariert zu gruppieren, wurde die Group By-Klausel
auf den Tabellennamen angewendet. Zusa¨tzlich musste in der Select-Klausel
die Funktion Group Concat() (bei PostgreSQL String Agg()) auf die Spalte
Column Name angewendet werden.
Damit beim Auslesen der Ergebnistabelle keine Exception kommt, muss
zusa¨tzlich darauf geachtet werden, dass der Spaltenname beim Ergebnis bei
allen Datenbanksystem der Gleiche ist. Das kann mit einer Umbenennung
realisiert werden. Damit bei den im Rahmen dieser Arbeit nicht beachte-
ten Datenbanksystemen die Datenstruktur auch weiterhin bestimmt werden
kann, war es no¨tig, bei diesen SQL-Anfragen eine generische Spalte in das
Ergebnis einzubauen, die immer den Wert null hat (SELECT table name,
null AS column name FROM ...).
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Fu¨r die Ermittlung der Fremdschlu¨ssel und Autoinkrementspalten konnte
dann die zweite SQL-Anweisung, die bisher nur die Columns-Tabelle ange-
fragt hat, genutzt werden.
Zur Bestimmung der Autoinkrementattribute wa¨re keine Anpassung des ur-
spru¨nglichen SQL-Statements no¨tig gewesen, da sich diese Information in der
Columns-Tabelle befindet (Attribut Column Default bei H2 und PostgreSQL,
Extra bei MySQL). Einzig die unterschiedlichen Attributwerte mussten be-
achtet werden. Wa¨hrend bei MySQL
”
auto increment“ als Attributwert ange-
geben werden, wird bei den anderen beiden Datenbanksystemen ein Verweis
auf den internen Index zuru¨ckgeliefert.
Fu¨r die Ermittlung der Fremdschlu¨ssel waren jedoch einige A¨nderungen not-
wendig. So mussten auch hier wieder mehrere Tabellen verbunden werden.
Je nach Datenbanksystem unterschieden sich dabei nicht nur die Namen der
Tabellen sondern auch die Anzahl der Tabellen, die beno¨tigt wurden, um an
alle Informationen zu kommen. So wurden bei PostgreSQL zusa¨tzlich die Ta-
bellen Key Column Usage, Table Constraints und Constraint Column Usage
beno¨tigt. Im Vergleich dazu wird bei MySQL die Tabelle Key Column Usage
hinzugenommen. Auch hier musste wieder der Left Join verwendet werden, da
ein Attribut entweder Fremdschlu¨ssel ist oder eben nicht. Wenn das Attribut
ein Fremdschlu¨ssel ist, dann ist es wichtig zu wissen, auf welches Attribut
sich dieses bezieht. Diese Informationen befinden sich ebenfalls in der Er-
gebnismenge. Bei der Erstellung der Datenbeschreibung ist dann darauf zu
achten, dass die ID, die im Attribut db-foreign-key angegeben wird, exakt
der ID des referenzierten Elementes entspricht, weil sonst beim Erstellen der
Datenbank im Zielsystem Fehler auftreten wu¨rden.
Da die SQL-Anweisung die Ergebnisse genauso zuru¨ckliefert, wie sie im Pro-
grammcode gebraucht werden, musste im Code nur eine neue Klasse ein-
gefu¨hrt werden. Diese dient dazu, die Daten der ersten SQL-Anfrage zu kap-
seln. Daher musste bei einigen Funktionen noch der Datentyp des Ru¨ckgabe-
wertes beziehungsweise der u¨bergebenen Parameter angepasst werden. Fu¨r
die Weitergabe der Ergebnisse der zweiten SQL-Anfrage musste eine Funk-
tion um zwei Parameter fu¨r Fremdschlu¨ssel und Autoinkremente erweitert
werden.
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Zusa¨tzlich wird nach der Erstellung der DFASDL noch die Richtigkeit der
Daten gepru¨ft. Dazu wird fu¨r jeden Wert von db-foreign-key gepru¨ft, ob ein
anderes Datenelement diesen Wert als ID besitzt. Andernfalls wird dem Nut-
zer eine Fehlermeldung ausgegeben und die Migration abgebrochen.
10.5 Erweiterungsmo¨glichkeiten
Die Prima¨rschlu¨ssel, Fremdschlu¨sselabha¨ngigkeiten und Autoinkrementeigen-
schaft ko¨nnen auch datenbasiert bestimmt werden. Jedoch verfolgt die Firma
Wegtam das Kredo, dass das System
”
dumm“ sein soll. Das heißt, dass in
das Zielsystem nicht mehr Informationen geschrieben werden sollen, als das
Quellsystem (explizit) bereitstellt.
Zudem ist der in [KPN15] vorgestellt Algorithmus zur Entdeckung von Fremd-
schlu¨sseln nicht geeignet, da er nur una¨re Beziehungen findet. Im Gegensatz
dazu erfu¨llt die Weiterentwicklung aus [PKQN15] die Anforderung, auch zu-
sammengesetzte Schlu¨ssel zu erkennen. Allerdings ist hier die exponentielle
Komplexita¨t sehr hoch. Eventuell ko¨nnte dieser Algorithmus in Zukunft als
optionales Feature eingebaut werden.
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11 Ausblick
Durch die Benchmarkergebnisse ergeben sich fu¨r die Entwickler von Tensei-
Data einige Aufgaben. So sollten weitere Konnektoren eingebaut werden,
um die Flexibilita¨t weiter zu steigern. Daru¨ber hinaus ko¨nnte das automati-
sche Mapping weiter ausgebaut werden, und auch eine datenbasierte Fremd-
schlu¨sselerkennung sowie die Duplikaterkennung sollten nicht aus den Augen
verloren werden. Zudem ist es wichtig, weiter innovative Ideen zu entwickeln,
um sich von Talend und anderen Migrationssystemen abzusetzen.
Zur weiteren Beurteilung von Tensei-Data ist es sinnvoll, das Tool mit einem
der Marktfu¨hrer im Bereich der Datenmigration zu vergleichen. Ideale Kan-
didaten ko¨nnten dabei die Tools von IBM, SAP und Oracle sein.
Ebenso sollte der Benchmark noch einmal wiederholt werden, wenn alle An-
forderungen erfu¨llt werden, um ein abschließendes Ergebnis zu berechnen.
Alternativ ko¨nnte auch ein anderer Benchmarktest verwendet werden, der
vielleicht andere Anforderungen stellt. Vom Umfang ko¨nnte der DIPBench
dafu¨r gut geeignet sein.
Zudem sollte das Verhalten bei gro¨ßer werdenen Datenmengen bei Tensei-
Data noch einmal genau betrachtet werden. Schon bei geringen Datenmenge
von 50.000 Datensa¨tzen wurde deutlich, dass das Verarbeiten der Daten im-
mer langsamer wurde.
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12 Fazit
Mit Blick auf die kurze Entwicklungszeit ist Tensei-Data bereits sehr weit
fortgeschritten. So ko¨nnen fast alle relevanten Anforderungen der Forschung
erfu¨llt werden. Die Anforderungen des Benchmarks ko¨nnen im Gegensatz
dazu nicht vollsta¨ndig erfu¨llt werden. So weist die Software bei der Migra-
tion von Textdateien noch einige Lu¨cken, wie das Filtern oder Aggregieren
von Daten, auf. Im Datenbankbereich ko¨nnen aber auch diese Forderungen
erfu¨llt werden. Einzig bei der Leistungsfa¨higkeit und der fehlenden Daten-
analyse zeigt die Software deutliche Schwa¨chen. Zudem ist das System noch
sehr fehleranfa¨llig, was zu ha¨ufigen Migrationsabbru¨chen fu¨hrt.
Auch im Vergleich mit Talend Open Studio schla¨gt sich Tensei-Data sehr
gut. Bei vielen Anforderungen sind beide Tools a¨hnlich gut; in einigen Fa¨llen
ist Tensei-Data sogar besser. Jedoch gibt es im Speziellen bei der Migration
aus Textdateien noch deutliches Verbesserungspotenzial gegenu¨ber Talend
Open Studio. Ebenso weist Talend Open Studio eine bedeutend gro¨ßere Lei-
stungsfa¨higkeit und Flexibilita¨t auf.
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