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SCALING LIMIT FOR THE ANT IN A SIMPLE
LABYRINTH
GE´RARD BEN AROUS, MANUEL CABEZAS, AND ALEXANDER FRIBERGH
Abstract. We prove that, after suitable rescaling, the simple random
walk on the trace of a large critical branching random walk converges to
the Brownian motion on the integrated super-Brownian excursion.
1. Introduction
The last decade has witnessed a resurgence of mathematical interest in
multi-dimensional random walk in random environment. We refer the reader
to [56], [49], [50], [41] and [13], for several surveys of the field.
Random walks in random environments (RWRE) is a subject deeply rooted
in physics which became popular because several models exhibit anomalous
behaviors. As an illustrative model, de Gennes in [17] proposed to study the
random walk on critical percolation clusters. This model is very difficult to
study and actually a proper definition of the infinite critical clusters is only
available for d = 2 (see [36]) and for large d (see [53] and [30]).
In high dimensions (currently meaning d ≥ 11, see [24] and [23]) infinite
critical clusters were defined using lace expansion (for a recent survey see [29]).
This technique allowed to obtained results (see [27]) which opened the door
to one of the first significant result concerning the ant in the labyrinth, [40],
where the authors proved the Alexander-Orbach conjecture (see [8]) stating
that the spectral dimension in this model is 4/3. This results was previ-
ously known for critical trees [11] and for critical oriented percolation [10]. A
detailed discussion of the Alexander-Orbach conjecture can be found in [41].
The technique of lace expansion was developed to study random graphs in
high dimensions that are critical. It allowed to prove that critical branching
random walks, oriented percolation, percolation and lattice trees have, in some
sense, similar universal large scale behavior. This is explained in more details
in Section 6 of [52]. Because of this, proving results for the simple random
walk on any of those models should provide a blueprint for results on other
models in the same universality class.
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Our goal in this paper is to prove that the properly normalized random
walk on the range of critical branching random walks converges to an object
known as the Brownian motion in the ISE (introduced in [16]). This provides a
sophisticated result on the dynamics on the simplest model in the universality
class of the critical percolation cluster. Our result is obtained by applying a
general abstract convergence theorem (Theorem 3.1) which is proved in [12].
1.1. The model. We begin by introducing the critical branching random
walk. For this, we will consider a critical Galton-Watson tree, which is a
branching process with i.i.d. offspring that are copies of a random variable Z
defined under a law P verifying E[Z] = 1 (excluding the case where Z = 1
a.s.). Given a random realization of a Galton-Watson tree T GW, we can con-
sider the simple random walk indexed by T GW, which means we will assign
a spatial location φT GW(u) ∈ Zd for every u ∈ T GW. First, the spatial loca-
tion φT GW(root) of the root is the origin of Zd. Then, each edge e ∈ T GW
gets assigned, in an i.i.d. manner, a random variable Xe which is distributed
according to the jump distribution of a simple random walk. The spatial lo-
cation φT GW(u) of a vertex u is the sum of the quantities Xe over all edges
e belonging to the simple path from the root to u in the tree. The couple
(T GW, φT GW) is a random spatial tree under a measure that we will still de-
note P. We will call this object the critical branching random walk. This
spatial tree can be viewed as a subgraph of Zd, by considering the graph
ω with vertices given by {x ∈ Zd, x = φT GW(u) with u ∈ T GW} and edges
given by {[x1, x2] ∈ E(Z)d, xi = φT GW(T GW(ui)) for i ∈ {1, 2} with [u1, u2] ∈
E(T GW)}. Obviously, this embedded subgraph is not necessarily a tree.
In this paper, we will be mainly interested in large critical branching random
walks, obtained by our previous construction under the measure Pn := P[ · |∣∣T GW∣∣ = n], where ∣∣T GW∣∣ denotes the vertex cardinality of T GW. In this case
we will denoted the spatial tree by (T GWn , φT GWn ) and the random embedded
graph (which is φT GWn (T GWn )) by ωn.
In this paper we are going to study the simple random walk (Xωnm )m∈N,
started from 0, on the range ωn of the large critical branching random walks.
1.2. Main result. It is well known that ωn properly rescaled has a scaling
limit called the integrated super-Brownian excursion (ISE) (introduced in [6])
and there is a natural dynamic on this object called the Brownian motion on
the ISE (introduced in [16]). We delay a detailed description of these objects
to Section 2. Our main result is that
Theorem 1.1. Let us take d > 14, assume 1 that E[Z] = 1, σ2Z = Var(Z) ∈
(0,∞) and E[exp(λZ)] < ∞ for some λ > 0. There exists constants ν > 0,
1The probability measure Pn can asymptotically only be defined if the distribution of
Z is not supported on a lattice. We make this assumption in this theorem for simplicity.
3ρ1 > 0 and σ > 0 such that, under Pn we have
(n−1/4Xωn
tn3/2
)t≥0 → (
√
σBISE
ν−1σ−1ρ−11 t
)t≥0,
where BISE is the Brownian motion on the ISE and the convergence is an-
nealed and occurs in the topology of uniform convergence over compact sets.
We have σ = 2/σZ and the definitions of ν and ρ1 can be found at (7.1)
and (5.1).
This theorem is proved at the end of Section 3.4.
Remark 1.1. In [16], Croydon proved that the Brownian motion on the ISE
appeared in the scaling limit of a sequence of processes, (n−1/4φn(Y
T GWn
tn3/2
))t≥0
where (Y
T GWn
m )m∈N is the simple random walk on T GWn .
It is important to notice that, in nature, the process considered by Croy-
don is very different from the one we consider in this paper. In essence
(φT GWn (Ym))m≥0 is a random walk on a tree, which is then embedded. In our
case Xn is random walk on a graph that contains loops. This adds significant
complexity to the analysis of the problem.
The models have similar scaling limits because asymptotically the loops of
ωn are microscopic and their only effect, in the limit, is to speed up the random
walk down by a factor (ρν)−1 > 1.
Our result on large critical branching random walks, Theorem 1.1, is ob-
tained as a application of an abstract result available in [12]. We decided to
postpone the statement of this theorem because it requires a large amount of
notations (see Theorem 3.1).
Finally, let us emphasize that in order to obtain Theorem 1.1 we need to
prove that the resistance metric and the graph metric are proportional in high
dimensions (this result does not hold for d < 6, see [34]). This statement is
of interest on its own right and one way it can be formulated precisely is as
in Theorem 3.3. This answers a question raised in Section 1.8 (iii) of [10].
1.3. Notations. Given a graph G, we will denote V (G) the set of its vertices
and E(G) the set of its edges. For x ∈ G and k ∈ R, we will write BG(x, k)
for the ball of k centered at x in the natural metric induced by G.
Given a rooted tree T , we denote H(T ) the associated height of the under-
lying tree, i.e. the largest non-empty generation, and for any i ≤ H(T ) we
denote Zi(T ) (or simply Zi) the number of offspring at level i in T .
However, if this was not verified one could get a similar theorem by restricting the conver-
gence to a sub-sequence of the form (dn)n≥0 where d is the largest integer such that Z/d
is an integer almost surely
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The constants in this paper will typically be denoted c (for lower bounds)
and C (for upper bounds) and implicitly assumed to be positive and finite.
Their value may change from line to line.
This paper contains a significant amount of notation, so we decided to
include a glossary of notation at the end of the paper to help the reader.
1.4. Organization of the paper. We start by introducing some notations
related to the Brownian motion on the ISE in Section 2. This will allow us to
state the precise conditions that imply convergence to the Brownian motion
on the ISE in Section 3. We will then proceed to prove those conditions in
the final sections.
The first condition is a resistance estimate, which is the most difficult of this
paper. It is done in two parts: we start by introducing objects and techniques
related to infinite and bi-infinite versions of critical branching random walks
see Section 4. Those objects are subsequently used in Section 5 to prove that
the resistance and the intrinsic metric are proportional for branching random
walks in high dimensions.
The second condition relates to the spatial geometry of critical branching
random walks. This problem is addressed in Section 6. The third and fi-
nal condition is an estimate on the asymptotic volume distribution which is
tackled in Section 7.
The paper ends with an appendix with basic estimates on branching random
walks and a glossary of notations.
2. The Brownian motion on the ISE
2.1. Real trees and spatial trees. Before defining the Brownian motion
on the ISE it is necessary to actually define the ISE. For this, we choose to
introduce the formalism of real trees and spatial trees of which the ISE is
the canonical random example. For this we follow, almost to the word, notes
from Le Gall (see [43]).
2.1.1. Real trees.
Definition 2.1. A metric space (T, dT ) is a real tree (R-tree) if the following
two properties hold for every σ1, σ2 ∈ T .
(1) There is a unique isometric map fσ1,σ2 from [0, dT (σ1, σ2)] into T such
that fσ1,σ2(0) = σ1 and fσ1,σ2(dT (σ1, σ2)) = σ2.
(2) If q is a continuous injective map from [0, 1] into T , such that q(0) = σ1
and q(1) = σ2, we have q([0, 1]) = fσ1,σ2([0, dT (σ1, σ2)]).
A rooted real tree is a real tree (T, dT ) with a distinguished vertex called the
root.
5Let us consider a rooted real tree (T, d). The range of the mapping fσ1,σ2
in (1) is denoted by [σ1, σ2] (this is the line segment between σ1 and σ2 in
the tree). In particular, for every σ ∈ T , [root, σ] is the path going from the
root to σ, which we will interpret as the ancestral line of the point σ. More
precisely we can define a partial order on the tree by setting σ 4 σ′ (σ is an
ancestor of σ′) if and only if σ ∈ [root, σ′], and, σ ≺ σ′ if σ 4 σ′ and σ 6= σ′.
If σ, σ′ ∈ T , there is a unique η ∈ T such that [root, σ]∩[root, σ′] = [root, η].
We write η = σ ∧ σ′ and call η the most recent common ancestor to σ and σ′.
Finally, let us observe that for any three points σ1, σ2, σ3 of a real tree
T there exists a unique branching point bT (σ1, σ2, σ3) ∈ T that satisfies
bT (σ1, σ2, σ3) ∈ T = [σ1, σ2] ∩ [σ2, σ3] ∩ [σ3, σ1].
There are collections of real trees that cannot be distinguished as metric
spaces. For compact rooted real trees (which are the only type of real trees
we consider in this paper) two rooted real trees are equivalent if and only if
there exists a root preserving isometry between them. For our purposes, this
subtlety will not be relevant and we will not make any distinction between a
tree and its equivalence class. See [43] for more details.
A way to construct real trees
There is a simple way of constructing compact real trees. We consider
a (deterministic) continuous function g : [0,∞) −→ [0,∞) with compact
support and such that g(0) = 0 and g(x) = 0 for x larger than some x0 > 0
but g is not identically zero.
For every s, t ≥ 0, we set
mg(s, t) = inf
r∈[s∧t,s∨t]
g(r),
and
(2.1) dg(s, t) = g(s) + g(t)− 2mg(s, t).
We then introduce the equivalence relation s ∼ t iff dg(s, t) = 0 (or equiv-
alently iff g(s) = g(t) = mg(s, t)). Let Tg be the quotient space
(2.2) Tg = [0,∞)/ ∼ .
Obviously the function dg induces a distance on Tg, and we keep the nota-
tion dg for this distance. Viewing the equivalence class of 0 as the root, this
means we have the following (see [20])
Theorem 2.1. The metric space (Tg, dg) is a rooted real tree.
We will call Tg the real tree coded by g.
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2.1.2. Spatial trees.
Definition 2.2. A (d-dimensional) spatial tree is a pair (T, φT ) where T is a
real tree and φT is a continuous mapping from φT into R
d.
Remark 2.1. Two spatial trees (T, φT ) and (T
′, φT ′) are said to be equivalent
if and only if there exists a root preserving isometry pi from T to T ′ such that
φT = φT ′ ◦ pi. In Section 3.3.1, we will define a topology on spatial trees,
which will actually be a topology on the equivalence classes of spatial trees
with respect to the previous relation. Nevertheless, for our purposes it does
not pose a problem to identify a tree with its equivalence class.
Let T be a compact rooted real tree with a metric d. We may consider the
Rd-valued Gaussian process (φT (σ), σ ∈ T ) whose distribution is characterized
by
E[φT (σ)] = 0 ,
cov(φT (σ), φT (σ
′)) = d(root, σ ∧ σ′) Id ,
where Id denotes the d-dimensional identity matrix.
This corresponds to a Brownian embedding of T into Rd. The formula for
the covariance is easy to understand if we recall that σ∧σ′ is the most recent
common ancestor to σ and σ′, and so the ancestors of σ and σ′ are the same
up to level d(root, σ ∧ σ′).
Under certain assumptions, that will be verified in our context (see (8)
in [43] for details) the process (φT (σ), σ ∈ T ) has a continuous modification.
We keep the notation φT for this modification.
Given a real tree T , we denote byQT the law of the spatial tree (T, (φT (σ), σ ∈
T )) (provided it exists).
2.1.3. Graph spatial trees. Let us now present a notion introduced by Croydon
in [16].
Definition 2.3. If a spatial tree (T, (φT (σ), σ ∈ T )) is such that T is a finite
tree with finite edge length, we say that (T, (φT (σ), σ ∈ T )) is a graph spatial
tree.
Given a graph spatial tree (T, (φT (σ), σ ∈ T )), we can assign a probability
measure λT defined as the renormalized Lebesgue measure (so that the λT -
measure of a line segment in T is proportional to its length).
A simple way to construct graph spatial trees
There is a simple way to construct a rooted graph spatial tree from a rooted
spatial tree (T, dT , φT ). For this we consider a sequence (σi)i∈N of elements of
7a real tree T . Fix K ∈ N. We define the reduced subtree T (σ1, . . . , σK) to be
the graph tree with vertex set
V (T (σ1, . . . , σK)) := {bT (σ, σ′, σ′′) : σ, σ′, σ′′ ∈ {root, σ1, . . . , σK}},
and graph tree structure induced by the arcs of T , so that two elements σ and
σ′ of V (T (σ1, . . . , σK)) are connected by an edge if and only if σ 6= σ′ and also
[σ, σ′] ∩ V (T (σ1, . . . , σK)) = {σ, σ′}. We set the length of an edge {σ, σ′} to
be equal to dT (σ, σ
′) and we extend the distance linearly on that edge. This
allows us to view T (σ1, . . . , σK) as a graph spatial tree.
This spatial graph tree will be denoted (TK,(σi), dTK,(σi), φTK,(σi)). The as-
sociated normalized probability measure is denoted λφ
TK,(σi)
(TK,(σi)). The de-
pendence on (σi) will often be dropped in the notation when the context is
clear.
2.2. Definition of the CRT , the ISE and the BISE. In this section our
goal is to introduce the “canonical random object” associated to real trees,
spatial trees, graphs spatial trees and dynamics in these objects.
2.2.1. The continuum random tree (CRT). Denote by (et)0≤t≤1 a normalized
Brownian excursion. Informally, (et)0≤t≤1 is just a Brownian path started at
the origin and conditioned to stay positive over the time interval (0, 1), and
to come back to 0 at time 1 (see e.g. Sections 2.9 and 2.12 of Itoˆ and McKean
[31] for a discussion of the normalized excursion). We extend the definition
of et by setting et = 0 if t > 1. Then the (random) function e satisfies the
assumptions of Section 2.1.1 and we can thus consider the real tree Te, which
is a random variable with values real trees.
Definition 2.4. The random real tree Te is called the Continuum Random
Tree (CRT) and will be often denoted (T, dT) . We write Ξ to denote its law.
The CRT was initially defined by Aldous [3] with a different formalism,
but the preceding definition corresponds to Corollary 22 in [5], up to an
unimportant scaling factor 2.
We can define a natural volume measure on T by projecting the Lebesgue
measure on [0, 1], i.e. for any open A ⊆ T, we set
(2.3) λT(A) = Leb{t ∈ [0, 1], [t] ∈ A},
where [t] denotes the equivalence class of t with respect to the relation defined
at (2.2).
One major motivation for studying the CRT is the fact that it occurs as the
scaling limit of critical Pn-Galton-Watson trees. In particular, recalling the
notations of the introduction, we have the following (see Theorem 3.1 in [43]
which is a simple consequence of Theorem 23 in [5])
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Theorem 2.2. Assume that the offspring distribution Z is critical, with finite
variance σ2 > 0 and is aperiodic. Then the rescaled real tree (GWn,
σ
2
√
n
dGWn)
chosen under Pn converges to the CRT, where the convergence occurs in dis-
tribution with the Gromov-Hausdorff topology.
2.2.2. The integrated super-Brownian excursion (ISE). We will combine the
CRT with d-dimensional Brownian motions started from x = 0, in the way
explained in Section 2.1.2. Precisely this means that we are considering the
probability measure on spatial trees defined by
M =
∫
Ξ(dT)QT.
Recall the notation λT for the uniform measure on T (this makes sense
Ξ(dT) a.s.).
Definition 2.5. The random probability measure λφT(T) on Rd defined under
M by λφT(T) := λT ◦ φ−1
T
is called d-dimensional ISE (for Integrated Super-
Brownian Excursion).
Note that the topological support of ISE is the range of the spatial tree, and
that ISE should be interpreted as the uniform measure on this set. We will
often abuse the terminology and write ISE to mean its topological support.
We will write φT(T) to designated this set.
The random measure ISE was first discussed by Aldous [6]. It occurs in
various asymptotics for models of statistical mechanics (see in particular [18]
and [28]).
2.2.3. The Brownian motion on the ISE: BISE. We are now going to define
a canonical dynamic on the ISE. For this we will start by discussing the
Brownian motion on the CRT.
Let (T, dT ) be any real tree and ν a (Borelian) probability measure on T .
It was suggested by Aldous [4] that a Brownian motion on (T, dT , ν) should
be a strong Markov process with continuous sample paths that is reversible
with respect to its invariant measure ν and satisfies the following properties,
(1) For σ1, σ2 ∈ T with σ1 6= σ2, we have
P T,νσ (Tσ1 < Tσ2) =
dT (b
T (σ, σ1, σ2), σ2)
dT (σ1, σ2)
, ∀σ ∈ T,
where Tσ := inf{t > 0, XTt = σ} is the hitting time of σ ∈ T .
(2) For σ1, σ2 ∈ T , the mean occupation measure for the process started
at σ1 and killed on hitting σ2 has density
2dT (b
T (σ, σ1, σ2), σ2)ν(dσ) ∀σ ∈ T.
9These properties guarantee the uniqueness of the Brownian motion on
(T, dT , ν).
The existence of such a process follows from techniques of resistance forms
(see [38] for an introduction on resistance forms). More specifically, it was
proved in Section 6 of [16] that
Proposition 2.1. Let (T, dT ) be a compact real tree, ν be a finite Borel mea-
sure on T that satisfies ν(A) > 0 for every non-empty open set A ⊆ T and
(ET ,FT ) be the resistance form associated with (T, dT ). Then (12ET ,FT ) is a
local, regular Dirichlet form on L2(T, ν), and the corresponding Markov pro-
cess BT,ν is the Brownian motion on (T, dT , ν).
For d ≥ 8, it can be proved that φT is injective from T (the CRT) to
φT(T) (the range of the ISE), see Proposition 3.5. in [16]. This means φT is
actually and isometry between (T, dT) and (φT(T), dφT(T)) which sends λT to
λφT(T). Hence, (φT(T), dφT(T)) is a real tree and this allows us to define easily
a process, which in the sense defined by Aldous, is the Brownian motion on
the ISE in Zd for d ≥ 8.
Proposition 2.2. For Ξ-a.e. T, the Brownian motion BCRT on (T, dT, λ
T)
exists. Furthermore if d ≥ 8, for M-a.e. (T, φ), the Brownian motion BISE
on (φT(T), dφT(T), λ
φ(T)) exists and, moreover, BISE = φT(B
CRT ).
Since the map φT : T → Rd is continuous for M-a.e. spatial trees (T, φT)
the law of BISE is, M-a.s., a well-defined probability measure on C(R+,R
d).
2.2.4. Approximating the ISE and the BISE using graph spatial trees. It will
be useful for us to approximate the ISE (and the BISE) by a graph spatial tree
(and a process on this graph spatial tree). Indeed, the topological structure
of the graph spatial tree is much simpler which makes it easier to study. This
is an idea that was already used by Croydon in Section 8 of [16] (building on
ideas he developed in [15]).
Consider T a realization of the CRT and (Ui)i∈N chosen according to (λT)⊗N.
Fix K ∈ N . We can use the construction described in Section 2.1.3 to define a
graph spatial tree, which we call K-ISE and denote (T(K), dT(K), φT(K)), where
T(K) is called K-CRT . We recall that this object comes with a probability
measure λφ
T(K)
(T(K)), which is the normalized Lebesgue measure on T
(K). For
the sake of simplicity we will denote λφ
T(K)
(T(K)) as λ
(K)
T
.
It is also interesting to note that T(K) has no point of degree more than 3,
indeed, by Theorem 4.6 in [20], it is known that Ξ-a.s. for any x ∈ T the set
T \ {x} has at most three connected components.
Once again, Proposition 2.1 allows us to define a Brownian motion B(K)
in (T(K), dT, λ
(K)
T
), where λT(K) is the Lebesgue measure in T
(K) normalized
10 G. BEN AROUS, M. CABEZAS, AND A. FRIBERGH
to be a probability measure. Also, we define the Brownian motion BK−ISE
on the K-ISE (φ(K)(T(K)), dφ(K)(T(K)), λφ(K)(T(K))). It can be shown (in essence
equation (8.3) of [16]) that
Proposition 2.3. We have that BK−ISE converges to BISE as K → ∞,
in distribution in the topology of uniform convergence (over compact sets) in
C(R+,R
d) for M ⊗ (λT)⊗N-a.e. realization of (T, dT, φT, (Ui)i∈N).
3. Abstract convergence theorem
3.1. Construction of the skeleton of a graph.
3.1.1. Decomposing the graph along cut-points. Let G be a rooted finite graph
that is connected.
Definition 3.1. We call cut-bond any edge e ∈ E(G) whose removal discon-
nects G. By definition only one of the endpoints of a cut-bond is connected to
the root and any such point is called a cut-point.
We denote Vcut(G) the set of cut-points of G, which we assume to be non-
empty.
Let us now consider a sequence (xi)i∈N of points Vcut(G). Fix K ∈ N, we
construct the graph G(K) in the following manner
(1) the vertices of G(K) are the set of all cut-points that lie on a path the
root to an xi for i ≤ K,
(2) two vertices of G(K) are adjacent if there exists a path connecting
them which does not use any cut-point.
The new graph G(K) will be rooted at root∗ which is the first cut-point on
the path from the root to x0.
It is elementary to notice that this graph is composed of complete graphs
glued together, indeed the removal of all cut-bonds in G results in a graph
several connected components. Those connected components with the cut-
bond that link then are called bubbles. All cut-points corresponding to cut-
bonds with at least one end in the same bubble are inter-connected.
Definition 3.2. We will say that a graph G(K) is thin if it does not contain
any subgraph that is a complete graph apart from segments and triangles.
We would typically expect G to be thin if G has many cut-bonds and the
random variables Vi are uniformly distributed.
3.1.2. Approximating a thin graph by a graph spatial tree. Let us assume that
G(K) is thin. We are now going to perform a technical operation, that will
be helpful to complete our proofs. In essence we are trying to build a graph
spatial tree that will approximate G(K) well.
11
root
cut-bonds
bubble
Figure 1. Construction of G(K), obtained by a sequence
(xi)i∈N covering the whole graph
We want to turn the triangles present in G(K) into stars in order to turn
out thin graph into a tree, this procedure will add one point for every triangle
present in the graph.
Step 1: Turning G(K) into a tree T (G,K)
For every triangle (x, y), (y, z), (z, x) ∈ E(G(K)), we remove the edges
(x, y), (y, z), (z, x) and we introduce a new vertex vx,y,z and new edges (x, vx,y,z),
(y, vx,y,z), (z, vx,y,z). We denote T (G,K), the tree obtained by this construction.
We denote V (T (G,K)) the vertices of T (G,K) and V ∗(T (G,K)) the vertices
which are not of the form vx,y,z (which are actually the vertices of G(K)).
Similarly, we denote E(T (G,K)) the edges of T (G,K) and E∗(T (G,K)) the
edges which are not of the form (x, vx,y,z), (y, vx,y,z), (z, vx,y,z).
Finally, for x, y ∈ V ∗(T (G,K)), we write x ∼∗ y if there exists no z ∈
V ∗(T (G,K)) which lies on the path from x to y. This means that x and y were
neighbours before the star-triangle transformation, or equivalently that they
are connected by a bubble (see for example x, y and z in Figure 2).
Since the tree T (G,K) is rooted (at root∗) it comes with a natural notion of
ancestry. For x ∈ T (G,K), we denote
−−−−→
T (G,K)x , the set of points of T (G,K) which
are descendants of x.
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root
y
z
x
x
y
z
vx,y,z
root
TG(5)
Points added
Selected points
x0
*
Figure 2. Construction of T (G,5) from a graphG. Even though
the bubble of x, y and z has four neighbouring bubbles, the
graph is still thin because the bubble on the left does not lead
to a selected point xi
Step 2: Turning T (G,K) into a real tree by adding a metric
The tree T (G,K) comes with a natural metric by setting
(1) for (x, y) ∈ E∗(T (G,K)), we set dT (G,K)(x, y) = dG(x, y),
(2) for any triple of edges (x, vx,y,z), (y, vx,y,z), (z, vx,y,z), where x is the
ancestor of y and z, we set
dT (G,K)(x, vx,y,z) =
dG(x, y) + dG(x, z)− dG(z, y)
2
,
dT (G,K)(y, vx,y,z) =
dG(x, y) + dG(y, z)− dG(x, z)
2
and
dT (G,K)(z, vx,y,z) =
dG(x, z) + dG(y, z)− dG(x, y)
2
.
13
Note that this assignment of distances keeps consistency in the sense
that
dG(x, y) = dT (G,K)(x, vx,y,z) + dT (G,K)(y, vx,y,z),
dG(x, z) = dT (G,K)(x, vx,y,z) + dT (G,K)(z, vx,y,z)
and
dG(y, z) = dT (G,K)(y, vx,y,z) + dT (G,K)(z, vx,y,z).
(3) the distance grows linearly along an edge.
Our choice for the distances in the second part is arbitrary but it will not
have an significant impact on our proof. It can be noted that this distance
conserves the distance from root∗ to any point in V ∗(T (G,K)).
Step 3: Assigning a spatial location to the points in T (G,K)
Finally we want to view our tree as a spatial tree embedded in Rd, i.e. we
want to find an embedding of the edges into Rd.
Any vertex of V ∗(T (G,K)) is assigned its original location in G. Moreover
the vertices vx,y,z are mapped to the barycenter of x, y and z. We write φG(K)
this map.
If (x, y) ∈ E(T (G,K)), then the point z ∈ [x, y] which is at a dT (G,K)-distance
αdT (G,K)(x, y) along the edge (x, y) is mapped to the point which is at dis-
tance αdZd(φG(K)(x), φG(K)(y)) along the R
d-geodesic between φG(K)(x) and
φG(K)(y). This extends φG(K) to a map from T (G,K) to Rd.
In particular the notation φG(K)(e), for e ∈ E(T (G,K)), corresponds to a
segment of Rd.
3.1.3. A natural resistance metric on the skeleton. Let us now endow T (G,K)
with a resistance metric. We refer the reader to [47] for a background on
resistances, time reversibility and electrical network theory which are central
notions for the remainder of the paper.
First, for all (x, y) ∈ E∗(T (G,K)), we set RT (G,K)eff (x, y) as the effective re-
sistance between x and y in the graph G (where edges in G have resistance
1).
Let us consider a triangle (x, y), (y, z), (z, x) ∈ E(G(K)). We denote PGx
the law of a simple random walk on the graph G started at x. For any set
A ∈ V (G), let
(3.1) TA = inf{l ≥ 0 : Xl ∈ A} and T+A = inf{l > 0 : Xl ∈ A}.
If A = {x} we write Tx, T+x instead of T{x}, T+{x}. We set
R
G(K)
eff (x, y)
−1 := pi(x)PGx [Ty < Tz ∧ T+x ]
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where pi is number of neighbors of x in G, which is the invariant measure
associated to unit resistances on G (note that this procedure defines the re-
sistances of all three edges corresponding to a triangle).
R
G(K)
eff (x, z)
−1 := pi(x)Px[Tz < Ty ∧ T+x ]
and
R
G(K)
eff (y, z)
−1 := pi(y)Py[Tz < Tx ∧ T+y ].
We could have defined the corresponding quantities R
G(K)
eff (y, x), R
G(K)
eff (z, x)
and R
G(K)
eff (z, x) in an analogous way and, by time reversibility we would
have obtained that R
G(K)
eff (x, y) = R
G(K)
eff (y, x), R
ωn
eff (x, z) = R
G(K)
eff (z, x) and
R
G(K)
eff (y, z) = R
G(K)
eff (z, y).
Next, it only remains to define the values of Reff for the edges of T (G,K)
containing the artificial vertex vx,y,z using the star-triangle transformation.
That is
RT
(G,K)
eff (x, vx,y,z) =
R
G(K)
eff (x, y)R
G(K)
eff (x, z)
R
G(K)
eff (x, y) +R
G(K)
eff (y, z) +R
G(K)
eff (z, x)
,
RT
(G,K)
eff (y, vx,y,z) =
R
G(K)
eff (x, y)R
G(K)
eff (y, z)
R
G(K)
eff (x, y) +R
G(K)
eff (y, z) +R
G(K)
eff (z, x)
and
RT
(G,K)
eff (z, vx,y,z) =
R
G(K)
eff (x, z)R
G(K)
eff (y, z)
R
G(K)
eff (x, y) +R
G(K)
eff (y, z) +R
G(K)
eff (z, x)
.
Taking x, y ∈ V (T (G,K)), we know that there is a unique simple path
x0, . . . , xl in V (T (G,K)) from x to y and this allows us to set RT (G,K)eff (x, y) =∑l−1
i=0R
T (G,K)
eff (xi, xi+1). This is the natural definition in view of the law of
resistance in series and the fact that points in V ∗(T (G,K)) are cut-points.
The resistance defines a metric on V (T (G,K)) that we denote dresT (G,K) .
Remark 3.1. Those definitions were chosen so as to have the following prop-
erty: for all x, y ∈ V ∗(T (G,K)), we have
RGeff(x, y) = R
T (G,K)
eff (x, y),
a fact which is proved in [12].
3.1.4. Adding a measure associated to the volume of the graph. We are going
to add a measure to our graph T (G,K).
For any x ∈ G, let pi(G,K)(x) be the unique v ∈ V ∗(T (G,K)) separating x
from the origin and such that for any v′ ∈ V ∗(T (G,K)) with v′ separating x
from the origin and v′ 6= v we have that v′ ≺ v. That is, when going from
root∗ to x, the point pi(G,K)(x) is the last cut-point crossed before reaching x.
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In the case where x is not separated from the origin by a cut-bond, i.e. x is
in the bubble of the origin, then we set pi(G,K)(x) = root∗ by convention. .
Now for x ∈ V ∗(T (G,K)), let vT (G,K)(x) := #{(y, z) ∈ E(G) : pi(G,K)(y) =
x and y 6= x}. We use this to define a measure on V (T (G,K)).
µ(G,K) :=
∑
x∈V ∗(T (G,K))
vT (G,K)(x)δx.
3.1.5. Another way of viewing T (G,K) as graph spatial tree. For our future
purpose it will be convenient to be able to introduce a reduced version of
T (G,K) where we view it as a graph spatial tree with a number of vertices
between K + 1 and 2K + 1 (whereas T (G,K) typically has a high number of
vertices if G is large). This distinction will be important for the Definition 3.5.
It will be a graph spatial tree denoted (T(G,K), dT(G,K) , φT(G,K)) which is
obtained by a procedure similar to that of Section 2.1.3. In the notations of
that section this spatial graph is ((T (G,K))K,(xi), d(T (G,K))K,(xi), φ(T (G,K))K,(xi)).
In words this simply means we restrict the tree structure T (G,K) to the
subgraph obtained from the points root∗, x0, . . . , xK and the branching points
that these points created. Hence, the vertices of T(G,K) are
V (T(G,K)) := {root∗, x0, . . . , xK} ∪ (V (T (G,K)) \ V ∗(T (G,K))),
(the set on the right-hand side of the union being the branching points) and
the edges E(T(G,K)) are the ones induced by the tree structure of T (G,K).
Remark 3.2. It is important to note that the distance, the resistance distance
and the embedding we assign to T(G,K) coincide with those assigned to T (G,K).
This will allow us to use, e.g., dT (G,K) to signify dT(G,K) .
3.2. Setting for the abstract theorem. In this section, we will consider
a sequence of random graphs (Gn)n∈N chosen under a measure Pn, which in
practice will be large critical structures. The n will quantify the order of the
volume of Gn, which in turn means (in the universality class we are interested
in) that the intrinsic distances between points in Gn is of the order of n
1/2
and the extrinsic distances are of the order n1/4. Our eventual goal is to study
(XGnm )m∈N which is the simple random walk on Gn.
Our construction will rely on a sequence of i.i.d. random variables (V ni )i∈N
supported on cut-points. In practice this sequence should be asymptotically
close to uniform random variables.
Definition 3.3. For n ∈ N, we say that (Gn, (V ni )i∈N)n∈N is a sequence of
random augmented graphs.
Fix K ∈ N. If the graph Gn(K) constructed from (Gn, (V ni )i∈N)n∈N is
thin, then the construction of the skeleton of the previous section can be
carried out. In order to lighten the notations, we will write G(n,K), T (n,K),
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cut-bonds
cut-bonds
in T (n;K)
root
Sausage
Figure 3. The sausage corresponding to a specific cut-bond.
T(n,K), V ∗(T (n,K)), φ(n,K), v(n,K), R(n,K)eff and pi(n,K) forGn(K), TGn(K), T(Gn,K),
V ∗(T (Gn,K)), φGn(K), vTGn(K), RT
(G,K)
eff and pi
(Gn,K) and we also introduce the
rescaled quantities d(n,K)(·, ·), d(n,K)res (·, ·) and µ(n,K) for n−1/2dTGn(K)(·, ·), n−1/2dresTGn(K)(·, ·)
and n−1µ(Gn,K). All those quantities were defined in Section 3.1.
We recall that d(n,K)(·, ·) (resp. φ(n,K)) is a distance on (resp. embedding
of) T(n,K) because of Remark 3.2.
3.2.1. Asymptotically thin graphs. For any x ∈ V ∗(Tn(K)), we call K-sausage
of x the set {y ∈ Gn, pi(n,K)(y) = x}.
Note that a sausage is typically much large than the corresponding bubble
because it also contains bubbles of Gn which are not in Tn(K). We introduce
(3.2) ∆
(n,K)
Zd
:= max
x∈V ∗(Tn(K))
DiamZd({y ∈ Gn, pi(n,K)(y) = x}),
where DiamZd(A) := max{dZd(x, y) : x, y ∈ A}, for any A ⊂ Zd. We also
introduce
(3.3) ∆
(n,K)
Gn
:= max
x∈V ∗(T (n,K)n )
DiamGn({y ∈ Gn, pi(n,K)(y) = x}),
where DiamGn(A) := min{dGn(x, y) : x, y ∈ A} for any A ⊂ Zd, and dGn is
the graph distance in Gn. In our context, we want to extend the definition of
thin graph (see Definition 3.2).
Definition 3.4. We say that a sequence of random augmented graphs (Gn, (V
n
i )i∈N)n∈N
is asymptotically thin if
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(1) for all K ∈ N, we have
lim
n→∞
Pn[G
(n,K) is thin] = 1.
(2) for all ε > 0, we have
lim
K→∞
sup
n∈N
Pn
[
n−1/4∆(n,K)
Zd
> ε
]
= 0
and
lim
K→∞
sup
n∈N
Pn
[
n−1/2∆(n,K)Gn > ε
]
= 0.
A sequence of random graphs will typically be asymptotically thin if they
contain, in the limit, a dense set of cut-points. This hypothesis should be
verified in all models that are in the universality class of the ISE.
The first part of the definition states that it is unlikely for four larges
branches to emanate from the same bubble. It should be noted that in the ISE
this property is verified (see Section 2.2.4). The second part of the condition
is related to the fact that there are no parts of Gn that have macroscopic (Z
d
and intrinsic) length but where there are no cut-points.
A key property of asymptotically thin graphs is that the K-skeleton is, for
largeK, a good approximation of the whole graph as proved in the companion
paper [12].
Remark 3.3. If a sequence (Gn, (V
n
i )i∈N)n∈N is asymptotically thin, then the
notation T (n,K) and T(n,K) make sense with probability going to 1 since these
objects can be constructed with the methods of Section 3.1. The conditions
which will involve T (n,K) and T(n,K) (condition (G) of definition 3.5 and con-
dition (V ) of definition 3.6) are all asymptotical in n. Hence, they are not
affected by the fact that T (n,K) is not defined on an event of small probability.
We will thus allow ourselves a slight abuse of notation in the statement of
these conditions.
3.3. Conditions for convergence towards BISE. We are now going to
introduce three conditions that are the central hypotheses for our abstract
theorem.
3.3.1. Condition (G): asymptotic shape of the graph. Let us define a distance
D on graph spatial trees (defined in Section 2.1.3). Here, we follow Section 7
of [16].
For (T, d, φ) a graph spatial tree, write T ∗ for the shape of the tree (T with
a prescribed ordering) and |e1| , . . . , |el| for the lengths of the edges (according
to the lexicographical order of T ∗).
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Take two graph spatial trees (T, d, ψ) and (T ′, d′, ψ′). If T ∗ 6= T ′∗, then we
set d1(T, T
′) =∞ and otherwise we set
(3.4) d1(T, T
′) := sup
i
||ei| − |e′i|| .
Now if T ∗ = T ′∗, we have a homeomorphism ΥT,T ′ : ψ(T ) → ψ(T ′) such
that if x ∈ ψ(T ) is at a distance α |e| along the edge e is mapped to the point
x′ ∈ ψ′(T ′) which is at distance α |e′| along the corresponding edge d′. We
then set
d2(T, T
′) := sup
x∈ψ(T )
dRd(ψ(x), ψ
′(ΥT,T ′(x))).
This yields a metric
(3.5) D((T, d, ψ), (T ′, d′, ψ′)) := (d1(T, T ′) + d2(T, T ′)) ∧ 1
on graph spatial trees. The importance of this metric stems from the following
result, see Lemma 7.1. in [16] (recall that λT is the normalized Lebesgue
measure on the tree).
Proposition 3.1. Suppose ((T
′
n, d
′
n, ψ
′
n))n∈N is a sequence of graph spatial
trees that converge with respect to the metric D to a graph spatial tree (T
′
, d
′
, ψ
′
).
For each n, let Bn be the Brownian motion on the spatial tree (T
′
n, d
′
n, λT ′n)
and let B be the Brownian motion on the spatial tree (T
′
, d
′
, λT ′ ) (defined with
Proposition 2.1). Then (ψn(B
n))n∈N converges to (ψ(B)) in distribution for
the topology of uniform convergence on compact sets.
This distance allows us to define our first condition (relevant definitions can
be found at Definition 3.3, Definition 3.4 and Remark 3.3).
Definition 3.5. Condition (G): We say that a sequence of asymptotically
thin random augmented graphs (Gn, (V
n
i )i∈N)n∈N satisfies condition (G)σd,σφ
if there exists σd, σφ > 0 such that for all K ∈ N, the sequence of graph spatial
trees ((T(n,K), d(n,K)(·, ·), n−1/4φ(n,K)))n∈N converges weakly to a rescaled K-
ISE (T(K), σddT(K) , σφ
√
σdφT(K)) in the topology induced by D.
This condition states that for all K ∈ N, the K-skeleton of our sequence of
random graphs resembles the K-skeleton of the ISE. The constant σd is the
ratio between the rescaled graph distance in Gn and the canonical distance
in the CRT. The constant σφ is the diffusivity of the embedding per unit of
graph-distance.
Remark 3.4. It is very important to stress that in condition (G), the topology
induced by D imposes a condition on the convergence of the distances of only
a finite number of points (between 1 + K and 1 + 2K). This is where the
distinction between T(n,K) and T (n,K) makes a big difference.
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Remark 3.5. The requirement that T and T ′ have the same shape seems to
be very strong, but we believe that in practice this condition will always be
verified. We recall that we only require that the skeleton trees, as in Figure 2,
(which a finite number of points between 1 +K and 1 + 2K) have the same
shape when n is large.
3.3.2. Condition (V): Uniform distribution of the volume. We introduce λ(n,K)
the Lebesgue measure on (T (n,K), d(n,K)), normalized to have total mass 1.
This measure is well defined because T (n,K) is a graph spatial tree which can
always be equipped with a Lebesgue probability measure (see Section 2.1.3).
This naturally induces a Lebesgue probability measure on T(n,K) (see Sec-
tion 3.1.5 and Remark 3.2).
Recall that
−−−→
T (n,K)x are the descendants of x (including x itself) in T (n,K)
and the definition of µ(n,K) in Section 3.1.4. Our second condition states that
Definition 3.6. Condition (V): We say that a sequence of asymptotically thin
random augmented graphs (Gn, (V
n
i )i∈N)n∈N satisfies condition (V )ν if there
exists ν > 0 such that for ε > 0
lim
K→∞
lim sup
n→∞
Pn
[
sup
x∈V (T (n,K))
∣∣∣∣νλ(n,K)(−−−→T (n,K)x )− µ(n,K)(−−−→T (n,K)x )
∣∣∣∣ > ε] = 0.
Intuitively this condition says that the volume of the graph is asymptot-
ically uniformly distributed over the graph and that the total volume is of
order νn.
3.3.3. Condition (R): the linearity of the resistance.
Definition 3.7. Condition (R): We say that a sequence of asymptotically thin
random augmented graphs (Gn, (V
n
i )i∈N)n∈N satisfies condition (R)ρ if there
exists ρ > 0 such that for all ε > 0 and for all i ∈ N
lim
n→∞
Pn
[∣∣∣∣RGn(0, V ni )dGn(0, V ni ) − ρ
∣∣∣∣ > ε] = 0.
Intuitively this condition says that the resistance distance is asymptotically
almost proportional to the graph distance.
3.4. Statement of the abstract convergence theorem and application.
We are finally able to state our abstract convergence theorem
Theorem 3.1. Consider a sequence of asymptotically thin random graphs
(Gn, (V
n
i )i∈N)n∈N chosen under Pn which verifies conditions (G)σd,σφ, (V )ν
and (R)ρ. Denoting (X
Gn
m )m∈N the simple random walk on Gn started at 0,
we have that
(n−1/4XGn
tn3/2
)t≥0 → (σφ√σdBISE(ρνσd)−1t)t≥0.
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The convergence is annealed and occurs in the topology of uniform convergence
over compact sets.
Let us explain how to use this theorem in the case of simple random walks
on large critical branching random walks (defined in Section 1.1).
Definition 3.8. We define a function pin(x) for x ∈ φT GWn (T GWn ) and which
is such that pin(x) is the first cut-point encountered on any path from x to 0.
This function is not well defined for vertices x which can be reached from
0 without crossing any cut-point. For such vertices, we extend the notation
pin(x) by arbitrarily setting pin(x) = z where z is the cut-point which is closest
to the origin in the metric induced by φT GWn (T GWn ) (in case there are several
such points chose one according to some predetermined order on Zd).
Our choice of augmented random graphs
The sequence of augmented random graphs we will use to apply Theorem
3.1 is (ωn, (pin(φT GWn (U
n
i )))i∈N)n∈N where (U
n
i )i∈N is a sequence i.i.d. random
variables uniformly distributed on T GWn . This leaves us with four conditions
to verify.
Asymptotic thinness
The asymptotic thinness follows from estimates on the CRT and tail esti-
mates for the distance between cut-points (see Section A in the Appendix).
Our precise statement can be found in Lemma 6.7.
Condition (G)
The proof of Condition (G) essentially follows from estimates in [32]. Our
precise statement is available at Lemma 6.1 in which we prove (G)
σσG,σ
−1/2
G
where σ and σG are respectively defined in Theorem 1.1 and in (5.60).
Condition (V)
The proof of Condition (V ) is very closely related to a recent result in [46].
Theorem 3.2. Assume E[Z2] <∞ and d ≥ 5. Let v1, . . . vn be the vertices of
T GWn labeled in increasing lexicographical order. Let voln(j) = {φT GWn (vi), i =
1, . . . , j}. Then, there exists ν ′ > 0 such that for all a ∈ [0, a], we have that
1
n
|voln(⌊an⌋)| →n→∞ aν ′,
in probability, where ωn is chosen under Pn.
Our precise statement is Proposition 7.1, which proves (V )ν where ν is
defined at (7.1).
Condition (R)
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Finally condition (R) is proved in this paper and constitutes an important
part of the proof (see Section 5). The method used for proving condition (R)
in this context has some chance of being adapted to more complex models
although this would require significant work.
Our precise statement for condition (R) resembles the following
Theorem 3.3. Assume E[Z2] <∞ and d > 14. Then there exists ρ > 0 such
that for all ε > 0
Pn
[∣∣∣∣Rωn(0, φT GWn (Un1 ))dωn(0, φT GWn (Un1 )) − ρ
∣∣∣∣ > ε]→ 0,
where Un1 is a uniformly chosen point in T GWn where ρ is defined at (5.55).
The precise statement of (R)ρ is Proposition 5.2.
Proof of Theorem 1.1. We refer to the definitions of ρ1, ρ, σG, ν and σ at (5.1),
(5.55), (5.60), (7.1) and Theorem 1.1 respectively. We can see that ρ = ρ1σ
−1
G .
The results stated in this section imply that our model verifies asymptotic
thinness, conditions (G)σ,σG , (V )ν and (R)ρ.
Hence Theorem 1.1 follows from the abstract convergence result (Theo-
rem 3.1). 
4. An infinite and a bi-infinite version of critical branching
random walks
In this section, we will assume that E[Z2] <∞.
We are going to construct an infinite and a bi-infinite version of critical
branching random walks. This construction will prove useful because
(1) the bi-infinite version of critical branching random walks has good
ergodic properties (see Section 4.3),
(2) certain results for infinite critical branching random walks can be
transferred to the case of the large critical branching walks (see Sec-
tion 4.4).
In short, these properties will allow us to obtain, by ergodicity, results
similar to the law of large numbers on large critical branching random walks.
This will be critical to show that the resistance distance and the usual distance
are proportional.
4.1. Definition. In this section, it will be convenient to work under a dif-
ferent conditioning than Pn and transfer our results to Pn (see Section 5.4).
For this we introduce Qn := P[· | H(T GW) ≥ n]. The tree chosen under that
measure will be denoted T GWn as it was under Pn, this poses no issue since in
the index n is simply a notational reminder of the fact that we work with a
tree T conditioned to be large.
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We will also need infinite and bi-infinite critical branching random walks.
In order to do this, we will simply need to define infinite (resp. bi-infinite)
critical trees. Indeed, given an infinite (countable) tree T , we can use the
standard simple random walk embedding φT described in the introduction
(see Section 1.1) to obtain spatial tree which corresponds to the branching
random walk associated to T .
Consider our critical Galton-Watson tree obtained from Z. We denote
pk = P[Z = k] and we define Z˜ the size-biased version of Z by setting
P[Z˜ = k] = kpk for all k (which is a probability distribution since E[Z] = 1).
Our assumption that E[Z2] <∞ guarantees that E[Z˜] <∞.
We start by introducing the incipient infinite critical Galton-Watson tree
(or IICGW), denoted T GW∞ and the corresponding measure will be denoted
P∞. This object was constructed in [36] as a weak limit for large critical
Galton-Watson trees. For our purpose it is important to recall Lemma 2.2
from [36] which gives a very useful way to construct T GW∞ . This construction
will serve as our definition.
Definition 4.1. Let us construct a two-type Galton-Watson tree with the
following offspring rules
(1) the origin being of type A,
(2) all points of type A have 1 offspring of type A and a random number
of offspring of type B distributed as Z˜ − 1,
(3) all points of type B have random number of offspring of type B dis-
tributed as Z.
The tree T GW∞ obtained is this manner is called incipient infinite critical
Galton-Watson tree. It has one unique infinite line of descent (corresponding
to the points of type A) which we call backbone.
Next, we want to introduce a bi-infinite version of the IICGW.
Definition 4.2. Consider two independent IICGWs T GW,(1)∞ and T GW,(2)∞ .
Connect their roots by one edge and define the root of the resulting tree to
be the root of T GW,(1)∞ . The resulting tree is called incipient incipient bi-
infinite critical Galton-Watson tree (IBICGW), is denoted T GW−∞,∞ with the
corresponding measure being P−∞,∞.
Similarly to the case of the IICGW, we obtain a unique bi-infinite line of
descent, which we will again refer to as a backbone.
As we mentioned, once we constructed critical branching random walks we
can obtain the corresponding branching random walks. We will use the same
notation for the probability spaces of the random tree and the associated
random spatial tree.
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P− Galton-Watson trees
Backbone
˜
Z1 = 3
˜
Z2 = 1
˜
Z3 = 4
Figure 4. The IBICGW is invariant by translation by con-
struction. By keeping only the vertices and edges on the right
of the root we would have an IICGW
Definition 4.3. We write Qn (resp. P∞, resp. P−∞,∞) for the probability
measure associated to the branching random walk ωn on the Galton-Watson
conditioned to have height n (resp. ω∞ on the IICGW, resp. ω−∞,∞ on the
IBICGW) which we will be abbreviated LCBRW (resp. IICBRW, resp. IBICBRW).
Remark 4.1. We will commit a small abuse of notation by using LCBRW for
any conditioning of the form, |T | ≥ n, |T | = n, H(T ) ≥ n and H(T ) = n.
The distributions of T GW∞ and T GW−∞,∞ are explicit by their definition. Fur-
thermore, the distribution of T GWn is also explicit (see Lemma 2.1 in [25] for
the description of the law of a tree of height n). This can be used to verify
the following stochastic domination result
(4.1) T GWn ≺ T GW∞ ≺ T GW−∞,∞ and ωn ≺ ω∞ ≺ ω−∞,∞.
Those stochastic dominations will be used to create a coupling between
those trees and graphs. For the coupling between T GW∞ and T GW−∞,∞ the back-
bones will also be coupled.
4.2. Representation of the IICBRW and the IBICBRW. Let us denote
B(x) a random spatial tree obtained by
(1) choosing modified Galton-Watson tree T GW∗ (x) where the root has
Z˜−1 offspring, all of which reproduce as a standard critical P-Galton-
Watson tree,
(2) the root is mapped to x and for the rest of the tree we use the stan-
dard simple random walk embedding described in the introduction
(see Section 1.1).
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In the sequel B(x) and B(y) will denote, unless stated otherwise, two inde-
pendent copies this process started at x and y respectively.
This notation is useful because in the case of the IICBRW, the graph ω∞
is composed by two parts
(1) the backbone which is just the trajectory of a simple random walk and
we will typically denote it (α(n))n≥0.
(2) the parts discovered by the critical Galton-Watson trees emanating
from a point α(n) (n ∈ N) of the backbone which has the same law as
B(α(n)).
For the case of the IBICBRW, we will use a similar decomposition with the
notation (α(n))n∈Z.
Fix A ⊂ Z. Given, a nearest-neighbour trajectory (xn)n∈Z, we denote xA
the sequence (xn)n∈A. Furthermore, we define the random variable B(xA) =
∪n∈AB(n)(xn), where B(k)(x) are random variables with law B(x) that are
independent in k.
Those notations will give us a standard representation for the IICBRW and
the IBICBRW described in the following proposition (whose proof we omit).
Proposition 4.1. If (α(n))n∈Z is a simple random walk then the set B(α([0,∞)))
has the law of the range of a IICBRW. Here, we implicitly assume that the
simple random walk is independent of the random variables B(x) used to de-
fined B(α([0,∞))).
Similarly, the set B(α((−∞,∞)))) has the law of the random of a IBICBRW.
4.3. Ergodicity properties of the IBICBRW. Let us consider ω−∞,∞ a
IBICBRW, arising from a sequence ((α(n))n∈Z, (B(n)(x))n∈Z,x∈Zd). We define,
for k ∈ Z, the shift θk acting on ω−∞,∞ by defining
ω−∞,∞ ◦ θk = ((α(n+ k)− α(k))n∈Z, (B(n+k)(x))n∈Z,x∈Zd),
which intuitively means that we are witnessing ω−∞,∞ after a re-centering at
α(n). We typically write θ instead of θ1.
Since in ((α(n))n∈Z, (B(n)(x))n∈Z,x∈Zd), (αn)n∈N is a simple random walk
and all (B(n)(x))n∈Z,x∈Zd) are independent and identically distributed (up to
a spatial translation), we can easily see the following.
Lemma 4.1. The shift θ on ω−∞,∞ is ergodic with respect to P−∞,∞.
Given a IBICBRW, we say that α(i) is a pivotal point if {B(α((−∞, i])) ∩
B(α([i+1,∞))) 6= ∅}. This means that if we remove a pivotal point from the
graph ω−∞,∞, it is split into two infinite connected components.
Remark 4.2. It is obvious that any pivotal point is a cut-point, since they
disconnect the graph, but the converse is not true in general.
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cut-bonds
pivotal edges
Figure 5. A representation of the IBICBRW in high dimensions.
Pivotal points exists by the following lemma whose proof is deferred to the
appendix (see Section A.3).
Lemma 4.2. For d > 10, we have
P−∞,∞[0 is a pivotal point] > 0.
The existence of such pivotal points is natural in light of the following
estimate (which is also proved in the appendix, see Section A.2)
Lemma 4.3. Fix d ≥ 3. For (α(n))n∈Z a simple random walk started at 0,
we have,
P−∞,∞[B(α((−∞, 0))) ∩ B(α((R,∞))) 6= ∅] ≤ CR−(d−8)/2.
Lemma 4.1 and Lemma 4.2 imply that there are infinitely many pivotal
points with P−∞,∞-probability 1. Hence, there is a well defined increasing
sequence times of pivotal points (γi)i∈Z where γ1 is the smallest positive (in
the sense of time for α(n)). We also define Θ = θγ1 , then the ergodicity of
the shift θ implies the following.
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Lemma 4.4. The shift Θ on T GW−∞,∞ is ergodic with respect to P−∞,∞[ · |
0 is a pivotal point].
We can turn previous estimates into a bound on the tail of the distance
between pivotal points. This will be done using a strategy from [14]
Lemma 4.5. Fix d ≥ 3. For any i ∈ Z, we have
P−∞,∞[γi+1 − γi ≥ n] < C(logn)(d−6)/2n−(d−8)/2.
Proof. Fix an integer R ≥ 1. We write
kj = 1 +Rj, for any j ≥ 0.
We can see that for any J ≥ 1, we have
P−∞,∞[γ1 ≥ k2J ]
(4.2)
≤
∑
0≤j≤2J+1
P−∞,∞
[B(α((−∞, kj])) ∩ B(α([kj+1 + 1,∞))) = ∅]+
P−∞,∞
[
for all 0 ≤ j < 2J + 1, B(α((−∞, kj])) ∩ B(α([kj+1 + 1,∞))) 6= ∅, γ1 ≥ k2J
]
≤C(2J + 1)R−(d−8)/2+
P−∞,∞
[
for all 0 ≤ j < 2J + 1, B(α((−∞, kj])) ∩ B(α([kj+1 + 1,∞))) = ∅, γ1 ≥ k2J
]
,
where we used Lemma 4.3 in the last line.
Note that whenever γ1 ≥ k2J and B(α((−∞, kj]))∩B(α([kj+1+1,∞))) = ∅
for all 0 ≤ j < 2J + 1, then for any j ∈ [1, 2J ] we have
∅ 6= B(α((−∞, kj]))∩B(α([kj+1,∞))) = B(α([kj−1+1, kj]))∩B(α([kj+1, kj+1])).
By independence of the previous events for odd js (and using translation
invariance along the backbone) this means that
P−∞,∞
[
for all 0 ≤ j < 2J + 1, B(α((−∞, kj])) ∩ B(α([kj+1 + 1,∞))) 6= ∅, γ1 ≥ k2J
]
≤P−∞,∞[B(α((−R + 1, 0])) ∩ B(α([1, R))) 6= ∅]J ≤ P−∞,∞[0 is a pivotal point]J .
Recall that P−∞,∞[0 is a pivotal point] > 0 by Lemma 4.2, so taking J =
⌊ d− lnP [0 is a pivotal point] lnn⌋ andR = ⌊ n3J ⌋, the previous equation, along with (4.2),
implies that
P−∞,∞[γ1 ≥ k2J ] ≤ C(lnn)(d−6)/2n−(d−8)/2 + n−d.
The proof follows by the fact that γi+1 − γi is distributed as γ1 under
P−∞,∞[· | 0 is a pivotal point] and that P−∞,∞[0 is a pivotal point] > 0 by
Lemma 4.2. 
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Using this lemma, we can show that pivotal points cannot be far, this
implies that the distance and the resistance between pivotal points cannot
be macroscopic. In the next section, we will use this result to show that
K-sausages in large critical random trees cannot be long.
Lemma 4.6. For any d > 10, we have
P−∞,∞
[
max
i∈[−n,n]
(γi+1 − γi) ≥ n1−ε
]
= o(n−
d−10
2
−ε),
for some ε > 0.
As a consequence, for d > 10
P−∞,∞
[
max
i∈[−n,n]
R−∞,∞eff (α(γi+1), α(γi)) ≥ n1−ε
]
= o(n−
d−10
2
−ε),
where R−∞,∞eff (·, ·) denotes the resistance in the graph ω−∞,∞. Furthermore,
we have
P−∞,∞
[
max
i∈[−n,n]
dω−∞,∞(α(γi+1), α(γi)) ≥ n1−ε
]
= o(n−
d−10
2
−ε),
for some ε > 0.
Proof. From Lemma 4.5, we can deduce that there exists ε > 0 such that
(4.3) E−∞,∞[(γi+1 − γi) 11−ε
d−8
2 ] <∞.
Then, we can use Markov’s inequality and a simple union bound to obtain
the first part of the lemma.
For the second part, it is enough to see that by Rayleigh’s monotonicity
principle (see [47]) we have
R−∞,∞eff (α(γi+1), α(γi)) ≤ γi+1 − γi,
and for the last part we simply notice that the embedded distance is smaller
than the distance on the tree so dω−∞,∞(α(γi+1), α(γi)) ≤ γi+1 − γi. 
4.4. Transferring results from the infinite branching random walks
to large finite ones. In this part, we are going to focus on showing how to
turn results obtained for the IICBRW (or a very similar random object) into
results for the LCBRW.
(1) The first result allows to transfer estimates on any events which are
measurable with respect to the restriction of the tree (and its embed-
ding) to its first (1− ε)n levels. The drawback of this method is that
is does not allow us to express any results about cut-points, which can
only identified by looking at the whole tree.
(2) The second result, which is more intricate, allows us to transfer results
about certain types of increasing events.
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4.4.1. A first transfer result. Let us discuss the first result from the IICBRW
to the LCBRW conditioned on height.
Fix some ε > 0. If A is an event measurable with respect to the restriction
of the tree (and its embedding) to its first ⌊(1 − ε)n⌋ levels, then we know
that (see (2.12) and (2.15) in [52])
P∞[A] = E[1{A}Z(1−ε)n],
where Z(1−ε)n is the cardinal of the generation ⌊(1− ε)n⌋ of T GW and
Qn[A] = E
[
1{A}1− (1− ηεn)
Z(1−ε)n
ηn
]
,
where ηk = P[H(T GW) ≥ k] and Qn = P[· | H(T GW) ≥ n]. Since ηk ∼
2
E[Z21 ]
k−1 (see [37]) we can see that for n large enough
1− (1− ηεn)Z(1−ε)n
ηn
≤ ηεn
ηn
Z(1−ε)n ≤ 2
ε
Z(1−ε)n.
Hence, we immediately obtain the following result
Lemma 4.7. If A(1−ε)n is an event measurable with respect to the restriction
of the tree (and its embedding) to its first (1− ε)n levels for some ε > 0, then
if lim
n→∞
P∞[A(1−ε)n] = 0, then lim
n→∞
Qn[A(1−ε)n] = 0.
4.4.2. Defining the monotone representation of a marked tree. Before present-
ing the second transfer result we will require some additional notations. These
definitions are inspired from a paper of Aldous [2] (although we use a slightly
different terminology)
We start by considering a finite rooted tree T and x ∈ T , we will call this a
marked tree. Denote x0, x1, . . . , xk the unique simple path from x to the root
(x0 = x and xk = root). In practice, this will be viewed as a backbone.
Furthermore consider T˜x(xi) the tree obtained by considering the subtree
rooted at xi composed of all vertices disconnected from x when removing the
edge [xi, xi−1] with the particular case that T˜x(x) is the entire tree rooted at
x. With those definitions, we can see that T˜x(xi+1) is a subtree of T˜x(xi). See
Figure 6.
Finally, we introduce BB(T, x) = (T˜x(xk), . . . , T˜x(x)), which is an increas-
ing sequence of trees. We will call this the monotone representation of a
marked tree.
Now, if we are given a rooted infinite tree T∞ with a single infinite sim-
ple path, such as an IICBRW (but not the IBICBRW), we can introduce a
similar definition: We denote root = x0, x1, . . . , the infinite path (or back-
bone) started from the root. Consider T (xi) the tree rooted at xi obtained
by keeping only the vertices that can be reached from xi without using the
29
root
x
x0
x2
˜
Tx(x1)
Figure 6. A picture showing the construction of BB(T, x)
edge [xi, xi+1]. Then, we can view T∞ as a marked tree by writing is as
(T (x0), T (x1), . . .). Let us emphasize that contrary to the finite marked tree
case, the root does not change during this transformation.
4.4.3. A key formula linking LCGW and the IICGW. We will now present a
result from Section 4 of [2] that will be central for us.
Define a kernel on finite rooted trees Q(T, S) as follows. In a tree S, we
denote the children of the root by v1, . . . , vd and the tree obtained by con-
sidering the descendants of those vertices by f(S, v1), . . . , f(S, vd). Then we
define
Q(S, T ) =
∑
i
1{f(s, vi) = T},
which counts the number of subtrees of S rooted at distance 1 of the root of
S that are isomorphic to T . This extends in a natural way to a kernel Q∞ to
infinite marked trees if we set
Q∞((T0, T1, . . .), (T−1, T0, T1, . . .)) = Q(T0, T−1).
Let us define a measure P∞,+ on infinite marked trees yielding a tree T GW∞,+
obtained by taking a P-Galton-Watson tree, adding an edge to the root at
the end of which an independent IICBRW is added. By equation (35) of [2],
we know that for any possible marked tree (T0, . . . , Tk)
(4.4) P∞,+[T GW∞,+,(k) = (T0, . . . , Tk)] = P[T GW = Tk]
k∏
i=1
Q(Ti, Ti−1),
where T GW∞,+,(k) denotes the k first components of the representation of the
infinite marked tree T GW∞,+ .
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For the reader aiming to read [2] in order to understand equation (35)
(which is stated in a general setting) we will explain, without detailing all the
terms, why this formula holds. This explanation may not make much sense
on its own but will help the reader navigate [2] quickly. The key observation
is that P∞,+ is the unique measure invariant under the kernel Q∞ associated,
in the sense of equation (34) in [2], to the asymptotic fringe distribution (see
Section 2 of [2]) of Qn which for Galton-Watson trees simply turns out to be
P (see Lemma 9 in [2]).
4.4.4. Second transfer result. Let us now present the proposition allowing us
to transfer estimates on increasing events obtained on the IICBRW to the
case of LCBRW conditioned on size.
We consider a family of events of the form An(T , k) which is measurable
with respect to a marked tree T and integers n, k (in pratice T and k will be
random and n will simply be an index). We say that an event An(T , k) is
(1) increasing in the k-component, if for any T and n, we have An(T , k) ⊂
An(T , k
′) when k ≤ k′,
(2) increasing in the marked tree component, if for any n and k, if An(T , k) ⊂
An(T
′
, k) when T ≤ T ′,
where we say that T = (T0, . . . , Tl) is a smaller than T
′
= (T ′0, . . . , T
′
l′) if l ≤ l′
and for every j ≤ l we have Tj ⊂ T ′j .
The next lemma essentially says that increasing events that rarely occur
on the first n vertices of the backbone of T GW∞,+ will only rarely occur on the
marked tree obtained by taking T GWn and marking a uniform point Un1 of T GWn
(in spirit turning the path from the root of T GWn to Un1 into a backbone). More
precisely,
Lemma 4.8. We denote An(T , k) an event which is measurable with respect
to a marked tree T and integers n, k. Let us assume that, for fixed n ∈ N, the
event is increasing in the T and the k-components. Furthermore, assume that
there exists a function f(n)→∞ such that
P∞,+[An(T GW∞,+ , n1/2f(n))] = o(n−1),
then we have
lim
n→∞
Pn[An(BB(T GWn , Un1 ), |Un1 |)] = 0,
where Un1 is a uniformly chosen point on T GWn .
Proof. We start by noticing that by our hypothesis, we know that
P∞,+[An(T GW∞,+ , n1/2f(n))] ≤ n−1g(n)−1,
for functions f(n) and g(n) going to infinity.
P∞,+[An(T GW∞,+ , n1/2(g(n)1/2 ∧ f(n)))] ≤ n−1g(n)−1,
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so we can bootstrap our hypothesis to see that we can assume that there
exists a function f(n) such that f(n)→∞ and
(4.5) lim
n→∞
P∞,+[An(T GW∞,+ , n1/2f(n))] ≤ n−1f(n)−2.
We introduce A(n) = {H(T GWn ) ≤ n1/2f(n)}. We have that
(4.6) Pn[A(n)
c] = o(1),
which can be deduced from a standard computation based on the fact that
since E[Z2] <∞ we have P[H(T GW) ≥ h | ∣∣T GW∣∣ = n] ≤ C exp(−ch2/n) for
all n, h ≥ 1 (see [1]).
Fix a monotone representation (T0, . . . Tk). If we have BB(T GWn , Un1 ) =
(T0, . . . , Tk), then necessarily T GWn = Tk, and Un1 was chosen as one point
among
∏k
i=1Q(Ti, Ti−1). This means that
Pn[BB(T GWn , Un1 ) = (T0, . . . , Tk)] =
1
|Tk|Pn[T
GW
n = Tk]
k∏
i=1
Q(Ti, Ti−1)
≤ 1
n
1
P[|T GW| = n]P[T
GW = Tk]
k∏
i=1
Q(Ti, Ti−1)
=
1
n
1
P[|T GW| = n]P∞,+[T
GW
∞,+,(k) = (T0, . . . , Tk)],
where we used (4.4).
This implies, using that P[
∣∣T GW∣∣ = n] ∼ Cn−3/2 (see Lemma 2.1.4. in [39]),
the following inequality
Pn[BB(T GWn , Un1 ) = (T0, . . . , Tk), A(n)] ≤ Cn1/2P∞,+[T GW∞,+,(k) = (T0, . . . , Tk)].
Notice that on A(n), we have H(T GWn ) ≤ n1/2f(n), so that BB(T GWn , Un1 )
has to be a subset of (T0, . . . , Tn1/2f(n)) for some monotone representation of
length n1/2f(n). We can use this and the previous equation to compute
Pn[An(BB(T GWn , Un1 ), |Un1 |), A(n)]
=
n1/2f(n)∑
k=1
∑
(T0,...,Tk)
Pn[BB(T GWn , Un1 ) = (T1, . . . , Tk), A(n)]1{An((T0, . . . , Tk), k)}
≤Cn1/2
n1/2f(n)∑
k=1
∑
(T0,...,Tk)
P∞,+[T GW∞,+,(k) = (T0, . . . , Tk)]1{An((T0, . . . , Tk), k)}
=Cn1/2
n1/2f(n)∑
k=1
P∞,+[An(T GW∞,+,(k), k)],
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and using the monotonicity properties of An, we see that for k ≤ n1/2f(n) we
have
An(T GW∞,+,(k), k) ≤ An(T GW∞,+ , n1/2f(n)),
hence the two previous equations imply that
Pn[An(BB(T GWn , Un1 ), |Un1 |), A(n)] ≤ Cnf(n)P∞,+[An(T GW∞,+ , nf(n))] ≤ Cf(n)−1,
where we used (4.5). This implies the result because of (4.6) and the fact
that f(n)→∞. 
Using a similar, but simpler, proof, we can also prove that
Lemma 4.9. If
lim
n→∞
P∞,+[An(T GW∞,+ , nf(n))] = 0,
then
lim
n→∞
Qn[An(BB(T GWn , Un1 ), |Un1 |)] = 0,
where Un1 is a uniformly chosen point on T GWn .
4.5. An important application obtained by transferring results from
the IBICBRW to the LCBRW.
Definition 4.4. We say that a point x ∈ T GWn has a loopless image if
{φT GWn (y), y  x} ∩ {φT GWn (y), y ⊀ x and x 6= y} = ∅, where ≺ stands
for the genealogical order on T GWn .
Remark 4.3. Assume that x has a loopless image, then φT GWn (x) is a cut-
point.
Let us consider T GWn and x ∈ T GWn , we denote piT GWn (x) the first ancestor of
x in T GWn which has a loopless image (or the root if no such point exists). We
can prove that the distance between x and piT GWn (x) cannot be macroscopic,
actually we can even obtain the following result
Lemma 4.10. Fix d > 14. There exists ε′ > 0, such that
lim
n→∞
Pn
[
max
x≺Un1
(|x| − ∣∣piT GWn (x)∣∣) ≥ n(1−ε′)/2] = 0,
where Un1 is a uniformly chosen point on T GWn .
Proof. Let us consider a marked tree (T0, . . . , Tk). We can introduce, for i ≤ k,
the quantity
ψ((T0, . . . , Tk), i) = max
j≤i
{|xj | −
∣∣piT GWn (xj)∣∣},
where xj denotes the root of Tj. This corresponds to the maximal distance
to the first ancestor which is a point with loopless image on the i first levels
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of the backbone in (T0, . . . , Tk). We want to use Lemma 4.8 applied to the
event An(T , k) = {ψ(T , k) ≥ n(1−ε′)/2} for some ε′ > 0, this would prove that
lim
n→∞
Pn[ψ(BB(T GWn , Un1 ), |Un1 |) ≥ n(1−ε
′)/2] = 0,
which implies the result.
Let us notice that the event An(T , k) is obviously increasing in k. Moreover,
if T ⊂ T ′ and x ∈ T is a cut-point (resp. point with loopless image) for T ′,
then it is also a cut-point (resp. point with loopless image) for T . This implies
that the event is also increasing in the marked tree component.
We can check the last condition of Lemma 4.8 by proving, for example, that
for some ε′ > 0
lim
n→∞
P−∞,∞[ψ(T GW∞,+ , n(1+ε
′)/2) ≥ n(1−ε′)/2] = 0,
this equation follows from the fact that
(1) By stochastic domination we can create a coupling such that T GW∞,+ ⊂
T GW−∞,∞,
(2) Since ψ is increasing in the marked tree component, we have that
ψ(T GW−∞,∞, n(1+ε′)/2) ≥ ψ(T GW∞,+ , n(1+ε′)/2),
(3) In the coupling, pivotal points for T GW−∞,∞ are always points with loop-
less images for T GW∞,+ and that the estimate of Lemma 4.6 states that
on the backbone of the IIC, pivotal points before level n1/2 cannot be
at a distance larger than n(1−ε
′)/2 except with probability o(n−1) when
d > 14.
This finishes the proof. 
Using Remark 4.9 we could also obtain
Lemma 4.11. For d > 10, there exists ε′ > 0, such that
lim
n→∞
Qn
[
max
x≺Un1
(|x| − ∣∣piT GWn (x)∣∣) ≥ n(1−ε′)] = 0,
where Un1 is a uniformly chosen point on T GWn .
5. Resistance estimate, verifying condition (R)
The goal of this section is to show that the resistance distance is asymp-
totically proportional to the graph distance. The proof goes as follows
(1) We are going to apply an ergodic theorem on the IBICBRW with
respect to the shift along pivotal points (using the tools of Section 4.3).
This will allow us to obtain estimates on the resistance between the
origin and distant pivotal points.
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(2) Since two successive pivotal points are at microscopic distance, we
know that understanding the resistance to pivotal points is enough to
approximate well the resistance to any point.
(3) The same estimate is true on the IICBRW because the discrepancy
between the resistance in the IICBRW and in the IBICBRW is con-
trolled by the resistance between the pivotal points surrounding the
origin in the IBICBRW (which is small).
(4) Resistance estimates on the IICBRW can be transferred to the LCBRW,
using results of Section 4.4.
The last step is the most complex part of the proof.
It is intuitively natural to believe that, in the bulk (meaning for points of ωn
emanating from points in T GWn which are far from level n), the IICBRW and
the LCBRW should look similar. This intuition is validated by Lemma 4.7.
However, one should not forget that the resistance could, in principle, be
significantly influenced by points located outside the bulk. In order to tackle
this problem, one can see that it is sufficient to say that bubbles (parts of the
graph lying between cut-points) are small and this was proved by transferring
results from the IBICBRW to the LCBRW (see Lemma 4.10). It should be
noted that our transfer of results to the LCBRW is done in several steps: first
we transfer to trees conditioned on {H(T ) ≥ n}, then on {|T | ≥ n} and
finally on {|T | = n}.
5.1. Resistance estimate on IBICBRW. Recalling the definition of α(n)
in Section 4.2, we introduce
(5.1) ρ1 =
E−∞,∞[R−∞,∞eff (0, α(γ1)) | 0 is a pivotal point]
E−∞,∞[γ1 | 0 is a pivotal point] ,
and
(5.2) ρ2 =
E−∞,∞[dω−∞,∞(0, α(γ1)) | 0 is a pivotal point]
E−∞,∞[γ1 | 0 is a pivotal point] ,
Then we have
Lemma 5.1. Take d > 10. Then we have
lim
n→∞
R−∞,∞eff (0, α(n))
n
= ρ1 P
−∞,∞-a.s.
and
lim
n→∞
dω−∞,∞(0, α(n))
n
= ρ2 P
−∞,∞-a.s.
Proof. We will only prove the first point, the second one is similar but simpler.
By the law of resistances in series, we have that
R−∞,∞eff (α(γi+2), α(γi)) = R
−∞,∞
eff (α(γi+1), α(γi)) +R
−∞,∞
eff (α(γi+2), α(γi+1)),
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for any i ∈ Z since, by the definition of pivotal points, any path going
from α(γi) to α(γi+2) has to go through α(γi+1). Hence, by Lemma 4.4 and
Birkhoff’s ergodic theorem (p. 340 of [21]) we have that P−∞,∞-a.s.
lim
n→∞
R−∞,∞eff (0, α(γn))
n
= E−∞,∞[R−∞,∞eff (0, α(γ1)) | 0 is a pivotal point].
since the previous expectation is finite by (4.3) and Rayleigh’s monotonicity
principle.
Let us denote γ˜n the last pivotal point before level n i.e. γ˜n = max{γi, γi ≤
n}. Obviously, by the definition of γ˜n we have
γ˜n ≤ n < γ˜n+1,
and now using Lemma 4.6, we can see that for any ε > 0
(5.3) P−∞,∞
[∣∣∣∣ γ˜nn − 1
∣∣∣∣ > ε] = o(1).
Furthermore let us denote i(n) the largest pivotal point index before n,
i.e., such that γi(n) = γ˜n = max{γi, γi ≤ n}. By Lemma 4.4 and Birkhoff’s
ergodic theorem (p. 340 of [21]) and a standard inversion argument (see for
example the proof of Proposition 2.1. in [51]) we see that
lim
n→∞
i(n)
n
=
1
E−∞,∞[γ1 | 0 is a pivotal point] P
−∞,∞ − a.s.
Hence by the previous points, we have
lim
n→∞
R−∞,∞eff (0, α(γ˜n))
n
= lim
n→∞
R−∞,∞eff (0, α(γi(n)))
i(n)
i(n)
n
= ρ P−∞,∞ − a.s.
This proves the first point. Furthermore, we can see that
R−∞,∞eff (0, α(γ˜n)) ≤ R−∞,∞eff (0, α(n)) ≤ R−∞,∞eff (0, α(γ˜n+1)) P−∞,∞ − a.s.
which implies the expected result by (5.3). 
Fix a spatial tree (T, φT ) with φT (root) = 0 and k ≤ H(T ) an integer. For
x ∈ T , denote RφTeff (0, φT (x) | k) (resp. dφT (0, x | k)) the resistance (resp. graph
distance) between 0 and φT (x) in the graph given by the image through φ
of the tree T restricted to the levels between 0 and k. In the case where
k = dT (0, x) we will simply use R
φT
eff (0, φT (x)) (resp. dφT (0, φT (x))). Those
definitions will be useful for applying Lemma 4.7. We have
Lemma 5.2. Take d > 10. Then we have
lim
n→∞
R
−∞,∞
eff (0, α(n))
n
= ρ1 P
−∞,∞-a.s.
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and
lim
n→∞
dω−∞,∞(0, α(n))
n
= ρ2 P
−∞,∞-a.s.
The proof is based on comparing R with R and d with d. The main argu-
ment of the proof will have to be repeated three times with slight variations.
This proof is the most delicate one of the three.
We start by proving a technical result. Fix δ > 0, write y
(n,δ)
0 , . . . , y
(n,δ)
l(n,δ) for
the vertices at generation n− δ
2
n that have descendants at generation n.
(1) there is exactly one of those vertices (say y
(n,δ)
0 ) that belongs to the
backbone.
(2) the other vertices y
(n,δ)
i , 1 ≤ i ≤ l(n, δ) have ancestors at level n− 3δ4 n
that we call z
(n,δ)
i . When z
(n,δ)
i is not on the backbone then the tree
formed by the descendants of z
(n,δ)
i is denoted by T i,δn which is a
critical Galton-Watson tree conditioned to have height at least 3δ
4
n.
Up to reordering we can assume that the indices i such that z
(n,δ)
i is
not on the backbone are between 1 and some number l′(n, δ).
We will show the following
Lemma 5.3. Fix δ > 0,
lim
R→∞
lim sup
n→∞
P−∞,∞[l(n, δ) > R] = 0,
and
lim sup
ε′→0
lim sup
n→∞
P−∞,∞
[
min
i=1,...,l′(n,δ)
∣∣∣−−→T i,δn
y
(n,δ)
i
∣∣∣ / ∣∣T i,δn∣∣ < ε′n] = 0,
where
Proof. For the sake of simplicity we will prove the Lemma for the infinite tree
T GW∞ instead of the bi-infinite T GW−∞,∞. The proofs can be easily adapted to
T GW−∞,∞.
Let v0 = root < v1 < . . . be the vertices of the infinite tree T GW∞ indexed
in increasing lexicographical order. Let
hT GW∞ (i) = d
T GW∞ (root, vi)
be the height process associated to T GW∞ . We extend the domain of definition
of hT GW∞ to [0,∞) through linear interpolation. By part (ii) of Theorem 1.6
in [9] we get that
(5.4) (n−1hT GW∞ (n
1/2t))t≥0
n→∞→ (γ−1/2(2Bt − 3Bt))t≥0,
in distribution in the topology of uniform convergence in compact sets, where
γ is a positive constant, B is a standard Brownian motion and Bt = mins≤tBt.
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On the other hand, it is clear that l(n, δ) equals the number of up-crossings
of [n − δ
2
n, n] by hT GW∞ . We will argue that l(n, ε) converges in distribution,
as n→∞, to the number of up-crossings of [1− δ
2
, 1] by γ−1/2(2Bt − 3B).
For each i ∈ N, let Bi be the branch emerging from the i-th vertex of the
backbone of T GW∞ . Let Ui be the Lukaciewicz path2 of Bi and UT GW∞ : N→ R
be the Lukaciewicz path corresponding to the sequence of trees (Bi)i∈N, i.e.,
UT GW∞ is obtained as the concatenation of the (Ui)i∈N. We extend the domain
of definition of UT GW∞ to [0,∞) by linear interpolation. It is clear that the index
j of the branch Bj containing vi (the i-th vertex of T GW∞ ) is −minj≤i UT GW∞ (j).
As in the proof of Corollary 4.5 in [9] we have that
(5.5) (n−1min
s≤t
U
TGW∞
(n1/2s))t≥0
n→∞→ ( 1
m
Bt)t≥0,
in distribution in the topology of uniform convergence over compacts, where
m is a positive constant. From the display above it can be deduced that
(5.6) lim
M→∞
lim sup
n∈N
P[− min
i≤Mn2
UT GW∞ (i) ≤ n] = 0.
Therefore, for all η > 0 there exists M such that
lim sup
n∈N
P[− min
i≤Mn2
UT GW∞ (i) ≤ n] ≤ η.
It is clear that in the event {−mini≤Mn2 UT GW∞ (i) > n}, all the vertices with
indices greater than Mn1/2 are on a tree whose index is greater than n. In
particular, the distance to the root of the IIC of all those vertices is greater
than n. Therefore, letting l(n, δ|α) be the number of up-crossings of [n− δ
2
n, n]
by hT GW∞ in the interval [α,∞], we get that
(5.7) lim sup
n→∞
P[l(n, δ|Mn2) 6= 0] ≤ η.
On the other hand, it follows from (5.4) that the number of up-crossings of
[n(1 − δ
2
), n] by hT GW∞ in [0,Mn
2] converges to the number of up-crossings of
[1− δ
2
, 1] by γ−1/2(2Bt− 3Bt) in [0,M ]. Since γ−1/2(2Bt− 3B) is continuous,
the latter quantity is finite. Therefore, it follows that
lim
R→∞
lim sup
n→∞
P[l(n, δ)− l(n, δ|Mn2) ≥ R] = 0.
This, together with (5.7) implies that
lim
R→∞
lim sup
n→∞
P[l(n, δ) ≥ R] = 0.
That shows the first claim of the Lemma.
For the second claim, we reason as follows: Using, as above, that each
y
(n,ε)
i is associated to an up-crossing of the interval [n(1 − ε2), n] by hT GW∞ ,
2 For the definition of Lukaciewicz path, we refer to Section 1.1 of [45]
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we see that
∣∣∣−−→T i,δny(n,δ)i
∣∣∣ equals the duration of the excursion above level n
corresponding to the said up-crossing. Again, by the convergence of hT GW∞
in display (5.4), we get that n−1
∣∣∣−−→T i,δny(n,δ)i
∣∣∣ converges in distribution of the
duration of the excursion of γ−1/2(2B − 3B) associated to an up-crossing of
[1− δ/2, 1]. Analogously n−1 ∣∣T i,δn∣∣ converges in distribution of the duration
of the excursion of γ−1/2(2B−3B) associated to an up-crossing of [1−3δ/4, 1].
Since γ−1/2(2B−3B) is continuous, the minimum duration of those excursions
is positive. The result follows. 
Let us go back to the proof of Lemma 5.2
Proof. Using Lemma 5.1, it will be sufficient to show that for any ε > 0
(5.8) lim sup
n→∞
P−∞,∞
[∣∣∣R−∞,∞eff (0, α(n))− R−∞,∞eff (0, α(n))∣∣∣
n
> ε
]
= 0.
On the one hand, by Rayleigh’s monotonicity principle, we can see that
R−∞,∞eff (0, α(n)) ≤ R
−∞,∞
eff (0, α(n)).
Step 1: construction of a subgraph which is sufficient to evaluation the
resistance
For the other inequality we start by fixing δ ∈ (0, 1
2
). By Lemma 4.6, we
know that with probability going to 1 we have that maxi∈[−n,n](γi+1 − γi) ≤
n(1−ε
′) for ε′ > 0, which implies that there exists a pivotal point α(yδ) with
n − δn ≤ yδ ≤ n − δ2n. Obviously, by Rayleigh’s monotonicity principle and
the fact that α(yδ) is a pivotal point lying between 0 and α(n), we have that
(5.9) R−∞,∞(0, α(yδ)) ≤ R−∞,∞(0, α(n)) ≤ R−∞,∞(0, α(yδ)) + δn.
We will now turn our gaze to R−∞,∞(0, α(yδ)). For this, we define the graph
Bubble(δ) :={z ∈ ω−∞,∞, z is connected without using cut-points to α(k)
for some 0 ≤ k ≤ n− δ
2
n},
that is the graph formed by the bubbles containing the first n − δ
2
n point of
the backbone starting from 0.
Take a cut-bond e that is not in Bubble(δ). It doesn’t lie on any simple
path from 0 to α(yδ), so when a current flows from 0 to yδ we know that the
current travelling through e is 0 (this follows from Proposition 2.2. in [47]).
In particular this implies that
(5.10) R
−∞,∞
(0, α(yδ) | n) = RBubble(δ)(0, α(yδ) | n),
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0
n
-n
n−
δ
2
n
n−
3δ
4
n
points that map to cut-points
Embedding
cut-points
circled area is irrelevant for the resistance
0
α(n)
Figure 7. We do not need to know the whole tree in order
to compute resistance between 0 and α(n). If branches reach-
ing level n contain cut-points earlier on, we can estimate the
resistance accurately without knowing what happens after level
n.
where we used a natural extension of the notationR
−∞,∞
(·, · | n) to RBubble(δ)(·, · |
n) by looking at the resistance in the graph Bubble intersected with the sub-
graph of ω−∞,∞ generated by the images of points of T GW−∞,∞ which are at a
level lower than n. This also implies
R−∞,∞(0, α(yδ)) = RBubble(δ)(0, α(yδ)).
The idea developed in this step is illustrated in Figure 7
Step 2: Event on which we can apply the first computation from Step 1
Introduce
Aδ(n) := {for any z ∈ T GW−∞,∞ with |z| ≥ n, we have φT GW−∞,∞(z) /∈ Bubble(δ)},
where φT GW
−∞,∞
is the embedding of T GW−∞,∞ that yields ω−∞,∞. The previous
equation means that Bubble(δ) are only made of images of points in T GW−∞,∞
whose generation is lower than n. The key observation is that on Aδ(n) we
have
RBubble(yδ)(0, α(yδ)) = RBubble(yδ)(0, α(yδ) | n),
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which implies by the two preceding equations that, on Aδ(n)
(5.11) R
−∞,∞
(0, α(yδ) | n) = R−∞,∞(0, α(yδ)).
Finally, we can notice that yδ is a cut-point for the restricted subgraph
generated by embedding the n first levels of T GW−∞,∞. This and Rayleigh’s
monotonicity principle imply that
(5.12) R
−∞,∞
(0, α(yδ) | n) ≤ R−∞,∞(0, α(n)) ≤ R−∞,∞(0, α(yδ) | n) + δn.
The combination of (5.9), (5.11) and (5.12) imply that on Aδ(n), we see
that ∣∣∣R−∞,∞(0, α(n))− R−∞,∞(0, α(n))∣∣∣ ≤ 2δn.
Hence, in order to prove the result, it will be enough to show that for any
δ ∈ (0, 1
2
) we have that
lim sup
n→∞
P−∞,∞[Aδ(n)] = 0,
i.e. showing that the ancestors of α(n) which are at a generation lower than
n− δ
2
n are not in bubbles that contain images of points at a generation greater
than n, except with vanishing probability.
Fix δ ∈ (0, 1
2
), write y
(n,δ)
0 , . . . , y
(n,δ)
l(n,δ) for the vertices at generation n − δ2n
that have descendants at generation n such as introduced before Lemma 5.3.
For any ε > 0, we can choose, by Lemma 5.3, M < ∞ and ε1 > 0 such that
the event
B(n) = {l(n, δ) ≤M} ∩
{
min
i=1,...,l′(n,δ)
∣∣∣−−→T i,δny(n,δ)i
∣∣∣ / ∣∣T i,δn∣∣ < ε′n},
verifies
(5.13) lim sup
n→∞
P−∞,∞[B(n)c] < ε.
On B(n), by virtue of Lemma 4.6, we have that with probability going to
1 there is a loopless cut-point of y
(n,δ)
0 at distance less than n
(1−ε′). For the
other (at most M) vertices y
(n,δ)
i , there are two cases.
(1) If the corresponding point z
(n,δ)
i is on the backbone then by Lemma 4.6
with probability going to 1 there is a loopless cut-point of y
(n,δ)
i at
distance less than 3δ
4
n + n(1−ε
′) from y
(n,δ)
i .
(2) If the corresponding point z
(n,δ)
i is not on the backbone (i.e. i ≤
l′(n, δ)), we can successively choose uniform points (U δn,ij )j≥0 in the
corresponding tree T iδn (which is a Galton-Watson tree conditioned to
have height larger than 3δ
4
n). On B(n), we know that at each step we
have probability at least ε1 to pick a uniform point which has y
(n,δ)
i
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as an ancestor. Since there are at most M such y
(n,δ)
i , we know there
exists J <∞ such that
(5.14)
lim sup
n→∞
P−∞,∞[B(n), for any i ≤ l′(n, δ), y(n,δ)i ≺ U δn,ij for some j ≤ J ] > 1−ε,
and denote C(n)c the event {for any i ≤ l(n, δ), y(n,δ)i ≺ U δn,ij for some j ≤ J}.
Now, by applying Lemma 4.11 to the points U δn,ij for j ≤ J , we know that
for some ε′ > 0 we have
(5.15)
lim
n→∞
P−∞,∞
[
max
x≺Uδn,ij
(|x| − |piT i,δn(x)|) ≥
(3
4
δn
)(1−ε′)
for some j ≤ J
]
= 0,
and call D(n)c the event in the previous line.
We can notice that on B(n) ∩ C(n) ∩D(n),
• the only paths leading to generation n go through the points y(n,δ)i for
i ≤ l(n, δ),
• y(n,δ)0 and all y(n,δ)i for i > l′(n, δ) have an ancestor χi which is a loopless
point at a distance which is less than 3δ
4
n+ n(1−ε
′).
• any y(n,δ)i is an ancestor of some U δn,ij for j ≤ J and as such y(n,δ)i has
an ancestor χi which is a cut-point (in the image of the tree T iδn) at
distance less than n(1−ε
′). Hence this T iδn-cut-point is at a generation
at least n− 3δ
4
n− (3
4
δn)(1−ε
′).
Let us now argue that, on B(n) ∩ C(n) ∩ D(n), all the χi are, with high
probability, cut-points in ω−∞,∞. This statement is obvious for χ0 and χi for
i > l′(nδ) since all points with loopless image are cut-points. It remains to
be proved that with high probability all χi for 1 ≤ i ≤ l′(n, δ) are cut-points.
We know that χi is a T iδn-cut-point, hence we only have to see how parts of
ω−∞,∞ other than T iδn can prevent χi from being a cut-point.
• The part of the graph that are descendants of α(n) cannot prevent
any χi from being a cut-point in ω−∞,∞ since there exists a loopless
point separating χi and any descendant of α(n).
• Similarly, if γ−1 ≥ −n, then any points that are not descendants of
α(−n) cannot prevent χi from being cut-points.
• Recalling the notations at the beginning of Section 4.2, we denote
B≥(1− 3δ2 )n(x) the image of the points at height larger that (1 − 3δ
2
n)
of a modified Galton-Watson tree T GW∗ (x) rooted at x. Then, if for
all −n ≤ i, j ≤ n we have that B≥(1− 3δ2 )n(α(i)) ∩ B(α(j)) = ∅, then
we know that no descendants of α(j) with −n ≤ j ≤ n can prevent
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χi from being a cut-point (since it is at generation at least n− 3δ4 n−
(3
4
δn)1−ε
′
.
This means that
lim sup
n→∞
P−∞,∞[B(n) ∩ C(n) ∩D(n), one of the χi is not a cut-point]
≤ lim sup
n→∞
P−∞,∞[γ−1 ≥ −n]
+ lim sup
n→∞
P−∞,∞[B≥(1− 3δ2 )n(α(i)) ∩ B(α(j)) 6= ∅, for some −n ≤ i, j ≤ n]
≤Cn2 max
n≤i,j≤n
lim sup
n→∞
P−∞,∞[B≥(1− 3δ2 )n(α(i)) ∩ B(α(j)) 6= ∅],
where we used Lemma 4.5 to say that lim supn→∞P
−∞,∞[γ−1 ≥ −n] = 0.
Notice that B≥(1− 3δ2 )n(x) ⊂ B(x), which means by Corollary A.1 for any
x, y ∈ Zd
P−∞,∞[B≥(1− 3δ2 )n(x) ∩ B(y) 6= ∅] ≤ P−∞,∞[B(x) ∩ B(y) 6= ∅]
≤ Cn− d−42 ,
where pk(·, ·) is the heat kernel of the simple random walk that is controlled
by (A.1). Hence, for d > 8 we have that
lim sup
n→∞
P−∞,∞[B(n) ∩ C(n) ∩D(n), one of the χi is not a cut-point] = 0.
On the former event we know that any path from level n− δn that reaches
level n has to cross one of the cut-points χi (on the path to some y
(n,δ)
i ) with
i ≤ l(n, δ). This is not compatible with Aδ(n). This means, by the previous
equation, (5.13), (5.14) and (5.15), that
lim sup
n→∞
P−∞,∞[Aδ(n)]
≤ lim sup
n→∞
P−∞,∞[B(n)c] + lim sup
n→∞
P−∞,∞[B(n), C(n)c] + lim sup
n→∞
P−∞,∞[B(n), C(n), D(n)c]
+ lim sup
n→∞
P−∞,∞[B(n) ∩ C(n) ∩D(n), all χi are not cut-points]
≤2ε
for any ε > 0. Since ε is arbitrary this means that
lim sup
n→∞
P−∞,∞[Aδ(n)] = 0,
which is what we needed to complete the proof. 
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5.2. Resistance estimate on the IICBRW. We are now transferring our
results to the IICBRW.
Lemma 5.4. Take d > 10. Then we have
lim
n→∞
R
∞
eff(0, α(n))
n
= ρ1 P∞ − a.s.
and
lim
n→∞
dω∞(0, α(n))
n
= ρ2 P∞ − a.s.
Proof. Once again, we will only prove the first part which is the more com-
plicated one.
Let us use the natural coupling between ω−∞,∞ (the IBICBRW) and ω∞
(the IICBRW) such that ω∞ ⊂ ω−∞,∞ (see 4.1). We see that by Rayleigh’s
monotonicity principle that
R
−∞,∞
eff (0, α(n)) ≤ R
∞
eff(0, α(n)).
We shall now look for a similar bound in the other direction. Recall that γ1
denotes the first positive pivotal point in ω−∞,∞. This point is also a pivotal
point for ω∞ (although not necessarily the first one). Since the resistance is
a metric on finite networks (see [47] exercise 2.68), we have
R
∞
eff(0, α(n) | n) ≤ R∞eff(0, α(γ1) | n) +R∞eff(α(γ1), α(n) | n)
≤ γ0 +R∞eff(α(γ1), α(n) | n),
where we used Rayleigh’s monotonicity principle in the last line (indeed 0 and
α(γ1) are connected by a path of length at most γ1).
Furthermore, we let i(·) be the unit current (see [47] for an introduction
to electrical networks) flowing from α(γ1) to α(n) on ω−∞,∞. Since any cur-
rent is acyclic (see Proposition 3.2. of [47]), we know that i(·) does not flow
through any edge between 0 and α(γ1). This implies, by Thompson’s principle
(see [47]), that
R
∞
eff(α(γ1), α(n)) = R
−∞,∞
eff (α(γ1), α(n)).
The last three equations imply that∣∣∣R−∞,∞eff (0, α(n))− R∞eff(0, α(n))∣∣∣ ≤ γ1.
We can now use Lemma 4.6 and Lemma 5.2 to obtain the result. 
5.3. Resistance on LCBRW conditioned on height. We are now going
to transfer the results obtained for the IICBRW to the case of LCBRW con-
ditioned on height. This part of the proof is slightly involved and is done in
several steps.
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5.3.1. Transferring results from the IICBRW. Let us start by a technical ver-
sion of the result we are trying to prove. For x ∈ T GW such that d(o, x) ≥ k,
we denote for k′ ≤ k the unique ancestor of x at level k′ by ←−x k′, in particular←−x 0 is the root.
Lemma 5.5. For ε > 0, δ ∈ (0, 1) and η ∈ (0, 1), we have for any i ∈ N such
that η ≤ η + iδ ≤ 1− η,
lim
n→∞
Qn
[∣∣∣∣∣R
ωn
(0, φT GWn (
←−
Un1
(η+iδ)n))
(η + iδ)n
− ρ1
∣∣∣∣∣ > ε, d
ωn(0, Un1 )
n
∈ [η+iδ, η+(i+1)δ)
]
= 0,
and
lim
n→∞
Qn
[∣∣∣∣∣dωn(0, φT GWn (
←−
Un1
(η+iδ)n))
(η + iδ)n
− ρ2
∣∣∣∣∣ > ε, d
ωn(0, Un1 )
n
∈ [η+iδ, η+(i+1)δ)
]
= 0,
where Un1 is uniformly chosen among the vertices of T GWn .
Proof. We will only prove the first equation, since both are proved in the same
manner.
We start by noticing that conditionally on the first (η+ iδ)n levels of T GWn ,
the position of
←−
Un1
(η+iδ)n (when dω(0, Un1 )/n ∈ [η+iδ, η+(i+1)δ)) is uniformly
distributed on the vertices of T GWn at level (η + iδ)n.
We also recall that, by definition, the random variableR
ωn
(0, φT GWn (
←−
Un1
(η+iδ)n))
is measurable with respect to the first (η + iδ)n levels of T GWn . This means
that
lim sup
n→∞
Qn
[∣∣∣∣∣R
ωn
(0, φT GWn (
←−
Un1
(η+iδ)n))
(η + iδ)n
− ρ1
∣∣∣∣∣ > ε, d
ωn(0, Un1 )
n
∈ [η + iδ, η + (i+ 1)δ)
](5.16)
≤ lim sup
n→∞
Qn
[∣∣∣∣∣R
ωn
(0, φT GWn (
←−
Un1
(η+iδ)n))
(η + iδ)n
− ρ1
∣∣∣∣∣ > ε
]
,
where U (η+iδ)n is a uniform random variables on the vertices of T GWn at level
(η + iδ)n that is independent of the structure of T GWn at other levels.
On the other hand, we know that for the IICBRW, conditionally on the
first (η+ iδ)n levels of T GW∞ , the vertex α((η+ iδ)n) (the unique vertex of the
backbone at level (η + iδ)n) is uniform among the vertices of T GW∞ at level
(η + iδ)n. Hence
P∞
[∣∣∣∣∣R
ω∞
(0, φT GW∞ (
←−
Un1
(η+iδ)n))
(η + iδ)n
− ρ1
∣∣∣∣∣ > ε
]
= P∞
[∣∣∣∣∣R
ω∞
(0, α((η + iδ)n))
(η + iδ)n
− ρ1
∣∣∣∣∣ > ε
]
,
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where
←−
Un1
(η+iδ)n is a uniform random variables on the vertices of T GW∞ at level
(η + iδ)n and independent of the rest of the tree. By Lemma 5.4, the right
hand side of the previous equation goes to 0 as n goes to infinity, which implies
that
lim
n→∞
P∞
[∣∣∣∣∣R
ω∞
(0, φT GW∞ (
←−
Un1
(η+iδ)n))
(η + iδ)n
− ρ1
∣∣∣∣∣ > ε
]
= 0.
Now, we want to use Lemma 4.7 to transfer this result for the measure Qn.
In order to use this result, we simply notice that, by the definition of R
ωn
(0, ·),
the event
{∣∣∣∣Rωn (0,φTGW(←−Un1 (η+iδ)n))(η+iδ)n − ρ
∣∣∣∣ > ε} is measurable with respect to the
first (η+ iδ)n ≤ (1−η)n levels of the tree. Thus we can combine the previous
equation with Lemma 4.7 to see that
lim
n→∞
Qn
[∣∣∣∣∣R
ωn
(0, φT GWn (
←−
Un1
(η+iδ)n))
(η + iδ)n
− ρ
∣∣∣∣∣ > ε
]
= 0,
as well. Recalling (5.16), we obtain the result. 
5.3.2. Relating R
ωn
and Rωn. Let us start by proving a technical result. Fix
δ > 0, write y
(n,δ)
1 , . . . , y
(n,δ)
l(n,δ) for the vertices at generation (η + (i − 1/2)δ)n
that have descendants at generation (η + iδ)n. If |Un1 | < η we set l(n, ε) = 0.
Lemma 5.6. Fix δ > 0, we have for any i ∈ N such that η ≤ η + iδ ≤ 1− η,
(5.17) lim sup
K→∞
lim sup
n→∞
Qn[l(n, δ) > K] = 0,
and
(5.18) lim sup
ε′→0
lim sup
n→∞
Qn
[
min
i=1,...,l(n,δ)
∣∣∣−−→T GWn y(n,δ)i
∣∣∣ < ε′n] = 0,
where
−−→T GWn y(n,δ)i is the tree composed of the descendants of y
(n,δ)
i in T GWn .
Proof. Proof of display (5.17) Let hT GWn be the height function associated to
T GWn as in the proof of Lemma 5.3 and extend its domain of definition to [0,∞)
by setting hT GWn (t) = 0 for t ≥
∣∣T GWn ∣∣. It is not hard to notice that l(n, δ)
equals the number of up-crossings of the interval [(η+ (i− 1/2)δ)n, (η+ iδ)n]
by hT GWn . On the other hand, from Corollary 1.13 of [45] we have that
(5.19) (n−1hT GWn (⌊tn2⌋))t≥0
n→∞→ ( 2
σZ
eˆt)t≥0
in distribution, where eˆ is a Brownian excursion conditioned on having height
larger than σZ
2
(and we recall that σ2Z is the variance of the offspring distri-
bution of T GW). Hence, l(n, δ) converges in distribution, as n → ∞, to the
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number of up-crossings of [η + (i− 1/2)δ, η + iδ] by 2
σZ
eˆ. But, since eˆ is con-
tinuous, the said number of up-crossings is almost surely finite. This finishes
the proof.
Proof of display (5.18) Using, as above, that each y
(n,δ)
j is associated to an
up-crossing of the interval [(η + (i− 1/2)δ)n, (η + iδ)n] by hT GWn , we see that∣∣∣−−−→T GWn y(n,δ)j
∣∣∣ equals the duration of the excursion above level (η + (i− 1/2)δ)n
corresponding to the said up-crossing. Again, by the convergence of hT GWn
in display (5.19), we get that n−1
∣∣∣−−−→T GWn y(n,δ)j
∣∣∣ converges in distribution of the
duration of the excursion of 2
σZ
eˆ associated to an up-crossing of [η + (i −
1/2)δ, η + iδ]. Since eˆ is uniformly continuous, the minimum duration of
those excursions is positive. The result follows. 
We have
Lemma 5.7. Fix δ > 0, we have for any i ∈ N such that η ≤ η + iδ ≤ 1− η,
lim sup
n→∞
Qn
[∣∣∣Rωn(0, φT GWn (←−Un1 (η+iδ)n))− Rωn(0, φT GWn (←−Un1 (η+iδ)n))
∣∣∣ ≥ 2δn
and
dωn(0, Un1 )
n
∈ [η + iδ, η + (i+ 1)δ)
]
= 0
and
lim sup
n→∞
Qn
[∣∣∣dωn(0, φT GWn (←−Un1 (η+iδ)n))− dωn(0, φT GWn (←−Un1 (η+iδ)n))
∣∣∣ ≥ 2δn
and
dωn(0, Un1 )
n
∈ [η + iδ, η + (i+ 1)δ)
]
= 0
This argument will be a version of the argument given to prove (5.8).
Proof. As in the previous proofs, we will only prove the first statement which
is the harder one. We assume that dω(0, Un1 )/n ∈ [η + iδ, η + (i+ 1)δ).
By Lemma 4.11, we know that with probability going to 1 we have that
maxx≺Un1 (|x|−
∣∣piT GWn (x)∣∣) ≤ n(1−ε′) for ε′ > 0, which implies that there exists
a point with loopless image yδ ≺ ←−Un1 (η+iδ)n such that (η + (i− 1)δ)n ≤ |yδ| ≤
(η + (i − 1/2)δ)n. Obviously, by Rayleigh’s monotonicity principle and the
fact that φT GWn (yδ) is (the image of a loopless point and hence) a cut-point
lying between 0 and Un1 , we have that
(5.20)
Rωn(0, φT GWn (yδ)) ≤ Rωn(0, φT GWn (
←−
Un1
(η+iδ)n)) ≤ Rωn(0, φT GWn (yδ)) + 2δn.
We are now going to evaluate Rωn(0, φT GWn (yδ)). For this, we introduce the
graph
Bubble(δ) :={z ∈ ω, z is connected without using cut-points to φT GWn (z′)
47
for some z′ ≺ ←−Un1 (η+iδ)n with |z′| ≤ (η + (i− 1/2)δ)n},
that is the graph formed by the bubbles containing the first (η+ (i− 1/2)δ)n
ancestors of Un1 starting from 0.
Take a cut-bond e that is not in Bubble(δ). It doesn’t lie on any simple path
from 0 to φT GWn (yδ), so when a current flows from 0 to yδ we know that the
current travelling through e is 0 (Proposition 2.2. in [47]). In particular this
implies that
R
ωn
(0, φT GWn (yδ) | (η + iδ)n) = RBubble(δ)(0, φT GWn (yδ) | (η + iδ)n),
where we used a natural extension of the notation R
ωn
(as in (5.10)), and also
Rωn(0, φT GWn (yδ)) = RBubble(δ)(0, φT GWn (yδ)).
Introduce
Aδ(n) := {for any z ∈ T GWn with |z| ≥ (η+iδ)n, we have φT GWn (z) /∈ Bubble(δ)},
which means that Bubble(δ) are only made of images of points in T GWn whose
generation is lower than (η + iδ)n. The key observation is that on Aδ(n) we
have
RBubble(yδ)(0, φT GWn (yδ)) = RBubble(yδ)(0, φT GWn (yδ) | (η + iδ)n),
which implies by the two previous equations that, on Aδ(n)
(5.21) R
ωn
(0, φT GWn (yδ) | (η + iδ)n) = Rωn(0, φT GWn (yδ)).
Finally, we can notice that yδ is a cut-point for the restricted subgraph
generated by embedding the (η+iδ)n first levels of T GWn . This and Rayleigh’s
monotonicity principle imply that
(5.22)
R
ωn
(0, φT GWn (yδ) | (η+iδ)n) ≤ R
ωn
(0, φT GWn (
←−
Un1
(η+iδ)n)) ≤ Rωn(0, φT GWn (yδ) | (η+iδ)n)+δn.
The combination of (5.20), (5.21) and (5.22) imply that on Aδ(n), we see
that ∣∣∣Rωn(0, φT GWn (←−Un1 (η+iδ)n))− Rωn(0, φT GWn (←−Un1 (η+iδ)n))∣∣∣ ≤ 2δn.
Hence, in order to prove the result, it will be enough to show that for any
δ > 0 we have that
lim sup
n→∞
Qn[Aδ(n)] = 0,
i.e. showing that the ancestors of Un1 which are at a generation lower than (η+
(i− 1/2)δ)n are not in bubbles that contain images of points at a generation
greater than (η + iδ)n, except with vanishing probability.
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Fix δ > 0, write y
(n,δ)
1 , . . . , y
(n,δ)
l(n,δ) for the vertices at generation (η + (i −
1/2)δ)n that have descendants at generation (η+ iδ)n. For any ε > 0, we can
choose, by Lemma 5.6, M <∞ and ε1 > 0 such that the event
B(n) = {l(n, δ) ≤M} ∩
{
min
i=1,...,l(n,δ)
∣∣∣−−−→T GWn y(n,δ)i
∣∣∣ ≥ ε1n},
verifies
lim sup
n→∞
Qn[B(n)
c] < ε.
On B(n), by successively choosing uniform points (Unj )j≥0 in the tree, we
know that at each step we have probability at least ε1 to pick a uniform point
which has y
(n,δ)
i as an ancestor. Since there are at most M such y
(n,δ)
i , we
know there exists J <∞ such that
lim sup
n→∞
Qn[B(n), for any i ≤ l(n, δ), y(n,δ)i ≺ Unj for some j ≤ J ] > 1− ε,
and denote C(n)c the event {for any i ≤ l(n, δ), y(n,δ)i ≺ Unj for some j ≤ J}.
Now, by applying Lemma 4.11 to the points Unj for j ≤ J , we know that
for some ε′ > 0 we have
lim
n→∞
Qn
[
max
x≺Unj
(|x| − ∣∣piT GWn (x)∣∣) ≥ n(1−ε′) for some j ≤ J] = 0.
But we can notice that if B(n) and C(n) occur along with maxx≺Unj (|x| −∣∣piT GWn (x)∣∣) ≤ n(1−ε′) for all j ≤ J , then we can see that
• the only paths leading to generation Un1 go through the points y(n,δ)i
for i ≤ l(n, δ),
• any y(n,δ)i is an ancestor of some Unj for j ≤ J and as such y(n,δ)i has an
ancestor which is a cut-point at distance less than n(1−ε
′) (and hence
this cut-point is at a generation at least (η + iδ)n− n(1−ε′))
This means that any path from level (η + (i − 1/2)δ)n that reaches level
(η + iδ)n has to cross one of the cut-points on the path to some y
(n,δ)
i with
i ≤ l(n, δ). This is not compatible with Aδ(n). This means that
lim sup
n→∞
Qn[Aδ(n)]
≤ lim sup
n→∞
Qn[B(n)
c] + lim sup
n→∞
Qn[B(n), C(n)
c]
+ lim
n→∞
Qn
[
max
x≺Unj
(|x| − ∣∣piT GWn (x)∣∣) ≥ n(1−ε′) for some j ≤ J]
≤2ε
for any ε > 0. Since ε is arbitrary this means that
lim sup
n→∞
Qn[Aδ(n)] = 0,
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which is what we needed to complete the proof. 
5.3.3. A first result on the proportionality of the resistance and the tree dis-
tance. We can deduce from the previous lemma
Lemma 5.8. For ε > 0 and η ∈ (0, 1), we have
lim
n→0
Qn
[∣∣∣∣Rωn(0, φT GWn (Un1 ))dT GWn (0, Un1 ) − ρ1
∣∣∣∣ > ε, dT
GW
n (0, Un1 )
n
∈ [η, 1− η]
]
= 0,
and
lim
n→∞
Qn
[∣∣∣∣dωn(0, φT GWn (Un1 ))dT GWn (0, Un1 ) − ρ2
∣∣∣∣ > ε, dT GWn (0, Un1 ) ∈ [η, 1− η]] = 0,
where Un1 is uniformly chosen among the vertices of T GWn .
Proof. We will only prove the first point, the second one being similar.
Let us now fix i ∈ N with η
2
≤ η
2
+ iδ ≤ 1 − η
2
. Since the embedding
diminishes the distances, we know that φ(
←−
Un1
(η+iδ)n) is at a distance of at most
δn of φ(Un1 ), when d
T GWn (0, Un1 )/n ∈ [η2 + iδ, η2 + (i + 1)δ) (by the definition
of
←−
Un1
(η
2
+iδ)n). Hence, since the resistance is a metric we can see that, when
dT
GW
n (0, Un1 )/n ∈ [η2 + iδ, η2 + (i+ 1)δ), we have∣∣∣Rωn(0, φT GWn (Un1 ))− Rωn(0, φT GWn (←−Un1 (η2+iδ)n))
∣∣∣ ≤ δn,
this implies, using dT
GW
n (0, Un1 )/n ∈ [η2 + iδ, η2 + (i+ 1)δ), that
Rωn(0, φT GWn (
←−
Un1
(η
2
+iδ)n))− δn
(η
2
+ (i+ 1)δ)n
≤ R
ωn(0, φT GWn (U
n
1 ))
dT GWn (0, Un1 )
≤ R
ωn(0, φT GWn (
←−
Un1
(η+iδ)n)) + δn
(η
2
+ iδ)n
.
Hence, on dT
GW
n (0, Un1 )/n ∈ [η2 + iδ, η2 + (i+ 1)δ), we have∣∣∣∣∣R
ωn(0, φT GWn (U
n
1 ))
dT GWn (0, Un1 )
− R
ωn(0, φT GWn (
←−
Un1
(η
2
+iδ)n))
(η
2
+ iδ)n
∣∣∣∣∣
≤ δ
(η/2)
+
δ
(η
2
+ (i+ 1)δ)(η
2
+ iδ)n
Rωn(0, φT GWn (
←−
Un1
(η
2
+iδ)n))
≤ δ
(η/2)
+
δ
(η
2
+ (i+ 1)δ)(η
2
+ iδ)
,
where we used that Rωn(0, φT GWn (
←−
Un1
(η
2
+iδ)n)) ≤ n by Rayleigh’s monotonicity
principle since φT GWn diminishes distances and
η
2
+ iδ ≤ 1.
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Now, fix ε > 0 and choose δ small enough (depending on η and ε) such that
δ
(η/2)
+ δ
((η/2)+δ)((η/2)+δ)
≤ ε
3
, which implies that∣∣∣∣∣R
ωn(0, φT GWn (U
n
1 ))
dT GWn (0, Un1 )
− R
ωn(0, φT GWn (
←−
Un1
(η
2
+iδ)n))
(η
2
+ iδ)n
∣∣∣∣∣ ≤ ε3 .
We can then use Lemma 5.5 (applied with ε/3 instead of ε) to see that
lim
n→∞
Qn
[∣∣∣∣∣R
ωn
(0, φT GWn (
←−
Un1
(η
2
+iδ)n))
(η
2
+ iδ)n
− ρ1
∣∣∣∣∣ > ε3 , d
ωn(0, Un1 )
n
∈ [η
2
+iδ,
η
2
+(i+1)δ)
]
= 0,
and Lemma 5.7 ( provided 2δ ≤ 2ε
3η
) to see that
lim sup
n→∞
Qn
[∣∣∣Rωn(0, φT GWn (←−Un1 (η2+iδ)n))− Rωn(0, φT GWn (←−Un1 (η2+iδ)n))∣∣∣
(η
2
+ iδ)n
≥ ε
3
and
dωn(0, Un1 )
n
∈ [η
2
+ iδ,
η
2
+ (i+ 1)δ)
]
= 0
The last three equations imply that for any i ∈ N such that for δ small
enough and η
2
≤ η
2
+ iδ ≤ 1− η
2
we have
lim
n→∞
Qn
[∣∣∣∣Rωn(0, φT GWn (Un1 ))dT GWn (0, Un1 ) − ρ1
∣∣∣∣ > ε, dω(0, Un1 ) ∈ [η2 + iδ, η2 +(i+1)δ)
]
= 0,
which implies the lemma by summing over i (with η
2
≤ η
2
+ iδ ≤ 1− η
2
) if we
impose further that δ < η
2
. 
5.3.4. Proving the proportionality of the distance and the resistance distance
for LCBRW conditioned on height. Write
(5.23) A(η) :=
{∣∣∣∣Rωn(0, φT GWn (Un1 ))dT GWn (0, Un1 ) − ρ1
∣∣∣∣ > ε, dT
GW
n (0, Un1 )
H(T GWn )
∈ [η, 1− η]
}
,
and
(5.24) B(η) :=
{∣∣∣∣dωn(0, φT GWn (Un1 ))dT GWn (0, Un1 ) − ρ2
∣∣∣∣ > ε, dT
GW
n (0, Un1 )
H(T GWn )
∈ [η, 1− η]
}
,
where Un1 is uniformly chosen among the vertices of T GWn . Let us emphasize
the fact that the events A(η) and B(η) are not defined in terms of n.
We can generalize the previous result to obtain
Lemma 5.9. For ε > 0 and η ∈ (0, 1), we have
lim
n→∞
Qn[A(η)] = 0,
and
lim
n→∞
Qn[B(η)] = 0.
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Proof. For notational convenience, we will use H instead of H(T GWn ) during
this proof.
Write Qn,2 := P[· | H ∈ [n, 2n)]. We have
Qn,2
[∣∣∣∣Rωn(0, φT GWn (Un1 ))dT GWn (0, Un1 ) − ρ1
∣∣∣∣ > ε, dT
GW
n (0, Un1 )
n
∈
[η
2
, 1− η
2
]]
=
1
P[H ∈ [n, 2n)]
×P
[∣∣∣∣Rωn(0, φT GWn (Un1 ))dT GWn (0, Un1 ) − ρ1
∣∣∣∣ > ε, dT
GW
n (0, Un1 )
n
∈
[η
2
, 1− η
2
]
, H ∈ [n, 2n)
]
≤ 1
P[H ∈ [n, 2n)]
×P
[∣∣∣∣Rωn(0, φT GWn (Un1 ))dT GWn (0, Un1 ) − ρ1
∣∣∣∣ > ε, dT
GW
n (0, Un1 )
n
∈
[η
2
, 1− η
2
]
, H ≥ n
]
≤ P[H ≥ n]
P[H ∈ [n, 2n)]Qn
[∣∣∣∣Rωn(0, φT GWn (Un1 ))dT GWn (0, Un1 ) − ρ1
∣∣∣∣ > ε, dT
GW
n (0, Un1 )
n
∈
[η
2
, 1− η
2
]]
,
but since P[H ≥ n] ∼ Cn−1, by [35], we know that P[H≥n]
P[n≤H<2n] ≤ C, so we can
use Lemma 5.8 to see that
lim
n→∞
Qn,2
[∣∣∣∣Rωn(0, φT GWn (Un1 ))dT GWn (0, Un1 ) − ρ1
∣∣∣∣ > ε, dT
GW
n (0, Un1 )
n
∈
[η
2
, 1− η
2
]]
= 0.
Now, notice that conditionally H ∈ [n, 2n), we have{dT GWn (0, Un1 )
H
∈ [η, 1− η]
}
⊂
{dT GWn (0, Un1 )
n
∈ [η
2
, 1− η
2
]
}
,
we can use this and the previous equation to see that
(5.25) lim
n→∞
Qn,2[A(η)] = 0.
Fix N ∈ N. The quantity we want to study is
Qn[A(η)]
=
1
P[H ≥ n]P[A(η), H ≥ n]
≤ 1
P[H ≥ n]
(N−1∑
k=0
P[A(η), 2kn ≤ H < 2k+1n] +P[H ≥ 2Nn]
)
≤
N−1∑
k=0
P[H ≥ 2kn]
P[H ≥ n] Q2kn,2[A(η)] +
P[H ≥ 2Nn]
P[H ≥ n] ,
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noticing that P[H≥2
kn]
P[H≥n] ≤ C2−k, we can get the upper bound
(5.26) Qn[A(η)] ≤ N sup
k≥0
Q2kn,2[A(η)] + C2
−N .
By (5.25), we know that
lim
n→∞
sup
k≥0
Q2kn,2[A(η)] = 0,
so by choosingN := (supk≥0Q2kn,2[A(η)])
−1/2, we haveN →n→∞ ∞ and (5.26)
implies
lim
n→∞
Qn[A(η)] = 0,
which is the result we were trying to prove. 
We have
Lemma 5.10. For any ε > 0, there exists η ∈ (0, 1), we have
lim sup
n→∞
Qn
[dT GWn (0, Un1 )
H(T GWn )
/∈ [η, 1− η]
]
< ε,
where Un1 is chosen uniformly on T GWn .
Proof. Let hT GWn be the height function associated to T GWn and eˆ be a Brown-
ian excursion conditioned on having height larger than σZ
2
. Set R := sup{t ≥
0 : eˆt > 0}. It follows from the proof of Corollary 1.13 in [45] that
(5.27) ((n−1hT GWn (n
2t))t≥0, n
−1 ∣∣T GWn ∣∣) n→∞→ ((eˆt)t≥0, R),
in distribution under Qn, where the convergence of the first coordinate is in
the topology of uniform convergence. It is not hard to see from the display
above that
(5.28)
Qn
[dT GWn (0, Un1 )
H(T GWn )
∈ [η, 1− η]
]
n→∞→ E
[
1
R
Leb({t ∈ [0, R] : |eˆt|
M
∈ [η, 1− η]})
]
,
From standard facts about Brownian motion, (e.g., existence of local times)
and the dominated convergence Theorem we have that
(5.29) lim
η→0
E
[
1
R
Leb({t ∈ [0, R] : |eˆt|
M
∈ [η, 1− η]})
]
= 1.
The result follows from (5.28) and (5.29) 
Finally we obtain the main result of this section
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Lemma 5.11. For ε > 0, we have
lim
n→∞
Qn
[∣∣∣∣Rωn(0, φT GWn (Un1 ))dT GWn (0, Un1 ) − ρ1
∣∣∣∣ > ε] = 0,
and
lim
n→∞
Qn
[∣∣∣∣dωn(0, φT GWn (Un1 ))dT GWn (0, Un1 ) − ρ2
∣∣∣∣ > ε] = 0.
Proof. We prove only the first result. Fix ε′ > 0 and chose η > 0 given by
Lemma 5.10 associated to that ε′. We know that
Qn
[∣∣∣∣Rωn(0, φT GWn (Un1 ))dT GWn (0, Un1 ) − ρ1
∣∣∣∣ > ε] ≤ Qn[A(η)]+Qn[dT
GW
n (0, Un1 )
H(T GWn )
/∈ [η, 1−η]
]
,
and which implies by Lemma 5.10 and Lemma 5.9
lim sup
n→∞
Qn
[∣∣∣∣Rωn(0, φT (Un1 ))dT GWn (0, Un1 ) − ρ1
∣∣∣∣ > ε] ≤ ε′,
which is valid for all ε′ > 0. This proves the lemma. 
5.4. Resistance on LCBRW conditioned on size. Our proof will proceed
in two steps. We first condition on the size being larger than n and then we
will transfer this to the size being exactly n.
5.4.1. Conditioning on the size being larger than n. We will start by proving
a result conditioned on |T | ≥ n. First we need a technical Lemma
Lemma 5.12. There exists C > 0 such that for all ε′ > 0, we have
lim sup
n→∞
P[H(T ) ≤ (ε′n)1/2 | |T | ≥ n] ≤ Cε′,
Proof. The proof is based on the convergence of the height function of T to a
Brownian excursion. Let hT denote the height function of T as in the proof
of Lemma 5.10. Using the notation of the proof of Lemma 5.10, let
L′ := inf{t > 0 : βt = 0 and βt+s > 0 for all s < 1}
and
R′ := inf{t > L′ : βt = 0}
Let (e1t )t≥0 be a Brownian excursion conditioned on having duration larger
than 1. i.e. (e1t )t≥0 is distributed as
(
2
σ
βL′+t1{t≤R′−L′}
)
t≥0. The same argu-
ments leading to (??) can be used to prove that hT conditioned on |T | ≥ n
converge to a (e1t )t≥0. Therefore
(5.30) lim
n→∞
P[H(T ) ≤ (ε′n)1/2 | |T | ≥ n] = P
[
max
t≥0
e1t ≤
σ
2
ε′
]
.
As the displays above suggest, we will need to control the maximum of a
Brownian excursion. Theorem 1 of [55] establishes a relation between the
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Brownian bridge and the normalized Brownian excursion (et)t∈[0,1]. More
precisely, let (W b(t))t∈[0,1] be a Brownian bridge and τ ∈ [0, 1] the point
where the Brownian bridge attains its minimum. Then (W b(τ + t mod 1)−
W b(τ))t∈[0,1] has the law of a normalized Brownian excursion. Therefore
(5.31) P
[
max
t∈[0,1]
W b(t)− min
t∈[0,1]
W b(t) < ε
]
= P
[
max
t∈[0,1]
et < ε
]
.
Let W be a standard, one-dimensional Brownian motion. A simple analysis
yields that ifW (1) /∈ [2W (1/2)−2ε, 2W (1/2)+2ε], then the Brownian bridge
Wt− tW1 evaluated at time 1/2 is outside the ball of radius ε centered at the
origin. That is
(5.32) |W (1/2)− 1/2W (1)| > ε.
Therefore
P
[
W b(1/2) < ε
] ≤P [W (1) ∈ [2W (1/2)− 2ε, 2W (1/2) + 2ε]]
≤4ε× sup
x∈R
p 1
2
(x),
where pt(x) is the Gaussian density of W at time t. Since supx∈R p 1
2
(x) <∞,
the display above yields that there exists C > 0 such that
P [W b(1/2) < ε] ≤ Cε.
That, together with (5.31) yields that
(5.33) P
[
max
t∈[0,1]
et < ε
]
≤ Cε.
We need to replace the normalized Brownian excursion e in the display above
by the Brownian excursion conditioned on having duration larger than 1, e1.
But that step can be easily justified using the known fact that (τ
−1/2
0 e
1
τ0t)t∈[0,1]
is distributed as (et)t∈[0,1], where τ0 := inf{t > 0 : e1t = 0}. Notice that, since
e1 is conditioned to have duration larger than 1, we have that τ0 > 1 almost
surely and therefore
P
[
max
t≥0
e1t < ε
]
= P
[
max
t≥0
τ
1/2
0 et < ε
]
≤ P
[
max
t≥0
et < ε
]
.
Hence, the lemma follows from (5.33) and (5.30). 
This allows us to prove
Lemma 5.13. For ε > 0, we have
lim
n→∞
P
[∣∣∣∣Rω(0, φT (Un1 ))dT (0, Un1 ) − ρ1
∣∣∣∣ > ε | |T | ≥ n] = 0,
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and
lim
n→∞
P
[∣∣∣∣dω(0, φT (Un1 ))dT (0, Un1 ) − ρ2
∣∣∣∣ > ε | |T | ≥ n] = 0.
Proof. Fix ε′ > 0. We have
P
[∣∣∣∣Rω(0, φT (Un1 ))dT (0, Un1 ) − ρ1
∣∣∣∣ > ε | |T | ≥ n]
≤P
[∣∣∣∣Rω(0, φT (Un1 ))dT (0, Un1 ) − ρ1
∣∣∣∣ > ε,H(T ) ≥ (ε′n)1/2 | |T | ≥ n]
+P[H(T ) ≤ (ε′n)1/2 | |T | ≥ n]
≤ 1
P[|T | ≥ n]P
[∣∣∣∣Rω(0, φT (Un1 ))dT (0, Un1 ) − ρ1
∣∣∣∣ > ε,H(T ) ≥ (ε′n)1/2, |T | ≥ n]
+P[H(T ) ≤ (ε′n)1/2 | |T | ≥ n]
≤P[H(T ) ≥ (ε
′n)1/2]
P[|T | ≥ n] P
[∣∣∣∣Rω(0, φT (Un1 ))dT (0, Un1 ) − ρ1
∣∣∣∣ > ε | H(T ) ≥ (ε′n)1/2]
+P[H(T ) ≤ (ε′n)1/2 | |T | ≥ n].
Using P[H(T GW) ≥ n] ∼ Cn−1 (see [35]), P[∣∣T GW∣∣ ≥ n] ∼ Cn−1/2
(Lemma 2.1.4 in [39]) we see that P[H(T )≥(ε
′n)1/2]
P[|T |≥n] ≤ C(ε′)−1/2. Using this,
the previous computation, Lemma 5.12 and Lemma 5.11 we can see that
lim sup
n→∞
P
[∣∣∣∣Rω(0, φT (Un1 ))dT (0, Un1 ) − ρ1
∣∣∣∣ > ε | |T | ≥ n] ≤ Cε′,
and since this is true for all ε′ > 0 the lemma is proved. 
5.4.2. Conditioning on the size being n. Let us define the breadth first search
of a Galton-Watson tree. We consider the vertices level-by-level, and from
left to right within each level. This induces an ordering on the tree which we
denote (vTi )i≤|T |. The breadth first search keeps a queue of vertices Qi with
Q0 = 1 and the recursion Qi = Qi−1− 1+Zi, with Zi which are i.i.d. random
variables with the same law as Z. The breadth first search stops when the
tree is completely explored when Qj = 0.
This process is a way of encoding a tree with a random walk. We can see
that a tree has size at least n if, and only if, Qj > 0 for all j < n, and it has
size exactly n if, and only if, we also have Qn = 0.
We will also need another way of encoding the tree known as the depth
first search process around T GWn , which corresponding to exploring the tree
by going around it. This process (wn(
i
2(n−1)))i≤2(n−1) takes values in V (T GWn )
and is defined by starting at the root then defining recursively wn(
i+1
2(n−1)) in
the following manner:
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• if wn( i2(n−1)) has offsprings which has not yet been visited by the pro-
cess, then wn(
i+1
2(n−1)) will be the first of those offsprings according to
the lexicographical order,
• otherwise wn( i+12(n−1)) is the ancestor of wn( i2(n−1)).
Using this we can define the search depth process by setting wˆn(i) = d
T GWn (root, wn(i)).
We extend the domain of definition of wˆn to [0, 1] by linear interpolation.
Before moving on to our main result we need three more technical estimates.
For any η > 0, we write
C(η) = {Card({i ≤ |T | , dT (0, vTi ) ≤ d(0, Un1 )}) ≤ (1− η)n}
where Un1 is uniformly chosen over T .
Lemma 5.14. For any ε′ > 0 there exists η > 0, we have that
lim sup
n→∞
Pn[C(η)
c] ≤ ε′.
Proof. Let
(5.34)
H∗(η) = max{h ∈ N : |{v ∈ V (T GWn ) : dT
GW
n (root, v) ≤ h}| ≤ (1− η)n}.
It is easy to see that if dT
GW
n (root, U1n) ≤ H∗(η) then C(η) holds. Therefore
(5.35) Pn[C(η)
c] ≤ Pn[dT GWn (root, U1n) > H∗(η)].
Moreover, by definition of H∗(η) and using that |V (T GWn )| = n it follows that
|{v ∈ V (T GWn ) : dT
GW
n (root, v) > H∗(η)}| ≤ ηn.
Therefore, since U1n is uniform on the n vertices of T GWn ,
Pn[d
T GWn (root, U1n) > H
∗(η)] ≤ η.
The display above together with (5.35) proves the lemma. 
Lemma 5.15. For any ε′ > 0 we have
lim sup
n→∞
Pn[d
T GWn (0, Un1 ) ≤ δn1/2] = 0.
where Un1 is uniformly distributed on T GWn .
Proof. Let T GWn be a Galton-Watson tree conditioned on
∣∣T GWn ∣∣ = n. Let us
introduce the height profile of
Hn(i) = #{x ∈ V (T GWn ) : dT
GW
n (root, x) = i}, i ∈ N.
We extend the domain ofHn by linear interpolation. Recall that (wˆn(i))i≤2(n−1)
denotes the search depth process of T GWn . Let (et)t∈[0,1] be a normalized Brow-
nian excursion and (l(x))x∈R+ be its local time at time 1. More precisely,
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l ∈ C(R+,R) is the random function which satisfies
Leb(t ∈ [0, 1] : et ∈ A) =
∫
A
l(x)dx,
for any Borelian A. Using that wˆn scales to the normalized Brownian excur-
sion e (see [5] Theorem 23) and that Hn scales to l (see [19] Theorem 1.1),
using the same idea as in Theorem 3 of [7], we can get the joint convergence
(5.36)(
(n−1/2wˆn(t))t∈[0,1], (n−1/2Hn(
√
nx)x≥0)
) n→∞→
((
2
σ
et
)
t∈[0,1]
,
(σ
2
l(xσ/2)
)
x∈R
)
weakly in C([0, 1],R)× C(R+,R) endowed with the uniform topology. Since
e is an excursion of duration 1 and l is the local time of e, it follows that∫
R
l(x)dx = 1.
In particular,
(5.37)
∫ h
0
σ
2
l(tσ/2)dt = 1.
By (5.36) we have that
lim sup
n→∞
Pn[d
T GWn (0, Un1 ) ≤ δn1/2] ≤ E
[∫ δ
0
σ
2
l(xσ/2)dx
]
,
for any δ > 0. The result follows by taking δ to 0. 
Finally, we do the third argument showing that R(·, ·) and R(·, ·) are close.
Fix ε > 0, write y
(n,ε)
1 , . . . , y
(n,ε)
l(n,ε) for the vertices at generation |Un1 | − ε2n1/2
that have descendants at generation |Un1 |. If |Un1 | < ε2n1/2 we set l(n, ε) = 0.
Lemma 5.16. For any ε > 0, we have that
(5.38) lim sup
K→∞
lim sup
n→∞
Pn[l(n, ε) > K] = 0,
and
(5.39) lim sup
δ→0
lim sup
n→∞
Pn
[
min
i=1,...,l(n,ε)
∣∣∣−−→T GWn y(n,ε)i
∣∣∣ < δn] = 0.
The same result holds under the measure P[· | |T | ≥ n].
Proof. Proof of display (5.38) Let hT GWn be the height function associated
to T GWn as in the proof of Lemma 5.10. It is not hard to notice that l(n, ε)
equals the number of up-crossings of the interval [|U1|− ε2n−1/2, |U1|] by hT GWn .
Therefore, from Theorem 1.15 of [45] we have that
(5.40) (n−1/2hT GWn (⌊tn⌋))t∈[0,1]
n→∞→ ( 2
σZ
et)t∈[0,1]
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in distribution, where e is a normalized Brownian excursion (and we recall
that σ2Z is the variance of the offspring distribution of T GW). Hence, l(n, ε)
converges in distribution, as n→∞, to the number of up-crossings of [e(U)−
σZ
2
ε
2
, e(U)] by e, where U is a uniformly chosen point of [0, 1] independent of
e. But, since e is continuous, the said number of up-crossings is almost surely
finite. This finishes the proof.
Proof of display (5.39) Using, as above, that each y
(n,ε)
i is associated to
an up-crossing of the interval [|U1| − ε2 , |U1|] by hT GWn , we see that
∣∣∣−−−→T GWn y(n,ε)i
∣∣∣
equals the duration of the excursion above level |U1| corresponding to the said
up-crossing. Again, by the convergence of hT GWn in display (5.40), we get that
n−1
∣∣∣−−−→T GWn y(n,ε)i
∣∣∣ converges in distribution of the duration of the excursion of e
associated to an up-crossing of [|U | − σZ
2
ε
2
, |U |] by e (where U is an uniformly
chosen point of [0, 1] independent of e). Since e is uniformly continuous, the
minimum duration of those excursions is positive. The result follows. 
This allows us to compare R(·, ·) and R(·, ·).
Lemma 5.17. For any ε > 0 we have
lim sup
n→∞
Pn
[∣∣Rωn(0, φT GWn (Un1 ))− Rωn(0, φT GWn (Un1 ))∣∣
dT (0, Un1 )
> ε
]
= 0,
and
lim sup
n→∞
Pn
[∣∣dω(0, φT GWn (Un1 ))− dω(0, φT GWn (Un1 ))∣∣
dT (0, Un1 )
> ε
]
= 0.
The same result holds under P[· | |T | ≥ n].
Proof. We only prove the result for the resistance since the other result is
similar but easier.
On maxx≺Un1 (|x| −
∣∣piT GWn (x)∣∣) ≤ n(1−ε′)/2 for ε′ > 0, we know that for any
ε1 > 0 there exists a point with loopless image yε1 ≺ Un1 such that ε1n1/2 ≤
|Un1 | − |yε1| ≤ 2ε1n1/2. Obviously, by Rayleigh’s monotonicity principle and
the fact that φT GWn (yε1) is (the image of a loopless point and hence) a cut-point
lying between 0 and Un1 , we have that
(5.41)
Rωn(0, φT GWn (yε1)) ≤ Rωn(0, φT GWn (Un1 )) ≤ Rωn(0, φT GWn (yε1)) + 2ε1n1/2.
We will now turn our gaze to Rωn(0, φT GWn (yε1)). For this, we define the
graph
Bubble(ε1) :={z ∈ ω, z is connected without using cut-points to φT GWn (z′)
for some z′ ≺ Un1 with |Un1 | − |z′| ≥ ε1n1/2},
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that is the graph formed by the bubbles linking 0 to the ε1n
1/2-th ancestor of
Un1 .
Take a cut-bond e that is not in Bubble(ε1). It doesn’t lie on any simple path
from 0 to yε1, so when a current flows from 0 to φT GWn (yε1) we know that the
current travelling through e is 0 (this follows from Proposition 2.2. in [47]).
In particular this implies that
R
ωn
(0, φT GWn (yε1) | |Un1 |) = RBubble(ε1)(0, φT GWn (yε1) | |Un1 |),
where we used a natural extension of the notation R
ωn
, and also
RRωnω(0, φT GWn (yε1)) = RBubble(ε1)(0, φT GWn (yε1)),
Introduce
Aε1(n) := {for any z ∈ T GWn with |z| ≥ |Un1 | , we have φT GWn (z) /∈ Bubble(ε1)},
which means that Bubble(ε1) are only made of images of points in T GWn whose
generation is lower than that of Un1 . The key observation is that on Aε1(n)
we have
RBubble(yε1 )(0, φT GWn (yε1)) = RBubble(yε1 )(0, φT GWn (yε1) | |Un1 |),
which implies by the two previous equations that, on Aε1(n)
(5.42) R
ωn
(0, φT GWn (yε1) | |Un1 |) = Rωn(0, φT GWn (yε1)).
Finally, we can notice that yε1 is a cut-point for the restricted subgraph
generated by embedding the |Un1 | first levels of T GWn . This and Rayleigh’s
monotonicity principle imply that
(5.43)
R
ωn
(0, φT GWn (yε1) | |Un1 |) ≤ R
ωn
(0, φT GWn (U
n
1 )) ≤ Rωn(0, φT GWn (yε1) | |Un1 |)+2ε1n1/2.
The combination of (5.41), (5.42) and (5.43) imply that on Aε1(n), we see
that ∣∣Rωn(0, φT GWn (Un1 ))−Rωn(0, φT GWn (Un1 ))∣∣ ≤ 2ε1n1/2.
Using this equation it means that, for ε1 > 0 and for some ε
′ > 0
Pn
[∣∣Rωn(0, φT GWn (Un1 ))− Rωn(0, φT GWn (Un1 ))∣∣
dT (0, Un1 )
> ε
]
≤Pn[Aε1(n)] +Pn
[
max
x≺Un1
(|x| − ∣∣piT GWn (x)∣∣) ≥ n(1−ε′)/2]
+Pn[d
T GWn (0, Un1 ) ≤
(ε
4
)−1
ε1n
1/2],
and taking n to infinity and then ε1 to 0, we may use Lemma 4.10 and
Lemma 5.15 to see that for any ε > 0.
(5.44) lim sup
n→∞
Pn
[∣∣Rωn(0, φT GWn (Un1 ))∣∣
dT (0, Un1 )
> ε
]
≤ lim inf
ε1→0
lim sup
n→∞
Pn[Aε1(n)].
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Hence it would be enough to show that for any ε > 0 we have that
lim sup
n→∞
Pn[Aε(n)] = 0,
i.e. showing that the ancestors of Un1 which are at a generation lower than
|Un1 | − εn1/2 are not in bubbles that contain images of points at a generation
greater than |Un1 |, except with vanishing probability.
Fix ε > 0, write y
(n,ε)
1 , . . . , y
(n,ε)
l(n,ε) for the vertices at generation |Un1 | − ε2n1/2
that have descendants at generation |Un1 |. For any η > 0, we can choose, by
Lemma 5.16, M <∞ and δ > 0 such that the event
B(n) = {l(n, ε) ≤ M} ∩
{
min
i=1,...,l(n,ε)
∣∣∣−−−→T GWn y(n,ε)i
∣∣∣ ≥ δn},
verifies
lim sup
n→∞
Pn[B(n)
c] < η.
On B(n), by successively choosing uniform points (Unj )j≥0 in the tree, we
know that at each step we have probability at least δ to pick a uniform point
which has y
(n,ε)
i as an ancestor. Since there are at most M such y
(n,ε)
i , we
know there exists J <∞ such that
lim sup
n→∞
Pn[B(n), for any i ≤ l(n, ε), y(n,ε)i ≺ Unj for some j ≤ J ] > 1− η,
and denote C(n)c the event {for any i ≤ l(n, ε), y(n,ε)i ≺ Unj for some j ≤ J}.
Now, by applying Lemma 4.10 to the points Unj for j ≤ J , we know that
for some ε′ > 0 we have
lim
n→∞
Pn
[
max
x≺Unj
(|x| − ∣∣piT GWn (x)∣∣) ≥ n(1−ε′)/2 for some j ≤ J] = 0.
But we can notice that if B(n) and C(n) occur along with maxx≺Unj (|x| −∣∣piT GWn (x)∣∣) ≤ n(1−ε′)/2 for all j ≤ J , then we can see that
• the only paths leading to generation Un1 go through the points y(n,ε)i
for i ≤ l(n, ε),
• any y(n,ε)i is an ancestor of some Unj for j ≤ J and as such y(n,ε)i has an
ancestor which is a cut-point at distance less than n(1−ε
′)/2 (and hence
this cut-point is at a generation at least |Un1 | − ε2n1/2 − n(1−ε
′)/2)
This means that any path from level |Un1 | − εn1/2 that reaches level n has
to cross one of the cut-points on the path to some y
(n,ε)
i with i ≤ l(n, ε). This
is not compatible with Aε(n). This means that
lim sup
n→∞
Pn[Aε(n)]
≤ lim sup
n→∞
Pn[B(n)
c] + lim sup
n→∞
Pn[B(n), C(n)
c]
61
+ lim
n→∞
Pn
[
max
x≺Unj
(|x| − ∣∣piT GWn (x)∣∣) ≥ n(1−ε′)/2 for some j ≤ J]
≤2η
for any η > 0. Since η is arbitrary this means that
lim sup
n→∞
Pn[Aε(n)] = 0,
which is what we needed to complete the proof. 
Recall the definition of piT GWn below Remark 4.3.
Proposition 5.1. Fix d > 14. For ε > 0, we have
lim
n→∞
Pn
[∣∣∣∣Rωn(0, φT GWn (piT GWn (Un1 )))dT GWn (0, Un1 ) − ρ1
∣∣∣∣ > ε] = 0,
and
lim
n→∞
Pn
[∣∣∣∣dωn(0, φT GWn (piT GWn (Un1 )))dT GWn (0, Un1 ) − ρ2
∣∣∣∣ > ε] = 0.
Proof. Once again we limit ourselves to the proof of the first result.
By Lemma 5.17 it is enough to prove that
(5.45) lim
n→∞
Pn
[∣∣∣∣∣R
ωn
(0, φT GWn (piT GWn (U
n
1 )))
dT GWn (0, Un1 )
− ρ1
∣∣∣∣∣ > ε
]
= 0,
Fix ε′ > 0, by Lemma 5.14 there exists η > 0 such that the event C(η) that
was defined above Lemma 5.14 to have
lim sup
n→∞
Pn
[∣∣∣∣∣R
ωn
(0, φT GWn (U
n
1 ))
dT GWn (0, Un1 )
− ρ1
∣∣∣∣∣ > ε
]
(5.46)
≤ lim sup
n→∞
Pn
[∣∣∣∣∣R
ωn
(0, φT GWn (U
n
1 ))
dT GWn (0, Un1 )
− ρ1
∣∣∣∣∣ > ε,C(η)
]
+ ε′.
Now, we can notice that, by definition of C(η),
Pn
[∣∣∣∣∣R
ωn
(0, φT GWn (U
n
1 ))
dT GWn (0, Un1 )
− ρ1
∣∣∣∣∣ > ε,C(η)
]
(5.47)
≤En
[(1−η)n−1∑
i=0
1
{
Un1 = v
T GWn
i ,
∣∣∣∣∣R
ωn
(0, φT GWn (U
n
1 ))
dT GWn (0, Un1 )
− ρ1
∣∣∣∣∣ > ε,C(η)
}]
≤Pn
[∣∣∣∣∣R
ωn
(0, φT GWn (U
(1−η)n
1 ))
dT GWn (0, U (1−η)n1 )
− ρ1
∣∣∣∣∣ > ε
]
,
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where U
(1−η)n
1 is a uniform variable on the (1−η)n first vertices (in the breadth
first order). We can notice that the event on the right-hand side is measurable
with respect to the variables (Qi)i≤(1−η)n and the embedding of those points.
We are now going to use a strategy employed in [44] (p.741-743) and used
again in [46] (proof of Theorem 7) to compare the probability of events mea-
surable with respect (Qi)i≤(1−η)n under the measures Pn andP[· |
∣∣T GWn ∣∣ ≥ n].
In this context, the technique was applied for the lexicographical ordering of
the tree instead of the breadth first ordering but this does not change the
details of the proof. In this context, we are going to use the proof from [46]
which is written more rapidly but provides a good description of this method.
Consider a bounded function on Z(1−η)n+1 and for any j ∈ Z write Pj[·] for
the law of a random walk (Qi)i∈N on Z with jump distribution Z − 1 started
at j and set
T := inf{k ≥ 0, Qk = 0},
Using Markov’s property at time (1 − η)n for a P -random walk (see [44],
p.742-743 for details), one can verify that
(5.48)
En[f((Qi)i≤(1−η)n)] = E
[
f((Qi)i≤(1−η)n)
P0[T ≥ n]
P0[T = n]
Ξn(X(1−η)n)
Ξ′n(X(1−η)n)
| ∣∣T GW∣∣ ≥ n],
where, for every integer j ≥ 0,
Ξn(j) = Pj [T = n− (1− η)n] and Ξ′n(j) = Pj [T ≥ n− (1− η)n].
Using Kemperman’s formula (see [48], p.122) and the local limit theorem,
it is possible to obtain (see [44], p.742-743 for details) that for any δ > 0,
(5.49) lim
n→∞
(
sup
j≥c√n
∣∣∣∣P0[T ≥ n]P0[T = n]
Ξn(j)
Ξ′n(j)
− Γ1−η
( j
σZ
√
n
)∣∣∣∣) = 0,
where we define for x ≥ 0,
Γ1−η(x) =
2(2piη3)−1/2 exp(−x2/(2η))∫∞
η
(2pis3)−1/2 exp(−x2/(2s))ds.
This last function is bounded over R+ and one can verify with the local
limit theorem that
(5.50) lim
δ→0
lim sup
n→∞
Pn[Q(1−η)n ≤ δ
√
n | ∣∣T GW∣∣ = n] = 0,
and
(5.51) lim
δ→0
lim sup
n→∞
P[Q(1−η)n ≤ δ
√
n | ∣∣T GW∣∣ ≥ n] = 0.
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Now using (5.48), (5.49), (5.50) and (5.51) we can see that for any uniformly
bounded sequence of functions (fn)n≥1 on Z(1−η)n we have
lim
n→∞
∣∣∣∣En[f((Qi)i≤(1−η)n)]−E[f((Qi)i≤(1−η)nΓ1−η(Q(1−η)nσZ√n
)
| ∣∣T GW∣∣ ≥ n]∣∣∣∣ = 0,
hence using the fact that Γ1−η ≤ K(η) < ∞, we see that for any sequence
of events (An)n≥1 which are measurable with respect to (Qi)i≤(1−η)n and the
embedding of those points we have
lim sup
n→∞
Pn[An] ≤ K(η) lim sup
n→∞
P[An |
∣∣T GW∣∣ ≥ n],
which is a formula that can be applied for the event on the right-hand side
of (5.47)
lim sup
n→∞
Pn
[∣∣∣∣∣R
ωn
(0, φT GWn (U
(1−η)n
1 ))
dT GWn (0, U (1−η)n1 )
− ρ1
∣∣∣∣∣ > ε
]
(5.52)
≤K(η) lim sup
n→∞
P
[∣∣∣∣∣R
ωn
(0, φT GWn (U
(1−η)n
1 ))
dT GWn (0, U (1−η)n1 )
− ρ1
∣∣∣∣∣ > ε |
∣∣T GW∣∣ ≥ n],
where U
(1−η)n
1 is a uniform variable on the (1 − η)n first vertices of T GWn (in
the breadth first order).
Fix ε′′ > 0, by using that P[
∣∣T GW∣∣ ≥ n] ∼ Cn−1/2 (Lemma 2.1.4 [39]),
there exists K < ∞ such that P[∣∣T GW∣∣ ≥ Kn]/P[∣∣T GW∣∣ ≥ n] ≤ ε′′ for n
large. Hence
P
[∣∣∣∣∣R
ωn
(0, φT GWn (U
(1−η)n
1 ))
dT GWn (0, U (1−η)n1 )
− ρ1
∣∣∣∣∣ > ε | ∣∣T GW∣∣ ≥ n
]
≤P
[∣∣∣∣∣R
ωn
(0, φT GWn (U
(1−η)n
1 ))
dT GWn (0, U (1−η)n1 )
− ρ1
∣∣∣∣∣ > ε, n ≤ ∣∣T GW∣∣ ≤ nK | ∣∣T GW∣∣ ≥ n
]
+P[
∣∣T GWn ∣∣ ≥ Kn | ∣∣T GW∣∣ ≥ n]
≤E
[(1−η)n∑
i=0
1
(1− η)n1
{∣∣∣∣∣R
ωn
(0, φT GWn (v
T GWn
i ))
dT GWn (0, Qi)
− ρ1
∣∣∣∣∣ > ε, n ≤
∣∣T GW∣∣ ≤ nK} | ∣∣T GW∣∣ ≥ n]+ ε′′
≤E
[ |T |
(1− η)n
|T |∑
i=0
1
|T |1
{∣∣∣∣∣R
ωn
(0, φT GWn (v
T GWn
i ))
dT GWn (0, Qi)
− ρ1
∣∣∣∣∣ > ε, n ≤
∣∣T GW∣∣ ≤ nK} | ∣∣T GW∣∣ ≥ n]+ ε′′
≤ K
(1− η)E
[ |T |∑
i=0
1
|T |1
{∣∣∣∣∣R
ωn
(0, φT GWn (v
T GWn
i ))
dT GWn (0, Qi)
− ρ1
∣∣∣∣∣ > ε, n ≤ ∣∣T GW∣∣ ≤ nK
}
| ∣∣T GW∣∣ ≥ n] + ε′′
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≤ K
(1− η)P
[∣∣∣∣∣R
ωn
(0, φT GWn (U
n
1 ))
dT GWn (0, Un1 )
− ρ1
∣∣∣∣∣ > ε, n ≤ ∣∣T GW∣∣ ≤ nK | ∣∣T GW∣∣ ≥ n
]
+ ε′′.
Using Lemma 5.17 means that Lemma 5.13 holds with R(·, ·) instead of
R(·, ·). We can use that result to upper-bound the previous equation by
letting n go to infinity and taking ε′′ to 0, which yields that
(5.53) lim sup
n→∞
P
[∣∣∣∣∣R
ωn
(0, φT GWn (U
(1−η)n
1 ))
dT GWn (0, U (1−η)n1 )
− ρ1
∣∣∣∣∣ > ε | ∣∣T GW∣∣ ≥ n
]
= 0,
where U
(1−η)n
1 is a uniform variable on the (1 − η)n first vertices of T GWn (in
the breadth first order).
Finally, using (5.46), (5.47), (5.52) and (5.53) and letting ε′ go to 0 we see
that
(5.54) lim sup
n→∞
Pn
[∣∣∣∣∣R
ωn
(0, φT GWn (U
n
1 ))
dT GWn (0, Un1 )
− ρ1
∣∣∣∣∣ > ε
]
= 0,
where Un1 is uniformly distributed on T GWn . This is (5.45) which is what we
needed to prove the lemma. 
5.5. Condition (R). Recall the definition of pin at Definition 3.8. We can
prove condition (R) with V ni := pin(φT GWn (U
n
i )) where (U
n
i )i∈N is an i.i.d. se-
quence of random variables on T GWn .
Proposition 5.2. Fix d > 14. For ε > 0, we have
lim
n→0
Pn
[∣∣∣∣Rωn(0, pin(φT GWn (Un1 )))dωn(0, pin(φT GWn (Un1 ))) − ρ
∣∣∣∣ > ε] = 0,
where Un1 is uniformly chosen among the vertices of T GWn where
(5.55) ρ :=
E−∞,∞[R−∞,∞eff (0, α(γ1)) | 0 is a pivotal point]
E−∞,∞[dω−∞,∞(0, α(γ1)) | 0 is a pivotal point]
.
Proof. Step 1
Let us start with the case where there is no cut-point between Un1 and 0.
In this case, by definition of pin and pi
n, we know that
dωn(0, U
n
1 ) = max
x≺Un1
|x| − |pin(x)| ,
because in this case pin(U1) = root
Hence, we know that for all ε > 0 and η > 0,we have
{there is no cut-point between Un1 and 0}(5.56)
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⊂{max
x≺Un1
|x| − |pin(x)| ≥ n(1−ε′)/2} ∪ {dT GWn (0, Un1 ) ≤ n(1−ε
′/2)/2}.
Step 2
If there is a cut-point between Un1 and 0, the we know that pin(φT GWn (U
n
1 ))
is a cut-point lying on any path from 0 to φT GWn (U
n
1 ). Furthermore, by Re-
mark 4.3, we know that φT GWn (piT GWn (U
n
1 ))) is a cut-point on any path from 0
to pin(φT GWn (U
n
1 )). By the law of resistances in series this means that
Rωn(0, φT GWn (piT GWn (U
n
1 ))) ≤ Rωn(0, pin(φT GWn (Un1 ))) ≤ Rωn(0, φT GWn (Un1 )),
which means that∣∣Rωn(0, φT GWn (piT GWn (Un1 )))− Rωn(0, pin(φT GWn (Un1 )))∣∣
≤Rωn(0, φT GWn (Un1 ))−Rωn(0, φT GWn (piT GWn (Un1 ))),
but if maxx≺Un1 (|x| −
∣∣piT GWn (x)∣∣) ≤ n(1−ε′)/2 for some ε′ > 0, then using that
dωn(φT GWn (U
n
1 ), φT GWn (piT GWn (U
n
1 ))) ≤ dT
GW
n (Un1 , piT GWn (U
n
1 )),
and using Rayleigh’s monotonicity principle, we see
(5.57)
∣∣Rωn(0, φT GWn (piT GWn (Un1 )))−Rωn(0, pin(φT GWn (Un1 )))∣∣ ≤ n(1−ε′)/2,
furthermore, considering the event {dT GWn (0, Un1 ) ≤ n(1−ε′/2)/2}, we can see
that
{∣∣∣∣Rωn(0, pin(φT GWn (Un1 )))dωn(0, pin(φT GWn (Un1 ))) −
Rωn(0, φT GWn (piT GWn (U
n
1 )))
dωn(0, φT GWn (piT GWn (U
n
1 ))))
∣∣∣∣ > n−ε′/4}
(5.58)
⊂
{
max
x≺Un1
(|x| − ∣∣piT GWn (x)∣∣) ≤ n(1−ε′)/2} ∪ {dT GWn (0, Un1 ) ≤ n(1−ε′/2)/2}.
Step 3
Recalling (5.1) and (5.2), Proposition 5.1 implies
(5.59) lim
n→0
Pn
[∣∣∣∣Rωn(0, φT GWn (piT GWn (Un1 )))dωn(0, φT GWn (piT GWn (Un1 )))) − ρ
∣∣∣∣ > ε] = 0.
Recalling (5.56), (5.58) ant the first step we see that
Pn
[∣∣∣∣Rωn(0, pin(φT GWn (Un1 )))dωn(0, pin(φT GWn (Un1 ))) − ρ
∣∣∣∣ > ε]
≤ Pn
[∣∣∣∣Rωn(0, φT GWn (piT GWn (Un1 )))dωn(0, φT GWn (piT GWn (Un1 )))) − ρ
∣∣∣∣ > ε− n−ε′/4]
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+Pn
[
max
x≺Un1
(|x| − ∣∣piT GWn (x)∣∣) ≥ n(1−ε′)/2] +Pn[dT GWn (0, Un1 ) ≤ n(1−ε′/2)/2]
the result follows from Lemma 5.15, Lemma 4.10 and (5.59). 
We will need the following lemma which can be proved in the exact same
manner as above
Lemma 5.18. Fix d > 14. For ε > 0, we have
lim
n→0
Pn
[∣∣∣∣dωn(root, pin(φT GWn (Un1 )))dT GWn (0, Un1 ) − σG
∣∣∣∣ > ε] = 0,
where Un1 is uniformly chosen among the vertices of T GWn where
(5.60) σG :=
E−∞,∞[dω−∞,∞(0, α(γ1)) | 0 is a pivotal point]
E−∞,∞[γ1 | 0 is a pivotal point] .
6. Geometric estimate and Asymptotic thinness
Recall that ωn is the random graph whose set of vertices V (ωn) is φn(V (T GWn ))
and its set of edges E(ωn) is {(x1, x2) ∈ E(Zd) : ∃e = (v1, v2) ∈ E(T GWn ) :
φT GWn (v1) = x1 and φT GWn (x2) = x2}. Recall from Section 3.4 that V ni :=
pin(φT GWn (U
n
i )), where, for each n ∈ N, (Uni )i∈N is a sequence uniform, i.i.d. ver-
tices of T GWn . In this section we will prove condition (G) and asymptotic
thinness for the sequence of random augmented graphs (ωn, (V
n
i )i∈N)n∈N.
Recall that σ = 2/σZ , where σZ is the variance of the offspring distribution
of the Galton-Watson tree and that σG was defined at (5.60). The main result
of this section is
Lemma 6.1. The sequence of random augmented graphs (ωn, (V
n
i )i∈N)n∈N
satisfies condition (G)σd,σφ with σd = σσG and σφ = σ
−1/2
G .
In [33] Janson and Marckert proved that (T GWn , dT GWn , φT GWn ) scales to the
ISE when regarded as a spatial tree. Roughly speaking, the main task of this
section is to transfer that result from (T GWn , dT GWn ) to (T(n,K), d(n,K)). The
first and more relevant issue to address is to transfer the convergence from
the underlying tree distance dT
GW
n to the embedded graph distance d(n,K). A
secondary issue is the fact that the vertices and edges of T GWn are not the
same as those of T (n,K).
6.1. A useful coupling. Since the proof of the lemma above will use some
previous results about branching random walks, we will introduce the notation
for the statement of those results. Recall that wn is the depth first search
around T GWn and wˆn is the search depth process of T GWn , which were given at
the beginning of Section 5.4.2.
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Let us define the discrete tour process rn : [0, 1]→ Rd by setting
rn
(
i
2(n− 1)
)
= φT GWn
(
wn
(
i
2(n− 1)
))
i = 0, . . . , 2(n− 1)
and interpolating linearly between those values. Similarly, let us define the
Brownian tour r : [0, 1]→ Rd as
r(x) = φT([x]).
Recall that (et)t∈[0,1] is a normalized Brownian excursion.
Proposition 6.1 (Theorem 2 of [33]).
(n−1/2wˆn, n
−1/4rn)
n→∞→ (σe,√σr)
weakly in the space C([0, 1],R+) × C([0, 1],Rd) endowed with the topology of
uniform convergence.
During this section we will work under a specific coupling that we describe
next:
By Proposition 6.1 and the Skorohod representation Theorem we can as-
sume that
(6.1) (n−1/2wˆn, n−1/4rn)
n→∞→ (σe,√σr) , P-a.s.
Let γn : [0, 1]→ [0, 1] be defined by
(6.2) γn(x) =
{ ⌊2(n−1)x⌋
2(n−1) if wˆn(
⌊2(n−1)x⌋
2(n−1) ) ≥ wˆn( ⌈2(n−1)x⌉2(n−1) ),
⌈2(n−1)x⌉
2(n−1) otherwise.
The function γn is constructed so that wn ◦ γn ◦ Leb is the uniform measure
in V (T GWn ) \ {root}. Therefore, recalling that (Ui)i∈N is the i.i.d. sequence of
random variables uniformly distributed over [0, 1] which is used to construct
T(K), we have that (wn(γn(Ui)))i∈N is an independent sequence of uniform
(non-root) vertices of T GWn .
Hence, we can (and will) assume that
(6.3) (U in)i∈N = (wn(γn(Ui)))i∈N.
There is a small issue since (wn(γn(Ui)))i∈N is an i.i.d. sequence of uniform
non-root vertices, while the original (U in)i∈N were uniform on the whole set of
vertices of T GWn . But, since the probability that one of the original U in, i =
1, . . . , K is the root goes to 0 with n, we can dismiss this issue.
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6.2. An equivalent formulation of tour convergence. We will need to
use an equivalent form for the convergence at display (6.1). Recall from
Section 2.1.3 the notation for reduced sub-trees. Let K ∈ N and define
(6.4) T GWn (K) := T GWn (Uni , i = 1, . . . , K),
that is, T GWn (K) is the minimal subtree of T GWn containing the root and
Uni , i = 1, . . . , K. Let piT GWn (K) : V (T GWn ) → V (T GWn (K)) be the projection
of T GWn onto T GWn (K). More precisely, for all v ∈ V (T GWn ), piT GWn (K)(v) is
the vertex of T GWn (K) which is the closest to v under dT GWn . Let TGWn (K) be
constructed from T GWn (K) in the same way that T(n,K) was constructed from
T (n,K) in Section 3.1.2 and regard (TGWn (K), dT GWn , n−1/4φT GWn ) as a graph
spatial tree.
Proposition 6.2 (Proposition 8.2 of [16]). For P-a.e. realization of ((et)t∈[0,1], (Ui)i∈N),
the convergence at Proposition 6.1 is equivalent to the conjunction of the two
following conditions
(1) For all K ∈ N
(6.5) lim
K→∞
lim sup
n→∞
n−1/2 max
v∈V (T GWn )
dT
GW
n (v, piT GWn (K)(v)) = 0
and
(6.6) lim
δ→0
lim sup
n→∞
n−1/4 max
dT
GW
n (x,y)≤δn−1/2
dZd(φT GWn (x), φT GWn (y)) = 0.
(2) For all K ∈ N
(6.7) (TGWn (K), n
−1/2dT
GW
n , n−1/4φT GWn )
n→∞→ (T(K), σdT,√σφT)
under the topology given by the metric in graph spatial trees D.
6.3. Proof of Condition (G). Before presenting the proof of Lemma 6.1
we will need four auxiliary results.
Lemma 6.2. For each ε, η > 0, there exists K ′ such that
lim sup
n→∞
P
[
max
x∈V (T GWn )
min
i=1,...,K ′
n−1/2dT
GW
n (Uni , x) ≥ ε
]
≤ η.
Lemma 6.3. Let K ∈ N and ε > 0, then
(6.8)
lim
n→∞
P
[
max
v∈V (T GWn (K))
∣∣∣d(n,K)(root∗, φT GWn (p¯iT GWn (v)))− σGn−1/2dT GWn (root, v)
∣∣∣ ≥ ε] = 0.
Lemma 6.4. For i, j ≤ K, we have that
(6.9) d(n,K)(root∗, bT
(n,K)
(V in, V
j
n ))→ σddT(root, bT([Ui], [Uj ])).
Lemma 6.5. Let K ∈ N and i, j, k ≤ K.
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(1) If
dT(root, b
T GWn ([Ui], [Uj])) > dT(root, bT([Ui], [Uk]))
then
d(n,K)(root∗, bT
(n,K)
(V in, V
j
n )) > d
(n,K)(root∗, bT
(n,K)
(V in, V
k
n ))
for n large enough.
(2) If
dT(root, b
T([Ui], [Uj ])) = dT(root, b
T([Ui], [Uk]))
then
d(n,K)(root∗, bT
(n,K)
(V in, V
j
n )) = d
(n,K)(root∗, bT
(n,K)
(V in, V
k
n ))
for n large enough.
Assuming those four lemmas we prove Lemma 6.1.
Proof of Lemma 6.1. We have to show that
(6.10) (T(n,K), d(n,K), n−1/4φT GWn )
n→∞→ (T(K), σσGdT,√σφT)
in distribution in the D distance.
Step 1: Showing that the trees are asymptotically homeomorphic
We will start by showing that, for n large enough, the tree T(n,K) is home-
omorphic to T(K) and there exists a genealogical order preserving homeomor-
phism. The construction depends on Lemma 6.5
We can construct the homeomorphism Υn,K : T
(n,K) → T(K) as follows. Let
i ≤ K be fixed. We will first define Υn,K on the interval [root∗, V in]. The in-
terval [root∗, V in] splits on a set of edges e
n
1 (i), e
n
2 (i), . . . , e
n
l(n,i)(i) ∈ E(T(n,K)),
each one having as endpoints on the set {root∗, V in, bT (n,K)(V in, V jn ), j ≤ K}.
Also, [root, [Ui]] splits on a set of edges e1(i), e2(i), . . . , el(i)(i) of T
(K). More-
over, by Lemma 6.5 it is not hard to see that, for n large enough, the number
l(n, i) of edges in which [root∗, V in] decomposes is the same as the number
l(i) in which [root, [Ui]] does. Let us assume that e
n
1 (i), e
n
2 (i), . . . , e
n
l(n,i)(i) and
e1(i), e2(i), . . . , el(i)(i) are indexed according to increasing genealogical order.
So, for i ≤ K and j ≤ l(n, i) we set Υn,K as mapping enj (i) onto ej(i) in such
a way that the point at distance α|enj (i)|d(n,K) along the edge enj (i) is mapped
to the point at distance α|ej(i)|dT along the edge ej(i), for all α ∈ [0, 1]. By
Lemma 6.5 we have that this construction is consistent for different indices i,
for n large enough, thus providing a homeomorphism Υn,K : T
(n,K) → T(K).
Step 2: Showing the convergence of the metric
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To show that (T (n,K)n , d(n,K)) converges to (T(K), σddT) under the d1 distance
(where d1 is as in (3.4) ) it only remains to show that
(6.11)
∣∣enj (i)∣∣d(n,K) → σd |ej(i)|dT
for all i ≤ K and j ≤ l(i), but this can be easily deduced from (6.9). That
is, we have shown that (T(n,K), d(n,K)) converges under d1 to (T
(K), σddT).
Step 3: Showing that the embeddings are asymptotically close
The last remaining step to conclude the proof is to show that
(6.12) lim
n→∞
sup
x∈T(n,K)
dRd(n
−1/4φT GWn (x),
√
σφT(Υn,K(x))) = 0,
almost surely. Let Υˆn,K be the lexicographical-order preserving homeomor-
phism between (TGWn , n
−1/2dT
GW
n ) and (T(K), σdT) which is linear along the
edges (and which exists by (6.7)). By (6.7) we have
(6.13) lim
n→∞
sup
x∈T(n,K)
dRd(n
−1/4φT GWn (x),
√
σφT(Υˆn,K(x))) = 0,
almost surely. It can be deduced from Lemma 6.3 that
(6.14) lim
n→∞
sup
x∈T(n,K)
dT(K)(Υn,K(x), Υˆn,K(x)) = 0.
That, together with (6.13) and the continuity of φT yields (6.12).

6.4. Proof of the preliminary lemmas for Condition (G).
Proof of Lemma 6.2. For any w : [0, 1]→ R, let
(6.15) mw(x, y) := min{w(t) : t ∈ [x, y]}.
For any x ∈ [0, 1], let
(6.16) [x]n := wn(γn(x)),
where wn is the search depth process associated to T GWn . First, note that for
any x, y ∈ [0, 1]
dT
GW
n ([x]n, [y]n) = wˆn(γn(x)) + wˆn(γn(y))− 2mwˆn(γn(x), γn(y)).
Let 0 ≤ U(1) ≤ U(2) ≤ · · · ≤ U(K ′) ≤ 1 be the points Ui, i = 1, . . . , K ′
ordered in increasing order. Therefore
max
x∈V (T GWn )
min
i=1,...,K ′
dT
GW
n (Uni , x) =
≤ max
i=1...K ′−1
[
2 max
s∈[γn(U(i)),γn(U(i+1))]
wˆn(s)− 2mwˆn(γn(U(i)), γn(U(i+1)))
]
.
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On the other hand, from (6.26) and (6.1) we get that
n−1/2 max
i=1...K ′−1
[
2 max
s∈[γn(U(i)),γn(U(i+1))]
wˆn(s)− 2mwˆn(γn(U(i)), γn(U(i+1)))
]
n→∞→ 2
σZ
max
i=1,...K ′−1
[
2 max
s∈[U(i),U(i+1)]
es − 2me(U(i), U(i+1))
]
But, since for any η, there exists K ′ large enough such that Ui, i = 1, . . .K ′
is η-dense3 in [0, 1] and the fact that e is uniformly continuous, we get that
lim
K ′→∞
P
[
max
i=1,...K ′−1
[
2 max
s∈[U(i),U(i+1)]
es − 2me(U(i), U(i+1))
]
≥ ε
]
= 0
for all ε > 0. This finishes the proof. 
Proof of Lemma 6.3. By Lemma 5.18 we get that
(6.17) lim
n→∞
Pn
[∣∣∣∣ d(n,K)(root∗, V in)n−1/2dT GWn (root, U in) − σG
∣∣∣∣ ≥ ε
]
= 0,
for all ε > 0, where V in is as in the beginning of Section 6.
We will start deducing that
(6.18) lim
n→∞
Pn
[∣∣∣d(n,K)(root∗, V in)− σGn−1/2dT GWn (root, U in)∣∣∣ ≥ ε] = 0,
for all ε > 0.
Since dT
GW
n (root, V in) ≤ supx∈[0,1] wˆn(x), by virtue of Proposition 6.1 we can
say that, for each η > 0, there exists C such that
(6.19) lim sup
n→∞
Pn
[
n−1/2dT
GW
n (root, U in) ≥ C
]
≤ η.
Once we know this term cannot be larger than C, we can apply (6.17) with
ε/C instead of ε to obtain (6.18).
By Lemma 6.2 we have that for any v ∈ V (T GWn ) there exists i = i(v) ≤ K ′
such that dT
GW
n (U in, v) is small. More precisely, for any ε, η > 0 there exists
K ′ such that
(6.20) Pn
[
max
v∈V (T GWn (K ′))
n−1/2dT
GW
n (v, U i(v)n ) ≥ ε
]
≤ η.
Therefore, by the display above and the fact that
(6.21) d(n,K)(φT GWn (·), φT GWn (·)) ≤ n−1/2dT
GW
n (·, ·)
3i.e., for all x ∈ [0, 1] there exists an i ∈ {1, . . . ,K ′} such that the distance from x to Ui
is smaller than η.
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we get that
(6.22)
Pn
[
max
v∈V (T GWn (K ′))
d(n,K)(φT GWn (p¯iT GWn (U
i(v)
n )), φT GWn (p¯iT GWn (v))) ≥ ε
]
≤ η.
On the other hand
(6.23)∣∣∣σGdT GWn (root, v)− d(n,K ′)(root∗, φT GWn (p¯iT GWn (v)))
∣∣∣
≤
∣∣∣σGdT GWn (root, v)− σGdT GWn (root, U i(v)n )∣∣∣
+
∣∣∣σGdT GWn (root, U i(v)n )− d(n,K ′)(root∗, φT GWn (p¯iT GWn (U i(v)n )))∣∣∣
+
∣∣∣d(n,K ′)(root∗, φT GWn (p¯iT GWn (U i(v)n )))− d(n,K ′)(root∗, φT GWn (p¯iT GWn (v)))
∣∣∣
≤σGdT GWn (U i(v)n , v) +
∣∣∣σGdT GWn (root, U i(v)n )− d(n,K ′)(root∗, V ni(v))∣∣∣
+ d(n,K
′)(φT GWn (p¯iT GWn (v)), φT GWn (p¯iT GWn (U
i(v)
n ))).
The first and third summands of the right hand side in the display above
can be controlled by displays (6.20) and (6.22) respectively, while the second
summand can be controlled by (6.18). This proves the lemma. 
Proof of Lemma 6.4. Since we are under the assumption that (U in)i∈N (the
uniform vertices in T GWn ) are chosen as wn(γn(Ui)) (where we recall that wn
is the depth-first search around T GWn and γn is as in (6.2)) we have that
(6.24) dT
GW
n (root, U in) = wˆn(γn(Ui)).
On the other hand
(6.25) dT(root, [Ui]) = eUi.
Furthermore, it follows from the definition of γn that
(6.26) sup
x∈[0,1]
|γn(x)− x| → 0, P-a.s.
as n→∞. Hence, we get that
(6.27) γn(Ui)→ Ui for all i ∈ N.
Therefore it follows from (6.1), (6.24), (6.25) and (6.27) that
(6.28) n−1/2dT
GW
n (root, U in)→ σdT(root, [Ui])
We would also like to have, for all i, j ≤ K, that
(6.29) n−1/2dT
GW
n (root, bT
GW
n (Uni , U
n
j ))→ σdT(root, bT([Ui], [Uj ])).
Since
dT
GW
n (root, bT
GW
n (Uni , U
n
j )) = mwˆn(γn(Ui), γn(Uj))
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and
dT(root, b
T([Ui], [Uj ])) = me(Ui, Uj),
display (6.29) can be deduced from
(6.30) lim
n→∞
sup
x,y∈[0,1]
∣∣n−1/2mwˆn(γn(x), γn(y))− σme(x, y)∣∣ = 0 P-a.s.
Step 1: Proof of (6.30).
For x, y ∈ [0, 1], x < y, let zmin ∈ [x, y] be the point where me(x, y) is
attained. We have
(6.31) n−1/2wˆn(zmin) ≤ σezmin +
∣∣n−1/2wˆn(zmin)− σezmin∣∣
Therefore
(6.32) n−1/2mwˆn(x, y) ≤ σme(x, y) +
∣∣n−1/2wˆn(zmin)− σezmin∣∣
Similarly, letting znmin be the point where mwˆn(x, y) is attained. We have
(6.33) σeznmin ≤ n−1/2wˆn(znmin) +
∣∣n−1/2wˆn(znmin)− σeznmin∣∣
and
(6.34) σme(x, y) ≤ n−1/2mwˆn(x, y) +
∣∣n−1/2wˆn(znmin)− σeznmin∣∣
From (6.32) and (6.34), we get that
(6.35)
∣∣σme(x, y)− n−1/2mwˆn(x, y)∣∣ ≤ sup
z∈[0,1]
∣∣n−1/2wˆn(z)− σez∣∣
Therefore, it follows from (6.1) that
lim
n→∞
sup
x,y∈[0,1]
∣∣n−1/2mwˆn(x, y)− σme(x, y)∣∣ = 0 P-a.s.
The display above, together with the continuity of me(·, ·), (which, in turn,
follows from the continuity of e) give that
lim
δ→0
lim sup
n→∞
sup
{∣∣∣∣n−1/2mwˆn(x′, y′)− 2σZme(x, y)
∣∣∣∣ : |y′ − y| ≤ δ, |x′ − x| ≤ δ
}
= 0.
Display (6.30) follows from the display above and(6.26).
Step 2: Proving the main result
Our next goal is to prove that (6.9) Fix i, j ≤ K distinct and ε > 0.
By Lemma 4.10, with high probability there is a vertex v+ ∈ V (T GWn ) with
bT
(n,K)
(Uni , U
n
j ) ≺ p¯iT GWn (v+) and n−1/2dT
GW
n (p¯iT GWn (v
+), bT
GW
n (Uni , U
n
j )) ≤ ε.
Also by Lemma 4.10, there is, with high probability, v− ∈ V (T GWn ) with
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bT
GW
n (Uni , U
n
j ) ≻ p¯iT GWn (v−) and n−1/2dT
GW
n (p¯iT GWn (v
−), bT
GW
n (Uni , U
n
j )) ≤ ε.
Therefore, with high probability
(6.36) n−1/2dT
GW
n (p¯iT GWn (v
−), p¯iT GWn (v
+)) ≤ 2ε
and consequently,
(6.37) d(n,K)(φT GWn (p¯iT GWn (v
−)), φT GWn (p¯iT GWn (v
+))) ≤ 2ε
with high probability.
Note that, by Lemmas 4.10 and 6.3, we get that
(6.38)
lim
n→∞
Pn
[∣∣∣d(n,K)(root∗, φT GWn (p¯iT GWn (v+)))− σGn−1/2dT GWn (root, v+)
∣∣∣ ≥ ε] = 0
and
(6.39)
lim
n→∞
Pn
[∣∣∣d(n,K)(root∗, φT GWn (p¯iT GWn (v−)))− σGn−1/2dT GWn (root, v−)
∣∣∣ ≥ ε] = 0
Moreover, since bT
GW
n (Uni , U
n
j ) ≺ p¯iT GWn (v+) and bT
GW
n (Uni , U
n
j ) ≻ p¯iT GWn (v−),
bT
(n,K)
(V in, V
j
n ) lies in the interval [p¯iT GWn (v
−), p¯iT GWn (v
+)]. Therefore, it follows
from (6.37), (6.38) and (6.39) that
(6.40)
lim
n→∞
Pn
[∣∣∣d(n,K)(root∗, bT (n,K)(V in, V jn ))− σGn−1/2dT GWn (root, bT GWn (Uni , Unj ))∣∣∣ ≥ 4ε] = 0.
This, together with (6.29), shows (6.9) for the case i 6= j.
For the case i = j, note that bT([Ui], [Ui]) = [Ui] and b
T GWn (U in, U
i
n) = U
i
n.
Therefore, in the case i = j (6.9) reduces to
(6.41) n−1/2d(n,K)(root, V ni )→ σddT(root, [Ui]).
But the display above follows from (6.29) and (6.18). 
Proof of Lemma 6.5. It follows directly from (6.9) that if
dT(root, b
T([Ui], [Uj ])) > dT(root, b
T([Ui], [Uk]))
then
d(n,K)(root∗, bT
(n,K)
(V in, V
j
n )) > d
(n,K)(root∗, bT
(n,K)
(V in, V
k
n ))
for n large enough. It remains to treat the case when
(6.42) dT(root, b
T([Ui], [Uj])) = dT(root, b
T([Ui], [Uk])).
It follows from Theorem 4.6 of [20] that T is a tree in which no vertex has
degree larger than 3. In particular, for all different i, j, k ≤ K we have that
bT([Ui], [Uj ]), b
T([Uj ], [Uk]) and b
T([Ui], [Uk]) cannot be all equal.
Therefore in case (6.42), since bT([Ui], [Uj ]) and b
T([Ui], [Uk]) lie in [root, [Ui]],
we have
bT([Ui], [Uj]) = b
T([Ui], [Uk]).
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Hence,
bT([Uk], [Uj ]) 6= bT([Ui], b[Uj ]).
Therefore, since both bT([Ui], [Uj ]) and b
T([Uk], [Uj ]) lie in [root, [Uj ]], either
bT([Uj], [Uk]) ≺ bT([Ui], [Uj ]) or bT([Uj], [Ui]) ≺ bT([Uk], [Uj ]). But, since
by assumption bT([Ui], [Uj ]) = b
T([Ui], [Uk]) we cannot have b
T([Uj ], [Uk]) ≺
bT([Ui], [Uj ]), therefore
bT([Uj], [Uj ]) ≺ bT([Uk], [Uj ])
and
(6.43) dT(root, b
T([Uj ], [Ui])) < dT(root, b
T([Uj], [Uk])).
Hence, by (6.9) we get that
(6.44) d(n,K)(root∗, bT
(n,K)
(V jn , V
i
n)) < d
(n,K)(root∗, bT
(n,K)
(V jn , V
k
n ))
for n large enough. This, together with the fact that both bT
(n,K)
(V jn , V
i
n) and
bT
(n,K)
(V jn , V
k
n ) lie in [root
∗, V jn ], yields that
(6.45) bT
(n,K)
(V jn , V
i
n) ≺ bT
(n,K)
(V jn , V
k
n ).
In particular, bT
(n,K)
(V jn , V
k
n ) lies in [b
T (n,K)(V jn , V
i
n), V
k
n ]. From this, it follows
from the tree-structure that
bT
(n,K)
(V jn , V
i
n) = b
T (n,K)(V in, V
k
n )
and
(6.46) d(n,K)(root∗, bT
(n,K)
(V jn , V
i
n)) = d
(n,K)(root∗, bT
(n,K)
(V in, V
k
n ))
for n large enough. This finishes the proof of the lemma. 
6.5. Asymptotic thinness. It remains to show that the graphs are asymp-
totically thin. Our goal is to prove the two following lemmas.
Lemma 6.6. For all ε > 0,
lim
K→∞
lim sup
n→∞
Pn
[
n−1/2∆(n,K)ωn ≥ ε
]
= 0
Lemma 6.7. For all ε > 0
lim
K→∞
lim
n→∞
Pn[n
−1/4∆(n,K)
Zd
≥ ε] = 0.
The strategy to prove the two lemmas above is to adapt (6.5) and (6.6)
from (T GWn , φT GWn ) to (T (n,K), φT GWn ). We will need the following result.
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6.5.1. A preliminar lemma.
Lemma 6.8. For each v ∈ V (T GWn ), we can find a vertex v′ = v′(v,K) ∈
V (T GWn (K)) that satisfies φT GWn (v′) = pi(n,K)(φT GWn (v)) and such that
(6.47) lim
K→∞
lim sup
n→∞
Pn
[
sup
v∈V (T GWn )
n−1/2dT
GW
n (v, v′) ≥ ε
]
= 0,
for all ε > 0.
Proof of Lemma 6.8. For each v ∈ V (T GWn ), consider the vertex v′′ of T GWn (K)
given by v′′ = piT GWn (piT GWn (K)(v))). It follows directly from the definitions of
piT GWn (see Definition 4.4) and piT GWn (K) (see display (6.4)) that v
′′ ∈ [root, v].
Observe that, by definition, pi(n,K)(φT GWn (v)) has a pre-image which is in
[root, v], i.e., there exists v′ ∈ [root, v] with φT GWn (v′) = pi(n,K)(φT GWn (v)).
Moreover, by the definition of pi(n,K), we have that v′ can be chosen to belong
in [root, piT GWn (K)(v)] and therefore v
′ ∈ V (T GWn (K)).
Our next goal is to show that v′′  v′. Assume for contradiction that v′ ≺
v′′. Since v′′ has a loopless image (recall Definition 4.4), and we are assuming
v′ ≺ v′′, we have that φT GWn (v′) is outside the connected component of φT GWn (v)
when φT GWn (v
′′) is removed from φT GWn (T GWn ). Moreover, using again that v′′
has a loopless image, we get that φT GWn (v
′′) is one of the cut-points which is in
the path from φT GWn (v) to root
∗. Furthermore, since v′′ ∈ T GWn (K), we have
that φT GWn (v
′′) ∈ V ∗(T (n,K)).
Since, by definition of v′, we have φT GWn (v
′) = pi(n,K)(φT GWn (v)), the two
previous facts are in contradiction with the definition of pi(n,K)(φT GWn (v)) as
the first cut-point in V ∗(T (n,K)) which is in the path from φT GWn (v) to root∗.
We have shown that v′′  v′  v, which, in turn, implies that dT GWn (v′, v) ≤
dT
GW
n (v′′, v). Therefore, since we already know that v′ satisfies φT GWn (v
′) =
pi(n,K)(φT GWn (v)), the lemma will follow once we have shown that
(6.48) lim
K→∞
lim sup
n→∞
Pn
[
sup
v∈V (T GWn )
n−1/2dT
GW
n (v, v′′) ≥ ε
]
= 0,
for all ε > 0.
We have that
max
v∈V (T GWn )
dT
GW
n (v, v′′) ≤ max
v∈V (T GWn )
dT
GW
n (v, piT GWn (K)(v))(6.49)
+ max
v∈V (T GWn )
dT
GW
n (piT GWn (K)(v), v
′′).
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By (6.6) (which hold as a consequence of Propositions 6.1 and 6.2), we
know that for any ε > 0,
(6.50) lim
K→∞
lim sup
n→∞
Pn
[
n−1/2 max
v∈V (T GWn )
dT
GW
n (v, piT GWn (K)(v)) ≥ ε
]
= 0.
Since v′′ = piT GWn (piT GWn (K)(v))), it follows from Lemma 4.10 and a straight-
forward union bound over K events to see that
lim sup
n→∞
Pn
[
n−1/2 max
v∈V (T GWn )
dT
GW
n (piT GWn (K)(v), v
′′) ≥ ε
]
= 0,
for any ε > 0.
The two last displays prove the lemma.
6.5.2. Proof of asymptotic thinnes. 
Proof of Lemma 6.6. Since
∆(n,K)ωn ≤ 2 max
x∈V (ωn)
dωn(x, pi
(n,K)(x)),
it is enough to control the maximum in the right hand side above.
For any x ∈ V (ωn) consider v = v(x) one of the pre-images of x un-
der φT GWn . By Lemma 6.8, there also exists v
′(x) such that φT GWn (v
′(x)) =
pi(n,K)(φT GWn (v)) and
lim
K→∞
lim sup
n→∞
Pn
[
max
x∈V (ωn)
n−1/2dT
GW
n (v(x), v′(x)) ≥ ε
]
= 0
for all ε > 0.
Since dωn(φT GWn (v1), φT GWn (v2)) ≤ dT
GW
n (v1, v2) for any v1, v2 ∈ V (T GWn ), we
get that
max
x∈V (ωn)
dωn(x, pi
(n,K)(x)) = max
x∈V (ωn)
dωn(φT GWn (v(x)), φT GWn (v
′(x)))
≤ max
x∈V (ωn)
dT
GW
n (v(x), v′(x)),
the lemma follows directly from the previous equation.

Proof of Lemma 6.7. By the triangular inequality
∆
(n,K)
Zd
≤ 2 max
v∈V (T GWn )
dZd(φT GWn (v), pi
(n,K)(φT GWn (v))),
therefore, it suffices to control the maximum in the right hand side above.
For any v ∈ V (T GWn ), let v′ be as in Lemma 6.8. We have that
(6.51)
max
v∈V (T GWn )
dZd(φT GWn (v), pi
(n,K)(φT GWn (v))) = max
v∈V (T GWn )
dZd(φT GWn (v), φT GWn (v
′)).
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By Lemma 6.8 we get that, for any δ > 0,
lim
K→∞
lim sup
n→∞
Pn
[
sup
v∈V (T GWn )
n−1/2dT
GW
n (v, v′) ≥ δ
]
= 0.
Hence, by display (6.6) (which hold as a consequence of Propositions 6.1 and
6.2) we get that
lim
K→∞
lim sup
n→∞
Pn
[
sup
v∈V (T GWn )
n−1/4dZd(φT GWn (v), φT GWn (v
′)) ≥ ε
]
= 0.
The lemma follows from the display above and (6.51).

7. Volume measure convergence
Recall our choice of random augmented graphs (ωn, (V
i
n)i∈N)n∈N fom Section
3.4. That is, ωn is the trace of critical branching random walks and V
i
n =
pin(φT GWn (U
i
n)), where (U
i
n)i∈N is an i.i.d. sequence of uniform vertices of T GWn .
The purpose of this section is to prove condition (V )ν for (ωn, (V
i
n)i∈N)n∈N.
We will start by defining the constant ν of condition (V )ν .
Recall that Theorem 3.2 (which was proved in [46]) states that, in some
sense, the vertex-cardinal of the graph obtained by the embedding the tree
T GWn is linear in n. The strategy of proof used in Section 2 of [46] can be
adapted without serious difficulties to prove that the edge-cardinal of the
embedded graphs is linear in n. It can be shown that
Theorem 7.1. Assume E[Z2] <∞ and d ≥ 5. Let v1 < v2 < · · · < vn be the
vertices of T GWn labeled in increasing lexicographical order. Let us denote
E(vol)n(k) = {(x1, x2) ∈ E(Zd) : ∃0 ≤ i, j ≤ k such that (vi, vj) ∈ E(T GWn )
and φn(vi) = x1, φT GWn (vj) = x2}.
Then, there exists ν > 0 such that for all a ∈ [0, 1], we have that
(7.1)
1
n
|E(vol)n(⌊an⌋)| →n→∞ aν,
in probability where ωn is chosen under Pn.
The main result of this section is the following:
Proposition 7.1. The sequence of random augmented graphs (ωn, (V
i
n)i∈N)n∈N
satisfies condition (V )ν, where the constant ν is as in Theorem 7.1.
During the whole of this section we will be working under the couplings at
(6.1) and (6.3).
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7.1. Proof of condition (V ) assuming three estimates. For the proof of
Proposition 7.1 we will need some preliminary definitions. Recall the defini-
tion of λT from (2.3). Let piT(K) be the projection of T onto T
(K) and µ(K)
be the probability measure on T(K) defined as µ(K) = piT(K) ◦ λT. We use
the notation µ(K) instead of the more natural λ(K) since λ(K) denotes the
(normalized) Lebesgue measure on T(K) (recall Section 2.2.4).
Since T(n,K) and T (n,K) are the same objects when viewed as real trees the
measures µ(n,K) and λ(n,K) can also be viewed as defined on T(n,K).
7.1.1. Three technical estimates. For any x ∈ T(K) let
−−→
T
(K)
x be the set of
descendants of x (including x) in T(K).
Lemma 7.1. Let An,K(ε) be the event in which
νµ(K)(
−−→
T
(K)
x )− νµ(K)(x)− ε ≤ µ(n,K)(Υ−1n,K(
−−→
T
(K)
x )) ≤ νµ(K)(
−−→
T
(K)
x ) + ε
holds for all x ∈ T(K). For all K ∈ N,
lim
n→∞
Pn
[An,K(ε)] = 1,
for all ε > 0.
For any x ∈ T(n,K) let
−−−→
T
(n,K)
x be the set of descendants of x (including x) in
T(n,K). Recall the coupling between T (n,K) and T(K) described in Section 6.1.
Lemma 7.2. For all K ∈ N,
lim
n→∞
Pn
[
sup
x∈T(n,K)
∣∣∣∣λ(n,K)(−−−→T(n,K)x )− λ(K)(Υn,K(−−−→T(n,K)x ))
∣∣∣∣ ≥ ε
]
= 0,
for all ε > 0.
Finally we have
Lemma 7.3. For all ε > 0,
lim
K→∞
sup
x∈T(K)
∣∣∣∣λ(K)(−−→T(K)x )− µ(K)(−−→T(K)x )
∣∣∣∣ = 0. Pn-a.s.
7.1.2. Proof of condition (V). Here we will prove condition (V ) using the
results of the previous section.
Proof of Proposition 7.1. We have that
sup
x∈V (T (n,K))
∣∣∣∣µ(n,K)(−−−→T (n,K)x )− νλ(n,K)(−−−→T (n,K)x )
∣∣∣∣
≤ sup
x∈T(n,K)
∣∣∣∣µ(n,K)(−−−→T(n,K)x )− νµ(K)(Υn,K(−−−→T(n,K)x ))
∣∣∣∣
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+ ν sup
x∈T(n,K)
∣∣∣∣µ(K)(Υn,K(−−−→T(n,K)x ))− λ(K)(Υn,K(−−−→T(n,K)x ))
∣∣∣∣
+ ν sup
x∈T(n,K)
∣∣∣∣λ(K)(Υn,K(−−−→T(n,K)x ))− λ(n,K)(−−−→T(n,K)x )
∣∣∣∣ .
The second summand in the display above converges to 0 in Pn-probability
as K →∞ by virtue of Lemma 7.3 and the third summand converges to 0 in
Pn-probability as n→∞ by virtue of Lemma 7.2. Therefore, it is enough to
control the first summand.
It can be deduced from Lemma 7.3 and the fact that λ(K) has no atoms
that, for all ε > 0,
lim
K→∞
lim sup
n→∞
Pn
[
sup
x∈T(n,K)(x)
µ(K)(Υn,K(x)) ≥ ε
]
= 0.
Therefore, it follows from Lemma 7.1 and the fact that Υn,K(
−−−→
T
(n,K)
x ) =−−−−−→
T
(K)
Υn,K(x)
that
lim
K→∞
lim sup
n→∞
Pn
[
sup
x∈T(n,K)
∣∣∣∣µ(n,K)(−−−→T(n,K)x )− νµ(K)(Υn,K(−−−→T(n,K)x ))
∣∣∣∣ ≥ ε
]
= 0,
for all ε > 0 and this finishes the proof. 
7.2. Technical estimates. The goal of this section is to prove Lemma 7.1,
Lemma 7.2 and Lemma 7.3.
7.2.1. Proof of Lemma 7.1. For each v ∈ V ∗(T (n,K)), let
µˆ(n,K)(v) := n−1
∣∣{(e−, e+) ∈ E(T GWn ) : e− ≺ e+ and pi(n,K)(φT GWn (e+)) = v}∣∣ .
and
(7.2) µˆ(n,K) :=
∑
v∈V ∗(T (n,K))
µˆ(n,K)(v)δv.
Notice that this definition counts the edge-volume of T GWn whereas µ(n,K)
counts the edge-volume of ωn. As we argued before, we can regard µˆ
(n,K) as
a measure on T(n,K). Lemma 7.1 will be a direct consequence of the following
lemma.
Lemma 7.4. Let Bn,K(ε) be the event in which
µ(K)(
−−→
T
(K)
x )− µ(K)(x)− ε ≤ µˆ(n,K)(Υ−1n,K(
−−→
T
(K)
x )) ≤ µ(K)(
−−→
T
(K)
x ) + ε
holds for all x ∈ T(K). For all K ∈ N,
lim
n→∞
Pn
[Bn,K(ε)] = 1,
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for all ε > 0.
Proof. Recall the definition of µˆ
(K)
n in (7.2) and that of [·]n : [0, 1]→ V (T GWn )
from (6.16). We have that
µˆ(K)n = pi
(n,K) ◦ φT GWn ◦ [·]n ◦ Leb,
and
µ(K) = piT(K) ◦ [·] ◦ Leb,
The last two displays show that both µˆ
(K)
n and µ(K) are push forwards of
the Lebesgue measure in [0, 1] through the functions pi(n,K) ◦ φT GWn ◦ [·]n and
piT(K) ◦ [·] respectively. Therefore, the convergence of Υn,K ◦pi(n,K) ◦φT GWn ◦ [·]n
towards piT(K) ◦ [·] implies the weak convergence of Υn,K ◦ µˆ(n,K) towards µ(K).
Therefore, recalling that
−−→
T
(K)
x is a closed set of T(K), we can see that to prove
the lemma it suffices to show that
(7.3) lim
n→∞
Pn
[
sup
x∈[0,1]
dT(Υn,K(pi
(n,K)(φn([x]n))), piT(K)([x])) ≥ ε
]
= 0,
for all ε > 0.
By (6.7), Pn-almost surely, for n large enough, there exists Υˆn,K : T
GW
n (K)→
T(K) a genealogical order preserving homeomorphism between (TGWn (K), n
−1/2dT
GW
n )
and (T(K), σdT) which is linear along the edges of T
GW
n (K). The display above
will be proved after we have proved the following two statements
(7.4)
sup
x∈[0,1]
dT(K)(Υˆn,K(piT GWn (K)([x]n)), piT(K)([x]))→ 0 as n→∞, Pn-a.s.
and
(7.5)
lim
n→∞
Pn
[
sup
v∈V (T GWn )
dT(K)(Υˆn,K(piT GWn (K)(v)),Υn,K(pi
(n,K)(φT GWn (v)))) ≥ ε
]
= 0.
Proof of equation (7.4)
Let us denote the non-root leaves of T(K) as li := [Ui], i = 1, . . . , K. The
branching point bT(li, lj) between li and lj, i 6= j will be denoted by bi,j .
Setting U−1 = 1 and U0 = 0, we have that for any x ∈ [0, 1] there exists unique
i = i(x), j = j(x) ∈ {−1, . . . , K} such that x ∈ [Ui, Uj ] and (Ui, Uj) ∩ {Ui :
i = −1, . . . , K} = ∅. For α ∈ [0, dT(bi,j, li)], let α〈bi,j, li〉 be the point in T(K)
at distance α of bi,j and lying in the line segment whose endpoints are bi,j and
li. Recall that, for any w : [0, 1]→ R, mw(x, y) denotes min{w(t) : t ∈ [x, y]}.
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[U1] [U2]
U1 U2
x
[x]
piT(K)([x])
T(K)
Segment between bi;j and piT(K)(x)
Figure 8. Expresion (7.6): The tree T and its correspond-
ing first-depth process e. The subtree T(K) is highlighted by
bold dark lines. In the figure K = 2. In this case the point
piT(K)([x]) lies in the edge 〈b1,2, [U1]〉. The segment between b1,2
and piT(K)([x]) is depicted by a dashed line. The length of said
interval corresponds to me(x, U1)−me(x, U2).
It follows (see Figure 8) that
(7.6)
piT(K)([x]) =
{
(me(x, Ui)−me(x, Uj))〈bi,j, li〉 if me(x, Ui) ≥ me(x, Uj)
(me(x, Uj)−me(x, Ui))〈bi,j, lj〉 otherwise.
A similar expression can be deduced for piT GWn (K)([x]n) in terms of wˆn instead
of e: Let lni := [Ui]n, i = 1, . . . , K be the non-root leaves
4 of TGWn (K) and let
us denote the branching point bT
GW
n ([Ui]n, [Uj]n) between l
n
i and l
n
j as b
n
i,j .
As before, set U−1 = 1 and U0 = 0. For x in [0, 1], let i, j be the indices
such that x ∈ [Ui, Uj] and (Ui, Uj) ∩ {Ui : i = −1, . . . , K} = ∅. For α ∈
[0, dT GWn (K)(b
n
i,j , l
n
i )], let α〈bni,j, lni 〉 be the point which is at n−1/2dT GWn -distance
α of bni,j and lying in the line segment whose endpoints are b
n
i,j and l
n
i . Then
(7.7)
piT GWn (K)([x]n) ={
n−1/2(mwˆn(γn(x), γn(Ui))−mwˆn(γn(x), γn(Uj)))〈bni,j, lni 〉 if mwˆn(x, Ui) ≥ mwˆn(x, Uj)
n−1/2(mwˆn(γn(x), γn(Uj))−mwˆn(γn(x), γn(Ui)))〈bni,j, lnj 〉 otherwise.
4 It might be that, for n small, some of the ln
i
, i = 1, . . . ,K are not actually leaves, but
in virtue of (6.7), for n sufficiently large, all of the ln
i
, n = 1, . . . ,K are leaves
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Let x ∈ [0, 1] and e(x) the edge of T(K) which contains [x] and en(x) be the
edge of TGWn which contains [x]n. It follows from the definition of Υˆn,K that
(7.8) Υˆn,K(piT GWn (K)([x]n)) =
dT
GW
n (bni,j , piT GWn (K)([x]n))
dT GWn (e(x))
dT(e(x))〈e(x)〉,
where α〈e〉 denotes the point at distance α along e. On the other hand,
piT(K)([x]) = dT(bi,j, piT(K)([x]))〈e(x)〉.
Therefore, (7.4) follows after we have showed that
(7.9) lim
n→∞
sup
x∈[0,1]
∣∣∣∣∣dT(bi,j, piT(K)([x]))− d
T GWn (bni,j, piT GWn (K)([x]n))
dT GWn (e)
dT(e)
∣∣∣∣∣ = 0.
By (6.7) we have that
(7.10) lim
n→∞
n−1/2dT
GW
n (e) = σdT(e).
On the other hand, it follows from (6.30) that
(7.11)
lim
n→∞
∣∣n−1/2(mwˆn(γn(x), γn(Ui))−mwˆn(γn(x), γn(Uj)))− σ(me(x, Ui)−me(x, Uj))∣∣ = 0
and
(7.12)
lim
n→∞
∣∣n−1/2(mwˆn(γn(x), γn(Uj))−mwˆn(γn(x), γn(Ui)))− σ(me(x, Uj)−me(x, Ui))∣∣ = 0.
Therefore, from the expressions (7.6) and (7.7) we get that
(7.13) lim
n→∞
sup
x∈[0,1]
∣∣∣n−1/2dT GWn (bni,j , piT GWn (K)([x]n))− σdT(bi,j, piT(K)([x]))
∣∣∣ = 0
Display (7.4) follows from (7.10) and (7.13).
Proof of equation (7.5)
Fix K ∈ N. For any v ∈ V (T GWn ), consider v′′ = p¯iT GWn (piT GWn (K)(v)) and v′
as in Lemma 6.8. It is clear that v′  piT GWn (v). We have that
(7.14)
∣∣∣d(n,K)(root∗, pi(n,K)(φT GWn (v)))− σGn−1/2dT GWn (root, piT GWn (K)(v))
∣∣∣
≤ ∣∣d(n,K)(root∗, pi(n,K)(φT GWn (v)))− d(n,K)(root∗, φT GWn (v′))∣∣
+
∣∣d(n,K)(root∗, φT GWn (v′))− d(n,K)(root∗, φT GWn (p¯iT GWn (v′)))∣∣
+
∣∣∣d(n,K)(root∗, φT GWn (p¯iT GWn (v′)))− σGn−1/2dT GWn (root, v′)
∣∣∣
+σGn
−1/2
∣∣∣dT GWn (root, piT GWn (K)(v))− dT GWn (root, v′)
∣∣∣ .
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Since pi(n,K)(φT GWn (v)) = φT GWn (v
′) we have that the first summand above
is identically 0. Moreover, since v′ ∈ V (T GWn (K)), we have by Lemma 6.3,
(7.15)
P
[
sup
v∈V (T GWn )
∣∣∣d(n,K)(root∗, φT GWn (K)(p¯iT GWn (v′)))− σGn−1/2dT GWn (root, v′)
∣∣∣ ≥ ε
]
n→∞→ 0
for all ε > 0. On the other hand, since v′ ∈ [p¯iT GWn (piT GWn (K)(v)), piT GWn (K)(v)]
and piT GWn (K)(v) ∈ T GWn (K), it follows from Lemma 4.10 (and a simple union
bound on K events) that
(7.16)
P
[
max
v∈V (T GWn (K))
n−1/2
∣∣∣dT GWn (root, piT GWn (K)(v))− dT GWn (root, v′)
∣∣∣ ≥ ε] n→∞→ 0
and
(7.17)
P
[
max
v∈V (T GWn (K))
n−1/2
∣∣d(n,K)(root∗, φT GWn (v′))− d(n,K)(root∗, φT GWn (p¯iT GWn (v′)))∣∣ ≥ ε
]
n→∞→ 0
for all ε > 0. Therefore we get that
(7.18)
P
[
sup
v∈V (T GWn )
∣∣∣d(n,K)(root∗, pi(n,K)(φT GWn (v)))− σGn−1/2dT GWn (root, piT GWn (v))
∣∣∣ ≥ ε
]
n→∞→ 0.
Let (an,K(v), bn,K(v)) be the edge of TGWn which contains piT GWn (K)(v) and
(α(n,K)(v), β(n,K)(v)) be the edge of T(n,K) which contains pi(n,K)(φT GWn (v)).
Since for any v ∈ V (T GWn ),
dT
GW
n (an,K(v), piT GWn (v)) = d
T GWn (root, piT GWn (v))− dT
GW
n (root, an,K(v))
(and a similar expression holds for d(n,K)(αn,K(v), pi(n,K)(φT GWn (v)))), it can
be shown from (7.18) that
(7.19)
P
[
sup
v∈V (T GWn )
∣∣∣d(n,K)(αn,K(v), pi(n,K)(φT GWn (v)))− σGn−1/2dT GWn (an,K(v), piT GWn (v))
∣∣∣ ≥ ε
]
n→∞→ 0.
On the other hand, it follows from (6.7) and Lemma 6.5 that
(7.20)
P
[
sup
v∈V (T GWn )
∣∣|(αn,K(v), βn,K(v)|d(n,K) − σGn−1/2|(an,K(v), b(n,K)(v))|dTGWn ∣∣ ≥ ε
]
→ 0.
On the other hand, it follows from the definition of Υ that
(7.21)
Υn,K(pi
(n,K)(φn([x]n))) =
d(n,K)(en−(x), pi
(n,K)(φT GWn ([x]n)))
d(n,K)(en(x))
dT(e(x))〈e(x)〉
85
Therefore, in view of (7.8), display (7.5) follows from (7.19) and (7.20).

The next lemma shows that the measure µ(n,K) is approximately equal to
µˆ(n,K), scaled by the constant ν defined above.
Lemma 7.5. Let ν be the constant appearing in Lemma 7.1. For all K ∈ N,
lim
n→∞
sup
x∈T(n,K)
∣∣∣∣µ(n,K)(−−−→T(n,K)x )− νµˆ(n,K)(−−−→T(n,K)x )
∣∣∣∣ = 0,
where the convergence is in Pn-probability.
Proof. Begin noticing that the collection µ(n,K)({x′ : x′ ≤ x}), x ∈ V (T GWn (K)),
where ≤ denotes the lexicographical total order in T GWn , determines com-
pletely the measure µ(n,K). Therefore, it is enough to show that
lim
n→∞
sup
x∈V (Tn(k))
n−1|µ(n,K)({x′ : x′ ≤ x})− c2µˆ(K)n ({x′ : x′ ≤ x})| = 0,
in Pn-probability. Notice that the descendants of a given point x is always an
interval with respect to the lexicographical order. Hence, the display above
follows by Theorem 7.1. 
We can now prove Lemma 7.1.
Proof of Lemma 7.1. Note that Υ−1n,K(
−−→
T
(K)
x ) =
−−−−−→
T
(n,K)
Υ−1n,K(x)
. Therefore, by Lemma
7.5, it follows that
lim
n→∞
sup
x∈T(K)
∣∣∣∣νµˆ(n,K)(Υ−1n,K(−−→T(K)x ))− µ(n,K)(Υ−1n,K(−−→T(K)x ))
∣∣∣∣ = 0.
Therefore, the result is a consequence of Lemma 7.4. 
7.2.2. Proof of Lemma 7.2. Let us prove the second technical estimate.
Proof of Lemma 7.2. Let enj = (a
n
j , b
n
j ), aj ≺ bj be the edges to T(n,K). Let
x ∈ T(n,K) and en(x) = (an(x), bn(x)) be the edge to which x belongs. We
have that
λ(n,K)(
−−−→
T
(n,K)
x ) =
∑
j:x≺anj |e
n
j |d(n,K) + d(n,K)(x, bn(x))
|T(n,K)|d(n,K)
.
On the other hand, let ej = (aj, bj), aj ≺ bj be the edges to T(K). Let x ∈ T(K)
and e(x) = (a(x), b(x)) be the edge to which Υn,K(x) belongs. Then
λ(K)(Υn,K(
−−−→
T
(n,K)
x )) =
∑
j:Υn,K(x)≺aj |ej|dT + dT(Υn,K(x), b(x))
|T(K)|dT
.
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It follows from (6.7) that
lim
n→∞
sup
x∈T(n,K)
∣∣∣∣∣
∑
j:x≺anj |e
n
j |d(n,K)
|T(n,K)|d(n,K)
−
∑
j:Υn,K(x)≺aj |ej |dT
|T(K)|dT
∣∣∣∣∣ = 0, Pn-a.s.
It remains to show that
(7.22) lim
n→∞
sup
x∈T(n,K)
∣∣∣∣d(n,K)(x, bn(x))|T(n,K)|d(n,K) −
dT(Υn,K(x), b(x))
|T(K)|dT
∣∣∣∣ , Pn-a.s.
Note that, by the definition of Υn,K,
dT(Υn,K(x), b(x)) = d
(n,K)(x, bn(x))
|ei|dT
|eni |d(n,K)
.
Therefore (7.22) follows from (6.7). 
7.2.3. Proof of Lemma 7.3. Let us prove the third technical estimate.
Proof of Lemma 7.3. It follows from [3, Theorem 3, (ii)] that λ(K) converges
weakly to λT as K → ∞. On the other hand, by [15, Lemma 2.4] we know
that the projection piT(K) satisfies
lim
K→∞
sup
x∈T
dT(piT(K)(x), x) = 0, Pn-a.s..
Therefore, it follows from the definition of µ(K) and λT that µ(K) converges
weakly to λT as K →∞. The two previous facts together with the fact that
λT has no atoms imply the lemma. 
Appendix A. Basic estimates on branching random walks
The goal for this section is to prove the existence of pivotal points for
branching random walks (see Section 4.2 for notations).
Before starting, let us recall some estimates on simple random walks. We
denote pn(x, y) = Px[Xn = y] the heat kernel of the simple random walk on
Zd. It verifies (see e.g. [54])
(A.1) pn(x, y) ≤ Cn−d/2 exp
(−|x− y|2
n
)
.
and (see e.g. [26])
(A.2) cn−d/2 exp
(−|x− y|2
n
) ≤ pn(x, y) + pn+1(x, y)
We also set Gd(x, y) = Ex
[∑
n∈N 1{Xn = y}
]
=
∑
n∈N pn(x, y) the Green
function in Zd. For d ≥ 3, we have (see e.g. Theorem 3.5 in [42])
(A.3) Gd(x, y) ≤ C |x− y|−(d−2) .
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A.1. Probability of intersection of critical branching random walks.
We recall that B(x) and T GW∗ were defined in Section 4.2 . We have
Lemma A.1. Fix d ≥ 3. For any x, y ∈ Zd, we have
E[|B(x) ∩ B(y)|] ≤ C |x− y|−(d−4) .
Proof. In order to estimate the number of intersections between B(x) and
B(y), we shall do a union bound on all generations i(x) of T GW∗ (x) (resp. i(y)
of T GW∗ (y)) and on all points z ∈ T GW∗ (x) with |z| = i(x) (resp. z ∈ T GW∗ (y)
with |z| = i(y)). This yields, averaging over the randomness of the embedding,
E[|B(x) ∩ B(y)|]
≤E
[ ∑
i(x)∈[0,H(T GW∗ (x))]
i(y)∈[0,H(T GW∗ (y))]
∑
z∈T GW∗ (x), |z|=i(x)
z∈T GW∗ (y), |z|=i(y)
∑
z∈Zd
pi(x)(x, z)pi(y)(y, z)
]
≤E
[ ∑
i(x)∈[0,H(T GW∗ (x))]
i(y)∈[0,H(T GW∗ (y))]
∑
z∈T GW∗ (x), |z|=i(x)
z∈T GW∗ (y), |z|=i(y)
pi(x)+i(y)(x, y)
]
≤E
[ ∑
i(x)∈[0,H(T GW∗ (x))]
i(y)∈[0,H(T GW∗ (y))]
Zi(x)(T GW∗ (x))Zi(y)(T GW∗ (y))pi(x)+i(y)(x, y)
]
,
where Zn(T GW∗ (z)) denotes the cardinal of T GW∗ (z) at generation n.
Since the trees T GW∗ (x) and T GW∗ (y) are critical Galton-Watson trees with
a special initial distribution Z˜0. The distribution of 1 + Z˜0 is a size-biased
version of Z1 under P and hence E[Z˜1] <∞ since E[Z21 ] <∞. Recalling that
E[Z1] = 1, we know that E[Zi(x)(T GW∗ (x))] = Zi(y)(T GW∗ (y)) = E[Z˜1] < ∞,
which implies
E[|B(x) ∩ B(y)|] ≤ C
∑
i(x),i(y)∈N2
pi(x)+i(y)(x, y)
≤ C
∞∑
k=0
kpk(x, y)
≤ C
∞∑
k=0
kk−d/2 exp
(−|x− y|2
k
)
,
where we used (A.1). By using (A.2) as well as and (A.3), we see that
E[|B(x) ∩ B(y)|] ≤ CGd−2(x, y) ≤ C |x− y|−(d−4) .

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Let us set
q(x, y) = P[B(x) ∩ B(y) 6= ∅].
By Markov’s inequality, we have
Corollary A.1. Fix d ≥ 3. For any x, y ∈ Zd, we have
q(x, y) ≤ C |x− y|−(d−4) .
A.2. Probability of intersection of two IICBRW. We recall that B(X(R,∞))
for R > 0 was defined in Section 4.2. Let us first prove the following lemma
Lemma A.2. Fix d ≥ 3. For α(n) a simple random walk started at 0, we
have for any R > 0
P[B(0) ∩ B(α((R,∞))) 6= ∅] ≤ CR−(d−6)/2.
Proof. We have by (A.1) and Corollary A.1
P[B(0) ∩ B(α((R,∞))) 6= ∅] ≤
∑
n>R
∑
y∈Zd
pn(0, y)q(0, y)
≤ C
∑
n>R
∑
y∈Zd
n−d/2 exp
(−|y|2
n
) |y|−(d−4)
≤ C
∑
n>R
n−d/2
∞∑
k=0
kd−1k−(d−4) exp
(−|k|2
n
)
,
where, to obtain the last line, we decided to partition Zd into spheres. From
here, we may notice that
∞∑
k=0
k3 exp
(−|k|2
n
) ≤ C ∫ ∞
0
x3 exp
(−x2
n
)
dx ≤ Cn2
∫ ∞
0
u3 exp(−u2)du,
which leads us to the following bound
P[B(0) ∩ B(X(R,∞)) 6= ∅] ≤ C
∑
n>R
n−d/2n2
≤ C
∑
n>R
n−(d−4)/2
≤ CR−(d−6)/2.

Our main estimate for this section is the following
Lemma A.3. Fix d ≥ 3. For (α(n))n∈Z a simple random walk started at 0,
we have,
P[B(α((−∞, 0))) ∩ B(α((R,∞))) 6= ∅] ≤ CR−(d−8)/2.
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Proof. We have
P[B(α((−∞, 0))) ∩ B(α((R,∞))) 6= ∅] ≤
∞∑
l=0
P[B(α(−l)) ∩ B(α((R,∞))) 6= ∅]
≤
∞∑
l=0
P[B(0) ∩ B(α((R + l,∞))) 6= ∅],
where we use translation invariance. Then, we can see by Lemma A.2
∞∑
l=0
P[B(0) ∩ B(α((R + l,∞))) 6= ∅] ≤ C
∞∑
l=0
(R + l)−(d−6)/2
≤ C
∫ ∞
0
(R + x)−(d−6)/2dx
≤ C
∫ ∞
R
x−(d−6)/2dx
≤ CR−(d−8)/2,
and the lemma follows. 
A.3. Existence of pivotal points.
The notion of pivotal point was defined in Section 4.2. The goal of this
part is to prove the existence of such points in high enough dimensions, more
specifically we want to prove Lemma 4.2. Our proof is inspired by [22].
Proof. Denote
r(n) = P[B(α((−∞, 0])) ∩ B(α([1, n])) = ∅],
and
s(k) = P[B(α((−∞, 0])) ∩ B(α(k)) 6= ∅].
Notice that r(n) is a non-negative non-increasing function of n and as such
admits a limit α := limn→∞ r(n). It turns out that α = P [0 is a pivotal point]
and hence our goal is to show that α > 0. We see that
(A.4)
∞∑
k=1
s(k) <∞,
since s(k) ≤ Ck−(d−8)/2 by Lemma A.3 and d > 10.
On the event {B(α((−∞, 0]))∩B(α([1, n])) 6= ∅}, we know that there exists
k ∈ [1, n] such that B(α(k)) ∩ B(α((−∞, 0])) 6= ∅. Decomposing along the
largest such k, we see that
n∑
k=1
s(k)r(n− k) = 1− r(n).
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Moreover r(n) is a non-increasing function of n with r(n) ≤ 1, which implies
that
r(n− ⌊n/2⌋)
⌊n/2⌋∑
k=1
s(k) +
n∑
⌊n/2⌋
s(k) ≥ 1− r(n).
Recalling (A.4), we can take the limit as n→∞ in the previous equation,
which allows us to see that
α
∞∑
k=1
s(k) ≥ 1− α,
which implies that α > 0. As mentioned at the beginning of the proof, this
proves the lemma. 
Glossary of notations
P Law of the Galton-Watson tree 2
Z Number of offspring in a Galton-Watson 2
T GW a Galton-Watson tree 2
Pn law of the Galton-Watson tree with n vertices 2
T GWn a Galton-Watson tree conditioned to have n vertices 2
φT GWn random embedding of T GWn 2
ωn graph of the critical branching random walk from T GWn 2
T The Continuum random tree (CRT) 7
φT(T) integrated super-Brownian excursion (ISE) 8
σZ variance of Z 2
BISE Brownian motion on the ISE 9
BCRT Brownian motion on the CRT 9
T(K) K-CRT 9
B(K) Brownian motion on K-CRT 9
BK−ISE Brownian motion on K-ISE 10
(Gn, (V
n
i )i∈N)n∈N sequence of random augmented graphs 15
T (n,K) K-skeleton of our Gn 15
root∗ root of the skeleton of T (n,K) 10
T
(n,K) version of T (n,K) with fewer vertices 15
V ∗(T (n,K)) vertices of T (n,K) corresponding to cut-points 15
E∗(T (n,K)) edges of T (n,K) between vertices of V ∗(T (n,K)) 15
φ(n,K) random embedding of T (n,K) 15
v(n,K)(x) volume of the sausage attached at x ∈ V ∗(T (n,K)) 15
R
(n,K)
eff (e) resistance of the edge e ∈ E(T (n,K)) 15
pi(n,K)(x) projection of x ∈ Gn onto T (n,K) 15
d(n,K)(·, ·) rescaled intrinsic distance on T (n,K) 15
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d
(n,K)
res (·, ·) rescaled resistance distance on T (n,K) 15
µ(n,K) volume measure on T (n,K) 15
λT renormalized Lebesgue measure on T 6
∆
(n,K)
Zd
maximal Zd-diameter of sausages 16
∆
(n,K)
Zd
maximal ωn-diameter of sausages 16−−−→
T (n,K)x are the descendants of x in T (n,K) 19
pin(x) first cut-point encountered on any path from x to 0 20
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