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Introduction
Completely monotonic functions on (0, ∞) are non-negative functions for which derivatives of all orders exist on (0, ∞) and alternate in sign (starting with the negative sign). Typical examples are t −1 , (1 + t) −1 , e −t , etc. A famous theorem of Bernstein (1929) shows that the set of completely monotonic functions φ : [0, ∞) → [0, 1] such that φ(0) = 1 coincides with the set of Laplace transforms, see e.g. Section XIII.4 of Feller (1971) for a simpler proof. For a classic introduction to the theory of Laplace transforms, we refer the reader to Widder (1941) . For a survey on the complete monotonicity of functions related to ratios of gamma functions, see Qi & Agarwal (2019) .
Here is the formal definition of complete monotonicity that we use. Definition 1.1. A non-constant function a → g(a) is said to be completely monotonic on (0, ∞) if g has derivatives of all orders and satisfies
Main result
Below is our main result. In Corollary 2.3, we deduce new combinatorial inequalities for multinomial coefficients.
Theorem 2.1. Let m, n ∈ N. For all i ∈ {1, 2, . . . , m}, j ∈ {1, 2, . . . , n}, choose some constants We need the following technical lemma in the proof of Theorem 2.1. Lemma 2.2. Let m, n ∈ N. For all i ∈ {1, 2, . . . , m}, j ∈ {1, 2, . . . , n}, choose some constants
Proof. Rewrite −J (u ij ) (y) as a function of the variables (u ij ) 1≤i≤m−1;1≤j≤n−1 only :
From the proof of Lemma 1 in Alzer (2018), we know that
∂c 2 (y 1/c − 1) −1 > 0 for all c ∈ (0, 1). For convenience, here are the computations (with t = y 1/c , and recall that y > 1 by assumption) :
where a ij > 0 for all 1 ≤ i ≤ m, 1 ≤ j ≤ n, on O by (2.4). In other words, the Hessian matrix of −J (u ij ) (y), as a function of the variables (u ij ) 1≤i≤m−1;1≤j≤n−1 , is equal to
:= (I) + (II) + (III) + (IV). (2.10)
where A i = diag((a ij ) 1≤j≤n−1 ), B i = a in 1 (n−1) , C = diag((a mj ) 1≤j≤n−1 ) and 1 µ denotes the µ × µ matrix of ones. Since all the a ij 's are positive on O, it is easy to verify that (I) is positive definite and (II), (III) and (IV) are positive semi-definite. Indeed, for any non-zero vector x ∈ R (m−1)(n−1) \{0}, write it as the vertical concatenation of the column vectors (x i ) 1≤i≤m−1 where x i := (x ij ) 1≤j≤n−1 , then
By linearity, this means that the Hessian matrix of −J (u ij ) (y) is positive definite. Since the second-order partial derivatives are continuous on the open and convex set O, it implies that J (u ij ) (y), as a function of the variables (u ij ) 1≤i≤m−1;1≤j≤n−1 , is strictly concave on O. A strictly concave function on a convex set minimizes at the extremal points of its closure. Here, these are the points (u ij ) 1≤i≤m−1;1≤j≤n−1 such that u i ⋆ j ⋆ = 1 for some 1 ≤ i ⋆ ≤ m − 1 and 1 ≤ j ⋆ ≤ n − 1, and such that u ij = 0 for all other i = i ⋆ and j = j ⋆ . It is easy to verify that J (u ij ) (y) = (y − 1) −1 > 0 in (2.2) for any such point. Hence, J (u ij ) (y) > 0 on O, which was our claim.
We can now prove Theorem 2.1.
Proof of Theorem 2.1. Define h(a) := − log g(a). We have
where ψ := (log Γ) ′ = Γ ′ /Γ is the digamma function. Using the integral representation
see (Abramowitz & Stegun, 1964, p.260) , we obtain 13) where J (u ij ) (y) is defined in (2.2). By Lemma 2.2, for all k ∈ N and a ∈ (0, ∞),
Since h ′ is decreasing, we show that lim a→∞ h ′ (a) ≥ 0 to conclude the proof. If we apply the recurrence formula
see (Abramowitz & Stegun, 1964, p.258) , we obtain from (2.11) the representation 16) where R(z) := ψ(z) − log z. Using the asymptotic formula
see (Abramowitz & Stegun, 1964, p.259) , all the terms on the first line on the right-hand side of (2.16) converge to 0 as a → ∞. Since
This ends the proof.
In the context of Theorem 2.1, recall
, a ∈ (0, ∞). (c) If a 1 ≤ a 3 , then g(a 1 + a 2 )g(a 3 ) ≤ g(a 1 )g(a 2 + a 3 ), where equality holds if and only if a 1 = a 3 .
Proof. By Theorem 2.1, g is strictly log-convex, which implies (a) by definition. Point (b) follows from Lemma 3 in Alzer (2018) because g is differentiable on [0, ∞), g(0) = 1 and g is (strictly) positive, (strictly) decreasing and strictly log-convex on (0, ∞). Point (c) follows by adapting the proof of Corollary 3 in Alzer (2018) using (2.14).
