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Abstract
Superconductivity (SC) in so-called “unconventional superconductors” is nearly al-
ways found in the vicinity of another ordered state, such as antiferromagnetism,
charge density wave (CDW), or stripe order. This suggests a fundamental connection
between SC and fluctuations in some other order parameter. 1T-TiSe2 is a prototypical
CDW material in the transtion-metal dichalcogenide family and was previously shown
to exhibit SC when the CDW is suppressed by hydrostatic pressure or intercalation of
Cu atoms. Here, we present detailed high pressure x-ray scattering study on 1T-TiSe2.
We found that the CDW phase of 1T-TiSe2 is completely suppressed on the applica-
tion of hydrostatic pressure and established the existence of a quantum critical point
(QCP) at Pc = 5.1±0.2GPa, which is more than 1 GPa beyond the end of the SC region.
Unexpectedly, at P = 3 GPa we observed a weakly first order, incommensurate CDW
phase, suggesting the presence of a Lifshitz tricritical point somewhere above the
superconducting dome. Our study suggests that SC in 1T-TiSe2 may not be directly
connected to the QCP of the CDW order, but to the formation of CDW domain walls.
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Chapter 1
Introduction
Collective behaviors such as superconductivity, superfluidity, spin density waves, and
charge density waves (CDWs) are some of the most fascinating topics in condensed
matter physics. Constituent particles move or align in perfect coherence and provide
us an opportunity to observe the manifestation of quantum mechanics at a macro-
scopic scale. Sometimes these collective behaviors compete or cooperate. One promi-
nent example is the interplay between the antiferromagnetism and unconventional
superconductivity. In heavy fermion systems CeRh2Si2 and CePd2Si2, the application
of hydrostatic pressure suppresses the antiferromagnetic ground state and near the
anti-ferromagnetic instability, superconductivity emerges [2, 3]. In cuprate systems
La2−BaCuO4 and Nd2−CeCuO4±δ, chemical doping suppresses anti-ferromagnetic
ground states as the superconductivity emerges. Also in iron-based superconductors
LaO1−FFeAs, La1−SrOFeAs, and Ba1−KFe2As2, superconductivity emerges also in
proximity of antiferromagnetic instability [4, 5, 6]. Similar behaviors of 1T-TiSe2 have
been observed by transport experiments with either Cu intercalation or hydrostatic
pressure as an external variables [21, 1]. It’s been found that external parameters
suppress the charge density wave of this system. After the CDW is completely or par-
tially suppressed, superconductivity emerges. As the systems are tuned to the brink of
instability, they often develop new type of collective behavior. In the renormalization
group language, it’s due to the fact that the system is governed by a different univer-
sal class near the critical point, which in turn causes emergent phenomena. This thesis
is concerned with a possible competition or cooperation between the charge density
wave and the superconductivity in 1T-TiSe2 using pressure as an control parameter.
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Figure 1.1: Three of different polytypes of TMDCs.
1.1 Transition metal dichalcogenides
1T-TiSe2 is a member of the family of compounds called transition-metal diachalco-
genides (TMCDs). Transition-metal dichalcogenides MX2 are a class of around 60 com-
pounds, where transition metal X comes from group 4-10 and chalcogen X is one of
S, Se, Te [7]. Group 4-7 transition-metal diachalcogenides predominantly assume the
layered structure with strong in-plane bonding and weak out-of-plane interactions.
Layered compounds are formed by stacking hexagonally packed plane of atoms. One
transition-metal layer is sandwiched with two chalcogen layers. Depending on the
stacking order and the coordination of transition metal atoms, this class of compounds
takes many polytypes. Common polytypes are 2H, 3R, and 1T. In 2H and 3R polytype
forms, transition metal atoms are prismatically coordinated by chalcogen atoms and
in the 1T polytype, transition metal atoms are octahedraly coordinated by chalcogen
atoms. These three polytypes are illustrated in Fig. 1.1.
For electrical transport properties, transition-metal dichalcogenides cover a wide
spectrum from semiconductor MoS2, semimetal WTe2, to metal NbSe2. At low tem-
perature many compounds in this family become superconducting. Among them 2H-
NbSe2 and 2H-NbS2 have relatively high superconduting critical temperatures at 7.2 K
and 7 K respectively. Also many members in this family including 2H-NbSe2, 2H-TaSe2
[8, 9, 11], 1T-TaS2 [8] undergoes a charge density wave (CDW) transition, which is
2
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Figure 1.2: (a) Comparison of the band structure of a distorted lattice with the undis-
torted band structure. Shaded area indicated the energy gains by opening the CDW
gap at zero temperature. (b) Comparison of positions of ions for undistorted lattice
and distorted lattice.
a periodic modulation of electric charge and a concomitant periodic lattice distortion
(PLD). It’s notable that 2H-NbSe2 is one of few examples of multi-band supercond-
cutor along with MgB2. And superconductivity and incommensurate CDW coexist in
2H-NbSe2 below T = 7.2K. 1T-TiSe2 is a prototypical example of this family showing
a CDW phase transition [10]. In contrast to most of the family members, which ex-
hibit incommensurate CDW like 2H-NbSe2, 2H-TaSe2, and 1T-TaS2, 1T-TiSe2 has been
known to exhibit only a commensurate CDW[10].
3
1.2 Charge density waves
Peierls instability
As it was mentioned in the previous section, charge density wave is a periodic mod-
ulation of electronic charge. In the literature, the term CDW may be used in different
senses [19] but in this thesis, it is used to refer to the charge modulation due to Peierl
instability. It may seem premature to call 1T-TiSe2 a CDW material considering that
the exact CDW mechanism of 1T-TiSe2 is still under debate. A Peierls instability is an
instability of the Fermi surface coupled with the underlying lattice system. It was first
discussed by Peierls in the 1930s in the context of quasi 1 dimensional metal consist-
ing of chains of equally spaced atoms. At sufficiently low temperature, the system
becomes unstable to the lattice distortion of the twice of Fermi wave vector kF and
opens up a CDW gap. This mechanism is illustrated in Fig. 1.2. By distorting the
underlying lattice, the electron band structure acquires a CDW gap at ±kF through
the electron-phonon coupling and the system can lower electronic energy and if it
compensates for the energy penalty due to the lattice distortions, the system sponta-
neously distorts and forms a CDW phase.
Because the Perierls instability is the instability of electron and lattice subsystems,
it leaves footprints on both parts. The Peierls instability leading to the CDW pahse
is characterized by the opening CDW gap in the electronic band structure, which in
turn may lead to anomalies in resistivity, magnetic susceptibility, specific heat, or ther-
mopower, and the softening of phonon modes (Kohn anomaly) at the CDW-modulation
wave vector.
As the Peierls instability is predicted in the one-dimensional system, many quasi
1 dimensional systems have been found to exhibit the CDW phase transition. But
shortly after the first discovery of the 1 dimensional CDW system (KCP), many of two-
dimensional CDW systems also have been discovered and studied.
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2H-TaSe2
For a representative example of a two-dimensional charge density wave system, let’s
consider some of experimental results on 2H-TaSe2. Initially, the charge density wave
energy gap was not directly probed. But the anomaly of the resistivity of 2H-TaSe2
indicated a possible phase transition where the conduction electrons play a important
role, and this anomaly was attributed to opening the CDW energy gap [11]. Subse-
quently, electron diffraction experiments revealed an emergent superlattice struc-
ture at the same temperature where the electronic anomalies were observed [8].
Later, high momentum resolution neutron scattering experiments were performed
on 2H-TaSe2, which found that a slightly incommensurate CDW with wave vector
q = (1 − δ)∗/3, δ ≈ 0.2 develops at T = 122.3K and locks to a commensurate 3
superlattice at T = 90K [9]. 2H-TaSe2 system was also studied by scanning tunnel-
ing microscopy (STM) and the differential conductance signature of the CDW energy
gap was found in the d/dV curve along with the superconcting gap [12]. More re-
cently, angle resolved photo emission spectrocopy (ARPES) showed a partial opening
and the change of topology of the fermi surface of 2H-TaSe2 due to the CDW phase
transition [18]. Many experimental data confirm the characteristic features of CDW
phase in 2H-TaSe2, which include anomalies in resistivity and magnetic susceptibility,
diffuse scattering, Kohn anomaly, structural phase transition, partial destruction of
Fermi surface.
Phason and Amplitudon
When the CDW phase is incommensurate to the underlying lattice, we can talk about
two different low energy excitation modes of the CDW. In CDW phase, the electronic
charge density is modulated as following.
ρ(r) = ρ0(r) [1 +  cos(qr + ϕ)]
5
,where  is the amplutude of the modulation and ϕ is the phase. Because the mod-
ulation vector is incommensurate, the phase of CDW can be continuously changed
without affecting the energy of the system, which means that CDW phase has a con-
tinuously symmetry. The amplitude of the charge modulation is also a continuous
variable. Accoringly, we have two different ways of breaking translation sysmetry,
which in turn give two seperate goldstone modes. And these excitation modes are
called phason and amplitudon. Phason and amplitudon are related with the distur-
bance to the phase ϕ(r) and amplitude (r) of the electronic charge modulation.
1.3 Diffuse scattering
Diffuse scatterings is one of the defining characters of charge desity wave. Many
of CDW compounds, including tow-dimensional transition-metal dichalcogenides and
typical one-dimensional system show strong diffuse scattering in electron diffraction
or x-ray diffraction. The first discovery of the charge density wave instability was
made in K2Pt(CN)4Br0.30 · H2O by identifying the x-ray diffuse scattering. The first
direct visual evidence of charge density wave in two-dimensional system was super-
lattice peaks of electron diffraction on 2H-TaSe2 and 1T-TaSe2 below their critical tem-
peratures. These systems also show strong diffuse scattering above their respective
critical temperatures. More recently, thermal diffuse scattering experiments have
been performed on 1T-TaS2 and 1T-TiSe2 using synchrotron x-ray sources. Analyzing
the temperature depedence of the diffuse scattering strenghts, the phonon disper-
sions were calculated and the Kohn anomalies deduced. Thermal diffuse scattering
may be thought scattering due to the dynamic disorders caused by a large population
of phonons in the system. As the phonon frequencies decrease, more phonons occupy
that particular phonon mode and large diffraction singals spread out in the reciprocal
space. One of goals of our high pressure studies of 1T-TiSe2 was to observe diffuse
scatterings due to a possible quantum criticality.
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1.4 Discommensuration
The term "discommensuration" refers to locally commensurate domains separated
by the phase slips. The phase slips is the abrupt change of the phase of CDW
over a short atomic length scale. Discommensuration in the incommensurate CDW
phase of TMDCs was first theoretically predicted by McMillan in the context of the
commensurate-incommensurate phase transition of 2H-TaSe2 [13]. 2H-TaSe2 is one
of the first discovered two-dimensional CDW materials by electron diffraction experi-
ments along with 1T-TaSe2 [8]. The commensurate-incommensurate transition is the
consequence of the competition between the lock-in energy and the stiffness of the
CDW modulation. Shortly after McMillan’s theoretical prediction [13], discommensu-
rate phases in 2H-TaSe2 were confirmed by 77Se nuclear magnetic resonance (NMR)
spectroscopy [15] and later electron microscopy gave direct visual evidence for the
discommensuration in 2H-TaSe2 [16].
In contrast to 2H-TaSe2, 2H-NbSe2 exhibits only an incommensurate state down to
1.3K. 77Se NMR spectroscopy and scanning tunneling microsocopy (STM) techniques
were employed to study 2H-NbSe2 and confirmed discommensurate states of 2H-
NbSe2. McMillan’s theory is concerned about 2pi/3 phase slips between commensurate
CDW domains as 2H-TaSe2 and 2H-NbS2 exhibit a (2pi/300) commensurate phase.
1T-TaS2 is another example showing discommensurations. This system has been
found to exhibits a
p
13 × p13 × 1 commensurate CDW pahse and an several differ-
ent incommensurate phases, which have commensurate CDW domains and domain
boundaries between them.
1.5 1T-TiSe2
1T-TiSe2 is said to undergo a CDW phase transition but it’s not that it’s universally
agreed that this structural phase transition of 1T-TiSe2 is Peierls-type transition. Sev-
eral different mechanisms have been proposed in order to explain experimental re-
sults and many of them emphasize the importance of the elctron-hole couplings. But
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Figure 1.3: (a), (b), (c) Lattice distortion pattern for each CDW modulation vector q.
The displacements are confined in the ab plane. Green arrows indicate the projection
of the CDW modulation vector q into the ab-plane. (d) Triple-q CDW state.
its mechanism is stil yet to be clarified.
Di Salvo et al. (1976) performed neutron diffraction experiments and resistivity
meauresuments on 1T-TiSe2 [10]. They also studied how excess Ti atoms and S sub-
stitutions for Se affect on the charge density wave in the system. Based on the fact
that the CDW is very sensitive to excess Ti and S doping , it was argued that electron
and hole couplings are important for the CDW formation. The commensurate CDW
state of the modulation vector q = (pi/0pi/) and two other symmetry related vectors
are identified below Tc = 202K. And the CDW order is continuously suppressed as
temperature is raised to Tc. By studying the symmetries of the neutron diffraction
patterns, the triple-q CDW phase was deduced. Three phonon modes are responsible
for the commensurate CDW phase. They are purely transverse and the triple-q phase
is the linear superposition of three distortion patterns as illustrated Fig. 1.3.
Holt et al. (2001) studied the phonon softening of 1T-TiSe2 by thermal diffuse
scattering using a synchrotron x-ray source[17]. This study showed that the enhaced
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Figure 1.4: Temperature dependence of themal diffuse scatterings of 1T-TiSe2. Ther-
mal diffuse scatterings get strong as it approaches to the phase transition temperature
from above. Inset shows the thermal diffuse scatterings below the critical tempera-
ture. The diffuse scatterings are superimposed on a sharp long-range CDW peak.
diffuse scattering near the phase transion. And below the critical temperature diffuse
scattering is superimposed on the sharp Bragg peak due to the long-range order of
CDW. This enhaced diffuse scattering indicated the proliferation of thermal fluctua-
tions due to the softening of the zone boundary phonon mode. The data are repro-
duced in Fig. 1.4. The width of the diffuse scattering in the reciporcal space is rather
wide and this suggests the coherence length of the thermal fluctuation is short.
Kidd et al. (2002) employed angle resolved photo emission spectrocopy (ARPES)
techniques on 1T-TiSe2 and studied the temperature dependence of the band stcu-
ture above and below the critical temperature. Based on the evolution of the band
structure around the L and M points through the critical temperature, they proposed
indirect Jahn-Teller distortion mechanism for 1T-TiSe2.
Cercellier et al. (2007) studied 1T-TiSe2 also using a high resolution ARPES and
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argued that purely electronic excitonic insulator mechanism is reponsible for the CDW
formation in this system. 1T-TiSe2 is one of few candidates for the relization of the ex-
citonic insulator because this system has small or possibly negative indirect bandgap
and the carrier density is low, which means a weak screening and a strong Coulomb
attraction between electrons and holes in two different bands at the L and M points in
the Brillouin zone. Once the excitonic binding energy is larger than the band gap, the
system becomes unstable to the formation of excitons. These excitons can condense
to drive the system into a coherent state called an excitonic insulator. Despite the
claims of an excitonic insulator, the system exhibits a very large Peierls distortion,
which suggests that the lattice is also participating.
Later, inelastic x-ray scattering experiments were carried out on 1T-TiSe2. The
phonon mode softenings were directly observed. Near the critical temperature TCDW ≤
T ≤ 204K, phonon modes stop softening and get overdamped, which was attributed
to the increased anharmonicity in proximity of the structure phase transition [20].
1T-TiSe2 is different in several ways from other CDW compounds in the transition-
metal dichalcogenide family. 1T-TiSe2 exhibits only commensurate CDW phase in
contrast to many of CDW compounds in this family 2H-TaSe2, 2H-TaS2, 2H-NbSe2, 1T-
TaSe2, and 1T-TaS2. And 1T-TiSe2 is an isolated CDW compounds, in that nearby com-
pounds like 1T-TiS2, 1T-TiTe2, 1T-ZrSe2, and 1T-HfSe2 don’t exhibit the CDW phase.
Also, the CDW modulation vector of 1T-TiSe2 is markedly different from commensu-
rate CDW modulation vectors of other CDW family members, which are either (2pi/3 0
0) or (2pi/p13 2pi/p13 0).
Emerging superconductivity
Competition of antiferromagnetism and superconductivity are pervasive throughout
many unconventional superconduct systems including cuprates, heavy fermions sys-
tems, and iron pnictides. 2H-NbSe2 shows competition between the CDW and the
superconductivity. 2H-NbSe2 exhibits the superconductivity below 7.2K at ambient
pressure. It has been found that the superconducting critical temperature rises to
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around 10K as hydrostatic pressure suppresses the CDW. 1T-TaS2 is the only TMDC
known to be exhibiting Mott state. And 1T-TaS2 is also a prominent example showing
the competition between the superconductivity and the CDW. It has been proposed
that superconductivity in 1T-TaS2 forms within the metallic interdomains between
commensurate CDW domains [25].
For 1T-TiSe2, it has been found that Cu intercalation and hydrostatic pressure sup-
press the CDW and induce superconductivity in this system. It’s notable that the
pressure depedence of the superconductivity is different from those of 2H-NbSe2 and
1T-TaS2 in that the superconducvitiy does not persist over a wide range of pressure
but only statys in a narrow range of hydrostatic pressure as shown in Fig. 1.5a. This
is more like the pressure depedence of unconventional superconductor materials. But
these previous studies are all transport experiments, in which the CDW was indirectly
probed by identifying anomalies in the resistivity of the sample. In order to directly
see the CDW order, x-ray scattering techniques are employed as hydrostatic pressure
as a control parameter for the current project.
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(a) The phase diagram of 1T-TiSe2 in the Cu
dopings. Cu dopings continuously suppress
the CDW and superconductivity emerges
around  = 0.04 and persists up to the solu-
bility limit  ≈ 0.11. Maximum critical tem-
perature 4.2K is acquired around  = 0.08.
The critical temperature is lowered over  =
0.08.
(b) The phase diagram of 1T-TiSe2 in the
pressure and temperature plane. The CDW
is continuously suppressed as the pressure
is increased. Superconductivity emerges
between 2 4GPa and its critical tempera-
ture is maximized to 1.8K around 3.0GPa.
Lower subplot indicates the deviation from
the Femi liquid at low temperature regime.
Figure 1.5: Phase diagrams of 1T-TiSe2
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Chapter 2
Theoretical background
2.1 Peierls’ instability
As it was mentioned in the previous chapter, the Peierls instability is an instability of
the Fermi surface coupled with the underlying lattice. In certain conditions, the lat-
tice system gets unstable against a lattice distortion and the band structure opens a
gap and completely or partially destroys the Fermi surface. Chan and Heine gave a
criterion for the Peierls instability in the modified Hartree-Fock approximation scheme
[24]. It is an energetic argument that the total Hartree-Fock energy of the system
can be lowered by an infinitesimal mixing between k and k + q states under certain
conditions. The criterion says that the combination of strong electron-phonon cou-
plings, electric susceptibility, exchange energies leads to an instability if the following
condition is satisfied:
4g
ℏωbre
− 2Uq + Vq > 1
χ0(q)
, where g is an electron-phonon coupling constant and χ0 is the electric susceptibility.
And Uq and Vq are direct and exchange Coloumb energies respectively. This modified
Hartree-Fock approximation scheme will not be followed in this thesis. But including
the electron-electron corrections to the non-interacting calculations, the same correc-
tion terms Uq and Vq to the electric susceptibitlity χ0(q) can be obtained. For two-
dimensional and higher dimensional systems, the condition is more restrictive and it
will be discussed after an one-dimensional case.
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electronic energy gain for an one-dimensional system
The electronic energy gain was visually illustrated in the previous chapter. For more
quantitative analysis, we can start with a one-dimensional non-interacting electron-
lattice model. Assuming the static lattice distortion of the system with modulation
vector q and −q. Electronic part of the Hamiltonian can be written as
H =
∑
k
ϵkc†kck +
∑
k
Δc†k+pck + h.c.

, where ϵk = ±F|k∓kF|, p = 2kF, ± indicates the right and left branch of the dispersion,
and Δ is an interaction term due to the static lattice distortion. This hamiltonian can
be diagoanlized and its dispersion can be written as
E(k) = ±Ç2F |k − kF|2 + Δ2
The electronic dispersion of the distorted lattice is illustrated in Fig 2.1 along with the
dispersion of the normal state. Using these results, the change of electronic energy
due to the lattice distortion at zero temperature can calculated. This quantity can be
written as
δEe = N(0)F
∫
occpied
dk
Ç
2F |k − kF|2 + Δ2 − Fk
δEe = −N(0)FΔ
2
F

1
2
t
Æ
t2 + 1 − t

+
1
2
rcsinh t
 Fd
Δ
0
≈ − 1
2
N(0)Δ2 ln

EB
Δ

+ N(0)
Δ2
4
, where EB = 2Fd. Assuming that EB  Δ,
δEe ≈ − 1
2
N(0)Δ2 ln

EB
Δ

If the energy penalty due to the lattice distortion is quadratic in the amplitude of the
distortion, which is usually true at least for an small distortion, the system can lower
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Figure 2.1: Comparison of bad structure of the normal state and the CDW state.
Shaded areas indicated the electronic energy gain due to the lattice distortions. Solid
lines indicate occupied states and the dashed lines indicated the empty states at zero
temperature.
the energy of the combined system by distorting the lattice. Thus, the lattice will
spontaneously distort and the CDW phase forms.
2.2 Fermi surface nesting
In the previous section, we saw how the electronic energy can be minimized by open-
ing a CDW gap in an one-dimensional system. But for two-dimensional systems, the
situation is more restrictive. There are different conditions for maximizing the elec-
tronic energy gain. One is them is the conventional Fermi surface nesting and the
other one is the van Hove singularity nesting.
2.2.1 Fermi surface nesting
The fermi surface of an one-dimensional system comprises two points. Thus, by trans-
lating one of them, we can perfectly superimpose the other. But for two-dimensional
systems, it’s not possible in general. The Fermi surface nesting dictates this condi-
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Figure 2.2: A band structe of 2 dimensional system. Dashed lines indicates the fermi
surface.
tion. When some part of a fermi surface can be superimposed onto another part of the
fermi surface by a translation of Q, it is said that the fermi surface is partly nested.
This situation is illustrated in Fig. 2.2. Bottom left part of the fermi surface can be
mapped into the top right part of the fermi surface by Q = (pi, pi) translation. If this
condition is met, the electronic energy gain can be maximized. It also requires oppo-
site fermi velocities of two superimposed parts of the Fermi surface to maximize the
electric energy gain.
2.2.2 Van Hove singularity nesting
In a two-dimensional system, the density of the states diverges at the saddle points
of the band structure. If a system has one or more saddle points near the fermi en-
ergy EF, the electronic susceptibility diverges for the momentum Q connecting these
saddle points. Fig. 2.3 shows an illustrative example. This band structure is one of
tight-binding bands that are used to explain the ARPES data on 2H-TaSe2 [23]. The
band structure in the left subplots has saddle points. But those are located below
the fermi level. Thus, it does not satisfies the van Hove singularity nesting condition
as it is. But if the chemical energy is tuned, the electronic susceptibility χ(Q) for Q
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Figure 2.3: The left figure shows the band structure and the right plots shows the
density of the state of the band.
connecting two of these saddles will diverge.
2.3 Weak coupling theory
The temperature dependence of the CDW can also be calculated using mean field the-
ory. In this approach, the fluctuations of the lattice subsystem will be ignored, which
means the entropy of the lattice system will not be taken into account for the free en-
ergy calculations at finite temperatures. For simplicity, electron-electron interations
will be ignored too.
Electric susceptibility
We begin by determing how the static susceptibility is related to the change of the
free energy of the system due to an external scalar potential. We need to calculate
the partition function of a system under an external potential Vext(q).
Z = Tr exp

−β{H0 − μN + 1
V
∑
q
ρ(−q)Vext(q)}

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Employing the interaction picuture and rewriting the time-ordered exponential up to
the lowest order term that does not vanish, and assuming that the system is charge
neutral without any perturbations. i.e. 〈ρ(q, τ)〉0 = 0
e−βFel = e−βΩ

1 +
β
2V
∑
q
1
V
∫ β
0
dτ 〈ρ(q, τ)ρ(−q,0)〉 |Vext(q)|2 + · · ·

= exp

−β

Ω − 1
2V
∑
q
1
V
∫ β
0
dτ〈ρ(q, τ)ρ(−q,0)〉 |Vext(q)|2 + · · ·

Noting that the static susceptibility is defined as
χ(q, T) =
1
V
∫ β
0
dτ〈ρ(q, τ)ρ(−q,0)〉0
The change of the free energy due to the external scalar potential up to the lowest
order can be written as
δFel = − 1
2V
∑
q
χ(q, T) |Vext(q)|2
For the free electron gas, the susceptibility can be written more explicitly using the
relations 〈c†k(τ)ck(0)〉 = eξkτnk and 〈ck(τ)c†k(0)〉 = e−ξkτ(1 − nk)
χ(q, T) =
1
V
∑
k
∫ β
0
dτ eξk+qτnk+qe−ξkτ(1 − nk)
=
1
V
∑
k
nk+q(1 − nk)
ξk+q − ξk
 
eβ(ξk+q−ξk) − 1
=
1
V
∑
k
nk − nk+q
ξk+q − ξk
Above equation shows how the static susceptibility is related to the instability of the
electron-lattice system. With a diverging susceptibility, the system can get a huge
electronic energy gain with only a small amount of lattice distortion, which produces
a scalar potential against the electronic system via the electron-phonon couplings.
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In this condition, the system tends to spontaneously distort the lattice and lower the
total free energy. We can apply this formula for the band structure used in the previous
section. For q0 = 2kF,
χ0(q0, T) =
1
V
∑
k
ƒ (εk, T) − ƒ (εk+q0 , T)
εk+q0 − εk
=
N(0)
2V
F
∫ d
−d
dq
tnh (Fq/2kBT)
2Fq
≈ N(0)
2V
ln
2.27Fd
2kBT
≈ N(0)
2V
ln
1.13EB
2kBT
, where EB = 2Fd. Here, the integration formula
∫ b
0 d
tnh
 = 0.81878 + lnb (for 
1) is used. As you can see for a 1 dimensional system, the electric susceptibility has
a logarithmic divergence.
Kohn anomaly
For more qualitative discussions, we can start with the Frolich hamitonian.
H =
∑
k
εkc†kck +
∑
q
ℏωq†qq +
1p
N
∑
k,q
gqc†k+qck(q + 
†
−q)
In the perturbation formalism, the electronic degrees of freedom need to be integrated
out. But the renormalized phonon frequencies can be estimated intuitively by consid-
ering how much the electronic energy is changed due to the static lattice distortions.
The static distortion Qq induces the scalar potential against the electronic system,
which is proportional to the electron-phonon coupling constant. And this potential can
be written as
Vext(q) = VΔq
Δq = gq

2mωq
ℏ
1/2
Qq
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+Figure 2.4: Lowest order diagram for electron-phonon interactions
Including both the lattice system and the electronic system, the change of the total
energy due to a static lattice distiontortion can be written as
∑
q
 
mω2q
2
− |gq|
2mωqV
ℏ
χ0(q, T)
!
Q2q =
∑
q
mω2q
2

1 − 2|gq|
2V
ℏωq
χ0(q, T)

Q2q
The electron-phonon interaction renormalizes the phonon frequencies ωq and this
renormalized phonon frequencies ω˜q can be written as
ω˜2q = ω
2
q

1 − 2|gq|
2V
ℏωq
χ0(q, T)

At the phase transition temperature, the soft modes get freezed. This means we have
ω˜q0 = 0. Substituting the susceptibility in the above equation with the previous result
for the linear band system,
kBTc = 0.567EB exp

− 1
λ

, where λ = |gq |
2N(0)
ℏωq0
is defined as the dimensionless coupling constant. In order to
get the effective Hamiltonian for the lattice system more rigorously, the electronic
degrees of freedom needs to be traced out. Using an interaction picture effective
Hamiltonian can be written as
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e−βHeﬀ = Tre−βH0Texp
(
−
∫ β
0
dτ
∑
k,q
gq

2mωq
ℏ
1/2
c†k+q(τ)ck(τ)Qq(τ)
)
= Tre−βH0 + Tre−βH0T
∫ β
0
dτ1
∫ β
0
dτ2
∑
q
|gq|2mωq
ℏ
ρ(q, τ1)ρ(−q, τ2)Qq(τ1)Q−q(τ2) + · · ·
= e−βΩTexp
∫ β
0
dτ1
∫ β
0
dτ2
∑
q
|gq|2mωq
ℏ
Qq(τ1)Gq(τ1, τ2)Q−q(τ2) + · · ·

, where Gq(τ1, τ2) = 〈ρ(q, τ1)ρ(−q, τ2)〉. In general, the lattice system is renormalized
more substantially than simply changing phonon frequencies. But when Gq(τ1, τ2)
decays very fast as the two time points move away, we can replace this term with a
delta function. Because the total weight is proportional to the static dielectric function,
this term should be approximated as
Gq(τ1, τ2) ≈ Vχ(q, T)δ(τ1 − τ2)
Substituting this kernel into the exponent of the previous equation, we can get the the
renormalized Hamiltonian.
H =
1
2m
PqP−q +
mω2q
2

1 − 2|gq|
2V
ℏωq
χ(q, T)

QqQ−q
We get a same renormalized frequencies that we got with simpler calculations.
Gap function Δ(T) at T = 0
Also, by minimizing the total energy at the zero temperature, you can get the gap
function Δ(T) at T=0 in terms of the dismensionless electron-phonon coupling con-
stants λ. Consequently, we will get a relation between the CDW phase transition
temperature Tc and the gap function at zero temperature Δ(T = 0). And this can be
compared with the experimental data and check the applicability of weak coupling
limit BCS-like theory. Assuming that the system has only distortions of Qq, Q−q wave
numbers and using the result of the previous section, the change of the energy due
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to the lattice distortion can be written as
δE ≈ 1
2
N(0)Δ2 ln
2Δ
EB
+
mω2q
2
Qq2 + mω2−q
2
Q−q2
=
1
2
N(0)Δ2 ln
2Δ
EB
+
1
2
N(0)
Δ2
λ
,
where the relation Δ2 = 2|gq |
2mωq
ℏ |Qq|2, λ = |gq |
2N(0)
ℏω , are used. Minimizing the energy
with respect to Δ,
d
dΔ
δE =
N(0)
2

2Δ ln
2Δ
EB
+ Δ +
2Δ
λ

= 0
Assuming λ 1,
Δ(0) = EB exp

− 1
λ

And comparing this relation with the relation between the critical temperature and the
dimensionless coupling constant which are discussed in the previous subsection,
2Δ(0) ≈ 3.53kBTc
Finite temperature
As you might expect, it’s not accidental that we got the same coefficient between
the gap function Δ(T) at T = 0 and the critical temperature Tc with that of the BCS
theory for the superconductor. By minimizing the free energy, one gets the same gap
equation with the gap equation of BCS theory. At finite temperature, the free energy
F(T) can be written in terms of a gap function Δ(T).
F(T) = E − TS =∑
k
E±k n
±
k −
1
β
∑
k

n±k logn
±
k + (1 − n±k ) log(1 − n±k )

+
1
2
N(0)
Δ2
λ
,
where ± indicates the left and right branches of the electronic dispersions, the sum-
mation over branches is implied and E±k = sgn(εk)(ε2k+Δ2)1/2, ε
±
k = ±Fk, n±k = 1
1+eβE
±
k
.
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Using the following relations,
dEk
dΔ
=
Δ
Ek
dnk
dΔ
= −βnk(1 − nk) Δ
Ek
The derivative of the free energy with respect to the gap fucnction can be calculated
and we can get a necessary condition that the gap function satisfies.
d
dΔ
F

Δ(T)
=
∑
k
Δ
E±k
n±k + N(0)
Δ
λ

Δ(T)
= 0
Transforming the summation into an integral, we get
−N(0)
∫ 0
−EF
dε
Δp
ε2 + Δ2
1
1 + e−β(
p
ε2+Δ2)
+ N(0)
∫ EF
0
dε
Δp
ε2 + Δ2
1
1 + eβ(
p
ε2+Δ2)
+ N(0)
Δ
λ

Δ(T)
= 0
N(0)
Δ(T)
λ
= N(0)Δ(T)
∫ EF
0
dε
(ε2 + Δ(T)2)1/2
tnh

(ε2 + Δ(T)2)1/2
2T

Dividing both ends by N(0)Δ(T),
1
λ
=
∫ EF
0
dε
(ε2 + Δ(T)2)1/2
tnh

(ε2 + Δ(T)2)1/2
2T

This has exactly the same form as the BCS gap equation with Cooper pair interactions
replaced with the electron-phonon coupling constant. In this weak coupling limits, the
temperature dependence and the critical exponents are identical to the weak coupling
BCS theory.
2.4 McMillan’s short coherence length theory
In the BCS-like theory, the CDW gap is small and its ratio to the critical temperature
is about 3.53. Only small part of the phonon dispersion is renormalized, in which case
the entropy of the lattice system can be ignored. But some experimental results on
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two-dimensional CDW compounds indicate quite big CDW gap and the phonon dis-
persions are renormalized over a large area of Brillouin zone. These suggest that the
BCS-like model cannot capture the physics of some two-dimensional CDW materials.
In order to overcome this inconsistency with the BCS-like theory, McMillan introduced
the short coherence length theory for a CDW based on the phonon entropy rather than
the electronic entropy [13].
He started with a partly microscopic and partly phenomenological energy density,
which is given by
EP =
1
2
∑

∫
d2
Ω
2∑
j=0
A|ϕj|2 − C|ϕj|2 ln |ϕB/ϕj|2 + Cξ20|∇ϕj|2 − Re

Bϕ
j

3
e(3qj−G)·x

+ FRe

ϕjϕ
j
+1

+ D
|ϕ2 ϕ2 |2 + |ϕ1 ϕ3 |2 + |ϕ2 ϕ3 |2+ Re Eϕ1 ϕ2 ϕ3 
The first term is the unscreened elastic energy and the second and the third terms
are electronic contributions. The second one takes the same form as the last section’s
result for a simple band structure and the third term represents the energy penalty for
the inhomogeneity of the CDW state. The fourth term is the lock-in energy gain and
this term is only present in the commensurate phase. The fifth term is the inter-layer
coupling energy and Sixth term represents the competetion between three compo-
nents of CDW. The last term is one of the possible symmetry-allowed lower order
interaction terms.
McMillan then introduced a fictitious square lattice with a spacing of piξ and order
parameter at each lattice point denoted by ϕjmn. The original continuous potential
is transformed to a discrete model and dimensionless variables are defined for order
parameters, potential energy, and temperature.
ep =
∑
mn
∑
j
[
A
C
− ln

ϕB
ϕ0
2
+ (ξ0Δq)2] |ψjmn|2 + |ψjmn|2 ln |ψjmn|2 −
Bϕ0
C
Re

ψjmn
3

+
1
pi2
(|ψjmn − ψjm+1n|2 + |ψjmn − ψjmn+1|2) +
Dϕ20
C
(|ψ1mnψ2mn|2 + |ψ2mnψ3mn|2 + |ψ3mnψ1mn|2)
, where interlayer couplings and the symmetry-allowed cubic term are ignored. The
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mean-field approximation is then applied to the discrete lattice variables. Correlation
effects are ignored and the model is transformed to the the model of a single lattice
site under the mean-field potentials due to neighbouring lattice sites.
V1(ψ) =

A
C
− ln

ϕB
ϕ0
2
+
4
pi2
+ (Δqξ0)2

|ψ|2 + |ψ|2 ln |ψ|2 − 8
pi2
Re(ψ∗〈ψ〉)
+
2Dϕ20
C
|ψ|2〈|ψ|2〉 − Bϕ0
C
Re(ψ3)
You may notice that there is a problem with this potential. Because the highest order
term is cubic, this potential is technically unbounded. But for reasonable range of
parameters, this potential is practically bounded. Fig. 2.5 shows contour plots for a
particular example of parameters, which illustrates that the potential barrier is very
high. Thus the domain of integration can be limited to the region aroun the local
minimum of potential. One could of course add quartic terms but this would not affect
the solution. Thermal averages 〈ψ〉, 〈|ψ|2〉 and the free energy of the system can be
calculated self-consistently with this effective potential. The entropy of the system is
given as
S = −
∫
d2ψρ lnρ
Even though a formula S = −kB∑n pn lnpn is not well-defined in classical statistical
mechanics, it is only arbitrary up to a constant depending on the scale of the division
of the phase space. If only the difference of the entropy is concerned, it is okay to
employ this formula.
2.5 Lifshitz point
A Lifshitz points is a tricritical point at which three-phase coexistence terminates. It
has been theoretically studied in different contexts including magnetic systems, liquid
crystals, and struturally incommensurate crystals. In this section, we will discuss
the lifshitz point in magnetic systems. Three phases existing around a Liftshitz point
are a disordered state, an ordered state with fixed modulation vector q0, and an
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Figure 2.5: Effective potential
ordered state with a continuously varying modulation vector q from q0 in the non-
ordering external field such as pressure and magnetic field, chemical composition.
For a particular example, let’s consider a 2+1 dimensional magnetic system. This
system has a disorderd paramagnetic state, a ferromagnetic state (q0 = 0) and a
modulated state with the modulation vector along c. Phenomenologically this system
can be described by the following Landau functional.
F =
1
2
∫
dd[rϕ2 + c‖(∇‖ϕ)2 + c⊥(∇⊥ϕ)2 + D(∇2ϕ)2] + 
∫
ddϕ4,
where c‖ is assumed to be always positive and c⊥ is a function of external variables.
When c⊥ is positive, the system does not exhibit a modulated phase but depending on
the sign of r it could be either a ferromagnetic state or a disordered state. Starting with
an ansatz ϕ = ϕ0 cos(qz), the phase diagram can be calculated and this is illustrated
in Fig. 2.6. As you can see the Lifshitz point of this model is (r = 0, c⊥ = 0). Also the
modulation vector of the modulated phase is given as q = 2|c⊥|/D.
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Figure 2.6: Phase digram
2.6 Quantum phase transitions
A quantum phase transition is a phase transition of the ground state of the system.
In contrast to a thermal phase transition, which is controlled by the temperature, a
quantum phase transition is a phase transition at absolute zero temperature and con-
trolled by external variables in the Hamiltonian such as the magnetic field, electron
or hole dopings, disorder, or pressure. Transitions between the quantum Hall states
in a magnetic field are examples of quantum phase transition. As discussed before,
the suppression of the anti-ferromagnetism in the cuprate systems La2−SrCuO4,
Nd2−CeCuO4 by hole doping and iron pnictide systems BaFe2As2, LaOFeAs by elec-
tron or hole doping, and heavy fermion systems CeRhSi, CeRhSi by hydrostatic pres-
sure are all examples of quantum phase transitions. We are particularly interested in
the continuous quantum phase transitions.
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Quantum-classical mapping
At zero temperature or at low temperature, the non-commutavitiy of dynamic vari-
albes in Hamiltonian cannot be ignored, which is the origin of quantum fluctuations.
For this case, calculations of the partition function is different from the classical case.
But using a path integral formalims, the quantum mechanical Hamiltonian can be
transformed into a equivalent classical Hamiltonian. After mapping into an equiva-
lent classical system, we can see that the quantum phase transition is governed by
the critical point of the corresponding classical system. For a definite example, let’s
consider a D=2 dimensional array of small superconducting islands, which are cou-
pled with nearest neighbours via Josephson couplings. Each superconducting island is
described by the phase of condensate θˆk and the number of pairs nˆk. Because each
superconducting island is small, the energy due to the capacitance of superconduct-
ing islands (2e)
2
C nˆ
2 cannot be ignored and it gives quantum fluctuation to the system.
Noting that the condensate phase eigenstate can be written as |θ〉 = ∑n enθ|n〉, you
can see that nˆ = − ∂∂θ . Including Josephoson coupling terms,
H = −∑

EC
2

∂
∂θ
2
−∑
〈,j〉
EJ cos(θ − θj)
=
∑

EC
2
nˆ2 −
∑
〈,j〉
EJ cos(θ − θj),
where EC =
(2e)2
C .
Z = tre−βH
Inserting identity
∫ dθk
2pi |θk〉〈θk | = 1 between each terms,
Z =
∫
dθ
2pi
〈θ|e− βNH · · ·e− βNH|θ〉
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Assuming that (β/N)EC  1, (β/N)EJ  1 and using the relations,
〈θk+1|e− τEc2 nˆ2 |θk〉 =
∑
n
e− τEc2 n2−n(θk+1−θk) ≈
√√√ pi
τEC
e
1
2τEC e−
1
τEC
cos(θk+1−θk)
〈θ,k+1, θj,k+1|e−τEJ cos(θˆ−θˆj)|θ,k, θj,k〉 ≈ e−τEJ cos(θ,k−θj,k),
where τ = β/N. The partition function can be rewritten as
Z ∝
∫ ∏
,k
dθ,k
2pi
e−S
S =
∑
,k
1
τEC
cos(θ,k+1 − θ,k) +
∑
〈,j〉,k
τEJ cos(θ,k − θj,k)
If we choose τ = 1/
Æ
ECEJ, then
S =
∑
,k
1
K
cos(θ,k+1 − θ,k) +
∑
〈,j〉,k
1
K
cos(θ,k − θj,k)
, where K =
r
EJ
EC
. Now, we can see that the original D=2 dimensional quantum system
is mapped into a D+1=3 isotropic classical XY model. But the temperature of the
corresponding classical system is K =
r
EJ
EC
and this temperature is not directly related
with the physical temperature of the original quantum system but with the couping
constants EC and EJ.
Quantum criticality
Once the quantum partition function is written as D+ 1-dimensional classical system,
the renormalization group technique of continuous thermal phase transitions can be
applied to the quantum system. Fixed points in parameter space can be identified,
and around each fixed point the correlation functions should take on a scaling form.
The example above is special, in that it ultimately maps into an isotropic classical
model, which may be always possbile. Near a quantum critical point Kc and T = 0,
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correlation functions for various quantities obey scaling laws.
O(k,ω, Kc) = ξdOO(kξ,ωξτ,1) = ξdOO(kξ,ωξτ),
where ξτ is the temporal correlation length. And it is related with the spatial correla-
tion length ξ.
ξτ ∝ ξz,
where z is called the dynamic scaling exponent. For the example given above, the
dynamic scaling exponent is 1 because the problem mapps onto an isotropic classical
XY model.
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Chapter 3
High pressure x-ray scattering
experiments
3.1 Theoretical aspects of x-ray scattering
In this section, the theoretical aspects of inelastic x-ray scattering will be discussed
and how the differential cross section is related with physical observables of the sys-
tem. X-ray scattering is a photon-in and photon-out process of high energy photons
due to interactions between constituent particles of the probed system and x-ray. Be-
cause the scale of wavelength of x-ray is similar to the atomic length scale, x-ray
scattering can give detailed information about the system in the small length scale.
Even though the energy scale of the incoming x-ray is much higher than the rele-
vant energy scale of the dynamics of the probed system, by detecting small energy
differential of outgoing x-ray, dynamics of the probed system can be probed.
Scattering cross section
First, we need to know how photons interact with charged particles in the system.
Because an x-ray interacts much more strongly with electrons than any other charged
particles in the condensed matter system due to its light mass, we limit on the elec-
trons of the system. Including the lowest relativistic corrections, the Hamiltonian of
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the combined system of electrons and radiation fields can be written as following.
H =
∑
j
1
2m

Pj − e
c
A(rj)
2
+
∑
<j
V(rj) − eℏ
2mc
∑
j
sj · ∇ × A(rj)
− eℏ
2(mc)2
∑
j
sj · E(rj) × (Pj − e
c
A(rj))
+
∑
kλ
ℏωk(c†kλckλ +
1
2
),
where Pj and sj are the momentum and the spin of the jth electron. And E(rj) and A(rj)
are the electric and the vector field at the position of the jth electron. In the following
Hamiltonian, the instant Coulomb interactions are included between electrons in the
system. In the low energy scales, it’s a good approximation. This Hamiltonian can
be decomposed into an electronic part, a radiation part, the interaction part. The
interaction part can be written as the sum of four terms.
H′ =
e2
2mc2
∑
j
A2(rj) − e
mc
∑
j
A(rj) · Pj − eℏ
mc
∑
j
sj · ∇ × A(rj)
− eℏ
2(mc)2
e
c2
∑
j
sj · [A˙(rj) × A(rj)]
Depending on the experimental context, different terms give dominant contributions.
In the limit that the incident photon energy low to the any resonance energy scale, first
two terms dominates the scattering process. And this is called Rayleigh scattering. For
the magnetic scattering in the high energy limit compared to any resonance energy
scale, second to fourth terms mainly contribute. Under resonance conditions, the
second term dominates the scattering process. Finally in the high energy limit and off
the resonance condition, the first term is dominant. This condition is called Thomson
scattering. For inelastic x-ray scattering experiments, the Thomson term is the main
contribution to the scattering process. Thus, the differential cross section due to the
first term e
2
2mc2
∑
jA
2(rj) will be calculated. Because the scattering happens in the
first order processes, the differential cross section can be related with the correlation
function of the physical observables.
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Quantized vector fields can be written as following in the gaussian unit.
A(r, t) =
∑
k,α
√√√2piℏc2
ωkV

ϵkαk,α(t)ek·r + ϵ∗kα
†
k,α(t)e
−k·r
=
∑
k,α
√√√2piℏc2
ωkV

ϵkαk,α(t) + ϵ∗−kα
†
−k,α(t)

ek·r
It can be easily shown that the Hamiltonian of the radiation field can be written in
terms of electric and magnetic fields as.
Hrd =
1
8pi
∫
d3rB ·B + E · E =∑
k,α
ℏωk(†kk +
1
2 )
If we also employ the second quantization scheme to the electronic system, the inter-
action term can be written as
∫
d3rρ(r, t)A2(r, t) =
1
V
∑
q,k
ρ(−q, t)A†(k + q, t) ·A(k, t)
=
1
V
∑
p,q,k
c†p−q(t)cp(t)A
†(k + q, t) ·A(k, t)
The time evolution operator U(t,−∞) of the combined system can be expanded as
following.
U(t,−∞) = 1 − 
ℏ
∫ t
−∞
dt′
e2
2mc2
1
V
∑
q,k
ρ(−q, t′)A†(k + q, t′) ·A(k, t′) + · · ·
Because the first order expansion already contributes the scattering, the expansion
can be limited to first order. And this process is illustrated in Fig. 3.1. Using Fermi’s
golden rule, the double differential cross section can be calculated. For this calcula-
tion, we need three ingredients. First, the density of the states into which the incident
photons can be scattered needs to be calculated and second, the matrix elements
between the initial and the final states are to be calculated. Finally, the double differ-
ential cross section should be normalized to the incident photon flux. In the following
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Figure 3.1: Interaction between electrons and x-ray
calculations, every component is normalization volume-dependent but this volume-
dependence will be canceled out in the final result. The density of final photon states
within a small solid angle and the energy window can be written as
V
(2pi)3
k′2dk′dΩ =
V
(2pi)3
k′2
ℏc
dE′dΩ
The matrix elements between the initial state and the final state of combined system
can be calculated by subsituting the vector fields for a quantized plane wave expan-
sion form. Note that there are two non-vanishing terms. The incident photon could be
annihilated first or the scattered photon could be created first.
〈k′α′λ′| e
2
2mc2
∑

A(r) ·A(r)|λkα〉 = 4piℏc
2
V
p
ωω′

e2
2mc2

ε∗α′ · εα〈λ′|
∑

e−q·r |λ〉,
where q = k′− k. Noting that the input flux for a single photon is c/V and applying the
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Fermi’s golden rule, the differential cross section can be written as
d2σ
dΩdE′
=
V
(2pi)3
k′2
ℏc

V
c

16pi2ℏ2c4
V2ωω′

e2
2mc2
2
|ε∗α′ · εα|2
2pi
ℏ
∑
λ′
|〈λ′|∑

e−q·r |λ〉|2δ(ℏω + Eλ − Eλ′)
= r20

k′
k

|ε∗α′ · εα|2
∑
λ′
|〈λ′|∑

e−q·r |λ〉|2δ(ℏω + Eλ − Eλ′),
where r0 =
e2
mc2 is the so-called classical electron radius.
In terms of the definition of the dynamic structure factor S(q, ω), the differential
cross-section can be rewritten as
S(q, ω) = eβΩ
∑
λ′,λ
|〈λ′|∑

e−q·r |λ〉|2e−βEλδ(ℏω + Eλ − Eλ′)
d2σ
dΩdE′
= r20

k′
k

|ε∗α′ · εα|2S(q, ω),
where the thermal average over the initial state λ is done. Employing the Heisenberg
picture for dynamic variables for the system, we can see what the dynamic structure
factor physically means. First we can substitute the Dirac delta function in the dy-
namic structure factor for the integration over the frequency. Using the definition of
the Heigenberg picture ρ(q, t) = eHtρ(q)e−Ht and the relation
∑
λ′ |λ′〉〈λ′| = 1,
S(q, ω) =
1
2piℏ
∫ ∞
−∞
dt eβΩ
∑
λλ′
〈λ|eHtρ(q)e−Ht |λ′〉〈λ′|ρ(−q)|λ〉e−βEλeωt
=
1
2piℏ
∫ ∞
−∞
dt 〈ρ(q, t)ρ(−q,0)〉eωt
For energy integrated methods, such as x-ray diffraction, we measure the equal-time
correlation function.
S(q) =
∫ ∞
−∞
dωS(q, ω) = 〈ρ(q,0)ρ(−q,0)〉
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Linear response theory
Because an external scalar potential directly couples to the charge density of the
system, just like the first order scattering for inelastic x-ray scattering, the linear
response to an external scalar potential is closely related with the dynamic structure
factor of inelastic x-ray scattering.
H′(t′) = −
∫
d3rρ(r)Vext(r, t′) = − 1
V
∑
q
ρ(−q)Vext(q, t′)
In this section, the relation between the dielectric function ε(q, ω) and the dynamic
structure factor S(q, ω) will be discussed.
For the thermodynamic calculation under an adiabatically time-dependent pertur-
bation, the evolution of the density matrix is a subtle question. It is known that the
evolution of the density matrix is given by the following.
ρ(t) = U†(t)exp(β(Ω − H))U(t),
where U(t) = T exp
− ℏ ∫ t−∞dt(H + H′(t)) is the time evolution operator and Ω is the
free energy of the system. You may notice that the new density matrix has same free
energy as that of the unperturbed density matrix. This means that these calculations
does not take any relaxation processes of the system into account. Or you may think
these calculations can only describe the system over very short time scale compared
to any other relaxation phenomena of the system. Employing the interaction picture,
the equation of motion of the density matrix is written as
ℏ
∂
∂t
ρˆ(t) =

Wˆ(t), ρˆ(t),

where Wˆ(t) = U†0(t)H
′(t)U0(t). And the formal solution of the density matrix can be
written as a time-ordered exponential
ρˆ(t) = T exp

− 
ℏ
∫ t
−∞
dt′

Wˆ(t′),

ρˆ(−∞)
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Once you know the density matrix, you can calculate the expectation value of any
given physical observable Yˆ(t). As the name implies, including only the linear order
corrections due to the perturbation, the expectation value of the operator Yˆ(t) can be
written as
〈Yˆ(t)〉 = 〈Yˆ(t)〉0 − 
ℏ
∫ t
−∞
dt′Tr
 
Yˆ(t)[Wˆ(t′), ρˆ(−∞)]
Using the fact that the trace is invariant under the cyclic rotation, the second term
also be written as the thermal average of the unperturbed density matrix.
δ〈Yˆ(t)〉 = − 
ℏ
∫ t
−∞
dt′χYW(t, t′),
where the response function χYW(t, t′) is defined as
χYW(t, t′) = − 
ℏ
Θ(t − t′)〈[ Yˆ(t), Wˆ(t′)]〉0
Now we can apply this general formula to a specific example. The susceptibility
χ(q, ω) of the system is defined as the response function of the charge density to an
external scalar potential. Substituting Yˆ(t) = ρ(q, t) and Wˆ(t′) = − 1V
∑
q′ ρ(−q′)Vext(q′, t′)
into the formula,
χ(q, t, t′) =

ℏ
Θ(t − t′)1
V
∑
q′
〈ρ(q, t), ρ(q′, t′)〉0
=

ℏ
Θ(t − t′)1
V
〈ρ(q, t), ρ(−q, t′)〉0
we get the second equation because for a homogeneous system, these terms vanish
unless q + q′ = 0. Then the induced charge density can be written as
δ〈ρ(q, t)〉 =
∫ t
−∞
dt′ χ(q, t, t′)Vext(q, t′)
Also if the system is time-invariant, the susceptibility depends only on the difference
in time. χ(q, t, t′) = χ(q, t − t′,0) You may notice that this is exactly the definition of
the retarded Green’s function of the density operator. The dielectric function ε(q, ω)
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could be defined in many equivalent ways. Simply, it can defined as the ratio between
the total charge to an external test charge. With this defintion, it is easy to see how
the susceptibility is related with the dielectric function.
1
ε(q, ω)
=
totl chrge
test chrge
=
test chrge + indcedchrge
test chrge
= 1 − 4pie
2
q2
χ(q, ω)
Note that a unit test charge of frequency ω creates the external potential Vext(q, ω) =
− 4pie2q2 . It’s not clear so far how the dielectric function ε(q, ω) is related with the dy-
namic structure factor S(q, ω). Let’s rewrite the susceptibility in the energy eigenstate
basis. Inserting the identity 1 =
∑
m |m〉〈m| between density operators,
χ(q, t) =

ℏ
Θ(t)eβΩ
1
V
∑
m,n
(〈n|ρ(q, t)|m〉〈m|ρ(−q,0)|n〉
−〈n|ρ(−q,0)|m〉〈m|ρ(q, t)|n〉)e−βEn
=

ℏ
Θ(t)eβΩ
1
V
∑
m,n

〈n|ρ(q)|m〉〈m|ρ(−q)|n〉e (En−Em)tℏ
−〈n|ρ(−q)|m〉〈m|ρ(q)|n〉e (Em−En)tℏ

e−βEn
=

ℏ
Θ(t)eβΩ
1
V
∑
m,n
〈n|ρ(q)|m〉〈m|ρ(−q)|n〉e (En−Em)tℏ  e−βEn − e−βEm
The last equation is acquired by exchanging the dummy variables n,m of the second
term. Now we can easily fourier transform the susceptibility with an infinitesimal
δ→ 0+
χ(q, ω) = −eβΩ∑
m,n
|〈m|ρ(−q)|n〉|2 e
−βEn − e−βEm
ℏω + En − Em + δ
And the imaginary part of the susceptibility can be written as
χ′′(q, ω) = pieβΩ
∑
m,n
|〈m|ρ(−q)|n〉|2  e−βEn − e−βEm δ(ℏω+ En − Em)
= pieβΩ(1 − e−ℏω)∑
m,n
|〈m|ρ(−q)|n〉|2 e−βEnδ(ℏω + En − Em)
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Comparing this equation with the dynamic structure factor, we can get
S(q, ω) =
1
pi
1
1 − e−βωVχ
′′(q, ω)
= − 1
pi
V
q
1
1 − e−βω m

1
ε(q, ω)
,

where q = 4pie2/q2. This is essentially the quantum mechanical version of the
fluctuation-dissipation theorem.
Fluctuation and dissipation theory and f-sum rule
In the previous section, we show that the imaginary part of 1/ε is proportional to the
density-density correlator of the system. Because the imaginary part of the response
function represents how much energy can be absorbed by the system from the ex-
ternal sources, it may be considered as the system’s ability to dissipate energy. The
density-density correlation function shows how the density is fluctuating over time
in the system. Thus, the relation between the imaginary part of the response and
the density-density correlator is called fluctuation-dissipation theorem. Because the
f-sum can give information about the absolute scale of the dynamic structure factor,
it is very useful for normalizing experimental data.
∫ ∞
0
dωωm

1
ε(q,ω)

= − 1
2
∫ ∞
−∞
dωωq
pi
V
(1 − e−βω)S(q,ω)
=
1
2
q
pi
V
[[H,ρ(q)], ρ(−q)] = − pi
2
ω2p
3.2 Crystal growth
1T-TiSe2 single crystal samples were grown via the Iodine vapor transport technique.
Titanium and slight excess Se power were put in quartz tubes with a small amount
of iodine and subsequently vacuum sealed. The quartz tubes were heated slowly to
570-640◦C, and temperature was maintained for a week, and the tubes were slowly
cooled down to room temperature. Quartz tubes with 10 mm inner radius and 1 mm
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Figure 3.2: Rocking curve of (0 0 2) reflection of a 1T-TiSe2 sample
thickness were used. And after vacuum sealing, the total lengths were about 15-
17 cm. Different amounts of iodine were tested. Because iodine will contaminate
the target crystals, I tried to use as a small amount of iodine as possible. But if the
amount of iodine is too small, the sizes of grown crystals were too small even for x-ray
scattering experiments. I found that about 0.6 mg/cm3 of iodine works pretty well.
1. 116mg of titanium and 424mg of selenium
2. 25-30mg of iodine
3. 15-17cm long, 10mm inner radius, and 1mm thick quartz tube
4. 640-700◦C at the high temperature side and 540◦C at the low temperature side
5. Heating up over 4-6 hours, maintaing the high tempearature about a week, cool-
ing down over 4-12 hours
6. Cautiously breaking the quartz tube and characterizing samples
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Figure 3.3: A quartz tube after the crystal growth procedure
3.3 Rigaku rotating anode source
The first set of experiments were done on a Rigaku rotating anode source. We have
two types of anodes at our disposal. One is a Copper anode and the other is Molybde-
num. There are serveral factors to be considered for more efficient experiments. The
differences between the Copper and Molybdenum anodes are the total flux level and
the energies of the Kα emission lines. Molybdenum has Kα emission lines at around
17.4 keV and Copper has them at around 8.04 keV. Copper anodes generate higher
total photon flux than Molybdenum anodes. Because Copper anodes provide higher
photon flux, generally, it would give higher diffraction signals. But we have a couple
of experimental constraints for the high pressure x-ray diffraction experiments. For
the experiments with a diamond anvil cell, the x-ray is required to go through a pair
of diamond anvils and the sample before it is to be detected. X-rays are attenuated
significantly while going through these materials and this is a dominant factor for the
eventual signal level. Another factor is the x-ray window of the diamond anvil cell.
Our diamond anvils cell has ±45◦ conical openings on both sides. As the 2θ angle
increases, it’s more likely that that scattering peaks are inaccessible due to the small
opening of the pressure cell. This is another reason why the higher energy photons
are favorable for experiments with a diamond anvil cell. Because the molybdenum
anode generates higher energy photons, which have a longer attenuation length for
diamonds and 1T-TiSe2 and smaller 2θ angle for a given reflection, a molybdenum
anode was used for the high pressure x-ray scattering experiments.
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Figure 3.4: Air scatterings of the white beam from a molybdenum anode and the
partially monocromatic beam after the graphite monocrator.
Fig. 3.4 shows the x-ray spectrum of the molybdenum anode at 40keV accelera-
tion potential and 10mA current. The air scattering of the x-ray beam was taken and
analyzed with the MCA8000 multi-channel analyzer from AMPTEK. You can clearly see
the Kα line of Molybdenum from channel 280 through channel 290 superimposed on
the broad Bremsstrahlung. The (0 0 4) bragg reflection of the graphite monocromator
was installed and aligned to generate a partially monocromatic beam. Fig. 3.4 shows
the spectrum with the monocromator in place. It suppressed all photons outside of Kα
emission lines except 3/2, 2, and higher harmonics. Because we used a energy resolv-
ing silicon photodiode detector and had two sigle channel analyzers (SCA) installed
for the detectors, the higher harmonics contamination was not an issue. Actually, this
higher harmonics contamination was vital to identify the incommensurability of the
CDW of 1T-TiSe2 at CHESS. But these harmonics cannot used for the experiment with
the Rigaku source because the signal level of the second harmonic was too low to be
detected.
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Figure 3.5: (a) Angular distribution of radiation energies of accelerating charged par-
ticles with different velocities. (b) Tracjectory of charged particles in the magnetic
field.
3.4 CHESS C1 beam line
The C1 beam line at CHESS has a bending magnet installed to produce a high flux
beam of x-ray radiation. The mechanism of the radiation is the acceleration of high-
energy particles in the presence of the high magnetic fields. Fig. 3.5 (a) compares
the direction of radiations from the accelerating charged particles with different ve-
locity. When the charged particles move very fast, most of the radiations energies are
emitted along the velocity of particle. As it gets faster the window of radiation gets
narrower. When the high-energy particles move in a magnetic field, they accelerate
and emit the radiation along the tangent of their trajectories as shown in Fig. 3.5 (b).
As you can see, the bend magnet source sprays the radiation through a wide range of
angles. For this reason, focusing optics are commonly used in order to achieve higher
photon flux. But this results in poorer momentum resolution along the horizontal di-
rection. For our high pressure experiments, the momentum distribution was about
±0.12◦ in the horizontal direction. One advantage of the bend magnet source is its
wide spectrum of radiation. We can estimate the characteristic energy of the bend
magnet source considering the pulse signal at a point far from the source. As shown
in Fig. 3.6, only appreciable amount of radiations emitted during the charged particle
travles on the solid segment of the circulpar path reach to the observer located along
the direction indiated by an arrow. The duration of the pulse can be calculated as a
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Figure 3.6: The segment of the trajectory of the charge particles where it emitts an ap-
preciable amount of radiations to the observer. Two angular distributions of radiation
energy are tangent to the direction to the observer.
function of the velocity of the charged particle. And the characteristic energy of the
bend magnet source is inversely proportional to the duration of the pulse.
3.5 X-ray detector
Silicon photodiode detector
Amptek XR100CR silicon photodiode detector was used for experiments with the
Rigaku rotating anode. This detector is very compact and accordingly has a rela-
tively small detecting area of 25 mm2. The energy resolution of this detector is about
145 eV, which is more than enough to distinguish any harmonics and fluorescence
from the fundamental signal. With our lab settings, this detector could handle up to
10-12 kHz count rate, which is also fast enough because x-ray scattering experiments
with a diamond anvil cell in our lab are limited by lower count rates. With a typical
experimental set up, the peak intensity was about 24 Hz at T = 9 K and about 0.0 GPa
Sodium iodide scintillation detector
A sodium iodide scintillation detector was used for x-ray diffraction experiments at
the C1 beam of CHESS. Even though the energy resolution is not as good as silicon
photodiode detector, energy differential of the fundamental and the 2nd harmonics is
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large enough for us to minimize 2nd harmonic contamination and get reliable seperate
count rates for fundamental and 2nd harmonic.
3.6 Diamond anvil cell
The central parts of the diamond anvil cell are two brilliant-cut diamond anvils and
the gasket in between them. Diamond anvils serve as pressure anvils and also as the
windows for x-ray scattering. Diamond anvils are supported by hardened beryllium
seats, which are almost transparent to hard x-rays and are ideal materials for x-ray
scattering experiments. This basic configuration of a diamond anvil cell is illustrated
in Fig. 3.7. Two diamond anvils have flat facet cuts on the culet and they have to
be carefully aligned in order to evenly distribute the stress over the culet of the both
anvils. Our lab is equipped with two different type of pressure cells. One is a screw-
driven pressure cell. The other one is membrane cell. The membrane cell is very
convenient in that the pressure can be changed in situ but it’s bulky and takes more
time for the initial setup and also is hard to travel with. All my experiments at the lab
and CHESS were carried out with the screw-driven pressure cell.
Diamond anvil alignment
For the particular model of our dimond anvil cell Diacell Bragg-LT(S) from easyLab, the
bottom beryllium seat has translational adjustability through four set screws on the
sides of the cylinder. The upper beryllium seat has small angular adjustability through
three vertical screws of the piston. Each diamond anvil is force-fitted with a retaining
ring and this retaining ring is pressed against the beryllium seat by a retaining plate
holding the anvil in position. Because there is a small clearance between the retain-
ing ring and the hole of the retaining plate, the position of the diamond anvils on the
beryllium seat can be adjusted. The culets of the diamond anvil should be horizon-
tally aligned with the holes of the beryllium seats. The reasons are two-fold. One is
that it guarantees that the laser excitation for the pressure calibration can reach the
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Laser X-ray
Figure 3.7: gasket, diamond anvils, and beryllium seats
ruby chip sitting in the sample chamber and the fluorescence signal can escape from
the diamond anvil cell. The other is that it allows the sample chamber to be visu-
ally inspected through the optical microscope during the high pressure experiments,
which enable us to roughly orient the sample in the sample chamber and check any
indications of potential gasket failures.
Translational adjustments are achieved by adjusting four set screws on the sides
the cylinder of the diamond anvil cell. First, a pair of diamond anvils is brought to-
gether with a tiny gap in between. In this step, the rough tilt adjustment can be
checked too. If there is any visual sign of tilt misalignment, you can adjust three set
screws on top of the piston to bring the upper anvil into the approximate parallel an-
gular position to the bottom anvil. The translational offset can be checked through
the four side viewing windows of the cylinder. Fig. 3.8 shows the lateral positions of
upper and bottom anvils after the translational alignment is finished.
In order to achieve the fine tilt adjustment, the pair of anvils should be gently
brought into contact. Care must be taken because this procedure may cause damage
to diamond anvils. While anvils are in contact, linear Newton’s interference fringes
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Figure 3.8: Two anvils are translationally aligned.
Figure 3.9: Newton’s fringes when anvils are slighly off in tilt alignments
will show up and these patterns can be observed through an optical microscope as
shown in Fig. 3.9. Three vertical set screws should be adjusted to make the spacing
of linear fringes as large as the size of the culet itself. Because the translation and
tilt adjustments are coupled, the translational alignment must be checked again and
if necessary, the translational adjustment should be done again repeatedly.
Sample loading
The procedure that will be described in this section works reasonably well for around
300μm size samples and about 450μm diameter sample chamber in the gasket, and
4:1 volumetric methanol-ethanol mixture pressure medium.
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Figure 3.10: A gasket in place with supporting puddies
1. Place small supporting puddies on the bottom retaining plate
2. Place the gasket on top of the bottom anvil. Try to make a good fit between the
bottom anvil and the preindentation. After this step, it would look as in Fig. 3.10
3. Place a drop of pressure medium using a srynge with a hypodermic needle and
make sure that it can hold the pressure medium.
4. Pick a sample using a hypodermic needle. Electrostatic force, grease, or some
Scotch tape residues on a tip of the needle are usually enough to pick a small
sample.
5. If all of the pressure medium evaporated, place another drop of pressure medium
on the gasket.
6. Wait until most of pressure medium evaporates and only small amount of pres-
sure medium is left in or around the sample chamber
7. Try to put a sample into the sample chamber. As a sample makes a contact with
the pressure medium, it will be detached from the needle and submerge into the
pressure medium
8. Use the same procedure to load a ruby chip
9. Slide the piston into the cylinger quickly before the pressure medium evaporate.
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10. Put clamping cover on top of the piston and evenly tighten the two clamping
screws.
Gakset
The gaskets may be the most critical and delicate components of the pressure be-
cause these are the softest materials in the diamond anvil cell and are also closest to
the sample. Hydrostatic pressure in the pressure cell is ultimately generated by the
plastic deformation of the gasket. Depending on the thickness of gasket, the hole in
the gasket may be extruded outwards or inwards by the plastic deformation. As the
gaskets are made thinner or are pre-indented thinner, there would be an extrusion in-
wards as the diamond anvils advance to each other. Consequently the pressure builds
up in the sample chamber of the gasket. The diamond anvil cell should necessarily be
operated in this “thin” regime.
Pre-indentation has two of advantages. First, it makes it easier to place the sample
chamber at the center of culets of the diamond anvils. Second, it provides an opportu-
nity to fine-tune the thickness of the gasket in order to guarantee that we are working
in the “thin” regime. The choice of materials is not crucial but the materials must be
hard enough to hold the pressure and yet malleable atlow temperature so as not to
break. 500μm thick Cu-Be gaskets are used for almost all high pressure experiments.
There are some guidelines for dimensions of gaskets. The pre-indentation thickness
should be around the half of the original thickness. And the diameter of the sample
chamber should be between one third and half of the size of the cullets.
Pressure calibration
The pressure in the diamond anvil cell can be measured using a reference material
whose behavior is previously studied. Ruby fluorescence is the most widely used
reference for high pressure experiments and for diffraction experiments, structurally
simple crystals such NaCl and platinum also can be used. But because the total flux
of Rotating anode was not high enough and the momentum resolution was not good
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enough to clearly and accurately identify the structural distortion of small reference
crystals in the pressure cell, the ruby fluorescence technique was chosen for the high
pressure experiments. The behavior of R1 and R2 fluorescence line of ruby have been
studied for a wide range of pressure and temperature. An empirical equation is known.
Measuring the ruby R1 line at low temperature and under high pressures has been
done by using an Ocean Optics USB 2000+ miniature fiber optic spectrometer. Ruby
chips are excited by the Aries Series Green Portable laser with 50 mW output power
and 532 μm wavelength. A collector lens of 5 mm focal length is used to enhance the
fluorescence signal.
3.7 Cryostat
Closed-cycle cryostat
In order to cool the samples, the pressure cell is mounted on a closed-cycle CS202AI-
DMX-1SS cryostat from Advanced Research Systems. This cryostat is a closed-cycle
cryostat and cools samples as pneumatically driven compression/expansion cycles
extract heat from the cold finger. This system is very convenient especially for the
case when the diffraction signals are very low so that the scans should be repeated
for many days. Even though compression and expansion cycles of the cryostat results
in small vibration of sample, which is about 20-30 μm in amplitudes for the particular
model, it is not a huge issue for our scattering experiments because the size of sample
and the beam spot are much larger than the amplitude of the vibration.
Rotatable head
Because it’s very difficult to find a material which are transparent to both of hard
x-rays and 532nm visible light, a custom vacuum jacket head was designed and im-
plemented. Two different types of windows are employed for the custom head. For
x-rays, a pair of 2 mm thick beryllium windows is installed and a pair of glass windows
is placed on other sides for a 532 nm green laser. Because our pressure cell has only
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Figure 3.11: Experimental setup at CHESS. The rotatable head is installed on the
displex and a ruby fluorescence collector lens is placed right after one the optical
windows of the head.
one optical path to be shared with both x-rays and the optical wavelength laser, the
vacuum jacket head is required to rotate. These requirements present many dimen-
sional constraints. In order to accommodate a relatively large pressure cell, but also
rotate around the cell, the head should be wide enough. Also in order to achieve larger
2θ angle accessibility, the beryllium windows should be placed as closed to the cell
as possible. Because larger beryllium windows suffer from higher stress caused by air
pressure outside of the vacuum jacket, the thickness should be increased to support
the stress and this in turn leads to the higher attenuation of x-ray beam. Taking into
all these requirements and constraints, the custom vacuum head is implemented as
shown in Fig. 3.11
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Chapter 4
Experimental results
In this chapter, high pressure x-ray diffraction experimental data of 1T-TiSe2 will be
presented. X-ray diffration experiments were carried out in our lab and the C1 beam
line at the Cornell High Energy Synchrotron Source (CHESS). X-ray scattering is a di-
rect measurement of the order parameter for charge density waves. As was discussed
in the previous chapter, the structure factor S(q) is the time averaged charge den-
sity modulations of the system including both of static and dynamic modulations. In
principle, the order parameter of a phase transition is only the static part of CDW
modulation. But it is often possible to distinguish the static part from the dynamic
part using temperature and momentum depedences of the structure factor S(q). Ac-
tually, the dynamic part of S(q), which includes diffuse scattering, is not a hindrance
of studies of the phase transition. Once it is identified, it characterizes the criticality
of a continuous phase transition.
4.1 X-ray diffraction with a Rigaku rotating anode
One of the 1T-TiSe2 samples was loaded into the screw-driven pressure cell along with
a ruby chip for pressure calibration as shown in Fig. 4.1. First, it is pressurized to very
small pressure, which is essentially zero within our experimental resolution. Fig. 4.2
shows a rocking curve taken at the base temperature T = 8.9 K and P = 0.0 GPa. The
peak intensity was about 24 Hz. The signal is not as high as one might like but it was
strong enough to obtain the pressure and temperature dependence of CDW peak in-
tensities in lower pressure regime i.e., below 3.0 GPa. Initially, the sample maintained
good single crystal quality at low temperature. The horizontal beam divergence of the
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Figure 4.1: One of 1T-TiSe2 samples is loaded into the diamond anvil cell along with a
small ruby chip for pressure calibration. The diameter of the sample chamber is about
450 μm.
molybdenum anode was about 0.1-0.2 ◦ and thus, the mosaicity of the sample was
estimated to be about 0.1 ◦. In order to see if the second harmonic signals could be
used to identify the incommensurability of the CDW in 1T-TiSe2, the energy spectra
were taken at the optimized angle and an off angle as shown in Fig. 4.3. The angle
indepedent peaks were also observed. Because the energies of those peaks are lower
than the energy of incident beam and are angle independent, those peaks must be
fluorescent signal from materials in the scattering area. But we could not observe any
of 2nd harmonic signal.
Temperature dependence at 0.0 GPa
In agreement with a previous neutron scattering experiment [10], the intensities of the
CDW scattering is continuously suppressed as temperature is increase. The integrated
intensities of the CDW peak are calculated after substracing background signals as
shown in Fig. 4.2. The results is compared with the neutron scattering data of Di Salvo
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Figure 4.2: Rocking curve of the (1/2 1/2 1/2) reflection at the base temperature T = 8.6
K and P = 0.0 GPa
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Figure 4.3: Spectra taken at the optimized angles of the (1/2 1/2 1/2) reflection and an
off angle at T = 75.0 K and P = 0 GPa. Strengths of fluorescence signals are angle
indepdent and no 2nd harmonic signals are observed.
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et al. (1976). They show almost the same temperature dependence but a deviation
from the weak coupling BCS-like theory. In order to see if there is any indication
of diffuse scattering in the rocking curves taken below the critical temperature, the
rocking curves taken at the base temperature T = 8.6 K and just below the critical
temperature T = 195.0 K, T = 200 K are compared as shown in Fig. 4.5. No significant
deviation from the lower temperature rocking curve was observed. Inhomogeneous
strain of the sample caused by the pressure cell or impurities in the sample might
have suppressed the diffuse scatring. Or this might be because the temperature was
not close enough to the critical temperature or background noise levels were too high
to observe the diffuse scattering.
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Figure 4.4: (a) Temperature dependence of rocking curves of (1/2 1/2 1/2) CDW peak.
(b) Temperature dependence of the integrated intensity of (1/2 1/2 1/2) CDW peaks and
comparison with neutron scattering data (DiSalvo et al. 1976)
Temperature dependence above 0.0 GPa
The temperature dependence of rocking curves were measured at four different pres-
sure points above 0.0 GPa up to about 2.8 GPa. We observed a small braodening
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Figure 4.5: Comparison between two rocking curves at T = 8.6 K, T = 195.0 K, and
T = 200.0 K and at P = 0.0 GPa. Rocking curves at 195.0 K and 200.0 K have been
linearly scaled up to the same integrated intensity with that of the 8.6K rocking curve.
of the rocking curves of the CDW peaks after many cooling cycles. The broadening
is likely due to the irreversible strains caused by cooling cycles. Temperature and
pressure dependence of the integrated intensities of the CDW peak are summaried
in Fig. 4.8. The critical temperature Tc(P) is continuously suppressed as the pressure
is increased but even at about 2.8 GPa, the CDW is not completely suppressed and
a phase transition temperature is as high as 125 K. This is in constrast with previous
transport experiments [1].
While the effect is not dramatic in the low pressure regime, we noticed that the
ratio of the critical temperature Tc(P) to the atomic displacements at the base tem-
perature ψ0(P) is enhanced as the pressure is increased. In McMillan’s short coher-
ence length theory, this indicates the enhacement of the electron-phonon coupling
constants [14]. McMillan derived the following equation in his short coherence length
theory.
TN = 0.296C (piξ0ψ0)2 /2Ω, (4.1)
where TN is the normal-incommensurate phase transition temperature and C is a
electron-phonon coupling constant and ξ0 is a CDW coherence length and ψ0 is the
atomic displacement at zero temperature and Ω is the volume of the unit cell. As-
suming the constant coherence length ξ0 this equation shows that a electron-phonon
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Figure 4.6: Pressure depedence of the electron-phonon coupling constant
coupling constants C is proportional to TN/ψ20. Noting that the intensity of CDW peak
is proportional to the square of the atomic displacement ψ20 we can see that a electron-
phonon coupling constant C is proportional to C ∝ TN/ 0. From x-ray diffraction data,
this quantity is calculated as shown in Fig. 4.6.
One more thing to note is that all of the temperature dependent curves at different
pressure points collapse into a single empirical formula ƒ (t = T/Tc) after linear scalings
of the temperature T and the integrated intensity .
ƒ (t) = 0
¨
1 −

t + α
1 + α
β«
, (4.2)
where α = 0.248 and β = 3.85 were determined using the method of least squares.
This might suggest that all of these temperature dependences are governed by a
single ciritical point in the parameter space. If the pressure is renormalized much
faster than the temperature in the low pressure regime as illustrated in Fig. 4.9, the
temperature depedence of CDW order may be solely determined by the temperature
in this pressure regime.
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Figure 4.7: Contour plot of integrated intensities of the (1/2 1/2 1/2) reflection of 1T-TiSe2
on the pressure-temperature plane. Circle markers indicate data collection points.
This discrete data set is linearly interpolated before constructing the contour plot.
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PT
Figure 4.9: Renormalization flow on the pressure-temperature plane. The pressure is
renormalized to 0 much faster than the temperature. The temperature depedence is
governed only by temperature at low pressure regime.
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4.2 X-ray diffraction experiments at CHESS
Momentum resolution
Because the momentum resolution is a critical factor in observing diffuse scattering
and the change of the correlation length of the CDW order, I’d like to discuss the
momentum resolution of the C1 beam line. Basically, the momentum resolution for
x-ray diffraction experiments depends on three factors. The first is the angular diver-
gence of the incident beam, the second factor is the energy bandwidth of the incident
beam, and the third is the effective size of the detector. For the particular upstream
setup of the C1 beam line used for our x-ray diffraction experiments, the energy of
the incident beam was 17.998± 0.005keV and its vertical and horizontal divergences
were ±0.005◦ and ±0.12◦ respectively. Several different detector openings were used
throughout the experiments, but for the high resolution scans, the detector slits were
closed down to 4mm×4mm. The detector slits were placed about 1300mm away from
the scattering area. The cross section of the calculated momentum resolution func-
tion in the (H,H, L) plane is depicted in Fig. 4.10 in the context of (1/2 1/2 1/2) CDW
reflection. The shaded area indicates the collection of all reciprocal vectors q where
S(q) are simultaneously counted for a fixed geometry of the diffractometer., which is
for (1/2 1/2 1/2) of 1T-TiSe2 in this case. Because the horizontal beam divergenve is
relatively large, the momentum resolution function extends wide perpendicular to the
page. But the effect of energy bandwidth ΔE/E ≈ 3.0× 10−4 on the resolution function
is much smaller than other factors.
Crystal bending
Hydrostatic pressure is a unique variable in the study of condensed matter, in that
it tunes the system without introducing disorder which are inevitable in chemically
doped substances. It may be still true in the microsocopic scale. However, because
any practical pressure transmitting media freeze at high pressure and low tempera-
ture, it’s likely to induce large scale disorder, which in turn lowers the quality of the
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Figure 4.10: The (H,H,L) crosssection of the momentum resolution function of the C1
beam line at CHESS
single crystal. Fig. 4.11 shows reciprocal space mesh scans around the CDW peak
taken at T = 8.3 K and P = 3.2 GPa. The constant modulus momentum transfer sur-
face and the cross section of the momentum resolution function are also indicated in
the figure. Initially, the quality of our single crystal of 1T-TiSe2 sample was excellent,
its (0 0 2) bragg reflection having a ±0.006◦ wide rocking curve. However, after few
cooling cycles, the peak broadened in the reciprocal space predominantly along the
constant modulus momentum transfer surface as shown in Fig. 4.11. This indicates
that the pressure induces long length scale disorder in the system. It could be con-
tinuous bending or breaking of the sample into many smaller crystals with different
orientations. In principle, hydrostatic pressure is a clean external variable to tune the
system. But practically, it introduces disorders into the system for the scattering ex-
periments. But it’s like to be a long length scale disorder. If the physics of the CDW
and superconductivity of 1T-TiSe2 depend only on a short length scale, it sill may be
considered as a clean external parameter.
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Figure 4.11: Mesh scans at T = 8.3 K and P = 3.2 GPa. Dotted lines indicate the
constant momentum transfer surace in the reciprocal space.
Temperature and pressure dependence
Experiments with a rotating anode source revealed that the critical pressure of the
charge density wave transition is above 2.8 GPa. In order to see how hydrostatic
pressure suppresses charge density wave at higher pressure, the sample was initially
pressurized to 3.1 GPa. Reciprocal H,K, and L scans were taken at different tem-
peratures and pressure points. For the first CHESS run, the pressure was discretely
increased from about 3.1 GPa up to 5.9 GPa through 4.0 GPa, 4.5 GPa and 5.2 Gpa.
At each pressure point, the critical temperature was estimated by fitting data with
the empirical temperature dependence function Eq. 4.2 acquired with lower pressure
regime diffraction experimentas with the rotating anode source. The critical temper-
ature decreased as the pressure was increased and finally at P = 5.2 GPa, no tem-
perature dependece of the integrated intensity of (1¯/2 1¯/2 1/2) was observed. For the
second CHESS run, we started at P = 0.8 GPa and the pressure was increased from
there through 1.9 GPa and 3.0 GPa. The temperature dependence at 3.1 GPa from the
first run and 3.0 GPa from the second run showed a similar temperature dependence.
Thus we’re able to estimate the overall scaling factor of the CDW intensity for the two
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Figure 4.12: (a) Reciprocal space L-scans around (1/2 1/2 1/2) at about 3.1 GPa. (b)
Critical temperature was estimated by fitting data with the empirical formula acquired
from the temperature depedence study at lower pressure regime.
seperate experiments using these two data sets around 3.0 GPa. For several reasons,
the intensity of the second run was about 15 times weaker than that of the first run.
The sample thickness might be a contributing factor thouhg it cannot fully explain
the factor of 15. As it was done with experiments with a rotaing anode source, the
ratio of the square of the atomic displacement at the low temperature and the critical
temperature at a fixed pressure Tc0 was calculated. It showed a small increase at the
lower pressure regime. But as pressure increases, this ratio increases dramatically. At
P = 4.5 GPa, the ratio was increased over 100 times from that of 0.8 GPa. As disc-
cussed in the previous section, according to McMillan’s short coherence-length theory
[14], this indicates a strong enhancement of the electron-phonon interaction. This
pressure dependence of electron-phonon coupling constant is shown in Fig. 4.13 (c).
This strong enhancement of electron-phonon coupling might be a necessary condition
for a emerging superconductivity between pressure 2-4 GPa.
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Figure 4.13: (a) H scans at base temperatures T ≈ 9 K (b) Residual peaks outside
the CDW regime. (c) electron-phonon coupling constants in McMillan’ short coherence
length theory. (d) The CDW critical temperature Tc(P) as a function of pressure.
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Residual peak
The temperature dependence of integrated intensities of CDW peak was used to es-
timate the critical temperature Tc(P). Defining Tc doesn’t necessarily mean that the
integrated intensity completely vanishes outside the CDW phase. Even outside the
CDW phase, almost temperature and pressure-independent peaks were still observed.
The reciprocal line scans taken at three points outside the CDW phase are shown in
Fig. 4.13 (b). The intensities of these residual peaks were about 400 Hz. For a ref-
erence the intensity of the CDW peak aroud 10.0 K and 0.8 GPa was about 30 kHz.
In principle, the diffraction signals contains dynamical fluctuation components. But
residual peaks found outside of the CDW phase didn’t show any significant line shape
change. We argue that 1T-TiSe2 has still weak long range order in the resolution limit
of experiments even outside the CDW phase. Our current understanding is that this is
from some symmetry-breaking field, perhaps a strain gradient in the cell. But even in
the presence of this symmetry-breaking field, in order to exhibit a residual long-range
order, the system stil need to be selectively sensitive to the perturbation with the
modulation vector q = (1/201/2).
Absent fluctuations
As discussed in the previous section, the single crystal quality of our samples degrades
as the cooling cycles are repeated. But this broadening is predominantly limited to
a constant momentum transfer surface. Thus, if the reciprocal line scans are done
perpendicular to or at a large angle to this surface, we still can get good momentum
resolution. This is illustrated for the (1/2 1/2 1/2 ) reflection of 1T-TiSe2 in Fig 4.10. Even
though the peak spreads out quite a bit in the constant |q| plane, the momentum res-
olution of the reciprocal scan (H,H,0.5) is still 0.0082, which is mainly determined by
the vertical detector slit openings. Thus, we compared the reciprocal H-scans with the
previous x-ray diffuse scattering data of Holt et al. (2001). The width of the long-range
peak of previous study is much sharper than that of our samples. But the width of the
diffuse scattering of the previous study is larger than our momentum resolution along
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Figure 4.14: Comparison of reciprocal H-scans around CDW peak positions. Holt et al.
took data at zero pressure and our data are taken at 0.8GPa. No significant diffuse
scatterings can be identified for high pressure dirraction data.
H direction of our experimental setup, thus it’s relevant to compare. As shown in Fig.
4.14, there are no significant diffuse scattering in high pressure diffraction data. It
may be too early to claim that high pressure suppresses all of diffuse scatterings in
1T-TiSe2 because diffuse scatterings might be just too weak compared to the back-
grounds signals in high pressure experiments. In high pressure experiments, a large
amount of materials, which include the pressure medium, diamond anvils, gasket,
pressure gauge are inevitably present in the scattering area, which in turn give large
background signals. But one clear difference is that residual peaks are present even
outside of the CDW phase in high pressure diffraction study, which were not present
in contrast to previous zero pressure x-ray diffuse scattering study. This may be at-
tributed to impurities in the sample. But this explanation requires a high susceptibility
at the CDW position outside the CDW regime.
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Figure 4.15: For a given geometry of the diffractormeter, S(q) and S(2q) are simulta-
neously counted.
Commensurate-incommensurate CDW phase transition of TMDCs
Many transition metal dichalcogenide systems including 2H-TaSe2 and 1T-TaS2 ex-
hibit incommensurate charge density wave phases and undergo the incommensurate-
commensurate CDW phase transition as the temperature is further lowered. Competi-
tion between several energy scales such as electron-phonon couplings, lock-in energy
gains, and the CDW stiffness might determine the nature of incommensurability of the
CDW and the mechanism of the CDW formation. By studying the commensurability,
we can learn about the energy scales involed in the CDW formation and the compe-
tition between them. It’s been known that 1T-TiSe2 only exhibits a commensurate
CDW phase at least at ambient pressure. However, it is worth considering how the
commensurability of the CDW is related with the emergence of superconductivity in
1T-TiSe2. In order to study the incommensurability or commensurability of the CDW
of 1T-TiSe2, the second harmonics of the incident beam is employed.
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Harmonic trick
For 1T-TiSe2, it’s not easy to measure the incommensurability of the CDW phase be-
cause the modulation vectors of the CDW phase are quite far away from any Bragg
reflections of the underlying lattice. Any small error in the orientation of the crystal or
the sample position in the diffractometer results in a large error in the Miller indices.
But by employing the second harmonic, the exact reference can be obtained. Usually,
the higher harmonic contamination is a hindrance to x-ray experiments. At the C1
beam line, the higher harmonics are eliminated using a total internal reflection from
a mirror with a small incidence angle which is below the critical angle of the funda-
mental but larger than those of any higher harmonics. But for our experiments, the
mirror is slightly detuned to include a small amount of second harmonic photons but
not too much to dominate over the fundamental. This was possible because the bend-
ing magnet C1 beam line has a wide energy spectrum. Two seperate Single Channel
Analyzers (SCA) were set up for the fundamental and the 2th harmonic. This harmonic
trick eliminates any errors due to an incorrent orientation matrix for the sample, ther-
mal expansions or contractions of the displex, or any other geometric misalignments.
In a given geometry, the structure factors at two different points q and 2q in the re-
ciprocal space can be probed simultaneously by two seperate SCAs as illustrated in
Fig. 4.15. When we scans through the reciprocal space location (1/2 1/2 1/2 ), the (1 1
1) Bragg peaks of the underlyling lattice will show up at exactly the same geometry.
Thus, by locating the (1 1 1) Bragg reflection of the second harmonics we can get the
exact location of (1/2 1/2 1/2) for the fundamental.
Incommensurate CDW phase of 1T-TiSe2
Fig. 4.16 shows the reciprocal L-scans taken at P≈1.9 GPa and P≈3.0 GPa at different
temperatures. Around P≈1.9 GPa and below, fundamental scans are exactly over-
lapping with the second harmonic scans within our resolution limit and this indicates
the CDW state remains commensurate as long as it exists. But for P≈3.0 GPa, ap-
preciable deviations were observed at T = 70.0 K and T = 80.0 K. Small deviations
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in the reciprocal space of about 0.002 along the L direction suggests that the nature
of this incommensurate CDW state is likely to be discommensurate like other TMCD
2H-TaSe2, 2H-NbSe2, and 1T-TaS2 because the system is able to save lock-in energies
over a large volume by a small change in the modulation vector of the CDW and re-
maining commensurate between phase slips. These deviations are largest along the
L direction. And we argue that the incommensurate CDW state is characterized by
stacking faults of cdw order with 1/0.002 = 500 atomic layers apart. At the base tem-
perature 10.8K, CDW phase still remains commensurate. But fundamental scans at
T = 25.0 K and T = 50.0 K are showing that the commensurate and incommensu-
rate components coexist. This implies that this incommensurate and commensurate
phase transition is first order. The critical pressure Pc ≈ 5.1 GPa of the CDW is seper-
ated from the superconductivity regime between 2 GPa and 4 GPa. This suggests that
the emergence of the superconductivity is not likely to be directly related with quan-
tum critical fluctuations in the proximity of the quantum critical point of the CDW at
T = 0 K. But P≈3.0 GPa where the incommensurate CDW phase was observed is the
pressure point where the superconducting critical temperature is reported to be max-
imized by transport experiments [1]. We argue that the incommensurate CDW state
is associated with the emergence of superconductivity. Even though at the supercon-
ductivity critical temperature, the CDW remains conmmensurate, the existence of the
incommensurate state implies that there is new driving force pushging the system
into the incommensurate state, which is supposedly dominated by the lock-in energy
scale at the low temperature.
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Figure 4.16: Temperature dependence of L scans at 1.9GPa and 3.0GPa.
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Figure 4.17: Phase diagram of 1T-TiSe2. Circle markers indicate the data collection
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data collection points where the incommensubatility has not been checked remain
unlabeled. Superconducting dome is reproduced from the previous study [1].
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Chapter 5
Conclusions
A possible competition between the CDW and superconductivity of 1T-TiSe2 is studied
employing high-pressure x-ray diffraction. quantum criticality, inhomogeneous cdw.
temperature dependence of lattice distortions are measured at difference pressure
points from 0.0 GPa up to around 6.0 GPa. It’s found that even though the amplitude
of the CDW distortion is substantially suppressed around 3.0 GPa, the CDW phase per-
sists up to 4.5 GPa. Using a power law empirical formula, we estimated the critical
pressure to be 5.1 GPa. This estimated critical pressure is quite away from the pres-
sure regime where the superconductivity is previously observed [1]. The temperature
and pressure-independent residual CDW peaks are observed out the CDW regime. We
argue that this is because there is a strain gradient in the sample cell. This acts like
a symmetry-breaking, external field. Assuming that 1T-TiSe2 remains susceptible to
2 × 2 × 2 modulation even outside the CDW regime, this strain gradient can induce a
weak long-range CDW order outside the CDW regime. Incommensurate CDW phase
was observed at P≈ 3.0 GPa and at T=70 K, 80 K just below the phase transition
temperature. Also, at this pressure point, the coexistence of incommensurate and
commensurate phase was observed at lower temperatures 25 K and 50 K. Because
the incommensurabiliyt is so small, it is likely that the incommensurate CDW phase of
1T-TiSe2 is discommensurate incommensurate CDW phase like many other transition
metal dichalcogenide CDW material. Also this pressure point is where the supercon-
ducting critical temperature of 1T-TiSe2 was previously reported to be maximized [1].
Because the critical pressure Pc ≈ 5.1 GPa is quite away from a pressure region where
the superconductivity was reported, we argue that the emerging superconductivity is
not directly related with the quantum critical fluctuation due to the instability of the
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CDW in 1T-TiSe2. Rather domain walls of the CDW phase in 1T-TiSe2 might be closely
related with the formation of the emerging superconductivity.
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