We report on experimental results in a new regime of a relativistic light-matter interaction employing mid-infrared (3.9 m wavelength) high intensity femtosecond laser pulses. In the laser generated plasma, the electrons reach relativistic energies already at rather low intensities due to the fortunate  2 -scaling of the kinetic energy with the laser wavelength. The lower intensity suppresses optical field ionization and creation of the pre-plasma at the rising edge of the laser pulse efficiently, enabling an enhanced efficient vacuum heating of the plasma. The lower critical plasma density for long-wavelength radiation can be surmounted by using nanowires instead of flat targets. In our experiments 80% of the incident laser energy has been absorbed resulting in a long living, keV-temperature, high-charge state plasma with a density of more than three orders of magnitude above the critical value. Our results pave the way to laser-driven experiments on laboratory astrophysics and nuclear physics at a high repetition rate.
I. Introduction
Solid density, (multi-)keV temperature plasmas open new perspectives for realizing table-top, high brilliance X-ray sources [1] [2] [3] , laser-induced nuclear physics [4, 5] and experiments on laboratory astrophysics [6, 7] . Such plasmas can be generated when relativistically intense, high temporal contrast femtosecond laser pulses interact with solids. In the relativistic regime of laser-matter interaction the velocity of the laser field driven free electrons approaches the speed of light. Quantitatively, it is reached, if the normalized vector potential ≥ 1, where = 0.85 × 10 √ , with I is the laser pulse peak intensity in W/cm wavelength in µm. A common way to enter the relativistic regime is to increase the laser intensity. For a given laser pulse energy, higher intensities can be reached easier with short wavelength laser sources by entering the so-called  3 regime, defined by focusing of the shortest possible pulses (given by the length of single-cycle) to the diffraction limited spot given by the wavelength [8] . However, such single-cycle ultra-intense pulses will only interact with an extremely small volume of the plasma and will be not able to heat it to high temperatures. It is also worth mentioning that pulse compression down to a single cycle becomes extremely challenging with a shortening of the laser wavelength. Alternatively, can be more efficiently increased using long wavelength laser sources. In this case, highly relativistic interaction can be realized with moderate laser pulse energies paving the way to high repetition rate experiments in a relatively large volume. This new regime of relativistic, ultra-short pulse laser-solid interaction was inaccessible so far, because CO 2 lasers, the only high energy, mid-infrared (mid-IR) laser sources available, emit only pulses with a duration >1 ps [9, 10] . For such long durations the hydrodynamic expansion during the pulse prevents plasma densities above the critical value. Due to the recent progress in the development of high energy optical parametric chirped-pulse amplification (OPCPA) femtosecond laser systems, nowadays TW-level peak power femtosecond laser pulses in mid-IR spectral range are available [11, 12] .
The requirement of high temporal contrast of a relativistically intense, ultrashort laser pulse is one of the necessary conditions to achieve high density and sharp (on the laser wavelength scale) spatial gradients in plasmas. Sharp gradient of the density enables efficient vacuum heating mechanism of the laser energy absorption [13] [14] [15] [16] [17] , thus ensuring high temperature of generated dense plasmas. For high power laser systems in near-IR spectral range, commonly used for relativistic laser-solid interactions, the requirement of the high temporal contrast inevitably invokes frequency doubling of the output radiation, reducing the ionization threshold to a few-or even single-photon absorption. Significant reduction of the ionization rate in comparison to near-IR-visible-UV laser sources [18] , together with long wavelength in mid-IR laser pulses, substantially relax the problem of pre-plasma formation and achieving sharp spatial gradients of the plasma density. In particular, an advantage of mid-IR femtosecond driver pulses, compared to near-IR pulses, for the efficiency of vacuum heating of solid target under non-relativistic interaction, resulting in a much higher yield of the K α emission from a Cu tape, was recently demonstrated [19, 20] .
Here we report for the very first, to the best of our knowledge, experimental results on a new regime of relativistic laser-solid interaction drawing on the combination of mid-infrared wavelength, high peak power, high temporal contrast femtosecond laser source and advanced nanostructured silicon samples as the target. The measured characteristic line and bremsstrahlung X-ray emission spectra, together with numerical simulations of the laserplasma interaction and plasma emission, based on the particle-in-cell (PIC) [21] and collisional radiative population kinetics [22] codes, reveal that the nanowire morphology allows overcoming the problem of the unfavorable scaling of the critical electron density . The generated plasmas have solid density, corresponding to an unprecedented >10 3 n cr of the driving laser pulses.
II. Experimental setup
The experiments were carried out at the high energy OPCPA laser system delivering 90 fs laser pulses at the 3.9 µm idler wavelength with the energy on the target up to 25 mJ at a 20 Hz repetition rate [11, 12] . The beam was focused by an off-axis parabolic mirror onto a 12 µm (FWHM) focal spot under 45 angle with respect to the target's normal (see Fig. 1a ). The pulses were characterized by the SHG FROG measurements and the focal beam size was measured by the knife-edge scan method. The maximum peak intensity at the target was estimated to 10 17 W/cm 2 resulting in the maximum value of the relativistic parameter ≈ 1.1. All the measurements were conducted in a single shot regime.
In conventional Chirped-Pulse Amplification laser systems based on the laser principle of amplification the temporal contrast at the nanosecond-picosecond time scale is determined by the level of the amplified spontaneous emission and amplification of any parasitic prepulses [25] . For OPCPA the temporal structure of the output pulse is mainly defined by the emission of superfluorescence having the duration of the pump laser pulse (80 ps for our system). To get an estimate of the temporal contrast in our experiments, the seed signal beam was blocked to measure the energy of the superfluorescence radiation. The background signal was below the mW level which is the sensitivity threshold of the used detector for 20 Hz repetition rate. This number has to be compared with the amplified idler signal at the 25 mJ output energy resulting in 500 mW measured average power. Thus the energy in the 80 ps superfluorescence pulse was below 50 µJ and the corresponding peak intensity of 10 11 W/cm 2 at the 3.9 µm wavelength is too low to generate any significant amount of plasma before the main pulse. The targets represent a single crystalline Si nanowire arrays (Fig. 1b) on a silicon substrate, transparent in the broad spectral range of 1.2-15 µm. The details of the target fabrication are given in [26] . Briefly, 500 µm-thick Si substrates were coated with a chromium layer, followed by an electron beam sensitive resist. The periodic patterns were created during the electron beam lithography with character projection. After the development of the resist, reactive ion etching was carried out to transfer the structure to the chromium layer and subsequently to the silicon substrate. Finally, residuals of resist and chromium layer were removed using wet chemical etching. The resulting density of the Si NW is about 35 % solid density, which means that a focal spot of 12 µm contains roughly 1600 NWs. Each NW is 6 µm-long and has a diameter of 200 nm. The spacing between the NWs is about 100 nm. The reference target is a 500 µm-thick polished Si wafer. All samples have an area 1 cm 2 allowing several tens of shots per sample with a pretty good reproducibility of the measured X-ray and hard X-ray spectra due to low (below 10%) shot-to-shot fluctuations of the laser energy. The experimental diagnostics include high resolution X-ray crystal spectrometer for the range of 1.7-2.1 keV covering K-shell characteristic emission lines from Si (from K  to K  ) for all charge states up to H-like, and a detector for characterizing the hard X-raygamma-ray bremsstrahlung emission spectrum. The line emission was registered with a crystal spectrometer based on a flat potassium acid phthalate (KAP) crystal combined with a cooled back-illuminated X-ray CCD camera. The hard X-ray and gamma-ray spectrum in a broad energy range was measured with a Timepix detector, based on a CMOS pixel read-out chip working in a single photon counting mode. A 1 mm-thick CdTe sensor chip enables registration of photons with energies up to 800 keV [27] . The focusing parabola, the targets and the spectrometer were placed in a vacuum chamber pumped below 10 -4 mbar pressure.
The Timepix detector was located in ambient air 5 m away from the target and oriented at 45 to the target normal observing it through a 230 µm-thick Kapton window.
III. Experimental results
The spectra of the characteristic line emission from the polished and nanowire targets are shown in Fig. 2a . Under conditions of our experiment the efficiency of the K  emission from weakly ionized Si ("cold" emission), is essentially the same from the both morphologies. This result is strikingly different from the results known in the non-relativistic regime of interaction [28] [29] [30] and suggests that in the relativistic limit nanostructure arrays have no advantages in comparison to the flat surface in terms of the efficiency of the characteristic line emission from weakly charged states. In contrast to the characteristic emission from Si + -Si 4+ contributing to the K  -line, 32] which matches well to the measured ratio of 42:1 in the emission spectrum from the polished target (Fig. 2a) . In contrast, this ratio for the nanowires is 6:1 proving dominant contribution of the K-shell emission from the Li-like Si charge state in the spectral range 1.83-1.85 keV (the spectral range covering Si 11+ emission marked in Fig. 2a ).
Similar to the measurements of "cold" K  emission, the high energy bremsstrahlung spectrum show almost no difference in the flux up to 140 keV for flat and nanostructured targets (Fig.2b) . By applying an exponential fit to the hard X-ray photon distribution [33] , for both target morphologies we estimate approximately the same hot electron temperature T e 26 keV for the electron fraction responsible for the emission of the photons in the energy range 40-140 keV. Тhe "hot" electron temperature estimated from the hard X-ray spectrum in Fig. 2b is the temperature of the electron fraction heated during the laser pulse via the Brunel mechanism [13] [14] [15] [16] [17] . The general structure of the electron energy distribution function (EEDF) for relativistic laser-plasma interaction is up to now an open question because numerical simulations in the entire energy range, from the relatively cold major part of EEDF to the ultrafast relativistic tail controlling ion acceleration, are extremely challenging. Also it is sensitive to several parameters like the spatial gradient of the plasma density and [13] [14] [15] [16] [17] . However, from the general physical point of view, it is reasonable to expect that the EEDF should consist of at least three fractions of electrons. The first one, commonly termed as "hot" electrons in the particle acceleration community, constitutes only a tiny fraction of the total amount of electrons. They are accelerated and pushed out by the pondermotive force in the laser pulse and leave the target forming the charge separation sheet at the surface [34, 35] . The second fraction, which we call "hot" in this paper, are forming an energetic tail of the EEDF due to the Brunel heating mechanism in the laser pulse. According to the PIC simulations (see below), under the conditions of our experiments this fraction contains less than 1% from the total amount of electrons. Finally, the third fraction, containing the absolute majority of electrons, has the bulk electron temperature which can be estimated from simulations of the measured line emission spectra (see below). Examples of such a threetemperature EEDF are described e.g. in [36, 37] .
IV. Discussions
To get insight into the physics of processes occurring at different time scales under conditions of our experiments, we performed two sets of numerical simulations. First we used particlein-cell (PIC) simulations using the Virtual Laser Lab code [21] to retrieve the parameters of plasma and their dynamics under relativistic interaction of ultra-high temporal contrast ultrashort laser pulses with Si nanowire arrays. The obtained temperature for hot and bulk electrons and their temporal evolution were used for calculating the line emission spectra using the FLYCHK atomic kinetic code [22] . For FLYCHK we assumed a constant ion density of 5×10 22 cm -3 implying as that the NWs stay intact over the simulation time of 1.5 ps, while the electron density evolution was considered by the code. The spatial distribution of the bulk electron temperature along the wires at different moments of time calculated with the PIC code is shown in Fig. 3a . It reaches the maximum temperature of 600 eV within a 1 m thick layer at the tip of the wires during the interaction with the laser pulse. After the laser pulse (t=300 fs after its peak) the entire wire volume is heated almost homogeneously to 50 eV.
The spatial distribution of the electron density in the wire volume is shown in Fig.3b . It reaches the maximum value n e 6×10 23 cm -3 , corresponding to fully ionized Si atoms up to Si 12+ (He-like) charge state, within the hot 1 m-thick upper layer of the wires on the time scale of the laser pulse duration. After the laser pulse (t=300 fs after its peak) the main volume of the wires is ionized with the electron density 3×10 23 cm -3 and thermalizes to the electron temperature of about 30 eV. Considering the value of the critical density n c 7×10 19 cm -3 at the 3.9 µm laser wavelength, the simulations suggest that plasma as dense as 10 4 n c is generated under the conditions of the experiment.
The 1 m depth of the high density and high temperature plasma region is determined by the penetration depth of the laser pulses into the wire array which, in turn, is limited by the absorption. The simulations predict 76% absorption efficiency of the laser energy which is concentrated mostly within the 1 m layer (for the given 20 mJ laser pulse energy) due to extremely high n e /n c ratio.
High temperature and density of plasma enabled by NW morphology plays a key role in reaching high-charge state and efficient emission from He-like and H-like ions. Note that simulations based on Popov-Perelomov-Terentiev (PPT) ionization model [38] show that the optical field ionization for the experimental field parameters is capable to ionize Si atoms up to Si 4+ charge state only, therefore higher charge states are the result of collisional plasma heating and generated via the electron impact ionization mechanism. The evolution of the charge states, populations of different excited ion states and the corresponding emission spectrum were simulated using the kinetic FLYCHK code with the temporal history of the bulk and hot electron temperatures derived from the PIC simulations. The large volume of the dense plasma predicted by the PIC simulations results in a large wavelength-dependent plasma opacity, causing a strong reabsorption of the generated emission and, therefore, influencing the emission line ratio. To include the effect of opacity, the effective thickness of the emitting plasma layer was used as a fitting parameter to match the simulated spectra to the measured ones. The effective thickness of the emitting plasma layer providing the best match between the simulated and the measured X-ray spectra is found to be 0.5 m. The temporal evolution of the bulk and hot electron temperatures averaged over the volume of the upper 0.5 m layer of wires is shown in Fig. 4a . The maximum average bulk temperature of 0.6 keV is reached by the end of the laser pulse and cools down with 100 fs time constant. The hot electron temperature reaches its maximum of about 25 keV within the laser pulse duration and vanishes as soon as the laser pulse is off. The calculated maximum is in very good agreement with the hot electron temperature estimated from the measured hard X-ray spectra (see Fig. 2b ). The simulated emission spectrum is shown in Fig. 4b and demonstrates an excellent agreement with the most energetic part of the experimental spectrum, consisting of He-and H-like Si emission lines and emitted at the maximum intensity region in the focal distribution. Note that the simulation result is quite sensitive to the changes of the input pa- rameters and varying the electron temperature by more than 10% cannot be simply compensated by a reasonable density adjustment. Therefore, we conclude that the used set of the plasma parameters indeed fits well to the experimental findings. It is worth mentioning also that the temporal evolution of the electron density during the laser pulse, calculated by the FLYCHK code, agrees well with the evolution electron density in the PIC simulations averaged over the 0.5 m upper. After the laser pulse the electron density predicted by the FLYCHK simulations drops by the factor of 2 within 200 fs due to efficient recombination processes, which is not included in the PIC simulations.
In a next step we want to understand the temporal structure of the emitted X-ray radiation. FLYCHK simulations allow to get insight into the temporal evolution of the charge states and the emitted spectrum (Fig. 5a ), which are governed by the evolution of the bulk electron temperature and collisional and radiative rates. Formation of He-like and H-like Si ions occurs due to the collisional ionization of Si 11+ and Si 12+ , respectively. Ionization of the L-shell up to the charge state Si 12+ takes place at the rising edge of the bulk electron temperature (about 25 fs after the peak of the laser pulse intensity) (Fig. 5b) . Meanwhile, ionization of the K-shell requires electrons with a kinetic energy of more than 2 keV (ionization bottleneck). Since the rates of the collisional processes in plasma drop exponentially with an increasing ratio of the binding energy E bin to the bulk electron temperature T bulk , Si 13+ ions are generated with a delay in respect to the appearance of Si 12+ and approaching their highest density at roughly 75 fs (Fig. 5c ). After reaching their maxima, both ion densities decrease following the T bulk -behavior. The comparison of the maximal ion fractions obtained from time-dependent FLYCHK-simulations with a steady-state distribution at T bulk =600 eV shows that the fraction of Si 13+ (8%, Fig. 5c ) is one order of magnitude lower than obtained in the steady temperature case, while the fraction of the Si 12+ is twice higher (80% instead of 40%). Therefore, simulations suggest the transient character of the plasma under our experimental conditions. The K-shell radiation (He α and Ly α ) arises mainly from the collisional excitation of the Kshell electrons followed by the radiative decay back into the ground state. The time scale of the build-up of the Si 12+ and Si 13+ ion densities and the time scale of the corresponding electron impact excitations are similar. Therefore, the temporal evolution of the He α and Ly α line emission starts almost simultaneously to the corresponding ion density. Neglecting ef- fects of opacity, the maximum of the emission is delayed by ~ 25 fs for He α and ~ 50 fs for Ly α with respect to the maximum of the corresponding ion density in accordance with the radiative decay times [22] . However, the He α line resembles the second maximum in the emission related to the recombination channel of population from H-like ions. The timedependent opacity strongly modifies the temporal profile of the line emission resulting in 50 fs at FWHM pulse at the 1.865 keV He α transition and 150 fs at FWHM pulse at the 2 keV Ly α transition (Fig. 5b,c) . The expected shorter duration of the He α emission is a consequence of higher opacity of the plasma at this emission wavelength. Overall, the ultrashort duration of the generated X-ray emission in relativistic interaction of ultra-high contrast, ultra-short laser pulses with solids is intrinsically related to the transient character of high density plasma. This transient nature of the plasma evolution has to be taken into account when estimating the time scale of radiation cooling processes and determining conditions for new regimes where the plasma cooling caused by plasma self-radiation happens faster than hydrodynamic expansion [39] . High electron density enables ultrafast collisional pumping. At the same time, high ionic density (in the corresponding charge state) leads to strong absorption of the emitted line radiation (opacity) and the re-emission of the absorbed photons is strongly suppressed due to the collisional de-excitation by free electrons. Thus, a delay between the maximum of the laser pulse and maximum of the K-shell radiation is expected as it is demonstrated in Fig.5 . Therefore, we conclude that the high density and temperature of plasma, dynamically changing at sub-picosecond time scale, in combination with (dynamically changing) effects of opacity are determining the femtosecond duration of the Xray line emission in contrast to picosecond duration estimated from assumptions of optically thin plasma under steady state conditions [39] . Finally, simulations were carried out for spectra measured from a polished Si wafer to understand the differences in the emission for different morphologies of the samples. The results of spatial and temporal evolution of the bulk electron temperature and density obtained in PIC simulations are presented in Fig. 6 . As follows from Fig. 6b , the plasma density for flat targets can be as high as 3×10 23 cm -3 which is comparable to the density calculated for nanowires (Fig. 3b) . However, the maximum bulk electron temperature is only 50 eV and reached just within a 100 nm-thin layer near the surface. Compared to nanowires, the substantially lower electron temperature is the consequence of a strong (98%) reflection of the laser energy from the overcritical plasma. Simulations of the spectra by FLYCHK fail for such dense and low temperature plasma conditions. The observed spectra can be understood by extending the concept of Brunel electron heating [13] , into the relativistic regime [20] . With this mechanism, electrons are efficiently accelerated near the critical density and the subsequent collision creates holes in K-shell of neutral Si atoms followed by cold K α emission. Using the same long-wavelength laser system as in our experiments, an enhanced conversion efficiency for K α radiation from Cu foil has been demonstrated in [19] Also we assume that the weak emission in the range of 1.747-1.827 keV (Fig. 2a) , observed for all the targets and originating from intermediate charge states of Si (up to Si 10+ ), is generated due to inner-shell collisional ionization by energetic electrons emerging in the Brunel heating process. The difference in the yield of this emission between the nanowires and the bulk target originates from the difference in the bulk electron temperature, since mainly the bulk electrons are responsible for the evolution of the charge states in the plasma.
V. Conclusions
Relativistic interaction of high temporal contrast, femtosecond laser pulses with solids is investigated experimentally and numerically in a new regime drawing on long (mid-IR) wavelength laser radiation. In this interaction regime the laser field ionization and creation of the pre-plasma on the rising edge of the laser pulse are strongly suppressed. As a consequence, the maximum of the laser pulse interacts with solid matter and ionization has predominantly collisional character. Comparing the experimentally measured X-ray emission spectra with the results of numerical simulations confirms the importance of nanowire arrays as solid target for overcoming the problem of the low critical plasma density at mid-IR wavelengths enabling very efficient absorption of the laser pulse energy (80%). As a result, plasma with an electron density up to 6×10 23 cm -3 is generated, which is a record high density and is about more than 1000-times the critical density. The high electron density of the created plasmas ensures high collision rates that govern a prompt ionization of the target material up to H-like charge state (Si 13+ ) and 0.6 keV peak bulk electron temperature.
Using NW targets and mid-IR laser pulses we are able to generate solid density plasmas with keV-level bulk temperatures using only 20 mJ energy per laser pulse, in contrast to Joule-energy UV sources used so far to generate plasmas with similar parameters [23, 24] . Such relaxed requirements for laser energy pave the way to the experiments at high repetition rates, which is very promising for applications in laser driven nuclear physics. For instance, the cross-sections for the NEEC-reactions (Nuclear Excitation by Electron Capture) in the hot plasma will be 3-4 orders of magnitude higher compared to the "cold" XFEL-plasma (X-Ray Free-Electron Laser) case as reported in [40, 41] . Also, the simulations of the temporal evolution of the He α and Ly α emission suggest that ultra-high temporal contrast, relativistically intense femtosecond laser pulses enable ultrashort (150 fs) X-ray pulses. Such pulses are very attractive for using them for time-resolved X-ray radiography of high density plasmas [42] .
