In the present paper we apply a sinc-Gaussian technique to compute approximate values of the eigenvalues of discontinuous Dirac systems, which contain an eigenvalue parameter in one boundary condition, with transmission conditions at the point of discontinuity. The error of this method decays exponentially in terms of the number of involved samples. Therefore the accuracy of the new technique is higher than the classical sinc-method. Numerical worked examples with tables and illustrative figures are given at the end of the paper showing that this method gives us better results. MSC: 34L16; 94A20; 65L15
Introduction
Consider the discontinuous Dirac system which consists of the system of differential equations 
The speed of convergence of the series in (.) is determined by the decay of | (λ)|. But the decay of an entire function of exponential type cannot be as fast as e 
where
n| ≤ N} and [x] denotes the integer part of x ∈ R; see also [, ] . Qian also derived the following error bound. 
Note that the summation limits in (.) depend on the real part of λ. Schmeisser and Stenger [] proved that if g is an entire function such that
where φ is a non-decreasing, non-negative function on [, ∞) and σ ≥ , then for
The amplitude error arises when the exact values g(nh) of (.) are replaced by the approximations g(nh). We assume that g(nh) are close to g(nh), i.e., there is ε >  sufficiently small such that
Let h ∈ (, π/σ ), ω := (π -hσ )/ and N ∈ N be fixed numbers. The authors in [] proved that if (.) is held, then for | λ| < N , we have
where 
In this paper we will use the sinc-Gaussian sampling formula (.) to compute eigenvalues of (.)-(.) numerically. As is expected, the new method reduced the error bounds remarkably (see the examples in Section ). Also here, the basic idea is to write the function of eigenvalues as the sum of two terms, one known and the other unknown but an entire function of exponential type which satisfies (.). In other words, the unknown term is not necessarily an L  -function. Then we approximate the unknown part using (.) and obtain better results. We would like to mention that the papers in computing eigenvalues by the sinc-Gaussian method are few; see [, -]. In Sections ,  we derive the sinc-Gaussian technique to compute the eigenvalues of (.)-(.) with error estimates. The last section involves some illustrative examples.
Preliminaries
In this section we derive approximate values of the eigenvalues of problem (.)-(.). Recall that problem (.)-(.) has a denumerable set of real and simple eigenvalues, cf.
[]; see also [, -]. Let
be the solution of (.) satisfying the following initial conditions: 
Notice that both y(·, λ) and (λ) are entire functions of λ, and y(·, λ) satisfies the system of integral equations (cf.
[])
where S -,i , S -,i , S ,i and S ,i , i = , , are the Volterra integral operators defined by
For convenience, we define the constants
and satisfy the growth condition
Using the inequalities | sin z| ≤ e | z| and | cos z| ≤ e | z| for z ∈ C leads for λ ∈ C to
The above inequality can be reduced to
Similarly, we can prove that
Then from (.), (.) and Lemma . of [, p.], we obtain (.).
In a similar manner, we will prove the following lemma for z , (·, λ) and z , (·, λ).
Lemma . The functions z , (x, λ) and z , (x, λ) are entire in λ for any fixed x ∈ (, ] and satisfy the growth condition
, then from (.) and (.) we obtain
Then from (.) and (.) and Lemma ., we get
The numerical scheme
In this section we derive the method of computing eigenvalues of problem (.)-(.) numerically. The basic idea of the scheme is to split (λ) into two parts a known part K(λ) and an unknown one U(λ). Then we approximate U(λ) using (.) to get the approximate (λ) and then compute the approximate zeros. We first split (λ) into two parts as follows:
where U(λ) is the unknown part involving integral operators
and K(λ) is the known part
Then, from Lemma . and Lemma ., we have the following result.
Lemma . The function U(λ) is entire in λ and the following estimate holds:
Using the inequalities | sin λ| ≤ e | λ| and | cos λ| ≤ e | λ| for λ ∈ C, Lemma . and Lemma . imply (.).
Thus U(λ) is an entire function of exponential type σ = . In the following we let λ ∈ R since all eigenvalues are real. Now we approximate the function U(λ) using the operator (.) where h ∈ (, π/) and ω := (π -h)/ and then, from (.), we obtain
The samples U(nh) = (nh) -K(nh), n ∈ Z N (λ) cannot be computed explicitly in the general case. We approximate these samples numerically by solving the initial value problems defined by (.) and (.) to obtain the approximate values U(nh), n ∈ Z N (λ), i.e.,
U(nh) = (nh) -K(nh).
Here we use the computer algebra system Mathematica to obtain approximate solutions with the required accuracy. However, a separate study for the effect of different numerical schemes and the computational costs would be interesting. Accordingly, we have the explicit expansion
Let λ * be an eigenvalue and λ N be its desired approximation, i.e., (λ * ) =  and
The curves a + (λ), a -(λ) enclose the curve of (λ) for suitably large N . Hence the closure interval is determined by solving a ± (λ) = , which gives an interval
It is worthwhile to mention that the simplicity of the eigenvalues guarantees the existence of approximate eigenvalues, i.e., the λ N for which N (λ N ) = . Next we estimate the error |λ * -λ N | for the eigenvalue λ * .
Theorem . Let λ * be an eigenvalue of (.)-(.) and let λ N be its approximation. Then, for λ ∈ R, we have the following estimate:
where the interval I ε,N is defined above.
Proof Replacing λ by λ N in (.), we obtain
where we have used N (λ N ) = (λ * ) = . Using the mean value theorem yields that for
Since λ * is simple and N is sufficiently large, then inf ζ ∈I ε,N | (ζ )| >  and we get (.).
Numerical examples
This section includes two examples illustrating the sinc-Gaussian method. It is clearly seen that the sinc-Gaussian method gives remarkably better results. We indicate in these two examples the effect of the amplitude error in the method by determining enclosure intervals for different values of ε. We also indicate the effect of N and h by several choices. We would like to mention that Mathematica has been used to obtain the exact values for these examples where eigenvalues cannot be computed concretely. Mathematica is also used in rounding off the exact eigenvalues, which are square roots. Each example is presented via figures that accurately illustrate the procedure near some of the approximated eigenvalues. More explanations are given below.
Example . Consider the system
, a  = , a  = - and δ = . Direct calculations give
As is clearly seen, the eigenvalues cannot be computed explicitly. The following three tables (Tables ,  Example . In this example we consider the system where 
