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COUPLING AND A GENERALISED POLICY ITERATION ALGORITHM IN
CONTINUOUS TIME
SAUL D. JACKA, ALEKSANDAR MIJATOVIC´, AND DEJAN SˇIRAJ
Abstract. We analyse a version of the policy iteration algorithm for the discounted infinite-
horizon problem for controlled multidimensional diffusion processes, where both the drift and
the diffusion coefficient can be controlled. We prove that, under assumptions on the problem
data, the payoffs generated by the algorithm converge monotonically to the value function and
an accumulation point of the sequence of policies is an optimal policy. The algorithm is stated
and analysed in continuous time and state, with discretisation featuring neither in theorems nor
the proofs. A key technical tool used to show that the algorithm is well-defined is the mirror
coupling of Lindvall and Rogers.
1. Introduction
Howard’s policy iteration algorithm (PIA) [13] is a well-known tool for solving control prob-
lems for Markov decision processes (see e.g. [4] for a recent survey of approximate policy iteration
methods for finite state, discrete time, stochastic dynamic programming problems). The algo-
rithm can be recast for general state-spaces continuous-time control problems, where allowed
actions can be chosen from a Polish space. In this paper we investigate the convergence of
the PIA for an infinite horizon discounted cost problem in the context of controlled diffusion
processes in Rd, where the control takes place in an arbitrary compact metric space. The main
aim of the paper is to analyse the convergence of a sequence of policies and the corresponding
payoff functions produced by the PIA under assumptions that are at least in principle verifiable
in terms of the model data.
Our control setting is similar to that of [1], where an ergodic cost criterion was considered.
The main differences, beyond the cost criterion, are as follows: (1) we allow the controller to
modulate the drift as well as the diffusion coefficient; (2) we consider a generalised version of the
PIA where an arbitrary scaling function can be used to simplify the algorithm; (3) we investigate
the convergence not only of payoffs but also of policies produced by the PIA; (4) we work with
Markov policies that are defined for every x ∈ Rd, not almost everywhere, and obtain a locally
uniform convergence of a subsequence to the optimal policy.
This last point in this list is particularly important in our setting, as our aim is to design and
analyse an algorithm that can in principle at least be used in to construct an optimal policy.
This requirement forces us to work in the context of classical solutions of PDEs, rather than
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relying on generalised solutions of the Poisson equation in appropriate Sobolev spaces. The
latter approach, followed in [1], is based on the fact that there exists a canonical solution to the
Poisson equation in W 2,ploc (R
d), see [2]. The analysis of the PIA can than be performed using
Krylov’s extension [15] of Itoˆ’s formula to functions in the Sobolev space W 2,ploc (R
d).
Our method for solving the Poisson equation in the classical sense is based on the coupling
of Lindvall and Rogers [18]. This coupling plays a crucial role in the proof of Proposition 1,
guaranteeing that a payoff function for a locally Lipschitz Markov policy is the classical solution
of the corresponding Poisson equation. The main technical contribution of the paper is the
result in Lemma 7, which shows that the mirror coupling from [18] is successful with very high
probability, when the diffusion processes are started sufficiently close together. Interestingly, the
condition in [18] for the coupling to be successful is not satisfied in our setting in general. The
proof of Lemma 7 is based on a local path-wise comparison of a time-change of the distance
between the coupled diffusions and an appropriately chosen Bessel process.
The convergence of the policies and payoffs in the PIA is obtained in several steps. First
we show that the PIA always improves the payoff. Then we prove, using a “diagonalisation”
argument and an Arzela-Ascoli type result, that a subsequence of the policies produced by the
PIA converges locally uniformly to a locally Lipschitz limiting policy. The final stage of the
argument shows that this limiting policy is indeed an optimal policy with payoff equal to the
pointwise limit of the payoffs produced by the PIA. These steps are detailed in Section 2 and
proved in Section 5.
The literature on the PIA for Markov decision processes in various settings is extensive (see
e.g. [7], [11], [12], [17], [20], [16], [19], [22], [23] and [24] and the references therein). Our
approach is in some sense closest to the continuous time analysis in general state spaces in [7],
where the convergence of the subsequence of the policies is established in the case of finite action
space. In [24] this restriction is removed, but the controlled processes considered do not include
diffusions. A recent application of the PIA to impulse control in continuous time is given in [3].
Finally, as mentioned above, we observe that the PIA can be generalised by multiplying the
expression to be minimised by an arbitrary positive scaling function that can depend both on the
state and the control action (see (gPIA) below). A choice of the scaling function clearly influences
the sequence of policies produced by the algorithm. In particular, in the one-dimensional case, the
scaling function can be used to eliminate the second derivative of the payoff from the algorithm.
This idea is described in Section 3. A numerical example of the PIA is reported in Section 4. In
this examples at least, the convergence of the PIA is very fast as the algorithm finds an optimal
policy in fewer than six iterations.
2. Multidimensional controlled diffusion processes
Let (A, dA) be a compact metric space of available control actions and, for some d,m ∈ N,
let σ : Rd × A → Rd×m and µ : Rd × A → Rd be measurable functions. Let the set A(x) of
admissible policies at x ∈ Rd consist of processes Π = (Πt)t≥0 satisfying the following: Π is A-
valued, adapted to a filtration (Ft)t≥0 and there exists an (Ft)-adapted processXΠ,x =
(
XΠ,xt
)
t≥0
satisfying the SDE
XΠ,xt = x+
∫ t
0
σ
(
XΠ,xs ,Πs
)
dBs +
∫ t
0
µ
(
XΠ,xs ,Πs
)
ds, t ≥ 0,(1)
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where B = (Bt)t≥0 is an m-dimensional (Ft)-Brownian motion. Note that the filtration (Ft)t≥0
(and indeed the entire filtered probability space) depends on the policy Π in A(x). Pick mea-
surable functions α : Rd × A → R and f : Rd × A → R. For any x ∈ Rd and Π ∈ A(x), define
the payoff of the policy Π by
VΠ(x) := E
(∫ ∞
0
e−
∫ t
0 α(X
Π,x
s ,Πs)dsf
(
XΠ,xt ,Πt
)
dt
)
.
Control problem. Construct the value function V , defined by
V (x) := inf
Π∈A(x)
VΠ(x), x ∈ Rd,
and, if it exists, an optimal control {Πx ∈ A(x) : x ∈ Rd}, satisfying V (x) = VΠx(x).
Note first that the problem is specified completely by the deterministic data σ, µ, α and f .
In order to define an algorithm that solves this problem, the functions σ, µ, α, f are assumed
to satisfy Assumption 1 below throughout this section.
Assumption 1. The functions σ, µ, α and f are bounded, and Lipschitz on compacts in Rd×A,
i.e. for every compact set K ⊆ Rd ×A there exists a constant CK > 0 such that
(2) ‖h(x, p)− h(y, r)‖ ≤ CK
(‖x− y‖2 + dA(p, r)2) 12
holds for every (x, p), (y, r) ∈ K, and h ∈ {σ, µ, α, f}. In addition, α(x, p) > 0 > 0 for all
(x, p) ∈ Rd ×A, and there exists λ > 0 such that
(3) 〈σ(x, p)σ(x, p)T v, v〉 ≥ λ‖v‖2 for all x ∈ Rd, p ∈ A, v ∈ Rd.
Remark 1. Here, and throughout the paper, ‖ · ‖ and 〈·, ·〉 denote the Euclidean norm and inner
product respectively. The norm ‖M‖ = sup {‖Mv‖/‖v‖ : v ∈ Rm\{0}} =
√
λmax(MMT ), for a
matrix M ∈ Rd×m, is used in (2) for h = σ, where λmax(MMT ) is the largest eigenvalue of the
non-negative definite matrix MMT ∈ Rd×d and MT ∈ Rm×d denotes the transpose of M .
Remark 2. The uniform ellipticity condition in (3) is the multidimensional analogue of the
volatility being bounded away from 0. Hence, for all x ∈ Rd and p ∈ A, the smallest eigenvalue
of σ(x, p)σ(x, p)T ∈ Rd×d is at least of size λ and, in particular, m ≥ d (cf. Remark 3 below).
A measurable function pi : Rd → A is a Markov policy (or synonymously Markov control) if
for x ∈ Rd there exists an Rd-valued process Xpi,x = (Xpi,xt )t≥0 that satisfies the following SDE:
(4) Xpi,xt = x+
∫ t
0
σ (Xpi,xs , pi (X
pi,x
s )) dBs +
∫ t
0
µ (Xpi,xs , pi (X
pi,x
s )) ds, t ≥ 0.
Let (Ft)t≥0 be a filtration with respect to which (Xpi,x, B) is (Ft)-adapted and B is an (Ft)-
Brownian motion. Such a filtration (Ft)t≥0 exists by the definition of a solution of SDE (4), see
e.g. [14, Def. 5.3.1, p. 300]. Then (Ft)t≥0 can be taken to be the filtration in the definition of
the policy pi(Xpi,x) ∈ A(x). Moreover, without loss of generality, we may assume that (Ft)t≥0
satisfies the usual conditions.
For any function pi : Rd → A that is Lipschitz on compacts (i.e. locally Lipschitz) in Rd,
Assumption 1 implies (see e.g. [5, p. 45] and the references therein) that the SDE in (4) has a
unique, strong non-exploding solution, thus making pi a Markov policy. The payoff function of a
locally Lipschitz Markov policy is a classical solution of a linear PDE, a fact key for (gPIA) to
work. To state this formally, recall that h : Rd → Rk (for any k ∈ N) is (1/2)-Ho¨lder continuous
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on a compact D ⊂ Rd if ‖h(x′)− h(x′′)‖ ≤ KD‖x′− x′′‖1/2 holds for some constant KD > 0 and
all x′, x′′ ∈ D. Streamline the notation for Markov policies as follows:
(5)
Vpi(·) := Vpi(Xpi,·)(·) and Lpih := 12 Tr
(
σTpiHhσpi
)
+ µTpi∇h for h ∈ C2(Rd),
σpi(·) := σ(·, pi(·)), µpi(·) := µ(·, pi(·)), αpi(·) := α(·, pi(·)), fpi(·) := f(·, pi(·)),
where Hh and ∇h are the Hessian and gradient of h, respectively, and Tr(M) denotes the trace
of any matrix M ∈ Rm×m.
Proposition 1. Let Assumption 1 hold. For a locally Lipschitz Markov policy pi we have:
Vpi ∈ C2(Rd) is the unique bounded solution of the Poisson equation LpiVpi − αpiVpi + fpi = 0 and
HVpi is (1/2)-Ho¨lder on compacts in Rd.
Remark 3. The proof of Proposition 1, given in Section 5.2, depends crucially on the coupling
in Lindvall and Rogers [18] of two d-dimensional diffusions via a coupling of the corresponding
d-dimensional driving Brownian motions (see Lemma 7 below). Moreover, it is easy to see that
the probability of coupling could in general be zero if the dimension m of the Brownian noise is
strictly less than d. In this case the controlled diffusions in Rd, started at distinct points, could
remain forever on disjoint submanifolds of positive co-dimension in Rd for any choice of control.
In particular, Proposition 1 fails in the case m < d, as demonstrated by Example 1 below.
Example 1. Let m = 1, d = 2, A = [−1, 1], f(x1, x2, a) := |x1 + x2| + |x1 − x2| + a2/2,
α(x1, x2, a) ≡ 1, σ(x1, x2, a) ≡ (1, 1)T and µ(x1, x2, a) = a(1,−1)T . Then, for a constant policy
pia ≡ a ∈ A, the controlled process started at x ∈ R2 is given by Xpi,xt = x+(1, 1)TBt+a(1,−1)T t,
for t ≥ 0. In particular, for a = 0 and any x = (x1, x2)T , we have Vpi0(x) = |x1−x2|+g(x1 +x2),
where g(y) := E|y + 2Be1 |, y ∈ R, and e1 is an exponential random variable with mean 1,
independent of B. Since Be1 has a smooth density, it follows that g is also smooth, implying
that Vpi0 cannot satisfy the conclusion of Proposition 1.
Remark 4. As we are using the standard weak formulation of the control problem (i.e. the filtered
probability space is not specified in advance), all that matters for a Markov policy pi is the law
of the controlled process Xpi,·, which solves the martingale problem in (4). Moreover, this law is
uniquely determined by the symmetric-matrix valued function (x, a) 7→ σ(x, a)σ(x, a)T ∈ Rd×d
(and of course the drift (x, a) 7→ µ(x, a)). Since the symmetric square root of σ(x, a)σ(x, a)T in
Rd×d satisfies Assumption 1, in the remainder of the paper we assume, without loss of generality,
that the noise and the controlled process are of the same dimension, i.e. d = m (cf. Remark 2).
Remark 5. For any locally Lipschitz Markov policy pi, the process Xpi,· is strong Markov.
Hence [8, Thm. 1.7] implies that Vpi is in the domain D(Api) of the generator Api of Xpi,· and
that the Poisson equation ApiVpi − αpiVpi + fpi = 0 holds. Recall that for a bounded continuous
g : Rd → R in D(Api) the limit (Apig)(x) := limt→0(Eg(Xpi,xt ) − g(x))/t exists for all x ∈ Rd.
Furthermore, if g is also in C2(Rd), it is known that Apig = Lpig. However, [8, Thm. 1.7] does not
imply that Vpi is in C2(Rd). The PDE in Proposition 1, key for (gPIA) to work, is established
via the coupling argument in Section 5.2.
If a policy pi : Rd → A is constant (i.e. pi ≡ p ∈ A), write σp, µp, αp, fp, Lp and Vp
instead of σpi, µpi, αpi, fpi, Lpi and Vpi, respectively. Let S : Rd × A → (0,∞) be a continuous
function and, for any p ∈ A, denote Sp(x) := S(x, p). Under Assumption 1, the function
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p 7→ Sp(x)(Lph(x) − αp(x)h(x) + fp(x)), p ∈ A, is continuous for any x ∈ Rd and h ∈ C2(Rd).
Since A is compact, there exists Ih(x) ∈ A, which minimises this function.
Assumption 2. For any h ∈ C2(Rd), the function Ih : Rd → A can be chosen to be locally Lipschtiz
on Rd. The continuous scaling function S satisfies S < S < MS for some S ,MS ∈ (0,∞).
Generalised Policy Iteration Algorithm
Input: σ, µ, α, f , S satisfying Assumptions 1–2, constant policy pi0 and N ∈ N.
for n = 0 to N − 1 do
Compute Vpin from the PDE in Proposition 1. Choose the policy pin+1 as follows:
(gPIA) pin+1(x) ∈ argmin
p∈A
{Sp(x) (LpVpin(x)− αp(x)Vpin(x) + fp(x))} , x ∈ Rd.
end
Output: Approximation VpiN of the value function V .
Remark 6. By Assumption 2, the policy pin+1 defined in (gPIA) is locally Lipschitz for all
0 ≤ n ≤ N − 1. Hence, by Proposition 1, the algorithm is well defined.
Remark 7. In the classical case of (gPIA) we take S ≡ 1. A non-trivial scaling function S,
which plays an important role in the one-dimensional context (see Section 3 below), makes the
algorithm into a generalised Policy Iteration Algorithm. Thm 2 requires only the positivity and
continuity of S. The uniform bounds on S in Assumption 2 are used only in the proof of Thm 5.
(gPIA) always leads to an improved payoff (Theorem 2 is proved in Section 5.2 below):
Theorem 2. Under Assumptions 1–2, the inequality Vpin+1 ≤ Vpin holds on Rd for all n ∈
{0, . . . , N − 1}.
The sequence {VpiN }N∈N, obtained by running (gPIA) from a given policy pi0 for each N ∈ N,
is non-increasing and bounded. Hence we may define
(6) Vlim(x) := lim
N→∞
VpiN (x), x ∈ Rd.
However, the sequence of the corresponding Markov policies {piN}N∈N need not converge and,
even if it did, the limit may be discontinuous and hence not necessarily a Markov policy.
Remark 8. If the algorithm stops before N , i.e. pin+1 = pin for some n < N , then clearly
VpiN = Vpin and piN = pin. As this holds for any N > n, with (gPIA) started at a given pi0, we
may proceed directly to the verification lemma (Theorem 5 below) to conclude that Vpin is the
value function with an optimal policy pin.
Controlling the convergence of the policies requires the following additional assumptions.
Introduce the set SB,K := {h ∈ C2(Rd) : ‖∇h(x)‖ < B1, ‖Hh(x)‖ < B2 for x ∈ DK}, where
DK := {x ∈ Rd : ‖x‖ ≤ K} is a ball of radius K > 0 and B := (B1, B2) ∈ (0,∞)2 are constants.
Assumption 3. For any K > 0, there exist constants BK and CK satisfying the following: if
h ∈ SBK ,K , then Ih (defined in Assumption 2) satisfies d(Ih(x), Ih(y)) ≤ CK‖x − y‖ for all
x, y ∈ DK .
Assumption 4. For any K > 0, let BK , CK be as in Assumption 3. Then for a locally Lipschitz
Markov policy pi : Rd → A, such that d(pi(x), pi(y)) ≤ CK‖x−y‖, x, y ∈ DK , the following holds:
Vpi ∈ SBK ,K .
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Remark 9. Non-trivial problem data that satisfy Assumptions 1–4 are described in Section 4
below. It is precisely these types of examples that motivated the form Assumptions 2–4 take.
Assumption 1 is standard and Assumptions 2–3 concern only the deterministic data specifying
the problem. Assumption 4 essentially states that ‖HVpi‖ has a prescribed bound on the ball DK
if the coefficients of the PDE in Proposition 1 have a prescribed Lipschitz constant. Schauder’s
boundary estimates for elliptic PDEs [10, p. 86] suggest that this requirement is both natural
and feasible. In fact, Assumption 4 may follow from assumptions of the type 1–3 on the problem
data. This is left for future research.
Proposition 3 and Theorems 4 and 5, proved in Section 5.2 below, show that (gPIA) converges.
Proposition 3. Let Assumptions 1–4 hold. Then there exists a subsequence of {piN}N∈N that
converges uniformly on every compact subset of Rd to a locally Lipschitz Markov policy.
Let pilim : Rd → A denote a locally Lipschitz Markov policy that is a locally uniform limit of
a subsequence of {piN}N∈N. By Propositions 1, Vpilim is a well-defined function in C2(Rd) that
solves the corresponding Poisson equation. However, since pilim clearly depends on its defining
subsequence, so may Vpilim . Furthermore, Vlim may depend on the choice of pi0 in (gPIA). But
this is not so, since Vlim equals both the value function V and the payoff for the policy pilim.
Theorem 4. Under Assumptions 1–4, the equality Vlim = Vpilim holds on Rd for a policy pilim.
Theorem 5. Let Assumptions 1–4 hold. Then for every x ∈ Rd and Π ∈ A(x) the inequality
Vlim(x) ≤ VΠ(x) holds. Hence Vlim equals the value function V , does not depend on the choice of
pi0 in (gPIA) and pilim is an optimal locally Lipschitz Markov policy for the control problem.
Remark 10. The key technical issue in the proof of Theorem 5 is that the policies in the con-
vergent subsequence constructed in the proof of Proposition 3 are not improvements of their
predecessors (cf. (gPIA)). The idea of the proof is to work with a convergent subsequence of the
pairs of policies {(piN , piN+1)}N∈N, where {piN}N∈N is produced by the (gPIA) (see Section 5.2
for details).
3. The one-dimensional case
There are two reason for considering the one-dimensional control problem in its own right.
(A) The canonical choice for the scaling function S := 1/σ2 simplifies the (gPIA) to
(7) pin+1(x) ∈ argmin
p∈A
{
(µ(x, p)V ′pin(x)− α(x, p)Vpin(x) + f(x, p))/σ2(x, p)
}
,
by removing the second derivative of the payoff function Vpin from the minimisation procedure.
This reduction appears to make the numerical implementation of the (gPIA) converge extremely
fast: in the example in Section 4.2 below the optimal payoff and policy are obtained in fewer
than half a dozen iterations.
(B) It is natural to control the process XΠ,x only up to its first exit from an interval (a, b), where
a, b ∈ [−∞,∞], and generalise the payoff as follows:
VΠ(x) := E
(∫ τba(XΠ,x)
0
e−
∫ t
0 αΠs (X
Π,x
s )dsfΠs(X
Π,x
t )dt+ e
− ∫ τba(XΠ,x)0 αΠt (XΠ,xt )dtg(XΠ,x
τba(X
Π,x)
)
)
.
Here µ, σ, α, f : (a, b)×A→ R are measurable with the same notational convention as in Section 2
(fp(x) = f(x, p) etc.). Furthermore, Π ∈ A(x) if XΠ,x follows SDE (1) on the stochastic interval
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[0, τ ba(X
Π,x)), where τ ba(X
Π,x) := inf{t ≥ 0; XΠ,xt ∈ {a, b}} (inf ∅ = ∞), and XΠ,xτba(XΠ,x) = X
Π,x
t
for τ ba(X
Π,x) ≤ t (i.e. Πt, t ∈ [τ ba(XΠ,x),∞), are irrelevant for VΠ(x)). Pick an arbitrary function
g : {a, b} ∩ R→ R and set the control problem as in Section 2 with Rd substituted by (a, b).
Remark 11. In Assumptions 1–4 we substitute Rd with (a, b). In particular, inequality (3) in
Assumption 1 takes the form σ2(x, p) ≥ λ for all x ∈ (a, b), p ∈ A. Assumption 1 hence implies
the requirement on the scaling function S = 1/σ2 in Assumption 2. In Assumptions 3–4, the
family of closed balls (DK)K>0 in Rd is substituted with a family of compact intervals (DK)K>0
in (a, b), such that ∪K>0DK = (a, b) and, if K ′ < K, DK′ is contained in the interior of DK .
Remark 12. On the event {τ ba(XΠ,x) =∞} we take g(XΠ,xτba(XΠ,x))/ exp(
∫ τba(XΠ,x)
0 αΠt(X
Π,x
t )dt) =
0, since by Assumption 1 the integral is infinite. Note also that on this event XΠ,x
τba(X
Π,x)
may not
be defined. Moreover, if {a, b} ∩ R = ∅, then by Assumption 1 we have τ ba(XΠ,x) =∞ a.s.
A measurable function pi : (a, b) → A is a Markov policy if for every x ∈ (a, b) there exists a
process Xpi,x = (Xpi,xt )t≥0 satisfying SDE (4) on the stochastic interval [0, τ
b
a(X
pi,x)) and Xpi,xt =
Xpi,x
τba(X
pi,x)
if τ ba(X
pi,x) ≤ t <∞. If pi is a Markov policy, then pi(Xpi,x) := (pi(Xpi,xt ))t≥0 ∈ A(x) for
every x ∈ (a, b), where we pick arbitrary elements in A for the values pi(a) and pi(b) if a > −∞
and b < ∞, respectively. We use analogous notation to that in (5), e.g. Lpih := 12σ2pih′′ + µpih′
for any h ∈ C2((a, b)).
Any locally Lipschitz function pi : (a, b)→ A is a Markov policy, since the Engelbert-Schmidt
conditions for the existence and uniqueness of the solution of the corresponding SDE (see e.g. [14,
Sec. 5.5]) are satisfied by Assumption 1. By substituting the state space Rd with the interval
(a, b) in Proposition 1, Theorem 2, Proposition 3 and Theorems 4 and 5 of Section 2, we obtain
the results of the present section, which thus solve the control problem in the one-dimensional
case. In the interest of brevity, we omit their statement. We stress that the main difference lies
in the fact that the proofs, in Sections 5.3 and 5.4 below, rely on the theory of ODEs and scalar
SDEs. In particular, we need to prove that the payoff has a continuous extension to a finite
boundary point of the state space.
4. Examples
4.1. Data satisfying Assumptions 1–4. We now describe a class of models that provably
satisfies Assumptions 1–4. The main aim in the present section is not to be exhaustive, but
merely to demonstrate that the form (particularly) of Assumptions 3–4 is natural in the context
of control problems considered here. The example we give is in dimension one. But it is clear
from the construction below that it can easily be generalised.
Let A := [−a, a], for some constant a > 0, and σ, µ, f, α : R× [−a, a]→ R be given by
(8) σ(x, p) := σ1(x), µ(x, p) := µ1(x) + pµ2, f(x, p) := f1(x) + f2(p), α(x, p) ≡ α0,
where σ1, µ1, f1 ∈ C1(R), f2 ∈ C2((−a, a)) is convex and symmetric (i.e. f2(p) = f2(−p) for all
p ∈ A) and µ2 and α0 are constants. For any h ∈ {σ1, µ1, f1, f2} (resp. h′ ∈ {σ′1, µ′1, f ′1, f ′2}) let
the positive constant Ch (resp. C
′
h) satisfy |h| ≤ Ch (resp. |h′| ≤ C ′h). In particular, we assume
that the derivatives of σ1, µ1, f1, f2 are bounded. Moreover we may (and do) take C
′
f2
:= f ′2(a).
Assume also that α0 > 0 and σ
2
1 > λ > 0 (so that As 1 is satisfied) and the scaling function
S ≡ 1. Then the following proposition holds.
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Proposition 6. Assume α0 > C
′
µ1 + |µ2|(2+C ′f1/C ′f2) and |µ2|B2∞ < Lf2 := infp∈A f ′′2 (p), where
B2∞ :=
[
2(Cf1 + Cf2) + (Cµ1 + a|µ2|)B1∞
]
/λ and B1∞ := (C
′
f1 + C
′
f2)/(α0 − C ′µ1 − |µ2|),
then Assumptions 1–4 hold. Moreover, in Assumptions 3–4 we have BK = (B
1∞, B2∞) and
CK = 1 for any K > 0.
Remark 13. It is clear that the assumptions in Proposition 6 define a non-empty subclass of
models (8). Moreover, these assumptions are much stronger than what is required by our general
Assumptions 3–4 since the proposition yields global (rather than local) bounds on the derivatives
of the payoff functions and the Lipschitz coefficients of the policies arising in (gPIA).
Proof. Pick h ∈ C2(R), such that |h′(x)| < B1∞ and |h′′(x)| < B2∞ for all x ∈ R. Then the
function Ih in As 3 satisfies Ih(x) = argmin
p∈A
{pµ2h′(x) + f2(p)}. By assumption we have
|µ2h′(x)| ≤ |µ2|B1∞ < C ′f2 = f ′2(a), implying Ih(x) = (f ′2)−1(−µ2h′(x)) ∀x ∈ R.
Differentiate Ih to obtain |I ′h(x)| ≤ |µ2|B2∞/Lf2 < 1, x ∈ R, and note that Assumptions 2–3
follow.
We now establish As 4. The idea is to start with any policy pi : R → A in C2(R), such that
its derivative satisfies |pi′| ≤ 1 on all of R (e.g. a constant policy), and apply stochastic flow of
diffeomeorphisms [21, Sec. V.10] to deduce the necessary regularity of the payoff function Vpi. In
the notation from (5), we have |µ′pi| ≤ C ′µ1 + |µ2| and |σ′pi| = |σ′1| ≤ C ′σ1 . Hence, for each x ∈ R,
the stochastic exponential Y = (Yt)t∈R+ , given by
Yt = 1 +
∫ t
0
µ′pi(X
pi,x
s )Ysds+
∫ t
0
σ′pi(X
pi,x
s )YsdWs,
exists (we suppress the dependence on x (and pi) from the notation). Since the coefficients
SDE (4) are in C1(R) with bounded and locally Lipschitz first derivative, [21, Sec. V.10, Thm 49]
implies that the flow of controlled processes {Xpi,x}x∈R may be constructed on the single prob-
ability space so that it is smooth in the initial condition x with ∂∂xX
pi,x = Y . The upshot here
is that, by the argument in the proof of [9, Prop. 3.2], we obtain a stochastic representation for
the derivative ∂∂xEfpi(X
pi,x
t ) = E[Ytf ′pi(X
pi,x
t )] for every t ∈ R+. Since Yt = Mt exp
∫ t
0 µ
′
pi(X
pi,x
s )ds,
where the stochastic exponential M = E(∫ ·0 σ′pi(Xpi,xs )dWs) is a true martingale by Novikov’s
condition, the following inequality holds: EYt ≤ exp(t(C ′µ1 + |µ2|)). Since α0 > C ′µ1 + |µ2| by
assumption and the inequality |f ′pi| ≤ C ′f1 +C ′f2 holds, we have |E
∫∞
0 e
−α0sYsf ′pi(X
pi,x
s )ds| < B1∞
for all x ∈ R.
Recall that Vpi(x) = E
∫∞
0 e
−α0sfpi(X
pi,x
s )ds. By [21, Sec. V.8, Thm 43], the family of random
variables indexed by δ ∈ (0, 1),
1
δ
∫ ∞
0
e−α0s|fpi(Xpi,x+δs )− fpi(Xpi,xs )|ds ≤
1
δ
(C ′f1 + C
′
f2)
∫ ∞
0
e−α0s|Xpi,x+δs −Xpi,xs |ds,
is uniformly integrable. Hence limδ→0(Vpi(x+ δ)− Vpi(x))/δ takes the form
V ′pi(x) = E
∫ ∞
0
e−α0sYsf ′pi(X
pi,x
s )ds, implying |V ′pi(x)| < B1∞ for all x ∈ R.
This inequality, the fact σ21 > λ and Proposition 1 imply |V ′′pi | < B2∞, concluding the proof. 
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Remark 14. The process Y in the proof of Proposition 6 exists in the multidimensional setting,
see [21, Sec. V.10, Thm 49]. Hence the same argument works in higher dimensions if we can
deduce a bound on the Hessian of the payoff function from the PDE in Proposition 1.
4.2. Numerical examples. Consider the one-dimensional control problem: A = [−1, 1], a =
−10, b = 10, g(a) := a2, g(b) := b2, σ(x, p) := 1, µ(x, p) := p, α(x, p) := 1 and f(x, p) := x2 +p2,
which is in the class discussed in Section 4.1. Explicitly, we seek to compute infΠ∈A(x) VΠ(x) for
every x ∈ (−10, 10), where the payoff VΠ(x) of a policy Π is defined in Section 3.
We implemented (gPIA), with the main step given by (7), in Matlab. The payoff function
at each step is obtained as the solution to the differential equation from Proposition 1 with the
boundary conditions given by the function g. The new policy at each step can be calculated
explicitly (cf. the proof of Proposition 6 above). Figures 1 and 2 graph the payoff functions
and the policies (colour coded). The initial policy pi0 ≡ 1 and its payoff correspond to the blue
graphs.
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Figure 1. The graphs of Vpin
for n ∈ {0, 1, 2, 3, 4}.
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1
Figure 2. The graphs of pin
for n ∈ {0, 1, 2, 3, 4}.
The graphs suggest that convergence effectively occurs in just a few steps. Figures 3 and 4,
containing the graphs of the differences of the consecutive payoffs and policies on the logarithmic
scale, confirm this. In Figures 1 and 2 it seems that fewer graphs are presented than is stated in
the caption. The reason for this is that the final few graphs coincide. Moreover, the policies only
differ on a subinterval (−2, 2), because outside of it they coincide as it is optimal to chose one of
the boundary points of A = [−1, 1]. Finally, there is no numerical indication that the sequence
of policies have more than one accumulation point as they appear to converge very fast indeed.
5. Proofs
5.1. Auxiliary results - the multidimensional case.
5.1.1. The reflection coupling of Lindvall and Rogers [18] and the continuity of the payoff Vpi.
We now establish the continuity of the payoff function for a locally Lipschitz Markov policy pi
under Assumption 1. The reflection coupling of Lindvall and Rogers [18] plays a crucial role
in this. In fact, the continuity of Vpi hinges on the following property of the coupling in [18]:
copies of Xpi,x and Xpi,x
′
, started very close to each other, will meet with high probability before
moving apart by a certain distance greater than ‖x− x′‖ (see Lemma 7 below).
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Figure 3. The graphs
of log(|Vpin+1−Vpin |) for
n ∈ {0, 1, 2, 3, 4}.
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Figure 4. The graphs
of log(|pin+1 − pin|) for
n ∈ {0, 1, 2, 3, 4}.
We first show that the coupling from [18] can be applied to the diffusion Xpi,·. As explained in
Remark 4, we may (and do) assume that the dimension of the noise and the controlled process
are equal, i.e. d = m. By Assumption 1 above σpi and µpi are bounded and hence [18, As. (12)(ii)]
holds. Inequality (3) in Assumption 1 implies that λmax(σ
−1
pi σ
−T
pi ) ≤ 1/λ. Hence, by Remark 1,
we have ‖σ−1pi ‖ ≤ 1/
√
λ and [18, As. (12)(ii)] also holds. The assumptions in [18, (12)(i)] requires
that σpi and µpi are globally Lipschitz. But this assumption is only used in [18] as a guarantee
that the corresponding SDE has a unique strong solution, which is the case in our setting under
the locally Lipschitz condition in Assumption 1. Hence, for any x, x′ ∈ Rd, the coupling from [18]
can be applied to construct the process (Xpi,x, Xpi,x
′
) so that Xpi,x follows SDE (4) and Xpi,x
′
satisfies
Xpi,x
′
t = x
′ +
∫ t
0
µpi
(
Xpi,x
′
s
)
ds+
∫ t
0
σpi
(
Xpi,x
′
s
)
HsdBs, for t ∈ [0, ρ0(Y )),
where ρ0(Y ) := inf{t ≥ 0 : ‖Yt‖ = 0} (inf ∅ :=∞) is the coupling time, Y := Xpi,x −Xpi,x′ , and
(9) Ht := I − 2utuTt , defined via ut :=
σ−1pi
(
Xpi,x
′
t
)
Yt∥∥∥σ−1pi (Xpi,x′t )Yt∥∥∥ for t ∈ [0, ρ0(Y )),
is the reflection in Rd about the hyperplane orthogonal to the unit vector ut. Moreover, we
have Xpi,x
′
t = X
pi,x
t for all t ∈ [ρ0(Y ),∞). Note also that Ht ∈ O(d) is an orthogonal matrix for
t ∈ [0, ρ0(Y )) and the process B′ = (B′t)t∈R+ , given by B′t :=
∫ t
0 (I{s<ρ0(Y )}Ht + I{s≥ρ0(Y )}I)dBs,
is a Brownian motion by the Le´vy characterisation theorem. Hence Xpi,x
′
satisfies the SDE
dXpi,x
′
t = σpi(X
pi,x′
t )dB
′
t + µpi(X
pi,x′
t )dt with X
pi,x′
0 = x
′ (see [18, Sec. 3] for more details).
Lemma 7. Fix a locally Lipschitz Markov policy pi : Rd → A and x ∈ Rd. Then for every
 ∈ (0, 1) there exist ϕ¯ ∈ (0, 1] with the property: ∀ϕ ∈ (0, ϕ¯) ∃ϕ′ ∈ (0, ϕ) such that P(ρϕ(Y ) <
ρ0(Y )) <  if ‖x− x′‖ < ϕ′, where ρc(Y ) := inf {t ≥ 0; ‖Yt‖ = c} (inf ∅ =∞) for any c > 0.
Remark 15. Note that the main assumption in [18, Thm. 1] is not satisfied in Lemma 7, as
we have no assumption on the global variability of σpi. Hence the coupling (X
pi,x, Xpi,x
′
) is not
necessarily successful even if the starting points x and x′ are very close to each other, i.e. possibly
P(ρ0(Y ) < ∞) < 1 even if ‖Y0‖ = ‖x − x′‖ is very close to zero. However, by Lemma 7, the
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coupling will occur with probability at least 1−  before the diffusions are more than ϕ¯ = ϕ¯()
away from each other, implying the continuity of Vpi (cf. Lemma 8 and Remark 16 below).
Proof. Let S¯ := ‖Y ‖2, δ := σpi(Xpi,x)− σpi(Xpi,x′) and β := µpi(Xpi,x)− µpi(Xpi,x′). Define
(10) αt := σpi(X
pi,x
t )− σpi(Xpi,x
′
t )Ht and vt := Yt/‖Yt‖ for t ∈ [0, ρ0(Y )).
In this proof x ∈ Rd is fixed and x′ ∈ Rd is arbitrary in the ball of radius one centred at x.
Recall that ∇h(z) = 2z and Hh(z) = 2I for h(z) := ‖z‖2, z ∈ Rd, and apply Itoˆ’s lemma to S¯:
S¯t = ‖x− x′‖2 +
∫ t
0
2
√
S¯sv
T
s αsdBs +
∫ t
0
(
2
√
S¯sv
T
s βs + Tr
(
αsα
T
s
))
ds, t ∈ [0, ρ0(Y )).(11)
Our task is to study the behaviour of S¯ when started very close to zero. To do this, we first
establish the facts in (12) and (14) below, which in turn allow us to apply time-change and
coupling techniques to prove the lemma. We start by proving the following:
(12) 0 ≤ Tr (αtαTt )− ∥∥vTt αt∥∥2 = Tr (δtδTt )− ∥∥vTt δt∥∥2 ≤M2x‖Yt‖2 for t ∈ [0, ρ0(Y ) ∧ ρ1(Y )),
where Mx > 1 is a Lipschitz constant for σpi and µpi in the ball around x of radius one. The
first inequality in (12) follows since the trace is the sum of the eigenvalues of αtα
T
t , which are
all non-negative, while
∥∥vTt αt∥∥2 is at most the largest eigenvalue. The second inequality follows
since σpi is Lipschitz on any ball around x and ‖Yt‖ < 1 for t < ρ1(Y ). To establish the equality
in (12) note that, as ‖vTt A‖2 = Tr(AAT vtvTt ) = Tr(vtvTt AAT ) for any A ∈ Rd×d, we have
Tr(αtα
T
t )− ‖vTt αt‖2 − (Tr(δtδTt )− ‖vTt δt‖2) = Tr((I − vtvTt )(αtαTt − δtδTt )).
Recall that H−1t = HTt = Ht. We therefore find
αtα
T
t − δtδTt = σpi(Xpi,x
′
t )(I −Ht)σpi(Xpi,xt )T + σpi(Xpi,xt )(I −Ht)σpi(Xpi,x
′
t )
T
= 2
(
vtu
T
t σpi(X
pi,x
t )
T + σpi(X
pi,x
t )utv
T
t
) ‖Yt‖/‖σpi(Xpi,x′t )−1Yt‖,(13)
where the second equality follows by definition (9) and identity vt = Yt/‖Yt‖. Hence (12) follows.
Since Tr(vtu
T
t σpi(X
pi,x
t )
T ) = 〈σpi(Xpi,xt )σpi(Xpi,x
′
t )
−1vt, vt〉‖Yt‖/‖σpi(Xpi,x
′
t )
−1Yt‖ holds for times
t ∈ [0, ρ0(Y )), equalities (12) and (13) yield:∥∥vTt αt∥∥2 ≥ ∥∥vTt αt∥∥2 − ∥∥vTt δt∥∥2 = 4〈σpi(Xpi,xt )σpi(Xpi,x′t )−1vt, vt〉‖Yt‖2/‖σpi(Xpi,x′t )−1Yt‖2.
Inequality (3) in Assumption 1 implies ‖σ−1pi ‖ ≤ 1/
√
λ (cf. the second paragraph of this section).
Hence ‖Yt‖/‖σpi(Xpi,x
′
t )
−1Yt‖ ≥
√
λ. By the definition of δt above we get∥∥vTt αt∥∥2 ≥ 4λ(1 + 〈δtσpi(Xpi,x′t )−1vt, vt〉) ≥ 4λ(1− ‖δt‖‖σpi(Xpi,x′t )−1‖) ≥ 4λ(1− ‖δt‖/√λ).
For any  ∈ (0, 1), define
ϕ¯ := min{1, 
√
λ/Mx, (1− )λ/M2x},
where Mx is as in (12) above. Then, if ‖x − x′‖ < ϕ¯ and t ∈ [0, ρϕ¯(Y )), we have ‖Yt‖ < ϕ¯ and
hence ‖δt‖ ≤Mx‖Yt‖ ≤ 
√
λ. In particular, we get
(14) ‖vTt αt‖2 ≥ 4λ(1− ) > 0 for any t ∈ [0, T ), where T := ρ0(Y ) ∧ ρϕ¯(Y ).
Let M > 0 denote a global upper bound on σpi and µpi, which exists by Assumption 1. Since
the inequalities ‖vTt αt‖ ≤ ‖αt‖ ≤ ‖σpi(Xpi,xt )‖ + ‖σpi(Xpi,x
′
t )‖ ≤ 2M hold for all t ∈ [0, ρ0(Y )),
the increasing process [N ] = ([N ]t)t∈R+ , given by [N ]t :=
∫ t
0 I{s<ρ0(Y )}‖vTs αs‖2ds, is well-define
and [N ]t < ∞ for every t ∈ R+. Hence N = (Nt)t∈R+ , given by Nt :=
∫ t
0 I{s<ρ0(Y )}v
T
s αsdBs,
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is a well-defined local martingale with a quadratic variation process given by [N ]. Let τ =
(τs)s∈R+ and W = (Ws)s∈R+ be the Dambis Dubins-Schwartz (DDS) time-change and Brownian
motion, respectively, for the local martingale N (see [14, Thm 3.4.6, p. 174]). More precisely,
let s 7→ τs := inf{t ∈ R+ : [N ]t > s} (with inf ∅ = ∞) be the inverse of t 7→ [N ]t. Then W
satisfies W[N ]t = Nt for all t ∈ R+. Moreover it holds that τs <∞ for s < [N ]∞ := limt↑∞[N ]t.
If [N ]∞ < ∞ with positive probability, we have to extend the probability space to support
W (see e.g. [14, Prob. 3.4.7, p. 175]). This extension however has no bearing on the coupling
(Xpi,x, Xpi,x
′
).
Let αˆs := ατs , δˆs := δτs , βˆs := βτs , vˆs := vτs and Sˆs := S¯τs for s ∈ [0, [N ]ρ0(Y )), cf. (10) above.
Assume ‖x− x′‖ < ϕ¯ and time-change the integrals in (11) (see [14, Prop. 3.4.8, p. 176]) to get
Sˆu = ‖x− x′‖2 +
∫ u
0
2
√
Sˆs dWs +
∫ u
0
(1 + νs) ds, for any u ∈ [0, [N ]T ),
where νs :=
(
2
√
Sˆsvˆ
T
s βˆs + Tr(δˆsδˆ
T
s )− ‖vˆTs δˆs‖2
)
/‖vˆTs αˆs‖2 and T is defined in (14). By (14) it
holds that ‖vˆTs αˆs‖2 ≥ 4λ(1− ) for all s ∈ [0, [N ]T ). Then (12) and the definitions of βˆ, δˆ and νs
imply the inequalities 0 ≤ νs < M2x‖Yτs‖2/(λ(1− )) for all s ∈ [0, [N ]T ). Any ϕ ∈ (0, ϕ¯) satisfies
ϕ < (1− )λ/M2x and R := ρ0(Y ) ∧ ρϕ(Y ) ≤ T . Hence the Lipschitz property of σpi and νpi on
the ball of radius ϕ around x implies
(15) νs <  for all s ∈ [0, [N ]R).
The SDE Ss = ‖x − x′‖ +
∫ s
0 2
√
SrdWr + (1 + )s, s ∈ R+, for the squared Bessel process
of dimension 1 +  has a pathwise unique (and hence strong) solution S = (Ss)s∈R+ , see [6,
App. A.3, p. 108]. Note that S is driven by the DDS Brownian motion W introduced above.
Hence the coupling (S, Sˆ) on the stochastic interval [0, [N ]R) allows us to compare the two
processes pathwise. Assume ‖x− x′‖ < ϕ. Then the following equality holds:√
Ss −
√
Sˆs =
1
2
∫ s
0
(
/
√
Sr − νr/
√
Sˆr
)
dr for any s ∈ [0, [N ]R).
Almost surely, the path of the process (
√
Ss −
√
Sˆs)s∈[0,[N ]R) is continuously differentiable and,
by (15), its derivative is strictly positive at every zero of the path. Since the derivative is
continuous, it must be strictly positive on a neighbourhood of each zero. This implies that the
only zero is at s = 0 (i.e. S0 = Sˆ0), and it holds that
(16) Ss ≥ Sˆs for all s ∈ [0, [N ]R).
We now conclude the proof of the lemma. Assume as before that ‖x − x′‖ < ϕ and define
Υϕ(Sˆ) := inf{s ∈ [0, [N ]T ) : Sˆs = ϕ} (with inf ∅ =∞). Note that the events {Υϕ(Sˆ) <∞} and
{[N ]ρϕ(Y ) < [N ]ρ0(Y )} coincide, since on either event we have Υϕ(Sˆ) = [N ]R = [N ]ρϕ(Y ). Hence,
(17) {ρϕ(Y ) < ρ0(Y )} = {Υϕ(Sˆ) <∞} ⊆ {S exits interval (0, ϕ) at ϕ},
where the inclusion follows by (16). Recall that s(z) = z(1−)/2, z ∈ R+, is a scale function of
the diffusion S. Hence P(S exits interval (0, ϕ) at ϕ) = s(‖x − x′‖)/s(ϕ). Define ϕ′ := ϕ and
note that by (17) we have: P(ρϕ(Y ) < ρ0(Y )) <  for any x′ ∈ Rd satisfying ‖x− x′‖ < ϕ′. 
Lemma 8. Pick a locally Lipschitz Markov policy pi : Rd → A and let Assumption 1 hold. Then
the corresponding payoff function in (5), Vpi : Rd → R+, is continuous.
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Proof. Fix x ∈ Rd and pick arbitrary ε ∈ (0, 1). By Assumption 1 there exists 0 > 0, such that
αpi ≥ 0, and a constant M > 1 that simultaneously bounds αpi, |fpi| < M and is a Lipschitz
constant on the ball of radius one around x for αpi and fpi. Apply Lemma 7 to x,  := ε0/(6M)
and pi to obtain ϕ¯ ∈ (0, 1] such that ∀ϕ ∈ (0, ϕ¯) ∃ϕ′ ∈ (0, ϕ) such that P(ρϕ < ρ0) <  for every
x′ ∈ Rd satisfying ‖x− x′‖ < ϕ′ (here ρϕ, ρ0 stand for ρϕ(Y ), ρ0(Y ), resp.). Specifically, define
(18) ϕ := min{ϕ¯/2, ε/(3(1 +M/0)M/0), (εe0)/(3M2)}
and fix ϕ′ ∈ (0, ϕ) such that the conclusion of Lemma 7 holds. Throughout this proof we use
the notation and notions from Lemma 7. In particular, (Xpi,x, Xpi,x
′
) denotes the coupling of
two controlled processes started at (x, x′) and we assume that ‖x− x′‖ < ϕ′.
Recall that Vpi(x
′) = EF∞(Xpi,x
′
) for any x′ ∈ Rd, where F∞(Xpi,x′) is given in (19). By
decomposing the probability space into complementary events {ρϕ > ρ0} and {ρϕ < ρ0}, we
obtain the following inequality |Vpi(x)− Vpi(x′)| ≤ A+A′ +A′′, where
A := E
(
I{ρϕ>ρ0}
∫ ρ0
0
∣∣∣∣e− ∫ t0 αpi(Xpi,xs )dsfpi (Xpi,xt )− e− ∫ t0 αpi(Xpi,x′s )dsfpi (Xpi,x′t )∣∣∣∣dt) ,
A′ := E
(
I{ρϕ>ρ0}
∫ ∞
ρ0
∣∣∣∣e− ∫ t0 αpi(Xpi,xs )dsfpi (Xpi,xt )− e− ∫ t0 αpi(Xpi,x′s )dsfpi (Xpi,x′t )∣∣∣∣ dt) ,
A′′ := E
(
I{ρϕ<ρ0}
∫ ∞
0
∣∣∣∣e− ∫ t0 αpi(Xpi,xs )dsfpi (Xpi,xt )− e− ∫ t0 αpi(Xpi,x′s )dsfpi (Xpi,x′t )∣∣∣∣ dt) .
Hence, by Lemma 7, we have A′′ ≤ P(ρϕ < ρ0)2M/0 < 2M/0 = ε/3.
Since in the summands A and A′ the coupling succeeds before the components of (Xpi,x, Xpi,x′)
grow at least ϕ apart, we can control these terms using the local regularity of αpi and fpi. Consider
A. Add and subtract e−
∫ t
0 αpi(X
pi,x
s )dsfpi(X
pi,x′
t ) to obtain the bound:
A ≤EI{ρϕ>ρ0}
∫ ρ0
0
(
e−0t
∣∣∣fpi (Xpi,xt )− fpi (Xpi,x′t )∣∣∣+M ∣∣∣∣e− ∫ t0 αpi(Xpi,xs )ds − e− ∫ t0 αpi(Xpi,x′s )ds∣∣∣∣)dt.
On the event {ρϕ > ρ0}, for t < ρϕ it holds that ‖Xpi,xt − Xpi,x
′
t ‖ < ϕ. Since z 7→ e−z has a
positive derivative bounded above by one for z ∈ R+, αpi − 0 ≥ 0 and both fpi and αpi are
Lipschitz with constant M on the ball of radius ϕ around x, we get
A ≤EI{ρϕ>ρ0}
∫ ρ0
0
(
Mϕe−0t +Me−0t
∫ t
0
∣∣∣αpi(Xpi,xs )− αpi(Xpi,x′s )∣∣∣ds) dt < ϕ(M0 + M
2
20
)
≤ ε
3
,
where the last inequality follows from (18). Furthermore, since Xpi,xt = X
pi,x′
t for all t ≥ ρ0, it
holds that the following expectation equals A′:
EI{ρϕ>ρ0}
∫ ∞
ρ0
e−ρ00
∣∣∣∣e− ∫ ρ00 (αpi(Xpi,xs )−0)ds − e− ∫ ρ00 (αpi(Xpi,x′s )−0)ds∣∣∣∣ e− ∫ tρ0 αpi(Xpi,xs )ds |fpi(Xpi,xt )| dt.
Since |fpi| < M , αpi ≥ 0, |e−z − e−y| ≤ |z− y| for z, y ∈ R+ and e−t0 ≤ e−10 for t ∈ R+ we find
A′ ≤ E
(
I{ρϕ>ρ0}Me
−ρ00
∫ ρ0
0
∣∣∣αpi(Xpi,xs )− αpi(Xpi,x′s )∣∣∣ ds) ≤M2ϕE (I{ρϕ>ρ0}e−ρ00ρ0) ≤ ϕM2e0 ,
which is by (18) less than ε/3. Hence, for any ‖x−x′‖ ≤ ϕ′, we proved that |Vpi(x)−Vpi(x′)| < ,
which concludes the proof of the lemma. 
Remark 16. The proofs of Lemmas 7 and 8 show that if the locally Lipschitz property in As-
sumption 1 is substituted by the globally Lipschitz requirement, we can conclude that the payoff
function Vpi is in fact uniformly continuous. However, the coupling from [18] may still not be
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successful, since the global Lipschitz condition controls globally the local variability of the co-
efficients. The coupling may fail because the assumptions in [18, Thm. 1] constrain the global
variability of σpi. In fact, the idea of the proof of Lemma 7 can be used to construct an example
where P(ρ0(Y ) <∞) < 1 by bounding the norm of ‖Y ‖2 from below by a squared Bessel process
of dimension greater than two on an event of positive probability.
5.1.2. A version of the Ascoli-Arzela Theorem. The following fact is key for proving the existence
of the optimal strategy and showing that a subsequence of {piN}N∈N in (gPIA) converges to it.
Lemma 9. Let (M1, d1) and (M2, d2) be compact metric spaces, and for every n ∈ N let fn :
M1 →M2. If the sequence {fn}n∈N is equicontinuous, i.e.
∀ > 0 ∃δ > 0 ∀x, y ∈M1 ∀n ∈ N : d1(x, y) < δ =⇒ d2(fn(x), fn(y)) < ,
then there exists a uniformly convergent subsequence {fnk}k∈N, i.e. ∃f : M1 →M2 such that for
every  > 0 there exists N ∈ N such that supx∈M1 d2(fnk(x), f(x)) <  for all k ≥ N .
Proof. Let B(x, 1/m) := {y ∈ M1 : d1(x, y) < 1/m} be a ball of radius 1/m, m ∈ N, centred
at x ∈ M1. Since M1 is compact and metric, it is totally bounded: ∃Sm ⊆ M1 finite satisfying
M1 = ∪x∈SmB(x, 1/m). Then S := ∪m∈NSm = {xn ∈M1; n ∈ N} is countable and dense in M1.
We now apply the standard diagonalisation argument to find the subsequence in the lemma.
Let ι1 : N→ N be an increasing function defining a subsequence {fι1(n)}n∈N that converges at
x1, i.e. limn→∞ fι1(n)(x1) exists in M2. Such a function ι1 exists since M2 is compact. Assume
now that we have constructed an increasing ιk : N → N such that {fιk(n)}n∈N converges on
the set {x1, . . . , xk} for some k ∈ N. Then there exists an increasing ι : N → N such that the
sequence of functions {fιk+1(n)}n∈N, where ιk+1 := ιk ◦ ι, converges at xk+1 as well as on the set
{x1, . . . , xk}, as it is a subsequence of {fιk(n)}n∈N. Since k ∈ N was arbitrary, we have defined a
sequence of subsequences of {fn}n∈N, such that the k-th subsequence converges on {x1, . . . , xk}.
Consider the “diagonal” subsequence {fnk}k∈N, fnk := fιk(k) for any k ∈ N. By construction
it converges on S. We now prove that it is uniformly Cauchy, which implies uniform convergence
since M2 is complete. Pick any  > 0. By equicontinuity ∃m ∈ N such that for any k ∈ N and
x, y ∈ M1 satisfying d1(x, y) < 1/m, it holds that d2(fnk(x), fnk(y)) < /3. Furthermore, since
Sm is finite, ∃N ∈ N such that for all natural numbers k1, k2 ≥ N we have d2(fnk1 (y), fnk2 (y)) <
/3 for all y ∈ Sm. Finally, for any x ∈M1 there exists y ∈ Sm such that d1(x, y) < 1/m. Hence,
for any k1, k2 ≥ N it holds that
d2(fnk1 (x), fnk2 (x)) ≤ d2(fnk1 (x), fnk1 (y)) + d2(fnk1 (y), fnk2 (y)) + d2(fnk2 (y), fnk2 (x)) < .
Since x ∈M1 was arbitrary, the lemma follows. 
5.1.3. A uniformly integrable martingale. If the process Xpi,x in (4), controlled by a Markov
policy pi, exists for all x ∈ Rd, then Xpi,· is a strong Markov process [14, Thm 4.30, p. 322], since σ
and µ are bounded by Assumption 1. Define the additive functional F (Xpi,x) = (Ft(X
pi,x))t∈[0,∞],
(19) Ft(X
pi,x) :=
∫ t
0
e−
∫ u
0 αpi(X
pi,x
s )dsfpi (X
pi,x
u ) du for t ∈ [0,∞].
Remark 17. Note that Vpi(x) = EF∞(Xpi,x) and, by Assumption 1, the process |F (Xpi,x)| is
bounded by some constant C0 > 0. Hence |F∞(Xpi,x)| < C0 and |Vpi(x)| < C0.
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Lemma 10. The following holds for every Markov policy pi, x ∈ Rd and (Ft)-stopping time T :
E
(
F∞(Xpi,x)|FT
)
= FT (X
pi,x) + I{T<∞}e−
∫ T
0 αpi(X
pi,x
s )ds Vpi
(
Xpi,xT
)
.
In particular, the process M = (Mr)r∈[0,∞] is a uniformly integrable martingale, where
Mr := Fr(X
pi,x) + I{r<∞}e−
∫ r
0 αpi(X
pi,x
s )ds Vpi (X
pi,x
r ) .
Proof. The following calculations imply the lemma:
E
(
F∞(Xpi,x)|FT
)
= FT (X
pi,x) + E
(
I{T<∞}
∫ ∞
0
e−
∫ t+T
0 αpi(X
pi,x
s )dsfpi
(
Xpi,xt+T
)
dt
∣∣∣∣FT)
= FT (X
pi,x) + I{T<∞}e−
∫ T
0 αpi(X
pi,x
t )dt E
(∫ ∞
0
e−
∫ t
0 αpi(X
pi,x
s+T )dsfpi
(
Xpi,xt+T
)
dt
∣∣∣∣FT)
= FT (X
pi,x) + I{T<∞}e−
∫ T
0 αpi(X
pi,x
t )dt Vpi(X
pi,x
T ),
where we applied the strong Markov property of Xpi,· in the last step. 
5.2. Proofs of results in Section 2.
Proof of Proposition 1. Assume m = d, cf. Remark 4. It suffices to prove that the PDE holds
on the ball D := {y ∈ Rd : ‖y − x′‖ < 1} for any x′ ∈ Rd. Fix x ∈ D and define τ := inf{t ∈
R+ : Xpi,xt ∈ ∂D} (with inf ∅ = ∞) to be the first time the process Xpi,x hits the boundary
∂D := {y ∈ Rd : ‖y − x′‖ = 1} of D. Note that, by Assumption 1, we have τ <∞.
Let v ∈ C2(D)∩ C(D¯), where D¯ := D ∪ ∂D, denote a solution of the boundary value problem
Lpiv − αpiv + fpi = 0 in D, where v = Vpi on ∂D.
Since pi is locally Lipschitz and (2) in Assumption 1 holds, the coefficients σpi, µpi, fpi, αpi are
(1/2)-Ho¨lder (in fact Lipschitz) on D¯. The boundary data Vpi|∂D is continuous by Lemma 8,
αpi ≥ 0 and σpi satisfies (3). Hence, by [10, Thm 19, p. 87], the function v exists, is unique and
Hv is (1/2)-Ho¨lder.
Note that, for all t ∈ [0,∞], we have Xpi,xt∧τ ∈ D¯. Hence we can define
(20) Yt := Ft∧τ (Xpi,x) + e−
∫ t∧τ
0 αpi(X
pi,x
r )drv (Xpi,xt∧τ ) , for t ∈ [0,∞],
where the process F·(Xpi,x) is given in (19) above. The process Y = (Yt)t∈[0,∞] is bounded
by a constant and by definition converges almost sure limt→∞ Yt = Y∞. Since v solves the
boundary value problem above and Xpi,x satisfies SDE (4), Itoˆ’s formula on the stochastic interval
[0, τ ] ⊂ R+ yields
Yt = v(x) +
∫ t∧τ
0
e−
∫ s
0 αpi(X
pi,x
r )dr∇v (Xpi,xs )T σpi (Xpi,xs ) dBs, t ∈ [0,∞],
making Y into a local martingale. Since Y is bounded, it is a uniformly integrable martingale
satisfying v(x) = Y0 = E[Y∞]. Since v = Vpi on ∂D and Xpi,xτ ∈ ∂D, the definition of Y in (20)
and Lemma 10 (applied to the stopping time T := τ) yield
Y∞ = Fτ (Xpi,x) + e−
∫ τ
0 αpi(X
pi,x
r )drVpi (X
pi,x
τ ) = E (F∞(Xpi,x)|Fτ ) ,
implying v(x) = E(F∞(Xpi,x)) = Vpi(x).
The uniqueness follows similarly: let v be another bounded solution of the Poisson equation
on Rd. Define the process Y as in (20) with τ ≡ ∞ and t <∞. As above we have v(x) = EYt for
all t ∈ R+. Then the DCT, applicable since v is bounded, yields v(x) = limt↑∞ EYt = Vpi(x). 
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Proof of Theorem 2. Let pin and pin+1 be as in (gPIA), n ∈ N ∪ {0}. Define Y = (Yt)t∈R+ by
Yt := Ft(X
pin+1,x) + e−
∫ t
0 αpin+1(X
pin+1,x
r )dr Vpin
(
X
pin+1,x
t
)
, t ∈ R+.(21)
where F·(Xpin+1,x) is given in (19) above. Define τm := inf{t ≥ 0 : ‖Xpin+1,xt ‖ = m} for any fixed
m > ‖x‖ and note that τm < ∞ by Assumption 1. Itoˆ’s formula, applicable by Proposition 1,
yields
Y·∧τm = Vpin(x) +M +
∫ ·∧τm
0
e−
∫ s
0 αpin+1(X
pin+1,x
r )dr (fpin+1 + Lpin+1Vpin − αpin+1Vpin) (Xpin+1,xs ) ds,
where M = (Mt)t∈R+ , Mt :=
∫ t∧τm
0 e
− ∫ s0 αpin+1 (Xpin+1,xr )dr (∇V Tpinσpin+1)(Xpin+1,xs )dBs, is a local
martingale. Since the functions σpin+1 and ∇Vpin are bounded on the ball {y ∈ Rd : ‖y‖ ≤ m} by
Assumption 1 and Proposition 1, respectively, and αpin+1 > 0 > 0, the quadratic variation of M
is bounded above by a constant. Hence M is a uniformly integrable martingale. In particular,
EMt = 0 for all t ∈ R+. By (gPIA) and Proposition 1, we have(
fpin+1 + Lpin+1Vpin − αpin+1Vpin
)
Spin+1 ≤ (fpin + LpinVpin − αpinVpin)Spin = 0 on Rd.
Since Spin+1 > 0, we have E (Yt∧τm) ≤ Vpin(x). Hence (21), Assumption 1 and the DCT, as t ↑ ∞,
yield
Vpin(x) ≥ EFτm(Xpin+1,x) + EVpin
(
X
pin+1,x
τm
)
e−
∫ τm
0 αpin+1(X
pin+1,x
r )dr.
Hence, by Remark 17, we have Vpin(x) ≥ EFτm(Xpin+1,x) − C0Ee−0τm . Since Xpin+1,x satisfies
SDE (4) for all t ∈ R+, we have limm↑∞ τm = ∞. The DCT and Remark 17 yield Vpin+1(x) =
EF∞(Xpin+1,x) = limm↑∞ EFτm(Xpin+1,x)− C0Ee−0τm ≤ Vpin(x), which concludes the proof. 
Proof of Proposition 3. Run (gPIA) to produce a sequence of policies {piN}N∈N, starting from a
constant policy pi0. Fix an arbitrary K0 > 0 and consider the restriction of this sequence onto
the closed ball DK0 . Since the Lipschitz constant of pi0 is equal to zero and hence smaller than
CK0 , Assumption 4 implies Vpi0 ∈ SBK0 ,K0 . Assumption 3 implies that the Lipschitz constant
of pi1 is also at most CK0 . Iterating this argument implies that all the policies in the sequence
{piN}N∈N have the same Lipschitz constant on DK0 , making it equicontinuous on DK0 . By
Lemma 9 above, there exists a subsequence that converges uniformly on DK0 to a function
pi0∞ : DK0 → A. Moreover, pi0∞ is also Lipschitz with a constant bounded above by CK0 .
Let K1 := 2K0 and repeat the argument above for K1 and the subsequence of {piN}N∈N
constructed in the previous paragraph. This yields a further subsequence of the policies that
converges uniformly to a Lipschitz function pi1∞ : DK1 → A with the Lipschitz constant bounded
above by CK1 . Since the sequence we started with converges pointwise to pi
0∞ on DK0 ⊂ DK1 ,
so must its every subsequence. Hence it holds that pi1∞(x) = pi0∞(x) for all x ∈ DK0 .
For k ∈ N, let Kk := 2Kk−1 and construct inductively pik∞ : DKk → A as above. Then the
function pilim : Rd → A, given by pilim(x) := pin∞(x) for any n ∈ N such that x ∈ DKn , is well-
defined and locally Lipschitz. Let the policy pink : Rd → A be the k-th element of the convergent
subsequence used to define pik∞ : DKk → A. Then, by construction, the “diagonal” subsequence
{pink}k∈N of {piN}N∈N converges uniformly to pilim on DK for any K > 0. 
Proof of Theorem 4. Let {pink}k∈N be a subsequence of the output of (gPIA), {piN}N∈N, that
converges locally uniformly to a policy pilim = limk↑∞ pink . By (6) and Theorem 2, Vpink ↘ Vlim
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as k → ∞. Fix K > 0 and let τK := inf{t ∈ R+ : Xpilim,xt − x ∈ ∂DK} be the first time Xpilim,x
hits the boundary of the closed ball x+DK with radius K, centred at an arbitrary x ∈ Rd.
Pick k ∈ N, t ∈ R+ and define
Skt :=
∫ t
0
e−
∫ s
0 αpink (X
pilim,x
r )drfpink (X
pilim,x
s ) ds+ e
− ∫ t0 αpink (Xpilim,xr )dr Vpink (Xpilim,xt ) .
Apply Itoˆ’s formula to the process Sk = (Skt )t≥0 on the stochastic interval [0, τK) to get
Skt∧τK = Vpink (x) +
∫ t∧τK
0
e−
∫ s
0 αpink (X
pilim,x
r )dr
(
∇Vpink
)T
σpilim (X
pilim,x
s ) dBs
+
∫ t∧τK
0
e−
∫ s
0 αpink (X
pilim,x
r )dr
(
fpink + LpilimVpink − αpinkVpink
)
(Xpilim,xs ) ds.
Note that σpilim and ∇Vpink are bounded on DK by Assumption 1 and Proposition 1, respectively,
and αpink > 0 > 0. Hence the quadratic variation of the stochastic integral is bounded, making
it into a true martingale. This fact and the equality αpinkVpink − fpink = LpinkVpink (Prop. 1) yield
ESkt∧τK = Vpink (x) + E
∫ t∧τK
0
e−
∫ s
0 αpink (X
pilim,x
r )dr
(
fpink + LpilimVpink − αpinkVpink
)
(Xpilim,xs ) ds
= Vpink (x) + E
∫ t∧τK
0
e−
∫ s
0 αpink (X
pilim,x
r )dr
(
LpilimVpink − LpinkVpink
)
(Xpilim,xs ) ds.(22)
Note [Lpilim − Lpink ]Vpink = (µpilim − µpink )T∇Vpink + 12 Tr((σpilim + σpink )THVpink (σpilim − σpink )).
Since, for every k, Vpink solves the corresponding Poisson equation in Proposition 1 and, by
Assumption 1 and Remark 17, the family of functions {σpink , µpink , αpink , fpink , Vpink : k ∈ N} is
uniformly bounded on the ball x+DK , Schauder’s boundary estimate for elliptic PDEs [10, p. 86]
implies that the sequences {∇Vpink}k∈N and {HVpink}k∈N are also uniformly bounded on x+DK .
Since αpink > 0 > 0 for all k ∈ N and the limits limk↑∞ µpink = µpilim and limk↑∞ σpink = σpilim are
uniform on x + DK , the DCT and the equality in (22) imply limk↑∞ ESkt∧τK = Vlim(x). Hence,
the definition of Sk above, Assumption 1, Remark 17 and a further application of the DCT yield
(23) Vlim(x) = E
∫ t∧τK
0
e−
∫ s
0 αpilim(X
pilim,x
r )drfpilim (X
pilim,x
s ) ds+ Et∧τK ,
where Et∧τK := Ee
− ∫ t∧τK0 αpilim(Xpilim,xr )dr Vlim (Xpilim,xt∧τK ).
By (6) and Remark 17, the inequality |Vlim(y)| ≤ C0 holds for all y ∈ Rd. By Assumption 1
we hence get
0 ≤ lim sup
t∧K→∞
|Et∧K | ≤ C0 lim sup
t∧K→∞
Ee−0(t∧τK) = 0,
since τK ↑ ∞ as K ↑ ∞. The DCT applied to the first summand in (23), as t ∧K →∞, yields
the equality Vlim(x) = Vpilim(x). Since x ∈ Rd was arbitrary, the theorem follows. 
Proof of Theorem 5. The second assertion in the theorem follows from the first one and Theo-
rem 4. We now establish the first assertion of Theorem 5. Equip A× A with a product metric,
e.g. d∞((p1, p2), (a1, a2)) := max{dA(a1, p1), dA(a2, p2)}, and let {piN}N∈N be constructed by
the (gPIA). As in the proof of Proposition 3, {(piN+1, piN ) : Rd → A×A}N∈N are Lipschitz on a
closed ball DK of radius K > 0 with the Lipschitz constant CK , independent of N . Hence as in
the proof of Proposition 3, there exists a subsequence {(pi1+nk , pink)}k∈N that converges uniformly
on every compact subset of Rd to a locally Lipschitz function (p˜ilim, pilim) : Rd → A×A.
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Pick any x ∈ Rd, a policy Π ∈ A(x), K > 0 and let τK := inf{t ∈ R+ : XΠ,xt − x ∈ ∂DK}
be the first time the controlled process XΠ,x hits the boundary of the closed ball x + DK with
radius K (centred at x). Since Πs ∈ A for all s ∈ R+, the (gPIA) implies the inequality
(24) SΠs(fΠs + LΠsVpink − αΠsVpink ) ≥ Spink+1(fpink+1 + Lpink+1Vpink − αpink+1Vpink ) on Rd.
Denote Lpih := Lpih− αpih+ fpi for any policy pi and h ∈ C2(Rd). Then, for k ∈ N, we find that
E
(∫ t∧τK
0
e−
∫ s
0 αΠr(X
Π,x
r )drfΠs
(
XΠ,xs
)
ds+ e−
∫ t∧τK
0 αΠr(X
Π,x
r )dr Vpink
(
XΠ,xt∧τK
))
Itoˆ
= Vpink (x) + E
∫ t∧τK
0
e−
∫ s
0 αΠr(X
Π,x
r )dr
(
fΠs + LΠsVpink − αΠsVpink
) (
XΠ,xs
)
ds
≥ Vpink (x) +
S
MS
E
∫ t∧τK
0
e−
∫ s
0 αΠr(X
Π,x
r )dr
(
Lpink+1Vpink
) (
XΠ,xs
)
ds,(25)
where the last inequality follows from Assumption 2 and inequality (24).
The next task is to take the limit as k →∞ on both sides of inequality (25). Since the sequence
{pi1+nk}k∈N converges locally uniformly to the locally Lipschitz policy p˜ilim (resp. pilim), Theo-
rem 4 implies Vp˜ilim = Vlim (resp. Vpilim = Vlim). Proposition 1 implies Lp˜ilimVlim = 0 = LpilimVlim.
Hence we can express Lpink+1Vpink = Lpink+1Vpink−Lp˜ilimVpink+Lp˜ilimVpink−Lp˜ilimVlim. By Schauder’s
boundary estimate for elliptic PDEs [10, p. 86], the sequences {∇Vpink}k∈N and {HVpink}k∈N
are uniformly bounded on x + DK . By Assumption 1 and Remark 17, the bounded sequence
{(σpink+1 , µpink+1 , αpink+1 , fpink+1 , Vpink+1)}k∈N tends to the limit (σp˜ilim , µp˜ilim , αp˜ilim , fp˜ilim , Vp˜ilim) uni-
formly on x+DK as k ↑ ∞. Hence, so does
(26) Lpink+1Vpink−Lp˜ilimVpink = [Lpink+1−Lp˜ilim ]Vpink−(αpink+1−αp˜ilim)Vpink +(fpink+1−fp˜ilim)→ 0.
By the elliptic version of Theorem 15 in [10, p. 80] applied to the family of PDEs LpinkVpink = 0,
k ∈ N, there exists a subsequence of {Vpink}k∈N (again denoted by {Vpink}k∈N), such that the
corresponding sequence {(Vpink ,∇Vpink ,HVpink )}k∈N converges uniformly on the closed ball x+DK
to (Vpilim ,∇Vpilim ,HVpilim) = (Vlim,∇Vlim,HVlim). Hence it follows that
(27) Lp˜ilimVpink − Lp˜ilimVlim = Lp˜ilim(Vpink − Vlim)− αp˜ilim(Vpink − Vlim)→ 0, as k →∞.
Equations (26) and (27) imply that Lpink+1Vpink → 0 as k →∞ uniformly on the ball x+DK .
Apply the DCT to the right-hand side of (25) and Assumption 1 and Remark 17 to its left-
hand side:
Vlim(x) ≤ E
∫ t∧τK
0
e−
∫ s
0 αΠr(X
Π,x
r )drfΠs
(
XΠ,xs
)
ds+ C0Ee−0(t∧τK).
Since this inequality holds for all K, t > 0 and τK ↑ ∞ as K ↑ ∞, the inequality Vlim(x) ≤ VΠ(x)
follows by the DCT as t ∧K →∞ (cf. the last paragraph of the proof of Theorem 4). 
5.3. Auxiliary results - the one-dimensional case. Throughout Sections 5.3 and 5.4, define
τdc (Z) := inf{t ≥ 0; Zt ∈ {c, d}} (inf ∅ = ∞) for any continuous stochastic process (Zt)t∈R+ in
R and −∞ ≤ c < d ≤ ∞.
Lemma 11. For any Markov policy pi : (a, b) → A, the payoff function Vpi : (a, b) → R can be
continuously extended by defining Vpi(a) := g(a) if a > −∞ and Vpi(b) := g(b) if b <∞.
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Proof. Let {xn}n∈N be a decreasing sequence in (a, b) that converges to a > −∞. We now prove
that limn→∞ Vpi(xn) = g(a) (the argument for b is analogous).
Pick arbitrary  > 0. Since µ is bounded and σ2 bounded and bounded away from 0, a simple
coupling argument yields that the process Xpi,xn can be bounded by a Brownian motion with
drift so that P (τ∞a (Xpi,xn) > ) <  and P
(
τ∞a (Xpi,xn) > τ b−∞ (Xpi,xn)
)
<  hold for large n ∈ N.
Hence, there exists n0 ∈ N such that
P
(
τ∞a (X
pi,xn) >  ∧ τ b−∞ (Xpi,xn)
)
≤ P (τ∞a (Xpi,xn) > ) + P
(
τ∞a (X
pi,xn) > τ b−∞ (X
pi,xn)
)
< 2
for all n ≥ n0. Define the quantities Bba := |e−
∫ τba(Xpi,xn )
0 αpi(X
pi,xn
s )dtg(Xpi,xn
τba(X
pi,xn )
)−g(a)| and Aba :=∫ τba(Xpi,xn )
0 e
− ∫ t0 αpi(Xpi,xns )ds|fpi(Xpi,xnt )|dt and the event C := {τ∞a (Xpi,xn) ≤  ∧ τ b−∞ (Xpi,xn)}.
Then we have
|Vpi(xn)− g(a)| ≤ E
(
(Aba +B
b
a)IΩ\C + (Aba +Bba)IC
)
.
We now show that there exists M > 0, which does not depend on , such that |Vpi(xn)−g(a)| is
bounded above by 4M for all n ≥ n0. The expectation on the event Ω\C, which has probability
less than 2, is smaller than 2M since f, g are bounded and α ≥ 0 > 0. On the event C we
have τ ba(X
pi,xn) ≤ , which implies EAbaIC < M. On C it holds that Xpi,xnτba(Xpi,xn ) = a. Hence,
the elementary inequality 1 − e−x ≤ x for x ≥ 0, yields an upper bound on EBbaIC of the form
|g(a)|E (∫ 0 αpi (Xpi,xnt ) dt). This concludes the proof. 
Lemma 12 is the analogue of Lemma 10 with an analogous proof, which we omit for brevity.
Lemma 12. The following holds for every Markov policy pi, x ∈ (a, b) and stopping time ρ:
E
(
Fτba(Xpi,x)(X
pi,x) + e−
∫ τba(Xpi,x)
0 αpi(X
pi,x
t )dt g
(
Xpi,x
τba(X
pi,x)
)
I{τba(Xpi,x)<∞}
∣∣∣∣∣Fρ
)
= Mρ,
where Mr := Fr∧τba(Xpi,x)(X
pi,x) + I{r<∞}e−
∫ r∧τba(Xpi,x)
0 αpi(X
pi,x
s )ds Vpi(X
pi,x
r∧τba(Xpi,x)), for r ∈ [0,∞].
In particular, the process M = (Mr)r∈[0,∞] is a uniformly integrable martingale.
5.4. Proofs of results in Section 3.
Proof of Proposition 1 in dimension one. Recall that Assumption 1 holds. We need to show
that for any locally Lipschitz Markov policy pi : (a, b)→ A we have Vpi ∈ C2((a, b)) and LpiVpi −
αpiVpi + fpi = 0.
Let a < a′ < a′′ < x < b′′ < b′ < b, and for any c < d denote τdc := τdc (Xpi,x). Let v ∈
C2((a′, b′))∩C([a′, b′]) be the unique solution of the boundary value problem Lpiv−αpiv+fpi = 0,
v(a′) = Vpi(a′), v(b′) = Vpi(b′), guaranteed to exist by Theorem 19 in [10, p. 87], which is
applicable by Assumption 1. Let Sa
′′,b′′
t := Ft∧τb′′
a′′
(Xpi,x) + e−
∫ t∧τb′′
a′′
0 αpi(X
pi,x
r )drv(Xpi,x
t∧τb′′
a′′
). Then,
by Itoˆ’s formula on [0, τ b
′′
a′′ ] and the definition of v, the process S
a′′,b′′ = (Sa
′′,b′′
t )t≥0 satisfies
Sa
′′,b′′
t = v(x) +
∫ t∧τb′′
a′′
0
e−
∫ s
0 αpi(X
pi,x
r )drσpiv
′ (Xpi,xs ) dBs.
Hence Sa
′′,b′′ is clearly a uniformly integrable martingale and the following equalities hold:
limt↑∞ E|Sa
′′,b′′
t − Sa
′′,b′′∞ | = 0 and v(x) = ESa
′′,b′′∞ . Define Sa
′,b′ by substituting τ b
′′
a′′ in the
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definition of Sa
′′,b′′ with τ b
′
a′ . Since X
pi,x is continuous, we have lima′′↓a′,b′′↑b′ τ b
′′
a′′ = τ
b′
a′ a.s. Hence,
by the DCT, v(x) = lima′′↓a′,b′′↑b′ ESa
′′,b′′∞ = ESa
′,b′∞ .
Note that the boundary conditions for v, the fact Xpi,x
τb
′
a′
∈ {a′, b′} and Lemma 12 (with ρ = τ b′a′ )
imply Sa
′,b′∞ = E(Fτba(X
pi,x)+e−
∫ τba
0 αpi(X
pi,x
r )drg(Xpi,x
τba
)I{τba<∞}|Fτb′
a′
). Taking expectations on both
sides of this equality yields v(x) = Vpi(x). 
Proof of Theorem 2 in dimension one. We claim that under Assumptions 1–2, the inequality
Vpin+1(x) ≤ Vpin(x) holds for all x ∈ (a, b) and n ∈ N, where pin+1 is defined in (7).
Define the process Y as in (21) in Section 5.2 and consider the stopped process Y·∧τb′
a′
, where
a < a′ < x < b′ < b and τdc := τdc (Xpin+1,x) for any c < d. Then the proof follows the same steps
as the proof of Theorem 2 in Section 5.2. The only difference is that in the penultimate line of
the proof of Section 5.2 we apply the DCT and Lemma 11 (instead of the DCT only) to obtain
Vpin(x) ≥ Vpin+1(x). 
The proof of the one-dimensional case of Proposition 3 is completely analogous to the multi-
dimensional one and is hence omitted.
Proof of Theorem 4 in one dimension. We need to show that Vlim(x) = Vpilim(x) holds for all
x ∈ (a, b). The proof follows along the same lines as in the multi-dimensional case of Section 5.2.
The only difference lies in the fact that we stop the process Xpilim,x at τ b
′
a′ (X
pilim,x), where a <
a′ < x < b′ < b, and take the limit as (a′, b′, t)→ (a, b,∞). 
The verification lemma in the one-dimensional case is established exactly as in the proof of
Theorem 5. The details are omitted.
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