The objective of this work is to predict the spread of COVID-19 starting from observed data, using a forecast method inspired by probabilistic weather prediction systems operational today.
Summary
Predicting the spread of diseases such a COVID-19 can help taking better informed decisions. The prediction should be expressed in probabilistic terms, and provide users not only with the most likely outcome but also with an objective level of confidence, which could be expressed in terms of probabilities that different scenarios could occur.
An ensemble of 30 members, with parameters estimated by randomly perturbing the observed data in a way to simulate observation errors, is shown to provide valuable forecasts of the most likely outcome, possible future ranges and probabilities.
Results show that:
-For the case of China, this method worked well, and on day 25 could have predicted the outcome for the next 35 days; -For the case of Italy, forecasts based on data collected up to the time of writing (24 March) indicate that number of observed cases could grow from the current value of 69,176, to between 101k-180k, with a 50% probability of being between 110k-135k; -For South Korea, forecasts suggest that the number of observed cases could grow from the current value of 9,018 (as of the 23rd of March), to values between 8,500 and 9,300, with a 50% probability of being between 8,700 and 8,900.
It is suggested that methods developed from ensemble-based weather forecasting could be followed to design and develop ensemble-based probabilistic diseases prediction systems, so that decision makers can take better-informed decisions.
COVID-19: infection data analysis and prediction
Since the initial spread of the COVID-19 infection, many methods have been proposed and applied to try to predict future numbers, either based only on data analysis, or on health models. This work falls into the first category. More precisely, it proposes a method inspired by the ensemble prediction systems developed in the past 25 years to predict the weather [1, 2] .
If we look at Italy, which today is facing a very critical situation, some authors (see e.g. [3] ) have spoken of an 'exponential growth rate'. De Nicolao, for example, on 4 March talked about the possibility that numbers would reach 700+. Unfortunately, he severely underestimated the numbers to be reached in the following days of the 'total assessed cases', which the Italian Civil Protection (PC) site has reported to have reached 17,660 by 18.00 of 13 March (at the time of writing).
Other authors (see, e.g., [4] ) pointed out that the growth rate of diseases is not exponential, but follows the 'S-shape' curve described by a logistic equation. [5] has also analysed the Italian data and tried to fit the two curves to the existing data up to 12 th March, and concluded that it is still very difficult to predict the future number of assessed cases.
Compared to an exponential curve, a logistic curve has an asymptotic value, and thus cannot grow to an infinite value as the exponential curve does. This growth limitation is partly due to the fact that there is a physical limit to the number of people who can be infected, and partly due to measures that can be implemented to contain the spread of the disease. As soon as the containment measures start working, one should expect that the growth rate slows down, the curve changes concavity, and starts evolving toward a curve that resembles more a limited one with an asymptotic value. The solution of a logistic equation behaves precisely in this way. Indeed, a logistic model has been used, for example, to predict the risk of developing a given disease (e.g. diabetes; coronary heart disease), based on observed characteristics of the patient [6, 7] .
In particular, the following three questions are going to addressed: a) Is the logistic equation capable to fit well observed data of COVID-19? b) Can we develop diseases' prediction methods following the example of ensemblebased probabilistic weather prediction? c) Can we use an ensemble of stochastically-perturbed logistic curves to generate COVID-19 probabilistic predictions of future infection numbers?
In section 2, the logistic equation is introduced, and an ensemble-based Monte Carlo system designed to estimate future forecast probabilities is described. In section 3, COVID-19 data from China are analysed using the logistic equation, and tests are performed to assess whether and when (i.e. how many days after the first case has been reported) the numbers of the subsequent days can be predicted. In section 4, the same analysis is be applied to Italy and South Korea. Conclusions are then drawn in Section 5.
The growth model
The growth model equation used to analyse COVID-19 infection data, and predict future numbers, is based on the same equation used to investigate and understand the predictability of weather systems. The equation, first proposed by [8] Lorenz (1982) , then modified by [9, 10] , was used by [11] to investigate how resolution increases could improve weather forecasts.
The fact that a model characterized by sub-exponential growth rates, rather than an exponential one, could fit better the data was pointed out also by authors studying the propagation of COVID-19. For example, [12] stated that '.. The recent outbreak of COVID-19 in Mainland China is characterized by a distinctive algebraic, sub-exponential increase of confirmed cases with time during the early phase of the epidemic, contrasting an initial exponential growth expected for an unconstrained outbreak with sufficiently large reproduction rate.'.
Our choice for a logistic curve was inspired by its use in weather prediction, as both problems face a maximum asymptotic value, and growth rates are dominated by linear and quadratic terms [8, 11] . Indeed, the equation which has as solution a logistic curve includes both a linear and a non-linear term:
where E is a measure of a quantity that is growing: the forecast error in weather prediction, or, in this work, the cumulative number of infected cases.
Eq. (1a) can also be written as:
The solution of Eq. (1) is given by:
where ∞ is the asymptotic value. Eq. (4a) can be written also in normalized form as:
The solution coefficients C1 and C2 are given by:
where 0 is the initial-time error.
As [9] indicated, when used in weather prediction we can interpret a as the initial rate of growth of E, S as the effect of model uncertainties on the error growth, and  E as the error asymptotic value. The (α,β,γ) parameters of Eq. (1a) can be determined by fitting the curve to the data. Once these parameters have been computed, the coefficients a, S and  E can be determined by applying the definitions (4), and the analytical solutions (3a,b) can be computed (see, e.g., [11] ).
The solutions (3a,b) can be used to predict future values. Eq. (3b) can also be used to compute the doubling time at each time step t:
An ensemble-based Monte-Carlo system to estimate confidence and future scenarii
The main weakness of generating forecasts using only a single, deterministic forecast is that it does not provide any confidence information, for example expressed in terms of the possible range of future values (see, e.g., discussions in the articles collected in [1] . Furthermore, it does not take into account the fact that the training data used to estimate the model' parameters are affected by observation errors, and this can lead to forecast errors. In other words, it does not take into account initial condition's uncertainties. The analogous in weather prediction is the generation of an ensemble of initial states for the atmosphere or the ocean, by assimilating perturbed observations.
We could address these two weaknesses by using an ensemble of forecasts, based on logistic curves estimated by perturbing the training data by an amount that reflects the observations' uncertainty. We can then use the ensemble of forecasts to estimate the future range of scenario, which could be expressed, for example, in terms of the minimum and maximum value, and quantiles computed from the predicted ensemble members. Similar approaches are followed in weather prediction since 1992: see, e.g., [1, 2] for an overview. This is precisely the method that we have followed: observed data covering a training period (e.g. data up to today) have been stochastically perturbed, and an ensemble of 30 forecasts have been generated. Each forecast is been defined by a logistic curve, with its governing parameters ( , , ), with j=1, ..33, estimated by applying best-linear fit methods to the perturbed observations.
Each observation has been perturbed by a random number, sampled from a Gaussian distribution with a standard deviation defined to be 10% of the daily variations in the observed value. By stochastically perturbing the observations used to compute the parameters of each logistic curve, we generate an ensemble of curves, each defined by a slightly different parameters. In this way, we simulate not only initial condition errors, but also model errors.
To further improve the simulation of initial condition errors, and to take into account the fact that data might be affected by a timing error, and thus could be over or under estimated, 10 of the 30 members are shifted forward by one day, and 10 backward by one day.
Suppose, for example, that it is the evening of day 31 since the start of an infection (23 rd of March 2020), and we have access to observations of the past 31 days since the number has jumped from zero to a positive value. This is how the forecasts for the future days are generated: -The daily percentage increment in the numbers ( ) is computed for each of the past 31 days; -The standard deviation  obs of the increments is computed; -30 sets of observations are defined by randomly perturbing each original (unperturbed) observation by a random number r(d) sampled from a Gaussian distribution with zero mean, and standard deviation given by obs; each perturbed observation is defined by multiplying the observed value by [1+r(d)], and 30 logistic curves are fitted to the data; these 30 ensemble members are defined by logistic curves (as in Eq. 3a) with slightly different parameters; -To take into account -Statistics (e.g. the ensemble-mean and the ensemble standard deviation) are computed using the 30 curves, to estimate the probability distribution of future numbers.
The idea behind this approach is to use the statistics of the daily changes in the observed numbers as an approximation of the statistic of possible observation errors:
given no other indications of the possible observation errors, we believe that this could be a reasonable choice. The idea of perturbing input observations has been inspired by the successful use of similar approaches in weather prediction (see, e.g., [13, 14, 15] ). A similar approach is also used in ensembles generated by lagged forecasts, i.e. forecasts with different initial states, whereby it is assumed that one could simulated initial condition uncertainties by using information (in this case the analysis) of consecutive days.
We recognize that the choice of sampling from a Gaussian distribution with a standard deviation equal to 0.1 times obs is an arbitrary choice that should be further tested in the future. Sensitivity tests for China (see Section 4) suggest that this is a reasonable choice, and for the purpose of this work is reasonable and can help us illustrating the value of an ensemble-based, probabilistic approach compared to one based on a single prediction.
COVID-19: the case of China
The left panel of Fig. 1 shows the cumulative observed number of confirmed cases from China, reported from the 22 nd of January to the 7 th of March, and a logistic curves with parameters estimated using all the observed numbers. It shows that the logistic curve is capable to describe very well the data: the asymptotic value of the logistic curve is 68,790, and the cumulative number of cases reported on the 7 th of March is 68,482 (see Table A .1 in the Appendix for the WHO data used in this study). It is worth pointing out that on 13 February, WHO reported a value of 15,200, while the day before and the day after it reported 2,000 and 4,000: because of the very large difference between 15,200 and these two values, we decided to replace 15,200 with the average between the values reported on the 12 th and the 14 th of February. A similar approach is used in weather prediction, when quality-control methods are applied to ensure that the data used to initialize the models are not affected by unexpected, large errors. Figure 1 shows the comparison of the observed data, with a logistic curve estimated using only data from the first 25 days. Note that although the fit is not as accurate as when all 45 days of data are used, there is a very high-correlation of 99.8% for forecasts issued on day 25, with a root-mean-square error of 1,603, compared to 1,196 for a logistic curve generated assimilating observations of all 45 days.
Two very interesting questions to ask are the following: -Since when could we have predicted correctly the asymptotic value? -Could we identify when this would have been possible by looking at the observed data? Figure 2 shows the data from observed data from China during the first 30 days, Figure 3 shows its first order derivative and Figure 4 its second order derivatives in time. The first order derivative gives us an information on the growth rate, and the second order derivative tells us whether the data follow a convex or a concave trend. At around day 15 the derivative starts decreasing in amplitude (Fig. 3) , and the second derivative becomes negative ( Fig. 4) , indicating that the concavity of the curve changes. The fitted curves (the dotted lines), clearly, show smoother changes. Day 18, when the second derivative changes sign, is when the fitted curve ( Fig. 1 ) starts bending towards an asymptotic value, and stops behaving as an exponential curve. The problem with the predictions for China is that numbers started climbing again between day 21 and 23: during these days, the first derivatives increases and the concavity of the curve changes, again, and becomes positive.
By looking at the growth rate and the concavity of the observations curve, we can identify whether the observed curve starts behaving like a logistic curve, and thus we could try to predict the range of possible values using our ensemble approach, based on stochastically-perturbed logistic curves.
Going back to the two questions that we posed above, we can then say that: -We cannot aim to predict the asymptotic value until we do not detect that the observed data show a clear transition from an exponential growth to one similar to a logistic one; -We could identify when this would be possible by analysis the observed data, and in particular at its first and second order derivatives.
In other words, the simple, error-growth model has some limitations in its predictions' capabilities. As it is the case for weather prediction, simple models have the advantage that it is easier to interpret their behaviour than complex models, but they have limited predictive skill.
COVID-19: ensemble-based predictions for China
We should try now to predict the number of COVID-19 total cases, starting from days before and after day 25 from the start of the infection. The data shown in Figs. [3] [4] indicate that only after day 24 there was a clear indication that numbers were growing at a lower rate, and the curve's concavity was turning negative. Thus, we should expect difficulties in predicting the future numbers before day 25. Figures 5 and 6 show two probabilistic forecasts, generated on day 22 and day 25. Each probabilistic forecast is expressed in terms of five curves: the minimum and maximum values, the median, and the 25 th and 75 th quantiles (no assumption has been made on the shape of the forecast probability density function).
Although one cannot judge the value of a probabilistic prediction system on a single case, we could see that the observed values are outside the range spanned by the forecast distribution generated on day 22 (Fig. 5 ), but were included in the range predicted on day 25 (Fig. 6 ).
If we consider the forecast issued at day-25, results indicate that: -There was a ~25% probability that the number would be lower than the 60,000 (i.e. below the 25 th quantile); -There was a ~25% probability that numbers would be higher than 75,000 (i.e. above the 75 th quantile); -The most-likely outcome, given by the median forecast, gave for day 45 a number not far from the observed value;
-The observed values between day 25 and 45 were inside the range spanned by the forecast probability distribution.
COVID-19: ensemble-based predictions for Italy and South Korea
At the time of writing this document (24 March 2020), the situation in Italy is very serious. Today is the 32 nd day since the first case was reported, and from the site of the Italian Protection Agency one could have access to 32 days of confirmed number of cases (see Table A .2, in the Appendix). Authorities are struggling to estimate how fast, and which number of cases they could be facing in the next few weeks. South Korea and the UK have also been facing an increasing number of cases.
Can we say something about the future numbers of total number of infected cases, starting from the observed data, in Italy, South Korea and the United Kingdom and? Figure 7 shows the same observed curves shown in Fig. 2 for China, and the corresponding observed curves for Italy, South Korea and the UK (for all countries, day 1 is the first day when infected cases were reported). Figures 8 and 9 show the first and second order derivatives, i.e. the daily increments of the total number, and the concavity of the observed curve. If we look at the first and second order derivatives, we can see that:
-Italy: values are still rising fast and have reached China; the first derivative indicates that the last two days have shown a slower increase, and the second derivative indicates that concavity has become negative; -UK: the first derivative is still increasing, and the concavity is still positive; -South Korea: the first derivative have been showing a slower increase than the other three countries, and the concavity of the curve has been very close to zero, with days with a slightly positive value followed by days with slightly negative values.
If we apply the reasoning that helped us understanding forecasts for China, reported in Section 3, we can deduce that for both Italy and South Korea, it is still impossible to predict the range of possible values that could be reached in Italy in the next 30 days. Indeed, for both countries our minimisation algorithm has not bene able to fit logistic curves to the observed values. We need to wait until we can detect a clear slowdown in the growth rate and a clear change in the concavity of the curve, before we can predict the possible future range that will be reached asymptotically, as it was the case for China. Forecasts could not be generated in the days before day 30 because the total number of cases was still increasing without any detectable change in the curve concavity, and the minimisation algorithm was not able to find logistic curves that would fit the observed date. The three consecutive forecasts are rather consistent: they all predict that in 30 days from now the total number of cases would be between 101k-180k, with a 50% chance of being between 110k-135k. Note that there is still a rather large uncertainty, especially in the older two forecasts. . Note that, compared to the Italian case, there is less uncertainty in the forecasts: this is a consequence of the fact that data has been more stable, growing at a slower pace than Italy. Note that the earlier forecast, issued on day 20, did not include the observations collected during days 21-33. As can be deduced from Figs. 8-9 , this is due to the fact that, during these days, the numbers for Korea have started increasing again (positive first derivative) and the curve has shown a small but positive concavity. This might be due to new clusters of infection having started in different part of Korea. The fact that our model cannot predict this is due to its coarse resolution, to the fact that it aggregates the data of a whole country without distinguishing them.
Similar results occur in weather prediction, when one tries to predict detailed weather patterns with a model with too coarse a resolution, either in physical space or in probability space. Here, we suffer from the same problem: more complex models capable to simulate different regions, or clusters, separately, should be used if one wants to be able to resolve these small scale features.
Conclusions
If this work we discussed issues linked to the prediction of the evolution of the COVID-19 disease, and we proposed an ensemble-based, probabilistic approach inspired by ensemble methods used in operations in weather prediction. The key advantage of following a probabilistic approach is that it allows to take into consideration initial condition and model uncertainties, and it allows to predict the future range of possible scenarii.
In particular, we investigated whether we were able to predict the future number of COVID-19 (see, e.g., [16] ) infections for a country such as China, Italy, South Korea and the United Kingdom, using an ensemble of stochastically-perturbed logistic curves. Each single curve has been obtained by perturbing the initial conditions, to simulate initial uncertainty, and by perturbing the logistic curve parameters, to simulate model uncertainty.
The first result of this work is that, although the model is very simple, it allows to generate realistic probabilistic forecasts. Realistic in the sense that the curve fitted well the observed data for China, and provides realistic forecasts for Italy and South Korea, capable to include the observations, for the few cases to which it has been applied. Although we cannot make stronger, more robust conclusions, since the method has been tested on few cases, we believe that this work could inspire future developments by providing some key ideas, which have been tested thoroughly in weather prediction.
Results based on the most recent data collected today (24 th March 2020), indicate that it is still too early to make predictions for the United Kingdom, because the observations do not show yet that the growth rate has slowed down, and the concavity of the observed curve has yet changed sign and become negative. For Italy and South Korea, the ensemble method provides forecasts for the next 30 days:
-For Italy, it suggests that the number of observed cases could grow from the current value of 69,176 (as of today, 24th of March), to values between 101k-180k, with a 50% probability of being between 110k-135k; -For South Korea, it suggests that the number of observed cases could grow from the current value of 9,018 (as of the 23rd of March), to values between 8,500 and 9,300, with a 50% probability of being between 8,700 and 8,900.
This ensemble-based approach, inspired by works in the field on numerical weather prediction is, to our knowledge, novel for this field. The ensemble curves were generated by simulating initial and model uncertainties using stochastic perturbations. Similar ensemble-generation approaches, whereby observations and models are stochastically perturbed to generate the ensemble of single forecasts, have been used in operational weather prediction very successfully since 1992 [1, 2, 13, 14, 15] .
The choice of the logistic equation as the basis for each single forecast calculation is based on the fact that sub-exponential growth rates, rather than exponential ones, would fit better observed data of the spread of diseases, as was pointed out by other authors. For example, [12] stated that '.. The recent outbreak of COVID-19 in Mainland China is characterized by a distinctive algebraic, sub-exponential increase of confirmed cases with time during the early phase of the epidemic, contrasting an initial exponential growth expected for an unconstrained outbreak with sufficiently large reproduction rate.'. Similar considerations dictated such a choice in other fields, for example in predictability studies of the weather, since also in this case there is a maximum asymptotic value, and growth rates are dominated by a combination of linear and quadratic terms [8, 11] .
Two key questions have been addressed in this study: a) Is the logistic equation capable to fit well observed data of COVID-19? b) Can we develop diseases' prediction methods following the example of ensemblebased probabilistic weather prediction? c) Can we use an ensemble of stochastically-perturbed logistic curves to generate COVID-19 probabilistic predictions of future infection numbers?
Results indicate that: a) The logistic curve can fit reasonably well the data of COVID-19 spread; b) We can develop ensemble-based prediction methods inspired by weather ensembles; c) We can use this equation to generate probabilistic predictions, but we can do this only from the time when we the observed data show a clear transition from an exponential growth to one similar to a logistic one; this time could be identified by analysing the observed data, and in particular their first and second order derivatives.
We hope that this work can promote the development of more realistic, accurate and reliable ensemble methods capable to predict the spread of diseases such as COVID-19, and that in the future we will see, as it is the case for weather, ensemble-based probabilistic predictions being at the core of disease monitoring and risk management.
Ensemble-based probabilistic methods have been used for almost three decades to predict possible future weather scenarii. We suggest that weather-inspired ensemblebased probabilistic main concepts, ideas and methods could be used applied to predict COVID-19 spread. It is shown that valuable probabilistic forecasts can be generated using an ensemble of stochastically-perturbed logistic curves, as the ones first used by [8] , then modified by [9] , and thereafter used by many other authors to investigate forecast error growth. Ensemble members are generated by perturbing the input observations, following approaches used to generate atmospheric and ocean ensembles of analyses.
10 References (15, 200) was corrected to the mean of days 21 and 23, since it appeared too much of an outlier compared to the others. 
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