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アブストラクト
XML文書のネットワーク上での中間処理のモデルとして，PASS（Prex
Automata SyStem）-Node[1]が提案されている．PASS-Nodeでは，ネッ
トワークアプリケーションにおいて，従来は送信先の計算機（サーバ）で
行われていたXML文書への文法チェック処理の一部または全てを，各種
Webアプリケーションにおける共通の前処理として，送信先の計算機か
らネットワーク中に配置される中継ノ ドーへオフロ ドーする．このような
処理のオフロードにより，最悪の処理時間の低減とサービスを利用する
ユーザに対してスループット等のサービスの向上が見込める．オフロー
ドにより，送信先の計算機の処理負荷が軽減され，その分より多くのク
ライアントからの要求に応えられるようになるためである．さらに送信
先の計算機では，サービスにとってより本質的な処理のみに専念するこ
とができる．このボトルネックの解消により，最悪の処理時間について
は改善される一方，中継ノードでの処理時間とオフロードによるオーバ
ヘッドが生じ，最良の処理時間は増加する．そこで合わせて並列処理手
法を採用することで，最良処理時間の低減を図る．しかし PASS-Nodeに
おいては，XML文書へのオフロード手法について，数式を用いた理論的
な定義と，試験実装を用いたオフロード機能の確認のみしか行われてお
らず，XML文書へのネットワーク上での中間処理技術を実現する上での
課題が残されていた．
そこで本論文では，PASS-Nodeで残されていた課題を解決することに
取り組む．まず，このような並列アプリケーションに必要な機能要素の
洗い出しとシステム設計を行い，XML文書への並列ストリーミング処理
を行うアプリケーションを実装した．このアプリケーションは，XML文
書への文法チェックの一部または全てを，中継ノードの配置に応じて，パ
イプライン並列またはデータ分割並列で任意の中継ノードに割り当てる
ことが可能であり，データの送信先となるノードでは，XML文書全体に
わたって検査済みの結果を得ることができる．このアプリケーションを
実環境にて稼働させ，本実装によるXML文書への並列ストリーミング処
理のオフロードがうまく行われていること及び PASS-Nodeの実現可能性
を示した．
そしてこのアプリケーションを用いて，XML文書への並列ストリーミ
ング処理の基本的な特性の評価と，より実際的な環境を想定した場合の
評価として実データに基づくXML文書への処理及び実環境と仮想環境に
おける処理特性の比較を行った．さらに，中間処理に必須のデータ蓄積
用のバッファに着目し，その改良を行った．加えて，本研究で得られた
知見を元に，最も効率的だと思われる構成でXML文書への並列ストリー
ミング処理を評価し，処理を行う中継ノードの数と処理時間，処理のオ
フロードの効果を議論した．
近年，ネットワークアプリケーションの重要性が増しており，クラウ
ド・コンピューティングなどの計算機資源を用いたサービス提供や計算手
法が広く用いられるようになっている．このようなネットワークアプリ
ケーションのために，ネットワークインフラ自体が高度な処理機能を持
つ高機能ネットワークの必要性が議論されるようになってきている．高
機能ネットワークでは，アプリケーションに即した処理が提供され，例
えば，コンテンツの内容に関するフィルタリング処理，異なるWebサー
ビスの連携のためのデータ変換・加工・集約処理，データ転送量を減ら
す圧縮・伸張処理，不正アクセスの検知，フロー制御，エラー検知と訂
正，統計情報の収集といったものが考えられる．通信のフィルタリング
やデータの圧縮は，データの送信元に近い位置でその機能を提供するこ
とが有効である．また不正アクセスの検知等必ず提供されなければなら
ないセキュリティ対策機能や複数のWebサービスの連携機能等，種々の
アプリケーションに共通して利用可能な機能をネットワークそのものが
まとめて提供することにより，送信先の計算機においては処理の一部を
ネットワークに移譲できる．これにより，送信先の計算機では処理負荷
が軽減され，本来行いたい重要な処理のみに注力できるようになるため，
コスト・機能・性能面で有用である．さらにクライアント側においては，
スループット等のサービスの向上といった利点を得ることができる．ま
たネットワークインフラを保有する回線事業者にとっては，現在単なる
インフラに留まっているネットワークに付加価値を持たせ，処理機能提
供による新たな利益を得る機会が生まれる．
さらに，本研究で評価の題材とするXML文書は，汎用性に優れている
が内部に構造を持つデータ形式である．そのため，適切なデータの分割
が為されずデータの欠損が起こった場合，処理を進めることができなく
なるため，本質的に単純なデータ分割による並列処理には不向きである．
このような並列処理の難しいXML文書を題材とすることで，本研究で得
られた知見を，より並列処理の易しい他のデータ形式への処理に対して
も適用でき，データを送信元の計算機（クライアント）から送信先の計
算機（サーバ）へと送り，送信先の計算機にて処理を行うようなアプリ
ケーションへの成果の応用が期待できる．
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第1章 はじめに
1.1 本研究の目的と中継ノ ドーにおける
XML文書へのストリーミング並列処理
従来のネットワークにおけるアプリケーションサービスの提供形態で
は，クライアントとなる計算機より，サーバとなる計算機への処理要求と
データが送られ，サーバにおいて処理を行い何かしらのサービスを提供
していた．このようなサービス形態においては，クライアント数の増加
に比例してサーバでの処理量と負荷も増大していく．これに対応する方
法の一つとして，サーバ以外の場所で処理を行うオフロードと呼ばれる
負荷分散手法がある．オフロ ドーにより，サーバとなるの計算機での処理
負荷が軽減され，その分より多くのクライアントからの要求に応答でき
るようになり，サービスとしてのスループットが向上し，ユーザに対して
も同様にスループット等のサービスの向上を見込める．我々はこのような
オフロードについて，クライアントとサーバの間のネットワーク中の，通
信を中継するノードへの処理のオフロード（図 1.1.1）を採り上げ，XML
文書 [2]のネットワーク上での中間処理のモデルとして，提案されている
PASS（Prex Automata SyStem）-Node[1]に着目する．PASS-Nodeで
は，ネットワークアプリケーションにおいて従来，送信先の計算機（サー
バ）で行われていたXML文書への文法チェック処理の一部または全てを，
各種Webアプリケーションにおける共通の前処理として，送信先の計算
機からネットワーク中に配置される中継ノードへオフロードする．この
ような処理のオフロードにより，最悪の処理時間の低減とサービスを利
用するユーザに対してスループット等のサービスの向上が見込める．オ
フロードにより，送信先の計算機の処理負荷が軽減され，その分より多く
のクライアントからの要求に応えられるようになるためである．さらに
送信先の計算機では，サービスにとってより本質的な処理のみに専念す
ることができる．このボトルネックの解消により，最悪の処理時間につい
ては改善される一方，中継ノードでの処理時間とオフロードによるオー
1
バヘッドが生じ，最良の処理時間は増加する．そこで合わせて並列処理
手法を採用することで，最良処理時間の低減を図る．しかし PASS-Node
においては，このようなXML文書への処理手法について，数式を用いた
理論的な定義と，試験実装を用いたオフロード機能の確認のみしか行わ
れておらず，XML文書へのネットワーク上での中間処理技術を実現する
上での課題が残されていた．
サーバ
クライアント
サーバ
クライアント 中継ノード
オ
フ
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ド
処理
オフロードなし オフロードあり
図 1.1.1: Server Processing Ooad.
そこで本論文では，PASS-Nodeで残されていた課題を解決することに
取り組む．まず，このような並列アプリケーションに必要な機能要素の
洗い出しとシステム設計を行い，XML文書への並列ストリーミング処理
を行うアプリケーションを実装した．このアプリケーションは，XML文
書への文法チェックの一部または全てを，中継ノードの配置に応じて，パ
イプライン並列またはデータ分割並列で任意の中継ノードに割り当てる
ことが可能であり，データの送信先となるノードでは，XML文書全体に
わたって検査済みの結果を得ることができる．このアプリケーションを
実環境にて稼働させ，本実装によるXML文書への並列ストリーミング処
理のオフロードがうまく行われていること及び PASS-Nodeの実現可能性
を示した．
そしてこのアプリケーションを用いて，XML文書への並列ストリーミ
ング処理の基本的な特性の評価と，より実際的な環境を想定した場合の
評価として実データに基づくXML文書への処理，実環境と仮想環境にお
ける処理特性の比較を行った．さらに，中間処理に必須のデータ蓄積用
のバッファに着目し，その改良を行った．加えて，本研究で得られた知
見を元に，最も効率的だと思われる構成でXML文書への並列ストリーミ
ング処理を評価し，処理を行う中継ノードの数と実行時間，処理のオフ
ロードの効果を議論した．
近年，ネットワークアプリケーションの重要性が増しており，クラウ
2
ド・コンピューティングなどの計算機資源を用いたサービス提供や計算
手法が広く用いられるようになっている．このようなネットワークアプ
リケーションのために，ネットワークインフラ自体が高度な処理機能を
持つような高機能ネットワーク（図 1.1.2）の必要性が議論されるように
なってきている．
データの圧縮・解凍
暗号化・複号化 セキュリティチェック
フィルタリングフォーマットの変換
転送経路の制御
プロトコルの変換
統計情報の収集 Webサービスの連携
Web
サービスA
Web
サービスB
図 1.1.2: Overview of RelayNode Processing Environment.
高機能ネットワークでは，アプリケーションに即した処理が提供され
る．例えば，コンテンツの内容に関するフィルタリング処理，異なるWeb
サービスを連携して利用するためのデータ変換・加工・集約処理，データ
転送量を減らすためのデータの圧縮・伸張処理，不正アクセスの検知，フ
ロー制御，エラー検知と訂正，統計情報の収集といったものが考えられ
る．通信のフィルタリングやデータの圧縮は，データの送信先で行うよ
りも，送信元に近い位置でその機能を提供した方が有効的である．また
不正アクセスの検知等必ず行われなければならないセキュリティ対策機
能や複数のWebサービスを連携して利用するためのデータ変換等，種々
のアプリケーションに共通して利用可能な機能をネットワークそのもの
がまとめて提供することにより，送信先の計算機においては処理の一部
をネットワークに移譲でき，処理負荷の軽減と本来行いたい重要な処理
のみに注力できるようになるため，コスト・機能・性能面で有用である．
さらにクライアント側においても，スループット等のサービスの向上と
いった利点を得ることができる．またネットワークインフラを保有する
回線事業者にとっては，現在単なるインフラに留まっているネットワー
クに付加価値を持たせ，遊休資源を活用した資源利用の最適化による新
たな利益を得る機会が生まれる．
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現在のネットワークにおける処理機能の提供は，例えば，動画像の変
換を行うトランスコーディング [3, 4]，コンテンツ配信で有用なキャッシ
ュ[4, 5, 6]，センサネットワークを対象としたセンシングデータの集約
[7, 8, 9]，転送データの圧縮と伸長 [10]等の例が既存研究や技術として存
在する．さらに，中継ノードにおける処理のためのプラットフォームとし
て，Active networkp[11]や VNode[12]などの研究が提案されている．こ
の技術により，従来であればデータを送信元から送信先へと届けるとい
う，ライフラインとしての配送機能のみを有したネットワークに，任意
の位置での任意の処理機能を埋め込むことが可能となり，ネットワーク
インフラ自体に新たな付加価値を持たせることができるようになる．
本論文では，評価アプリケーションの実装と実環境における稼働によ
り，本実装によるXML文書への並列ストリーミング処理がうまく分散さ
れていることを示し，PASS-Node並びに高機能ネットワークの具体的な
実現可能性を示す．
また，評価アプリケーションでは，XML文書への文法チェック処理の
一部を，任意の中継ノードに割り当てることができる．どの処理を・い
つ・どこで行うのかを決定することをスケジューリングと呼び，効率的
な並列処理を実現するための重要な要素である．本評価アプリケーショ
ンを用いて，実際の計算機において，実際のXML文書を用いて，実際の
ネットワークを通し，様々な条件でXML文書に対する並列ストリーミン
グ処理の実験と評価を行い，PASS-Nodeを実アプリケーションとして実
現した際の処理特性を詳細に調査した．ここで得られた様々な実験結果
を元に，並列ストリーミング処理に関する効率的なスケジューリング手
法を実現するための様々な指標を測定し議論を行う．まず第一の実験・評
価として，XML文書への並列ストリーミング処理について，基本的な処
理特性の実験・評価を行った（第 4章）．ここでは，機械的に作成した合
成XML文書を用いて，データ分割並列処理またはパイプライン並列処理
を行う数種類のトポロジでの実験を行った．その結果，
 概してパイプライン並列処理よりもデータ分割並列処理の方が高効
率である
 ノード数を増やした場合，データ分割並列処理では処理効率が良く
なるが，パイプライン並列処理における恩恵は小さなものに限定さ
れる
 XML文書への並列処理の効率は，そのデータ構造（タグのネスト
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の深さ）と分割方法と処理の割り当てが強く影響する
といった中継ノードでの処理におけるスケジューリング手法の検討に資
する有用な知見を得ることができた．第二の実験・評価では，より実用
的な環境を想定した評価を行った．ここでは，実データに基づくXML文
書への処理，実環境と仮想環境における，処理特性の比較を行った（第 5
章）．現在のインターネットを取り巻く環境では，物理資源と同様に，仮
想化された資源が用いられることが多くなっている．実環境・仮想環境
双方の処理特性を把握することで，より実際的な環境を見据えた知見を
得る．この実験の結果，
 実環境と仮想環境では，その処理特性に関して差が小さく，一方で
行った実験によって得た知見は，もう一方にも適用可能である
 XML文書への並列処理に要する時間は，ファイルサイズだけでな
く，特に処理対象となるXML文書中に含まれるタグの数とタグの
種類（空タグの場合は処理時間が短くなる）に強い影響を受ける
といった実験結果を得た．これらの知見は今後，中継ノードでの並列ス
トリーミング処理を行う場合に，どのように処理を分割し，どのように
資源を割り当て，いつ処理を行えばよいのか，どのようなスケジューリ
ング手法が効率的かを検討する際の有益な判断材料となる．これらの成
果により例えば，同じ台数の中継ノードを中間処理に使用できる場合は，
パイプライン並列ではなくデータ分割並列の処理形態を採る，パイプラ
イン処理を採る場合は，段数をあまり増やさない，仮想環境と実環境の
どちらでも使用できる場合は，どちらを使用しても差は小さく，両者を
特別区別しない，といったスケジューリング手法を採ることが一つの方
針となると考えられる．
加えてこれらの実験結果を元に第三の取り組みとして，評価アプリケー
ションにおけるXML文書への並列ストリーミング処理の性質を分析し，
中継ノードでの処理時に，データを一時格納するために使用するバッファ
に関して議論した（第 6章）．ここでは，このようなデータ蓄積用のバッ
ファに求められる機能要件を整理し，これまで用いてきたバッファの改
良を行った．その結果，シンプルな改良ではあっても，改良後のバッファ
は改良前に比べて高効率なものとなった．この改良型のバッファを元に
さらにもう一段階改良を進め，複数スレッドからの同時並列アクセスに
対応するバッファの実装を行った．この改良の結果，今後，複数CPUコ
アを用いた単一XML文書への同時並列処理を行うことが可能となった．
5
また，この成果は評価アプリケーションにおけるXML文書に対する文法
チェックと同様に，処理前後のデータの順番が保存される必要のある性質
を持つ他の種類の処理にも適用することができる．この改良は単純なも
のではあるが，より効率的な処理が可能となった．
本研究で評価の題材とするXML文書は，汎用性に優れるデータ形式で
あると同時に，内部に構造を持つデータであり，適切なデータの分割が為
されずデータの欠損が起こった場合，処理を進めることができなくなる
ため本質的に単純なデータ分割による並列処理には不向きである．他方，
動画像や音声などはデータの一部に欠損が起こった場合でも，ブロック
ノイズが入るなどの障害が起き得るが，視聴という観点で言えば影響は
小さい．このような，並列処理の難しい XML文書を題材とすることで，
本研究で得られた知見を，より並列処理の易しい他のデータ形式での処
理に対しても適用でき，データを送信元の計算機（クライアント）から
宛先の計算機（サーバ）へと送り，宛先の計算機にて処理を行うような
様々なアプリケーションに対する，広範な成果の応用が期待できる．
さらに本論文では，上記までの実験・評価を通じて得た結果を元に，最
適と思われる手法にて中継ノードで並列ストリーミング処理を行う場合
と，データの送信先となる計算機単体で全ての処理を行う場合の処理時
間について，比較と考察を行った結果を示す．さらに，評価アプリケー
ションを用いて，処理のオフロードを行った場合と行わなかった場合に
ついて，各ノードでの処理時間を測定し，オフロードの効果についても
示す（第 8章）．
1.2 本研究の主要な貢献
本節では，本研究における主要な貢献をまとめる．
まず第一の貢献は，PASS-Nodeに代表される中継ノードを用いた並列
ストリーミング処理の実現可能性を示したことである．これまで，PASS-
Nodeに関する研究においては，XML文書に対する処理のオフロードに
ついて，数式を用いた理論的な証明と試験実装によるオフロードの確認
のみが行われている段階であった．本研究では，PASS-Nodeを具体的な
ネットワークアプリケーション（評価アプリケーション）として実装し
た．評価アプリケーションでは，本来データの送信先でデータ転送後に
まとめて行うべきXML文書への処理の一部または全てを，データ転送を
行う中継ノードにオフロードすることが可能である．その際に並列分散
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処理技術を適用し，中継ノードの配置や個数に応じてパイプライン並列
処理・データ分割並列処理の 2種類の処理形態により，中継ノードでの
共通処理機能の提供を行う．我々はこの評価アプリケーションの実装と
稼働とをもって，特に，中継ノードを用いたXML文書に対する並列スト
リーミング処理の実現可能性を実証した．
第二の貢献は，この評価アプリケーションを用いた，具体的な実験と
評価を行って，XML文書への並列ストリーミング処理の様々な性質を明
らかにし，並列ストリーミング処理のための，スケジューリング手法の
検討に資する知見を示したことである．これは，XML文書への並列スト
リーミング処理の基本的な特性の評価と，より実際的な環境を想定した
状況での評価の二段階に分けられる．これらの評価の結果，データ分割
並列処理の方がパイプライン並列処理よりも高効率であること，XML文
書への処理時間は XML文書の構造と分割の仕方の影響を強く受けるこ
と．実環境と仮想環境では似た性質を持つことなどを示した．
第三の貢献は，評価アプリケーションにおける並列ストリーミング処
理の性質を分析し，中継ノ ドーにおける並列ストリーミング処理時に，各
ノードでデータを一時格納するのに使用するバッファの改良を行ったこ
とである．ここでは，このようなアプリケーションに求められるバッファ
の機能要求を洗い出し，簡単な改良でより効率的なバッファを実装した．
1.3 研究背景及び研究の位置づけ
近年，安価で高性能な有線・無線ネットワーク環境の整備が進んでい
る．同時に，このネットワークを利用する計算機やモバイル機器などの
高性能化・低価格化，ネットワークサービスの提供を受ける対象となる機
器や利用者が増加し続けている．今日では，計算機端末を利用する際に
ネットワークを介した利用は当たり前のものとなっている．例えば，ビ
ジネス・教育・報道・娯楽の提供・行政システムの運用などで，既に必要
不可欠な社会基盤の一つとなっており，このような環境で提供されるア
プリケーション・サービスが非常に重要な存在となっている．そしてこ
れらのアプリケーション・サービスは，単体ではなく，様々なシステムや
機能部品と相互に連携して動作することが多い．例えば，電子商取引シ
ステムを例に挙げると，商品情報管理システム，顧客情報管理システム，
認証システム，課金システム，暗号化システム，Webページのレンダリ
ング機能，などの多くのサブシステムとネットワークサービス同士の連
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携が必要となる．これらによって提供される機能の中には，情報管理や
認証機能，暗号化機能など，複数のサービス間でもほぼ共通の機能部品
が含まれており，それらをまとめて行うことで効率化が期待できる．例
えば，セールスフォース・ドットコム [13]などでは，様々な業務で共通し
て必要となる，顧客関係管理に特化したサービス機能をクラウド上で提
供しており，顧客情報の管理とその活用（営業活動の支援，カスタマー
サービス，コールセンター業務，など）を一元的かつ効率的に行うこと
ができるようにしている．本研究では，このようなサービスで利用する
ような共通機能を，高機能ネットワークで提供することを考えている．
さらにネットワークサービスの普及と高度化に伴い，データ爆発（情
報爆発）[14]と呼ばれる，ネットワークでやり取りされるデータ量の増大
が生じている [15, 16]．それにより，今日および将来のネットワークでは，
文書ドキュメント，動画像などのマルチメディアコンテンツなどで構成さ
れるような，ビッグデータ [17]と呼ばれる多様な種類の多量のデータを
取り扱うことが求められることとなる．この傾向は今後も続いていくと
考えられ，多様多量なデータを効率よく処理していく必要がある．
この種のデータへの処理手法として，データを送信する側でデータの
送信前に処理を行う方法と，データを受信する側でデータの受信後に処
理を行う方法がある．この両者では，多量のデータへの処理を行う場合，
送信側の計算機や受信側の計算機に負荷が集中するため，単純にこれら
の方法を採る場合は，両者の計算機の処理能力の向上を図る必要がある．
これには設備増強のための投資などが求められることとなる．さらに，大
規模データへの処理や大量の計算資源を必要とする処理の場合は，二つ
の方法を採ることができる．一つは，一台の高性能な計算機を使って処
理を行う方法である．これにはメインフレームやスーパーコンピュータ
と呼ばれる，非常に高価な計算機を用意する必要がある．また二つ目の
方法として，安価な計算機複数台を，ネットワークで相互接続して，同時
に処理を行う並列分散処理を行う方法がある．この並列分散処理は，一
つの大きな処理をタスクと呼ばれる小さな処理単位に分割して，各計算
機に割りつけて同時並列に処理する手法である．本研究では，並列分散
処理が対象とする処理に時間のかかる大規模な処理だけでなく，処理に
あまり時間のかからない小さな処理も対象とする．これらの処理の一部
または全てを，中継ノードで行うことで，ネットワークの末端付近に配
置される計算資源の節約や，ネットワーク資源の負担を軽減することが
期待できる．またこのように多数の計算資源を用いる技術として近年で
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はグリッドコンピューティング [18]やクラウドコンピューティング [19]な
ど，ネットワーク上に存在する計算資源を必要な時に必要な分だけをオ
ンデマンドで用いる手法が広く使われるようになっている．これらの処
理はネットワークのコア網の外に計算資源を配置して処理を行うが，本
研究では，高度機能ネットワークの実現のために，中間ネットワークに
配置された中継ノードの計算資源での処理に着目する．加えて最終的に
は，並列分散処理とクラウドコンピューティングなどのネットワークの
外での処理，中間処理の両者を，処理対象のデータと処理の特性に応じ
て使い分け，大規模な処理はクラウド計算資源へ誘導し，小規模ですぐ
に終わる処理は中間ノードで行ってしまうなど，適材適所で利用できる
ようする．
さらに，これまで述べたネットワークでやり取りされるデータへの処
理要求はバッチ処理と呼ばれる時間的制約のゆるいものから，リアルタ
イム処理と呼ばれる時間的制約の厳しいものまで様々なレベルの処理要
求がある．近年ネットワークアプリケーションにおいて，後者のリアル
タイム処理に近い制約を持つ処理に対する要求が高まっている．このた
めの処理手法として，例えばストリームコンピューティング [20]では，ク
ラウド環境においてデータをストレージに格納せず，メモリ上に配置し
たまま高速に処理を行うことで処理速度と処理のリアルタイム性の向上
を図っている．本研究でもこのようなストリーミング処理を対象として
いるが，データへの処理を行う場所として，ネットワークの通信経路の
中継系計算機を対象としている．さらに，このストリームコンピューティ
ングでの知見と，本研究によって得られる知見は相互に適用することや，
中継ノードでのストリーミング処理，クラウド環境におけるストリーム
コンピューティングなどの処理手法を組み合わせた処理形態の実現が期待
できる．例えば，あるストリームデータへの処理が，データのフィルタリ
ングとフィルタリング後のデータに対しての処理の二段階に分けられる
場合，フィルタリング処理を本研究の中継ノ ドーが行い，中間処理ノ ドー
からの出力データをクラウド環境へ誘導し，それ以降の処理をクラウド
上の計算資源でのストリームコンピューティングで行うといった連携や，
特定のフォーマットで与えられるクライアントからの処理リクエストを，
中間処理ノードにて各クラウド計算環境が提供するAPI向けのものに逐
次変換していくといった連携が考えられる．これにより，フィルタリング
により削除されたデータ分だけネットワーク資源の消費を減らし，データ
への処理は重い処理に向くクラウド資源を使って効率的に行うことがで
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きる．また現在のWebサービスでも，TwitterのTwitter and Streaming
API[21]，Facebookの Facebook Open Stream API[22]など，多種多量な
データを生成し続けるWebサービス自身が，ストリーミング処理に特化
した仕組みを提供するようになってきており，ストリーミング処理への
要求が高まっている．
さらに他方では，先に述べたような増大するデータ通信要求に対して，
物理回線を提供するインフラプロバイダ側でも課題が発生している．現
在の多くのインフラプロバイダは，データ転送のみを行い，単純な接続
性だけを提供する単純なパイプとしての役割が主であり，各インフラプ
ロバイダ間の競争は，単純な利用コストの競争となってしまっている．こ
の状況下で，先に述べた情報爆発の進行によって生じる，大量のネット
ワークトラフィックの転送要求に応えていくためには，単純には物理回線
設備の増強が必要となるが，これはインフラプロバイダにとって大きな
コストとなるため，ネットワーク資源の効率的な利用が求められている．
例えば [23]では，この問題に対して，ネットワークの仮想化技術を用いる
ことで，ネットワーク資源を複数のサービスで共有し，資源利用効率の
向上を図りながら，サービスプロバイダの需要に応えることで，インフ
ラプロバイダにおける問題の解決を図っている．また，インフラプロバ
イダ自身がデータ転送の機能だけでなく，クラウド計算資源を提供する
ような事例 [24, 25, 26]も増えてきている．このように，ネットワークへ
の付加価値を増大させるとともに，資源の利用効率の向上を図りながら
利益を得る機会の創出と，インフラプロバイダ間での差別化が可能とな
るような技術や仕組みが，求められるようになってきている．本研究で
は，このようなインフラプロバイダでの付加価値を提供する手段として，
ネットワークに高度な機能をもたせることを企図している．このような，
ネットワーク機能をインフラプロバイダ自身が提供することで，ネット
ワークの状況に応じて，中間処理時に処理ノードと処理量を切り替える
といったネットワーク資源と計算資源を組み合わせた制御が期待できる．
さらに，仮想化されたネットワーク環境においては，計算資源も仮想計
算機として提供されることが多く，本研究においてもこの仮想計算機で
の処理を評価の対象の一つとして扱う．また今日では，世界中に広がった
インターネット環境においても，将来の継続的な発展のために，新世代
ネットワークの研究が行われている．新世代ネットワークに関する研究
は，現在のインターネットのアーキテクチャやサービスの提供形態には
とらわれず，既存技術の改良や拡張では困難な課題や限界に対して，白
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紙（clean slate）から新たなインターネットを検討・構築を図っていくと
いう特徴を持つ．これは，データ爆発に対応するための単純な性能向上
だけでなく，ネットワーク機器の消費エネルギーの増加への対応や，更
にセキュリティ面では，各種の攻撃手法やスパムメールの問題，その他
社会的に求められる問題の解決などが含まれる．NwGN[27]は，日本で行
われている新世代ネットワークに関する研究であり，地球にやさしいネッ
トワーク，価値を想像するネットワーク，生活環境を支えるネットワーク，
トラスタブルネットワーク，制約を意識しないネットワークの実現をター
ゲットにおいている．JGN-X[28]は，研究技術の実証のためのテスドベッ
ド環境であり，日本中に配置した物理ノードを仮想化してスライスを切
ることで，例えばユーザごとに仮想化された OpenFlowネットワークや
IPネットワークなどの実験用ネットワークを得ることができる．欧州の
European Commissionの主要政策である第 7次研究・技術開発のための
枠組み計画（FP7）の ICT分野の取り組みである [29]は，特に欧州域内
の大学・企業の技術力や競争力を強化していくための取り組みで，基礎
研究だけでなく応用や商用に近い部分まで含めた研究開発を行っている．
FIRE[30]はこのような研究開発のために構築されるテストベッド環境で
ある．FIND[31]は，アメリカの研究ファンドプログラムであり，新世代
ネットワーク実証のためのテストベッド環境であるGENI[32]のような，
研究プロジェクトへの助成を行っている．GENIではコンセプトとして，
様々な実験を行うための各ノードの動作を制御するプログラマビリティ，
異種資源の共有とアイソレーションを提供する仮想化，GENIの異なった
部分をそれぞれの組織が各々で管理・連携運用することの三つを挙げ，多
数組織による様々な実証実験を同時並行して行うことを重視している．ま
た，世界中で検討・研究されている新世代ネットワークの標準化のため
に ITU-Tによる標準化活動 [33]も進められている．
これらは，アプリケーションにとっては，動作環境となるプラットフォー
ムであるネットワークそれ自体を高性能化・高機能化させる取り組みと
いえる．本研究では，これらと異なるアプローチとして，将来のネット
ワークでは，アプリケーションレイヤ向けの高度な機能の提供が必要と
考え，このような機能を提供すること研究目標として採り上げ，アプリ
ケーションにネットワークから機能を提供することによりアプリケーショ
ンを直接サポートすることを目指す．また，これらの新世代ネットワーク
の研究は長期的な戦略に立って行われているため，実現までに時間がか
かることが予想されるが，本研究は，現時点のネットワーク環境ないし
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は近い将来に適用可能な技術として研究している．そして本研究は，こ
れら新世代ネットワークの研究と相反するものではなく，本研究の研究
成果はこれら新世代ネットワークにおいても，高度なネットワーク機能
の提供に活用することが可能である．
また，現在のネットワークにおいても処理機能の提供を行う技術が研究
されている．例えば，動画像の変換を行うトランスコーディング [3, 4]があ
る．これは，動画像の配信サービスにおいて，クライアントに応じて動画
像の解像度やコーデックを変換して届ける技術である．また，コンテンツ
配信サービスで用いられる，キャッシュと言った技術がある．[4, 5, 6]．こ
れは，クライアントがサーバよりコンテンツをダウンロ ドーする時，サー
バに格納したコンテンツをネットワーク中のキャッシュサーバにコピーし
ておき，クライアントは最も近いキャッシュサーバよりコンテンツを得る
という手法である．この手法により，応答時間の短縮とネットワーク負
荷の軽減が可能となる．また，センサネットワークを対象としたセンシ
ングデータの集約 [7, 8, 9]では，大量に収集されるセンシング情報をまと
めることで，データ転送時のネットワーク負荷の軽減やセンサデバイス
のバッテリ消費を抑えることが可能となる．加えて，[10]では，送信元の
計算機から送信先の計算機へデータを送信する際に，送信元に近い場所
でパケットを圧縮し，送信先に近い場所でそれを伸長するという方法で
途中のネットワークに流れるデータ量を小さくすることでネットワーク
への負荷を軽減する．
本研究では特に，通信を行う計算機の間に複数の経路が存在し，その
通信経路上にデータの中継を行う中継ノードが配置され，それらを計算
資源として利用できるという環境を前提として置く．そして，これら中
継ノードにてデータ転送を行うとともに，転送途中のデータに対して有
益な処理を行うことで，ネットワーク自体が機能を持つような環境の実
現を目指した研究を行う．このようにネットワーク上に配置される中継
ノードで処理を行う処理手法として Active Network[11]がある．Active
Networkでは，ネットワーク上に配置された，特殊なルータでの処理を
行うもので，ハードウェアに処理機能を実装しているため高速な処理が
可能である．本研究では，アプリケーションよりの処理とネットワーク
が機能を持つことによる利点を重要視し，速度よりも高汎用性と高度な
処理機能を提供する．VNode[12]は，仮想化技術を用い，このような中間
処理機能を仮想化資源において提供することでより柔軟な資源割り当て
を可能としている．さらに PASS-Node[1]は，Webアプリケーションを対
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象に，データの送信元となるクライアントより送信されたされたXML文
書への処理の一部をデータの送信先となるサーバから，通信経路となる
ネットワークに配置された中継処理ノード（PASS-Node）に，各ネット
ワークアプリケーションで共通の処理機能としてオフロードするもので
ある．これにより特にサーバとなる送信先の計算機での，処理負荷の分
散・軽減や，開発・運用コスト等の削減および，サービスのスループット
の向上を見込める．本研究ではこの PASS-Nodeを，中継ノードを用いた
並列ストリーング処理の重要技術として着目する．
1.4 本論文の各章の構成
本論文は，全 9 章にて構成されている．まず，本第 1章では，本研究
の目的とアプローチ，背景と位置づけ，本論文の構成に関して述べた．
続く第 2章では，本研究で対象とする中間処理についての利点と，本
研究にて題材とした，中継ノードにおいてXML文書への並列ストリーミ
ング処理を行う評価アプリケーションに関しての解説を行う．ここでは，
この評価アプリケーションについての実装の概要，どのようなXML文書
への処理を対象とし，その処理をどのようにして進めていくのか，さら
に評価アプリケーションを動作させるための並列分散処理プラットフォー
ムであるタスクスケジューラ [34]について述べる．
第 3章では，本論文における実験に関して，実験環境，入力データと
して使用したXML文書，タスクの構成，評価のための指標の定義と概要
について述べる．
第 4章から第 6章までは，評価アプリケーションを用いたXML文書へ
の中継ノードにおける並列ストリーミング処理に関する実験・評価を行っ
た結果を述べる．
第 4章は，XML文書への並列ストリーミング処理に関する特性の初期
評価を行う．この時，機械的に生成した合成XML文書ならびに仮想環境
を用いる．これにより，XML文書への並列ストリーミング処理に関する
基本的な特性を把握する．
第 5章では，第 4章での評価を踏まえて，より実際的な条件を設定し
ての詳細な評価を行う．この時，先の合成XML文書と実データに基づく
XML文書，仮想計算機で構成された実験環境と実計算機で構成された実
験環境の比較といった様々な条件での評価を進める．
第 6章では，評価アプリケーションのさらなる改良を進める．これは，
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上記の実験評価結果の分析から得られた，中継処理ノードにおけるデー
タ蓄積用のバッファについて，改善可能な点が判明したため取り組んだ
ものである．このために，評価アプリケーションに求められるバッファ
構造の機能要求を整理し，それをシンプルな形で適用し性能の改善を試
みた．
続く第 7章では，本研究の関連研究についての解説を行う．
第 8章では，これまでの実験・評価を通じて得た結果を元に，最適と思
われる手法にて中継ノ ドーで並列ストリーミング処理を行う場合と，デー
タの送信先となる計算機単体で全ての処理を行う場合の処理時間につい
て，比較と考察を行った結果と，評価アプリケーションを用いたオフロー
ドの効果を示す．
最終章となる第 9章では，本論文の各章にて得られた知見を整理し，ま
とめと今後の展望を示す．
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第2章 中継ノ ドーで行う
ストリーミング並列処理
本章では，本研究で対象とする中間処理についての解説と，このため
に実装した評価アプリケーションについての解説を述べる．
2.1 PASS（Prex Automata SyStem）-Node
本研究では，XML文書への効率的なストリーミング処理手法を提唱
している PASS（Prex Automata SyStem）-Node[1]で考案されている，
通信を中継するノードにて，XML文書に対して文法チェックやフィルタ
リング等の有益な前処理を行う手法に着目している．PASS-Nodeは，こ
れまで XML文書への処理に適用されていなかった，non-blocking，non-
wasteful，autonomousという三つの特徴を有する prex nature[35]と呼
ばれる処理手法を XML文書への処理に適用したものである．さらにこ
れまでも，ネットワークプロセッサを用いた XML文書への処理方式が
存在したが，資源の動的な再配置に対応していないなどの問題があった．
PASS-Nodeにおいてはこれらの問題の解決も図ることが可能である．こ
のような PASS-Nodeにて定義される前処理の実現により，送信元の計算
機からサーバとなる送信先の計算機へ XML文書を送り処理を行う際の，
サーバ計算機での処理負荷のネットワークへのオフロ ドーや，中間ネット
ワーク上の遊休資源を用いた資源の有効活用，高度なネットワークルー
ティング，さらには，ネットワーク自体に付加価値をもたせることが可能
となる．しかし，[1]においてこのPASS-Nodeは，数学的な定式化による
理論的な裏付けと，試験実装によるオフロードの評価のみしか行われて
おらず，具体的なシステムとしての実装は示されていなかった．本研究
ではこの PASS-Nodeを，具体的なネットワークアプリケーションとして
実現することで，その実現可能性を示し，ストリーミング並列処理につ
いての課題を明らかにする．我々は PASS-Nodeを実現するための基本機
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能として，
 XML文書を分割して処理できるように複数のフラグメントに分割
する機能
 分割したXML文書フラグメントの処理状況や処理割り当てを管理
する機能
 分割されたXML文書フラグメントを再結合し処理結果を得る機能
の三つを定義し後述する各種のノードを実装し，XML文書へのストリー
ミーング並列処理を行う．
2.2 提案する中継処理とその効用
ネットワークの普及と利用端末数の増加により，今日ではネットワー
クアプリケーションが重要なものとなっている．そして，ネットワーク
上でやり取りされるデータ量も同時に増大し，また，そのデータに対し
て処理を行う機会も増えている．さらには，これらのデータに対してよ
りリアルタイムな処理を行う要求も存在する．
このような状況下で我々は，データへの処理をコアネットワーク（イン
フラプロバイダ内の基幹ネットワークで，外部との直接の接続の無い環
境) の外に配置される各種計算機端末やクラウド計算資源だけではなく，
ネットワーク内の通信経路の途上の中継ノードにて行う手法を採り上げ
る．その際に，流れてくるデータに対してストリーミング処理を行うこ
とで，データの転送と処理を同時に進めていく．インフラプロバイダの
基幹ネットワーク外部との直接の接点の無いようなネットワークである．
これにより，全てのデータを受けてから処理を行うような処理形態では
なく，ネットワーク資源，プロセッシング資源の両方を動的に利用するよ
うな新しいアプリケーションやサービスを，資源を効率的に使いながら
実現することができる．本研究では，このような中継ノードでの処理に
並列分散処理の手法を適用して効率化を図っていく．そして，中継ノード
で行うストリーミングデータ処理を，特にタスクスケジューリングとい
う観点で評価していく．以下に，中継ノードで処理を行う利点を述べる．
 データへの処理を行う場合に，その処理の一部または全てを中継
ノードに割り当てるため，処理を行うサーバやクライアントなどの
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エンド端末や，コアネットワークの外に計算資源を持つグラウドコ
ンピューティング資源での処理負荷が軽減される．これにより，ネッ
トワークのコアの外の計算資源への，過剰な設備投資などのコスト
を減少させることができる．
 ネットワーク越しにデータを転送する場合，転送時間と遅延が発生
する．その転送時間に対してわずかな処理時間を足すだけで，コア
ネットワーク外の計算資源への処理負荷が軽減できるとともに，有
益な処理を施すことができる
 このような機能を，物理インフラプロバイダが提供することで，イ
ンフラプロバイダは，単なる接続性を提供しデータ転送を行うだけ
の，単純なパイプとして以上の付加価値を提供可能となる．これに
より，プロバイダ間での特徴の差別化や新しいビジネスモデルの創
出が期待できる
 さらにインフラプロバイダでは，自身の保有する物理ネットワーク
の現在の情報を動的にモニタリングすることができる．この情報は
タスクスケジューリングを考える上で非常に有用な情報である．こ
の利点を生かして例えば，ある時は混んでいる経路を避けて通信と
処理を割り当てる，転送データ量が多い通信の場合には帯域の広い
経路を割り当てるなどの効率的な制御を動的に行うことができる．
これにより，データへの処理とネットワークの制御とを結びつけた
効率的なタスクスケジューリングの実現が期待できる
 大規模なネットワークの持つ計算資源を利用することで，アプリ
ケーションの処理に対するスケールメリットを得ることができる
 このような処理を，資源の余っている中継ノードの使っていない遊
休資源に割り当てたり，バッファ蓄積による転送の待ち時間の間に
行ったりすることで，無駄となっている資源やデータ転送の待機時
間を有効活用することができる
 すべてのデータを受け取ってから処理を始めずに，データを受け取
りながら処理も同時に進めることができるため，リアルタイムな処
理要求に柔軟に適応可能である
本研究では PASS-Nodeを元に，高機能ネットワークが提供する機能の
一つとして XML文書への処理を題材とし，XML文書に対する中継ノー
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ドでのストリーミングデータ処理に関する実験・評価を行った．この評価
を通して，ストリーミングデータ処理の特性を明らかにし，中間処理機
能を提供する高機能ネットワークの例証と，このような中間ノードでの
処理手法における，タスクスケジューリングに資する知見の蓄積を図る．
2.3 評価アプリケーション
本研究で実装を進めている評価アプリケーションは PASS-Nodeを参考
に実装されており，送信元の計算機から送信先の計算機へXML文書を送
る際に，途中経路上に配置した計算機で通信を中継するとともに有用な
処理を施し，送信先の計算機で最終的な処理結果を得るものである．こ
れによって送信先の計算機は，従来のように単体で処理を行った場合より
も処理に要する負荷や時間を減らすことができる．本アプリケーション
では現在，XML文書の整形式検査（Well-formedness grammar checking）
と妥当性の検証（Validation grammar checking）の二つの機能が実装さ
れており，以下に述べる 4種類のノードを組み合わせてXML文書の分散
処理を行う．
StartNode : XML文書を読み込み，データの送信を始めるノ ドーであり，
1. ローカルストレージにファイルとして格納されているXML文
書を読み込み，
2. 後続の RelayNodeへの処理割り当てを決定し，
3. タグチェック処理と割り当てのための情報を付加し，
4. XML文書を後続ノードに送る，
　という機能を有する．図2.3.1に StartNodeの構成を示す．図2.3.1
では，StartNodeの後ろに三つのノードがある状況を想定してい
る．この場合，StartNodeは三つの Read/SendThreadを持つ．各
Read/SendThreadは，それぞれ担当部分の XML文書を読み込ん
で，処理のための情報を付加し，後続のノードに送る．図 2.3.1で，
Read/SendThread01はXML文書の前半の1/3を担当し，Read/Send
Thread02はXML文書の中盤の 1/3を担当し，Read/SendThread03
はXML文書の後半の 1/3を担当する．また，各Read/SendThread
は同時に動作し，評価アプリケーションはStartNodeにおいて，XML
文書の読み込みと送信などの処理を同時に行うことができる．
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図 2.3.1: Components of StartNode (three next nodes case).
RelayNode : データの中継を行うノードであり，前段のノードからデー
タを受信し，中継するデータに対して必要に応じて処理を行いな
がら，後続ノードへデータを送信する．この受信・処理・送信の三
つの動作は，それぞれ別のスレッドで同時に動作し，これらは共
有バッファを介してデータをやり取りする．図 2.3.2に RelayNode
の構成を示す．RelayNodeは，ReceiveThread，TagCheckThread，
SendThreadの三つのスレッドとそれらのスレッドが共有するバッ
ファ（図 2.3.2中の Shared Buer）を持つ．ReceiveThreadはデータ
の受信を行い，前段のノードからデータを受信し共有バッファに追
加する．TagCheckThreadは受け取ったXML文書へのタグチェック
処理を行うスレッドで，バッファからデータを取り出し，そのデー
タへの処理がこの RelayNodeに割り当てられていた場合には処理
を行う．SendThreadは，
 すでに処理の終わっているデータ，
 未処理だがこのノードで処理を行うように割り当てられなかっ
たデータ，
を共有バッファから取り出し XML文書での順番通りに後続のノー
ドに送る．
MergeNode : データ分割並列処理の場合にのみ用いられるノードであ
り，複数の前段のノードから受け取ったデータを中継し，正しい順
番に並べ替えて後続に送るシリアライズ処理を行う．図 2.3.3は，
MergeNodeの構造を図示したものである．この時，MergeNodeの
受信側にはデータを待ち受けるためのスレッドがそれぞれのノード
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図 2.3.2: Components of RelayNode.
に対して配置され，そのスレッドのうちXML文書の先頭に近いも
のから順に後続ノードにデータを出力する．その際，後続ノードに
データを送信することができない他のスレッドは，自身のデータの
出力の順番を待ちながら受信処理のみを行い，各スレッドが持つバッ
ファ（図 2.3.3中の Temporal Buer）にデータを蓄積する．
図 2.3.3: Components of MergeNode (two previous nodes).
EndNode : データの終着点となるノードであり，最終的な XML文書全
体にわたり処理を行った結果を得る．EndNodeは，RelayNodeと似
た構造を持ち，処理済みのデータを送信するスレッドの代わりに，
XML文書に付加した情報を取り除き，共有バッファからデータを
削除するスレッドを有する．EndNodeに到着したデータの中で，こ
の時点でまだ処理が完了していない全てのデータは，このEndNode
にて処理され最終的な処理結果を得る．
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2.3.1 XML文書の文法チェック処理
評価アプリケーションでは，XML文書の整形式検査と妥当性の検証
の 2種類のXML文書への文法チェックを行うことができる．これを行う
RelayNode及び EndNodeに配置されるXML文書へのストリーミング処
理のためのスレッドであるTagCheckThreadでは，XML文書に対する文
法チェックに XML文書本体とタグチェック管理情報とスタックを用いる．
図 2.3.4にXML文書の整形式判定と妥当性の検証の例を示す．タグチェッ
ク管理情報はXML文書中のタグそれぞれに対して一つずつ用意される文
字列データであり，そのタグの処理の状況 (0:未処理，1:処理済み，2:対応
がとれていないタグ)を表す．XML文書の整形式検査においては，Start
タグを読んだ場合にはスタックにタグ名を積み，Endタグを読んだ場合
には，スタックから要素を取り出しタグ名を比較する．全てのタグ名が一
致しているなら，そのXML文書は整形式であるといえ，逆にそれらが一
つでも一致していなければタグの対応がとれていないと判断できる．そ
して TagCheckThreadは，popした Startタグと読み込んだ Endタグに
対応するバッファ中の要素を取得し，処理の結果を書き込む．
図 2.3.4: A Node Tag Checking Example.
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一方，XML文書の妥当性を検証する場合には，上記の整形式判定処
理に加えて，タグや要素の出現順序についても検証を行う．このために，
StartNodeは XML文書とあわせて，XML文書の構造を決定するべく予
め定義された DTD（Document Type Denition）[36]ファイルを読み込
み，後続の各ノードに頒布する．各ノードはこのDTDファイルに基づい
て，構文木を生成し文法検査（整形式検査+タグの出現順序の検査）を行
う．図 2.3.4中の右上の四角の中の処理が，妥当性の検証のための処理で
ある．このため一般に文法検査は整形式検査よりも多くの計算時間を必
要とする．
評価アプリケーションでは，XML文書本体と，タグチェック管理情報
を各ノード間でやりとりすることでチェック処理を並列に行う．さらに，
プロセッシング情報と呼ばれる，その行をどのノードで処理するのかの
情報も付加して処理割り当てを行う．
さらに，タグの対応が取れてない場合やタグの出現順序が不正な場合
などのエラー検出時には，そのエラーが後続の別のノードにて回復でき
る可能性があるかどうかを判断し，エラーが後続ノードで回復できる可
能性がある場合は，エラー検知を意図的に無視することがある．例えば，
RelayNodeにて Startタグを読み込み，そのタグの名前をスタックにプッ
シュした後，自身に割り当てられた処理範囲だけでは，対応する Endタ
グを見つけられなかった場合である．これは，XML文書への文法チェッ
ク処理を適切に完了するためには，Startタグと対応する Endタグの組
への処理が同時に RelayNodeに割り当てられねばならないが，適切な処
理の分割とその割り当てが為されなかったため起こる．逆にエラーが後
続ノードで回復できなことが確定した場合は即時エラー情報を書き込む．
例えば，RelayNodeにて Startタグを読み込んだ後，本来対応する End
タグが入るべき場所に別のタグを発見した場合（図 2.3.4はこの例に当た
る）と，全てのデータの終着点であり，XML文書全体に渡る完全な処理
が可能な EndNodeにてエラーを検出した場合である．このようにして，
エラー検出時の状況によって適切な対応を試みる．
2.3.2 並列分散処理プラットフォーム
前述した，StartNode，RelayNode，MergeNode，EndNodeの4種のノー
ドを，Java及び JavaRMI（Java Remote Method Invocation）[37]で実装
されている並列分散処理プラットフォームであるタスクスケジューリング
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システム（タスクスケジューラ）[34]を用いて動作させる．並列分散処理
は，一つの大きな処理をタスクと呼ばれる小さな単位に分割して，ワー
カと呼ばれる計算機に割りつけて同時並列に処理する手法である．さら
に，どのワーカで，どのタスクを，どのようなタイミングで実行するの
かを決定することをタスクスケジューリングと呼ぶ．タスクスケジュー
ラでは処理の単位をタスクとして扱い，タスクを任意のスケジューリン
グアルゴリズムに基きワーカとなる計算機へと割り付ける．本研究では
先に紹介した StartNode，RelayNode，MergeNode，EndNodeの各ノー
ドを，このタスクスケジューラ上で動作するタスクとして実装し，タス
クをノードに割り当てる方法で XML文書への文法チェックを構成してい
る．タスクスケジューラは主に図 2.3.5と下記に示すモジュールで構成さ
れる．
また，このタスクスケジューリングにおいて，最適な資源割り当てを
求めることは，組み合わせ最適化問題であり，NP困難な問題として知ら
れている [38, 39]．そのためこれに対し，ヒューリスティックで効率的な
スケジューリング手法が提案されている [40, 41, 42]．これらは各タスク
が一回の通信で一度だけデータ転送を行うような，通信の場合が主たる
対象である．これらに対し，[43]のように，タスク間で到着データを逐次
的に処理するストリーミング通信を行う場合は，効率的なスケジューリ
ングが難しいという課題がある．その理由としては，うまくタスクスケ
ジューリングを行うためには，正確な資源の利用状況の収集や予測を行
う必要があるが，ストリーミング通信を行うタスクをもつ場合は，その
処理がいつ終わるのかの予想が難しくなるためである．このストリーミ
ング通信を行うタスクのタスクスケジューリングは重要ではあるが，本
研究では将来の研究課題とする．
タスクコントローラ : タスクコントローラは，ユーザによって定義され
た並列プログラムを，タスクとして各マネージャに割り付ける役割
を持つ．その際にスケジューラと連携し，スケジューラによって決
定された割り付け先に従って，タスクをタスクマネージャに渡す．
スケジューラクラス : スケジューラクラスは，あるタスクをどのワーカ
にどう割り付けるかを決定する方法であるスケジューリングアルゴ
リズムを提供するクラスである．タスクコントローラからの要求
に応じて，並列プログラムの実行前に選択しておいたスケジューラ
のアルゴリズムに基づき，タスクを割り付けるマネージャを決定す
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図 2.3.5: Task Scheduling System.
る．このタスクスケジューラは任意のスケジューリングアルゴリズ
ムを定義しスケジューリング時に利用することができるが，それは
[40, 41]のような静的スケジューリングだけではなく，[34, 42, 43]
のような動的スケジューリングも可能である．これらのスケジュー
リングアルゴリズムのうちどれを利用するかは，並列プログラム
の実行前に選択する．本稿では，本論文で提案・評価する手法とス
ケジューリングの効果とを切り離して考えるため，ワーカへのタス
クの割り付けは，プログラム実行前に事前に定義することで静的に
行う．
タスクマネージャ : タスクマネージャは，ワーカとなる計算機で動作す
るプログラムである．タスクコントローラによって割り付けられた
タスクを，ワーカとなる計算機にて動作させる役割を持つ．
タスクスケジューリングGUI : タスクスケジューリング GUIは，タス
クコントローラを制御するための GUIフロントエンドである．こ
の GUI を用いて各タスクの配置と入出力の接続を行うことができ
る．そして，スケジューラを選択し並列プログラムを実行する．ま
た，実行前・実行中・実行終了といったタスクの状態のモニタリング，
データ通信の様子を表示することができる．このタスクスケジュー
リング GUI画面のスクリーンショットを図 2.3.6に示す．図 2.3.6で
は，ウィンドウ中の各四角がタスクを表している．タスクにはタス
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図 2.3.6: A Screenshot of Task Scheduling GUI.
クの名前とそのタスクがどの計算機に割り付けられたのかが表示さ
れ，さらに矢印で各タスク間の通信の状況が表現される．
スケジューラやタスクには，あらかじめ定義された Javaインターフェー
スクラスが用意されている．タスクスケジューラの利用者は，このイン
ターフェースに基づいてタスクの処理内容を実装し，タスクを作成する
ことで任意のタスクを並列プログラムとして実行することができる．ま
た同様に，タスクをワーカへと割り付ける順序を決定するスケジューラ
を作成すれば実装したアルゴリズムに基づいてタスクを自由に割り付け
ることができる．この様に実際の処理とスケジューリングに関する部分
が完全に独立しており，タスクの作成に注目するユーザーはタスクの実
装だけを，スケジューラに注目するユーザーはスケジューラの実装だけ
を考えることができる．
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第3章 評価実験環境構成
本章では，本論文で述べる評価実験の構成の概要を述べる．本論文で
はXML文書に対するストリーミングデータ処理の特性を明らかにするた
めに
 1種類の実環境と 2種類の仮想環境を用いた合計 3種類の実験環境
（本章 3.1節）
 様々な特徴を持った合成XML文書（synthetic doc）と実データに基
づくXML文書（realistic doc）の 2種類のXML文書（本章 3.2節）
 これら XML文書に対する 2種類の文法チェック処理
を組み合わせた実験を行う．ここでこの合成XML文書は，実験のために
機械的に作成した特定の構造を持つXML文書である．このうち，2種類
の文法チェック処理についての詳細は 2章 2.3.1項にてすでに述べた．本
章では上記について，まず 3種類の実験環境について述べ，続いて 2種類
の XML文書の特徴を述べる．
3種類の実験環境はそれぞれ，仮想計算機・実計算機の差があるが，そ
れぞれの比較を行うため，タスクを割り当てる実（仮想）計算機の数と
その構成は同一になるように構成している．これらの環境を用いて，中
継ノードでの XML文書へのストリーミング並列処理を行う評価アプリ
ケーションを動作させる．それにより，中継ノードでのストリーミング
データ処理のスケジューリングに資する特徴を把握する．
3.1 実験環境
本説では，下記に示す本論文で使用する 3種類の実験環境について述
べる．
 実験環境 1:T5440 Env（仮想環境）
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 実験環境 2:PC Env（実環境）
 実験環境 3:X4640 Env（仮想環境）
3.1.1 実験環境1:T5440 Env（仮想環境）
T5440 Envは，実計算機上に仮想計算機を用いて構成された仮想環境
である．この環境において我々は，仮想計算機を稼働させるホスト計算
機としてORACLE SPARC Enterprise T5440 Serverを用いた．このサー
バ機の構成を表 3.1.1に示す．T5440 Serverは表 3.1.1に示す構成で，合
計四つのCPUに計 32個のCPUコアを持ち，最大 256スレッドを同時稼
働させることができる．また，ストレージは RAID-0ストライピングに
て構成されている．
このT5440サーバ上で，OSレベル仮想化技術であるSolaris Container[44]
を用いて仮想計算機群を構築する．Solaris Container上の仮想計算機は
zoneと呼ばれる．この環境の構成を図 3.1.1に示す．Solaris Containerを
通じて我々は各 zoneに割り当てる CPUコア数やメモリ量を動的に変更
することができる．また，Solaris Containerは自身が稼働しているOSを
特にシステム内で唯一の global zoneとして取り扱う．また，各 zoneは直
接通信を行うことができ，スケジューラは zone01にて動作させる．
表 3.1.1: T5440 Server Specication.
CPU
Sun Ultra SPARC R
T2 Plus (1.2GHz)  4
Memory 128G bytes (FB-DIMM)
OS SolarisTM10
JVM JavaTM1.5.0 17
3.1.2 実験環境2:PC Env（実環境）
PC Envは，実計算機を用いて構成された環境である．この環境におい
て我々は，2機種 7台の計算機を用いる．表 3.1.2にこの環境を構成する
2種類の計算機の性能を示す．さらに図 3.1.2に，これらの計算機を用い
て構成される実験環境を示す．
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図 3.1.1: Component of Experimental Environment(T5440 Env).
図 3.1.2: Component of Experimental Environment(PC Env).
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表 3.1.2: PC Cluster Specication.
PC 4core PC 2core
CPU
Intel Core 2 Quad
Q965 (3GHz)
Intel Core 2 Duo
E8400(3GHz)
Memory 4G Byte
NIC
1000 BASE-T Intel
8254PI
1000 BASE-T Intel
82571 4 port  2
OS Fedora13 x86 64
JVM JavaTM1.5.0 22
3.1.3 実験環境3:X4640 Env（仮想環境）
X4640 Envは，前述の PC Envの構成を元に実計算機上に仮想計算機
を用いて構成された仮想環境である．この環境において我々は，Oracle
Sun Fire X4640 ServerにVMware ESX 4を用いて構築した七つの仮想計
算機（VM）を構築した．この環境の構成を表 3.1.3及び図 3.1.3に示す．
実験には，図 3.1.3に示される最大 4CPUコアを割り当てた六つの VM
（node01{05，07）及び，最大2CPUコアを割り当てた一つのVM（node06）
を用いる．各VMには，2Gbyteのメモリを割り当て，ゲスト OSとして
Fedora15 x86 64を使用した．
本実験環境では，これらの実計算機または仮想計算機に対して第 2章
にて述べたPASS-Nodeの各タスクを割り当て，XML文書への文法チェッ
ク処理を行う．
表 3.1.3: X4640 Server Specication.
CPU
Six-Core AMD Opteron
Processor 8435 (2.6GHz)  8
Memory
256G bytes (DDR2/667 ECC
registered DIMM)
VMM VMware ESX 4
Guest OS Fedora15 x86 64
Allocated Memory 4G Byte
JVM JavaTM1.5.0 22
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Sun Fire X4640 Server
CPU
CPU
CPU
CPU
CPU
CPU
CPU
CPU Memory
VMware ESX4
node03
node02
node01
node07
node05
node04
4 CPU cores 2 CPU cores
node06
Hardware
VMM
Virtual
Machines
図 3.1.3: Component of Experimental Environment(X4640 Env).
3.2 評価用XML文書
本論文における実験では，本章冒頭で先述したように，実験用に構成
した 7種類の合成XML文書（synthetic doc）と実データを元に構成した
3種類の実データを元にした XML文書（realistic doc）を使用する．表
3.2.4 及び 3.2.5に双方の XML文書の特徴を示す．
表 3.2.4: XML Document Characteristics (synthetic doc).
doc01 doc02 doc03 doc04 doc05 doc06 doc07
Width 10,000 5,000 2,500 100 4 2 1
Depth 1 2 4 100 2,500 5,000 10,000
Tag set count
(Empty tag count)
10,000(0)
Line count 10,002 15,002 17,502 19,902 19,998 20,000 20,001
File size [Kbytes] 342 347 342 343 342
表 3.2.4に示すように，合成XML文書（synthetic doc）はそれぞれファ
イルサイズはほぼ同じであるが，タグのネストが浅いものから深いものま
である．図 3.2.4にこれらの合成XML文書の構造を図示する．これらの
合成XML文書では，このネスト構造の違いによって，XML文書への並列
処理時に処理の依存関係が変化していくこととなる．これにより，XML
文書内のタグの依存関係とその分散処理の特性の変化を調べる．
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図 3.2.4: Synthetic XML Document Structure.
表 3.2.5に示す実データに基づくXML文書（realistic doc）は，実際に
動作しているソフトウェアや，そこで用いられるデータ形式を元に構成
した XML文書であり，それぞれ以下のように構成されている．
kernel doc: Linux kernel 2.6.39.3のソースツリーのディレクトリ構造を
XML形式で表現したものである．kernel docに関しての実験結果は
例えば，圧縮されたアーカイブファイルに欠損がないかを判定した
り，ネットワークストレージを利用したファイルバックアップサー
ビスにおいて，バックアップの開始前に，バックアップ元とすでに
存在する過去のバックアップデータのディレクトリ構造とを比較す
ることで差分を得，更新の必要のあるファイルのみをピックアップ
するなどの機能に利用可能である．
stock doc: MySQLデータベースに格納された，10,000エントリのダミー
の株式情報をXML形式で出力したものである．stock docは，様々
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な分野で広く利用されるデータベースに格納されるデータに対して
の処理を想定して採用した．例えば，株式情報のやり取りをリアル
タイムに処理していく，ネット通販のカタログデータの内，ユーザ
の要求に応じて，必要な物だけをピックアップしたり，適切に並び
替えるなどの中間処理への応用が考えられる．
scala doc: \The Scala Language Specication Version 2.8"
（http://www.scala-lang.org/; 2011年 7月 15日確認）を XML
形式に変換したものである．元の文書は PDF形式であるが，それ
をOpen OceにてOpenDocument Format[45, 46]に変換し，その
中に格納されている XML形式のデータを利用した．scala docで
の実験結果は例えば，ネットワーク上でやり取りされる文書データ
が，機密情報を含んでいないかどうかの検査アプリケーションや，
ニュースやWebページの要約を動的に生成するなどのサービスへ
の応用が期待できる．
表 3.2.5: XML Document Characteristics (realistic doc).
kernel doc stock doc scala doc
Tag set count
(Empty tag count)
2,255 66,717 26,738
(36,708) (146) (1,206)
Line count 41,219 78,010 72,014
File size [Kbytes] 3,891 2,389 2,959
3.3 評価指標
本実験における XML文書への分散処理の特徴を述べるために，下記
の 6種類の評価指標を定義する．これらの評価指標は，各ノード（の各ス
レッド）ごとの性質を示すNode performance Indicator（Node I）と，各
ノードも含めたシステム全体の性質を表す System performance Indicator
（System I）の 2種類に分類される．
Job Execution Time（System I）: アプリケーションが，あるXML
文書の処理に要する時間である．システム内ではいくつかのノード
が並列に動作するが，Job Execution Timeは，最初のノードが処理
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を始めた時（StartNodeが XML文書の読み込みを始めた時）から，
最後のノードが処理を終えるまで（EndNodeで処理結果を受け取
るまで）の時間である．この Job Execution Timeは，並列分散処
理における最も基本的な評価指標であり，この値を小さくすること
が重要な目標の一つである．しかし，本評価アプリケーションでは，
データ転送のオーバーヘッドの影響により，単体の計算機で XML
文書を処理する場合よりも，総合的には XML文書の処理に多くの
時間がかかることがわかっている．ただしその場合でも，エンド付
近に配置されるサーバやクライアントなどの計算資源で行うべき処
理を，中継ノードに割り当てることとなるので，これらの計算機が
処理に要するコストは減少する．
Node Thread Working Time（Node I）: 各ノ ドーでタグチェック処
理やデータの転送，ファイルの読み込みと分割処理などの処理に費
やした時間を表している．Node Thread Working Timeは，データ
転送時における待ち受け時間などのスレッドが待機している時間
を含まない．例えば，第 2章にて述べた RelayNode（図 2.3.2）に
おいては，各スレッドが受信・処理・送信に要した時間の合計と
なる．この時，ReceiveThreadがデータの受信に 200msecを費やし，
TagCheckThreadがデータの処理に 100msecを，SendThreadがデー
タの送信に 300msec費やす場合，Node Thread Working Timeはそ
れらを合計した 600msecとなる．これらのスレッドが同時に動いて
いてもNode Thread Working Timeは 600msecのままとなる．また
各ノードごとのNode Thread Working Timeを合計して，System
Thread Working Time（System I）を定義する．この評価指標
は，中継ノードでのストリーミング処理に関して，処理量を定義す
るための指標である．
Node Active Time（Node I）: Node Active Timeは，各ノードの各
スレッドの動作時間を表す．これは各ノ ドーにおける，あるスレッド
が最初に処理を始めた時間から，全てのスレッドが最後の処理を終
了するまでの時間である．例えば，RelayNodeでは，ReceiveThread
が最初のデータ受信を始めた時間から，SendThreadが最後のデー
タを送信するまでの時間である．Node Active Timeは，データ転
送時における待ち受け時間などによって，スレッドが待機している
場合はこの待機時間を含む．先と同じく第 2章にて述べた図 2.3.2
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に示す RelayNodeを例に挙げる．ReceiveThreadがデータの受信
に 200msecを費やし，TagCheckThreadがデータの処理に 100msec
を，SendThreadがデータの送信に 300msec費やすとする．この時，
TagCheckThreadが ReceiveThreadが全てのデータの受信をしてか
ら動き，SendThreadが TagCheckThreadが全てのデータを処理し
てから動く場合はNode Active Timeは 600msecとなる．一方，これ
ら全てのスレッドが同時に動くならNode Active Timeは 300msecと
なる．また，各ノ ドーごとのNode Active Timeを平均してSystem
Active Time（System I）を定義する．この評価指標は，中継ノー
ドでのストリーミング処理に関して，処理に要する時間を定義する
ための指標である．
Node Processing Time（Node I）: 各RelayNodeとEndNodeのPro-
cessing Threadにて，XML文書への文法チェック処理に要した時間
である．また，各ノードごとのNode Processing Timeを平均して，
System Processing Time（System I）を定義する．この評価指
標は，データの送信・受信などの転送時間を除いた，XML文書へ
の処理時間のみを評価するための指標である．
Parallelism Eciency Ratio（System I）: このインジケータは，
\SystemThreadWorkingT ime=SystemActiveT ime" で定義され，
処理効率比率を示す．この評価指標では，ある処理を行うために要
した処理量を，その処理のために要した時間で割ることで，XML
文書の処理のために，効率的に資源を使用することができたかを評
価する．
Node Buer Access Time（Node I）: RelayNodeやEndNode，MergeN-
odeはデータの転送途中に一時的にそれらを格納するのに用いるバッ
ファを有する．Node Buer Access Timeは，各ノードでXML文書
の処理の際に，バッファへの要素の追加，バッファからの要素の取
得や削除などに費やした時間を示す．RelayNode（第 2章，図 2.3.2）
のように，ノード中のバッファには複数のスレッドが同時にアクセ
スするが，それらが競合する場合には，他のスレッドは待機しなけ
ればならない．Node Buer Access Timeは，バッファアクセスが
競合した時のロックによる待ち時間も含む．また，各ノードごとの
Node Buer Access Timeを合計して，システム全体で一つのXML
文書を処理する際にバッファアクセスに費やした時間を表す Sys-
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tem Buer Access Time（System I）を定義する．これらのバッ
ファに関する評価指標は，第 6章にて行うバッファ性能の改善に関
する実験の評価に用いる．
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第4章 XML文書への
ストリーミングデータ
処理の基本特性の評価
4.1 はじめに
XML技術はあらゆる場所で用いられる汎用的な技術となっており，特
にWebサービス間の柔軟な連携などの分野での活用が進んでいる．これ
に伴いこれらのWebサービスを提供するサーバにおけるXMLデータへの
処理機会が増加し，とりわけ大規模なXMLデータ処理のためには効率的
な分散処理技術が必要となる．近年，このような分散XMLデータ処理技
術について様々な方法が研究されているが，ネットワークサービスにおけ
る分散XMLデータ処理について，整形式判定（well-formedness grammar
checking）・妥当性検証（validation grammar checking）・フィルタリングな
ど，様々なWebシステムで共通の処理に着目したPASS（Prex Automata
SyStem）-Node[1]を用いた処理方法が提案されている．このPASS-Node
は送信元となるクライアントから送信先となるサーバへ XML文書を送
信する際，その通信経路の途上となるネットワーク配置される．この時
XML文書は，いくつかの処理単位に分割されて送信され，PASS-Nodeの
配置や処理の割り当ての状況に応じてパイプライン並列またはデータ分
割並列で前処理を施す．これにより，従来データの送信先となるサーバで
行われていた処理を，ネットワークの途上の処理ノードにオフロードす
ることで，サーバでの処理負荷の軽減などの恩恵を得ることが可能とな
る．我々は過去にこの PASS-Nodeを実装し，特にパイプライン並列処理
時のデータの分割単位とその処理割り当てに関して調査を行った [47, 48]．
本章ではこれらの調査を更に発展させ，XML文書へのストリーミング
データ処理について，
 仮想環境にて合成XML文書（synthetic doc）を用いた場合の特徴
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の評価（本章第 4.2節）
 実データを元にしたXML文書（realistic doc）及び実環境を用いた
場合の初期評価（本章第 4.3節)
の二つについて述べる．この時，XML文書の妥当性検証（validation gram-
mar checking）とXML文書の整形式判定（well-formedness grammar check-
ing）という二つの性質の異なる処理についての特徴を比較する．さらに，
これらの評価実験をデータ分割並列処理（paralell）とパイプライン並列
（pipeline）双方において処理を行うノードの数を増減させつつ行いXML
文書へのストリーミング並列処理の特徴を明らかにする．
また本章にて述べる内容は [49, 50]に対応するものである．
4.2 基本的な特性の評価
XML文書への分散処理の特性を明らかにするために，実験環境とノー
ドの構成を様々に変えて評価を行う．
実験環境
本節にて用いる実験環境は
 T5440 Env（仮想環境）
の 1種類である．この環境にて，
 XML文書の整形式判定（Well-formedness grammar checking）
 XML文書の妥当性検証（Validation grammar checking）
の二種類の処理を行う．また，この時用いるXML文書は合成XML文書
（synthetic doc）である（第 3章 3.2節）．
ノ ドーの配置パターン
本章で用いるノード構成は下記に示す 4種類である．
 Two stages pipeline (図 4.2.1)
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 Two path parallelism (図 4.2.2)
 Four stages pipeline (図 4.2.3)
 Four path parallelism (図 4.2.4)
本章では，これら 4種類のノード構成で，処理効率を評価する．
図 4.2.1: Two Stages Pipeline.
図 4.2.2: Two Path Parallelism.
まず二つの RelayNode(=二つの中間処理ノード )を用いる場合のノー
ド構成（図 4.2.1と図 4.2.2）について述べる．図 4.2.1と図 4.2.2に示すよ
うに StartNodeが後続に二つのRelayNodeを持つ場合，入力されたXML
文書は，最初の 2行（rst two lines），fragment01，fragment02，の三つ
に分割される．この各フラグメントはそれぞれが，ほぼ同一のデータサ
イズとなるように分割される．rst two linesは XML文書におけるメタ
タグと，rootタグを含んでいる行である．
図 4.2.1は二つの RelayNodeを用いた 2段のパイプライン並列処理の
構成である．この時分割された XML文書とその処理に関わる情報は，
StartNodeから二つのRelayNodeを通って，EndNodeまで送られる．その
際に，RelayNode02は fragment02を処理し，RelayNode03は fragment01
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を処理するように割り当てられる．そして，rst two linesへの処理と，二
つのRelayNodeで処理が完了しなかった全てのデータは EndNodeにて処
理が行われ，EndNodeは最終的な処理結果を得る．
図 4.2.2は，二つのRelayNodeを用いた 2経路のデータ分割並列処理の
構成である．この時，rst two linesと fragment01及びこれらに関わる処
理情報は，StartNode-RelayNode02-MergeNodeの経路を，fragment02は
StartNode-RelayNode03-MergeNodeの経路を通り EndNodeに送られる．
その際に，RelayNode02は fragment01を処理し，RelayNode03は frag-
ment02を処理するように割り当てられる．そしてパイプライン並列処理
の例と同じように，rst two linesへの処理と，二つのRelayNodeで処理
が完了しなかった全てのデータは EndNodeにて処理が行われ，EndNode
は最終的な処理結果を得る．
図 4.2.3: Four Stages Pipeline.
図 4.2.4: Four Path Parallelism.
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図 4.2.3と図 4.2.4に示す四つの RelayNode(=四つの中間処理ノード )
を用いる場合のノード構成では，StartNodeは四つの後続 RelayNodeを
持つ．この時StartNodeに入力されたXML文書は，最初の 2行（rst two
lines），fragment01，fragment02，fragment03，fragment04，の五つに分
割される．
図 4.2.3は四つのRelayNodeを用いた 4段のパイプライン並列処理の構
成である．この時分割されたXML文書は，StartNodeから四つのRelayN-
odeを通って，EndNodeまで送られる．その際に，RelayNode02は frag-
ment04を処理し，RelayNode03は fragment03を処理し，RelayNode04は
fragment02を処理し，RelayNode05は fragment01を処理するように割り
当てられる．そして，rst two linesへの処理と，四つのRelayNodeで処理
が完了しなかった全てのデータは EndNodeにて処理が行われ，EndNode
は最終的な処理結果を得る．
図4.2.4は，四つのRelayNodeを用いた4経路のデータ分割並列処理の構
成である．この時，rst two linesと fragment01はStartNode-RelayNode02-
MergeNodeの経路を，fragment02は StartNode-RelayNode03-MergeNode
の経路を，fragment03は StartNode-RelayNode04-MergeNodeの経路を，
fragment04はStartNode-RelayNode05-MergeNodeの経路を通りEndNode
に送られる．その際に，RelayNode02は fragment01を処理し，RelayN-
ode03は fragment02を処理し，RelayNode04は fragment03を処理し，Re-
layNode05は fragment04を処理するように割り当てられる．そしてパイ
プライン並列処理の例と同じように，rst two linesへの処理と，四つの
RelayNodeで処理が完了しなかった全てのデータは EndNodeにて処理が
行われ，EndNodeは最終的な処理結果を得る．
XMLストリーミング処理の基本的な特性
7種類の合成XML文書（synthetic doc）についてT5440 Envを実験環
境としてXML文書への並列ストリーミングデータ処理を行った結果を示
す．これらのグラフはぞれぞれ
 図 4.2.5と図 4.2.6は Job Execution Timeを，
 図 4.2.7と図 4.2.8は System Active Timeを，
 図 4.2.9と図 4.2.10は System Processing Timeを，
 図 4.2.11と図 4.2.12は Parallelism Eciency Ratio
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を示す．これらは XML文書への処理を 22回行った値の平均を取ってい
る．それぞれのグラフにおいて，横軸はノード構成とXML文書へ行った
文法チェック処理の種類を表す．横軸で用いられている各表記は下記を意
味する．
 PIP wel :Pipeline and Well-formedness grammar checking
 PAR wel :Parallel and Well-formedness grammar checking
 PIP val :Pipeline and Validation grammar checking
 PAR val :Parallel and Validation grammar checking
図 4.2.5と図 4.2.6に示す Job Execution Timeにおいて，全ての合成
XML 文書（synthetic doc）についてパイプライン並列処理（PIP wel，
PIP val）よりもデータ分割並列処理（PAR wel，PAR val)の方が早く
処理が終了していることがわかる．さらに処理ノ ドーが増えた場合の，処
理時間の減少についても，パイプライン並列処理よりもデータ分割並列
処理の方が大きな効果が出ていることがわかる．データ分割並列処理に
おいては，StartNodeは分割したXML文書のそれぞれを同時に読み込み，
後続の RelayNodeに送信し，各RelayNodeはこの分割された XML文書
を受信する．同様に，MergeNodeの持つReceive/SendThreadもそれぞれ
のRelayNodeから分割されたXML文書とそれに関わるデータを受信し，
順番通りに並べ替えるシリアライズ処理を行った後EndNodeに送る．図
4.2.7と図 4.2.8に示す System Active Timeの減少にも見られる通り，こ
れらのノードのスレッドの動作は同時に進むため，データ分割並列処理
はパイプライン並列処理よりも短い時間で処理を進めることができると
いえる．
図 4.2.7と図 4.2.8の System Active Timeによると，XML文書のタグ
のネスト構造が深くなればなるほど，より多くの処理時間を必要とするこ
とがわかる．これは，各RelayNodeにおいて自身に割り当てられたXML
文書の部分において，スタックに積んだものの対応を取ることのできな
いタグが増加し，それらが無駄な処理となってしまうためである．そし
て，この完了することができなかった処理は，最終的に EndNodeで行わ
れるため，同時に EndNodeの処理時間も増加することとなる．これらの
無駄となってしまう処理を，XML文書の構造や文法チェックのルールの
事前解析を用いたXML文書の効率的な分割によって解消することが期待
できる．また，System Active Timeでは，データ分割並列処理の方がパ
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図 4.2.5: Job Execution Time (Two RelayNodes).
図 4.2.6: Job Execution Time (Four RelayNodes).
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図 4.2.7: System Active Time (Two RelayNodes).
図 4.2.8: System Active Time (Four RelayNodes).
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図 4.2.9: System Processing Time (Two RelayNodes).
図 4.2.10: System Processing Time (Four RelayNodes).
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図 4.2.11: Parallelism Eciency Ratio (Two RelayNodes).
図 4.2.12: Parallelism Eciency Ratio (Four RelayNodes).
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イプライン並列処理よりも処理ノードの数の影響を強く受けていること
がわかる．加えて，パイプライン並列処理において，タスクの構成によ
らず System Active Timeは似た特徴を示す．
図 4.2.13と図 4.2.14は，合成XML文書（synthetic doc）のうち，doc01
を処理した場合のNode Active Timeの詳細である．これらのグラフの中
では，SNは StartNodeを，RNはRelayNodeを，MNはMergeNodeを，
ENは EndNodeを意味している．図 4.2.13はRelayNodeを二つ用いた場
合の図 4.2.14は RelayNodeを四つ用いた場合の Node Active Timeを示
している．これらの図によると，Node Active Timeはパイプライン並列
処理の場合よりも，データ分割並列処理の場合の方が小さくなることが
分かる．
図 4.2.13: Node Active Time for Processing doc01 (Two RelayNodes).
図 4.2.9と図 4.2.10に示す，System Processing Timeにおいては，わず
かにデータ分割並列のほうが良いが，パイプライン並列処理とデータ分
割並列処理がそれぞれ近い値を示している．これにより，先に示した Job
Execution Timeと System Active Timeにおける，パイプライン並列処
理とデータ分割並列処理における時間の差は，XML文書への処理ではな
く，データの送受信などに原因があることが分かる．加えて，XML文書
の整形式判定の方が XML文書の妥当性の検証よりも早く終了している
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図 4.2.14: Node Active Time for Processing doc01 (Four RelayNodes).
が，これは予想された結果である．またここで示したXML文書の処理に
要する時間は，XML文書の分割とその処理割り当てを効率的に行うこと
ができるかどうかに強く依存している．
測定したParallelism Eciency Ratioの結果を図 4.2.11及び図 4.2.12に
示す．図 4.2.11及び図 4.2.12より，データ分割並列処理の方がパイプライ
ン並列処理よりも効率的に処理できていることが分かる．これは，デー
タ分割並列処理においては，複数のスレッドが，個々に分割されたXML
文書の処理を同時に行うことができるからである．
図 4.2.15と図 4.2.16に，二つまたは四つの RelayNodeを用いて合成
XML文書（synthetic doc）のうち doc01を処理した場合のNode Thread
Working Timeの詳細を示す．これらのグラフより，XML文書の妥当性検
証の方が整形式判定よりもより多くの時間を必要とすることやパイプライ
ン並列処理では各ノードでの処理により多くの時間が必要な事が分かる．
さらに，パイプライン並列処理（PIP）とデータ分割並列処理（PAR）
とを比較すると，パイプライン並列処理では各ノードでの処理により多
くの時間が必要な事が分かる．そのため，XML文書へのストリーミング
並列処理において，パイプライン並列処理はデータ分割並列処理よりも
非効率であると言える．この傾向は，ここで示していない他の合成XML
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図 4.2.15: Node Thread Working Time for Processing doc01 (Two Re-
layNodes).
図 4.2.16: Node Thread Working Time for Processing doc01 (Four Re-
layNodes).
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文書（synthetic doc）においても同様であった．最後に，ここまでの結果
を表 4.2.1にまとめる．
表 4.2.1: Distributed XML Processing Characterization Summary.
Two RelayNodes Four RelayNodes Number of RelayNodes
Pipeline Parallel Pipeline Parallel Pipeline Parallel
Job
execution
time
Parallel is better
No
change
Reduces
System
active time
Parallel is better
Similar
to two
RN
Smaller
than
two RN
No
eect
System
processing
time
Parallel is better Reduces
Parallelism
eciency
ratio
Parallel is
slightly
better
Parallel is better
Slightly
better
Better
4.3 実データ・実環境での初期評価
本節では，前4.2節において行った仮想環境で合成XML文書（synthetic
doc）を用いた実験に加えて実環境で実データに基づくXML文書（realistic
doc）を用いた場合の初期評価を行う．
本節にて用いる実験環境は
 X4640 Env（仮想環境）
 PC Env（実環境）
の二種類である．これらの環境にて，
 XML文書の整形式判定（Well-formedness grammar checking）及び，
 XML文書の妥当性検証（Validation grammar checking）
50
の二種類の処理を行う．さらに，
 合成XML文書（synthetic doc）
 実データに基づくXML文書（realistic doc）
の二種類の XML文書を用いた実験を行い，前節との比較を行う．
評価:実データ・実環境での初期評価
本項では，前節の実験に加えて実データに基づくXML文書を用いた評
価と，性能の異なる実験環境（仮想環境：X4640 Env，実環境：PC Env）を
用いた場合の初期評価を行う．図 4.3.17はPC Envにて二つのRelayNode
を用いて合成 XML文書（synthetic doc）を処理した場合の Job Execu-
tion Timeを示している．図 4.3.17と図 4.2.5を比較すると，T5440 Env
は PC Envの約 10倍の時間を示している．詳細な検証を行ったところ，
この差は CPUの性能（クロック数）によるものであり，この検証におい
ても PC Envと T5440 Envではやはり約 10倍の性能差があった．
図 4.3.17: Job Execution Time of Processing Synthetic Documents (2
RelayNode in PC Env).
これとは対照的に，図 4.3.18に示す X4640 Envと PC Envで二つの
RelayNodeを用いて，実データに基づくXML文書（realistic doc）を処理
した場合のJob Execution Timeは，X4640 EnvとPC Envとでそれぞれ近
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図 4.3.18: Job Execution Time of Processing Realistic Documents
(PC Env and X4640 Env).
い値を示していた．System Processing Timeや System Node Active Time
などの他のインジケータでも同様の傾向を示していた．これらは，実環境
と仮想環境におけるXML文書へのストリーミングデータ処理においてそ
の差異が小さいことを表している．加えて，実データに基づくXML文書
（realistic doc）のうち stock docがもっとも高い値を示しているが，これは
stock docが最も多くのタグを有しているためである．すべての実験におい
て，Job Execution Time，System Active Time，System Processing Tiem
は，処理すべきタグの数に比例して増加していく．kernel docは stock doc
よりも大きなファイルであるが，処理に要する時間は少ない．これはXML
文書への分散処理の効率が，そのファイルサイズよりも含まれるタグの
数やその構造に影響されることを示している．
4.4 まとめ
本章では，パイプライン並列とデータ分割並列の 2種類のXML文書へ
の分散処理について評価を行った．各ノードにおいて処理を行わない部
分のXML文書についても転送を行う必要がありオーバーヘッドが発生す
るため，概して，パイプライン並列処理はデータ分割並列処理よりも非
効率である．また，両方の処理形態に共通して，XML文書への分散処理
の効率はXML文書の構造とその分割の仕方に影響を受けることがわかっ
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た．そのため，非効率なXML文書の分割は非効率な結果を生じるが，最
適なXML文書の分割とその処理割当今後の研究課題である．加えて，本
論文ではXML文書に対する整形式判定と妥当性の検証の二つの処理を評
価した．一般的に妥当性の検証は整形式判定よりも多くの処理時間を必
要とし，実験においても同様の結果であった．また我々はさらに，仮想
環境と実環境を用いた場合の初期評価も行った．これらは仮想環境・実
環境ともに似た特性を示すことが予想される．これに付いては次章にて
より詳細な評価を行う．
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第5章 より実際的な環境を
想定した特性の評価
5.1 はじめに
XML技術は汎用的な技術であり，互いに異なる環境が当たり前ともい
えるネットワーク上のWebサービス間の連携など様々なシーンで活用さ
れており，大規模なXMLデータ処理のためには効率的な分散処理技術が
期待され研究が進んでいる．また，仮想化技術もまた急速な発達を見せ
ており，資源管理とその利用の効率化・電力使用の低減・サービス運用コ
ストの縮小・耐故障性の向上などに重要な貢献をもたらしている．この
結果，Webサービスを展開するプラットフォームとして，これまでのよ
うな物資資源上でのものだけでなく，仮想化技術を適用した仮想資源上
で展開されるものとの双方が想定されるようになっている．近年，XML
データへの分散処理技術について様々な方法が研究されているが，ネッ
トワークサービスにおける分散 XMLデータ処理について，整形式判定
（well-formedness grammar checking）・妥当性検証（validation grammar
checking）フィルタリングなど，各種Webサービスで共通した XML文
書処理に着目したPASS（Prex Automata SyStem）-Node[1]が提案され
ている．この PASS-Nodeを用いた処理手法では，クライアントからサー
バへ XML文書を送信する際，XML文書をいくつかの処理単位に分割し
て送り，通信経路の途上に配置された PASS-Nodeにて，本来は送信先と
なるサーバで行うべき処理の前処理を行うことで，データの送信先とな
るサーバでの処理負荷の軽減などを実現している．この前処理の形態と
しては，ノードの配置や処理の割り当てなどの状況に応じてパイプライ
ン並列またはデータ分割並列を組み合わせた方法が選択可能である．
本章では前章となる第 4章（ [49, 50]の内容）にて初期評価を行った
 実環境及び仮想環境を用いた場合の特性の比較
 合成XML文書及び実データに基づくXML文書を用いた場合の特
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性の比較
の二つを組み合わせたより詳細な評価を行ことで，XML文書のストリー
ミング並列処理について，より実際的な環境を想定した特性を明らかに
する．
また本章にて述べる内容は [51]に対応するものである．
5.2 実験環境
本章にて用いる実験環境は
 X4640 Env（仮想環境）
 PC Env（実環境）
の 2種類である．これらの環境にて，
 XML文書の整形式判定（Well-formedness grammar checking）及び，
 XML文書の妥当性検証（Validation grammar checking）
の 2種類の処理を行う．また，この時用いるXML文書は
 合成XML文書（synthetic doc）
 実データに基づくXML文書（realistic doc）
である．これらの特徴の比較を前章と同様に，データ分割並列またはパ
イプライン並列，処理ノード数の増減，2種類の文法チェック（整形式判
定または妥当性の検証），を変更し評価を行う．
5.3 ノ ドーの配置パターン
本章のX4640 Envと PC Envにおけるノード配置のパターンを下記に
示す．これらの構成は前章とほぼ同一である．
二つのRelayNode(=二つの中間処理ノ ドー )を用いる場合のノ ドー構成
（図 5.3.1と図 5.3.2）では StartNodeが後続に二つのRelayNodeを持つ場
合，入力されたXML文書は，最初の 2行（rst two lines），fragment01，
fragment02，の三つに分割される．この各フラグメントはそれぞれが，ほ
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ぼ同一のデータサイズとなるように分割される．rst two linesはXML文
書におけるメタタグと，rootタグを含んでいる行である．図 5.3.1は二つ
のRelayNodeを用いた 2段のパイプライン並列処理の構成である．この時
分割されたXML文書とその処理に関わる情報は，StartNodeから二つの
RelayNodeを通って，EndNodeまで送られる．その際に，RelayNode02は
fragment02を処理し，RelayNode03は fragment01を処理するように割り
当てられる．そして，rst two linesへの処理と，二つのRelayNodeで処理
が完了しなかった全てのデータは EndNodeにて処理が行われ，EndNode
は最終的な処理結果を得る．
図 5.3.2は，二つの RelayNodeを用いた 2経路のデータ分割並列処理
の構成である．この時，rst two linesと fragment01，これらに関わる処
理情報は，StartNode-RelayNode01-MergeNodeの経路を，fragment02は
StartNode-RelayNode02-MergeNodeの経路を通り EndNodeに送られる．
その際に，RelayNode01は fragment01を処理し，RelayNode02は frag-
ment02を処理するように割り当てられる．そして前例と同じように，rst
two linesへの処理と，二つのRelayNodeで処理が完了しなかった全ての
データは EndNodeにて処理が行われ，EndNodeは最終的な処理結果を
得る．
StartNode
node01
EndNode
node07
RelayNode02
node02
RelayNode03
node03
fragment02 fragment01 first 2 lines
XML Document
fragment01
fragment02
first 2 lines RelayNode02 checks fragment02,
RelayNode03 checks fragment01,
EndNode checks first line, 
second line, and all unchecked tags
図 5.3.1: Two Stages Pipeline.
StartNode
node01
EndNode
node07
RelayNode02
node02
RelayNode03
node03
fragment01
fragment02
first 2 lines
MergeNode
node06
XML Document
fragment01
fragment02
first 2 lines RelayNode02 checks fragment01,
RelayNode03 checks fragment02,
EndNode checks first line, 
second line and all unchecked tags
2core
図 5.3.2: Two Path Parallelism.
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また，我々は前章と同様に RelayNodeを二つから四つに増やした 4経
路のデータ分割並列処理についても評価を行った．この時，XML文書は
先頭の 2行と残り四つの fragmentの計 5つに分解され，各RelayNodeに
て処理が試みられる．
5.4 実環境と仮想環境の特性の比較
7種類の合成XML文書（synthetic doc）と 3種類の実データに基づく
XML文書（realistic doc）について PC Envと X4640 Envを実験環境と
して XML文書へのストリーミングデータ処理を行った．グラフはそれ
ぞれ，
 図 5.4.3と図 5.4.4は synthetic docに対する，図 5.4.5と図 5.4.6は
realistic docに対する Job Execution Timeを，
 図 5.4.7と図 5.4.8は synthetic docに対する，図 5.4.9と図 5.4.10は
realistic docに対する System Active Timeを，
 図 5.4.11と図 5.4.12は synthetic docに対する，図 5.4.13と図 5.4.14
は realistic docに対する System Processing Timeを，
 図 5.4.15と図 5.4.16は synthetic docに対する，図 5.4.17と図 5.4.18
は realistic docに対する Parallelism Eciency Ratio
を示す．これらの結果はXML文書への処理を 22回行った値の平均を取っ
ている．それぞれのグラフにおいて，横軸はノード構成と XML文書へ
行った文法チェック処理の種類を表す．
図 5.4.3と図 5.4.4，5.4.5と図 5.4.6に示す Job Execution Timeにおい
て，データ分割並列処理はパイプライン並列処理よりも良い結果を示し
ている．これは，パイプライン並列処理においては，処理を行わないデー
タの中継も行うため，それがオーバヘッドになっているためである．加え
て，データ分割並列処理では RelayNodeが増加した分性能は向上するが，
パイプライン並列処理ではこの利点は小さくなる．さらにパイプライン
並列処理において，RelayNodeの増加による Job Execution Timeへの影
響は，実データに基づくXML文書（ファイルサイズの大きなXML文書）
の方が合成XML文書（ファイルサイズの小さなXML文書）よりも強く
出ている．そのため，パイプライン並列処理において大きなXML文書を
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処理する際には，多くの RelayNodeを利用するほうが有利といえる．ま
た realistic docにおいて，stock docは kernel docに比べてファイルサイ
ズは小さいが，XML文書中のタグの数は多い（表 3.2.5）．kernel docへ
の処理を行った場合の Job Execution Timeは，stock docへの処理を行っ
た場合よりも小さくなる．そのため，Job Execution Timeは XML文書
のファイルサイズよりも，含まれるタグの数の影響を強く受けることが
わかる．この傾向は，System Active Timeや System Processing Timeに
おいても同様であった．
図 5.4.7と図 5.4.8，図 5.4.9と図 5.4.10に示す System Active Timeにお
いては，パイプライン並列処理よりもデータ分割並列処理の方が良い結果
を示している．また合成XML文書（synthetic doc）も実データに基づく
XML文書（realistic doc）も両方において，RelayNodeの数を増加させる
と，System Active Timeは減少する傾向がある．加えて，合成XML文書
において XML文書のタグの構造が深くなればなるほど，System Active
Timeは大きくなっている．これはそれぞれの RelayNodeに処理を割り
当てられた XML文書中のタグについて，その処理を単一の RelayNode
において完結することができなくなる事象が多くなるからである．さら
に，これらの完了できなかった処理は EndNodeにおいて成されるため，
EndNodeの処理時間も大きくなる．このような非効率な処理を，例えば
XML文書の構造や文法チェックのルールなどを事前に参照することで効
率的な処理の分割とその割当が可能になる．加えて，パイプライン並列よ
りもデータ分割並列処理の方が RelayNodeの数の影響を受けやすく，タ
スクそれぞれの構成によらず System Node Active Timeは似た傾向を示
していた．
図 5.4.11と図 5.4.12，図 5.4.13と図 5.4.14に示す System Processing
Timeにおいては，両方のタイプの XML文書で，パイプライン並列と
データ分割並列ともに近い値を示していた．このことより，前述の Job
Execution Timeと System Processing Timeでパイプライン並列での時
間がデータ分割並列での時間よりも多くかかっていた原因が，タグに対
する処理の時間ではなく各ノードでのデータの送受信に存在することが
わかる．一般的に，System Processing Timeは処理を行うRelayNodeの
数が増加した場合には減少する．しかし，XML文書の構造とその分割方
法によっては合成XML文書（synthetic doc）のうちの doc06のように，
RelayNodeの数が少ないほうが良い場合もある．
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図 5.4.15と図 5.4.16，図 5.4.17と図 5.4.18に示すParallelism Eciency
Ratioにおいては，データ分割並列処理がパイプライン並列処理よりも効
率的であるという結果が見て取れる．これは，データ分割並列処理におい
ては，複数のスレッドが分割されたXML文書に対して同時並列に処理を
行うことが要因となっている．さらに，合成XML文書（synthetic doc）の
方が実データに基づくXML文書（realstic doc）よりも処理効率が高いこ
とがわかる．加えて，合成XML文書（synthetic doc）においてはデータ
分割並列処理に四つの RelayNodeを使用するほうが，二つの RelayNode
を使用する場合よりも効率が良いことがわかる．一方 realistic docでは
データ分割並列処理もパイプライン並列処理も四つの RelayNodeを使用
する方が，二つの RelayNodeを使用する場合よりも効率が良い．最後に
ここまで述べた特徴を表 5.4.1にまとめる．
表 5.4.1: Summary of Experimental Results.
Synthetic docs (smaller docs) Realistic docs (larger docs)
PAR vs
PIP
number
of RNs
PAR vs
PIP
number
of RNs
Job
execution
time
PAR is
better
4 RN is
better
in PAR
PAR is
better
4 RN is
better
in both
PIP and
PAR
System
active time
System
processing
time
No
dierence
4 RN is
better
No
dierence
4 RN is
betterParallelism
eciency
ratio
PAR is
better
4 RN is
better
in PAR
PAR is
better
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図 5.4.3: Job Execution Time (Synthetic Docs; 2RN).
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図 5.4.4: Job Execution Time (Synthetic Docs; 4RN).
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図 5.4.5: Job Execution Time (Realistic Docs; 2RN).
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図 5.4.6: Job Execution Time (Realistic Docs; 4RN).
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図 5.4.7: System Active Time (Synthetic Docs; 2RN).
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図 5.4.8: System Active Time (Synthetic Docs; 4RN).
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図 5.4.9: System Active Time (Realistic Docs; 2RN).
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図 5.4.10: System Active Time (Realistic Docs; 4RN).
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図 5.4.11: System Processing Time (Synthetic Docs; 2RN).
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図 5.4.12: System Processing Time (Synthetic Docs; 4RN).
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図 5.4.13: System Processing Time (Realistic Docs; 2RN).
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図 5.4.14: System Processing Time (Realistic Docs; 4RN).
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図 5.4.15: Parallelism Eciency Ratio(Synthetic Docs; 2RN).
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図 5.4.16: Parallelism Eciency Ratio(Synthetic Docs; 4RN).
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図 5.4.17: Parallelism Eciency Ratio(Realistic Docs; 2RN).
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図 5.4.18: Parallelism Eciency Ratio(Realistic Docs; 4RN).
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5.5 まとめ
本章では，
 実環境及び仮想環境を用いた場合の特性の比較
 合成XML文書及び実データに基づくXML文書を用いた場合の特
性の比較
の二つの評価を行った．その結果，前章と同様に，データ分割並列処理は
基本的にパイプライン並列処理の方が有利であるという点など，多くの
性質が実環境と仮想環境で同一であることがわかった．また大きなXML
文書（realistic doc）と小さな XML文書（synthetic doc）の比較におい
ては，パイプライン並列処理においても大きなXML文書（realistic doc）
の場合は，処理ノードを増やした場合に良い影響が出ること，加えて，小
さな XML文書（合成 XML文書：synthetic doc）の方が，大きな XML
文書（実データに基づくXML文書：realistic doc）よりも効率的に処理
できていることが分かった．
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第6章 処理ノ ドーにおける
バッファ性能の改善
6.1 はじめに
計算機の高性能化・低価格化や安価で高品質のネットワーク環境の普及
により，今日ではネットワークを介した計算機の利用は当たり前のものと
なっており社会基盤の必要不可欠な構成要素の一つとなっている．このよ
うな状況下で，我々は，通信を行う計算機の間に複数の経路が存在し，そ
の通信経路上にデータ転送を行う複数の計算機が配置される状況を前提
とし，これら中継計算機においてデータの転送を行うとともにそのデー
タに対して何らかの有益な処理を行うことで，ネットワーク自体に付加
的な機能を持たせるようなネットワークアプリケーションの開発と評価
を行っている．また，XML文書は，異なる環境・異なるアプリケーショ
ン間であっても影響を受けない汎用的なデータ構造であり，今日ではネッ
トワーク通信や様々なデータの保存形式やWebサービスにおけるインタ
フェースとして幅広く利用されている．このため，XML文書に対する処
理を行う機会が増えており，XML文書を効率的に処理するための研究が
盛んに行われている [52, 53, 54, 55]．この内，PASS（Prex Automata
SyStem）-Node[1]は，ネットワークアプリケーションでの分散XMLデー
タ処理に着目し，整形式判定（well-formedness grammar checking）・妥
当性検証（validation grammar checking）・フィルタリングの処理機能を
データ転送途中の中継ノードへオフロードすることで，サーバでの処理
負荷の軽減などを図っている．
評価アプリケーションは PASS-Nodeを参考に実装されており，XML
文書をネットワークを通じて送信元の計算機から送信先の計算機へ転送
する際，送信先の計算機で受け取ったXML文書に対して処理を行う状況
を想定している．この時，中継計算機でXML文書に対する前処理を行う
機能を持たせることで，ネットワーク自体にデータ転送以外の高度な共
通機能を付加し，従来送信先の計算機で行ってきた処理をネットワーク
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にオフロードすることが可能となる．そして，この種の様々なネットワー
クアプリケーションで必要となる共通機能をネットワークが提供するこ
とにより，複数のサービスの連携やネットワーク上のデータの健全性を
保つことが容易となる．現在の評価アプリケーションではXML文書の整
形式検査と文法検査の 2種類のXML文書のチェック機能を実装しており，
中間ノードでの前処理を行いながら，終着点となるノードではXML文書
全体にわたって検査済みの最終的な結果を得ることができ，処理負荷を
軽減することができる．また，これらの処理は中継ノードの配置に応じ
てパイプライン並列またはデータ分割並列で行う．
我々は，XML文書に対する分散処理を例として取り上げ，ストリーミ
ングデータへの並列分散処理の特徴・課題・利点などを明らかにするこ
とを目指している．このため今までストリーミング通信でやり取りされ
るXML文書に対して，通信中継ノードで処理を行う評価アプリケーショ
ンを実装し，XMLへのストリーミングデータ処理に関する様々な評価を
行ってきた [48, 47, 49, 50, 51]．
本章ではこれらから得た知見と結果の分析を元に中継ノード及び送信
先の計算機に配置されるノードにて使用される，転送データを一時的に
保管するためのバッファについて分析を進めた．その結果，本システム
に合わせた改善の余地が見られたため改良を試みた結果について述べる．
本章で述べる改良提案は 2段階に分けられる．1段階目の改良では，本ア
プリケーションで使用するバッファに求められる特徴を分析し，LinkedList
をベースにわずかな改良を施すことで，これまで最も性能の良かったAr-
rayListによるバッファよりも高性能なバッファを実装することができた．
さらに 2段階目の改良では，パフォーマンスを減じること無くマルチス
レッドからの同時アクセスに対応させた．この改良の結果として，システ
ムの性能が以前よりも改善されるとともに，これまでノード内では，単
体の処理スレッドで行っていた XML文書に対する文法チェック処理を，
複数のCPUコアを用いて単一ノード内で同時に行う手法により，性能を
損なわないまま実現できることとなった．
また本章にて述べる内容は [56]に対応するものである．
6.2 バッファ性能改善のための提案手法
各 RelayNode，EndNode及び MergeNodeは，ネットワーク間のデー
タの受信・処理・送信のために使用する，データ格納用のバッファ（第
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2章，図 2.3.2中の Shared Buer）を有している．[47]ではこのバッファ
として，Java言語の標準クラスライブラリに含まれる ArrayList（AL）
と LinkedList(LL)を用いた比較を行い，XML文書への処理を行うノー
ド (RelayNodeと EndNode)で使用するバッファとしてはALの方が適し，
MergeNodeについては LLが適するという結果を得た．一般にALは要素
の検索・取得は高速だが追加・削除は遅く，LLは要素の追加・削除は高
速だが検索・取得は遅い．事実，分析を進めた結果，ALを用いた場合，
バッファアクセスに要する時間の多くはバッファからの要素の削除処理
であることが判明している．ALの要素の削除処理の時間を減らすことが
できればバッファアクセスに要する時間を低減することができるが，こ
れは ALを用いる限り困難である．
6.2.1 共有バッファの機能要件
評価アプリケーションの処理ノードのバッファでは，下記の四つの要
件を満たすことが求められる．
 要件 1:先頭から順に要素を取り出す
 要件 2:末尾に要素を追加する
 要件 3:現在処理中の要素を管理・取得が可能である
 要件 4:複数スレッドで効率よく並行アクセス可能である
要件 1と 2は FIFOで要素を取り扱うことであり，評価アプリケーション
において各ノードにおけるReceiveThreadと SendThreadによるバッファ
への要素の追加/削除処理のためのものである．要件 3は処理ノードにお
いて，TagCheckThreadによるXML文書へのストリーミング処理を行う
ためのインデックス管理であり，XML文書の先頭から順に始まり末尾ま
で一つずつ順にアクセスされていく．この時，第 2章でも述べた通り，こ
のインデックスとスタックとを組み合わせることで，XML文書のチェッ
ク処理を行う．要件 4は評価アプリケーションにおいては複数のスレッ
ドが同時にバッファを利用するが，その並行性と排他制御に関すること
である．例えば，処理スレッドがある要素の処理を継続中である場合は，
SendThreadがその要素をバッファから削除して，後続ノードに送らない
ようにする必要がある．この時，第 2章の図 2.3.2に示す，RelayNodeを
例として発生するロックは，
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図 6.2.1: Node Buer Component(AL; C-LL; F-LL).
 ReceiveThreadによる要素の追加時の書き込みロック
 SendThreadによる要素の削除時の書き込みロック
 TagCheckThreadによる要素の参照時の読み込みロック
の 3種類に分けることができる．
前述のALと LLでは，ALは要件 2（ただし，バッファサイズの拡張が
行われない場合に限定）と 3に優れるが要件 1で劣り，LLは要件 1と 2
に優れるが要件 3において劣っているといえる．さらに両者とも，要素の
取得時には読み込みロック，追加時/削除時には書き込みロックをかける
などのロック制御を行うが，バッファ全体へのアクセスをロックするグ
ローバルロックとなってしまうため効率よく要件 4を満たすことができ
ない．またこの時，両者とも 3の現在処理中の要素の管理には各要素のイ
ンデックス番号を利用している．そのため LLにおいては要素の取得に時
間がかかるとともに，両者とも要素の削除時にインデックス番号をデク
リメントする必要があり，このための同期も行う．一方，同じく Java言
語の標準クラスライブラリに含まれる ConcurrentLinkedQueueでは [57]
のアルゴリズムを用いて効率よく要件 1・2・4を満たすことができる．し
かし，キュー構造であるのため任意のインデックスの要素を取得するこ
とことができず，要件 3を満たすことができないという問題がある．
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6.2.2 バッファの改良
以上までを元に，LLを元にした下記の二段階のバッファの改良を行う
ことでバッファアクセスのボトルネックの解消を試みた．
Coarse-LinkedList（C-LL）は，LLをベースに，PASS-Node向けの機
能に特化したチューニングを施しつつ新規に実装した単方向連結リ
ストである．現在処理中の要素を示す参照インデックス（ポインタ）
を適切に管理・使用する（図 6.2.1の index）という改良を施すこと
で，XML文書に対する処理を行う際に必要な，要素の取得に費や
す時間を削減している．このインデックスの管理のために必要な記
憶領域の大きさは 1オブジェクト分のポインタだけで済むため，リ
ストの長さに比して大きくなることはない．また ALと C-LLに対
して複数のスレッドが同時にアクセスする際には，先の ALや LL
の場合と同様にバッファ全体をロックして，スレッド間の衝突を回
避している．加えて LLではバッファ内の要素数を管理するための
グローバル変数が存在するが，本評価アプリケーションにおいては，
要素数を取得する必要が無いためこのグローバル変数を除いている．
これにより要素の追加・削除時に，グローバル変数を操作するため
の同期処理も削減している．
Fine-LinkedList（F-LL）は，C-LLをベースに要素単位の細粒度ロッ
クを実装し，
 要素の追加時には末尾要素とその直前の要素への書き込みロ
ック
 要素の削除時には先頭要素とその直後の要素への書き込みロ
ック
 要素の取得時にはその直前・直後の要素への読み込みロック
のみを適切な粒度で行うことで，要素へのアクセスが競合する場合
を除いてバッファアクセスを同時並列に進められるように改良した．
ただし，C-LLと比べてロック操作のための時間が必要となる．
6.3 実験環境
本章にて用いる実験環境は
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 X4640 Env（仮想環境）
である．この環境にて，
 XML文書の整形式判定（Well-formedness grammar checking）
 XML文書の妥当性検証（Validation grammar checking）
の二種類の処理を行う．また，この時用いるXML文書は
 合成XML文書（synthetic doc）
 実データに基づくXML文書（realistic doc）
である．また，タスクのノード割当は前章の 5.2節と同様である．この環
境において，各処理ノードで用いるバッファを変更しつつ比較・評価を
行う．
6.4 評価:バッファ性能改善のための提案手法
この節では，実験結果とその評価について述べる．
6.4.1 ArrayList vs. Coarse-LinkedList
バッファとしてAL及び C-LLを用いて，synthetic docに対してXML文
書の整形式判定（Well-formedness grammar checking）を行った時の Job
Execution Timeを図 6.4.2に，System Buer Access Timeを図 6.4.3に示
す．さらにこの中から，doc07の Node Buer Access Timeを図 6.4.4に
示す．
ジョブの実行時間（図6.4.2）はALよりもC-LLの方が短く，バッファア
クセスに要する時間（図6.4.3）についてもC-LLの方が短い．Node Buer
Access Time（図 6.4.4）においても，ALよりも C-LLの方が短く良好な
結果を示している．よって C-LLは，LLに二つのポインタを付け加えた
簡単な改良を行ったものであるが，ALのように要素の削除処理に長時間
を要さず，LLのように並列分散処理を含めて，全体的な性能の良さを併
せ持つ．
これらの傾向は他の全ての結果でも同様であった．今回実装したC-LL
は簡単な改良ではあるが，PASS-Nodeにおける各ノードで使用するバッ
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ファとして ALより効率的であるといえる．つまり [47]では，LLと AL
の比較を行い，ALの方が有効であるという結果を得ていたが，C-LLは
更に効率的である．
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図 6.4.2: Job Execution Time（AL & C-LL; syn.; Well.）
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図 6.4.3: System Buer Access Time（AL & C-LL; syn.; Well.）
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6.4.2 Coarse-LinkedList vs. Fine-LinkedList
バッファとして，C-LLまたは F-LLを用い，realistic docに対して，妥
当性の検証（Validation grammar checking）を施した時の Job Execution
Timeを図 6.4.5に，System Active Timeを図 6.4.6に，System Buer
Access Timeを図 6.4.7に示す．さらにこの中から，kernel docの Node
Buer Access Timeを図 6.4.8に示し，Node Thread Working Timeを図
6.4.9に示す．
C-LLまたは F-LLをバッファとして用いた場合の，ジョブの実行時間
（図 6.4.5）と System Active Time（図 6.4.6）には大きな差は見られない．
しかし，System Buer Access Time（図 6.4.7）に関しては，C-LLよりも
F-LLの方が大きな値を示す．さらにNode Buer Access Time（図 6.4.8）
からも，F-LLは C-LLに比べて，バッファアクセスに多くの時間を要す
ることが分かる．これは，F-LLはバッファにアクセスする際により多く
のロックを管理する必要があるためである．一方，Node Thread Working
Time（図 6.4.9）については C-LLと F-LLであまり差が無いため，バッ
ファアクセス以外の評価指標の示す値はほとんど変化がないことが分かる．
例えば二つの RelayNodeを用いて kernel docを処理する場合，図 6.4.5，
図 6.4.8，図 6.4.9，によると，Node Thread Working Timeの合計はC-LL
で 5,957msec，F-LLで 5,976msecである．Node Buer Access Timeの合
78
計 (=図 6.4.7と同じ値になる)は，C-LLで 360msec，F-LLで 607msecで
あるが，それでも Job Execution Timeは，C-LLで 2,276msec，F-LLで
2,297msec となり，ほとんど差が無い．
以上の結果より，F-LLはロックコストにより C-LLよりもバッファア
クセスに多くの時間を要するが，処理に要する時間は C-LLと同等である
ことがわかる．そのため，F-LLではロックのコストが必要なものの，細
粒度ロックによる並列動作性により，各スレッドが同時に稼働すること
で，同等の性能を示していることが分かる．
また，今回の処理ノードでのスレッド数は受信・処理・送信の三つであ
る．スレッド数が少ないときは，C-LLでも十分なパフォーマンスが得ら
れるが，単一ノード内で一つのXML文書に対して，複数スレッドを用い
て部分毎に並列処理を行う場合は，F-LLの利用による効率化が期待でき
る．ただし，スレッドが増えた場合は F-LLにおいてもバッファアクセス
の競合が起こる機会が増加するため，処理の割り当て方法について検討
する必要があるといえる．
なお，本例証アプリケーションにおいて，実計算機または仮想計算機
を用いた場合に，大きな違いがないことが確かめられているため [51]，本
実験結果は実環境においても仮想環境においても有効である．
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6.5 まとめ
本章では，ストリーミングデータに対する並列分散処理手法に関連し
て，XML文書を取り挙げ，ネットワーク上でやり取りされるストリーミ
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ングデータへの並列分散処理の効率化のため，ノードにてデータを保管
するバッファの改良を試みた．
評価アプリケーションにおける，ストリーミングデータ処理の性質を
分析し，これまで使用してきたバッファを改良し，簡単な実装ながらよ
り効率的なバッファを実装した．さらに，これまでは同時には単一の処
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理スレッドにしか対応していなかったバッファをさらに改良し，複数の
スレッドからの同時アクセスに，パフォーマンスを損ねることなく対応
させた．これにより今後，一つのノード内で複数スレッドを用いた単一
XML文書への並列処理を行うことが可能となった．また，この成果は評
価アプリケーションにおけるXML文書に対する文法チェックと同様の性
質を持つ別の処理を行う場合にも応用が期待できる．以上により，我々
は，ノード内共有バッファの改良により経路上のノードで行うストリー
ミングデータ処理の効率化を実現した．
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第7章 関連研究
本章では，本研究の関連研究について述べる．
本研究で取り組むネットワーク上での処理機能の提供の類似研究とし
て，現在のネットワークにて提供されるような処理機能を紹介する．動
画像の変換を行うトランスコーディング [3, 4]は，動画像の解像度やコー
デックなどをユーザに配信する途中で変換する技術である．コンテンツ
配信で用いられるキャッシュ[4, 5, 6]は，ユーザがサーバよりコンテンツ
をダウンロードする状況において，事前にサーバに格納したコンテンツ
のコピーをネットワーク中のキャッシュサーバに配置しておき，ユーザは
一番近いキャッシュサーバからコンテンツを得るというものである．この
ような例は，動画像の変換や蓄積・配信機能をネットワークが有する例
といえる．他にも，センサネットワークを対象としたセンシングデータ
の集約 [7, 8, 9]や，転送データの圧縮と伸長 [10]等の例が既存研究や技術
として存在する．
昨今，様々な局面で XML文書に対する処理を行う機会が増えており，
XML文書を効率的に処理することは重要な課題となっており，このため
に様々な研究が行われている．
[52]は，シングルスレッドを対象とし，XML文書を一旦，より高速に
処理できる形式へ変換することで，XML文書の構文解析を高速化する手
法を提案している．また，[55]では，データサイズの大きなXML文書の
処理のための並列分散処理ライブラリが提案されている．この研究では決
定性有限オートマトン（Deterministic Finite Automata:DFA）で表され
る処理を，DFA+非決定性有限オートマトン（Non-Deterministic Finite
Automata:NFA）に分解し，これらを用いて投機的な同時並列実行を行っ
ている．
さらに，[53]では，XML文書の構文解析を同時並行に行うために，マ
ルチスレッドで動作するパーサーのパフォーマンスとそのオーバヘッド
についての議論を行っている．[54]では，XML文書を複数のスレッドを
用いて，同時並列に処理する際に，work stealingと呼ばれる方法でロー
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ドバランシングを図っている．[58]も，マルチコア環境においてXML文
書を同時並列に処理する研究であり，処理開始前にXML文書を事前解析
し，XML文書の構造の情報を生成し，処理の分割やマージに利用してい
る．これらは単一ノードでの処理ではあるが，今後，提案手法における
処理性能・効率の向上に応用することが期待できる．
また本研究では，XML文書に対する整形式検査と文法検査という基本
的な機能を実装し評価を行った．このXML文書への処理はその他にも様々
なものが存在している．[59]はパソコン向けに構成された HTMLコンテ
ンツを，プロキシを通じて一旦XML形式に変換し，eXtensible Stylesheet
Language（XSL）[60]とXML文書の変換処理（XSLT）[61]を利用して，
モバイル機器向けに情報を変換するものである．[62]はセキュリティに関
連して XML文書に対する暗号化・復号化を取り扱った研究である．[62]
では，XSLと XSLTを応用して，本体となる XML文書に暗号化・復号
化用の XSL文書を組み合わせて，XML技術を軸にセキュアなデータ交
換を提案している．評価アプリケーションではXML文書に対する新たな
処理を追加できるように，十分な拡張性を持った設計を行っており，こ
れらの成果を適用し，新たな処理機能を付加することも可能である．
次に，ネットワークに対してデータ転送以外の機能を持たせる取組み
について述べる．
Active Network[11] は，ネットワークの経路上に存在するルータにて
処理を行うものである．これらは基本的に専用のネットワークアプライ
アンスを用意し，i)事前に処理内容を記述したプログラムを配置する，ii)
パケット自体にプログラムを内蔵する，という 2種類の方法でルータに
て行う処理機能を定義する．前者の，事前に処理プログラムをルータに
配置する方式では，より高機能な処理を定義できる．後者のパケット自
体に処理を記述する場合では，処理内容はペイロードに内蔵できる比較
的単純な処理内容に限られるが，その分高速な処理が可能であり，エッジ
ノード付近など高速処理が必要な部位での処理に向くという特徴がある．
本研究での処理内容の記述は，前者の事前にプログラムを配置する形態
に近いが，配置するのは，個々のパケットに対して処理を行うプログラ
ムではなく，ストリーミングデータ処理を行うタスクとなる．また本研
究では，処理速度では劣るものの，よりアプリケーションに近いレイヤ
での処理を行うことで，アプリケーションを直接サポートすることを重
視している．また VNode[12]では，このような任意の処理の割当を，仮
想化技術を用いることで実現しており，より柔軟な資源割り当てが可能
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である．このような研究はネットワークに任意の機能を付加するための，
プラットフォームとして位置づけることができる．
同じく，ネットワーク上の計算資源を利用するという点ではグリッド
コンピューティング [18]やクラウドコンピューティング [19]などの技術
がある．これらは，コアネットワークの外の何処かに配置された計算資
源を用いて処理を行うものであり，これらは大規模な処理に対して，ス
ケールすることで適応し，この種の処理では，本研究よりも優位に立つ
と思われる．また，中継ノードを利用する利用という点では，グリッド
コンピューティングやクラウドコンピューティングでは，自身の管理外
である中継ネットワークの情報を知ることは難しく，それらの情報を処
理に活かすことはできない．
さらにストリームプロセッシング [20]は，本研究と同様，様々なデー
タ形式を対象に，ストリーミングデータ処理を行い，種々のWebサービ
スへの適用を行っている研究である．ストリームプロセッシングでは，ク
ラウド環境においてデータをストレージに格納することを回避し，メモ
リ上に配置したデータに逐次的に処理を施すことで，処理速度を上げる
ことを狙っている．本研究では，このようなストリーミングデータ処理
を，中継ノードで行うことで，ネットワークに機能を付加した高機能ネッ
トワークを実現することを目指す．またこれらをタスクスケジューリン
グの課題として捉えている．
[63]では，本研究よりも下位のレイヤを対象とし，中継ノードにパケッ
トの圧縮・伸張機能を実装し，パケットが中継ノード内のバッファで待
機する待機時間と，空きリソースを用いながら処理を行い，ネットワー
ク品質の改善を行っている．
また [64]は，OpenTag[65]というパケットごとに IDを振りフロー単位
で，経路制御などを行う技術を元にクラウド環境上のプラットフォーム
を利用する際，アイソレーションを提供している．これらと評価アプリ
ケーションを連携させることで，我々の主眼であるタスクスケジューリ
ングと切り分けて，プログラマブルなネットワーク上でのフロー制御等
を盛り込むことが期待できる．
このように，ネットワーク接続された計算資源を用いた処理とネット
ワークの制御技術について様々な研究が行われている．本研究では，高
機能ネットワークの実現を目指し，特に中継ノードでの処理を対象とし
たストリーミング並列処理に着目し，汎用性と他のデータ形式への応用
が期待可能なXML文書を題材とした．様々な技術を状況に応じて使い分
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け，適材適所で利用することが重要だといえる．このようなことを実現
するスケジューリング手法を通じて，将来のインターネット環境におけ
る資源利用の効率化を図る事が可能である．
さらに我々は過去に，本アプリケーションを用いたXML文書に対する
ストリーミングデータ処理に関するいくつかの評価を行っている．[49, 50]
では，パイプライン並列とデータ分割並列，処理を行うXML文書の特
徴，処理ノード数の増減，処理内容が異なる場合の差の評価を行い，概
してデータ分割並列がパイプライン並列よりも優れていること，XML文
書の構造によって効率的な処理の分割の仕方が異なること等を明らかに
した．[47]では，各ノードで使用するバッファの性能について評価した．
さらに [51]では，実環境と仮想環境の性質の違いを評価し，両者で明確
な性質の違いがなく仮想環境で得た知見を実環境に応用できることを確
かめた．
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第8章 単体の処理ノ ドーのみ/
複数の処理ノ ドーでの
ストリーミング並列処理
の比較
本研究にて採り上げた，中継ノードで処理を行う並列ストリーミング
処理においては，データの分割と割当処理，データ転送，データのバッ
ファへの格納と取り出しなどに伴うオーバーヘッドが発生する．特にデー
タ転送やバッファアクセスが関わる部分のオーバーヘッドは，すべての
処理ノードで生じるため，中間処理ノードの増加とともに積み重なって
いく．このオーバヘッドにより，複数台の処理ノードを用いた並列スト
リーミング処理を行う場合は，送信元から宛先へデータを送り，宛先の
計算機単体でのみでストリーミング処理を行う場合に比べて非効率とな
り，より多くの時間が必要であった．本章ではこれまで本論文で述べた
成果を元に，
 最も効率的だと思われる構成で，複数台の中継ノードを用いた並列
ストリーミング処理を行う場合，および，
 単体の処理ノードのみを用いたストリーミング処理を行う場合
を比較し，中継ノ ドーを用いた並列ストリーミング処理手法における，処
理性能と処理時間に関する議論と処理のオフロードの確認を行う．この
比較実験を通して，データ量が多く，その処理が重い場合は，複数台の
処理ノードを用いた並列ストリーミング処理を行う場合の方が効率的と
なるケースがあることがわかった．この評価結果により，高機能ネット
ワークの実現において，処理性能における利点を考慮した，より効率的
なタスクスケジューリング手法の検討への見通しを得ることができた．
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8.1 実験条件及び結果と評価
まず，実験環境とその際の条件について下記に述べる．
 実験環境は，仮想環境であるX4640 Env（第 3章 3.1節）
 実験に用いる XML文書は，合成 XML文書（synthetic doc）と実
データに基づくXML文書（realistic doc）の両方
 XML文書への処理は，XML文書への整形式判定と妥当性の検証の
両方
 先の第 6章で述べた，改良型のバッファである F-LLを用いる
さらに，この実験においてノードの配置パターンは，
noRN StartNodeと EndNodeを RelayNodeを介さず直接つなぎ，全て
の処理を EndNodeに割り当てる（図 8.1.1）
StartNode
node01
EndNode
node07
XML
Document
The single EndNode checks 
whole of the XML document
図 8.1.1: Single Processing Instance.
2RN StartNodeと EndNodeの間に二つの RelayNodeを配置する
（第 5章，図 5.3.1と図 5.3.2に示したノード構成と同一）
4RN StartNodeと EndNodeの間に四つの RelayNodeを配置する
（第 5章にて述べたノード構成と同一）
の 3種類である．この 3種類のノ ドー配置パターンについて，上述の実験環
境及び実験条件に基づいて，それぞれのジョブの実行時間（Job Execution
Time）の比較を行う．また，2RNと 4RNではこれまでの述べた実験と同
様に，パイプライン並列処理（PIP）またはデータ分割並列処理（PAR）
の処理形態をとる．これらの実験結果を図 8.1.2 と図 8.1.3に示す．
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図 8.1.2: Job Execution Time (Synthetic Docs: noRN; 2RN; 4RN).
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図 8.1.3: Job Execution Time (Realistic Docs: noRN; 2RN; 4RN).
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図 8.1.2 と図 8.1.3によると，多くの例で，単一ノードでのみ処理を行
うnoRNの実験結果が最速であることがわかる．これは，中継ノ ドーで処
理を行う場合には，データ転送とデータ分割等により，オーバーヘッドが
余分に発生することが原因である．しかし，図 8.1.3の stock docの処理
で，noRNよりも 4RNでデータ分割並列処理を行った方が短い処理時間で
処理が終わっているケースがある（図中右側，それぞれ stock docについ
て，val-noRNの場合で 4,393msec，val-4RN-PARの場合で 4,151msec）．
これは本実験条件の中で，最も処理量（タグの数）が多く，処理が重い
（妥当性の検証）場合である．このため，本研究が対象とする中継ノード
を利用した並列ストリーミング処理においては，処理量が多く，さらに
その処理が重い場合，前述のオーバーヘッドを加味してなお，単体の処
理ノードで集中して処理を行う場合よりも，複数台の中間処理ノードを
用いて処理を行った場合のほうが，より高速に処理できることが見て取
れる．
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図 8.1.4: Node Thread Working Time (Stock doc: val.: noRN
;4RN PAR).
さらに図 8.1.4は，この時の詳細なNode Thread Working Timeである．
図 8.1.4は，それぞれのノードで，
 XML文書の読み込み (total reading time)，
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 分割されたXML文書と処理結果の送信（sending time，total send-
ing time），
 分割された XML文書と処理結果の受信（receiving time，total re-
ceiving time），
 文法チェック処理（processing time）
に要した時間を示す．図 8.1.4によると，複数の処理ノードを用いて処理
を行う場合，EndNodeの処理時間は，単一ノードでのみ処理を行う場合
（noRN）のそれと比べて減少することが見て取れる（XML文書の処理の
みに要した時間（図 8.1.4中の processing time）はそれぞれ，noRN valの
場合 2,851msec，4RN PAR valの場合 488msec）．減少した分の処理は，
それぞれのRelayNode（RN02{05）に分散され，EndNodeにて行われる
のは，各RelayNodeで処理を完了することができなかった処理のみとな
る．このことより，本来送信先となる計算機で行われるべき処理が，ネッ
トワーク中に配置される中継ノードにオフロードされ，最終的な処理時
間が短縮できていることが確認できた．
これらの知見は，ネットワークに機能をもたせるという本研究方針に
おいて，処理時間におけるアドバンテージを得ることにつながる．今後
この実験結果も活用しつつ，入力データサイズ，処理内容，などを考慮
し，どのような構成で中継ノードでの処理を行うのかを判断するより効
率的なタスクスケジューリング手法の検討を進める．
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第9章 おわりに
本章では，XML文書への並列ストリーミング処理について，本論文の
各章の実験・評価によって得た知見を整理し，まとめ及び今後の展望を
示す．
9.1 本論文で得た知見のまとめ
本論文では，中継ノードにて並列ストリーミング処理を行う例として
PASS-Nodeの実装を行い，XML文書へのストリーミング処理に関して
の様々な性質の調査と，ストリーミング処理アプリケーションにおいて
必須となる，中継ノードにてデータを蓄積するためのバッファの機能要
件をまとめ，その改良を行った．本節ではこれらについて本論文で得，各
章で述べた知見をまとめる．
まず，本論文において得られたXML文書への並列ストリーミング処理
についての知見をまとめる（第 4章・5章）．
1. 同じ条件であればパイプライン並列処理よりもデータ分割並列処理
の方が処理時間が短い．ジョブの実行時間には，XML文書自体へ
の処理時間とネットワークを通じた XML文書の転送に要した時間
とが含まれる．この内，XML文書自体への処理に要した時間はパ
イプライン並列・データ分割並列の差は小さい．そのためこの特性
は，両者の差はデータ転送の時間に大きく起因するといえ，パイプ
ライン並列では，処理対象ではない分割データについても，データ
の転送処理を行う必要があるが，データ分割並列処理の方ではその
必要が無いという点が強く影響している
2. 本論文では，整形式判定と妥当性の検証という 2種類の XML文書
の文法チェク処理を比較した．全体を通して妥当性の検証の方が整
形式判定よりも多くの時間を要した．これは，妥当性の検証は整形
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式判定に加えてタグの出現順序などを比較するという処理を含むた
めである
3. 本論文では，特徴の異なるXML文書として，7種類の合成XML文
書（ファイルサイズ：小）と 3種類の実データに基づくXML文書
（ファイルサイズ：大）への処理を比較した
(a) ジョブの実行時間は，合成XML文書よりも実データに基づく
XML文書のほうが大きく，そのため，XML文書の処理時間は
ファイルサイズに比例する傾向がある
(b) 7種類の合成XML文書は，ほぼ同一のファイルサイズであり
含まれるタグの数も同一であるが，そのデータ構造が異なる．
XML文書内のタグのネストが深いほど処理に必要な時間は大
きくなる傾向がある．これはある処理ノ ドーで各タグへの文法
チェック処理を完了するためには，同一処理ノード内で対応す
るタグも同時に処理する必要があるが，それを完了できない場
合が増加するためである
(c) 実データに基づくXML文書においては，異なるファイルサイ
ズ，異なるタグの数，異なるタグの性質にて比較を行った．こ
れらから，ある程度近いファイルサイズであれば，XML文書
の処理時間はファイルサイズよりもたタグの数の影響が強いこ
とがわかった．さらに，通常のタグのセットと空タグとでは，
空タグの方が処理時間を必要としないことがわかる
4. 本論文では，XML文書への並列ストリーミング処理に際して使用
する処理ノードの数を増減させて比較を行った
(a) パイプライン並列処理とデータ分割並列処理では，パイプライ
ン並列処理においては処理ノードの数が増えても全体の処理
時間が小さくなりにくい．一方，データ分割並列処理において
は，処理ノードが増えた場合には全体の処理時間は小さくなる
傾向がある．これは，パイプライン並列処理においては，すべ
ての処理ノ ドーにおいて処理を行わないデータの転送のオーバ
ヘッドが発生するが，データ分割並列処理の場合にはそれが発
生しないためである
(b) 特定の構造を持つXML文書に対してデータ分割並列処理を施
す場合，処理ノード数が少ない方が全体の処理時間が小さく
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なることがあった．このことより，XML文書への処理時間は，
XML文書の特徴（ファイルサイズ，タグの数，ファイルの構
造）に加えて処理の分割の仕方とその割り当てにも強く影響を
受けることがわかる
次に，XML文書への並列ストリーミング処理のための，中間処理ノー
ドで必要となるデータ蓄積用のバッファについての知見をまとめる．本論
文では，ArrayList（AL），Coarse-LinkedList（C-LL），Fine-LinkedList
（F-LL）の 3種類のバッファの比較を行った（第 6章）．
1. ALとC-LLでは，C-LLの方がより効率的である．これは特に，AL
においては，バッファからの要素の削除に多くの時間が必要なこと
に起因するものである．C-LLは LinkedListに対して格納要素への
アクセス時のロック管理に関して単純な改良を施したものではある
が，，本論文にて採り上げた XML文書への並列ストリーミング処
理においては，C-LLのようなバッファ構造が適していることがわ
かった
2. C-LLと F-LLにおいてそのパフォーマンスの差は小さいことがわ
かった．
3. バッファアクセスに要した時間については C-LLよりも F-LLの方
がより多くの時間を要していた．このことは，F-LLで実装した細
粒度ロックのための時間に起因する．
4. 以上の 2点より，F-LLはロックコストによりC-LLよりもバッファ
アクセスに多くの時間を要するが，処理に要する時間は C-LLと同
等であることがわかる．そのため，F-LLではロックのコストが必
要なものの，細粒度ロックによる並列動作性により，各スレッドが
同時に稼働することで，同等の性能を示しているといえる
5. また，本論文で採り上げたの処理ノ ドーの持つスレッドは受信スレッ
ド・処理スレッド・送信スレッドの三つである．スレッド数が少ない
ときは，C-LLでも十分なパフォーマンスが得られるが，単一ノー
ド内で一つのXML文書に対して，複数スレッドを用いて部分毎に
並列処理を行う場合は，F-LLの利用による効率化が期待できる．
さらに，第 8にて，中継ノードで処理を行う並列ストリーミング処理
において，処理量が多く処理が重い場合，分散実行によるオーバーヘッ
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ドが生じたとしても，単体の処理ノードで集中して処理を行う時よりも，
複数台の中間処理ノードを用いて処理を行った時の方がより高速に処理
を完了できる場合があることを示した．加えて，単体の処理ノードと複
数の処理ノードで処理を行う場合の，オフロードの確認とその効果を示
し，本来送信先となる計算機で行われてきた処理を，ネットワーク中に
オフロードすることの利点を示した．
これらの知見は今後，中継ノードを用いた並列ストリーミング処理に
ついての，効率的なスケジューリング手法を検討するための重要な情報
として応用が期待できる．
9.2 まとめと今後の展望
従来のネットワークにおけるアプリケーションサービスの提供形態で
は，クライアントとなる計算機より，サーバとなる計算機への処理要求と
データが送られ，サーバにおいて処理を行い何かしらのサービスを提供
していた．このようなサービス形態においては，クライアント数の増加に
比例してサーバでの処理量と負荷も増大する．これに対応する方法の一
つとして，サーバ以外の場所で処理を行うオフロードと呼ばれる負荷分
散手法がある．オフロードにより，サーバとなるの計算機での処理負荷が
軽減され，その分より多くのクライアントからの要求に応答できるよう
になり，サービスとしてのスループットが向上し，ユーザに対しても同様
にスループット等のサービスの向上を見込める．小尿な処理形態の中で，
XML文書のネットワーク上での中間処理のモデルとして，PASS-Node[1]
が提案されている．PASS-Nodeは，送信元の計算機（クライアント）か
ら送信先の計算機（サーバ）へ，XML文書を送り，送信先の計算機にて
XML文書への処理を施す場合において，送信先となる計算機における
XML文書への文法チェック処理の一部または全てを，ネットワーク中に
配置されるにオフロードする．このような処理のオフロードにより送信
先の計算機の処理負荷が軽減され，最悪の処理時間の低減とサービスを
利用するユーザに対してスループット等のサービスの向上，送信先の計
算機がサービスにとってより本質的な処理へ専念可能となるといった利
点を得ることができる．ただし，最悪の処理時間については改善される
一方，中継ノードでの処理時間とオフロードによるオーバヘッドが生じ，
最良の処理時間は増加する．そこで合わせて並列処理手法を採用するこ
とで，最良処理時間の低減を図る．これまで，PASS-Nodeに関する研究
96
おいては，XML文書に対する処理のオフロードについて，数式を用いた
理論的な証明と試験実装によるオフロードの確認のみが行われている段
階であり，これを実現するための実証実験が不足しておりいくつかの課
題が残されていた
本研究では，この種の並列アプリケーションに求められる機能要件を整
理し，PASS-Nodeを具体的なネットワークアプリケーション（評価アプ
リケーション）として実装した．評価アプリケーションにおいてもPASS-
Nodeと同様に，データの送信先でデータ転送後にまとめて行うべきXML
文書への処理の一部または全てを，データ転送を行う中継ノードにオフ
ロードすることが可能である．その際に並列分散処理技術を適用し，中
継ノードの配置や個数に応じてパイプライン並列処理・データ分割並列
処理の 2種類の処理形態により，中継ノードでの共通処理機能の提供を
行う．我々はこの評価アプリケーションの実装と稼働とをもって，中継
ノードを用いたXML文書に対する並列ストリーミング処理の実現可能性
を実証した．
そして本論文では，この評価アプリケーションを用いた，具体的な実験
と評価を行って，XML文書に対する並列ストリーミング処理の性質を調
査した．まず，XML文書への並列ストリーミング処理についての基本的
な特性を知るために，合成XML文書を用いたデータ分割並列処理・パイ
プライン並列処理についての実験を行った．この結果として，データ分
割並列処理の方がパイプライン並列処理よりも高効率であること，XML
文書への処理時間は XML文書の構造と分割の仕方の影響を強く受ける
ことなどを示した．加えて，より実際的な環境を想定した状況での実験
を行った．ここでは実環境と仮想環境を用いた場合の性質の変化の検証
と，実データを元にした XML文書を用いた評価を行い，XML文書への
並列ストリーミング処理について，実環境と仮想環境では似た性質を持
つことや，XML文書への処理時間はデータサイズと構造だけでなくタグ
の数と種類の影響を強く受けることを示した．これにより，本評価アプ
リケーションにおける成果は実環境・仮想環境どちらにも適用できるこ
ととなった．これらの成果により，XML文書へのストリーミングデータ
処理の様々な性質が明らかにされた．これらの知見は今後，同数の中間
処理ノードを利用できる場合には，パイプライン並列処理よりもデータ
分割並列の構成を取るなどの，並列ストリーミング処理のための，スケ
ジューリング手法の検討に資する重要な材料となる．
さらに，評価アプリケーションにおけるストリーミングデータ処理の
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性質を分析し，中継ノードにおけるストリーミングデータ処理時に，各
ノードでデータを一時格納するのに使用するバッファに関して，その機
能要求を洗い出し改良を行った．改良型のバッファはシンプルなデータ
構造ではあるが，これまで使用してきたものよりも，効率的なものとし
て実装することができた．さらなる改良により，これまでは同時には単
一の処理スレッドにしか対応していなかったバッファを，複数のスレッ
ドからの同時アクセスに，パフォーマンスを損ねることなく対応させた．
この成果により今後，ある単一のノード内で，単一XML文書への複数ス
レッドを用いた並列処理を効率的に行うことが可能となった．この成果
は本研究におけるXML文書に対する文法チェックと，同様に，処理前後
でデータの順番が変化しないという性質を持つような，別の処理を行う
場合にも応用が期待できる．以上により，我々は，ノード内共有バッファ
の改良により経路上のノードで行うストリーミングデータ処理の効率化
を実現した．
また，XML文書は高い汎用性を持つデータ形式であり，様々な場面で
広く利用されているが，同時に，構造を持つデータのため本質的に並列
処理に向かないデータ構造である．そのため，並列処理の難しいXML文
書を用いて得た知見は今後，より難易度の易しい，他のデータ形式を対
象とした処理について，本研究にて採り上げたような，データを送信元
の計算機から送信先の計算機に送り，送信先の計算機にて処理を施すよ
うなアプリケーションへの応用が期待できる．
加えて，これまでの実験結果を元に，最も効率的だと思われる構成に
て行った並列ストリーミング処理と，並列処理を適用せず単一のノード
のみで処理を行った場合の比較を行った．これまでは，中継ノードにおけ
る並列ストリーミング処理には，データ転送や処理分割などのオーバー
ヘッドが含まれるため，単一ノードでの処理よりも多くの実行時間を必
要としていた．しかし，処理データのサイズが大きく，処理が重く，多数
のノードでのデータ分割並列処理を行う場合に，分散化によるオーバヘッ
ドを加味してなお，単一ノードでのみ処理する場合よりも，オフロード
による処理の高速化が可能となる場合があることがわかった．さらにこ
こでは，オフロード時と非オフロード時のそれぞれのノードの処理負荷
を計測し，オフロードによる処理負荷の軽減・分散について具体的な効
果を示した．
近年，ネットワークアプリケーションの重要性が増しており，現在，単
なるデータを送るだけとも言えるライフラインとしてのネットワークに
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対して，ネットワーク自体が高度な処理機能を持つことが期待されるよう
になっている．このようなネットワークは高機能ネットワークと呼ばれ，
我々は，種々のアプリケーションの連携のサポートや効率的な資源利用，
ネットワーク自体の付加価値の向上につながると考えている．高機能ネッ
トワークにおいては，フィルタリングやデータ変換などの様々な処理機能
の提供が期待される．高機能ネットワークの実現により，ネットワークイ
ンフラを保有する物理回線事業者にとっては，現在単なるライフライン
に留まっているネットワークに付加価値を持たせ，遊休資源を活用した
資源利用の最適化による新たな利益を得る機会が生まれる．我々が今回
実装・評価を行った，中継ノードを用いたXML文書への並列ストリーミ
ング処理を行う評価アプリケーションは，このような高機能ネットワー
クの一例といえ，高機能ネットワークの実現可能性を示すものである．
最後に今後の展望について述べる．今後，複数の処理スレッドを用い
た単一XML文書への並列処理についての評価を行う予定である．この評
価においては，本論文では優位点の小さかった複数スレッドでの同時ア
クセスに適応させた改良型のバッファの特徴を活かすことが可能である．
さらに，現在の評価アプリケーションでは，単一XML文書への処理のみ
を対象としているが，複数のXML文書を同時に処理する場合に有効なス
ケジューリング手法の考察を検討している．加えて，XML文書への文法
チェック以外の異なった性質を持つ他の有用な機能（e.g. フィルタリン
グ，XSLやXSLTを用いたフォーマット変換）の評価などを通じて，並列
ストリーミング処理の特徴をさらに明らかにしていく．我々は将来の目
標とする高機能ネットワークにおいては，XML文書だけでなく他のデー
タ形式に対しても中継ノードで処理を行う [63]などの環境も視野に入れ
ている．この種の環境では，多数のWebサーバ，モバイル機器，ネット
ワークアプリケーションなどが，中継ノードでストリーミングデータ処
理を行う機能を持ったネットワークによって相互に接続される．この際に
処理されるデータは XML文書以外にも様々なデータ形式が対象となり，
処理対象となるデータも膨大となることが予想される．最終的には，こ
れら異なる処理要求を持つ多様・多量のデータを，様々な特徴を持つ計
算資源を適材適所で利用し，高機能ネットワークにおける効率的なスケ
ジューリング手法の検討を目指す．
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から博士後期進学後にまで渡って公私両面で多くのご助言を賜りました．
最後に，これまで寛容さを持って暖かく見守ってくれた両親並びに弟・
妹，祖母らの家族に対して感謝の言葉を送りたく存じます．
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