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Let the orthogonal multiplicity of a monic polynomial g over a field F be the number
of polynomials f over F, coprime to g and of degree less than that of g, such that all the
partial quotients of the continued fraction expansion of f/g are of degree 1. Poly-
nomials with positive orthogonal multiplicity arise in stream cipher theory, part of
cryptography, as the minimal polynomials of the initial segments of sequences which
have perfect linear complexity profiles. This paper focuses on polynomials which have
odd orthogonal multiplicity; such polynomials are characterized and a lower bound
on their orthogonal multiplicity is given. A special case of a conjecture on rational
functions over the finite field of two elements with partial quotients of degree 1 or 2 in
their continued fraction expansion is also proved. ( 1998 Academic Press1. INTRODUCTION
If f and g are polynomials over an arbitrary field F with gcd ( f , g)"1 and
deg g51, then the rational function f/g has a unique continued fraction
expansion
a
0
#1/(a
1
#1/(a
2
#2#1/a
m
)),
where a
i
3F[x] for 04i4m and deg a
i
51 for 14i4m. We write the
above continued fraction as [a
0
; a
1
, a
2
,2 , am] and define
K A
f
gB" max14i4m deg ai.
*The author is an EPSRC CASE student sponsored by the Vodafone Group. He thanks
Simon Blackburn for his help and encouragement during the preparation of this paper.
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454 ALAN G. B. LAUDERFor a monic g3F[x] with deg g"n51, let m(g) be the cardinality of the
set
M
g
"M f/g3F(x) Ddeg f(n, gcd ( f, g)"1, and K ( f/g)"1N.
We call m(g) the orthogonal multiplicity of g, or when there is no possibility of
confusion, simply the multiplicity of g. This appellation is motivated by the
‘‘orthogonal sequences of polynomials’’ studied in classical analysis [11]: one
may show that a monic polynomial has positive orthogonal multiplicity if
and only if it occurs as a term in some ‘‘orthogonal sequence of polynomials’’
[1].
We will be concerned primarily with polynomials over finite fields which
have positive orthogonal multiplicity; they arise in stream cipher theory,
a sub-discipline of cryptography, as the minimal polynomials of the initial
segments of sequences over finite fields with perfect linear complexity profiles.
(The reader is referred to [8] in which Niederreiter establishes a connection
between the linear complexity profiles of sequences and continued fractions
over function fields.) More recently, Blackburn, and Cattell and Muzio, have
applied such polynomials to cellular automata theory [2, 3].
For an arbitrary field F, it is of interest to ask exactly which polynomials
over F have positive orthogonal multiplicity, and what can be said about
their multiplicities. Some results in this direction (and in related areas [7, 9])
have already been established. In [1] Blackburn shows that if F has infinite
order then every polynomial in F[x] has positive multiplicity; and if F
q
denotes the finite field with q elements [4] and g3F
q
[x] with deg g"n, then
g has positive multiplicity provided 1
2
n(n#1)4q. Blackburn conjectures
that if qO2 then every polynomial over F
q
has positive multiplicity. The
situation over F
2
is somewhat different; in particular, there exist polynomials
over F
2
with multiplicity zero. However, Mesirov and Sweet [6] prove that
all non-linear irreducible polynomials over F
2
have multiplicity 2, and one
may further show [1, 6] that if a polynomial g over F
2
has positive multipli-
city then it has multiplicity 2k, where k is the number of distinct non-linear
irreducible factors of g.
In Section 3 of this paper we characterize polynomials which have odd
orthogonal multiplicity and give a lower bound on the multiplicity of such
polynomials. This bound is used in Section 4 to prove that if the characteristic
of F
q
is 2 and qO2, then a polynomial over F
q
has multiplicity q!1 if and
only if it has degree 1; and an alternative characterization to that in Black-
burn’s paper [1] is given in Section 4 of polynomials over F
2
of multiplicity 1.
Section 4 also contains a proof of the following result: if g3F
2
[x] splits into
linear factors then there exists f3F
2
[x] with gcd ( f, g)"1 such that
K( f/g)42. This establishes a special case of a conjecture made by Mesirov
POLYNOMIALS, ORTHOGONAL MULTIPLICITY 455and Sweet [6]. All of these results depend upon lemmas which are contained
in Section 2.
2. PRELIMINARIES
If f/g"[0; a
1
, a
2
,2 , am] where f and g are polynomials over F and
deg g51, then kf/g"[0; k~1a
1
, ka
2
,2, k(~1)m am] for any k3F*. Hence if
f/g3M
g
then k f/g3M
g
for any k3F*, and so the orthogonal multiplicity of
a polynomial over a field F is a multiple of DF*D"DFD!1. Since we are
interested solely in polynomials with odd multiplicity, we shall only be
concerned with finite fields of characteristic 2. Throughout this section F
q
will
be a finite field of characteristic 2 (or more succinctly, char F
q
"2).
2.1. Continued Fractions
Let f/g be a rational function over the field F
q
with gcd ( f, g)"1 and
f/g"[a
0
; a
1
, a
2
,2, am]. Define the polynomials fi and gi for !14i4m by
f
~1
"1, f
0
"a
0
, f
i
"a
i
f
i~1
#f
i~2
, for 14i4m,
g
~1
"0, g
0
"1, g
i
"a
i
g
i~1
#g
i~2
, for 14i4m. (1)
For 04i4m, the polynomials a
i
are called the partial quotients of f/g, and
the rational function f
i
/g
i
is called the ith convergent of f/g. It is easily shown
that f
i
/g
i
"[a
0
; a
1
,2, ai]. One may write the above recurrences conve-
niently for 14i4m as
A
f
i~1
g
i~1
f
i~2
g
i~2
B A
a
i
1
1
0B"A
f
i
g
i
f
i~1
g
i~1
B ,
and so
A
a
0
1
1 0B A
a
1
1
1 0B2A
a
i
1
1 0B"A
f
i
f
i~1
g
i
g
i~1
B . (2)
Following [10], we write
A
f
i
f
i~1
g
i
g
i~1
B% [a0; a1, a2,2, ai],
to indicate the correspondence between continued fractions and matrices of
a particular form.
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ties with great ease. For example, taking the determinant of both sides of (2)
gives us the well-known identity f
i
g
i~1
!g
i
f
i~1
"(!1)i`1, or, as we are
working in characteristic 2, f
i
g
i~1
#g
i
f
i~1
"1. This implies that
gcd ( f
i
, g
i
)"1 and so the convergents are in reduced form.
The following lemma is central to the methods in this paper.
LEMMA 1. ‚et char F
q
"2 and a3F
q
[x]. For 04i4m, let f
i
/g
i
denote the
ith convergent of the continued fraction [0; a
1
, a
2
,2, am]. So fm/gm"
[0;a
1
, a
2
,2 , am]. „hen
(1) g
m~1
/g
m
"[0; a
m
, a
m~1
,2 , a1].
(2) ( f
m
g
m
#1)/g2
m
"[0; a
1
, a
2
,2 , am~1, am#1, am#1, am~1 ,2, a2,a1].
(3) (af
m
g
m
#1)/ag2
m
"[0; a
1
, a
2
,2, am~1, am,a,am, am~1,2 , a2, a1].
The lemma may be deduced from results proved by Niederreiter in [7];
however, we give a simple proof which follows the approach taken by van der
Poorten and Shallit in [10].
Proof. To prove Part (1), take the transpose of each side of (2). Putting
a
0
"0 and post-multiplying each side of the resulting identity by (0
1
1
0
) gives us
A
a
i
1
1 0BA
a
i~1
1
1 0B2A
a
1
1
1 0B"A
g
i
f
i
g
i~1
f
i~1
B . (3)
Setting i"m we get g
m
/g
m~1
"[a
m
; a
m~1
, a
m~2
,2, a1], and so gm~1/gm"
[0; a
m
, a
m~1
,2 , a1].
We prove Part (2) by considering the matrix product
A
0 1
1 0B A
a
1
1
1 0B2A
a
m~1
1
1 0B A
a
m
#1 1
1 0B A
a
m
#1 1
1 0B2A
a
1
1
1 0B
% [0; a
1
, a
2
,2 , am~1, am#1, am#1, am~1,2 , a2, a1].
Multiplying the first m and the last m!1 matrices together using identities
(2) and (3), with i"m!1, gives us
A
f
m~1
f
m~2
g
m~1
g
m~2
B A
a
m
#1 1
1 0B
2
A
g
m~1
f
m~1
g
m~2
f
m~2
B .
We multiply these matrices using the fact that f
m~1
g
m~2
#g
m~1
f
m~2
"1 to
get
A
f
m
g
m
#1 f 2
m
g2
m
f
m
g
m
#1B ,
and so ( f
m
g
m
#1)/g2
m
"[0; a
1
, a
2
,2, am~1, am#1, am#1, am~1,2, a2, a1].
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f
m
g
m~1
#g
m
f
m~1
"1 is used.
A
0 1
1 0B A
a
1
1
1 0B2A
a
m
1
1 0BA
a 1
1 0B A
a
m
1
1 0B2A
a
1
1
1 0B
"A
f
m
f
m~1
g
m
g
m~1
B A
a 1
1 0B A
g
m
f
m
g
m~1
f
m~1
B"A
a f
m
g
m
#1 af 2
m
ag2
m
af
m
g
m
#1B
% [0; a
1
, a
2
,2 , am~1, am , a, am , am~1,2 , a2, a1]. j
Now, to facilitate the exposition, we introduce some new definitions and
notation. Let w"a
1
a
22am be a word over the alphabet Ma3Fq[x] D
deg a51N. We let wl "w and wm "a
m
a
m~12a1 and write [w] to mean
[0;a
1
, a
2
,2 , am]. If wl "wm then we call [w] a symmetric continued fraction.
Define the mapping / on the set of all words by / :a
1
a
2
a
m
>
a
1
a
2
a
m~1
(a
m
#1). Since char F
q
"2, the map / is an involution.
Let g be a monic polynomial and suppose that [w]3M
g
, so each letter in
the word w is a polynomial of degree 1. It is easily seen, by considering the
recurrence relations (1) that generate the convergents of [w], that m"deg g.
The following observation will be of use in the proof of Theorem 4.
Observation. If [w]3M
g
is a symmetric continued fraction and deg g is
even then w"vl vm for some word v, and if deg g is odd then w"vl a vm for some
word v and polynomial a of degree 1.
We restate the results in Lemma 1 which are of greatest relevance to us in
the following way.
LEMMA 2. ‚et F
q
be a finite field of characteristic 2.
(1) If g is a monic polynomial and [wl ]3M
g
, then [wm ]3M
g
.
(2) (i) If g is a monic polynomial and [wl wm ]3M
g
, then g"h2 for some
monic polynomial h and [/ (w)
&&"
]3M
h
.
(ii) If h is a monic polynomial, [wl ]3M
h
and g"h2, then
[/ (w)
&&"
/ (w)
Q&&
]3M
g
.
(3) (i) If g is a monic polynomial and [wl a wm ]3M
g
with a"kb, b a monic
polynomial of degree 1, and k3F*
q
, then g"bh2 for some monic polynomial
h and [wl ]3M
h
.
(ii) If h is a monic polynomial, [wl ]3M
h
, and g"bh2 where b is a monic
polynomial of degree 1, then [wl a wm ]3M
g
for any a"kb where k3F*
q
.
Proof. The lemma is essentially a rewording of the special case of Lemma
1 in which all the partial quotients a
i
(14i4m) of f/g and the polynomial
a are of degree 1. We prove Part (3); the other parts are proved in a similar
way.
458 ALAN G. B. LAUDER(3) (i) Let [wl a wm ]3M
g
where a"kb with b a monic polynomial of
degree 1 and k3F*
q
. Then there exists f3F
q
[x] with f/g"[wl a wm ]. If we write
w"a
1
a
2
a
m
where deg a
i
"1 (14i4m), and let r
m
/s
m
denote the mth
convergent of the continued fraction [w], then by Lemma 1, Part (3),
(ar
m
s
m
#1)/as2
m
"[wl a wm ]. Hence (ar
m
s
m
#1)/as2
m
"f/g. Let as2
m
"lbh2
where h is monic and l3F*
q
. Then l~1(ar
m
s
m
#1)/bh2"f/g with
gcd(l~1(ar
m
s
m
#1),bh2)"gcd(ar
m
s
m
#1, as2
m
)"1. Since gcd( f, g)"1 and
both bh2 and g are monic, we have that g"bh2. Finally, [wl ]3M
h
since
Jkl~1r
m
/h"[wl ] and each letter in the word w is a polynomial of degree 1.
(3) (ii) Let [wl ]3M
h
where h is monic, and let g"bh2 where b is monic
of degree 1. Let a"kb for some k3F*
q
. If we write w"a
1
a
2
a
m
where
deg a
i
"1 (14i4m), and let r
m
/s
m
denote the mth convergent of the con-
tinued fraction [wl ], then by Lemma 1, Part (3), (ar
m
s
m
#1)/as2
m
"[wl a wm ].
Now s
m
"lh for some l3F*
q
, and so as2
m
"kl2bh2. Thus k~1l~2(ar
m
s
m#1)/bh2"(ar
m
s
m
#1)/as2
m
and, moreover, gcd (k~1l~2 (ar
m
s
m
#1), bh2)"
gcd (ar
m
s
m
#1, as2
m
)"1. Since g"bh2 and all the letters in the word
wl a wm are polynomials of degree 1, we have that [wl a wm ]3M
g
. j
2.2. Folded Polynomials
We define the set of all folded polynomials in F
q
[x] recursively as follows.
(1) If r is a monic polynomial of degree 1 then r is folded.
(2) If r is folded then r2 and ar2 are folded, where a is a monic poly-
nomial of degree 1.
The motivation for this definition comes from [10] in which a class of
continued fractions dubbed ‘‘folded continued fractions’’ is studied by van der
Poorten and Shallit; the denominators of certain types of ‘‘folded continued
fractions’’ are folded polynomials, as we define them.
It is easily seen that folded polynomials are monic and split into linear
factors. In fact, it is a simple matter to classify which polynomials of this form
are folded. (We write n"(a
0
a
1
a
2
)
2
to indicate that n"+ i50ai2i where
a
i
"0 or 1 for i50.)
PROPOSITION 3. ‚et g3F
q
[x], char F
q
"2, with g"am1
1
am2
2
amk
k
where a
j
is monic of degree 1 and m
j
"(aj
0
aj
1
aj
2
)
2
for 14j4k. „hen g is folded if and
only if aj1
i
aj2
i
"0 for all 14j
1
Oj
2
4k and i50.
Proof. For the sake of clarity we only consider the case q"2; the general
case is proved in an analogous fashion.
Let g be a folded polynomial over F
2
. Then g splits into linear factors and
we may write g"xm1(x#1)m2 where m
1
"(a
0
a
1
a
2
)
2
and
m
2
"(b
0
b
1
b
2
)
2
. If deg g"1 then a
i
b
i
"0 for i50. Let deg g’1. Ob-
serve that since g is folded at most one of m
1
and m
2
can be odd. Firstly,
suppose that m
1
and m
2
are even, so a
0
"b
0
"0. Then g"h2 where
POLYNOMIALS, ORTHOGONAL MULTIPLICITY 459h"xl1 (x#1) l2 is a folded polynomial with l
1
"(a
1
a
2
)
2
and
l
2
"(b
1
b
2
)
2
. We may assume by induction that a
i
b
i
"0 for i51. Hence
a
i
b
i
"0 for i50. Suppose now that m
1
is odd and m
2
is even, so a
0
"1 and
b
0
"0. Then g"xh2 where h"xl1(x#1)l2 is a folded polynomial with
l
1
"(a
1
a
2
)
2
and l
2
"(b
1
b
2
)
2
. Once again, we may assume by induction
that a
i
b
i
"0 for i51. So a
i
b
i
"0 for i50, as required. The remaining case,
m
0
even and m
1
odd, follows in the same way.
Conversely, let a
i
b
i
"0 for i50. If deg g"1 then g is folded. Let
deg g’1. We have that a
0
b
0
"0 and so there are three possibilities for the
pair a
0
,b
0
: either a
0
"b
0
"0; a
0
"1 and b
0
"0; or a
0
"0 and b
0
"1. If
a
0
"b
0
"0 then g"h2 for some polynomial h. Now h"xl1 (x#1)l2 where
l
1
"(a
1
a
2
)
2
and l
2
"(b
1
b
2
)
2
. Since a
i
b
i
"0 for i51 we may assume
by induction that h is folded. Hence g is folded. The remaining two cases are
proved in a similar way. j
3. THEOREMS
Our main theorem reveals the intimate connection between polynomials
with certain orthogonal multiplicities and the folded polynomials we have
described.
THEOREM 4. ‚et F
q
be a finite field of characteristic 2 and let g be a monic
polynomial over F
q
. „hen g has odd orthogonal multiplicity if and only if g is
folded.
Proof. Let g be a monic polynomial. We first prove that if g has odd
multiplicity then g is folded. To be more precise, we show that if g has odd
multiplicity and deg g’1 then g"ah2 were a"1 or a is monic of degree 1,
and where h is monic and has odd multiplicity. The result then follows by
induction from the fact that all monic polynomials of degree 1 are folded.
Let g have odd multiplicity with deg g’1. Let h denote the map that acts
on the set Mr/s3F
q
(x) Ddeg r(deg sN and sends the continued fraction [wl ] to
the continued fraction [wm ]. Then the set M
g
is invariant under h by Lemma 2,
Part (1), and h is an involution. Since DM
g
D is odd, there must exist an element
of M
g
which is fixed by h. The involution h fixes a continued fraction if and
only if it is symmetric. So there exists a symmetric continued fraction [v] in
M
g
. There are two cases to consider.
Firstly, suppose that deg g is odd. Then by the observation preceding
Lemma 2, v"wl a wm for some word w and polynomial a of degree 1, and we
have that [wl a wm ]3M
g
. Let a"kb where k3F*
q
and b is monic. Then by
Lemma 2, Part 3 (i), g"bh2 where h is monic and [wl ]3M
h
. We need to show
that h has odd multiplicity. Suppose then that m(h) is even. Let ”"
M[wl c wm ] D[wl ]3M
h
, c"lb, l3F*
q
N. Since every continued fraction in ” is
460 ALAN G. B. LAUDERsymmetric, ” is invariant under the involution h, and by Lemma 2, Part 3 (ii),
we have that ”-M
g
. Hence M
g
!” is invariant under h. Now
D”D"(q!1) DM
h
D"(q!1)m(h), an even number. Therefore DM
g
!”D is odd,
and so there must be a symmetric continued fraction [ul d um ] in M
g
!” where
u is a word and d is a polynomial of degree 1. Now [ul ]3M
r
for some unique
monic r, and d"le where e is monic and l3F*
q
. By Lemma 2, Part 3 (i),
g"er2, and so er2"bh2. If eOb then e would occur as a factor an odd
number of times on the left-hand side of this equation and an even number of
times on the right-hand side. Therefore e"b and so r"h, since char F
q
"2.
But then [ul ]3M
h
, and so [ul d um ]3”. This is a contradiction and so m(h)
must be odd.
Suppose now that deg g is even. Then by our previous observation, v"wl wm
for some word w, and so [wl wm ]3M
g
. Let h be the unique monic polynomial
such that [/ (w)
&&"
]3M
h
. Then by Lemma 2, Part 2(i), we have that g"h2. We
argue by contradiction to prove that m(h) is odd. Suppose m(h) is even. Let
”"M[/ (w)&&" / (w)Q&&] D[wl ]3M
h
N. Then by Lemma 2, Part 2(ii), ”-M
g
and we
further have that M
g
!” is invariant under the involution h. Now D”D"DM
h
D
is even and so DM
g
!” D is odd, and there must be a symmetric continued
fraction, [ul um ] say, in M
g
!”. Letting r be the unique monic polynomial such
that [/ (u)
&&"
]3M
r
, we find by Lemma 2, Part 2(ii) that r2"g"h2, and so
r"h, as charF
q
"2. Hence [/ (u)&&"]3M
h
and so, since / is an involution,
[ul um ]3”, which is a contradiction. Therefore m(h) is odd.
We now show by induction on deg g that if g is a folded polynomial then
the multiplicity of g is odd. Let g be a folded polynomial. If deg g"1 then
K(k/g)"1 for all k3F*
q
and so g has multiplicity q!1. Let deg g’1. We
must consider two cases.
Firstly, suppose deg g is odd. Then g"bh2 where h is folded and b is monic
of degree 1. We may assume by induction that m(h) is odd. We argue by
contradiction to prove that m(g) is odd. Suppose that m(g) is even. Let
”"M[wl c wm ] D[wl ]3M
h
, c"lb, l3F*
q
N. Then ”-M
g
by Lemma 2, Part 3(ii),
and M
g
!” is invariant under the involution h. Now D”D"
(q!1) DM
h
D"(q!1)m(h), an odd number, and so DM
g
!”D is also odd.
Therefore M
g
!” contains a symmetric continued fraction [ul d um ] where u is
a word and d is a polynomial of degree 1. If we let r be the unique monic
polynomial such that [ul ]3M
r
, and let d"le where e is monic and l3F*
q
, we
have that er2"bh2. As before, we conclude that r"h and so [ul d um ]3”,
which is a contradiction. Therefore m(g) is odd.
Suppose now that deg g is even. Then g"h2 where h is folded. We may
assume by induction that m(h) is odd. Suppose that m(g) is even. Let
”"M[/ (w)&&" / (w)Q&&] D[wl ]3M
h
N. Once again, ”-M
g
by Lemma 2, Part 2(ii),
and D”D"DM
h
D is odd. So DM
g
!”D is odd and M
g
!” must contain
a symmetric continued fraction [ul um ]. If we let r be the unique monic
polynomial such that [/(u)
&&"
]3M
r
, then r2"g"h2 and so r"h. We
POLYNOMIALS, ORTHOGONAL MULTIPLICITY 461then have that [ul um ]3”, which is a contradiction. So m(g) is odd. This
completes the proof. j
It is observed by Niederreiter in [7] that the expected value for the
orthogonal multiplicity of a polynomial of degree n over F
q
is (q!1)n, and it
is easily shown that the orthogonal multiplicity of such a polynomial is no
greater than (q!1)vn/2wq:n/2;. There are, however, no known non-trivial
lower bounds on the multiplicity of an arbitrary polynomial. Theorem 5 gives
us a lower bound on the multiplicity of a folded polynomial.
THEOREM 5. ‚et g3F
q
[x], char F
q
"2, be a folded polynomial of degree n.
‚et wt(n)
2
denote the weight of the binary representation of n. „hen
m(g)5(q!1)wt(n)2.
Proof. We prove by induction on deg g that if g is folded then
m(g)5(q!1)wt(n)2, where n"deg g and wt(n)
2
denotes the weight of the
binary representation of n. Let g3F
q
[x], char F
q
"2, be a folded polynomial.
If deg g"1 then K (k/g)"1 for all k3F*
q
and so m(g)"(q!1)"(q!1)wt(1)2.
So let deg g’1.
Suppose that deg g"n is even. Then g"h2 where h is folded of degree n/2.
We may assume by induction that m(h)5(q!1)wt(n/2)2. From the proof of the
even case of the second part of Theorem 4, it is clear that m(g)5m(h).
Now wt(n)
2
"wt(n/2)
2
and so we have that m(g)5m(h)5(q!1)wt(n/2)2"
(q!1)wt(n)2.
Suppose now that deg g"n is odd. Then g"bh2 where h is folded of
degree (n!1)/2 and b is a monic polynomial of degree 1. We may assume by
induction that m(h)5(q!1)wt((n!1)/2)2"(q!1)wt(n)2!1. Define the set ” as in
the odd case of the second part of Theorem 4. Then m(g)"DM
g
D5
D”D"(q!1) DM
h
D"(q!1)m(h). Since m(h)5(q!1)wt(n)2!1 we have m(g)5
(q!1)m(h)5(q!1)wt(n)2 as required. j
4. FURTHER RESULTS
As we have mentioned before, the orthogonal multiplicity of a polynomial
over a finite field F
q
is a multiple of q!1 and so a polynomial over F
q
with
positive multiplicity must have multiplicity at least q!1. If a polynomial
g over F
q
has multiplicity exactly q!1 then this means that there exists
a unique monic f, of degree less than that of g and coprime to g, such that
K( f/g)"1. Theorem 5 has as a corollary a classification of all polynomials
with multiplicity q!1 over finite fields of even order qO2.
COROLLARY 6. ‚et g be monic polynomial in F
q
[x], char F
q
"2, with qO2.
„hen m(g)"q!1 if and only if g has degree 1.
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q
and so m(g)"q!1. Conversely, let g3F
q
[x], charF
q
"2, have multiplicity
q!1. By Theorem 4, g is a folded polynomial. If deg g"n then we must have
by Theorem 5 that wt(n)
2
"1, that is to say, n"2m for some m. We claim that
the only folded polynomials of degree 2m for some m50 are those of the form
a2m, where a is a monic polynomial of degree 1. This is easily proved by
observing that if s is folded of degree 2m then s"t2 for some folded poly-
nomial t of degree 2m~1. We may assume by induction that t"a2m~1 for some
monic polynomial a of degree 1. Thus s"a2m. Therefore we must have that
g"a2m for some monic polynomial a of degree 1. We now prove by induction
on m51 that m(a2m)5m(a2). Certainly m(a21)5m(a2). Assume now that
m(a2m~1)5m(a2) for some m52. It is clear from the proof of the even case of
the second part of Theorem 4 that m(a2m)"m((a2m~1)2)5m(a2m~1). So
m(a2m)5m(a2) as required. Finally, observe that if deg b"1 and bOla,
l3F*
q
, then gcd (b, a2)"1 and K(b/a2)"1. So m(a2)"(q!1)2’q!1, since
qO2. Hence m(a2m)’q!1 for m51. We must therefore have that g"a
where a is a monic polynomial of degree 1. j
In [1] Blackburn shows that a polynomial g over F
2
has orthogonal
multiplicity 1 if and only if it is of the form xm1(x#1)m2 where (m1`m2
m2
),1 mod
2. It is of interest that Theorem 4 can also be used to obtain an alternative,
but of course equivalent, classification of polynomials of multiplicity 1 over
F
2
. (This equivalence can be seen directly from the Lucas congruence for
binomial coefficients [5].)
COROLLARY 7. ‚et g3F
2
[x]. „hen g has orthogonal multiplicity 1 if and
only if g"xm1(x#1)m2 where m
1
"(a
0
a
1
a
2
)
2
, m
2
"(b
0
b
1
b
2
)
2
and
a
i
b
i
"0 for i50.
Proof. Let g3F
2
[x]. We claim that g has multiplicity 1 if and only if g is
folded. By Theorem 4, if g has multiplicity 1 then g is folded. Conversely, if g is
folded then it must have odd multiplicity. Blackburn proves in [1] that if
a polynomial g over F
2
has positive multiplicity then it must have multiplicity
2k, where k is the number of distinct non-linear irreducible factors of g.
Therefore a polynomial over F
2
which has odd multiplicity must have
multiplicity 1. This proves the claim. The result now follows from the
characterization of folded polynomials given in Proposition 3. j
By the result from [1] mentioned in the proof of the above corollary, if
a polynomial over F
2
which splits into linear factors has positive orthogonal
multiplicity then it must have multiplicity 20"1. Therefore by the above
corollary, there exist polynomials over F
2
which split into linear factors which
have multiplicity zero. We show, however, that if g is a polynomial over
F
2
which splits into linear factors then there exists a polynomial f over F
2
with
gcd ( f, g)"1 such that K( f/g)42. This proves a special case of the following
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2
[x] then there exists
f3F
2
[x] with gcd ( f, g)"1 such that K( f/g)42.
PROPOSITION 8. If g3F
2
[x] splits into linear factors then there exists
f3F
2
[x] with gcd ( f, g)"1 such that K( f/g)42.
Proof. Let g3F
2
[x] with g"xm1 (x#1)m2. We prove by induction on
deg g that there exists f3F
2
[x] with gcd ( f, g)"1 such that K( f/g)42.
If deg g"1 then we have that K(1/g)"1. Let deg g’1. If m
1
and m
2
are
even then we may write g"s2 where s splits into linear factors. We may
assume by induction that there exists r3F
2
[x] with gcd(r, s)"1 and
K(r/s)42. Without loss of generality, we may further assume that
deg r(deg s, and so r/s"[w] for some w"a
1
a
2
a
m
with deg a
i
42
(14i4m). Let r
m
/s
m
denote the mth convergent of [w]. Then
r
m
/s
m
"[w]"r/s and gcd (r
m
, s
m
)"1. Hence, since we are working over F
2
,
r"r
m
and s"s
m
. By Lemma 1, Part (2), (rs#1)/g"(rs#1)/s2"
[/ (w)
&&"
/ (w)
Q&&
], and we also have that gcd (rs#1,g)"gcd (rs#1,s2)"1.
Finally, since deg a
i
42 for 14i4m, we have that K((rs#1)/g)42.
If at least one of m
1
and m
2
is odd then we may write g"as2 where
14deg a42 and s splits into linear factors. We may assume by induction
that there exists r3F
2
[x] with gcd(r, s)"1 and K(r/s)42. We may further
assume that deg r(deg s, and so r/s"[w] for some w"a
1
a
2
a
m
with
deg a
i
42 (14i4m). Let r
m
/s
m
denote the mth convergent of r/s. We have
that r"r
m
and s"s
m
, and so by Lemma 1, Part (3), (ars#1)/g"
(ars#1)/as2"[wl a wm ]. Certainly, gcd(ars#1, g)"gcd (ars#1, as2)"1. By
assumption deg a
i
42 for 14i4m, and we further have that deg a42.
Hence K((ars#1)/g)42, which completes the proof. j
5. COMMENTS
One may define folded polynomials over finite fields F
q
of odd character-
istic in an obvious way; however, few of the results which hold for folded
polynomials in characteristic 2 are still true. A plausible analogue of Theorem
4, that a polynomial has orthogonal multiplicity k(q!1) where k is odd if
and only if it is folded, is, in general, false. For example, over F
3
the folded
polynomial x3 has multiplicity 8, and the polynomial x3#x"x(x2#1) has
multiplicity 6. One may show, however, that if g is a folded polynomial over
F
q
with deg g"n then m(g)5(q!1)wt(n)2, and, of course, an odd character-
istic analogue of Proposition 3 is still true. It also seems reasonable to
conjecture that over a finite field F
q
of odd characteristic a polynomial has
multiplicity q!1 if and only if it is linear.
Niederreiter asks the following question in [9]: does there exist a constant
C
q
such that if g3F
q
[x] then there exists f3F
q
[x] with gcd ( f, g)"1 such
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q
? As we have mentioned before, Blackburn [1] conjectures
that C
q
"1 for qO2 and Mesirov and Sweet [6] believe that C
2
"2. It is of
some interest that this question is essentially a rational function analogue of
a long-standing conjecture in number theory known as ‘‘Zaremba’s conjec-
ture’’ [12]: for any integer n there exists an integer m coprime to n such that
all the partial quotients of the (simple) continued fraction expansion of m/n
are no greater than 5.
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