Abstract. A classical theorem of F. Riesz and L. V. Kantorovich asserts that if L is a vector lattice and f and g are order bounded linear functionals on L, then their supremum (least upper bound) f ∨ g exists in L ∼ and for each x ∈ L + it satisfies the so-called Riesz-Kantorovich formula:
Introduction
Consider two ordered (real) vector spaces L and M , and let T : L → M be a linear operator. The operator T is said to be positive, in symbols T ≥ 0, if T x ≥ 0 holds for each x ≥ 0. Also, T is a regular operator if T can be written as a difference of two positive operators. Similarly, T is called order bounded if it carries order bounded subsets of L to order bounded subsets of M . If L ∼ (L, M ) and L r (L, M ) denote the vector spaces of all order bounded and regular operators from L to M , respectively, then we have As mentioned in the abstract, this work is associated with the following famous theorem due to F. Riesz [28] and L. V. Kantorovich [20] ; for a proof see [ The above formulas describing the lattice operations in L ∼ (L, M ) are known as the Riesz-Kantorovich formulas. Related to these formulas is the following longstanding unsolved question.
•
If L and M are vector lattices with M not Dedekind complete and the supremum (least upper bound) S ∨ T of two operators S, T ∈ L
∼ (L, M ) exists in L ∼ (L, M )
, does it then satisfy the Riesz-Kantorovich formula?
This question and some related ones have been studied extensively in the past by many investigators; see for instance [1, 2, 3, 4, 5, 6, 30] . Although some progress has been made and some partial answers have been given over the last fifty years, a satisfactory solution to this problem has not yet been obtained.
This paper provides some answers to this question when L is an ordered topological vector space and M = R. Notably, many of the ideas presented here regarding the Riesz-Kantorovich formulas owe their origins to recent advances in the theory of general economic equilibrium. We shall illustrate briefly below the connection between economic theory and the Riesz-Kantorovich formula.
1
For the rest of the paper, L will denote an ordered vector space with a generating positive cone L + , i.e., L = L + − L + . Let f and g be a pair of order bounded linear functionals on L (i.e., f, g ∈ L ∼ ) for which the supremum f ∨ g exists in L ∼ . We shall say that f ∨ g satisfies the Riesz-Kantorovich formula if for any ω ∈ L + we have
In this case, the long-standing open problem regarding the Riesz-Kantorovich formula can be restated as follows:
• Are there an ordered vector space L and two order bounded linear functionals f and g for which the supremum f ∨ g exists in L ∼ and fails to satisfy the Riesz-Kantorovich formula? To answer this question, we introduce a new collection of real-valued functions defined on the positive cone L + that includes all order bounded linear functionals on L. This collection (which we shall denote H If we also assume that L is equipped with a Hausdorff locally convex topology τ for which the order intervals are τ -bounded and the positive cone L + is closed, then we can distinguish one more collection of functions from L + to R. This is the collection H s of all upper τ -semicontinuous, positively homogeneous, and superadditive functions from L + to R. We call this collection the super topological dual 
where the supremum on the right is taken in H s .
Recently, in the study of market equilibrium there has been some attention on weakening the pervasive requirement that commodity spaces be vector lattices. 
By using the Riesz-Kantorovich functionals as the generalized measures of economic value (i.e., as prices) one can extend the fundamental results on the Arrow-DebreuMcKenzie model of general competitive equilibrium beyond vector lattices and to general ordered vector spaces.
3 Notice that the Riesz-Kantorovich functional is always an element of H ∼ s ; in fact, it is the supremum of the set {0, f 1 , . . . , f m } in H ∼ s . This paper also establishes the following result, which connects Proposition 1 on the lattice structure of H ∼ s and the embedding result for H s in Proposition 2.
2 Infinite dimensional equilibrium analysis in economics is typically done in a vector lattice setting. This is in sharp contrast to the coordinate-free finite dimensional analysis of G. Debreu [17] . In fact, all the important results in the literature that establish the fundamental theorems of welfare economics or the existence of market equilibrium utilize in a non-trivial way the lattice structure of the commodity space and its dual. For example, Mas-Colell in [24] uses the local solidness and the Riesz Decomposition Property of the Riesz commodity space; for more on these techniques see [8, 9] . 3 In [14] it is also proposed to interpret the Riesz-Kantorovich functional as the revenue function from a discriminatory price auction, which is a generalization of the U.S. Treasury Bill Auction. See also [13] . 
* , L )-dense in the order intervals of (L ) * ; this extends an important property of locally convex-solid vector lattices.
It has become apparent that there is a remarkable relationship between the fundamental theorems of welfare economics and the properties of the Riesz-Kantorovich functional. These fundamental theorems state that an allocation of resources is efficient if and only if the allocation can be decentralized by a price system, i.e., by a continuous linear functional. The welfare theorems are the basic results that provide conceptual foundations for our understanding of efficiency and decentralization of resources. Moreover, all applied economic policy analysis relies implicitly on the foundations provided by these theorems. For details about the welfare theorems, see [9] . This paper also establishes the following result, which has many consequences in economic theory.
Proposition 4. If L is an ordered Fréchet space with weakly compact intervals, then for any m-tuple f
Surprisingly enough, it can be shown (see [12] ) that the so-called third fundamental theorem of welfare economics is basically equivalent to the statement that for any m-tuple of linear functionals f = (f 1 , . . . , f m ) in L ∼ and any ω ∈ L + a solution to the minimization problem in ( ) exists, i.e., there exists some g * ∈ L ∼ satisfying g * ≥ f i for each i and g * (ω) = R f (ω). The material in this paper is organized as follows. The mathematical preliminaries are included in Section 2. Section 3 introduces the super order dual of an ordered vector space, which is an extension of the order dual. The lattice properties of the super order dual are discussed in Section 4. Our main embedding result and its consequences can be found in Sections 5, 6, and 7. Examples and final remarks are in the concluding section of this paper.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use SUPER ORDER DUAL 2059
Mathematical Preliminaries
For notation and terminology not explained below regarding ordered vector spaces we refer the reader to the monographs [19, 23, 25, 31] . In this work the letter L will denote exclusively an ordered vector space. That is, L is a real vector space equipped with an order relation ≥ such that x ≥ y implies x + z ≥ y + z for all z ∈ L and αx ≥ αy for each α ≥ 0. The convex set L + = {x ∈ L : x ≥ 0} is called the positive cone of L and its members are referred to as positive vectors. 4 The positive cone L + satisfies the following properties:
1.
. Any subset C of a vector space X that satisfies the above properties (1), (2) , and (3) is called a convex cone. Every convex cone C induces a natural order ≥ on X by letting x ≥ y whenever x − y ∈ C. This order makes X an ordered vector space satisfying X + = C. In other words, an ordered vector space is completely characterized by its positive cone. Any subset C of a vector space that satisfies the above properties (1) and (2) is called a wedge.
The cone L + is said to be generating if for each x ∈ L there exist y, z ∈ L + such that x = y − z. Equivalently, L + is generating if every vector of L is dominated by some positive vector. In this work we shall assume that:
• The cone L + is always generating. A (nonempty) subset A of L is bounded from above (resp. from below ) if there exists some x ∈ L satisfying a ≤ x (resp. x ≤ a) for all a ∈ A; the vector x is called an upper bound (resp. lower bound ) of A. A set is order bounded if it is bounded from above and below. Sets of the form [x, y] = {z ∈ L : x ≤ z ≤ y} are called order intervals or simply intervals. Clearly, a subset of L is order bounded if and only if it is included in an interval.
A subset A of L has a least upper bound (or a supremum), denoted sup A, if sup A is an upper bound of A and whenever x is an upper bound of A, then sup A ≤ x. The greatest lower bound (or infimum) is defined analogously. Following the standard lattice terminology, the supremum and infimum of a set {x, y} will be denoted by x ∨ y and x ∧ y, respectively. That is, x ∨ y = sup{x, y} and x ∧ y = inf{x, y} . 
An ordered vector space L is called a Riesz space (or a vector lattice) if x ∨ y and x ∧ y exist in L for all x, y ∈ L. For extensive and detailed treatments of Riesz spaces see [10, 11] and [23] . 
We close the section with a useful result from the work of T. Andô [15] . 
is also a τ -neighborhood base of zero. 
The Super Order Dual of an Ordered Vector Space
In this section, we shall introduce a collection of real-valued functions defined on the positive cone L + of an ordered vector space L that provides an extension of the topological and algebraic duals of L. We shall refer to this collection of real-valued functions as the super algebraic dual of L. Before we introduce this dual, let us isolate some properties of functions which will play an important role in our study. 
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5 Therefore, the members of L * can be identified with the additive positively homogeneous real functions on L + . 6 This observation leads us to the definition of the super algebraic dual of L, which will play a central role in this paper. We also isolate and name some important subsets of the super algebraic dual. First, we define the super dual cone H + s of L, which is the collection of all functions in H * s that are positive. That is, H
The above collections of functions will be referred to collectively as the super duals of L. A few basic properties of functions in the super order dual are included in the next result.
Lemma 3.3. Every function in H *
s is concave and vanishes at zero. 
. This shows that the pointwise infimum h of f and g belongs to H * s . Since the super duals of L are subsets of R L+ , they inherit the natural pointwise order of R L+ . That is, for f, g : L + → R we write f ≥ g (and say that f dominates g) whenever f (x) ≥ g(x) holds for each x ∈ L + . We have the following characterization of domination amongst positively homogeneous functions.
, and so our hypothesis implies
Lattice Properties of the Super Duals
We start by introducing some notation. 
In particular, if f ∈ H ∼ s , then we have f + = f ∨ 0 = sup{0, f}. We are now ready to introduce the notion of a Riesz-Kantorovich functional.
It should be immediate that if each f i belongs to the super order dual H ∼ s , then the Riesz-Kantorovich functional R f is a positive real-valued function. In addition, it should be noticed that if one of the functions f i is monotone, then
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This easily implies R
f (x) + R f (y) ≤ R f (x + y). Therefore, R f isi=1 f i (y i ) ≤ m i=1 g(y i ) ≤ g m i=1 y i ≤ g(x) .
This clearly implies
Remarkably, the supremum of any m-tuple of order bounded linear functionals in H ∼ s exists. This is a special case of the following result. , sup{0, f 1 , . . . , f m } = sup{f 1 , . . . , f m } is clearly true, and therefore
Now the validity of ( ) easily follows from the monotonicity of f j .
Next, assume that f i ∈ L ∼ holds for some i; we can suppose that 
Now let x ∈ L + , and note that for each 2 ≤ j ≤ m we have 
Finally, it easily follows from the additivity of f 1 that for each x ∈ L + we have
This completes the proof. R (f1,f2) . This phenomenon is analogous to the idea of a lattice-subspace; see [26, 27] is not the pointwise ordering of R L+ .
Embedding Duals in the Super Order Dual
Having established that the super dual cone is a lattice, we are now interested in the circumstances under which the canonical embedding of the duals in the super dual preserves suprema. To this end, assume from now to the end of the paper that L is also an ordered topological vector space. That is, L is also equipped with a Hausdorff locally convex topology τ for which L + is τ -closed and every order interval is τ -bounded.
As usual, L denotes the topological dual of (L, τ ) and L + denotes the collection of all positive τ -continuous linear functionals on L, i.e.,
Since we assume that the cone L + is generating, it follows that L + is a σ(L , L)-closed cone of L . Moreover, since the order intervals of L are τ -bounded, it should be clear that L ⊆ L ∼ . We now isolate and name the collection of all upper τ -semicontinuous functions 
The subset of all positive functions in H s will be denoted by (H s ) + .
The super topological dual H s is closed under finite pointwise infima. Indeed, since for any family of functions {f i } i∈I , where f i : X → [−∞, ∞], and any c ∈ R we have 7 Recall that a function f : X → R on a topological space is said to be upper semicontinuous if for each c ∈ R the set {x ∈ L + : f (x) ≥ c} is closed. It is well known that a function f : X → R is upper τ -semicontinuous if and only if xα → x in X implies lim sup α f (xα) ≤ f (x); see [ it follows that the pointwise infimum of a family of upper τ -semicontinuous functions is an upper τ -semicontinuous function-which is also super-additive and positively homogeneous if each f i is likewise so.
The next result characterizes the functions in (H s ) + that are upper τ -semicontinuous. 
Lemma 5.2. A function f ∈ H
then f is clearly upper τ -semicontinuous; see the discussion following Definition 5.1.
For the converse, suppose that f is upper τ -semicontinuous. Let x 0 ∈ L + and fix > 0. We must establish that there exists some h ∈ L satisfying h ≥ f and
To this end, assume first that
f (x0)+ and notice that 0 < α < 1. By the positive homogeneity of f we have f 
= f (x 0 ) + . This completes the proof when f (x 0 ) > 0.
We now consider the case f (x 0 ) = 0. If f = 0, then f is linear and the conclusion holds trivially. Thus, it remains to consider the case where f (y) > 0 for some y ∈ L + . For each 0 < α < 1 let z α = αx 0 + (1 − α)y. Since f is super-additive and positively homogeneous, it must be the case that f (z α ) > 0 for each 0 < α < 1. From lim α↑1 z α = x 0 and the upper τ -semicontinuity of f , it follows that 0 ≤ lim sup α↑1 f (z α ) ≤ f (x 0 ) = 0. This implies lim α↑1 f (z α ) = 0. In particular, there exists some
and so f (x 0 ) ≤ h α (x 0 ) < holds for all α 0 ≤ α < 1, and the proof is finished. Proof. Suppose by way of contradiction that some f ∈ H s carries a τ -bounded subset B of L to an unbounded from above subset of R. This means that there exists a sequence {x n } ⊆ B such that f (x n ) > n holds for every n. Since B is τ -bounded, we have 1 n x n τ → 0. But then, the upper τ -semicontinuity and positive homogeneity of f imply
The next result asserts that H s ⊆ H
There is a natural mapping J :
for all x ∈ L + . That is, J(f ) = f | L+ , the restriction of f to L + . It is easy to see that this is a linear mapping that preserves the order, i. 
That is, the embedding J : L → H s preserves finite suprema.
Replacing each f i with
we can assume without loss of generality that f 1 = 0. Clearly, g ≥ 0 and h ≥ 0.
Fix a vector x ∈ L + . From Lemma 5.2, for each > 0 there exists some φ ∈ L satisfying φ ≥ h and φ (x) < h(x) + . Clearly, φ ≥ f i for each i. Since g is the supremum of the set {f 1 
for each x ∈ L + , as desired.
The Embedding and the Riesz-Kantorovich Formula
In this section, we turn our attention to the algebraic dual (L ) * of L . Recall that every vector x ∈ L can be considered as a vector in (L )
* by letting
* . This is the order interval
Clearly, R * f is positive, super-additive, and positively homogeneous. Therefore, if R * f is also real valued, then R *
for every x ∈ L + (and hence, in this case, R *
This implies that R * f (x) ≤ g(x) < ∞, and completes the proof. The next result informs us when the finite supremum of an m-tuple of continuous linear functionals satisfies the Riesz-Kantorovich formula.
Theorem 6.2. Assume that the supremum
Then we have:
and hence R f is also upper τ -semicontinuous. For the converse, assume that R f is upper τ -semicontinuous, that is, R f ∈ H s . From the Embedding Theorem 5.5, we know that g is the supremum of the set {0, f 1 , f 2 , . . . , f m } in H s . Also, from Lemma 4.2, we know that R f is the supremum of the set {0,
f ≥ 0 of all positive linear functionals on L is a wedge of (L ) * , which is not necessarily a cone. However, when the cone L + is generating,
Since H s ⊆ H ∼ s and R f is upper τ -semicontinuous, it follows that R f is also the supremum of the set {0,
(2) Assume first that R * f is upper τ -semicontinuous. As in the proof of part (1) of Lemma 4.2, we see that R * f ∈ H + s . Moreover, our assumption implies that R * f ∈ (H s ) + . By the Embedding Theorem 5.5, it must be the case that g ≤ R * f . That is, g(x) ≤ R * f (x) for all x ∈ L + . Now a glance at Lemma 6.1 tells us that g(x) = R * f (x) for every x ∈ L + . If, on the other hand, g(x) = R * f (x) for every x ∈ L + , then clearly R * f is τ -continuous-and hence it is also upper τ -semicontinuous.
Surprisingly, when R f is upper semicontinuous it coincides with R * f .
. To see this, suppose by way of contradiction that R *
Recall that if L is a locally convex-solid Riesz space, then the order intervals in L are σ(L , L )-dense in the order intervals of L (see [11, Lemma 11.12, p. 169] ). An analogous property holds whenever the Riesz-Kantorovich functionals of functions in L are upper τ -semicontinuous.
Proof. Fix x 0 ∈ L + and suppose by way of contradiction that there exists some
* , L ) is locally convex, it follows from the Separation Theorem that there exist a linear functional f ∈ L and a constant c such that
We close this section by showing that the continuity of the Riesz-Kantorovich functionals at zero is equivalent to the identity L r = L ∼ .
Theorem 6.5. Every order bounded linear functional is regular
is a Hausdorff locally convex topology on L. Suppose by way of contradiction that for some m-tuple f = (
CHARALAMBOS D. ALIPRANTIS AND RABEE TOURKY
For the converse, suppose that for every f ∈ (L ∼ ) m the Riesz-Kantorovich functional R f is continuous at zero for some Hausdorff locally convex topology τ f on L. Since L r ⊆ L ∼ is always true, it suffices to show that for any f ∈ L ∼ there exists a positive linear functional g such that g ≥ f . To this end, fix f ∈ L ∼ . If f ≤ 0, then we are done. So, we can assume that there exists some x ∈ L + such that f (x) > 0. Clearly, R f (x) > 0. Since R f is τ f -continuous at zero, it follows that zero does not belong to the τ f -closure of U 
it must be the case that h ≥ 0; and so h ∈ L ∼ . From
and Lemma 3.7, it follows that the positive linear functional
c h dominates R f , and thus it also dominates f .
Continuity of the Riesz-Kantorovich Functionals
Recall again that L is assumed to be equipped with a Hausdorff locally convex topology τ for which L + is τ -closed and every order interval is τ -bounded. In this section we shall also assume either that a. L + has a τ -interior point, or else that b. L is a complete metrizable topological vector space.
We have highlighted in the previous section the importance of the upper semicontinuity of the Riesz-Kantorovich functional. In this section, we shall investigate the continuity properties of functions in H + s and state some basic consequences of the embedding theorem.
We start with a generalization of a well known result from the theory of Banach lattices. Next, suppose that L is a Fréchet space. Choose a countable neighborhood base {U n } of zero consisting of τ -closed circled sets satisfying
By Lemma 2.1, the sets {V n } form a τ -neighborhood base at zero. So, there exists a subsequence {u n } of {x n } such that u n ∈ 1 n V n (or nu n ∈ V n ) holds for each n.
for each n. This implies that {w n } is a τ -Cauchy sequence and hence {w n } converges to some w. Since L + is closed, w ∈ L + . Letting p → ∞ in w n+p − w n ∈ L + , we see that w − w n ∈ L + , and so w ≥ w n ≥ y n for each n. Similarly, there exists some v ∈ L + such that v n τ → v and z n ≤ v for each n. If we let u = w + v ∈ L + , then we have
and so 1 n u ≤ u n ≤ 1 n u holds for each n, as desired. Our next result deals with the continuity at zero of the functions in H + s . It is well known that for a Fréchet lattice (i.e., a locally convex-solid Riesz space with a metrizable and complete topology) the identity L = L r = L ∼ holds true; see [7, Theorem 8.11, p. 306] . 10 The next result informs us that we can do without the lattice property.
Theorem 7.2. Each function in H
Proof. Fix a function f ∈ H + s , and assume by way of contradiction that f is not τ -continuous at zero. This means that there exist a sequence {x n } of L + and some > 0 satisfying x n τ → 0 and f (x n ) ≥ > 0 for each n. By Lemma 7.1, we can suppose (by passing to a subsequence if necessary) that 0 ≤ x n ≤ 1 n u holds for each n and some u ∈ L + . But then, the monotonicity and homogeneity of f imply 
Now if the order intervals in L are weakly compact, then by Lemma 7.4(2) we have R f = R * f , and the proof is finished.
Examples
Recall that the half-ray generated by a vector x is the set L Proof. Let x 1 , x 2 , and x 3 be three extremal vectors in the cone of an ordered vector space that generate three distinct extremal rays. Assume by way of contradiction that the vectors x 1 , x 2 , x 3 are linearly dependent. Relabeling, we can suppose that there exist scalars λ and µ such that x 1 = λx 2 + µx 3 .
If λ = 0, then x 1 = µx 3 and so µ = 0. This implies µ > 0 and L x1 = L x3 , a contradiction. Hence, λ = 0 and µ = 0. Obviously, the case λ < 0 and µ < 0 cannot happen. If λ > 0 and µ > 0, then from 0 < λx 2 ≤ x 1 , it follows that λx 2 = αx 1 for some α > 0. This implies L x2 = L x1 , which is a contradiction. Finally, we consider the case λ > 0 and µ < 0. In this case, we have x 1 < λx 2 , and hence for some β > 0 we must have x 1 = βλx 2 . This implies L x1 = L x2 , which is also a contradiction. Hence, the vectors x 1 , x 2 , x 3 must be linearly independent.
The conclusion of the preceding result is not true for four or more extremal vectors. That is, we have the following.
• 
That is,
It is a routine matter to verify that L + is indeed a cone and that the four half-rays L x1 , L x2 , L x3 , and L x4 are the only distinct extremal rays of the cone L + . However, notice that we have (1, −1, 1, 0) = (1, 0, 0, 0) − (0, 1, 0, 0) + (0, 0, 1, 0).
Definition 8.2.
A base for the cone L + is a non-empty convex subset of L + \ {0} such that for every x > 0 there exist a scalar λ > 0 and some b ∈ B, both uniquely determined, such that x = λb.
Given a base B for L + , it is easy to see that a vector x ∈ B is an extreme point of B if and only if x an extremal vector of the cone L + . Regarding the existence of extreme rays, we have the following result of V. Klee [21, 22] Proof. It is well known that in a Hausdorff finite dimensional ordered topological vector space with a closed generating cone the order intervals are compact-for a proof see, for instance, [16, §5.4] . This implies that in our case we have L = L ∼ . It is also well known that the positive cone L + has at most four extremal rays if and only if L + also has at most four extremal rays, and that L + = L + . Therefore, in order to prove the theorem we need only to show that there are two order noncomparable functionals f, g ∈ L for which f ∨ g exists in L if and only if L + has at most four extremal rays.
To this end, fix a compact base B for L + and let E be the set of all extreme points of B. Therefore, aside from scalar multiples, the extremal rays of L + can be identified with the vectors of E. Since L is three dimensional and L + is generating, it follows from Lemma 8.3 that |E| ≥ 3, where as usual |S| denotes the cardinality of the set S. Now assume that there is a functional f / ∈ −L + and f / ∈ L + for which f + exists. By Theorem 7.5 we know that f + satisfies the Riesz-Kantorovich formula. That is, for each x ∈ L + we have
We want to show that |E| ≤ 4. Let E 1 = {x ∈ E : f (x) ≥ 0} and E 2 = {x ∈ E : f (x) < 0} .
Since f + satisfies the Riesz-Kantorovich formula, it must be the case that f + (x) = f (x) for all x ∈ E 1 and f + (x) = 0 for all x ∈ E 2 . Now if |E 1 | ≥ 3, then f + = f , since by Lemma 8.1 the set E 1 spans L. This implies f ≥ 0 or f ∈ L + , which is a contradiction. Therefore, |E 1 | ≤ 2. Similarly, if |E 2 | ≥ 3, then f + = 0 and f ≤ 0 or f ∈ −L + , which is also a contradiction. Consequently, |E 2 | ≤ 2 and hence |E| ≤ 4. We can also assume that E is a subset of a plane. Indeed, if we choose some interior vector p ∈ L + , then we have p · x > 0 for each x > 0, and so if for each x ∈ E we choose some λ x > 0 such that λ x p · x = 1, then the convex hull of the set E = {λ x x : x ∈ E} is a planar base of L + ; in fact the convex hull of E is either a triangle or a quadrilateral.
We shall now prove the converse. Thus, we assume that |E| ≤ 4. If |E| = 3, then L is a vector lattice and the conclusion is trivially true. So, we can assume that |E| = 4. That is, let E = {x 1 , x 2 , x 3 , x 4 }. Therefore, Clearly, g > 0 and h < 0. Put f = g + h and notice that f ≤ 0 and f ≥ 0.
Moreover, an easy argument shows that
, and thus g ≥ f . But then, the super-additivity and homogeneity of R f for each
Consequently, g(z) = R f (z) for every z ∈ L + , and this shows that g = f + .
The next example illustrates Theorem 8.4. 
Consequently, g · z = R f (z) for every z ∈ L + , and so g = f + holds in L . There is another (geometrical) way of proving that g = f + . Notice that the dual cone L + of L + is the cone in R 3 having the four extremal rays generated by the vectors We consider R 4 partially ordered by the cone L + ×R + . Notice that for any extremal ray L of L + , the set L × {0} is also an extremal ray of L + × R + . This implies that the cone L + × R + has infinitely many extremal rays. Now let h be a non-zero L + -negative functional on R 3 and put f = (h, 1). It is easy to see that f ≤ 0 and f ≥ 0. However, notice that f + = (0, 1).
