We consider the problem whether a parameterless zero-curvature representation can be embedded into a one-parameter family within the same Lie algebra. The answer is approached from above by a cohomological method and from below by constructing the recursion operator.
Introduction
Despite of four decades' development of soliton theory, a general algorithm to recognize integrability still remains elusive. Integrable systems in two independent variables x, y possess a zero curvature representation (Zakharov and Shabat [33] ), which means that they can be reproduced as the compatibility condition
of the auxiliary linear system
To be indicative of integrability, matrices A, B must depend on what is called the spectral parameter. Some nonlinear systems already come with a parameterless zero-curvature representation. In geometry of immersed surfaces, the Gauss-MainardiCodazzi equations are always of the form (1) while Gauss-Weingarten equations supply the linear problem (2) . Integrable systems of this kind relevant to physics were first noticed by Lund and Regge [17] . Different sources of parameterless Lax pairs [13] were also considered [15] .
We arrive at the "spectral parameter problem" or whether a given parameterless ZCR can be embedded in a non-trivial one-parameter family. An arbitrary number of parameters can be always introduced through a gauge transformation A ′ = S x S −1 + SAS −1 , B ′ = S y S −1 + SBS −1 , where S is an invertible matrix. Parameters introduced that way are said to be removable. They play no role in soliton theory.
Various methods to insert a free parameter into a known non-parametric zero-curvature representation already helped to prove complete integrability of many physically relevant systems (e.g., [1] ). The early nineties [14, 4] witnessed discovery of algorithmic procedures to check integrability, based on existing algorithms to compute various kinds of symmetries. It is known for a long time that the nonremovable spectral parameter can be often identified with the group parameter of a point symmetry of the system, see, e.g., [16] . To identify such cases, Cieśliński [4] compares dimensions of the point symmetry algebras of the input system and of its "covering" induced by the ZCR. If these are inequal, then we have a candidate for integrability. However, cases where the spectral parameter cannot be identified with a group parameter remain undetected. The first counterexample to be investigated thoroughly was that of inhomogeneous nonlinear Schrödinger system. This led Cieśliński to consideration of extended symmetries [5, 6] that operate within a class of equations, but without guarantee that the required extended symmetry exists within the given class.
In this paper we suggest another solution to the spectral parameter problem within a given Lie algebra. It consists of two subalgorithms. The first one says when a nonromovable parameter cannot be inserted, thereby bounding the class of integrable equations from above. The second subalgorithm seeks ways to insert the parameter, thus providing a lower bound. An example of the latter is the Cieśliński algorithm [4] . The results given by both subalgorithms are refined until they coincide.
Bounding from above. Formal removability
A kind of the upper bound can be inferred from the work [21] , namely that ZCR's with vanishing first horizontal gauge cohomology group H 1 cannot depend on a nonremovable parameter. Although provable, it turns out to be often insufficient, since nonvanishing of H 1 does not imply anything. It is therefore necessary to elaborate it further, which is done below in terms of power series in the spectral parameter.
Given a parameterless ZCR A(λ 0 ), B(λ 0 ), consider all possible expansions
around some λ 0 . Obviously,
We ask whether the parameter λ is removable by a gauge transformation with respect to some matrix
To circumvent the issue of convergence, we adapt the following definition.
Definition 1
The parameter λ is said to be formally removable if every summand in the expansions (3) except A (0) , B (0) can be locally annihilated by a gauge transformation with respect to some matrix function in λ.
By definition, the gauge transformation of (4) by a matrix (4) results in A(λ 0 ), B(λ 0 ) if and only if
Upon inserting expansions (3) and (4) into (5), we arrive at conditions
for all k. For k = 0 we get
, which means that S (0) belongs to the stabilizer of the gauge action. Therefore we can assume without loss of generality that
the unit matrix. Turning back to the zero curvature representation (1), we insert expansions (3) to obtain
for all k. For k = 0 this equation says just that A (0) , B (0) is a ZCR. For k = 1, equation (8) reads
Denoting (9) can be rewritten as
and interpreted cohomologically.
Recall that the horizontal gauge complex [21] consists of modules g ⊗ -Λ Λ k of horizontal forms with coefficients in a (matrix) Lie algebra g. Here horizontal means that the forms contain differentials dx, dy only and -Λ Λ 0 is simply the additive group of functions. The operatord d acts on an arbitrary
while for an arbitrary g-valued horizontal 1-form
It is easy to see thatd
The group
is called the first horizontal gauge cohomology group of the ZCR A (0) , B (0) . Elements of Kerd d are called cocycles while those of Imd d are coboundaries. Henceforth assume that H 1 = 0. Equation (10) says that A (1) dx+B (1) dy is a cocycle, hence also a coboundary. This means that
These equations coincide with the k = 1 case of conditions (6) under identification (7). Therefore, if choosing S(λ) = E + S (1) (λ − λ 0 ), then the first two conditions (6) will be satisfied. Then gauge action with respect to S(λ) will keep the terms A (0) , B (0) , but remove the terms A (1) , B (1) . This is readily checked considering the expansion (E + C(λ − λ 0 )) 
dy is a cocycle, hence a coboundary, i.e.,
for suitable S (k) , and, again, A (k) , B (k) can be locally gauged out through the gauge matrix E + S (k) λ k . Thus, considering Definition 1, we have proved the following proposition. A method to compute the cohomology group H 1 of a given zero curvature representation A (0) , B (0) follows from [21, Prop. 7] . The proposition, which is easy to prove, says that A (1) , B (1) is a cocycle if and only if
is a zero curvature representation. Moreover, two cocycles are cohomological (differ by a coboundary) if and only if the corresponding zero curvature representations (11) are gauge equivalent with respect to a gauge matrix of the block triangular form
If the only solutions are A (1) = 0, B (1) = 0, then H 1 = 0 and Proposition 1 applies. Otherwise A (1) , B (1) are candidates for the coefficients of the Taylor expansions (3). How to check whether they are good?
It is easily verified that subsystem indexed by 0, . . . , k of the system (8) is satisfied if and only if the block triangular matrices
constitute a ZCR, i.e.,
Hence, if A (i) , B (i) are already known for all i < k, then (14) says whether expansions (3) can be extended one step further. (14) do not exist, then there is no possibility to extend the expansions (3) beyond the first k terms.
Understandably, if A(λ), B(λ) are considered modulo gauge transformations with respect to S(λ), then A [k] , B [k] are to be considered modulo gauge transformations with respect to
Nevertheless, we can set S (0) = E (to preserve A (0) , B (0) ). Both Propositions 1 and 2 reduce the problem to that of computation of zero curvature representations modulo a gauge group. Although this reduction puts the problem in higher dimension, the benefit is that it becomes linear, being equivalent to solution of a linear system (17) of equations in total derivatives, see Section 3 below.
Characteristic elements
To compute zero curvature representations, we can choose between the classical Wahquist-Estabrook method [32] , the Krasil'shchik-Vinogradov coverings [11] , the Sakovich cyclic bases [27, 28] , and the method of characteristic elements [18, 20] . Generalizing the well-known characteristic function method to compute conservation laws, the latter approach is well suited for classification problems.
Consider an arbitrary system of partial differential equations
of an arbitrary order. By u k I we shall denote the derivative of u k with respect to variables x, y, specified by a multiindex I. Recall [12] that equations (15) and their differential consequences D I F l = 0 determine a submanifold, say E, in the jet space with coordinates t, x, u k I . Given a ZCR A, B of system (15), the characteristic elements can be computed by the Sakovich formula [27] . Namely, we necessarily have
with suitable matrices C J l , and then the lth characteristic element is given by the matrix
The characteristic elements of the ZCR A [k] , B [k] are then block triangular matrices
where the diagonal blocks consist of the (known) characteristic elements of the input ZCR A (0) , B (0) . All possible zero curvature representations (13) along with their characteristic elements (16) can be found from the determining system
derived in [18] . Under gauge transformation, characteristic elements transform by conjugation. This allows us to determine their normal form with respect to the group of matrices S [k] (similar to Jordan normal form with respect to the full linear group). This usually leaves a relatively small stabilizer subgroup which can be further employed to achieve a normal form of the A [k] , B [k] . For k = 0, 1 and the Lie algebra sl(2) these normal forms were found in [20, 21] , respectively; for k = 0 and the Lie algebra sl(3) in [31] . The results for k = 1 can be easily generalized to higher k, actually all nondiagonal blocks must be of one and the same form.
An example. The inhomogeneous nonlinear Schrö-dinger equation
As an example consider the inhomogeneous nonlinear Schrödinger equation
where p =and f (t, x) is an arbitrary function. The system is integrable if f = f 1 (t)x + f 0 (t) is linear in x; otherwise it is believed to be nonintegrable.
The initial parameterless sl(2)-valued ZCR is
A (0) t −B (0) x +[A (0) , B (0) ] = 0
with
for all functions f (t, x). System (18) served as the counterexample [5, 6, 7] to the symmetry group method. The parameter-inserting point symmetry does not exist, e.g., when f = tx + 1, which is still in the integrable sector. Let us demonstrate that the procedure outlined in the previous section detects the expected integrable cases. To start with we find the characteristic element to be the triple of sl(2)-matrices (18) each. According to [21] , C
3 can be normalized to a diagonal sl(2)-matrix and then A (1) can be reduced to the upper triangular form:
As there is no room for further simplification, matrices B (1) , C
1 , C
2 have to be left arbitrary. Then we compose matrices A [1] , B [1] , C [1] 1 , C [1] 2 , C [1] 3 , involving 12 unknown functions: a 1 , a 2 , b 11 , b 12 , b 21 , the six independent components of C [1] 1 , C [1] 2 , and the c. The determining system (17) consists of the same number of independent linear equations in total derivatives. Usually system (17) has at most one solution.
The solution is easily solved under any given upper bound on the jet order of the unknown functions. By applying the standard method of differentiation with respect to highest derivatives we get
without any constraint on f (t, x). Since H 1 is always nonzero, we continue with k = 2, namely with matrices A [2] , B [2] , C [2] 1 , C [2] 2 , C [2] 3 consisting, according to formula (13) , of the already known blocks
3 . Normalizing A (2) , C (2) 3 in the same way as A (1) , C (1) 3 above, we construct the new system (17) . This new system is easily seen to be incompatible unless
According to Proposition 2, this is a necessary condition for the parameterless zero curvature representation (19) to admit a nonremovable parameter.
Continuing the same way we can constuct every tarm of the Taylor expansion of the one-parameter ZCR, but this could be hardly called an algorithmic way of obtaining it.
Bounding from below. Recursion operators
Apart from zero curvature representations, two-dimensional integrable systems usually possess infinite hierarchies of symmetries, generated by recur-sion operators. Given a ZCR or a Lax pair, the recursion operator R can be derived by various methods, see [8, 28] and references therein. A different close relation was observed to exist between the ZCR and the inverse (R + λ Id) −1 [3, 22, 24] , which even extends to certain multidimensional systems [25] . This relation only shows up when the Guthrie [10] form of the recursion operator is considered. Guthrie's motivating question was how to apply a RO to a symmetry in a safe way. The dangerous point is that the common pseudodifferential form of a recursion operator [26] involves a purely formal inverse
x . The usual answer is to interpret H = D −1
x F as F = D x W , but this can easily lead to errors ('bogus' symmetries [10] ). Guthrie' idea was to provide also the value G = D t W , where t is the other coordinate. This usually suffices to determine the pseudopotentials up to the integration constant. The integration constant then can be safely omitted since it only adds R(0) to the result. For another example of interpretation problem that is absent under Guthrie's approach see [30] .
Lie-Bäcklund (or higher or generalized) symmetries of the system (15) can be put in the form
where I runs over all multiindices over t, x and D I is the obvious composition of total derivatives
The vector field (21) is a symmetry if the U l satisfy the system
as functions of t, x, u i I . Formally, (15) and (23) can be written together as a system of partial differential equations
where the components U i of a symmetry are additional unknowns. System (23) will be called the linearized system. Although a rather formal construction, it allows us to treat recursion operators as Bäcklund autotransformations for solutions U i of the linearized system (23) [19] (unknowns u i are kept unchanged).
Example 1 Considering the linearized Burgers equation
it can be easily checked that the well-known t-dependent recursion operator
(1 + tu x )W,
is actually a Bäcklund autotransformation. In this form it does not exhibit the irregularities observed in [29] .
General recursion operators of system (15) are to be sought among Bäck-lund autotransformations of the linearized system (23), with pseudopotentials subject to first-order linear systems of the form (2). The coefficient matrices A, B are supposed to depend on u i I and U i I now. Hence the pair A, B constitutes a zero curvature representation over the linearized system (23) .
Numerous examples [2, 3, 22, 24, 25] (as well as unpublished ones) support the following conjecture:
Conjecture 1 For every recursion operator R of a system (15) there exists a finite-dimensional Lie algebra g and a zero curvature representation A, B of the system (15) such that the pseudpotentials of R can be assembled in a single g-valued nonlocal variable Φ subject to conditions
Here U denotes a seed symmetry, [-, -] the commutator in g, and ℓ the componentwise Fréchet derivative
∂A ∂u
For 'conventional' recursion operators the algebra g is typically solvable and mostly abelian, in which case the zero curvature representation A, B reduces to a collection of conservation laws (possibly nonlocal) [23] . E.g., in Example 1 the algebra is 1-dimensional, the corresponding conservation law being u t = (u x + 1 2 u 2 ) x . On the other hand, the inverse (R + λ Id) −1 of a conventional recursion operator R + λ Id is usually associated with the λ-dependent zero curvature representation A, B of system (15) (however, it may happen that the algebra g is solvable). This is another expression of the conventional wisdom that a recursion operator R yields a zero curvature representation through the eigenvalue problem RU = λU .
Under a suitable restriction on the form of the recursion operator, Conjecture 1 can provide a basis for classification of integrable systems. In this paper we propose to apply it in combination with the following conjecture:
Conjecture 2 For every integrable system (15) there exists a zero order recursion operator with diagonal matrix, i.e., of the form
with Ψ as in (24) , where c i i , a i j are local functions (i.e., functions of t, x, u i I ).
The nonlocalities Ψ j can take values in an extension of the algebra g of the initial zero-curvature representation. Even without proper understanding of these extensions we can attempt to perform the following procedure: tions f (t, x). The linearized system (23) is q t = i(f q) xx + 2iqr,
Therefore, we the equations to solve are
where, according to (25), we assume
Here ψ ij are components of a an sl(2)-matrix
Functions c P , c Q , c R , a ij P , a ij Q , a ij R are the unknowns and can depend on t, x, p, q, r and their derivatives p x , q x , r t , p xx , q xx , r tt , . . . . Again, (26) can be solved by the method of differentiation. Any dependence of the unknowns on derivatives is easily excluded and we are left with unknowns depending on t, x, p, q, r. As a result we obtain that R(U ) is a constant multiple of U unless f xx = 0 again. On the other hand, if f = f 1 (t)x + f 0 (t), then the solution is
where
The recursion operator given by formulas (28) and (27) can be applied to an arbitrary seed symmetry. However, generated symmetries will be nonlocal as a rule, which is usually the case with inverse recursion operators.
To invert this operator, we reinterpret formulas (28) and (27) so that P ′ , Q ′ , R ′ are given and P, Q, R are to be found. From equation (28) we get
while ψ ij will satisfy a system of the same form (24) , from which we can reconstruct the corresponding ZCR as
where g 1 is the integral (29) and the integration constant for g 1 serves as the spectral parameter λ. That it is nonremovable can be seen from the expansion of A in powers of λ. Indeed, A (1) dx + B (1) dy then coincides with the generator of H 1 as given by formula (20) . In particular, the upper and lower bounds established in Sections 4 and 6 coincide, meaning that the answer is complete.
Observe that, when inverted, our operator still produces an unconventional recursion operator. This is actually not surprising, since the inhomogeneous nonlinear Schrödinger equation is not known to be a member of a local hierarchy.
