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Partial redundancy elimination is a subtle optimization which performs common subex-
pression elimination and expressionmotion at the same time. In this paper, we use it as an
example to promote and demonstrate the scalability of the technology of proof optimiza-
tion. By this we mean automatic transformation of a given program’s Hoare logic proof of
functional correctness or resource usage into one of the optimized program, guided by a
type-derivation representation of the result of the underlying dataﬂow analyses. A proof
optimizer is a useful tool for the producer’s side in a natural proof-carrying code scenario
where programs are proved correct prior to optimizing compilation before transmission to
the consumer.
We present a type-systematic description of the underlying analyses and of the optimiza-
tion for theWhile language, demonstrate that the optimization is semantically sound and
improving in a formulation using type-indexed relations, and then show that these argu-
ments can be transferred to automatic transformations of functional correctness/resource
usage proofs in Hoare logics. For the improvement part, we instrument the standard
semantics and Hoare logic so that evaluations of expressions become a resource.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Proof-carrying code (PCC) is based on the idea that in a security-critical code transmission setting, the code producer
should provide some evidence that the program she distributes is safe and/or functionally correct. The code consumerwould
thus receive the program together with a certiﬁcate (proof) that attests that the program has the desired properties.
The code producer would typically use some (interactive) veriﬁcation environment to prove her source program. The
question is how to communicate the veriﬁcation result to the code consumer who will not have access to the source code
of the program. It is clear that there should be a mechanism to allow compilation of the program proof together with the
program.
It has been shown [4] that proof compilation (automatic transformation of a program’s proof alongside compiling the
program) is simple in the case of a nonoptimizing compiler. However the same does not hold, if optimizations take place—a
valid proof of a program may not be valid for the optimized version of the same program.
In this paper,we tackle exactly thismore challenging situation for dataﬂow-analysis basedoptimizations.Wedemonstrate
amechanismfor proof optimization, a processwhereaprogram’sproof is automatically transformed intoone for theoptimized
program alongside the transformation of the program and based on the same dataﬂow analysis result. (Note that we do not
mean that a proof of a ﬁxed property of a ﬁxed program is optimized somehow; ratherwe use the phrase ‘proof optimization’
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Fig. 1. Proof optimization in PCC.
for transforming a given program’s proof to match the optimized program.) We describe dataﬂow analyses declaratively as
type systems, so the result of a particular program’s analysis is a type derivation. It turns out that we can use the same type
derivation as self-sufﬁcient guidance for automatically transforming not only the program, but also its proofs.
A simpliﬁed view of such a PCC scenario with program optimization happening on the producer’s side is given in
Fig. 1. We are concerned with the stages shown in the gray box—simultaneous transformation of both a program and its
proof guided by a type derivation representing the result of analyzing the program.
Wealso showthat typesystemsareacompact andusefulwayofdescribingdataﬂowanalysesandoptimizations ingeneral:
they can explain them well in a declarative fashion (separating the issues of determining what counts as a valid analysis or
optimization result and how to ﬁnd the strongest one) and make soundness and improvement simple to prove by structural
induction on type derivations. In fact, proof optimization works namely because of this: automatic proof transformations
are a formal version of the constructive content of these semantic arguments.
As the example optimization we use partial redundancy elimination (PRE). PRE is a widely used compiler optimization
that eliminates computations that are redundant on some but not necessarily all computation paths of a program. As a
consequence, it performs both common subexpression elimination and expression motion. This optimization is notoriously
tricky and has been extensively studied since it was invented by Morel and Renvoise [19]. There is no single canonical
deﬁnition of the optimization. Instead, there is a plethora of subtly different ones and they do not all achieve exactly the
same. The most modern and clear versions by Paleri et al. [20] and Xue and Knoop [26] are based on four unidirectional
dataﬂow analyses.
As a case study, the optimization is interesting in several aspects. As already said, it is a highly nontrivial optimization. It
is also interesting in the sense that it modiﬁes program structure by inserting new nodes into the edges of the control ﬂow
graph. This makes automatic proof transformation potentially more difﬁcult.
The present paper continues earlier work of ours [13,23,24,22], where we have already advocated the use of type systems
to describe dataﬂow analyses and optimizations in settings where it is important to be able to document and communicate
analysis andoptimization results in a checkable fashion. Inparticular, in [23],we considered the simple examples of dead code
elimination and common subexpression elimination to show that a type system can be used to prove semantic soundness
of the optimization and that these arguments can be transferred to program proofs, yielding automatic program proof
transformability. In [24], we gave type-systematic treatments of four stack usage optimizations for an operand-stack based
low-level language, two of them based on bidirectional analyses.
Against this background, the present paper is ﬁrst of all a demonstration of the scalability of our approach. PRE is made a
particularly worthwhile case study by the fact that it is a very useful (and hence practical) optimization but at the same time
subtle and complicated. But we also make two important novel general contributions. First, we show that our approach is
smoothly adjustable to cover optimizations that change the structure of a program; speciﬁcially, we handle “edge splitting”
by production of new code at subsumption inferences. Second, we demonstrate that the type-systematic approach facilitates
not only soundness statements and arguments for optimizations but also statements and arguments of improvement. This
is achieved with instrumented semantics and Hoare logics.
The organization of the paper is as follows. In Section 2, which is the central section, we consider a simple version of
PRE that does not deal with all partial redundancies, but is very powerful already and rich enough for explaining all issues
of our interest. After an informal explanation of the optimization we deﬁne it as a type system, argue that the optimization
is semantically sound and improving in a similarity-relational sense and spell out the automatic proof transformations
corresponding to these arguments. In Section 3, we describe the same development for full PRE in the formulation of Paleri
et al. [20]. Section 4 reviews some items of most related work and Section 5 concludes.
The language used. Instead of using control-ﬂow graph (CFG) based representations as is common in program optimiza-
tion literature, we work directly with While programs. This should make the paper more readable for the reader whose
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background is in program veriﬁcation, but the techniques we present here are equally applicable to CFGs and we give some
basic intuition also on CFGs. Following standard practice, we allow expressions to contain at most one operator. This is an
inessential restriction: with the help of just a little more infrastructure we could also handle deep expressions directly.
The literals l ∈ Lit, arithmetic expressions a ∈ AExp, boolean expressions b ∈ BExp and statements s ∈ Stm are deﬁned
over a supply of program variables x ∈ Var and the numerals n ∈ Z in the following ways:
l ::= x | n
a ::= l | l0 + l1 | l0 *l1 | · · ·
b ::= l0 = l1 | l0 ≤ l1 | · · ·
s ::= x := a | skip | s0; s1 | if b then st else sf | while b do st .
Wewrite AExp+ for the set AExp\Lit of nontrivial arithmetic expressions. The states σ ∈ State of the natural semantics
are stores, i.e., associations of integer values to variables, State =df Var → Z. We write [[a]]σ (resp. [[b]]σ ) for the integer
value of an arithmetic expression a (resp. truth value of a boolean expression b) in a state σ . The circumstance that σ ′ is a
ﬁnal state for a statement s and initial state σ is denoted by σ >−s→ σ ′. The notation σ [x → z] refers to the state obtained
by updating σ at xwith value z. In the Hoare logic, the judgement that Q is a derivable postcondition for s and a precondition
P is written {P} s {Q}. The notation P[a/x] refers to the result of substituting a for x in P. For reference, the rules of the natural
semantics and Hoare logic are given in Appendix A.
2. Simple PRE
What is PRE? As we have already stated it is an optimization to avoid computations of expressions that are redundant on
some but not necessarily all computation paths of the program. Elimination of these computations happens at the expense
of precomputing expressions and using auxiliary variables to remember their values.
An example application of partial redundancy elimination is shown in Fig. 2 where the graph in Fig. 2a is an original
program and the graph in Fig. 2b is the program after partial redundancy elimination optimization. Computations of y + z
in nodes 2, 3 and 4 are partially redundant in the original program and can be eliminated. The result of computation of y + z
at node 6 can be saved into an auxiliary variable t (thus a new node is added in front of node 6). Additional computations of
y + z are inserted into the edge leading from node 1 to node 2 and the edge entering node 3. This is the optimal arrangement
of computations, since there is one less evaluation of y + z on the path leading from node 3 to 2 and two less in the loop.
Furthermore, the number of evaluations of the expression has not increased on any path through the program.
In this sectionwe scrutinize a simpliﬁed version of PRE that ismore conservative than full PRE. Although powerful already,
it does not eliminate all partial redundancies, but is more easily presentable, relying on two dataﬂow analyses. The example
program in Fig. 2a can be fully optimized by simple PRE. The deﬁciencies of simple PRE as compared to full PRE will be
discussed in Section 3.
The two dataﬂow analyses are backward anticipability analysis and a forward nonstandard, conditional partial availability
analysis that uses the results of the anticipability analysis. The anticipability analysis computes for each program point which
nontrivial arithmetic expressions will be evaluated on all paths before any of their operands are modiﬁed. More intuitively:
if an expression is anticipable at some program point, it means that no matter which path we take from that program
point, this expression will be evaluated at some point in the future, and moreover, none of the expression’s operands are
modiﬁed until then. This means that expression could be precomputed at that program point, and the result saved in an
Fig. 2. Example application of PRE.
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Fig. 3. Property annotations on example program.
auxiliary variable, since it can deﬁnitely be re-used later on. The partial availability analysis computes, for each program
point, which expressions have already been evaluated and later not modiﬁed on some path through this program point. If an
expression is partially available at a program point, then on some path the most recently computed value of this expression
is still valid at this point, so if the computation result had been stored in an auxiliary variable, this variable could be used
instead of the expression (a problem is however that this is not necessarily true about the other paths). Simple PRE uses a
slightlymodiﬁed version of this analysis (thus conditional partial availability),which depends on anticipability: an expression
becomes partially available only when that expression is also anticipable. The crux of the design of simple PRE is this: the
optimization guarantees that, if an expression is conditionally partially available at a point of the given program, then in the
optimized program at the corresponding point it is totally available, i.e., evaluated and later not modiﬁed on all paths, with
the value stored in the auxiliary variable agreeing with the expression value on all of them.
With both analyses computed, two changesmay apply to assignments. If an expression is anticipable after an assignment,
then it will deﬁnitely be evaluated later on in the program, so its corresponding auxiliary variable can be deﬁned, to carry
the result of the evaluation, and used instead of the expression in the assignment (provided that the assignment does itself
not change the expression value). If the expression is also conditionally partially available before the assignment, we can
assume it has already been computed, with the auxiliary variable readily holding its value, and simply replace the expression
with the auxiliary variable. If neither case holds, we leave the assignment unchanged. Ensuring that conditionally partially
available expressions are totally available in the optimized program necessitates additional expression evaluations: if an
expression is not conditionally partially available at a point but is so at the successor point (this can happen, if the successor
point is a control ﬂow join point), an evaluation of this expression must be inserted between the two points, splitting the
edge. That the optimization may remove some evaluations of an expression to re-insert some at different places produces
the effect of expression evaluations being moved.
The standard-style inequational description of the algorithm for CFGs relies on the properties ANTIN, ANTOUT , CPAVIN,
CPAVOUT ,MOD,EVAL. The global propertiesANTINi (ANTOUTi) denote anticipability of nontrivial arithmetic expressions at the
entry (exit) of node i. Similarly CPAVINi and CPAVOUTi denote conditional partial availability. The local propertyMODi denotes
the set of expressionswhose valuemight bemodiﬁed at node iwhereas EVALi denotes the set of nontrivial expressionswhich
are evaluated at node i. The inequations for the analyses are given below (s and f correspond to the start and ﬁnish nodes of
the whole CFG).
ANTOUTi ⊆
{∅ if i = f⋂
j∈succ(i) ANTINj otherwise
ANTINi ⊆ (ANTOUTi\MODi) ∪ EVALi
CPAVINi ⊇
{∅ if i = s⋃
j∈pred(i) CPAVOUTi otherwise
CPAVOUTi ⊇ ((CPAVINi ∪ EVALi)\MODi)
∩ ANTOUTi
CPAVINi ⊆ ANTINi
CPAVOUTi ⊆ ANTOUTi
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Fig. 4. Type system for anticipability.
Fig. 5. Type system for the underlying analyses of simple PRE.
(We use inequalities here instead of equalities to be more in line with our type system, since the type system will accept all
valid analysis results, not only the strongest one. Also note that the last inequalities do not correspond to transfer functions.
Instead they state a domain restriction on conditional partial availability sets.)
One solution of these inequations is given in Fig. 3, leading to the optimization in Fig. 2. For example, evaluations of
y + z at nodes 2, 3 and 4 can be replaced, since the expressions are conditionally partially available at the entry of the node
(CPAVIN) and will be made totally available by the optimization. At node 6, the expression is anticipable at the exit, and not
conditionally partially available at the entry, thus this is a place where the expression should be precomputed and stored
in the temporary variable so in the given assignment the temporary variable can already replace it. Edge splitting happens
between nodes 1 and 2, and at the entry edge into node 3. At the exit of node 1, the expression is not conditionally partially
available, but is so at the entry to node 2. Thus the edge needs to be split, and a new node computing the expression added,
to ensure that the expression is totally available at the entry of node 2 in the optimized version. A similar thing happens to
the entry edge of node 3.
2.1.Type system for simple PRE
We now present the two analyses as type systems. Types and subtyping for anticipability correspond to the poset
underlying its dataﬂow analysis, sets of nontrivial arithmetic expressions, with set inclusion, i.e., (P(AExp+),⊆). A program
point has type ant ∈ P(AExp+), if all the expressions in ant are anticipable, i.e., on all paths from that program point, there
will be a use of the expression before any of its operands aremodiﬁed. Subtyping is set inclusion, i.e., ant ≤ ant′ iff ant ⊆ ant′.
Typing judgements s: ant −→ ant′ associate a statement with a pre- and posttype pair, stating that, if the expressions in
ant′ are anticipable after running a statement s, then the expressions in ant are anticipable before the run. The typing rules
are given in Fig. 4. We use eval(a) to denote the set {a}, if a is a nontrivial expression, and ∅ otherwise, andmod(x) to denote
the set of nontrivial expressions containing x, i.e., mod(x) =df {a ∈ AExp+ | x ∈ FV(a)}. The assignment rule states that
the assignment to x kills all expressions containing x and at the same time the expression assigned becomes anticipable,
if nontrivial. To type an if-statement the pre- and posttypes for both branches have to match. For a while-loop, some type
must be invariant for the loop body. The subsumption rule (analogous to the consequence rule in the standard Hoare logic) is
unsurprising. We note that the type system accepts all valid anticipability analysis results (all solutions to the inequations),
not only the strongest one. Finding the strongest one corresponds to principal type inference (ﬁnding the greatest pretype
for a given posttype). This separation of the algorithmic from the declarative is typical to the type-systematic description of
dataﬂow analyses and should be appreciated as a good thing.
The anticipability analysis gives us the information about where it is deﬁnitely proﬁtable to precompute expressions.
Intuitively, they should be precomputed where they ﬁrst become available and are anticipable, and reused where they are
already available. The second analysis, the conditional partial availability analysis, propagates this information forward in
the control ﬂow graph. As it depends on the anticipability analysis, we need to combine the two in the type system. For the
combined type system, a type is a pair (ant, cpav) ∈ P(AExp+) × P(AExp+) satisfying the constraint cpav ⊆ ant, where
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Fig. 6. Type system for simple PRE, with the optimization component.
ant is an anticipability type and cpav is a conditional partial availability type. Subtyping ≤ is pointwise set inclusion, i.e.,
(ant, cpav)≤ (ant′, cpav′) iff ant ⊆ ant′ and cpav ⊆ cpav′. Typing judgements take the form s: ant, cpav −→ ant′, cpav′.
The intended meaning of the added conditional partial availability component here is that, if the expressions conditionally
partially available before running s are in cpav, then the expressions conditionally partially available after the run are in cpav′.
The typing rules of the combined type system are given in Fig. 5. The rules for assignment nowhave the conditional partial
availability component. An expression is conditionally partially available in the posttype of an assignment, if it is so already
in the pretype or is evaluated by the assignment and the assignment does not modify any of its operands. Additionally, the
expression is only declared conditionally partially available, if it is actually anticipable (certainly worth precomputing), thus
the intersection with the anticipability type.
The optimization component of the type system is shown in Fig. 6. Deﬁnitions of auxiliary variables can be introduced
in two places, before assignments (if the necessary conditions are met) and at subsumptions. An already computed value
is used, if an expression is conditionally partially available (rule :=3pre). If it is not, but is anticipable (will deﬁnitely be
used), and the assignment does not change the value of the expression, then the result of evaluating it is recorded in the
auxiliary variable for that expression (rule :=2pre). The auxiliary function nv delivers a unique new auxiliary variable for
every nontrivial arithmetic expression. Edge splitting is performed by the subsumption rule conseqpre, which introduces
auxiliary variable deﬁnitions when the conditional partial availability type grows (this typically happens at the beginning
of loops and at the end of conditional branches and loop bodies). This is in fact the key rule of the type system. By the
application of this rule, expressions that are partially available are made fully available. Subsumption is applied for example
in conjunction with the if-statement, when an expression becomes available in one of the branches, but not in the other. In
this case, to type the program, subsumption is applied to the posttype of the second branch, so that both branches get the
same posttype. The optimization rule then says that new variable deﬁnitions need to be inserted where the subsumption
took place. This is in fact what happened in Fig. 3 on the edge between nodes 1 and 2 and also on the entry edge to node 3,
although we did not speak about the type system there yet. Since the expression is not conditionally partially available at
the exit of node 1, but is partially available at the entry of node 2, in the type system the types would have to be ﬁtted with
the help of subsumption, which triggers the edge splitting and introduction of the additional auxiliary variable deﬁnition.
2.2.Semantic soundness and improvement
Soundness in the sense of preservation of semantics (to an appropriate precision) of the type system for simple PRE can
be stated and shown using the relational method [5]. We take soundness tomean that an original program and its optimized
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version simulate each other up to a similarity relation ∼ on their states, indexed by conditional partial availability types of
program points.
Let σ ∼cpav σ* denote that two states σ and σ* of an original and optimized program agree on the auxiliary variables
wrt. cpav ⊆ AExp+ in the sense that ∀x ∈ Var. σ (x) = σ*(x) and ∀a ∈ cpav. [[a]]σ = σ*(nv(a)). We can then obtain the
following soundness theorem.
Theorem 1 (Soundness of simple PRE). If s: ant, cpav −→ ant′, cpav′ ↪→ s* and σ ∼cpav σ*, then
– σ >−s→ σ ′ implies the existence of σ ′* such that σ ′ ∼cpav′ σ ′* and σ* >−s*→ σ ′*,
– σ* >−s*→ σ ′* implies the existence of σ ′ such that σ ′ ∼cpav′ σ ′* and σ >−s→ σ ′.
Although our language is deterministic, nontermination is possible, therefore both directions (preservation and reﬂection
of evaluations) arenecessary toestablishequitermination.Reﬂection inparticular establishes that a compiledprogramcannot
terminate more often than the original form.
Proof. We only prove the ﬁrst half of the theorem. The proof of the other half is similar.
Given s: ant, cpav −→ ant′, cpav′ ↪→ s*, σ ∼cpav σ* and σ >−s→ σ ′, we must ﬁnd σ ′* such that σ ′ ∼cpav′ σ ′* and
σ* >−s*→ σ ′*. The proof is by induction on the typing derivationwith a subsidiary induction on the derivation of the semantic
judgement. We look at the following nontrivial cases.
• Case :=pre: The type derivation is of the form
x := a: ant, cpav −→ ant′, cpav′ ↪→ s*
whereant =df ant′\mod(x) ∪ eval(a), cpav′ =df (cpav ∪ eval(a)\mod(x)) ∩ ant′.Wenote that inparticular thismeans
that cpav ∪ eval(a) ⊇ cpav′ and cpav′ ∩ mod(x) = ∅. Thecorrespondinggivensemanticderivationmustbeof the form
σ >−x := a→ σ [x → [[a]]σ ]
hence σ ′ = σ [x → [[a]]σ ].
– Subcase :=1pre: We know that a /∈ cpav. We also know that either a /∈ ant′ or a ∈ mod(x), so cpav ⊇ cpav′.
Moreover, s* =df x := a.
We have the semantic derivation
σ* >−x := a→ σ ′*
where σ ′* =df σ*[x → [[a]]σ*]. From σ ∼cpav σ* it follows that [[a]]σ = [[a]]σ*, so that, using cpav ⊇ cpav′ as
well, we can conclude σ ′ = σ [x → [[a]]σ ] ∼cpav′ σ*[x → [[a]]σ ] = σ*[x → [[a]]σ*] = σ ′*.
– Subcase :=2pre: We have that a /∈ cpav. We also have that a is nontrivial and cpav ∪ {a} ⊇ cpav′. Also,
s* =df nv(a) := a; x := nv(a). We have the semantic derivation
σ* >−nv(a) := a→ σ ′′* σ ′′* >−x := nv(a)→ σ ′*
σ* >−nv(a) := a; x := nv(a)→ σ ′*.
whereσ ′′* =df σ*[nv(a) → [[a]]σ*] andσ ′*=df σ ′′* [x → σ ′′* (nv(a))]=σ ′′* [x → [[a]]σ*]. Fromσ ∼cpav σ* it is im-
mediate thatσ ∼cpav∪{a} σ*[nv(a) → [[a]]σ ] = σ*[nv(a) → [[a]]σ*] = σ ′′* andthereforeby cpav ∪ {a} ⊇ cpav′
we have σ ′ = σ [x → [[a]]σ ] ∼cpav′ σ ′′* [x → [[a]]σ ] = σ ′′* [x → [[a]]σ*] = σ ′*.
– Subcase :=3pre: We have that a ∈ cpav, so it follows that cpav ⊇ cpav′. We have s* =df x := nv(a). We have the
semantic derivation
σ* >−x := nv(a)→ σ ′*
where σ ′* =df σ*[x → σ*(nv(a))]. We know that a ∈ cpav, so from σ ∼cpav σ* we learn [[a]]σ = σ*(nv(a)).
Further, using also that cpav ⊇ cpav′, we realize that σ ′ = σ [x → [[a]]σ ] ∼cpav′ σ*[x → [[a]]σ ] =
σ*[x → σ*(nv(a))] = σ ′*.• Case conseqpre: The type derivation is of the form
....
s: ant0, cpav0 −→ ant′0, cpav′0 ↪→ s*
s: ant, cpav −→ ant′, cpav′ ↪→ s′; s*; s′′
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where (ant, cpav)≤ (ant0, cpav0), (ant′0, cpav′0)≤ (ant′, cpav′), s′ =df [nv(a) := a | a ∈ cpav0\cpav] and s′′ =df[nv(a) := a | a ∈ cpav′\cpav′0]. First we ﬁnd σ0 such that σ* >−s′→ σ0 and σ ∼cpav0 σ0. We have the semantic
derivation
σ* >−s′→ σ0
where σ0 =df σ*[nv(a) → [[a]]σ* | a ∈ cpav0\cpav]. From σ ∼cpav σ* using cpav ⊆ cpav0 we get that σ ∼cpav0
σ*[nv(a) → [[a]]σ | a ∈ cpav0\cpav] = σ*[nv(a) → [[a]]σ* | a ∈ cpav0\cpav] = σ0, since every expression in the
difference of cpav0 and cpav is explicitly made equal to its corresponding auxiliary variable and no variables from Var
aremodiﬁed. Fromthe inductionhypothesisweobtain that there is a stateσ1 such thatσ0 >−s*→ σ1 andσ ′ ∼cpav′0 σ1.
It is now enough to show that there is a state σ ′* such that σ1 >−s′′→ σ ′* and σ ′ ∼cpav′ σ ′*. Similarly for the case of s′,
we have the derivation
σ1 >−s′′→ σ ′*
where σ ′* =df σ1[nv(a) → [[a]]σ1 | a ∈ cpav′\cpav′0]. Again it is easy to realize that σ ′ ∼cpav′0 σ1 with cpav′0 ⊆ cpav′
gives us σ ′ ∼cpav′ σ1[nv(a) → [[a]]σ ′ | a ∈ cpav′\cpav′0] = σ1[nv(a) → [[a]]σ1 | a ∈ cpav′\cpav′0] = σ ′*. 
It is possible to show more than just soundness of the optimization using the relational method. One can also show that
the optimization is actually an improvement in the sense that the number of evaluations of an expression on any given
program path cannot increase. This means that no new computations can be introduced which are not used later on in the
program. This is not obvious, since expression motion might introduce unneeded evaluations.
To state this property, wemust have away to count the expression evaluations. This can be done in a simple instrumented
semantics. In this semantics a state is a pair (σ , r) of a standard state σ ∈ Var → Z (an assignment of integer values to
variables) and a “resource” state r ∈ AExp+ → N associating to every nontrivial arithmetic expression a natural number for
the number of times it has been evaluated. The rules of the semantics are essentially as for the standard semantics, except
that for assignments of nontrivial expressions we stipulate
(σ , r) >−x := a→ (σ [x → [[a]]σ ], r[a → r(a) + 1])
The corresponding similarity relation between the states of an original and optimized program is the following.We deﬁne
(σ , r) ≈cpav (σ*, r*) to mean that two states (σ , r) and (σ*, r*) are similar wrt. cpav ⊆ AExp+ in the sense that σ ∼cpav σ*
and, moreover, ∀a ∈ cpav. r*(a)≤ r(a) + 1 and ∀a ∈ AExp+\cpav. r*(a)≤ r(a).
The cute point here is that conditional partial availability types serve us as an “amortization” mechanism. The intuitive
meaning of an expression being in the conditional partial availability type of a program point is that there will be a use of
this expression somewhere in the future, where this expression will be replaced with a variable already holding its value.
Thus it is possible that a computation path of an optimized program has one more evaluation of the expression before this
point than the corresponding computation path of the original program due to an application of subsumption. This does not
break the improvement argument, since the type increase at the subsumption point contains a promise that this evaluation
will be taken advantage of (“amortized”) in the future.
Theorem 2 (Improvement property of simple PRE). If s: ant, cpav −→ ant′, cpav′ ↪→ s* and (σ , r) ≈cpav (σ*, r*), then
– (σ , r) >−s→ (σ ′, r′) implies the existence of (σ ′*, r′*) such that (σ ′, r′) ≈cpav′ (σ ′*, r′*) and (σ*, r*) >−s*→ (σ ′*, r′*),
– (σ*, r*) >−s*→ (σ ′*, r′*) implies the existence of (σ ′, r′) such that (σ ′, r′) ≈cpav′ (σ ′*, r′*) and (σ , r) >−s→ (σ ′, r′).
Proof. Again we only show the proof of the ﬁrst part. The reasoning is similar to that we showed in the proof of Theorem 1,
so we only worry about the evaluation counting states and ignore the standard states.
Given s: ant, cpav −→ ant′, cpav′ ↪→ s*, (σ , r) ≈cpav (σ*, r*) and (σ , r) >−s→ (σ ′, r′), we are after a state (σ ′*, r′*) such
that (σ ′, r′) ≈cpav′ (σ ′*, r′*) and (σ*, r*) >−s*→ (σ ′*, r′*). The proof is by induction on the type derivation and we look at the
following nontrivial cases.
• Case :=pre: The type derivation is of the form
x := a: ant, cpav −→ ant′, cpav′ ↪→ s*
where ant =df ant′\mod(x) ∪ eval(a), cpav′ =df (cpav ∪ eval(a)\mod(x)) ∩ ant′.
We note that from the constraint cpav ⊆ ant it follows that cpav ⊆ cpav′ ∪ eval(a):
cpav = cpav ∩ ant
= cpav ∩ ((ant′\mod(x)) ∪ eval(a))
⊆ (cpav\mod(x) ∩ ant′) ∪ eval(a)
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= ((cpav ∪ eval(a))\mod(x) ∩ ant′) ∪ eval(a)
= cpav′ ∪ eval(a)
At the same time also cpav ∪ eval(a) ⊇ (cpav ∪ eval(a))\mod(x) ∩ ant′ = cpav′. So for any nontrivial expression
a′ /= a, a′ ∈ cpav and a′ ∈ cpav′ are in fact equivalent.
The given semantic derivation must be of the form
(σ , r) >−x := a→ (σ [x → [[a]]σ ], r[a → r(a) + 1])
so σ ′ = σ [x → [[a]]σ ], r′ = r[a → r(a) + 1].
– Subcase :=1pre:Wehave that a /∈ cpav and either a /∈ ant′ or a ∈ mod(x), so a /∈ cpav′. Moreover, s* =df x := a.
We have the semantic derivation
(σ*, r*) >−x := a→ (σ ′*, r′*)
where (σ ′*, r′*) =df (σ*[x → [[a]]σ*], r*[a → r*(a) + 1]). From the assumption we know that r*(a)≤ r(a), so
r′*(a) = r*(a) + 1≤ r(a) + 1 = r′(a).
– Subcase :=2pre: We have that a /∈ cpav and both a ∈ ant′ and a /∈ mod(x), hence a ∈ cpav′. Moreover, s* =df
nv(a) := a; x := nv(a). We have the semantic derivation
(σ*, r*) >−nv(a) := a→ σ ′′* , r′′* (σ ′′* , r′′* ) >−x := nv(a)→ (σ ′*, r′*)
(σ*, r*) >−nv(a) := a; x := nv(a)→ (σ ′*, r′*)
where (σ ′′* , r′′* )=df (σ*[nv(a) → [[a]]σ*], r*[a → r*(a) + 1]) and (σ ′*, r′*)=df (σ ′′* [x → σ ′′* (nv(a))], r′′* ). Simi-
larly to the previous case, from r*(a)≤ r(a) we obtain r′*(a)= r′′* (a)= r*(a) + 1≤ r(a) + 1= r′(a)< r′(a) + 1.
– Subcase :=3pre: We have that a ∈ cpav and s* =df x := nv(a). We have the derivation
(σ*, r*) >−x := nv(a)→ (σ ′*, r′*)
where (σ ′*, r′*) =df (σ*[x → σ*(nv(a))], r*). From r*(a)≤ r(a) + 1 we get that r′*(a) = r*(a)≤ r(a) + 1 = r′(a)
(so all is well both if a /∈ cpav′ and if a ∈ cpav′; both situations are possible).
In all three subcases, for any nontrivial a′ /= a, if a′ ∈ cpav, then we have that a′ ∈ cpav′ as well and therefore from
r*(a
′)≤ r(a′) + 1 we get r′*(a′) = r*(a′)≤ r(a′) + 1 = r′(a′) + 1. Similarly, for a′ /= a such that a′ /∈ cpav we have
a′ /∈ cpav′, so r*(a′)≤ r(a′) gives us r′*(a′) = r*(a′)≤ r(a′) = r′(a′).
• Case conseqpre: The type derivation is of the form
....
s: ant0, cpav0 −→ ant′0, cpav′0 ↪→ s*
s: ant, cpav −→ ant′, cpav′ ↪→ s′; s*; s′′
where (ant, cpav)≤ (ant0, cpav0), (ant′0, cpav′0)≤ (ant′, cpav′) and s′ =df [nv(a) := a | a ∈ cpav0\cpav], s′′ =df[nv(a) := a | a ∈ cpav′\cpav′0]. Firstweﬁndastate (σ0, r0) such that (σ*, r*) >−s′→ (σ0, r0)and (σ , r) ≈cpav0 (σ0, r0).
We have the semantic derivation
(σ*, r*) >−s′→ (σ0, r0)
where (σ0, r0) =df (σ*[nv(a) → [[a]]σ* | a ∈ cpav0\cpav], r*[a → r*(a) + 1 | a ∈ cpav0\cpav]). For any expression
a ∈ cpav, from cpav ⊆ cpav0 we have a ∈ cpav0, whereas from r*(a)≤ r(a) + 1 we can conclude
r0(a) = r*(a)≤ r(a) + 1. Similarly, for any nontrivial expression a /∈ cpav0, from cpav ⊆ cpav0 we learn that a /∈ cpav,
and then r*(a)≤ r(a) tells us that r0(a) = r*(a)≤ r(a). If an expression a is in cpav0\cpav, then from r*(a)≤ r(a) we
can conclude r0(a) = r*(a) + 1≤ r(a) + 1. Hence, (σ , r) ≈cpav0 (σ0, r0) as desired.
By the induction hypothesis, there must exist a state (σ1, r1) such that (σ0, r0) >−s*→ (σ1, r1) and (σ ′, r′) ≈cpav′0
(σ1, r1). It is now enough to exhibit a state (σ
′
*, r
′
*) such that (σ1, r1) >−s′′→ (σ ′*, r′*) and (σ ′, r′) ≈cpav′ (σ ′*, r′*). This
can be done in the same way as for s′. 
To prove that an optimization is really optimal in the sense of achieving the best possible improvement (which simple
PRE really is not), wewould have to ﬁxwhat kind ofmodiﬁcations of a given programwe consider as possible transformation
candidates (they should not modify the control ﬂow graph other than by splitting edges, they should not take advantage of
the real domains and interpretation of expressions, etc.). The argument would have to compare the optimization to other
sound transformation candidates. This is outside the scope of the present paper.
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2.3.Automatic transformation of Hoare logic proofs for simple PRE
Simple PRE can change the structure of a program, so a given Hoare proof for the programmay be incompatible with the
optimized program already solely by its structure. Moreover, even the Hoare triple proved for the original programmay not
be provable for the optimized program.
For example, given a proof of the Hoare triple {y + z = 5} x := y + z {x = 5} and a derivation of the typing judgement
x := y + z : {y + z}, {y + z} −→ ∅,∅ ↪→ x := nv(y + z), it is clear that {y + z = 5} x := nv(y + z) {x = 5} is not a prov-
able Hoare triple anymore. But the original Hoare proof, including the triple it proves, can be transformed, guided by the
type derivation, which carries all the information on how and where code is transformed. The key observation is that the
expressions which are conditionally partially available must have been computed and their values not modiﬁed, thus their
values are equal to the values of the corresponding auxiliary variables that have been deﬁned.
Let P|cpav abbreviate∧[ nv(a) = a | a ∈ cpav ] ∧ P.
We have the following theorem, which can be seen as the crux of the paper:
Theorem 3 (Preservation of Hoare logic provability/proofs). If s: ant, cpav −→ ant′, cpav′ ↪→ s*, then
– {P} s {Q} implies {P|cpav} s* {Q |cpav′ }.
Themain signiﬁcance of the theorem is not that Hoare logic provability is preserved per se (which is pretty obvious, since
the optimization is sound—we show it in the nonconstructive proof). Rather, the major contribution here is the constructive
proof, which gives us an algorithm for automatic transformation of proofs using the type system.
Proof. Nonconstructively, this theorem is a corollary from soundness of the optimization (Theorem 1, second half) and
soundness and completeness of the Hoare logic (Theorems 9 and 10): Assume that s: ant, cpav −→ ant′, cpav′ ↪→ s′ and
{P} s {Q}. Wemust show {P|cpav} s* {Q |cpav′ }. By completeness of the Hoare logic, it sufﬁces to show that, for any states σ*, σ ′*
and valuation α of logic variables, σ* |=α P|cpav and σ* >−s*→ σ ′* imply σ ′* |=α Q |cpav′ .
Consider any σ*, σ
′
* and α such that σ* |=α P|cpav and σ* >−s*→ σ ′*. From σ* |=α P|cpav, it follows that there must exist
σ such that σ ∼cpav σ* and σ |=α P.
By Theorem 1 (second half) the facts s: ant, cpav −→ ant′, cpav′ ↪→ s′, σ ∼cpav σ* and σ* >−s*→ σ ′* yield that there
must exist σ ′ such that σ ′ ∼cpav′ σ ′* and σ >−s→ σ ′.
From {P} s {Q}, σ |=α P and σ >−s→ σ ′, using soundness of the Hoare logic, we conclude that σ ′ |=α Q . Combinedwith
σ ′ ∼cpav′ σ ′*, this gives us σ ′* |=α Q |cpav′ as required.
We now present the constructive proof that yields automatic Hoare proof transformation. Given a derivation of
s: ant, cpav −→ ant′, cpav′ ↪→ s* and an aligned Hoare proof of {P} s {Q}, we induct on the type derivation and transform
the given Hoare proof into one of {P|cpav} s* {Q |cpav′ }.
We look at the cases where actual modiﬁcations happen (the cases for the sequence, if, and while constructs are
straightforward).
• Case :=pre: The type derivation is
x := a: ant, cpav −→ ant′, cpav′ ↪→ s*
where ant =df ant′\mod(x) ∪ eval(a), cpav′ =df (cpav ∪ eval(a)\mod(x)) ∩ ant′. We notice that this implies cpav∪
eval(a) ⊇ cpav′ and cpav′∩mod(x)=∅. The latter observation gives that P[a′/x]|cpav′ ⇔ P|cpav′ [a′/x] for any a′ and P.
The given Hoare logic proof is
{P[a/x]} x := a {P}
– Subcase :=1pre:Wehave that a /∈ cpav.We also have that either a /∈ ant′ or a ∈ mod(x), so cpav ⊇ cpav′. Moreover,
s* =df x := a.
From cpav ⊇ cpav′ it follows that P[a/x]|cpav |= P[a/x]|cpav′ . The transformed Hoare logic proof is
{P|cpav′ [a/x]} x := a {P|cpav′ }
{P[a/x]|cpav′ } x := a {P|cpav′ }
{P[a/x]|cpav} x := a {P|cpav′ }
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– Subcase :=2pre: We have that a /∈ cpav. We also have that a is nontrivial, so that cpav ∪ {a} ⊇ cpav′. And
s* =df nv(a) := a; x := nv(a).
From cpav ∪ {a} ⊇ cpav′ it follows that P[nv(a)/x]|cpav∪{a} |= P[nv(a)/x]|cpav′ . From reﬂexivity of equality,
P[a/x]|cpav ⇔ P[a/x]|cpav ∧ a = a ⇔ (P[nv(a)/x]|cpav∪{a})[a/nv(a)]. The transformed Hoare logic proof is
B0 B1
{P[a/x]|cpav} nv(a) = a; x := nv(a) {P|cpav′ }
where B0 ≡
{P[nv(a)/x]|cpav∪{a}[a/nv(a)]} nv(a) = a {P[nv(a)/x]|cpav∪{a}}
{P[a/x]|cpav} nv(a) = a {P[nv(a)/x]|cpav′ }
and B1 ≡
{P|cpav′ [nv(a)/x]} x := nv(a) {P|cpav′ }
{P[nv(a)/x]|cpav′ } x := nv(a) {P|cpav′ }
– Subcase :=3pre: We have that a ∈ cpav, so cpav ⊇ cpav′. Moreover, s* =df x := nv(a).
From a ∈ cpav and cpav ⊇ cpav′ it follows that P[a/x]|cpav |= P[a/x]|cpav′ ∧ nv(a) = a. Substitution of equals for
equals gives P|cpav′ [a/x] ∧ nv(a) = a |= P|cpav′ [nv(a)/x]. The transformed Hoare logic proof is
{P|cpav′ [nv(a)/x]} x := nv(a) {P|cpav′ }
{P|cpav′ [a/x] ∧ nv(a) = a} x := nv(a) {P|cpav′ }
{P[a/x]|cpav′ ∧ nv(a) = a} x := nv(a) {P|cpav′ }
{P[a/x]|cpav} x := nv(a) {P|cpav′ }
• Case conseqpre: The type derivation is
....
s: ant0, cpav0 −→ ant′0, cpav′0 ↪→ s*
s: ant, cpav −→ ant′, cpav′ ↪→ s′; s*; s′′
where (ant, cpav)≤ (ant0, cpav0), (ant′0, cpav′0)≤ (ant, cpav) and s′ =df [nv(a) := a | a∈cpav0\cpav], s′′ =df[nv(a) := a | a ∈ cpav′\cpav′0]. The given Hoare logic proof is
....{P0} s {Q0}
{P} s {Q}
where P |= P0 and Q0 |= Q .
By the induction hypothesis, there is a Hoare logic proof of {P0|cpav0} s* {Q0|cpav′0}. It is an assumption that P |= P0,
hence P|cpav |= P0|cpav.
By reﬂexivity of equality P0|cpav ⇔ P0|cpav ∧∧[ a = a | a ∈ cpav0\cpav ] |= P0|cpav0 [ a/nv(a) | a ∈ cpav0\cpav ].
Hence from the axiom {P0|cpav0 [ a/nv(a) | a ∈ cpav0\cpav ]} s′ {P0|cpav0} by the consequence rule we have a proof of{P|cpav} s′ {P0|cpav0}.
Similarly we can make a proof of {Q0|cpav′0} s′′ {Q |cpav′ }.
Putting everything together with the sequence rule, we obtain a proof of {P|cpav} s′; s*; s′′ {Q |cpav′ }, which is the
required transformed Hoare logic proof. 
An example application of the type system and transformation of Hoare logic proofs is shown in Figs. 7–9.
We have a program s =df while i < k do (n := n + (y + z); i := i + 1); x := y + z and a Hoare derivation tree for{n = 0 ∧ i = 0 ∧ k≥ 0} s {n = k*(y + z)}. (Note that tomake the derivation trees smaller, we use n := n + (y + z), i.e., an
expression with more than one operator. This can be considered as syntactic sugar, since the assignment could be rewritten
as n′ := y + z; n := n + n′.) The optimization lifts the computation of y + z out of the while-loop. This renders the original
proof of the program impossible to associate to the transformed program. For example, the old loop invariant is not valid
anymore, since it talks about y + z, but the expression is not present in the modiﬁed loop. Fig. 9 shows the proof tree where
this has been remedied using the information present in the types.
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Fig. 7. Type derivation for the example program.
Fig. 8. The original proof for the example program.
Fig. 9. The transformed proof.
We can also achieve an automatic proof transformation corresponding to the improvement property. This allows us to
invoke a performance bound of a given program to obtain one for its optimized version.
Similarly to semantic improvement, where we needed an instrumented semantics, nowwe need an instrumented Hoare
logic. We extend the signature of the standard Hoare logic with an extralogical constant a for all expressions a ∈ AExp+.
The inference rules of the instrumented Hoare logic are the analogous to those for the standard Hoare logic except that the
axiom for nontrivial assignment becomes
{P[a/x][a+ 1/a]} x := a {P}
It should not come as a surprise that the instrumented Hoare logic is sound and relatively complete wrt the instrumented
semantics.
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Fig. 10. An original proof for resource usage.
Fig. 11. The transformed proof for resource usage.
Now, we deﬁne P‖cpav to abbreviate
[ ∃v(a) | a ∈ AExp+ ].∧[ nv(a) = a ∧ a≤ v(a) + 1 | a ∈ cpav ]
∧∧[ a≤ v(a) | a /∈ cpav ]
∧P[v(a)/a]
Here v(a) generates a new unique logic variable for every nontrivial arithmetic expression.
P‖cpav is a transformed version of an assertion P about a state of an original program to an assertion about a related state
of the optimized program, guided by the type cpav. It is obtained from P by replacing the counters of all expressions by
existentially quantiﬁed logic variables. These are constrained to have values not exceeding those of the counters by more
than 1 or not exceeding them at all, depending on the type.
Assertion transformation deﬁned, we can state a reﬁned theorem, yielding transformation of proofs of the instrumented
Hoare logic.
Theorem 4 (Preservation of instrumented Hoare logic provability/proofs). If s: ant, cpav −→ ant′, cpav′ ↪→ s*, then
– {P} s {Q} implies {P‖cpav} s* {Q‖cpav′ }.
The proofs (nonconstructive and constructive) are similar to those of the previous theorem.
To witness the theorem in action we revisit the program analyzed in Fig. 7. Fig. 10 demonstrates that in the instrumented
Hoare logic we can prove that the program computes y + z exactly k + 1 times (we have abbreviated y + z to c). The
invariant for the while-loop is i≤ k ∧ c = i. Fig. 11 contains the transformed proof for the optimized program. We can
prove that y + z is computed at most k + 1 times, but the proof is quite different; in particular, the loop invariant is now
i≤ k ∧ c = i + 1. (In this proof, we have enhanced readability by replacing the existentially quantiﬁed assertions yielded
by the automatic transformation with equivalent quantiﬁer-free simpliﬁcations.)
As expected, this formal counterpart of the semantic improvement argument is no smarter than the semantic improve-
ment argument itself. In our semantic improvement statement we claimed that the optimized program performs not worse
than possibly by one extra evaluation for precomputed expressions than the original one. Had we claimed something more
speciﬁc and stronger about, e.g., those loops from where at least one assignment can be moved out, our corresponding
automatic proof transformation could have been stronger as well. It is not our goal to delve deeper into this interesting point
here. Rather, we are content here with the observation that constructive and structured semantic arguments have can be
given formal counterparts in the form of automatic proof transformations.
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We ﬁnish this section by remarking that the ﬁrst halves of the semantic soundness and improvement theorems yield a
transformation of a proof of an optimized program into one of the original program, which can also be made constructive.
We do not discuss this here; the idea has been demonstrated elsewhere [23].
3. Full PRE
We now look at the formulation of full PRE by Paleri et al. [20]. As was explained in Section 2, simple PRE does not use
all optimization opportunities. This stems from the fact that it only takes into account total anticipability. An example of a
program which simple PRE does not optimize is the following one.
The program is left unchanged by simple PRE, since y + z is not anticipable at the exit of node 2. Full PRE would optimize
the program by recording the value of y + z in an auxiliary variable in node 2 and inserting an evaluation of y + z into the
edge leaving node 1. This would allow skipping the evaluation of y + z in node 3.
This does not mean that it is possible to simply replace the total anticipability analysis with partial anticipability. The
following example illustrates this.
While it is seemingly similar to the previous example, it cannot be optimized the same way, since if we inserted an
evaluation of y + z into the edge (1,5), we would potentially worsen the runtime behavior of the program, as going through
the program through nodes (1, 5, 4), therewould be an extra evaluation of y + z that was not present in the original program.
In fact no further optimization of this program is possible.
The fundamental observation which allows us to perform PRE fully and correctly is that partial anticipability sufﬁces
instead of the total anticipabilitywe used in simple PRE only if the path leading from the pointwhere the expression becomes
partially available (the exit of node 2 in the examples) to a point where the expression becomes partially anticipable (the
entry of node 3 in the examples) contains no points at which the expression is neither anticipable nor available.
The last condition can be detected by two additional dataﬂow analyses, thus the full PRE algorithm requires four analyses
in total. These are standard (i.e., total) availability and anticipability, and safe partial availability and safe partial anticipability
analyses. The two latter depend on availability and anticipability. Their descriptions rely on the notion of safety. A program
point is said to be safe wrt. an expression if that expression is available or anticipable at that program point.
The dataﬂow inequations for the whole program in the CFG representation are the following:
ANTOUTi ⊆
{∅ if i = f⋂
j∈succ(i) ANTINj otherwise
ANTINi ⊆ ANTOUTi\MODi ∪ EVALi
AVINi ⊆
{∅ if i = s⋂
j∈pred(i) AVOUTi otherwise
AVOUTi ⊆ (AVINi ∪ EVALi)\MODi
SPANTOUTi ⊇
{∅ if i = f⋃
j∈succ(i) SPANTINj otherwise
SPANTINi ⊇ (SPANTOUTi\MODi ∪ EVALi) ∩ SAFEINi
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SPAVINi ⊇
{∅ if i = s⋃
j∈pred(i) SPAVOUTi otherwise
SPAVOUTi ⊇ ((SPAVINi ∪ EVALi)\MODi) ∩ SAFEOUTi
ANTOUTi ⊆ SPANTOUTi ⊆ SAFEOUTi
ANTINi ⊆ SPANTINi ⊆ SAFEINi
AVINi ⊆ SPAVINi ⊆ SAFEINi
AVOUTi ⊆ SPAVOUTi ⊆ SAFEOUTi
SAFEINi = ANTINi ∪ AVINi
SAFEOUTi = ANTOUTi ∪ AVOUTi
Using the results of the analysis, it is possible to optimize theprogram in the followingway.A computationof anexpression
should be added on edge (i, j), if the expression is safely partially available at the entry of node j, but not at the exit of node i.
Furthermore, the expression should be safely partially anticipable at the entry of node j. This transformationmakes partially
redundant expressions fully redundant exactly in places where it is necessary, thus the checking of safe partial anticipability.
Note that the latter was not necessary in simple PRE, since conditional partial availability already implied anticipability. In
a node where an expression is evaluated, if the expression is already safely partially available, its evaluation can be replaced
with a use of the auxiliary variable. If the expression is not available, but is safely partially anticipable, the result of the
evaluation can be saved in the auxiliary variable.
We now present these analyses and the optimization as type systems. The type system for anticipability was already
described in Section 2. The type system for availability is very similar. Types av ∈ P(AExp+) are sets of nontrivial arithmetic
expressions. Since availability is a forward must analysis, subtyping for availability is reversed, i.e., ≤ =df⊇. The typing
rules for availability are given in Fig. 12.
The type systems for safe partial availability and safe partial anticipability are given as a single type system in Fig. 13.
They do not depend on each other, but depend on the safety component. We use s to denote a full type derivation of
s : ant, av −→ ant′, av′, thus safety safe in the pretype of s is deﬁned as ant ∪ av, safety in the posttype safe′ is ant′ ∪ av′.
The complete type of a program point is thus a quadruple (ant, av, spant, spav)∈P(AExp+) × P(AExp+)×P(AExp+) ×
P(AExp+), satisfying the conditions ant ⊆ spant ⊆ ant ∪ av and av ⊆ spav ⊆ ant ∪ av. Subtyping for safe partial antici-
pability is reversed set inclusion, i.e., ≤ =df⊇. For safe partial availability, it is set inclusion, ≤ =df⊆.
Without the extra restrictions on types, the type systemwould still be sound, but it would lose its improvement property,
i.e., it might allow optimizations which introduce unneeded evaluations. The restriction ant ⊆ spant guarantees that the set
Fig. 12. Type system for available expressions.
Fig. 13. Type system for the underlying analyses of full PRE.
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Fig. 14. Type system for full PRE, with the optimization component.
of totally anticipable expressions cannot be bigger than the set of partially anticipable expressions. This is guaranteed by the
principal type inference algorithm, but in the type system the subsumption rule could break this relation without the extra
restriction. The same holds for full and partial availability. The restrictions spant ⊆ ant ∪ av and spav ⊆ ant ∪ av guarantee
safety as in the original algorithm of Paleri et al.
The optimizing type system for full PRE is given in Fig. 14. Insertion of auxiliary variable deﬁnitions at subsumption is
now guided by the intersection of safe partial availability and safe partial anticipability. In the deﬁnition of soundness, the
similarity relation on states also has to be invoked at this intersection. The same holds for proof transformation.
Theorem 5 (Soundness of full PRE). If s: spant, spav −→ spant′, spav′ ↪→ s* and σ ∼spant∩spav σ*, then
– σ >−s→ σ ′ implies the existence of σ ′* such that σ ′ ∼spant′∩spav′ σ ′* and σ* >−s*→ σ ′*,
– σ* >−s*→ σ ′* implies the existence of σ ′ such that σ ′ ∼spant′∩spav′ σ ′* and σ >−s→ σ ′.
The proof is quite similar to that for simple PRE. Full PRE is using partial anticipability instead of total anticipability, but
this does not affect the soundness of the optimization. We only have to show that the use of safety cannot affect soundness
in a hazardous way.
Proof. Again we only prove the ﬁrst half of the theorem. The proof is by induction on the structure of the type derivation
and we look at the same cases as for simple PRE.
• Case :=pre: The type derivation is of the form
x := a: spant, spav −→ spant′, spav′ ↪→ s*
where spant =df (spant′\mod(x)) ∪ eval(a)) ∩ safe, spav′ =df ((spav ∪ eval(a))\mod(x)) ∩ safe′.
We notice that safe ∪ mod(x) ⊇ safe′ since
safe ∪ mod(x) = ant ∪ av ∪ mod(x)
= (ant′\mod(x)) ∪ eval(a) ∪ av ∪ mod(x)
⊇ ant′ ∪ ((av ∪ eval(a))\mod(x))
= ant′ ∪ av′
= safe′
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From this it follows that (spant ∩ spav) ∪ eval(a) ⊇ spant′ ∩ spav′:
(spant ∩ spav) ∪ eval(a)
= (((spant′\mod(x)) ∪ eval(a)) ∩ spav ∩ safe) ∪ eval(a)
= (spant′\mod(x) ∩ spav ∩ safe) ∪ eval(a)
⊇ spant′ ∩ (spav ∪ eval(a))\mod(x) ∩ safe
= spant′ ∩ (spav ∪ eval(a))\mod(x) ∩ (safe ∪ mod(x))
⊇ spant′ ∩ (spav ∪ eval(a))\mod(x) ∩ safe′
= spant′ ∩ spav′
We also note it separately that spant′ ∩ spav′ ∩ mod(x) = ∅ (trivially, since spav′ ∩ mod(x) = ∅).
The given semantic judgement must be of the form
σ >−x := a→ σ [x → [[a]]σ ]
– Subcase :=1pre: We know that a /∈ spav. We also know that either a /∈ spant′ or a ∈ mod(x) (so a /∈ spav′), so
a /∈ spant′ ∩ spav′, which implies spant ∩ spav ⊇ spant′ ∩ spav′. Moreover, s* =df x := a.
We have the semantic derivation
σ* >−x := a→ σ ′*
where σ ′* =df σ*[x → [[a]]σ*]. From σ ∼spant∩spav σ* it follows that [[a]]σ =[[a]]σ*, so that, using spant ∩ spav ⊇
spant′ ∩ spav′ as well, we can conclude σ ′ =σ [x → [[a]]σ ] ∼spant′∩spav′ σ*[x → [[a]]σ ]=σ*[x → [[a]]σ*]=σ ′*.
– Subcase :=2pre:Wehave thata /∈ spavanda isnontrivial.Also, s* =df nv(a) := a; x := nv(a).Wehave thesemantic
derivation
σ* >−nv(a) := a→ σ ′′* σ ′′* >−x := nv(a)→ σ ′*
σ* >−nv(a) := a; x := nv(a)→ σ ′*.
where σ ′′* =df σ*[nv(a) → [[a]]σ*] and σ ′* =df σ ′′* [x → σ ′′* (nv(a))] = σ ′′* [x → [[a]]σ*]. From
σ ∼spant∩spav σ* it is immediate that σ ∼(spant∩spav)∪{a} σ*[nv(a) → [[a]]σ ] = σ*[nv(a) → [[a]]σ*] = σ ′′* and
therefore by (spant ∩ spav) ∪ {a} ⊇ spant′ ∩ spav′ we have σ ′ = σ [x → [[a]]σ ] ∼spant′∩spav′ σ ′′* [x → [[a]]σ ] =
σ ′′* [x → [[a]]σ*] = σ ′*.
– Subcase :=3pre: We have that a ∈ spav, but then a is nontrivial and a ∈ safe (as spav ⊆ safe), so further
a ∈ ((spant′\mod(x)) ∪ eval(a)) ∩ safe = spant as well, i.e., a ∈ spant ∩ spav. As a consequence, spant ∩ spav ⊇
spant′ ∩ spav′, too. We have s* =df x := nv(a). We have the semantic derivation
σ* >−x := nv(a)→ σ ′*
where σ ′* =df σ*[x → σ*(nv(a))]. From a∈ spant ∩ spav and σ ∼spant∩spav σ* we learn that [[a]]σ =
σ*(nv(a)). Further, using also that spant ∩ spav ⊇ spant′ ∩ spav′, we realize that σ ′ = σ [x → [[a]]σ ]∼spant′∩spav′ σ*[x → [[a]]σ ] = σ*[x → σ*(nv(a))] = σ ′*.• Case conseqpre: The type derivation is of the form
....
s: spant0, spav0 −→ spant′0, spav′0 ↪→ s*
s: spant, spav −→ spant′, spav′ ↪→ s′; s*; s′′
where (spant, spav)≤ (spant0, spav0), (spant′0, spav′0)≤ (spant′, cpav′), s′ =df [nv(a) := a | a ∈ (spant0 ∩ spav0)\
spav] and s′′ =df [nv(a) := a | a ∈ (spant′ ∩ spav′)\spav′0]. First we ﬁnd a state σ0 such that σ* >−s′→ σ0 and
σ ∼spant0∩spav0 σ0. We have the semantic derivation
σ* >−s′→ σ0
where σ0 =df σ*[nv(a) → [[a]]σ* | a ∈ (spant0 ∩ spav0)\spav].
As σ ∼spant∩spav σ*, it is enough to show that expressions not in spant ∩ spav but in spant0 ∩ spav0 are made equal
to their corresponding auxiliary variables by s′. But this is exactly what s′ does, as
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(spant0 ∩ spav0)\(spant ∩ spav)
= (spant0 ∩ spav0\spant) ∪ (spant0 ∩ spav0\spav)
= (spant0 ∩ spav0)\spav
using spant ⊇ spant0.
From the induction hypothesis we obtain that there is a state σ1 such that σ0 >−s*→ σ1 and σ ′ ∼spant′0∩spav′0 σ1. It is
now enough to show that there is a state σ ′* such that σ1 >−s′′→ σ ′* and σ ′ ∼spav′∩spav′ σ ′*. This can be done similarly
to the case of s′. 
For transformation of Hoare logic proofs of functional correctness, let P|spant∩spav abbreviate∧[ nv(a) = a | a ∈ spant ∩ spav] ∧ P. We have the following theorem.
Theorem 6 (Preservation of Hoare logic provability/proofs for full PRE). If s: spant, spav −→ spant′, spav′ ↪→ s*, then
– {P} s {Q} implies {P|spant∩spav} s* {Q |spant′∩spav′ }.
Proof. The proof is by induction on the type derivation and we look at the same cases as before.
• Case :=pre: The type derivation is
x := a: spant, spav −→ spant′, spav′ ↪→ s*
where spant =df (spant′\mod(x) ∪ eval(a)) ∩ safe, spav′ =df (spav ∪ eval(a)\mod(x)) ∩ safe′.
From the soundness proof (Theorem 5) we remember that (spant ∩ spav) ∪ eval(a) ⊇ spant′ ∩ spav′ and spant′ ∩
spav′ ∩ mod(x) = ∅. The latter fact tells us that for any a′ and P, we have P[a′/x]|spant′∩spav′ ⇔ P|spant′∩spav′ [a′/x].
The given Hoare logic proof must be of the form
{P[a/x]} x := a {P}
– Subcase :=1pre: We have that a /∈ spav. We also have that either a /∈ spant′ or a ∈ mod(x) (so a /∈ spav′), so
altogether a /∈ spant′ ∩ spav′, which implies spant ∩ spav ⊇ spant′ ∩ spav′. Moreover, s* =df x := a.
From spant ∩ spav ⊇ spant′ ∩ spav′, it follows that P[a/x]|spant∩spav |=P[a/x]|spant′∩spav′ . The transformed Hoare
logic proof is
{P|spant′∩spav′ [a/x]} x := a {P|spant′∩spav′ }
{P[a/x]|spant′∩spav′ } x := a {P|spant′∩spav′ }
{P[a/x]|spant∩spav} x := a {P|spant′∩spav′ }
– Subcase :=2pre: We have that a /∈ spav. We also have that a is nontrivial. And s* =df nv(a) := a; x := nv(a).
From (spant ∩ spav) ∪ {a} ⊇ spant′ ∩ spav′, it follows that P[nv(a)/x]|(spant∩spav)∪{a} |=P[nv(a)/x]|spant′∩spav′ .
From reﬂexivity of equality, P[a/x]|spant∩spav ⇔ P[a/x]|spant∩spav ∧ a=a ⇔ (P[nv(a)/x]|(spant∩spav)∪{a})[a/nv(a)]. The transformed Hoare logic proof is
B0 B1
{P[a/x]|spant∩spav} nv(a) = a; x := nv(a) {P|spant′∩spav′ }
where B0 ≡
{P[nv(a)/x]|(spant∩spav)∪{a}[a/nv(a)]} nv(a) = a {P[nv(a)/x]|(spant∩spav)∪{a}}
{P[a/x]|spant∩spav} nv(a) = a {P[nv(a)/x]|spant′∩spav′ }
and B1 ≡
{P|spant′∩spav′ [nv(a)/x]} x := nv(a) {P|spant′∩spav′ }
{P[nv(a)/x]|spant′∩spav′ } x := nv(a) {P|spant′∩spav′ }
– Subcase :=3pre: We have that a ∈ spav. We also have that a ∈ spant (as a ∈ spav ⊆ safe and a is nontrivial). This
has a ∈ spant ∩ spav as a consequence and therefore we also get spant ∩ spav ⊇ spant′ ∩ spav′. Further, s* =df
x := nv(a).
From a∈ spant ∩ spav and spant∩spav⊇ spant′∩spav′ we get P[a/x]|spant∩spav |= P[a/x]|spant′∩spav′ ∧
nv(a) = a. Substitution of equals for equals gives P|spant′∩spav′ [a/x] ∧ nv(a)=a |= P|spant′∩spav′ [nv(a)/x]. The
transformed Hoare logic proof is
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{P|spant′∩spav′ [nv(a)/x]} x := nv(a) {P|spant′∩spav′ }
{P|spant′∩spav′ [a/x] ∧ nv(a) = a} x := nv(a) {P|spant′∩spav′ }
{P[a/x]|spant′∩spav′ ∧ nv(a) = a} x := nv(a) {P|spant′∩spav′ }
{P[a/x]|spant∩spav} x := nv(a) {P|spant′∩spav′ }
• Case conseqpre: The type derivation is
....
s: spant0, spav0 −→ spant′0, spav′0 ↪→ s*
s: spant, spav −→ spant′, spav′ ↪→ s′; s*; s′′
where (spant, spav)≤ (spant0, spav0), (spant′0, spav′0)≤ (spant, spav) and s′ =df [nv(a) := a | a ∈ (spant0 ∩ spav0)\
spav], s′′ =df [nv(a) := a | a ∈ (spant′ ∩ spav′)\spav′0]. The given Hoare logic proof is
....{P0} s {Q0}
{P} s {Q}
where P |= P0 and Q0 |= Q .
By the induction hypothesis, there is a Hoare logic proof of {P0|spant0∩spav0} s* {Q0|spant′0∩spav′0}.
It is an assumption thatP |= P0, henceP|spant∩spav |= P0|spant∩spav. Using reﬂexivity of equalitywegetP0|spant∩spav ⇔
P0|spant∩spav ∧∧[ a = a | a ∈ (spant0 ∩ spav0)\(spant ∩ spav) ] |=P0|spant0∩spav0 [ a/nv(a) | a∈(spav0 ∩ spant0)\
(spant ∩ spav) ].
Fromthesoundnessproof (Theorem5)weremember that (spant0 ∩ spav0)\(spant ∩ spav) = spant0 ∩ spav0)\spav.
Hence from the axiom {P0|spant0∩spav0 [ a/nv(a) | a ∈ (spant0 ∩ spav0)\spav ]} s′ {P0|spant0∩spav0} by the consequence
rule we have a proof of {P|spant∩spav} s′ {P0|spant0∩spav0}.
Similarly we can make a proof of {Q0|spant′0∩spav′0} s′′ {Q |spant′∩spav′ }.
Putting everything togetherwith the sequence rule, we obtain a proof of {P|spant∩spav} s′; s*; s′′ {Q |spant′∩spav′ }, which
is the required transformed Hoare logic proof. 
The similarity relation between the states for showing the improvement property is more involved than in the case
of simple PRE. We deﬁne (σ , r) ≈spant∩spav,av (σ*, r*) to mean that two states (σ , r) and (σ*, r*) are similar wrt. spant ∩
spav and av in the sense that σ ∼spant∩spav σ* and, moreover, ∀a ∈ spant ∩ spav\av. r*(a)≤ r(a) + 1 and ∀a ∈ spant ∩
spav\av. r*(a)≤ r(a).
For simple PRE, an expression being in a type cpav meant a “promise” that there will be a use of the expression, because
cpav implied anticipability. For full PRE this is not the case, since spant ∩ spav does not imply that there is a future use
of the expression. This is where the notion of safety comes into play. Since spant ∩ spav ⊆ safe where safe = ant ∪ av,
then if a ∈ spant ∩ spav, either a ∈ ant or a ∈ av. Notice that a ∈ spant ∩ spav\av implies a ∈ ant which means that we
allow an increase in the number of expression evaluations only at places where the expression is anticipable. The reason
why there cannot be an increase of evaluations of a where a ∈ av is simply that availability implies that the expression
is already computed on all paths to that program point, so no extra evaluation could have been added. This is the reason
why we need to parameterize the similarity relation with av. A simple example explaining this is the program x := a;
if b then y := a else skip, which can be optimized to nv(a) = a; x := nv(a); if b then y := nv(a) else skip. After the ﬁrst state-
ment, a is clearly both safely partially available and safely partially anticipable. But the count of evaluations of a should not
be one larger for the optimized program than for the original one, hence we need to take into account that a is available.
Consequently we can guarantee that the overall number of evaluations of a for the optimized program is no bigger than that
for the original one.
Theorem 7 (Improvement property of full PRE). If s: spant, spav −→ spant′, spav′ ↪→ s* and (σ , r) ≈(spant∩spav,av) (σ*, r*),
then
– (σ , r) >−s→ (σ ′, r′) implies the existence of (σ ′*, r′*) such that (σ ′, r′) ≈(spant′∩spav′ ,av′) (σ ′*, r′*) and
(σ*, r*) >−s*→ (σ ′*, r′*),
– (σ*, r*) >−s*→ (σ ′*, r′*) implies the existence of (σ ′, r′) such that (σ ′, r′) ≈(spant′∩spav′ ,av′) (σ ′*, r′*) and
(σ , r) >−s→ (σ ′, r′).
Proof. We only prove the ﬁrst half of theorem. The proof is by induction on the structure of the type derivation. We look at
the following nontrivial cases.
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• Case :=pre: The type derivation is of the form
x := a: spant, spav −→ spant′, spav′ ↪→ s*
where spant =df ((spant′\mod(x)) ∪ eval(a)) ∩ safe, spav′ =df (spav ∪ eval(a))\mod(x) ∩ safe′.
We notice that safe ⊆ safe′ ∪ mod(x) since
safe = ant ∪ av
= (ant′\mod(x)) ∪ eval(a) ∪ av
⊆ ant′ ∪ ((av ∪ eval(a))\mod(x)) ∪ mod(x)
= ant′ ∪ av′ ∪ mod(x)
= safe′ ∪ mod(x)
This gives us that spant ∩ spav\av ⊆ (spant′ ∩ spav′\av′) ∪ eval(a):
spant ∩ spav\av
= ((spant′\mod(x)) ∪ eval(a)) ∩ safe ∩ spav\av
⊆ (spant′ ∩ spav\mod(x) ∩ safe\av) ∪ eval(a)
⊆ (spant′ ∩ spav\mod(x) ∩ (safe′ ∪ mod(x))\av) ∪ eval(a)
= (spant′ ∩ spav\mod(x) ∩ safe′\av) ∪ eval(a)
= (spant′ ∩ (spav ∪ eval(a))\mod(x) ∩ safe′\(av ∪ eval(a))) ∪ eval(a)
= (spant′ ∩ (spav ∪ eval(a))\mod(x) ∩ safe′\((av ∪ eval(a))\mod(x))) ∪ eval(a)
= (spant′ ∩ spav′\av′) ∪ eval(a)
From the proof of soundness (Theorem5)we remember that (spant ∩ spav) ∪ eval(a) ⊇ spant′ ∩ spav′.We also recall
that spant′ ∩ spav′ ∩ mod(x) = ∅. This yields that (spant ∩ spav\av) ∪ eval(a) ⊇ ((spant ∩ spav) ∪ eval(a))\av ⊇
(spant′ ∩ spav′)\av ⊇ spant′ ∩ spav′\((av ∪ eval(a))\mod(x)) = spant′ ∩ spav′\av′.
So for any nontrivial expression a′ /= a, a′ ∈ spant ∩ spav\av and a′ ∈ spant′ ∩ spav′\av′ are equivalent.
The given semantic derivation must be of the form
(σ , r) >−x := a→ (σ [x → [[a]]σ ], r[a → r(a) + 1])
– Subcase :=1pre: We have that a /∈ spav, which implies that a /∈ spant ∩ spav\av, and either a /∈ spant′ or
a ∈ mod(x) (so a /∈ spav′), which implies that a /∈ spant′ ∩ spav′\av′. Moreover, s* =df x := a.
We have the semantic derivation
(σ*, r*) >−x := a→ (σ ′*, r′*)
where (σ ′*, r′*) =df (σ*[x → [[a]]σ*], r*[a → r*(a) + 1]). From the assumption we know that r*(a)≤ r(a), so r′*(a)
= r*(a) + 1≤ r(a) + 1 = r′(a).
– Subcase :=2pre: We have that a /∈ spav, implying a /∈ spant ∩ spav\av, and both a ∈ spant′ and a /∈ mod(x), hence
a ∈ av′, implying a /∈ spant′ ∩ spav′\av′. Moreover, s* =df nv(a) := a; x := nv(a). We have the semantic
derivation
(σ*, r*) >−nv(a) := a→ σ ′′* , r′′* (σ ′′* , r′′* ) >−x := nv(a)→ (σ ′*, r′*)
(σ*, r*) >−nv(a) := a; x := nv(a)→ (σ ′*, r′*)
where (σ ′′* , r′′* )=df (σ*[nv(a) → [[a]]σ*], r*[a → r*(a) + 1]) and (σ ′*, r′*)=df (σ ′′* [x → σ ′′* (nv(a))], r′′* ). Given
these circumstances, from r*(a)≤ r(a) we obtain r′*(a) = r′′* (a) = r*(a) + 1≤ r(a) + 1 = r′(a).
– Subcase :=3pre: We have that a ∈ spav, which has as a consequence that a ∈ spant (as a is nontrivial and a ∈
spav ⊆ safe), but we do not knowwhether a /∈ av. Hence we do not knowwhether a ∈ spant ∩ spav\av. However,
since a ∈ spav′ if and only if a ∈ av′ (both hold if a /∈ mod(x) and neither holds if a ∈ mod(x)), we know that
a /∈ spant′ ∩ spav′\av′. Moreover, s* =df x := nv(a). We have the semantic derivation
(σ*, r*) >−x := nv(a)→ (σ ′*, r′*)
where (σ ′*, r′*) =df (σ*[x → σ*(nv(a))], r*). From r*(a)≤ r(a) + 1 (which holds both if a /∈ spant ∩ spav\av and if
a ∈ spant ∩ spav\av) we get that r′*(a) = r*(a)≤ r(a) + 1 = r′(a).
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In all three subcases, for any nontrivial a′ /= a, if a′ ∈ spant ∩ spav\av, then we have that a′ ∈ spant′ ∩ spav′\av′ as
well and therefore from r*(a
′)≤ r(a′) + 1 we get r′*(a′) = r*(a′)≤ r(a′) + 1 = r′(a′) + 1. Similarly, for a′ /= a such
that a′ /∈ spant ∩ spav\av we have a′ /∈ spant′ ∩ spav′\av′, so r*(a′)≤ r(a′) gives us r′*(a′) = r*(a′)≤ r(a′) = r′(a′).• Case conseqpre: The type derivation is of the form
....
s: spant0, spav0 −→ spant′0, spav′0 ↪→ s*
s: spant, spav −→ spant′, spav′ ↪→ s′; s*; s′′
where (ant, av)≤ (ant0, av0), (spant, spav)≤ (spant0, spav0), (ant′0, av′0)≤ (ant′, av′), (spant′0, spav′0)≤ (spant′, spav′)
and s′ =df [nv(a) := a | a ∈ (spant0 ∩ spav0)\spav], s′′ =df [nv(a) := a | a ∈ (spant′ ∩ spav′)\spav′0]. First we ﬁnd
a state (σ0, r0) such that (σ*, r*) >−s′→ (σ0, r0) and (σ , r) ≈spant0∩spav0,av0 (σ0, r0). We have the semantic derivation
(σ*, r*) >−s′→ (σ0, r0) .
where (σ0, r0)=df (σ*[nv(a) →[[a]]σ* | a ∈ (spant0 ∩ spav0)\spav], r*[a → r*(a) + 1 | a ∈ (spant0 ∩ spav0)\
spav]) and we know that (σ , r) ≈spant∩spav,av (σ*, r*).
For any expression a ∈ spav\av, from spav\av ⊆ spav\av0 ⊆ safe\av0 ⊆ ant0 ⊆ spant0, spav ⊆ spav0 and av ⊇
av0, we have a ∈ spant0 ∩ spav0\av0, whereas from r*(a)≤ r(a) + 1 (which is necessarily guaranteed) we can con-
clude r0(a) = r*(a)≤ r(a) + 1. For any expression a ∈ spav ∩ av, we have a /∈ spant ∩ spav\av, so from r*(a)≤ r(a)
we can conclude r0(a) = r*(a)≤ r(a) (which is sufﬁcient to ensure).
For any nontrivial expression a /∈ spant0 ∩ spav0, it is obvious that a /∈ spant0 ∩ spav0\av0 and from spav\av ⊆
spav\av0 ⊆ safe\av0 ⊆ ant0 ⊆ spant0 and spav ⊆ spav0 we learn that a /∈ spant ∩ spav\av. In this situation r*(a)≤
r(a) tells us that r0(a) = r*(a)≤ r(a).
If an expression a is in (spant0 ∩ spav0)\spav, then a /∈ spant ∩ spav\av and a ∈ spant0 ∩ spav0\av0 (as a /∈ spav ⊇
av ⊇ av0), thus from r*(a)≤ r(a) we can conclude r0(a) = r*(a) + 1≤ r(a) + 1.
By the induction hypothesis, there must exist a state (σ1, r1) such that (σ0, r0) >−s*→ (σ1, r1) and (σ ′, r′)≈spant′0∩spav′0,av′0 (σ1, r1). It is now enough to exhibit a state (σ ′*, r′*) such that (σ1, r1) >−s′′→ (σ ′*, r′*) and (σ ′, r′)≈spant′∩spav′ ,av′ (σ ′*, r′*). This can be done in the same way as for s′. 
4. Related work
Proving compilers and optimizers correct is a vast subject. In this paperwehave been interested in systematic descriptions
of program optimizations with soundness and improvement arguments fromwhich it is possible to isolate a soundness and
improvement argument of the optimization for any given program. Such arguments give us automatic transformations of
program proofs.
The type-systematic approach to dataﬂow analyses appears, e.g., in Riis Nielson and Nielson’s work on “ﬂow logics” [21]
(the “compositional” ﬂow logics are for structured or high-level languages and the “abstract” ones for control-ﬂow-graph
like or low-level languages). In Benton’s work [5] it appears for structured languages together with the relational method of
stating and proving dataﬂow analyses and optimizations sound. Lerner et al. [17,18] have looked at ways to make soundness
arguments more systematic.
Automatic transformation of program proofs for nonoptimizing compilation and for optimizations has been considered
by Barthe et al. [4,3]. Differently from this paper (and other works of ours), these works consider weakest precondition
calculi instead of Hoare logics; the compilation work studies compilation from a high-level language to low-level language;
the optimization work concerns a low-level language. More importantly, however, the approach to proof transformation for
optimizers [3] does not deal properly with optimizations sound for similarity relations weaker than equality on the original
program variables: to treat dead code elimination, dead assignments are not removed, but replaced by assignments to
“shadow”variables, so theproofs produced inproof transformationdonotpertain to theoptimizedprogrambut a variant of it.
Seoet al. [25] andChaieb [7]havenoted that, forprogramproperties expressible in the standardHoare logics (“extensional”
properties), dataﬂow analysis results can be written down as Hoare logic proofs.
The question of formally proving the optimized versions of given programs improved has been studied by Aspinall et
al. [2]. The same group of authors has also studied certiﬁcation of resource consumption in a VDM-style program logic [1].
The linguistic differences between high-level and low-level languages that may seem of importance in works relating
program analyses and program logics are in fact not deep and are overcome easily. Although analyses are typically stated
for CFG like, low-level languages, and Hoare logics and wp-calculi are better known for structured, high-level languages,
program logic has been done for low-level languages since Floyd [12] (who considered control-ﬂow graphs), with a renewed
interest recently due to the advent of PCC, and dataﬂow analyses admit unproblematic direct structured descriptions for
high-level languages as explicit, e.g., in the work on compositional ﬂow logics.
In our own related earlier work [23,24,22], we promoted the type-systematic method for describing analyses and opti-
mizations, by stating and proving type systems sound for dead-code elimination and common subexpression elimination for
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a high-level language with deep expressions as well as for some stack-speciﬁc optimizations for a stack-based low-level lan-
guage.Wealso explained the associated technology of automatic transformation of programproofs inHoare logics. In another
pieceofwork [13],wespelledout thedeeper relationbetween (special-purpose) type systemsandHoare logicsusable to spec-
ify analyses of variousdegrees of precisiononvarious levels on foundationality, subsuming the results by Seo et al. andChaieb.
To the best of our knowledge, we are the ﬁrst authors to employ type systems to describe and reason about program
optimizations and our method of obtaining automatic transformations of general Hoare proofs (as opposed to wp proofs)
guided by certiﬁcates of general valid analyses (as opposed to strongest analyses) is entirely novel. In fact we are not aware
of any other work dedicated to automatic transformation of Hoare logic proofs.
The optimization of partial redundancy elimination has a complicated history of nearly 30 years. Because of its power and
sophistication it has been remarkably difﬁcult to get right. The ﬁrst deﬁnition ofMorel and Renvoise [19] used a bidirectional
analysis and so did many subsequent versions [10,8] addressing its shortcomings. The formulations in the innovative work
of Knoop et al. [15,16] and the subsequent newwave of papers [11,9,6] are based on cascades of unidirectional analyses. The
best motivated formulations today are those of Paleri et al. [20] and Xue and Knoop [26]. The one by Paleri et al. stands out
by its relative simplicity thanks to certain symmetries and the ambition to provide an understandable soundness proof.
5. Conclusion
The thrust of this paper has been to show that the type-systematic approach to description of dataﬂow analyses and
optimizations scales up viably to complicated optimizations maintaining its applicability to automatic transformation of
program proofs. To this end, we have studied partial redundancy elimination, which is a highly nontrivial program transfor-
mation. In particular, it performs edge splitting to placemoved expression evaluations; type-systematically, this corresponds
to new assignments appearing at subsumption inferences. To our knowledge, this is the ﬁrst type-systematic description of
partial redundancy elimination.
We have demonstrated that soundness and improvement stated in terms of type-indexed similarity relations and es-
tablished with semantic arguments yield automatic transformations of functional correctness and resource usage proofs, a
useful facility for the code producer in a scenario of proof-carrying code where proved code is optimized prior to shipping
to the consumer.
Some issues for future work are the following.
• Modular soundness and improvement: In this paper, we stated and proved soundness and improvement of PRE in one
monolithic step. But often, when an optimization is put together of a cascade of analyses followed by a transformation
(as is the case also with PRE), it is possible to arrange the proofs accordingly, going through a series of instrumented
semantics (or a series of interim “optimizations” which “implement” these semantics via the standard semantics).
This does not necessarily give the shortest or simplest proof, but explains more, making explicit the contribution of
each individual analysis. Wewould like to design a systematic framework for cascaded semantic arguments and proof
transformations about such cascaded optimizations.
• Semantic arguments of improvement and optimality, their formalized versions: We have shown that PRE improves a
program in a nonstrict sense, i.e., does not make it worse. In general this is the best improvement one can achieve,
as an already optimal given program cannot be strictly improved. But strict improvement results must be possible
for special situations, e.g., for loops from where expression evaluations are moved out. We plan to study this issue.
Also, we have not shown that PRE yields an optimal program, i.e., one that cannot be improved further. One could
dream of a systematic framework for optimality arguments. In such a framework one must be able to deﬁne a space
of acceptable systematic modiﬁcations of programs; an optimal modiﬁcation is then a sound acceptable modiﬁcation
improving more than any other.
Also,minimized number of expression evaluations is not the onlymeasure for the quality of a PRE-like transformation.
There are other properties of PRE that we did not prove, e.g., that PRE does not introduce dead assignments to the
auxiliary variables.
• Type-systematic optimizations vs. type-indexed similarity relations used in semantic statements of soundness and
improvement: In this work, the similarity relations used in semantic statements of optimization soundness and
improvement appear crafted on an ad hoc basis. We intend to investigate systematic ways of relating type systems
and the semantic similarity relations.
All of the above have an impact on automatic transformability of Hoare logic proofs. We expect some of the Cobalt and
Rhodium work [17,18] on automated soundness arguments to be of signiﬁcance in addressing these issues.
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Fig. 15. Natural semantics rules ofWhile.
Fig. 16. Hoare rules ofWhile.
Appendix A. The high-level languageWhile
This section is a summary of the syntax, natural semantics and the standard Hoare logic of the basic high-level language
While [14].
A.1. Syntax
The syntax proceeds from a countable supply of arithmetic variables x ∈ Var. Over these, three syntactic categories
of arithmetic expressions a ∈ AExp, boolean expressions b ∈ BExp and statements s ∈ Stm are deﬁned by means of the
grammar
a ::= x | n | a0 + a1 | · · ·
b ::= a0 = a1 | . . . | tt | ff | ¬b | · · ·
s ::= x := a | skip | s0; s1 | if b then st else sf | while b do st
We denote the set of non-trivial (i.e., non-variable, non-numeral) arithmetic expressions by AExp+.
A.2. Natural semantics
The semantics is given in terms of states. The states are deﬁned as stores σ ∈ Store, i.e., mappings of variables to integers:
State =df Store =df Var → Z. The arithmetical and boolean expressions are interpreted relative to stores as integers and
truth values by the semantic function [[ − ]] ∈ AExp + BExp → Store → Z, deﬁned in the denotational style by the usual
equations. We write σ |= b to say that [[b]]σ = tt.
Statements are interpreted via the evaluation relation>−−→ ⊆ State × Stm × Statedeﬁned inductively by the ruleset
given in Fig. 15.
Lemma 8 (Determinacy). If σ >−s→ σ ′ and σ >−s→ σ ′′, then σ ′ = σ ′′.
A.3. Hoare logic
The assertions P ∈ Assn are deﬁned as formulae of an unspeciﬁed underlying logic over a signature consisting of (a)
constants for integers and function and predicate symbols for the standard integer-arithmetical operations and relations
and (b) the program variables x ∈ Var as constants. For the completeness result, the language is assumed to be expressive
enough to allow the expression of the weakest liberal precondition of any statement wrt. any given postcondition. We write
σ |=α P to express that P holds in the structure onZ determined by (a) the standardmeanings of the arithmetical constants,
function and predicate symbols and (b) a state σ , under an assignment α of the logic variables. The writing P |= Q means
that σ |=α P implies σ |=α Q for any σ , α.
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The derivable judgements of the logic are given by the relation {} − {} ⊆ Assn × Stm × Assn deﬁned inductively by
the ruleset in Fig. 16. In the consequence rule, we rely on semantic entailment rather than derivability in some proof system
for arithmetic, to circumvent the incompleteness of any such system.
Theorem 9 (Soundness). If {P} s {Q}, then, for any σ , σ ′ and α, σ |=α P and σ >−s→ σ ′ imply σ ′ |=α Q .
Theorem 10 (Completeness). If, for any σ , σ ′ and α, σ |=α P and σ >−s→ σ ′ imply σ ′ |=α Q , then {P} s {Q}.
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