Background There are many methods for measurement-error correction. These methods remain rarely used despite the ubiquity of measurement error.
Mismeasurement of exposure, disease, or covariates is common in epidemiological research. There are many methods for measurement-error correction, all of which use information that maps observed measurements to true values. Examples of these methods include regression calibration (RC) and moment reconstruction, [1] [2] [3] in which the mapping is based on a validation study; and sensitivity analysis, 4 in which the mapping may be based on prior information or speculation. Despite the ubiquity of measurement error, these methods remain rarely used, as evidenced by a recent random sample survey of 57 epidemiological studies that found only one use of quantitative corrections. 5 All forms of bias may be viewed as arising from missing data. 6 Indeed, treating the bias due to measurement error as a missing-data problem leads to valid and easily employed methods for measurement-error correction [chapter 7 in Ref. (7)]. In the case of exposure measurement error, data are missing on the true exposure for some or all observed participants; only a measurement that is subject to error is observed on everyone in the study. The connection between the mismeasured and true exposure may be constructed either from a subset of data with values for both the mismeasured exposure and a gold standard assumed to equal the true (a validation substudy) or from external information relating the mismeasured exposure to the gold standard. Here, we show how multiple-imputation [8] [9] [10] for measurement-error (MIME) correction can be done, based on a validation substudy that is randomly sampled from the total cohort, and we evaluate this approach with a small simulation experiment. This approach (like other validation-based methods) assumes that validation data on subjects are 'missing at random', 8, 10 a condition that is satisfied if the validated subjects are a random sample of the observed subjects or a stratified random sample with stratification on observed variables such as sex, age, and disease outcome.
Methods

Hypothetical study population
We base our example and simulations on the expectations of a prospective cohort study of chronic kidney disease currently enrolling 600 children aged 1-16 years with chronic renal insufficiency. A goal of the study is to estimate the effect of low glomerular filtration rate (GFR , 50 ml/min/1.73m
2 ) at study entry relative to moderate GFR (50-75 ml/min/1.73 m 2 ) on the 4 year incidence of end-stage renal disease (ESRD). Based on registry data from the North American Pediatric Renal Transplant Cooperative Study, 11 we expect 120 ESRD endpoints over 4 years of follow-up with about a 2-fold hazard comparing the 40% with a low baseline GFR to the remaining 60% with a moderate baseline GFR. Let T be the minimum of the time from study entry to ESRD or censoring and D 5 1 if the child gets ESRD during study follow-up, D 5 0 if the child is censored. Let X be the true GFR status indicator: X 5 1 if GFR , 50 at study entry, X 5 0 if GFR > 50. R indicates inclusion in a random validation substudy: R 5 1 if the gold-standard GFR status X is observed, R 5 0 if X is missing. W is the omnipresent but mismeasured version of GFR, with sensitivity Pr (W 5 1 | X 5 1) and false-positive rate Pr (W 5 1 | X 5 0) 5 1 À specificity.
For this hypothetical cohort study the true hazard ratio is 2.25, sensitivity is 0.9, specificity is 0.7, and the size of the validation substudy is 25% of the 600 children. The hypothetical cohort study data comprise values for T, D, W, X, and R (with X missing whenever R 5 0) for each of 600 children. Appendix 1 gives details on the generation of simulated data.
Analyses of the hypothetical study data
We compared five hazard-ratio estimates for ESRD: (a) comparing those with W 5 1 with those with W 5 0, which is termed the naïve analysis; (b) comparing those with X 5 1 with those with X 5 0 in the subset with R 5 1, which is termed the validation substudy (complete-case) analysis; (c) comparing imputed X 5 1 with imputed X 5 0 in the whole sample based on MIME; (d) comparing calibrated X 5 1 with calibrated X 5 0 in the whole sample based on RC 12 ; and (e) an ideal analysis, comparing those with X 5 1 with those with X 5 0 in the entire sample, which is termed the complete-data analysis. The last analysis cannot be computed in practice, but serves as a gold standard to evaluate the other analyses, as it is free of the effects of measurement error.
The estimate from MIME correction was obtained by creating 40 completed versions of the observed dataset, where, for those children not in the validation substudy the missing GFR exposure X is replaced with a random draw based on the relation of X and W obtained from those in the validation substudy. The 40 datasets are then combined using standard multiple-imputation techniques. Details are provided in Appendix 2. The key idea to multiple-imputation is to model the distribution of missing data and then create multiple datasets replacing the missing data with random draws from this distribution. Standard complete-data analyses are then conducted on the multiple datasets and combined in a way to reflect the uncertainty regarding the missing data.
The RC estimate was obtained by dividing the estimate from the naïve analysis (a) by the estimated slope from a regression of X on W; we used the variance estimate of Rosner et al.
1 SAS version 9 was used for all analyses (SAS Institute Inc, Cary, NC). The SAS code in Appendix 3 carries out the steps needed to implement MIME as described in Appendix 2.
Simulation study
In addition to the example of a single hypothetical cohort study, we present results based on 2000 trials for each of the eight scenarios, one for each combination of the following parameters: percentage in the random validation subset {15%, 25%}, sensitivity {0.7, 0.9}, specificity {0.7, 0.9}. For a given simulation trial, 600 data records were created each composed of a value for T, D, W, X, and R as described in Appendix 1. The eight scenarios were chosen to represent expectations for the prospective cohort study described previously. We also explored relative hazards of 1.5 and 2 under a Weibull distribution with a scale parameter of one (i.e. a constant hazard), sample sizes of 400 and 1000, as well as random validation subsets of 10 and 30%, but present only the eight scenarios described above. 
Analyses of simulated data
For each of the 2000 simulation trials across each of the eight scenarios, we estimated the five hazard ratios (a-e) for the risk of ESRD described previously. To compare the estimates, within each scenario we calculated (i) simulated bias, computed as the geometric mean estimate divided by the true hazard ratio minus one then multiplied by 100, (ii) simulated confidence-interval coverage, computed as the proportion of times the confidence interval contains the true hazard ratio, (iii) statistical power, computed as the proportion of simulations in which the 95% confidence interval excludes the null value of one, and (iv) relative square root of the mean squared error or root mean squared error (RMSE), computed as the ratio of the square root of mean squared error for an estimate divided by the square root of mean squared error for the ideal analysis (e). The RMSE was estimated by taking the square root of the sum of the square of the average difference between an estimator and the true log hazard ratio and the simulated variance for the estimator, where the latter is the square of the simulated standard deviation of the estimator. Results are presented for the simulations in which convergence was obtained; 1.3% of the MIME analyses and ,1% of the validation substudy analyses did not converge. We conducted a separate simulation under the null hypothesis of a hazard ratio of one to ensure that the MIME correction MIME CORRECTION 1075 was valid; with a set at 0.05, 2000 simulation trials yielded a somewhat conservative observed type-I error rate of 0.03 6 0.005.
Results
Hypothetical cohort study Table 1 presents the observed and complete data for our hypothetical cohort study under the scenario where the true hazard ratio is 2.25, sensitivity is 0.9, specificity is 0.7, and the size of the validation substudy is 25% of the 600 children. From Table 2 , the complete-data hazard ratio for this sample is 1.99 (95% CL 1.43, 2.76) and the naïve (i.e. misclassified) hazard ratio is 1.51 (95% CL 1.08, 2.11).
Of the 600 children, 150 or 25% were included in the validation substudy. A total of 58 of the 274 estimated as unexposed (W 5 0), and 92 of the 326 estimated as exposed (W 5 1) were selected at random into the validation substudy. Of the 58 estimated as unexposed 56 were confirmed by measurement as unexposed; while 57 of the 92 estimated as exposed were confirmed by measurement as exposed, yielding observed sensitivity and specificity in the validation substudy of 0.97 6 0.02 and 0.62 6 0.05, respectively. Limiting the analysis to the 150 children in the validation substudy yields an estimate of the hazard ratio of 1.97 (95% CL 1.04, 3.74), close to the complete-data value but with a near doubling of the ratio of the upper to lower 95% limits ( Table 2) .
Applying the MIME correction (Appendix 2) yielded an estimated hazard ratio of 2.01 (95% CL 1.23, 3.29), nearly the same as seen in the complete data. As expected, the interval estimate is narrower (as measured by the ratio of upper to lower 95% limits) than that from the validation substudy alone. The calibration model relating the measured GFR (i.e. X) to the estimated GFR (i.e. W) among the 150 participants in the validation substudy provided an estimate of 0.59 6 0.07. Therefore, the regression-calibrated hazard ratio is 2.01 5 exp [log (1.51)/0.59] with a 95% CL of 1.11, 3.65. In this scenario, MIME provided a narrower interval for the hazard ratio than either restriction to the validation substudy or RC, while all three analyses provided a point estimate close to the complete-data hazard ratio.
Simulations
The MIME correction appeared practically unbiased for every scenario examined, as did the analysis restricted to the random validation substudy and the RC estimator (Table 3 ). In contrast, the naïve approach (i.e. using the mismeasured GFR) provided an average hazard ratio attenuated towards the null, with the amount of attenuation a function of sensitivity and specificity, as expected.
The confidence limits from MIME correction showed adequate coverage for all scenarios, as did the limits from analyses of the validation substudy alone and from RC (Table 3) . Indeed, the slight conservative coverage of the MIME limits coheres with the somewhat conservative type one error rate reported above. In contrast, the limits from the naïve approach exhibited poor coverage, which varied with sensitivity and specificity.
The MIME correction provided uniformly higher statistical power compared with the validation substudy analysis for all scenarios ( Table 3 ). The MIME correction had nearly equal or greater statistical power compared with the naïve analysis and RC when the measurement properties were poor or when the validation substudy was large (i.e. 25% of 600 children).
Combining bias and variance using the RMSE and comparing with the ideal analysis (e), the MIME correction again a One draw from our simulation in the scenario where sensitivity is 0.9, specificity is 0.7, and the validation substudy is 25%; italicized complete data is typically unobserved. Table 2 Estimates of the ESRD hazard ratio due to a low GFR at study entry, 95% confidence intervals (95% CLs), and mean squared error based on hypothetical cohort study data for 600 children shown in outperformed analysis restricted to the validation substudy, but again only performed equal to or better than the naïve analysis and RC when measurement properties were poor or when measurement properties were good with a large validation substudy (data not shown). In many of the scenarios explored, the correction for bias was outweighed by added imprecision. Because the RMSE is largely determined by variance, which is inversely proportional to sample size, we explored the relative RMSE as a function of sample size ranging from 600 to 6000. Results are illustrated in the two panels of Figure 1 . As expected, the RMSE for the naïve analysis worsens with increasing sample size (as bias becomes more important relative to variance). With poor measurement (i.e. sensitivity 5 specificity 5 0.7; right panel), MIME appeared to have the lowest RMSE followed by the validation substudy, and then the RC, with the naïve analysis clearly a poor choice regardless of sample size. With good measurement (i.e. sensitivity 5 specificity 5 0.9; left panel), RC appeared to have the lowest RMSE. In this case, the next lowest RMSE after RC depended on sample size. For instance, when sample size was less than~1500 the naive analysis had the second lowest RMSE. But when sample size was greater thañ 1500, the MIME had the second lowest RMSE. At a sample size greater than~3000, the validation substudy had a lower RMSE than the naïve analysis. The usefulness of the MIME correction is dependent on both the sample size and percentage in the validation substudy, as the validation model becomes unstable with small absolute numbers.
Discussion
In the hypothetical example and other scenarios explored here by simulation, the MIME correction worked well at removing the bias due to non-differential exposure misclassification, provided adequate coverage, and was uniformly more powerful than analysis restricted to the validation substudy (complete-case analysis). The MIME correction was sometimes more powerful than the naïve analysis or RC in the scenarios explored. Furthermore, the MIME approach is general, being based on the flexible approach of multiple-imputation for missing data. 10 Using the latter approach, MIME can be extended to handle either categorical or continuously distributed mismeasured exposures by appropriately altering the model used to relate the gold standard to the mismeasured exposure in step 1 of Appendix 2, e.g. one could use any generalized linear model to impute true exposure, such as polytomous logistic regression for a polytomous exposure or log-linear regression for a log-normal exposure. For instance, when estimating the effect of GFR on incident ESRD one may wish to specify GFR as a continuous variable rather than an indicator of ,50 ml/min/ 1.73 m 2 . Here, we did the latter for pedagogical reasons because we wished to demonstrate MIME in the ubiquitous epidemiological context of a binary exposure and timeto-event. The MIME correction can be applied to disease models other than the proportional-hazards model, such as a log-linear or logistic model, by altering step 4 of Appendix 2. Also, the MIME correction can be used for mismeasured outcome or covariate information provided there are validation data for these variables. In all these applications, MIME can allow for confounders or effect-measure modifiers measured with negligible error (e.g. age and sex) by including covariates and interaction terms in the K regression models of step 4 in Appendix 2. Finally, MIME can also allow for arbitrary a Bias is defined as 100 · the ratio of the geometric mean of the 2000 estimated hazard ratios divided by the true hazard ratio minus one, percentage coverage is defined as 100 · the proportion of 2000 samples that include the true hazard ratio, and statistical power is defined as 100 · the proportion of 2000 samples that exclude the null hazard ratio of unity; ideal result in parentheses at the top of each column. Figure 1 Log of the root mean squared error (RMSE) relative to the complete-data analysis, as a function of sample size (N) for two scenarios with a validation substudy of 25% of N. On the left, sensitivity and specificity are 0.9. On the right, sensitivity and specificity are 0.7 MIME CORRECTION 1077 missing data, as well as incorporate sensitivity analysis to explore the possible effects of non-random missingness. 9, 10 All these forms of MIME correction can be implemented using the SAS procedure MI (SAS Institute Inc, Cary, NC) or the software package SOLAS (Statistical Solutions, Saugus, MA). If the estimates of the relation between the gold standard and mismeasured variable are highly uncertain, then the MIME correction will propagate this uncertainty by enlarging the estimated variance. The confidence limits for MIME will thus incorporate uncertainty due to both random sampling and measurement errors. As noted in the simulations, when the absolute numbers in the validation substudy are small, the added uncertainty in the MIME may overwhelm the bias reduction and produce RMSE greater than that obtained by the biased, but more precise, naïve estimate. Mean squared error places equal weight on the squared bias and variance. The MIME correction will increasingly outperform the naïve analysis as more weight is placed on the squared bias than the variance, as may be the perspective for most epidemiologists. Nonetheless, as with all simulation studies, our simulations cover only a small range of possible scenarios, and it is not always possible to tell which scenario is the best guide to one's own study. While the MIME correction appeared to work well in these simulations, we have not proved the asymptotic consistency of the estimator under the survival-time scenario we examined.
Following standard approaches to imputation, 9,10 we modelled the positive and negative predictive values (i.e. a model for the probability of gold-standard exposure given the mismeasured exposure). One could re-parameterize this problem by modelling the sensitivity, specificity, and marginal X prevalence, and then using Bayes' theorem merge these models into a model for predictive values (which would be highly non-linear). Given non-differential measurement error, when modelling the probability of W given X (sensitivity and specificity) one need not include D as a regressor because in that case W and D are independent given X (here we take D to represent both D and T). In contrast, when modelling the probability of X given W, as done here, one must include D, because one is then modelling predictive values of W for X. Without further assumptions, these predictive values depend on the X prevalence, and X depends on disease given W (except under the null); therefore, in this non-linear case, both D and W are needed to impute X without bias. When allowing for differential measurement error, however, one must always also include D in the model for W given X. Under differential misclassification, the maximum likelihood (ML) estimates of the predictive values of X given W and D equal the observed proportions with X 5 1 at W 5 w and D 5 d. 20 The latter proportions equal the predictive values estimated from step 1 in Appendix 2 by fitting a logistic regression model to the validation substudy and including the interaction term WD. Consequently, under differential misclassification, MIME with an interaction term WD in step 1 of Appendix 2 approaches full efficiency under 'missing at random' and the assumed model as the number of imputations increases. Parameterization based on sensitivity and specificity is more directly linked to the concept of non-differential misclassification; such a parameterization is harder to fit but may provide more direct incorporation of external information. In fact, record-level Monte-Carlo sensitivity analysis for measurement error 13 can be viewed as MIME in which the imputation model in step 1 of Appendix 2 is based entirely on external information instead of validation data. Our imputation model does not make full use of the non-differential misclassification assumption. If the data are truly subject to non-differential misclassification, then making full use of this assumption would improve the efficiency of our method. To do so, in step 1 of Appendix 2 one could use the ML estimates of the predictive values of X given W and D under non-differential misclassification. Specifically, one could fit a more general log-linear model for the counts of the eight cell table defined by X, W, and D, using ML for misclassified data.
14 Omitting the WD and XWD terms from this log-linear model imposes a non-differential misclassification constraint and yields estimates of predictive values that obey the constraint. Having fit this model, however, one can just use the ML estimates of the XD odds ratio obtained directly from the fitted model, 14 eliminating the need for multiple imputation. In fact, ML estimation for missing data 10 has in theory the same flexibility as multiple imputation, but unfortunately is not as generally implemented in software.
The choice between the MIME correction, RC, ML, or other methods will depend largely upon performance, ease of implementation, and the objectives of analysis. In some scenarios explored, the performance of MIME and RC was similar, but one can find scenarios where either one outperforms the other. For those familiar with multiple-imputation, implementing the MIME correction is straightforward. For those unfamiliar with multiple-imputation, when two imperfect measurements are available rather than an imperfect and a gold standard, or for very large datasets, RC may be easier. Finally, in cases where one wishes to extend the correction to handle differential measurement error or in which multiple-imputation will be done anyway to handle explicitly missing values, MIME has the advantage of requiring little additional programming.
The primary limitation of procedures such as MIME, ML, RC, and external adjustment is that all of them depend on having valid estimates of the relation between the gold standard and mismeasured variable, as would be obtained from an unbiased validation study. Unfortunately, when acquisition of validation information is intrusive, subject refusal may impose unknown degrees of selection bias on the validation study. A potentially worse problem is that the gold-standard variable X itself may be subject to severe and unknown errors, including systematic ones, and that these errors may be correlated across subjects and with errors in the secondary measurement W. Such a situation is only to be expected, for example, when both X and W depend on second-stage data (such as a diet-nutrient table) and errors occur in the latter. 15 In such situations, corrections can even worsen bias and should thus not be taken as more than sensitivity analyses under their assumed models.
In conclusion, viewing bias in epidemiological studies as being due to missing information yields insight into the determinants of bias. This perspective also allows the use of well-developed missing-data methods to account for bias in epidemiological analyses. The use of MIME correction as detailed here provides an example of the practical benefits of this perspective.
Since the proportion of missing information was as large as 50% in many of our scenarios and computational resources are inexpensive, we explored the use of K between 10 and 99. K , 30 appeared to carry more bias than K . 30; so we use K 5 40 here, which is several times the number of imputations commonly used. For records not in the substudy, draw Z k~B ernoulli (p p k;w;d;t ) for k 5 1 to 40, wherep p k;w;d;t ¼
. This step incorporates uncertainty about X for records outside the validation substudy. Steps 2 and 3 together produce the imputed datasets.
Step 4: Fit K analysis models and combine the results using standard multiple-imputation techniques. 10 More explicitly, fit
whereb b k is the log hazard ratio estimated from the kth imputed dataset in Step 3. The Rubin variance estimate for b b is,
where the first term represents the within-imputation variance and the second term represents the between-imputation variance with a correction for the fact that K is finite.
As does the SAS procedure MI or SOLAS software for multiple-imputation, we used Rubin's simple imputation variance estimator. This estimator can be inconsistent in some cases, and (even when it is consistent) a more complex multiple-imputation approach described by Robins and Wang 17 provides greater accuracy under the assumed imputation model. However, the Robins and Wang variance estimator is computationally more difficult and not available in packaged software.
This imputation scheme uses imputation-coefficient resampling in step 2, and is 'proper' in the sense of Little and Rubin [p. 216 in Ref. (10)]. Omitting the imputation-coefficient resampling as described by Greenland and Finkle 18 and Robins and Wang 17 provides an approximately unbiased and more efficient estimate of the hazard ratio. However, the efficiency gains that are obvious when omitting imputation-coefficient resampling with X and W normally distributed were not apparent with X and W binary in our example. With or without imputation-coefficient resampling, a single imputation will provide an approximately unbiased estimate of the hazard ratio, but multiple imputations are needed to correctly reflect the uncertainly due to measurement error. RC can be derived as an instrumental-variable estimator or as a single-imputation from the model for X on W; assuming non-differential error, the former formulation divides the naïve estimate (which is coefficient for the dependence of D on W) by the estimated dependence of X on W. Further research is needed to elucidate why RC formulated as a single-imputation based on the model for X on W, and those based on a model for X on W and D as is used here for MIME, both appear to yield consistent estimates of the measurement error corrected association between X and D. Finally, in our simulations, we did not notice the bias in RC that has been attributed to the dilution of the risk sets over follow-up time. 19 Appendix 3: SAS code to carry out a simple MIME correction as described in Appendix 2 *number of imputations; seed 5 372; l 5 t(root(cov)); *cholesky root of cov matrix; z 5 normal(j(v,n,seed)); *generate nvars*samplesize normals; x 5 l*z; *premultiply by cholesky root; x 5 repeat(mu,1,n)1x; *add in the means; tx 5 t(x); create m from tx; append from tx; *write out sample data to sas dataset; quit; data m(keep 5 _imputation_ b0-b3); set m; retain _imputation_ 0; _imputation_ 5 _imputation_11; b0 5 col1; b1 5 col2; b2 5 col3; b3 5 col4; data aa; set a; do _imputation_ 5 1 to 40; output; end; *step 3 -Generate imputations; proc sort data 5 aa; by _imputation_; proc sort data 5 m; by _imputation_; data c; merge aa m; by _imputation_; call streaminit(320); if r 5 1 then v 5 x; else v 5 rand(''bernoulli'',1/(11exp(-(b01b1*w1b2*d1b3*lnt)))); Commentary: Dealing with measurement error: multiple imputation or regression calibration?
Ian R White
Multiple imputation (MI) is a well-established method of handling missing data and is increasingly implemented in statistical software packages. Unlike other imputation methods, MI produces not one but several imputed datasets. This enables it to appropriately reflect the uncertainty due to missing data and, hence, to produce valid statistical inferences. 1 Cole et al. in this issue 2 propose that MI may also be useful in dealing with a second problem rife in epidemiology: exposure measurement error, which typically causes underestimation of exposure-disease associations (regression dilution bias). 3 They coin the acronym MIME (multiple imputation for measurement error) and show that this method can indeed remove regression dilution bias. How widely should MIME be used? Unfortunately, MIME is only appropriate for measurement error problems in which the true exposure is measured in a sub-sample (a validation study). This is because MIME involves fitting a regression model of true exposures on observed exposures, in order to impute the unobserved true exposures. Often, the degree of measurement error is assessed by taking repeat measurements (a repeatability study). 4 In such cases, the true exposure is never observed, so MIME as described by Cole et al. would not be appropriate (and complex modifications would be required to make MIME work).
The main alternative to MIME is regression calibration (RC).
5
RC replaces observed exposures by predicted values of the true exposure; using these predicted values as if they were the true exposure can yield valid estimates of the true exposure-disease relationship. 6 Both MIME and RC are based on regression models for the true exposure (although disease status is included in the model for MIME and not for RC). But whereas MIME must create several possible values of true exposure, RC creates only a single predicted value: this is why RC works with a repeatability study. With validation studies, is MIME superior to the RC approach? Cole et al. report in their abstract that MIME 'was sometimes more powerful than misclassified or RC analyses'. Although this is true, it is fair to point out that MIME was the most powerful of the three analyses in only two of eight scenarios considered (Table 3) ; in the other six scenarios it was the least powerful of the three. Surprisingly, Cole et al. also found that RC was uniformly less powerful than misclassified analyses: however, the difference in power would have disappeared if they had used asymmetric confidence intervals based on Feiller's theorem 7 instead of symmetrical intervals based on Rosner's variance estimate. There is one good theoretical reason for expecting MIME to perform better than RC. MIME uses the true exposure when it is available, rather than imputing a value, whereas RC always predicts the true exposure from the observed exposure. It is, therefore, surprising that MIME performed so badly in several cases in Cole et al.'s simulation studies. Possible explanations include the difficulty in performing multiple imputation with survival outcomes 8 and extreme estimates in a minority of imputed datasets. Finally, it is important to remember that the main problem in epidemiology is measurement error in confounders, not in exposures. 9 Whereas measurement error in exposures dilutes exposure-disease associations, measurement error in confounders can lead to overestimation of associations. Fortunately, given adequate information about measurement error, both MIME and RC can be directly extended to handle measurement error in confounders. 10 
