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Abstract
In the Bayesian framework a standard approach to model criticism is to compare
some function of the observed data to a reference predictive distribution. The result
of the comparison can be summarized in the form of a p-value, and it’s well known
that computation of some kinds of Bayesian predictive p-values can be challenging.
The use of regression adjustment approximate Bayesian computation (ABC) methods
is explored for this task. Two problems are considered. The first is the calibration of
posterior predictive p-values so that they are uniformly distributed under some refer-
ence distribution for the data. Computation is difficult because the calibration process
requires repeated approximation of the posterior for different data sets under the refer-
ence distribution. The second problem considered is approximation of distributions of
prior predictive p-values for the purpose of choosing weakly informative priors in the
case where the model checking statistic is expensive to compute. Here the computation
is difficult because of the need to repeatedly sample from a prior predictive distribution
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for different values of a prior hyperparameter. In both these problems we argue that
high accuracy in the computations is not required, which makes fast approximations
such as regression adjustment ABC very useful. We illustrate our methods with several
examples.
Keywords: ABC, Bayesian inference, Bayesian p-values, posterior predictive check,
prior predictive check, weak informative prior.
1 Introduction
We consider Bayesian inference for a parameter θ with prior p(θ), and a parametric model
p(y|θ) for data y with observed value yobs. An established approach to model criticism in
the Bayesian setting involves comparing some function of the observed data to a reference
distribution, such as the prior predictive (Box 1980) or posterior predictive distribution
(Guttman 1967, Rubin 1984, Gelman et al. 1996). The result of the comparison is usually
summarized by a p-value, describing how far out in the tails of the reference predictive
distribution the observed data lies. A small p-value indicates surprise and a possible need to
reformulate the model. It’s well known that computation of Bayesian predictive p-values is
challenging, and in this work we consider some approximate methods for that task in some
settings where high accuracy is not needed and approximate methods are very attractive.
Our methods are based on regression adjustment approximate Bayesian computation (ABC)
approaches (Beaumont et al. 2002, Blum 2010, Blum and Franc¸ois 2010).
Two problems are considered. The first problem is calibration of posterior predictive p-
values so that they are uniformly distributed under some reference distribution for the data,
such as the prior predictive distribution. For some choices of the model checking statistic
posterior predictive p-values can have distributions that are far from uniform, clustering
around a value of 0.5. This makes it difficult to decide when a certain posterior predictive
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check has produced a surprising result. Because of this many authors have discussed the need
for calibration of posterior predictive p-values to set an interpretable scale for them (Robins
et al. 2000, Hjort et al. 2006, Steinbakk and Storvik 2009). The difficulty is that the
calibration process usually involves repeated approximation of the posterior distribution for
different data sets under the reference distribution, and this is computationally expensive. A
first contribution of this paper is to suggest performing this repeated posterior approximation
using regression adjustment ABC methods, which is computationally thrifty since it involves
only fitting regression models. We show that the corresponding approximate model check
has an interesting interpretation and role regardless of whether the regression approach
approximates the calibrated posterior predictive p-value well or not. The interpretation is
based on using a regression model to capture relationships between the parameter, data and
a data replicate under the prior, and then seeing whether a certain pseudo-observation for
this regression model based on the observed data is an outlier in the regression.
The second main contribution of the paper concerns the situation where it is the repeated
simulation of data from the data model that is needed, and it is this repeated data simulation
that is the primary computational difficulty in the analysis. Conventional ABC methods for
computation are designed for the situation where the likelihood cannot be computed, but
where it is feasible to simulate from the data model. For a review see, for example, Marin
et al. (2011). Here we consider regression approximations to simulation under the data
model, where after a pilot sample is gathered and a regression model is fitted, the distribution
of empirical residuals in the regression is used to obtain pseudo-replicates under the data
model. Although the idea is generally applicable in ABC analyses where repeated simulation
from a data model is expensive, the application we consider is again to model checking, and
in particular to the computation of distributions of certain prior predictive p-values which
can be used for choosing weakly informative priors. We use a notion of weakly informative
priors given by Evans and Jang (2011), inspired by Gelman (2006), which characterizes
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informativity of aprior in terms of prior-data conflict. Section 5 gives more detail. In this
application we need to repeatedly simulate from a prior predictive distribution p(S|λ) for a
statistic S say, and hyperparameter λ, for many different values of λ. In a later application
the statistic S is an approximation to the MLE, and its computation involves integrating
out random effects using a numerical procedure; this makes computation of S repeatedly
expensive, and hence we use regression to try to alleviate the computational burden. The
choice of a good value for λ in order to define a weakly informative prior is simply a screening
computation. After an appropriate λ value is chosen, a more accurate calculation for the
finally chosen prior can be performed to see if our approximate computations characterized
weak informativity well enough.
The paper is organized as follows. In the next section we review basic ideas of prior
and posterior predictive checks. Section 3 then summarizes the main ideas of regression
adjustment ABC. Section 4 applies regression adjustment ABC to calibration of posterior
predictive p-values. Section 5 applies similar ideas to computation of prior predictive p-values
in characterizing weak informativity of priors and Section 6 concludes.
2 Prior and posterior predictive checks
A common approach to Bayesian model criticism, in the absence of a detailed alternative
model, uses Bayesian predictive model checking. Denoting the observed value of the data y
by yobs, we consider some model checking statistic or discrepancy measure D(y), and then
for some reference predictive distribution for the data r(y) we consider the distribution of
D(y) for y ∼ r(y) and determine how far out in the tails of this distribution D(yobs) lies. We
can summarize the comparison by a p-value,
p = P (D(y) ≥ D(yobs))
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where D(y) is defined in such a way that a large value indicates a possibly interesting
departure from the model. One choice for the reference predictive distribution r(y) is the
prior predictive distribution
p(y) =
∫
p(θ)p(y|θ)dθ.
The use of prior predictive p-values in model checking was advocated by Box (1980). In
particular, Box (1980) suggested use of the statisticD(y) = 1/p(y); some refinements of Box’s
approach are suggested by Evans and Moshonov (2006). Prior predictive p-values cannot
be used when the prior is improper. However, when the prior is proper, prior predictive
p-values based on a minimal sufficient statistic provide one natural way to characterize the
informativeness of a prior, a point that has been made in Evans and Moshonov (2006)
and Evans and Jang (2011). We use the methods developed in Section 5 for approximate
computation of the prior predictive p-value distributions they suggest for characterizing weak
informativity of one prior with respect to another. Although many authors have developed
approaches to detecting prior-data conflict (O’Hagan 2003, Marshall and Spiegelhalter 2007,
Dahl et al. 2007, G˚asemyr and Natvig 2009, Scheel et al. 2011, Presanis et al. 2013) they
have not been concerned with using conflict to characterize weak informativity of priors.
An alternative choice for the reference distribution r(y) in model checking is the posterior
predictive distribution,
p(y∗|yobs) =
∫
p(y∗|θ)p(θ|yobs)dθ
where y∗ is a predictive replicate of the observed data sharing the same value of the parameter
θ. This approach can be useful when the prior is improper and it is also quite easy to
implement. If the posterior predictive distribution for the replicate is conflicting with the
observed data yobs, then the fitted model is inconsistent with the observed data in some way,
and this suggests changing the model. More generally, in posterior predictive model checking
it make sense to consider a discrepancy measure which is a function of both the data and
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parameters, D(y, θ) say (Gelman et al. 1996). We compare the values of D(yobs, θ) to the
values of D(y∗, θ) under the joint posterior distribution p(θ, y∗|yobs) for (θ, y∗) where
p(θ, y∗|yobs) ∝ p(θ)p(yobs|θ)p(y∗|θ).
The comparison of D(y∗, θ) with D(yobs, θ) is formalized through the posterior predictive
p-value
P (yobs) = P (D(y
∗, θ) ≥ D(yobs, θ)|yobs).
Various kinds of replication can be considered within this posterior predictive checking frame-
work, particularly in relation to hierarchical models, and this can be appropriate in different
contexts. See Gelman et al. (1996) for further discussion of this.
The distribution of the posterior predictive p-value is not necessarily uniform under sam-
pling from the marginal distribution of y. In fact, as we discuss later, the distribution of
the p-value tends to be more concentrated towards 0.5 than the uniform distribution. This
makes interpreting and developing cutoff values for these p-values difficult. Various authors
have considered calibrations so that the p-value is uniform under replication of the data
from a chosen distribution for y, which is usually the prior predictive distribution, although
other choices are possible. The idea of calibration of posterior predictive p-values is to com-
pare P (yobs) to P (y
′) for y′ ∼ m(y) where m(y) is some distribution for y such as the prior
predictive distribution. An adjusted or calibrated posterior predictive p-value is then given
by
P ′(yobs) = P (P (y′) ≤ P (yobs)).
Computation of this calibrated posterior predictive p-value is difficult. The usual approach
(see, for example, Hjort et al. 2006) is to generate a large number M of data sets from m(y),
y(1), ..., y(M) say, to calculate for each of these corresponding unadjusted posterior predictive
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p-values P (y(1)), . . . , P (y(M)), and then to approximate P ′(yobs) by the fraction of P (y(j))
less than P (yobs). The difficulty is that computation of each P (y
(j)) involves a calculation
for a different posterior distribution, so that we must somehow approximate the posterior
distribution for M different datasets. One contribution of this paper is to use regression
adjustment ABC methods to quickly approximate all the required posterior distributions
at once with regression calculations. Regression adjustment ABC methods are explained in
the next section. An alternative approach is to use importance sampling, but this does not
work well when the data sets are very different. McVinish et al. (2013) consider a modified
version of importance sampling that performs better in this respect.
The issue of calibration of posterior predictive checks is somewhat controversial; some
authors have suggested that the conservatism of posterior predictive p-values is due to their
using the data twice, since the posterior distribution based on yobs is being used to predict
some function of yobs. Others have argued that posterior predictive p-values have a valid
interpretation as a posterior probability with the data conditioned on only once (Gelman,
2013). The conservatism of a particular check can vary according to the choice of the discrep-
ancy. For a general choice of model checking statistic, various methods have been suggested
to adjust the reference predictive distribution so that the resulting p-value is approximately
uniform, usually by conditioning on some functions of the data in the likelihood to remove
some of the information about θ (Bayarri and Berger, 2000, Robins et al., 2000, Bayarri and
Castellanos, 2007). Evans and Moshanov (2006) give a decomposition of the joint distribu-
tion of (θ, y) into components which corresponds to different sources of information available
for model checking, checking the prior and inference for θ, and suggest that this decompo-
sition might be used to understand a bit more precisely when a posterior predictive check
could be uninformative. In any case, we believe that the idea of calibration of posterior
predictive p-values certainly can perform a useful role in some problems.
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3 Regression adjustment ABC
Approximate Bayesian computation (ABC) methods are used for approximate Bayesian
inference in situations where simulation from the model is easy but where the likelihood
is difficult or impossible to calculate. The most basic ABC methods are based on rejection
sampling ideas, but there are more sophisticated MCMC and SMC variants of the basic
approach. The regression adjustment methods we discuss can be used in conjunction with
these techniques, but the more flexible methods can sometimes be successfully used on their
own. We describe the regression adjustment method of Blum and Franc¸ois (2010), which
is an extension of the local linear method of Beaumont et al. (2002). Suppose as before
we have a likelihood p(yobs|θ) and prior p(θ). We want to approximate or compute the
posterior distribution p(θ|yobs). In the method of Blum and Franc¸ois (2010), as in most
ABC methods, we first assume that we can reduce the data yobs to a low-dimensional near-
sufficient summary statistic sobs = S(yobs). Next, suppose we simulate data sets from the
prior, (θi, yi) ∼ p(θ)p(y|θ), and we write si = S(yi) for the summary statistics corresponding
to the yi, i = 1, . . . , n. Given these simulations from the model one approach to computing
p(θ|yobs) ≈ p(θ|sobs) is to use regression to estimate p(θ|sobs) from the data (θi, si), i = 1, . . . , n
with θ as response and the summaries s as predictors. For simplicity suppose θ is univariate.
Blum and Franc¸ois (2010) consider the model
θi = µ(si) + σ(si)i
where i, i = 1, . . . , n are zero mean, variance one, independent and identically distributed
errors, and µ(s) and σ(s) are flexible mean and standard deviation functions. Blum and
Franc¸ois (2010) parameterize µ(s) and σ(s) using neural networks and then after fitting to
the data obtain estimates µˆ(s) and σˆ(s). Let ˆi denote the empirical residual ˆi = σˆ(si)
−1(θi−
µˆ(si)). Estimating the posterior distribution p(θ|sobs) by the fitted regression model at sobs
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and the empirical residuals gives that
θai = µˆ(sobs) + σˆ(sobs)ˆi
= µˆ(sobs) + σˆ(sobs)σˆ(si)
−1(θi − µˆ(si))
i = 1, . . . , n comprise an approximate sample from p(θ|sobs) if the regression model is correct.
For multivariate θ, we can apply the approach to each component of θ separately, or more
flexibly one could consider a model where now µ(s) is a multivariate mean function, the
i are multivariate errors where components are independent with mean zero and variance
one, and σ(s) is a matrix square root of the covariance matrix of θ given s. It is possible
to localize the regression model fitting using a kernel of some kind, usually with support
chosen to include a certain number of nearest neighbours of sobs. The number of neighbours
receiving positive weight is often chosen as a fraction of n. The regression adjusted sample
is constructed only using the points given positive weight by the kernel.
In the regression adjustment approach approximating the posterior distribution for any
value of sobs is easy once the regression model has been fitted, as it involves only moving
particles around by mean and scale adjustments. This gives us a fast approximate method
for performing the computations necessary to calibrate posterior predictive p-values.
4 Calibration of posterior predictive p-values
4.1 The basic idea
We now describe our ABC approach to approximate calibration of posterior predictive p-
values. Suppose we simulate data (θi, yi, y
∗
i ) ∼ p(θ)p(y|θ)p(y∗|θ) from the prior distribution
for θ, y and a predictive replicate y∗ and that we have a near sufficient statistic S(y) and a
discrepancy measure D(y, θ). Then from the simulations (θi, yi, y
∗
i ) we can construct the val-
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ues (D(y∗i , θi)−D(yobs, θi), S(yi)) = (Di, si), i = 1, . . . , n. We will approximate the posterior
distribution for the difference of disrepancies D(y∗, θ)−D(yobs, θ) directly in computing the
p-value since this makes the problem into a univariate one. We consider a regression model
Di = µ(si) + σ(si)i
and to approximate the distribution of D(y∗, θ) − D(yobs, θ) given yobs we use the set of
particles
Dai (sobs) = µˆ(sobs) + σˆ(sobs)σˆ(si)
−1(Di − µˆ(si))
i = 1, . . . , n where as before sobs = S(yobs). Then the unadjusted posterior predictive p-
value P (yobs) = P (D(y
∗, θ) ≥ D(yobs, θ)|yobs) = P (D(y∗, θ) − D(yobs, θ) ≥ 0|yobs) can be
approximated by, in cases where P (yobs) cannot be computed analytically,
Pˆ (yobs) = n
−1
n∑
i=1
I(Dai (sobs) ≥ 0)
where I(·) denotes the indicator function. This is easily calculated for any value of sobs and
if we have datasets y(1), . . . y(M) simulated from a reference distribution m(y) we can easily
compute Pˆ (y(1)), . . . Pˆ (y(M)) using the same single fitted regression model. This idea can
also be implemented with the regression models fitted locally, and if the regression calcu-
lations are inexpensive this will still be a simple computation. Hence we can approximate
the adjusted posterior predictive p-value in a computationally thrifty way. Our estimated
adjusted posterior predictive p-value is
Pˆ ′(yobs) = M−1
M∑
i=1
I(Pˆ (yobs) ≤ Pˆ (y(j))).
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The idea just suggested seems to rely on the accuracy of the regression model for approxi-
mating the posterior distribution of D(y∗, θ)−D(yobs, θ) and we might be reluctant to place
much faith in this in complicated high-dimensional settings. We now give an alternative mo-
tivation for the calculation of Pˆ ′(yobs) as a useful quantity for model criticism and argue that
these p-values are interesting regardless of whether we are able to approximate the posterior
distribution of D(y∗, θ)−D(y, θ) accurately by regression.
4.2 An alternative motivation
Pˆ (yobs) counts the proportion of observations i in the regression training sample for which
µˆ(sobs) + σˆ(sobs)
Di − µˆ(si)
σˆ(si)
≥ 0.
This inequality can be written
Di − µˆ(si)
σˆ(si)
≥ −µˆ(sobs)
σˆ(sobs)
.
The expression on the left is the standardized residual for the ith observation in the regression
training sample. To interpret the expression on the right, note that if the data yobs were
observed again as the replicate, then this would make the discrepancy measure D(y∗, θ) −
D(yobs, θ) equal to zero. Hence
−µˆ(sobs)
σˆ(sobs)
=
0− µˆ(sobs)
σˆ(sobs)
is the standardized residual in our fitted model for the situation where (y, y∗, θ) = (yobs, yobs, θ).
Since for the observed data an actual replicate is not observed, assuming the replicate is the
same as the observed data minimizes the degree of conflict between the observed data and
the replicate. Hence if a value of (y, y∗, θ) = (yobs, yobs, θ) is considered suprising, that sug-
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gests that yobs is a surprising value under the assumed model. Our calibration procedure
can be seen as adjusting for the conservative assumption that yobs is observed again for the
replicate.
To rephrase this, the regression model of D on s captures something about the re-
lationship between y, y∗ and θ under simulation of these quantities from the prior. If
(y, y∗, θ) = (yobs, yobs, θ) is an outlier in the regression model (in the sense that the residual
−µˆ(sobs)/σˆ(sobs) is in the tails of the distribution of the empirical residuals, which is what
Pˆ (yobs) measures), then this suggests that yobs is a surprising value. Furthermore, a better
calibrated measure of the degree of surprise is obtained by computing the adjusted p-value
Pˆ ′(yobs) which adjusts for the conservatism of our assumption that yobs is observed again
for the replicate. The main idea, then, is that we can perform model criticism through
regression diagnostics for a regression model fitted to simulations from the prior. This is a
sensible thing to do regardless of whether the calibrated p-value approximates the calibrated
posterior predictive p-value well.
4.3 Capture-recapture example
We consider a capture-recapture dataset on the European Dipper (Cinclus cinclus) collected
by Marzolin (1988). The data is collected over six years and is shown in Table 1. Lebreton
et al. (1992) apply various Cormack-Jolly-Seber survivor models to this data. The most
general model can be described as follows. Let i and j be two indices related to a particular
year relative to the year the experiment was initiated. For example, since the experiment
began in 1981, here i = 1 denotes 1981 and j = 2 denotes 1982 etc. Let φi be the probability
that an animal survives from year i to i+ 1 for i = 1, . . . , 6 and pj be the probability that an
animal is captured in the jth year for j = 2, . . . , 7. A data point yij consists of the number
of animals caught in year j out of the number of animals released in year i, Ri. The number
of animals that are never caught during the experimental study that are released in year i
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i Ri 1982 1983 1984 1985 1986 1987
1 22
11 2 0 0 0 0
φ1p2 φ1p3
2∏
j=2
φj p˜j φ1p4
3∏
j=2
φj p˜j φ1p5
4∏
j=2
φj p˜j φ1p6
5∏
j=2
φj p˜j φ1p7
6∏
j=2
φj p˜j
2 60
24 1 0 0 0
φ2p3 φ2p4
3∏
j=3
φj p˜j φ2p5
4∏
j=3
φj p˜j φ2p6
5∏
j=3
φj p˜j φ2p7
6∏
j=3
φj p˜j
3 78
34 2 0 0
φ3p4 φ3p5
4∏
j=4
φj p˜j φ3p6
5∏
j=4
φj p˜j φ3p7
6∏
j=4
φj p˜j
4 80
45 1 2
φ4p5 φ4p6
5∏
j=5
φj p˜j φ4p7
6∏
j=5
φj p˜j
5 88
51 0
φ5p6 φ5p7
6∏
j=6
φj p˜j
6 98
52
φ6p7
Table 1: Capture-recapture data. Also shown are the probabilities (under the general CJS
model) that an animal contributes to each cell in the table if released in a certain year and
caught in a subsequent year.
is thus given by ri = Ri −
∑7
j=i+1 yij.
Each row in Table 1 can be assumed to be an independent draw from a multinomial
distribution with the number of trials given by Ri and probabilities as shown in Table 1
together with the probability χi of never being captured if released in year i. Thus χi is
simply one minus the sum of the probabilities in the row (and is therefore a function of the
model parameters). Hence the likelihood of the data is given by
p(y|θ) ∝
6∏
i=1
χrii
7∏
j=i+1
(
φipj
j−1∏
k=i+1
φkp˜k
)yij
,
where p˜k = 1−pk, θ is the vector of model parameters and y = {yi,j|i = 1, . . . , 6, j = 2, . . . , 7}.
We consider two models. The first is the previously described model with 12 parameters
(referred to as the so-called T/T model, θ = (φ1, . . . , φ6, p2, . . . , p7)) while the second model
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is constrained, with φi = φ and pj = p (the so-called C/C model, θ = (φ, p)). Both of these
models are considered by Hjort et al. (2006), who estimate both the posterior predictive
p-value (ppp) and calibrated posterior predictive p-value (cppp) based on the discrepancy
D(y, θ) =
∑
i,j
(y
1/2
ij − e1/2ij )2.
Here eij is the expected number of captured animals for the i, jth cell, which involves the
model parameters θ and the release numbers Ri. Here we repeat the analysis of Hjort et al.
(2006) but consider ABC to speed up the calculations.
To estimate the cppp, we need to be able to sample from the posterior for all datasets
generated from the reference calibration distribution (e.g. the prior predictive) and also for
the observed data. Therefore the datasets that need to be analysed could be wildly different,
especially if they are generated from vague prior predictive distributions. The amount of
information contained in each dataset will be different, which will lead to substantially differ-
ent posterior distributions for the parameters. Therefore we suggest that for successful “gold
standard” implementation of a cppp approach using Monte Carlo methods, for comparison
with our ABC approach, an algorithm that requires minimal tuning is of interest. Here we
employ a sequential Monte Carlo (SMC) algorithm for this purpose, which is built upon the
base algorithm of Chopin (2002) (see also Del Moral et al. (2006) for a reference on SMC
for static models).
In Bayesian inference, SMC propagates a set of N weighted samples or ‘particles’ through
a sequence of probability distributions, where the first distribution is easy to sample from
(often the prior) and the final distribution is the posterior distribution of interest. The
algorithm is very similar to sequential importance sampling, but Chopin (2002) includes a
resample-move step to mitigate the possibility of a low effective sample size and to maintain
a diverse population of particles. The move part uses a Markov chain Monte Carlo (MCMC)
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kernel that is invariant for the current distribution in the sequence. To connect the prior
to the posterior, we consider a sequence of probability distributions formed through likeli-
hood annealing. The intermediate temperatures are determined adaptively by maintaining
an effective sample size (ESS) of approximately N/2 (see for example Beskos et al. (2013)),
which nicely accommodates the varying information contained in the different datatsets.
The proposal distribution used in the MCMC step is a multivariate normal random walk
with a covariance matrix that is obtained from the sample covariance matrix of the current
particles. The number of times that the MCMC step is repeated on each particle is deter-
mined adaptively and is based on the MCMC acceptance probability of the previous move
step (see Drovandi and Pettitt 2011 for more details). This ensures an almost fully diverse
population of particles throughout the entire sequence of distributions. We transform any
model parameters so that they are unconstrained (e.g. using a logistic transformation of
probability parameters).
For the C/C model, independent and non-informative uniform priors were placed over φ
and p. SMC was run using N = 10, 000 particles, which produced a ppp of roughly 0.061
(consistent with Hjort et al. (2006)). The cppp was estimated using the double simulation
approach with 10,000 simulated datasets from the prior predictive distribution. Using the
SMC approach with N = 1, 000 particles on each of these datasets resulted in a prior
predictive distribution of ppps as shown in Figure 1(a). Following this process we obtained
a cppp of 0.043. This is not very close to the result of Hjort et al. (2006), who obtain a
value of 0.022. However, Hjort et al. (2006) only use 500 prior predictive datasets in their
calculations. Overall about 32 hours of computation was required.
The ABC approach is based on 100,000 draws from the prior. For each dataset, the
best 1,000 prior samples were kept in the localisation step of the ABC algorithm. Note that
this is the same number of particles used in the SMC sampler. Neural network regression
is then applied in order to refine the distribution of the discrepancy values. The default
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implementation of the abc R package (Csille´ry et al. 2012) is used. The summary statistics
chosen in the ABC approach are the maximum likelihood estimates, which are asymptotically
sufficient and low dimensional and seem to yield a good ABC approximation. Using this
process we obtain an unadjusted ppp of 0.031 (0.061 for the likelihood-based SMC approach).
For the double simulation, we use exactly the same 10,000 prior predictive datasets as used in
the SMC approach. With the same ABC settings used to obtain the ppp, the estimated cppp
was 0.0304 (similar to 0.0429 obtained using SMC). Figure 1(b) shows the distribution of
prior predictive ppps obtained and Figure 1(c) shows a good correspondence between the ppp
values obtained under SMC and ABC for the 10,000 datasets. However, the ABC approach
is roughly 4-5 times faster, requiring only 7 hours of computation. The ABC approach is
much faster still if a simpler regression adjustment approach is used (say linear rather than
the neural network method) but the neural network adjustment was most effective in this
case: a similar plot to Figure 1(b) using linear regression adjustment showed a much poorer
agreement between the ABC and SMC answers for this problem. Presumably using a larger
number of prior simulations and a smaller ABC tolerance for localization a good agreement
can be obtained with local linear adjustment also.
For the T/T model, using the SMC approach with N = 10, 000, we obtain an unadjusted
ppp of 0.070 (similar to the value of 0.075 obtained in Hjort et al. 2006). We simulate
10,000 datasets from the prior predictive distribution for calibration purposes. Due to the
high dimensionality of the parameter, the SMC approach is rather expensive, and we stop
the process after 6859 iterations (the distribution of prior predictive ppps is shown in Figure
2(a)). The SMC approach is roughly 10 times slower than the ABC approach. Using
N = 1, 000, we obtain a cppp of 0.008 (somewhat similar to the value obtained by Hjort
et al. 2006, 0.002).
For this model the sufficient statistics are given by the row and column sums of Table
1. Thus we use these as the summary statistics in our ABC approach. This time we use
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Figure 1: Prior predictive ppp distributions for the C/C model based on (a) SMC, (b) ABC
and (c) SMC verses ABC.
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Figure 2: Prior predictive ppp distributions for the T/T model based on (a) SMC and (b)
ABC.
1,000,000 parameters from the prior for ABC rejection and keep 1,000 samples in the local-
isation step of the ABC algorithm. Again we refine using a neural network with the default
implementation in the abc R package. The estimate of the unadjusted ppp from the ABC
approach is 0.009, which is quite different to the estimated 0.070 obtained from SMC. This
is not surprising given that ABC approximations typically deteriorate in higher dimensional
problems, due to the difficulty in generated simulated data very close to the observed. The
distribution of prior predictive ppps is also markedly different to that generated from SMC
(see Figure 2(b)). Under this distribution of ppps, the cppp was estimated at 0.0487. The
lack of agreement between the cppp and ABC based approximation to it is not necessarily
a problem for the reasons discussed in Section 4.2: the ABC approach represents a different
kind of check with a sensible interpretation.
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4.4 Predator-prey example
Fenlon and Faddy (2006) consider the statistical analysis of a dataset collected from a so-
called functional response experiment, which is essentially a bio-assay system where an indi-
vidual predator is given access to a certain number of prey for a given period of time. The
experiment is replicated independently for different prey levels. Fenlon and Faddy (2006)
analyse a dataset with 89 observations collected across 11 different prey levels (i.e. there is
some replication of each prey level). Several different models are proposed by Fenlon and
Faddy (2006) to gain an initial understanding of the predator-prey system.
Let Ni be the total (fixed) number of prey used in the ith experiment and yi be the
corresponding (random) number of prey attacked by the predator. A natural assumption
might be that yi is binomially distributed. However, Fenlon and Faddy (2006) demonstrate
that there is significant overdispersion in the data relative to the binomial distribution. To
capture the extra variability, Fenlon and Faddy (2006) consider a beta-binomial distribution.
The probability mass function of the beta-binomial distribution is given by
p(yi|αi, βi, Ni) =
(
Ni
yi
)
B(αi + yi, βi +Ni − yi)
B(αi, βi)
, for yi = 0, . . . , Ni,
where αi > 0 and βi > 0 are the parameters of the beta-binomial model and B(·|·) is the beta
function. It is often helpful to reparameterize this model in terms of a proportion parameter
pi = αi/(αi + βi) and an overdisperson parameter φi = 1/(αi + βi). The expectation and
variance of the beta-binomial are then given by E[yi] = Nipi and V ar[yi] = Nipi(1− pi)(1 +
Niφi)/(1+φi), respectively. It is easy to see from this construction that the binomial variance
is recovered when φi = 0.
As mentioned earlier, Fenlon and Faddy (2006) propose several different beta-binomial
models for these data, of which we consider only a subset (all models have φi = φ). The
first, which we refer to as the ‘constant’ model, assumes that pi = p. The next two models
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assume that the attack probability pi may depend upon the prey level Ni. These two models
are governed by the equations
Nipi = ae
−b exp(−cNi))−exp(−b),
and
pi =
θ1
1 + θ2Ni
,
where (a, b, c) is the parameter set of the ‘Gompertz’ model and (θ1, θ2) is the parameter set
of the ‘Holling’ model.
Here we consider updating an initial prior distribution using a subset of observations
and then use the posterior based on this subset as the prior for processing the remaining
observations. We then consider posterior predictive p-values for criticism of the model based
on the second stage of the analysis. We take one observation at random from each of the prey
levels (11 observations) for the first stage data. We run MCMC for 10 million iterations on
each of the models keeping only every 100th sample to obtain 100,000 roughly independent
samples from the posterior. The initial priors are set to: φ ∼ U(0, 2), p ∼ U(0, 1), a, b ∼
U(0, 30), c ∼ U(0, 1), θ1, θ2 ∼ U(0, 5) and are subject to the constraints 0 < pi < 1 for all i
where required. We then take these posterior samples as prior samples to perform a Bayesian
analysis (in particular the calibration of posterior predictive p-values) on the remaining 78
observations, which we simulate from the Gompertz model with a = 20, b = 10, c = 0.2 and
φ = 0.1.
For the ABC summary statistics we use maximum likelihood estimates of the parame-
ters constrained to be within the original prior limits, which we perform using numerical
20
optimization. For an overall measure of discrepancy, we use the generalised Pearson statistic
D(y, θ) =
78∑
i=1
(yi − E[yi])2
V ar[yi]
,
where both E[·] and V ar[·] depend on the parameter θ, whose form depends on the model
under consideration.
For our ABC analysis we keep the best 1000 samples to form an initial estimate of the
ABC posterior distribution of the discrepancy difference. This posterior is refined using a
neural network regression adjustment with the default implementation in the abc R pack-
age (Csille´ry et al. 2012) to compute each posterior predictive p-value. The unadjusted
ppp values for the Gompertz, Holling and constant models are given by 0.62, 0.08 and 0.19
respectively. To calibrate these ppps, 10,000 samples were taken randomly without replace-
ment from the 100,000 prior samples and were used to generate prior predictive datasets.
The prior predictive distribution of the ppps under each of the models is shown in Figure
3. The calibrated ppps are then estimated to be 0.79, 0.0007 and 0.004, respectively. This
shows that there is no indication of the Gompertz model failing to fit the data. The uncali-
brated ppps, if interpreted naively, might suggest that the Holling and constant models also
fit the data well, but the calibrated ppps suggest that the data are somewhat surprising for
the two models. Figure 3(c) demonstrates that the ppp for the constant model is particu-
larly challenging to interpret as small ppp values are very unlikely under the prior predictive
distribution.
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Figure 3: Prior predictive ppp distributions for the functional response example when con-
sidering the (a) Gompertz, (b) Holling and (c) constant models.
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5 Approximating the data model with application to
weak informative prior selection
Conventional ABC computational algorithms are used to perform Bayesian inference without
evaluating the likelihood, using only simulations from the data model. In applications where
simulation from the data model is expensive, several authors have noted that conventional
ABC computations may be very difficult or impractical. For example, Moores et al. (2014)
considered ABC inference in a Potts model where the simulation step is very expensive; in
order to obtain practical algorithms they perform a pre-computation which involves regres-
sion modelling of summary statistics to approximate the sample mean and covariance matrix
as a function of the model parameters. Then they use a working normal model for the sum-
mary statistics based on the fitted regression model in the subsequent analysis in order to
avoid further costly data generation steps. In a similar spirit to their approach, we suggest
that the same regression adjustment techniques used for posterior approximation can also
be used to approximate the sampling from summary statistics under the data model. The
difference with Moores et al. (2014) is that here we consider using the empirical distribu-
tion of residuals to do approximate sampling from the data model rather than assuming a
particular model form such as the normal for the summary statistics.
In our previous application we did regression of θ on the summary statistics S in order to
approximate the posterior distribution for θ for many different values for S. Now we regress
S on θ instead to approximate the distribution of S for many different values of θ. Again
suppose we have samples (θi, Si) from the joint prior p(θ)p(S|θ) for θ and some summary
statistics S. Fit a regression of S on θ similar to before, using the method of Blum and
Franc¸ois (2010) but with the roles of parameters and summary statistics inverted:
Si = µ(θi) + σ(θi)i.
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Next, approximate the distribution of S given a certain value θ using the fitted regression
model and the empirical residuals: an approximate sample from S|θ is
Sai (θ) = µˆ(θ) + σˆ(θ)σˆ(θi)
−1(Si − µˆ(θi)),
i = 1, . . . , n. After the regression model is fitted, generation from the data model for a given
θ can be approximated by choosing at random an i uniformly in {1, . . . , n} and returning
Sai (θ). This regression approximated data generation step can be used within a conventional
ABC algorithm. The idea is to nest a regression ABC approach for the data generation step
within the iterations of a conventional ABC algorithm. Note also that some localization of
the regression model could be performed within this procedure - i.e. if fitting the regression
model is cheap compared to a data generation step then it could still be attractive to fit a
different regression model locally around each θ to generate pseudo-data for every θ value
where this is required. We will pursue this idea in more detail elsewhere.
Here we will focus on using the above idea to undertake repeated generation from a
marginalized model p(S|λ) where p(S|λ) is a prior predictive distribution corresponding to a
prior p(θ|λ) and λ is a hyperparameter. That is, p(S|λ) = ∫ p(S|θ)p(θ|λ)dθ and we need to
generate samples from p(S|λ) for many different values of λ. The application we consider is
the use of conflict p-values in the spirit of Evans and Moshonov (2006) and Evans and Jang
(2011) for characterizing weak informativity of one prior with respect to another. Evans and
Jang (2011) consider the situation in which there is a certain base prior which represents
our current best information, but where that choice is tentative and we would like to assess
sensitivity by finding an alternative prior that is less informative relative to the base prior.
Their notion of weak informativity is an attempt to make precise a similar idea suggested in
Gelman (2006).
Following Evans and Moshonov (2006), Evans and Jang (2011) consider a decomposition
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of the data distribution into different components that have different roles in model checking,
and suggest that one should check separately for lack of model fit (which means that there
is no parameter value for which the observed data is not surprising) and prior-data conflict
(which means that there are parameter values providing a good fit to the data but the
prior does not give any weight to them). These considerations lead them to suggest using
the distribution of a certain conflict prior predictive p-value based on a minimal sufficient
statistic for quantifying weak informativity. In particular, if a minimal sufficient statistic is
denoted by T , they suggest that an appropriate p-value for measuring prior-data conflict is
the prior predictive p-value with the discrepancy measure D(y) = 1/p(t), where p(t) is the
prior predictive distribution of T . They also recommend conditioning on a maximal ancillary
statistic when available to remove variation unrelated to the prior, with different choices for
the maximal ancillary corresponding to different ways of checking for conflict.
With this way of measuring prior-data conflict, Evans and Jang (2011) consider the
distribution of the conflict p-values when the data are distributed according to the prior
predictive distribution for the base prior as a tool for evaluating the informativeness of
different priors compared to the base prior. Suppose that the class of prior distributions
under consideration is p(θ|λ) where λ is a parameter to be chosen, and that the base prior
is pB(θ). We want to choose λ such that p(θ|λ) is weakly informative with respect to pB(θ).
The conflict prior predictive p-value is a function of the data. If the data are random, then
so is the prior predictive p-value. Evans and Jang (2011) suggest that considering the data
as distributed according to the prior predictive distribution under the base prior is natural if
the base prior represents the prior distribution used for the analysis. Their prior predictive
checking statistic depends on the prior distribution used for the analysis in their approach,
and the prior predictive p-value distribution for a given λ is computed using p(θ|λ) in the
model checking statistic (i.e. D(y) = 1/p(T |λ)). Prior-data conflict is characterized by a
certain cutoff, α say, for the conflict p-value. Weak informativity is defined by less prior-data
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conflict for p(θ|λ) than for pB(θ). More precisely, weak informativity at level α means that
the α quantile of the p-value distribution for p(θ|λ) is greater than the corresponding α
quantile for the p-value distribution for pB(θ). As well as characterizing weak informativity
for a certain cutoff level α, one can define uniform weak informativity in various senses as
described by Evans and Jang (2011).
5.1 Regression adjustment for exploring weak informativity
Regression adjustment ABC methods are useful in this problem of characterizing weak in-
formativity because we need to repeatedly simulate from the prior predictive distribution
of a minimal sufficient statistic T for a grid of values for the hyperparameter λ. That is,
we need to repeatedly simulate from the marginalized model p(T |λ) for many different val-
ues of λ and this can be computationally expensive. In a later application we will use an
approximation to the MLE as an asymptotically sufficient statistic in a generalized linear
mixed model where computing the likelihood involves a numerical procedure to integrate out
random effects. Hence in this case the computation of T is very expensive and we would like
to minimize the number of simulations of T that we do. Once again, regression adjustment
ABC methods can represent a computationally thrifty approximation to the data generation
step based on fitting a single regression model. The choice of a good parameter λ to use for
a weakly informative prior is simply a screening computation; after an appropriate λ value
is chosen we can do a more accurate calculation for the finally chosen prior to see if our ap-
proximate regression screening computations characterized weak informativity well enough.
High accuracy is not needed in the initial computation and this makes fast approximate
approaches very attractive.
Suppose we have some pseudo-prior for λ, p(λ), to generate design points for λ in fitting
this regression approximation. Note that this pseudo-prior is not used for inference about λ
in any way and a deterministic design could be used instead. Let (λi, θi, Ti), i = 1, . . . , n be
26
a sample from p(λ)p(θ|λ)p(T |θ). Suppose that a regression model has been fitted,
Ti = µ(λi) + σ(λi)i.
Then for any value of λ an approximate sample from p(T |λ) can be obtained as
T ai (λ) = µˆ(λ) + σˆ(λ)σˆ(λi)
−1(Ti − µˆ(λˆi)),
i = 1, . . . , n. A kernel estimate based on the samples Ti(λ) is needed to approximate p(T |λ).
Write this kernel estimate as pˆ(T |λ). Then for a sample T 01 , . . . , T 0n generated from the prior
predictive distribution under the base measure, we approximate the distribution of conflict
p-values for p(θ|λ) by the empirical distribution of Pˆ (T 01 , λ), . . . , Pˆ (T 0n , λ) where
Pˆ (T 0j , λ) = n
−1
n∑
i=1
I(pˆ(T ai (λ)|λ) ≤ pˆ(T 0j |λ)).
This is easily computed for any λ once a training sample (λi, θi, Ti) has been generated and
the regression fitted. Note also that it is possible to fit the regression locally around each
value λ in obtaining the values T ai (λ) but whether this is worthwhile depends on the cost of
regression model fitting relative to data generation.
5.2 Normal location model
We illustrate the approach first for a simple location normal model where the distribution of
the prior predictive p-values can be computed analytically. Suppose that y ∼ N(µ, 1) and the
base prior for the unknown mean µ is N(0, 1). We consider weak informativity of the priors
N(0, λ2) with respect to this base prior for λ ∈ [0.5, 3]. In this example a larger variance in
the prior is a reasonable characterization of weak informativity; however this isn’t always the
case as illustrated in the the next subsection. A minimal sufficient statistic here is y, p(y|λ)
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is N(0, 1+λ2). For an observed value yobs, the conflict p-value is P (log p(y|λ) ≤ log p(yobs|λ))
for y ∼ N(0, 1 + λ2). This probability is P (y2 ≥ y2obs) = 2Φ
(
−|yobs|√
1+λ2
)
where Φ(·) denotes
the standard normal distribution function. The distribution function of this p-value for yobs
distributed according to the N(0, 2) prior predictive distribution under the base measure is
P
(
2Φ
( −|yobs|√
1 + λ2
)
≤ p
)
= P
(
−|yobs|
2
≤
√
1 + λ2
2
Φ−1
(p
2
))
= 2Φ
(√
1 + λ2
2
Φ−1
(p
2
))
.
We can compare this with our approximation of this distribution following the numerical
procedure of the last section. Our pseudo-prior for λ is uniform on [0.5, 3]. We simulated
100, 000 samples of (λ, µ, y) from the prior and then for λ = 0.5, 1, 2 and 3 we used the 1, 000
nearest neighbours for each of these λ to fit a local linear regression model to approximate
a sample of size 1000 from the prior predictive at these λ values. We used the default
implementation of the procedure of Beaumont et al. (2002) implemented in the abc package
in R for the regression adjustment (Csille´ry et al. 2012). Note that in using the software for
the purpose we describe here the role of the summary statistics and the parameters needs
to be reversed compared to the usual ABC applications. We used a kernel estimate (the
density function in R with the default bandwidth selection) to approximate the posterior
predictive p-values for a sample of 1000 points sampled from the prior predictive for the base
prior.
Figure 4 shows the empirical distribution function for these 1000 approximate conflict
p-values versus the analytically derived p-value distribution for λ = 0.5, 1, 2 and 3. The
agreement is very good, and the results show as expected that for the larger variances λ = 2
and 3 that these priors are weakly informative compared to the λ = 1 base prior (because the
distribution functions lie below the diagonal line, it means that for every α the α quantile of
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Figure 4: Estimated distribution of conflict p-value for λ = 0.5, 1, 2 and 3 for the normal
location model. In each plot black is the regression estimated distribution and grey is the
exact answer.
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the p-value distribution is larger than the corresponding quantile for the p-value distribution
under the base prior, which is uniform). Here λ = 1 gives the base prior and the p-value
distribution is uniform as expected, whereas for λ = 0.5 we have a more informative prior
with prior-data conflicts being produced more often (quantiles of the p-value distribution
under this prior being greater than quantiles for the uniform distribution).
5.3 Logistic regression example
The following example is considered in Evans and Jang (2011). It concerns bioassay data
analyzed in Racine et al. (1986) and Gelman et al. (2008). Five animals at each of four
dose levels were exposed to a toxin and the number of deaths were recorded. Let xi be
the dose level (suitably transformed to log scale and then centred and scaled as in Gelman
et al. (2008)) and let yi be the number of deaths out of 5 at dose xi. A logistic regression
model for the data is yi ∼ Bin(5, pi) with logit(pi) = β0 + β1xi where we order the xi so that
x1 < x2 < x3 < x4. We consider a prior where β0 and β1 are independent, β0 ∼ N(0, σ20),
β1 ∼ N(0, σ21). Our base prior puts σ0 = 10, σ1 = 2.5 which is similar to Gelman et al.
(2008), except that they use Cauchy priors instead of normal with these scale parameters.
We will investigate weak informativity with respect to the base prior as σ0 and σ1 vary for
the alternative prior.
We use an approximation to the MLE as the basis for an approximate sufficient statistic
since the MLE is asymptotically sufficient. In particular, since the MLE suffers from non-
existence for some potential datasets, and these occur in simulations from the prior predictive
distribution, we consider the posterior mode for the prior with σ0 = σ1 = 10. This posterior
mode will be similar to the MLE in non-degenerate cases but the regularization provided
by the prior ensures existence and stabilizes the optimization even in degenerate settings.
Evans and Jang (2011) consider the exact sufficient statistic (y1, y2, y3, y4) but we use the
posterior mode (βˆ0, βˆ1) for the dimension reduction that this brings and explore the MLE as
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a generic choice for defining conflict in models where there might be no non-trivial minimal
sufficient statistic. We also treat the distribution of the mode as continuous even though
strictly speaking it is discrete since the data are discrete. In application of our procedure
we don’t use the values (βˆ0, βˆ1) directly, but rather transform to the fitted probabilities at
the covariate values x2, x3. That is, we use for our approximate sufficient statistics (pˆ2, pˆ3)
where pˆi = 1/(1 + exp(−βˆ0 − βˆ1xi)), i = 2, 3. The reason for this transformation is the
following. We are using the non-invariant conflict p-value of Evans and Moshonov (2006) in
our definition of weak informativity; however, when the sufficient statistic is a linear function
of the data, the non-invariant conflict p-value coincides with the invariant p-value of Evans
and Jang (2010). This suggests that if we can choose a parametrization for which the MLE
is approximately linear in the data this will give results similar to the invariant p-value. In
this example, focusing on pˆ2, pˆ3 makes sense since these values are plausibly linearly related
to the actual deaths at dose levels x2 and x3.
The pseudo-prior we use for (σ0, σ1) in our procedure is uniform on [0.1, 10] × [0.1, 20].
We generated 400,000 values for (σ0, σ1) and the corresponding pˆ2, pˆ3 values from the corre-
sponding prior predictive distribution. For each λ on a 100 × 100 regular grid covering the
support of the hyperprior we used the local linear regression adjustment method of Beaumont
et al. (2002) based on applying the default implementation the abc package in R (Csille´ry
et al. 2012) and using the 1000 nearest neighbours at each grid point to get a pseudo-sample
from the prior predictive of size 1000. We then considered a kernel density estimate based
on these samples and 1000 samples of (pˆ2, pˆ3) simulated under the prior predictive for the
base measure to get an approximation to the distribution of the conflict p-value at each grid
point. The generation of summary statistics took 67 hours of CPU time on a quad processor
Windows PC 3.10 GHz workstation. Note that if we were to generate 1, 000 samples at each
of the 10,000 grid points directly we would require 10, 000, 000 samples which would increase
the required computational effort by an order of magnitude. The two-dimensional kernel
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estimation was implemented using the sm.density function in the sm package in R with the
default bandwidth choice. We do not make any adjustment for boundary bias due to the
compact support for (pˆ2, pˆ3).
Evans and Jang (2011) suggest that one way to measure the degree of informativity of
a prior with respect to the base prior is the following. Choose γ to be a cutoff value for
the conflict p-value that defines the degree of conflict of interest (we use γ = 0.05 here).
Let pγ be the γ quantile of the conflict p-value distribution for the base prior. Let qγ be
the probability of a conflict p-value less than or equal to pγ under the alternative prior.
Then measure the degree of weak informativity of the alternative prior by 1 − qγ/pγ when
qγ ≤ pγ. We define the degree of weak informativity to be 0 if qγ > pγ. Figure 5 (a) plots
the degree of weak informativity with respect to the base prior over the grid of points for
(σ0, σ1) for γ = 0.05. This plot is similar to Figure 5 of Evans and Jang (2011) and the
result is qualitatively similar, but note that they should not be expected to be exactly the
same since we are basing our definition of weak informativity on the MLE here. Based
on the plot, σ0 = σ1 = 4 would seem to be a good choice for a weakly informative prior.
Simulating 10,000 values from the prior predictive directly for this alternative prior (that
is, not using regression adjustment) and approximating the distribution of conflict p-values
gives the black points in Figure 5 (b); the grey points in the same figure show the distribution
obtained using regression adjustment. The comparison shows that the approximation error
brought by the use of the regression approach here is small.
5.4 Hierarchical logistic regression example
As a more complex example we consider a binary generalized linear mixed model for a datset
considered by Sinharay and Stern (2005) and Overstall and Forster (2010). For 255 newborn
turtles from C = 31 clutches the birthweight of each turtle was recorded as well as whether
they lived or died. Let yij be 1 if the jth turtle in the ith clutch survived and let xij be the
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Figure 5: (a) Estimated degree of weak informativity at level 0.05 for logistic regression
example. (b) Estimated distribution of conflict p-value without using regression adjusmtent
(black) and using regression adjustment (grey).
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birthweight for turtle j in clutch i, i = 1, . . . , C, j = 1, . . . , ni. We assume that xij is centred
to have mean zero and standard deviation 1 and we write n =
∑n
i=1 ni. The model we
consider here is model 5 of Overstall and Forster (2010), which has yij ∼ Bernoulli(pij), with
logit(pij) = ηij = β0 + b0i + (β1 + b1i)xij where β0 and β1 are fixed effects and bi = (bi0, bi1) is
a clutch specific random effect, i = 1, . . . , C, j = 1, . . . , ni. It is assumed that bi ∼ N(0,Σ).
We consider the default prior of Overstall and Forster (2010) for this model.
Write ηi = (ηi1, . . . , ηini)
T and let Xi be the ni × 2 design matrix with jth row (1, xij).
Then ηi = Xiβ+Xibi where β = (β0, β1)
T . The default prior p(β,Σ) of Overstall and Forster
(2010) has p(β,Σ) = p(β)p(Σ) where p(β) is normal, N
(
0, 4n
(∑C
i=1X
T
i Xi
)−1)
and p(Σ)
is inverse Wishart, IW (ν, νR) with ν = 2 and R = 4
(
1
C
∑C
i=1
1
ni
XTi Xi
)−1
. The general form
of their prior depends on a specified prior mean for β, the response distribution, the link
function, and which predictors enter as fixed and random effects. The prior is motivated by
unit information arguments and is intended for default model selection calculations; here we
consider the somewhat different question of defining weakly informative priors with respect
to this base prior for inference within a fixed model.
For alternative priors we consider changing the prior for β to N
(
0, 4cn
(∑C
i=1X
T
i Xi
)−1)
where c is a hyperparameter to be chosen, and we consider ν in the prior on Σ as a hyperpa-
rameter not necessarily fixed at 2. We consider (c, ν) as varying over the range [0.25, 9]×[2, 3]
and use a uniform distribution on this region as the pseudo-prior for implementation of
our procedure. Our approximately sufficient summary statistics are constructed as fol-
lows. We find posterior modes for (β,Σ) under a prior where p(β,Σ) = p(β)p(Σ) where
p(β) = N(0, 100I) and p(Σ) = IW (20, 17I). Similar to the last example we consider poste-
rior modes because of the non-existence of the MLE in degenerate cases and, to stabilize the
numerical optimization, we use a moderately informative prior for Σ. The posterior mode
is only an approximate one, because the random effects are integrated out using a Laplace
approximation in obtaining the marginal likelihood for (β,Σ). We use the R package INLA
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(Martins et al. 2013) for the posterior mode calculations. For checking for conflict, we only
use the modes for the regression coefficients and make no use of the marginal MLE for the
random effects covariance matrix - in problems which are not low-dimensional it makes sense
to choose different functions of a sufficient statistic (or approximate sufficient statistic) for
checking for conflict, and that is what we do here, focusing on making a prior that is weakly
informative for the parameter β. We transform the modal value βˆ for β to pˆ1, pˆ2 where
pˆi = 1/(1 + exp(−βˆ0 − βˆ1zi)), i = 1, 2 and where z1, z2 are the first and third quartiles of
the birthweights. Similar to the last example we transformed βˆ in this way to make these
statistics more plausibly approximate linear functions of the data in order to minimize the
difference between the non-invariant p-value of Evans and Moshonov (2006) and the invariant
version of Evans and Jang (2010).
We then approximate the degree of weak informativity similar to the last example over
a regular 100 × 100 grid covering the range of our pseudo-prior for (c, ν). We simulated
40, 000 values for the posterior modes from the prior predictive distribution for samples of
(c, ν) drawn from the pseudo-prior. This data generation step took approximately 78 hours
of CPU time on a quad processor Windows PC 3.10 GHz workstation. For each grid point
we simulate 4, 000 pseudo-samples by use of local linear regression (the method of Beaumont
et al. 2002, following the default implementation in the abc R package, Csille´ry et al. 2012)
fitted to the 4,000 nearest neighbours. Again note that if we were to generate 4,000 summary
statistics directly at each of the 10,000 grid points this would increase the computational
effort by an order of magnitude. The two-dimensional kernel estimation was implemented
using the sm.density function in the sm package in R with the default bandwidth choice.
Again we ignore any issues of boundary correction due to the constrained support of the
distribution of the summary statistic.
Figure 6 (a) shows a plot of the degree of weak informativity at level γ = 0.05. It
suggests c = 4 and ν = 3 as a reasonable weak informative choice compared to the c = 1,
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Figure 6: (a) Estimated degree of weak informativity at level 0.05 for hierarchical logistic
regression example. (b) Estimated distribution of conflict p-value without using regression
adjustment (black) and using regression adjustment (grey).
ν = 2 base prior. Figure 6 (b) shows an approximation to the distribution of the conflict
p-value based on 1,000 additional simulations at c = 4 and ν = 3 (without using regression
adjustment) together with the corresponding approximation using regression adjustment.
The approximation error brought by the regression approach is small and has enabled us to
identify a suitable weak informative prior.
6 Discussion
We have explored the potential for using regression ABC methods in calculation of Bayesian
predictive p-values in some cases where high accuracy of the computations is not required.
This is a new application of ABC methods as far as we are aware. The methods of weakly
informative prior choice that we have suggested are also easily applied to models which
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themselves require an ABC treatment for inference - for these models it is difficult to derive
the usual weakly informative prior choices as those may require a knowledge of the likelihood,
such as the ability to compute the Fisher information. In this work we have used the non-
invariant conflict p-value of Evans and Moshonov (2006) rather than it’s invariant counterpart
proposed in Evans and Jang (2010). It would be interesting to see if computation of the
invariant p-value could be routinely attempted using similar methods to the ones we have
developed.
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