Abstract This article is devoted to algorithms for computing all the roots of a univariate polynomial with coefficients in a complete commutative Noetherian unramified regular local domain, which are given to a fixed common finite precision. We study the cost of our algorithms, discuss their practical performances, and apply our results to the Guruswami and Sudan list decoding algorithm over Galois rings.
i 0. The fact that R is unramified means that either p = 0 holds, or that p does not belong to m 2 . By [15, Theorem 15] r −1 p e r , with the c e in κ. We can still identify R i to the subset of R of the homogeneous polynomial expressions in t 1 , . . . , t r −1 and p of degree i and with coefficients in κ, but (R i ) i∈N does not define a graduation on R (for example with R being the ring of the p-adic integers Z p ). In this case, we set t r := p.
In both cases, the function ν : R → N ∪ {+∞}, which sends 0 to +∞, and any a = 0 to the largest integer i such that a ∈ m i , is a valuation. Any element a of R can be uniquely represented by the converging sum In this paper we are interested in computing all the roots of a polynomial F ∈ R[x] given to precision n, which means modulo m n . The usual cases are for when R = Z p or R = K [[t] ], for any field K. We will adapt classical techniques, analyze their cost, and report on practical performances of our C++ implementation using the Mathemagix libraries [42] .
Application to list decoding
Univariate polynomial root-finding is a central problem in computer algebra, and a major application resides in decoding certain error-correcting codes as recalled in these paragraphs. Let a 1 , . . . , a λ be λ distinct fixed points in the finite field with q elements, written F q . Let us recall that a Reed-Solomon code of length λ and dimension ρ over F q is the set
where F q [x] <ρ represents the set of polynomials over F q of degree at most ρ − 1 (we refer the reader for instance to [34, Chapter 6] for generalities on such codes).
This set RS(λ, ρ) is a vector subspace of F λ q of dimension ρ, and there is a one-toone correspondance between polynomials of F q [x] <ρ and elements of RS(λ, ρ). To encode a message, the sender constructs the unique polynomial f of F q [x] <ρ corresponding to the message, and then transmits the vector y = ( f (a 1 ), . . . , f (a λ )) ∈ F λ q . The received vector may be different from y. If only a few errors occurred during the transmission of y, obtaining the original message can be done using the usual unambiguous decoding algorithms such as Berlekamp-Welch [7] , Berlekamp-Massey [8] , the extended Euclidean algorithms [41] and Gao's algorithm [20] . But, when more errors occur, a different decoding approach, called list-decoding, must be used. A listdecoding algorithm outputs a set Y of possible transmitted messages. A postprocess is then responsible for deciding which element of Y is the actual message. Our present motivation lies in the list-decoding algorithms.
In [24] , Guruswami and Sudan designed a polynomial-time list-decoding algorithm. Their method divides into two steps. First it computes a polynomial Q in F q [x] [y] such that the possible transmitted messages are roots of Q in F q [x] . In the second step one needs to determine all such roots of Q. Several techniques have been investigated to solve both steps of the problem: see for example [1, 5, 29, 30] for the first step and [19, pp. 214-228] , and [19, 38] for the second step.
The Guruswami and Sudan algorithm has been adapted to other families of codes such as algebraic-geometric codes over fields [24] , and alternant codes over fields [4] . Extensions over certain types of finite rings have further been studied for ReedSolomon and alternant codes in [2, 3] , and for algebraic-geometric codes in [6, 46] . In all these cases, the two main steps of the Guruswami and Sudan algorithm are roughly preserved, but to the best of our knowledge, the second step has never been studied into deep details from the complexity point of view. In this paper, we investigate rootfinding for polynomials over Galois rings, which are often used within these error correcting codes, and that are defined as follows:
Definition 1 Let ϕ ∈ Z/ p n Z[x] be a monic polynomial of degree k that is irreducible modulo p. The ring (Z/ p n Z[x])/(ϕ(x)) is called the Galois ring, written GR( p n , k), of order nk and characteristic p n .
It is classical that there exists only one Galois ring of order nk and of characteristic p n up to an isomorphism (see for example [36, p. 207] ). On the other hand, notice that such a Galois ring can also be defined as GR( p n , k) = R/( p n ), where R is an unramified algebraic extension Z p of degree k. Over such a Galois ring GR( p n , k) standard techniques cannot be applied to find all the roots of a given polynomial in GR( p n , k) [t] [x] . For instance with n = 2 and F(x) = (x − p)(x − pt), one cannot find a value a for t that makes the specialization of F with a unit discriminant in the Galois ring, so that fast classical Newton-Hensel lifting cannot be appealed.
Complexity model
In order to analyze the performances of our algorithms, we denote by M(n) a cost function for multiplying two univariate polynomials of degree n over an arbitrary commutative ring A with unity, in terms of the number of arithmetic operations in A. Similarly, we denote by I(n) the time needed to multiply two integers of bit-size at most n in binary representation. It is classical [12, 18, 39] that we can take M(n) ∈ O(n log n log log n) and I(n) ∈ O(n log n2 log * n ), where log * represents the iterated logarithm of n. Throughout this paper, we assume that M(n)/n is increasing and that M(mn) m 2 M(n) holds for all positive integers m and n. The same assumptions are also made for I.
When needed, we shall assume that root-finding is computable over the residue field κ. Let us recall here that there exist effective fields (that are defined as fields with an effective equality test) for which root-finding is not decidable [17, Section 7] (see also another example in [44, Remark 5.10] ). Hopefully in most practical cases, roots can be computed efficiently, as we shall recall it later over finite fields.
Finally, let us recall that the expected cost spent by a randomized algorithm is defined as the average cost for a given input over all the possible executions. The "soft-Oh" notation f (n) ∈Õ(g(n)) means that f (n) ∈ g(n) log O(1) (3 + g(n)) (we refer the reader to [43, Chapter 25, Section 7] for details).
Our contributions
Let K := Quot(R) represent the total field of fractions of R. Since R is supposed to be complete, so is K , and we still write ν for the extension of the valuation from R to K . The subset of the elements of K of valuation at least i is written O i . If a is an element of K , and if i is an integer, then we write a + O i for the set of elements in K whose expansion coincides to those of a to precision i. We say that such a class a + O i is a root of F to precision n if all of its elements annihilate F to precision n. Notice that, for all integers i and j, we have
. Thus for any two elements a and b in K we can write (a
By convention, every element a of K can be seen as the class a + O ∞ , so that it makes sense to define the sum of an element of K to a class as follows:
The set of the roots of F(x) = x n in Q p of nonnegative valuation and to precision n is made of all the elements of positive valuation, which amounts to p n−1 roots. This simple example shows that the number of roots can be exponential in terms of the size of F. However it can be represented by the single class O 1 . In Sect. 2 we show that the roots of nonnegative valuation and to precision n of a polynomial F ∈ O 0 [x] of degree d can be represented by at most d such classes, in the sense that the set of roots equals the union of the elements in these classes. As another example, with R = Z p , the roots of nonnegative valuation and to precision 4 of F(x) = x 2 (x − 1) are either 1 or an element of valuation at least 2 in Q p , that is in O 2 .
Section 2 contains a "naive" algorithm for computing all the roots z of valuation at least a given nonnegative integer w and to a given precision n of a polynomial
. This algorithm first determines all the possible values for [z] w . Then, from such a value [z] w , it computes the shifted polynomial F([z] w + x) and it calls itself recursively to obtain the roots of valuation at least w +1. We analyze the complexity of this technique: in particular we show that all subparts but the shifts behave essentially in an optimal way. We also provide the reader with detailed complexity results when R is a univariate power series ring or the p-adic integers ring.
In Sect. 3 we modify the naive algorithm so that it splits the input polynomial between the recursive calls by Hensel lifting. In fact we extend the classical Hensel lifting to the quasi-homogeneous setting, and estimate how it decreases the cost of the previous "naive" algorithm. We detail complexity bounds when R is a univariate power series ring or the p-adic integers, but also exhibit a probabilistic fast version in higher dimension that avoids expression swell.
Section 4 is devoted to applying our root finders in the context of list decoding over Galois rings. We have implemented the algorithms of the present paper when R has Krull dimension 1 in the open source library quintix of the Mathemagix computer algebra system [42] . We report on timings and discuss their relative performances.
Related works
Besides the aforementioned works in error correcting codes let us briefly discuss the known materials for computing roots of univariate polynomials over some particular instances of R as defined from the beginning of the present paper. In both theory and practice, it is classical to compute the factorization, or all the roots in an algebraic closure of a given polynomial F ∈ R[x] for particular cases. The easiest case is for when the degree of F does not drop modulo m and when F is separable modulo m: Hensel lifting leads efficiently to the unique factorization of F to any requested precision (we refer the reader for instance to [43, Chapter 15] ). In general, even if F is separable, its residue polynomial modulo m may have multiple factors, and one has to make use of the Newton polygon technique recursively, assuming that the characteristic is sufficiently large. Over the power series, namely when R = K[[t]], several authors have contributed to this subject including, for instance: [13, 14, 16, 25, 26, 35, 45, 47, 48] . Over the p-adic integers the situation becomes more problematic but some of the latter techniques can be extended as in [25] . The case for when R is a power series ring in at least two variables has also been studied in [27, 31] . In addition, for univariate power series in small characteristic, we refer the reader to [23, 28] . In fact, all these techniques do not solve directly our problem over a general coefficient ring R as considered here, and not even in elementary situations as demonstrated by the following examples:
Example 1 Let R = Z p , and let F(x) = (x − p)(x + p). In R the polynomial F admits two simple roots p and − p, but the set of roots modulo p 2 is the ideal ( p). This shows that computing the roots of F in Z p does not lead to the ones modulo p 2 directly. In addition the fact that 0 is a root modulo p 2 is contributed by the positive valuation of the values of both factors of F. This suggests that, in general, a kind of exhaustive search might be necessary to recover the modular roots from an irreducible factorization of F in R.
Example 2 Let R = Z p . The polynomial F(x) = x 2 admits 0 as a single double root, but the roots modulo p 4 form the ideal ( p 2 ). Again this shows that there is no obvious relationship between the roots in Z p and the ones in Z p /( p 4 ).
These examples illustrate the difficulties for deducing the roots in the ring R/m n from the ones in R to a sufficiently large precision, or from an irreducible factorization over R. The ingredients of the present paper are not substantially new: our main contribution relies in the design of general and well-suited algorithms to the specific root-finding problem.
from R to K . Any element a of K can be uniquely written as the sum i ν(a) [a] 
Local multiplicities
In this subsection we define the multiplicity of an homogeneous root of a w-homogeneous polynomial. 
Proof When performing the classical long division of H (x) by x − z the w-homogeneity is preserved in w-valuation i when discarding the carries.
From the latter lemma, if H is a w-homogeneous polynomial of w-valuation i, then it makes sense to define the multiplicity m of any z ∈ K w of H , written mult(z, H ), as the largest integer m such that H rewrites into
is a w-homogeneous polynomial of w-valuation i − mw.
is a nonzero w-homogeneous polynomial of w-valuation i, then the following inequality holds:
Proof Let z ∈ K w be of multiplicity m in H , and let Q ∈ K [x] be as above. If y ∈ K w is a distinct root of H to precision i + 1, then we have that
It follows that v(Q(y))
i − mw + 1, hence that y is a root of Q to precision i − mw + 1. By a straightforward induction, we deduce that if z 1 , . . . , z s are the roots of H in K w to precision i + 1 then H factors into
where G is a w-homogeneous polynomial of w-valuation i − w(m 1 + · · · + m s ), whence the claimed inequality.
Representation of the set of roots
In this subsection we deal with the representation of sets of truncated roots. Proof From the assumptions we can express F as 
Although the next lemma is elementary, it constitutes the cornerstone of the solver presented in the next subsection. 
Lemma 4 Let F be a nonzero polynomial in K [x] of w-valuation j. Then a ∈ K is a root of valuation at least w of F to precision n if, and only if, [F] j,w ([a] w ) vanishes to precision j + 1 and a − [a] w is a root of valuation at least
w + 1 of F([a] w + x) to precision n. Proposition 1 If F is a polynomial in O 0 [x] of w-valuation j n − 1,
Naive local solver
We are to describe an algorithm derived from the proof of Proposition 1. For computational purposes, we need to assume that there exists an algorithm which computes the set of roots in K w of any w-homogeneous polynomial H (x), together with their respective multiplicities.
Algorithm 1
Output A set of at most m disjoint classes representing the roots of F in K with valuation at least w and to precision n. Proof The algorithm exits at step 1.a with {O w } whenever ν w (F) n, which is correct. It exits at step 1.b with the empty set whenever H is a constant, which is also correct since H = [F] j,w by Lemma 3.
Search for the first nonzero w-homogeneous componentH of
Then the proof is done by descending induction on w. If w n then the algorithm necessarily exits at step 1. Let us now assume that the proposition holds 
, and n = 4, and runs as follows:
|k m − 1 and l n − 1 and wk + l i + 1 .
For any subset S of N 2 , we write |S| for its cardinality, and
Roughly speaking, the following lemma ensures us that the cumulative cost of steps 1 of Algorithm 1 is essentially optimal, whenever an element a ∈ O 0 to precision n is represented as a vector in K 0 × · · · × K n−1 :
cumulative number of extractions of homogeneous components of valuation v and the cumulative number of zero tests in each
Proof The proof is done by descending induction on w from n down to 0. If w n then step 1.a extracts all the components of valuation l of the constant coefficient of F, for l i + 1. The statement therefore holds in this case since m 1. Assume that the lemma holds for w + 1 n. We introduce the auxiliary subset of N 2 :
In step 1 of Algorithm 1 only the components of valuation l of the coefficients of x k for (k, l) in S 0 need to be examined. Notice that S e ⊆ T i,w−1,m,n holds for all e 0 by using Lemma 3. On the other hand the S e are pairwise disjoint. Therefore we obtain that
which concludes the proof.
Cumulative cost of steps 2
The following proposition concerns the sum of the degrees of all the polynomials H occurring during the execution of Algorithm 1.
Lemma 6 The sum of the degrees of all the polynomials H occurring during the execution of all steps 2 of Algorithm 1 does not exceed m max(0, n − w).
Proof The proof is done by descending induction on w from n down to 0. If w n then the statement is true since Algorithm 1 exits at step 1. Let us now assume by induction that the lemma holds for w + 1 n. By Lemma 3, each recursive call in step 3 performs root-finding of polynomials whose degree sum does not exceed m e (n − (w + 1)). The conclusion thus follows thanks to Lemma 2 as follows:
(n − w)m.
Cumulative cost of steps 3
Let A be any ring. 
Lemma 7 Let A be a commutative ring with unity, let F ∈ A[x] be a polynomial of degree d, and let a ∈ A. Then the computation of the shifted polynomial F(a + x) can be done with O(M(d) log d) operations in A.
Proof We apply the classical divide-and-conquer paradigm. Without loss of generality we can assume that d is a power of 2. We rewrite 
Lemma 8 Algorithm 1 performs at most m
Proof The proof is done by descending induction on w from n down to 0. If w n then no shift is performed, so the lemma is true. Let us assume that the lemma holds for w + 1 n. The combination of Lemmas 2 and 3 tells us that the cumulative number of the shifts spent by Algorithm 1 in all steps 3 is at most
For steps 3.b we proceed as for steps 1. We introduce the following subset T i,w,m,n of N 2 :
The following lemma ensures us that the cumulative cost of steps 3.b of Algorithm 1 is essentially optimal, whenever an element a ∈ O 0 to precision n is represented as a vector in K 0 × · · · × K n−1 : Proof We prove the lemma by descending induction on w from n down to 0. If w n then the lemma is true since step 4 is not reached. Let us now assume by induction that the lemma holds for w + 1 n. If j n or if H is a constant then step 4 is not executed. Otherwise by induction and Lemmas 2 and 3, all the recursive calls to Algorithm 1 in step 3 amount to at most m additions of an element of K v to an element of K v+1 × · · · × K n−1 if v w + 1 and 0 otherwise. Then step 4 performs at most m additions of an element of K w to an element of K w+1 × · · · × K n−1 , which concludes the proof.
Total cost of Algorithm 1
We assume that κ has either characteristic zero, or admits an algorithm that, for any k ∈ N, detects if a given element is a p k th power or not, and returns its p k th root if it exists. We call this task an iterated pth root extraction. Let us recall that the separable decomposition of a primitive univariate non-constant polynomial G with coefficients in a unique factorization domain A is the decomposition of G into a product From now on, for algorithmic purposes, any element a of R known to precision n is supposed to be stored in dense representation, as the vector ([a] 0 , [a] 1 , . . . , [a] Proof Firstly we claim that running Algorithm 1 with input F ∈ R[x] and finding the only roots in R w instead of in K w in step 2 actually leads to the set of roots in R of valuation at least w and to precision n. We leave the proof of this claim to the reader.
We enter this modified Algorithm 1 with input F, 
Lemma 11 The sum of the separable degrees minus 1 of all the polynomials G(x) of steps i in the proof of Theorem 1 is at most m − 1.
Proof The proof is done by descending induction on w. If w n then the lemma is true since m 1 and the algorithm exits in step 1. Let us now assume that the lemma holds for w + 1 n. If the algorithm exits in step 1 then the lemma is correct. Otherwise, we let m 0 represent the separable degree of G(x). Each recursive call to Algorithm 1 in step 3 performs root-finding of polynomials whose sum of the separable degrees minus 1 does not exceed m e − 1. The total sum of the separable degrees minus 1 is at most
Finally Lemma 3 provides us with deg G − 1 m − 1.
Corollary 1 Let K be a field, and let R be the power series ring K[[t]]. Then, for any polynomial F in R[x] of degree at most d and given to precision n, one can compute a set of at most d disjoint classes representing its set of roots in R to precision n with: -computing roots in K of separable polynomials in K[[x]] of degrees at least 2, and whose degree sum is at most 2(d − 1), -extracting iterated pth roots of at most O(nd/ p) elements in K, and -an additional number of O(ndM(n)M(d) log d) arithmetic operations in K.
Proof This is a corollary of Theorem 1. In fact, by [ 
33, Proposition 5], the cumulative cost of the separable factorizations amounts to O(nM(d) log d) operations in K.

Finally, the cumulative cost of the shifts in steps 3.a is in O(ndM(n)M(d) log d) by Lemma 7.
Corollary 2 Let K be a field of characteristic 0 and let R be the power series ring K[[t]]. Then, for any polynomial F in R[x] of degree at most d given to precision n, one can compute a set of at most d disjoint classes representing its set of roots in R to precision n with: -computing roots in K of separable polynomials in K[[x]] of degrees at least 2, and whose degree sum is at most 2(d − 1), and -an additional number of O(ndM(n)M(d)) arithmetic operations in K.
Proof This follows from the previous corollary, by means of Remark 1 that removes a factor of log d in the cost of the shifts.
Corollary 3 Let R be the power series ring F q [[t]] over the finite field with q = p k elements. Then, for any polynomial F in R[x] of degree at most d given to precision n, one can compute a set of at most d disjoint classes representing its set of roots in R to precision n with a randomized algorithm that performs an expected number of
Proof By [43, Corollary 14.16] and Corollary 1, the cumulative cost for root-finding
Let us now focus on the case when R is an unramified algebraic extension of degree k 1 of the ring Z p of the p-adic integers. The ring R/m n is in fact the Galois ring, previously written GR( p n , k), in Definition 1. We consider that we are given a monic irreducible polynomial ϕ in Z p [z] of degree k. Let α denote the image of z in R viewed as (Z/ p n Z[z])/(ϕ(z)). Then, any a ∈ R can be uniquely written as k−1 i=0 a i α i with a i ∈ Z/ p n Z. We further assume that each a i is represented by its p-adic expansion n−1 j=0 a i, j p j , which is stored as the vector (a i,0 , . . . , a i ,n−1 ) in (Z/ pZ) n , and where each a i, j is in binary representation. It is classical that the bit-cost for multiplying two elements in R/m n falls inÕ(nk log p) [43, Chapter 9] .
Corollary 4 Let R be an unramified extension of Z p of degree k. Then, for any given polynomial F in R[x] of degree at most d given to precision n, one can compute a set of at most d disjoint classes representing its set of roots in R to precision n with a randomized algorithm that performs an expected number of O((n
Proof This is again a corollary of Theorem 1. In fact, by [ Remark 2 One could decide to store each a i directly in binary representation modulo p n : this does not change the latter asymptotic complexity estimate because the change of basis can be computed in softly linear time. In practice this does lightly increase the cost for extracting homogeneous components, but we have shown that these extractions are negligible compared to other operations. Let us mention here that recent practical algorithms on p-adic integers can be found in [9] .
Faster algorithm with splitting
In most situations, the bottleneck of Algorithm 1 resides in the shifts applied on polynomials whose degrees never drop throughout the recursive calls. In this section, we enhance the solver of the previous section by adapting Hensel lifting in order to break the current polynomials into smaller pieces throughout each recursive call.
Quasi-homogenous Hensel lifting
For any real number a ∈ R, we write a for the smallest integer greater or equal to a. The quasi-homogeneous Hensel lifting algorithm for F ∈ K [x] summarizes as follows: Proof It is straightforward to check that U * H 2 = 2U H 2 − (U H 2 ) 2 = 1 − (1 − U H 2 ) 2 = 1 holds modulo H 1 and to w-precision l. Let 1 denote an unknown polynomial of w-valuation at least j 1 + l, and let 2 denote another unknown polynomial of w-valuation at least j 2 + l. By expanding the right-hand side of the equation
, we obtain that
Truncating the latter expression to w-precision j + 2l leads to
By multiplying both hand sides of the latter equation by U * modulo H 1 , we deduce that:
It follows that 1 exists and is uniquely determined to w-precision j 1 + 2l. Therefore H * 1 exists and is uniquely determined as H 1 + 1 . Then H * 2 is necessarily determined as F/H * 1 truncated to w-precision j 2 + 2l. 
Before calling several times Algorithm 2 in order to reach any finite w-precision j + l from w-precision j, one must compute the modular inverse of H 2 modulo H 1 , and proceed as summarized in the next algorithm:
Algorithm 3
Input Polynomials F, H 1 , and H 2 in K [x], and integers w 0, j 0, and n 1, such that:
-H 1 is monic of degree d 1 , and has w-valuation j 1 = wd 1 , -H 2 has degree at most 
Algorithm 2 takes O(M(deg F)) operations in K .
A general cost analysis in terms of operations in κ is difficult since it involves bounding sizes of numerators and denominators of the elements in K used during the intermediate computations. Concerning Algorithm 3, one must in addition describe how the modular inverse of H 2 modulo H 1 is actually obtained. For these reasons, from now on we restrict to considering that the elements of R are represented as in Sect. 2.8. We focus on the important case of dimension 1. Higher dimension is studied in Sect. 3.6.
Lemma 12 Assume that R has dimension r = 1, and let F be a polynomial in R[x] of degree at most d. Then Algorithm 3 can be run so that it performs O(M(d) log d) operations in κ, and O(M(d)) operations in R/m l , for each value of l in the set
Proof The simplest way to implement Algorithm 3 in dimension 1 is to computẽ
r , and call Algorithm 3 with inputF,H 1 ,H 2 , w = 0, j = 0, and n.
Step 1 can thus be performed by computing an extended g.c. 
Quasi-homogeneous multifactor Hensel lifting
In this subsection we appeal to the classical divide and conquer paradigm in order to lift any factorization of F into s factors in an efficient way.
Algorithm 4
Input Polynomials F, H 1 , . . . , H s+1 in K [x] and integers w 0, j 0, n 1, such that: -for all k ∈ {1, . . . , s}, H k is monic of degree d k = deg H k and has w-valuation Call Algorithm 3 with input F, G 1 , G 2 , w, g 1 and n and let 
Proposition 5 Algorithm 4 works correctly as specified.
Proof The proof follows from induction on s via Proposition 4.
Lemma 13 Assume that R has dimension r = 1, and let F be a polynomial in R[x] of degree d. Then Algorithm 4 can run so that it performs O(M(d) log d log s) operations in κ, and O(M(d) log s) operations in R/m l , for each value of l in
Proof The proof follows from induction on s via Lemma 12.
Local solver with splitting
In order to decrease the cost of the shifts in Algorithm 1, we modify step 3 as follows: F e , w + 1, j, m e , c e and n, in order to obtain the set Z w+1,z representing the roots of F e of valuation at least w + 1 to precision n. The polynomials H occurring in step 2 of Algorithm 5 are the same of those of Algorithm 1. The cumulative cost of step 2 is thus the same as in the proof of Theorem 1.
Theorem 2 For any polynomial F in R[x] of degree at most d given to precision n, one can compute a set of at most d disjoint classes representing its set of roots in R to
Steps 3.a perform multifactor Hensel lifting of polynomials of degree at most m and whose degree sum does not exceed mn by Lemma 6. The same analysis holds for the total cost of the shifts. Finally, the cost for computing all the h e in steps 3 follows from Lemma 14 below. G 1 (a h+1 ), . . . , G 1 (a s ) and G 2 (a 1 ), . 
Lemma 14
operations in A by [43, Theorem 10.6 ]. 4. We compute the product
The cost function E A (d) of this algorithm thus satisfies
As for Algorithm 1, we focus on the case of dimension 1. Remark that in dimension 1 the computation of the h e in step 3 of Algorithm 5 can be discarded. In fact it suffices to take h e := t j−wm e r . The purpose of the h e is only to ensure that the F e actually belong to R[x] whenever r 2. 
Corollary 6 Let
Implementation and timings
In this subsection we compare the performances of Algorithms 1 and 5 for computing all the roots of polynomials F in Z/ p n Z, where p := 73. The family of polynomials F we have taken depends on the parameter d for the degree, n for the precision, and s for the number of roots. In fact F is built as the product of s random monic linear factors times a random polynomial of degree d − s.
Our implementation uses the C++ library of Mathemagix [42] . It is freely available in the quintix package from the SVN server of Mathemagix at http://gforge.inria. fr/projects/mmx/. For the present examples, the root finding for Z/ pZ[x] uses a naive exhaustive search, which turns out to be very fast whenever p is sufficiently small. Product of polynomials in Z/ p n Z[x] is performed via the Kronecker substitution [43, Chapter 8, Section 4] which reduces to multiplying large integers with Gm p [22] . For all the timings we used one core of an Intel(R) Xeon(R) CPU E5520 at 2.27 GHz with 72 Gb of memory, and display timings in milliseconds.
In Tables 1 and 2 we report on the time spent by Algorithm 1 for various values of d, n and s. Tables 3 and 4 concern the same computations but performed by Algorithm 5. As expected performances of Algorithm 1 behave roughly quadratically in d, while the ones of Algorithm 5 are roughly linear in d, hence much higher. In these computations we could observe that most of the time of Algorithm 1 is spent in the shifts, while most of the time of Algorithm 5 is spent in Hensel lifting. Notice that when s becomes large in Table 1 , the multiplicities of more and more roots of step 2 of Algorithm 1 become greater than the precision n, which leads to less recursive calls hence to a total cost less than expected. 
, where D is a complete discrete valuation ring with maximal ideal generated by p = t r and residue field κ = D/( p), then we let ((t 1 , . . . , t r −1 )).
In both cases, S is a complete commutative Noetherian unramified regular local domain of dimension 1 with maximal ideal n = (t r ). We can therefore apply our algorithms in S instead of R as follows: In order to apply Algorithm 5, it suffices to pick up at random a point (a 1 , . . . , a r −1 ) ∈ κ r −1 , then to perform the Hensel lifting to precision n in t r and modulo (t 1 , . . . , t r −1 ) n , to compute τ a (F e ), and finally to recover F e in R[x] since it actually belongs to R [x] . In this way, if κ has sufficiently many elements, then Algorithm 5 behaves efficiently in high dimension with a high probability of success.
Application to error correcting codes
Let E be an unramified extension of Z p of degree k so that E/( p n ) is the Galois ring GR( p n , k) of Definition 1, and let q := p k .
Algorithm
Let F be a polynomial in E[t] [x] of degree at most d in x and degree at most d t in t. We are interested in computing all the roots of F in E[t] of degree at most a given integer l, and modulo p n . Step 1 can be done with an expected number ofÕ(e 2 log q) operations in F q by [43, Corollary 14.43] . The cost of step 2 then follows from Corollary 4 (resp. from Corollary 9) when using Algorithm 1 (resp. using Algorithm 5).
Algorithm 6 Input
Experiments
We have implemented finite fields in the C++ package of Mathemagix called finitefieldz. Several representations and algorithms are available, including products via lookup tables for small fields, a wrapper of the Mpfq library [21] for specific fields, and a generic implementation as quotient ring for larger fields. We have also implemented Galois rings in the aforementioned quintix package, in a way very similar to finite fields. Root finding can be performed either by an exhaustive search or via Berlekamp or Cantor-Zassenhaus based algorithms (see for instance [43, Chapter 14] ).
Algorithm 6 is available in the quintix package. In order to test it, we built input polynomials from real examples by using Sudan's interpolation algorithm for ReedSolomon codes over Galois rings [40, Lemma 4] . This interpolation relies merely on linear algebra over Galois rings as described in [2, 3] . In Tables 5 and 6 we display the performances of Algorithm 6 for various length of the code. Timings are measured in milliseconds in the same conditions as in Sect. 3.5, and we compare the relative performances of Algorithms 1 and 5.
Notice that the timings are somehow similar between precision 10 and 100. This is mainly because the interpolation step returns a polynomial whose coefficients have valuations close to the precision. Moreover the degrees in x being very small compared to the extension degree of the Galois ring used by Algorithm 6 in step 2, both Algorithms 1 and 5 spend a lot of time in the root-finding algorithm over large finite fields.
In the latter examples, we can see that the degree d is rather small in comparison to d t . Heuristically, this fact could be related to [37, Proposition 12, page 9] which 
