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Introduction
Statistical inference for distributions on manifolds is a broad discipline with wideranging applications. Its study has gained momentum, due to its applications in biosciences and medicine, geosciences, astronomy, computer vision and image analysis, electrical engineering, and other fields.
A general framework for nonparametric inference for location on manifolds was introduced in Patrangenaru [35] and Bhattacharya and Patrangenaru [9, 10, 11] .
There, properties were derived for two types of Fréchet means on finite-dimensional manifolds: (1) the (embedding-dependent) extrinsic mean, associated with the Euclidean distance induced on the manifold by an embedding in Euclidean space, and (2) the (Riemannian-structure-dependent) intrinsic mean, associated with the geodesic distance derived from a Riemannian metric on the manifold. Furthermore, the consistency of extrinsic sample means as an estimator of extrinsic means, under one set of conditions, and of intrinsic means, under another set of conditions, was established. Derivations of the asymptotic distributions of intrinsic and extrinsic sample means, and of confidence regions for the population means based on them, were also provided.
Extrinsic means are appealing for their simplicity. When an explicit embedding is available, the extrinsic mean of a set of data points can be computed by taking the mean in the embedding Euclidean space and projecting the result onto the manifold (assuming there is a unique closest point on the embedded manifold, which is the case for almost all data-sets). In contrast, the intrinsic mean is computed directly on the manifold as the point that minimizes the sum of squared geodesic distances from the data points to it. Intrinsic means (also called centers of mass in the literature) are mathematically elegant and do not require an embedding, but require a Riemannian geometric structure instead. One type of manifold on which intrinsic means are guaranteed to exist, and is particularly relevant to this paper, is a Cartan-Hadamard manifold: a complete, simply-connected Riemannian manifold of nonpositive curvature.
Computational speed is of particular importance in a nonparametric analysis when applying computationally intensive resampling methods like the bootstrap, as each resample requires a new computation of the intrinsic or extrinsic sample mean.
Computing both extrinsic and intrinsic sample means is trivial if the manifold is flat in a sufficiently small neighborhood that contains the sample, in the Euclidean sense in the case of the former and in the Riemannian sense in the case of the latter [36] .
In more general situations, extrinsic means sometimes have closed-form expressions while intrinsic means, when they exist, typically require iterative methods to compute. Therefore it is not surprising that in several applications, computations of extrinsic means have been found to be considerably faster than computation of intrinsic means by some commonly-used methods [7] . However, fast iterative algorithms-fast in the sense that very few iterations are needed-for computing intrinsic means of samples of small enough diameter in an arbitrary Riemannian manifold have been developed by Groisser [22] ; see also [41, 16] . For a Riemannian manifold possessing a lot of symmetry, such as a Riemannian homogeneous space (see the Appendix for a definition), one of these algorithms is fast in the sense of computation-time as well.
As a specific manifold, in this paper we study the space Sym + (p) of p × p sym- has been suggested to analyze data on this manifold using a canonical metric g can [3, 37] , with respect to which Sym + (p) is a Cartan-Hadamard symmetric space (see the Appendix for a definition of symmetric space). The space Sym + (p) with this metric is complete but curved, suggesting an intrinsic analysis.
A useful methodology in estimating the variability of sample means is Efron's nonparametric bootstrap [17] . It is documented that the coverage error of confidence intervals produced by pivotal nonparametric bootstrap has faster convergence than that of standard confidence intervals [4, 8, 24] . In this paper, we compare the bootstrap-based analysis under the flat Euclidean metric with an intrinsic bootstrap analysis under the canonical metric. For each bootstrap resample, we compute the canonical intrinsic sample mean using the iterative approach of [22] . To be precise about the metric used, we hereafter refer to these two types of analysis as Frobenius (or Euclidean) and canonical, rather than extrinsic and intrinsic.
In recent years, there has been a rapid development in the application of nonparametric statistical analysis on manifolds to medical imaging. In particular, data taking values in the space Sym + (3) appear in diffusion tensor imaging (DTI), a modality of magnetic resonance imaging (MRI) that allows visualization of the internal anatomical structure of the brain's white matter [6, 31] . At each point in the brain, the local pattern of diffusion of the water molecules at that point is described by a diffusion tensor (DT), a 3 × 3 SPD matrix. A DTI image is a 3D rectangular array that contains at every voxel (volume pixel) a 3 × 3 SPD matrix that is an estimate of the true DT at the center of that voxel. (Thus DTI differs from most medical-imaging techniques in that, at each point, what the collected data are used to estimate is a matrix rather than a scalar quantity.) At each voxel, the estimated DT is constructed from measurements of the diffusion coefficient in at least six directions in three-dimensional space. The eigenvalues of the DT measure diffusivity, an indicator of the type of tissue and its health, while the eigenvectors relate to the spatial orientation of the underlying neural fibers.
A common statistical problem in DTI group studies is to find regions of the brain whose anatomical characteristics differ between two groups of subjects. The analysis typically consists of registering the images to a common template so that each voxel corresponds to the same anatomical structure in all the images, and then applying two-sample tests at each voxel. To our knowledge, existing statistics literature on DTI group comparisons is based on certain parametric assumptions, such as multivariate normality [45, 38] . But testing for multivariate normality requires large data-sets [43, 2, 25] , so such testing could not be done in those studies because the number of subjects was simply too small. Furthermore, while the individual DT estimates at each voxel could be modeled by a multivariate normal distribution under some measurement conditions [5] , there is no evidence that the distribution across subjects is multivariate normal. We therefore prefer to follow a nonparametric approach, where no specific probability model is assumed for the distribution of DTs across subjects, and standard errors and confidence intervals are obtained via the nonparametric bootstrap.
In this paper we design nonparametric two-sample bootstrap tests for means of random positive definite matrices, according to both the Frobenius and canonical metrics. As an application we compare means of populations of DT images as overall markers for dyslexic children, when compared with clinically normal counterparts.
Our methods, when applied to a single voxel, are fast. However, because bootstrapping requires repeated computation of the intrinsic mean for each population resample, application of the methods to hundreds of thousands of voxels typically present in a DTI image remains computationally challenging and is left for future work.
The rest of the paper is organized as follows. Section 2 introduces basic properties of the set of SPD matrices, Section 3 presents the Frobenius analysis and Section 4 presents the canonical-metric analysis. Section 5 concludes. For completeness, the necessary theoretical background for SPD matrices and the Riemannian geometry of the canonical metric is provided in Appendix A.
SPD matrices
Let Sym(p) ⊂ M (p, R) denote the set of symmetric matrices, and let Sym + (p) ⊂ Sym(p) denote the set of positive-definite symmetric matrices:
is an open subset of Sym(p), and it is easily seen from (2.1) that it is also
The Euclidean metric on R p 2 , when transferred to M (p, R) by the natural identi- [37] ). We refer to this Riemannian structure on the Sym + (p) as the Frobenius metric structure on this space.
Another Riemannian metric considered in analysis of DTI data is the "canonical metric" mentioned in the Introduction [3, 37] . This metric is complete on Sym
but it is not flat. However, the curvature of this metric is non-positive, an extremely convenient geometric feature, as we will see in Section 4.1. Details on this canonical metric are given in the Appendix.
Geodesic convexity-a generalization to Riemannian manifolds of the notion of convexity in vector spaces-suffices for meaningful intrinsic data-analysis on a here we extract the diagonal entries first and then the off-diagonal entries above the diagonal (see Table 1 ). The Frobenius sample mean of the vectorizations Similarly, we can compute their sample covariance matrix
REMARK 3.1 (Estimation of the Euclidean mean for SPD matrices) Due to convexity, the Central Limit Theorem (CLT) can be applied to any distribution of SPD matrices. The Euclidean mean of such a probability distribution can be estimated using the studentized version of the CLT if a large random sample is available, or by using nonparametric bootstrap if only a small random sample is available. 
wherex j , j = 1, 2 are the Frobenius means of the two samples and S j , j = 1, 2 are their sample covariance matrices.
If the samples are i.i.d. with X a,ja ∼ µ a , Σ a , j a = 1, . . . , n a , a = 1, 2 from two independent multivariate populations, and the total sample size n = n 1 + n 2 , is such that
we have that under the null hypothesis H 0 :
Therefore, a parametric test based on this asymptotic limit would
A parametric approximation for finite samples is the F -distribution with p(p + 1)/2 degrees of freedom for the numerator and Yao's approximation for the degrees of freedom of the denominator . If the distributions are unknown and the samples are small, as in our data example, the parametric asymptotic distribution may not provide an accurate approximation to the distribution of the test statistic. Here, instead, we use a nonparametric approach based on the bootstrap. We compute a bootstrap distribution of
and we take T 2 * α the 100(1 − α) percentile of T 2 . The 100(1 − α)% confidence region C α for δ = µ 1 − µ 2 based on this bootstrap distribution is given by
In each bootstrap resample, two samples of sizes n 1 and n 2 are sampled with replacement from the original data and the test statistic (3.2) is recomputed. 
Application to DTI data analysis
For illustration, we apply our methodology in a concrete DTI example, using a dataset previously analyzed in [39] . This data-set consists of 12 spatially registered DT images belonging to two groups of children, a group of 6 children with normal reading abilities and a group of 6 children with a diagnosis of dyslexia. Here we present the analysis of a single voxel at the intersection of the corpus callosum and corona radiata in the frontal left hemisphere that was found in [39] to exhibit the strongest difference between the two groups. Table 1 shows the data at this voxel for all 12 subjects. The d ij in the table are the entries of the DT on and above the diagonal (the below-diagonal entries would be superfluous since the DTs are symmetric). Our primary goal for this analysis is to use nonparametric methodology to detect a significant difference between the means of the clinically normal and dyslexia groups. By repeatedly resampling observations from the original data and computing the Frobenius sample mean for each, we present marginal nonparametric bootstrap distributions and construct confidence intervals for these means to arrive at our conclusions. The details of this procedure are as follows.
The Frobenius sample means are computed as described in Section 3.1. The sample Frobenius means X 1 and X 2 for the clinically normal and dyslexia groups, marginal. This lack of overlap in the ranges is also evident in Table 2 . Motivated by these results, we turn to the T 2 test described in Section 3.1.
However, when bootstrapping as above, the T 2 statistic cannot be computed for this 6-dimensional data since the resamples will result in singular covariance ma- When F Q has a unique minimizer, we call that point the intrinsic mean µ I (Q).
If the Riemannian manifold (M, g) is complete, then the intrinsic mean set of any probability measure Q is non-empty; at least one minimizer of F Q exists. For complete manifolds, the sharpest uniqueness result to date is due to Afsari [1] : if Q is supported in a ball of radius less than the convexity radius of (M, g), then the minimizer of F Q is unique. Whether or not (M, g) is complete or has positive convexity radius, a sufficient condition for existence and uniqueness of a minimizer is that Q be sufficiently concentrated.
For probability measures supported in a geodesically convex set, Groisser [22] makes the following definition (up to notational changes) 2 :
DEFINITION 4.1 Let U ⊂ M be geodesically convex. Let Q be a probability measure on U , and define a vector field Y Q on U by q (x)" means the unique vector v ∈ T q M of minimal norm such that Exp q (v) = x; uniqueness is guaranteed by the assumed geodesic convexity of U . In this paper we reserve the lower-case notation "exp" for the exponential of matrices.
In the setting of (4.3), note that
Y Q (q) represents a "balancing" average of the points x i as seen from q.
In addition to ensuring that "Exp −1
q (x)" makes sense, the geodesic convexity of U in Definition 4.1 implies that F Q is smooth and that
hence the zeroes of Y Q are exactly the critical points of F Q . [22] uses a geometric criterion, rather than the global-minimization property, to single out a "best" critical point (and to get rid of the "relative to U "): in the setting of Definition 4.1, if Y Q has a unique zero q Q in a (suitably defined) convex hull of the support of Q, Groisser calls q Q the primary center of mass (or simply the center of mass) of Q. In [22] the question is raised whether the intrinsic mean, when it exists, of a probability measure Q supported in a convex set, lies in the convex hull of its support (equivalently, thanks to [1] , whether the primary center of mass q Q coincides with the intrinsic mean µ I (Q) when both exist.) A partial answer is provided in [1] : for a discrete probability measure Q supported in a ball of radius less than the convexity radius of (M, g), the intrinsic mean µ I (Q) exists (by the result mentioned previously) and lies in the closure of the convex hull of the support of Q.
In the example of greatest interest to us in this paper, the Riemannian mani- 
Intrinsic sample means on a Cartan-Hadamard manifold
To simplify certain definitions, we restrict attention to Cartan-Hadamard manifolds 
is the intrinsic mean ofQ n : In [22] , an upper-bound restriction is placed on the diameter D of supp(Q) to ensure that the algorithm ItQ converges. However, this restriction on D is merely sufficient for the algorithm to converge; the algorithm can converge without this condition being satisfied. Note that if ItQ converges, the point it converges to must be a fixed-point of ΨQ, and therefore a zero of YQ (because Exp q is one-to-one on a
Cartan-Hadamard manifold, and Exp q (0) = q).
We now focus attention on (M, g) = (Sym Furthermore, as noted at the end of Section 4.1, for any probability measurẽ Q on a Cartan-Hadamard manifold, we know a priori both that YQ has exactly one zero, and that this zero is the intrinsic mean ofQ. In particular, for (Sym
any time ItQ n converges, it converges to the intrinsic sample meanV I of V 1 , . . . , V n .
In our application to DTI data, the algorithm ItQ n was found to converge quite rapidly (see Section 4.3), and therefore was an efficient method for computing intrinsic sample meansV I .
To write an explicit formula for ΨQ
we first make one more definition. In any Cartan-Hadamard manifold M, the exponential map Exp M :
is well-defined globally. It is reasonable to choose a natural name for this inverse: The Riemannian logarithm map based at M is the map
In the Appendix, we use the characterization of (Sym 
where "log" is the logarithm function on SPD matrices (see the proof of Proposition A.13).
Application to DTI canonical-mean analysis
To apply the ideas of the previous section to DTI data, we restrict attention to the case p = 3, and iterate the map ΨQ We now return to the data analysis problem posed in Section 3.3. Again, the goal of this analysis is to distinguish between the clinically normal and dyslexia groups using non-pivotal nonparametric bootstrap methodology. The procedure is nearly identical to the one used for the Frobenius mean, just using the canonical intrinsic mean instead. The sample canonical means V 1 and V 2 for the clinically normal and dyslexia groups, respectively, are as follows: Figure 3 displays the marginal bootstrap distributions for the intrinsic mean using the canonical metric using 10,000 resamples. There is a distinct separation between the dyslexia and clinically normal groups for the d 22 marginal. This lack of overlap in the ranges is also evident in the ranges for the marginal bootstrap distributions, as shown in Table 4 .
Similarly, it appears in Figure 3 that this is also the case for the d 33 marginal.
However, upon examining Table 4 , the ranges of these distributions do overlap slightly. Upon closer inspection of the results, just as with the Frobenius analysis, this overlap is due to only one resample out of the 10,000 for the dyslexia group.
From examining the original data, it appears that this outlying occurrence is again due to a heavy prevalence of observation 1 from the dyslexia group in this particular resample. The differences in the bootstrap distributions for these two marginals are clear, as shown in Figure 4 . While the bootstrap distributions for the other marginals display larger degrees of overlap, the differences in the marginal distributions for d 22 and d 33 suggest that the canonical intrinsic means for the clinically normal and dyslexia groups are different. Table 5 . Because these distributions are relatively symmetric, just as they were for the Frobenius-mean distributions, these confidence regions are con- In contrast with the Frobenius case, we do not consider a T 2 test for equality of the canonical means. It may be possible to construct such a test on the tangent space at the intrinsic sample mean, but a theoretical justification for doing so is not clear and such a pursuit is beyond the scope of this study. 
Discussion
In this paper we have considered a nonparametric methodology for comparing, on average, the mean diffusion tensor at a voxel location in MRI images for dyslexic vs.
clinically normal children. Previous literature on DTI analysis, including [14, 18, 3, 37, 46, 47, 15] , considered various non-Euclidean distances on the space of SPD matrices, leading to the elegant idea of Fréchet-mean analysis for SPD matrices. Also of note is that, while the bootstrapping procedures failed to find significant differences between the d 13 marginal for both types of means, this appears to be a borderline case, so the acquisition of additional data could prove useful towards reaching a stronger conclusion about this marginal. Finally, both methods strongly agree on the larger degrees of overlap in the remaining marginal distributions. Based upon the differences detected for the d 22 , and d 33 marginals, it appears that nonparametric bootstrap is effective for inferring differences between the clinically normal and dyslexia groups for both types of means. It should be kept in mind, however, that this particular voxel was chosen precisely for having shown a significant difference between the groups in a previous parametric analysis [39] . Extension of the methods presented in this paper to analysis of the entire brain requires substantial computational effort and is left for future work.
A Appendix: A symmetric-space structure for Sym
A (Riemannian) symmetric space is a Riemannian manifold M with the property that for each M ∈ M, there exists an isometry F : M → M (a metric-preserving diffeomorphism) such that F (q) = q and whose derivative at q (a linear map
is minus the identity. It can be shown that, for each q, there is never more than one such isometry. This isometry is often called the geodesic symmetry at q because, loosely speaking, it corresponds to "reflecting", about q, every geodesic through q. We will see later that Sym + (p), endowed with the canonical metric (to be defined in Section A.2) is a symmetric space.
The group of isometries of any Riemannian manifold is a Lie group 4 , and the study of symmetric spaces is carried out most efficiently when recast in terms of Lie groups. That is the approach we will take here. First, we review some terminology and features of group actions and exhibit the group action on Sym + (p) that will be of importance to us.
A.1 Group actions, homogeneous spaces, and Sym + (p)
We recall some standard group-action terminology and features. Let K be an arbitrary group, let e ∈ K be the identity element, and M an arbitrary nonempty set.
Letα be a map K × M → M, and for all
The mapα is called a (left) action of K on M if the following two properties are 
To apply this abstract idea concretely, we fix some notation. Let
and O(p) are Lie groups, with identity element I p , the p × p identity matrix. We denote the Lie algebras of these Lie groups by gl(p, R) and so(p) respectively. These
Lie algebras can be canonically identified with spaces of matrices:
The example of a group-action that is of greatest importance to us in this paper is the following.
EXAMPLE A.1 For any G ∈ GL(p, R) and any
is smooth (i.e. continuously differentiable) and is a left-action of GL(p, R) on Sym + (p).
Letα : K × M → M be a (general) left-action of a group K on a set M. Given an action as above, for q ∈ M, the isotropy group at q, or stabilizer of q, is the
Because of (A.1), if we are given any "basepoint" q 0 ∈ M, a necessary and sufficient condition for transitivity is that for all q ∈ M, there exists k ∈ K such thatα k (q 0 ) = q.
Assume now that the actionα above is transitive. Fix a point q 0 ∈ M, and let H be the isotropy group at q 0 . For each q ∈ M, let C q = {k ∈ K :α k (q 0 ) = q}, the set of group-elements that carry q 0 to q. Note that C q 0 is just the isotropy group H. For each q ∈ M, transitivity guarantees that C q is nonempty, and if
It is easy to check that, conversely, if
Thus the set C q is precisely the coset k 1 H, where k 1 is any element of C q . For later use, we record this fact in the following form:
The set of all left H-cosets in K is denoted K/H. The analysis above shows that the assignment q → C q is a 1-1 correspondence
A homogeneous space for a Lie group K is a manifold M together with a smooth, transitive left-action of K on M.
REMARK A.2 For any Lie-group action on a manifold, the isotropy group of any point is always a (topologically) closed subgroup. An important theorem in Lie theory ( [26] , Theorem II.4.2, p. 123) is that if K is a Lie group and H is a closed subgroup, then K/H inherits the structure of a smooth manifold; furthermore, if M is a homogeneous space for K with isotropy group H at some point q 0 , then the map q → C q giving the correspondence (A.5) is a diffeomorphism.
Returning to our fundamental Example A.1, and taking the element
as the basepoint of this space, we have the following:
) is transitive, and the isotropy group at I p is O(p).
Proof. Let M ∈ Sym + (p) be arbitrary and let G be any square root of M (e.g. the unique symmetric positive-definite square root).
Hence α is transitive. By definition of "isotropy group" and the map α, the isotropy
Hence the assignment M → C M , M ∈ Sym + (p), sets up a 1-1 correspondence
The proof of Proposition A.3 showed more than was stated: if we restrict α, in its first argument, to the subgroup GL + (p, R) ⊂ GL(p, R) consisting of positivedeterminant matrices, the restricted action is still transitive. For this restricted action, the isotropy group at I p is SO(p), the orthogonal matrices of determinant 1.
Thus, in addition to (A.6), we also have a 1-1 correspondence
be the group of blue lower-triangular p × p matrices with positive diagonal entries. Every M ∈ Sym + (p) has a unique
4.2.5). It follows that the restriction of the action (A.3) to
is still transitive, and the isotropy group for this restricted action at I p is I p . Thus,
is also a homogeneous space for the group T + (p, R), and the triviality of the isotropy group yields a 1-1 correspondence
a fact that may be useful in certain dimension-reduction problems arising in dataanalysis on Sym + (p). The Cholesky factorization has already been used in DTI analysis by Wang et al. [44] (however, the homogeneous-space structure was not used in [44] ).
A.2 Riemannian homogeneous spaces, symmetric spaces, and the canonical metric on Sym + (p).
Letα be a smooth action of a Lie group K on a manifold M. For k ∈ K and
(In other words, for all k, q as above, (dα k ) q is a linear isometry from the inner-
where M is a homogeneous space for K, and the Riemannian metric g is K-
invariant. The following is a standard result from the theory of Riemannian homogeneous spaces.
LEMMA A. Partial proof. Necessity is obvious. To prove sufficiency, assume that for each q ∈ M, choose an arbitrary k 1 = k 1 (q) ∈ C q (soα k 1 (q 0 ) = q) and define an in-
clearly (A.9) is satisfied with q = q 0 and k = k 1 . Furthermore g q 0 is the only inner product on T q M for which this is true, establishing uniqueness. Then for any k ∈ C q , we have k = k 1 h for some h ∈ H (see (A.4)), and using the group-action properties and the Chain Rule for maps of manifolds, we have
A straightforward computation then shows that for u, v ∈ T q 0 M we have
.
and
is a linear isometry in the other direction. Now let q 1 , q 2 ∈ M be arbitrary, and let k ∈ K be such thatα(q 1 ) = q 2 . Transi- or T + (p, R). All such structures can be obtained starting with the Lie subalgebras of the orthogonal algebra so(p(p − 1)/2) using the Cartan triples method, as in [34] , or by the infinitesimal model method, as in [32] ; see also [40] . (A, B) ; given an inner productǧ M on Sym(p), we use g M to denote the inner product defined by this same equation.
With these conventions, we have
The Frobenius (Euclidean) inner product on As shown in the (partial) proof of Lemma A.5, the canonical metric is obtained from g Ip as follows. (For simplicity, we write g for g can in this discus-
have GG T = M, and therefore, using (A.11),
REMARK A. 8 Schwartzman [37] gives an alternate proof of the GL(p, R)-invariance, by noting that conceptually, the point M ∈ Sym + (p) is a translation of the identity I p by the group action, M = GI p G T , and this result does not depend on the specific choice of G.
As mentioned early in this section, the criteria for a Riemannian manifold to be a symmetric space can be expressed purely in terms of Lie groups. The reason for this is that it can be shown that the isometry group of a symmetric space (M, g) always acts transitively (and smoothly) on M. Thus a symmetric space is always a homogeneous space for its isometry group.
While every Riemannian symmetric space is a Riemannian homogeneous space, the converse is not true. Rather than give the most general Lie-theoretic characterization of symmetric spaces, we will simply state a proposition giving sufficient conditions for a homogeneous space to be a symmetric space. The reader may consult [26] or [29] for proofs.
Before stating the proposition, we recall that an involution of a group G is an The characterization of symmetric spaces as (special) homogeneous spaces allows for a particularly simple characterization of geodesics (see [26] , Theorem IV.3.3(iii)), which we state here just for (Sym
where exp : 
A.4 Geodesic Distances in Sym + (p)
A geodesic γ : (a, b) → M, where M is a Riemannian manifold, has the property that if t 1 , t 2 ∈ (a, b) are sufficiently close, then γ minimizes length among all paths from γ(t 1 ) to γ(t 2 ). However, given two points q 1 , q 2 in a general Riemannian manifold, there may be geodesics of different lengths joining them (for example, for two points in the unit circle not diametrically opposite to each other, there is one geodesic of length less than π joining them, and another of length greater than π).
But in a Cartan-Hadamard manifold, the unique geodesic path joining two points q 1 , q 2 is always a minimal-length path, so the Riemannian distance between q 1 and q 2 is simply the length of this geodesic path. In particular, this is true of Sym + (p)
with the canonical metric.
With the Frobenius metric, there is again a unique geodesic in Sym + (p) between any two points-a straight line-segment-and this path has minimal length (with respect to the Frobenius metric) among all paths joining the same two points.
The Euclidean distance between points M, V ∈ Sym
In any Riemannian manifold (M, g) the length of a geodesic segment γ : and (A.12), we have the following formula (also established by Schwartzman in [37] ): .20) 
