In this paper two complex square matrices A and B are said to be simultaneously normalizable if there exists a nonsingular matrix W such that both W-'AW and W-'BW are normal. Beginning with some important results for one normalizable matrix, we develop a necessary and sufficient condition for two matrices A and B to be simultaneously normalizable. This condition is expressed by the properties of the modal matrices (eigenvector matrices) Z" and T, of A and B. Furthermore it is shown how to detect whether the condition is fulfilled. Finally an application is demonstrated in the special case of simultaneously real symmetrizable matrices including geometrical interpretations, and a numerical example is given.
INTRODUCTION
Several authors [l-3] have investigated the conditions under which a real square matrix is similar to a real symmetric matrix. A matrix which possesses this property is said to be real symmetrizable.
This concept can easily be extended to complex matrices [3, 41. A complex matrix is called Hermitizable if it is similar to a Hermitian matrix.
A further generalization is achieved if we are concerned with normalizable matrices, that is, matrices which are similar to normal matrices. Hermitizable matrices (in the real case symmetrizable) can be regarded as special cases of normalizable matrices.
In connection with the dynamical theory of a nonconservative system of second order linear differential equations, the problem arises whether it is possible to symmetrize simultaneously the two real matrices A and B which describe damping and stiffness [6, 71. If this is the case, one can use all the well-established stability theorems for symmetric systems without explicitly solving the equations. Thus, apart from the theoretical interest, there is also a practical reason for dealing with properties of such simultaneously real symmetrizable matrices.
We shall begin by solving the general problem of simultaneously normalizable matrices, and then consider the special case of real symmetrizable matrices.
PROPERTIES OF A NORMALIZABLE MATRIX
Well-known equivalent characteristics of a rwndizuble matrix A are 
where N * denotes the conjugate transpose of N. Equation (1) means that A is similar to a normal matrix N. (b) A is diagonalizable [5, p. 461 , that is, A is similar to a diagonal matrix:
where Xi are the eigenvalues of A, and T is a modal matrix, whose columns consist of a full set of eigenvectors.
(c) A can be written as the product of a Hermitian, positive definite matrix P and a matrix C which is normal with respect to P:
A certain class of normalizable matrices consists of the Herrnitizable matrices, which are similar to Hermitian matrices. For this class the matrix N in (1) fulfils N = N *. Moreover C in (2) is also Hermitian, C = C *. Since Hermitian matrices have only real eigenvalues, the Hermitizable situation occurs among normalizable matrices if all eigenvalues are required to be real.
Some of the properties of a normalizable matrix A deserve further consideration. First we shall state a general relation between a matrix W satisfying (1) and a matrix P satisfying (3). THEOREM 1. Let A be rwrmulizable. For every transfomation matrix W satisfying (1) there exists a positive definite matrix P satisfying (3) and vice versa, such that we have the relation p=WW*.
Proof.
If W satisfies (1) we can write Since WW * is Hermitian and positive definite and
we see that P = WW * and C = W *-'NW-' satisfies (3). Conversely, if P is a Hermitian, positive definite matrix satisfying (3) there will always exist a matrix W such that P = WW *. So (3) implies A =WW*C, cpc* = c*pc, or W-iAW=W*CW. n As a consequence of Theorem 1, if A is normalizable, there will always be a positive definite transformation matrix W = P '1' such that W-'A W is normal [8] .
Another interesting result is formulated in the following.
THEOREM 2. Let A be normalizuble.
(1) For every transform&ion matrix W satisfying Equation ( 
D is a diagonal matrix, consisting of the eigenvalues of N, which are identical with those of A. Equation (7) together with Equation (1) leads to
From this follows the fact that A has a modal matrix T,, = WU * and therefore W = T,V. This completes the proof of part (1). To establish part (2) we note Because U is unitary and D is normal, U *DU is also normal.
n Next we state the connection between a matrix P satisfying (3) and the modal matrices of A. THEOREM 3. Let A be normalizuble.
(1) For every positive definite matrix P satisfying (3) there exists a modal matrix T* of A such that P = TATA*.
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(2) Conversely, for each modal matrix TA of a rwrmulizable matrix A, the product TATA* is a positive definite matrix P satisfying (3).
Proof.
(1): If P satisfies (3), there exists, according to Theorem 1, a transformation matrix W satisfying (4). Using Theorem 2, we get P = WW * = (T,U)(T,U)* = TATi for some suitable TA. Moreover, part (2) is trivial according to (4), because each modal matrix TA is a transformation matrix W satisfying Equation (1).
NORMALIZABLE MATRICES
Two normalizable matrices A and B are called simultaneously nonnulizable if there exists a nonsingular matrix W which transforms both A and B into normal matrices:
In this case-according Theorem e-there must be two modal matrices TA and TB of A and B and two unitary matrices U, and U,, such that
Rearranging (1 l), we get T,-'T,=UU* A By (12) so Ti 'TB is unitary. Conversely, if two modal matrices TA and TF exist such that Ti 'TB = U is unitary, this implies TAU = TB. Then W = TAU is an example of a transformation matrix which transforms both A and B into normal matrices. This is of course fulfilled if A and B commute, because we can then choose TA = Te.
To check the condition in other cases, we confine ourselves at first to the case where A and B both have distinct eigenvalues. Then the eigenvectors of A and B are fully determined apart from complex multipliers. Since the columns of a modal matrix are independent eigenvectors, the connection between two different modal matrices TA and ?A of A is given by
where K is a nonsingular diagonal matrix and M a permutation matrix. We now assume that we have computed two modal matrices f* and fn of A and B. Using (13), the condition of Theorem 4 can then be expressed as 
The second equation in (16) states that Q-' is obtained from Q * by a diagonal scaling.
Comparing with Theorem 4, we see that if some Ti 'Tg is unitary, it does not necessarily mean that every Q = ?ilfB is unitary. But by analogy with the unitarity property, we shall call a matrix Q quasiunitary if it fulfills (16) for some positive definite diagonal matrices D, and D,.
Finally we point out that Theorem 4 and Corollary 1 also give a necessary and sufficient condition for two Hermitizable matrices to be simultaneously Hermitizable. This follows from the previously mentioned fact that Hermitizable matrices are special examples of normalizable matrices with the additional requirement of having only real eigenvalues. So all the proved theorems are valid for Hermitizable matrices.
If the real matrices A and B are simultaneously real symmetrizable, we can find real modal matrices TA and TB satisfying Theorem 4, since we always can choose ?*, fB, K,, and K, real. Then Ti 'TB = U must be real orthogonal. Therefore the transformation matrix W can be chosen real, as demonstrated in the numerical example. 
CHECK FOR NORMALIZABLE MATRICES

0%
is the outer product of two vectors. R is therefore a positive rank 1 matrix.
For every nonzero qij fulfilhng (18) we can now determine rij from (17) as It is therefore necessary and sufficient for the quasiunitarity of Q that Q and Q * -' have the same zero-nonzero pattern and that the conditions (18) and (21) 
The condition is Hz = HA, and therefore also KB 'fi 'Afs K, has to be Hermitian. With computed $i 'AyB = [ ci j] and K, = diag{ bi } this leads to
This relation is totally analogous to (17), so we can earlier. (24) use the same procedure as
NUMERICAL EXAMPLE FOR REAL SYMMETRIZABLE MATRICES
As mentioned in the introduction, the problem of simultaneous transformation of two normalizable matrices into normal matrices has a special application in the theory of nonconservative systems. The question is under which conditions a real damping matrix A and a real stiffness matrix B can simultaneously be reduced to two real symmetric matrices.
With the above shown checking procedure we want to find out whether the following real matrices A and B are simultaneously real symmetrizable or not:
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-6 -1 -6 12 12 0 3 
We conclude that Q and Q * -' have the same zero-nonzero pattern and (18) is fulfilled. So we get from (20)
where r22 is temporarily undetermined. The verification of the condition (21) proves the check positive. We find ai and bj by using (22) with e.g.
p=3,
9=3, k=l.
Then we have
K,=diag{b,} =diag{\/;Z,fi,I),
and therefore the undetermined element raa is
Then is a suitable transformation matrix, which transforms both A and B into symmetric matrices. But also W, = y&s or W = (WAWA*)1/2 > 0 can be used as a transformation matrix. By using W we get
5
-2 -1 -2 5 1 1 ,
For this demonstrated check method any interactive computer program, e.g.
MATLAB
[9], would be suitable.
GEOMETRICAL INTERPRETATIONS FOR REAL SYMMETRIZABLE MATRICES
For two real symmetrizable matrices of order n = 2 simultaneous symmetrizing is always possible if at least one of the matrices, say A, has a double eigenvalue X. For then A = X E, where E is a unit matrix, so ?A can be chosen as identical with ?a;,.
For n = 2 therefore, only the case of distinct eigenvalues is of interest. Then the quasiunitarity of Q = filfs has a simple geometrical interpretation. If some real modal matrices are ri; = [a, , a, l, TB = [b, , b, l> (35) Q and Q*-' can be written as where I ) denotes the determinant. So (18) implies
while the condition (21) is automatically fulfilled. An elementary geometrical investigation of (37) complicated and not suitable for a check of the quasiunitarity. As expected, the condition (18) once more implies certain interweaving relations between the real eigenvectors of A and B, but now the condition (21) also demands more precise positions of the eigenvectors, and we won't go into further details. Only in the case where at least one eigenvector of A coincides with one eigenvector of B is the rank condition automatically fulfilled. This last result can also be shown to be valid for n > 4.
DISCUSSION
The condition under which two normalizable matrices A and B can simultaneously be transformed into normal matrices is expressed by properties of their modal matrices TA and TB. The condition requires that it be possible to choose the matrices TA and TB such that TilTB is unitary. It is shown how this check can be done in practice in the case of distinct eigenvalues on two computed modal matrices ?A and ?e by testing the quasiunitarity of Q = fi lfB.
If one of the matrices has multiple eigenvalues, we have confined the checking procedure to the case where this matrix is Hermitizable.
It should be mentioned that a condition equivalent to the one in Theorem 4 is proved in [6] for the case of real symmetrizable matrices, but it has the disadvantage that it is difficult to check. The condition is the existence of at least one factorization (3) with identical positive definite factors
Using (9), the connection with Theorem 4 is obvious. If we direct our attention to real symmetrizable matrices of order n = 2, the geometrical interpretation of interweaving eigenlines shows that it is not difficult to fulfil the condition of quasiunitarity. This property is also preserved under small perturbations in the matrix coefficients in the case where both the matrices have distinct eigenvalues.
If however one of two simultaneously symmetrizable 2 X 2 matrices, say A, has a double eigenvalue, then small changes in the matrix coefficients can destroy the interweaving pattern of the eigenlines. This can be demonstrated with an example from [5, p. 3731. There the matrix with double eigenvalue X = 1 and arbitrary eigenvectors is considered. The perturbed matrix is still real symmetrizable if E # 0, but the independent eigenvectors are now a i = (1,O)r and a a = ( -8/s, 1)r. So a2 can point in any direction, depending on the choice of E and 6, and therefore the interweaving property may not be retained.
For real symmetrizable matrices of order n > 2 the circumstances are more complicated. Then the condition of quasiunitarity places rigid requirements on the modal matrices of A and B. If the condition is fulfilled, even small changes in the matrix coefficients will in general destroy this property. Therefore the practical importance of stability theorems for nonconservative systems, where the system matrices are simultaneously real symmetrizable, seems to be small.
