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Abstract
The aim of this thesis is the numerical analysis of optimal control problems governed by pa-
rabolic PDEs and subject to constraints on the state variable and its first derivative. The
control is acting distributed in time only while the state constraints are considered point-wise
in time and global in space; this setting generates an optimization problem of semi-infinite
type.
The consideration of a space-time discretization of the problem requires the analysis of the
convergence of the discretized solution toward the continuous one, as temporal and space mesh
size tend to zero. This is based, at any level of discretization, on a priori error estimates for
the solution of the parabolic differential equation which are obtained within this thesis.
One of the main challenge for state-constrained problem consists in the presence of a Lagrange
multiplier appearing as a Borel measure in the system of first-order optimality conditions. In
particular, such measure enters the optimality system as data in the adjoint equation affecting
the regularity of the adjoint variable itself. Therefore, in the derivation of the convergence rates
the use of adjoint information has to be avoided. When considering non-convex problems, the
presence of local solutions and the need for second-order optimality conditions require a diffe-
rent strategy compared to the convex case, making the analysis more involved. In particular,
the convergence of the discretized solution toward the continuous one is based on a so-called
quadratic growth-condition, which arises from the second-order optimality conditions. The a
priori error estimates for the PDEs are verified numerically.
Zusammenfassung
Ziel der vorliegenden Dissertation ist die numerische Analysis von Optimalsteuerungsproble-
men mit parabolischen Differentialgleichungen sowie Zustands-und Gradientenschranken als
Nebenbedingungen. Wa¨hrend die Steuerung lediglich zeitabha¨ngig ist, werden die Zustands-
schranken punktweise in der Zeit und global im Ort vorgeschrieben. Es handelt sich somit um
ein semi-infinites Optimierungsproblem.
Die Diskretisierung des Problems in Ort und Zeit erfordert eine Konvergenzanalyse, d.h. eine
Betrachtung des Verhaltens der Lo¨sungen der diskretisierten Probleme bezu¨glich der Lo¨sung
des kontinuierlichen Problems, wenn die Gitterweite der Diskretisierung gegen Null strebt. Die-
se Konvergenzanalyse basiert bei beliebigem Diskretisierungsgrad auf a-priori-Fehlerscha¨tzern
fu¨r die parabolischen Differentialgleichungen, welche in der vorliegenden Dissertation hergelei-
tet werden. Eine der großen Herausforderungen bei Problemen mit Zustandsschranken besteht
darin, dass es sich bei den Lagrange-Multiplikatoren in den Optimalita¨tsbedingungen erster
Ordnung um Borelmaße handelt. Insbesondere treten diese Maße als Daten in der Adjungier-
tengleichung auf, wodurch sie die Regularita¨t des adjungierten zustands direkt beeinflussen.
Folglich muss in der Herleitung der Konvergenzraten auf Informationen aus der Adjungierten-
gleichung verzichtet werden. Das Auftreten lokaler Optima und die Verwendung von Optima-
lita¨tsbedingungen zweiter Ordnung bei der Untersuchung nicht-konvexer Probleme erfordert
die Wahl einer anderen Strategie als im konvexen Fall, sodass die Komplexita¨t des vorlie-
genden Problems erheblich zunimmt. Insbesondere basiert die Konvergenzanalyse auf einer
quadratischen Wachstumsbedingung, welche aus den Optimalita¨tsbedingungen zweiter Ord-
nung hervorgeht.
Die A-priori-Fehlerscha¨tzer fu¨r die partiellen Differentialgleichungen werden anhand nume-
rischer Beispiele verifiziert, wobei die Konvergenzraten des Optimalsteuerungsproblems den
entsprechenden Fehler in der Differentialgleichung erwartungsgema¨ß widerspiegeln.
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1. Introduction
The focus of this thesis is the numerical analysis of a class of optimization
problems governed by a parabolic partial differential equation (PDE). The prob-
lems are subject to constraints on the control variable and, most importantly,
restrictions on the state variable and its first derivative.
The underlying differential equation can include a semi-linear term, giving rise
to a non-convex optimization problem.
A space-time discretization of the problem is considered leading naturally to
the central matter of this work, the derivation of convergence rates for the error
between the continuous optimal solution and its discrete counterpart, in terms
of the temporal and spatial mesh size.
The class of problems at hand consists in the minimization of a convex cost
functional
min J(q, u)
where the control q belongs to a closed convex set Qad reflecting the presence of
bi-lateral inequality constraints.
The control acts in time only and it is represented by a Rm-vector. Control and
state variable are coupled by a parabolic differential equation
∂tu(t, x) +Au(t, x) + d(t, x, u) = q(t)g(x)
where A is an elliptic differential operator, g is a fixed function, and the Nemytskii
operator d(t, x, u) reflects the presence of a semi-linearity. Further, suitable initial
and boundary conditions are prescribed.
Additionally, and most importantly, the state variable and its first derivative are
subject to restrictions of the type∫
Ω
u(t, x)ω(x)dx ≤ 0 ∀t ∈ [0, T ],
and ∫
Ω
|∇u(x, t)|2ω(x)dx ≤ 0, ∀t ∈ [0, T ]
where ω is a weighting function.
The innovative part of this work is the consideration of gradient state con-
straints in the context of convex optimization problems, and, more generally, the
consideration of state constraints for the non-convex setting. Indeed, while more
attention has been recently given to the discussion of optimality conditions for
this class of problems, the numerical analysis is still at an early stage, particularly
for non-convex problem.
State constraints point-wise in time and global in space, together with the
control being a Rm-vector acting in time, generate an optimization problem of
semi-infinite type. As it will be clear from the subsequent analysis, this class
of problems is meaningful from a point of view of real-world applications and
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challenging from a mathematical perspective.
In particular, regarding the difficulties of the problem at hand, to the before-
mentioned state constraints correspond Lagrange multipliers which are Borel
measures. This is the case because the state constraints are formulated in suitable
spaces of continuous functions. As a consequence, the adjoint equation in the
system of first-order optimality conditions presents a measure as data which
aﬄicts the regularity of the adjoint variable. This issue must be considered when
deriving convergence rates, as we cannot rely on adjoint information.
This situation is magnified in the non-convex setting, where, due to the presence
of local solutions, a different approach is required. While in the convex case
the first-order optimality conditions are necessary and sufficient for (global)
optimality, in the non-convex case second-order conditions need to be postulated
in order to ensure (local) optimality.
Additionally, since the problem is discretized in time and space, it is clear that a
priori error estimates must be derived in order to guarantee the convergence of
the solution of the discrete problem toward the solution of the continuous one.
The difficulty here lies in the fact that, to treat state constraints point-wise in
time, estimates in the L∞-norm with respect the temporal variable are necessary.
In particular, the zero-order and first-order state constraints require estimates
in the L∞(I, L2(Ω)) and L∞(I,H10 (Ω))-norm, respectively.
We now unveil the structure of this thesis. To tackle the problems discussed
above, we prepare the ground in the first two chapters introducing the tools
which will be used in the rest of this work. In Chapter 2, the notation is fixed
and the main parts of an optimal control problem are described in a formal and
abstract way. The chapter is concluded with Section 2.3 where the problems
under consideration are stated concretely.
In Chapter 3, we recollect results on the regularity of the solutions of linear and
semi-linear parabolic PDEs from classical monographs. It is fundamental that
the regularity of the data of the differential equation permits the embedding of
the resulting state space into a space of continuous functions. This is needed
to guarantee the state constraint to be well-posed. From the structure of the
state constraints, point-wise in time and averaged in space, this means that the
sought spaces are C(I¯ , L2(Ω)) and C(I¯ , H10 (Ω)) for the zero-order and first-order
state constraints, respectively. A question strictly related to the last point
is the regularity of the solution when a measure enters the problem as data.
Indeed, this happens when formulating the first-order optimality conditions, as
the Lagrange multiplier associated with a state constraint point-wise in time lies
in the dual space of C(I¯). This question will be addressed in Section 3.3 where
we give an insight into the subject. Further, in the last section of the chapter,
we introduce several functionals and operators whose differentiability properties
depend upon the regularity of the solution of the PDEs.
The core of this thesis consists of Chapter 4. It is here that we obtain the a priori
error estimates for the PDEs which will constitute the base for the derivation
of the convergence rates for the optimal control problems. The influence of
the temporal and spatial discretization is considered separately. The deriva-
tion is based on a duality argument requiring, at any level of discretization,
error estimates in negative norms for some associated dual problems; the error
under consideration in the primal variable represents the initial condition of
the auxiliary problem. Therefore, by prescribing additional regularity to the
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initial condition of the primal problem, we can fully exploit the approximation
properties of the space-time discretization. These are analyzed in Section 4.2,
where we obtain stability estimates for the solutions of the auxiliary problems.
Among others, time-weighted estimates will be required in order to handle the
L∞-norm in time.
In a second step, we obtain in Section 4.3 and 4.4 the negative norm estimates
for the auxiliary problems. This will be done through a splitting of the total
error into a projection and a discretization error. For the former, and in the
time-discrete setting, we exploit the error arising when truncating the time
interval in the dual auxiliary problem. Then, the time-weighted estimate, and
the approximation properties of the projection operator employed, will provide
a bound for the projection error. For the spatial discretization, such bound
will be provided by the usual L2-projection. The discretization error will be
investigated using the before-derived approximation properties of the space-time
approximation, plus additional estimates for some forward auxiliary problems.
The latter are required to deal with the error at the final time of the dual
problem.
Though similar in the structure as the linear setting, the treatment of the semi-
linear equation will require more effort. To deal with the semi-linear term, a
linearization is performed by introducing an L∞(I × Ω) term; this will lead to
additional auxiliary problems with related estimates, namely in the L2(I, L2(Ω))-
norm. The chapter is concluded with the numerical validation of our findings.
In Chapter 5, we assemble the results derived in the previous chapters to obtain
the rate of convergence of the discretized solution of the optimal control problem.
Firstly, we review the optimality conditions for the two problems at hand. The
first-order conditions are necessary and sufficient for optimality in the convex
case, while the treatment of the non-convex problem requires the formulation
of second-order sufficient conditions (SSCs). Rather than relying on a stronger
SSC, we use a weaker SSC based on a cone of critical directions inherited from
the finite-dimensional optimization theory. From this discussion, it is clear
that to derive rates of convergence one should use two different approaches,
depending whether the problem is convex or not. Further, as already mentioned,
the strategy used has to avoid the use of the adjoint variable. In the convex
setting, this is achieved, in Section 5.2, exploiting the variational inequality and
the complementary slackness condition from the system of first-order optimality
conditions. On the other hand, the non-convex case, which is addressed in Sec-
tion 5.3, requires more effort and the introduction of further localized problems.
These are needed to deal with the presence of local solutions, and are used in
combination with the so-called two-way feasibility in order to overcome the rough
regularity of the adjoint variable. Firstly, based on the (linearized) Slater point,
we construct sequences of controls which are feasible for the continuous and
discrete problem. Then, these sequences are used together with the quadratic-
growth condition, coming from the SSCs, to obtain the rate of convergence of the
discretized solution toward the continuous one. While in the convex setting we
obtain a clear separation of the temporal and spatial error, this is not possible,
in general, for the non-convex case when using weaker SSCs. Indeed, this would
require the transfer of the SSCs to the semi-discrete problem and, thus, the
investigation of the convergence of critical directions. Therefore, the deriva-
tion is performed in one step, from the continuous to the discrete problem directly.
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We now move our attention to the literature related to the topic of this
thesis starting with the possible real-world applications. The class of problems
under consideration represents a simplified model for industrial processes like
cooling/heating in steel and glass manufacturing. Due to the high-temperature
involved in these processes, the underlying differential equation is usually formu-
lated through a non-linear parabolic equation coupled with a transport equation
for the radiation intensity, [19, 72, 73]. Particularly in the glass industry, it
is important to keep track of the thermal stress to avoid material failure and
preserve some desired properties in the final product. Since the thermal stress
is represented by the gradient of the temperature, this naturally lead to the
consideration of constraints on the first derivative of the state variable. Addi-
tionally, especially in the steel industry, the cooling of the material profile is
performed by finitely many water-spray nozzles fixed in space and activated in
time, [26,86,87]. This is indeed the form of the control variable considered in
this thesis. Further, this same structure of the control variable, together with
restrictions on the state variable, appear in others applications spanning from
crystals growth, [65], to local hypothermia in cancer treatment, [23]. For further
possible applications, we refer to [43, Chapter 4], see also [20].
The literature on a priori error estimates for parabolic optimal control prob-
lems in presence of state constraints has only few contributions. Based on
techniques from [57, 74], in [61] error estimates in L∞(I, L2(Ω)) are obtained
for a linear differential equation in presence of constraints on mean values of
the state. These have been extended by the author of this thesis in [56], where
L∞(I,H10 (Ω))-norm estimates are derived for integral constraints on the first-
derivative of the state variable, and in [55], where a semi-linear PDE is considered
in a setting similar to [61]. To the best of the author’s knowledge, the results
in [56] and [55] are the first to perform an a priori analysis in presence of gradient
constraints and state constraints with semi-linear equations, respectively.
In [22], state constraints point-wise in time and space are considered in relation
with a linear PDE with time-dependent control, and a discretization scheme
where time step and spatial grid are coupled. This has been extended in [35] to
include control box-constraints. We mention also [88] where a state constraint
at final time is prescribed.
Regarding related literature without state constraints, an important contribution
to the subject has been given by [62,63], where the authors have considered the
properties of the space-time discretization employed in this thesis. In [68], the
case of control box-constraints in presence of a semi-linear PDE is considered;
further the authors consider several control discretization approaches. The case
of control constraints has been investigated also in [36, 37, 49, 50, 78]. In [18],
plain convergence is shown in presence of a semi-linear PDE.
Less sparse is the literature for elliptic PDEs. For gradient state constraints we
refer to [21,71,90] and the reference therein. For the case of a semi-linear elliptic
equation and state constraints we refer to [11,42,66].
More attention has received recently the study of optimality conditions for
parabolic optimal control problems in presence of constraints on the state and
its first derivative. Confining ourselves to the case of gradient constraints, the
existence and optimality conditions for an integral constraint point-wise in
time has been addressed in [59]. Using Ekeland’s variational principle, in [12]
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the authors have obtained a Pontryagin’s principle for an integral gradient
constraint, while in [76] second order sufficient conditions are investigated for
several constraints including integral gradient restrictions. A thorough analysis
of SSCs in presence of integral gradient constraints has been investigated in [60].
Concerning, more generally, integral constraints on the state variable, seminal
papers for the theory of SSCs are [7,33]. In the former, the Ekeland’s principle is
used in a setting with boundary controls and different types of state constraints
are treated. The latter deals with a nonlinearity in the boundary condition and
uses the semi-group theory to overcome some limitations in the dimension of the
problem. The results of both papers have been refined in [8], where the authors
borrowed techniques from nonlinear optimization in finite-dimensional spaces to
obtain SSCs close to the necessary one. This approach, limited in a first place to
the case Ω ⊂ R1, has been extending in [20] to domains of arbitrary dimensions
using time-dependent controls represented by an Rm-vector. Indeed, this is the
approach employed in this thesis. Time-dependent controls and integral state
constraints point-wise in time have been considered also in [5] when a cubic
non-linear term enters the state equation.
Other relevant contributions to the theory of SSCs in presence of state constraints
are [3, 13,15,16,47,75,77]. Lastly, we also mention the survey [17] on SSCs for
parabolic optimal control problem where the interested reader can find also the
main references for the elliptic case.
Further specific references will be given throughout the thesis.
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2. Fundamentals and problem formulation
In this chapter, the notation is fixed and the main features of the problem
under consideration are depicted in abstract form. All the details and the
specific setting of our problem, will be given in the others chapters of this thesis.
Section 2.1 is focused on the notation used more often throughout this thesis
and, more generally, facts regarding Sobolev spaces with negative index and
spaces depending on time.
In Section 2.2 the principal components of a parabolic optimal control problem are
introduced in a concise though formal way. After introducing the state equation,
we provide an overview of the optimality conditions and the discretization of the
problem.
Finally, in Section 2.3, we specify concretely the abstract description of the
problem with the state equations and the state constraints analyzed in this work.
As it is not the aim of this thesis to recollect well-established notions of functional
analysis and optimal control theory, we omit the details referring to the classic
monographs [51,53,85] and to the references given through this section.
2.1 Basics and notation
Let Ω ⊂ Rd, with d ∈ {2, 3}, be a convex bounded domain with C3- boundary
∂Ω. The problem is formulated in the time interval I = (0, T ). Lebesgue and
Sobolev space are denoted with Lp(Ω),W s,p(Ω), respectively, and for p = 2 we
shorten Hs(Ω) := W s,2(Ω). The sub-index W s,p0 (Ω) indicates that the function
is zero on the boundary. The scalar product in L2(Ω) is denoted by (·, ·) with
corresponding norm ‖ · ‖. For the dual of a Sobolev space we use the convention
H−s := (Hs0)
∗, s ≥ 0 and the negative Sobolev norm
‖v‖−s = sup
ϕ∈Hs0 (Ω)
(v, ϕ)
‖ϕ‖Hs0 (Ω)
,
where the identification of the duality pairing between H10 (Ω) and H
−1(Ω) with
the scalar product (·, ·) is guaranteed by
(2.1) H10 (Ω) ↪→ L2(Ω) ↪→ H−1(Ω)
being a Gelfand triplet. When referring to the time interval I, we use (·, ·)L2(I)
and ‖ · ‖L2(I) for the scalar product and norm in L2(I), respectively. The space
of continuous function on I¯ is C(I¯) and its dual is identified with the space of
Borel measure M(I) with duality pairing 〈·, ·〉C(I¯),C(I¯)∗ .
In order to treat parabolic problems, we need spaces involving time, or more
generally, vector-valued functions. For a generic Hilbert space H, we denote
with C(I¯ , H) the space of continuous function from I and values in H, endowed
with norm ‖v‖C(I¯,H) := maxt∈I¯ ‖v(t)‖H . Similarly, Lp(I,H), 1 ≤ p <∞, is the
set of measurable functions from I with values in H such that
‖v‖Lp(I,H) :=
(∫ T
0
‖v(t)‖pH
)1/p
≤ ∞.
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For p = 2, we have an Hilbert space with scalar product (·, ·)I :=
∫
I
(·, ·)Hdt and
norm ‖ · ‖I .
In the same fashion, for L∞(I,W ) we have
‖v‖L∞(I,W ) := ess sup
t∈I¯
‖v(t)‖W ≤ ∞.
An Hilbert space which will be used often in the following is
W (0, T ) := {u ∈ L2(I,H10 (Ω)), ∂tu ∈ L2(I,H−1(Ω))}.
The space of polynomials of maximum degree m on the time interval I with
values in H is denoted with Pm(I,H).
We conclude this section with further concepts regarding negative Sobolev norms
referring to [84]. To this end, we introduce the Sobolev space
H˙s(Ω) =
{
v ∈ Hs(Ω) |∆j = 0 on ∂Ω for j ∈ N0
}
.
and the iterated solution operators for Poisson’s problem
−∆−1 :H−1(Ω)→ H˙1(Ω),
−∆−1 :L2(Ω)→ H˙2(Ω),
−∆−2 :H−1(Ω)→ H˙3(Ω),
observing that, thanks to the C3-regularity of the boundary, they are continuous
operators; see, e.g., [32, Theorem 8.13].
Considering the semi-norm
| · |−s := (−∆−s·, ·)1/2,
it follows that this is equivalent to the negative norm of H˙s(Ω), see [84,
Lemma 5.1], and therefore we can define the following equivalent norms on
H−s(Ω) and L2(I,H−s(Ω))
‖ · ‖H−1(Ω) := ‖∇∆−1 · ‖, ‖ · ‖L2(I,H−1(Ω)) := ‖∇∆−1 · ‖I ,
‖ · ‖H−2(Ω) := ‖∆−1 · ‖, ‖ · ‖L2(I,H−2(Ω)) := ‖∆−1 · ‖I ,
‖ · ‖H−3(Ω) := ‖∇∆−2 · ‖, ‖ · ‖L2(I,H−3(Ω)) := ‖∇∆−2 · ‖I .
Further, we observe that from the definition of H˙s(Ω), the norm ‖ · ‖H−s corre-
sponds to the norm of (Hs(Ω) ∩H10 (Ω))∗ when s = 1, 2. While for s = 3, we
have the additional condition ∆v = 0; see [56, Remark 2.7].
Throughout the thesis, we denote with c and C two generic constants indepen-
dent of the discretization parameters that might take different values at each
appearance.
2.2 Problem setting
2.2.1 State Equation
The first component to analyze in an optimal control problem is the differential
equation coupling the state variable u with the control variable q, in terms of
10
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existence, uniqueness, and regularity of its solution. As we will see, the regularity
of the solution takes on great importance in all aspects of the problem, from the
discretization to the numerical analysis.
The set of admissible controls is denoted by Qad and we assume this set to be
non-empty, closed, convex, and bounded. The state space is denoted by U . The
former will be defined in Section 2.3 while the latter in Chapter 3. Denoting by
A the standard uniform symmetric elliptic operator and with ∂t the derivative
with respect the time variable, we consider the following parabolic problem
(∂t +A)u(t, x) = f(t, x) = q(t)g(x) in I × Ω,
u(t, x) = 0 on I × ∂Ω,(2.2)
u(0, x) = u0 in {0} × Ω,
where u0 is the initial condition and g is a given function. The setting above also
can include a non-linear term expressed via a Nemytskii operator d(t, x, u(t, x))
which will be defined in Section 2.3.2.
The splitting of the right-hand side into a temporal and spatial part is motivated
by real-world applications of the problem mentioned in Chapter 1. Additionally,
this splitting will be helpful from a mathematical perspective to overcome some
issues related to the dimension of the domain.
Denoting with b(·, ·) a suitable bilinear form associated with (∂t +A), the
weak formulation of (2.2) reads: for q ∈ Qad find u ∈ U such that
(2.3) b(u, ϕ) = (qg, ϕ)I + (u0, ϕ(0)), ∀ϕ ∈ U.
The regularity of the weak solution u of (2.3) must allow the embedding of
the state space U into a space of continuous functions to ensure a regularity
condition for the state constraint; we will see in Chapter 3 that this requirements
is met.
After showing, in Sections 3.1 and 3.2, the well-posedness of the state equation,
one introduces the control-to-state map
(2.4) S : Qad → U, q → S(q) = u(q)
associating to any given control q ∈ Qad the solution u(q) of (2.3). This operator
is continuous and we will exploit the continuity to ensure the existence of a
solution for the optimal control problem in the forthcoming section.
Remark 2.2.1. To be more precise, one should distinguish two cases for the
control-to-state map reflecting the fact that we regard the state variable u in two
different spaces: the one appearing in the objective functional and the one in
the state constraint. For the scope of this chapter the definition given above is
enough. We will come back to this point once the regularity of all the components
of the problem is established.
2.2.2 Optimization Problem
We formulate an optimal control problem in abstract form explaining the main
steps to guarantee its well-posedness. Once the existence of a solution has
been established, we briefly discuss the role of first and second-order optimality
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conditions, which will be later treated in Chapter 5.
Let Q and Z be two Banach spaces with the former being reflexive, and
such that Qad ⊂ Q, where Qad has the properties stated in the previous section.
Further, we consider a closed convex cone K ⊂ Z and the Freche´t differentiable
operators
j : Q → R+, G : Q → Z.
We assume the operator j to be continuous, positive, and strictly convex. Then,
the following abstract problem is under consideration
(2.5)
minimize j(q)
subject to q ∈ Qad, G(q) ∈ K
Remark 2.2.2. The solution operator S of the differential equation defined
in the previous section is implicitly included in the setting above. Indeed, the
operator j, which plays the role of the reduced cost functional, is well-posed
thanks to the continuity of the control-to-state map. Further, we will see that the
operator G is the concatenation of the operator defining the state constraint with
the control-to-state map. Then, it is clear that when talking about convex and
non-convex problems we are referring to the problem above with respect to the
solution operator of the linear and non-linear differential equation, respectively.
The first natural step is to specify the meaning of solution. Indeed, in the case
of a convex problem, we clearly expect a global solution while for a non-convex
problem the concept of local solutions comes into play.
Definition 2.2.3. Let q¯ ∈ Qad be a control such that G(q¯) ∈ K, and let X be a
generic Banach space equipped with ‖ · ‖X . We call q¯ a global optimal solution if
j(q¯) ≤ j(q), ∀q ∈ Qad with G(q) ∈ K.
If there exists some  > 0 such that the above relation is satisfied for all q ∈ Qad
with ‖q − q¯‖X ≤  and G(q) ∈ K, then we call q¯ a local solution in the sense of
X.
The proof of existence of a solution for (2.5) can be regarded as a standard
procedure. We sketch the main steps hereafter referring for all the details
to [51, Chapter 3, Section 2], see also [43, Theorem 1.43], for the convex case
and [51, Theorem 15.1], see also [85, Theorem 5-7], for the non-convex setting.
Theorem 2.2.4. Let assume that (2.5) possesses a feasible point. Then, if
(2.5) is strictly convex there exists a unique global solution q¯. If the problem is
non-convex there exists at least a local solution q¯.
Proof. We start with the convex case. The positiveness of j and Qad being
non-empty guarantee the existence of a minimizing sequence {qn} ⊂ Qad. Since
Qad is bounded, also {qn} is bounded and therefore we can extract a weakly
convergent subsequences qni ⇀ q¯ because Q is reflexive. Since j is continuous
and convex with domain in a Banach space, it is weakly-lower semi-continuous,
which, in turn, guarantees the optimality of q¯. The uniqueness easily follows due
to j being strictly convex.
The proof for the non-convex case differs in a few points related to the
presence of the Nemytskii operator d(t, x, u(q)) in the state equation . We come
back to this point in Section 5.1.1 when all the necessary tools will be defined.
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In a next step, we seek for conditions ensuring the optimality of q¯. We
introduce the Lagrangian functional associated with (2.5)
(2.6) L : Qad ×Z∗ → R, L(q, µ) = j(q) + 〈G(q), µ〉Z,Z∗ ,
and
(2.7) K+ = {µ ∈ Z∗ | 〈v, µ〉Z,Z∗ ≥ 0,∀v ∈ K}
is the dual cone associated with K, where µ is a Lagrange multiplier and 〈·, ·〉Z,Z∗
is the duality pairing between the space Z and its dual. For the definition of
Lagrange multiplier in this context see, e.g., [45, Definition 1.1]. We assume the
Lagrangian to be twice differentiable, as it will be the case.
When the problem is convex the first-order optimality conditions are necessary
and sufficient for optimality. These are expressed through a variational inequality
and a complementary slackness condition, with the existence of the Lagrange
multiplier ensured by the so-called Slater’s regularity condition. We summarize
this in the following.
Theorem 2.2.5. Let q¯ be the optimal solution of (2.5) and q˜ be a feasible
control such that
(2.8) G(q˜) ∈ intK.
Then there exists a Lagrange multiplier µ¯ ∈ K+ associated with q¯ such that there
holds the variational inequality
(2.9) j′(q¯)(q − q¯) + 〈G′(q¯)(q − q¯), µ¯〉Z,Z∗ ≥ 0,
and the complementary slackness condition
(2.10) 〈G(q¯), µ¯〉Z,Z∗ = 0.
Proof. See [85, Section 6.1] and the reference therein.
In Section 5.1.1 we will introduce an adjoint state associated to (q¯, µ¯) and
recover the first-order optimality conditions in Karush-Kuhn-Tucker (KKT)
form through the Lagrangian formalism.
The result above continues to hold for the non-convex case substituting the
regularity condition (2.8) with the linearized Slater’s condition
(2.11) G(q¯) +G′(q¯)(q˜ − q¯) ∈ int K.
However, in this case the first-order conditions are necessary but not sufficient
for local optimality and second-order conditions must be postulated.
The quest for second order conditions in parabolic optimal control problem with
state constraints is an open problem, as we have discussed in the introduction.
Hereafter we give a brief account, coming back to the matter in Section 5.1.2.
In presence of state constraints, a cone of critical direction Cq¯ is introduced
which, as the name suggests, includes the direction p ∈ Q associated with q¯
where optimality is searched for. Then, the necessary second order condition is
expressed by
∂L
∂q2
(q¯, µ¯)p ≥ 0, ∀Cq¯(2.12a)
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while the sufficient condition is
∂L
∂q2
(q¯, µ¯)p > 0, ∀Cq¯ \ {0}.(2.12b)
Assuming the sufficient condition above, one derives the so-called quadratic
growth condition which, for constant δ, η > 0 and a Banach space Q˜ , reads
(2.13) j(q) ≥ j(q¯) + δ‖q − q¯‖2Q,
for any feasible control q such that ‖q − q¯‖Q˜ ≤ η.
Typically, the Banach space Q˜ possesses a norm stronger than the one of Q,
where condition (2.13) holds, and it is the space where the functional j(·) is twice
differentiable. This fact, called two-norm discrepancy, see [44], is a common
issue in the context of non-convex optimal control. However, we will see in
Section 5.1.2 that it can be eliminated in our case, i.e., we can work with Q˜ = Q.
We conclude this overview anticipating that the quadratic growth condition
(2.13) will be the base for the derivation of convergence rates for the non-convex
case in Section 5.3.
2.2.3 Discretization
In this section, we describe the discretization of the problem based on space-
time finite elements methods. Namely, we use the discontinuous in time and
continuous in space Galerkin method.
As the name suggests, this method allows discontinuities at the nodal points of
the temporal discretization. In Chapter 4, we will derive the error at such nodal
points, as well as in the interior of the time intervals, exploiting the fact that,
for each time interval, we have an error equation which is independent from
the previous time intervals. Another advantage relies on the fact that the time
discrete problem admits a variational formulation making the method suitable
for an Aubin-Nitsche argument.
The discontinuous in time and continuous in space Galerkin method has been
firstly introduced in the context of parabolic equations in [46]. Afterwards, [57]
used a backward Euler scheme for the time discretization which coincides with
the method at hand in the case of piecewise constant polynomials. For a thorough
discussion of the method, we refer to [84, Chapter 12] and the reference therein.
The control variable is discretized implicitly by the optimality conditions using
the so-called variational discretization, dating back to [41].
Time Discretization Let ti be time points such that
0 = t0 < t1 < ... < tN−1 < tN = T
which define intervals In = (tn−1, tn] of size kn with k := maxn kn. Then, the
intervals In = (tn−1, tn], for n = 1, ..., N , together with I0 = {0} form a partition
of I¯.
We impose the following technical assumptions on the time mesh which will be
exploited in the derivation of error estimates for the state equation.
Assumption 2.2.1. There exists strictly positive constants a, c, k˜ such that
min
n>0
kn ≥ cka, k˜−1 ≤ kn
kn+1
≤ k˜, ∀n > 0.
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In the discontinuous Galerkin method, we seek for an approximation of
the solution of the state equation (2.2) which is a polynomial with coefficients
in H10 (Ω). We formalize this introducing, for a given positive integer r, the
semi-discrete state and trial space
Urk (H
1
0 (Ω)) =
{
ϕk ∈ L2(I,H10 (Ω))
∣∣∣ϕk,n = ϕk|In ∈ Pr(In, H10 (Ω)), n = 1, ..., N}
with inner product and norm given by the restriction of inner product and norm
of L2(I, L2(Ω)) on In, that is,
(·, ·)In :=
∫
In
(·, ·)dt, ‖ · ‖In := ‖ · ‖L2(In,L2(Ω)).
Functions in Urk (H
1
0 (Ω)) can have discontinuities at the time points ti and
notation-wise we should account for this. In particular, we define right and left
values at each time point as well as the corresponding jump of the functions.
For a function ϕk ∈ Urk (H10 (Ω)), we have
ϕ+k,n := lim
t→0+
ϕk(tn+t), ϕ
−
k,n := lim
t→0+
ϕk(tn−t) = ϕk(tn), [ϕk]n := ϕ+k,n−ϕ−k,n
and we note that the functions are continuous to the left.
We anticipate here that the bilinear form appearing in (2.3) corresponds to
the standard case of the Laplace operator. Then, for uk, ϕk ∈ Urk (H10 (Ω)), we
introduce the bilinear form
B(uk, ϕk) :=
N∑
n=1
(∂tuk, ϕk)In + (∇uk,∇ϕk)I +
N∑
n=2
([uk]n−1, ϕ+n−1) + (u
+
k,0, ϕ
+
0 ).
In the subsequent analysis, we will consider approximation functions being
piecewise constant polynomial, i.e., r = 0 with state and trial space
(2.14)
Uk := U
0
k (H
1
0 (Ω)) =
{
ϕk ∈ L2(I,H10 (Ω)) such that
ϕk,n = ϕk|In ∈ P0(In, H10 (Ω)), n = 1, ..., N
}
.
In this case, we simplify the notation and for ϕk ∈ Uk we write
ϕk,n+1 := ϕ
+
k,n, ϕk,n := ϕ
−
k,n, [ϕk]n := ϕk,n+1 − ϕk,n.
Then, for uk, ϕk ∈ Uk, the bilinear form reduces to
(2.15) B(uk, ϕk) = (∇uk,∇ϕk)I +
N∑
n=2
([uk]n−1, ϕk,n) + (uk,1, ϕk,1)
Remark 2.2.6. For the space U0k on a generic V , we will use the notation
Uk(V ).
Space Discretization We discretize the problem in space by means of con-
forming finite elements. To this end, we consider a family Th of subdivisions
consisting of closed triangles or quadrilaterals T in dimension two and tetrahedral
or hexahedral in dimension three. Such elements T are assumed to be affine
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equivalent to their reference elements and the union Ωh = int
(
∪T∈ThT
)
is such
that the vertices on ∂Ωh are located on ∂Ω. We denote by hT the diameter of
the element T , set
h := max
T∈Th
hT ,
and we assume the family Th to be quasi-uniform and shape regular in the sense
of [6].
Then, we define in the usual way the conforming finite element space Vh ⊂ V as
the space of piecewise linear function with respect to the mesh Th and we set
vh|Ω\Ωh ≡ 0 for any vh ∈ Vh.
The discrete state and trial space is defined as
(2.16) Ukh := Ukh(Vh) = {ϕkh ∈ L2(I, Vh)
∣∣ϕkh|In ∈ P0(In, Vh), n = 1, ..., N},
and the bilinear form is given as in (2.15) with ukh, ϕkh ∈ Ukh, namely
(2.17) B(ukh(q), ϕkh) := (∇ukh,∇ϕkh)I+
N∑
n=2
([ukh]n−1, ϕkh,n)+(ukh,1, ϕkh,1).
Once the finite elements space Vh is defined, we introduce the inverse of the
discrete Laplacian
−∆h : H−1(Ω)→ Vh,
which associates to any f ∈ H−1(Ω) an element vh ∈ Vh given by
(∇vh,∇ϕh) = f(ϕh), ∀ϕh ∈ Vh.
Further, we will often use the discrete semi-norm
| · |−s,h = (−∆−sh ·, ·)1/2, s = 1, 2,
which is equivalent to the continuous semi-norm modulo a small constant,
see [84, Lemma 5.3].
Control Discretization The control variable is discretized implicitly by the
optimality conditions via the variational discretization approach introduced
in [41] for elliptic problems and extended in [22] for the parabolic case. In view of
Qad given by box-constraints, denoting with PQad the usual pointwise projection
onto Qad, with z¯k, z¯kh the semi-discrete and discrete adjoint state arising from
the corresponding KKT-system, respectively, we have
(2.18) q¯k = PQad
(
− α−1z¯k
)
, q¯kh = PQad
(
− α−1z¯kh
)
.
In view of the regularity of z¯k, z¯kh from Section 3.3 and the presence of box-
constraints, this means that
q¯k|In , q¯kh|In ∈ P0(In, H1(Ω)).
We don’t investigate other types of control discretization because the aim of this
thesis is to analyze state constraints and different control discretizations would
only add more technicalities not related with our main goal.
Other types of control discretization in the context of parabolic optimal control
problems have been analyzed in [61] for a setting with state constraints, and
in [63,68] for control constraints only.
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2.3 Examples
In this section, we state the problems under consideration making concrete what
we have presented in the previous sections.
The first problem has been analyzed by the author of this thesis in [56] and it is
characterized by a linear state equation and a point-wise in time constraints on
weighted-mean values of the gradient of the state variable. The error analysis
for the state equation will be done in Section 4.3 while the convergence analysis
for the optimal control problem will be given in Section 5.2.1.
The other problem, considered in [55] by the author of this work, presents a
semi-linear state equation and point-wise in time constraints on weighted-mean
value of the state variable. In Section 4.4 we will derive error estimates for
the state equation and in Section 5.3 the convergence rate of the optimization
problem.
We now introduce, for qmin < qmax, the set of admissible controls denoted by
(2.19) Qad =
{
q ∈ L2(I,Rm)
∣∣∣ qmin ≤ q(t) ≤ qmax}.
2.3.1 First-order state constraint with linear state equa-
tion
For given qi ∈ L2(I), gi ∈ H10 (Ω), i = 1, ...,m, initial data u0 ∈ H10 (Ω) ∩H2(Ω)
and prescribed temperature profile ud ∈ L2(I, L2(Ω)), we consider the problem
Minimize J(q, u) =
1
2
‖u− ud‖2I +
α
2
‖q‖2L2(I),(2.20a)
where the state u(t, x) and the control q(t) = (qi(t))
m
i=1 are coupled by the linear
PDE
∂tu(t, x)−∆u(t, x) =
m∑
i=1
qi(t)gi(x) in I × Ω,
u(t, x) = 0 on I × ∂Ω,(2.20b)
u(0, x) = u0 in {0} × Ω,
subject to control constraints
q ∈ Qad a.e. in I,(2.20c)
and point-wise in time gradient state constraint
F (u)(t) :=
∫
Ω
|∇u(t, x)|2ω(x)dx ≤ b ∀t ∈ [0, T ],(2.20d)
for weighting function ω ∈ L∞(Ω).
For u, ϕ ∈W (0, T ) we define the bilinear form
(2.21) b(u, ϕ) = (∂tu, ϕ)I + (∇u,∇ϕ)I + (u(0), ϕ(0))
and the weak formulation of the problem reads: for given q ∈ L2(I,Rm) and
u0 ∈ H10 (Ω) ∩H2(Ω) find u ∈W (0, T ) such that
(2.22) b(u, ϕ) = (qg, ϕ)I + (u0, ϕ(0)), ∀ϕ ∈W (0, T ).
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Actually, the state variable u possesses additional regularity but we postpone
this point to the next chapter.
In a similar fashion, we define semi-discrete and discrete state equation
corresponding to the time and space discretization, respectively, again with data
q, g and u0 as in (2.22): find uk = uk(q) ∈ Uk such that
(2.23) B(uk, ϕk) = (qg, ϕk)I + (u0, ϕk,1), ∀ϕk ∈ Uk;
find ukh = ukh(q) ∈ Ukh
(2.24) B(ukh, ϕkh) = (qg, ϕkh)I + (u0, ϕkh,1), ∀ϕkh ∈ Ukh.
We remark one more time that the control is not discretized.
The semi-discrete and discrete optimal control problem read
(2.25)
Minimize
(q,uk)∈Qad×Uk
J(q, uk) =
1
2
‖uk − ud‖2I +
α
2
‖q‖2L2(I)
subject to (2.23) and
F (uk) |In ≤ b, n = 1, ..., N,
and
(2.26)
Minimize
(q,ukh)∈Qad×Ukh
J(q, ukh) =
1
2
‖ukh − ud‖2I +
α
2
‖q‖2L2(I)
subject to (2.24) and
F (ukh) |In ≤ b, n = 1, ..., N,
respectively.
2.3.2 Zero-order state constraint with semi-linear state
equation
In a first step, we pose some assumptions on the semi-linear term which can
be regarded as classical in the context of non-convex optimization, see [85,
Assumption 5.6].
Assumption 2.3.1. The nonlinear term d(t, x, u) : I × Ω × R is assumed to
satisfy the following:
(i) For all u ∈ R, the nonlinearity is measurable with respect to (t, x) ∈ I ×Ω.
Further, for almost every (t, x) ∈ I × Ω it is four time continuously
differentiable with respect to u.
(ii) For u = 0, there is c > 0 such that d(t, x, 0) satisfies, together with its
derivatives up to order two, the boundedness condition
‖d(·, ·, 0)‖L∞(I×Ω) + ‖∂ud(·, ·, 0)‖L∞(I×Ω) + ‖∂2ud(·, ·, 0)‖L∞(I×Ω) ≤ c.
Further, each of these satisfy a local Lipschitz condition with respect to u,
i.e., for any M > 0 there exist a constant L(M) > 0 such that for any
|uj | ≤M j = 1, 2 there holds
‖∂iud(·, ·, u1)− ∂iud(·, ·, u2)‖L∞(I×Ω) ≤ L(M)|u1 − u2|,
for every i = 0, 1, 2.
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(iii) For all u ∈ R and for almost every (t, x) ∈ I × Ω, there holds the mono-
tonicity condition
∂ud(t, x, u) ≥ 0.
When no confusion arises, we shorten the notation from d(·, ·, u) to d(u).
Remark 2.3.1. Comparing the first assumption (i) with the corresponding
one in [85, Assumption 5.6], we note that we are assuming d(·, ·, u) to be four
times differentiable rather than twice. This is the regularity that we will need in
Section 4.2.2 to obtain error estimates for the semi-linear case.
We now state the non-convex optimal control problem. For qi ∈ L2(I), gi ∈
L∞(Ω), i = 1, ...,m, initial data u0 ∈ H10 (Ω)∩H2(Ω) and ud ∈ L2(I, L2(Ω)), we
consider the problem
Minimize J(q, u) =
1
2
‖u− ud‖2I +
α
2
‖q‖2L2(I),(2.27a)
where the state u(t, x) and the control q(t) = (qi)
m
i=1 are coupled by the semi-
linear PDE
∂tu(t, x)−∆u(t, x) + d(t, x, u(t, x)) =
m∑
i=1
qi(t)gi(x) in I × Ω,
u(t, x) = 0 on I × ∂Ω,(2.27b)
u(0, x) = u0 in {0} × Ω,
subject to control constraints
q ∈ Qad a.e. in I(2.27c)
and state constraints
F (u)(t) =
∫
Ω
u(t, x)ω(x)dx ≤ b ∀t ∈ [0, T ],(2.27d)
for weighting function ω ∈ L∞(Ω).
With the bilinear form defined as in (2.21), the weak form of the state equation
reads: for given q ∈ L2(I,Rm) and u0 ∈ H10 (Ω) ∩H2(Ω) find u ∈W (0, T ) such
that
(2.28) b(u, ϕ) + (d(·, ·, u), ϕ)I = (qg, ϕ)I + (u0, ϕ(0)), ∀ϕ ∈W (0, T ).
Also in this case the solution u possesses additional regularity.
With q, g and u0 as above, the semi-discrete state equation reads: find
uk = uk(q) ∈ Uk such that
(2.29) B(uk, ϕk) + (d(·, ·, uk), ϕk)I = (qg, ϕk)I + (u0, ϕk,1), ∀ϕk ∈ Uk.
The discrete state equation consists in finding ukh = ukh(q) ∈ Ukh
(2.30)
B(ukh, ϕkh) + (d(·, ·, ukh), ϕkh)I = (qg, ϕkh)I + (u0, ϕkh,1), ∀ϕkh ∈ Ukh.
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Then, the semi-discrete and discrete optimal control problem read
(2.31)
Minimize
(q,uk)∈Qad×Uk
J(q, uk) =
1
2
‖uk − ud‖2I +
α
2
‖q‖2L2(I)
subject to (2.29) and
F (uk) |In ≤ b, n = 1, ..., N,
and
(2.32)
Minimize
(q,ukh)∈Qad×Ukh
J(q, ukh) =
1
2
‖ukh − ud‖2I +
α
2
‖q‖2L2(I)
subject to (2.30) and
F (ukh) |In ≤ b, n = 1, ..., N,
respectively.
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This chapter is concerned with the regularity of the solutions of the parabolic
PDEs introduced in Section 2.3, and of further associated problems which will
appear in the following chapters. Most of the results presented here are well-
established in the literature. Hence we confine the exposition to a formal and
precise recollection to avoid tedious repetitions. However, for a complete treat-
ment of the subject, we will always disclose the methods employed in the proof
of these results and where they can be found in the literature.
In Section 3.1, we deal with linear parabolic equations. The main reference
for this part are the classical monographs [30,52,53]. The extension to semi-linear
differential equations is performed in Section 3.2, using results from the seminal
paper [7] based on the classical truncation procedure of Stampacchia. Section 3.3
is devoted to the study of differential equations having a measure as data. Such
problems will naturally appear when deriving the optimality conditions for the
problems under consideration. In the final Section 3.4, we review the regularity
of several functionals appearing in the semi-linear problem.
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3.1 Well-posedness and regularity of solutions
for linear equations
We start the analysis considering the regularity of the linear differential equation
defined in (2.20b). As already anticipated in Section 2.2.1, it is important that
the resulting regularity allows the embedding of the state space into a suitable
space of continuous functions.
Proposition 3.1.1. For qi ∈ L2(I,R), gi ∈ L2(Ω), with i = 1, ...m, and
u0 ∈ H10 (Ω), there exists a unique solution
(3.1) u ∈ U := L2(I,H10 ∩H2(Ω)) ∩H1(I, L2(Ω))
of the equation
(3.2) b(u, ϕ) = (qg, ϕ)I + (u0 + ϕ(0))
for any ϕ ∈W (0, T ), where b(·, ·) is defined as in (2.21).
Proof. We refer to [53, Section 5, Theorem 5.3] for the existence of the solution
in the spaces L2(I,H10 (Ω)∩H2(Ω))∩H1(I, L2(Ω)). It is obtained, in Lions and
Magenes words, using basic inequalities in order to construct an isomorphism
between Hilbert spaces.
The regularity L∞(I,H10 (Ω)) is obtained using the Galerkin approximation,
see [30, Chapter 7, Theorem 5], where same state space U as here is obtained in
a more modern notation with respect to [53].
We observe that the gradient state constraint (2.20d)
(|∇u|2, ω) = F : U → C(I¯)
is well posed as there holds the embedding
(3.3) U ↪→ C(I¯ , H10 (Ω)),
see [52, Chapter 1, Theorem 3.1]. The regularity W (0, T ) would have lead to
the embedding into the space C(I¯ , L2(Ω)) which is not enough for the treatment
of (2.20d). This justifies the need for additional regularity.
Remark 3.1.2. In Proposition 3.1.1, we have assumed the minimal regularity
on the data to ensure the embedding above. For the rest of this work in relation
with Problem 2.20, we will assume that
g ∈ H10 (Ω) and u0 ∈ H˙3(Ω)
in order to fully exploit the approximation properties of the time discretization.
Remark 3.1.3. The existence and regularity of the solutions of the semi-discrete
and discrete state equation (2.23) and (2.24), respectively, follows from standard
arguments of elliptic theory. We refer, e.g., to [84, Chapter 12] and the reference
therein.
Denoting with u(q) and uk(q) the solutions of (2.22) and (2.23) associated with
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q ∈ Qad, respectively, we note that u(q) satisfies also the semi- discrete state
equation
B(u(q), ϕk) = (qg, ϕk) + (u0, ϕk,1), ∀ϕk ∈ Uk.
This is readily seen noting that in particular u ∈ C(I¯ , L2(Ω)).
As a consequence, there holds the following Galerkin orthogonality relation
(3.4) B(u(q)− uk(q), ϕk) = 0, ∀ϕk ∈ Uk.
We conclude this section with a regularity result for the adjoint (uncontrolled)
counterpart of (2.20b) which will be used in the forthcoming chapter. The second
part of the following proposition corresponds to [56, Lemma 4.2] of the author
of this thesis.
Proposition 3.1.4. For a given wT ∈ H−1(Ω) there exists a unique solution
(3.5) w ∈W := L2(I, L2(Ω)) ∩H1(I, (H˙2)∗)
of the equation
(3.6) −(ϕ, ∂tw)I + (∇ϕ,∇w)I = 0, w(T ) = wT
for any ϕ ∈ L2(I, H˙2(Ω)) ∩ H1(I, L2(Ω)). Further, there holds the stability
estimate
(3.7) ‖w‖I + max
t∈I¯
‖w(t)‖H−1(Ω) ≤ C‖wT ‖H−1(Ω)
Proof. The existence and regularity is obtained using the transposition of the
isomorphism of the primal problem in [53, Chapter 4, Section 8]. To obtain (3.7)
we test (3.6) with ϕ = −∆−1w
(3.8) (∆−1w, ∂tw)I − (∇∆−1w,∇w)I = 0.
We note that (3.8) holds also point-wise almost everywhere on I. Then
(3.9) (∆−1w(t), ∂tw(t))− (∇∆−1w(t),∇w(t)) = 0, for a.e. t ∈ I.
Using the relation ∂tw = −∆w, we reformulate the first term obtaining
(∆−1w(t), ∂tw(t)) = −‖w(t)‖2.
For the second, we exploit the definition of −∆−1 via its weak form, i.e.,
(∇·,∇∆−1·) = −(·, ·), together with (3.9),
−(∇∆−1w(t),∇w(t)) = −(∆−1w(t), ∂tw(t))
= (∇∆−1w(t),∇∆−1∂tw(t)).
Then, observing that the time derivative interchanges with ∇ and ∆−1, we have
(∇∆−1w(t),∇∆−1∂tw(t)) = 1
2
d
dt
‖∇∆−1w(t)‖2.
Thus, it follows from (3.9) that
(3.10)
d
dt
‖∇∆−1w(t)‖2 = 2‖w(t)‖2.
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Integrating (3.10) over (t, T ) and defining η(t) = ‖∇∆−1w(t)‖2,ψ(t) = ‖w(t)‖2,
we obtain
η(t) + 2
∫ T
t
ψ(s) ds = η(T ).
Noting that both η and ψ are nonnegative, the claim is shown.
We will come back to (3.6) in Section 4.2.1 where we will derive time-weighted
estimate for its solution.
We observe that, considering the spatial part involved in the definition of W as
an interpolation couple, there holds
[L2(Ω),
(
H˙2(Ω)
)∗
] 1
2
= H−1(Ω),
see [52, Chapter 1, Theorem 12.5].
As a consequence, the space W is embedded into a space of continuous functions,
namely,
W ↪→ C(I¯ , H−1(Ω)),
see [52, Chapter 1, Theorem 3.1], as one expects from the problem at hand.
Remark 3.1.5. The interpolation result in [52] is given for the space
(
H2(Ω)
)∗
.
However, a study of the proof, based on the reiteration principle, reveals that it
continues to hold also for
(
H˙2(Ω)
)∗
.
3.2 Semi-linear differential equations
We move our attention to the semi-linear state equation introduced in (2.27b).
Firstly, we infer the minimal regularity necessary to allow the embedding of
the state space in a suitable space of continuous functions. Then, we obtain
additional regularity which will come into play to ensure the Lipschitz continuity
of the resulting control-to-state map. We now require the strong convergence of
the sequence of state variables to guarantee the convergence of the Nemytskii
operator representing the semi-linear term. Going back to Theorem 2.2.4, this
is indeed what we will need in Section 5.1.1 to obtain the existence of a local
solution in the non-convex case.
In the second part of this section, we focus on the properties of the solutions of
the semi-discrete and discrete state equation which will be important later in
the analysis of the discretization.
Proposition 3.2.1. Under Assumption 2.3.1, qi ∈ L2(I,R), gi ∈ L∞(Ω), with
i = 1, ...,m, and u0 ∈ H10 (Ω) ∩ C(Ω¯), there exists a unique solution
(3.11) u ∈W (0, T ) ∩ C(I¯ × Ω¯)
of the equation
(3.12) b(u, ϕ) + (d(t, x, u), ϕ)I = (qg, ϕ)I + (u0, ϕ(0))
for any ϕ ∈W (0, T ), where b(·, ·) is defined as in (2.21).
Further, for r > n/2+1, if {qk}∞k=1 is a sequence converging weakly in Lr˜(I,Rm)
to q, with r˜ = max{r, 2}, then the sequence {u(qk)}∞k=1 converges to the solution
u = u(q) strongly in C(I¯ × Ω¯).
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Proof. The existence and regularity in W (0, T ) of the solution, in the context of
optimal control problem, has been firstly obtained in the seminal paper [7, Theo-
rem 5.1]. The idea behind is based on a method originally introduced in [82, 83],
see also [85, Section 7.2.2], for semi-linear elliptic equations making use of cut-off
functions.
The continuity of the solution is a consequence of the assumptions on the semi-
linear term d(·, ·, u). Indeed, by moving this term in the right-hand side of (3.12)
and exploiting its boundedness and Lipschitz continuity, one is reconduct to the
study of a linear equation.
The formulation of these results in our setting has been obtained in [20, The-
orem 1]. Further, the authors have obtained the strong convergence of the
sequence of state variables using the concept of maximal parabolic regularity,
see [38].
An important feature to note is that we do not have any limitation on the
dimension of the domain due to the form of the right-hand side of (3.12) where
the spatial part g is fixed. Then, the resulting state variable u associated with
qi, i = 1, . . . ,m, is continuous. When the control variable acts in time and
space, to ensure the continuity one either works in the one-dimensional setting
or needs q ∈ Lr(I × Ω) with r > n/2 + 1, compare with [8, Theorem 7.2]
and [17, Theorem 4.1].
Also for the semi-linear case, the state constraint (2.27d)
(u, ω) = F : W (0, T )→ C(I¯)
is well-posed due to the embedding
(3.13) W (0, T ) ↪→ C(I¯ , L2(Ω)),
see [52, Chapter 1, Theorem 3.1].
In a next step, we see that the solution u of the semi-linear state equation
exhibits additional regularity. This is required to ensure Lipschitz continuity of
the control-to-state map in Section 3.4.
Proposition 3.2.2. Under Assumption 2.3.1, for the solution u of (2.27b)
there holds the additional regularity
(3.14) u ∈ L2(I,H10 (Ω) ∩H2(Ω)),
and the following stability estimates hold
(3.15)
‖u‖L∞(I×Ω) ≤ c
(‖qg‖L∞(I×Ω) + ‖u0‖L∞(Ω) + ‖d(·, ·, 0)‖L∞(I×Ω)),
‖u‖L2(I,H10 (Ω)) + ‖u‖L2(I,H2(Ω)) + ‖u‖L∞(I,H10 (Ω)) + ‖∂tu‖I
≤ c(‖qg‖I + ‖u0‖H10 (Ω) + ‖d(·, ·, 0)‖I).
Proof. The first relation is a direct consequence of Proposition 3.2.1. For the
second stability estimate we refer to [68, Proposition 2.1]. The idea consists
in moving the semi-linear term to the right-hand side where one exploits the
Lipschitz continuity in L2(I, L2(Ω)) of d(·, ·, u) in combination with Assump-
tion 2.3.1(ii) and the boundedness of u. Then, one is reconducted to a linear
equation where Proposition 3.1.1 is valid.
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In the rest of the thesis, we denote the state space associated with problem
(2.27b) by
(3.16) U := {u ∈ L2(I,H10 (Ω) ∩H20 (Ω)) ∩ C(I¯ × Ω¯) ∩H1(I, L2(Ω))}.
We investigate now the regularity of the solution of the semi-discrete and discrete
state equation (2.29) and (2.30), respectively. In particular, we are interested in
the boundedness in L∞(I×Ω), independently from the discretization parameters
k, h, on which we will rely in the next chapters when deriving convergence rates.
For the existence and uniqueness of the solution of (2.29) and (2.30), the same
considerations of Remark 3.1.3 are true.
Proposition 3.2.3. Under Assumption 2.3.1, there exists a constant C inde-
pendent from the mesh size k such that for the solution uk ∈ Uk of (2.29) it
holds
(3.17) ‖uk‖L∞(I×Ω) ≤ C(‖qg‖Lr(I×Ω) + ‖u0‖L∞(Ω) + ‖d(·, ·, 0)‖Lr(I×Ω))
for every r > 2. Further, there holds the following stability estimates
(3.18) ‖uk‖L∞(I,H10 (Ω)) ≤ C(‖qg‖I + ‖u0‖H10 (Ω) + ‖d(·, ·, 0)‖I)
Proof. The boundedness in L∞(I×Ω) follows from the application of the method
of truncation of Stampacchia [83]. In brief, the semi-discrete state equation (2.29)
is tested with a truncation of the solution u of the continuous state equation
(3.12). Then, showing that this truncation vanishes almost everywhere, one
infers the desired boundedness for uk. The monotonicity of the semi-linear term
d(·, ·, u) plays an important role to achieve this result. The reader is refer to [68,
Theorem 3.1] where the claim is shown, see also [85, Theorem 4.5 and Lemma 7.5].
The stability estimate (3.18) has been shown in [68, Theorem 3.2].
For the solution of (2.30) there holds similar conclusions.
Proposition 3.2.4. Under Assumption 2.3.1, there exists a constant C inde-
pendent of k and h such that
(3.19) ‖ukh‖L∞(I×Ω) ≤ C(‖qg‖Lr(I×Ω) + ‖Phu0‖L∞(Ω) + ‖d(·, ·, 0)‖Lr(I×Ω)),
for every r > 2, where Ph : H
1
0 (Ω) → Vh is the usual L2-projection in space.
Further, it holds the stability estimate
(3.20) ‖uk‖L∞(I,H10 (Ω)) ≤ C(‖qg‖I + ‖Phu0‖H10 (Ω) + ‖d(·, ·, 0)‖I).
Proof. See [68, Theorem 4.2].
Remark 3.2.5. For the rest of this work, when dealing with problem (2.27) we
will assume u0 ∈ H2(Ω) in order to use results from [61, 62] to fully exploit the
approximation property of the discontinuous Galerkin method.
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3.3 Differential equations with measure as data
One of the features of state-constrained optimal control problems is the presence
of a measure in the differential equation defining the adjoint variable in the
KKT-optimality system. A study of the regularity of this equation with respect
this measure is therefore fundamental in view of the convergence analysis.
The adjoint equations associated with constraints (2.20d) and (2.27d) has already
been analyzed in the literature with different techniques. The former in [59],
while the latter in several publications [5,7,48]. Basically, the proofs differ in the
calculation of the adjoint of the solution operator of the PDE, by means of an
integral representation, that is, using Green’s functions, or by using the method
of transposition of [53]. In all cases, their final findings agree and, in particular,
an integral state constraint point-wise in time lead to a positive Borel measure
in I = [0, T ] concentrated in the points where the state constraint is active.
Considering the importance of this matter in this work, and the relatively spe-
cific subject, in the following we review the method employed in [59], based
on the transposition method, to deduce the regularity of the adjoint variable
associated with the gradient constraint (2.20d). The constraints (2.27d) can be
analyzed with the same technique; roughly speaking, scaling opportunely the
spaces involved, see also [7, Theorem 6.4].
In a first step, one uses [53, Theorem 1.1] to deduce that
(∂t +A) : W := L2(I,H10 (Ω) ∩H2(Ω)) ∩H1(I, L2(Ω))→ L2(I × Ω)
is an isomorphism. This implies that for every L ∈ W ∗ there exists a unique
z ∈ L2(I, L2(Ω)) satisfying
L(ϕ) = (∂tϕ+Aϕ, z)I
for all ϕ ∈W . By means of the embedding (3.3), we clearly have
W ↪→ C(I¯ , H10 (Ω))
and, therefore, for a given ν ∈ C(I¯ , H10 (Ω))∗, a linear and bounded functional
on W is built by
L(ϕ) = 〈ϕ, ν〉,
with 〈·, ·〉 being the pairing between C(I¯ , H10 (Ω)) and its dual. In particular,
this means that, for ν ∈ C(I¯ , H10 (Ω))∗ given, there exists a unique solution
z ∈ L2(I, L2(Ω)) of the differential equation
(3.21) (∂tϕ+Aϕ, z)I = 〈ϕ, ν〉.
Remark 3.3.1. The derivation above corresponds to [59, Lemma 3]. For an
easy comparison, we provide the changes adopted in the notation
z∗ = ν, w∗ = z, ` = L, 0W (0, T ;
0
H2 (Ω), L2(Ω)) = W.
Further, we note that in [59] there is an observation of the state variable at the
final time t = T in the cost functional. This lead to the presence of an additional
data in the problem, namely h∗, which does not appear in our setting.
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Then, for a generic Hilbert space H, we introduce the Banach spaces
BV (I,H) := {v : I¯ → H of bounded variation | v is right continuous on I}
NBV0(I,H) := {v ∈ BV (I,H)| v(T ) = 0, v continuous at t = 0, T}.
Using results on functions of bounded variations, see [58], in [59, Theorem 1] it
is shown that the solution z of (3.21) satisfies, for given vν ∈ NBV0(I,H−1(Ω)),
the integral equation
(3.22) z(t) +
∫ T
t
A∗z(τ)dτ = −vν(t), ∀t ∈ [0, T ],
and exhibits the regularity z ∈ NBV0
(
I, (H2 ∩H10 (Ω))∗
)
. In [59, Appendix 1]
it is shown that this additional regularity implies z ∈ L∞(I,H−1(Ω)). This
passage to an integral equation is necessary in order to obtain, in a final step, a
differential equation (of vector-valued distribution) with the same structure of
the adjoint equation that we will encounter in Section 5.1.1. This is obtained
in [59, Theorem 2] by multiplying (3.22) with ψ ∈ D(I), space of infinitely
differentiable function of I with compact support on I, and integrating over I.
One obtains
(3.23) (∂tψ, z)I + (ψ,A∗z)I =
∫ T
0
ψdvν , ∀ψ ∈ D(I)
compare with [59, Equation (2.11)]. This is indeed the form of the adjoint
equation that will be treated in Section 5.1.1 in relation with the constraint
(2.20d). We will come back to this equation in the proof of Theorem 5.1.2 after
having explicitly introduced the convex cone of non-negative continuous function
in our setting. In conclusion, for a given vν ∈ NBV0(I,H−1(Ω)), there exists a
unique solution of
(3.24) z ∈ L2(I, L2(Ω)) ∩ L∞(I,H−1(Ω)),
of (3.23).
We remark again that for the constraint (2.27d), having been treated in several
publications, we do not disclose the details for the derivation of the associated
regularity of the adjoint variable. We refer the reader to [7, Theorem 6.4] where
the following regularity is obtained
(3.25) z ∈ L2(I,H10 (Ω)) ∩ L∞(I, L2(Ω)).
This is indeed what one expects by scaling the spaces in (3.24) for the case of a
constraint on the state variable and not on its gradient.
3.4 Differentiability of the functionals
In this section, we review the properties of the operators and functionals associ-
ated with the non-convex problem (2.27) in term of their differentiability.
In a first step, we introduced the control-to-state map
(3.26) S : L∞(I,Rm)→W (0, T ) ∩ C(I¯ × Ω¯),
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associating to any given q the solution u = u(q) = S(q) of (2.28) whose well-
posedness is guaranteed by Proposition 3.2.1.
Once the control-to-state map has been defined, we introduce the reduced cost
functional
(3.27) j(q) := J(q, S(q)),
and the concatenation of S with the state constraint (2.27d)
(3.28) G = (F ◦ S) : L∞(I,Rm)→ C(I¯).
We start with the differentiability properties of the control-to-state map-
Proposition 3.4.1. The solution operator S of Problem 2.28 is of class C2
from L∞(I,Rm) to W (0, T ). For p ∈ L∞(I,Rm), its first derivative
vp := S
′(q)p
in the direction p is the solution of
(3.29) b(vp, ϕ) + (∂ud(·, ·, u(q))vp, ϕ)I = (pg, ϕ)I ,
for all ϕ ∈W (0, T ).
For p1, p2 ∈ L∞(I,Rm), its second derivative
vp1p2 := S
′′(q)p1p2
in the direction p1p2 is the solution of
(3.30) b(vp1p2 , ϕ) + (∂ud(·, ·, u(q))vp1p2 , ϕ)I = −(∂2ud(·, ·, u(q))vp1vp2 , ϕ)I .
for all ϕ ∈W (0, T ), with vp1 , vp2 given by (3.29).
Proof. To show the differentiability of the control to state map one considers
the problem having the semilinear term d(·, ·, u) as a data in the right-hand
side. Then, the corresponding solution operator is a continuous linear map and
we exploit this continuity, together with d(·, ·, u) being twice differentiable, to
obtain the differentiability of S by virtue of the implicit function theorem. For
further details we refer to [85, Theorem 5.15], see also [16, Theorem 5.1] for an
explicit use of the implicit function theorem.
For the proof of (3.29) and (3.30) we refer to [85, Theorem 5.9 and 5.16],
respectively, see also [20, Equations (12)-(13)], where these equations are derived
in strong form.
Remark 3.4.2. We observe that for S′(q)p there holds the stability estimates
given in Proposition 3.2.2. Indeed, (3.29) has essentially the same structure as
(2.28) thanks to the Lipschitz continuity and boundedness of ∂ud(·, ·, u) together
with the boundedness of u. In particular, we will use the stability estimate in the
L∞(I, L2(Ω))-norm.
Remark 3.4.3. It is clear that thanks to differentiability of the control-to-state
map also its concatenation with the state constraint G is twice differentiable, see,
e.g., [8].
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In a next step, we analyze the Lipschitz properties of the solution operator
S and its first derivative.
Lemma 3.4.4. For p, q1, q2 ∈ Qad, there exists a constant C > 0 such that
‖S(q1)− S(q2)‖I ≤ C‖q1 − q2‖L2(I,Rm),(3.31a)
‖S(q1)− S(q2)‖L∞(I,L2(Ω)) ≤ C‖q1 − q2‖L2(I,Rm),(3.31b)
‖S(q1)− S(q2)‖L∞(I,H10 (Ω)) ≤ C‖q1 − q2‖L2(I,Rm),(3.31c)
‖S′(q1)p− S′(q2)p‖I ≤ C‖q1 − q2‖L2(I,Rm)‖p‖L2(I,Rm),(3.31d)
‖S′(q1)p− S′(q2)p‖L∞(I,L2(Ω)) ≤ C‖q1 − q2‖L2(I,Rm)‖p‖L2(I,Rm).(3.31e)
Proof. This result is a direct consequence of [68, Lemma 2.3], where the authors,
for q1g, q2g ∈ L∞(I × Ω), have shown that
‖S(q1)− S(q2)‖I ≤ c‖g(q1 − q2)‖I .
Adapting the argument to the time dependent nature of the control variable, we
deduce in our case that
‖S(q1)− S(q2)‖I ≤ c‖g‖L∞(Ω)‖q1 − q2‖L2(I,Rm).
Similarly, we deduce (3.31b)-(3.31d).
For (3.31e), we consider ξ := S
′
(q1)p− S′(q2)p and define u˜ := S′(q2)p. We
note that, for any ϕ ∈W (0, T ), ξ fulfills
(3.32) b(ξ, ϕ) +
(
∂ud(u(q1))ξ, ϕ
)
I
= −(∂ud(u(q1))u˜− ∂ud(u(q2))u˜, ϕ)I .
Then, by means of the stability estimate in L∞(I, L2(Ω)) for S
′
(q)p, see Re-
mark 3.4.2, in combination with the Lipschitz continuity of ∂ud(·, ·, u), we obtain
‖ξ‖L∞(I,L2(Ω)) ≤ c‖
(
∂ud(u(q1))− ∂ud(u(q2))
)
u˜‖I
≤ c‖u(q1)− u(q2)‖L4(I×Ω)‖u˜‖L4(I×Ω)
≤ c‖u(q1)− u(q2)‖L∞(I,H10 (Ω))‖u˜‖L∞(I,H10 (Ω))
≤ c‖q1 − q2‖I‖p‖I ,
where we used the embedding L∞(I,H10 (Ω)) ↪→ L4(I × Ω).
We now move our attention to the reduced cost functional.
Corollary 3.4.5. The functional j(q) : L∞(I,Rm) → R is of class C2 in
L∞(I,Rm) and for q, p, p1, p2 ∈ L∞(I,Rm) there holds
j
′
(q)p =
∫
I
m∑
i=1
(
αqi(t) +
∫
Ω
(z0(q)gi(x))dx
)
pi(t) dt,
j
′′
(q)p1p2 =
∫
I
∫
Ω
(vp1vp2 − z0(q)∂2ud(x, t, u(q))vp1vp2) dxdt+
∫
I
pT1 αp2dt,
where z0(q) ∈W (0, T ) is the adjoint state associated with q and j, defined, for
all ϕ ∈W (0, T ) as the unique solution of
(3.33) b(ϕ, z) + (∂ud(·, ·, u(q))z, ϕ)I = (u(q)− ud, ϕ)I ,
and vpi , i = 1, 2 is defined as (3.29).
30
3. Parabolic partial differential equations
Proof. The differentiability of j follows from the differentiability of the solution
operator S and the continuity of the norms involved in the definition of the cost
functional.
The expression for j′ and j′′ is an application of the chain rule, see, [16, Theo-
rem 5.2], with the modifications due to the time dependent nature of the control
variable given in [20, Equations (15)-(16)].
We conclude the chapter with the differentiability properties of the opera-
tors associated with the semi-discrete and discrete problem (2.31) and (2.32),
respectively, which are similar to those just shown above. In the following, we
omit the subscript from the test function for sake of readability.
Lemma 3.4.6. The semi-discrete control-to-state map
(3.34) Sk : L
∞(I,Rm)→ Uk
is of class C2. For a given q with corresponding state uk = Sk(q) and a direction
p ∈ L∞(I,Rm), its first derivative along p
(3.35) vk,p := S
′
k(q)p
is the solution of
(3.36) B(vk,p, ϕ) + (∂ud(·, ·, uk)vk,p, ϕ)I = (pg, ϕ)
for all ϕ ∈ Uk. For p1, p2 ∈ L∞(I,Rm), its second derivative
(3.37) vk,p1p2 := S
′′
kp1p2
is the solution of
(3.38) B(vk,p1p2 , ϕ) + (∂ud(·, ·, uk)vk,p1p2 , ϕ)I = −(∂2ud(·, ·, uk)vk,p1vk,p2 , ϕ)I
for all ϕ ∈ Uk.
Remark 3.4.7. After extending the definition of the state constraint (2.27d) to
the semi-discrete problem as
(3.39) Fk : Uk → Uk(R),
the twice differentiability of the solution operator Sk entails that
(3.40) Gk := (Fk ◦ Sk) : L∞(I,Rm)→ Uk(R)
is of class C2 as well.
We now derive Lipschitz properties for Sk and its first derivative.
Lemma 3.4.8. For q1, q2, p ∈ Qad, there exists a constant C independent of k
such that there holds
‖Sk(q1)− Sk(q2)‖I ≤ C‖q1 − q2‖L2(I,Rm),(3.41)
‖S′k(q1)p− S′k(q2)p‖I ≤ C‖q1 − q2‖L2(I,Rm)‖p‖L2(I,Rm),(3.42)
‖S′k(q1)p− S′k(q2)p‖L∞(I,L2(Ω)) ≤ C‖q1 − q2‖L2(I,Rm)‖p‖L2(I,Rm).(3.43)
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Proof. The first two relations follows from [68, Lemma 3.1]. For the third one we
argue exactly as in (3.31e) observing that for S′k(q)p we have stability estimates
as for Sk, see Remark 3.4.2.
For the discrete control-to-state map
(3.44) Skh : L
∞(Ω)→ Ukh
and the operator
(3.45) Gkh : (Fkh ◦ Skh)→ Ukh(R)
where
(3.46) Fkh : Ukh → Ukh(R)
represents the state constraint (3.46) in the discrete level, there hold the same
properties as for Sk and Gk. The first and second derivative of Skh are defined
by (3.36) and (3.38), respectively, with test functions from Ukh. Also the
Lipschitz properties expressed in Lemma 3.4.8 are still valid with arguments now
from [68, Lemma 4.1].
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equation
This chapter is concerned with the derivation of a priori estimates for the error
arising from the space-time discretization of the state equation.
The technique used is inspired by [57] where a duality argument is employed
for the analysis of the backward Euler method, which coincides with the dis-
continuous Galerkin method of lowest order. This approach has later been
extended in the seminal paper [29] to analyze the general dG(r)-method; used in
combination with the standard Galerkin method, the authors obtain estimates
in the L2(I, L2(Ω))-norm, see also [62].
A further extension of such method has been employed in [27, 28] and [61] to
obtain L∞(I, L2(Ω))-norm estimates with similar order of convergences. In the
former, time and space meshes are coupled, while in the latter they can be chosen
independently from each other as in the case at hand. Another feature of [61],
already exploited in [57] and referred as smoothing property, is the low-regularity
required for the right-hand side of the state equation.
For the semi-linear state equation, we follow an idea of [70] which has been
extended in [68], see also [11], to obtain estimates in the L∞(I, L2(Ω))-norm. The
semi-linear term is substituted by a linearized term bounded in L∞(I×Ω). Prior
to the derivation of L∞(I, L2(Ω))-norm estimates, also estimates in L2(I, L2(Ω))
are necessary to cope with the presence of such linearized term.
The scope of this chapter is twofold: from one side, we derive L∞(I,H10 (Ω))-
norm estimates for the linear problem; from the other, we extend the approach
of [68] to obtain estimates in L∞(I, L2(Ω)) for semi-linear equations. These esti-
mates have been derived by the author of this thesis in [56] and [55], respectively.
Further, we will argue how to extend these techniques to obtain L∞(I,H10 (Ω))-
norm estimates for the semi-linear setting.
In particular, analyzing separately the influence of the temporal and spatial
discretization, we obtain the following orders of convergence for the linear state
equation (2.20b)
(4.1)
‖u−ukh‖L∞(I,H10 (Ω)) ≤ C
(
k
(
log
T
k
+ 1
) 1
2
+h
)(
‖qg‖L∞(I,H10 (Ω)) +‖u0‖H˙3(Ω)
)
and, for the semi-linear state equation (2.27b)
(4.2)
‖u− ukh‖L∞(I,L2(Ω)) ≤C
(
k
(
log
T
k
+ 1
) 1
2
+ h2
(
log
T
k
+ 1
) 1
2
)
·
·
(
‖qg‖L∞(I,L2(Ω)) + ‖u0‖H2(Ω) + ‖d(·, ·, 0)‖L∞(I×Ω)
)
We now outline the structure of the chapter. In Section 4.1, we list a series
of backward/forward auxiliary problems and disclose the technique behind the
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error analysis. Section 4.2 is concerned with the stability analysis of these
auxiliary problems which will be performed separately for the linear and semi-
linear case. In Section 4.3, we derive L∞(I,H10 (Ω))-norm estimate for the linear
state equation with corresponding estimates in negative norms for the auxiliary
problems. Then, in Section 4.4, we obtain L∞(I, L2(Ω)) estimates for the semi-
linear state equation. Finally, Section 4.5 is devoted to confirm our results
numerically.
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4.1 Auxiliary problems and the error analysis
We begin presenting a list of auxiliary problems which will be needed in the
following sections. The regularity of their solutions is entailed by the discussion
in Chapter 3. Therefore, without further ado we directly state the problems
with corresponding data regularities.
We start with the standard backward counterpart of the uncontrolled state
equation and the analogue problem defined on a truncated time interval. Both will
be exploited to estimate the interpolation error in the the temporal discretization.
In the following, we denote with W and Ŵ two spaces to be chosen later
accordingly to the regularity of the data.
Problem 4.1.1. Find the solution w ∈W of
(4.3)
−(ϕ, ∂tw)I + (∇ϕ,∇w)I = 0,
w(T ) = wT ,
for
(a) given wT ∈ L2(Ω), for any ϕ ∈W (0, T ) and W := W (0, T );
(b) given wT ∈ H−1(Ω) for any
ϕ ∈ L2(I,H2(Ω)) ∩H1(I, L2(Ω)),
and
W := L2(I, L2(Ω)) ∩H1(I, (H˙2)∗).
Problem 4.1.2. For the time interval Î = (0, tˆ), tˆ ∈ IN , find the solution
ŵ ∈ Ŵ of
(4.4)
−(ϕ, ∂tŵ)Î + (∇ϕ,∇ŵ)Î = 0,
ŵ(tˆ ) = wT ,
for
(a) given wT ∈ L2(Ω), for any ϕ ∈W (0, tˆ) and Ŵ := W (0, tˆ);
(b) given wT ∈ H−1(Ω) for any
ϕ ∈ L2(Î , H2(Ω)) ∩H1(Î , L2(Ω)),
and
Ŵ := L2(Î , L2(Ω)) ∩H1(Î , (H˙2)∗).
Remark 4.1.3. The choice tˆ ∈ IN is purely arbitrary, dictated by the fact that
in the analysis we focus our attention mostly on the last time interval IN . We
will comment how to handle the case of a general time interval In in the proof
of Theorem 4.3.6.
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Auxiliary problems are required also for the semi-discrete and discrete state
equation. The definitions of the bilinear form B(·, ·) and the space Uk(H−1(Ω))
are those given in (2.15) and Remark 2.2.6, respectively.
Problem 4.1.4. For a given wT ∈ H−1(Ω), find the solution
(a) wk ∈ Uk(H−1(Ω)) of
(4.5) B(ϕk, wk) = (ϕk,N , wT ), ∀ϕk ∈ Uk;
(b) wkh ∈ Ukh of
(4.6) B(ϕkh, wkh) = (ϕkh,N , wT ), ∀ϕkh ∈ Ukh.
Problem 4.1.5. For a given v0 ∈ H˙2(Ω), find the solution
(a) vk ∈ Uk of
(4.7) B(vk, ϕk) = (v0, ϕk,1), ∀ϕk ∈ Uk;
(b) vkh ∈ Ukh of
(4.8) B(vkh, ϕkh) = (v0, ϕkh,1), ∀ϕkh ∈ Ukh.
To treat the the semi-linear state equation, we require auxiliary problems
similar to those defined above. The linearization is performed through the
functions
(4.9) d˜ =
{
d(u(t,x))−d(uk(t,x))
u(t,x)−uk(t,x) if u(t, x) 6= uk(t, x)
0 else,
and
(4.10) dˆ =
{
d(uk(t,x))−d(ukh(t,x))
uk(t,x)−ukh(t,x) if uk(t, x) 6= ukh(t, x)
0 else,
see [68,70]. We note that these functions are bounded thanks to the boundedness
of Qad.
Problem 4.1.6. For a given wT ∈ L2(Ω), find the solution
(a) w ∈W (0, T ) of
(4.11)
−(ϕ, ∂tw)I + (∇ϕ,∇w)I + (ϕ, d˜w)I = 0, ∀ϕ ∈W (0, T ),
w(T ) = wT ;
(b) ŵ ∈W (0, tˆ) of
(4.12)
−(ϕ, ∂tŵ)Î + (∇ϕ,∇ŵ)Î + (ϕ, d˜ŵ)Î = 0, ∀ϕ ∈W (0, T ),
w(tˆ) = wT .
Problem 4.1.7. For a given wT ∈ L2(Ω), find the solution
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(a) wk ∈ Uk of
(4.13) B(ϕk, wk) + (ϕk, dˆwk)I = (ϕk,N , wT ), ∀ϕk ∈ Uk;
(b) wkh ∈ Ukh of
(4.14) B(ϕkh, wkh) + (ϕkh, dˆwkh)I = (ϕkh,N , wT ), ∀ϕkh ∈ Ukh.
Problem 4.1.8. For a given v0 ∈ H˙2(Ω), find the solution
(a) vk ∈ Uk of
(4.15) B(vk, ϕk) + (dˆvk, ϕk)I = (v0, ϕk,1), ∀ϕk ∈ Uk;
(b) vkh ∈ Ukh of
(4.16) B(vkh, ϕkh) + (dˆvkh, ϕkh)I = (v0, ϕkh,1), ∀ϕkh ∈ Ukh.
We observe that similar to (3.4), the solutions of the auxiliary linearized
problems satisfy the following relations
B(ϕkh, wk − wkh) = −(ϕkh, (wk − wkh)dˆ)I , ∀ϕkh ∈ Ukh,(4.17)
B(vk − vkh, ϕkh) = −((vk − vkh)dˆ, ϕkh)I , ∀ϕkh ∈ Ukh,(4.18)
while for the linear case these relations display the classical Galerkin orthogonality.
We anticipate here that one of the main difference between the linear and
semi-linear case relies indeed in these relation and we can already see how
L2(I, L2(Ω))-norm estimates for the error in the dual variables will come into
play for the semi-linear case.
Remark 4.1.9. In the following sections, we will also need Problem 4.1.7(a)
defined through the linearization (4.9). The corresponding equation is (4.13) with
d˜ in place of dˆ. In this case, there holds the relation
(4.19) B(ϕk, w − wk) = −(ϕk, (w − wk)d˜)I , ∀ϕk ∈ Uk.
With the auxiliary problems at hand, we unveil now the approach which will
be used in the rest of this section for the derivation of error estimates.
The discretization error is split into its temporal and spatial part
e = u− ukh
= u− uk + uk − ukh
= ek + eh.
Then, at any level of discretization, the error is reconducted via a duality
argument to estimates for the backward and forward auxiliary problems. For
the error in the dual variable, we use the following notation
ε = w − wkh
= w − wk + wk − wkh
= εk + εh.
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When no confusion arises, we use the same notation for v, vk, vkh as well.
The most challenging part consists in the L∞-norm estimate for the temporal
error. In particular, the error arising from the time discretization is decomposed
on each time interval In into an interpolation error and the error in the interior
of the time interval, namely
ek = u− uk
= u(·)− u(tn) + u(tn)− uk(tn),
for tn ∈ In.
The interpolation error, i.e., u(·)−u(tn), is handled using the continuous auxiliary
Problems 4.1.1 and 4.1.2 with corresponding energy-type estimates.
For the error inside the time interval, i.e., u(tn) − uk(tn), we introduce the
following projection operator acting in time, see [84, Section 12].
Definition 4.1.10. Let pik : C(I¯ \ IN ,W )→ Uk(W ) be the projection operator
defined by
pikw|In = w(tn−1),
where
(a) W := H−1(Ω) for model problem (2.20);
(b) W := H10 (Ω) for model problem (2.27).
The extension of pik to Uk(W ) is given by pik|Uk = IUk , where I is the identity
operator.
A classical approximation property of this operator is given by
(4.20) ‖ϕ− pikϕ‖I ≤ Ckr+1n ‖∂r+1t ϕ‖In ,
see [84, Equation (12.10)], where the order r is the order of the discontinuous
Galerkin approximation. Namely, r = 0 in our case.
This operator is used in the backward problems to express the error as
(4.21)
εk = w − wk
= w − pikw + pikw − wk
= ηk + ξk,
that is, a projection error ηk and a discretization error ξk. For the former,
we exploit time-weighted estimate for the solution of Problem 4.1.1; the latter
requires some more technical intermediates steps.
In the analysis of the spatial error eh, and of the associated dual error εh,
we use a similar approach. The solutions wk and wkh are not compared directly,
we rather introduce the standard L2-projector in space
(4.22) Ph : H
1
0 (Ω)→ Vh, (Phwk, ϕ) = (wk, ϕ), ∀ϕ ∈ Vh,
and write
εh = wk − wkh
= wk − Phwk + Phwk − wkh
= ηh + ξh.
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Then, we exploit the approximation properties of Ph, together with estimates for
the solution wk, to bound the projection error ηh. The second part, ξh, is purely
a discretization error and the derivation requires several stability estimates for
the forward auxiliary problems.
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4.2 Stability analysis
We obtain stability results for the solutions of the auxiliary problems presented
in the previous section. These results constitute the basis for the derivation of
the estimates in negative norms in Sections 4.3 and 4.4.
4.2.1 Linear problem
In a first step, we obtain time-weighted estimates for the solution w of Prob-
lem 4.1.1 (b). This result corresponds to [56, Lemma 4.4].
Proposition 4.2.1. Let w ∈ L2(I, L2(Ω)) ∩H1(I, (H˙2)∗) be solution of Prob-
lem 4.1.1 (b). Then there holds∫
I
(T − t)‖∂tw(t)‖2H−1(Ω)dt ≤ C‖wT ‖2H−1(Ω),(4.23a) ∫
I\IN
‖∂tw(t)‖H−1(Ω)dt ≤ C
(
log
T
k
) 1
2 ‖wT ‖H−1(Ω).(4.23b)
Proof. We start with the first relation testing (4.3) with ϕ = (T − t)∆−1∂tw to
get
(4.24) −
∫
I
(T − t)(∆−1∂tw, ∂tw)dt+
∫
I
(T − t)(∇∆−1∂tw,∇w)dt = 0.
We apply integration by parts in space to both terms obtaining
(4.25)
−
∫
I
(T − t)(∆−1∂tw, ∂tw)dt = −
∫
I
(T − t)(∆−1∂tw,∆∆−1∂tw)dt
=
∫
I
(T − t)‖∇∆−1∂tw‖2dt,
and
(4.26)
∫
I
(T − t)(∇∆−1∂tw,∇w) = −
∫
I
(T − t)(∂tw,w)dt
For the latter, we observe∫
I
(T − t)(∂tw,w)dt = 1
2
∫
I
d
dt
(
(T − t)‖w(t)‖2)dt+ 1
2
‖w‖2I
which, inserted back in (4.26), leads to
(4.27)
−
∫
I
(T − t)(∂tw,w)dt = −1
2
‖w‖2I −
1
2
∫
I
d
dt
(
(T − t)‖w(t)‖2)dt
= −1
2
‖w‖2I +
T
2
‖w(0)‖2.
Combining (4.25) with (4.27), we conclude from (4.24)∫
I
(T − t)‖∇∆−1∂tw‖2dt+ T
2
‖w(0)‖2 = 1
2
‖w‖2I ≤ C‖∇∆−1wT ‖2
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where in the last step we used (3.7).
The last relation directly follows from (4.23a) thanks to the Cauchy-Schwarz
inequality. In fact, recalling that k 6= T , there holds∫
I\IN
‖∂tw(t)‖H−1(Ω)dt ≤
(∫
I\IN
(T − t)−1dt
) 1
2
(∫
I\IN
(T − t)‖∂tw(t)‖2H−1(Ω)dt
) 1
2
≤ C
(
log
T
k
) 1
2
(∫
I
(T − t)‖∂tw(t)‖2H−1(Ω)dt
) 1
2
.
≤ C
(
log
T
k
) 1
2 ‖wT ‖H−1 .
We now extend the energy estimate (3.7) to the solution of the time-discrete
Problem 4.1.4 (a) as well. This estimate has been derived in [56, Lemma 4.9].
Proposition 4.2.2. Let wk ∈ Uk(H−1(Ω)) be solution of (4.5). Then there
holds
(4.28) ‖wk‖I + ‖wk,1‖H−1(Ω) ≤ c‖wT ‖H−1(Ω)
Proof. We observe that the bilinear form defined in (2.15) can be formulated as
B(ϕk, wk) = −
N∑
n=1
(ϕk, ∂twk)In + (∇ϕk,∇wk)I −
N−1∑
n=1
(ϕk,n, [wk]n) + (ϕk,N , wk,N )
= (∇ϕk,∇wk)I −
N−1∑
n=1
(ϕk,n, [wk]n) + (ϕk,N , wk,N )
by means of integration by parts in time.
Then, we rewrite (4.5) on any time interval In, n = 1, ..., N − 1, as
(4.29) (∇ϕk,∇wk)In − (ϕk,n, [wk]n) = 0, ∀ϕk ∈ P0(In, Vh),
observing that wk,N = wT .
In the expression above, we set as test function ϕk = −∆−1wk, obtaining
(4.30) −(∇∆−1wk,∇wk)In + (∆−1wk,n, [wk]n) = 0.
Employing integration by parts in space to both terms, we obtain
(4.31) −(∇∆−1wk,∇wk)In = (∆∆−1wk, wk)In = ‖wk‖2In .
and
(∆−1wk,n, [wk]n) = (∆−1wk,n, [∆∆−1wk]n)
= −(∇∆−1wk,n, [∇∆−1wk]n)
For the latter, we exploit the relation
(4.32) −(ϕk,n, [ϕk]n) = 1
2
(− ‖ϕk,n+1‖2 + ‖[ϕk]n‖2 + ‖ϕk,n‖2),
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for all ϕk ∈ Uk(V ) to get, up to a constant,
(4.33) −(∇∆−1wk,n, [∇∆−1wk]n) ≥ ‖∇∆−1wk,n‖2 − ‖∇∆−1wk,n+1‖2,
neglecting the positive jump-term in (4.32).
Inserting (4.31) and (4.33) in (4.30), it follows
‖wk‖2In + ‖∇∆−1wk,n‖2 − ‖∇∆−1wk,n+1‖2 ≤ 0,
and the assertion is shown summing over n = 1, ..., N − 1.
Last results for this section is a stability results for the forward Prob-
lem 4.1.5 (a) already present in the literature, see [61, Theorem 4.6]. The
proof will be given in Proposition 4.2.9 where this result will be extended to the
semi-linear case.
Proposition 4.2.3. Let vk be solution of (4.7). Then there holds
T‖∇∆vk,N‖2 + ‖∆vk,N‖2 + ‖∇∆vk‖2I +
N∑
n=2
tn−1
kn
‖[∆vk]n−1]‖2 ≤ C‖∆v0‖2.

4.2.2 Extension to semi-linear problems
Firstly, similarly to Proposition 4.2.1, we obtain time-weighted estimates for the
solution of Problem 4.1.6 (a) together with an energy estimate for it.
Proposition 4.2.4. Let w ∈W (0, T ) be solution of (4.11). Then there holds
‖∂tw‖I + ‖∇w‖I + max
t∈I¯
‖w(t)‖ ≤ C‖wT ‖,(4.34a) ∫
I
(T − t)‖∂tw(t)‖2dt ≤ C‖wT ‖2,(4.34b) ∫
I\IN
‖∂tw(t)‖dt ≤ C
(
log
T
k
)
‖wT ‖.(4.34c)
Proof. The first relation is already in the literature, see, e.g., [85, Lemma 7.10]
and the reference therein.
We focus on (4.34b) and, through the choice ϕ = −(T − t)∂tw in (4.11), we have∫
I
(T − t)‖∂tw‖2dt−
∫
I
(T − t)(∇∂tw,∇w)dt = ((T − t)∂tw, d˜w)I
≤ 1
2
(
‖(T − t)∂tw‖2I + ‖(T − t)d˜w‖2I
)
≤ 1
2
(
‖(T − t)∂tw‖2I + c‖d˜‖∞,∞‖w‖2I
)
,
using Young’s inequality and the boundedness of d˜.
Then, we observe that∫
I
(T − t)(∇∂tw,∇w)dt = 1
2
∫
I
∂
∂t
(
(T − t)‖∇w(t)‖2)dt+ 1
2
‖∇w‖2I ,
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and conclude∫
I
(T − t)‖∂tw‖2dt+ T‖∇w(0)‖ ≤ ‖∇w‖2I + c‖d˜‖∞,∞‖w‖2I
≤ C‖wT ‖
thanks to (4.34a).
Once (4.34b) has been derived, the last stability estimate (4.34c) easily follows
as in (4.23b) applying the Cauchy-Schwarz inequality, compare with the proof
of Proposition 4.2.1
Next result is concerned with the stability of the forward time-discrete
auxiliary problem defined by (4.15). It will be used in Lemma 4.4.17 to obtain
a L1(I, L2(Ω))-norm estimate for the solutions of Problem 4.1.7. This has to
be compared with [61, Theorem 4.5] where the same it is obtained in the linear
setting.
Proposition 4.2.5. For the solution vk of Problem 4.1.8 (a), there holds
(4.35) ‖vk,N‖2 + T‖∇vk,N‖2 + ‖∇vk‖2I +
N∑
n=1
tn‖∆vk‖2In ≤ C‖v0‖2.
Proof. On each time interval the equation (4.15) reads
(4.36) (∇vk,∇ϕk)In + ([vk]n−1, ϕk,n) + (dˆvk, ϕk)In = 0.
We test it with ϕk = vk and, using the relation
(4.37) ([vk]n−1, vk,n, ) =
1
2
(− ‖vk,n−1‖2 + ‖[vk]n−1‖2 + ‖vk,n‖2),
we get
(4.38) 2‖∇vk‖2In + ‖vk,n‖2 + 2‖
√
dˆvk‖2In ≤ ‖vk,n−1‖2.
Summing for n = 1, ..., N we obtain the first part of the claim
(4.39) 2‖∇vk‖2I + ‖vk,N‖2 + 2‖
√
dˆvk‖2I ≤ ‖vk,0‖2 = ‖v0‖2.
To obtain the remaining estimate, we test (4.36) with ϕk = −tn∆vk and get
−tn(∇vk,∇∆vk)In − tn([vk]n−1,∆vk,n)− tn(dˆvk,∆vk)In = 0.
Then we integrate by parts and use (4.37) to have
(4.40) 2tn‖∆vk‖2In + tn‖∇vk,n‖2 ≤ tn‖∇vk,n−1‖2 + 2tn(dˆvk,∆vk)In .
We focus on the right-hand side. Observing tn = tn−1 + kn and recalling
kn ≤ k˜−1kn−1, the former term is written as
(4.41)
tn‖∇vk,n−1‖2 = (tn−1 + kn)‖∇vk,n−1‖2
≤ tn−1‖∇vk,n−1‖2 + k˜−1kn−1‖∇vk,n−1‖2,
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while the latter, via Young’s inequality and the boundedness of dˆ, takes form
(4.42) 2tn(dˆvk,∆vk)In ≤ Ctn‖vk‖2In + tn‖∆vk‖2In
Combing (4.41) and (4.42) in (4.40), summing over n = 2, ..., N , and noting
t1 = k1, we have
(4.43)
N∑
n=2
tn‖∆vk‖2In + T‖∇vk,N‖2 ≤ t1‖∇vk,1‖2 + k˜−1
N∑
n=2
kn−1‖∇vk,n−1‖2
+ C
N∑
n=2
tn‖vk‖2In
= k1‖∇vk,1‖2 + k˜−1
N−1∑
n=1
‖∇vk‖2In
+ C
N∑
n=2
tn‖vk‖2In
≤ C
(
‖∇vk‖2I +
N∑
n=2
tn‖vk‖2In
)
The first term in the right-hand side displays the sought bound thanks to
(4.39). On the other hand, we need a bound for the other term in the right-hand
side as well as an estimate for t1‖∆vk‖2I1 in the left-hand side. We start with
the former.
(i) Testing (4.36) with ϕk = tnvk, using (4.37) and kn ≤ k˜−1kn−1, we have
2tn‖∇vk‖2In + 2tn‖
√
dˆvk‖2In + tn‖vk,n‖2 ≤ tn−1‖vk,n−1‖2
= (tn−1 + kn)‖vk,n−1‖2
≤ tn−1‖vk,n−1‖2 + k˜−1kn−1‖vk,n−1‖2.
Summing for n = 2, ..., N yields
(4.44)
2
N∑
n=2
tn‖∇vk‖2In +
N∑
n=2
tn‖
√
dˆvk‖2In + T‖vk,N‖2
≤ t1‖vk,0‖2 + k˜−1
N∑
n=2
kn−1‖vk,n−1‖2
= k1‖vk,0‖2 + k˜−1
N−1∑
n=1
‖vk‖2In
≤ C‖vk‖2I ≤ C‖∇vk‖2I
≤ C‖v0‖2
using (4.39) in the last step.
Then the claim follows observing that
(4.45)
N∑
n=2
tn‖vk‖2In ≤
N∑
n=2
tn‖∇vk‖2In ≤ C‖v0‖2.
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(ii) To bound t1‖∆vk‖2I1 we test (4.36) with ϕk = −∆vk restricting our atten-
tion on the first time interval. This gives, after integration by parts and
thanks to dˆ being bounded,
‖∆vk‖2I1 = ([vk]0,∆vk,1) + (dˆvk,∆vk)I1
= (vk,1 − v0,∆vk,1) + (dˆvk,∆vk)I1
≤ ‖vk,1 − v0‖‖∆vk,1‖+ C‖vk‖I1‖∆vk‖I1
= ‖vk,1 − v0‖ 1√
k1
‖∆vk‖I1 + C‖vk‖I1‖∆vk‖I1 ,
which implies
k1‖∆vk,1‖ ≤ ‖vk,1 − v0‖+ C
√
k1‖vk‖I1
= ‖vk,1 − v0‖+ Ck1‖vk,1‖.
Then, using the inequality above, t1 = k1 and Minkowski’s inequality, we
have
(4.46)
t1‖∆vk‖2I1 = t1k1‖∆vk,1‖2 = k21‖∆vk,1‖2
≤ C
(
‖vk,1‖2 + ‖v0‖2 + k21‖vk,1‖2
)
= C
(
‖vk,1‖2 + ‖v0‖2 + t1‖vk‖2I1
)
Then, the first term in the right-hand side is bounded by (4.38) restricted
to n = 1, while for the last we observe that, summing for n = 1, ..., N in
(4.44) gives
2
N∑
n=1
tn‖∇vk‖2In ≤ k˜−1
N∑
n=1
kn−1‖vk,n−1‖2 ≤ C‖vk‖2I ≤ C‖∇vk‖2I ,
and, in particular,
t1‖vk‖2I1 ≤ Ct1‖∇vk‖2I1 ≤ C‖∇vk‖2I ≤ C‖v0‖2
using (4.39) in the last inequality.
Back in (4.46), this gives
(4.47) t1‖∆vk‖2I1 ≤ C‖v0‖
Combining (4.45) and (4.47) in (4.43), we obtain the claim
(4.48)
N∑
n=1
tn‖∆vk‖2In + T‖∇vk,N‖2 ≤ C‖v0‖.
Remark 4.2.6. The part (i) of the proof above can be obtained directly through
the Poincare´ inequality. We have not use it in the first place in order to derive
inequality (4.44), which has been later used in the proof.
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Next, we need accessory results to handle the derivatives of the term d(·, ·, u).
It is here that we need the semi-linear term to be four times differentiable, see
Remark 2.3.1. In the following, we shorten the notation to d(u).
Lemma 4.2.7. For u ∈ L2(I,H2(Ω)) ∩ L∞(I,H10 (Ω)) there holds
(4.49) ‖∆∂iud(u)‖I + ‖∇∂iud(u)‖L4(I×Ω) ≤ C, i = 1, 2.
where the constant C depends on ‖u‖H2(Ω).
Proof. With no loss of generality we restrict our attention on the spatial variable
x rather than on the whole spatial domain, and we show the claim for i = 2.
Referring to [85, Section 4.3.2] for the notion of derivative for a Nemytskii
operator, we have
(4.50) ∂2x∂
2
ud(u) = ∂
3
ud(u)∂
2
xu+ ∂
4
ud(u)∂xu∂xu+ ∂xd(u) + ∂ud(u)∂xu.
By Assumption 2.3.1 (i) the Nemytskii operator d is fourth continuously dif-
ferentiable with respect to u. Further, the assumed spatial regularity of u and
the embedding L∞(I,H10 (Ω)) ↪→ L4(I × Ω) implies ∂xu ∈ L4(I × Ω). Therefore,
we can regard the right-hand side of (4.50) as an element of L2(I, L2(Ω)), from
which we infer
‖∆∂2ud(u)‖I ≤ C‖∆u‖I + C‖∇u‖2L4(I×Ω).
For the term left, we have
∂x∂
2d(u) = ∂3ud(u)∂xu,
and therefore the claim follows with same arguments as before.
Lemma 4.2.8. For the solution vk of Problem 4.1.8(a), there holds
(4.51) ‖∆(dˆvk)‖In ≤ C(‖vk‖In + ‖∇vk‖L4(I×Ω) + ‖∆vk‖In)
for any n = 1, .., N .
Proof. We observe that by definition dˆ is the difference quotient of the semi-linear
term d. We have
dˆ =
d(u)− d(uk)
u− uk = ∂ud(u) +
1
2
∫ 1
0
∂2ud(u+ s(uk − u))(u− uk)ds.
Then, with v(s) = u+ s(uk − u), it follows
(4.52) ∆(dˆvk) = ∆(∂ud(u)vk) +
1
2
∫ 1
0
∆(∂2ud(v(s))(u− uk)vk)ds.
For the former term in the right-hand side of (4.52) we have
∆(∂ud(u)vk) = ∂ud(u)∆vk + 2∇∂ud(u)∇vk + vk∆∂ud(u),
from which
(4.53)
‖∆(∂ud(u)vk)‖In ≤ ‖∂ud(u)‖∞,∞‖∆vk‖In + ‖∆∂ud(u)‖In‖vk‖In
+ 2‖∇∂ud(u)‖L4(In×Ω)‖∇vk‖L4(In×Ω)
≤ C(‖vk‖In + ‖∇vk‖L4(I×Ω) + ‖∆vk‖In),
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where in the last step, we used Assumption 2.3.1 to bound ‖∂ud(u)‖∞,∞ and
Lemma 4.2.7 for the rest.
For the remaining term in (4.52), we have∫ 1
0
∆(∂2ud(v(s))(u− uk)vk)ds =
∫ 1
0
∂2ud(v(s))∆((u− uk)vk)ds
+ 2
∫ 1
0
∇∂2ud(v(s))∇((u− uk)vk)ds
+
∫ 1
0
∆(∂2ud(v(s)))(u− uk)vkds.
Applying Lemma 4.2.7 to the equality above, we obtain
(4.54)∥∥∥∫ 1
0
∆(∂2ud(v(s))(u− uk)vk)ds
∥∥∥
In
≤ C‖u− uk‖∞,∞‖vk‖In
+ C‖∇((u− uk)‖L4(In×Ω)‖∇vk‖L4(In×Ω)
+ C‖∆((u− uk)‖In‖∆vk‖In
≤ C(‖vk‖In + ‖∇vk‖L4(I×Ω) + ‖∆vk‖In),
using in the last step the stability of u and uk solutions of (2.28) and (2.29)
from Proposition 3.2.2 and 3.2.3, respectively.
Then the claim follows combining (4.53) with (4.54).
Last result of this section is a stability estimate similar to the one of Proposi-
tion 4.2.5 but this time with respect to the H2(Ω)-norm of the initial data. This
will be needed in Lemmas 4.4.14 and 4.4.15. The following stability estimate
has been derived in the linear setting in [61, Theorem 4.6]. For the extension to
the semi-linear setting, the previous Lemma 4.2.8 is required to deal with the
presence of the semi-linear term.
Proposition 4.2.9. For the solution vk of Problem 4.1.8(a), it holds
(4.55)
T‖∇∆vk,N‖2 + ‖∆vk,N‖2 +
N∑
n=2
tn−1
kn
‖[∆vk]n−1‖2 +
N∑
n=2
tn−1‖[∆vk]n−1‖2
≤ C‖∆v0‖2
Proof. In a first step, after rewriting (4.15) on each time interval In. we test it
with ϕk = ∆
2vk and, after integration by parts in the first term, we have
(4.56) ‖∇∆vk‖2In + ([∆vk]n−1,∆vk,n) + (dˆvk,∆2vk)In = 0.
Then, thanks to (4.37), we have
(4.57) 2‖∇∆vk‖2In + ‖∆vk,n‖2 ≤ ‖∆vk,n−1‖2 − 2(∆(dˆvk),∆vk)In .
For the last term in the right hand side, we use Lemma 4.2.8 to conclude
−2(∆(dˆvk),∆vk)In ≤ ‖∆(dˆvk)‖In‖∆vk‖In
≤ C‖∆vk‖2In ,
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using the fact that the ‖ · ‖In and the ‖ · ‖L4(I×Ω) norms are bounded by the
‖ · ‖L2(I,H2(Ω)) norm.
Inserting the inequality above in (4.57) and summing for n = 1, ..., N , we get
(4.58) 2‖∇∆vk‖2I + ‖∆vk,N‖2 ≤ ‖∆v0‖2 + C‖∆vk‖2I ≤ C‖∆v0‖2.
To estimate the jump term, we test (4.15) with ϕk =
tn−1
kn
[∆2vk]n−1 and obtain,
after integration by parts in the first term,
tn−1
kn
(∇∆vk, [∇∆vk]n−1)In +
tn−1
kn
‖[∆vk]n−1‖2 + (dˆvk, [∆2vk]n−1)In = 0.
Then, observing that
tn−1
kn
(∇∆vk, [∇∆vk]n−1)In = tn−1(∇∆vk, [∇∆vk]n−1),
we apply relation (4.37) to this term, and get
(4.59)
tn‖∇∆vk,n‖2 + 2 tn−1
kn
‖[∆vk]n−1‖2 ≤ tn−1‖∇∆vk,n−1‖2 + kn‖∇∆vk,n‖2
− 2 tn−1
kn
(∆(dˆvk), [∆vk]n−1)In ,
using that tn−1 = tn − kn. We focus on the last term in the right hand-side.
Young’s inequality yields
−2 tn−1
kn
(∆(dˆvk), [∆vk]n−1)In ≤ tn−1‖∆(dˆvk)‖2In +
tn−1
k2n
‖[∆vk]n−1‖2In
≤ T‖∆(dˆvk)‖2In +
tn−1
kn
‖[∆vk]n−1‖2
Then, arguing as in the first part of the proof, we have
(4.60) ‖∆(dˆvk)‖2In ≤ C‖∆vk‖2In ,
and ultimately
−2 tn−1
kn
(∆(dˆvk), [∆vk]n−1)In ≤ C‖∆vk‖2In +
tn−1
kn
‖[∆vk]n−1‖2.
Using the relation above in (4.59) and summing for n = 2, ..., N we obtain
(4.61)
T‖∇∆vk,N‖2+
N∑
n=2
tn−1
kn
‖[∆vk]n−1‖2 ≤ t1‖∇∆vk,1‖2
+
N∑
n=2
‖∇∆vk‖2In + C
N∑
n=2
‖∆vk‖2In
≤ ‖∇∆vk‖2I + C‖∆vk‖2I ,
using in the last step t1 = k1.
Then, combining the relation above with (4.58), we obtain the claim.
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4.3 Error analysis for linear equations
Based on the stability analysis of Section 4.2, we derive L∞(I,H10 (Ω))-norm
estimates for the solutions of the continuous state equation (2.22), and the
semi-discrete (2.23) and discrete (2.24) one.
4.3.1 Temporal error
As we will see at the end of this section, the error ek in the primal variable depends
on the error in the dual variable εk in the L
1(I,H−1(Ω)) and H−3(Ω)-norms.
We state these estimates in the following theorem whose proof will be given
subsequently with a series of lemmas. This result corresponds to [56, Lemma 4.7]
of the thesis author.
Theorem 4.3.1. Let w and wk be solutions of Problems (4.1.1)(b) and (4.1.4)(a),
respectively. Then, the corresponding error satisfies
(4.62)
‖w − wk‖L1(I,H−1(Ω)) + ‖w(0)− wk,1‖H−3(Ω) ≤ Ck
(
log
T
k
+ 1
) 1
2 ‖wT ‖H−1(Ω).
Proof. The strategy is to compare w with the projection operator pik when
applied to w itself. Observing that pikw(0) = w(0), we split the error into
‖w − wk‖L1(I,H−1(Ω)) + ‖w(0)− wk,1‖H−3(Ω)
≤ ‖w − pikw‖L1(I,H−1(Ω)) + ‖pikw − wk‖L1(I,H−1(Ω)) + ‖pikw(0)− wk,1‖H−3(Ω).
Then, the claim follows combining Lemmas 4.3.3 and 4.3.5.
First lemma involves the continuous problems 4.1.1 and 4.1.2; it will be used
to bound the error at the temporal nodal point. This result has been derived
in [56, Lemma 4.3] by the author of this thesis.
Lemma 4.3.2. For the error between w and ŵ solutions of Problems (4.1.1)(b)
and (4.1.2)(b), respectively, there holds
(4.63)
‖w − ŵ‖L1(Î,H−1(Ω)) + ‖w(0)− ŵ(0)‖H−3(Ω) ≤ Ck
(
log
T
k
+ 1
) 1
2 ‖wT ‖H−1(Ω).
Proof. To derive the equation for the error εˆ := ŵ − w, we subtract (4.3) from
(4.4) and integrate on Î only, obtaining
−(ϕ, ∂tεˆ)Î + (∇ϕ,∇εˆ)Î = 0
for any ϕ ∈ L2(Î , H˙2(Ω)) ∩H1(Î , L2(Ω)).
Integration by parts in the second term gives
(4.64) −(ϕ, ∂tεˆ)Î − (∆ϕ, εˆ)Î = 0.
We estimate separately the two terms in the left-hand side of (4.63), starting
with ‖εˆ(0)‖H−3(Ω).
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(i) Testing (4.64) with ϕ = −∆−3εˆ, we have
(4.65) (∆−3εˆ, ∂tεˆ)Î + (∆
−2εˆ, εˆ)Î = 0.
For the term containing the time derivative, we observe that
(4.66)
∫
Î
∂t(∆
−3εˆ, εˆ)dt = (∂t(∆−3εˆ), εˆ)Î + (∆
−3εˆ, ∂tεˆ)Î ,
implying
(∆−3εˆ, ∂tεˆ)Î = (∆
−3εˆ(tˆ ), wT − w(tˆ ))− (∆−3εˆ(0), εˆ(0))− (∂t(∆−3εˆ), εˆ)Î .
Substituting in (4.65), we get
(4.67)
−(∆−3εˆ(0), εˆ(0))− (∂t(∆−3εˆ), εˆ)Î + (∆−2εˆ, εˆ)Î
= −(∆−3εˆ(tˆ ), wT − w(tˆ )).
We consider each term in the last equation separately. The self-adjointness
of ∆−1 and integration by parts in space, yield
(4.68)
−(∆−3εˆ(0), εˆ(0)) = −(∆−2εˆ(0),∆∆−2εˆ(0))
= (∇∆−2εˆ(0),∇∆−2εˆ(0))
= ‖∇∆−2εˆ(0)‖2.
For the second term in (4.67), we use the relation ∂tεˆ = −∆εˆ and again
∆−1 being self-adjoint, to write
(4.69) −(∂t(∆−3εˆ), εˆ)Î = (∆−2εˆ, εˆ)Î = (∆−1εˆ,∆−1εˆ)Î = ‖∆−1εˆ‖2Î ,
while for the third term we easily obtain
(4.70) (∆−2εˆ, εˆ)Î = (∆
−1εˆ,∆−1εˆ)Î = ‖∆−1εˆ‖2Î .
To estimate the right-hand side of (4.67), we firstly use the same argument
as in (4.68) to reformulate it as
(4.71)
−(∆−3εˆ(tˆ ), wT − w(tˆ )) = −(∆−2εˆ(tˆ ),∆−1εˆ(tˆ ))
= −(∆−2εˆ(tˆ ),∆∆−2εˆ(tˆ ))
= ‖∇∆−2εˆ(tˆ )‖2,
=
∫
Ω
(∫ T
tˆ
∇∆−2∂tw(t)dt
)2
dx
where we have used that
εˆ(tˆ ) = wT − w(tˆ ).
Then, with the help of the Cauchy-Schwarz inequality, the Fubini-Tonelli
theorem, the relation ∂t = −∆−1, and using that ∆−1 is self-adjoint, we
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have
(4.72)∫
Ω
(∫ T
tˆ
∇∆−2∂tw(t)dt
)2
dx =
∫
Ω
(∫ T
tˆ
−∇∆−1w(t)dt
)2
dx
=
∫
Ω
(∫ T
tˆ
1
(−∇∆−1w(t))dt)2dx
≤
∫
Ω
(√∫ T
tˆ
dt
√∫ T
tˆ
| − ∇∆−1w(t)|2dt
)2
dx
≤ k
∫
Ω
(∫ T
tˆ
|∇∆−1w(t)|2dt
)2
dx
= k
∫ T
tˆ
∫
Ω
|∇∆−1w(t)|2dxdt.
Finally, merging (4.71) with (4.72) and using (3.7), we conclude for the
right-hand side of (4.67)
(4.73)
−(∆−3εˆ(tˆ ), wT − w(tˆ )) = ‖∇∆−2εˆ(tˆ )‖2
≤ k
∫ T
tˆ
∫
Ω
|∇∆−1w(t)|2dxdt
≤ Ck2‖∇∆−1wT ‖2.
Combining (4.67) with the relations (4.68), (4.69), (4.70) and the estimate
of the right-hand side (4.73), we conclude
(4.74) ‖∇∆−2εˆ(0)‖2 + 2‖∆−1εˆ‖2
Î
≤ Ck2‖∇∆−1wT ‖2.
(ii) For the term ‖εˆ‖L1(I,H−1(Ω)), we introduce τ(t) = max(tˆ− t, k) for t ∈ Î
and observe that, using Cauchy-Schwarz inequality, there holds
(4.75)
‖εˆ‖2
L1(Î,H−1(Ω)) ≤ ‖
√
τ
−1‖2
L2(Î)
‖√τ εˆ‖2
L2(Î,H−1(Ω))
≤ C
(
log
T
k
+ 1
)
‖√τ εˆ‖2
L2(Î,H−1(Ω)).
Then, if we are able to show the relation
(4.76) ‖√τ εˆ‖2
L2(Î,H−1(Ω)) ≤ Ck2‖wT ‖2H−1(Ω),
we would obtain from (4.75) the claim
‖εˆ‖2
L1(Î,H−1(Ω)) ≤ Ck2
(
log
T
k
+ 1
)
‖wT ‖2H−1(Ω).
Therefore, we focus in the derivation of (4.76).
Testing (4.64) with ϕ = τ∆−2εˆ, it follows
(4.77) −(τ∆−2εˆ, ∂tεˆ)Î−(τ∆−1εˆ, εˆ)Î = 0.
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For the first term on the left-hand side, we use the relation
−(τ∆−2εˆ, ∂tεˆ)Î = −
1
2
∫
Î
∂t
(
τ(∆−2εˆ(t), εˆ(t))
)
dt+
1
2
∫
Î
τ
′
(∆−2εˆ(t), εˆ(t))dt
= −1
2
(
(k∆−2εˆ(tˆ ), εˆ(tˆ )− (tˆ∆−2εˆ(0), εˆ(0)
)
+
1
2
∫
Î
τ
′
(∆−2εˆ(t), εˆ(t))dt
where τ ′ denotes the first derivative of τ with respect to t.
The second term in (4.77) is handled by
−(τ∆−1εˆ, εˆ)Î = −(
√
τ∆−1εˆ,
√
τ∆∆−1εˆ) = ‖√τ∇∆−1εˆ‖2
Î
.
Then, observing that −τ ′ ≤ 1 and εˆ(tˆ) = wT −w(tˆ ), we obtain from (4.77)
and the two before-mentioned relations
(4.78)
tˆ
2
‖∆−1εˆ(0)‖2 + ‖√τ∇∆−1εˆ‖2
Î
≤
‖∆−1εˆ‖2
Î
2
+
k
2
(∆−2εˆ(tˆ ), wT − w(tˆ )).
In the next step, we estimate the second term in the right-hand side of the
previous expression. Integration by parts in space, the estimate in (4.73),
and (3.7), lead to
k(∆−2εˆ(tˆ ), wT − w(tˆ )) = k(∆−2εˆ(tˆ ),∆∆−1wT − w(tˆ ))
= −k(∇∆−2εˆ(tˆ ),∇∆−1(wT − w(tˆ ))
≤ k‖∇∆−2εˆ(tˆ )‖‖∇∆−1(wT − w(tˆ )‖
≤ Ck2‖∇∆−1wT ‖2.
Then, from (4.78) and thanks to (4.74) we conclude
tˆ‖∆−1εˆ(0)‖2 + 2‖√τ∇∆−1εˆ‖2
Î
≤ Ck2‖∇∆−1wT ‖2.
This establishes (4.76) as required.
We move our attention to the projection error
ηk = w − pikw,
taking advantage from the approximation property of pik and the time-weighted
estimates from Proposition 4.2.1. The next three results correspond to [56,
Lemma 4.7] of the author of this thesis.
Lemma 4.3.3. For the error between the solution w of Problem 4.1.1(b) and
its projection in time there holds
(4.79) ‖w − pikw‖L1(I,H−1(Ω)) ≤ ck
(
log
T
k
) 1
2 ‖wT ‖H−1(Ω).
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Proof. In view of the time-weighted estimate (4.23b), we split the projection
error
‖w − pikw‖L1(I,H−1(Ω)) =
∫
I\IN
‖w − pikw‖H−1(Ω)dt+
∫
IN
‖w − pikw‖H−1(Ω)dt.
For the latter, we clearly have
(4.80)
∫
IN
‖w − pikw‖H−1(Ω)dt ≤ ckmax
t∈IN
‖w(t)‖H−1(Ω)
≤ ck‖wT ‖H−1(Ω),
using (3.7) in the last inequality.
For the former, we observe that the operator ∆−1 acts in space only and thus,
being independent of t, interchanges with pik. This yields∫
I\IN
‖w − pikw‖H−1(Ω)dt =
∫
I\IN
‖∇∆−1(w − pikw)‖dt,
=
∫
I\IN
‖∇(∆−1w − pik∆−1w)‖dt.
Then, by transformation to the reference-time element, we have
(4.81)
∫
I\IN
‖w − pikw‖H−1(Ω)dt ≤ ck
∫
I\IN
‖∂tw(t)‖H−1(Ω)dt,
see also [84, Equation (12.10)].
Then, the claim follows using (4.23b) in (4.81) and combining it with (4.80).
We write now the expression for the discretization error
ξk = pikw − wk,
and bounded it afterward.
Lemma 4.3.4. The discretization error ξk satisfies the equation
(4.82) (∇ϕk,∇ξk)In − (ϕk,n, [ξk]n) =
∫
In
(tn − t)(∆ϕk, ∂tw(t))dt,
for any i = 1, ..., N and ϕk ∈ P0(In, H2(Ω) ∩H10 (Ω)).
Proof. Exploiting the Galerkin orthogonality, the definition of pik and the fact
that (4.3) and (4.5) have the same initial value, we write
B(ϕk, ξk) = B(ϕk, pikw − w + w − wk) = −B(ϕk, w − pikw)
= −(∇ϕk,∇(w − pikw))I −
N∑
n=2
(
[ϕk]n−1, w(tn−1)− pikw
)
In
− (ϕk,1, wT − wT )
= (∆ϕk, w − pikw)I ,
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using integration by parts in the last step.
We now expand the expression above on each time interval, and, recalling that
the size of In is kn = tn − tn−1, we obtain
B(ϕk, ξk) =
N∑
n=1
(∫
In
(∆ϕk,n, w(t))dt− kn(∆ϕk,n, w(tn−1))
)
=
N∑
n=1
(∫
In
(tn − t)(∆ϕk,n, ∂tw(t))dt
)
.
In conclusion, combining the expressions above and integrating by parts in time
B(ϕk, ξk), we obtain the claim
(∇ϕk,∇ξk)In − (ϕk,n, [ξk]n) =
∫
In
(tn − t)(∆ϕk, ∂tw(t))dt,
on each time interval In, n = 1, ..., N
Lemma 4.3.5. Let w and wk be solutions of Problems 4.1.1(b) and 4.1.4(a),
respectively. Then, for the discretization error there holds
(4.83)
‖pikw(0)−wk,1‖H−3(Ω) +‖pikw−wk‖L1(I,H−1(Ω) ≤ Ck
(
log
T
k
+1
) 1
2 ‖wT ‖H−1(Ω).
Proof. We start the analysis estimating ‖pikw(0)− wk,1‖H−3(Ω). Recalling the
abbreviation ξk = pikw−wk, we set ϕk = −∆−3ξk in (4.82) and use ∂tw = −∆w,
obtaining
(4.84)
−(∇∆−3ξk,∇ξk)In + (∆−3ξk,n, [ξk]n)
= −
∫
In
(tn − t)(∆−2ξk, ∂tw(t))dt
=
∫
In
(tn − t)(∆−1ξk, w(t))dt.
Focusing on the left-hand side, the former term is integrated by parts
(4.85) −(∇∆−3ξk,∇ξk)In = (∆−2ξk, ξk)In = ‖∆−1ξk‖2In .
For the latter, we use again integration by parts together with the equality
(4.32), obtaining
(4.86)
(∆−3ξk,n, [ξk]n) = −(∇∆−2ξk,n, [∇∆−2ξk]n)
≥ 1
2
(‖∇∆−2ξk,n‖2 − ‖∇∆−2ξk,n+1‖2).
Combining (4.85) with (4.86) in (4.84), we have
(4.87)
‖∆−1ξk‖2In +
1
2
(‖∇∆−2ξk,n‖2 − ‖∇∆−2ξk,n+1‖2)
≤
∫
In
(tn − t)(∆−1ξk, w(t))dt
≤
∫
In
k(∆−1ξk, w(t))dt
≤ 1
2
‖∆−1ξk‖2In +
1
2
∫
In
k2‖w(t)‖2dt,
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using Young’s inequality in the last step.
We now sum over n = 1, ..., N , noting that ξk,N+1 = 0, to conclude
(4.88)
‖∆−1ξk‖2I + ‖∇∆−2ξk,1‖2 ≤ Ck2‖w‖2I
≤ Ck2‖∇∆−1wT ‖2,
where in the last step we have used the stability estimate (3.7). This concludes
the first part.
For the second part of the proof, we introduce a new time variable defined
by τk,n := T − tn−1 and observe that, assuming we have already accomplished
the bound
(4.89)
N∑
n=1
τk,n‖ξk‖2L2(In,H−1(Ω)) ≤ ck2‖wT ‖2H1(Ω),
we obtain the required estimate by
‖ξk‖2L1(I,H−1(Ω)) ≤
N∑
n=1
knτ
−1
k,n
N∑
n=1
τk,n‖ξk‖2L2(In,H−1(Ω))
≤ Ck2
(
log
T
k
+ 1
)
‖wT ‖2H−1(Ω).
Therefore, we focus on the derivation of (4.89).
Testing the error equation for ξk, given by (4.82), with ϕk := τk,n∆
−2ξk we get
(4.90)
(τk,n∇∆−2ξk,∇ξk)In − (τk,n∆−2ξk,n, [ξk]n)
=
∫
In
(tn − t)(τk,n∆−1εk, ∂tw(t))dt.
For the first term in the left-hand side we apply twice integration by parts in
space obtain
(τk,n∇∆−2εk,∇εk)In = −(τk,n∆−1ξk, ξk)In = −(τk,n∆−1ξk,∆∆−1ξk)In
= τk,n‖∇∆−1ξk‖2In ,
while, for the second term, equality (4.32) implies
−(τk,n∆−2ξk,n, [ξk]n) = −τk,n(∆−1εk,n, [∆−1εk]n)
=
1
2
τk,n(−‖∆−1ξk,n+1‖2 + ‖∆−1ξk,n‖2 + ‖[∆−1ξk]n‖2)
≥ 1
2
τk,n(−‖∆−1ξk,n+1‖2 + ‖∆−1ξk,n‖2)
For the right-hand side of (4.90), we combine integration by parts in space and
Young’s inequality to write∫
In
(tn − t)(τk,n∆−1ξk, ∂tw(t))dt
= −
∫
In
(tn − t)(τk,n∇∆−1ξk,∇∆−1∂tw(t))dt
≤ τk,n
2
‖∇∆−1ξk‖2In +
τk,n
2
∫
In
(tn − t)2‖∇∆−1∂tw(t)‖2dt.
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Inserting the previously derived relations in (4.90), we have
τk,n‖∇∆−1ξk‖2In + τk,n‖∆−1ξk,n‖2
≤ τk,n‖∆−1ξk,n+1‖2 + τk,n
∫
In
(tn − t)2‖∇∆−1∂tw(t)‖2dt.
We note that τk,n = τk,n+1 + kn which, used in the term ‖∆−1ξk,n+1‖2, lead to
(4.91)
τk,n‖∇∆−1ξk‖2In + τk,n‖∆−1ξk,n‖2 − τk,n+1‖∆−1ξk,n+1‖2
≤ kn‖∆−1ξk,n+1‖2 + τk,n
∫
In
(tn − t)2 ‖∇∆−1∂tw(t)‖2dt.
Up to now, we have worked on a generic time interval In, while the relation to
be shown, namely (4.89), is formulated on the whole time interval I. Therefore,
we sum (4.91) over n = 1, ..., N , use ξk,N+1 = 0, and recall that the time-mesh
satisfy kn ≤ k˜kn+1, to obtain
(4.92)
N∑
n=1
τk,n‖∇∆−1ξk‖2In + T‖∆−1ξk,1‖2
≤ k˜‖∆−1ξk‖2I +
N∑
n=1
τk,n
∫
In
(tn − t)2‖∇∆−1∂tw(t)‖2dt.
We note that the first term in the right-hand side of (4.92) is already bounded by
the estimate (4.88), while the second term is similar to the time-weighted estimate
(4.23a), which would lead to the sought bound, i.e., (4.89). To accomplish (4.23a),
in a first step we estimate (tn − t) from above with kn. Then, observing that
τk,n ≤ (1 + k˜)(T − t), for t ∈ In, n = 1, ..., N − 1
and τk,N = kN , we split accordingly the second term in the right-hand side of
(4.92) to conclude
(4.93)
N∑
n=1
τk,n
∫
In
(tn − t)2‖∇∆−1∂tw(t)‖2dt
≤
N−1∑
n=1
k2n
∫
In
τk,n‖∇∆−1∂tw(t)‖2dt+ k2N
∫
IN
(T − t)‖∇∆−1∂tw(t)‖2dt
≤ (1 + k˜)k2
∫
I
(T − t)‖∇∆−1∂tw(t)‖2dt
≤ Ck2‖wT ‖H−1(Ω),
thanks to (4.23a).
Inserting the above bound in (4.92) together with the estimate (4.88) for
‖∆−1ξk‖2I , we obtain (4.89) as requested.
Last result has concluded the proof of Theorem 4.3.1 and we can now present
the error estimate for ek which has been derived in [56, Theorem 4.8] of the
author of this thesis. The state space U used below is the one defined in (3.1)
while the additional regularity of g and u0 has been discussed in Remark 3.1.2.
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Theorem 4.3.6. Let u ∈ U and uk ∈ Uk be solutions of (2.22) and (2.23),
respectively, with f(t, x) = q(t)g(x) ∈ L∞(I,H10 (Ω)) and u0 ∈ H˙3(Ω). Then, for
the error induced by the discretization in time it holds
(4.94) ‖u− uk‖L∞(I,H10 (Ω)) ≤ Ck
(
log
T
k
+ 1
) 1
2
(
‖f‖L∞(I,H10 (Ω)) + ‖u0‖H˙3(Ω)
)
.
Proof. On each time interval In, n = 1, ..., N , we split the error into the interpo-
lation error and the error inside In, n = 1, ..., N writing
(4.95)
‖u−uk‖L∞(In,H10 (Ω)) ≤ ‖u(·)−u(tn)‖L∞(In,H10 (Ω)) +‖u(tn)−uk(·)‖L∞(In,H10 (Ω)).
One of the features of the discontinuous Galerkin method is the possibility to
analyze quantities of interest on each time interval independently. We exploit
this fact here considering the two terms in the right-hand side separately on
each time interval In and then, summing over n = 1, .., N , we obtain the assertion.
Further, with no loss of generality, we focus on the last time interval IN
denoting by tˆ ∈ IN a generic fixed time. Indeed, to show the claim on a generic
In, it is sufficient to use same arguments considering (4.1.1) on I = (0, tn) and
(4.1.2) on Î = (0, tˆ) for tˆ ∈ (tn−1, tn], observing that 0 ≤ log(tn/k) ≤ log(T/k).
(i) We start the analysis with the interpolation error u(tˆ)− u(tN ) for which it
will be employed the continuous estimate derived previously in Lemma 4.3.2.
We consider the solutions w and wˆ of (4.3) and (4.4), respectively, with
initial value wT to be specified later. Firstly, we integrate by parts in time
(4.3) and (4.4) getting
−(ϕ(T ), w(T )) + (ϕ(0), w(0)) + (∂tϕ,w)I + (∇ϕ,∇w)I = 0,
−(ϕ(tˆ), ŵ(tˆ)) + (ϕ(0), ŵ(0)) + (∂tϕ, ŵ)Iˆ + (∇ϕ,∇ŵ)Iˆ = 0,
for any ϕ ∈ U .
Then, through the choice ϕ = u, we observe that the last two terms in the
left-hand side, by means of the state equation (2.22), yield
−(u(T ), w(T )) + (u(0), w(0)) + (f, w)I = 0,(4.96)
−(u(tˆ), ŵ(tˆ)) + (u(0), ŵ(0)) + (f, wˆ)Î = 0.(4.97)
By definition we have w(T ) = w(tˆ) = wT , therefore, subtracting (4.96)
from (4.97) we have
(4.98) (u(tˆ)− u(T ), wT ) = (u(0), ŵ(0)−w(0)) + (f, ŵ−w)Iˆ − (f, w)I\Iˆ .
We are now at the crucial point of the proof. The initial data wT must
be selected conveniently in order to obtain from the previous inequality
the error in the correct norm, i.e., H10 (Ω). Further, such choice must also
match with the H−1(Ω)-norm, because, as already anticipated, we will
make use of (4.63) where the bound depends on ‖wT ‖H−1(Ω).
We observe that the choice wT = −∆(u(tˆ)−u(T )) has the desired property,
indeed, integration by parts in the left-hand side of (4.98) gives
‖∇(u(tˆ)− u(T ))‖2,
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and
‖wT ‖H−1(Ω) = ‖∆−1wT ‖ = ‖∇(u(tˆ)− u(T ))‖.
With this in mind, we now employ the duality argument in (4.98) obtaining
‖∇(u(tˆ)− u(T ))‖2 = (u(0), ŵ(0)− w(0)) + (f, ŵ − w)Iˆ −
∫ T
tˆ
(f(t), w(t))dt
≤
(
‖ŵ − w‖L1(Iˆ,H−1(Ω)) + ‖ŵ(0)− w(0)‖H−3(Ω)
+ k‖w‖L∞(I,H−1(Ω))
)(
‖f‖L∞(I,H10 (Ω)) + ‖u0‖H˙3(Ω)
)
≤ Ck log
(T
k
+ 1
) 1
2 ‖wT ‖H−1(Ω)(‖f‖L∞(I,H10 (Ω)) + ‖u0‖H˙3(Ω)),
where in the last inequality (3.7) and Lemma 4.3.2 has been used to bound
‖w‖L∞(I,H−1(Ω)) and the remaining terms, respectively.
Then, simplifying ‖wT ‖H−1(Ω) with the left-hand side, we conclude
(4.99) ‖∇(u(tˆ)−u(T ))‖ ≤ Ck log
(T
k
+1
) 1
2
(‖f‖L∞(I,H10 (Ω))+‖u0‖H˙3(Ω)).
(ii) For the error in the interior of the time interval, we proceed similarly to
the previous case using now Problem 4.1.4(a). Therefore, we consider
w and wk solutions of (4.3) and (4.5), respectively, with initial value
wT = −∆(u(t)− u(T )). This choice gives
B(ϕk, w) = B(ϕk, wk) = (ϕk,N ,−∆(u(T )− uk(t)))
= (∇ϕk,N ,∇(u(T )− uk,N ))
for any ϕk ∈ Uk.
In particular, through the choice ϕk = u − uk, by means of Galerkin
orthogonality, we have
‖∇(u(T )− uk,N )‖2 = B(u− uk, w) = B(u− uk, w − wk) = B(u,w − wk)
= (f, w − wk)I + (u0, w(0)− wk(0))
≤ (‖w − wk‖L1(I,H−1(Ω)) + ‖w(0)− wk(0)‖H−3(Ω))·
· (‖f‖L∞(I,H10 (Ω)) + ‖u0‖H˙3(Ω)).
Then, Theorem 4.3.1 entails
(4.100)
‖∇(u(T )− uk,N )‖ ≤ Ck log
(T
k
+ 1
) 1
2
(‖f‖L∞(I,H10 (Ω)) + ‖u0‖H˙3(Ω)).
In conclusion, combining (4.99) and (4.100) in (4.95), we have shown the desired
estimate for the interval IN . Proceeding similarly for all In, n = 1, ..., N − 1 and
summing over n, the thesis follows.
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4.3.2 Spatial error
The semi-discrete solution of Problem 4.1.4(a) and its discrete counterpart
solution of Problem 4.1.4(b) are compared introducing the L2-projection in
space Ph. Thus, the problem is again reduced into a projection error ηh and
a discretization one ξh. The analysis is somehow simplified observing that the
functions involved are piecewise constant in time, leading to L2-norm estimate
in time instead of L∞-norm. The estimates required for the error in the dual
variable εh are given in the following result. The proof is again given with a
series of intermediates lemmas.
Theorem 4.3.7. Let wk and wkh be solutions of (4.5) and (4.6), respectively.
Then, the corresponding error satisfies
(4.101) ‖wk − wkh‖L2(I,H−1(Ω)) + ‖wk,1 − wkh,1‖H−2(Ω) ≤ Ch‖wT ‖H−1(Ω)
Proof. We split the error by means of the L2-projection Ph, observing that
Phwkh = wkh, writing
‖wk − wkh‖L2(I,H−1(Ω)) + ‖wk,1 − wkh,1‖H−2(Ω) ≤ ‖wk − Phwk‖L2(I,H−1(Ω))
+ ‖Phwk − wkh‖L2(I,H−1(Ω)) + ‖Phwk,1 − wkh,1‖H−2(Ω).
Then, the claim follows combining Lemmas 4.3.9, 4.3.10 and 4.3.12.
The first accessory result is relative to the error at the final time between
the solutions vk and vkh of the auxiliary forward problems. This is needed to
bound the error in the H−2-norm.
Lemma 4.3.8. For the error at the final time between the solutions vk and vkh
of (4.7) and (4.8), respectively, there holds
(4.102) ‖vk,N − vkh,N‖ ≤ Ch2‖∆v0‖.
Proof. For the proof we refer to [61, Lemma 5.7(b)].
Next lemma deals with the projection error ηh induced by Ph.
Lemma 4.3.9. For the error between the solution wk of (4.5) and its projection
in space, there holds
(4.103) ‖wk − Phwk‖L2(I,H−1(Ω)) ≤ Ch‖wT ‖H−1(Ω).
Proof. In a first step, we observe that, by definition of the L2-projection and
standard estimates for it, for ψ ∈ H10 (Ω), we have
(wk − Phwh, ψ) = (wk − Phwk, Phψ) + (wk, ψ − Phψ)− (Phwk, ψ − Phψ)
= (wk, ψ − Phψ)
≤ ‖wk‖‖ψ − Phψ‖ ≤ C‖wk‖‖ψ − Phψ‖H10 (Ω)
≤ Ch‖wk‖‖ψ‖H10 (Ω).
We use the relation above in the definition of the H−1-norm
‖wk − Phwk‖H−1(Ω) = sup
ψ∈H10 (Ω)
(wk − Phwk, ψ)
‖ψ‖H10 (Ω)
≤ Ch‖wk‖,
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from which we deduce
(4.104) ‖wk − Phwk‖L2(I,H−1(Ω)) ≤ Ch‖wk‖I ≤ Ch‖wT ‖H−1(Ω),
using (4.28).
We focus now on the H−2(Ω)-norm estimate for the discretization error
ξh = Phwk − wkh
at the initial time. This result corresponds to [56, Lemma 4.10] of the author of
this thesis.
Lemma 4.3.10. Let wk, wkh be solutions of (4.5) and (4.6), respectively. Then,
there holds
(4.105) ‖wk,1 − wkh,1‖H−2(Ω) ≤ Ch‖wT ‖H−1(Ω).
Proof. We notice that
(4.106) ‖wk,1 − wkh,1‖H−2(Ω) ' sup
ψ∈H˙2(Ω)
(wk,1 − wkh,1, ψ)
‖ψ‖H˙2(Ω)
.
This observation suggests to provide an upper bound for the numerator in terms
of ‖ψ‖H2(Ω) and ‖wT ‖H−1(Ω).
Before doing so, we have to derive an expression for (wk,1 − wkh,1, ψ). The idea
is to pick the test functions in the auxiliary Problems 4.1.4 and 4.1.5 so that, at
any level of discretization, the left-hand side of the backward problems coincides
with the one of the forward.
Namely, for a fixed ψ ∈ H˙2(Ω), we consider v0 = ψ in (4.7) and (4.8). Then,
in a first step we test (4.5) and (4.7) with ϕ = vk and ϕ = wk, respectively.
Afterwards, we test (4.6) and (4.8) with ϕ = vkh and ϕ = wkh, respectively,
obtaining
(ψ,wk,1) = B(vk, wk) = (vk,N , wT ),
(ψ,wkh,1) = B(vkh, wkh) = (vkh,N , wT ).
Subtracting the two inequalities above we have
(4.107) (ψ,wk,1 − wkh,1) = B(vk, wk)−B(vkh, wkh) = (vk,N − vkh,N , wT )
and we observe that the left-hand side is indeed what we need.
For the terms containing the bilinear form B(·, ·), we rearrange the terms as
follow
B(vk, wk)−B(vkh, wkh) = B(vk − vkh, wk) +B(vkh, wk)
−B(vkh, wkh − wk)−B(vkh, wk)
= B(vk − vkh, wk − wkh) +B(vk − vkh, wkh)
−B(vkh, wkh − wk)
= B(vk − vkh, wk − wkh),
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using Galerkin orthogonality in the last equality.
The above equality in (4.107) gives
(ψ,wk,1 − wkh,1) = B(vk − vkh, wk − wkh) = (vk,N − vkh,N , wT ),
from which, after integration by parts,
(4.108)
(ψ,wk,1 − wkh,1) = −(∇(vk,N − vkh,N ),∇∆−1wT )
≤ ‖∇(vk,N − vkh,N )‖‖∇∆−1wT ‖.
The second term in the right-hand side already displays the H−1(Ω)-norm of
the initial data wT , the same we are seeking in (4.105), hence we focus on the
first term.
Denoting with Ih the usual interpolation operator on Vh, we easily get
‖∇(vk,N − vkh,N )‖ ≤ ‖∇(vk,N − Ihvk,N )‖+ ‖∇(Ih(vk,N )− vkh,N ))‖.
Then, recalling the following standard interpolation and inverse estimates for
the case at hand
‖∇(vk,N − Ihvk,N )‖ ≤ Ch‖∇2vk,N‖,
‖∇(Ihvk,N − vkh,N )‖ ≤ Ch−1‖Ihvk,N − vkh,N‖,
we obtain
‖∇(vk,N − vkh,N )‖ ≤ Ch‖∇2vk,N‖+ ch−1(‖Ihvk,N − vk,N‖+ ‖vk,N − vkh,N‖)
≤ C(h‖∆vk,N‖+ h−1‖vk,N − vkh,N‖)
where in the last estimates we used [39, Theorem 3.1.3.1].
Using Theorem 4.2.3 and Lemma 4.3.8 in the right-hand side, we assert
‖∇(vk,N − vkh,N )‖ ≤ Ch(‖∆vk,N‖+ ‖∆v0‖) ≤ Ch‖∆v0‖,
which implies, back in (4.108),
(ψ,wk,1 − wkh,1) ≤ Ch‖∆v0‖‖∇∆−1wT ‖
≤ Ch‖v0‖H2(Ω)‖wT ‖H−1(Ω).
Recalling that ψ = v0, we can simplify the term ‖ψ‖H2(Ω) in the right-hand side
of (4.106) to finally conclude
‖wk,1 − wkh,1‖H−2(Ω) ≤ Ch‖wT ‖H−1(Ω).
In a last step, we write the equation for the discretization error ξh and bound
it afterward. The following two results correspond to [56, Lemma 4.11].
Lemma 4.3.11. The discretization error is formulated through the expression
(4.109) (∇ϕ,∇ξh)In − (ϕn, [ξh]n) = (∇ϕ,∇(Phwk − wk))In ,
for any ϕ ∈ P0(In, Vh), n = 1, ..., N − 1.
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Proof. We recall that εh = wk −wkh. Subtracting (4.6) to (4.5) and integrating
by parts in time, we have
(4.110) (∇ϕ,∇εh)In − (ϕn, [εh]n) = 0, ∀ϕ ∈ P0(In, Vh), n = 1, ..., N − 1.
Then, observing that εh = wk − Phwk + Phεh, and thanks to the definition of
Ph, we have, for any ϕ ∈ P0(In, Vh), n = 1, ..., N − 1
0 = (∇ϕ,∇(wk − Phwk + Phεh))In − (ϕn, [wk − Phwk + Phεh]n)
= (∇ϕ,∇Phεh)In − (ϕn, [Phεh]n)− (∇ϕ,∇Phwk − wk)In ,
which gives the claim observing that Phεh coincides with ξh.
Lemma 4.3.12. Let wk and wkh be solutions of (4.5) and (4.6), respectively.
Then, for the discretization error there hold
(4.111) ‖Phwk − wkh‖L2(I,H−1(Ω) ≤ Ch‖wT ‖H−1(Ω).
Proof. Recalling ξh = Phεh, we select the test function in (4.109) so that we
obtain Phεh in the correct norm. To this end, setting ϕ = ∆
−2
h Phεh in (4.109),
we get
(4.112)
(∇∆−2h Phεh,∇Phεh)In − (∆−2h Phεh,n, [Phεh]n)
= (∇∆−2h Phεh,∇(Phwk − wk))In .
We now analyze the three terms separately starting with the first one in the
left-hand side. Using twice integrations by parts in space, we have
(4.113)
(∇∆−2h Phεh,∇Phεh)In = −(∆−1h Phεh, Phεh)In
= −(∆−1h Phεh,∆h∆−1h Phεh)In
= ‖∇∆−1h Phεh‖2In ,
which is indeed the norm we are seeking for.
In the second term we employ relation (4.32) to write
(4.114)
−(∆−2h Phεh,n, [Phεh]n) = −(∆−1h Phεh,n, [∆−1h Phεh]n)
=
1
2
(‖∆−1h Phεh,n‖2 + ‖[∆−1h Phεh]n‖2)
− ‖∆−1h Phεh,n+1‖2
≥ 1
2
(‖∆−1h Phεh,n‖2 − ‖∆−1h Phεh,n+1‖2).
For the right-hand side of (4.112), initially we proceed as in (4.113) integrating
by parts twice, then, we use Young’s inequality to obtain
(4.115)
(∇∆−2h Phεh,∇(Phwk − wk))In = −(∆−1h Phεh, Phwk − wk)In
= (∇∆−1h Phεh,∇∆−1h (Phwk − wk))In
≤ 1
2
(‖∇∆−1h Phεh‖2In
+ ‖∇∆−1h (Phwk − wk)‖2In
)
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Combining (4.113) with (4.114) and (4.115) in (4.112), we have
‖∇∆−1h Phεh‖2In + ‖∆−1h Phεh,n‖2 − ‖∆−1h Phεh,n+1‖2 ≤ ‖∇∆−1h (Phwk − wk)‖2In
Adding these inequalities for n = 1, ..., N − 1, we obtain
N−1∑
n=1
‖∇∆−1h Phεh‖2In+‖∆−1h Phεh,1‖2 − ‖∆−1h Phεh,N‖2
≤
N−1∑
n=1
‖∇∆−1h (Phwk − wk)‖2In .
We observe that we can extend both sums up to the last time interval. Indeed,
for the one in the left-hand side, we exploit Phεh,N = 0, while in the right-hand
side we are adding a non-negative term. Then, observing that the second term
in the left-hand side is positive and the third is zero, we obtain
‖∇∆−1h Phεh‖2I ≤ ‖∇∆−1h (Phwk − wk)‖2I ,
and, recalling the equivalence between the discrete negative norm ‖∇∆−1h · ‖ and
the continuous one ‖∇∆−1 · ‖, we get from (4.104) and (4.28)
‖∇∆−1Phεh‖2I ≤ ‖∇∆−1(Phwk − wk)‖2I ≤ ch2‖wk‖2I ≤ ch2‖wT ‖H−1(Ω)
which concludes the proof.
Now that Theorem 4.3.7 has been derived, we conclude the section with the
discretization error eh, see [56, Theorem 4.12] of the thesis author.
Theorem 4.3.13. Let uk ∈ Uk and ukh ∈ Ukh be solutions of (2.23) and (2.23),
respectively, with f(t, x) = q(t)g(x) ∈ L∞(I,H10 (Ω)) and u0 ∈ H˙2(Ω). Then, for
the error induced by the discretization in space it holds
(4.116) ‖ukh − uk‖L∞(I,H10 (Ω)) ≤ Ch(‖f‖L2(I,H10 (Ω)) + ‖u0‖H2(Ω)).
Proof. We observe that both uk, ukh are constant on In for any n = 1, ..., N .
Hence we can equivalently show the claim on In and with no loss of generality
we consider the last time interval IN only. We consider wk ∈ Uk, wkh ∈ Ukh
solutions of (4.5) and (4.6), respectively, with
wT = −∆h(uk,N − ukh,N ).
Then, we employ the duality argument and exploit Galerkin orthogonality to get
‖∇(uk,N − ukh,N )‖2 = B(uk − ukh, wk) = B(uk, wk − wkh)
= (f, wk − wkh)I + (u0, wk,1 − wkh,1)
≤ (‖wk − wkh‖L2(I,H−1(Ω)) + ‖wk,1 − wkh,1‖H−2(Ω))·
· (‖f‖L2(I,H10 (Ω)) + ‖u0‖H2(Ω)).
We now use Theorem 4.3.7 to conclude
‖∇(uk,N − ukh,N )‖2 ≤ ch‖wT ‖H−1(Ω)
(‖f‖L2(I,H10 (Ω)) + ‖u0‖H2(Ω)).
Then, the assertion follows observing that by our choice of wT it holds
‖wT ‖H−1(Ω) = ‖∇(uk,N − ukh,N )‖.
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Combining Theorems 4.3.6 and 4.3.13, we obtain the total discretization
error formulated in (4.1).
64
4. A priori error estimates for the state equation
4.4 Error Analysis for semi-linear equations
We now move our attention to the semi-linear state equation (2.28) deriving
L∞(I, L2(Ω))-norm estimates for the error arising from the discretization. In
order to deal with the presence of the semi-linear term d(·, ·, u), we will need error
estimates in the L2(I, L2(Ω))-norm for the solutions of the auxiliary linearized
problems defined in Section 4.1.
4.4.1 Temporal error
We start the analysis deriving an L2(I, L2(Ω))-norm estimate for the solutions
of the continuous auxiliary Problems 4.1.6(a)-(b), which will be used later in
Lemma 4.4.5.
Theorem 4.4.1. Let w be the solution of (4.11) and ŵ be the solution of (4.12).
Then for the corresponding error there holds
(4.117) ‖w − ŵ‖L2(Î,L2(Ω)) ≤ Ck‖wT ‖.
Proof. We denote eˆ = w− ŵ and introduce an auxiliary backward problem with
eˆ as data in the right-hand side. Find w¯ solution of
(4.118) B(ϕk, w¯) + (ϕk, d˜w¯)Î = (ϕk, eˆ)Î
for any ϕk ∈ Uk.
Since the solutions w and ŵ possess the regularity W (0, T ) ↪→ C(I, L2(Ω)), the
problem above is well-defined and, further, w and ŵ satisfy respectively the
semi-discrete equation
B(ϕk, w) = (ϕk,N , wT )− (ϕk, d˜w)I
B(ϕk, ŵ) = (ϕk,N−1, wT )− (ϕk, d˜ŵ)Î ,
for any ϕk ∈ Uk. Subtracting the two equations above, we obtain
(4.119) B(ϕk, eˆ) = −(ϕk, d˜eˆ)Î ,
which will be useful in the sequel.
In a second step, we split the error as
eˆ = (w − pikw) + (pikw − pikŵ) + (pikŵ − ŵ)
= ηk + ξk + η̂k,
and rewrite (4.119) as
(4.120) B(ϕk, ξk) = −(ϕk, d˜eˆ)Î −B(ϕk, ηk + η̂k).
We now test (4.118) with ϕk = ξk and, thanks to (4.120), we have
(ξk, eˆ)Î = B(ξk, w¯) + (ξk, d˜w¯)Î
= −(w¯, d˜eˆ)Î −B(w¯, ηk + η̂k) + (ξk, d˜w¯)Î
= −B(w¯, ηk + η̂k)− (ηk + η̂k, d˜w¯)Î .
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Using again the splitting, this implies
‖eˆ‖2
Î
= −(ηk + η̂k, eˆ)Î −B(w¯, ηk + η̂k)− (ηk + η̂k, d˜w¯)Î
≤
(
‖ηk‖Î + ‖η̂k‖Î
)
‖eˆ‖Î +
(
‖ηk‖Î + ‖η̂k‖Î
)
‖∆w¯‖Î
+ ‖d˜‖∞,∞
(
‖ηk‖Î + ‖η̂k‖Î
)
‖w¯‖Î
Thanks to the boundedness in L∞(I ×Ω) of d˜, the solution w¯ of (4.118) exhibits
the regularity
(4.121) ‖w¯‖Î + ‖∆w¯‖Î ≤ C‖eˆ‖Î ,
compare with [68, Corollary 3.2]. Then, exploiting the inequality above and the
approximation property of pik, we obtain
‖eˆ‖2
Î
≤ C
(
‖ηk‖Î + ‖η̂k‖Î
)
‖eˆ‖Î
≤ Ck
(
‖∂tw‖Î + ‖∂tŵ‖Î
)
‖eˆ‖Î
≤ Ck‖wT ‖‖eˆ‖Î ,
where in the last step we have used (4.34a). Then, the claim follows dividing
the inequality above by ‖eˆ‖Î .
We require a similar estimate as the one before for the error between the
solution of Problem 4.1.6(a) and the solution of Problem 4.1.7(a). It will be
used to treat the discretization error in Lemma 4.4.8.
Theorem 4.4.2. Let w be the solution of (4.11) and wk be the solution of
(4.13) defined through d˜. Then, for the corresponding error there holds
(4.122) ‖w − wk‖L2(I,L2(Ω)) ≤ Ck‖wT ‖.
Proof. We define an auxiliary problem having as data the error εk
(4.123) B(v¯k, ϕk) + (d˜v¯k, ϕk)I = (εk, ϕk)I , ∀ϕk ∈ Uk,
whose regularity
(4.124) ‖v¯k‖I + ‖∆v¯k‖I ≤ C‖εk‖I
follows as (4.121) thanks to the boundedness of d˜.
Before selecting conveniently the equation above, we observe that the definition
of pik entails
(4.125) B(ηk, ϕk) = (∇ηk,∇ϕk)I , ∀ϕk ∈ Uk,
see [62, Lemma 5.2].
Then, testing (4.123) with ϕk = ξk and thanks to (4.125), we have
(εk, ξk)I = B(v¯k, ξk) + (d˜v¯k, ξk)I
= B(v¯k, εk − ηk) + (d˜v¯k, εk − ηk)I
= B(v¯k, εk)− (∇v¯k,∇ηk)I + (d˜v¯k, εk − ηk)I
= −(v¯k, d˜εk)I − (∇v¯k,∇ηk)I + (d˜v¯k, εk − ηk)I ,
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using (4.19) in the last step.
Using again ξk = εk − ηk, integration by parts and (4.124) we conclude
‖εk‖2I = (εk, ηk)I + (∆v¯k, ηk)I − (d˜v¯k, ηk)I
≤
(
‖εk‖+ ‖∆v¯k‖I + ‖d˜‖∞,∞‖v¯k‖I
)
‖ηk‖I
≤ C‖εk‖I‖ηk‖I
≤ Ck‖εk‖I‖∂tw‖I
≤ Ck‖εk‖I‖wT ‖,
and the claim follows dividing by ‖εk‖I .
Remark 4.4.3. In the context of the L∞-norm estimate in time, the projector
pik has been defined on I \ IN to exploit the error arising by the truncation of
the equation. However, pik can be equivalenty defined on the whole time interval
I, see, e.g., [84, Equation (12.9)].
After this preparation, the exposition follows now as in the previous section.
In a first step, we state the main result regarding the error arising from the time
discretization of the auxiliary problem defined by (4.11).
Theorem 4.4.4. Let w be the solution of (4.11) and wk be the solution of
(4.13) defined through d˜. Then, the corresponding error satisfies
(4.126) ‖w − wk‖L1(I,L2(Ω)) + ‖w(0)− wk,1‖H−2(Ω) ≤ Ck
(
log
T
k
+ 1
)
‖wT ‖.
Proof. We use the approach outlined in Theorem 4.3.1 introducing the projection
operator pik. The error is divided in three parts
‖w − wk‖L1(I,L2(Ω))+‖w(0)− wk,1‖H−2(Ω) ≤ ‖w − pikw‖L1(I,L2(Ω))
+ ‖pikw − wk‖L1(I,L2(Ω)) + ‖pikw(0)− wk,1‖H−2(Ω),
and the claim follows by Lemmas 4.4.6 and 4.4.8.
Lemma 4.4.5. For the error between w and ŵ solutions of (4.11) and (4.12),
respectively, there holds
(4.127) ‖w − ŵ‖L1(Î,L2(Ω)) + ‖w(0)− ŵ(0)‖H−2(Ω) ≤ Ck
(
log
T
k
+ 1
)
‖wT ‖.
Proof. Denoting the error with εˆ := w − ŵ and proceeding as in Lemma 4.3.2,
the equation for eˆ reads
(4.128) −(ϕ, ∂tεˆ)Î + (∇ϕ,∇εˆ)Î + (ϕ, d˜εˆ)Î = 0,
for any ϕ ∈W (0, T ).
We now analyze separately the two terms in (4.127) starting with the H−2(Ω)-
norm
(i) We select ϕ = ∆−2εˆ in (4.128) obtaining
(4.129) −(∆−2εˆ, ∂tεˆ)Î + (∇∆−2εˆ,∇εˆ)Î + (∆−2εˆ, d˜εˆ)Î = 0.
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Using in the first term same remark as in (4.66), and observing that
εˆ(tˆ) = wT − w(tˆ), we get
−(∆−2εˆ, ∂tεˆ)Î = −(∆−2εˆ(tˆ ), wT − w(tˆ )) + (∆−2εˆ(0), εˆ(0)) + (∂t(∆−2εˆ), εˆ)Î
= −‖∆−1εˆ(tˆ)‖2 + ‖∆−1εˆ(0)‖2 + ‖∇∆−1εˆ‖2
Î
,
where in the last term we have first used ∂tεˆ = −∆εˆ and then integration
by part in space.
Back in (4.129), this yields
(4.130) ‖∆−1εˆ(0)‖2 + 2‖∇∆−1εˆ‖2
Î
= ‖∆−1εˆ(tˆ)‖2 − (∆−2εˆ, d˜εˆ)Î
We focus on the term containing d˜ and, by means of Young’s inequality
and the compactness of the operator ∆−2, we have
(4.131)
−(∆−2εˆ, d˜εˆ)Î ≤ ‖d˜‖∞,∞
1
2
(
‖∆−2εˆ‖2
Î
+ ‖εˆ‖2
Î
)
≤ ‖d˜‖∞,∞
(
c‖εˆ‖2
Î
)
≤ Ck2‖wT ‖2,
using Theorem 4.4.1 in the last step.
Concerning the first term in the right-hand side of (4.130), we have
(4.132)
‖∆−1εˆ(tˆ)‖2 =
∫
Ω
(∫ T
tˆ
∆−1∂tw(t)dt
)2
dx
=
∫
Ω
(∫ T
tˆ
1
(
∆−1∂tw(t)
)
dt
)2
dx
≤ kN
∫ T
tˆ
‖w(t)‖2dt
≤ Ck2‖wT ‖2
using similar argument as in (4.72). Then, the first part is concluded with
(4.133) ‖∆−1εˆ(0)‖2 + 2‖∇∆−1εˆ‖2
Î
≤ Ck2‖wT ‖2.
(ii) As in (4.75), the claim follows once we show that for τ = max(tˆ− t, k) it
holds
(4.134) ‖√τ εˆ‖2
Î
≤ Ck2‖wT ‖2.
To this end, we test (4.128) with ϕ = −τ∆−1εˆ obtaining
(4.135) (τ∆−1εˆ, ∂tεˆ)Î − (τ∇∆−1εˆ,∇εˆ)Î − (τ∆−1εˆ, d˜εˆ)Î = 0.
For the first term, we use (4.66), integration by parts and the relation
∂tεˆ = −∆εˆ, to get
(4.136)
(τ∆−1εˆ, ∂tεˆ)Î = −(∂t(τ∆−1εˆ), εˆ)Î +
∫
Î
∂t(τ∆
−1εˆ, εˆ)dt
= −(τ ′∆−1εˆ, εˆ)Î − (τ∂t∆−1εˆ, εˆ)Î
− k(∆−1εˆ(tˆ), εˆ(tˆ)) + tˆ‖∇∆−1εˆ(0)‖2
= τ ′‖∇∆−1εˆ‖2
Î
+ ‖√τ εˆ‖2
Î
− k(∆−1εˆ(tˆ), εˆ(tˆ)) + tˆ‖∇∆−1εˆ(0)‖2.
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Then, we apply integration by parts to the second term in (4.135), insert
the relation above, exploit the compactness of the inverse Laplacian and
note that −τ ′ ≤ 1, obtaining
(4.137)
2‖√τ εˆ‖2
Î
+ tˆ‖∇∆−1εˆ(0)‖2 = −τ ′‖∇∆−1εˆ‖2
Î
k(∆−1εˆ(tˆ), wT − w(tˆ)) + (τ∆−1εˆ, d˜εˆ)Î
≤ ‖∇∆−1εˆ‖2
Î
+ k‖∆−1εˆ(tˆ)‖‖wT ‖+ T‖∆−1εˆ‖I‖d˜εˆ‖I
≤ ‖∇∆−1εˆ‖2
Î
+ Ck‖εˆ(tˆ)‖‖wT ‖+ C‖εˆ(tˆ)‖2Î .
The first term in the right-hand side of (4.137) is bounded by (4.133),
while for the remaining two terms we use Theorem 4.4.1 to obtain
(4.138) 2‖√τ εˆ‖2
Î
+ tˆ‖∇∆−1εˆ(0)‖2 ≤ Ck2‖wT ‖2,
as requested.
In a next step, we bound the projection error exploiting the time-weighted
estimates given in Proposition 4.2.4.
Lemma 4.4.6. For the error between the solution w of (4.11) and its projection
in time, there holds
(4.139) ‖w − pikw‖L1(I,L2(Ω)) ≤ Ck
(
log
T
k
) 1
2 ‖wT ‖
Proof. The statement follows from the approximation property of pik, see [84,
Equation (12.10)], and the stability estimates (4.34a) and (4.34c). Indeed
‖w − pikw‖L1(I,L2(Ω)) =
∫
I\IN
‖w − pikw‖dt+
∫
IN
‖w − pikw‖dt
≤ Ck
(∫
I\IN
‖∂tw(t)‖dt+ max
t∈IN
‖wt‖
)
≤ Ck
(
log
T
k
) 1
2 ‖wT ‖.
We are left with the discretization error ξk = pikw−wk which will be bounded
with the following two lemmas.
Lemma 4.4.7. The discretization error ξk is formulated through the equation
(4.140)
(∇ϕk,∇ξk)In − (ϕk,n, [ξk]n) + (ϕk, d˜ξk)In =∫
In
(tn − t)(∆ϕk, ∂tw(t))dt+ (ϕk, d˜(pikw − w))In ,
for any i = 1, ..., N and ϕk ∈ P0(In, H2(Ω) ∩H10 (Ω)).
Proof. The claim follows as in Lemma 4.3.4 with trivial changes due to the
presence of the linearization term, which comes into play through (4.19).
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Lemma 4.4.8. Let w be the solution of (4.11) and wk be the solution of 4.13
defined through d˜. Then for the discretization error there holds
(4.141) ‖pikw(0)−wk,1‖H−2(Ω)+‖pikw−wk‖L1(I,L2(Ω)) ≤ Ck
(
log
T
k
+1
)
‖wT ‖.
Proof. We use similar arguments as in the proof of Lemma 4.3.5. Therefore,
when no confusion arises, we omit the details and focus mostly on the difficulties
introduced by the presence of the term containing d˜. The interested reader can
refer also to [61, Lemma 5.2] where the claim is shown for the linear case.
To derive the estimate in the H−2(Ω)-norm we test (4.140) with ϕ = ∆−2(ξk)
and, proceeding similarly as in (4.84)-(4.87), we have
(4.142)
1
2
(
‖∆−1ξk,n‖2+‖∇∆−1ξ‖2In
)
≤ 1
2
(
‖∆−1ξk,n+1‖2 + k2n‖∇w‖2In
)
+ (∆−2ξk, d˜(pikw − w))In − (∆−2ξk, d˜ξk)In .
We move our attention to the last two terms in the right-hand side of (4.142).
Recalling the splitting (4.21), using Young’s and Minkowski’s inequality, and
the compactness of ∆−2, we get
(∆−2ξk, d˜(pikw − w))In − (∆−2ξk, d˜ξk)In = −(∆−2ξk, d˜εk)In
≤ 1
2
(‖∆−2ξk‖2In + c‖εk‖2In)
≤ C
2
(‖ξk‖2In + ‖εk‖2In)
≤ C
2
(‖ηk‖2In + 2‖εk‖2In)
≤ C
2
(
k2n‖∂tw‖2In + ‖εk‖2In
)
.
Going back to (4.142) and summing for n = 1, ..., N , we obtain
(4.143)
‖∇∆−1ξk‖2I + ‖∆−1ξk,1‖2 ≤ k2‖∇w‖2I + C
(‖εk‖2I + k2‖∂tw‖2I)
≤ Ck2‖wT ‖2,
using the approximation property of pik stated in (4.20), Proposition 4.2.4 and
Theorem 4.4.2. This concludes the first part
For the L1(I, L2(Ω))-norm estimate, we observe that it is enough to show
(4.144)
N∑
n=1
τk,n‖ξk‖2In ≤ Ck2‖wT ‖2, τk,n = T − tn−1,
to conclude
(4.145)
‖ξk‖2L1(I,L2(Ω)) ≤
N∑
n=1
knτ
−1
k,n
N∑
n=1
τk,n‖ξk‖2In
≤ Ck2
(
log
T
k
+ 1
)
‖wT ‖2.
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Thus, in view of (4.144) we test (4.140) with ϕk = −τ−1∆−1ξk in order to
obtain
(4.146)
τk,n‖ξk‖2In+
τk,n
2
(
‖∇∆−1ξk,n‖2 − ‖∇∆−1ξk,n+1‖2
)
− (τk,n∆−1ξk, d˜ξk)In
≤ τk,n
2
‖ξk‖2In +
τk,n
2
∫
In
(tn − t)2‖∂tw(t)‖2dt
− (τk,n∆−1ξk, d˜(pikw − w))In .
As in the first part of the proof, the terms containing d˜ are handled by Young’s
and Minkowski’s inequality as well as the compactness of the Laplacian operator.
In particular
(τk,n∆
−1ξk, d˜ξk)In−(τk,n∆−1ξk, d˜(pikw − w))In = τk,n(∆−1ξk, d˜εk)In
≤ 1
2
(
τk,n‖∆−1ξk‖2In + ‖d˜‖2∞,∞‖εk‖2In
)
≤ 1
2
(
τk,nC‖ξk‖2In + ‖d˜‖2∞,∞‖εk‖2In
)
≤ C
2
(
τk,n‖εk‖2In + τk,n‖ηk‖2In + ‖εk‖2In
)
≤ C
2
(
k2nτk,n‖∂tw‖2In + ‖εk‖2In
)
,
using in the last step the approximation property (4.20) and Theorem 4.4.2
restricted to In.
While the second term in the expression above, thanks to the L2(I, L2(Ω))-norm
estimate from Theorem 4.4.2, already displays what we are seeking, the first one
requires some more steps. In particular, we observe that
τk,n ≤ T − tn + k˜kn+1 ≤ (1 + k˜)(T − tn) ≤ (1 + k˜)(T − t),
for n = 1, ..., N − 1, and τk,N = kN . Then, summing for n = 1, ..., N , we have
(4.147)
N∑
n=1
k2nτk,n‖∂tw‖2In =
N−1∑
n=1
k2nτk,n
∫
In
‖∂tw‖2dt+ k2Nτk,N
∫
IN
‖∂tw‖2dt
≤ (1 + κ)k2
∫
In
(T − t)‖∂tw‖2dt+ k3
∫
IN
‖∂tw‖2dt
≤ Ck2
∫
I
(T − t)‖∂tw‖2dt.
Now, summing also (4.146) for n = 1, ..., N , we have
(4.148)
T‖∇∆−1ξk,1‖2+
N∑
n=1
τk,n‖ξk‖2In ≤ k˜‖∇∆−1ξk‖2I
+
N∑
n=1
τk,n
∫
In
(tn − t)2‖∂tw‖2dt+ Ck2
∫
I
(T − t)‖∂tw‖2dt+ ‖εk‖2I ,
compare with [61, Equation (5.9)].
For the first term in the right-hand side, we use (4.143), the second follows as
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in (4.93), while for the last two, we use (4.34b) and Theorem 4.4.2, respectively.
All together this yields
(4.149) T‖∇∆−1ξk,1‖2 +
N∑
n=1
τk,n‖ξk‖2In ≤ Ck2‖wT ‖,
which in turn shows the claim.
With the last result at hand, the proof of Theorem 4.4.4 has been concluded
and we can derive the error estimate for the error in the primal variable ek =
u − uk. In the following, we use the state space U as defined in (3.16). The
following result has been derived by the author of this thesis in [55, Theorem 4.2]
Theorem 4.4.9. Let u ∈ U and uk ∈ Uk be solutions of (2.28) and (2.29),
respectively, with f(t, x) = q(t)g(x) ∈ L∞(I, L2(Ω)) and u0 ∈ H2(Ω) ∩H10 (Ω).
Then, for the error induced by the discretization in time there holds
(4.150)
‖u− uk‖L∞(I,L2(Ω)) ≤ Ck
(
log
T
k
+ 1
) 1
2
(
‖f‖L∞(I,L2(Ω)) + ‖u0‖H˙2(Ω)
+ ‖d(·, ·, 0)‖L∞(I×Ω)
)
.
Proof. In every time interval, we split the error into
‖ek‖L∞(In,L2(Ω)) ≤ ‖u(·)− u(tn)‖L∞(In,L2(Ω))︸ ︷︷ ︸
(a1)
+ ‖u(tn)− uk(·)‖L∞(In,L2(Ω))︸ ︷︷ ︸
(a2)
and we analyze the two terms separately. Then, summing the estimates for
any In, n = 1, ..., N we obtain the thesis. As in Theorem 4.3.6, with no loss of
generality, we focus on the last time interval IN .
(a1) For a generic fixed time tˆ ∈ IN , we start the derivation considering the
interpolation error u(tˆ)− u(tN ).
Consider the solutions w and ŵ of Problem 4.1.6(a) and (b), respectively,
with terminal value wT to be specified later. Integration by parts in time
of (4.11) and (4.12) leads to
−(ϕ(T ), w(T )) + (ϕ(0), w(0)) + (∂tϕ,w)I + (∇ϕ,∇w)I + (ϕ, d˜w)I = 0,
−(ϕ(tˆ), wˆ(tˆ)) + (ϕ(0), wˆ(0)) + (∂tϕ, wˆ)Iˆ + (∇ϕ,∇wˆ)Iˆ + (ϕ, d˜wˆ)Iˆ = 0,
for any ϕ ∈W (0, T ).
Then, setting ϕ = u and using the abbreviation d(u), the state equation
(2.28) yields
−(u(T ), w(T )) + (u(0), w(0)) + (qg, w)I − (d(u), w)I + (u, d˜w)I = 0,
−(u(tˆ), wˆ(tˆ)) + (u(0), wˆ(0)) + (qg, wˆ)Iˆ − (d(u), wˆ)I + (u, d˜wˆ)I = 0.
Recalling that w(T ) = w(tˆ) = wT , subtracting the equalities above, we
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have
(u(tˆ)− u(T ), wT ) =(u(0), wˆ(0)− w(0)) + (qg, wˆ − w)Iˆ − (qg, w)I\Iˆ
+
(
u, d˜(wˆ − w))
Iˆ︸ ︷︷ ︸
(b1)
−(u, d˜w)I\Iˆ︸ ︷︷ ︸
(b2)
(4.151)
+ (d(u), w − wˆ)Iˆ︸ ︷︷ ︸
(b3)
+ (d(u), w)I\Iˆ︸ ︷︷ ︸
(b4)
,
and we analyze separately the terms.
(b1) The boundedness of ‖d˜‖L∞(I×Ω) ≤ c entails
(u, d˜(wˆ − w))Iˆ ≤ c‖u‖L∞(I,L2(Ω))‖wˆ − w‖L1(I,L2(Ω)).
(b2) Exploiting again the boundedness of d˜ in L
∞(I × Ω), noting that
|T − tˆ| ≤ k, we have
−(u, d˜w)I\Iˆ ≤
∣∣∣ ∫ T
tˆ
(u, d˜w)dt
∣∣∣
≤ ck‖u‖L∞(I,L2(Ω))‖w‖L∞(I,L2(Ω))
(b3) The Lipschitz properties of d(·, ·, u) and the boundedness of d(·, ·, 0)
in L∞(Iˆ , L2(Ω)) yield
(d(u), w − wˆ)Iˆ = (d(u)− d(0), w − wˆ)Iˆ + (d(0), w − wˆ)Iˆ
≤ ‖d(u)− d(0)‖L∞(Iˆ,L2(Ω))‖w − wˆ‖L1(Iˆ,L2(Ω))
+ ‖d(0)‖L∞(Iˆ,L2(Ω))‖w − wˆ‖L1(Iˆ,L2(Ω))
≤ c(‖u‖L∞(Iˆ,L2(Ω)) + ‖d(0)‖L∞(Iˆ,L2(Ω)))·
· ‖w − wˆ‖L1(Iˆ,L2(Ω)).
(b4) Using the same argument as before, we conclude
(d(u), w)I\Iˆ = (d(u)− d(0), w)I\Iˆ + (d(0), w)I\Iˆ
≤ ck(‖u‖L∞(I×Ω) + ‖d(0)‖L∞(I×Ω))‖w‖L∞(I,L2(Ω)).
Back to (4.151), we pick wT = u(tˆ)− u(T ) and obtain
‖u(tˆ)− u(T )‖2 ≤ c
(
‖w − ŵ‖L1(Iˆ,L2(Ω)) + ‖(w − wˆ)(0)‖H−2(Ω)
+ k‖w‖L∞(I,L2(Ω))
)
·
(
‖qg‖L∞(I,L2(Ω)) + ‖u0‖H˙2(Ω)
+ ‖d(0)‖L∞(I×Ω) + ‖u‖L∞(I,L2(Ω)) + ‖u‖L∞(I×Ω)
)
.
Using Propositions 4.2.4 and 3.2.2, together with Lemma 4.4.5, after
dividing by ‖wT ‖, we conclude
(4.152)
‖u(tˆ)− u(T )‖ ≤ ck log
(T
k
+ 1
) 1
2
(
‖q‖L∞(I,Rm)‖g‖L2(Ω) + ‖u0‖H˙2(Ω)
+ ‖d(0)‖L∞(I×Ω)
)
.
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(a2) To obtain the error inside the time interval IN , we set
wT = u(tN )− uk,N = u(T )− uk,N
in (4.11) and in (4.13), the latter defined through d˜, and get
B(ϕ,w) + (ϕ, d˜w)I = B(ϕ,wk) + (ϕ, d˜wk)I = (ϕN , u(T )− uk,N ),
for ϕ ∈ Uk. In particular, testing the relation above with ϕ = u − uk,
observing that for ϕk ∈ Uk it holds
(4.153) B(u− uk, ϕk) = −(d(u)− d(uk), ϕk)I = −((u− uk)d˜, ϕk)I ,
and making use of (4.19), we have
‖u(T )−uk,N‖2 = B(u− uk, w) + (u− uk, d˜w)I
= B(u− uk, w − wk)− (d˜(u− uk), wk)I + (d˜(u− uk), w)I
= B(u,w − wk) + (uk, d˜(w − wk))I + (d˜(u− uk), w − wk)I
= (qg, w − wk)I + (u0, w(0)− wk(0))−(d(u), w − wk)I︸ ︷︷ ︸
(c1)
+ (uk, d˜(w − wk))I︸ ︷︷ ︸
(c2)
+ (d˜(u− uk), w − wk)I︸ ︷︷ ︸
(c3)
,
using (2.28) in the last step.
We consider the three terms separately.
(c1) Observing that L
∞(I,H10 (Ω)) ↪→ L∞(I, L2(Ω)), the stability of u
from Proposition 3.2.2, the Lipschitz continuity of d(·, ·, u) and the
boundedness of d(·, ·, 0) in L∞(I, L2(Ω)), yield
−(d(u), w − wk)I ≤
(
‖d(u)− d(0)‖L∞(I,L2(Ω)) + ‖d(0)‖L∞(I,L2(Ω))
)
·
· ‖w − wk‖L1(I,L2(Ω))
≤ c
(
‖u‖L∞(I,L2(Ω)) + ‖d(0)‖L∞(I,L2(Ω))
)
·
· ‖w − wk‖L1(I,L2(Ω))
≤ c
(
‖qg‖I + ‖u0‖V + ‖d(0)‖L∞(I,L2(Ω))
)
·
· ‖w − wk‖L1(I,L2(Ω)).
(c2) The boundedness of d˜ in L
∞(I × Ω) and Proposition 3.2.3, yield
(uk, d˜(w − wk))I ≤ ‖uk‖L∞(I,L2(Ω))‖w − wk‖L1(I,L2(Ω))
≤ c
(
‖qg‖I + ‖u0‖V + ‖d(0)‖I
)
‖w − wk‖L1(I,L2(Ω)).
(c3) Using the Lipschitz continuity of d(·, ·, u) combined with the definition
and boundedness of d˜, we get
(d˜(u− uk), w − wk)I = (d(u)− d(uk), w − wk)I
= (d(u)− d(0), w − wk)I + (d(0)− d(uk), w − wk)I
≤ c
(
‖u‖L∞(I,L2(Ω)) + ‖uk‖L∞(I,L2(Ω))
)
‖w − wk‖L1(I,L2(Ω))
≤ c
(
‖qg‖I + ‖u0‖H10 (Ω) + ‖d(0)‖I
)
‖w − wk‖L1(I,L2(Ω)),
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using in the last step the stability of the solutions u and uk from
Propositions 3.2.2 and Proposition 3.2.3, respectively.
Summing up, for the error inside the time interval we have
‖u(T )− uk,N‖2 ≤ c
(
‖w − wk‖LI(I,L2(Ω)) + ‖w(0)− wk(0)‖H−2(Ω)
)
·
(
‖qg‖L∞(I,L2(Ω)) + ‖u0‖H˙2(Ω) + ‖d(·, ·, 0)‖L∞(I,L2(Ω))
)
.
In conclusion, combining (4.152) with the inequality above, and thanks to
Theorem 4.4.4, we obtain the thesis.
4.4.2 Spatial error
We split the error in the auxiliary variables into a projection and discretization
error by means of the L2-projection in space. With a little abuse of notation, we
denote the error in the auxiliary variables vk and vkh, solutions of Problem 4.1.8(a)
and (b), respectively, as
εh = vk − vkh
= vk − Phvk + Phvk − vkh
= ηh + ξh.
Then, we define the following auxiliary problem
(4.154) B(ϕk, w¯k) + (ϕk, dˆw¯k)I = (ϕk, εh)I , ∀ϕk ∈ Uk,
for which we have, compare with [68],
(4.155) ‖w¯k‖I + ‖∆w¯k‖I ≤ C‖εh‖I .
Further, we denote the projection error for w¯k with η¯h = w¯k − Phw¯k. To avoid
confusion, we remark that in the following two results the discretization error ξh
and the projection error ηh are those defined with respect to vk
Lemma 4.4.10. For the discretization error ξh and the projection errors ηh, η¯h
the following estimates hold
B(ηh, ϕ) = (∇ηh,∇ϕ)I , ∀ϕ ∈ Ukh ∪ Uk(4.156a)
B(ϕ, η¯h) = (∇ϕ,∇η¯h)I , ∀ϕ ∈ Ukh ∪ Uk(4.156b)
B(ηh, η¯h) ≤ ‖∇ηh‖I‖∇η¯h‖I + C‖ηh‖I‖εh‖I .(4.156c)
Proof. Relations (4.156a) and (4.156b) are shown in [62, Lemma 5.6] for ϕ ∈ Ukh.
Considering as in our case polynomial piecewise constant in time, the claim
holds for ϕ ∈ Uk as well.
Equation (4.156c) follows as in [62, Lemma 5.8]
Lemma 4.4.11. For the discretization error ξh and the projection error ηh
there holds
(4.157) ‖∇ξh‖I ≤ C
(‖εh‖I + ‖∇ηh‖I).
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Proof. By means of the definition of B(·, ·) (2.15), relations (4.18) and (4.156a),
we have
‖∇ξh‖2I = (∇ξh,∇ξh)I ≤ |B(ξh, ξh)| = |B(εh − ηh, ξh)|
≤ (dˆεh, ξh)I + (∇ηh,∇ξh)I
≤
(
‖dˆ‖L∞(I×Ω)‖εh‖I‖ξh‖I + ‖∇ηh‖I‖∇ξh‖I
)
≤ C
(
‖εh‖I + ‖∇ηh‖I
)
‖∇ξh‖I .
The claim follows dividing by ‖∇ξh‖I .
Remark 4.4.12. Comparing the Lemma above with [62, Lemma 5.7], where
the analogous is shown for the linear case, we observe that the price to pay for
having the semi-linear term is the presence of ‖εh‖I . This is indeed what one
expects because the Galerkin orthogonality in the linear case is substituted by the
relation (4.18) when considering semi-linear equation.
Further, it also highlights how estimates in the L2(I, L2(Ω))-norm for the error
in the auxiliary variables are again necessary.
Using a technique similar to [68, Theorem 4.2], we start with the error in the
L2(I, L2(Ω))-norm between the solutions of Problems 4.1.8 (a) and (b).
Lemma 4.4.13. For the error between the solutions vk and vkh of (4.15) and
4.16, respectively, there holds
(4.158) ‖vk − vkh‖I ≤ Ch2‖∇v0‖.
Proof. Testing (4.154) with ϕk = ξh, we have
(ξh, εh)I = B(ξh, w¯k) + (ξh, dˆw¯k)I
= B(εh − ηh, w¯k) + (εh − ηh, dˆw¯k)I
= −(εhdˆ, w¯k)I − (∇ηh,∇w¯k)I + (εh − ηh, dˆw¯k)I
= −(∇ηh,∇w¯k)I − (ηh, dˆw¯k)I ,
using (4.18) and (4.156a). This implies
‖εh‖2I = (ηh, εh)I − (∇ηh,∇w¯k)I − (ηh, dˆw¯k)I
= (ηh, εh)I + (ηh,∆w¯k)I − (ηh, dˆw¯k)I
≤ ‖ηh‖I
(
‖εh‖I + ‖∆w¯k‖I + ‖dˆ‖L∞(I×Ω)‖w¯k‖I
)
≤ C‖ηh‖I‖εh‖I ,
using (4.155). Then, the well-known estimate
‖ηh‖I ≤ Ch2‖∇2vk‖I ,
and the fact that, being the domain polygonal and convex, we have,
‖∇2vk‖I ≤ C‖∆vk‖I ,
together with the stability of vk, yield
(4.159) ‖εh‖ ≤ Ch2‖∆vk‖I ≤ Ch2‖∇v0‖.
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Next two results have to be compared with [61, Lemma 5.6(b)-Lemma 5.7(b)]
where they are shown in the linear setting. With respect to their setting, where
the claim is entailed by the Galerkin orthogonality, in the non-linear setting, we
have to exploit again the auxiliary problem (4.154) defined above.
Lemma 4.4.14. For the error between the solutions vk and vkh of (4.15) and
(4.16), respectively, there holds
(4.160) ‖vk − vkh‖I ≤ C
√
Th2‖∆v0‖.
Proof. We test (4.154) with ϕk = εh and, recalling η¯h = w¯k − Phw¯k, thanks to
(4.18). we obtain
(4.161)
‖εh‖2I = B(εh, w¯k) + (εh, dˆw¯k)I
= B(εh, η¯h) +B(εh, Phw¯k) + (εh, dˆη¯h)I + (εh, d˜Phw¯k)I
= B(εh, η¯h)− (dˆεh, Phw¯k)I + (εh, dˆη¯h)I + (εh, d˜Phw¯k)I
= B(ηh + ξh, η¯h) + (εh, dˆη¯h)I
≤ ‖∇ηh‖I‖∇η¯h‖I + C‖ηh‖I‖εh‖I + ‖∇ξh‖I‖∇η¯h‖I
+ ‖dˆ‖L∞(I×Ω)‖εh‖I‖η¯h‖I
using in the last step (4.156c), (4.156b) and the boundedness of dˆ, respectively.
For the L2-projection error there holds the following estimates
(4.162) ‖φ− Phφ‖I ≤ Ch2‖∇2φ‖I , ‖∇(φ− Phφ)‖I ≤ Ch‖∇2φ‖I
which, together with (4.157), lead to
(4.163)
‖εh‖2I ≤ C
(
h2‖∇2vk‖I‖∇2w¯k‖I + h2‖∇2vk‖I‖εh‖I︸ ︷︷ ︸
(a1)
+ h‖∇2w¯k‖I(‖εh‖I + ‖∇ηh‖I)︸ ︷︷ ︸
(a2)
+ h2‖dˆ‖L∞(I×Ω)‖∇2w¯k‖I‖εh‖I︸ ︷︷ ︸
(a3)
)
.
We consider the three parts separately.
(a1) The domain Ω being polygonal and convex, (4.155) and Proposition 4.2.9
lead to
(4.164)
(a1) ≤ Ch2‖∆vk‖I
(‖∆w¯k‖I + ‖εh‖I)
≤ Ch2‖∆vk‖I‖εh‖I
≤ Ch2
√
T max
n=1,..,N
‖∆vk,n‖‖εh‖I
≤ C
√
Th2‖∆v0‖‖εh‖I .
(a2) In a first step, we use Lemma 4.4.13 and (4.162) to bound the terms inside
the inner brackets. Then, we conclude thanks to (4.155) and Proposi-
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tion 4.2.9
(4.165)
(a2) ≤ Ch‖∆w¯k‖
(
h2‖∇v0‖+ h‖∆vk‖I
)
≤ C(h2‖∆vk‖I + h3‖∇v0‖)‖εh‖I
≤ C(√Th2‖∆v0‖I + h3‖∇v0‖)‖εh‖I .
(a3) Lemma 4.4.13 and (4.155) give
(4.166)
(a3) ≤ Ch4‖∆w¯k‖I‖∇u0‖
≤ Ch4‖∇u0‖‖εh‖I .
In conclusion, combining (4.164) with (4.165) and (4.166) in (4.163), and con-
sidering the leading term h2, we obtain, after division for ‖εh‖I ,
‖εh‖I ≤ C
√
Th2‖∆v0‖.
Lemma 4.4.15. For the error at the final time between the solutions vk and
vkh of (4.15) and (4.16), respectively, there holds
(4.167) ‖vk,N − vkh,N‖I ≤ Ch2‖∆v0‖.
Proof. We introduce the Ritz projection Rh : H
1
0 (Ω)→ Vh
(∇Rhv, ϕh) = (∇v,∇ϕh), ∀ϕh ∈ Vh,
with the corresponding estimate
(4.168) ‖Rhv − v‖I ≤ Ch2‖∆v‖I ,
see [89]. We split the error in the auxiliary variable as
εh = vk − vkh
= vk −Rhvk +Rhvk − vkh
= ηh +Rhεh
noting that Rhvkh = vkh.
We observe that, by means of (4.18), for any ϕkh ∈ Ukh, it holds
B(Rhε, ϕkh) = B(εh, ϕkh)−B(ηh, ϕkh)
= −(dˆεh, ϕkh)I −B(ηh, ϕkh),
which, restricted on the time interval In, reads
(4.169)
(∇Rhεh,∇ϕkh)In+([Rhεh]n−1, ϕkh,n) = −(dˆεh, ϕkh)In
− (∇ηh,∇ϕkh)In − ([Rhηh]n−1, ϕkh,n),
for any ϕkh ∈ P0(In, Vh). We test (4.169) with ϕkh = tn−1Rhεh and get
(4.170)
tn−1(∇Rhεh,∇Rhεh)In + tn−1([Rhεh]n−1, Rhεh,n) = −tn−1(dˆεh, Rhεh)In
− tn−1(∇ηh,∇Rhεh)In − tn−1([Rhηh]n−1, Rhεh,n),
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We move our attention to the first term in the right-hand side containing dˆ.
Using Young’s inequality and the boundedness of dˆ, we have
(4.171)
−tn−1(dˆεh, Rhεh)In = −tn−1(dˆ(ηh +Rhεh), Rhεh)In
≤ t
2
n−1
2
‖ηh‖In +
C
2
‖Rhεh‖2In − tn−1‖
√
dˆRhεh‖2In
=
t2n−1
2
‖ηh‖In +
C
2
kn‖Rhεh,n‖2 − tn−1‖
√
dˆRhεh‖2In ,
where in the last step we used
‖Rhεh‖2In =
∫
In
‖Rhεh‖2dt = kn‖Rhεh,n‖2.
The terms left in (4.170) are handled as in [61, Lemma 5.7b] and therefore we
omit the details. Inserting (4.171) in (4.170), we have
(4.172)
tn‖Rhεh,n‖2 + 2tn−1‖∇Rhεk‖2In + tn−1‖
√
dˆRhεh‖2In ≤
tn−1‖Rhεh,n−1‖2 + kn‖Rhεh,n‖2 +
t2n−1
kn
‖[ηh]n−1‖2
+ kn‖Rhεh,n‖2 + t2n−1‖ηh‖2In + Ckn‖Rhεh,n‖2.
The second and third term in the left-hand side are positive and we erase them.
Then, summing for n = 2, ..., N and observing that k1 = t1, we have
(4.173)
T‖Rhεh,N‖2 ≤ k1‖Rhεh,1‖2 + (2 + C)
N∑
n=2
kn‖Rhεh,n‖2
+
N∑
n=2
t2n−1
kn
‖[ηh]n−1‖2 +
N∑
n=2
t2n−1‖[ηh]n−1‖2
≤ C‖Rhεh‖2I +
N∑
n=2
t2n−1
kn
‖[ηh]n−1‖2 +
N∑
n=2
t2n−1‖[ηh]n−1‖2.
Employing the splitting for εh we observe
‖Rhεh‖2I = ‖εh‖2I + ‖ηh‖2I − 2(εh, ηh)I
≤ 2‖εh‖2I + 2‖ηh‖2I
thanks to Young’s inequality. Then, back to (4.173) and exploiting again the
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splitting for εh in the left-hand side, we obtain
(4.174)
T‖εh,N‖2 ≤ C
(
T‖ηh,N‖2 + ‖ηh‖2I +
N∑
n=2
t2n−1
kn
‖[ηh]n−1‖2
+
N∑
n=2
t2n−1‖[ηh]n−1‖2
)
+ C‖εh‖2I
≤ CTh4
(
‖∆vk,N‖2 + ‖∆vk‖2I +
N∑
n=2
tn−1
kn
‖[∆vk]n−1‖2
+
N∑
n=2
tn−1‖[∆vh]n−1‖2In
)
+ CTh4‖∆v0‖2I
≤ CTh4‖∆v0‖2I
using Lemma 4.4.14 and, in the last step, Proposition 4.2.9. Division for T leads
to the thesis
‖εh,N‖ = ‖vk,N − vkh,N‖ ≤ Ch2‖∆v0‖.
In view of the duality argument, we derive the error in the auxiliary dual
variables solutions of Problems 4.1.7 based on the error estimates obtained above.
Lemma 4.4.16. Let wk and wkh be solutions of (4.13) and (4.14), respectively.
Then, it holds
(4.175) ‖wk,1 − wkh,1‖H−2(Ω) ≤ ch2‖wT ‖.
Proof. The definition of the H−2-norm, which reads,
‖wk,1 − wkh,1‖H−2(Ω) = sup
ψ∈H˙2(Ω)
(wk,1 − wkh,1, ψ)
‖ψ‖H2(Ω)
suggests to bound the numerator with a quantity depending on ‖∆ψ‖ and ‖wT ‖.
To achieve this, we proceed similarly to Lemma 4.3.10 selecting conveniently the
test functions in the auxiliary problems.
We fix ψ ∈ H˙2(Ω) and set the initial data v0 = ψ in (4.15) and (4.16). Then we
pick ϕk = vk in (4.13), ϕkh = vkh in (4.14), ϕk = wk in (4.15) and ϕkh = wkh
in (4.16), obtaining
B(vk, wk) + (dˆvk, wk)I = (ψ,wk,1),(4.176a)
B(vk, wk) + (vk, dˆwk)I = (vk,N , wT ),(4.176b)
B(vkh, wkh) + (dˆvkh, wkh)I = (ψ,wkh,1),(4.176c)
B(vkh, wkh) + (vkh, dˆwkh)I = (vkh,N , wT ).(4.176d)
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Then, we subtract (4.176c) to (4.176a), and using (4.17) and (4.18). we have
(ψ,wk,1 − wkh) = B(vk, wk)−B(vkh, wkh) + (dˆvk, wk)I − (dˆvkh, wkh)I
= B(vk − vkh, wk) +B(vkh, wk − wkh)
+ (dˆvk, wk)I − (dˆvkh, wkh)I
= B(vk − vkh, wk − wkh)− (dˆ(vk − vkh), wkh)I
− (vkh, dˆ(wk − wkh))I + (dˆvk, wk)I − (dˆvkh, wkh)I
= B(vk − vkh, wk − wkh)− (dˆvk, wkh)I
− (vkh, dˆwk)I + (vkh, dˆwkh)I + (dˆvk, wk)I
= B(vk − vkh, wk − wkh) + (vk − vkh, dˆwk)I
− (vk − vkh, dˆwkh)I
= B(vk − vkh, wk − wkh) + (vk − vkh, dˆ(wk − wkh))I
= (vk,N − vkh,N , wT )
After this somehow lengthy computation, we conclude
(ψ,wk,1 − wkh) = (vk,N − vkh,N , wT )
≤ ‖vk,N − vkh,N‖‖wT ‖
≤ Ch2‖∆v0‖‖wT ‖,
thanks to Lemma 4.4.15. Then, the claim follows from the definition of the
H−2-norm recalling that v0 = ψ.
Last result concerns the error in L1(I, L2(Ω)) between the solutions of Prob-
lems 4.1.7. In the linear setting of Section 4.3.2, we have exploited the fact that
the functions involved are piecewise constant in time. This in particular has
lead to estimates in time in the L2-norm for the dual auxiliary variables. In the
semi-linear setting, we will use a different approach, inspired by [61, Lemma 5.9],
based on a L1-norm estimate in time.
Lemma 4.4.17. Let wk and wkh be solutions of (4.13) and (4.14), respectively.
Then there holds
(4.177) ‖wk − wkh‖L1(I,L2(Ω)) ≤ Ch2
(
log
T
k
+ 1
)
Proof. Assuming we have already derived the estimate,
(4.178) T‖wk,1 − wkh,1‖ ≤ Ch2‖wT ‖,
the claim follows by
‖wk − wkh‖L1(I,L2(Ω)) ≤
N∑
n=1
knτ
−1
k,n maxn=1,...,N
(
τk,n‖wk,n − wkh,n‖
)
≤ Ch2
(
log
T
k
+ 1
)
‖wT ‖.
Therefore, we focus on (4.178). To this end, we follow the bootstrap argument
depicted in [61, Lemma 5.9] and set v0 = wk,1 − wkh,1 in (4.15) and (4.16).
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Further, for a n˜ ≤ N , we pick as test functions ϕk = wk in (4.15), ϕk = vk in
(4.13), ϕkh = wkh in (4.16) and ϕkh = vkh in (4.14), on {0} ∪n˜i=1 Ii, and zero
otherwise. This choice yields
(wk,1 − wkh,1, wk,1) = B(vk, wk) + (dˆvk, wk)I = (vk,n˜, wk,n˜+1)
(wk,1 − wkh,1, wkh,1) = B(vkh, wkh) + (dˆvkh, wkh)I = (vkh,n˜, wkh,n˜+1),
and, subtracting the equations above, we have
(4.179)
(wk,1 − wkh,1, wk,1 − wkh,1) = B(vk, wk)−B(vkh, wkh)
+ (dˆvk, wk)I − (dˆvkh, wkh)I
= (vk,m˜, wk,m˜+1)− (vkh,m˜, wkh,m˜+1)
We focus now on the central part of the expression to obtain the differential
equation connecting the left-hand side with the right hand-side. Using relations
(4.17), (4.18), we have
B(vk, wk)−B(vkh, wkh) + (dˆvk, wk)I − (dˆvkh, wkh)I︸ ︷︷ ︸
(a1)
=
= B(vk − vkh, wk) +B(vkh, wk − wkh) + (a1)
= B(vk − vkh, wk − wkh) +B(vk − vkh, wkh) +B(vkh, wk − wkh) + (a1)
= B(vk − vkh, wk − wkh)− (dˆ(vk − vkh), wkh)I − (vkh, dˆ(wk − wkh))I + (a1)
= B(vk − vkh, wk − wkh) + (dˆ(vk − vkh), wk − wkh)I︸ ︷︷ ︸
(a2)
− (dˆ(vk − vkh), wk)I − (vkh, dˆ(wk − wkh))I + (a1)
= (a2)− (dˆvk, wk)I + (dˆvkh, wk)I − (vkh, dˆwk) + (vkh, dˆwkh)
+ (dˆvk, wk)I − (dˆvkh, wkh)I
= B(vk − vkh, wk − wkh) + (dˆ(vk − vkh), wk − wkh)I .
Going back to (4.179), we have the desired relation
(wk,1 − wkh,1, wk,1 − wkh,1) = B(vk − vkh, wk − wkh) + (d˜(vk − vkh), wk − wkh)I
= (vk,m˜, wk,m˜+1)− (vkh,m˜, wkh,m˜+1).
From now on the proof is identical to [61, Lemma 5.9] and therefore we omit it.
The arguments used are Lemmas 4.4.15 and (4.4.16) together with the stability
of the auxiliary variables in Proposition 4.2.5.
We have now all the ingredients to derive the error induced by the space
discretization. This results corresponds to [55, Theorem 4.4].
Theorem 4.4.18. Let uk ∈ Uk and ukh ∈ Ukh be solutions of (2.29) and (2.30),
respectively, with f(t, x) = q(t)g(x) ∈ L∞(I, L2(Ω)) and u0 ∈ H2(Ω) ∩H10 (Ω).
Then, for the error induced by the discretization in space there holds
(4.180)
‖uk − ukh‖L∞(I,L2(Ω)) ≤ ch2
(
log
T
k
+ 1
)(
‖qg‖L∞(I,L2(Ω)) + ‖u0‖H2(Ω)
+ ‖d(·, ·, 0)‖L∞(I×Ω)
)
.
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Proof. We can show the estimate on a single time interval In due to uk and
ukh being constant on any time interval In, and with no loss of generality we
consider the last time interval only. For a generic time interval In, we consider
(4.13) and (4.14) on I = (0, tn) and, noting that 0 ≤ log(tn/k) ≤ log(T/k), the
proof follows similarly.
We set wT = uk,N − ukh,N in (4.13) and (4.14). Then, using (4.17) and noting
that, for ϕkh ∈ Ukh, it holds
B(uk − ukh, ϕkh) = −(d(·, ·, uk)− d(·, ·, ukh), ϕkh)I = −((uk − ukh)dˆ, ϕkh)I ,
we have
‖uk,N − ukh,N‖2 = B(uk − ukh, wk) + (uk − ukh, dˆwk)I
= B(uk − ukh, wk − wkh)− (dˆ(uk − ukh), wkh)I
+ (dˆ(uk − ukh), wk)I
= B(uk, wk − wkh) + (ukh, dˆ(wk − wkh))I
+ (dˆ(uk − ukh), wk − wkh)I
= (qg, wk − wkh)I + (u0, wk,1 − wkh,1)−(d(uk), wk − wkh)I︸ ︷︷ ︸
(a1)
+ (ukh, dˆ(wk − wkh))I︸ ︷︷ ︸
(a2)
+ (dˆ(uk − ukh), wk − wkh)I︸ ︷︷ ︸
(a3)
,
using (2.29) in the last step.. We analyze the three terms separately.
(a1) The Lipschitz continuity of d(·, ·, u) and the boundedness of d(·, ·, 0) in
L∞(I, L2(Ω)), give
−(d(uk), wk − wkh)I ≤ c
(
‖d(uk)− d(0)‖L∞(I,L2(Ω)) + ‖d(0)‖L∞(I,L2(Ω))
)
· ‖wk − wkh‖L1(I,L2(Ω))
≤ c
(
‖uk‖L∞(I,L2(Ω)) + ‖d(0)‖L∞(I,L2(Ω))
)
· ‖wk − wkh‖L1(I,L2(Ω)).
(a2) Recalling that dˆ is bounded, we have
(ukh, dˆ(wk − wkh))I ≤ c‖ukh‖L∞(I,L2(Ω))‖wk − wkh‖L1(I,L2(Ω))
(a3) For the last term, we rely again on the Lipschitz continuity of d(·, ·, u) to
conclude
(dˆ(uk − ukh), wk − wkh)I = (d(uk)− d(ukh), wk − wkh)I
≤ c
(
‖uk‖L∞(I,L2(Ω)) + ‖ukh‖L∞(I,L2(Ω))
)
‖wk − wkh‖L1(I,L2(Ω)).
We now combine the previous inequalities and, thanks to the regularity of uk
and ukh we obtain
‖uk,N − ukh,N‖2 ≤ c
(
‖wk − wkh‖L1(I,L2(Ω)) + ‖wk,1 − wkh,1‖H−2(Ω)
)
·
(
‖qg‖L∞(I,L2(Ω)) + ‖u0‖H2(Ω) + ‖d(0)‖L∞(I×Ω)
)
.
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Then, using Lemma 4.4.16 and 4.4.17, and after division by wT = uk,N − ukh,N ,
the claim follows.
Ultimately, combining the error estimate of Theorem 4.4.9 with the one given
above, we recover the total discretization error stated in (4.2).
4.4.3 Extension to first-order integral constraints
In this section, we give an insight on how to extend the L∞(I,H10 (Ω))-norm
estimates obtained in Section 4.3 to the case of a semi-linear state equation, as
the one considered in (2.27b).
The approach used in Theorems 4.4.9 and 4.4.18 is based, among the others, on
the Lipschitz continuity of d(·, ·, u) in L∞(I, L2(Ω)), [2, Section 9].
If we mimic the same approach, we would end up with estimates of the type
(d(u), w − wk)I ≤
(‖d(uk)− d(0)‖L∞(I,H10 (Ω)) + ‖d(0)‖L∞(I,H10 (Ω)))
· ‖w − wk‖L∞(I,H−1(Ω)).
However, since d(·, ·, u) is not Lipschitz continuous in L∞(I,H10 (Ω)), the inequal-
ity above does not hold. The growth conditions to impose on d(·, ·, ) to have
such property would lead to a degeneration of the semi-linear term into a linear
term.
To overcome this issue and still keep the duality argument, one might use a
different strategy and estimate the term above as
(d(u), w − wk)I ≤ ‖∇d(u)‖L∞(I,L2(Ω))‖w − wk‖L∞(I,H−1(Ω)).
This would lead to an estimate of the type
(4.181) ‖∇d(u)‖L∞(I,L2(Ω)) ≤ c‖d′(u)‖L∞(I×Ω)‖∇u‖L∞(I,L2(Ω)).
Then, the second term in the right-hand side is directly bounded by virtue of
Proposition 3.2.2. Further, the boundedness in L∞(I × Ω) of u, together with
Assumption 2.3.1 for d(t, x, u), should be enough to guarantee the boundedness
of the remaining term. Then, once one has shown this last point, the derivation
of the a priori error estimate should follow as in Section 4.3. What just claimed,
needs to be performed also for the semi-discrete and discrete settings, using, in
this case, the stability estimates from Propositions 3.2.3 and 3.2.4.
Clearly, the stability estimates for the discretization of Section 4.2.1 need to be
extended as well. This can be done following the arguments of Section 4.2.2,
that is, introducing same kind of linearizations d˜ and dˆ as in (4.9) and (4.10),
respectively.
Ultimately, what we expect is the same convergence order of the linear setting,
that is, O(k + h).
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4.5 Numerical results
After having derived theoretically the a priori error estimates in the previous
sections, we now validate our findings numerically.
To this end, we consider the following linear differential equation
(4.182)
∂tu(t, x, y)−∆u(t, x, y) = q(t)g(x, y) in (0, T )× Ω,
u(0, ·) = u0 in Ω,
u(t, x, y) = 0 on (0, T )× ∂Ω,
with I = (0, 1) and Ω = (0, pi)2. The following data are chosen
q(t) = (1− 2t),
g(x, y) = sin(x) sin(y),
u0 = sin(x) sin(y),
with the known solution given by
u(t, x, y) = (1− t) sin(x) sin(y).
To solve the problem numerically, we use the DOpElib library [34], based on the
finite element toolkits [4], which uses the Newton’s method in order to solve the
PDE. The time stepping scheme used is the implicit Euler scheme. As in the
theoretical findings, we analyze separately the influence of the time and spatial
discretization. Since the plots of the errors are indistinguishable for different
level of refinements, the pictures below will exhibit only one level of refinement.
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Figure 4.1: Temporal error for (4.182) with N = 1 050 625 spatial unknowns
For the error in time, we consider a sequence of discretizations having de-
creasing time steps with a fixed spatial triangulations with N = 1 050 625 spatial
unknowns. The evolution of the error compared with the expected order of con-
vergence O(k) is summarized in Figure 4.1. In Figure 4.2, we consider the error
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Figure 4.2: Spatial error for (4.182) for M = 10 001 time steps
under refinements of the spatial triangulations for fixed times steps M = 10 001.
The error is compared with the expected order of convergence O(h). In both
cases, the numerical results confirms the theoretical findings.
For the semi-linear state equation, we consider a similar problem with a
quadratic non-linear term. Namely
(4.183)
∂tu(t, x, y)−∆u(t, x, y) + u2(t, x, y) = q(t)g(x, y) + f(t, x, y) in (0, T )× Ω,
u(0, ·) = u0 in Ω,
u(t, x, y) = 0 on (0, T )× ∂Ω,
with I = (0, 1) and Ω = (0, pi)2. The following data are chosen
q(t) = (3− 2t)et−t2 ,
g(x, y) = sin(x) sin(y),
u0 = sin(x) sin(y),
f(t, x, y) = e2t−2t
2
(sin(x) sin(y))2,
with the known solution given by
u(t, x, y) = et−t
2
sin(x) sin(y).
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Figure 4.3: Temporal error for (4.183) with N = 1 050 625 spatial unknowns
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Figure 4.4: Spatial error for (4.183) for M = 10 001 time steps
Also for the semi-linear case (4.183), our theoretical findings are confirmed
by the numerical simulation. Figure 4.3 exhibits the evolution of the time error
with a fixed spatial discretization of N = 1050625 spatial unknowns. Figure 4.4
shows the expected order of convergence O(h2) compared with the error under
refinement of the spatial discretization for fixed times steps M = 10001.
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Finally, Figure 4.5 and 4.6 show the behavior of the temporal and spatial error,
respectively, in the L∞(I,H10 (Ω))-norm for the semi-linear example (4.183). This
agrees with our conjecture of Section 4.4.3 of an expected order of convergence
O(k + h).
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Figure 4.5: Temporal error for (4.183) with N = 1 050 625 spatial unknowns
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Figure 4.6: Spatial error for (4.183) for M = 10 001 time steps
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straints
This chapter is devoted to the derivation of convergence rates for the error
arising in the discretization of the optimal control problems (2.20) and (2.27).
For this task, we exploit the error estimates for the state equation, derived in
Chapter 4, together with the optimality conditions which we will hereafter derive
in Section 5.1.
The approach used varies depending on the nature of the problem at hand, convex
and non-convex, and it has to deal with the presence of the state constraint.
Indeed, as anticipated in the Introduction and in Section 3.3, the Lagrange mul-
tiplier corresponding to the state constraint is a Borel measure whose presence
as data in the equation defining the adjoint variable aﬄicts the regularity of the
adjoint itself. Then it is clear that the derivation of convergence rate has to
avoid the use of adjoint information.
In Problem 2.20 this is performed using a well-known procedure inherited from
the elliptic setting, see, e.g., [43, Section 3.3], where the variational inequality
is used in combination with the complementary slackness condition. Since the
problem is convex, this strategy is legitimate because the first order conditions
are necessary and sufficient for optimality. Following the approach of [61], in
Section 5.2.1, we obtain a clear separation for the error in the time and space
discretization.
For Problem 2.27 the situation is more complex due to its non-convex nature.
Second order sufficient conditions (SSCs) need to be postulated in a suitable cone
of critical directions. Such SSCs permit the derivation of a quadratic-growth
condition which is the base to obtain the convergence of the optimal control
problem. The difficulties introduced by the state constraint in this case are
circumvented using the so-called two-way feasibility, dated back to [31] and
reformulated in a modern fashion in [64] for an elliptic problem. Another issue
in the non-convex setting is the presence of local solutions which requires the
introduction of auxiliary localized problems, see [14]. The combination of this
two arguments has been recently used in [66] for a semi-linear elliptic problem
and we intend to extend it in Section 5.3 to the semi-linear parabolic setting.
We mention that for the non-convex case the convergence analysis will be done
in one step, without analyzing separately the error arising from the time and
space discretization. Indeed, this would require the transfer of SSCs to the
time-discrete level which falls outside the scopes of this work.
The main result for Problem 2.20 reads
‖q¯ − q¯kh‖2L2(I,Rm) ≤ C
(
k
(
log
T
k
+ 1
) 1
2
+ h
)
,
and it will be shown in Theorem 5.2.1. For Problem 2.27 we obtain in Theo-
rem 5.3.1
‖q¯ − q¯kh‖2L2(I,Rm) ≤ C
(
k
(
log
T
k
+ 1
) 1
2
+ h2
(
log
T
k
+ 1
))
.
89
We start with a discussion of optimality conditions in Section 5.1. Then, we
analyze the convergence of the convex problem in Section 5.2.1. The convergence
for the non-convex case is performed in Section 5.3.
The material of Sections 5.2.1 and 5.3.1 has been obtained by the author of this
thesis in [56, Section 5] and [55, Section 5], respectively.
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5.1 Optimality conditions
We specify the Banach spaces introduced in the definition of the abstract opti-
mization Problem 2.5 as
Q = L2(I,Rm), Z = C(I¯),
with the set of admissible controls given by
Qad = {q ∈ L2(I,Rm) | qmin ≤ q ≤ qmax},
and the closed convex cone defined by
K := {v ∈ C(I¯) | v − b ≤ 0, in I¯}.
We have seen in Sections 3.1 and 3.2 that the solution operators associated with
the linear state equation (2.22) and the semi-linear one (2.28) are continuous.
Thus, the well-posedness of the reduced cost functional
j(q) := J(q, S(q))
is guaranteed for both cases.
Further, we recall that the additional regularity of the solution of (2.22), given
in Proposition 3.1.1, namely
U = L2(I,H10 (Ω) ∩H2(Ω)) ∩ L∞(I,H10 (Ω)) ∩H1(I, L2(Ω)),
ensures that it holds the embedding U ↪→ C(I¯ , H10 (Ω)). Similarly, for the semi-
linear state equation (2.28), without invoking the additional regularity, we have
W (0, T ) ↪→ C(I¯ , L2(Ω)).
This is what is needed to treat the state constraints, indeed in both cases the
state constraint is well-defined having range in the space C(I¯), that is, the space
involved in the definition of K. Formally, using same notation for the state
constraint, for Problem 2.20 we have
F : U → C(I¯), F (u) = (|∇u|2, ω),
and for Problem 2.27
F : W (0, T )→ C(I¯), F (u) = (u, ω).
Further, we denote with
(5.1) G = (F ◦ S) : Qad → C(I¯)
the concatenation of the control-to-state map and the state constraint. It will
be clear from the context whether G is referring to the convex or non-convex
problem.
We now treat separately the convex and non-convex case.
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5.1.1 First order optimality conditions
The convex case
In a first step, we postulate a Slater’s regularity condition for Problem 2.20.
Assumption 5.1.1. There exists qγ ∈ Qad such that
(5.2) G(qγ)− b ≤ −γ < 0
for some γ ∈ R+.
Proposition 5.1.1. Under Assumption 5.1.1, Problem 2.20 admits a unique
solution q¯ ∈ L∞(I,Rm) with corresponding state u¯ = u(q¯) ∈ U .
Proof. See the discussion in Theorem 2.2.4. The additional regularity is a
consequence of the box constraints on the control variable.
We observe that the regularity condition formulated above reads
G(qγ) ∈ int K,
coinciding with the one formulated in Theorem 2.2.5 for the abstract Problem 2.5.
As we have seen, this entails the existence of a Lagrange multiplier satisfying,
together with the optimal control q¯, the variational inequality (2.9) and the
complementary slackness condition (2.10).
In a next step, we write explicitly the optimality system in KKT-form introducing
an adjoint state and using the Lagrangian approach, see, e.g., [43, Section 1.6.4].
Theorem 5.1.2. Under Assumption 5.1.1 the pair (q¯, u¯) ∈ Qad × U is optimal
for (2.20) if and only if it is feasible and there exists a Lagrange multiplier
µ¯ ∈ C(I¯)∗ and an adjoint state z¯ ∈ L2(I × Ω) ∩ L∞(I,H−1(Ω)) satisfying the
following system of optimality conditions:
(∂tu¯, ϕ)I + (∇u¯,∇ϕ)I = (q¯g, ϕ)I + (u0, ϕ(0)) ∀ϕ ∈ U,(5.3a)
(∂tϕ, z¯)I + (∇ϕ,∇z¯)I = (u¯− ud, ϕ)I + 〈2(∇u¯∇ϕ, ω), µ¯〉 ∀ϕ ∈ U,(5.3b)
α(q¯, q − q¯)L2(I) + (z¯, (q − q¯)g)I ≥ 0 ∀q ∈ Qad,(5.3c)
〈b− F (u¯), µ¯〉 = 0, µ¯ ≥ 0,(5.3d)
where 〈·, ·〉 denotes the duality pairing between C(I¯)∗ and C(I¯).
Proof. We define the Lagrangian functional for Problem 2.20
L(q, u(q), z, µ) : Qad × U × L2(I × Ω)× C(I¯)∗ → R
as
(5.4) L(q, u(q), z, µ) = J(q, u(q))+(qg, z)I−(∂tu, z)I−(∇u,∇z)+〈F (u(q)), µ〉
using the formalism of having both the control q and the state u appearing in it.
Then, the adjoint equation is given by the directional derivative of (5.4) with
respect to the state variable, set equal to zero and evaluated at the optimal pair,
namely
∂L
∂u
(q¯, u¯, z¯, µ¯) = 0.
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With easy computations, we obtain (5.3b), whose solvability is guaranteed by
the discussion in Section 3.3, noting that the right-hand side of (3.23) in our
setting reads ∫ T
0
v dµ = 〈v, µ〉, v ∈ K.
Similarly, the variational inequality is obtained taking the directional derivative
with the respect to the control variable
∂L
∂q
(q¯, u¯, z¯, µ¯) ≥ 0
leading to (5.3c).
At last, equation (5.3d) is the usual complementary slackness condition and
(5.3a) expresses the feasibility of (q¯, u¯).
Remark 5.1.3. For the derivation of the KKT-system, we have used the formal
Lagrangian method which has the advantage to make the exposition simpler,
avoiding the specification of the underlying functional spaces and the introduction
of cumbersome notations. For an application of the exact Lagrange method in
a context similar to the one at hand, we refer to [85, Chapter 6], see also [61,
Theorem 2.4].
After deriving the KKT-system for the continuous problem, we show that the
Slater’s condition continues to hold also for the semi and fully discrete problems
and we derive the corresponding KKT-systems.
In the following, we denote with
(5.5) Gk : Qad → Uk,
the concatenation of the solution operator of (2.23) and the state constraint
(2.20d), with Uk defined in (2.14).
Lemma 5.1.4. For the control qγ ∈ Qad satisfying Assumption 5.1.1 there holds
(5.6) Gk(q˜)− b ≤ −γ
2
< 0
for γ ∈ R+ and for k sufficiently small.
Proof. Using Assumption 5.1.1 and by virtue of Theorem 4.3.6, we have
F (uk(q˜)) = F (u(q˜)) + F (uk(q˜)− u(q˜))
< b− γ + ‖ω‖L∞(Ω)‖u(q˜)− uk(q˜)‖L∞(I,H10 (Ω))
< b− γ + Ck
(
log
T
k
+ 1
) 1
2
and the claim follows once k is sufficiently small.
We recall that the definition of the bilinear form B(·, ·) has been given in
(2.15).
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Theorem 5.1.5. Under Assumption 5.1.1 the pair (q¯k, u¯k) ∈ Qad×Uk is optimal
for (2.25) if and only if it is feasible and there exists a Lagrange multiplier
µ¯k ∈ C(I¯)∗ and an adjoint state z¯k ∈ Uk satisfying the following system of
optimality conditions
B(u¯k, ϕ) = (q¯kg, ϕ)I + (u0, ϕ
+
0 ) ∀ϕ ∈ Uk,(5.7a)
B(ϕ, z¯k) = (u¯k − ud, ϕ)I + 〈2(∇u¯k∇ϕ, ω), µ¯k〉 ∀ϕ ∈ Uk,(5.7b)
α(q¯k, q − q¯k)L2(I) + (z¯k, (q − q¯k)g)I ≥ 0 ∀q ∈ Qad,(5.7c)
〈b− F (u¯k), µ¯k〉 = 0,(5.7d)
where the Lagrange multiplier µ¯k is given by
(5.8) 〈µ¯k, v〉 =
N∑
n=1
µk,n
kn
∫
In
v(t)dt, ∀v ∈ C(I¯) ∪ Uk(R)
with µk,n ∈ R+ for any n = 1, ..., N .
Proof. We observe that the state constraint in the semi-discrete setting reads
F (uk)
∣∣
In
≤ b, for n = 1, ..., N
due to uk being piecewise constant in time.
This in particular means that the convex cone of non-positive function has to be
modified to include the presence of finitely many state constraints. Therefore we
define
K = {v ∈ RN | vn ≤ 0, n = 1, ..., N}
and we rewrite Problem 2.25 as
min jk(q) s.t. q ∈ Qad, Gk(q) ∈ K.
Thanks to Lemma 5.1.4 and with same argument as in the continuous case,
we have the existence of finitely many Lagrange multipliers µk,n ∈ R+ for all
n = 1, ..., N , associated to the subintervals In. This leads to µ¯k ∈ C(I¯)∗ by
construction in (5.8). Then, we obtain the optimality system proceeding as in
Theorem 5.1.2.
Repeating the steps of Lemma 5.1.4 with Theorem 4.3.13 in place of Theo-
rem 4.3.6, one obtains that Assumption 5.1.1 continues to hold for the discrete
problem. Then, arguing as in Theorem 5.1.5 we infer the optimality system for
Problem 2.26.
Theorem 5.1.6. Under Assumption 5.1.1 the pair (q¯kh, u¯kh) ∈ Qad × Ukh is
optimal for (2.26) if and only if it is feasible and there exists a Lagrange multiplier
µ¯kh ∈ C(I¯)∗ and an adjoint state z¯kh ∈ Ukh satisfying the following system of
optimality conditions
B(u¯kh, ϕ) = (q¯khg, ϕ)I + (u0, ϕ
+
0 ) ∀ϕ ∈ Ukh,(5.9a)
B(ϕ, z¯kh) = (u¯kh − ud, ϕ)I + 〈2(∇u¯kh∇ϕ, ω), µ¯kh〉 ∀ϕ ∈ Ukh,(5.9b)
α(q¯kh, q − q¯kh)L2(I) + (z¯kh, (q − q¯kh)g)I ≥ 0 ∀q ∈ Qad,(5.9c)
〈b− F (u¯kh), µ¯kh〉 = 0,(5.9d)
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where the Lagrange multiplier µ¯kh is given by
(5.10) 〈µ¯kh, v〉 =
N∑
n=1
µkh,n
kn
∫
In
v(t)dt, ∀v ∈ C(I¯) ∪ Uk(R)
with µkh,n ∈ R+ for any n = 1, ..., N .
We remark again that being Problem 2.20 convex, the first-order conditions
are necessary and sufficient for optimality.
The non-convex case
Guided by the discussion in the previous paragraph, we formulate the first-order
necessary conditions for the non-convex case. In a first step, we infer the existence
of a local solution for this problem.
Proposition 5.1.7. Under Assumption 2.3.1, Problem 2.27 admits at least a
local solution q¯ ∈ Qad with corresponding state u¯ ∈W (0, T ).
Proof. The proof follows the lines of Theorem 2.2.4. In particular, let {qn} ⊂ Qad
be a minimizing sequence and let u(qn) be the corresponding sequence of state
variables. As in Theorem 2.2.4, we can extract from {qn} a weakly convergent
subsequence with limit q¯. Further, defining a linear parabolic problem having
as data qn and −d(t, x, u(qn)), we infer that u(qn) ⇀ u¯, invoking the continuity
of the control-to-state map. So far, the candidate for optimality is q¯ and
consequently u(q¯). Thus, we must show that u(q¯) = u¯, that is, the sequence u(qn)
converges to the right state variable. For this we need the strong convergence in
a suitable space of the Nemytiskii operator, namely
d(t, x, u(qn))→ d(t, x, u¯), in C(I¯ × Ω¯)
which is guaranteed by Proposition 3.2.1.
Then, the (local) optimality of q¯ follows as in the convex case exploiting the
weak-lower semi-continuity of j.
The Slater’s regularity condition from Assumption 5.1.1 is now linearized in
a standard manner to deal with the presence of the semi-linear term in the state
equation.
Assumption 5.1.2. Given a local solution q¯ of Problem 2.27, there exists
qγ ∈ Qad such that
(5.11) G(q¯) +G′(q¯)(qγ − q¯)− b < −γ < 0
for γ ∈ R+.
Remark 5.1.8. Evaluating (5.11) at t = 0, we have a further condition to
assume on the initial data u0, namely
F (u0)− b < −γ < 0, on Ω¯.
With a regularity condition at hand, the derivation of the KKT-optimality
system follows along the lines of Theorem 5.1.2.
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Theorem 5.1.9. Under Assumption 2.3.1, let q¯ ∈ Qad be a local solution for
Problem 2.27 satisfying 5.1.2 the pair, and let u¯ ∈ W (0, T ) be the associated
state. Then, there exists a Lagrange multiplier µ¯ ∈ C(I¯)∗ and an adjoint state
z¯ ∈ L2(I,H10 (Ω)) ∩ L∞(I, L2(Ω)) such that
b(u¯, ϕ) + (d(·, ·, u¯), ϕ)I = (q¯g, ϕ)I + (u0, ϕ(0)) ∀ϕ ∈W (0, T ),(5.12a)
b(ϕ, z¯) + (ϕ, ∂ud(·, ·, u¯)z¯) = (u¯− ud, ϕ)I + 〈F (ϕ), µ¯〉 ∀ϕ ∈W (0, T ),(5.12b)
α(q¯, q − q¯)L2(I) + (z¯, (q − q¯)g)I ≥ 0 ∀q ∈ Qad,(5.12c)
〈b− F (u¯), µ¯〉 = 0, µ¯ ≥ 0, F (u¯) ≤ 0(5.12d)
where we used the linearity of F (·), 〈·, ·〉 denotes the duality pairing between
C(I)∗ and C(I), and b(·, ·) is the bilinear form defined in (2.21).
Proof. See [20, Theorem 4] and the reference therein.
As the convergence of Problem 2.27 will be performed in one step, from the
continuous to the discrete level, we do not need explicitly the KKT-system for
the time-discrete problem. Therefore we formulate directly the KKT optimality
conditions for the the discrete problem. These conditions will be justified after
the introduction of an auxiliary problem in Section 5.3, which will guarantee
that the Slater point for Assumption 5.1.2 is also a Slater point for the discrete
problem.
Theorem 5.1.10. Let u¯kh ∈ Qkh,feas be a local solution of Problem 2.32 with
u¯kh ∈ Ukh the associated state. Then, under Assumption 5.1.2, for k, h suffi-
ciently small there exists a Lagrange multiplier µ¯kh ∈ Ukh(R)∗ ∩ C(I)∗ and an
adjoint state z¯kh ∈ Ukh such that
B(u¯kh, ϕ) + (d(·, ·, u¯kh), ϕ)I = (q¯khg, ϕ)I + (u0, ϕkh,1) ∀ϕ ∈ Ukh,
B(ϕ, z¯kh) + (ϕ, ∂ud(·, ·, u¯kh)z¯kh) = (u¯− ud, ϕ)I + 〈Fkh(ϕ), µ¯kh〉 ∀ϕ ∈ Ukh,
α(q¯kh, q − q¯kh)L2(I) + (z¯kh, (q − q¯kh)g)I ≥ 0 ∀q ∈ Qkh,feas,
〈Fkh(u¯kh), µ¯kh〉 = 0, µ¯ ≥ 0,
where 〈·, ·〉 denotes the duality pairing between Ukh(R)∗ and Ukh(R). Further,
the Lagrange multiplier can be represented as an element of C(I)∗ by
〈v, µ¯kh〉 =
N∑
n=1
µkh,n
kn
∫
In
v(t)dt, ∀v ∈ C(I) ∪ Ukh(R).
From now on, with no loss of generality, we will set the bound in the integral
state constraint (2.27d) b = 0. This is for sake of readability, as in the following
sections, we will introduce further notation, and for an easy comparison with
the author’s paper [55] where this problem is studied.
5.1.2 Second order optimality conditions
This section is devoted to the derivation of the SSCs for Problem 2.27. We adopt
a recent approach exposed in [16] which makes use of an application of Egorov’s
theorem in the context of optimal control. The cone of critical directions which
will be used, is inspired by the one firstly introduced in [8] and extended in [20]
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for a setting similar to the one at hand.
In a first step, we state a result, see [16, Lemma 3.5], which we will comment
later.
Lemma 5.1.11. Let (X,Σ, µ) be a measure space of finite measure and assume
the existence of {fk}∞k=1 ⊂ L∞(X), bounded in L∞(X) with fk ≥ 0 a.e. in X
and fk → f in L1(X). Further, let {pk}∞k=1 ⊂ L2(X) be a sequence converging
weakly in L2(X) to some p. Then it holds
(5.13)
∫
X
fp2dµ ≤ lim inf
k→∞
∫
X
fkp
2
kdµ.
Proposition 5.1.12. Let {qk}∞k=1 ⊂ Qad and {pk} ⊂ L2(I,Rm) be such that
qk → q in L2(I,Rm) pk ⇀ p in L2(I,Rm).
Then the following relations holds true
j′′(q)p2 ≤ lim inf
k→∞
j′′(qk)p2k(5.14)
if p = 0, Λ lim inf
k→∞
‖pk‖2L2(I,Rm) ≤ lim inf
k→∞
j′′(qk)p2k(5.15)
for some Λ > 0.
Proof. Recalling the expression for the second derivative of j from Corollary 3.4.5,
(5.16)
j
′′
(q)p1p2 =
∫
I
∫
Ω
(vp1vp2 − z0(q)∂2ud(x, t, u(q))vp1vp2) dxdt+
∫
I
pT1 αp2dt,
for relation (5.14) we have to analyze the convergence of z0(qk), defined by
(3.33) and the one of vpk defined by (3.29). To do so, we first observe that
Proposition 3.2.2 ensures that S(qk)→ S(q) in L2(I,H10 (Ω)) ∩ C(I¯ × Ω). This
and the boundedness of ∂ud(·, ·, u), implies that the same holds true for the
solution of (3.33), that is, z0(qk)→ z0(q) in L2(I,H10 (Ω))∩C(I¯ ×Ω). Similarly,
we have the convergence vpk = S
′(qk)vk → S′(q)v = vp in L2(I,H10 (Ω))∩C(I¯×Ω).
These show (5.14).
Last relation easily follows observing that, being p = 0, it is enough to set
Λ = α.
Remark 5.1.13. The result above is simplified by the setting of our problem.
In particular, the use of Lemma 5.1.11 is hidden by the structure of the objective
functional where the control appears quadratically. To highlight the use of
Lemma 5.1.11, let assume that the objective functional is defined in an abstract
way by a function ϕ(t, x, q, u) defined as in [85, Assumption 5.6]. Then in the
expression for j′′(q)p2 we would have to deal with the term pT∂2qϕp which in our
setting is reduced to pTαp.
Then relation (5.14) follows applying Lemma 5.1.11 with
fk = ∂
2
qϕ(t, x, u(qk), qk), and f = ∂
2
qϕ(t, x, u(q), q),
and X = I × Ω, with µ be the corresponding Lebesgue measure.
Further, to show relation (5.15) in a more general setting, one has to impose a
so-called Legendre-Clebsch condition
∃Λ > 0 s.t. ∂2qϕ(t, x, q, u) ≥ Λ for a.a. (t, x) ∈ I × Ω and ∀u, q ∈ R,
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see [16, Equation (5.3) and Proposition 5.3].
For the discussion of the second order sufficient optimality conditions, we
introduce the Hamiltonian function associated with Problem 2.27
H(t, x, q, u, z) : I × Ω× R× R× R→ R
given by
(5.17) H(t, x, q, u, z) = H(q, u, z) =
1
2
(u− ud)2 + α
2
q2 + z
( m∑
i=1
qigi − d(u)
)
,
and the reduced Lagrangian function
(5.18) L(q, µ) = j(q) + 〈G(q), µ〉.
When no confusion arises, we denote the Hamiltonian and Lagrangian evaluated
at (q¯, u¯, z¯, µ¯) for each (t, x) with H¯, L¯. Being ∂H∂q a Rm-vector, we denote with
∂Hi
∂q its i-th component. Same holds for the (i, j)-entry of the R × R matrix
∂2Hi,j
∂q2 . Further, for sake of readability, in the following, for a p ∈ L2(I,Rm), we
will use
∂2L
∂q2
p2 instead of pT
∂2L
∂q2
p.
We are now ready to formulate the cone of critical direction associated with
a feasible control q¯ ∈ Qad. For this we introduce the conditions
(5.19) pi(t) =

≥ 0 if q¯i = qmin,
≤ 0 if q¯i = qmax,
= 0 if
∫
Ω
∂H¯i
∂q dx 6= 0,
for all i = 1, ...,m
(5.20)
∂F
∂u
(u¯)vp ≤ 0 if F (u¯) = 0,
(5.21)
∫
K
∂F
∂u
(u¯)vpdµ¯ = 0,
where vp is defined by (3.29). Then, the cone of critical directions is defined by
(5.22) Cq¯ = {p ∈ L2(I,Rm) | p satisfies (5.19), (5.20), (5.21)}.
We now state the SSCs and derive a quadratic growth condition based on it.
Assumption 5.1.3. Let q¯ ∈ Qad be a feasible control fulfilling together with the
associated state u¯, the adjoint state z¯, and Lagrange multiplier µ¯ the first order
necessary conditions (5.12). Then we assume
(5.23)
∂2L¯
∂q2
p2 > 0, ∀p ∈ Cq¯ \ {0}.
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Theorem 5.1.14. Under Assumption 5.1.3, let q¯ ∈ Qad be a feasible control
satisfying the first order necessary optimality conditions (5.12). Then there exists
constants δ, η > 0 such that
(5.24) j(q) ≥ j(q¯) + δ‖q − q¯‖2L2(I,Rm)
for any feasible control of Problem 2.27 with ‖q − q¯‖L2(I,Rm) ≤ η.
Proof. The proof is based on a contradiction argument introduced in [8, Theo-
rem 4.1] and extended in [20, Theorem 5] for the case of time-dependent controls.
Our proof differs mainly in the construction of the final contradiction where we
exploit (5.14) and (5.15), compare with [16, Theorem 2.3].
In a first step, we extend (5.14) and (5.15), formulated for the second derivative
of the objective functional j, to the second derivative of the Lagrangian L.
From the definition of the Lagrangian (5.18), we observe that, for directions
p1, p2 ∈ L2(I,R),
j′′(q)p1p2 and
∂2L
∂q2
p1p2
only differ for the presence in the former of z0 solution of (3.33), while in the
latter this is substitutes by the full adjoint variable z solution of (5.12b). This
is the case because the state constraint (2.27d) is of zero order and, therefore,
its second derivative with respect the control variable is zero. Then, since in
the following arguments the Lagrange multiplier µ¯ remains fixed, we infer that
relations (5.14) and (5.15) continue to hold for the Lagrangian, namely
∂2L
∂q2
(q)p2 ≤ lim inf
k→∞
∂2L
∂q2
(qk)p
2
k(5.25)
if p = 0, Λ lim inf
k→∞
‖pk‖2L2(I,R) ≤ lim inf
k→∞
∂2L
∂q2
(qk)p
2
k,(5.26)
where p, q, pk, and qk are defined as in Proposition 5.1.12. This follows using
same the steps as in Proposition 5.1.12 with the difference given by the conver-
gence of z(qk) toward z(q) in L
2(I,H10 (Ω)) ∩L∞(I, L2(Ω)), which is guaranteed
by (3.25), see also [7, Theorem 6.4].
After this preamble, we now construct the contradiction. Assuming that q¯
does not satisfy (5.24), then there exists a sequence of controls {qk}∞k=1 ⊂ Qad
feasible for (2.27) such that
‖qk − q¯‖L2(I,Rm) < 1
k
and
(5.27) j(qk) < j(q¯) +
1
2k
‖qk − q¯‖2L2(I,Rm).
In a next step, we build a direction which will be used to obtain the final
contradiction. We set
ρk = ‖qk − q¯‖L2(I,Rm), and pk = (qk − q¯)
ρk
.
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Noting that ‖pk‖L2(I,Rm) = 1, we extract a subsequence, using same notation,
such that
pk ⇀ p, in L
2(I,Rm).
With a classical procedure, we check in a first step that the derivative in the
direction p of the Lagrangian evaluated at (q¯, µ¯) is zero. Observing that the
complementary slackness condition (5.12d) implies L¯ = j(q¯), we obtain from
(5.27), and the feasibility of qk in (5.12d), that
(5.28)
j(q¯) +
1
2k
‖qk − q¯‖2L2(I,Rm) = L(q¯, µ¯) +
1
2k
‖qk − q¯‖2L2(I,Rm)
> j(qk)
≥ L(qk, µ¯)
= L(q¯, µ¯) + ρk ∂L
∂q
(q˜k, µ¯)pk,
using in the last step the mean value theorem, with q˜k being a point between qk
and q¯, compare with [8, Equation (4.8)]
Then, rearranging the terms above and using again L¯ = j(q¯), we have
∂L
∂q
(q˜k, µ¯)pk ≤ 1
2kρk
‖qk − q¯‖2L2(I,Rm) =
1
2k
‖qk − q¯‖L2(I,Rm),
and therefore, in the limit k going to infinity, it follows
(5.29)
∂L
∂q
(q¯, µ¯)p ≤ 0.
On the other hand, the converse inequality is also true noting that the feasibility
of qk together with the variational inequality (5.12c) yield
∂L
∂q
(q¯, µ¯)pk =
1
ρk
∂L
∂q
(q¯, µ¯)(qk − q¯) ≥ 0.
Taking the limit, we have
(5.30)
∂L
∂q
(q¯, µ¯)p ≥ 0,
Hence, (5.29) and (5.30) imply
∂L
∂q
(q¯, µ¯)p = 0.
The second step consists in showing that the direction at hand is critical, that
is, p ∈ Cq¯. This has been shown in [8, Theorem 4.1] and extended in [20, The-
orem 5, Step 2] to the case of time-dependent controls. The proof employs
fairly standard arguments and it is based on the formulation of the first-order
optimality conditions as Pontryagin’s principle. We omit the details referring to
the references before-mentioned.
We now show that p = 0 which together with (5.26) will given the final contra-
diction. Proceeding in the first step as in (5.28), and using a Taylor expansion
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afterward, we have, for θk ∈ (0, 1),
1
2k
‖qk − q¯‖2L2(I,Rm) > L(qk, µ¯)− L(q¯, µ¯)
= ρk
∂L
∂q
pk +
ρ2k
2
∂2L
∂q2
(q¯ + θkρkpk)p
2
k
≥ ρ
2
k
2
∂2L
∂q2
(q¯ + θkρkpk)p
2
k,
using in the last step the variational inequality expressed in the form given in
(2.9).
Thus, we have shown that
∂2L
∂q2
(q¯ + θkρkpk)p
2
k <
1
k
.
Using the expression above together with (5.25) and (5.23), we have
0 ≤ ∂
2L
∂q2
(q)p2 ≤ lim inf
k→∞
∂2L
∂q2
(q¯ + θkρkpk)p
2
k ≤ lim
k→0
1
k
= 0.
The expression above implies
∂2L
∂q2
(q)p2 = 0,
and, therefore, by means of (5.23), p = 0.
Ultimately, observing that by construction it holds ‖pk‖2L2(I,R) = 1, thanks to
(5.26) we obtain the contradiction
0 < Λ = Λ lim inf
k→∞
‖pk‖2L2(I,R) ≤ lim inf
k→∞
∂2L
∂q2
(q¯ + θρkpk)p
2
k = 0.
Remark 5.1.15. The proof above can be alternatively obtained using the method
introduced in [8, Theorem 4.1] and extended in [20, Theorem 5] for the case
of time-dependent controls. Comparing it with our proof, it differs in the con-
struction of the final contradiction. Further, the fact that the control is linear
in the state equation and quadratic in the cost functional lead to the formula-
tion of the quadratic growth condition without two-norm discrepancy, compare
with [8, Theorem 4.2].
We conclude the section with a discussion of the SSCs and of the cone of
critical directions. Comparing Cq¯ defined by (5.22), with the one in [8], where it
was firstly introduced, we note that, for ξ, ν > 0, the presence of an additional
assumption
∂H¯i,i
∂q2
≥ ξ, ∀t ∈ I \ Eνi ,∀i = 1, ...,m,
where
Eνi =
{
t ∈ I s.t.
∣∣∣ ∫
Ω
∂H¯i
∂q
dx
∣∣∣ ≥ ν}
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denotes the set of sufficiently active control constraints. This condition is
automatically satisfied in our setting because the control appears linearly in the
state equation and quadratically in the cost functional. Therefore, from (5.17),
we obtain that
∂H¯i,i
∂q2
= αI > 0
where I is the identity operator.
Then, if we are able to show the following second order necessary condition
(5.31)
∂2L¯
∂q2
p2 ≥ 0, ∀p ∈ Cq¯,
we would end up with no-gap second-order optimality conditions.
In order to obtain (5.31), one can proceed as in [15, Theorem 2.2], see also [11,
Theorem 3.3] for the case of an elliptic equation and integral state constraints.
Though being an interesting matter, this would fall beyond the scope of this
work and therefore we omit it.
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5.2 Convergence analysis for convex optimiza-
tion problems
This section is concerned with the estimate of the error arising from the time-
space discretization of the convex-problem (2.20). The material presented here
has been exposed in [56, Section 5].
5.2.1 First-order integral constraints pointwise in time
Based on the a priori error estimates derived in Section 4.3, we analyze the
convergence of q¯kh solution of (2.26) toward the continuous solution q¯ of (2.20).
We consider the influence of the time and space discretization separately and we
obtain the main result of this section in the following, whose proof will be given
combining Theorems 5.2.3 and 5.2.5.
Theorem 5.2.1. Let q¯ ∈ Qad be the optimal control of the continuous problem
(2.20) and q¯kh ∈ Qad be the one of the discrete problem (2.26). Then there holds
the following error estimate
(5.32) ‖q¯ − q¯kh‖2L2(I) ≤ C
(
k
(
log
T
k
+ 1
) 1
2
+ h
)
.
Proof. The proof will be concluded combining Theorems 5.2.3 and 5.2.5 where
the convergence rates induced by the time and space discretization are analyzed
separately.
In a first step, we show that the semi-discrete optimal pair and the correspond-
ing Lagrange multiplier can be bounded independently from the discretization.
Lemma 5.2.2. Let (q¯k, u¯k) ∈ Qad × Uk be the optimal pair for Problem 2.25
with associated Lagrange multiplier µ¯k ∈ C(I¯)∗. Then, for k sufficiently small
there holds
(5.33) ‖q¯k‖L2(I,Rm) + ‖u¯k‖I + ‖µ¯k‖C(I¯)∗ ≤ C.
Proof. We refer to [61, Lemma 6.2] where the claim is shown in a setting with
integral constraint point-wise in time on the state variable with relative estimate
for the state equation in L∞(I, L2(Ω))-norm. Clearly, the arguments used there
continue to hold in our setting substituting the L∞(I, L2(Ω))-norm estimate
with the L∞(I,H10 (Ω))-norm estimate derived in Theorem 4.3.6.
We now give the first intermediate result regarding the convergence of the
semi-discrete optimal control. The following corresponds to [56, Theorem 5.1].
Theorem 5.2.3. Let q¯ ∈ Qad be the optimal control of the continuous problem
(2.20) and q¯k ∈ Qad be the one of the semi-discrete problem (2.25). Then there
holds the following error estimate
(5.34) α‖q¯ − q¯k‖2L2(I),Rm ≤ Ck
(
log
T
k
+ 1
) 1
2
.
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Proof. We consider the continuous and semi-discrete variational inequality (5.3c)
and (5.7c) with q = q¯k and q = q¯, respectively, obtaining
0 ≤ α(q¯, q¯k − q¯)L2(I) + ((q¯k − q¯)g, z¯)I ,
0 ≤ α(q¯k, q¯ − q¯k)L2(I) + ((q¯ − q¯k)g, z¯k)I .
By adding these inequalities, we have
(5.35)
α‖q¯ − q¯k‖2L2(I),Rm = −α(q¯ − q¯k, q¯k − q¯)
≤ ((q¯k − q¯)g, z¯ − z¯k)I
= ((q¯k − q¯)g, z¯)I︸ ︷︷ ︸
(a1)
+ ((q¯ − q¯k)g, z¯k)I︸ ︷︷ ︸
(a2)
.
We now analyze the two terms separately, ultimately highlighting their depen-
dence from the L∞(I,H10 (Ω))-norm estimate expressed in Theorem 4.3.6.
(a1) In a first step, we consider the continuous state equation (2.22) with right-
hand side given by q = q¯k − q¯ and test function ϕ = z¯. Then, observing
that (u(q¯)− u¯)(0) = 0, we get
(5.36) ((q¯k − q¯)g, z¯)I = (∂t(u(q¯k)− u¯), z¯)I + (∇(u(q¯k)− u¯),∇z¯)I .
The idea is to choose conveniently the test function in the adjoint equation
(5.3b) in order to have its left-hand side coinciding with the right-hand
side of (5.36). This is accomplished with the choice ϕ = u(q¯k)− u¯, which
leads us to
(5.37) ((q¯k − q¯)g, z¯)I = (u¯− ud, u(q¯k)− u¯)I + 2〈(∇u¯∇(u(q¯k)− u¯), ω), µ¯〉.
We focus our attention on the second term in the right-hand side of (5.37),
where we will exploit the complementary slackness condition (5.3d) and
the positivity of the Lagrange multiplier µ¯. Indeed, performing firstly some
easy algebraic manipulation, we have
(5.38)
2〈(∇u¯∇(u(q¯k)− u¯), ω), µ¯〉
= 〈(|∇u¯|2 + |∇u(q¯k)|2, ω), µ¯〉 − 2〈(|∇u¯|2, ω), µ¯〉
= 〈(|∇u(q¯k)|2 − |∇u¯|2, ω), µ¯〉
= 〈(|∇u(q¯k)|2 − |∇u¯k|2 + |∇u¯k|2 − |∇u¯|2, ω), µ¯〉
≤ 〈(|∇u(q¯k)|2 − |∇u¯k|2, ω), µ¯〉+ 〈b− F (u¯), µ¯〉,
using in the last step the feasibility of u¯k. As anticipated, we observe that
the last term in (5.38) displays the complementary slackness condition
(5.3d). Then, the Cauchy-Schwarz inequality and the boundedness in
L∞(I,H10 (Ω)) of u(q¯k) and u¯k, yield
(5.39)
〈(|∇u(q¯k)|2 − |∇u¯k|2, ω), µ¯〉+ 〈b− F (u¯), µ¯〉
≤ ‖µ¯‖C(I¯)∗‖ω‖L∞(Ω)‖|∇u(q¯k)|2 − |∇u¯k|2‖L∞(I,L2(Ω))
≤ c‖(|∇u(q¯k)| − |∇u¯k|)(|∇u(q¯k)|+ |∇u¯k|)‖L∞(I,L2(Ω))
≤ c‖|∇u(q¯k)| − |∇u¯k|‖L∞(I,L2(Ω))
≤ c‖∇(u(q¯k)− u¯k)‖L∞(I,L2(Ω))
= c‖u(q¯k)− u¯k‖L∞(I,H10 (Ω))
104
5. Optimization problems with state constraints
Therefore, combining (5.38) with (5.39) in (5.37) we obtain the following
estimate for (a1)
(5.40)
((q¯k − q¯)g, z¯)I ≤(u¯− ud, u(q¯k)− u¯)I
+ c‖u(q¯k)− u¯k‖L∞(I,H10 (Ω)).
(a2) We proceed along the same lines of the previous case using the semi-discrete
and adjoint equation in place of the continuous one. In particular, we
consider (2.23) with right-hand side q = q¯−q¯k and ϕ = z¯k. Then, observing
that (uk(q¯)− u¯k)(0) = 0, through the choice ϕ = uk(q¯)− u¯k in (5.7b), we
have
((q¯ − q¯k)g, z¯k)I = B(uk(q¯)− u¯k, z¯k)
= (u¯k − ud, uk(q¯)− u¯k)I + 2〈(∇u¯k∇(uk(q¯)− u¯k), ω), µ¯k〉.
For the second term in the right-hand side we proceed as in (5.38). Thanks
to the semi-discrete complementary condition (5.7d), the feasibility of u¯
and the boundedness of ‖µ¯k‖C(I¯)∗ stated in Lemma 5.2.2, we obtain
2〈(∇u¯k∇(uk(q¯)− u¯k), ω), µ¯k〉
= 〈(|∇u¯k|2 + |∇uk(q¯)|2, ω), µ¯k〉 − 2〈(|∇u¯k|2, ω), µ¯k〉
≤ 〈(|∇uk(q¯)|2 − |∇u¯|2, ω), µ¯k〉+ 〈b− F (u¯k), µ¯k〉
≤ ‖µ¯k‖C(I¯)∗‖ω‖L∞(Ω)‖|∇uk(q¯)|2 − |∇u¯|2‖L∞(I,L2(Ω))
≤ c‖uk(q¯)− u¯‖L∞(I,H10 (Ω))
Thus, we conclude (a2) with the estimate
(5.41)
((q¯ − q¯k)g, z¯k)I ≤(u¯k − ud, uk(q¯)− u¯k)I
+ c‖uk(q¯)− u¯‖L∞(I,V ).
Going back to (5.35) and combining (5.40) with (5.41), we have
(5.42)
α‖q¯ − q¯k‖2L2(I),Rm ≤ (u¯− ud, u(q¯k)− u¯)I + (u¯k − ud, uk(q¯)− u¯k)I
+ c(‖u(q¯k)− u¯k‖L∞(I,V )‖uk(q¯)− u¯‖L∞(I,V )).
We note that
‖u¯− u¯k‖2I = (u¯− ud, u¯− u¯k)− (u¯k − ud, u¯− u¯k),
which, summed to (5.42), yields
‖u¯− u¯k‖2I + α‖q¯ − q¯k‖2L2(I,Rm) ≤ (u¯− ud, u(q¯k)− u¯k)I + (u¯k − ud, uk(q¯)− u¯)I
+ c(‖u(q¯k)− u¯k‖L∞(I,H10 (Ω))‖uk(q¯)− u¯‖L∞(I,H10 (Ω)))
≤ c
(
‖u(q¯k)− u¯k‖I + ‖uk(q¯)− u¯‖I
+ ‖u(q¯k)− u¯k‖L∞(I,H10 (Ω))‖uk(q¯)− u¯‖L∞(I,H10 (Ω))
)
.
Then, in the relation above we bound the ‖ · ‖I -norm with the ‖ · ‖L∞(I,H10 (Ω))-
norm, to conclude with the help of Theorem 4.3.6
(5.43) ‖u¯− u¯k‖2I + α‖q¯ − q¯k‖2L2(I) ≤ Ck
(
log
T
k
+ 1
) 1
2
,
which in turn gives the claim.
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Proceeding as before, we firstly show that the discrete optimal pair and the
corresponding Lagrange multiplier are bounded.
Lemma 5.2.4. Let (q¯kh, u¯kh) ∈ Qad×Ukh be the optimal pair for Problem 2.25
with associated Lagrange multiplier µ¯kh ∈ C(I¯)∗. Then, for k and h sufficiently
small there holds
(5.44) ‖q¯kh‖L2(I,Rm) + ‖u¯kh‖I + ‖µ¯kh‖C(I¯)∗ ≤ C.
Proof. The proof employed same argument as [61, Lemma 6.4] with the only
difference given by the use of the L∞(I,H10 (Ω))-norm estimate of Theorem 4.3.13
instead of the L∞(I, L2(Ω))-norm.
After this preparation, we analyze the convergence property between the
semi-discrete and discrete problem, concluding the proof of Theorem 5.2.1. This
result has been presented in [56, Theorem 5.3]
Theorem 5.2.5. Let q¯k ∈ Qad be the optimal control of the semi-discrete
problem (2.25) and q¯kh ∈ Qad be the one of the discrete problem (2.26). Then
there holds the following error estimate
(5.45) α‖q¯k − q¯kh‖2L2(I),Rm ≤ Ch.
Proof. The proof moves along the same lines of the error estimate for the
semi-discrete case in Theorem 5.2.3. In particular, we test the semi-discrete
and discrete variational inequality (5.7c) and (5.9c) with q = q¯kh and q = q¯k,
respectively. Then, adding the resulting inequalities we have
(5.46)
α‖q¯k − q¯kh‖L2(I,Rm) ≤ (z¯k − z¯kh, (q¯kh − q¯k)g)I
= (z¯k, (q¯kh − q¯k)g)I︸ ︷︷ ︸
(a1)
+ (z¯kh, (q¯k − q¯kh)g)I︸ ︷︷ ︸
(a2)
.
and we analyze the two terms separately.
(a1) The idea is to express (a1) in term of the semi-discrete state equation
(2.23) and the semi-discrete adjoint equation (5.7b), equalizing the term
containing the bilinear form B(·, ·).
First, we consider (2.23) with right-hand side qk = q¯kh − q¯k and we set
ϕ = z¯k. Then, with the choice ϕ = uk(q¯kh)− u¯k in (5.7b), we have
((q¯kh−q¯k)g, z¯k)I = (u¯k−ud, uk(q¯kh)−u¯k)I+〈2(∇u¯k∇(uk(q¯kh)−u¯k), ω), µ¯k〉.
As in Theorem 5.2.3, in view of (5.7d) we rewrite conveniently the term
containing the Lagrange multiplier µ¯k. The feasibility of u¯kh and µ¯k being
bounded, lead to
(5.47)
2〈(∇u¯k∇(uk(q¯kh)− u¯k), ω), µ¯k〉
= 〈(|∇u¯k|2 + |∇uk(q¯kh)|2, ω), µ¯k〉 − 2〈(|∇u¯k|2, ω), µ¯k〉
= 〈(|∇uk(q¯kh)|2 − |∇u¯k|2, ω), µ¯k〉
= 〈(|∇uk(q¯kh)|2 − |∇u¯kh|2 + |∇u¯kh|2 − |∇u¯k|2, ω), µ¯〉
≤ 〈(|∇uk(q¯kh)|2 − |∇u¯kh|2, ω), µ¯k〉+ 〈b− F (u¯k), µ¯k〉,
≤ ‖µ¯k‖C(I)∗‖ω‖L∞(Ω)‖|∇uk(q¯kh)|2 − |∇u¯kh|2‖L∞(I,L2(Ω))
≤ c‖uk(q¯kh)− u¯kh‖L∞(I,H10 (Ω))
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Therefore, for (a1) we conclude
(5.48)
(z¯k, (q¯kh − q¯k))I ≤ (u¯k − ud, uk(q¯kh)− u¯k)I
+ c‖uk(q¯kh)− u¯kh‖L∞(I,H10 (Ω)).
(a2) We now use the discrete state equation (5.9a) with ϕ = z¯kh and right-hand
side given by qkh = q¯k − q¯kh, together with the discrete adjoint equation
(5.9b) with ϕ = ukh(q¯k)− u¯kh. Proceeding as before, this setting leads to
(5.49)
(z¯kh, (q¯k−q¯kh)g)I ≤ (u¯kh − ud, ukh(q¯k)− u¯kh)I
+ c‖µ¯kh‖C(I¯)∗‖ω‖L∞(Ω)‖u¯k − ukh(q¯k)‖L∞(I,H10 (Ω))
≤ (u¯kh − ud, ukh(q¯k)− u¯kh)I + c‖u¯k − ukh(q¯k)‖L∞(I,H10 (Ω)).
using Lemma 5.2.4 to bound µ¯kh.
We combine relation (5.48) with (5.49) in (5.46) and obtain
(5.50)
α‖q¯k−q¯kh‖L2(I),Rm ≤ (u¯k − ud, uk(q¯kh)− u¯k)I + (u¯kh − ud, ukh(q¯k)− u¯kh)I
+ c
(‖uk(q¯kh)− u¯kh‖L∞(I,H10 (Ω)) + ‖u¯k − ukh(q¯k)‖L∞(I,H10 (Ω))).
Similar to Theorem 5.2.3, we observe that
‖u¯k − u¯kh‖2I = (u¯k − ud, u¯k − u¯kh)− (u¯kh − ud, u¯k − u¯kh),
which, added to (5.50), yields
‖u¯k − u¯kh‖2I+α‖q¯k − q¯kh‖2L2(I,Rm) ≤ ‖uk(q¯kh)− u¯kh‖I + ‖u¯k − ukh(q¯k)‖I
+ ‖uk(q¯kh)− u¯kh‖L∞(I,H10 (Ω)) + ‖u¯k − ukh(q¯k)‖L∞(I,H10 (Ω))).
Then the claim follows thanks to the L∞(I,H10 (Ω))-norm estimate stated in
Theorem 4.3.13
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5.3 Convergence analysis for non-convex opti-
mization problems
This section is devoted to the derivation of the convergence rate of a discrete
solution of Problem 2.32 with respect to a local continuous solution of Prob-
lem 2.27.
The main result, whose proof is given at the end of Section 5.3.1 with Proposi-
tion 5.3.8, is the following.
Theorem 5.3.1. Let q¯ be a local solution of Problem 2.27 satisfying the as-
sumptions of Theorem 5.1.9 and Assumption 5.1.3. Then, for k, h sufficiently
small, there exists a sequence (q¯kh) of local solution of Problem 2.32 converging
to q¯ as k, h,→ 0. Further there holds the error estimate
(5.51) ‖q¯ − q¯kh‖2L2(I,Rm) ≤ c
(
k
(
log
T
k
+ 1
) 1
2
+ h2
(
log
T
k
+ 1
))
.
This is indeed what one expects considering the same problem with a linear
state equation, compare with [61, Theorem 6.1]
5.3.1 Zero-order integral constraints pointwise in time
We start the convergence analysis introducing continuous and discrete auxiliary
problems in a neighborhood of a selected optimal local solution q¯. Then, based
on the linearized Slater point from Assumption 5.1.2, we build sequences of
feasible controls (competitors) ensuring the existence of a global solution for the
discrete auxiliary problems. In a final step, we show that such global solution
coincides with a local solution of the original problem.
Let r > 0 denote a radius, to be chosen conveniently later. Recalling that
Gkh = Fkh ◦ Skh, we define the sets
Qr := {q ∈ Qad | ‖q − q¯‖L2(I,Rm) ≤ r},
Qrfeas := {q ∈ Qr |G(q) ≤ 0},
Qrkh,feas := {qkh ∈ Qr |Gkh(q) ≤ 0},
introduce the continuous auxiliary problem
min j(q) := J(q, S(q)) s.t. q ∈ Qrfeas,(Pr)
and the discrete one
min jkh(qkh) := J(qkh, Skh(qkh)) s.t. qkh ∈ Qrkh,feas.(Prkh)
We remark again that the control is not discretized, the index k, h is taken only
to clarify the association to Problem (Prkh).
For the auxiliary problems, we assume that the Slater’s point qγ from Assump-
tion 5.1.2 lies in the vicinity of the selected local solution.
Assumption 5.3.1. Let q¯ ∈ Qfeas be a selected local solution of Problem 2.27.
Then for the Slater’s point qγ satisfying (5.11) it holds
(5.53) ‖qγ − q¯‖L2(I,Rm) ≤ r
2
.
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Remark 5.3.2. As observed in [66, Section 2], the fact that qγ lies in a neigh-
borhood of q¯ is a reasonable assumption. This can be achieved defining
qrγ = q¯ + t(qγ − q¯)
with a parameter γ(r) = tγ ' rγ where
t = min
{
1,
r
2‖qγ − q¯‖
}
,
which in turn gives that (5.11) holds with tγ in place of γ.
Further, in view of the forthcoming Lemma 5.3.6, it is reasonable to assume that
the same holds also for the discrete problem, namely
(5.54) ‖qγ − q¯kh‖L2(I,Rm) ≤ r
2
.
In a next step, we give an accessory result which will be repeatedly used in
the rest of this section
Lemma 5.3.3. Let B r
2
(q¯) denote an L2(I,Rm) ball centered in q¯ with radius r2
and let q ∈ Qad. We define three constants c1, c2, c3 such that
sup
q∈B r
2
(q¯)
‖(ukh(q)− u(q), ω)‖L∞(I) ≤ c1
(
k
(
ln
T
k
+ 1
) 1
2
+ h2
(
ln
T
k
+ 1
))
,
sup
q∈B r
2
(q¯)
‖G′′(q)‖L(L2(I,Rm)2;L∞(I)), sup
q∈B r
2
(q¯)
‖G′′kh(q)‖L(L2(I,Rm)2;L∞(I)) ≤ c2,
sup
q∈B r
2
(q¯)
‖(G′kh(q)−G′(q¯))(qγ − q¯)‖L∞(I) ≤ c3
(
k
(
ln
T
k
+ 1
) 1
2
+ h2
(
ln
T
k
+ 1
)
+
r2
2
)
,
These constants are independent of the discretization parameters k, h and remain
bounded as r → 0.
Proof. The independence of c1 and c2 are immediate. Indeed, for the former
it follows from the discretization error estimates of Theorem 4.4.9 and 4.4.18.
For the latter it is a consequence of the functional G being of class C2 and a
discretization bound for G′′ which follows thanks to the boundedness of ∂ud(·, ·, u)
and ∂2ud(·, ·, u).
For the constant c3, we need few more steps. Firstly, we note that
F (ϕ) = Fkh(ϕ) =
∫
Ω
ϕ(t, x)ω(x)dx, ϕ ∈W (0, T ) ∪ Ukh
is linear. Consequently the error satisfies
(G′kh(q)−G′(q¯))(qγ − q¯) = Fkh
(
S′kh(q)(qγ − q¯)
)− F (S′(q¯)(qγ − q¯))
=
(
ω,
(
S′kh(q)− S′(q¯)
)
(qγ − q¯)
)
=
(
ω,
(
S′kh(q)− S′(q) + S′(q)− S′(q¯)
)
(qγ − q¯)
)
≤ C
(
‖(S′kh(q)− S′(q))(qγ − q¯)‖L∞(I,H)
+ ‖q − q¯‖L2(I,Rm)‖qγ − q¯‖L2(I,Rm)
)
,
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using in the last step the stability of S′, i.e., (3.31e). The term left is a dis-
cretization error and we can apply [61, Corollary 5.5, 5.11] to get
‖(S′kh(q)− S′(q))(qγ − q¯)‖L∞(I,H) ≤ C(k( log Tk + 1) 12 + h2( log Tk + 1))·
· (‖g‖L∞(Ω)‖qγ − q¯‖L∞(I,Rm)).
We conclude noting that, by virtue of the control constraints, we have
‖qγ − q¯‖L∞(I,Rm) ≤ |qmax − qmin|,
and therefore, thanks to (5.53), we conclude
|(G′kh(q)−G′(q¯))(qγ − q¯)| ≤ c3
(
k
(
log
T
k
+ 1
) 1
2
+ h2
(
log
T
k
+ 1
)
+
r2
2
)
.
Further, it is clear that c1, c2, c3 remain bounded for r → 0, because all others
constants involved in the arguments above stay bounded on B r
2
(q¯).
After this preparation, we summarize our requirement on the radius r relying
on the following for the rest of the section.
Assumption 5.3.2. Let the radius r > 0 be small enough such that the quadratic
growth condition
j(q) ≥ j(q¯) + δ‖q − q¯‖2L2(I,Rm)
holds for any q ∈ Qrfeas.
Moreover, in view of γ(r) ' rγ, let r be small enough such that
(5.55) −γ(r˜) + (c2 + c3
2
)
r˜2 ≤ −3
4
γ(r˜)
holds for all r˜ ≤ r.
In the following result, we build a sequence of feasible competitors for (Prkh)
based on the Slater’s point qγ . This will guarantee that the set Q
r
kh,feas is not
empty, leading to the existence of a global solution for the discrete auxiliary
problem.
Proposition 5.3.4. Let q¯ be a local solution of (P) and qγ be the Slater’s point
from Assumption 5.1.2. Let
(5.56) t(k, h) =
c1(k(log(T/k) + 1)
1/2 + h2(log(T/k) + 1))
c4r2 − γ
be given with c4 such that 0 < c4r
2 − γ < γ/2. Then, the sequence of controls
defined by
(5.57) qt(k,h) = q¯ + t(k, h)(qγ − q¯)
is feasible for (Prkh), for k, h sufficiently small such that 0 < t(k, h) < 1.
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Proof. In a first step, we perform a Taylor’s expansion of G(qt(k,h)) at q¯ obtaining
G(qt(k,h)) = G(q¯) +G
′(q¯)(qt(k,h) − q¯) + 1
2
G′′(qζ)(qt(k,h) − q¯)2,
with qζ being a convex combination of qt(k,h) and q¯.
We used this expansion, in combination with the definition of qt(k,h), in the
following calculations to obtain
Gkh(qt(k,h)) = Gkh(qt(k,h))−G(qt(k,h)) +G(qt(k,h))
= Gkh(qt(k,h))−G(qt(k,h)) +G(q¯) +G′(q¯)(qt(k,h) − q¯)
+
1
2
G′′(qζ)(qt(k,h) − q¯)2
= Gkh(qt(k,h))−G(qt(k,h)) +G(q¯) + t(k, h)G(q¯)− t(k, h)G(q¯)
+ t(k, h)G′(q¯)(qγ − q¯) + 1
2
G′′(qζ)(qt(k,h) − q¯)2
= Gkh(qt(k,h))−G(qt(k,h))︸ ︷︷ ︸
(a1)
+ (1− t(k, h))G(q¯) + t(k, h)(G(q¯) +G′(q¯)(qγ − q¯))︸ ︷︷ ︸
(a2)
+
1
2
G′′(qζ)(qt(k,h) − q¯)2︸ ︷︷ ︸
(a3)
.
We now analyze the three terms separately.
(a1) The first term follows by definition of c1
Gkh(qt(k,h))−G(qt(k,h)) = (u¯kh(qt(k,h))− u(qt(k,h)), ω(x))I
≤ c1
(
k
(
log
T
k
+ 1
) 1
2
+ h2
(
log
T
k
+ 1
))
.
(a2) To handle this part, we exploit the feasibility of q¯ for Problem 2.27 and
Slater’s regularity condition from Assumption 5.1.2. Indeed, for k, h
sufficiently small, such that 0 < t(k, h) < 1, we have
(1− t(k, h))G(q¯) ≤ 0,
t(k, h)(G(q¯) +G′(q¯)(qγ − q¯)) ≤ −t(k, h)γ,
and therefore
(a2) ≤ −t(k, h)γ.
(a3) The definition of c2 directly entails
G′′(qζ)(qt(k,h) − q¯)2 ≤ c2t(k, h)2‖qγ − q¯‖2L2(I,Rm) ≤ c2t(k, h)2
r2
4
.
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We combine the three parts above and, using the definition of t(k, h), we get
Gkh(qt(k,h)) ≤ c1
(
k
(
log
T
k
+ 1
) 1
2
+ h2
(
log
T
k
+ 1
))
+ t(k, h)(c2t(k, h)
r2
4
− γ)
= t(k, h)(c4r
2 − γ) + t(k, h)(c2t(k, h)r
2
4
− γ)
= t(k, h)
(
c4r
2 − 2γ + c2t(k, h)r2
)
.
Then, once k, h are sufficiently small such that 0 < t(k, h) < 1, we obtain from
(5.55) and the definition of c4 that
Gkh(qt(k,h)) ≤ t(k, h)
(
c4r
2 − 2γ + c2r2
)
≤ (c4 − γ) + (c2r2 − γ)
≤ γ
2
− 3
4
γ
≤ −1
4
γ < 0,
ensuring the feasibility of qt(k,h).
Corollary 5.3.5. For k, h sufficiently small, there exists at least one global
solution q¯rkh ∈ Qrkh,feas of (Prkh).
In a second step, we show that the linearized Slater’s regularity condition
from Assumption 5.1.2 holds for the discrete auxiliary problem (Prkh).
Lemma 5.3.6. Under Assumption 5.1.2, for k, h sufficiently small it holds
(5.58) Gkh(q¯
r
kh) +G
′
kh(q¯
r
kh)(qγ − q¯rkh) ≤ −
1
2
γ < 0 on I.
Proof. In view of Assumption 5.1.2, we add and subtractG(q¯), Gkh(q¯),G
′
(q¯)(qγ−
q¯) to the left-hand side of (5.58) obtaining
Gkh(q¯
r
kh) +G
′(q¯rkh)(qγ − q¯rkh) = G(q¯) +G′(q¯)(qγ − q¯) +Gkh(q¯rkh)
+G′(q¯rkh)(qγ − q¯rkh)−G(q¯)−G′(q¯)(qγ − q¯)
≤ −γ +Gkh(q¯rkh) +G′kh(q¯rkh)(q¯ − q¯rkh)−Gkh(q¯)︸ ︷︷ ︸
(b1)
+Gkh(q¯)−G(q¯)︸ ︷︷ ︸
(b2)
+
(
G′kh(q¯
r
kh)−G′(q¯)
)
(qγ − q¯)︸ ︷︷ ︸
(b3)
.
We analyze the three parts separately.
(b1) We observe that the Taylor’s expansion of Gkh(q¯) at q¯
r
kh reads
Gkh(q¯) = Gkh(q¯
r
kh) +G
′
kh(q¯
r
kh)(q¯ − q¯rkh) +
1
2
G′′kh(qζ)(q¯ − q¯rkh)2,
where qζ is convex combination of q¯ and q¯
r
kh. This, in turn, gives
(b1) = −1
2
G′′kh(qζ)(q¯ − q¯rkh)2,
112
5. Optimization problems with state constraints
implying that
(b1) ≤ c2‖q¯ − q¯rkh‖2L2(I,Rm) ≤ c2r2
because Gkh is a C
2-functional and q¯rkh is feasible for (Prkh).
(b2) This part easily follows from the definition of c1
Gkh(q¯)−G(q¯) =
(
ukh(q¯)− u(q¯), ω(x)
)
≤ c1
(
k
(
log
T
k
+ 1
) 1
2
+ h2
(
log
T
k
+ 1
))
.
(b3) Also this part directly follows from the definition of the constant c3
(G′kh(q¯
r
kh)−G′(q¯))(qγ − q¯) ≤ c3
(
k
(
ln
T
k
+ 1
) 1
2
+ h2
(
ln
T
k
+ 1
)
+
r2
2
)
We combine the estimates for parts (b1) − (b3) and, for k, h sufficiently small
and thanks to (5.55), we conclude
Gkh(q¯
r
kh) +G
′(q¯rkh)(qγ − q¯rkh) ≤ −γ + c2r2
+ c1
(
k
(
log
T
k
+ 1
) 1
2
+ h2
(
log
T
k
+ 1
))
+ c3
(
k
(
log
T
k
+ 1
) 1
2
+ h2
(
log
T
k
+ 1
)
+
r2
2
)
≤ −γ +
(
c2 +
c3
2
)
r2 + (c1 + c3)·
·
(
k
(
log
T
k
+ 1
) 1
2
+ h2
(
log
T
k
+ 1
))
≤ −3
4
γ + (c1 + c3)
(
k
(
log
T
k
+ 1
) 1
2
+ h2
(
log
T
k
+ 1
))
≤ −1
2
γ.
Up to this point, we have built a sequence of feasible competitors for the
discrete problem (Prkh) which, in particular, has ensured the existence of a global
solution q¯rkh ∈ Qrkh,feas. Based on this global solution, we now built a sequence
of controls feasible for the continuous problem (Pr).
In the following, we will use again t(k, h) as defined in Proposition 5.3.4 but
it will be denoted with τ(k, h) in order to avoid confusion when using it as
subscript.
Proposition 5.3.7. Let q¯rkh be a global optimum for (Prkh) and qγ be the Slater’s
point from Assumption 5.1.2. Further, let
τ(k, h) =
c1(k(log(T/k) + 1)
1/2 + h2(log(T/k) + 1)
c4r2 − γ
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be given with a constant c4 such that 0 < c4r
2 − γ < γ/2.
Then, the sequence of controls defined by
(5.59) qτ(k,h) = q¯
r
kh + τ(k, h)(qγ − q¯rkh)
is feasible for (Pr), for k, h sufficiently small.
Proof. The proof follows the lines of Proposition 5.3.4, therefore we highlight the
main arguments only. In this case, we make a Taylor’s expansion of Gkh(qτ(k,h))
at q¯rkh. Denoting with qζ a convex combination of qτ(k,h) and q¯
r
kh, we obtain
G(qτ(k,h)) = G(qτ(k,h))−Gkh(qτ(k,h))︸ ︷︷ ︸
(b1)
+
(1− τ(k, h)Gkh(q¯rkh)) + τ(k, h)(Gkh(q¯rkh) +G′kh(q¯rkh)(qγ − q¯rkh))︸ ︷︷ ︸
(b2)
+
1
2
G′′kh(qζ)(qτ(k,h) − q¯rkh)︸ ︷︷ ︸
(b3)
≤ τ(k, h)
(
c4r
2 − 2γ + c2τ(k, h)r2
)
where we used the definition of c1 for (b1), the feasibility of q¯
r
kh together with
the discrete Slater condition from Lemma 5.3.6 in (b2), and Gkh being a C
2-
functional together with (5.54) for (b3).
Then, once k, h are sufficiently small such that 0 < τ(k, h) < 1, in addition to
the prerequisite of Lemma 5.3.6, the claim follows as in Proposition 5.3.4 with
G(qτ(k,h)) ≤ −1
4
γ < 0.
The next step consists in showing that global solutions of (Prkh) converge to
the selected local solution of (P). To achieve this, we use the two-way feasibility
in combination with the quadratic growth condition (5.24). It is here that we
truly see the value of introducing the auxiliary problems. Indeed, we will see
later that global solutions of (Prkh) are local solutions of (Pkh). Therefore, the
following result anticipates the sought convergence rate relative to Problem 2.27.
Proposition 5.3.8. Let q¯ be a local solution for (2.27) satisfying the assumption
of Theorem 5.1.9 and Assumption 5.1.3, and let q¯rkh be a global solution of (Prkh).
Further, let k, h be small enough such that Propositions 5.3.4 and 5.3.7 hold.
Then it holds the error estimate
(5.60) ‖q¯ − q¯rkh‖2L2(I,Rm) ≤ C
(
k
(
log
T
k
+ 1
) 1
2
+ h2
(
log
T
k
+ 1
))
.
Proof. We consider qt(k,h) and qτ(k,h) defined as in Proposition 5.3.4 and Propo-
sition 5.3.7, respectively, and assume that k, h are small enough so that 0 <
t(k, h), τ(k, h) < 1. In a first step, we exploit qτ(k,h) to write
(5.61) ‖q¯ − q¯rkh‖L2(I,Rm) ≤ ‖q¯ − qτ(k,h)‖L2(I,Rm) + ‖qτ(k,h) − q¯rkh‖L2(I,Rm).
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By virtue of Proposition 5.3.7, qτ(k,h) converges strongly in L
2(I,Rm) to q¯rkh
with order τ(k, h). Therefore, for the the second term in the inequality above
we have
‖qτ(k,h) − q¯rkh‖L2(I,Rm) ≤ C
(
k
(
log
T
k
+ 1
) 1
2
+ h2
(
log
T
k
+ 1
) 1
2
)
.
For the first term in the right-hand side of (5.61), we exploit the feasibility of
qτ(k,h) for (Pr) in the quadratic growth condition (5.24), to write
δ‖q¯ − qτ(k,h)‖2L2(I,Rm) ≤ j(qτ(k,h))− j(q¯)
= j(qτ(k,h))− jkh(q¯rkh) + jkh(q¯rkh)− jkh(qt(k,h))
+ jkh(qt(k,h))− j(q¯)
≤ j(qτ(k,h))− jkh(q¯rkh)︸ ︷︷ ︸
(c1)
+ jkh(qt(k,h))− j(q¯)︸ ︷︷ ︸
(c2)
,
where in the last step we have used that qt(k,h) ∈ Qrkh,feas and q¯rkh is a global
optimum for (Prkh).
We now analyze the two terms separately.
(c1) With simple algebraic manipulations and the Cauchy-Schwarz inequality,
we have
j(qτ(k,h))−jkh(q¯rkh)
≤ 1
2
‖u(qτ(k,h)) + ukh(q¯rkh)− 2ud‖I‖u(qτ(k,h))− ukh(q¯rkh)‖I
+
α
2
‖qτ(k,h) + q¯rkh‖L2(I,Rm)‖qτ(k,h) − q¯rkh‖L2(I,Rm).
Then, using the stability of the solution u and ukh of (2.28) and (2.30),
respectively, with the boundedness of Qad, we get with the help of the
Cauchy-Schwarz inequality
j(qτ(k,h))− jkh(q¯rkh) ≤ C
(
‖u(qτ(k,h))− u(q¯rkh)‖I + ‖u(q¯rkh)− ukh(q¯rkh)‖I
+ ‖qτ(k,h) − q¯rkh‖L2(I,Rm)
)
≤ C
(
‖u(q¯rkh)− ukh(q¯rkh)‖I + ‖qτ(k,h) − q¯rkh‖L2(I,Rm)
)
,
using (3.31a) in the last step.
The first term is a discretization error that we estimate by [68, Theo-
rems 3.3 and 4.2] together with the regularity of the solution of (2.28),
obtaining
‖u(q¯rkh)− ukh(q¯rkh)‖I ≤ C(k + h2).
The second term follows directly from Proposition 5.3.7 and, summing up,
we conclude
j(qτ(k,h))− jk(qrk) ≤ C
(
k + h2 + k
(
log
T
k
+ 1
) 1
2
+ h2
(
log
T
k
+ 1
))
≤ C
(
k
(
log
T
k
+ 1
) 1
2
+ h2
(
log
T
k
+ 1
))
.
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(c2) For this part we proceed exactly as in (c1) obtaining
jkh(qt(k,h))− j(q¯) ≤ 1
2
‖ukh(qt(k,h)) + u(q¯)− 2ud‖I‖ukh(qt(k,h))− u(q¯)‖I
+
α
2
‖qt(k,h) + q¯‖L2(I,Rm)‖qt(k,h) − q¯‖L2(I,Rm)
≤ C
(
‖ukh(qt(k,h))− u(qt(k,h))‖I + ‖qt(k,h) − q¯‖L2(I,Rm)
)
≤ C
(
k
(
log
T
k
+ 1
) 1
2
+ h2
(
log
T
k
+ 1
))
.
Combining (c1) with (c2) and inserting the resulting inequality in (5.61), we
obtain the claim.
As already anticipated, for k, h small enough, global solutions of (Prkh) are
local solutions of (Pkh). This is readily seen observing that the constraint
‖q¯ − q¯rkh‖L2(I,Rm) ≤ r is not active. In particular, this ensures the existence of
a sequence q¯kh, of local solutions to (Pkh), converging to q¯, which, ultimately,
yields Theorem 5.3.1.
Remark 5.3.9. In the previous section, we have derived a convergence rate
for the convex problem with a clear separation between the error induced by the
time and space discretization, reflecting the error estimates derived for the state
equation. One might ask if the same can be achieved for the non-convex case
discussed in the previous Section 5.3.1. While for the time discretization we can
obtain, as expected,
(5.62) ‖q¯ − q¯k‖2L2(I,Rm) ≤ Ck
(
log
T
k
+ 1
) 1
2
,
where (q¯k) is a suitable sequence of local solutions of (2.31), this is not possible
for the error between the semi-discrete and discrete solution. To be more specific,
this means that we cannot obtain
(5.63) ‖q¯k − q¯kh‖2L2(I,Rm) ≤ Ch2
(
log
T
k
+ 1
)
.
Indeed, once introducing the semi-discrete auxiliary problem
min jk(qk) := J(qk, Sk(qk)) s.t. qk ∈ Qrk,feas := {qk ∈ Qr |Gk(qk) ≤ 0},(Prk)
in order to obtain (5.63) a quadratic growth condition needs to holds uniformly
in k for the solution of (Prk). As a consequence, the SSCs from Assumption 5.1.3
needs to be transfered to the time discrete problem and, therefore, one has to
analyze the convergence of the directions of the critical cone (5.22). To avoid
this challenging problem, one would assume a stronger SSC not involving critical
directions. This procedure is pursued, e.g., in [66, Section 5] for the case of a
semi-linear elliptic state equation. However, given the semi-infinite nature of
our problem, this would be a too strong requirement and thus we prefer not to go
further in this direction.
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This thesis has treated parabolic optimal control problems with restrictions
on mean values of the state variable and its first derivative point-wise in time.
Our main focus has been the analysis of the error resulting from a space-time
discretization of the problem based on the dG(0)-cG(1) method. The error
in the PDEs, linear and semi-linear, has been derived with a clear separation
of the temporal and spatial influence. Relying on this, we derived rates of
convergence for the approximated solution of the optimal control problems. We
employed two different strategies depending upon the nature of the problem,
convex or non-convex. For the former, first-order optimality conditions were
used; the latter has required second-order conditions and the introduction of
further associated problems for the localization.
In the following, we summarize our findings and point at possible extensions.
• The a priori error estimates for the PDEs were obtained via a duality
argument after the introduction of auxiliary backward problems. In this
technique, the error under consideration has been used as initial data for
these auxiliary problems. For the linear PDE, and in relation with the gra-
dient state constraint, we obtained an estimate in the L∞(I,H10 (Ω))-norm
which has required the derivation of several estimates for the associated
auxiliary backward problems, namely in the L1(I,H−1(Ω)) and H−3(Ω)-
norms. The obtained order of convergence O(k + h) has reflected what we
expected from the approximation properties of the discretization used, and
it has been confirmed by a numerical simulation. Further, we claimed that
the same convergence rate holds when considering a semi-linear PDE. The
numerical findings have confirmed this conjecture which might be verified
theoretically using the idea sketched in Section 4.4.3.
• The treatment of the semi-linear PDE has been performed using a similar
strategy. In view of the point-wise in time state constraint, we obtained
an L∞(I, L2(Ω))-norm estimate based on L1(I, L2(Ω)) and H−2(Ω)-norms
estimates for the auxiliary problems. Further, we derived estimates in
the L2(I, L2(Ω))-norm for some auxiliary problems needed to linearize
the problem. The derived order of convergence of O(k + h2) agrees with
our expectation and it has been confirmed by a numerical simulation.
Additionally, it corresponds to the convergence rate obtained in [61] for a
similar setting, but in presence of a linear PDE, confirming once again the
efficiency of the method employed.
• Concerning the optimization problem, the rate of convergence has been
derived combining the error estimates for the PDE with the optimality
conditions. For the convex case, this has been done using the variational
inequality together with the complementary slackness condition from the
KKT-system, considering separately the temporal and spatial discretiza-
tion.
The investigation of the non-convex case has required more effort and the
formulation of SSCs, upon which a quadratic-growth condition has been
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obtained. The presence of local solutions has required the introduction of
localized auxiliary problems. Based on a linearized Slater’s point, we built
sequences of feasible controls leading to the existence of a global solution
for the auxiliary problem. Then, relying on the quadratic-growth condi-
tion, together with the before-mentioned sequences of feasible controls, we
derived the convergence rate of the global solution toward the selected
local solution. Ultimately, this has provided the sought convergence rate
because a global solution of the auxiliary problem is a local solution of the
original one.
• The analysis for the non-convex problem has been performed in one step,
without a separation of the temporal and spatial error. To have this
separation, a quadratic-growth condition, and as a consequence SSCs,
must be transfered to the time discrete level. To the best of the author
knowledge, this has been done so far only for stronger SSCs, that is, when a
cone of critical direction is not formulated. An investigation of the stability
of weaker SSCs might be of interest, e.g., to show local uniqueness of local
solutions.
• Thinking of the possible industrial applications, particularly of the glass
cooling processes, a natural extension would be the consideration of gra-
dient state constraint point-wise in time and space. Very recently, the
required estimates for a linear PDE in the L∞(I,W 1,∞(Ω))-norm have
been obtained in [?]. Based on these, and using the technique depicted for
the convex-case, one might obtain the convergence rate for the optimal
control problem.
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