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Abstract. We discuss the physics of the high temperature superconductivity in hole doped copper oxide
ceramics in the pseudogap region. Starting from an effective reduced Hamiltonian relevant to the dynamics
of holes injected into the copper oxide layers proposed in a previous paper, we determine the superconduc-
tive condensate wavefunction. We show that the low-lying elementary condensate excitations are analogous
to the rotons in superfluid 4He. We argue that the rotons-like excitations account for the specific heat
anomaly at the critical temperature. We discuss and compare with experimental observations the London
penetration length, the Abrikosov vortices, the upper and lower critical magnetic fields, and the criti-
cal current density. We give arguments to explain the origin of the Fermi arcs and Fermi pockets. We
investigate the nodal gap in the cuprate superconductors and discuss both the doping and temperature
dependence of the nodal gap. We suggest that the nodal gap is responsible for the doping dependence of the
so-called nodal Fermi velocity detected in angle resolved photoemission spectroscopy studies. We discuss
the thermodynamics of the nodal quasielectron liquid and their role in the low temperature specific heat.
We propose that the ubiquitous presence of charge density wave in hole doped cuprate superconductors in
the pseudogap region originates from instabilities of the nodal quasielectrons driven by the interaction with
the planar CuO2 lattice. We investigate the doping dependence of the charge density wave gap and the
competition between charge order and superconductivity. We discuss the effects of external magnetic fields
on the charge density wave gap and elucidate the interplay between charge density wave and Abrikosov
vortices. Finally, we examine the physics underlying quantum oscillations in the pseudogap region.
PACS. 74.20.-z Theories and models of superconducting state – 74.72.-h Cuprate superconductors –
74.72.Gh Hole-doped
1 Introduction
One of the most exciting development in modern physics
has been the discovery of high temperature superconduc-
tivity in copper oxides (cuprates) by J. G. Bednorz and
K. A. Mu¨ller [1]. Indeed, the origin of high temperature
superconductivity in cuprates continues to be one of the
most debated problem in condensed matter physics 1. Nev-
ertheless, a large amount of informations about supercon-
ductivity in cuprates has been obtained. In fact, the phase
diagram of the hole doped cuprates is by now quite well es-
tablished. In Fig. 1 we illustrate schematically the widely
accepted phase diagram for hole doped cuprate supercon-
ductors [9,10,11]. The crystal structure of the cuprate
high temperature superconductors consists ofCuO2 sheets
separated by insulating layers. The main driver of su-
perconductivity in the cuprates is the copper-oxide plane
and, to a good approximation, Cooper pairs form inde-
a e-mail: paolo.cea@ba.infn.it
1 For recent overviews, see Refs. [2,3,4,5,6,7,8].
pendently on each layer. It is remarkably that supercon-
ductivity in cuprates arises in the two-dimensional CuO2
planes as a common behavior to all cuprate families.
Parent compounds in these materials are antiferromag-
netic Mott insulators. As in semiconductors, the carrier
concentration in the cuprate superconductors can be chan-
ged by doping, namely by increasing the number of holes
in the CuO2 planes. With hole doping to the system with
small values of the doping δ, it remains antiferromagnetic
but the critical Ne`el temperature decreases rapidly. Then,
for hole doping δ & δmin ≃ 0.05, the long range anti-
ferromagnetic order is quickly suppressed and the system
comes into the superconducting phase. The superconduct-
ing state can be observed as a dome that appears roughly
between δmin . δ . δmax ≃ 0.30. The superconduc-
tive critical temperature attains a maximum at around
δ = δopt ≃ 0.16. This doping level is referred to as the
optimally doped region. The lower doping region is called
underdoped region, while the higher doping region is re-
ferred to as the overdoped region. The overdoped region
(especially highly overdoped region) is close to the Fermi
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Fig. 1. Schematic diagram of the temperature versus hole
doping level for the copper oxides, indicating where various
phases occur. TN is the Ne`el transition temperature. The re-
gion below TN is where fully developed antiferromagnetic order
set in. T ∗ indicates the temperature where the transition to
the pseudogap regime occurs. Tc is the superconducting tran-
sition temperature. The dome-shaped superconducting region
extends from δmin up to δmax.
liquid state. Indeed, in the overdoped regime the material
it is believed to have a large Fermi surface in the nor-
mal state and a simple BCS d-wave superconducting gap
opens below the superconductive critical temperature Tc,
even though a clear experimental evidence is still lacking.
On the other hand, the underdoped region of the phase di-
agram is rather unconventional and it is characterized by
the presence of the so-called pseudogap. The pseudogap
was first detected in the temperature dependence of the
spin-lattice relaxation and Knight shift in nuclear mag-
netic resonance and magnetic susceptibility studies (for
up-to-date reviews, see Refs. [12,13,14,15,16,17]). In fact,
a gradual depletion of the density of states at the Fermi
energy was observed below a crossover temperature T ∗,
revealing the opening of the pseudogap well above the su-
perconductive critical temperature Tc (see Fig. 1). The ex-
istence of the pseudogap phase in the underdoped region
of the phase diagram is, in fact, one of the most puzzling
feature of the high temperature cuprate superconductors.
It turns out that the underdoped cuprates in the pseudo-
gap region δ < δ∗ display a host of anomalous properties.
Indeed, in the underdoped regime the normal state Fermi
surface is no longer complete since only Fermi arcs remain.
Moreover, the pseudogap gap increases as the doping gets
smaller, while the superconductive critical temperature in-
creases almost linearly with the doping. In addition, along
the Fermi arcs there is another gap, the nodal gap [15],
which does not change much with doping or, if any, de-
ceases in deeply underdoped samples.
The above qualitative description together with the persis-
tent evidence of several forms of electronic order, includ-
ing charge density wave which are ubiquitous in this class
of superconductors, point to an inextricable complexity of
high temperature cuprate superconductors [18]. Neverthe-
less, soon after the discover of the high temperature super-
conductors, it was realized [19,20] that superconductivity
were intimately related to the square planar CuO2 lattice
whose physics were well described by the nearly half-filled
Hubbard model with moderately on-site Coulomb repul-
sion. Actually, the microscopic model for the description
of electrons in the CuO2 layers can be assumed to be the
effective single-band Hubbard model [19,20]:
Hˆ = −t
∑
<i,j>,σ
[
cˆ†i,σ cˆj,σ + cˆ
†
j,σ cˆi,σ
]
+ (1.1)
U
∑
i
nˆi,↑ nˆi,↓ , nˆi,σ = cˆ
†
i,σ cˆi,σ .
In Eq. (1.1) cˆ†i,σ and cˆi,σ are creation and annihilation op-
erators for electrons with spin σ, U is the onsite Coulomb
repulsion for electrons of opposite spin at the same atomic
orbital, and t is the hopping parameter. As is well known
[21] the superexchange mechanism yields a Heisenberg an-
tiferromagnetic exchange interaction with J = 4t
2
U be-
tween spins on the Cu atoms. Since U ≫ t, at half-filling
the onsite Coulomb repulsion gives an insulator where the
electron spins are antiferromagnetically ordered. By dop-
ing the system an increasing number of holes is created
in the CuO2 planes. The dynamics of the injected holes
in the antiferromagnetic background is still poorly under-
stood. Indeed, the interaction responsible for high tem-
perature superconductivity in the cuprates has remained
elusive. Therefore, it is desirable to construct the simplest
model that is able to capture the basic experimental facts
of the physics of the universal properties of the cuprate
superconductors. To this end, to make things as simple
as possible and based on plausible physical assumptions,
in a previous paper [22], to be referred to hereafter as I,
we proposed an effective Hamiltonian to account for the
low-lying excitations of the dynamics of holes immersed
in an antiferromagnetic background in the CuO2 planes.
In fact, we found that our approach allowed us to reach at
least a qualitative understanding of the unusual behavior
seen in the various regions of the phase diagram of the
cuprate high temperature superconductors.
The aim of the present paper is to better elucidate the
physics of the pseudogap region. In fact, as we said, de-
spite intensive studies the origin of the pseudogap, which
dominates the underdoped region of the phase diagram,
as well as its relation with the superconductivity is still
under debate. We will focus here specifically on the occur-
rence of the pseudogap phase in the phase diagram of the
cuprate superconductors and discuss in detail the physics
of the cuprates in this region.
The plan of the paper is as follows. In Sect. 2, for reader
convenience, we briefly review the phase diagram within
our phenomenological microscopic theory. The physics of
the superconductive condensate in the pseudogap region is
discussed in Sect. 3, where we also discuss the ground state
and the condensate wavefunctions. Sect. 3.1 is devoted to
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the low-lying excitations of the superconductive conden-
sate. In Sect. 3.2 we determine the condensate wavefunc-
tion in an external magnetic field. In Sect. 3.3 we dis-
cuss the roton gas at finite temperature and the specific
heat anomaly at the critical temperature. The penetra-
tion length in the London limit is discussed in Sect. 3.4,
while the structure of vortices and the critical magnetic
fields are presented in Sect. 3.5. Sections 3.6 and 3.7 are
dedicated to the comparison of the temperature depen-
dence of the critical magnetic fields and critical current
with selected experimental observations. The physics of
the nodal quasielectron liquid is introduced in Sect. 4. In
Sect. 4.1 we analyze the origin and the temperature de-
pendence of the so-called nodal gap. Sect. 4.2 is reserved
to the thermodynamics of the nodal quasielectron liquid.
In Sect. 4.3 we critically discuss the specific heat at low
temperatures. The charge density wave instabilities are
presented in Sect. 5. In Sect. 5.1 we estimate the wavenum-
ber vectors responsible for the instability. In Sect. 5.2 we
discuss the charge density wave critical temperature and
energy gap. In Sect. 5.3 we analyze the competition be-
tween charge density wave instability and superconductiv-
ity. The effects of an applied magnetic field on the charge
density wave instability and the phenomenology of the
charge density wave instabilities in the vortex region are
discussed in Sect. 5.4. Sect. 5.5 is devoted to the physics
of quantum oscillation. Finally, Sect. 6 provides the sum-
mary and the main conclusions of the paper.
Several technical details are relegated in the Appendices
A, B, C, D, and E.
2 The High Temperature Superconductivity
in Cuprates
In this Section we briefly illustrate the effective Hamilto-
nian proposed in I and the resulting phase diagram for
hole doped cuprate superconductors. Our approach re-
lies on some gross oversimplifications which, nevertheless,
should capture the relevant physics of hole doped cuprates.
Firstly, we assumed that the physics of the high tempera-
ture cuprates is deeply rooted in the copper-oxide planes.
This allowed us to completely neglect the motion along the
direction perpendicular to the CuO2 planes. Moreover, we
assumed that the single-band effective Hubbard model is
sufficient to account for all the essential physics of the
copper-oxide planes. Within these simplifying approxima-
tions, the effective Hamiltonian for the propagation of the
holes in the antiferromagnetic background can be written
as [23,24]:
Hˆ0 = − t
2
U
∑
r
∑
i,j
ψˆ†h(r + ia0 + ja0)ψˆh(r) , (2.1)
where ψˆ†h(r), ψˆh(r) are creation and annihilation opera-
tors for holes at the lattice site r, a0 is the copper-oxide
planar lattice constant, and the sum over the direction vec-
tors i and j is restricted to next-nearest neighbor lattice
sites. Note that in Eq. (2.1) the antiferromagnetic back-
ground forces the holes to have antiparallel spins. This
ensures that the motion of a hole does not disturb the an-
tiferromagnetic background. With this antiferromagnetic
background approximation, it turns out that there is an
effective attractive two-body potential between nearest-
neighbor holes [23]. More precisely, two holes with distance
r, a0 ≪ r ≪ ξAF , where ξAF is the antiferromagnetic lo-
cal order length scale, are subject to an effective attractive
two-body potential. In fact, our proposal is quite similar
to the spin-bag theory [25] where the pairing is due to a lo-
cal reduction of the antiferromagnetic order (bag) shared
by two holes. This led us to consider the following reduced
interaction Hamiltonian:
Hˆint =
1
2
∫
dr1 dr2 ψˆ
†
h,↑(r1) ψˆ
†
h,↓(r2) × (2.2)
V (r1 − r2) ψˆh,↓(r2) ψˆh,↑(r1) .
where the two-body potential V (r1 − r2) is given by:
V (r1 − r2) =


∞ r1 = r2
−V0 |r1 − r2| ≤ r0(δ)
0 otherwise
(2.3)
The range of the potential r0(δ) is expected to be of the
order of the observed size of pairs which turns out to be
rather small ξ0 . 6a0:
r0(δ) = 6 a0
(
1 − δ
δc
) 1
2
. (2.4)
The dependence of r0(δ) on the doping fraction δ in Eq.
(2.4) takes care of the fact that the area of the antifer-
romagnetic islands decreases with increasing δ since the
injected holes tend to destruct the local antiferromagnetic
order, which eventually vanishes for δ & δc. Actually the
value δc ≃ 0.35 assures that the superconducting instabil-
ity disappears at the maximal doping δmax ≃ 0.30. Re-
garding the parameter V0 in Eq. (2.3), in I we fixed this
parameter such that there is at least one real space d-wave
bound state:
V0 ≃ 2 J ≃ 8t
2
U
. (2.5)
Since we are interested in the limit of low-lying excitations,
we observe that, by writing
ψˆh(k) =
1√N
∑
r
exp (−ik · r) ψˆh(r) . (2.6)
where N is the number of sites of the copper lattice, we
get:
Hˆ0 =
∑
k
εk ψˆ
†
h(k) ψˆh(k) , (2.7)
where:
εk = − 2t
2
U
[
cos (2kxa0)+cos (2kya0)
]
≃ ~
2 k2
2m∗h
, (2.8)
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and
m∗h =
~
2
8 t
2
U a
2
0
. (2.9)
So that we may write for the effective Hamiltonian:
Hˆ0 =
∑
σ=↑,↓
∫
dr ψˆ†h,σ(r)
(−~2∇2
2m∗h
)
ψˆh,σ(r) . (2.10)
Therefore, our effective Hamiltonian for low-lying excita-
tions is given by:
Hˆ = Hˆ0 + Hˆint , (2.11)
where Hˆ0 and Hˆint are given by Eqs. (2.10) and (2.2)
respectively. We will consider a highly idealized crystal
with unit cell a ≃ b ≃ a0, c ≃ c0, and use the following
numerical values for the microscopic parameters:
a0 ≃ 4.0 10−8 cm , c0 ≃ 13.0 10−8 cm , (2.12)
t ≃ 0.11 ev , U
t
≃ 10
that, indeed, are appropriate for a typical cuprate [26].
Note that, using these numerical values we get:
m∗h ≃ 5.41me , (2.13)
where me is the electronic mass, in fair good agreements
with several observations in hole doped cuprate supercon-
ductors.
It is worthwhile to stress that our previous arguments can-
not be considered as a truly microscopic derivation of the
effective Hamiltonian. Our approximations were a drastic
simplification of the complete many-body Hamiltonian,
nevertheless we used it to understand the physics from the
simplest point of view without a large number of parame-
ters. Indeed, in I we showed that the effective Hamiltonian
offered a consistent picture of the complex phase diagram
of high transition temperature cuprate superconductors.
Due to the reduced dimensionality the two-body attrac-
tive potential admits real-space d-wave bound states. The
binding energy of these bound states ∆2(δ), which plays
the role of the pseudogap, decreases with increasing dop-
ing until it vanishes at a certain critical doping δ∗. To a
very good approximation, we have [22]:
∆2(δ) ≃ ∆2(0)
[
1 − ( δ
δ∗
)1.5
]
, δ . δ∗ ≃ 0.207 .
(2.14)
Using the values of the parameters in Eq. (2.12), we found
∆2(0) ≃ 41.91mev. The pseudogap temperature is simply
related to the binding energy:
kB T
∗(δ) =
1
2
∆2(δ) . (2.15)
In fact, in I we showed that Eq. (2.15) is consistent with
observations (see Fig. 8 in Ref. [22]). We see, then, that
the actual significance of the pseudogap is the signature
of preformed pairs. If the binding energy of each hole pair
were so strong that the size of the pair were small com-
pared with the inter-particle spacing, then the ground
state would consist of paired holes that, behaving like
bosons, would condense into the same state. In this case
the ground state wavefunction reduces to the ground state
of a Bose-Einstein gas of paired holes [27,28,29]. How-
ever, although the formation of pairs is essential in form-
ing the superconducting state, its remarkable properties
require phase coherence among the pairs. In general, the
required phase coherence is established by the conden-
sation of pairs. However, in two spatial dimensions it is
well known that there is no truly Bose-Einstein conden-
sation since the Mermin-Wagner-Hohenberg theorem [30,
31] prevents a broken continuous symmetry at finite tem-
perature. Nevertheless, as discussed in I, for δ & δmin ≃
0.05 the pairs begin to overlap ensuring that the phases
of the pairs are locked to a constant value. The onset
of phase coherence gives rise to the superconductivity of
the hole pair condensate 2. Numerous spectroscopic data
support the scenario of preformed pairs gaining coher-
ence at low temperatures [33,34,35,36,37]. However, as is
well known [38,39], the phase coherence of the condensate
survives for temperatures not exceeding the Berezinskii-
Kosterlitz-Thouless (B-K-T) critical temperature:
kB TB−K−T ≃ pi
2
Ks(TB−K−T ) , (2.16)
where Ks is the so-called phase stiffness:
Ks ≃ ~
2
2m∗h
ns , (2.17)
and the superfluid density is given by:
ns ≃ δ
2a20
. (2.18)
For temperatures above TB−K−T the phase coherence and
the superconductivity are lost due to the thermal activa-
tion of vortex excitations. If we neglect the temperature
dependence of the phase stiffness, we obtain:
kB TB−K−T ≃ pi
8
~
2
m∗h
δ
a20
≃ pi t
2
U
δ . (2.19)
Using our numerical values for t and U in Eq. (2.12) we
get:
TB−K−T ≃ 401 K δ . (2.20)
In Fig. 2, were we summarize the phase diagram of the
hole doped cuprate superconductors according to our model,
we display both the pseudogap and Berezinskii-Kosterlitz-
Thouless critical temperatures. Within our approach the
pseudogap region is the region where TB−K−T lies below
the pesudogap temperature T ∗. In fact, there is general
2 Interestingly enough, recently the authors of Ref. [32] sug-
gested, in a different contest, that the superconductivity in
underdoped cuprates can be understood as a superfluid of real-
space hole pairs.
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Fig. 2. The pseudogap, Berezinskii-Kosterlitz-Thouless, and
BCS critical temperatures (in Kelvin) versus the hole doping
fraction δ. The pseudogap temperature T ∗ vanishes at δ = δ∗.
The region enclosed by the vertical dotted lines where the three
temperatures are comparable corresponds to the crossover re-
gion. Note that the crossover region coincides with the optimal
doped region.
agreement on the experimental evidence that in the pseu-
dogap region the critical temperature is set by the onset of
phase coherence at temperatures lower than the pseudo-
gap temperature [33,34,35,36,37,40]. Moreover, there is
convincing experimental evidences [41] that the supercon-
ductorg transition in this region is driven by the order-
disorder Berezinskii-Kosterlitz-Thouless (B-K-T) transi-
tion [38,39].
Within our approach the overdoped region is realized for
hole doping in excess of the critical doping δ∗ where the
pseudogap vanishes. In this region the conventional su-
perconductivity theory of Bardeen, Cooper, and Schrief-
fer (BCS) [42,43,44] applies since the attractive two-body
potential Eq. (2.3) is short-range and can be considered as
a small perturbation. In fact, the superconductive insta-
bility is driven by the short-range attractive interaction
between the quasiparticles and the pairing is in momen-
tum space, so that the relevant superconducting ground
state is the BCS variational ground state. For reader con-
venience, the relevant calculations are presented in Ap-
pendix A, and the d-wave BCS critical temperature is
displayed in Fig. 2. It turns out that in the overdoped
region δ > δ∗ the d-wave BCS theory is able to account
many of the low-energy and low-temperature properties of
the copper oxides, in agreement with several observations,
as discussed in I, Sect. 5. Moreover, in this region the nor-
mal state is described by an ordinary Fermi liquid metals
that is characterized by hole quasiparticles with effective
mass given by Eq. (2.13) and density:
nh ≃ 1 + δ
a20
. (2.21)
Looking at Fig. 2 we see that in our approach the super-
conducting dome-shaped region of the hole doped oxide
cuprates is determined by the region enclosed by the criti-
cal temperatures TB−K−T and TBCS . Note that TB−K−T
increases with doping, while the BCS critical temperature
decreases with increasing hole doping becoming compara-
ble for δ ∼ δopt ≃ 0.17. We infer, thus, that the super-
conducting critical temperature reaches its maximum in
the optimal doped region where there is a crossover from
a Bose-Einstein condensate of tightly bound hole pairs to
Cooper pairing of weakly attracting holes 3. Finally, it is
important to point out that in this region the competition
between the pseudogap and the d-wave BCS gap together
with the enhanced role of the phase fluctuations makes
questionable the usually adopted mean-field approxima-
tion.
3 Physics of the Superconductive Condensate
To reach a reasonable description of the physics of su-
perconductivity in hole doped copper oxide ceramics it is
necessary, preliminarily, to construct at least a good ap-
proximation of the ground state wavefunction. To do this,
it is convenient to adopt the Schro¨dinger picture. In this
representation our reduced Hamiltonian Eq. (2.11) for N
holes in the CuO2 plane becomes:
Hˆ = Hˆ0 + Hˆint , (3.1)
where
Hˆ0 =
N∑
i=1
− ~
2
2m∗h
∇2ri , (3.2)
and
Hˆint =
1
2
N∑
i6=j
V (ri − rj) . (3.3)
Note that in Eq. (3.3) the potential V (ri − rj), given
by Eq. (2.3), is different from zero only for holes with
antiparallel spins. The ground state wavefunction is the
solution of the Schro¨dinger eigenvalue equation:
Hˆ Ω(r1, ..., rN ) = E0 Ω(r1, ..., rN ) , (3.4)
with the smallest eigenvalue E0. In the pseudogap region
we said the two isolated holes in interaction with the at-
tractive potential Eq. (2.3) admit a bound state solution.
In fact, let consider the Schro¨dinger equation for two holes
(omitting the spin indices):[
− ~
2
2m∗h
(∇2r + ∇2r′)+ V (r − r ′)
]
Φ(r, r ′) = ε Φ(r, r ′) .
(3.5)
Writing:
ρ = r − r ′ , R = r + r
′
2
, (3.6)
3 For a through discussion of the crossover from Bose-
Einstein condensation to BCS pairing see Ref. [45].
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we obtain:[
− ~
2
2m∗h
(
2∇2ρ +
1
2
∇2R
)
+ V (ρ)
]
Φ(R,ρ) = ε Φ(R,ρ) ,
(3.7)
This allows to write:
Φ(R,ρ) = exp (iK ·R) ϕ(ρ) (3.8)
and
ε =
~
2K2
4m∗h
− ∆ . (3.9)
It is, now, easy to find:[
− ~
2
m∗h
∇2ρ + V (ρ)
]
ϕ(ρ) = − ∆ ϕ(ρ) . (3.10)
As discussed in I, Sect. (3.1), Eq. (3.10) admits a d-wave
bound state solution with ∆ = ∆2(δ) > 0. The hole
ground-state wavefunction can be, now, obtained as in the
BCS approximation. Group the N conduction holes into
M = N/2 pairs and let each pair be described by a bound-
state wave function Φ(r, r
′
). Then consider the N -hole
wavefunction that is just the antisymmetrized product of
M identical such two-hole wavefunctions:
Ω(r1, ..., rN ) =
1√
N !
∑
P
(−1)P (3.11)
P
{
Φ(r1 − r2) · · · Φ(rN−1 − rN )
}
,
in which the sum is over all permutations P of the N holes.
Since we are interested in the ground-state wavefunction
in the underdoped region, we may simplify considerably
the BCS-like wavefunction Eq. (3.11). In fact, we already
known [22] that the spatial range of the pair wave function
is ξ0 ≃ 2a0 (see I, Fig. 4). So that, in the underdoped
region ξ0 is smaller than the average distance between
pairs:
d0 ≃ 1√
ns
≃
√
2a0√
δ
. (3.12)
Therefore, in this case wavefunctions in the sum in Eq. (3.11)
differing by the exchange of single members of two or more
pairs do not overlap very much. This means that we may
keep in Eq. (3.11) only terms where there are exchanges
of two or more pairs. Thus, to a good approximation we
can rewrite the ground state wavefunction as:
Ω(R1, ...,RM ,ρ1, ...,ρM ) ≃ 1√
M !
∑
P
(3.13)
P
{
ei[θ(R1)+...+θ(RM )] ϕ(ρ1) · · · ϕ(ρM )
}
,
where θ(Ri) = K · Ri. With these approximations, it is
quite easy to check that the wavefunction Eq. (3.13) sat-
isfy the time-independent Schro¨dinger equation Eq. (3.4)
with eigenvalue:
E ≃ M
(
~
2K2
4m∗h
− ∆2(δ)
)
. (3.14)
Of course, the ground state wavefunction is obtained when
the center of mass of the pairs is at rest, P = ~K = 0:
E0 = Ec , Ec ≃ −M ∆2(δ) , (3.15)
where Ec is the condensation energy.
For later convenience, let us rewrite Eq. (3.13) in the fol-
lowing form:
Ω(R1, ...,RM ,ρ1, ...,ρM ) ≃ 1√
M !
∑
P
(3.16)
P
{
Θ(R1) · · ·Θ(RM ) ϕ(ρ1) · · · ϕ(ρM )
}
.
If we normalize the wavefunctions as:∫
dRi |Θ(Ri)|2 = 1 , (3.17)
∫
dρi |ϕ(ρi)|2 = 1 , (3.18)
then, it easy to find:∫ ∏
i
dRi dρi |Ω(R1, ...,RM ,ρ1, ...,ρM )|2 = 1 .
(3.19)
It is worthwhile to note that:
Θ(R) =
1√
V
exp (iK ·R) , (3.20)
so that for the ground state:
Θ(R) = Θ0(R) =
1√
V
. (3.21)
Following Ref. [46] we introduce the reduced wavefunction
Ψ(R1, ...,RM ) defined by:
Ψ∗(R1 ′, ...,RM ′) Ψ(R1, ...,RM ) =
∫ ∏
i
dρi (3.22)
Ω∗(R1 ′, ...,RM ′,ρ1, ...,ρM )Ω(R1, ...,RM ,ρ1, ...,ρM ) .
Using Eq. (3.16), a straightforward calculation gives:
Ψ(R1, ...,RM ) ≃ 1√
M !
∑
P
P {Θ(R1) · · ·Θ(RM ) } .
(3.23)
We introduce, now, the single-particle density matrix [46]:
ρ(R,R ′) = M
∫ M∏
i=2
dRi (3.24)
Ψ∗(R,R2 ...,RM ) Ψ(R ′,R2 ...,RM ) .
The physical meaning of ρ(R,R ′) is that the density ma-
trix gives the probability amplitude to find a particular
hole pair at R times the amplitude to find it at R ′ taking
into account the correlations due to the remaining M − 1
hole pairs. The factor M in the definition of the density
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matrix is due to the fact that we have M identical pairs.
Equivalently, in terms of the second quantization formal-
ism one may introduce the creation operator of a pair with
center of mass coordinate R:
bˆ
†
(R) =
∫
dρ Φ∗(R,ρ) ψˆ†h,↑(R−
ρ
2
) ψˆ†h,↓(R +
ρ
2
) .
(3.25)
Then, we have:
ρ(R,R ′) = < Ω| bˆ†(R) bˆ(R ′) |Ω > . (3.26)
From Eq. (3.24), after taking into account Eq. (3.23), we
get easily:
ρ(R,R ′) ≃ M Θ∗(R) Θ(R ′) . (3.27)
We may, now, introduce the condensate wavefunction χ(R)
which plays the role of the order parameter:
ρ(R,R ′) ≡ χ∗(R) χ(R ′) . (3.28)
This last equation, combined with previous equations, leads
to:
χ(R) ≃
√
M Θ(R) =
√
M
V
eiθ(R) =
√
ns e
iθ(R) ,
(3.29)
where ns is given by Eq. (2.18). In particular, the ground-
state condensate wavefunction is simply:
χ0(R) ≃ √ns . (3.30)
From our discussion it follows that the low-lying conden-
sate excitations can be obtained by solving the Schro¨dinger-
like eigenvalue equation:
− ~
2
4m∗h
∇2R χ(R) = ε χ(R) , (3.31)
where ε is the energy per particle in excess to the con-
densation energy. Eq. (3.31) shows that the condensate
wavefunction satisfies the Schro¨dinger equation of a free
particle with mass 2m∗h. In fact, this is due to our approx-
imations which neglect the Coulomb interactions, always
present in metal, between hole pairs. Since the hole pairs
have charge +2e, then the pairs must avoid to be too
close due to the Coulomb repulsion. As a consequence,
in the ground state the pairs fill the system with a den-
sity almost uniform over distance R ≫ d0. If one takes
care of the Coulomb interactions, then, in general, one
finds that the condensate wavefunction satisfies a non-
linear Schro¨diger equation, the time-independent Gross-
Pitaevskii equation. In that case the energy per particle
must be replaced by the chemical potential 4.
In general, the condensate excitations are characterized
by a non-zero planar current density:
j(R) =
−i~
4m∗h
[χ∗(R)∇χ(R) − ∇χ∗(R)χ(R)] .
(3.32)
4 A good account can be found, for example, in Ref. [46].
Using Eq. (3.29) we obtain:
j(R) = ns
~
2m∗h
∇ θ(R) = ns vs(R) , (3.33)
vs(R) =
~
2m∗h
∇ θ(R) .
For slow-varying condensate phase θ(R), i.e. |∇2θ(R)| ≪
|∇θ(R)|2, the energy of the condensate excitations can be
written as:
ε ≃ 1
2
2m∗h v
2
s (R) = m
∗
h v
2
s (R) . (3.34)
Finally, it is worthwhile to remark once more that the
superfluidity of the condensate is assured by phase coher-
ence. We have already remarked that for δ > δmin the
exponentially small overlap of the hole pair wavefunctions
constrains the pair wavefunctions to have the same phase.
Therefore, if a current is established in the condensate, all
the hole pairs must move together. Let P = ~K be the
momentum of the center of mass of pairs. It is easy to see
that the condensate wavefunction is given by Eq. (3.29)
with θ(R) =K ·R. This corresponds to a condensate with
velocity vs =
~K
2m∗h
and current density j = nsvs. One
might expect that such a current could be degraded by a
single-pair collision in which the center of mass momen-
tum is reduced back to zero. However, all the other pairs
are described by identical pair wavefunctions. Thus one
cannot change the pair wavefunction individually without
destroying the whole condensate, and this cost an enor-
mous amount of energy. We see, therefore, that it is the
phase coherence which assures rigidity to the wavefunction
implying condensate superfluidity.
3.1 Low-lying excitations of the condensate
Our previous discussion summarizes the essential features
of the ground state at zero temperature. To describe the
thermal or transport properties of the hole pair conden-
sate we need to determine the low-lying excited states. The
most obvious possibility is to excite the system by break-
ing a single pair. This requires an energy ε ≃ ∆2. This
kind of excitations, however, are relevant for temperatures
exceeding the pseudogap temperature T ∗. Therefore, in
the pseudogap region, where T ∗ is greater than the super-
conductive critical temperature, these excitations cannot
contribute to the dynamics of the superfluid condensate.
We are led, thus, to inquire if there are excitations with
energies ε . ∆2. According to our previous discussion, the
reduced wavefunctions of these excitations can be written
as:
Ψ1(R1, ...,RM ) = e
i Θ(R1,...,RM ) Ψ0(R1, ...,RM ) ,
(3.35)
where Ψ0(R1, ...,RM ) is the ground-state wavefunction,
and Θ(R1, ...,RM ) is a totally symmetric function of R1,
... , RM . To determine the wavefunction Ψ1 we shall fol-
low quite closely the Feynman’s superb discussion on the
8 Paolo Cea: The High Temperature Superconductivity in Cuprates: Physics of the Pseudogap Region
excited states in liquid 4He [47]. The simplest choice for
the excited state wavefunction would be:
Ψ1(R1, ...,RM ) = e
iK·Ri Ψ0(R1, ...,RM ) (3.36)
for some fixed Ri. However, since the wavefunction must
be symmetric we must write:
Ψ1(R1, ...,RM ) =
M∑
i=1
eiK·Ri Ψ0(R1, ...,RM ) (3.37)
According to the results of the previous Section, the cor-
responding excitation energy is ε = ~
2
4m∗h
K2. Then, to
have low-energy excitations we are forced to consider very
small wavenumber |K|. However, since the wavefunction
Ψ1 must be orthogonal to Ψ0, i.e.∫
dR1....dRM Ψ
∗
0 (R1, ...,RM )Ψ1(R1, ...,RM ) = 0 ,
(3.38)
we need configurations whereK ·Ri is appreciably differ-
ent from zero. Due to the symmetry for exchanges of pairs,
these configurations can be realized only by changing the
density of the condensate. In fact, Feynman argued that
in liquid 4He these configurations are the only available
low-energy excitations and they give rise to the phonon
spectrum. In fact, these sound-wave modes are present
also in traditional BCS superconductors [48,49]. However,
due to the Coulomb interactions the sound-wave mode is
pushed up to high energy and becomes the plasma mode.
As a result, the putative low-energy excitations are real-
ized by density distributions that oscillate at the plasma
frequency ωpl. We may estimate the plasma frequency by
the well-known expression:
ωpl =
√
4piρq2
m
, (3.39)
where ρ is the volumetric density of particles with charge
q and mass m. Accordingly, taking into account that:
m = 2m∗h , q = 2 e , ρ ≃
ns
c0
≃ δ
2 a20 c0
, (3.40)
we obtain:
ωpl ≃
√
4pie2δ
m∗ha
2
0 c0
. (3.41)
After taking into account Eq. (2.9) we get:
εpl ≃ ~ ωpl ≃
√
32 pi
e2
c0
t2
U
δ . (3.42)
Using the numerical values of the parameters, Eq. (2.12),
we find that in the region of interest εpl ≃ 1.11 ev
√
δ ≫
∆2. Therefore, we are led to conclude that the only low-
lying excitations of the pair condensate are analogous the
the rotons in 4He. These kind of excitations are described
by the condensate wavefunction χ(R), Eq. (3.29), where
θ(R) is a rapidly varying function over a distance of order
d0. We may estimate the roton energy by assuming that
the phase θ(R) is subject to a variation of 2pi over dis-
tance of d0. In fact this allows to localize the condensate
disturbance in a region of linear size d0 around a given R.
To see this, we note that θ equals 0 or 2pi for R
′
such that
|R ′ −R| > d0. So that, since eiθ = 1, we have χ(R) ≃ χ0
outside the disturbance region. Now, taking into account
that:
|∇ θrot(R)| ≃ 2 pi
d0
, (3.43)
we readily obtain:
εrot ≃ m∗h v 2s ≃
~
2pi2
m∗h
ns . (3.44)
Actually, one could consider rotons corresponding to a
phase jump of 2pin, n integer. However, Eq. (3.44) shows
that the energy of these rotons is higher by a factor n2.
So that, only rotons with n = 1 are of interest. Using the
numerical values of the model parameters, we find:
εrot ≃ 434mev δ . (3.45)
For δ ≃ 0.1 we have εrot ≃ 43 mev ≃ ∆2(0). Therefore,
we may conclude that below the critical superconductive
temperature the roton-like condensate excitations could
play a role in the dynamics of the system.
We said that the low-lying quasi-particle excitations, de-
scribed by the condensate wavefunction:
χrot(R) ≃ √ns eiθrot(R) , (3.46)
are analogous to the rotons in liquid 4He. However, in liq-
uid helium Feynman and Cohen [50,51] argued that the
roton wavefunction could not provide a correct description
because it does not offer a proper account of the motion of
an excitation through the condensate. In fact the quasipar-
ticle excitations are characterized by a non-zero current
given by Eq. (3.33). Such a description cannot be appro-
priate for stationary excitations since the corresponding
current must necessarily vanish. In fact, Feynman and Co-
hen pointed out that one must take care of the backflow
of the condensate as the excitation moves through it. It
turns out that the backflow corresponds to a slow drift of
the condensate outside the region of the excitation which
can be described by a vortex-antivortex distribution of the
condensate phase. As a result, the backflow acts to cancel
the excitation current and to increase the effective mass
of the excitation 5. Therefore, the roton excitation energy
can be written as:
εrot ≃ α m∗h v 2s , (3.47)
where α is some constant expected to be greater than
1, α > 1. Actually, the precise numerical value of this
constant is not important for our purposes. Microscopic
calculations in liquid 4He indicated that α ∼ 1.5 [52],
5 For a very clear discussion, see Ref. [52].
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nevertheless, to be conservative, in the following we shall
assume α ≃ 1.0.
It is worthwhile to stress that these roton-like elementary
excitations rely on the phase coherence of the hole pair
condensate. According to our model, in the pseudogap re-
gion the superconducting transition is described by the
Berezinskii-Kosterlitz-Thouless order-disorder transition.
It is well known that the Berezinskii-Kosterlitz-Thouless
transition is driven by vortex-antivortex unbinding which
destroys the phase coherence above the critical temper-
ature, T > Tc. In other words, for T > Tc configura-
tions corresponding to an uniform condensate velocity vs
are unstable to the decay into vortex excitations. Koster-
litz [53] introduced the correlation or screening length:
ξ+(T ) = ξV e
b pi√
T/Tc−1 , T → T+c , (3.48)
where ξV is vortex core linear size and b is a non-universal
constant, such that the number density of free vortices is
proportional to [ξ+(T )]
−2
[54,55]. For temperatures near
the critical temperature Tc, configurations leading to a
condensate velocity vs are expected to be be screened by
free vortices. Moreover the screening should depend on the
free vortex density. Therefore, we expect that for T → T+c :
vs(T ) ∼ [ξ+(T )]−2 ∼ e
2pi b√
T/Tc−1 . (3.49)
In fact, similar arguments has been adopted to determine
the temperature dependence of the conductivity in the
resistive transition of superconducting films [56]. On the
other hand, we are mainly interested in the temperature
dependence of the condensate velocity below the critical
temperature, T → T−c . To this end, we may employ the
Kosterlitz’s recursion relation [53]:
ξ+(T ) ∼ ξV
[
ξ−(T )
ξV
]2π
, (3.50)
where ξ−(T ) is the screening length for T → T−c . Com-
bining Eqs. (3.48) and (3.50) we get:
ξ−(T ) = ξV e
b
2
√
1−T/Tc , T → T−c . (3.51)
Therefore, we obtain the remarkable result that superfluid
velocities are screened to zero for T → T−c according to:
vs(T ) ∼ ξ−2V e
− b√
1−T/Tc , T → T−c . (3.52)
Eq. (3.52) is valid for temperatures quite close to Tc. How-
ever, due to the exponential dependence on the temper-
ature, we may extrapolate Eq. (3.52) down to very low
temperatures according to:
vs(T ) ≃ vs(T = 0) e
− b
[
1√
1−T/Tc
− 1
]
, T ≤ Tc .
(3.53)
The previous arguments are valid also for the hole pair
condensate fraction ns(T ) which shares phase coherence.
In fact, as discussed in Sect. 3, at T = 0 all the hole
pairs are condensed so that ns(T = 0) =
δ
2a20
. However,
at finite temperatures the thermal activation of vortex-
antivortex pairs tend to disorder the system such that
ns(T ) < ns(0). Now, as for vs(T ) the depletion of the
phase-coherent condensate is proportional to the density
of vortices. Proceeding as before, we obtain the analogous
of Eq. (3.53), namely:
ns(T ) ≃ ns(T = 0) e
− b′
[
1√
1−T/Tc
− 1
]
, T ≤ Tc (3.54)
ns(T = 0) ≃ δ
2a20
where b′ is a non-universal constant, in principle different
from b. As we will discuss later, Eqs. (3.53) and Eq. (3.54)
allow to track the temperature dependence of various phys-
ical quantities. In fact, we will fix the values of the non-
universal constants b and b′ by fitting to the experimen-
tal data. Indeed, we anticipate that these constants are
seen to assume quite different values, b ∼ O(10−1) and
b′ ∼ O(100).
3.2 Condensate in external magnetic fields
In this Section we are interested in the dynamics of the
hole pair condensate in presence of an external magnetic
field perpendicular to the copper-oxide plane:
h(r) = ∇×A(r) , A(r) = (A1(r), A2(r), 0) ,
(3.55)
where h(r) is the microscopic magnetic field, and we adopt
the London gauge ∇·A = 0. The reduced Hamiltonian in
the Schro¨dinger representation is still given by Eq. (3.1),
but now:
Hˆ0 =
N∑
i=1
1
2m∗h
[
− i ~∇ri −
e
c
A(ri)
]2
. (3.56)
In this case the Schro¨dinger equation for two holes, Eq. (3.5),
becomes:
1
2m∗h
(
−i~∇r − e
c
A(r)
)2
Φ(r, r ′) + (3.57)
1
2m∗h
(
−i~∇r ′ − e
c
A(r ′)
)2
Φ(r, r ′) +
+ V (r − r ′) Φ(r, r ′) = ε Φ(r, r ′) .
Changing variables as in Eq. (3.6), we recast Eq. (3.57)
into:
1
4m∗h
(
− i~∇R − 2e
c
A(R)
)2
Φ(R,ρ) + (3.58)
1
m∗h
(
− i~∇ρ − e
2c
A(ρ)
)2
Φ(R,ρ)
+ V (ρ) Φ(R,ρ) = ε Φ(R,ρ) .
Again, this allows to write:
Φ(R,ρ) = Ψ(R) ϕ(ρ) , (3.59)
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and
ε = εcm − ∆ . (3.60)
So that:
1
4m∗h
[
−i~∇R − 2e
c
A(R)
]2
Ψ(R) = εcm Ψ(R) , (3.61)
[
1
m∗h
(
−i~∇ρ − e
2c
A(ρ)
)2
+ V (ρ)
]
ϕ(ρ) = − ∆ ϕ(ρ) .
(3.62)
Eq. (3.62) has been already discussed in I, Sect. 4.1. It
turns out that the bound-state wavefunction ϕ(ρ) is prac-
tically unaffected by the magnetic field for applied mag-
netic field strengths employed in experiments,H . 100T 6.
Moreover, the external magnetic field lifts the degener-
acy with respect to the magnetic quantum number. How-
ever, the resulting Zeeman splitting is completely negligi-
ble such that ∆ ≃ ∆2(δ).
To determine the condensate wavefunction we proceed as
in Sect. 3. Obviously, one finds that the wavefunction of
the low-lying condensate excitation has the form given by
Eq. (3.29) and it satisfies the Schro¨dinger-like eigenvalue
equation:
1
4m∗h
[
− i ~∇ − 2e
c
A(R)
]2
χ(R) = ε χ(R) , (3.63)
where ε is the excitation energy with respect to the con-
densation energy. As expected, Eq. (3.63) shows that low-
lying excitations of the condensate behave like quasi- par-
ticles with mass 2m∗h and positive charge +2e. Interest-
ingly enough, we may write down the electromagnetic cur-
rent for low-lying condensate excitations. In fact, we use
the quantum-mechanics expression for the current density
when a charged particle moves in a magnetic field 7 to get:
jem(R) = 2e j(R) =
−i e ~
2m∗h
[
χ∗(R)∇χ(R) (3.64)
− ∇χ∗(R)χ(R)
]
− 2 e
2
m∗h c
χ∗(R)χ(R)A(R) .
Using Eq. (3.29), and introducing the superfluid velocity:
vs(R,A) =
~
2m∗h
∇ Θ(R) − e
m∗hc
A(R) , (3.65)
it is easy to check that:
jem(R) = 2e ns vs(R,A) . (3.66)
3.3 The roton gas and the specific heat anomaly
In this Section we address the problem of the specific heat
anomaly close to the transition temperature Tc. The spe-
cific heat is one of the few bulk thermodynamic probe of
6 Even though we are using CGS units, it is customary in
the literature to express the applied magnetic field in Tesla,
1T = 104G.
7 See, for example, Ref. [57].
the superconducting state. In high temperature cuprate
superconductors the normal-superconducting transition is
substantially broadened relative to that in many conven-
tional superconductors. In classic superconductors there
is a specific heat jump at the critical temperature. On
the other hand, cuprate high temperature superconduc-
tors show both a pronounced peak or only a broad hump
in the specific heat at the critical temperature Tc. In gen-
eral, the broadened specific heat anomaly has been at-
tributed to superconducting fluctuations (see, for exam-
ple, the reviews in Refs. [58,59] and references therein).
For sake of definiteness, we will focus on the Yttrium
compound YBa2Cu3O6+x (YBCO) with superconducting
critical temperatures up to Tc ≃ 93K [60]. Indeed, the
measurements of specific heat on YBCO are more com-
plete than those for any other high temperature supercon-
ductor. The specific heat anomaly in the YBCO sample
shows a sharp peak structure. Customarily the specific
heat anomaly is characterized by ∆c(Tc), the difference
of the specific heat between the peak value with respect
to the background lattice specific heat. Furthermore, it
should be keep in mind that the analysis of the shape
of the anomaly is always complicated by uncertainties in
the subtraction of the background. It turns out that the
specific heat jump is clearly seen at the superconduct-
ing transition, even though the specific heat anomaly at
the critical temperature is only about a few percent of
the total. For YBCO in the optimal doping region with
Tc ≃ 87.5K, form Fig. 5 of Ref. [58] we infer a specific
heat anomaly:
∆c(Tc)
Tc
≃ 5 10−3 J
K2 gat
, (3.67)
where gat = gram− atom is the volume occupied by NA
unit cell of the crystal, NA being the Avogadro’s number.
Let Vu be the volume of the unit cell, then from Eq. (3.67)
we may estimate the dimensionless specific heat anomaly:
Vu
∆c(Tc)
kB
≃ 5.26 10−2 , (3.68)
where kB is the Boltzmann constant. The main advantage
of the dimensionless specific heat anomaly resides in the
fact that it can be directly compared with theoretical cal-
culations within our model. In fact, we now show that in
our approach the specific heat anomaly can be accounted
for by the specific heat of the roton thermal gas.
The thermodynamics of the superconductive condensate
is determined by the low-lying excitations. The previous
Section showed that the condensate low-lying excitations
are the rotons which behave like quasi-particle with mass
2m∗h, charge 2e, and temperature-dependent energy:
εrot(T ) ≃ α m∗h v 2s (T ) , (3.69)
where:
|vs(T )| = vs(T ) ≃ vs(0) e
− b
[
1√
1− T/Tc
− 1
]
, T ≤ Tc .
(3.70)
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Eqs. (3.69) and (3.70) imply that the roton energy van-
ishes continuously at the critical temperature. Therefore,
near Tc there is a proliferation of thermally activated ro-
tons which, therefore, dominate the thermodynamic po-
tential. On the other hand, at low temperatures the exci-
tation of rotons is exponentially suppressed since εrot(0) ∼
∆2(δ). Since rotons are bosons (like the phonons), the
thermal distribution function is given by the Bose-Einstein
distribution:
f(εrot) =
1
e
εrot
kBT − 1
. (3.71)
Our approximation amounts to deal with the roton gas
as an ideal gas. We may, then, easily evaluate the roton
energy density:
urot(T ) ≃
∫
dk
(2pi)2
εrot(T )
1
e
εrot(T )
kBT − 1
δ
( |k|
k0
− 1
)
.
(3.72)
In Eq. (3.72) the Dirac δ-function takes care of the fact
that the roton wavenumber is constrained according to
Eq. (3.43):
|krot| ≃ k0 ≃ 2 pi
d0
≃ 2pi
√
δ
2a20
. (3.73)
A straightforward calculation gives:
urot(T ) ≃ piδ
a20
εrot(0) fKT (2b, T )
1
e
εrot(0)fKT (2b,T )
kBT − 1
(3.74)
where, for convenience, we introduced the function:
fKT (b, T ) ≡ e
− b
[
1√
1−T/Tc
− 1
]
. (3.75)
From the roton internal energy density we may evaluate
the specific heat at constant volume:
crot(T ) =
∂ urot(T )
∂T
. (3.76)
To compare the roton specific heat with experimental
data we must take into account that the rotons are the
low-lying excitations of the superfluid condensate. There-
fore the rotons contribute to the specific heat only within
the condensate fraction which share phase coherence. Ac-
cording to our previous discussion, at zero temperature all
the hole pairs are condensed with phase coherence. How-
ever, at finite temperatures the phase-coherent condensate
fraction is given by:
ns(T )
ns(0)
= fKT (b
′, T ) , (3.77)
according to Eqs. (3.54) and (3.75). Thus, the contribution
of rotons to the specific heat at constant volume can be
written as:
cV (T ) ≃ ns(T )
ns(0)
crot(T ) ≃ ns(T )
ns(0)
∂ urot(T )
∂T
. (3.78)
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Fig. 3. Dimensionless roton specific heat versus the reduced
temperature for different hole doping levels.
In Fig. 3 we display the temperature dependence of the
dimensionless specific heat at constant volume for differ-
ent hole doping levels. For our numerical estimates, we
assumed b ≃ 0.193. As we will discuss later on, this value
has been fixed by fitting the temperature dependence of
the excitation energy of the nodal quasielectron liquid to
the experimental data. As concern the parameter b′, we
choose the value b′ ≃ 0.80 that it is relevant for the Lon-
don penetration length in optimally doped YBCO (see
Sect. 3.4). From Fig. 3 we see that, as expected, the roton
specific heat is sizable in the critical region only. More-
over, cV (T ) displays a rather sharp peak at temperatures
very near the critical temperature, with a well developed
curvature below Tc. Note that this feature has no equiva-
lent in classic superconductors and it is in fair agreement
with observations (see, for instance, Fig. 6 in Ref. [58]).
Finally, we see that the roton specific heat scales almost
linearly with the hole doping δ in agreement with several
measurements in the pseudogap region.
From Fig. 3 we estimate the dimensionless specific heat
anomaly near the optimal doping:
a20
∆cV (Tc)
kB
∼ 10 10−2 . (3.79)
Comparing this estimate with Eq. (3.68), we may safely
conclude that the thermal roton gas can account, both
qualitatively and quantitatively, for the observed specific
heat anomaly in hole doped cuprate superconductors in
the pseudogap region.
Let us conclude this Section by briefly discussing the ef-
fects of an applied magnetic field on the specific heat
anomaly. Experimentally, it results that a magnetic field
applied along the normal direction to the CuO2 planes
strongly suppresses the specific heat anomaly at Tc, while
the effect of magnetic fields applied parallel to the CuO2
planes is much less pronounced. Moreover, the magnetic
field shifts the specific heat anomaly to lower temperatures
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without strongly affecting the critical temperature Tc. In
Sect. 3.2 we have seen that the electromagnetic current
can be written in term of the field-dependent superfluid
velocity vs(R,A), Eq. (3.65). Evidently, at finite temper-
atures we have:
vs(T,A) = vs(T ) − e
m∗hc
A(R) , (3.80)
with:
vs(T ) = vs(0) e
− b
[
1√
1−T/Tc
− 1
]
. (3.81)
In the mixed state the magnetic field penetrates into the
superconductor with an array of Abrikosov vortices (see
Sect. 3.5). The roton excitations are present outside the
Abrikosov vortices. The effects of the magnetic field on
these roton excitations amount to shifting the superfluid
velocity vs according to Eq. (3.80). To estimate the mag-
netic field at the roton site, we recall that rotons are
disturbances of the superfluid condensate of size ∼ d0.
Within the roton core the condensate losses the phase
coherence, so that the roton core constitutes a region of
normal fluid. Moreover, the screening of the roton veloc-
ity vs(R) is due to Kosterlitz-Thouless vortex-antivortex
pairs. Evidently, the screening of the magnetic field due
to a given Kosterlitz-Thouless vortex is compensated by
the corresponding antivortex. Then, we may safely assume
that the magnetic field in the roton region coincides with
the external magnetic field H . This means that in the
vortex core ∇ × A(R) ≃ H(R). Since the size of the
roton is very small, we may consider the magnetic field
H(R) almost constant within the roton core and obtain
the roughly estimate:
|A(R)| ≃ H d0 ≃ H
√
2a20
δ
. (3.82)
Accordingly, we find for the roton energy:
εrot(T,H) ≃ αm∗h v 2s (T,A) ≃ αm∗h
[
vs(T ) − eH
m∗hc
d0
]2
.
(3.83)
Now, we proceed as before and obtain the roton energy
density by simply replacing in Eq. (3.72) the roton energy
εrot(T ) with εrot(T,H) given by Eq. (3.83). After that,
the roton specific heat is given by Eq. (3.76).
In Fig. 4 we show the dimensionless roton specific heat at
hole doping δ = 0.10 for different magnetic field strengths,
and using the same values of the parameters as before.
Qualitatively the effect of the magnetic field is to shift the
peak in the roton specific heat and to reduce the peak
value. In fact, these features are in qualitative agreement
with experimental observations.
3.4 The London penetration length
In this Section we discuss the magnetic properties of our
ideal planar superconductor. Let us assume that the su-
perconductor is immersed in an external constant mag-
netic field of strengthH0 perpendicular to the CuO2 plane.
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Fig. 4. Dimensionless roton specific heat versus the reduced
temperature at hole doping δ = 0.10 for different magnetic
field strengths. The curves are normalized such that at H = 0
the maximum of a20
cV
kB
is set to 1.0.
If the magnetic field does not exceed the lower critical
field Hc1, then the external field does not penetrate into
the superconductor (Meissner effect) so that the magnetic
induction B vanishes, B = 0. However, it should be men-
tioned that, in fact, the magnetic field penetrates into the
superconductor to a depth given by the London penetra-
tion length λ(T ) which depends on the temperature. Let
h(R) be the microscopic magnetic field. The macroscopic
field is defined as the spatial average of h(R):
〈h(R)〉vol = B(R) . (3.84)
Let us consider, now, a homogeneous superconductor in
thermodynamic equilibrium. In this case there is no nor-
mal current, so that the electromagnetic current is given
by Eq. (3.65) that we rewrite as:
jem(R) =
e~
m∗h
ns ∇ Θ(R) − 2e
2
m∗hc
ns A(R) , (3.85)
where:
h(R) = ∇×A(R) . (3.86)
Moreover, within our approximations to obtain gauge in-
variant results we need to adopt the physical London gauge:
∇A(R) = 0 . (3.87)
In fact our reduced Hamiltonian approximation is similar
to the reduced BCS Hamiltonian. It is known since long
time that the simple BCS pairing approximation gives an
accurate account of the response of the system to trans-
verse electromagnetic fields, but it does not give the cor-
rect response to longitudinal fields. Indeed, it was soon re-
alized [61,62,63] that this difficulty can be overcome once
one realizes that the longitudinal gauge potential couples
primarily to the collective density fluctuation mode. The
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density fluctuation modes correspond to collective plasma
oscillations of the charged condensate. Since there are no
low-lying collective oscillations due to the Coulomb inter-
action, the contributions of the longitudinal vector poten-
tial to the electromagnetic current are negligible. In other
words, when the gauge is chosen so that ∇A(R) = 0 one
is guaranteed that gauge invariance is maintained.
From the Maxwell equation:
∇ × h(R) = 4pi
c
jem(R) , (3.88)
we get:
∇ × ∇ × h(R) = 4pi
c
∇× jem(R) . (3.89)
Using Eq. (3.85) we obtain readily:
∇ × ∇ × h(R) = − 1
λ2(T )
h(R) , (3.90)
where:
1
λ2(T )
=
8pie2
m∗hc
ns(T ) . (3.91)
Since ∇ · h(R) = 0, Eq. (3.90) leads to:
∇2 h(R) = 1
λ2(T )
h(R) , (3.92)
which shows that λ(T ) is the London penetration length.
To obtain Eq. (3.90) we assumed ∇ × ∇θ(R) = 0, which
corresponds to irrotational superfluid flow. As discussed in
Sect. 3.5, if the external magnetic field exceeds the lower
critical field Hc1, then it is thermodynamically favored the
formation of Abrikosov vortices where ∇θ(R) develops a
singularity. The temperature dependence of the London
penetration length results from the temperature behavior
of the superfluid condensate, Eq. (3.54). Accordingly, we
can write:
1
λ2(T )
=
1
λ2(0)
e
− b′
[
1√
1−T/Tc
− 1
]
, (3.93)
1
λ2(0)
=
8pie2
m∗hc
ns(0) , ns(0) ≃ δ
2a20
.
The peculiar temperature behavior of the London pen-
etration length implied by Eq. (3.93) can be contrasted
with experimental observations in cuprate superconduc-
tors in the pseudogap region. In fact, we checked that our
results are in satisfying agreement with observations. In
the remainder of the present Section we present some rep-
resentative examples in the highly underdoped and op-
timal doped regions for different compound of copper-
oxide superconductors. In Fig. 5 we display the pene-
tration length at finite temperatures for highly under-
doped Y Ba2Cu3O6+x superconductors with critical tem-
peratures Tc = 8.4K, 13.0K, 17.9K respectively. The cor-
responding doping level δ can be inferred from the phe-
nomenological parabolic relationship [64,65,66]:
1 − Tc(δ)
Tmaxc
= 82.6 (δ− 0.16)2 , Tmaxc ≈ 98K . (3.94)
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Fig. 5. The London penetration length versus the tempera-
ture for highly underdoped YBCO superconductor. The data
has been taken from Fig. 2 of Ref. [67]. The solid curves are
the fits of the data to Eq. (3.93).
The data have been extracted from Fig. 2 of Ref. [67]
where it is displayed the London penetration length for
YBCO with 20 different doping levels and critical temper-
atures ranging from Tc ≃ 3K up to Tc ≃ 17K. We fitted
the data to our Eq. (3.90) leaving as free parameters the
non-universal constant b′ and 1λ2(0) . To implement the fits
we used the program Minuit [68] which is conceived as a
tool to find the minimum value of a multi-parameter func-
tion and analyze the shape of the function around the min-
imum. The principal application is to compute the best-fit
parameter values and uncertainties by minimizing the to-
tal chi-square χ2. As rule of thumb, a sensible fit results in
χ2r ∼ 1, where χ2r is the reduced chi-square, namely the to-
tal chi-square divided by the number of degree of freedom.
Remarkably, we found that Eq. (3.90), with b′ ≃ 1.40,
gives a fit with χ2r ∼ 1, in quite good agreements with the
experimental data (see Fig. 5). Moreover, the fits returned
values of 1λ2(0) which were quite consistent with the ones
reported in Ref. [67], Fig. 3. Note, however, that to com-
pare our theoretical estimate for λ(0) to measurements,
we must slightly modify our result which is relevant for a
planar superconductor:
1
λ2(0)
=
8pie2
m∗hc
ns(0) ≃ 8pie
2
m∗hc
δ
2a20c0
. (3.95)
We found that, by using the numerical values of the model
parameters, Eq. (3.95) gives the correct order of magni-
tude for the zero-temperature London penetration length.
In addition, the linear dependence of 1λ2(0) on the doping
δ is consistent with experimental observations (see Fig. 3.
in Ref. [67]).
We have also compared our peculiar temperature depen-
dence of the penetration length with experimental obser-
vations for three different class of cuprate superconduc-
tors in the optimal doping region. In Fig. 6 we display
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Fig. 6. (Top) London penetration length versus the tempera-
ture in the optimal doping region for YBCO, Tc = 93K, (Mid-
dle) Tl-2201 Tc = 78K, (Bottom) BSCCO, Tc = 93K. The
solid lines are the fits of the data to Eq. (3.93). The dashed
lines are the London penetration length in the weak-coupling
d-wave BCS theory, Eq. (A.34).
the observed temperature behavior of the normalized Lon-
don penetration length for very high quality single crystal
optimal doped Y Ba2Cu3O6.95, Tc = 93K, single crystal
T l2Ba2CuO6+δ (Tl-2201), Tc = 78K, and high-quality
single crystalBi2Sr2CaCu2O6 (BSCCO), Tc = 93K. The
temperature dependence of the London penetration length
in YBCO has been obtained in Ref. [69] by microwave
techniques which allow to track the deviations of λ(T )
from its zero temperature value. We extracted the data
from Fig. 12 in Ref. [70]. For Tl-2201, Ref. [71] reports
the measurements of the in-plane microwave conductiv-
ity which allowed to extract the variations of the London
penetration length with the temperature. The data has
been taken from Fig. 3 in Ref. [71]. Finally, for BSCCO
the data have been taken from Fig. 3 in Ref. [72] where
the temperature dependence of λ(T ) has been obtained
from the in-plane microwave surface impedance.
We fitted the data to Eq. (3.93) leaving b′ and Tc as free
parameters. The results of our fits are displayed as full
lines in Fig. 6. Concerning the fitted values of the param-
eters, we obtained b′ ≃ 0.80, Tc ≃ 97.0K (YBCO), b′ ≃
2.05, Tc ≃ 93.7K (Tl-2201), and b′ ≃ 1.41, Tc ≃ 103.8K
(BSCCO). Fig. 6 shows that our proposal for the tem-
perature dependence of the London penetration length,
Eq. (3.95), seems to be in reasonable agreements with ex-
perimental measurements, at least for temperatures not
too close to the critical temperature. To appreciate bet-
ter this point, in Fig. 6 we also compare the data with
the weak-coupling d-wave BCS prediction (see Eq. (A.34)
in Appendix A). It seems evident that our best fits to
Eq. (3.95) compare much better with experimental data.
Near the critical temperature Tc there are deviations of
the data with respect to Eq. (3.95). Moreover, the best-
fit values for the critical temperatures are systematically
slightly higher than the observed Tc. These features, how-
ever, are to be expected. In fact, we already noticed that
our mean field approximation could be questionable in the
optimal doping region due to the enhanced role of phase
fluctuations in the crossover from the pseudogap to the
d-wave BCS gap. In fact, it is known that the mean field
critical temperature tends to overestimate the actual value
of Tc due to sizable fluctuations in the critical region. As
regard the parameter b′, we already remarked that this
parameter is not universal, so that it could, in principle,
depends on the crystal structure, on the presence of dis-
order and defects, and also on the hole doping fraction. In
any case, as anticipated, we found that b′ ∼ 1.
3.5 Vortex structure and critical magnetic fields
We obtained the London equation Eq. (3.90) assuming an
irrotational superfluid flow. Let, now, relax this assump-
tion by letting∇θ(R) to develop a singularity. In this case,
in Appendix B we show that the magnetic field obeys the
following equation:
h(R) − λ2(T ) ∇2 h(R) = φ0 δ(R) , (3.96)
which, indeed, correspond to the well-known Abrikosov
vortex field distribution. As is well known, in type II su-
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perconductors when the external magnetic field exceed a
minimal magnetic field strength, the lower critical mag-
netic field, it is energetically favored the production of
Abrikosov vortices. In fact, we obtain for the lower criti-
cal magnetic field (see Appendix B):
Hc1(T ) = H
em
c1 (T ) + H
core
c1 (T ) , (3.97)
Hemc1 (T ) ≃
φ0
4piλ2(T )
ln(κ) , Hcorec1 (T ) ≃
4pi
c0φ0
εrot(T ) .
As concern the upper critical field Hc2, we recall that in
BCS superconductors Hc2 is given by the Cooper pair-
breaking critical field. Moreover, the pair-breaking critical
field is of the same order of the depairing field and of the
Ginzburg-Landau critical field, defined as the magnetic
field strength such that the Abrikosov vortices became to
overlap. In our model, however, it turns out that both
the pair-breaking and Ginzburg-Landau critical fields are
much higher than the depairing field (see I, Sect. 4.2). In
fact we found [22] that the upper critical magnetic field is
given by the depairing field:
Hc2(T ) ≃ κ2 8pie
c
ns(T )
√
∆2(δ)
m∗h
. (3.98)
As the applied magnetic field exceeds Hc1, more and more
Abrikosov vortices are found. Increasing the strength of
the external magnetic field these vortices become more
dense and, eventually, their cores overlap so that the medium
becomes normal. In conventional superconductors, the field
at which this happens is the upper critical field. Within the
Ginzburg-Landau formulation one introduces the Ginzburg-
Landau coherence length ξGL such that:
Hc2(T ) ≃ φ0
pi ξ2GL(T )
. (3.99)
Interestingly enough, if we define the Ginzburg-Landau
coherence length ξGL using Eq. (3.99) with the upper crit-
ical field given by Eq. (3.98), then the usual Ginzburg-
Landau κ-parameter is:
κGL ≃ λ(T )
ξGL(T )
. (3.100)
After some manipulations, we find:
κGL ≃ κ
[
∆2(δ)
m∗hc
2
0
~2
] 1
4
. (3.101)
Using Eq. (2.14) we readily get:
κGL ≃ 1.44 κ
[
1 − ( δ
δ∗
)1.5
] 1
4
. (3.102)
For hole doping not to close to δ∗, where our mean field
approximation is anyway questionable, we see that κGL is
almost independent on the hole doping and, in addition,
κGL ∼ κ.
0 0.05 0.10 0.15 0.20 0.25
δ
0
50
100
150
H
c2
 
(T
)
LSCO
0 0.05 0.10 0.15 0.20 0.25
δ
0
50
100
150
200
250
H
c2
 
(T
)
YBCO
Fig. 7. (Top) Upper critical magnetic field at low temper-
atures for LSCO versus the hole doping fraction. Data have
been extracted from Ref. [73] (full circles) and Ref. [74] (full
squares). The dashed line is Eq. (3.98) with κ ≃ 130. (Bottom)
Upper critical magnetic field at low temperatures for YBCO
versus the hole doping fraction. Data have been taken from Ta-
ble 1 in Ref. [75]. The dashed line is Eq. (3.98) with κ ≃ 170.
In the subsequent Section we shall compare the tempera-
ture dependence of the critical magnetic fields, Eqs. (3.97)
and (3.98), with experimental data. In the remained of
the present Section we intend to compare to experimen-
tal measurements the peculiar doping dependence implied
by Eq. (3.98) for the upper critical magnetic field at zero
temperature. In Fig. 7 we report the low-temperature up-
per critical magnetic field for the hole doped cuprates
La2−xSrxCuO4 (LSCO) and YBCO in the pseudogap re-
gion δ . δ∗. For LSCO in lightly doped region the esti-
mate of the critical depairing field has been obtained in
Ref. [73] from field suppression of the purely diamagnetic
term in the effective magnetization measured by torque
magnetometry. It is interesting to point out that the au-
thors of Ref. [73] also reported that torque magnetometry
measurements indicated that phase-disordered condensate
survived up to δ = 0.03 < δmin, while, in zero magnetic
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field, quantum phase fluctuations were seen to destroy su-
perconductivity at δ ≃ 0.055. These experimental obser-
vations give support to our theory where, in the pseudogap
region, the superconductive transition is driven by phase
fluctuations. In the optimally doped LSCO, the data have
been extracted from Fig. 18 in Ref. [74]. The upper crit-
ical magnetic field has been estimate from Nernst signal
at the lowest available temperature T = 4.2K. In Fig. 7,
top panel, we compare our theoretical result Eq. (3.98) by
assuming κ ≃ 130. Indeed, it seems that our model cal-
culations compare quite well with measurements. In the
bottom panel we report the upper critical magnetic field
for YBCO in the pseudogap region. The data have been
taken from Table 1 in Ref. [75]. The upper critical mag-
netic field was defined as the zero-temperature limit of
Hvs(T ) within the theory of vortex-lattice melting. The
critical magnetic field Hvs(T ) was determined from high-
field resistivity data as the critical field below which the
resistance is zero. These data are compared to Eq. (3.98)
with κ ≃ 170. In this case we see that, for δ . 0.15, the
upper critical magnetic field Hc2 seems to be suppressed
with respect to the theoretical expectations. We believe
that this sudden drop in Hc2 is revealing the presence of a
competing phase which weakens the superconductivity. In
fact, it is already known the existence of competing order
due to presumably the onset of incommensurate spin mod-
ulations detected by neutron scattering and muon spec-
troscopy [76,77,78].
3.6 Temperature dependence of the critical magnetic
fields
In this Section we would like to check the temperature
dependence of the critical magnetic fields by comparing to
available experimental data. For reasons of space, we have
made a selection of representative examples. According
to our previous discussion the dependence of the critical
fields, Eq. (3.97) and Eq. (3.98), on the temperature is
basically due to ns(T ) and εrot(T ). Let us consider, firstly,
the lower critical magnetic field. We recall that:
Hc1(T ) = H
em
c1 (T ) + H
core
c1 (T ) , (3.103)
where, after taking into account Eqs. (3.93), (3.69) and
(3.70), we can write:
Hemc1 (T ) ≃ Hemc1 (0) e
− b′
[
1√
1−T/Tc
− 1
]
, (3.104)
and
Hcorec1 (T ) ≃ Hcorec1 (0) e
− 2 b
[
1√
1−T/Tc
− 1
]
. (3.105)
In Ref. [79] the lower critical fields in optimal doped
YBCO (Tc ≃ 93.1K) have been determined by magnetiza-
tion measurements using a thin platelet crystal for exter-
nal magnetic fields perpendicular to the CuO2 planes. In
Fig. 8 we report the relevant experimental data extracted
from Fig. 4 in Ref. [79]. As one can see, at temperature
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Fig. 8. Temperature dependence of the lower critical mag-
netic field for YBCO. The data have been extracted from
Fig. 4 of Ref. [79]. The solid line is the best fit of data
to Eq. (3.103). Dashed and dot-dashed lines correspond to
Hcorec1 (T ) and H
em
c1 (T ) respectively.
well below the critical temperature Tc the lower critical
magnetic field behaves essentially with a linear tempera-
ture dependence. This behavior is qualitatively different
from the characteristic saturation at low temperatures for
conventional BCS superconductors. Moreover, it turned
out that the observed Hc1(0) is considerably larger with
respect to what one might expect within the Ginzburg-
Landau theory. Indeed, the authors of Ref. [79] correctly
argued that the core energy of an isolated Abrikosov vor-
tex gives a non-negligible contribution to the lower critical
magnetic field. We, now, show that this is indeed the case.
To this end, we fitted the experimental data for the tem-
perature dependence of the lower critical magnetic field,
displayed in Fig. 8, to our theoretical results Eqs. (3.103)
- (3.105). In the fitting procedure we found the there is
degeneracy in the parameters b and b′. So that we fixed
b ≃ 0.193, as we did before, and taken b′, Tc, Hemc1 (0), and
Hcorec1 (0) as free parameters. We found b
′ ≃ 1.7, Tc ≃ 93.3,
Hemc1 (0) ≃ 710 Oe, and Hcorec1 (0) ≃ 350 Oe. These results
confirm that the contribution of the vortex core energy
to the lower critical magnetic field is, indeed, sizable. The
results of our fit are displayed in Fig. 8. Evidently, the
agreement between theory and experiment is rather good.
For completeness, we also show the different temperature
behavior of Hemc1 (T ) and H
core
c1 (T ). Note that the almost
linear dependence on the temperature in Hc1(T ) is due to
Hemc1 (T ), which dominates at low enough temperatures.
Next, we looked at the data for the lower critical magnetic
field in underdoped YBCO. Ref. [80] reports the lower
critical magnetic field for underdoped YBCO with crit-
ical temperatures varying between 8.9K and 22K. The
critical fields were determined by measurements of mag-
netization in an applied magnetic field perpendicular to
the copper-oxide planes. In Fig. 9, top panel, we display
the temperature dependence of the lower critical mag-
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Fig. 9. (Top) Lower critical magnetic field versus the tem-
perature for highly underdoped YBCO. The corresponding
hole doping fraction are δ ≃ 0.055, 0.058, 0.059, 0.060, 0.064 re-
spectively. Data have been extracted from Fig. 2 in Ref. [80].
The dashed lines are the best fits of the experimental data
to Eqs. (3.103) - (3.105). (Bottom) Fitted values of the zero-
temperature lower critical magnetic fieldHemc1 (0) versus the su-
perconductive critical temperature. The statistical errors cor-
respond to the 68 % confidence level. The dashed line is the
best fit to the assumed linear relation between Hemc1 (0) versus
Tc.
netic field for underdoped YBCO with critical tempera-
tures Tc ≃ 8.9K, 13.7K, 15.3K, 17.6K, 22.0K respec-
tively. The corresponding hole doping δ can be inferred
from the phenomenological relation Eq. (3.94). The hole
doping level ranges from δ ≃ 0.055 up to δ ≃ 0.064. The
data have been extracted from Fig. 2 in Ref. [80]. Even
in the highly underdoped region the lower critical mag-
netic field seems to vary linearly with temperature, at
least for temperatures below ∼ 0.6Tc. In fact, the au-
thors of Ref. [80], performing a linear fit in this tempera-
ture range, was able to extract Hc1(0). They found that
Hc1(0) was not a linear function of Tc. From the best
fits they found a non-linear relation between the zero-
temperature lower critical magnetic field versus the criti-
cal temperature, Hc1(0) = 0.366T
1.64±0.004
c [80]. This last
result looks puzzling. Indeed, in conventional BCS super-
conductors the effect of the vortex core energy is to slightly
modify the logarithmic term lnκ in Hc1(0). Therefore, one
expects that Hc1(0) ∼ λ−2(0) ∼ ns(0). Since Tc ∼ ns(0)
is the expected behavior if the critical temperature is gov-
erned only by phase fluctuations in two dimensions, then
the above results would imply Tc ∼ ns(0)0.61, that is in-
consistent with the observed linear relation between the
critical temperature and the superfluid condensate den-
sity [81,82]. However, we already remarked that the vor-
tex core energy contribution to the lower critical magnetic
field cannot be neglected. On the other hand, it is evident
that only the electromagnetic term Hemc1 (0) needs to scale
with λ−2(0), while Hcorec1 (0) is almost independent on the
London penetration length. To determine Hemc1 (0) we fit-
ted the available data to our Eqs. (3.103) - (3.105). We
fixed the critical temperatures to the measured values and
let Hemc1 (0), H
core
c1 (0), and b
′ be free fitting parameters.
Moreover, as in previous analysis, we fixed b ≃ 0.193. In
Fig. 9, bottom panel, the dashed lines are the best-fitted
curves. We see that, in fact, the experimental data are
in good agreement with our theoretical expectations. We
found that the parameter b′ did not showed statistically
significant dependence on the hole doping δ, at least in the
rather narrow explored range of δ, b′ ≃ 2.0. Even in this
case, we confirm that the vortex core energy contribution
to the lower critical magnetic field is not negligible. In
fact, it turns out that Hcorec1 (0) ∼ 0.5Hemc1 (0). In Fig. 9,
right panel, we report the best-fitted values for Hemc1 (0)
as a function of the critical superconductive temperature.
Remarkably, we found that, as expected, Hemc1 (0) scales
linearly with Tc. The dashed line in Fig. 9, right panel, is
the best fit straight line Hemc1 (0) ∝ Tc. Note that the best-
fit straight line does not extrapolate to the origin. This is
due to the fact that the superconductive transition set in
abruptly for δ & δmin ≃ 0.05, so that the critical temper-
ature Tc is not strictly proportional to δ for hole doping
too close to δmin.
Finally, we turn on the temperature dependence of the
upper critical magnetic field. The upper critical magnetic
field is essential to identify the factor that limit the strength
of superconductivity. However, in hole doped cuprates the
direct measurement of the upper critical field is difficult for
Hc2(0) can attain values as high as ∼ 102 T . In Refs. [75,
83] it is suggested that the thermal conductivity can be
used to directly detect the upper critical magnetic field in
YBCO, Y Ba2Cu4O8 (Y124) and Tl-2201. In Fig. 10 we
report the temperature dependence of Hc2 for Y124 and
YBCO in the pseudogap region. In our theory the tem-
perature dependence of the upper critical magnetic field
is given by Eq. (3.98), which it is useful to rewrite as:
Hc2(T ) ≃ Hc2(0) e
− b′
[
1√
1−T/Tc
− 1
]
. (3.106)
Indeed, we have fitted the experimental data to Eq. (3.106).
It turned out that our Eq. (3.106) allows to track the tem-
perature dependence of the upper critical magnetic field in
a satisfying way. The resulting best-fit curves are shown in
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Fig. 10. Temperature dependence of the upper critical mag-
netic field for two different compounds of cuprate supercon-
ductors. Full and open squares correspond to Hc2(T ) for Y123
(δ ≃ 0.14). The data have been extracted from Fig. 3, panel
b, in Ref. [75]. Full squares correspond roughly to the upper
boundary of the vortex-liquid phase. Open squares correspond
to the rapid drop in the longitudinal thermal conductivity ver-
sus the applied magnetic field. Full and open diamonds corre-
spond to Hc2(T ) for YBCO (δ ≃ 0.11). The data have been
extracted from Fig. 1, panel a, in Ref. [83]. Full and open di-
amonds corresponds to Hc2(T ) detected in the Hall and lon-
gitudinal thermal conductivity respectively. The dashed lines
are the fits to Eq. (3.106) of the experimental measurements.
Fig. 10 as dashed lines. We found Tc ≃ 84.5 K,Hc2(0) ≃
45.7 T, b′ ≃ 0.88 for Y124 and Tc ≃ 62.1 K,Hc2(0) ≃
24.8 T, b′ ≃ 0.80 for YBCO.
3.7 Temperature dependence of the critical current
The critical current density jc represents a fundamental
quantity for the superconductor applications. Usually, the
maximum limit for the critical current is set by the depair-
ing current. In high temperature superconductors the de-
pairing critical current density is considerably higher than
in conventional superconductors. For instance, in YBCO
films one finds for the critical current density extrapo-
lated to zero temperature the extraordinarily high value
jc(0) ∼ 10MA/cm2 8.
For zero applied field the critical current densities in high
temperature superconductors are typically well described
by the scaling law;
jc(T ) ≃ jc(0)
[
1 − T
Tc
]γ
. (3.107)
The values of the exponent are typically γ ≃ 1−2. Accord-
ing to the Ginzburg-Landau theory, the depairing current
8 See Table 6.3 in Ref. [8]. Even though we are using cgs
units, it is widespread consuetude to measure the current den-
sity in A/cm2.
density depends on the London penetration length λ(T )
and the Ginzurg-Landau coherence length ξGL(T ). Using
the empirical temperature dependence of the two charac-
teristic lengths on finds that near the critical temperature
jc(T ) satisfies Eq. (3.107) with [84]
γGL ≃ 3
2
. (3.108)
As we have already discussed, the electrical current den-
sity is given by Eq. (3.66):
jem(R, T ) = 2e ns(T )
[
vs(R, T ) − e
m∗hc
A(R)
]
,
(3.109)
where, we recall that h(R) = ∇×A(R) and 〈h(R)〉vol =
B(R). For zero microscopic magnetic field h(R) and using
Eq. (3.53) and Eq. (3.54), we get:
jem(R, T ) ≃ 2e ns(0)vs(R, 0) (3.110)
e
− b”
[
1√
1−T/Tc
− 1
]
, b” = b+ b′ .
The critical depairing current density is attained when
vs(0) equals the critical velocity vc given by Eq. (B.14).
Accordingly, we obtain the depairing critical current den-
sity:
jc(T ) ≃ jc(0) e
− b”
[
1√
1−T/Tc
− 1
]
, (3.111)
jc(0) = 2e ns(0) vc .
It is worthwhile to estimate the zero-temperature critical
current density in terms of the model parameters. Explic-
itly, we have:
jc(0) ≃ e
c0a20
√
∆2(0)
m∗h
δ
[
1 − ( δ
δ∗
)1.5
] 1
2
. (3.112)
Using the numerical values of the parameters we obtain
the estimate:
jc(0) ≃ 2.84 103 MA
cm2
δ
[
1 − ( δ
δ∗
)1.5
] 1
2
. (3.113)
Eq. (3.113) shows that the zero-temperature critical cur-
rent density has the same doping dependence as the upper
critical magnetic field. In the pseudogap region δ . δ∗ one
finds jc(0) ∼ 102 MA/cm2, confirming that the critical
depairing current density in hole doped cuprate supercon-
ductors can reach very high values.
To extract a quantitative estimate of the parameter b” we
need to compare the temperature dependence of the crit-
ical current density to observations. In Fig. 11 we display
the temperature dependence of the critical current density
for the hole doped cuprate superconductorsBi2Sr2CaCu2O8
(Bi-2212) and Bi1.8Pb0.26Sr2Ca2Cu3O10+x (Bi-2223). In
the top panel, the data correspond to the average critical
current density of Bi-2212 hollow cylinder (Tc = 92K)
and a tabular polycrystalline sample of Pb-doped Bi-2223
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Fig. 11. (Top) Critical current density versus the temperature
for optimal doped Bi-2212 (opne circles) and Bi-2223 (open
squares). Data have been extracted from Fig. 3 in Ref. [85]. The
dashed and solid lines are the fits to Eq. (3.107) and Eq. (3.111)
respectively. (Bottom) Critical current density versus the tem-
perature for Bi-2212 with different hole doping fraction in the
pseudogap region. Data have been taken from Fig. 5, panel a, in
Ref. [86]. The dashed and solid lines are the fits to Eq. (3.107)
and Eq. (3.111) respectively.
(Tc = 108K) [85]. By fitting the data to the Ginzburg-
Landau scaling law Eq. (3.107), the authors of Ref. [85]
found jc(0) ≃ 2.3 104A/cm2, γ ≃ 2.5 for Bi-2212, and
jc(0) ≃ 5.0 103A/cm2, γ ≃ 1.5 for Bi-2223. The resulting
best-fit curves are displayed in Fig. 11 as dashed lines. We
performed the fit of data to our Eq. (3.111). The resulting
fits, displayed as full lines, are practically indistinguish-
able from the Ginzburg-Landau power law. As concern
the parameter b”, we found b” ≃ 4.7 , 2.3 for Bi-2212 and
Bi-2223 respectively, while for the zero-temperature crit-
ical current densities we found values consistent with the
Ginzburg-Landau fits.
In the bottom panel of Fig. 11, we report the critical
current density measurements for high quality Bi-2212
thin films for different hole doping fraction reported in
Ref. [86]. The data correspond to critical temperature
Tc ≃ 9K, 44K, 60.5K, 76.5K. The corresponding hole
doped fraction δ has been determined by using the phe-
nomenological relationship Eq. (3.94) by assuming Tmaxc ≃
76.5K. The authors of Ref. [86] found that the tempera-
ture dependence of the critical current density can be re-
produced by the Ginzburg-Landau phenomenological power
law with γ ≃ 1.5 for all doping fraction δ. Indeed, we
have fitted the data to Eq. (3.107) with fixed γ = 1.5 (see
dashed lines in Fig. 11, bottom panel). On the other hand,
the fits of the data to Eq. (3.111), displayed as solid lines
in Fig. 11, bottom panel, track quite closely the Ginzurg-
Landau phenomenological pawer law. Moreover, we found
b” ≃ 2.7 almost independently on the doping fraction. It
is worthwhile to observe that the best-fit parameter b” as-
sumes quite different values for the same compound. In
fact, for Bi-2212 hollow cylinder we obtained b” ≃ 4.7 ,
while for Bi-2212 thin films b” ≃ 2.7. This can be easily
understood within our model, for b” results from both the
screening of the superfluid velocity and the depletion of
the superconductive condensate fraction due to thermal
proliferation of vortex-antivortex excitations. It is natu-
ral, therefore, to expect that this screening mechanism is
more efficient in bulk material with respect to thin films.
Note that this also explains naturally why critical current
densities in superconducting films are much larger than in
bulk material.
4 The Nodal Quasielectron Liquid
It is now well established that hole doped high temper-
ature cuprate superconductors in the pseudogap region
have an electron-like Fermi surface occupying a small frac-
tion of the Brillouin zone. Indeed, angle resolved photoe-
mission studies (see Refs. [87,88,89] and references therein)
showed that low-energy excitations are characterized by
Fermi arcs, namely truncate segments of a Fermi surface.
Moreover, several recent studies (see Refs. [90,91,92,93]
and references therein) reported unambiguous identifica-
tion of quantum oscillations in high magnetic fields. Inter-
estingly enough, the measured low oscillation frequencies
reveals a Fermi surface made of small pockets. In fact,
from the Luttinger’s theorem [94] and the Onsager rela-
tion [95,96] between the frequency and the cross-sectional
area of the orbit (see, for example, Refs. [97,98,99]), it re-
sults that the area of the pocket correspond to about a few
percent of the first Brillouin zone area in sharp contrast
to that of overdoped cuprates where the frequency corre-
sponds to a large hole Fermi surface. In addition, there is
convincing evidence of negative Hall and Seebeck effects
which reveals that these pockets are electron-like rather
than hole-like. Moreover, it turns out that these pockets
are associated with states near the nodal region of the Bril-
louin zone. In I we provided some theoretical arguments
to justify the occurrence of the nodal quasielectron liquid.
Let us, briefly, recapitulate the main arguments presented
in I, Sect. 4.4.
From the geometry of the CuO2 planes we argued:
ϕ(ρ) = ϕ(ρ, θ) = ϕ(ρ) · cos (2θ) , (4.1)
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where the coordinate axis are directed along the Cu −
O bond directions. This is the most natural choice since
the wavefunction is sizable along the Cu − O bonds and
vanishes at θ = ±π4 . Let us consider the Fourier transform
of the wavefunction:
ϕ˜(k) =
∫
dρ ϕ(ρ, θ) exp (ik · ρ) . (4.2)
Assuming that the kx, ky axis are oriented along the copper-
oxygen bond directions, one readily obtains:
ϕ˜(k, θk) = ϕ˜(k) cos (2θk) (4.3)
where:
ϕ˜(k) = −2pi
∫ ∞
0
dρ ρϕ(ρ)J2(kρ) . (4.4)
We see, thus, that the Fourier transform of the wavefunc-
tion vanishes along the nodal directions:
θk = ± pi
4
, (4.5)
while it is sizable along the antinodal directions:
θk = 0 , ± pi
2
. (4.6)
Even though the pair wavefunction vanishes along the
nodal directions kx = ±ky (θk = ±π4 ), there are not nodal
low-lying hole excitations. This is due to the fact that the
pairing of the holes is in the real space and not in momen-
tum space [100]. On the other hand, we may freely per-
form rotations of the pairs without spending energy since
this modify only the phase of pair wavefunction. The rigid
rotations of pairs is equivalent to hopping of electrons ac-
cording to the hopping term in the Hamiltonian Eq. (1.1):
Hˆ
(e)
0 = −t
∑
<i,j>,σ
[
cˆ†i,σ cˆj,σ + cˆ
†
j,σ cˆi,σ
]
. (4.7)
We may diagonalize this Hamiltonian obtaining:
Hˆ
(e)
0 =
∑
k,σ
ε
(e)
k ψˆ
†
e(k, σ) ψˆe(k, σ) . (4.8)
In the small-k limit we have:
ε
(e)
k ≃
~
2 k2
2m∗e
, (4.9)
where:
m∗e =
~
2
2 t a20
≃ 2.17me . (4.10)
Since there are 1 − δ electrons per Cu atoms, from the
Hamiltonian Eq. (4.8) we may determine the electron Fermi
energy:
ε
(e)
F =
~
2 (k
(e)
F )
2
2m∗e
, a0 k
(e)
F ≃
√
2pi(1 − δ) . (4.11)
At first glance, one expects that the quasielectrons fill in
k
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Fig. 12. The quasielectron Fermi sector and Fermi arcs in the
first Brillouin zone. For later convenience, the we have labelled
the four quadrant of the Brillouin zone.
momentum space the circle with radius k
(e)
F (the electron
Fermi surface). However, one should keep in mind that
the hopping of electrons is possible thanks to the paired
holes. Since in momentum space the wavefunction of a
given pair is spread over a region around k ∼ 1ξ0 , we see
that the wavefunction of quasielectrons is likewise local-
ized on a region in k-space around 1ξ0 . Thus, the quasielec-
trons do not have the needed coherence to propagate over
large distances with a well defined momentum. However,
this argument does not apply along the nodal directions
where the momentum-space hole pair wavefunction van-
ishes. Therefore we are led to the conclusion that there
are coherent quasielectrons that fill small circular sectors
of the electron Fermi circle around the nodal directions
kx = ±ky. Thanks to the rotational symmetry, we have
four circular sectors with the same area. Since the num-
ber of coherent quasielectrons is determined by the doping
fraction of holes (assuming that all the holes are paired),
we obtain (see Fig. 12):
δ
a20
≃ 4× 2
(2pi)2
1
2
(k
(e)
F )
2 θFA , (4.12)
namely
θFA ≃ pi
2
δ
1− δ . (4.13)
We see, thus, that the Fermi surface is made by four Fermi
arcs in qualitative agreement with the angle resolved pho-
toemission data. Moreover, the area of the Fermi sector
with respect to the area of the Fermi circle in overdoped
region turns out to be:
AFA
Aoverdoped ≃
1
4
δ
1 + δ
. (4.14)
For the typical value of hole doping fraction δ ≃ 0.1, we
infer from Eq. (4.14) that, indeed, AFA is about 2.3 %
of the first Brillouin zone area in the overdoped region,
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in satisfying agreement with quantum oscillation experi-
ments.
It is useful to emphasize that the nodal quasielectron low-
lying excitations are basically controlled by the pseudo-
gap. Therefore, we expect that these excitations would
be present up to the pseudogap temperature T ∗. How-
ever, our previous arguments rely on the possibility to
freely vary the phase of the hole pair wavefunction without
spending energy. Therefore, we see that nodal quasielec-
tron excitations are present only in the disordered phase
of the pair condensate. Finally, we must admit that the
discussion on the origin of the nodal quasielectron is some-
what qualitative and cannot be considered a truly micro-
scopic explanation. However, in the spirit of our approach,
the roughness of these arguments are nevertheless corrob-
orated by the clear experimental evidence of the nodal
quasielectron liquid in the pseudogap region of hole doped
cuprate superconductors.
4.1 The nodal gap
The most extensive investigation of excitation gaps in high
temperature cuprate superconductors has been done by
angle resolved photoemission spectroscopy (ARPES) [87,
88,89]. This technique generally gives informations on the
electronic structure of a material. In the high temperature
cuprate superconductors, due to the quasi-two dimension-
ality of the electronic structure, ARPES studies permit
to unambiguously determine the momentum of the ini-
tial state from the measured final state momentum, since
the component parallel to the surface is conserved in pho-
toemission (note that the photon momentum can be ne-
glected at the low photon energies typically used in ex-
periments). From the detailed momentum dependence of
the excitation gap along the Fermi surface contour, these
studies suggested the coexistence of two distinct spectral
gap components, namely the pseudogap and another gap
which was identified with the superconductive gap [101,
102,103,104,105,106,107,108,109,110] (see, also, Ref. [15]
and references therein). There are two main motivations
which led to identify the second gap detected in ARPES
experiments with the superconductive gap. First, the gap
were sizable in the nodal regions in momentum space. Sec-
ond, the gap closes at the critical temperature Tc. There-
fore, it was natural to consider the gap as the d-wave BCS
gap. However, this point of view is in striking contrast with
the substantial experimental evidence that the supercon-
ductive transition is driven by the B-K-T transition, for
in this case there is not any superconductive gap to play
with. In addition, we have already seen that the tempera-
ture dependence of the London penetration length within
the weak coupling d-wave BCS theory is in undeniable
disagreement with the experimental data. Indeed, now we
shall show that the gap detected in ARPES studies, which
will be referred to as nodal gap, is not the superconductive
gap but, nevertheless, it is related intimately to the low-
lying excitations of the hole pair superfluid condensate.
In ARPES experiments the superfluid condensate is ex-
cited by the incoming photons. We saw in Sect. 3.1 that
the low-lying condensate excitations are rotons which be-
have like elementary quasiparticle with mass 2m∗h and
charge 2e. Since the in-plane photon momentum is negligi-
ble, naively one expects that the lowest energy excitations
would be two rotons with opposite superfluid velocity.
However, we known that εroton ∼ ∆2, so that these kind of
configurations are lying at very high energies. Moreover,
the roton-antiroton pairs do not give rise directly to pho-
toelectrons and, therefore, they can be hardly detected in
ARPES experiments. On the other hand, if we take into
account that in the vortex core region the condensate is
phase disordered, then we see that, according to the dis-
cussion in Sect. 4, a moving roton can excite nodal quasi-
electrons in such a way that the roton momentum can be
compensated. In other words, we are led to consider con-
densate configurations corresponding to a moving roton
and a few of nodal quasielectrons with opposite velocities.
We have seen that the energy of the nodal quasielectrons
is:
ε
(e)
k ≃
~
2 k2
2m∗e
. (4.15)
Eq. (4.15) is relevant in the superfluid condensate rest
frame. If the condensate has velocity vs, then, following
the well-known Landau’s arguments (see, eg, Ref. [111]),
we have:
ε
(e)
k ≃
1
2
m∗e (ve + vs)
2 ≃ ~
2 k2
2m∗e
+ ~k ·vs + 1
2
m∗ev
2
s .
(4.16)
The low-lying excitation spectrum of the nodal quasielec-
trons is determined by:
ε
(e)
k − ε(e)F ≥ 0 . (4.17)
Combining Eqs. (4.16) and (4.17), and observing that cos θkvs≃ −1 since the total momentum must vanish, we obtain
readily:
ε
(e)
k − ε(e)F & ~ k vs −
1
2
m∗ev
2
s . (4.18)
For k ≈ k(e)F and using Eq. (3.43) one can check that
the second term on the right hand side of Eq. (4.18) is
negligible with respect to the first term. Therefore we ob-
tain that near the Fermi surface the nodal quasielectron
spectrum is gapped:
ε
(e)
k − ε(e)F & ~ k vs , k & k(e)F . (4.19)
This allow to introduce the nodal gap:
∆nodal ≃ ~ k(e)F vs . (4.20)
Evidently, the nodal gap determines the energy gap size
at the Fermi surface. Nevertheless, from Eq. (4.19) we see
that the quasiparticle excitation energy dispersion is lin-
ear in the wavenumber k with slope ~ vs. The tempera-
ture dependence of the nodal gap is mainly due to the
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thermal screening of the superfluid velocity as implied by
Eq. (3.53):
∆nodal(T ) ≃ ∆nodal(0) e
− b
[
1√
1−T/Tc
− 1
]
, T . Tc ,
(4.21)
where:
∆nodal(0) ≃ ~ k(e)F vs(0) . (4.22)
Before comparing our results to experimental data, it is
useful to determine the doping dependence of the nodal
gap. This can be easily accomplished using our previous
results on the superfluid velocity of rotons, Eq. (3.43),
and on the Fermi wavenumber of nodal quasielectrons,
Eq. (4.11):
∆nodal(0) ≃ ~
a0
√
2pi(1− δ) ~
2m∗h
2pi
d0
(4.23)
≃ pi 32 ~
2
m∗ha
2
0
√
δ(1 − δ) .
A few comments are in order. Firstly, the nodal gap is siz-
able in the nodal regions in momentum space kx ≃ ±ky,
for the nodal quasielectron excitations are present only
there. The doping dependence of the nodal gap is quite
different from the pseudogap and the critical temperature
Tc. In fact, the pseudogap decreases with increasing dop-
ing according to Eq. (2.14), while the critical tempera-
ture scales roughly linearly with the hole doping δ (see
Eq. (2.19)). This has interesting consequences. In fact, let
us consider the ratio between the nodal gap and the crit-
ical temperature:
∆nodal(0)
kBTc
∼
√
1 − δ
δ
. (4.24)
If one identifies the nodal gap with the weak coupling
d-wave BCS gap, then this ratio should be ∼ 2.14 (see
Eq. (A.16)) independently on the hole doping. In contrast,
Eq. (4.24) implies that that ratio is doping dependent and
it increases roughly as ∼ 1/√δ in the highly underdoped
region, in qualitative agreement with observations.
It should be evident that our interpretation of the nodal
gap being highly unconventional needs to be compared
both qualitative and quantitatively with observations. We
attempted several checks to test both the dependence on
temperature and on hole doping of the nodal gap by com-
paring to available ARPES studies in literature. Here we
present some illustrative examples of such comparisons. In
Ref. [104] it was investigated the doping dependence of the
pseudogap and nodal gap in high-quality single crystals of
LSCO by angle resolved photoemission spectroscopy. The
hole doping fractions were δ = 0.03, 0.07, 0.15. For δ =
0.07, 0.15 the critical temperatures were Tc ≃ 14K, 39K
respectively. The sample with hole doping δ = 0.03 was
not superconducting. In Fig. 13, top panel, we display the
doping dependence of the pseudogap ∆2(δ) and the nodal
gap ∆nodal(δ). The data have been extracted from Fig. 2,
panel c, in Ref. [104]. As regard the pseudogap, we com-
pare the data to Eq. (2.14) by taking ∆2(0) ≃ 60mev.
Note that this value for ∆2(0) is in reasonable agree-
ment with the estimate obtained with the numerical values
of the model parameters. The doping dependence of the
nodal gap is given by Eq. (4.23). Accordingly, in Fig. 13,
top panel, we display
∆nodal ≃ 40 mev
√
δ(1 − δ) , δ & δmin ≃ 0.05 ,
(4.25)
where the constant has been fixed to match the data.
For δ < δmin the nodal gap vanishes since, as we said,
it is related to the low-lying excitations of the superfluid
condensate. We see that the data are in satisfying agree-
ment with our theoretical expectations. Nevertheless, it
must be mentioned that the estimate of the constant in
Eq. (4.25) with the model parameters gave a value higher
by about one order of magnitude. This could be due to
the fact that in LSCO the Tmaxc ∼ 40K, while in our
model Tmaxc ∼ 100K (see Fig. 2). Moreover, the data
for the nodal gap are taken at finite temperature where
the gaps are somewhat smaller with respect to the zero-
temperature values.
We have seen that the nodal quasielectron excitation en-
ergy dispersion is linear in the wavenumber k with slope
~ vs. Following the practice common among experimen-
tal physicists this slope is called nodal Fermi velocity vF .
Note that vF does not have the dimension of a velocity
but its dimension is energy × length. According to our
previous discussion, we find that the nodal Fermi velocity
depends on hole doping according to:
vF ≃ ~ vs ≃ pi√
2
~
2
m∗ha0
√
δ . (4.26)
In fact, a doping dependent nodal Fermi velocity has been
revealed by high-resolution ARPES [112]. In Fig. 13, bot-
tom panel, we report the doping dependence of the nodal
Fermi velocity obtained in Ref. [112] by high-resolution
ARPES spectra for Bi-2212 with doping in the range 0.076
< δ < 0.14. The nodal Fermi velocity was obtained from
the slope of the excitation energy spectra in the range
0 − 7mev. The data for vF are contrasted to Eq. (4.26).
More precisely, we compare the data with:
vF ≃ 4.22mev A˚
√
δ . (4.27)
Even in this case, we found that the estimate of the con-
stant with the model parameters produces a value about
a factor ∼ 5 smaller than in Eq. (4.27). Nevertheless,
we see that the puzzling doping dependence of the nodal
Fermi velocity is in fair agreement with our model calcula-
tions. Interestingly, the authors of Ref. [112] reported that
to fully characterize the ARPES spectra it was needed
two different velocities. In fact, they introduced the nodal
Fermi velocity vmid defined by the linear fits of the spec-
tra in the energy range 30 − 40mev. Looking at Fig. 13,
bottom panel, it is evident that vmid does not display a
strong doping dependence, while vF has a pronounced de-
pendence on doping. Since the nodal Fermi velocity is ex-
tracted from the excitation spectrum in an energy range
well above the the nodal gap, we suggest that the high-
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Fig. 13. (Top) Doping dependence of the pseudogap and
nodal gap. The data refer to lightly to optimally doped LSCO
and have been extracted from Fig. 2, panel c, in Ref. [104]. The
solid line is Eq. (4.25), the dashed line is Eq. (2.14) assuming
∆2(0) ≃ 60mev. (Bottom) Doping dependence of the low- and
high-energy nodal Fermi velocities extracted from momentum
distribution analysis in underdoped Bi-2212. The data have
been taken form Fig. 3, panel a) of Ref. [112]. The solid and
dashed lines are our Eq. (4.27) and Eq. (4.29) respectively.
energy spectrum is due to unconstrained nodal quasielec-
trons. If this is the case, then the relevant Fermi velocity
would be:
vmid ≃ ~
2kF
m∗e
≃ ~
2
m∗ea0
√
1 − δ . (4.28)
In fact, in Fig. 13, bottom panel, we see that the data
can be accounted for quite accurately by:
vmild ≃ 1.90mev A˚
√
δ . (4.29)
We would like to note that, this time, the estimate of the
constant with the model parameters produces a value in
fair agreement with the value in Eq. (4.29).
We turn, now, on the temperature dependence of the
nodal gap. In Ref. [113] it was presented spectroscopic
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Fig. 14. Temperature dependence of the nodal gap for Bi-
2223 as extracted from Andreev reflection spectroscopy. The
data have been taken from Fig. 2 of Ref. [113]. The solid line
is our Eq. (4.21) with b ≃ 0.193, the dashed line is the weak
coupling d-wave BCS gap, Eq. (A.33), and the dot-dashed line
is the phenomenological relation, Eq. (4.30).
studies of the cuprate superconductor compound Bi-2223
in the optimal doped region. These authors employed both
scanning tunneling spectroscopy [114] and Andreev-Saint-
James reflection spectroscopy [115]. The tunneling spec-
troscopy, that in principle is sensitive to any gap in the
excitation spectra, detected a rather large gap which, how-
ever, did not reveal any appreciable temperature depen-
dence. On the contrary, it was reported a qualitatively dif-
ferent temperature dependence of the energy gap observed
in superconductor-normal-superconductor junctions that
unequivocally exhibited Andreev reflections. Remarkably,
the data for the temperature dependence of the gap de-
tected in Andreev spectroscopy were in reasonable agree-
ment with the phenomenological BCS-like relation:
∆nodal(T )
∆nodal(0)
≃
√
1 −
(
T
Tc
)4
. (4.30)
Indeed, in Fig. 14 we report the temperature dependence
of the energy gap detected with the Andreev spectroscopy.
The data has been extracted from Fig. 2 of Ref. [113].
We compare the data with the phenomenological rela-
tion Eq. (4.30) (dot-dashed line). We see, in fact, that
this relation accounts quite well the temperature depen-
dence of the energy gap. On the other hand, the tem-
perature behavior of the the weak-coupling BCS gap (see
Eq. (A.33) in Appendix A) is seen to deviate from the
data. In fact, the BCS d-wave gap underestimates the gap
for T/Tc & 0.7 (see the dashed line in Fig. 14).
Our interpretation of the puzzling results presented in
Ref. [113] is as follows. The tunnel data are sensitive to the
pseudogap, but cannot detect easily the nodal gap since
one does not have excitations of the condensate in tun-
neling spectroscopy experiments. On the other hand, An-
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dreev reflection spectroscopy is sensitive to the low-lying
excitations. This implies that the Andreev gap must be
identify with the nodal gap. According to our theory, the
pseudogap does not display a pronounced temperature de-
pendence for temperatures within the critical temperature
since Tc < T
∗. Moreover, the temperature dependence of
the nodal gap is given by Eq. (4.21). Accordingly, we fit-
ted the Andreev gap data to our Eq. (4.21) leaving b as
free fitting parameter. Remarkably, we found a very good
fit with b ≃ 0.193. Indeed, the fitted curve, displayed as
solid line in Fig. 14, follows quite closely the phenomeno-
logical law Eq. (4.30). Nevertheless, it seems that our best
fit compare with the data slightly better than Eq. (4.30).
We, also, tried several comparisons between Eq. (4.21) and
more recent data in the literature. Here, we merely present
our results for two different ARPES studies of the nodal
energy gap. In Ref. [116] it was presented the temperature
dependence of the nodal energy gap extracted from spec-
tra taken by angle resolved photoemission spectroscopy for
underdoped Bi-2212 (Tc ≃ 92K). In Fig. 15, top panel,
we display the nodal energy gap versus the temperature.
The data correspond to those in Ref. [116], Fig. 2, panel
d. We compare the data to the weak coupling d-wave
BCS relation by taking ∆nodal(T = 0) ≃ 14.4 mev and
Tc ≃ 92.0 K. Fig. 15 show that the BCS relation is in fair
agreement with the data mainly due to the large exper-
imental uncertainties. However, one sees that Eq. (4.21),
with b ≃ 0.193, compares better to the data. Finally, we
considered the angle resolved photoemission spectroscopy
study for the same compound Bi-2212 with a slightly dif-
ferent critical temperature (Tc ≃ 92.5K). The data for the
nodal energy gap, displayed in Fig. 15, bottom panel, have
been extracted from Fig. 7, panel d, in Ref. [117]. Again,
we see that our nodal gap Eq. (4.21) compares moderately
better than the BCS d-wave gap.
4.2 Thermodynamics of the nodal quasielectron liquid
We intend to calculate the thermal properties of the nodal
quasielectron liquid. Throughout this Section we shall take
the nodal liquid as a free and independent gas of quasi-
particles. Here, we are explicitly neglecting corrections
due to Coulomb electron-electron or electron-ion inter-
actions. The effects of the interactions with the lattice
ions will be discussed in Sect. 5. Coulomb interactions are
the main mechanism for electron-electron Umklapp scat-
terings. These processes are relevant mainly in transport
phenomena which, however, are beyond the aims of the
present paper.
When the temperature is not zero the thermal distribution
of nodal quasielectron is the Fermi-Dirac distribution:
f(ε
(e)
k ) =
1
e
ε
(e)
k
−µ(e)(T )
kBT + 1
, (4.31)
where µ(e)(T ) is the quasielectron chemical potential. At
zero temperature µ(e)(0) = ε
(e)
F . The temperature correc-
tions to the quasielectron chemical potential can be ob-
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Fig. 15. (Top) Temperature dependence of the nodal gap for
Bi-2212 as extracted from angle resolved photoemission spec-
troscopy. The data have been taken from Fig. 2, panel d, in
Ref. [116]. The solid and dashed curves are Eq. (4.21) with
b ≃ 0.193 and the BCS d-wave gap respectively, assuming
∆nodal(T = 0) ≃ 14.4 mev and Tc ≃ 92.0 K. (Bottom) Tem-
perature dependence of the nodal gap for Bi-2212 as extracted
from angle resolved photoemission spectroscopy. The data have
been taken from Fig. 7, panel d, in Ref. [117]. The solid and
dashed curves are Eq. (4.21) with b ≃ 0.193 and the BCS d-
wave gap respectively assuming ∆nodal(T = 0) ≃ 16.5 mev
and Tc ≃ 92.5 K.
tained from:
n(e) ≃ δ
a20
= 2
∫
FA
dk
(2pi)2
1
e
ε
(e)
k
−µ(e)(T )
kBT + 1
, (4.32)
where the angular integration is performed over the four
Fermi arcs (FA), see Fig. 12. Introducing the density of
state per spin at the Fermi energy:
N (0) ≡
∫
FA
dk
(2pi)2
δ
[
ε
(e)
k − ε(e)F
]
≃ m
∗
e
pi2ℏ2
θFA ,
(4.33)
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Eq. (4.32) can be rewritten as:
n(e) = 2 N (0)
∫ ∞
0
dε
1
e
ε−µ(e)(T )
kBT + 1
. (4.34)
It is easy to check that:∫ ∞
0
dε
1
e
ε−µ(e)(T )
kBT + 1
= µ(e)(T ) + O(e−µ
(e)(T )
kBT ) .
(4.35)
Therefore, neglecting the exponentially small thermal cor-
rections, we find µ(e)(T ) ≃ ε(e)F . We are interested in the
calculation of the electronic contribution to the specific
heat. Actually, experimentally one generally measures the
specific heat at constant pressure. However, it is known
that for temperatures such that kBT ≪ ε(e)F the specific
heat at constant pressure is practically coincident with
the specific heat at constant volume. The quasielectron
contribution to the constant-volume specific heat is:
c(e)(T ) =
∂ u(e)(T )
∂T
, (4.36)
u
(e)(T ) being the electronic energy density:
u
(e)(T ) = 2
∫
FA
dk
(2pi)2
ε
(e)
k
1
e
ε
(e)
k
−µ(e)(T )
kBT + 1
. (4.37)
Rewriting Eq. (4.37) as:
u
(e)(T ) = 2 N (0)
∫ ∞
0
dε ε
1
e
ε−µ(e)(T )
kBT + 1
, (4.38)
and taking into account that [118]∫ ∞
0
dξ
ξ
eξ + 1
=
pi2
12
, (4.39)
we readily obtain:
u
(e)(T ) ≃ N (0) (ε(e)F )2

1 + pi2
3
(
kBT
ε
(e)
F
)2 . (4.40)
Whereupon we obtain for the specific heat:
c(e)(T ) ≃ 2
3
pi2N (0) k2B T . (4.41)
To compare with experiments it is convenient to introduce
the molar specific heat:
c(e)m (T ) = a
2
0NA c
(e)(T ) . (4.42)
Evidently we can write:
c(e)m (T ) = γS T , (4.43)
where the Sommerfeld coefficient is:
γS ≃ δ
1− δ
pi
3
m∗ea
2
0
~2
NA k
2
B . (4.44)
Using the numerical values of the microscopic parameters,
we find the estimate (in MKS units):
γS ≃ δ
1− δ 6.82
mJ
molK2
. (4.45)
This last equation implies that in the pseudogap region
δ ∼ 0.1, γS ∼ 1.0 mJ/molK2.
In the following Section we will deal with the effects of
an applied magnetic field on the low-temperature specific
heat in hole doped cuprate superconductors in the pseu-
dogap region. In fact, there are some controversial exper-
imental evidences for a field-induced Sommerfeld coeffi-
cient in the electronic specific heat (see the general survey
in Refs. [58,59]).
we have already seen that at low temperatures the ex-
ternal magnetic field penetrates into the superconductor
with an array of Abrikosov vortices. Long time ago, it was
pointed out [119] that in d-wave superconductors, due to
the line nodes of the superconducting gap, there is a field-
induced Sommerfeld coefficient in the electronic specific
heat with Sommerfeld coefficient γS(H) ∼
√
H. Basically,
this effect is due to the supercurrent circulating around
an Abrikosov vortex which shift the quasiparticle energy
by Doppler effect modifying, thereby, the density of states
at the Fermi energy. Nevertheless, within our model we
found that (see Appendix C):
< N (0) >vor ≃ N (0) . (4.46)
In other words, the Abrikosov vortices do not modify the
density of states at the Fermi energy of the nodal quasi-
electron liquid.
4.3 Low temperature specific heat
The specific heat is a bulk thermodynamic measurement
that probes all excitations in a system. In order to extract
the excitations arising only from the electronic quasiparti-
cle density of states, all other contributions to the specific
heat need to be subtracted out. Specific heat data refer
to the specific heat per mole that are usually quoted in
joules per mole per degree Kelvin. In the following, we
will not distinguish between the specific heat at constant
pressure and the specific heat at constant volume for, at
low temperatures, the two specific heats differ by a negli-
gible amount.
In the simplest case, the specific heat of a metal is the
sum of the lattice specific heat, the phonon contribution,
and the contribution of the conduction electrons. In the
Debye model, the crystal lattice is considered as a contin-
uous isotropic medium and thereby it turns out that the
phonon contribution to the specific heat is proportional
to T 3 at low temperatures. At higher temperatures this
Debye interpolation is insufficient to describe the phonon
specific heat, so that one includes higher order terms. Usu-
ally, it turns out that it is enough to consider a term pro-
portional to T 5. The resulting phonon contribution to the
specific heat can be written as:
cphonon = β1 T
3 + β2 T
5 . (4.47)
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Alternatively, the phonon contribution can be parametrized
as:
cphonon = β1 T
3 + NE
(
T
TE
)2
e
T
TE[
1− e TTE
]2 . (4.48)
The second term represents an Einstein contribution asso-
ciated to optical phonons and it is characterized by the ex-
citation of oscillators with a single frequency. In Eq. (4.48)
TE is the Einstein temperature and NE is the Einstein
constant. The electronic specific heat depends linearly on
temperature, and it is the dominating contribution to the
specific heat at sufficiently low temperatures:
c(e) = γ T . (4.49)
The constant γ can be easily obtained as the the intercept
at T = 0 in a plot of c/T versus T 2. However, generally
in hole doped cuprate superconductors an upturn of the
specific heat has been found at very low temperatures [58,
59]. This upturn is interpreted as a Schottky anomaly.
Indeed, it is known that in paramagnetic salts a Schottky
anomaly has been observed. The Schottky specific heat
at low temperatures may be significantly larger than the
electronic and the lattice specific heats. The nature of the
Schottky term is not well understood and it is generally
ascribed to paramagnetic centers arising from disorder.
The Schottky contribution to the specific heat is of the
form:
cSchottky = kB NA n z
2 e
z
[1 + ez]
2 , z =
gµBHeff
kBT
,
(4.50)
where µB is the Bohr magneton, g is the Lande` g-factor, n
is the number of mole of the Schottky centers, and Heff is
a microscopic effective magnetic field. In the temperature
regime of interest it results that kBT ≫ µBHeff , so that
the Schottky specific heat falls off with the inverse square
of the temperature:
cSchottky ≃ a
T 2
. (4.51)
At low temperatures the specific heat comprises three con-
tributions:
c(T ) = c(e)(T ) + cphonon(T ) + cSchottky(T ) , (4.52)
which, according to our previous discussion, can be writ-
ten as:
c(T ) ≃ a
T 2
+ γ T + β1 T
3 + β2 T
5 . (4.53)
For illustrative purposes, in Fig. 16 we shows the low tem-
perature specific heat data of underdoped YBCO, Tc ≃
89K. The data have been taken from Fig. 9.4, upper in-
sert, in Ref. [59]. The low temperature upturn is clearly
displayed by the specific heat data. In fact, we tried to fit
the data to Eq. (4.53). As a result we found the following
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Fig. 16. Temperature dependence of the specific heat divided
by the temperature for underdoped YBCO, Tc ≃ 89K. The
data have been taken from Fig. 9.4, upper insert, in Ref. [59].
The dashed line is the best fit of data to Eq. (4.53). The solid
line is the best fit of the data to Eq.(4.62).
values for the fitting parameters (see the dashed line in
Fig. 16):
a ≃ 0.714mJ Kmole−1 , (4.54)
γ ≃ 5.66mJ K−2mole−1 ,
β1 ≃ 0.212mJ K−4mole−1 ,
β2 ≃ 0.0016mJK−6mole−1 .
An interesting feature resides in the fact that the fit leads
to a non-zero value for γ. In fact, this holds quite gener-
ally in any hole doped cuprate superconductors with the
observed values for γ in the range 1− 10mJ K−2mole−1.
The presence of such a term looks puzzling. In fully gapped
superconductors the electronic specific heat is exponen-
tially suppressed at low temperatures. On the other hand,
if one identifies the nodal gap observed in angle resolved
photoemission experiments with the d-wave BCS gap, then
the density of states at the Fermi energy does not need to
vanish along the gap nodes. In particular, the quasi two-
dimensional d-wave gap proposed for cuprate supercon-
ductors gives rise to a quadratic temperature term in the
specific heat. Moreover, the coefficient of the quadratic
term associated with the lines of gap nodes may be es-
timated to be anodal ≈ γn/Tc, where γn is the normal-
state Sommerfeld coefficient. Therefore, one obtains the
estimate anodal ≈ 0.1mJ K−3mole−1. Nevertheless, we
added to the specific heat Eq. (4.53) the quadratic term
anodal T
2 and fitted the data. We obtained for the best
fitted anodal a value consistent with zero, anodal . 0.01
mJ K−3mole−1. In general, these results are interpreted
by assuming that the linear term γ T is an additive contri-
bution to the specific heat which is extrinsic to the super-
conductivity. As concern the quadratic term, it is believed
that such term is masked by the phonon contribution so
that it is difficult to extract its value by fitting the low-
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temperature specific heat data.
We discuss, now, the peculiar temperature dependence of
the specific heat at low temperatures in cuprate supercon-
ductors within our phenomenological theory. The specific
heat is fully determined by the low-lying excitation of su-
perfluid condensate. We have seen that the low-lying con-
densate excitations are the roton quasiparticles. However,
at low temperatures the rotons contribution to the in-
ternal energy is exponentially suppressed. So that we are
left with nodal quasielectrons as the only relevant low-
energy excitations in the superconductive phase at low
enough temperatures. We showed in Sect. 4.2 that the
specific heat of the nodal quasielectron gas rises linearly
with the temperature with Sommerfeld coefficient given
by Eq. (4.44). However, we must take into account that
nodal quasielectrons can be excited only in the phase dis-
ordered hole pair condensate. At low temperatures the
phase disordered condensate is only a tiny fraction of the
condensate. In fact, we may interpret the phase disordered
condensate as the condensate normal fraction in an effec-
tive two fluid picture:
nn(T ) = ns(0) − ns(T ) . (4.55)
So that the fraction of phase disordered condensate is:
nn(T )
ns(0)
= 1− ns(T )
ns(0)
≃ 1− e− b
′
[
1√
1−T/Tc
−1
]
(4.56)
=
b′
2
T
Tc
+O(T
2
T 2c
) , T ≪ Tc .
Therefore, at low temperatures the internal energy density
of nodal quasielectrons is:
u
(ne)(T ) = nn(T ) u
(e)(T ) ≃ (4.57)
b′
2
T
Tc
N (0) (ε(e)F )2

1 + pi2
3
(
kBT
ε
(e)
F
)2 .
Whereupon one obtains the nodal quasielectron specific
heat at constant volume:
c
(ne)
V (T ) =
∂ u(ne)(T )
∂T
, (4.58)
and the molar specific heat:
c(ne)(T ) = a20NA c
(ne)
V (T ) ≃ (4.59)
b′
2
a20NAN (0)
(ε
(e)
F )
2
Tc
+
pi2
2
b′ a20NAN (0)
k2B
Tc
T 2.
We see, then, that at low temperatures the nodal quasi-
electrons contribute to the specific heat with a term of the
form:
c(ne)(T ) ≃ a1 + a2 T 2 , (4.60)
where:
a1 ≃ b
′
2
a20NAN (0)
(ε
(e)
F )
2
Tc
, (4.61)
a2 ≃ pi
2
2
b′ a20NAN (0)
k2B
Tc
.
Accordingly, we tried to fit the specific heat data with the
following functional form:
c(T ) ≃ a1 + a2 T 2 + β1 T 3 + β2 T 5 . (4.62)
Remarkably, we found that Eq. (4.62) is able to track quite
well the data. Indeed, we obtained the best fit with the
following values of the parameters (see the full curve in
Fig. 16):
a1 ≃ 5.307mJK−1mole−1 , (4.63)
a2 ≃ 1.534mJK−3mole−1 ,
β1 ≃ 0.088mJK−4mole−1 ,
β2 ≃ 0.0018mJK−6mole−1 .
Fig. 16 shows that both functional forms, Eq. (4.53) and
Eq. (4.62), are quite consistent with measurements. Note
that our Eq. (4.62) avoids to introduce a Schottky-like or a
linear term to account for the temperature dependence of
the low temperature specific heat. It must be mentioned,
however, that if one evaluates the two coefficients a1 and
a2 by means of the parameters of our model, then it results
in an overestimate by order of magnitude with respect to
the best-fitted values. At moment, we have not found any
means of explaining this discrepancy.
To conclude the present Section, we would like to discuss
the low temperature specific heat in presence of an applied
magnetic field. At low temperatures and in magnetic fields
of the order of a few Tesla it is well established that hole
doped superconductors in the pseudogap region are in a
vortex state. In fact, it results that H > Hc1, but the
magnetic field strength is too small to suppress the super-
conductivity, i.e. H ≪ Hc2. From the experimental point
of view, it is established that the specific heat is of the
form:
c(H,T ) ≃ c(T ) + ∆c(H,T ) , (4.64)
where c(T ) is the low-temperature specific heat in absence
of the external magnetic field. The specific heat of most
high temperature superconductors in external magnetic
field displays a broad low temperature structure which
usually is ascribed to a Schottky anomaly. Even in this
case, the origin of such anomaly is believed to arise from
particles with spin whose concentration is, in general, de-
pendent on the magnetic field strength. The Schottky con-
tribution is given by Eq. (4.50) whereHeff ≃ H for strong
enough applied magnetic fields. For temperatures not too
low, T & 3 − 4K, the Schottky term is negligible and it
turns out that ∆c(H,T ) increases linearly with the tem-
perature. Therefore, we can write:
∆c(H,T ) ≃ cSkottky(H,T ) + γ(H) T . (4.65)
Early measurements on optimal doping YBCO [120,121,
122,123,124] performed at magnetic fields up to 16T ev-
idenced a coefficient of the low-temperature linear term
growing with the magnetic field according to γ(H) ∼ √H .
This dependence on the magnetic field is understood to be
a clear signature of a d-wave BCS gap [119,125]. More re-
cently, this peculiar dependence of γ(H) on the magnetic
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field strength has been confirmed in Ref. [126] where it is
reported the low temperature measurements of the spe-
cific heat in underdoped YBCO with magnetic field up to
45T . However, in Ref. [127] it is reported the low tempera-
ture specific heat of underdoped YBCO (δ ≃ 0.076, 0.084)
in applied magnetic field up to 34.5T . These authors ob-
served two regimes in the low temperature limit. Namely,
below a characteristic magnetic field H ′ ∼ 13T the coef-
ficient of the linear temperature term in the specific heat
behaves like γ(H) ∼ √H as previously reported. How-
ever, near the above characteristic magnetic field there is
a sharp inflection followed by a linear behavior of γ(H)
with H :
γ(H) = AcH , H & H
′ , (4.66)
Ac ≃ 0.16 mJ K−2mole−1 T−1 .
Indeed, we shall see that in our theory we can account
quite easily for ∆c(H,T ) of the form given by Eq. (4.65)
with γ(H) ∼ H , as well as with a suitable Schottky term.
In type-II superconductors the applied magnetic field ex-
ceeding the lower critical field penetrates into the system
with an array of Abrikosov vortices. Since an Abrikosov
vortex carries one magnetic flux quantum, as the applied
magnetic field increases more and more Abrikosov vor-
tices are formed. As discussed in Sect. 3.5, in our the-
ory the upper critical magnetic field is much smaller than
the Landau-Ginzburg critical magnetic field where the
Abrikosov vortices become to overlap. So that, the density
of Abrikosov vortices is given by:
nV ≃ H
φ0
. (4.67)
From Eq. (4.67) it follows that the average distance be-
tween vortices is dH ≃
√
φ0/H . Now, it is easy to check
that dH ≫ ξV ≃ d0 for applied magnetic field strengths
up to 40T . Therefore, we see that we may employ safely
the dilute vortex approximation. Concerning the specific
heat at low temperatures, we already noticed that the only
relevant low-energy excitations are the nodal quasielec-
trons which, however, can be excited only in the phase
disordered condensate. Since we argued that in the vor-
tex core the condensate is phase disordered, we see that at
low temperatures the specific heat comprises two contribu-
tions due to nodal quasielectrons excitations arising from
to the disorder condensate fraction outside the vortices
and the disorder condensate in the vortex cores. Therefore,
since the Abrikosov vortices are dilute, to a good approx-
imation the specific heat can be written as in Eq. (4.64).
The first term on the right hand side of Eq. (4.64) is the
contribution due to the tiny disorder fraction of the hole
condensate. Evidently this term is almost independent on
the strength of the applied magnetic field and it has been
already discussed. Now we show that the other term can
be written as in Eq. (4.65). In fact, we have written down
the nodal quasielectron contribution to the constant vol-
ume specific heat, Eq. (4.41). Therefore we have:
∆c
(ne)
V (H,T ) ≃ pi ξ2V
H
φ0
2
3
pi2 < N (0) >vor k2B T ,
(4.68)
and the molar specific heat:
∆c(ne)(H,T ) = a20NA∆c
(ne)
V (H,T ) . (4.69)
Taking into account Eq. (4.46) and Eq. (4.44) we can
write:
∆c(ne)(H,T ) = γ(H) T , (4.70)
where:
γ(H) ≃ pi ξ2V
H
φ0
a20NA
2
3
pi2N (0) k2B = pi ξ2V
H
φ0
γS .
(4.71)
Evidently, γ(H) is conform to Eq. (4.66) with
As ≃ pi ξ2V
1
φ0
γS . (4.72)
The Schottky-like term in the specific heat arises as fol-
lows. In the Abrikosov vortex core there is a non-zero mi-
croscopic magnetic field h(0). Now, the spatial average of
h(0) is the magnetic induction B not the applied mag-
netic field H . For magnetic field strengths employed in
the experiments and at low temperatures the microscopic
magnetic field is given by Eq. (B.18):
h(0) ≃ φ0
2piλ2(0)
ln(κ) . (4.73)
This tiny magnetic field induces the Zeeman splitting of
the energy of the hole bound states (see I, Sect. 4.1):
εZeeman ≃ ± ℏ eh(0)
m∗hc
. (4.74)
The presence of energy levels separated by a very small
energy difference gives rise to the specific heat at constant
volume:
cZeemanV (H,T ) ≃ kB z2
ez
[1 + ez]2
, z =
2ℏ eh(0)
m∗hc kBT
.
(4.75)
So that we find the following Schottky-like molar specific
heat:
cSchottky(H,T ) = pi ξ
2
V
H
φ0
a20NA c
Zeeman
V (H,T ) .
(4.76)
Actually, since εZeeman ≪ kBT , the Schottky-like specific
heat can be written as:
cSchottky(H,T ) ≃ A H
T 2
. (4.77)
In conclusion, we found that at low temperatures and in
external magnetic field the specific heat acquires an addi-
tional contribution which can be parametrized as:
∆c(H,T ) ≃ A H
T 2
+ AsH T . (4.78)
Even though Eq. (4.78) seems to be in qualitative agree-
ment with observations, it would be of great interest to
reanalyze the experimental data following our theoretical
suggestions.
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5 Charge Density Wave Instability
In this Section we will focus on charge order in hole doped
cuprate superconductors in the pseudogap region 9. For
charge order, in general, it is intended an electronic phase
which breaks translational symmetry through a self - orga-
nization into periodic structures incompatible with the pe-
riodicity of the underlying lattice. In fact, there is growing
evidence of a charge order existing in the pseudogap state
of several cuprate families (see Refs. [129,130,131,132,
133,134,135,136,137,138,139,140,141,142,143,144,145,146,
147,148,149]) which also coexists and competes with su-
perconductivity at lower temperatures. Recently, it seems
that there is a consensus on the presence of periodic mod-
ulations in the electronic density, a phenomenon called
charge density wave (CDW). Clearly, the ubiquitous pres-
ence of charge density wave correlations is adding com-
plexity to the physics of high temperature superconduc-
tivity.
Charge density waves were discussed long time ago by
Fro¨hlich [150] and Peierls [151] (see also Refs. [152,153]
and references therein). In fact, it was pointed out that a
one dimensional metal coupled to the underlying lattice is
not stable at low temperatures. Due to the peculiar topol-
ogy of the Fermi surface in one dimensional metals with
respect to three dimensional systems, the bare charge sus-
ceptibility diverges at wavevector q = 2kF , where kF is
the Fermi wavenumber. As a result, the formation of an
electronic charge modulation with wavevector q is favored
with respect to homogeneous configurations. Since in con-
ductors the electrons are coupled to the ion lattices, such
a deep reorganization of the electronic carrier distribution
alters the ionic lattice resulting in a small deformation to
lower the total electrostatic energy of the electron-phonon
system. In fact, the ions move towards new equilibrium
positions leading to the so-called Peierls deformation. The
ionic displacements are limited in extent not to exceed
in the elastic energy cost. The resulting ground state of
the coupled electron-phonon system is characterized by a
gap in the single-particle excitation spectrum and by the
presence of collective modes. Usually, a ground state with
density waves is associated to a highly anisotropic conduc-
tion bands, such as organic and inorganic materials with
quasi-one dimensional or quasi-two dimensional electronic
structures [152,153].
Besides the electronic spectrum, the formation of a charge
density wave also affects other quasiparticle excitations.
Most prominently there appears the so-called Kohn anoma-
ly [154] which correspond to a softening of the phonon
responsible for the electron-phonon instability. Remark-
ably, in hole doped cuprate superconductors in the pseu-
dogap region it seems that giant phonon anomalies are
common to the CuO2 planes. In particular, neutron and
X-ray inelastic scattering studies identified the anomalous
behavior of longitudinal optical phonons arising from the
in-plane Cu − O bond-stretching modes (see the review
Ref. [155] and references therein). These anomalies resem-
ble those associated with the observed Kohn anomalies
9 For a recent review see Ref. [128].
in quasi one-dimensional conductors with nested Fermi
surfaces. This strongly suggests that the in-plane Cu −
O bond-stretching modes are deeply involved in the ob-
served charge density wave formation in the underdoped
cuprates. In our highly idealized model there are two de-
generate bond-stretching longitudinal optical phonon mo-
des, as schematically illustrated in Fig. 17. In the pseudo-
gap region the only low-lying excitations which may inter-
act with these longitudinal phonons are the nodal quasi-
electrons. In fact, we have seen in Sect. 5 that the nodal
quasielectrons are intimately lied to the bound hole pairs.
The Coulomb interactions between the nodal quasielec-
trons and the lattice ions give rise to an effective electron-
phonon coupling. Now, we consider a model Hamiltonian
where the coupling of the nodal quasielectrons with the
bond-stretching phonons is at the heart of the charge den-
sity wave instabilities. Evidently the planar lattice dis-
placements are written as (see Fig. 17):
u(r) = u1(r) xˆ + u2(r) yˆ , r = (x, y) . (5.1)
Adopting the quasi-harmonic approximation the in-plane
lattice vibrations are described by the following Hamilto-
nian:
Hˆ(ph) =
2∑
i=1
∑
q
{
Pˆi(q)Pˆi(−q)
2M
(5.2)
+
MΩ2(q)
2
Qˆi(q)Qˆi(−q)
}
,
where Qˆi(q) and Pˆi(q), i = 1, 2, are the normal coordi-
nates and conjugate momenta corresponding to the lattice
displacements u1(r) and u2(r) respectively; Ω(q) is the
normal mode frequency with wavevector q, and M is the
reduced atomic mass of the Cu and O ions:
1
M
=
1
MCu
+
1
MO
. (5.3)
We may introduce the phonon creation and annihilation
operators as follows:
Qˆi(q) =
√
ℏ
2MΩ(q)
[
bˆi(q) + bˆ
†
i (−q)
]
, (5.4)
Pˆi(q) = i
√
ℏMΩ(q)
2
[
bˆ†i (q) − bˆi(−q)
]
. (5.5)
These operators satisfy the canonical commutation rela-
tions: [
bˆi(q) , bˆ
†
j(q
′)
]
= δi,j δq,q ′ , (5.6)
while all the other commutators are vanishing. In fact, it
is easy to check that:[
Qˆi(q) , Pˆj(q
′)
]
= i ℏ δi,j δq,q ′ . (5.7)
Using Eqs. (5.4), (5.5) and (5.6) the phonon Hamiltonian
can be rewritten as:
Hˆ(ph) =
2∑
i=1
∑
q
ℏΩ(q)
[
bˆ†i (q) bˆi(q) +
1
2
]
. (5.8)
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Fig. 17. The idealized square copper-oxide plane with lat-
tice spacing a0. The dashed ellipses represent two holes in the
antiferromagnetic background. The arrows indicate the longi-
tudinal bond-stretching modes along the planar Cu−O bonds.
The planar lattice displacements can be expressed in
terms of the creation and annihilation operators according
to:
ui(r) =
1√
Nu
∑
q
√
ℏ
2MΩ(q)
[
bˆi(q) + bˆ
†
i (−q)
]
eiq·r ,
(5.9)
where Nu is the number of unit cell such that the lat-
tice volume is V = Nu Vu, Vu = a
2
0 being the unit cell
volume. As concern the nodal quasielectron Hamiltonian,
according to Sect. 4 we have:
Hˆ(e) =
∑
k,σ
(
ε
(e)
k − ε(e)F
)
ψˆ†e(k, σ) ψˆe(k, σ) . (5.10)
The electron-phonon interaction is usually obtained in the
rigid ion approximation. In terms of the creation and an-
nihilation operators the interaction Hamiltonian reads:
Hˆ(e−ph) ≃ 1
V
∑
q,k,σ
2∑
i=1
gi(q)
(
bˆi(q) + bˆ
†
i (−q)
)
(5.11)
ψˆ†e(k + q, σ) ψˆe(k, σ) ,
where [153]
gi(q) ≃
√
ℏ
2MΩ(q)
|qi|V (q) , q = (q1, q2) . (5.12)
In Eq. (5.12) V (q) is the Fourier transform of the interac-
tion potential between nodal quasielectrons and the lattice
ions. Accordingly, we assume:
V (q) ≃
∫
dr eiq·r
e2
|r| =
2pi e2
|q| . (5.13)
Therefore, we are lead to the following effective Fro¨hlich
Hamiltonian:
Hˆeff = Hˆ
(e) + Hˆ(ph) + Hˆ(e−ph) . (5.14)
Note that the interaction Hamiltonian Eq. (5.11) can be
rewritten as:
Hˆ(e−ph) ≃ 1
V
∑
q,k,σ
2∑
i=1
gi(q)
√
2MΩ(q)
ℏ
(5.15)
ψˆ†e(k + q, σ) ψˆe(k, σ) Qˆi(q) .
Moreover, we have:
gi(q) ≃
√
ℏ
2MΩ(q)
2pie2 qˆi . (5.16)
It is useful to consider the equation of motion of the nor-
mal coordinates:
∂
∂t
Qˆi(q, t) =
1
iℏ
[
Qˆi , Hˆeff
]
. (5.17)
A straightforward calculation leads to:
∂
∂t
Qˆi(q, t) =
Pˆi(q, t)
M
. (5.18)
Using Eq. (5.18) we obtain at once:
∂2
∂t2
Qˆi(q, t) =
1
iℏ
[
Pˆi
M
, Hˆeff
]
= − Ω2(q) Qˆi(q, t)
− gi(q)
√
2Ω(q)
ℏM
1
V
∑
k,σ
ψˆ†e(k + q, σ) ψˆe(k, σ) . (5.19)
The last term on the right hand side of Eq. (5.19) is the
effective force due to the modulation of the quasielectron
density induced by the lattice displacements. To evalu-
ate this term we use the adiabatic approximation, namely
we are supposing that the ion and quasielectron motion
can be decoupled. In fact, when a longitudinal wave pro-
gresses through the lattice, causing local rarefactions and
compressions in the ion density, we may suppose that the
quasielectrons move so as to screen out these fluctuations.
Since the quasielectrons are able to respond to perturba-
tions in times much shorter than the inverse lattice fre-
quencies, then they will effectively be following the mo-
tion of the lattice instantaneously. Thereby, the presence
of the quasielectrons results in a renormalization of the
longitudinal frequencies of the ion vibrations. Within the
framework of the linear response theory a time indepen-
dent external potential φex(r) coupled to the quasielec-
tron gas leads to a rearrangement of the density which,
expressed in Fourier space, is given by [156,157]:
ρˆ(q) =
〈
1
V
∑
k,σ
ψˆ†e(k + q, σ) ψˆe(k, σ)
〉
= χ(q) φˆex(q) ,
(5.20)
where the brackets mean the quantum average over the
fermion degrees of freedom. In Eq. (5.20) χ(q) is the so-
called static Lindhard response function:
χ(q) =
1
V
∑
k,σ
n(k) − n(k + q)
ε
(e)
k − ε(e)k+q
, (5.21)
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where n(k) is the zero-temperature occupation number,
n(k) = 1 if ε
(e)
k < ε
(e)
F , n(k) = 0 otherwise. From
Eq. (5.15) we infer that:
φˆex(q) =
gi(q)
Vu
√
2MΩ(q)
ℏ
Qˆi(q) . (5.22)
So that, in the adiabatic approximation, one obtains:〈
1
V
∑
k,σ
ψˆ†e(k + q, σ) ψˆe(k, σ)
〉
≃ (5.23)
χ(q)
gi(q)
Vu
√
2MΩ(q)
ℏ
Qˆi(q) .
Inserting this last equation into Eq. (5.19) we get:
∂2
∂t2
Qˆi(q, t) ≃ −
[
Ω2(q) +
2g2i (q)
ℏVu
χ(q) Ω(q)
]
Qˆi(q, t) .
(5.24)
Eq. (5.24) shows that, indeed, the quasielectrons give rise
to a renormalization of the longitudinal bond-stretching
frequencies:
Ω˜2(q) ≃ Ω2(q) + 2g
2
i (q)
ℏVu
χ(q) Ω(q) . (5.25)
At finite temperatures one must perform the thermal av-
erage over the fermion degrees of freedom. As a result Eq.
(5.23) still holds by replacing the zero-temperature Lind-
hard function with:
χ(q, T ) =
1
V
∑
k,σ
f(ε
(e)
k ) − f(ε(e)k+q)
ε
(e)
k − ε(e)k+q
, (5.26)
where f(ε) is the Fermi-Dirac distribution function Eq.
(4.31).
For a one-dimensional electron gas it turns out that χ(q)
diverges at the Fermi surface nesting wavevectors |q| =
Q = 2kF . The divergence of χ(Q) implies that at zero
temperature the one-dimensional electron gas is unstable
with respect to the formation of a periodically varying
electron charge density. At finite temperatures χ(q, T ) at-
tains its maximum value at |q| = Q. Consequently the
softening of the renormalized phonon frequencies Ω˜(q)
will be most significant at these wavevectors. In fact, for
the one-dimensional electron gas the renormalized phonon
frequency at |q| = Q goes to zero at a critical temperature:
Ω˜2(Q, TCDW ) = 0 . (5.27)
At the critical temperature TCDW there is a phase transi-
tion to a state with a periodic static lattice distortion and
an electron charge density modulation. This transition is
generally referred to as the Peierls transition.
5.1 Charge-ordering wavenumber vectors
To determine the critical temperature of the Peierls in-
stability in the nodal quasielectron gas we need to estab-
lish the divergences of the zero-temperature static Lind-
hard response function at some wavevector q = Q. In
k
x
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k
x
 = ky
k
x
 = - ky
Q1
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( III ) ( IV )
kF
(e)
Q2
Fig. 18. The quasielectron Fermi arcs in the first Brillouin
zone labelled as in Fig. 12.Q1 and Q2 are the nesting wavenum-
bers leading to the charge density wave instability in the planar
lattice displacements u1(r) and u2(r) respectively.
Appendix D we show that, when
q = ± Q1 , ± Q2 ; (5.28)
Q1 = (
√
2 k
(e)
F , 0) , Q2 = (0,
√
2 k
(e)
F ) ,
the static response function diverges logarithmically.
In Fig. 18 we display the nodal quasielectron Fermi arcs in
the first Brillouin zone. It is worthwhile to recall that the
kx, ky axes are oriented along the copper-oxygen bonds.
Q1 and Q2 are the wavenumbers that are relevant to trig-
ger the density wave instabilities in the longitudinal bond-
stretching planar modes.
5.2 Critical temperature and gap
In the previous Section we argued that the nodal quasi-
electron density fluctuations at q = Q1, Q2 cause the lin-
ear response function to diverge at low temperatures. In
the pseudogap region, where θFA ≪ 1, the physical mo-
tivations for these instabilities reside on the fact that the
nodal quasielectrons behave like the conduction electrons
in quasi one-dimensional conductors. In fact, the wavevec-
tors ±Q1,±Q2 are the nesting vectors connecting the
Fermi arc sectors (I)− (II), (III)− (IV ) and (I)− (IV ),
(II)− (III) respectively (see Fig. 18).
As discussed early, with decreasing temperature the renor-
malized longitudinal phonon frequency decreases and even-
tually it goes to zero. Indeed, using Eqs. (D.24) and (5.25)
one readily obtains:
Ω˜2(Q1, T ) ≃ Ω2(Q1)
[
1 − 4g
2(q)N (0)
ℏΩ(Q1)Vu
ln
(
2eγ
pi
εc
kBT
)]
,
(5.29)
where, according to Eq. (5.16)
g(Q1) ≃
√
ℏ
2MΩ(Q1)
2pie2 . (5.30)
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Therefore, the critical temperature given by Eq. (5.27) is:
kB TCDW ≃ 2e
γ
pi
εc e
− ℏΩ(Q1)Vu
4g2(Q1)N(0) . (5.31)
Taking into account Eqs. (2.15) and (D.25) we find:
TCDW (δ) ≃ 4e
γ
pi
T ∗(δ) e
− ℏΩ(Q1)Vu
4g2(Q1)N(0) . (5.32)
Note that the doping dependence of the charge density
wave critical temperature arises from the pseudogap tem-
perature:
T ∗(δ) ≃ T ∗(0)
[
1 − ( δ
δc
)
3
2
]
, (5.33)
and the density of states at the Fermi energy:
N (0) ≃ 1
2pi
m∗e
ℏ
δ
1− δ . (5.34)
In fact, we can rewrite Eq. (5.32) as:
TCDW (δ) ≃ 4e
γ
pi
T ∗(0)
[
1 − ( δ
δc
)
3
2
]
(5.35)
e
− 14pi (
ℏΩa0
e2
)2 M
m∗e
1−δ
δ
where Ω = Ω(Q1). The sudden vanishing of the renor-
malized longitudinal phonon frequency at the critical tem-
perature gives rise to a macroscopically occupied phonon
modes with wavenumbersQi which, physically, corresponds
to a static periodic distortion of the lattice displacements
ui(r) [158]. Accordingly, we may introduce the order pa-
rameters:
∆CDW (Qi) =
g(Qi)
Vu
[
< bˆi(Qi) > + < bˆ
†
i (−Q)i >
]
.
(5.36)
Since < bˆ†i (−Q)i >=< bˆi(Qi) > we have:
∆CDW (Qi) =
2g(Qi)
Vu
< bˆi(Qi) > . (5.37)
Evidently we also have:
∆CDW (Q1) = ∆CDW (Q2) ≡ ∆CDW . (5.38)
Moreover, both the phonons with wavenumbers ±Qi are
involved, so that the order parameter may be assumed
to be a real number. According to Eq. (5.9) the resulting
lattice displacement distortions are:
∆ui(r) = < ui(r) > =
√
ℏ
2MΩ(Qi)Nu
(5.39)
2∆CDWVu
g(Qi)
cos(Qi · r) .
To determine the order parameter we minimize the con-
densation energy per unit cell. To this end, in Appendix E
we show that, in the mean field approximation, the effec-
tive Hamiltonian is given by:
Hˆeff ≃ V
2
u∆
2
CDW
g2(Q1)
ℏΩ(Q1)
2
(5.40)
+ Vu N (0)
∑
σ
∫
dε
(e)
k ε˜
(e)
k[
ˆ˜ψ†1(k, σ)
ˆ˜ψ1(k, σ) +
ˆ˜ψ†2(k, σ)
ˆ˜ψ2(k, σ)
]
,
where:
ε˜
(e)
k = sign(k − k(e)F )
√
ξ2k +∆
2
CDW (5.41)
is the energy measured with respect to the Fermi energy.
The Hamiltonian Eq. (5.40) shows that in the charge den-
sity wave state the spectrum of the nodal quasielectron
excitations develops a gap ∆CDW . The opening of the
gap leads, in turns, to the lowering of the electron energy:
∆E(e)c ≃ 2VuN (0)
∫ εc
0
dξk
[
ξk −
√
ξ2k +∆
2
CDW
]
.
(5.42)
A straightforward integration gives:
∆E(e)c ≃ 2VuN (0)
{
εc
2
− 1
2
εc
√
ε2c +∆
2
CDW (5.43)
− ∆
2
CDW
2
ln
[
εc +
√
ε2c +∆
2
CDW
∆CDW
]}
.
In the weak coupling limit ∆CDW ≪ εc we obtain:
∆E(e)c ≃ 2VuN (0)
{
− ∆
2
CDW
4
(5.44)
− ∆
2
CDW
2
ln
(
2εc
∆CDW
)}
.
The total condensation energy is therefore:
∆Ec ≃ V
2
u∆
2
CDW
g2(Q1)
ℏΩ(Q1)
2
+ (5.45)
2VuN (0)
{
− ∆
2
CDW
4
− ∆
2
CDW
2
ln
(
2εc
∆CDW
)}
.
Minimizing the condensation energy with respect to∆CDW
we get:
∆CDW ≃ 2 εc e−
ℏΩ(Q1)Vu
2g2(Q1)N(0) . (5.46)
The whole approach can be extended easily to finite tem-
peratures. In fact, the thermodynamics has been worked
out for the first time in Ref. [159]. It can be seen that the
thermodynamics of the phase transition and the temper-
ature dependence of the charge density wave gap are the
same as those in the s-wave weak coupling BCS supercon-
ductors [158,160]. Therefore, for the critical temperature
one finds:
kB TCDW ≃ e
γ
pi
∆CDW ≃ 2e
γ
pi
εc e
− ℏΩ(Q1)Vu
2g2(Q1)N(0) . (5.47)
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The temperature dependence of the gap is given by:
ln
(
T
TCDW
)
≃ −
∫ ∞
0
dx
{
1
x
tanh(
x
2
) (5.48)
− 1√
x2 + z2
tanh(
√
x2 + z2
2
)
}
, z =
∆CDW (T )
kB T
.
It is noteworthy to emphasize that the charge density
wave critical temperature given by Eq. (5.47) does not
agree with Eq. (5.31). In fact, the argument of the ex-
ponential in Eq. (5.31) is one half the one in Eq. (5.47).
This means that Eq. (5.31) overestimates by a consider-
able amount the charge density wave critical temperature.
This difference resides into the fact that in the estimate
Eq. (5.31) one does not include the quasielectron correla-
tions built in the ground state wavefunction. On the other
hand, Eq. (5.47) includes these correlation effects, albeit
in the mean field approximation.
It is interesting to display explicitly the doping depen-
dence of the charge density wave critical temperature. In-
stead of Eq. (5.35), now we have:
TCDW (δ) ≃ 4e
γ
pi
T ∗(0)
[
1 − ( δ
δc
)
3
2
]
(5.49)
e
− 12pi (
ℏΩ(Q1)a0
e2
)2 M
m∗e
1−δ
δ .
Eq. (5.49) can be contrasted to experimental observations.
To this end, in Fig. 19 we display the observed phase di-
agram for YBCO in the pseudogap region. The dashed
curve outlines the doping dependence of the critical tem-
perature Tc(δ). The data for the critical superconductive
temperature have been taken from Fig. 3 in Ref. [161].
The pseudogap temperatures T ∗ have been determined
by neutron diffraction measurement (full circles) and res-
onant ultrasound (full diamonds). The data have been
taken from Fig. 3 in Ref. [162]. Note that the data are
in satisfying agreement with our Eq. (5.33), displayed as
the dot-dashed line in Fig. 19, by assuming:
T ∗(0) ≃ 430 K . (5.50)
As regard the charge density wave critical temperature,
the onset of charge order are detected in X-ray diffrac-
tion below the critical temperature TCDW . The data (open
squares) have been taken from Fig. 10 in Ref. [138] and
Table I in Ref. [139]. To compare our theoretical esti-
mate of the charge density critical temperature, Eq. (5.49),
we used the numerical values of the model parameters
and T ∗(0) given in Eq. (5.50). The reduced atomic mass
of the Cu and O ions is evaluated by Eq. (5.3) using
MCu ≃ 63.5MP and MO ≃ 16MP , MP being the pro-
ton mass. To match the data we used:
ℏΩ(Q1) ≃ 35.5 mev (5.51)
corresponding to a frequency ∼ 10 THz, which com-
pares well with the observed bond-stretching frequencies
in cuprates. Indeed, Fig. 19 shows that Eq. (5.49) is in
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Fig. 19. The phase diagram in the pseudogap region for
YBCO. The dashed curve is the superconductive critical tem-
perature Tc. Full circles and diamonds are the pseudogap tem-
peratures T ∗ as determined by neutron diffraction measure-
ment and resonant ultrasound respectively. The dot-dashed
line is Eq. (5.33) with T ∗(0) given by Eq. (5.50). The charge
density wave critical temperatures TCDW (open squares) have
been estimated by means of X-ray diffraction experiments. The
full curve is our Eq. (5.49).
satisfying agreement with the charge density wave critical
temperature data. In particular we see that our theoretical
calculations reproduce the shallow maximum at δ ≃ 0.12
displayed by the data. It is worth to note that the charge
density wave long range order in cuprates seems to set in
in a rather small hole doping range, 0.08 . δ . 0.17,
around the charge density wave critical temperature max-
imum at δ ≃ 0.12. In our opinion this could be easily
explained if the coherence length in charge density wave
cannot grow too much. Indeed, the coherence length may
be hindered by crystalline imperfections and defects which
are inevitably present in hole doped cuprates. In general,
the appearance of the energy gap ∆CDW also leads to a
finite coherence length ξCDW . The expression of the co-
herence length is the same as the BCS coherence length
and, at zero temperature, it is given by:
ξCDW ≃ ℏ v
(e)
F
pi ∆CDW
, (5.52)
where v
(e)
F is the quasielectron Fermi velocity. From Eq.
(5.52) we may easily infer the doping dependence of the
charge density wave coherence length:
ξCDW (δ) ≃ 4 a0√
2 pi
√
1 − δ t
∆CDW (δ)
, (5.53)
where, according to Eq. (5.47):
∆CDW (δ) ≃ pi
eγ
kB TCDW (δ) . (5.54)
In Fig. 20 we show the doping dependence of the coher-
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Fig. 20. The charge density wave coherence length versus the
hole doping for YBCO (full circles) and Bi-2201 (full squares).
The dashed curves correspond to Eq. (5.53) scaled by a factor
2.1 and 0.85 for YBCO and Bi-2201 respectively.
ence length and compare with available data for YBCO
and Bi2Sr2−xLaxCuO6+δ (Bi-2201). The data for YBCO
have been taken from Table I of Ref. [139] where the dop-
ing dependence of the charge density wave order was an-
alyzed with a bulk-sensitive high-energy x-ray study. The
data for Bi-2201 have been taken from Table 1 of Ref. [143]
where charge order was observed by combining resonant x-
ray scattering, scanning-tunneling microscopy, and angle
resolved photoemission spectroscopy. To mach the exper-
imental data we scaled ξCDW (δ) by a factor 2.1 and 0.85
for YBCO and Bi-2201 respectively. In any case, we see
that in the doping range 0.08 . δ . 0.17 the coherence
length does not vary appreciably with the doping. How-
ever, outside that doping range ξCDW increases suddenly.
Now, it is reasonable to assume that the presence of lat-
tice imperfections and defects tend to impede the grow of
the coherence length beyond a certain length. Therefore,
outside the small hole doping range around δ ≃ 0.12 the
charge order cannot develop as a true long-range order,
but it should manifest itself through short-range correla-
tions.
Let us consider the small Peierls lattice deformations which,
after using Eq. (5.39), can be written as:
∆u(r) = < u(r) > ≃
√
ℏ
2MΩ(Q)Nu
(5.55)
2∆CDWVu
g(Q)
[
cos(Qx) xˆ + cos(Qy) yˆ
]
,
where we used
Q1 = (Q, 0) , Q2 = (0, Q) , Q ≃
√
2 k
(e)
F , (5.56)
and
g(Q1) ≃ g(Q2) ≡ g(Q) , Ω(Q1) ≃ Ω(Q2) ≡ Ω(Q) .
(5.57)
The charge-order wavenumber vectors are conventionally
expressed in terms of the reciprocal lattice constant:
a∗0 =
2pi
a0
(5.58)
as:
Q1 = a
∗
0 (H, 0) , Q2 = a
∗
0 (0,K) . (5.59)
After using Eq. (4.11), we find:
H = K ≃
√
1− δ
pi
. (5.60)
From Eq. (5.60) it follows that Q smoothly decreases upon
increasing the hole doping δ in fair agreement with obser-
vations. However, the observed charge-order wavenumbers
is not much more than half the value as here determined.
This is, mainly, due to our over exemplified model which
leads to an overestimate of the nesting wavevectors of the
nodal quasielectron Fermi circle.
In our approach the charge density wave always exhibits
wavenumber vectors parallel to the planar Cu-O bonds. It
is interesting to note that in Ref. [135] it is provided the
first thermodynamic signature of the charge-order phase
transition in underdoped YBCO. In particular, the com-
parison of different acoustic modes indicated that the char-
ge modulation were biaxial, namely directed both along
the xˆ and yˆ axes. Remarkably, in Ref.[145], by using res-
onant X-ray scattering to resolve the charge modulations
in the two cuprate families Bi-2201 and YBCO in the un-
derdoped region, it was established that the charge modu-
lations run parallel to the copper-oxigen bond directions.
Moreover the pattern of the charge density wave turned
out to be compatible with Eq. (5.55).
Finally, it is worthwhile to estimate quantitatively the am-
plitude of the atomic planar displacement induced by the
charge density wave. Let us consider the small Peierls lat-
tice deformations which, after using Eq. (5.39), can be
written as:
∆u ≃
√
ℏ
2MΩ(Q)
2∆CDWVu
g(Q)
. (5.61)
Ref. [132] reported the X-ray diffraction study of a de-
twinned single crystal of YBCO with hole concentration
per planar Cu δ ≃ 0.12 (Tc ≃ 67K). The authors of
Ref. [132] by using high-energy X-ray diffraction showed
that a charge density wave develops in the normal state
of superconducting YBCO below the critical temperature
TCDW ≃ 135K. In particular, from the intensity ratio
between the incommensurate satellite peaks and Bragg
reflection peaks these authors were able to estimate the
amplitude of the lattice distortion in the charge density
wave. In fact, they reported the upper limit [132]:
∆u
a0
. 10−3 . (5.62)
To determine ∆u, we need the charge density wave gap.
Since for the YBCO crystal used in Ref. [132] the charge
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density wave critical temperature was TCDW ≃ 135K,
using Eq. (5.54) we find:
∆CDW ≃ 20.5 mev . (5.63)
Once we known the charge density wave gap, we may eas-
ily evaluate the lattice displacement by Eq. (5.61):
∆u
a0
≃ 1.8 10−3 , (5.64)
which, indeed, is in reasonable agreement with Eq. (5.62).
5.3 Competition between charge density wave and
superconductivity
We said that there is growing evidence of a charge order
existing in the pseudogap state of several cuprate families.
Actually, charge density wave order and superconductiv-
ity are competing phases. It is widely believed that un-
derstanding the interplay between superconductivity and
charge order is essential to clarify the origin of the high
temperature superconductivity in cuprate materials. In
fact, there are several experimental observations showing
that superconductivity weakens the charge density order
and, conversely, the charge order tends to weaken super-
conductivity. Moreover, application of a magnetic field re-
stores the charge density wave amplitude below the super-
conductive critical temperature, while it has no apprecia-
ble effect for temperatures above the critical temperature.
The effects of applied magnetic fields on the charge den-
sity wave order will be discussed in the next Section. In
the present Section we focus on the competition between
charge density wave and superconductivity.
As we have already discussed, the charge-order state is
driven by the nodal Fermi arc instability. Moreover, we
know that nodal quasielectron excitations are possible if
the paired holes are phase disordered. Therefore, by using
an argument similar to that employed in Sect. 4.3, we see
that the number of the nodal quasielectron excitations is
reduced in the superconductive region by:
nn(T )
ns(0)
≃ 1− e− b
′
[
1√
1−T/Tc
−1
]
, T ≤ Tc . (5.65)
Qualitatively, it is evident that below the superconductive
critical temperature the number of available nodal quasi-
electron excitations decreases thereby suppressing the char-
ge density wave gap. Since the fully microscopic approach
becomes difficult, the simplest way to determine quan-
titatively the expected depletion of the charge density
wave gap in the superconductive phase is to deal with the
free energy functional within the Ginzburg-Landau the-
ory. The free energy functional appropriate to the regime
of small charge density wave order parameter ∆(r) can be
written as:
FCDW [∆] ≃ F [0] +
∫
dr
{
a(T ) |∆(r)|2+b(T ) |∆(r)|4
}
.
(5.66)
In Eq. (5.66) we are neglecting the energy associated with
the spatial variation of the order parameter. Indeed, we are
mainly interested in the limit of homogeneous charge den-
sity order parameter where ∆(r) reduces to ∆CDW . The
two coefficients in the Ginzburg-Landau free energy func-
tional can be evaluated near the transition temperature
TCDW within the weak coupling s-wave BCS microscopic
theory. One finds (see, eg, Ref. [46]):
a(T ) ≃ N (0)
( T
TCDW
− 1
)
(5.67)
and
b(T ) ≃ N (0) 7 ζ(3)
8pi2k2BT
2
CDW
, (5.68)
where ζ(z) is the Euler-Riemann zeta function [118]. Note
that, within this approximation, the coefficient b is almost
independent on the temperature while a(T ) is positive
above the charge density critical temperature, vanishes
at TCDW , and it becomes negative below the transition
temperature.
The temperature dependence of the order parameter is
obtained from the equilibrium condition:
δ FCDW [∆]
δ ∆(r)
= 0 . (5.69)
For homogeneous order parameter, above the transition
temperature the minimum of the free energy functional is
at ∆ = 0. For temperatures below TCDW we get instead:
∆2(T ) ≃ 8pi
2
7ζ(3)
k2BT
2
CDW
[
1 − T
TCDW
]
. (5.70)
It can easily seen that, as expected, Eq. (5.70) agrees with
the solution of the BCS Eq. (5.48) at least for tempera-
tures not too far from the charge density wave critical
temperature.
In the superconductive region we may take care of the
depletion of the nodal quasielectron excitations by allow-
ing the Ginzubg-Landau parameter a(T ) to be reduced
according to Eq. (5.65). Therefore, we are led to assume:
a(T ) ≃ N (0)
( T
TCDW
− 1
)
Tc ≤ T ≤ TCDW
(5.71)
a(T ) ≃ N (0)
{
1− e− b
′
[
1√
1−T/Tc
−1
]}
( T
TCDW
− 1
)
T ≤ Tc
while the parameter b is still kept temperature indepen-
dent. Correspondingly, for homogeneous order parameter
and for temperatures below TCDW we obtain:
∆(T ) ≃ ∆CDW (T ) Tc ≤ T ≤ TCDW
(5.72)
∆(T ) ≃
√
1− e− b
′
[
1√
1−T/Tc
−1
]
∆CDW (T ) T ≤ Tc
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Fig. 21. The spectral peak energy versus the temperature
for optimal doped Bi-2212, Tc ≃ 92K. The data have been
extracted from Fig. 2, panel a), of Ref. [37]. The solid line
is the nodal gap Eq. (4.21) with b ≃ 0.08 and ∆nodal(0) ≃
27.3mev. For comparison we also display the weak coupling
d-wave BCS gap (dot-dashed line). The dashed curve is the
charge density wave gap Eq. (5.72) with ∆CDW (0) ≃ 27.0mev,
TCDW ≃ 137K, and b
′
≃ 1.0.
where ∆CDW (T ) is the the solution of Eq. (5.48). In fact,
Eq. (5.72) implies that the charge density wave gap is
quickly reduced in the superconductive phase in qualita-
tive agreements with observations. For illustrative pur-
poses, we show here how our results offer a consistent in-
terpretation of the recent angle resolved photoemission
spectroscopy studies presented in Ref. [37]. These authors
examined the momentum-resolved single particle spectra
of hole doped cuprate Bi-2212 in the optimal doping re-
gion by utilizing a low-energy laser source which allowed
to obtain high-quality spectra with very sharp line shapes.
The high quality of the data allowed to determine the en-
ergy gap as the peak energy of the single particle spectra.
In Fig. 21 we report the temperature dependence of the
spectral gap for optimal doped Bi-2212 (Tc ≃ 92K). The
data have been extracted from Fig. 2, panel a), of Ref. [37].
The data correspond to εpeak at φ ≃ 240, where φ gives
the direction of the Fermi wavevector as defined in Fig. 3,
panel d), of Ref. [37]. As it is evident from Fig. 21, the
spectral energy gap does not close at the superconductive
critical temperature Tc ≃ 92K, but it survives beyond Tc
until the higher temperature Tpair ≃ 137K. According to
Ref. [37] the spectral gap εpeak is interpreted as the energy
pairing-gap in the nodal region persisting even above the
superconductive critical temperature, and vanishing only
at the critical temperature Tpair far above Tc. Moreover,
this pairing-gap seems to evolve with temperature accord-
ing to the weak coupling s-wave BCS gap function with
onset temperature Tpair. Actually, this interpretation is
in contradiction with several observations which pointed
to a phase-incoherent superconductivity in the pseudogap
region. In order to reach a sensible picture of these puz-
zling results we must assume that the temperature Tpair
signals the onset of charge order, Tpair = TCDW . In fact,
we have already seen in Sect. 5.2 that long-range charge
order in cuprates sets in a small hole doping range near
the optimal doped region (see Fig. 19). Note that within
this interpretation we may explain naturally both the ab-
sence of the gapless Fermi arcs above the superconductive
temperature and the presence of Bogoliubov quasiparti-
cle low-lying excitations [37] due to the charge density
wave gapped state. In addition, the temperature evolu-
tion of the spectral gap as implied by Eq. (5.72) is in
satisfying agreement with experimental data for temper-
atures above the superconductive critical temperature Tc
(see the dashed line in Fig. 21). In the superconductive
region the charge density wave gap is rapidly suppressed.
In this region the observed single-particle gap is caused by
the nodal gap as discussed at length in Sect. 4.1. Remark-
ably, the thermal evolution of the nodal gap, Eq. (4.21),
is quite consistent with the data at least for temperatures
not too close to the superconductive critical temperature
(see the full curve in Fig. 21). Near the critical tempera-
ture Tc there is competition between the two gaps, so that
the spectral gap evolves smoothly from the nodal gap to
the charge density gap.
5.4 Effects of the magnetic field
Several experimental observations indicated that the charge
density wave is unaffected by applied magnetic fields in the
normal state. In fact, for temperatures above the super-
conductive critical temperature Tc, a magnetic field ap-
plied perpendicular to the CuO2 plane has no appreciable
effects. However, in the superconductive region T < Tc
an applied magnetic field causes an increase of the inten-
sity of the charge density wave signal. The magnetic field
also seem to make the charge density wave order more co-
herent. These experimental observations are usually inter-
preted as a clear evidence for competition between charge
density wave and superconducting orders.
Let us, now, discuss in our model the effects of the mag-
netic field on the charge density wave. It will be shown
that the effects of magnetic fields on the charge density
wave ground state are sizable in the superconductive re-
gion, while they are negligible small in the normal region.
Indeed, in the normal non-superconductive phase the mag-
netic field acts on the spins of the nodal quasielectrons
only since, in general, the effect of spin-orbit interactions
are negligible. The Zeeman splitting of the quasielectron
energy at the Fermi level will reduce the pairing interac-
tion and eventually it leads to a non-condensate metallic
state where the charge density wave energy gap is driven
to zero. It turns out that the problem is quite similar to
the influence of applied external fields on the Peierls in-
stability in quasi one-dimensional conductors. As we said,
there is a formal resemblance between the energy gap in
the Peierls state and the energy gap in weak coupling
s-wave BCS superconductors. In fact, in analogy to the
calculations in the theory of superconductivity [163] one
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finds [164]:
ln
TCDW (H)
TCDW
+ ℜ ψ
(
1
2
+ i
µBH
2pikBTCDW (H)
)
(5.73)
− ψ(1
2
) = 0 ,
where ψ(z) is the digamma function [118]. In Eq. (5.73)
TCDW (H) is the charge density wave critical temperature
in presence of a transverse magnetic fieldH . By expanding
to the first non-trivial order in µBH we find:
TCDW (H)
TCDW
≃ 1 + 1
8pi2
ψ′′(
1
2
)
(
µBH
kBTCDW
)2
, (5.74)
where the prime denotes the derivative. Using [118]:
ψ′′(
1
2
) = − 2 (23 − 1) ζ(3) , (5.75)
we obtain:
TCDW (H)− TCDW
TCDW
≃ − 7
4pi2
ζ(3)
(
µBH
kBTCDW
)2
.
(5.76)
Note that this last result can be obtained directly by re-
peating the calculations presented in Ref. [158] for the case
in which the quasielectron spin interacts with an external
magnetic field [165]. From Eq. (5.76) it follows that even
for magnetic field strength up to H ∼ 102 T the charge
density wave critical temperature decreases by a few per-
cent only. In other words, in the non-superconductive re-
gion external magnetic fields do not affect appreciably the
charge density wave ground state. However, we will see in
the next Section that the dependence of the charge den-
sity wave gap on the magnetic field implied by Eq. (5.76)
affects in a non-trivial manner the frequencies in the quan-
tum oscillation phenomena in underdoped cuprate super-
conductors.
In the superconductive region we have already remarked
that the number of available nodal quasielectron excita-
tions decreases leading to a quickly suppression of the
charge density wave instability. However, there are sev-
eral experimental observations suggesting the restoration
of charge order in presence of applied magnetic fields. In-
triguingly, in Ref. [134] the charge order in underdoped
YBCO was evidenced by using the line splitting of the
nuclear magnetic resonance of some of copper and oxygen
sites in CuO2 planes. Observations in the superconductive
region indicated a sharp set in of charge order starting
above a threshold transverse magnetic field. In particular
the authors of Ref. [134] found that charge order occurs
for temperatures below an onset temperature Tcharge and
for magnetic fields above a threshold field Hcharge. This
threshold magnetic field turned out to be weakly depen-
dent on the hole doping level with values varying in the
range Hcharge = 9 − 15T . Evidently the finite value of
the threshold magnetic field implies that there is no static
long-range charge order in absence of external magnetic
field. This gives a clear indication for a field-dependent
transition to the charge ordered state. As the authors
of Ref. [134] argued, the finite threshold magnetic field
can be attributed to the presence of Abrikosov vortices. A
magnetic field applied perpendicular to the CuO2 planes
generates vortices. Now, the vortex cores represent nor-
mal region of radius ξV within the superconductor. So
that it is expected that the charge order fluctuations de-
tected in the normal region above the superconductive
critical temperature continue to develop at low temper-
atures T < Tc within the cores [134,166]. Therefore the
halos of charge order are centered on the Abrikosov vortex
cores and they extend over a typical distance of order of
the charge density wave coherence length ξCDW . By in-
creasing the strength of the magnetic field more Abrikosov
vortices are added. Thus, the long-range charge order may
be expected to appear once these halos start to overlaps.
We said in Sect. 3.5 that in our theory the upper critical
magnetic field is much smaller than the Landau-Ginzburg
critical magnetic field where the Abrikosov vortices be-
come to overlap. So that we will employ the dilute vor-
tex approximation with the density of Abrikosov vortices
given by Eq. (4.67). Since the average distance between
vortices is dH ≃
√
φ0
H , the onset of the long-range static
charge density order happens when:
dH ≃
√
φ0
H
. 2 ξCDW . (5.77)
From Eq. (5.77) we easily obtain:
H &
φ0
4 ξ2CDW
≃ Hcharge . (5.78)
It is useful to estimate quantitatively our determination
of the threshold magnetic field. For YBCO from Fig. 20
we see that ξCDW ≃ 65 A˚ almost independently on the
hole doping around δ ≃ 0.12. So that we get:
Hcharge ≃ φ0
4 ξ2CDW
≃ 12.3 T , (5.79)
which compares rather well with observations. The long-
range charge order, which sets in the superconductive re-
gion for magnetic fields above the threshold field, persists
for temperatures below a critical temperature TCDW (H)
(denoted as Tcharge in Ref. [134]) that is different from the
charge density wave critical temperature in the normal re-
gion. Indeed, it resulted that the maximum of TCDW (H)
occurs at δ ≃ 0.11−0.12 within the superconductive dome
and the charge density wave and superconductive transi-
tion temperatures were similar, TCDW (H) ∼ Tc. In Fig. 22
we display the charge density wave critical temperature
for YBCO in an external magnetic field above the thresh-
old field. The data have been taken from Fig. 2, panel
b, of Ref. [134]. Note that, once the long-range order is
established, on increasing the magnetic field further the
splitting of the nuclear magnetic resonance line saturates.
This indicates that the charge density wave gap and tran-
sition temperature become field independent for magnetic
fields well above the threshold field.
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To determine the field-induced charge order transition tem-
perature in our approach we could work within the Gizburg-
Landau theory as we did in Sect. 5.3. However, in the
present case we need to include in the free energy func-
tional the energy associated with the spatial variation of
the order parameter and to take care of the interactions
of nodal quasielectrons with the Abrikosov vortices. Ac-
tually, since we do not have at our disposal the relevant
microscopic calculations we shall follow a very simple de-
scription which nevertheless should capture the essential
aspects of the problem. As repeatedly alluded before, we
know that the number of the nodal quasielectron excita-
tions is strongly reduced in the superconductive region at
low temperatures. The nodal quasielectron low-lying ex-
citations relevant to the charge density wave instability
are tied to the vortex cores which represent normal re-
gion within the superconductor. The nodal quasielectron
excitations affect the charge density wave gap through
the density of state per spin at the Fermi level. We may
roughly estimate the effective density of state as:
< N (0) >eff ≃ Ncharge < N (0) >vor , (5.80)
where Ncharge is the number of Abrikosov vortices in the
coherence region once the long-range charge order sets in.
Evidently we have:
Ncharge ≃ Hcharge
φ0
× pi ξ2CDW . (5.81)
After taking into account Eq. (C.8) we find that Eq. (5.32)
is modified as:
TCDW (H) ≃ 4e
γ
pi
T ∗(δ) e
− ℏΩ(Q1)Vu
2g2(Q1)N(0)Ncharge . (5.82)
To contrast Eq. (5.82) with available experimental in-
formations, we need to evaluate Ncharge. Combining Eqs.
(5.78) and (5.81) we reach the estimate:
Ncharge ≃ pi
4
≃ 0.785 . (5.83)
In Fig. 22 we compare Eq. (5.82) with Ncharge given by
Eq. (5.83) to the available measurements. It is worthwhile
to recall that charge order is sensitive to disorder, which is
a prominent feature of all cuprates. So that our qualitative
estimate of the charge density wave critical temperature
Eq. (5.82) is intended to be valid only in a small hole
doping range around δ ≃ 0.12. We see that, indeed, the
charge density critical temperature TCDW (H) is reduced
with respect to the charge order transition temperature
in the normal region. However, our estimate is about a
factor two higher with respect to the data. Nevertheless,
the doping dependence turns out to be in fair agreement
with observations. Note that increasing the magnetic field
does not vary appreciably Ncharge since the addition of
more Abrikosov vortices is expected to do not further af-
fect the long-range charge order. Therefore we expect that
the charge density critical temperature Eq. (5.82) should
saturate at strong enough magnetic field in qualitative
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Fig. 22. Charge density wave critical temperature versus the
hole doping. Full squares correspond to the charge density wave
critical temperature for YBCO in an external magnetic field.
The data have been taken from Fig. 2, panel b, of Ref. [134].
The full line is Eq. (5.82) with Ncharge ≃ 0.785. For comparison
we also display the charge density wave critical temperatures
TCDW (open squares) at zero magnetic field. The dashed line
is as in Fig. 19. The dotted line represents the superconducting
transition temperature Tc.
agreement with observations. Despite the obviously sim-
plistic nature of the description, the qualitative agreement
suggests that our picture could provide a good starting
point for explaining the field-induced charge order transi-
tion.
5.5 Quantum Oscillations
We conclude this Section by discussing the physics be-
hind quantum oscillations in the pseudogap region of hole
doped cuprates. Actually, quantum oscillations are widely
studied measurements to probe the Fermi surface [99]. In
fact, according to the Onsager quantization condition [95,
96] the quantum oscillation frequency is directly propor-
tional to the cross-sectional area of the Fermi surface nor-
mal to the applied magnetic field direction. Due to this
relationship, the observation of quantum oscillations is at-
tributed to the presence of closed orbits on the Fermi sur-
face.
A breakthrough in the area of high temperature supercon-
ductivity was the observation of quantum oscillations in
cuprates 10. In these experiments a strong magnetic field
was applied to suppress the superconductivity, which most
likely revealed the normal ground state, leading to the un-
ambiguous identification of quantum oscillations both in
the underdoped and overdoped regions. Actually, in the
underdoped region the measured low oscillation frequen-
cies revealed a Fermi surface made of small pockets as
10 An up-to-date discussion can be found in the already
quoted Refs. [90,91,92,93].
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inferred by the Luttinger’s theorem and the Onsager rela-
tion. More interestingly, it turned out that the area of the
pocket corresponded to about a few percent of the first
Brillouin zone area in sharp contrast to that of overdoped
cuprates where the frequency corresponded to a large hole
Fermi surface. Moreover, the clear evidence of negative
Hall and Seebeck effects pointed to the conclusion that
these pockets were electron-like rather than hole-like. Fi-
nally, it resulted that these pockets were associated with
states near the nodal region of the Brillouin zone.
From these experimental studies we are led to suppose
that the nodal quasielectron low-lying excitations are re-
sponsible for quantum oscillations in underdoped high tem-
perature cuprate superconductors. However, we have seen
in Sect. 4 that the low-energy excitations of the quasielec-
tron liquid are characterized by disconnected Fermi arcs
in the first Brillouin zone as depicted in Fig. 12. According
to the widely used Onsager paradigm, which is based on
the quasi-classical quantization, the observation of quan-
tum oscillations in thermodynamic quantities is possible
thank to the presence of closed orbits on the Fermi sur-
face. Of course, since the low-lying nodal quasielectron ex-
citations live on four disconnected Fermi arcs they cannot
give rise to closed orbits. Nevertheless, when a quasipar-
ticle Bragg diffracts at the Brillouin zone boundary it will
have a momentum change given by a reciprocal lattice vec-
tor. The quasiparticle, then, can jump to a different slice
of the Fermi surface. Looking at Fig. 18 we see that the
nodal quasielectrons could be able to perform close orbits
if they suffer Bragg diffractions with reciprocal lattice vec-
tors given by the nesting wavenumber vectorsQ1 and Q2.
In general, these wavevectors are not commensurate with
the reciprocal lattice of the planar CuO2 lattice. On the
other hand, Q1 and Q2 are commensurate with the lat-
tice distorted by the charge density wave since they are the
nesting vectors triggering the charge density wave insta-
bility. We are led to conclude that Bragg reflections ensur-
ing closed orbits are only possible in presence of the charge
density wave. In the charge density wave ground state we
known that the low energy nodal quasielectron excitations
are gapped. Naively one expects that quantum oscilla-
tions would be suppressed due to the presence of a gap at
the Fermi surface. Nevertheless, long time ago there have
been measurements of Haas-van Alphen [167] and Haas-
Shubnikov [168] quantum oscillation effects in transition-
metal chalcogenide layer compounds which were known to
have charge density wave ground states 11. We see, then,
that in our approach to observe quantum oscillations in
underdoped cuprates it is necessary the presence of long-
range charge order. As discussed before at low tempera-
tures this is assured for applied magnetic fields above the
threshold field Hcharge ∼ 10T . In fact, quantum oscilla-
tions in hole doped cuprates are observed for magnetic
field strengths well above Hcharge. In the usual theory
of quantum oscillations it is predicted that each extremal
closed cross section of the Fermi surface gives rise to a well
defined frequency in the oscillatory part of the thermody-
11 A good account on transition-metal chalcogenide com-
pounds can be found in Refs. [169,170].
namic potential, and hence in almost all thermodynamic
as well as transport properties, so that each frequency ap-
pears together with its higher harmonic without mixing
of frequencies. However, it has been suggested [171] that
in charge density wave or spin density wave systems the
interaction between Landau levels and many-body effects
could produce nonlinear quantum oscillations. Indeed, we
will suggest later on that the nonlinear dependence of the
charge density wave order parameter on the magnetic field
may be at the heart of the experimental observation of
multiple quantum oscillation frequencies in underdoped
high temperature cuprate superconductors.
The quantum mechanical treatment of the motion of free
electrons in an uniform magnetic field leads to quantized
energy levels labelled by an integer n 12. The set of all lev-
els with a given n is referred to as the n-th Landau level.
The energy of Landau levels with high quantum numbers
can be evaluated within the semiclassical approximation.
Let εn be the energy of the n-th Landau level. For two-
dimensional quasielectrons in a transverse uniform mag-
netic fieldH , the difference in energy of two adjacent levels
is given by the Planck constant divided by the period of
the semiclassical closed orbit:
∆εn ≡ εn+1 − εn ≃ h
T (εn)
. (5.84)
On the other hand, we have also:
T (εn) ≃ ℏ
2c
eH
∂Ak(εn)
∂εn
, (5.85)
where Ak(ε) is the k-space area enclosed by the closed
orbit. Combining Eqs. (5.84) and (5.85) we get:
εn+1 − εn ≃ 2pi eH
ℏ c
1
∂Ak(εn)
∂εn
. (5.86)
Introducing the quasielectron cyclotron effective mass:
mce =
ℏ
2
2 pi
∂Ak(εn)
∂εn
, (5.87)
we may rewrite Eq. (5.86) as:
εn+1 − εn ≃ ℏωc , ωc = eH
mce c
, (5.88)
where ωc is the cyclotron frequency. It must be empha-
sized that the cyclotron effective mass is not, in general,
the same as the quasielectron effective mass m∗e. From
Eq. (5.88) one gets:
εn ≃ ℏωc (n + γ˜) (5.89)
where γ˜ is a constant independent on n. In our simpli-
fied model the nodal quasielectrons satisfy the free elec-
tron dispersion relation. In this case it turns out that
12 See, e.g., Refs. [151,172].
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γ˜ ≃ 12 [99]. Note that the Landau energy levels are highly
degenerate with degeneracy:
gL =
V
2pi2
eH
ℏc
. (5.90)
We are interested in energies εn of the order of the Fermi
energy ε
(e)
F . Observing that ℏωc ≪ ε(e)F , to a good ap-
proximation we can write:
∂Ak(εn)
∂εn
≃ Ak(εn+1) − Ak(εn)
εn+1 − εn . (5.91)
Therefore, from Eq. (5.86) we are led to:
Ak(εn+1) − Ak(εn) ≃ 2pi eH
ℏ c
, (5.92)
which in turns gives the Onsager’s relation:
Ak(εn) ≃ 2pi eH
ℏ c
(n +
1
2
) . (5.93)
The quantization condition Eq. (5.93) results in an oscil-
latory structure in the thermodynamic potential. The rea-
son for this resides on the fact that, whenever the value
of the magnetic field causes an orbit on the Fermi surface
to satisfy that quantization condition with εn ≃ ε(e)F , then
the density of states at the Fermi level is enormously en-
hanced. It follows that the density of states at the Fermi
level will be singular at regularly spaced intervals in 1H
given by:
∆(
1
H
) ≃ 2pi e
ℏ c
1
Ak(ε(e)F )
. (5.94)
Evidently, the oscillatory behavior as a function of 1H with
period Eq. (5.94) appears in any quantity that depends
on the density of states at the Fermi energy. To check
this, let us consider the thermodynamic potential at zero
temperature:
Ω(H) = gL
n∑
r=0
(εr − ε(e)F ) (5.95)
where the summation over r is to be taken only on Landau
levels such that εr . ε
(e)
F . Actually, the summation in
Eq. (5.95) can be worked out by the Poisson summation
formula or by the Euler-MacLaurin formula. Using stan-
dard arguments one finds for the oscillating term in the
thermodynamic potential [99]:
Ωosc(H) ≃ V
4pi2
e2H2
mce c
2
∞∑
n=1
1
pi2 n2
(5.96)
cos
(
2pi n
[
ℏc Ak(ε(e)F )
2pi eH
− 1
2
])
.
Eq. (5.96) shows that the thermodynamic potential is,
in fact, a periodic function of 1H with period given by
Eq. (5.94). At finite temperatures the probability of oc-
cupation of a state with energy ε = εn is given by the
Fermi-Dirac distribution. It can be seen that the effect of
a finite temperature is to reduce the oscillation amplitude
by the temperature-dependent factor:
RT (H,T ) ≃
2pi2 n kBT
ℏωc
sinh
(
2pi2 n kBT
ℏωc
) . (5.97)
Moreover, if the quasielectrons have a finite relaxation
time τ due to scattering, then the Landau energy levels
become broadened. This, in turns, leads to a further re-
duction of the oscillation amplitude by the so-called Dingle
factor [173]:
RD ≃ e−π n
mce c
eH τ . (5.98)
To determine the oscillation frequencies according to Eq.
(5.94) we need to evaluate the k-space area enclosed by
the semiclassical orbit at the Fermi energy. In the charge
density wave ground state the low-energy quasielectron
excitations are gapped as in Eq. (5.40). Therefore we find:
Ak(ε(e)F ) ≃ 4
m∗e
ℏ2
θFA
∫ ε(e)F
∆CDW
dξk
ξk√
ξ2k −∆2CDW
(5.99)
≃ 4 m
∗
e
ℏ2
θFA
√
(ε
(e)
F )
2 −∆2CDW ,
while the fundamental oscillation frequency is:
F ≃ ℏ c
2pi e
Ak(ε(e)F ) . (5.100)
Usually it is enough to retain the fundamental component
of oscillation in the thermodynamic potential:
Ωosc(H) ≃ A RT RD cos
(
2pi
F
H
)
(5.101)
where RT and RD are given by Eqs. (5.97) and (5.98) with
n = 1 respectively, and A is an overall amplitude. From
Eq. (5.100) we obtain our estimate for the fundamental
frequency:
F ≃ 2m
∗
e c
pi eℏ
θFA ε
(e)
F
√√√√1 −
(
∆CDW
ε
(e)
F
)2
. (5.102)
Since ∆CDW ≪ ε(e)F to a good approximation we can
write:
F ≃ F0 ≃ 2m
∗
e c
pi eℏ
θFA ε
(e)
F . (5.103)
In terms of the microscopic parameters of our model we
end with the quite simple result:
F ≃ F0 ≃ φ0 δ
a20
(5.104)
where φ0 is the magnetic flux quantum Eq. (B.3). We
see, then, that the main frequency in quantum oscillation
phenomena grows almost linearly with the hole doping in
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qualitative agreement with observations (see, eg, Fig. 2,
panel B in Ref. [174]). Moreover, in the underdoped re-
gion δ ∼ 0.1, using Eq. (5.104) we obtain F0 ≃ 1300T that
differs by a factor of few from the quantum oscillation fun-
damental frequency measured in YBCO, F0 ≃ 530T . Our
previous discussion suggests that apparently the influence
of the charge density wave gap on the oscillation frequen-
cies is negligible small. However, we showed in Sect. 5.4
that the charge density wave gap is slightly affected by the
applied magnetic field. In fact, combing Eqs. (5.47) and
(5.76) we have:
∆CDW (H) ≃ ∆CDW − 7
4
ζ(3)
e2γ
(µBH)
2
kBTCDW
. (5.105)
This last equation implies an explicit dependence of the
fundamental frequency on the magnetic field:
F (H) ≃ F0

1 + 7
4
ζ(3)
e2γ
(
µBH)
ε
(e)
F
)2  . (5.106)
Although the effect of the magnetic field is tiny, Eq. (5.106)
introduces a non-linear dependence of the fundamental
frequency on the ”time” t = 1H . As a consequence, the
thermodynamic potential is no more a strictly periodic
function, but it becomes a quasi-periodic function of the
time t. In nonlinear quantum oscillations there is a mix-
ing of frequencies which could account for multiple oscil-
lation frequencies observed in underdoped high tempera-
ture cuprate superconductors. To illustrate this point, let
us consider the following thermodynamic potential:
Ω(t) = cos [2pi F (t) t] , (5.107)
where t = 1H is measured in Tesla
−1 and the frequency F
in Tesla. According to Eq. (5.106) we can write:
F (t) = F0
[
1 +
α
t2
]
. (5.108)
The parameter α can be inferred by comparing Eq. (5.108)
with Eq. (5.106). If we rewrite the frequency as:
F (t) = F0 + δF (t) , δF (t) = α
F0
t2
, (5.109)
then in the Fourier transform of Ω(t) one expects to find
the superposition of the dominant F0 oscillation with weak-
er amplitude oscillations of frequencies F0 ± δF (t) and
δF (t). However the small frequency δF (t) depends on t, so
that to check the above expectations we need to evaluate
numerically the Fourier transform of the thermodynamic
potential:
Ω˜(ν) =
∫ +∞
−∞
dt e−2π i νt Ω(t) . (5.110)
It is convenient to write this last equation in the following
form:
Ω˜(ν) =
1
pi
∫ +∞
0
dt cos νt cos
(
F0 t+ 4pi
2 α
F0
t
)
.
(5.111)
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Fig. 23. The spectral power function Eq. (5.114) versus the
quantum oscillation frequency (measured in Tesla). The dotted
line is the reference smeared spectral power corresponding to
Eq. (5.112) with frequency F0 = 500 T (indicated by the arrow)
binned with bin size ∆ν = 20 T . The continuum line is the
spectral power function corresponding to Eq. (5.113) adopting
the same normalization as the reference spectral power.
For α = 0 it is easy to check that:
Ω˜(ν) = δ(ν − F0) . (5.112)
This shows that Ω˜(ν) is a tempered distribution. There-
fore, to evaluate numerically the Fourier transform of the
thermodynamic potential we must smear the distribution
with a suitable test function. The most natural choice is
to consider test functions with compact support. Accord-
ingly, we consider:
Ω˜(ν) =
1
pi
∫ ν+∆ν2
ν−∆ν2
dν′
∫ +∞
0
dt cos ν′t (5.113)
cos
(
F0 t + 4pi
2 α
F0
t
)
,
which corresponds to a test function ft = 1 within the bin
∆ν centered at the given frequency ν, while ft = 0 oth-
erwise. We further introduce the smeared spectral power
function:
P (ν) = |Ω˜(ν)|2 . (5.114)
In Fig. 23 we present the spectral power function Eq. (5.114)
by assuming:
F0 = 500 T , α = 10
−3 T−2 . (5.115)
Note that the main frequency F0 is close to the observed
oscillation frequency in underdoped YBCO. As concern
the parameter α, to magnify the effect of the mixing of
frequencies we assumed a value much greater than the one
obtained by Eq. (5.106). For comparison we also display in
Fig. 23 the spectral power for α = 0. In this case the spec-
tral power should correspond to a smeared delta-function.
In fact, we see (dashed line in Fig. 23) that all the spectral
42 Paolo Cea: The High Temperature Superconductivity in Cuprates: Physics of the Pseudogap Region
power is concentrated within the two bins around the main
frequency F0. On the other hand, for a non-zero value of
the parameter α the spectral power turns out to be con-
siderably modified (see the continuum curve in Fig. 23).
Indeed, the main peak in the Fourier transform is still at
the frequency F0. This peak accounts for about one half
of the total spectral power. The other half of the spectral
power is spread over multiple peaks. Interestingly enough,
there are two peaks near the main frequency F0 = 500T
corresponding to frequencies F1 ≃ 440T and F2 = 550T .
It should be noted that the typical Fourier-transformed
quantum oscillation amplitude in underdoped cuprates
does show this characteristic almost symmetrically split
three peaks structure. Usually, one explanation for the
close frequencies in the Fourier transform is achieved by
assuming a cylindrical Fermi surface that extends along
the inter-layer direction with a small warping [175]. In-
deed, warping manifests itself as a splitting corresponding
to the so-called neck and belly frequencies. In this case
the thermodynamic potential is customarily written as:
Ω(t) = cos(2pi F0 t)× J0(2pi∆F t) , (5.116)
where J0 is the Bessel function. In Eq. (5.116) ∆F is the
first harmonic of warping in the momentum direction per-
pendicular to the copper-oxide planes. Our results, how-
ever, are suggesting that the origin of multiple frequen-
cies near the spectrally dominant frequency can be ac-
counted for by the non-linearities in quantum oscillation
phenomena due to the magnetic field dependence of the
charge density wave gap. Another interesting feature in
Fig. 23 is due to the presence of sizable spectral power in
the low frequency region. In particular, there is a peak in
the Fourier transform at F3 ≃ 100T . In the conventional
interpretation this peak would be attributed to an addi-
tional small Fermi pocket of quasielectrons or quasiholes,
which would imply a drastic Fermi surface reconstruction.
We feel that the qualitative agreement of Fig. 23 with the
Fourier transform of the quantum oscillation amplitude
in underdoped cuprates is suggesting that the origin of
multiple frequencies resides in the intrinsic non-linearity
caused by the charge density wave gap.
To conclude this Section, we briefly discuss the cyclotron
effective mass. After taking into account Eq. (5.91) we
rewrite Eq. (5.87) as:
mce ≃
ℏ
2
2 pi
Ak(εn+1) − Ak(εn)
εn+1 − εn . (5.117)
In quantum oscillations the involved Landau levels have
energies very close to the Fermi energy. So that we may
employ Eq. (5.99) to get:
mce ≃
2
pi
m∗e θFA
√√√√1 −
(
∆CDW
ε
(e)
F
)2
. (5.118)
So that, to a good approximation, we are left with the
quite simple result:
mce ≃
δ
1− δ m
∗
e . (5.119)
Evidently the cyclotron effective mass is smaller than the
quasielectron effective mass and it increases almost lin-
early with the hole doping fraction δ. However, the cy-
clotron effective mass measured by quantum oscillations,
generally, turns out to be greater than the effective mass
and strongly dependent on the hole doping. Indeed, the cy-
clotron mass is seen to extrapolate to a mass divergence at
two hole doping points, δ1 and δ2 (compare, for instance,
with Fig. 11, panel d, in Ref. [93]). The precise values
of these hole doping depend on the cuprate family. Nev-
ertheless, several recent studies [176,177,178,179,180,16,
181,182] indicated that:
δ1 ≃ 0.08 − 0.10 , δ2 ≃ 0.18 − 0.20 . (5.120)
It is widely believed that the point δ = δ1 is a Lifshitz crit-
ical point due to a variation of the topology of the Fermi
surface [183], while the point δ = δ2 is identified with
a quantum critical point, i.e. a phase transition at zero
temperature induced by tuning some external parameter
of the system [184].
To extract the cyclotron mass from quantum oscillations
the relevant oscillating amplitude is assumed to be of the
form:
Aosc = A RT RD cos(2pi
F
H
) J0(2pi
∆F
H
) , (5.121)
with
RD ≃ e−π
mce c
eH
1
τ , (5.122)
RT ≃
2pi2 kBT
mcec
ℏ eH
sinh
(
2pi2 kBT
mcec
ℏ eH
) . (5.123)
The cyclotron mass is, then, obtained by fitting for a par-
ticular hole doping the temperature dependence of the os-
cillating amplitude to Eq. (5.121), keeping τ and F fixed.
We feel, however, that the assumption of a temperature in-
dependent relaxation time in the pseudogap region of hole
doped cuprates is highly questionable. In normal metals at
low temperatures the relaxation time is dominated by the
scattering of low-lying excitations off impurities. In that
case one can safely neglect the temperature dependence of
the relaxation time at low enough temperatures. However,
it must be remarked that in our approach the nodal quasi-
electrons are the effective low-lying excitations which are
able to retain the needed quantum coherence only on the
Fermi arcs. Therefore the quasielectron relaxation time
is determined by scattering processes that preserve the
quasielectron coherence. At low temperatures it results
that the nodal quasielectron relaxation time is entirely
due to the Coulomb interaction. In fact, Coulomb umk-
lapp scattering between quasielectrons on opposite nodal
Fermi arcs allows the quasielectrons to retain coherence
and hence to contribute to the conduction processes. No-
tably the calculation of the relaxation time has been re-
cently discussed in details in Ref. [185]. As a result one
finds:
1
τee
∼ T 2 . (5.124)
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Note that this temperature dependence is in agreement
with the spectroscopic evidence for the Fermi liquid-like
behavior of the relaxation rate in the pseudogap phase of
hole doped cuprates [186,187]. It is amusing to mention
that the Coulomb umklapp processes are allowed in the
rather narrow interval:
δ˜1 . δ . δ˜2 . (5.125)
The meaning of Eq. (5.125) is that outside this interval the
nodal quasielectrons cannot contribute to the conduction
processes. We found δ˜1 ≃ 0.15, δ˜2 ≃ 0.21, which are re-
markably close to the putative critical points Eq. (5.120).
Actually, the slight difference can be presumably ascribed
to the extreme simplifications of our model. So that, we
are led to suspect that the origin of the puzzling critical
points could reside in the peculiar doping dependence of
the nodal quasielectron relaxation time.
For the purposes of determining the cyclotron mass from
quantum oscillations we need to keep track of the tempera-
ture dependence of the relaxation time, Eq. (5.124). Then,
a remarkably thing that occurs is that the Dingle factor
Eq. (5.122) becomes temperature dependent. Therefore,
before drawing any conclusions regarding the cyclotron
mass, it is necessary to reanalyze the data with a fitting
procedure which allows the Dingle factor to depend on the
temperature.
6 Summary and Conclusions
Understanding high temperature superconductivity in cop-
per oxides remains one of the most challenging problem
in condensed matter physics. Since the discovery of super-
conductivity in cuprates [1] there has been a tremendous
advance in understanding their physical properties and
many experimental and theoretical points have been clar-
ified. It has emerged that these compounds possess a num-
ber of unusual normal state and superconducting proper-
ties due to a complicated interplay of electronic, spin, and
lattice degrees of freedom. In view of the fact that cuprates
are very complex materials, no consensus on a common ac-
cepted interpretation of all the physical phenomena and
the mechanism for formation of the superconducting state
has yet been achieved. Notwithstanding, since long time P.
W. Anderson convincingly stated [19,20] that the essential
physics, including superconductivity, was contained in an
effective two dimensional square lattice Hubbard model.
The electronic structure is such that at low energies there
is a single spin degenerate band of correlated electrons
with a two-dimensional dispersion in the copper-oxygen
plane, while the dispersion in the third direction may in
first approximation be neglected. Indeed, numerical ap-
proaches have given strong reason to believe that this basic
picture was correct, namely the two-dimensional Hubbard
model captures the basic physics of the superconductivity
and the pseudogap (for a recent comprehensive overview,
see Ref. [188] and references therein).
The cuprate challenge could best met by the construction
of a phenomenological simplified model inspired by exper-
iment which, nevertheless, is able to capture at least qual-
itatively the physics of cuprate superconductors. In fact,
in our previous paper [22] we attempted to find a pic-
ture that was as simple as possible and that represented
phenomena as accurately as possible. The driving prin-
ciple of the approach presented in I has been that the
high temperature superconductivity could be understood
within some framework along the line of the microscopic
theory of Bardeen, Cooper, and Schrieffer. To construct a
phenomenological model able to recover the most salient
aspects of the unusual behavior seen in the various re-
gions of the phase diagram of hole doped cuprates, we
relied heavily on some assumptions. First, we assumed
that the physics of the high temperature cuprates was
deeply rooted in the copper-oxide planes. This allowed us
to completely neglect the motion along the direction per-
pendicular to the CuO2 planes. In addition, we assumed
that the single-band effective Hubbard model is sufficient
to account for all the essential physics of the copper-oxide
planes. Accordingly, in I we proposed an effective Hamil-
tonian aimed to describe the dynamics of the holes in-
jected into the undoped copper-oxide planes. We arrived
at our effective Hamiltonian by using known arguments
on the motion of charge carriers in an antiferromagnetic
background. Notwithstanding, we were unable to offer a
truly microscopic derivation of the effective Hamiltonian.
Thereby our arguments, albeit suggestive, cannot be con-
sidered as a first principle derivation. In spite of that, we
showed that the effective Hamiltonian offered a consistent
picture of the high transition temperature cuprate super-
conductors. Firstly, due to the reduced dimensionality the
two-body attractive potential turned out to admit real-
space d-wave bound states. The binding energy of these
bound states, which plays the role of the pseudogap, de-
creases with increasing doping until it vanishes at a cer-
tain critical doping δ = δ∗. This allowed us to reach the
conclusion that the key features of the underdoped side
of the phase diagram were controlled by very strong pair-
ing that is phase-disordered by thermal fluctuations. In
our model the overdoped region is realized for hole doping
in excess of the critical doping δ∗ where the pseudogap
vanishes. It is well established that the long range antifer-
romagnetic order in the underdoped region is rapidly lost
with increasing δ, but nevertheless two-dimensional short-
range order persists up to the overdoped region. This led
us to conclude that in this region the conventional d-wave
BCS framework account for many of the low-energy and
low-temperature properties of the copper oxides, in nice
agreement with several observations. Finally, we pointed
out that in the optimal doped region the competition be-
tween the pseudogap and the d-wave BCS gap together
with the enhanced role of the phase fluctuations makes
the mean field approximation of doubtful validity.
The aim of the present paper was to discuss in greater
details the physics of the underdoped region in hole doped
high temperature cuprate superconductors. Indeed, recently
the enigmatic cuprate superconductors have attracted resur-
gent interest with several reports and discussions of com-
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peting orders in the underdoped side. Even though in I
we presented a partial account of the pseudogap region,
we did not attempt a complete discussion of the strange
behavior of the cuprates in this region. In this paper we at-
tempted a serious effort to bring together several observa-
tional features of the hole doped high temperature cuprate
superconductors in the pseudogap region. We discussed in
greater details with respect to I the structure of the hole
pair condensate ground state. Moreover, we argued that
the low-lying excitations of the condensate were the analog
of rotons in 4He. One crucial point to enlighten was that
these elementary excitations relied heavily on the phase
coherence of the hole pair condensate. Taking into account
that in the pseudogap region the superconductive tran-
sition is described by the Berezinskii-Kosterlitz-Thouless
order-disorder transition and using the Kosterlitz’s recur-
sion relation for the screening length, we were able to es-
tablish the temperature dependence of both the superfluid
velocity and the hole pair condensate fraction. We also
considered the microscopic dynamics of the hole pair con-
densate in presence of applied magnetic fields transverse
to the copper-oxide planes. We worked out the thermody-
namics of the roton gas near the superconductive critical
temperature. Remarkably, we found that even in the ideal
gas approximation the specific heat anomaly in the criti-
cal region could be accounted for qualitatively and quan-
titatively by the roton gas. We discussed the electrody-
namics of the charged hole pair condensate. In particular,
we determined the dependence of the London penetration
length on the hole doping fraction and on the temper-
ature. We critically compared our peculiar temperature
dependence of the penetration length with experimental
observations for different class of cuprate superconduc-
tors in the underdoped and optimal doped regions. We
carefully investigated the structure of the Abrikosov vor-
tex and obtained the lower and upper critical magnetic
fields. We found that the doping and temperature depen-
dence of the critical magnetic fields compared in satisfy-
ing agreement with several experimental studies. We also
determined and compared with selected observations the
temperature dependence of the critical current.
Inspired by the cuprate phenomenology that points to a
clear experimental evidence for nodal quasielectron quan-
tum liquid, we developed some arguments to justify how
the presence of the pseudogap were responsible for the
formation of the quasielectron nodal Fermi liquid. In our
approach the nodal quasielectrons are effective low en-
ergy excitations in the phase disordered hole pair con-
densate which retain their quantum coherence only in the
nodal directions. We showed that the interplay between
the condensate roton excitations and the nodal quasielec-
trons laid at the heart of the so-called nodal gap. We fur-
ther determined the doping and temperature dependence
of the nodal gap and contrasted successfully with avail-
able experimental data in literature. We also discussed
the nodal Fermi velocity detected by angle resolved pho-
toemission spectroscopy. We critically examined the con-
tribution of the nodal quasielectrons to the low temper-
ature specific heat with and without external transverse
magnetic fields. We proposed that the charge density wave
instabilities in hole doped high temperature superconduc-
tors were triggered by the interactions of nodal quasielec-
trons with longitudinal bond-stretching phonon modes of
the planar copper-oxide lattice. Our proposal allowed us
to determine and to compare with experimental data both
the doping dependence of the charge density wave criti-
cal temperature and the temperature dependence of the
charge density wave gap. We also were able to clarify the
puzzling competition between charge order and supercon-
ductivity. Finally, we discussed the physics behind quan-
tum oscillations in the pseudogap region. In particular,
we suggested that the origin of multiple frequencies in
quantum oscillations resided in the intrinsic non-linearity
implied by the dependence of the charge density wave gap
on applied magnetic fields.
The inherent complexity of the hole doped cuprates
has hidden key features of the pairing mechanism in most
experiments, preventing a satisfactory understanding of
high temperature superconductivity. In our previous and
in the present paper we have shown that a relatively sim-
ple model for the effective Hamiltonian based on plausi-
ble physical assumptions allowed to reach a coherent and
fairly complete picture of hole doped high temperature
cuprate superconductors. We would like to stress once
more that the results presented in this paper have been ob-
tained in the mean field approximation. This means that
we are neglecting systematically the fluctuation effects.
However, it is known since long time that in high temper-
ature cuprate superconductors phase fluctuations could
play a significant role. In any case, in our opinion, the re-
sults presented in our papers should be useful to reach a
truly microscopic explanation of the high temperature su-
perconductivity in cuprates. To conclude, we would like to
stress that we did not discussed in the present paper the
transport phenomena in cuprate superconductors. Actu-
ally, even though we already reached some partial results
on this subject, we refrained to include even a partial ac-
count of these problematics in order to avoid the increase
of the length of the present paper beyond reasonable lim-
its.
A D-Wave BCS Gap and Penetration Depth
In the overdoped region the superconductive instability is
driven by the short-range attractive interaction between
the quasiholes. This means that the pairing is in momen-
tum space, so that the relevant superconducting ground
state is the BCS variational ground state. At zero temper-
ature the relevant gap equation has been discussed since
long time [189]:
∆(k) = −1
2
∑
k′
V (k − k′) ∆(k′)√
ξ2k′ + |∆(k′)|2
, (A.1)
where:
ξk =
~
2k2
2m∗h
− εF , (A.2)
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εF being the Fermi energy, and
V (k − k′) =
∫
dr e−i(k−k
′)·r V (r) . (A.3)
Using the expansion:
eik·r = eikr cos θkr =
+∞∑
m=−∞
eim(θkr+
pi
2 ) Jm(kr) , (A.4)
we may rewrite Eq. (A.1) as:
∆(k) = −1
2
∑
k′
+∞∑
m=−∞
eimθkk′
Vm(k, k
′)∆(k′)√
ξ2k′ + |∆(k′)|2
,
(A.5)
with:
Vm(k, k
′) = 2pi
∫ ∞
0
dr r V (r) Jm(kr) Jm(k
′r) . (A.6)
Equation (A.5) suggests that:
∆(k) = ∆(k, θk) =
+∞∑
ℓ=−∞
e(iℓθk) ∆ℓ(k) , (A.7)
In the weak coupling limit Eq. (A.5) reduces to [189]:
∆m(k, θk) ≃ −1
2
∑
k′
eimθkk′
Vm(k, k
′)∆m(k′, θk′ )√
ξ2k′ + |∆m(k′, θk′)|2
.
(A.8)
As discussed in I, Eq. (A.8) admits non trivial solutions
for the d-wave gap (m = ±2). Moreover, we have [22]:
∆2(k, θk) = ∆BCS(k) cos (2θk) . (A.9)
Thus, we end with the following gap equation:
∆BCS(k) ≃ −
∑
k′
[cos (2θk′)]
2 (A.10)
V2(k, k
′)∆BCS(k′)√
ξ2k′ + [∆BCS(k
′) cos (2θk′)]2
.
Since the gap is sizable on the Fermi surface, we may
further simplify Eq. (A.10) as:
1 ≃ −V2
∫
dk′
(2pi)2
[cos (2θk′)]
2√
ξ2k′ + [∆BCS cos (2θk′)]
2
(A.11)
where ∆BCS = ∆BCS(kF ) and V2 = V2(kF , kF ). After
some standard manipulations we obtain:
1 ≃ −V2m
∗
h
~2
∫ +εc
−εc
dξ
(2pi)2
∫ 2π
0
dθ (A.12)
[cos (2θ)]2√
ξ2 + [∆BCS cos (2θ)]2
where εc is a high-energy cut-off which, usually is much
smaller than the Fermi energy. Performing the integrals
and using the approximation:
archsinh
[
εc
∆BCS | cos (2θ)|
]
≃ ln
[
2εc
∆BCS | cos (2θ)|
]
,
(A.13)
we get:
∆BCS ≃ 4εc√
e
e
− 1λ2 , (A.14)
where:
λ2 =
m∗hV0
~2
∫ r0(δ)
0
dr r [J2(kF r)]
2 . (A.15)
To obtain the critical temperature, we note that [190] (see
below):
∆BCS
kBTc
≃ pieln 2− 12−γ ≃ 2.140 . (A.16)
We obtain, thus, the BCS critical temperature Tc ≡ TBCS :
kB TBCS ≃ 2e
γ
pi
εc e
− 1λ2 . (A.17)
In I we argued that it is natural to identify the cut-off
energy εc with ∆2(δ = 0) which, indeed, is much smaller
than the Fermi energy in the range of hole doping fraction
of interest.
To obtain the thermal corrections to the BCS gap we use
the well-known gap equation at finite temperatures [189,
190]. With the same approximations as before, we find
that at finite temperature Eq. (A.11) is replaced by:
1 ≃ −V2
∫
dk′
(2pi)2
[cos (2θk′)]
2√
ξ2k′ + [∆BCS cos (2θk′)]
2
(A.18)
tanh
(√
ξ2k′ + [cos (2θk′)]
2
2kB T
)
.
In principle, solving Eq. (A.18) one obtains the BCS en-
ergy gap at finite temperature, ∆BCS(T ). Note that at
zero temperature Eq. (A.18) reduces to Eq. (A.11), so that
∆BCS(T = 0) is given by Eq. (A.14). To proceed further,
we rewrite Eq. (A.18) in the following form:
∫
dk′
(2pi)2
[cos (2θk′)]
2√
ξ2k′ + [∆BCS cos (2θk′)]
2
= (A.19)
∫
dk′
(2pi)2
[cos (2θk′)]
2√
ξ2k′ + [∆BCS cos (2θk′)]
2
+
∫
dk′
(2pi)2
[cos (2θk′)]
2√
ξ2k′ + [∆BCS cos (2θk′)]
2[
tanh(
√
ξ2k′ + [∆BCS cos (2θk′)]
2
2kB T
)− 1
]
.
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Combining Eqs. (A.11) and (A.18), and in the same ap-
proximations as before, after some manipulations we ob-
tain:∫ εc
0
dξ
∫ 2π
0
dθ
[cos (2θ)]2√
ξ2 + [∆BCS(0) cos (2θ)]2
= (A.20)
∫ εc
0
dξ
∫ 2π
0
dθ
[cos (2θ)]2√
ξ2 + [∆BCS(T ) cos (2θ)]2
+
∫ εc
0
dξ
∫ 2π
0
dθ
[cos (2θ)]2√
ξ2 + [∆BCS(T ) cos (2θ)]2[
tanh(
√
ξ2 + [∆BCS(T ) cos (2θ)]2
2kB T
)− 1
]
.
Now, we observe that:∫ εc
0
dξ
∫ 2π
0
dθ
cos2 (2θ)√
ξ2 + [∆ cos (2θ)]2
≃ (A.21)
∫ 2π
0
dθ cos2(2θ) log
(
2εc
∆| cos (2θ)|
)
= pi
[
log(
2εc
∆
) + log 2 − 1
2
]
.
This allows us to put Eq. (A.20) into:
pi ln
[
∆BCS(T )
∆BCS(0)
]
= −2
∫ εc
0
dξ
∫ 2π
0
dθ (A.22)
cos2 (2θ)√
ξ2 + [∆BCS(T ) cos (2θ)]2
1
e
(
√
ξ2+[∆BCS(T ) cos (2θ)]
2
kB T
)
+ 1
.
Putting x = ξkBT and using εc ≫ kBT , we obtain:
pi ln
[
∆BCS(T )
∆BCS(0)
]
≃ (A.23)
−2
∫ ∞
0
dx
∫ 2π
0
dθ
cos2 (2θ)√
x2 + z2
1
e(
√
x2+z2) + 1
,
where:
z =
∆BCS(T )
kB T
| cos (2θ)| . (A.24)
Let us consider:
F (z) = 2
∫ ∞
0
dx
1√
x2 + z2
1
e(
√
x2+z2) + 1
(A.25)
= F1(z) + F2(z) ,
where:
F1(z) =
∫ ∞
0
dx
[
1√
x2 + z2
− 1
x
tanh(
x
2
)
]
, (A.26)
and
F2(z) =
∫ ∞
0
dx
[
1
x
tanh(
x
2
) (A.27)
− 1√
x2 + z2
tanh(
√
x2 + z2
2
)
]
.
Since:
F1(z) = ln
[ pi
eγz
]
, (A.28)
we can rewrite Eq. (A.23) as:
pi ln
[
∆BCS(T )
∆BCS(0)
]
≃ −
∫ 2π
0
dθ cos2 (2θ) ln
[ pi
eγz
]
(A.29)
−
∫ 2π
0
dθ cos2 (2θ) F2(z) .
Finally, observing that:∫ 2π
0
dθ cos2 (2θ) ln
[
pi
eγz
]
= (A.30)
pi
(
ln
[
pi kBT
eγ∆BCS(T )
]
+ ln 2 − 1
2
)
,
we obtain:
pi ln
[
2pi kBT
eγ
√
e ∆BCS(0)
]
= (A.31)
−
∫ 2π
0
dθ cos2 (2θ) F2
(
∆BCS(T )
kBT
| cos (2θ)|
)
.
The superconductive ordering sets in at a critical temper-
ature where the energy gap vanishes. Since F2(0) = 0,
from Eq. (A.31) we obtain at once:
kBTBCS
∆BCS(0)
=
eγ
√
e
2 pi
, (A.32)
which agrees with Eq. (A.16). This last equation allows us
to write Eq. (A.31) in the more useful form:
pi ln
(
T
TBCS
)
= (A.33)
−
∫ 2π
0
dθ cos2 (2θ) F2
(
∆BCS(T )
kBT
| cos (2θ)|
)
.
The remaining integral in Eq. (A.33) must be handled nu-
merically. As a result one obtains the BCS energy gap as
a function of the temperature. In Fig. 24, top panel, we
display the BCS energy gap ∆BCS(T ) versus the reduced
temperature.
To conclude this Section, we address ourselves to the
problem of evaluating the thermal behavior of the pene-
tration length. In the London limit the BCS weak coupling
d-wave theory gives for the penetration length the follow-
ing expression (see, for instance, Ref. [84]):
λ−2(T )
λ−2(0)
≃ 1 − 2
pi kBT
∫ ∞
0
dx
∫ 2π
0
dθ (A.34)
cos2(2θ)
e
E
kBT[
1 + e
E
kBT
]2 ,
where
E =
√
x2 +∆2BCS(T ) cos
2 (2θ) . (A.35)
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Fig. 24. (Top) Temperature dependence of the BCS energy
gap ∆BCS(T ). (Bottom) Temperature dependence of the BCS
weak-coupling penetration depth λ−2(T ) in the London limit.
For vanishing temperatures the integral in Eq. (A.34) van-
ishes as e−∆BCS/kBT , so that the penetration length tends
exponentially to the the zero-temperature value. On the
other hand, at the critical temperature TBCS, the BCS
energy gap vanishes. Then, from Eq. (A.34) we infer:
λ−2(TBCS)
λ−2(0)
≃ 1 − 2
pi kBTBCS
∫ ∞
0
dx
∫ 2π
0
dθ (A.36)
cos2 (2θ)
e
x
kBTBCS[
1 + e
x
kB TBCS
]2 .
Observing that: ∫ 2π
0
dθ cos2 (2θ) = pi , (A.37)
1
kBTBCS
∫ ∞
0
dx
e
x
kBTBCS[
1 + e
x
kB TBCS
]2 = 12 ,
one can easily check that, indeed, λ−2(TBCS) = 0. The
temperature dependence of the London penetration length
can be obtained by integrating numerically the double in-
tegral in Eq. (A.34), after taking into account the tem-
perature dependence of the BCS gap. In Fig. 24, bottom
panel, we display the BCS London penetration length ver-
sus the reduced temperature.
B Electrodynamics of the superconductive
condensate
In this Appendix we discuss the electrodynamics of the
charge superconductive condensate within our theory. In
particular, we discuss explicitly the lower critical magnetic
field and the structure of the Abrikosov vortices. From
Eq. (3.88) we get
∇×h(R) = 4pie~
m∗hc
ns(T ) ∇ Θ(R) − 8pie
2
m∗hc
2
ns(T ) A(R) .
(B.1)
Using Eq. (3.91) we rewrite this last equation as:
∇ × h(R) = 1
λ2(T )
[
φ0
2pi
∇ Θ(R) − A(R)
]
, (B.2)
where
φ0 =
2pi~c
2e
≃ 2.07 10−7 G cm2 (B.3)
is the elementary quantum flux. Note that our result is
considerably different from conventional BCS supercon-
ductors where the vortex core energy is negligible in ex-
treme type-II superconductors. In our model the lower
critical magnetic field can be considerable larger than in
BCS superconductors. In fact, as we will see in Sect. 3.6,
Hcorec1 turns out to be comparable to H
em
c1 .
Let us consider the simplest case of an isolated singularity
at the origin R = 0. From Eq. (B.2) we obtain:
h(R) + λ2(T ) ∇ × ∇ × h(R) = φ0
2pi
∇ × ∇ Θ(R) .
(B.4)
Now, we consider the following integral extended over the
surface of a small circle centered at the origin:∫
[∇ × ∇ Θ(R)] · dS . (B.5)
Using the Stokes’s theorem we have:∫
[∇ × ∇ Θ(R)] · dS =
∮
∇ Θ(R) · dl = 2 pi (B.6)
since the phase Θ changes by 2pi after a full circle around
the singularity. Therefore, we are led to:
∇ × Θ(R) = 2 pi δ(R) , (B.7)
so that the singularity in ∇ Θ(R) carries one flux quan-
tum showing, thereby, that it coincides with an isolated
Abrikosov vortex. In fact, Eq. (B.4) gives:
h(R) + λ2(T ) ∇ × ∇ × h(R) = φ0 δ(R) , (B.8)
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or, better:
h(R) − λ2(T ) ∇2 h(R) = φ0 δ(R) . (B.9)
The solution of Eq. (B.9) is the well-known Abrikosov vor-
tex field distribution:
h(R) =
φ0
2piλ2(T )
K0(
R
λ(T )
) , (B.10)
where Kn(x) is the modified Bessel function of order n.
Since
K0(x)
x→0∼ ln( 1
x
) , K0(x)
x→∞∼ 1√
x
e−x , (B.11)
we see that the magnetic field decreases exponentially at
large distance, but it diverges logarithmically at the vor-
tex center. However, Eq. (B.10) is no longer valid in the
vortex core, namely in a region of linear size ξV around
the vortex center, where the condensate loses the surper-
fluidity. According to our model, since we are considering
temperatures T . T ∗, we still have bound holes which,
however, have lost the phase coherence. To determine ξV
we use Eq. (3.88) to determine the superconductivity cur-
rent density outside the vortex core:
j(R) ≡ |jem(R)| = c
4pi
|∇ × h(R)| (B.12)
≃ c φ0
8pi2λ2
1
R
, r & ξV .
Since outside the vortex core we have j ≃ 2e ns vs, we may
estimate the vortex core radius as:
j(ξV ) ≃ 2e ns vc , (B.13)
where vc is the critical velocity given by
13
m∗hv
2
c ≃ ∆2(δ) . (B.14)
As discussed in I, the meaning of the critical velocity is
that for velocities greater than vc the condensate phase
coherence is lost. Combining Eqs. (B.12) and (B.13) we
obtain:
1
ξV
≃ 2m
∗
h
~
vc ≃
√
4m∗h
~2
∆2(δ) . (B.15)
Within our approximations, it is easy to check that Eq.
(B.15) implies that ξV . d0. Now, we known that d0 is
the average distance between hole pairs. so that, obviously,
the vortex core size cannot be smaller than d0, thereby we
must argue that:
ξV ≃ d0 . (B.16)
Having determined the vortex core size, presently we es-
timate the magnetic field at the center of the vortex by
using Eq. (B.10) by setting a cut-off at R ≃ ξV :
h(0) ≃ φ0
2piλ2(T )
ln(
λ
ξV
) ≃ φ0
2piλ2(T )
ln(
λ(T )
d0
) .
(B.17)
13 See Eq. (4.28) in I.
For temperatures not too close to the critical temperature
Tc, where the isolated Abrikosov vortex approximation is
usually not tenable, we may neglect in the logarithm the
temperature dependence of the London penetration length
obtaining :
h(0) ≃ φ0
2piλ2(T )
ln(κ) , (B.18)
where we introduced the analogous to the Ginzburg-Landau
κ-parameter:
κ ≃ λ(0)
d0
. (B.19)
It is interesting to estimate the value of the parameter κ.
With our approximations, one obtains:
κ ≃
√
m∗hc
2
8pi
c0
e2
. (B.20)
Using the numerical values of the microscopic parame-
ters we see that κ ∼ 102 confirming that the hole doped
cuprates are extreme type-II superconductors [191].
We turn, now, on the determination of the lower criti-
cal magnetic field Hc1, namely the lowest magnetic field
strength at which formation of Abrikosov vortices are ther-
modynamically favorable. First, we need to evaluate the
free energy density in presence of an isolated Abrikosov
vortex. Evidently we have:
FsH = Fs0 + 1
8pi
h2(R) + εkin , (B.21)
where εkin is the kinetic energy density of the supercur-
rent. We have seen that:
εkin ≃ nsm∗h v 2s (R,A) , (B.22)
vs(R,A) =
~
2m∗h
∇ Θ(R) − e
m∗hc
A(R) .
Using Eq. (3.85) we rewrite the kinetic energy as:
εkin ≃ m
∗
h
4 e2ns
j 2em . (B.23)
With the aid of the Maxwell equation Eq. (3.88) we obtain:
εkin ≃ 1
8 pi
λ2 [∇ × h(R)] 2 . (B.24)
Therefore we end with:
FsH = Fs0 + 1
8pi
{
h2(R) + λ2 [∇× h(R)] 2
}
. (B.25)
Whereupon, the variation of the free energy due to the
presence of an isolated Abrikosov vortex is given by:
∆FV =
∫
dR
(
FsH − Fs0
)
≃ (B.26)
+
1
8pi
∫
dR
{
h2(R) + λ2 [∇ × h(R)] 2
}
.
Paolo Cea: The High Temperature Superconductivity in Cuprates: Physics of the Pseudogap Region 49
After some standard manipulations 14, we get:
∆FV ≃ 1
8pi
∫
dR h(R) ·
{
h(R) + λ2 ∇ × ∇ × h(R)
}
,
(B.27)
or, using Eq. (B.8)
∆FV ≃ φ0
8pi
h(0) ≃ φ
2
0
16pi2λ2(T )
ln(κ) . (B.28)
However, we need to take care of the energy due to the
vortex core. Usually, the core energy can be neglected due
to the fact that the vortex core being in the normal non-
superconductive phase does not contribute to ∆FV . In our
theory the normal phase in the core region corresponds
to phase-disordered hole pairs. On the other hand, we
have estimate that ξV ≃ d0. Then, the vortex core en-
ergy corresponds to the energy of a region of disordered
hole pair condensate of linear size d0, implying that the
vortex core energy coincides with the excitation energy of
rotons. Therefore, we can write for the free energy of an
isolated Abrikosov vortex:
εvor(T ) ≃ εem(T ) + εcore(T ) , (B.29)
where
εem(T ) ≃ φ
2
0
16pi2λ2(T )
ln(κ) , (B.30)
is the energy of the magnetic field and the supercurrent
associated to the vortex, and
εcore(T ) ≃ 1
c0
εrot(T ) (B.31)
is the vortex core energy per unit length. Eq. (B.29) shows
that the free energy of an isolated Abrikosov vortex is
positive, i.e. the vortex cannot exist in the superconductor
in absence of an external magnetic field. To determine the
minimum value of the external magnetic field strength at
which Abrikosov vortex formation becomes favorable, we
need to minimize the Gibbs free energy (see, for instance,
Ref. [193]):
G = εvor(T ) − 1
4pi
∫
dR H0 · h(R) , (B.32)
where H0 is the applied magnetic field with constant field
strength. Since the Abrikosov vortex carries one magnetic
flux quantum, from Eq. (B.32) one obtains at once:
G = εvor(T ) − 1
4pi
φ0H0 . (B.33)
It is evident from Eq. (B.33) that for weak external field
G > 0 and there is no vortex formation. For external fields
exceeding the lower critical field:
Hc1 =
4pi
φ0
εvor(T ) (B.34)
14 See, for instance, Ref. [192].
it is energetically favorable to produce Abrikosov vortices.
Using Eqs. (B.29) - (B.31) we find:
Hc1(T ) = H
em
c1 (T ) + H
core
c1 (T ) , (B.35)
with:
Hemc1 (T ) ≃
φ0
4piλ2(T )
ln(κ) , (B.36)
and
Hcorec1 (T ) ≃
4pi
c0φ0
εrot(T ) . (B.37)
C Density of states in the vortex region
To determine the effects of the Abrikosov vortices on the
density of states of the low-lying excitations, we observe
that at low energy only the nodal quasielectrons can be
excited in the core of the vortex where the pair conden-
sate is phase disordered. Now, following Ref. [119] we may
employ the semiclassical approach where the momentum
and position of quasiparticles are commuting variables.
The effects of the supercurrent circulating around a vor-
tex is accounted for by a Doppler shift of the quasiparticle
energy according to Eq. (4.16). Thus, for the nodal quasi-
electrons we have:
εk(R) ≃ ~
2k2
2 m∗e
+ ~ k · vs(R) , (C.1)
where vs(R) is the superfluid velocity around an Abrikosov
vortex. Adopting polar coordinates, we have:
vs(R) = vs(R, θR) ≃ ~
4 m∗h
θˆR
R
. (C.2)
The Doppler shift Eq. (C.2) could modify the density of
state. To see this, we need to evaluate the density of state
per spin at the Fermi surface averaged over the vortex:
< N (0) >vor≡
∫
dk
(2pi)2
∫
dR δ
[
εk(R)− ε(e)F
] 1
pid2V
,
(C.3)
where dV is the average distance between vortices. Eq.
(C.3) refers to an isolated Abrikosov vortex. However,
since the high temperature superconductors are extreme
type-II superconductors and dV ≫ ξV ≃ d0, the dilute
vortex approximation should be reliable. Now, we observe
that:
εk(R)− ε(e)F = (C.4)
~
2
2m∗e
[
k2 +
m∗e
2m∗h
k
R
sin(θR + θk)− (k(e)F )2
]
.
So that we obtain:
< N (0) >vor≃ 2m
∗
e
~2
∫
FA
dθk
4pi2
∫ ∞
0
dk k
∫
dθR (C.5)∫ dV
ξV
dR
R
pid2V
δ
[
k2 +
m∗e
2m∗h
k
R
sin(θR + θk)− (k(e)F )2
]
.
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The integration over k can be done easily once one realizes
that:
k2 +
m∗e
2m∗h
k
R
sin(θR + θk)− (k(e)F )2 = (k − k+)(k − k−) ,
k± =
m∗e
4m∗hR
sin(θR + θk)
±
√[
m∗e
4m∗hR
sin(θR + θk)
]2
+
(
k
(e)
F
)2
. (C.6)
We get:
< N (0) >vor≃ N (0) + m
∗
e
~2
∫
FA
dθk
4pi2
∫
dθR (C.7)
∫ dV
ξV
dR
R
pid2V
m∗e
4m∗hR
sin(θR + θk)√[
m∗e
4m∗hR
sin(θR + θk)
]2
+
(
k
(e)
F
)2 .
Now, it is easy to check that the angular integration over
θR in the second term on the right hand side of Eq. (C.7)
vanishes. Therefore we end with the following remarkable
result:
< N (0) >vor ≃ N (0) . (C.8)
Note that this last equation replaces Eq. (4.67) in I. Like-
wise, one can check that Eq. (C.8) extends also to thermal
activated rotons which, in any case, are not relevant at low
temperatures.
D The static Lindhard function
Let us consider:
χ(q) = 2
∫
dk
(2pi)2
n(k) − n(k + q)
ε
(e)
k − ε(e)k+q
. (D.1)
Now, we note that:∫
dk
(2pi)2
n(k + q)
ε
(e)
k − ε(e)k+q
=
∫
dk
(2pi)2
n(k)
ε
(e)
k−q − ε(e)k
. (D.2)
Putting k→ −k and noting that ε(e)−k = ε(e)k , we get:∫
dk
(2pi)2
n(k + q)
ε
(e)
k − ε(e)k+q
=
∫
dk
(2pi)2
n(k)
ε
(e)
k+q − ε(e)k
. (D.3)
So that we can write:
χ(q) = 4
∫
dk
(2pi)2
n(k)
ε
(e)
k − ε(e)k+q
. (D.4)
Since
ε
(e)
k − ε(e)k+q = −
ℏ
2q
m∗e
[q
2
+ k cos θkq
]
, (D.5)
we readily obtain:
χ(q) = − m
∗
e
pi2ℏ2q
∫
FA
dθk
∫ k(e)F
0
dk
k
q
2 + k cos θkq
. (D.6)
It is convenient to rewrite Eq. (D.6) as:
χ(q) = − m
∗
e
pi2ℏ2q
∫
FA
dθk
∫ k(e)F
0
dk (D.7)[
1
cos θkq
− q
2 cos θkq
1
q
2 + k cos θkq
]
.
We see that the singularity in χ(q) arises from the sec-
ond term in the square brackets on the right hand side of
Eq. (D.7) whenever:
q + 2 k
(e)
F cos θkq = 0 . (D.8)
Let us consider, for instance, q = −Q1. The singular part
of the Lindhard function is:
χ(Q1) ≃ + m
∗
e
2pi2ℏ2
∫
FA
dθk
∫ k(e)F
0
dk (D.9)
1
cos θkq
1
q
2 + k cos θkq
.
We find:
χ(Q1) ≃ + 2 θFA m
∗
e
pi2ℏ2
ln
∣∣∣∣∣1 −
√
2 k
(e)
F
Q1
∣∣∣∣∣ , (D.10)
or, using Eq. (4.33)
χ(Q1) ≃ + 2N (0) ln
∣∣∣∣∣1 −
√
2 k
(e)
F
Q1
∣∣∣∣∣ . (D.11)
Obviously, Eq. (D.11) applies also to the wavevectors +Q1,
±Q2 since |Q1| = |Q2|. The logarithmic divergence of
the static response function points to the instability of
the nodal quasielectron gas towards the formation of a
charge density wave. To determine the onset temperature
for this instability we need to evaluate the Lindhard re-
sponse function at finite temperatures:
χ(q, T ) = 2
∫
dk
(2pi)2
f(ε
(e)
k ) − f(ε(e)k+q)
ε
(e)
k − ε(e)k+q
. (D.12)
The main contributions to the integral in Eq. (D.12) come
around the Fermi energy. So that we can write:
ε
(e)
k − ε(e)F ≃ +
ℏ
2k
(e)
F
m∗e
(k − k(e)F ) , (D.13)
ε
(e)
k+q − ε(e)F ≃ +
ℏ
2
2m∗e
(q2 + 2kq cos θkq) , (D.14)
ε
(e)
k − ε(e)k+q ≃ −
ℏ
2
2m∗e
(q2 + 2kq cos θkq) . (D.15)
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Therefore, for q = −Q1 we get:
ε
(e)
k+q − ε(e)F ≃ −
ℏ
2k
(e)
F
m∗e
(k − k(e)F ) ≃ − (ε(e)k − ε(e)F ) ,
(D.16)
ε
(e)
k − ε(e)k+q ≃ +
ℏ
2k
(e)
F
m∗e
(k − k(e)F ) ≃ + (ε(e)k − ε(e)F ) .
(D.17)
So that one finds:
χ(Q1, T ) ≃ 2
∫
dk
(2pi)2
f(ξk) − f(−ξk)
ξk
, (D.18)
ξk = ε
(e)
k − ε(e)F .
Now, observing that∫
dk
(2pi)2
≃ N (0)
∫
dε
(e)
k , (D.19)
we obtain:
χ(Q1, T ) ≃ 2 N (0)
∫
dε
(e)
k
f(ξk) − f(−ξk)
ξk
(D.20)
≃ 2 N (0)
∫ εc
0
dξ
f(ξ) − f(−ξ)
ξ
,
where εc is a high-energy cutoff. Finally, using
f(ξ) − f(−ξ) = − tanh
(
ξ
2kBT
)
, (D.21)
we recast Eq. (D.20) into:
χ(Q1, T ) ≃ − 2 N (0)
∫ εc
2kBT
0
dx
x
tanhx . (D.22)
After taking into account that:∫ Λ
0
dx
x
tanhx ≃ lnΛ − lnpi + 2 ln 2 + γ , (D.23)
where γ = 0.577216... is the Euler’s constant 15, we obtain
finally:
χ(Q1, T ) ≃ − 2 N (0) ln
(
2eγ
pi
εc
kBT
)
. (D.24)
Regarding the cutoff energy εc, usually it is assumed to be
of the order of the Fermi energy ε
(e)
F . However, as discussed
in Sect. 4, the nodal quasielectrons are intimately related
to the hole pairs. Therefore the natural high-energy cutoff
should be the binding energy of the hole pairs:
εc ≃ ∆2(δ) (D.25)
which, indeed, turns out to be much smaller than the
Fermi energy, ∆2(δ)≪ ε(e)F .
15 We must mention that in the literature sometimes our Eu-
ler’s constant is denoted by C, while γ = eC .
E The CDW effective Hamiltonian
In the mean field approximation the effective Hamiltonian
Eq. (5.14) reads:
Hˆeff =
V 2u∆
2
CDWℏΩ(Q1)
2g2(Q1)
(E.1)
+
∑
k,σ
(
ε
(e)
k − ε(e)F
)
ψˆ†e(k, σ) ψˆe(k, σ)
+
1
Vu
∑
k,σ
2 g(Q1)
{
< bˆ1(−Q1) > ψˆ†e(k −Q1, σ)ψˆe(k, σ)
+ < bˆ1(+Q1) > ψˆ
†
e(k +Q1, σ)ψˆe(k, σ)
}
,
where, for definiteness, we are considering the charge den-
sity wave instability at q = Q1. Using Eq. (5.37) we get:
Hˆeff =
V 2u∆
2
CDW ℏΩ(Q1)
2g2(Q1)
(E.2)
+
∑
k,σ
(
ε
(e)
k − ε(e)F
)
ψˆ†e(k, σ) ψˆe(k, σ)
+ ∆CDW
∑
k,σ
{
ψˆ†e(k −Q1, σ)ψˆe(k, σ)
+ ψˆ†e(k +Q1, σ)ψˆe(k, σ)
}
.
Let us consider the nodal quasielectrons in sectors (I)
and (II) that are connected by the nesting wavevectors
±Q1. We label by subscripts 1 and 2 the quasielectrons in
the Fermi arc sectors (I) and (II) respectively. We con-
sider only states near the Fermi level. After making use of
Eq. (D.16) we get:
Hˆeff ≃ V
2
u∆
2
CDW ℏΩ(Q1)
2g2(Q1)
(E.3)
+ Vu
N (0)
2
∑
σ
∫
dε
(e)
k ξk[
ψˆ†1(k, σ)ψˆ1(k, σ)− ψˆ†2(k, σ)ψˆ2(k, σ)
]
+ Vu
N (0)
2
∆CDW
∑
σ
∫
dε
(e)
k[
ψˆ†2(k, σ)ψˆ1(k, σ) + ψˆ
†
1(k, σ)ψˆ2(k, σ)
]
,
where ξk = ε
(e)
k − ε(e)F . Of course, we must add also the
contribution due to the quasielectrons in the Fermi arc
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sectors (III) and (IV ). The final result can be written as:
Hˆeff ≃ V
2
u∆
2
CDW ℏΩ(Q1)
2g2(Q1)
(E.4)
+ Vu N (0)
∑
σ
∫
dε
(e)
k ξk[
ψˆ†1(k, σ)ψˆ1(k, σ)− ψˆ†2(k, σ)ψˆ2(k, σ)
]
+ Vu N (0) ∆CDW
∑
σ
∫
dε
(e)
k[
ψˆ†2(k, σ)ψˆ1(k, σ) + ψˆ
†
1(k, σ)ψˆ2(k, σ)
]
.
The Hamiltonian Eq. (E.4) can be diagonalized by means
of the Bogoliubov-Valatin canonical transformations [194,
195]:
ˆ˜ψ1(k, σ) = cos(
θk
2
) ψˆ1(k, σ) − sin(θk
2
) ψˆ2(k, σ) (E.5)
ˆ˜
ψ2(k, σ) = sin(
θk
2
) ψˆ1(k, σ) + cos(
θk
2
) ψˆ2(k, σ) .
After some algebra we find:
Hˆeff ≃ V
2
u∆
2
CDW ℏΩ(Q1)
2g2(Q1)
(E.6)
+ Vu N (0)
∑
σ
∫
dε
(e)
k{[
ξk cos θk −∆CDW sin θk
]
[
ˆ˜
ψ†1(k, σ)
ˆ˜
ψ1(k, σ)− ˆ˜ψ†2(k, σ) ˆ˜ψ2(k, σ)
]
+
[
ξk sin θk +∆CDW cos θk
]
[
ˆ˜
ψ†2(k, σ)
ˆ˜
ψ1(k, σ) +
ˆ˜
ψ†1(k, σ)
ˆ˜
ψ2(k, σ)
] }
.
To diagonalize the effective Hamiltonian we choose the
angles θk such that:
ξk sin θk + ∆CDW cos θk = 0 , (E.7)
or equivalently:
tan θk = − ∆CDW
ξk
. (E.8)
From Eq. (E.8) we get:
cos θk =
ξk√
ξ2k +∆
2
CDW
, sin θk = − ∆CDW√
ξ2k +∆
2
CDW
.
(E.9)
Therefore we end with:
Hˆeff ≃ V
2
u∆
2
CDW
g2(Q1)
ℏΩ(Q1)
2
(E.10)
+ Vu N (0)
∑
σ
∫
dε
(e)
k
√
ξ2k +∆
2
CDW[
ˆ˜
ψ†1(k, σ)
ˆ˜
ψ1(k, σ) − ˆ˜ψ†2(k, σ) ˆ˜ψ2(k, σ)
]
,
which justifies Eq. (5.40).
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