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Kurzfassung 
Anwendungen unter Einsatz von Augmented Reality (AR)-Technologien gewinnen zuneh-
mend an Relevanz in diversen industriellen Anwendungen, zum Beispiel für Produktpräsenta-
tionen, Ausbildung und Lehre, Engineering, etc. Bei der Entwicklung solcher Anwendungen – 
im Speziellen von Bedien- und Beobachtungslösungen – müssen verschiedene Normen und 
Richtlinien beachtet werden, um zu gewährleisten, dass Anforderungen an die Betriebssicher-
heit in der jeweiligen Anlage eingehalten werden. In diesem Beitrag sollen einige Aspekte be-
züglich der Anwendbarkeit solcher Richtlinien auf AR Anwendungen untersucht werden. Dar-
über hinaus werden weitere Aspekte betrachtet, die bei der Einführung von AR Anwendungen 
im großen Maßstab relevant sind, wie etwa die durchgängige Nutzbarkeit von CAD-Anlagen-
modellen zur automatischen Erzeugung von AR-Lösungen. Schließlich stellen wir eine Fall-
studie einer AR-Anwendung für eine prozesstechnische Kleinversuchsanlage vor. 
Abstract 
Augmented Reality (AR) applications gain more and more relevance in various industrial ap-
plications lately, e. g. for product presentations, education, engineering, etc. In the industrial 
domain, especially in process supervision applications, a number of standards and guidelines 
have been established to ensure that the design of user interfaces meets the safety require-
ments of plants or factories. Hence, we seek an evaluation if these guidelines can be applied 
to AR applications. Moreover, there are other aspects to consider in case AR solutions shall 
be applied on a larger scale in industrial applications. Thus, it is being discussed whether CAD 
plant models can be used to generate AR applications automatically. Finally, in this contribu-
tion, we present the first preliminary results of a case study on the application of those stand-
ards to a visual AR application for in-field inspection and servicing scenarios. 
  
1. Einleitung 
Auf Augmented oder Virtual Reality (AR/VR – Erweiterte/Virtuelle Realität) basierende Lösun-
gen werden häufig als Schlüsseltechnologien für das Internet of Things (IoT) oder fortschrittli-
che Assistenzsysteme auf Basis der Industrie 4.0-Herausforderungen betrachtet [1]. Ein AR-
System erweitert reale Umgebungen, indem deren reale mit virtuellen Objekten kombiniert 
werden. Das System muss dabei durch geschickte dreidimensionale Ausrichtung die virtuellen 
und realen Objekte in Beziehung zueinander setzen, sodass die virtuellen Objekte als Teil der 
realen Umgebung wahrgenommen werden. Die AR-Benutzungsschnittstelle muss dabei in 
Echtzeit arbeiten [2], damit die Szene als möglichst natürlich wahrgenommen werden kann. 
Einige existierende industrielle AR-Anwendungen verbessern die Darstellung von Produkten 
für Besucher und Kunden in einer Fabrik oder für Produktschulungen [3], wobei auf Erfahrun-
gen aus dem Bereich der Navigations-, Besucher- und Reiseinformationssysteme zurückge-
griffen werden kann [4]. Andere industrielle AR-Anwendungen sind auf die Produktentwicklung 
und -montage oder die Unterstützung von Wartungsaufgaben fokussiert [3, 5]. Einige dieser 
Anwendungen visualisieren dabei fehlende Komponenten beim Produktzusammenbau oder 
verbessern frühzeitige Tests und Einschätzungen der Gebrauchstauglichkeit industrieller Pro-
dukte. Für die Produktmontage wurden bereits AR-Prototypen entwickelt, die ortsfeste Kom-
ponenten mit virtuellen Annotationen versehen, um den nächsten Montageschritt anzuleiten 
[5]. Dabei wird das Personal mittels textueller oder grafischer Instruktionen angeleitet, die eine 
Verbesserung gegenüber den etablierten Anleitungen in Papierform darstellen. 
Im Gegensatz dazu müssen in Bedien- und Beobachtungslösungen für industrielle Prozesse, 
insbesondere bei Wartungs- und Inspektionsaufgaben, Prozessdaten in Echtzeit angezeigt 
werden, um eine Beurteilung des Zustands eines technischen Prozesses oder bestimmter Ge-
räte und Maschinen zu ermöglichen. Dies ist insbesondere bei der Fehlersuche und -erken-
nung sowie zur Aufrechterhaltung der Betriebssicherheit relevant. Daher müssen auch AR 
Systeme  in der Lage sein, Prozessdaten in der augmentierten Umgebung anzuzeigen. Heut-
zutage haben industrielle AR-Lösungen jedoch üblicherweise noch keinen Zugang zu Live-
Prozessdaten. 
Zur Sicherstellung der Gebrauchstauglichkeit bzw. zur Erfüllung softwareergonomischer An-
forderungen werden klassische Benutzungsschnittstellen (UI – User Interface) typischerweise 
unter Berücksichtigung einschlägiger Normen und Standards entwickelt. Daher ist davon aus-
zugehen, dass auch AR-basierte UIs diese Anforderungen erfüllen müssen. Daraus resultiert 
die Forschungsfrage, wie AR-Lösungen entsprechend zu gestalten sind. Zur Beantwortung 
dieser Frage präsentieren wir unsere AR-Fallstudie und daraus abgeleitete Schlussfolgerun-
gen. 
Die Entwicklung von AR-Lösungen erfolgt derzeit größtenteils manuell und stellt daher eine 
kostenintensive Aufgabe dar. Dies gilt insbesondere, da solche Lösungen i.A. lediglich als Er-
gänzung – nicht aber als Ersatz – klassischer Bedien- und Beobachtungslösungen dienen. Im 
Forschungsprojekt AutoProBe [18] wurde ein Verfahren zum durchgängigen Entwurf klassi-
scher (2D-)Bedienoberflächen vorgestellt. Als weitere Forschungsfrage wird daher in diesem 
Beitrag diskutiert, ob bzw. inwieweit dieses Verfahren auch zur automatischen Erzeugung von 
AR-Anwendungen wiederverwendet werden kann, um deren Entwicklungsaufwand zu senken. 
In diesem Beitrag stellen wir zunächst die wichtigsten Grundlagen von AR dar sowie 
wichtige Gestaltungskriterien für industrielle Benutzungsschnittstellen. Es folgt die Vorstellung 
unserer Fallstudie und eine Betrachtung zur Integrierbarkeit in durchgängige Entwurfspro-
zesse. 
 
2. Entwicklungsphasen von AR-Anwendungen 
Die Erweiterung der Realität entspricht einer Manipulation der wahrgenommenen Umgebung 
durch das Hinzufügen virtueller Objekte, sodass diese als Teil der Realität wahrgenommen 
werden [6]. Da Benutzer der Anwendung bzw. Betrachter der Szene sich innerhalb der Umge-
bung bewegen können, hängen die virtuellen Einblendungen vom Standort des Betrachters 
ab. Das bedeutet, dass die relative Position/Bewegung zwischen Betrachter und realen Ob-
jekten, zu denen die virtuellen in Beziehung stehen, verfolgt (getrackt) werden muss. Kann 
diese Beziehung wie beabsichtigt durch den Betrachter wahrgenommen werden, spricht man 
davon, dass die virtuellen mit den realen Objekten registriert sind. Obwohl AR-Systeme prin-
zipiell nicht auf die visuelle Modalität beschränkt sind [7], konzentrieren wir uns in diesem Bei-
trag darauf. 
Die Entwicklung von AR-Anwendungen umfasst in der Regel mindestens 4 Phasen [7]1: (1) 
Auswahl und Implementierung der Trackingmethoden sowie der dazugehörigen Sensorik, (2) 
Umsetzung eines Registrierungsmechanismus, (3) Gestaltung der virtuellen Oberfläche sowie 
(4) Auswahl und Einsatz der gewünschten Displaytechnologie sowie der dazugehörigen Ge-
räte: 
1. Die Trackingmethode stellt Informationen über Position und Orientierung (Pose) der 
beobachtenden Person in Relation zu den betrachteten realen Objekten bereit [8]. Das 
Tracking kann mittels zahlreicher Technologien wie Satellitenortung, Intertialmessun-
gen, optischer Feature-, Objekt- oder Markererkennung, etc. realisiert werden. Vom 
gewählten Verfahren hängt die Messgenauigkeit der Pose ab. 
                                               
1 Die erste Phase der Sensorauswahl entfällt in diesem Beitrag. 
2. Die Registrierung entsteht durch die Positionierung virtueller Objekte in einem dreidi-
mensionalen Koordinatensystem, dessen Orientierung durch die Pose bestimmt ist [7]. 
Die Qualität des Trackings hat somit einen hohen Einfluss auf die Registrierung virtu-
eller Objekte. 
3. Die Oberflächengestaltung bzw. das UI Design legt die Wahrnehmung der virtuellen 
Objekte durch die betrachtende Person fest. Das geschieht durch die Projektion und 
die grafische Gestaltung der virtuellen Objekte. Grafisch können virtuelle Objekte unter 
anderem als manipulierende oder annotierende Einblendungen realisiert werden. Ma-
nipulierende Einblendungen ändern die visuelle Repräsentation realer Objekte durch 
Änderung ihrer Form, Farbe, Textur, etc. (siehe z.B. Rohrleitungen in [9, Abbildung 
7.7]). Annotationen hingegen stellen Informationen expliziter in Form von Text oder Bild 
dar. Nach [10] können die Annotationen so dargestellt werden, als seien sie Teil der 
realen Oberfläche – koplanare Beschriftung, siehe z.B: [11, 0:43 min.]. Sie können aber 
auch frontal zum Beobachter ausgerichtet sein während sie dennoch in unmittelbarer 
Nähe des realen Objekts positioniert werden – Schilderbeschriftung, siehe z.B. [12, 
1:04 min.]. Zuletzt kann die Positionierung der Annotationen auch am Rand des Sicht-
felds bzw. der Displayoberfläche unter Zuhilfenahme visueller Verbindungselemente 
(Pfeile, Striche, etc.) erfolgen – Abstandsbeschriftung, siehe z.B. [13, Abbildung 1.1]. 
4. Das Display stellt die Augmentierungen für die betrachtende Person dar. Die physika-
lische Kombination der realen und virtuellen Bildanteile kann durch video-see-through- 
oder optical-see-through-Displays realisiert werden. Videodisplays können herkömmli-
che Tablets oder Desktop-Monitore sein, bei denen die virtuellen Objekte über ein Live-
Kamerabild der realen Umgebung gelegt werden. Das optische Display blendet virtu-
elle Objekte unter Verwendung von Prismen direkt in das Sichtfeld des Betrachters ein. 
Diese Displayklasse wird oft in Form tragbarer Datenbrillen realisiert. 
 
3. Betrachtung der UI-Gestaltungsrichtlinien 
Alle genannten Phasen haben einen Einfluss auf die Qualität der AR-Applikation, in diesem 
Beitrag soll jedoch insbesondere die graphische Oberflächengestaltung betrachtet werden. In 
industriellen Anwendungen stellen herkömmliche UIs eine graphische Repräsentation des 
technischen Prozesses in abstrahierter und reduzierter Form dar. In diesen Abbildungen treten 
reale Form und Größe der Geräte oft gegenüber deren Funktion in den Hintergrund, was sich 
unter anderem darin äußert, dass die jeweiligen Objekte mit unterschiedlichen Größenskalie-
rungen dargestellt werden. Diese Abbildungen werden durch grafische Kontrollelemente er-
gänzt, die den Zustand eines Geräts oder des Prozesses visualisieren. Kombinationen solcher 
Kontrollelemente werden häufig als Widgets bezeichnet. Andere Widgets stellen keine realen 
Geräte dar, sondern Funktionen oder Algorithmen, die in der Prozesssteuerung implementiert 
wurden (z.B. Regler oder Rezeptsteuerungen). In AR-Anwendungen müssen demgegenüber 
keine graphischen Repräsentationen der Geräte sondern die realen Geräte und Anlagen 
selbst durch Kontrollelemente ergänzt werden. Im Gegensatz zu klassischen UIs erfolgt die 
Darstellung der Benutzungsschnittstelle nicht auf definierten Displays, sondern auf den realen 
Objekten. Daher entfällt die Möglichkeit die realen Objekte entsprechend ihrer Bedeutung oder 
Funktion anzuordnen oder zu skalieren. Die AR-Darstellung muss sich daher an Anlagen un-
terschiedlicher Größe, variierende Abstände zur betrachtenden Person, verschiedenfarbige 
Oberflächen oder wechselnde Umgebungsbedingungen anpassen. 
In der Automatisierungstechnik existieren Standards und Gestaltungsrichtlinien, wie zum Bei-
spiel [14], sowie eine Anzahl an häufig verwendeten Widgets, die sicherstellen sollen, dass 
Anforderungen an die Anlagensicherheit und Softwareergonomie berücksichtigt werden. Bei-
spielsweise ist es notwendig, dass sowohl Symbole für Anlagenbestandteile als auch Farb-
schemata (siehe bspw. [14, Tabelle 6]) innerhalb des Kontexts einer Anlage konsistent ver-
wendet werden. Dies ist relevant, da einzelne Farben oder Symbole eine spezifische Informa-
tion transportieren, zum Beispiel den Anlagenzustand, eine chemische Substanz, physikali-
sche Messgröße oder die Priorität einer Meldung. Abbildung 1 zeigt beispielhafte Widgets, die 
den Zustand eines Ventils oder den Füllstand eines Tanks anzeigen. Das Ventilwidget ver-
wendet gesättigte, helle Farben zur Kodierung des Ventilzustands (grün für geöffnet, weiß für 
geschlossen), einheitliche Symbole zur Darstellung der Geräteklasse und Beschriftungen zur 
Identifikation des konkreten Geräts. Das Tankwidget verwendet minder gesättigte Farben zur 
Kodierung des Flüssigkeitstyps im Tank (z.B. Wasser).  
 
Abbildung 1 Beispielwidgets für geschlossene Ventile (links oben), geöffnete Ventile (links unten), 
Tanks (rechts) 
Der Füllstand wird explizit durch eine Beschriftung und bildlich durch die veränderliche Höhe 
des farbigen Balkens dargestellt. Im Hintergrund der Grafiken werden in der Regel neutrale 
Farben verwendet, ohne zugeordnete Bedeutungen. Weiterhin spezifizieren die Richtlinien, 
dass abnormale oder in sonstiger Art besondere Zustände in Warnfarben darzustellen sind, in 
Abhängigkeit der Priorität zum Beispiel in Gelb oder Rot. Im Falle des Tankwidgets werden 
Indikatoren am oberen und unteren Rand verwendet, um die beobachtende Person über po-
tentiell ungewollte oder gefährliche Füllstände zu informieren. Um den Alarmzustand weiter 
hervorzuheben, können solche Indikatoren zusätzlich animiert werden (bspw. durch Blinken). 
Den Gestaltungsempfehlungen folgend, sollen alle relevanten Informationen für die be-
obachtende Person sichtbar sein. Insbesondere in Bezug auf AR-Anwendungen folgt daraus, 
dass virtuelle Einblendungen keine realen Geräte oder virtuellen Objekte verstecken sollten, 
die im jeweiligen Kontext wichtig sind. Derzeit gibt es allerdings keine Standards oder Emp-
fehlungen, wie grafische AR-Oberflächen zur Prozessbeobachtung zu gestalten sind. Da das 
Personal jedoch bereits mit klassischen Benutzungsschnittstellen vertraut ist, sollten Widgets, 
die in AR-Anwendungen eingesetzt werden, dieselben Symbole und dasselbe Farbschema 
verwenden. 
Die relevante Literatur beinhaltet Darstellungen einiger prototypischer Anwendungen, die In-
formationen für Prozessgeräte bereitstellen, beispielsweise [9, 11, 12], oder Inspektionen vor 
Ort unterstützen sollen [15, 16]. Diese Beispiele zeigen, dass die in Abschnitt 2 genannten  
Typen von AR-Beschriftungen in automatisierungstechnischen UIs verwendet werden können. 
Allerdings wird in den Literaturstellen nicht erläutert, wie neben den Metainformationen, wie 
zum Beispiel der Gerätebezeichnung, auch der aktuelle Anlagenzustand in der AR-Visualisie-
rung dargestellt wird. Häufig wird jedoch auf die Einbindung von Prozessdaten gänzlich ver-
zichtet. Des Weiteren scheinen die grafischen Darstellungen nicht nach den einschlägigen 
Gestaltungsrichtlinien entworfen worden zu sein, erkennbar bspw. anhand unklarer Symbolik 
und fehlenden Einheiten in [11]. 
 
4. Fallstudie 
Auf Basis der vorangegangenen Betrachtungen stellen wir in diesem Abschnitt eine Fallstudie 
für eine AR-Beobachtungslösung anhand einer Kleinversuchsanlage dar. 
4.1. Implementierung 
In der Fallstudie wurde eine AR-Inspektionsanwendung unter Verwendung einer Kleinver-
suchsanlage (siehe Abbildung 2) mit einer Grundfläche von ca. 1m x 1m realisiert. Um die in 
Abschnitt 3 erläuterten Anforderungen zu erfüllen, wurde entschieden, die bereits vorhande-
nen klassischen 2D UI-Widgets in der AR-Lösung einzusetzen. Aufgrund der veränderlichen 
Umgebungsbedingungen werden die AR-Beschriftungen durch schwarze Boxen von der rea-
len Umgebung abgesetzt (siehe Bezeichnung A). Das stellt einen maximalen Kontrast zwi-
schen der Information und dem visuellen Hintergrund sicher, sodass die Information eindeutig 
transportiert werden kann. Die Auswahl des Beschriftungstyps betreffend wurde entschieden, 
koplanare (siehe Bezeichnung A) Beschriftungen für größere Objekte in der Anlage einzuset-
zen – die Tanks sind ca. 40cm hoch. Das Ziel dabei ist, die Assoziation zwischen AR-Beschrif-
tung und Tank herzustellen, indem die Beschriftung als Teil der Oberfläche des Tanks er-
scheint. Da die Beschriftung so aber nicht immer frontal zum Beobachter orientiert sein kann, 
sollen die Beschriftungen immer auf der für die betrachtende Person günstigen Seite des 
Tanks angezeigt werden – sie passen sich somit der Beobachterposition an. Die kleineren 
Geräte hingegen – Pumpen und Ventile haben eine Seitenlänge von ca. 6cm – werden per 
Schilderbeschriftung augmentiert (siehe Bezeichnung B, E), da sonst die Assoziation schwie-
rig wahrnehmbar sein könnte. Das liegt hauptsächlich daran, dass die in der grafischen Dar-
stellung projizierte Größe der Einblendungen größer ist, als die wahrgenommene Größe der 
Geräte. Um die Gestaltungsrichtlinien aus Abschnitt 3 einzuhalten, werden die Schilderbe-
schriftungen nicht genau in der Sichtlinie zwischen Betrachter und Gerät positioniert. Stattdes-
sen sollen sie unter Verwendung eines Offsets seitlich daneben angezeigt werden so, dass 
sie das Gerät noch berühren, aber ohne es dabei zu verdecken. 
 
Abbildung 2 Überblick über die Kleinversuchsanlage mit undurchsichtigen AR-Beschriftungen 
(video-see-through) 
Die uns zur Verfügung stehenden AR-Geräte sind als optical-see-through-Display eine Epson-
Moverio BT200 sowie als video-see-through-Gerät ein Google Nexus 5. Die Positionierung der 
Einblendungen erfolgt auf Basis eines 3D-Geometriemodells, bestehend aus primitiven Kör-
pern (Zylinder für Pumpen, Quader für Ventile und Tanks), denen die virtuellen Objekte inklu-
sive der Positionierungsrichtline (koplanare oder Schilderbeschriftung) zugeordnet wurden. 
Der Komplexitätsgrad des zugrundeliegenden Geometriemodells ist im Vergleich zu 
den real existierenden Körpern stark reduziert. Dies ermöglicht einerseits, dass AR-Lösungen 
mit relativ wenig Aufwand nachträglich entworfen werden können. Andererseits ist die Ver-
wendung primitiver anstelle komplexer Körper ratsam, um ein „Wackeln“ der Einblendungen 
auf Kanten und kleineren Details des Körpers zu verhindern. Der Detailgrad der entstehenden 
3D-Modelle ist somit abhängig von deren Größe im Vergleich zur menschlichen betrachtenden 
Person. Dies würde zum Beispiel dann auftreten, wenn sich einer der Tankanschlüsse im 
Blickfeld des Betrachters befindet. Das Geometriemodell wird per Markertracking (realisiert 
unter Verwendung des ARToolkits [17]) an der realen Anlage ausgerichtet. 
 
4.2. Ergebnisse 
Abbildung 2 zeigt eine Überblicksdarstellung der Kleinversuchsanlage mit eingeblendeten AR-
Beschriftungen (siehe Bezeichnung A – koplanar; B, E – Schilderbeschriftungen). Die Wahr-
nehmung der Assoziation koplanarer Beschriftungen zu ihren Geräten scheint empfindlich ge-
genüber Fehlpositionierungen zu sein, vgl. Symbol C in Abbildung 2. Trotz des Einflusses von 
Trackingfehlern auf die Positionierung (vgl. Pfeil D in Abbildung 2), können Schilderbeschrif-
tungen zuverlässiger zu ihren korrespondierenden Geräten (siehe Bezeichnung F)  zugeord-
net werden. Dies ist insbesondere dann der Fall, wenn diese Geräte von Nahem betrachtet 
werden (vgl. Abbildung 3, Distanz < 50cm). 
 
Abbildung 3 Detailansicht einfacher AR-Schilderbeschriftungen (video-see-through) 
Abbildung 2 zeigt weiterhin virtuelle Objekte, die sowohl sich gegenseitig als auch signifikante 
Anteile der realen Anlage verdecken, falls der Abstand des Betrachters zur Anlage oder die 
Beschriftungsdichte zu hoch ist. Dies ist den Anforderungen aus Abschnitt 3 entsprechend in 
automatisierungstechnischen Anwendungen nicht zulässig. Abbildung 4 und Abbildung 2 (bei 
Symbol E) zeigen Darstellungen derselben Beschriftungen mit unterschiedlicher Transparenz. 
Die Erhöhung der Transparenz verbessert den Überblick über die reale Anlage, da die einge-
blendeten Informationen keine Anlagenteile verdecken. Bei kurzen Betrachtungsabständen 
hingegen, sind die zum betrachteten Gerät verfügbaren Prozessdaten für die betrachtende 
Person eher von Bedeutung (vgl. Abbildung 3) und heben sich in undurchsichtiger Form bes-
ser vom Hintergrund ab. Bei kurzen Abständen sollte die Transparenz demnach reduziert wer-
den. 
 
Abbildung 4 Überblicksdarstellung mit transparenten Beschriftungen (video-see-through) 
Das visuelle Design der Anwendung aus der Fallstudie wurde für video-see-through-Displays 
entworfen. Daher konnten zur Kontraststeigerung zwischen virtuellen und realen Objekten 
schwarze Boxen verwendet werden, wie in Abbildung 3 dargestellt. Dies lässt sich jedoch beim 
heutigen Stand der Technik nicht mit optical-see-through-Displays umsetzen, da diese auf-
grund ihrer Funktionsweise (vgl. Abschnitt 2) nicht in der Lage sind, die Wahrnehmung realer 
Bildinhalte selektiv abzudunkeln, wie es etwa bei der Verwendung von video-see-through-Dis-
plays der Fall ist. Daher sind schwarze virtuelle Objekte bei Verwendung von optical-see-
through-Displays nicht sichtbar, sondern transparent. Dies ist in Abbildung 5 ersichtlich, in der 
die Darstellungen desselben Farbschemas unter Verwendung beider Displaytechnologien ge-
genübergestellt werden. Diese Abbildung zeigt zugleich, dass das Fehlen eines visuellen Hin-
tergrunds für Annotationen ein gewisses Fehlerrisiko für deren Wahrnehmbarkeit bedeutet, da 
die Sichtbarkeit des Beschriftungsinhalts vom realen Hintergrund abhängt (weiße Einblendun-
gen auf weißen realen Objekten oder rote Alarmdarstellungen auf roten realen Objekten sind 
aufgrund des mangelnden Kontrastes schlechter wahrnehmbar als jeweils auf schwarzem Un-
tergrund). Daher ist es notwendig, das visuelle Design entsprechend anzupassen. Abbildung 
6 zeigt ein abgewandeltes Farbschema, welches dunkelgraue anstelle schwarzer Boxen ver-
wendet (da die Dunkelheit von Einblendungen bei optical-see-through Displays den Transpa-
renzgrad bestimmt, erscheint der Hintergrund Beschriftung hellgrau). Dies ermöglicht zwar 
prinzipiell die Darstellung der Annotation auf optical-see-through Displays, das Farbschema 
könnte aber mit der Verwendung solcher Farben in klassischen Visualisierungslösungen in 
Konflikt stehen (weiße/graue Farben können spezifische Informationen kodieren). 
 
Abbildung 5 Sich überlappende Beschriftungen: optical-see-through-Version links;  
originaler Entwurf rechts. 
 
Abbildung 6 Angepasstes Farbschema (optical-see-through) 
 
5. Evaluation eines durchgängigen Entwurfsprozesses 
Wie bereits in Abschnitt 1 erläutert, stellt die Entwicklung einer AR-Lösung einen nicht zu un-
terschätzenden Aufwand dar. Aus diesem Grund ist ein durchgängiger Entwurfsprozess wün-
schenswert, mit Hilfe dessen AR-Lösungen automatisch oder zumindest semi-automatisch er-
zeugt werden können. Ein solcher Prozess muss dabei gemäß den Erläuterungen der vorhe-
rigen Abschnitte die folgenden Aufgaben betrachten: die Erstellung des 3D-Geometriemodells, 
die Auswahl und Parametrierung von Widgets sowie deren konkrete Ausprägung und Positio-
nierung (z.B. koplanare vs. Schilderbeschriftung). Ein vergleichbarer Prozess für den durch-
gängigen Entwurf klassischer (2D-)Bedienoberflächen für Fertigungsanlagen wurde bereits im 
Forschungsprojekt AutoProBe [18] erarbeitet. Im Folgenden soll daher analysiert werden, in-
wiefern dieser Prozess auch zur automatischen Generierung von AR-Lösungen wiederver-
wendet werden kann. 
Ausgangspunkt des in [18] vorgestellten Prozesses ist ein Anlagenmodell, welches den hie-
rarchischen Aufbau einer Anlage sowie die CAD-Daten und eine semantische Klassifizierung 
der verschiedenen enthaltenen Komponenten beinhaltet. Die im Anlagenmodell enthaltenen 
CAD-Daten stellen einen guten Ausgangspunkt für das für AR-Lösungen benötigte 3D-Geo-
metriemodell dar. Da für dieses allerdings wie in Abschnitt 4.1 diskutiert lediglich eine Be-
schreibung primitiver Körper verwendet werden sollte, müssen die komplexen 3D-Daten ent-
sprechend abstrahiert werden. Dies könnte durch einen automatischen oder nutzergestützten 
Algorithmus umgesetzt werden, der von einer Auswahl an primitiven Formen (Quader, Zylin-
der, Kugel, etc.) den jeweils am besten passenden auswählt. 
Die Auswahl und Parametrierung von Widgets erfolgt bei dem in [18] vorgestellten Prozess 
auf Basis der im Anlagenmodell enthaltenen semantischen Klassifizierungen von Komponen-
ten unter Verwendung eines Bibliothekssystems. Dieses Verfahren könnte analog auch bei 
der Erzeugung von AR-Lösungen angewendet werden. Da wie in Abschnitt 3 diskutiert aus 
Gründen der Einheitlichkeit zur Gestaltung von AR-Lösungen die bereits aus klassischen Lö-
sungen bekannten Symbole und Farbschemata verwendet werden sollten, können hierfür u.U. 
sogar bestehende Bibliotheken wiederverwendet werden. Wahrscheinlich ist jedoch, dass auf-
grund der im Rahmen dieser Arbeit diskutierten Einschränkungen bzw. Rahmenbedingungen 
von AR-Lösungen (z.B. in Abhängigkeit von der gewählten Display-Technologie, vgl. Ab-
schnitt 4.2) die bestehenden Bibliotheken angepasst werden müssen. 
Das zur Repräsentation einer Komponente gewählte und parametrierte Widget wird in [18] 
statisch anhand der Position der Komponente in der Anlage (z.B. unter Verwendung einer 
Draufsicht) auf der Bedienoberfläche positioniert. Für die Erzeugung von AR-Lösungen muss 
dieser Algorithmus entsprechend so angepasst werden, dass eine dynamische Positionierung 
der Widgets in Relation zum erstellten 3D-Geometriemodell erfolgt. Die Auswahl des Beschrif-
tungstyps lässt sich dabei aus der realen Größe der Objekte und dem Betrachterabstand ab-
schätzen. 
Zusammenfassend lässt sich somit sagen, dass sich durch die einmalige Anpassung des in 
[18] vorgestellten Entwurfsprozesses der Entwicklungsaufwand von AR-Anwendungen für be-
liebige Anlagen erheblich reduzieren lässt. 
 
6. Zusammenfassung und Ausblick 
In diesem Beitrag haben wir die Grundlagen der AR dargestellt sowie die relevanten Entwick-
lungsphasen und wichtigen Gestaltungsrichtlinien von AR-Anwendungen diskutiert. Anschlie-
ßend konnten wir in einer Fallstudie die grundsätzliche Möglichkeit darlegen, den Anlagenzu-
stand anhand von aktuellen Prozessdaten darzustellen. Die Fallstudie wurde dabei unter Be-
rücksichtigung etablierter Konzepte erstellt. Die Resultate der Fallstudie sind jedoch noch nicht 
ausreichend für eine umfassende Validierung der domänenspezifischen Anforderungen, die in 
Abschnitt 3 dargestellt wurden. Dennoch lassen sich vorläufig einige Schlussfolgerungen zie-
hen: 
Die Beschriftungen, die in der vorgestellten AR-Anwendung dargestellt werden, verwenden 
ein für die Automatisierungstechnik spezifisches Design, unter anderem aufgrund der Nutzung 
von Widgets sowie konsistenter Farben und Symbole (beispielweise entsprechend [14]). Im 
Falle der video-see-through-Displays könnte das visuelle Design existierender Visualisierun-
gen ohne weiteres angewendet werden, mit Ausnahme der Auftrennung in kleinere grafische 
Einheiten. Allerdings fehlt in der Fallstudie noch ein intelligenter Positionierungsalgorithmus, 
um überlappende Beschriftungen sowie die Verdeckung realer Objekte zu vermeiden. Eine 
weitere wichtige Herausforderung bleibt die Darstellung des Zustands der gesamten Anlage 
oder die Darstellung von Alarmen und Warnungen, die für das Personal vor Ort wichtig sein 
können. 
Im Falle der optical-see-through-Displays verbleiben weitere Herausforderungen: Beispiels-
weise können existierende Farbschemata nicht ohne weiteres übernommen werden. Für sol-
che Displays sollte untersucht werden, inwiefern eine automatische Anpassung existierender 
Lösungen für AR-Anwendungen bei gleichzeitiger Sicherstellung der Konsistenz aller Anla-
gendarstellungen erfolgen kann. Eine mögliche Konsequenz der Einführung von AR in Inspek-
tionsszenarien könnte sein, dass Graustufen nicht mehr zur Kodierung von Information, son-
dern als neutrale Farben verwendet werden müssen. 
Zukünftig wollen wir die bereits erwähnten Fragestellungen, wie etwa die Realisierung einer 
überlappungsfreien Positionierung, untersuchen. Darüber hinaus existieren weitere Konzepte, 
die in klassischen Prozessvisualisierungen Anwendung finden, die aber bisher noch nicht im 
Kontext der AR betrachtet wurden. So werden Inhalte üblicherweise hierarchisch – angelehnt 
an die Anlagenstruktur – angeordnet und über einen Navigationsmechanismus zugänglich ge-
macht. Ein ähnlicher Ansatz in Kombination mit einer aufgabenabhängigen Auswahl der Be-
schriftungen könnte aussichtsreich für die Beseitigung der genannten Defizite sein. Weiterhin 
müssen auch Möglichkeiten der Darstellung des Anlagenzustands, wenigstens in Form einer 
Alarmdarstellung, untersucht werden. 
Die Analyse in Abschnitt 5 hat gezeigt, dass der in [18] vorgestellte Ansatz zum durchgängigen 
Entwurf von Visualisierungslösungen prinzipiell auch für AR-Lösungen geeignet ist, allerdings 
an einigen Stellen Anpassungen bzw. Ergänzungen erfordert (z.B. in Bezug auf die Positio-
nierung ausgewählter Widgets). Darüber hinaus sind unter Umständen zusätzliche Informati-
onen zu berücksichtigen: So sollten zum Beispiel formale Aufgabenbeschreibungen verwen-
det werden, um die oben diskutierte aufgabenabhängige Auswahl der Beschriftungen automa-
tisieren zu können. 
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