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Abstract
Electron-positron pair production in an oscillating Sauter potential is investigated in the framework of
the computational quantum field theory. It is found that for a Sauter potential well with oscillating width
and depth simultaneously, the phase difference between them has a great impact on the number of cre-
ated electron-positron pairs. Optimal values of the phase difference corresponding to different oscillation
frequencies are obtained. The optimal phase difference has a strong nonlinear dependence on oscillating
frequency. When the potential well changes slowly, our results can be explained by the instantaneous bound
states. For the higher frequency case, however, multiphoton effect is enhanced and the Pauli blocking effect
has a strong inhibitory effect on pair creations. These results can provide a theoretical reference for the
experimental creation of the electron-positron pairs.
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I. INTRODUCTION
Since positron was predicted theoretically by Dirac in 1928 and then confirmed experimentally
by Anderson in 1933[1, 2], theoretical researches are further developed including the effective
Lagrangian formalism for vacuum polarization in strong background field [3, 4]. Also Schwinger
[5] obtained the famous exponential rate for the electron-positron pair creation that is proportional
to exp(−piEcr/E) in a constant electric field E, where Ecr = 1016V/cm is the Schwinger critical
field strength which is far above the presently achieved laboratory electric field.
As the laser technology advances greatly, the electron-positron pair creation in the vacuum
under strong fields has become a hot research topic. For example, the generation of pairs in a
spatially uniform and temporally alternating electric field was studied by using the WKB approx-
imation method, which opened up the understanding multiphoton mechanism that electrons in
the negative continuum state can absorb multiple laser photons to produce pairs [6]. Afterwards,
through the study of the electric field with an arbitrary time dependence, the explicit analytic ex-
pression of the probability was obtained by Marnov and Popov[7]. So far, several methods have
been developed for the study of pairs production in strong filed, such as the worldline instanton
technique[8–11], the Dirac-Heisenberg-Wigner formalism [12–15], the quantum Vlasov equation
solution method [16–19], the computational quantum field theory [20–23, 25, 26] and so on.
Many works attempted to adopt different spatial and temporal pulse shaping or combined fields
to reduce thresholds necessary to trigger pair creation or simply to increase pair creation yield.
Effects of laser pulse shape and carrier envelope phase on pair production have been well studied
and the results show that the super-Gaussian shape is superior to the Gaussian, and the pair number
density is phase-dependent [27]. On the other hand, as the most popular potential well, the Sauter
potential served for the pair production has been extensively researched [20–22, 24, 26, 28]. Other
factors affecting pair production are also of considerable interest. For instances, Krekora et al.
simulated how a supercritical bound state is created in the long-time regime and described in
the production rate of pairs by four distinct regimes [20]. Here we emphasize the importance of
the static or simultaneous bound states of supercritical potential because pair creation in such a
potential is usually explained in terms of these bound states, for details see Refs. [21, 23, 25, 29].
Motivated by the pulse shaping and phase effects of the supercritical fields mentioned above,
therefore, in this paper we focus our study on the pair production in a Sauter potential well oscil-
lating in both its width and depth directions. The effects of phase difference between them on pair
2
creation is examined carefully by the computational quantum field theory. The result shows that
the optimal phase difference is not fixed for different oscillation frequencies, which can provide a
theoretical reference to future experimental creation of the vacuum pairs.
This paper is organized as follows. In Sec. II, by employing the computational quantum field
theory, the Dirac equation is solved, and the number of created electrons is computed. In Sec.III,
the potential well model is presented, in which the time evolution of the number of created elec-
trons under different oscillation frequencies and phase differences is simulated. In Sec.IV, we
summarize our work.
II. OUTLINE OF COMPUTATIONAL QUANTUM FIELD THEORY
In the quantum field theory, the Dirac equation is adopted to describe the evolution of a single
particle
i∂ψˆ (z, t) /∂t =
[
cαzPˆ + βc2 + V (z, t)
]
ψˆ (z, t) , (1)
where αz and β are Dirac matrices, c is the speed of light in vacuum, V (z, t) is external field that
varies with time t in the z direction. We use the atomic units ~ = e = me = 1. By introducing the
creation and annihilation operators, the field operator ψˆ(z, t) can be decomposed as follows:
ψˆ(z, t) =
∑
p
bˆp(t)Wp(z) +
∑
n
dˆ†n(t)Wn(z)
=
∑
p
bˆpWp(z, t) +
∑
n
dˆ†nWn(z, t),
(2)
where p and n denote the momenta of positive and negative energy states,
∑
p(n) presents summa-
tion over all states with positive (negative) energy, Wp(n)(z) = 〈z|p(n)〉 is field-free energy eigenstate
of positron (electron). Note that Wp(n)(z, t) = 〈z|p(n)(t)〉 satisfies the single-particle time-dependent
Dirac equation Eq.(1). From Eq.(2), we obtain
bˆp(t) =
∑
p′
bˆp′Upp′(z, t) +
∑
n′
dˆ†n′Upn′(z, t),
dˆ†n(t) =
∑
p′
bˆp′Unp′(z, t) +
∑
n′
dˆ†n′Unn′(z, t),
bˆ†p(t) =
∑
p′
bˆ†p′U
∗
pp′(z, t) +
∑
n′
dˆn′U∗pn′(z, t),
dˆn(t) =
∑
p′
bˆ†p′U
∗
np′(z, t) +
∑
n′
dˆn′U∗nn′(z, t),
(3)
3
where Up(n)p′(n′) = 〈p(n)|U(t)|p′(n′)〉, and the time-ordered propagator U(t) =
exp{−i ∫ t dτ[cαz pˆ + βc2 + V(z, τ)]}.
In Eq.(2), the electronic portion of the field operator is defined as ψˆe(z, t) ≡ ∑p bˆp(t)Wp(z). So
we can obtain the probability density of created electrons by
ρ(z, t) = 〈vac|ψˆ†e(z, t)ψˆe(z, t)|vac〉
=
∑
n
|
∑
p
Upn(t)Wp(r)|2 (4)
By integrating this expression over space, the number of created electrons can be obtained as
N(t) =
∫
ρ(z, t)dz =
∑
p
∑
n
|Upn(t)|2. (5)
The time-ordered propagator Upn(t) can be numerically calculated by employing the split-operator
technique. Therefore, according to Eq.(4), (5) we can compute various properties of the electrons
produced under the action of the external potential.
III. NUMERICAL RESULTS
In this work, we use the Sauter potential well oscillating in both width and depth directions,
which is given by
V(z, t) =
V0(t)
2
{
tanh
[
z − D(t)/2
W
]
− tanh
[
z + D(t)/2
W
]}
,
V0(t) =
V0
2
[1 − cos(ω0t + ϕ)],
D(t) = W +
D0
2
[1 − cos(ω0t)].
(6)
Here V0(t) and D(t) represents the depth and width of the potential well oscillating periodically
over time, respectively. V0 and D0 are the two oscillation amplitudes, ω0 is the same oscillation
frequency of the width and the depth. The phase difference between them is ϕ, which varies over
a period of 2pi. In this paper, W = 0.3λC is the fixed width of the potential edges, and λC = 1/c is
the Compton wavelength.
From Eq.(6), the time dependence of our model potential well is shown in Fig.1, where other
parameters are set to D0 = 10λC, V0 = 2.53c2 and ω0 = 0.04c2. The simulation time of the
numerical calculation is t = 50pi/c, which is less than the time required for the electrons generated
in the potential well to leave the simulation regions. The space in the simulation range is from
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FIG. 1: Contour profile plot of the space-time structure of the potential well. (a) is for ϕ = 0; (b) is for
ϕ = pi/2; (c) is for ϕ = pi; (d) is for ϕ = 3pi/2. The simulation time is set to t = 50pi/c2. Other parameters
are D0 = 10λC , V0 = 2.53c2, ω0 = 0.04c2. The spatial size is L = 2.5.
−1.25 a.u. to 1.25 a.u., while we only show the space region from −0.1 a.u. to 0.1 a.u. in the
figures. The depth of the potential well is indicated by color. In Fig.1(a), the width and depth of
the potential well increase or decrease synchronously when the phase difference is zero. In other
words, when the width of the potential well reaches maximum (minimum), the depth also reaches
maximum (minimum). For ϕ = pi, the variation of the width with time is opposite to that of the
depth as shown in Fig.1(c). The two cases of ϕ = pi/2 and ϕ = 3pi/2 are shown in Figs.1(b) and
(d), respectively.
Next we study the effects of the phase difference on the number of created electrons in our
model. By solving Eq.(5) numerically, the total number of created electrons and its variation
with phase differences over a period of 2pi are represented in Fig.2. Other parameters are set to
V0 = 2.53c2, D0 = 10λC and ω0 = 0.04c2. With the increase of phase difference, the number of
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FIG. 2: Number of created electrons as a function of phase ϕ over a period of 2pi. The simulation time is
set to t = 50pi/c2. Other parameters are the same as Fig. 1.
created electrons decreases firstly and then increases. For ϕ = pi/2 and ϕ = 3pi/2 corresponding
to Fig.1(b) and (d) respectively, the number of created electrons is the same. As we can see from
the figure, the curve is symmetric about ϕ = pi, which can be verified by Eq.(6). Most electrons
were produced near ϕ = 0 or ϕ = 2pi, and we define them as the optimal phase differences for
ω0 = 0.04c2. The two cases of ϕ = 0 and ϕ = 2pi all correspond to Fig.1(a). Intuitively, the wider
and deeper the potential well, the more electrons are produced. The minimum number of electrons
are created with ϕ = pi, which corresponds to Fig.1(c). When the width of the potential well is
very large(small), the depth is very small(large), which inhibits the generation of electrons.
To explain above solutions, we need to start with the instantaneous bound state. The following
formula can be used to calculate energy levels in our model of potential well [30],
cp2(t)cot(p2(t)D(t)) = E(t)V0(t)/cp1(t) − cp1(t), (7)
where p1(t) =
√
c2 − E(t)2/c2 and p2(t) =
√
(E(t) + V0(t))2/c2 − c2. Since the depth and width are
all time-dependent functions, other parameters also depend on time.
Eigenvalues of the potential well over time are presented in Fig.3. Other parameters are same as
those in Fig.1. By combining with Fig.1, we can find that the bound states appear at the moment
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FIG. 3: Instantaneous eigenvalues of the potential well over time. Other parameters are the same as those
in Fig.1.
when the potential well is deeper. Furthermore, the deeper and wider the potential well is, the
more energy levels there are. In Fig.3(a), there are 11 energy levels, the lowest three of which
dive into the negative continuum states from t = 3.0 × 10−3a.u. to t = 5.3 × 10−3a.u., with a time
interval of 4t1 = 2.3 × 10−3a.u.. In Fig.3(b), the number of energy levels is 9, which is less than
that in Fig.3(a). The lowest two energy levels dive into the negative continuum states during the
time interval of 4t2 = 1.7 × 10−3a.u.. In Fig.3(c), there are three bound states, none of which
dives into the negative continuum states, i.e., all energy levels are trapped in the gap. In Fig.3(d),
the number of bound states and the dive time interval are all the same as those in Fig.3(b) except
an obvious time-translation mirror symmetry. To facilitate the understanding, we named the time
intervals 4t1 = 2.3 × 10−3a.u. and 4t2 = 1.7 × 10−3a.u. as the efficient interaction time.
According to the study of Liu et al., the number of created electrons with sufficient interaction
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time (the critical time) for a potential well that is sufficiently deep and wide is equal to the number
of bound states diving into the negative continuum state [25]. In their paper, for a static Sauter
potential well with D = 4.55/c, V0 = 2.53c2 and W = 0.3/c, the critical time is calculated as
tcr = 2.58 × 10−3a.u. with one bound states diving into the negative continuum. And the critical
time is proportional to the number of bound states that are triggered by the static potential.
Obviously, in one cycle the maximum efficient interaction time 4t1 = 2.3 × 10−3a.u. in Fig.3 is
shorter than the critical time tcr = 2.58 × 10−3a.u.. Therefore, we can infer that the final number
of created electrons is less than the number of bound states in the negative continuum state, since
the efficient interaction time is not large enough for the electrons to occupy completely. This
reasonable inference is confirmed by Fig.2. The final number of created electrons in Fig.2 for
ϕ = 0 is less than three, which is the number of bound states diving into the negative continuum
state in Fig.3(a). For ϕ = pi/2 and ϕ = 3pi/2, the same conclusion holds. However, the similar
results can be concluded qualitatively, i.e., more numbers of bound state dive into the negative
continuum, the more pairs can be created. In short the number of bound states and the effective
interaction time depend strongly on the phase difference. It can explain the relation between the
number of created pairs and the phase difference. There exists an optimal phase difference where
the maximum number can be achieved. Since the effective time depends not only on the phase
difference but also on the oscillation frequency, it is also found that the higher the frequency, the
shorter the effective interaction time.
To better understand the studied problem, the time evolution of the number of created electrons
is shown in Fig.4. For ϕ = 0, the number stops increasing at t1 = 5.3 × 10−3a.u., and stabilizes
at N = 0.97 after a brief decrease. The decrease is due to the annihilation between electron and
positron. Compared with Fig.3(a), it is found that the time when the number of created electrons
stops increasing corresponds to that time when the lowest bound state leaves the negative con-
tinuum state. Moreover, the time region with higher growth rate in this figure corresponds to the
efficient interaction time in Fig.3(a). This result is also suitable for cases of other phase differences.
For ϕ = pi/2 in Fig.4, the maximum value of the red double dash curve is approximately at
t2 = 3.3 × 10−3a.u., which is the same as the time for the lowest bound state to leave the negative
continuum state in Fig.3(b). For ϕ = pi, the positions of the two peaks in the blue dotted line of
Fig.4 correspond to those positions of the two valleys in Fig.3(c).
For ϕ = 3pi/2, the peak is located at t3 = 7.1 × 10−3a.u. corresponding approximately to the
time for the lowest bound state to leave the negative continuum state in Fig.3(d). This reflects that
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FIG. 4: Number of created electrons from t = 0 to t = 50pi/c2 for phase difference ϕ = 0 (the black solid
line), ϕ = pi/2 (red double dash line), ϕ = pi (blue dotted line) and ϕ = 3pi/2 (green dot and dash line). Other
parameters are same as those in Fig. 1.
the bound states in the negative continuum play the main role in the progress of positron-electron
pairs, which has been verified by Liu et al. [25]. Although these lines in Fig.4 increase at different
starting times, these final numbers are consistent with those in Fig.2. For ϕ = pi/2 and ϕ = 3pi/2,
the final numbers of created electrons all tend to N = 0.8 at the end of the period, which is lower
than N = 0.97 for the case of ϕ = 0.
So far, we come to the conclusion that the number of electrons is mainly determined by the
bound state and the effective interaction time for low frequency oscillation, and the phase differ-
ence changes the bound state and the effective interaction time by controlling the depth and width
of the potential well. When the oscillation frequency is set to ω0 = 0.04c2, the optimal phase
difference is ϕ = 0.
The number of created electrons and its variation with phase ϕ over a period of 2pi for different
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FIG. 5: The number of created electrons and its variation with phase ϕ over a period 2pi for different
oscillation frequencies.
oscillation frequencies is shown in Fig.5. As the frequency increases, the curve moves up to a
certain height and then comes down. That is to say, with the increase of oscillation frequency,
the number of produced electrons does not always increase, which conforms to the conclusion of
Ref.[23]. Interestingly, the optimal phase difference varies with the increase of frequency. The
optimal phase difference is located at ϕ = 0, 0.4pi, 0.5pi, 0.5pi, 0 and 0.2pi for ω0 = 0.04c2, 0.3c2,
0.6c2, 0.8c2, 1.0c2 and 2.0c2, respectively. Note that, the figure is symmetric with respect to ϕ = pi,
which is the phase difference corresponding to the minimum number of created electrons. When
the frequency is set to ω0 = 0.8c2, the most electrons are created on conditions that 0 < ϕ < pi/2
or 3pi/2 < ϕ < 2pi. The maximum number is about 14, which can also be obtained by lowering the
oscillation frequency to ω0 = 0.6c2 and changing the phase difference to ϕ = 0.5pi.
The time evolution of the created number with ω0 = 0.6c2 is shown in Fig.6. The period of
oscillation is set to T = 2pi/ω0 ≈ 5.58 × 10−4a.u.. Because of the robustness characteristic, the
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FIG. 6: Time evolution of the number of created electrons from t = 0 to t = 50pi/c2 for ϕ = 0 (the black
solid line), ϕ = pi/2 (red double dash line), ϕ = pi (blue dotted line) and ϕ = 3pi/2 (green dot and dash line).
Other parameters are the same as those in Fig. 1, except the frequency ω0 = 0.6c2(15 cycles).
number of created electrons increases stepwise with the simulation time during fifteen cycles [25].
Unlike in Fig.4, the final number is no longer the largest for ϕ = 0. For the two cases of ϕ = pi/2
and ϕ = 3pi/2, the two curves are periodically separated and intersected with the final number
being large than those for ϕ = pi/2 and ϕ = 3pi/2. Since every curve repeats the same pattern of
variation rule in each period, we choose the first oscillation period to amplify and analyze it, as
shown in the inset.
Comparing with Fig.4, the effective interaction time in Fig.6 are shortened to 4t1/15 = 1.5 ×
10−4a.u. for ϕ = 0, 4t2/15 = 1.1 × 10−4a.u. for ϕ = pi/2 and ϕ = 3pi/2. According to the previous
analysis, the decrease of the effective interaction time will reduce the number of electrons. But
the final number on the case of ϕ = pi in the end of the first period is 0.82 in Fig.6, which is much
larger than that in Fig.4. The method of the transient bound state can not fully explain this result.
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There may be some other effects such as the multi-photon process and the Pauli blocking that
have more significant impacts on the creation of electrons. By absorbing multiple laser photons,
electrons with negative energy in the negative continuum state can transit to the positive continuum
to create electron-positron pairs. Moreover, the bound states in the gap provide some ladders for
the electron transition, which enhances the probability of the electron transition. For the case of
ϕ = 0 in the inset, the number of created electrons stops increasing when t0 = 2.8 × 10−4a.u.. In
the second half of the cycle, the number of electrons is suppressed, which may be caused by the
Pauli blocking.
When the oscillation frequency is very high, the electrons generated on both sides of the po-
tential well move very fast. Supposing they move toward the middle with the speed of light, the
encounter time would be at t0 = D/2c. The maximum time for electrons created in the middle of
a cycle to meet is about 2.7× 10−4a.u., which is equal to half of the period. According to the Pauli
exclusion principle, each bound state can only be occupied by one electron. Thus we can guess
that electrons produced in the first half of the period are trapped in the potential well, occupying
these bound states, so that the electrons generated in the second half of the period have no bound
states available. For the cases of ϕ = pi/2 and ϕ = 3pi/2, the final number in the inset is 1.0, which
is larger than 0.8 in Fig.4. This is because that the Pauli blocking is perfectly avoided for the two
cases, and the multi-photon process increases the probability of creation compared with that in
Fig.4.
The optimal phase difference in a period of 2pi and its variation with oscillation frequency is
presented in Fig.7. Since the two lines are symmetric about ϕ = pi, we only analyze the lower
one. The optimal phase difference changes non-monotonically with the increase of oscillation
frequency. For the oscillation frequency ranging from 0.04c2 to 1.0c2, the optimal phase difference
increases slowly to ϕ = pi/2 and then decreases to 0. When the oscillation frequency ranging from
1.0c2 to 2.0c2, the optimal phase difference located near ϕ = 0.
Table I shows the maximum, the minimum number of created electrons and the ratio between
them for different frequencies in Fig.5. From the second column, the optimal phase difference
ranges from 0 to pi/2. With the increase of frequency, the parameter Nmax increases to maximum
14.38 with ω0 = 0.8c2 and then decreases. In the third column, the parameter Nmin also increases
to maximum 9.52 with ω0 = 0.8c2 and then decreases. The corresponding phase difference is
constant pi. The ratio of the maximum to the minimum is larger for a lower frequency, and it is less
than 2 for ω0 > 0.6c2. What we can take as an important reference from the table is that for the
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FIG. 7: The optimal phase difference and its variation with oscillation frequency in a period of 2pi.
three cases that the parameter Nmax is greater than 10, the corresponding ranges of the frequency
and the phase difference are 0.6c2 < ω0 < 1.0c2 and 0 < ϕ < pi/2 respectively.
IV. CONCLUSION
We have investigated the effects of the phase difference between the depth and width oscillation
on electron-positron pair creation employing the computational quantum field theory. Firstly, we
select a slowly changing field and simulated the number of created electrons and its variation with
phase difference. Secondly, we studied the phase modulation for different oscillation frequencies.
The main results are as follows.
1. For low-frequency oscillations, the phase difference has a great effect on the number of
created pairs. When the width and depth of potential well changes simultaneously(ϕ = 0), the
number of created pairs reaches maximum. Conversely, when the phase difference is set to ϕ = pi,
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TABLE I: The maximum, the minimum number of created electrons and the ratio between them for different
frequencies in Fig.5
ω0(c2) Nmax Nmin R(Nmax/Nmin)
0.04 0.97(ϕ = 0) 0.04(ϕ = pi) 24.25
0.3 4.29(ϕ = pi/2) 0.53(ϕ = pi) 8.09
0.6 14.26(ϕ = pi/2) 7.99(ϕ = pi) 1.78
0.8 14.38(ϕ = pi/2) 9.52(ϕ = pi) 1.51
1.0 11.81(ϕ = 0) 6.24(ϕ = pi) 1.89
2.0 7.80(ϕ = pi/5) 4.85(ϕ = pi) 1.61
there are few pairs created.
2. With the increase of the frequency, the variation of the optimal phase parameter is nonmono-
tonic. On the condition that ω0 < 1.0c2, the optimal phase parameter is mainly located at ϕ = pi/2.
For 1.0c2 < ω0 < 2.0c2, it is mostly around ϕ = 0.
3. By controlling the frequency ω0 ranging from 0.6c2 to 1.0c2 and the phase difference ϕ from
0 to pi/2, more electron-positron pairs can be obtained.
When the potential well changes slowly, the results can be explained by the instantaneous
bound states. For the higher frequency case, the multi-photon effect is enhanced. Because of
the robustness character, the number of created pairs rises stepwise over time. For the case of
simultaneous variation of the width and depth of potential well, the Pauli blocking effect has a
strong inhibitory effect on creation of electrons at high frequencies.
In this work, we study with the same frequency parameter in the width and the depth oscilla-
tions. If the frequencies of the two oscillations are different, there may be more abundant pairs
production. Some of other factors deserve to be further considered and studied in future, which
is beyond the scope of present paper. Above conclusions may have possible reference value to
laboratory experiments in the generation of electron-positron pairs.
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