In many regions of the world characterized by a relatively low rate of seismicity, the determination of local and regional seismic source parameters is often restricted to an analysis of the first onsets of P waves (or first motion analysis) due to incomplete information about Earth structure and the small size of the events. When rare large earthquakes occur in these regions, their waveforms can be used to model Earth structure. This, however, makes the nature of the earthquake source determination problem circular, as source information is mapped as structure. Presented here is one possible remedy to this situation, where through a two-step approach we first constrain Earth structure using data independent of the earthquake of interest. In this study, we focus on a region in Western Australia with low seismicity and minimal instrument coverage and use the CAPRA/LP temporary deployment to demonstrate that reliable structural models of the upper lithosphere can be obtained from an independent collection of teleseismic and ambient noise datasets. Apart from teleseismic receiver functions (RFs), we obtain group velocities from the cross-correlation of ambient noise and phase velocities from the traditional two-station method using carefully selected teleseismic earthquakes and station pairs. Crustal models are then developed through the joint inversion of dispersion data and RFs, and structural Green's functions are computed from a layered composite model. In the second step of this comprehensive approach, we apply full waveform inversion (three-component body and surface waves) to the 2007 M L = 5.3 Shark Bay, Western Australia, earthquake to estimate its source parameters (seismic moment, focal mechanism, and depth). We conclude that the full waveform inversion analysis provides constraints on the orientation of fault planes superior to a first motion interpretation.
I N T RO D U C T I O N

Motivation
On 2007 February 15 Western Australia (WA) experienced a rare magnitude 5.3 earthquake approximately 18 km beneath Shark Bay [Figs 1(a) and (b)]. Its location (−25.97 • N, 113.28
• E, 18 km depth), origin time (UTC: 15:38:36) , and size (M L = 5.3) were determined by Geoscience Australia (GA), which uses a network of permanent broad-band seismometers operating in real-time (www.ga.gov.au). Although Australia is generally seismically quiet, one magnitude 6.0 event occurs approximately every five years (e.g. McCue 1990 ). Careful analysis of these anomalous events is necessary to establish a model for describing the causes, character, and frequency of intraplate earthquakes (e.g. Stein 2007 ) as well as the state of the regional stress-field (e.g. Clark & Leonard 2003) .
In order to invert a seismic waveform for source properties, the structure of the Earth between the source and receiver must be understood (Aki & Richards 2002) . Unfortunately, mapping the Earth's crust is not an easy task in a seismically inactive region sparsely covered by recording stations. Under these circumstances, simpler and structure-independent methods of determining seismic moment tensors are often employed. The most straightforward approach is to evaluate the polarity of P-wave first motions recorded by seismic stations that provide adequate azimuthal coverage of the source. S-and P-wave amplitude ratios have also been utilized with success to constrain focal mechanisms (e.g. Julian & Foulger 1996; Julian et al. 1997; Hardebeck & Shearer 2003) . The solutions, however, depend on the clarity of phase arrivals and the position of stations with relation to epicentral distance and azimuthal distribution. Revets et al. (2009) calculated the focal mechanism of the Shark Bay event from first motion P-wave data alone. They used mainly temporary stations, positioned east of the source, that were deployed at the time of the Shark Bay earthquake. The combination of limited azimuthal station coverage and the rather emergent character of the recorded waveforms suggests that constraints on the source parameters of the Shark Bay event could be improved by further, more detailed analysis. A combined interpretation of full waveform inversion and first motion solutions can provide a more robust conclusion, and this approach may become more widely employed. Such an approach requires a careful, initial determination of Earth structure in the region, which is outlined in the following section.
A two-step approach
When rare significant earthquakes like the Shark Bay event occur in relatively low seismicity regions such as WA, their waveforms Crustal structure and moment tensor inversion 3 provide invaluable data with which to model Earth structure. However, it is also advisable that Earth structure be constrained using independent datasets in order to minimize any mapping of source information as structure. In this case, such data is limited to either small local events weakly recorded at several GA stations located far from Shark Bay, or, preferably, teleseismic events recorded during a temporary deployment located closer to Shark Bay. In addition, ambient noise Earth imaging techniques improve knowledge of the seismic wavespeeds in the upper crust and, therefore, can be invaluable when seismicity is sparse.
The CAPRA deployment, consisting of 22 three-component broad-band stations installed in WA by the Research School of Earth Sciences at the Australian National University (Reading et al. 2011) with the goal of studying deep structure, was operational at the time of the Shark Bay event. The presence of these stations enables us to produce a working composite model of WA that reflects the different Moho character and seismic velocities of each geological region.
The ancient West Australia Craton was assembled as a result of the collision of the Archaean Pilbara and Yilgarn cratons. They were joined along the Capricorn Orogen with the Pinjarra Orogen bounding them to the west (Fitzsimons 2003) . Forward modelling is used to create initial crustal models of these regions that are fed into a linearized joint inversion of teleseismic receiver functions (RFs) and group and phase dispersion curves calculated from a combination of teleseismic signals and ambient noise data.
This procedure is naturally divided into two steps: in the first step, we determine Earth structure within the region spanned by the source and receiver array using a multiplicity of methods, and in the second step, we use this information to invert for the seismic moment tensor of the Shark Bay earthquake. We are able to invert the long period waveforms (15-35 s) recorded at CAPRA/LP stations within approximately 750 km of the epicentre to produce a seismic moment tensor and depth estimate for the Shark Bay event. In addition, we perform our own first motion analysis and provide an appraisal of this method in the light of previous work.
T E C T O N I C S E T T I N G
The following tectonic elements are crossed by energy from the Shark Bay earthquake to the recording stations used in this study: Pilbara Craton, Yilgarn Craton, Capricorn Orogen, and Pinjarra Orogen (Fig. 1b) . The Pilbara Craton in northwest WA comprises a granite-greenstone terrain of early mid Archaean age (Wellman 2000) . The east and west Pilbara Craton are geologically disparate from one another and evolved under two different tectonic regimes (Hickman 2004) . The East Pilbara Terrane contains randomly orientated dome and basin structures that alternate with synclinal greenstone (volcano-sedimentary rocks) belts (Van Kranendonk et al. 2007) . This dome and basin pattern is absent in the West Pilbara Terrane, which is instead dominated by elongated granitoid complexes, greenstone belts, and numerous east and northeast striking faults (Hickman 2004) . The Yilgarn Craton, in southwest Australia, formed during a Proterozoic episode of increased tectonic activity that resulted in the amalgamation of various continental fragments (Cassidy et al. 2006) . Granite and greenstones form the majority of the upper crust, and deeper Late Archaean crustal layers are exposed in the northwest and southwest (Ivanić et al. 2010) . At the northwest corner of the Yilgarn Craton lies the Narryer Terrane, which contains the oldest crust in Australia (Spaggiari et al. 2008) .
The joining of the Pilbara and Yilgarn Cratons in the Palaeoproterozic produced the 300 km wide, heavily deformed, tectonic belt known as the Capricorn Orogen (Tyler & Thorne 1990; Betts et al. 2002; Sheppard et al. 2010) . The orogen contains Palaeoproterozic plutonic igneous rocks, medium-to high-grade metamorphic rocks, a series of volcano-sedimentary and sedimentary basins, and is rimmed by the deformed margins of the Pilbara and Yilgarn cratons (Cawood & Tyler 2004) . To the west of the Darling Fault lies the Neoproterozoic Pinjarra Orogen, which is the resulting passive margin that formed when Australia separated from India (Myers et al. 1996) . The rift valley is concealed by 10-15 km of sedimentary rocks, and so little of its Precambrian geological history is known. Some evidence is, however, provided by three main sources of exposed Precambrian rocks in the Leeuwin, Mullingarra, and Northampton complexes (Myers 1993) . Previous seismic studies in this part of WA have utilised RF, reflection and refraction data. Drummond (1988) used reflection and refractions studies to characterize the Pilbara and Yilgarn Cratons as having a two-layered crust with a broad transition between these layers occurring between 10 and 15 km depth. He estimated the Moho to lie between 28 and 35 km depth. Clitheroe et al. (2000) inverted RFs for shear velocity profiles beneath 65 broad-band stations across Australia and combined the results with 51 independent estimates of crustal thickness from refraction and reflection profiles to produce a Moho map of the continent. He found the crust to be thin and the Moho transition to be sharp beneath the Archaean cratons. A few years later, Collins et al. (2003) confirmed the results of Clitheroe et al. (2000) using additional data newly acquired from refraction and reflection profiles. Using mostly temporary seismic stations, Reading & Kennett (2003) completed a RF analysis of the Pilbara Craton, Capricorn Orogen, and northern Yilgarn Craton. They characterised the Pilbara Craton as having a sharp, shallow (∼30 km) Moho, the Yilgarn as having a sharp, yet deeper (∼40 km) Moho, and were barely able to discern the Moho beneath the Capricorn Orogen. Reading et al. (2011) provide a more comprehensive analysis of the Moho character of the region using RFs from the CAPRA deployment. In general, they found a deeper Moho transition (36-44 km depth) beneath the Capricorn Orogen; a sharper, less deep (∼35 km) Moho in the north Yilgarn Craton, except for the Narryer terrane, which exhibits an abnormally shallow discontinuity at 29 km; and a shallower (29-34 km), more pronounced discontinuity beneath the Pilbara Craton.
We will use data from stations CP08, CP09, CP10, and CP11 to constrain the structure within the Capricorn Orogen; stations CP14 and CP13 for the Yilgarn Craton, with CP12 on the Narryer Terrane; and stations CP02, CP03, CP05, CP06, RP01, RP03, and RP04 for the Pilbara Craton (Fig. 1b) . There have been no previous RF analyses of the Pinjarra Orogen, but we expect to find a thinner crust (Clitheroe et al. 2000; Collins et al. 2003) relative to the cratons and a thin surface layer of sediments using stations LP01, LP02, LP03, LP04, and LP05 (Fig. 1b) .
DATA A N D M E T H O D S
In this study, we use data recorded at a total of 17 CAPRA seismic stations. There were two main transects recording between 2006 June and 2007 June: one running roughly north-south ( (Fig. 1a ). These models together represent a composite model that is used to produce synthetic waveforms for the seismic moment tensor inversion. In the following sections, we will describe three methods that were applied to the CAPRA/LP data to obtain this composite 1-D model of the Earth. In the last part of each of the following subsections, we state the results of the structure determination (step 1), which are subsequently used in the complete waveform inversion for an improved focal mechanism (step 2).
Receiver function analysis
RF analysis is a popular method for determining a shear-wave model of the lithosphere beneath a station. By deconvolving the vertical with the radial response of a plane-layered structure, the shear-wave response of the crust and upper mantle can be extracted to produce a time series called a RF (Langston 1979) . RFs are particularly sensitive to pronounced gradients in elastic properties as a function of depth and are critical to determining the depth of the Moho. In this study, RFs are calculated from teleseismic events using a relatively conservative threshold on earthquake magnitudes of 5.0 or greater. The events, mainly from surrounding subduction zones of Indonesia, Japan, and Tonga-Fiji (Fig. 2) , are pre-processed, and only coherent waveforms are selected for further analysis. The waveforms are iteratively deconvolved in the time domain according to Ligorría & Ammon (1999) using a 2.5 Gaussian filter. The resulting RFs are subsequently band-pass filtered to decrease the noise and improve coherency using an optimised filter width: band-pass between 0.75 Hz and 2.0 Hz for stations CP14 and CP12, bandpass between 1.0 Hz and 2.5 Hz for stations CP08 and CP03, and a highpass with a corner frequency of 0.4 Hz for stations LP01 and LP03. RFs for a back-azimuth range of approximately 20
• are selected and stacked for each station to create an average RF which is used in the linearised inversion.
The first step in inverting RFs for a 1-D model is to produce a reasonable initial model, as the final solution will not be allowed to differ greatly from the initial model. We utilize a priori information from previous studies (Reading & Kennett 2003) in our forward modelling approach using the RF forward modelling software IRFFM (Tkalčić et al. 2011a ). This interactive tool allows manual manipulation of thicknesses, velocities, and v p /v s ratios for a 1-D Earth model. A simple model with two crustal layers is created to represent the Earth's structure beneath each of the following six stations: CP14, CP12, CP08, CP03, LP03, and LP01 (Table 1) . These become the initial models in a linearised inversion (Julia et al. 2000) that allows easy manipulation of the smoothness parameter. We find an inverted shear velocity model that produces synthetic RFs with a high variance reduction (VR) by taking the initial model and iteratively perturbing each layer. Increasing the number of layers in a model improves the fit between the observed and synthetic RF at the expense of over-parametrizing the model space. Likewise, increasing the smoothness parameter makes a model more realistic at the expense of decreasing the data fit. Through a grid-search, the number of layers and the smoothness parameter are systematically varied for each model. In this manner we are able to explore the VR achieved throughout the entire parameter space and estimate the optimal number of layers in our models. For each model, the number of layers is increased until further layers produce no significant improvement in VR (Tkalčić et al. 2011a) . A collection of models for each station consists of versions with a different number of layers, smoothness parameter, and iteration numbers, all of which are empirically determined. The preferred model is an
Crustal structure and moment tensor inversion average over a limited range of these models. For example, the final CP14 model is averaged over versions having seven or nine crustal layers, smoothnesses of 0.2 or 0.3, and iterations between 10 and 40. The models are divided into 1 km thick layers to facilitate the averaging of models with different numbers of velocity discontinuities. Though the resulting final averaged model does not have the overall best fit, it provides a more probable representation of the Earth's structure beneath a given station. Fig. 6 (a) provides the final model as inverted from the RF data for CP14 (light blue dashed line). Located near the northern rim of the Yilgarn Craton, the interpreted Moho depth of CP14 is approximately 34 km, which is in good agreement with previous RF studies (Clitheroe et al. 2000; Collins et al. 2003; Reading & Kennett 2003; Reading et al. 2011) . The RFs of CP12 in general have an ill-defined and inconsistent peak around 3.5 s, yielding less obvious information about the character of the Moho, but the beginning of a broad transition is seen at about 28 km (Fig. 6b) . Reading et al. (2011) infer a sharp transition at CP12 at this depth (although not a very large seismic velocity contrast), which is likely due to the slight difference between the two inversion methods. The Moho of station CP08 appears to begin at around 30 km depth, and, consistent with the work of Reading et al. (2011) , there is an upper crustal discontinuity at around 8 km depth (Fig. 6c ). CP03 has a distinct Moho transition around 28 km (Fig. 6d) . The RFs of both LP01 and LP03 are very noisy, and thus the majority of them are discarded from the final stacking. Nonetheless, the average RF for LP03 does show a strong arrival at around 4 s. Upon inversion, a strong low velocity zone in the uppermost 4 km of crust -probably due to coastal sediments -and a Moho transition at 31 km result (Fig. 6e ). LP01 lacks a sharp Moho; a gradual transition begins at about 27 km depth, and a lower velocity layer in the upper crust is present as with LP03. Although a detailed RF assessment of the Pinjarra region has not yet been completed, these values are in good agreement with the rough estimates for the region given by Collins et al. (2003) in his analysis of the crustal thickness of Australia.
Surface wave dispersion curves
Group velocity from ambient noise
Although RFs provide good estimates of velocity contrasts, when combined with dispersion data, they more accurately and uniquely predict the average velocities in the crust (e.g. Özalaybey et al. 1997; Du & Foulger 1999; Julia et al. 2000; Tkalčić et al. 2006; Tkalčić et al. 2011b) . In this study, we calculate Rayleigh wave Green's functions for the Earth between all possible stations pairs through the cross-correlation of ambient noise recorded by the CAPRA/LP array ( Table 1) . The Green's functions reveal short-period velocity information important for resolving crustal and upper mantle structure. An automated frequency-time analysis (FTAN) procedure according to Bensen et al. (2007) is followed along with the few modifications described by Arroucau et al. (2010) 2001), which does not affect the dispersion measurements. Using an automated phase-matched filtering technique described in depth by Levshin & Ritzwoller (2001) , group velocities are extracted for periods between 1 and 50 s (Fig. 3) . We can assume that the phase shift resulting from the differentiation minimally affects the group velocity signals of a high quality cross-correlogram (Yao et al. 2006) . Therfore, the average of the measurements from the differentiated and un-differentiated cross-correlograms is used as long as the two measurements do not vary from each other by more than 3.0 per cent. If the difference is greater than 3 per cent, the velocity measurement is rejected entirely. This promotes the utilization of only high quality data (Arroucau et al. 2010) . In another effort to preserve only the reliable waveforms, a signal-to-noise ratio (SNR) greater than 3 and an interstation spacing of at least 3 wavelengths is made a requirement (Bensen et al. 2007) . Group velocity curves are calculated from the Green's function corresponding to a given model station (CP14, CP12, CP08, CP03, or LP03) and LP01, whose location approximates that of the earthquake. In this manner, we are able to obtain a dispersion curve that represents the average structure between source and receiver (the small red circles in the bottom right portion of Fig. 6 ). The range of periods providing reliable dispersion information varies from station pair to station pair according to the SNR of the filtered Green's function and the interstation distance. The Green's functions associated with the pairs CP12 and LP01, and LP03 and LP01, have poor SNRs. We thus employ a different method that aims to extract the average dispersion curve representing the Earth directly beneath the station. Cross-correlograms are calculated for all possible station combinations. The resulting set of Green's functions are then passed through a series of filters and the travel times for each receiver-receiver path at a range of periods can be measured using the phase-matched filtering technique of Levshin & Ritzwoller (2001) . A fast marching surface wave tomographic inversion scheme (Rawlinson & Sambridge 2004a,b) is then applied to the measured travel times used to estimate velocity variations for different periods across the WA region (Fig. 4a ). This iterative, nonlinear approach uses cubic B-splines to describe the velocity continuum and provides stable, robust solutions even in heterogeneous media. Significant improvement in traveltime residual misfit is seen for maps associated with periods between 1.5 and 14 s, with VRs ranging from 41 to 77 per cent. The lower VRs are associated with the longest-and shortest-period (>9 s and <2 s) solutions, where there is a gradual degradation of dispersion measurements. Synthetic 'checkerboard' resolution tests are performed in order to access the resolving power of the data. Gaussian noise with a standard deviation of 0.15 s is added to the synthetic data to simulate the noise content of the observed traveltimes. Fig. 4(b) displays the results of a checkerboard resolution test for a period of 4 s. The group velocity value corresponding to a given station location is extracted from each of the different period group velocity maps. These values are then interpolated to produce a group velocity curve that is representative of the lithosphere beneath the given station.
The general pattern of lower velocities in the coastal regions of WA can likely be attributed to a layer of surface sediments. The work of Abdulah (2007) provides a 3-D P-wave velocity perturbation map of northwest Australia derived from traveltimes of both local and teleseismic events. The relative velocity patterns evaluated at 35 km depth largely agree with our longer period maps (∼30 s period), which roughly sample the same depth. The north Pinjarra Orogen and the Glenburg terrane (west of the Capricorn Orogen) (Fig. 1b) demonstrate significantly lower velocities, which correspond to the generally younger geological structures of WA.
Phase velocity from the two-station method
Phase velocity information provides a much better constraint on average shear velocity than just group velocity alone, as multiple phase velocity curves are possible for each group curve (Aki & Richards 2002) . Consequently, the two-station method is employed to measure fundamental-mode Rayleigh phase dispersion curves between 10 and 60 s. In order to safely assume that the influence of the structure between the source and nearest station is negligible, the two stations must be on approximately the same great circle path with the source (Knopoff et al. 1966) . We require that the azimuthal difference between the earthquake to the two different stations and the azimuthal difference between the earthquake and the nearest station, and the nearest station to the farther station be less than 2.0
• . To promote reliability in measurements at longer periods, the inter-station distance is required to be at least half of the wavelength (Yao et al. 2006) .
We obtain 29 reliable phase velocity dispersion curves from earthquakes from Indonesia, Tonga-Fiji, and Japan with a magnitude between 5.0 and 7.0 and a depth of less than 100 km for four different station pairs: LP01 and LP03; CP08 and CP14; LP01 and CP08; and LP01 and CP03 ( Fig. 5; Table 1 ). An average phase velocity curve is obtained for each of the four sets. The CP08 model [see the blue triangles in Fig. 6(c) for the phase dispersion curve] incorporates the curves from the path connecting LP01 and CP08; the CP03 model uses those connecting LP01 and CP03, and the LP03 model uses those connecting LP01 and LP03 stations. The models for stations CP14 and CP12 [see the blue triangles in Fig. 6(a), (b) for the phase dispersion curves] incorporate the curves from the path connecting CP14 and CP08 due to a lack of quality data associated with the LP01 to CP14 and LP01 to CP12 path. Although a phase velocity analysis using ambient seismic noise was attempted, the 2π phase ambiguity factor prevents confident identification of the fundamental mode phase curves. Such analysis would require the use of a global 3-D model or observed, local phase velocity maps to roughly predict phase speeds (Bensen et al. 2007 ).
Joint inversion of teleseismic and ambient noise data
After the average phase and group velocity dispersion curves are compiled for each intended model station, a joint inversion of RF and dispersion data is performed (Fig. 6) . The first step involves using the interactive forward modelling software for joint modelling of RFs and surface wave dispersion curves IRFFM2 (Tkalčić et al. 2011b ) to create a simple and reasonable initial model. In this process, the average model from the RF inversion is altered manually until the synthetic RF better fits the dispersion data while still maintaining good agreement with the RF data. Then we linearly invert the fundamental-mode group and phase velocities simultaneously with the radial RFs for a shear wave velocity profile beneath each station (Fig. 6) (Herrmann 2004 ) using our initial model resulting from the forward modelling. Our approach is similar to that of Julia et al. (2000 Julia et al. ( , 2003 . A fixed bottom layer below 47 km, which approximates the lower limit of the RF and dispersion curve sampling depth, is used to focus the inversion sensitivity on the uppermost lithosphere. A time window of −5.0 to 15.0 s is used to invert the RFs to concentrate the inversion on the Moho character. The dispersion curves are sampled at period intervals between 0.1 (at shorter periods) and 1.0 s (for longer periods), and the RFs are sampled every 0.05 s. Differential smoothing is applied while an influence parameter controls the relative weight between the dispersion curves and RF data. We then run a series of inversions, each with an influence parameter ranging between 0.0 and 1.0 (where 0.0 indicates only an inversion of RF data, and 1.0 only inverts dispersion data). We choose the models resulting from the weight value that best balances the individual fits of the dispersion and RF data, meaning that the percent of data misfit is approximately equal for both these datasets. Successive inversions converge after about five iterations; however, the final model is created by the average of iterations 20 through 40, in which range no discernible improvement in VR is seen.
Our final jointly inverted models agree well with previous studies and, moreover, provide further constraints on the upper lithosphere of WA. The general pattern of increased Moho depth beneath the Capricorn Orogen and thinner crust under the cratons is consistent with the work of Reading et al. (2011) . Upon jointly inverting for the Capricorn Orogen structure associated with station CP08, the Moho depth estimate increases from 30 km (resulting from the RF analysis) to 34 km (the dashed light blue line and solid blue line of Fig. 6c ), which agrees more closely with Reading et al. (2011) , who estimated the Moho to be at 36 km depth. This change arises due to a trade-off between the absolute velocity and the thickness of the crust when only information from RFs is available. Due to the fact that long period phase velocity dispersion data brings additional information about the absolute velocity of the lower crust [faster in this case; Fig. 6(c) ], the crustal thickness increases to accommodate the faster propagation of shear waves through the crust.
While no previous studies have performed a high-resolution group or phase velocity analysis of WA, Saygin & Kennett (2010) completed a set of continental-scale group velocity maps using ambient noise for periods between 5 and 12.5 s. Our results are in rough agreement in that upper crust group velocities range from 2.8 to 3.4 km s −1 . We improve the constraints by increasing resolution and including phase velocity information derived from the twostation method. For the first time, RFs are analysed for the Pinjarra Orogen. Although the data are very noisy for these coastal stations, we are able to obtain a rough estimate of crustal structure and Moho character for the area.
M O M E N T T E N S O R I N V E R S I O N O F T H E S H A R K B AY E V E N T
Equipped with a collection of upper lithosphere models of WA, we are now ready to perform a full waveform inversion for source properties of regional earthquake recordings. After first using the Earth reference model ak135 (Kennett et al. 1995) , we will then use our own models to produce synthetic Green's functions and compare them with the filtered observed waveforms. It is assumed that the Green's functions resulting from our composite model represent the average structure between the source and each station. To represent Earth structure associated with stations CP14 and CP13, we use the model CP14; for stations CP12, CP11, CP10, and CP09 we use the model CP12; for stations CP03, CP05, CP06 we use the CP03 model; and stations LP03 and CP08 each have their own model. 
Method
Using upper lithosphere models for CP14, CP12, CP08, CP03, and LP03 (Table 1) , we employ a frequency-wavenumber integration program developed to calculate synthetic Green's functions (Saikia 1994 ) from plane-layered models. Respective moment tensors are estimated using full waveform regional moment tensor inversion (Dreger & Helmberger 1993) , which uses long-period three-component waveforms at regional distances. This method of waveform inversion solves for the moment tensor elements through a linear inversion in the time-domain that seeks to minimize the difference between synthetic and observed waveforms. Small timeshifts specific to each station are used to best align the data with the synthetics and to minimize the effect of earthquake mislocation errors and uncertainties in the average velocity structure. The earthquake depth is solved for iteratively. Instrument response is removed from the data, and both synthetics and data are bandpass-filtered between 15 and 35 s, which best isolates the body and surface waves. The extensive study of Earth structure justifies the attempt to fit higher frequency signals. A source depth of 18 km (www.ga.gov.au) is used in the initial inversion. The inversion procedure we adopt here considers only the deviatoric tensor, neglecting volumetric changes of the source. The earthquake is assumed to be a point source in time and location, which is a reasonable approximation for far-field waveform modelling of the Shark Bay event (M L = 5.3). Solutions are judged based on both VR and percent doublecouple. The accuracy of the depth estimate given by GA is tested through a series of iterations, each imposing a different depth.
Results
After an extensive analysis and consideration of all stations, only the nine least noisy stations (LP03, CP14, CP13, CP11, CP10, CP09, CP08, CP06, and CP03) are used in the inversion. The inclusion of the more noisy stations does not significantly improve the azimuthal coverage and, moreover, does not help to constrain the solution. For example, stations CP12, CP05, and LP01 were disregarded in the inversion due to low SNRs at the time of the earthquake in this study. Other disregarded stations were distant from the source, and the waveforms were too noisy for analysis.
In this section we describe the results of waveform inversions using different structural models. We first invert the waveforms of the nine remaining stations using only the Earth reference model ak135 (Kennett et al. 1995) . The best-fitting moment tensor has fault planes with strikes of 33
• and 234
• , dips of 70
• and 22
• , rakes of 82
• and 110
• , and a VR of 62.0 per cent (Fig. 7a) . We then perform the inversion using only the model CP14, which is a robust model and a good approximation for much of the region (Fig. 6a) . The best-fitting moment tensor has fault planes with strikes of 31
• and 222
• , dips of 61
• and 30
• , and rakes of −95
• and −81
• ; the VR is only 57.8 per cent (Fig. 7b) . Previous experience in inverting waveforms for the seismic moment tensor in a complex tectonic setting suggests that it is possible to improve the overall fit by using a composite model (Tkalčić et al. 2009 ). A composite model approach is also used in a routine moment tensor inversion in California, where the Earth structure connecting the earthquakes occurring in the Mendocino triple-junction with the stations is quite different from that used to produce Green's functions associated with the Sierra Nevada events (Pasyanos et al. 1996) . Therefore, we test whether a composite model improves the goodness of fit in our situation. When using a composite model constructed from the five individual models described in section 3.3, the VR increases to 74.8 per cent, and the solution is 90 per cent double couple (Fig. 8a) . The best-fitting moment tensor remains similar to that obtained using the single CP14 model (planes with strikes of 18
• and 220
• , dips of 54 of a WA events is typically 0.3 to 0.5 magnitude units smaller than the corresponding M L estimate. Fig. 9 shows the results of a jackknife sensitivity test with the selected nine stations. This test is designed to reveal if any one station, or small subset of stations, is dominating the solution mechanism. This does not appear to be the case, and the solution becomes increasingly invariant as the station combination changes once three stations are included in the inversion. The average VR decreases by only 9 per cent as station number increases from one to nine, indicating the robustness of the solution. The percent compensated linear vector dipole (CLVD), which represents the percentage of the solution that is non-double-couple in a deviatoric moment tensor, decreases with increasing number of stations as the solution becomes increasingly well constrained. However, at least eight stations are required to considerably reduce the scatter in CLVD per cent and reduce the estimate below 20 per cent.
LP03 has the poorest signal to noise ratio of the chosen nine stations, but we experiment with including this station in the inversion as it significantly improves azimuthal coverage. If we remove LP03 from the inversion, the moment tensor changes only very slightly, and the VR increases to 79.3 per cent; however, the percent double couple drops to 68 per cent, which could be a result of spurious effects caused by insufficient azimuthal coverage (e.g. Šilený et al. 1996) . We can improve the VR further by excluding another noisy station, CP06, from the inversion. This combination of seven stations yields a VR of 83.2 per cent, but contains only 53 per cent double couple (Fig. 8b) . For all three scenarios, the M w estimate is 4.8, and the moment tensor is an oblique normal fault.
The results of the depth analysis are shown in Fig. 10 . Although it is not likely that the actual depth is lower than 18 km, the upper limit on the acceptable range is more ambiguous. The best VR is achieved for depths between 22 and 30 km; however, the percent double couple decreases significantly as depth increases between 18 and 30 km, which is less likely if we assume the earthquake has a simple tectonic character.
D I S C U S S I O N
A series of sensitivity tests were performed to assess the reliability of the inversion method. Synthetic waveforms are generated utilizing the E3D finite difference method (Larsen & Schultz 1992 ) using our preferred orientation of nodal planes (Fig. 8a) (strike 18
• , dip 54
• , and rake −103
• ), a M W of 5.0, and our CP14 structure model. The synthetics are processed in the same manner as the observed data. Using the same crustal model and hypocentre location, Green's functions are created and compared to the synthetics. As expected, we recover the same moment tensor with 100 per cent VR when using the nine station locations used in the actual inversion of the Shark Bay event.
To assess the effect of noise on the solution, white noise with a root mean square of 150 per cent of the peak amplitude of the signal is added to the synthetic data. Again the inversion is performed on the synthetic data. The strike, dip, and rake vary by at most 4
• from the input mechanism. The estimated magnitude is 4.9, the percent double-couple is 95 per cent, and the VR decreases to 54.1 per cent. The general character of the solution does not seem to be strongly affected by noise in the data; nonetheless, it is a likely cause of a low VR.
After describing the process behind obtaining our full waveform solution, we now provide comparisons with first motion data. Revets et al. (2009) presented a first motion estimate (nodal plane 1: strike 60.0
• , dip 60.2 • ; nodal plane 2: strike 258.9
• , dip 31.2 • ), which corresponds to a reverse thrust fault scenario, and has a station distribution ratio (STDR) (Reasenberg & Oppenheimer 1985) of 0.6. This quality measurement depends on the distribution of the stations relative to the radiation pattern. A low STDR is caused by polarity observations from stations near nodal planes and lack of complete azimuthal coverage. According to Kilb & Hardebeck (2006) , a STDR > 0.65 is preferred when identifying quality mechanisms. In addition, a closer look into the waveforms recorded at CAPRA/LP and other available broad-band stations (Tables 1 and 2 ) reveals an emergent character of first motions, making most polarity readings very ambiguous (Fig. 12) . We used take-off angles based on ak135 (Kennett et al. 1995) in our first motion analysis, while simple region-specific crustal models were used in the analysis of Revets et al. (2009) . The disagreement in solutions can be in part attributed to this difference. Another contributing factor is the selection of stations used in the two analyses. We included stations from Antarctica and Kyrgyzstan, which provide unique azimuthal coverage and, therefore, have a large effect on the first motion solution. The Revets et al. (2009) analysis incorporated data only from Australia-based stations. As a means of further discriminating between the reverse and normal solutions, we compare the synthetic waveforms computed with the focal mechanism of both our preferred solution (normal fault) and that of Revets et al. (2009) (reverse fault) (Fig. 11) . The average cross-correlation coefficient (when assuming the absence of anisotropy) is 0.57 for the reverse solution and is 0.87 for the normal solution. Of equal importance, however, is that for several stations (CP06, CP08, and CP09), the cross-correlation coefficients associated with the reverse solution are negative for the tangential component of the waveforms, likely indicating an inability of the focal mechanism solution of Revets et al. (2009) to reproduce the observed waveforms.
A bootstrap analysis of the first motion based on previous experience and recommendations presented in Diehl & Kissling (2007) and using the FOCMEC software package of Snoke (2003) shows a high level of uncertainty in determining the orientation of nodal planes. Following Diehl and Kissling (2007) , a high-pass filter (corner frequency 1.0 Hz) is applied to all broad-band channels to remove long period noise. Fig. 12 shows a sampling of the waveforms used in the first motion analysis superimposed on our preferred solution from the full waveform moment tensor inversion. Table 1 and 2 list all stations used. For the majority of selected recordings it is very difficult to identify a first arrival and, moreover, determine its polarity. Our conclusion is that the first motion solution is not robust and cannot diminish the waveform solution on the basis that they do not agree entirely. We believe that this is an indication that the Shark Bay event is more complex than previously understood from the first motion solution. We therefore find it preferable to base a focal mechanism solution on the seismic moment tensor obtained from the full waveform inversion as we have been able to do in this detailed analysis.
There have been many studies on the stress field of WA (e.g. Coblentz et al. 1998; Reynolds et al. 2002; Clark & Leonard 2003;  Reynolds et al. 2003; Zhao & Muller 2003 ) that utilized data from many different sources, that is earthquake focal mechanisms, borehole breakouts, overcoring measurements, hydraulic fracture measurements, geological indicators, and drilling-induced tensile fractures. Although there is general agreement that the pressure axis in the Western Australia region runs approximately east-west, according to Zhao & Müller (2003) the Shark Bay region is within a zone of least compression (with compressive principle stress values ≤0 MPa). Therefore, it is not necessary to assume that the stress field is compressive, perhaps explaining the normal fault solution obtained for the Shark Bay event. Moreover, the work of Kagan (1992) has shown that earthquakes in tectonic blocks often weakly depend on the current deformation and tectonic stresses, and are instead more heavily dependent on known and hidden defects in the rock medium. Differently oriented pre-existing faults in the area could also provide controls on the nature of the resulting seismicity. Figure 11 . A comparison of the observed waveforms (red) to the synthetic waveforms produced from the preferred, normal focal mechanism solution (black) and from the reverse solution given by Revets et al. (2009) (blue) . The vertical, radial, and tangential station components are shown from left to right as BHZ, BHR, and BHT. The synthetic waveforms have been shifted in time according to the number of seconds listed under 'time shift (s)' on the far left of the waveforms. This time-shift corresponds to the highest average cross-correlation coefficient (specified under 'ave. CC') between the data and synthetics for the time interval shown. The individual cross correlation coefficient between the data and synthetics corresponding to each component is listed above the individual waveforms.
C O N C L U S I O N S
Models of the upper lithosphere for five regional source-receiver pairs were produced from a joint inversion of RF data and dispersion data derived from distant earthquakes and ambient noise. Our 1-D models agree well with previous RF results, and improve upon existing constraints. • . This is in agreement with the stress field of the Shark Bay area, which is in a zone of least compression. Our full waveform solution, which incorporates a composite crustal structure model of Western Australia, improves on the determination of the focal mechanism of the Shark Bay event from first motion analysis alone.
This study demonstrates how a composite 1-D model of the upper lithosphere may be developed in a low seismicity region with a limited number of seismic stations and its subsequent use can improve the analysis of an earthquake's source mechanism. The methodology is widely applicable to the study of earthquake focal mechanisms in intraplate settings, where a careful determination of the focal mechanism for such rare events represents a significant advance in understanding the neotectonics of a given region.
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