An explicit expression for the probability distribution of a continuous-time quantum walk on a line is given. As a corollary, a new limit theorem for the walk is also presented.
Introduction
Quantum walks have recently been introduced and investigated, with the hope that they may be useful in constructing new efficient quantum algorithms. For reviews of quantum walks, see Refs. [4, 16, 24] . There are two distinct types of the quantum walk: one is a discrete-time case [2, 5, 12, 14, 17, 18, 19, 22, 23] , the other is a continuous-time case [1, 3, 7, 8, 10, 15, 20] . The quantum walk can be considered as a quantum analog of the classical random walk. However there are some differences between them. Let σ c (d) (t) (resp. σ c (c) (t)) be the standard deviation of the probability distribution for a discrete-time (resp. continuous-time) classical random walk on the line starting from the origin at time t. Similarly, σ q (d) (t) (resp. σ q (c) (t)) denotes the standard deviation for a discrete-time (resp. continuous-time) quantum walk. Then, it is well known that σ c (d) (t), σ c (c) (t) ≍ √ t, where f (t) ≍ g(t) indicates that f (t)/g(t) → c * ( = 0) as t → ∞, (related results can be found in [9, 13] ). In contrast, σ q (d) (t) ≍ t holds, (see [5, 17] , for example). That is, the qunatum walk spreads over the line faster than the classical walk in the discrete-time case. However, it is not known that whether or not σ q (c) (t) ≍ t also holds for the continuous-time quantum walk. One of the motivations of the present paper is to give an affirmative answer to this question as a consequence of a new limit theorem for the walk. Thus here we focus on a continuous-time qunatum random walk on a line.
Let Z be the set of integers. To define the continuous-time qunatum walk on Z, we introduce an ∞ × ∞ adjacency matrix of Z denoted by A as follows:
The amplitude wave function of the walk at time t, |Ψ(t) , is defined by
Note that U(t) is a unitary matrix. As an initial state, we take
where T indicates the transposed operator. Concerning the details of the definitions for the continuous-time case, see [1, 3, 11] . Let |Ψ(k, t) be an amplitude wave function at location k at time t. The probability that the particle is at location k at time t, P (k, t), is given by
There are various results for a walk on a circle C N , where C N = {0, 1, . . . , N − 1}, [1, 3, 15] . However any result is not known for our walk, i.e., N = ∞ case. Thus, the purpose of the paper is to present some results of our walk; an explicit expression of U(t) (Theorem 1), a new convergence theorem (Theorem 2). We will consider an explicit form of U(t) first. Our approach is based on a direct computation of the ∞ × ∞ matrix A without using its eigenvalues and eigenvectors. Let J k (x) denote the Bessel function of the first kind of order k. As for the Bessel function, see Watson [25] and Chapter 4 in Andrews et al. [6] .
Theorem 1 In our setting, we have
That is, the (l, m) component of U(t) is given by i |l−m| J |l−m| (t).
From Theorem 1, looking at a column of U(t), we have immediately
The amplitude wave function of our model is given by
that is, |Ψ(k, t) = i |k| J |k| (t) for any location k ∈ Z and time t ≥ 0.
Moreover, noting that J −k (t) = (−1) k J k (t) (Eq. (4.5.4) in [6] ), we have
The prbability distribution is
for any location k ∈ Z and time t ≥ 0.
In fact, the following result (see Eq. (4.9.5) in [6] ):
Remark that the distribution is symmetric for any time, i.e., P (k, t) = P (−k, t).
One of the interesting points of our result is as follows. Let C be the set of complex numbers. Fix a positive integer r. We suppose that a unitary matrix U r has the following form:
and w s = 0 for |s| ≥ r. Then No-Go Lemma (see [19] ) shows that there is the only non-zero w * with |w * | = 1; that is, there exists no non-trivial, homogeneous finite-range model governed by the U r . For example, when r = 1, we have "|w −1 | = 1, w 0 = w 1 = 0", "|w 0 | = 1, w −1 = w 1 = 0", or "|w 1 | = 1, w 0 = w −1 = 0". Thus, the model has a trivial probability distribution. However, our homogeneous, but infinite-range model has a non-trivial probability distribution given by squared Bessel functions (Corollary 2).
One of some open problems of quantum walks is to clarify a relation between discretetime and continuous-time quantum walks (see [4] , for example). The other interesting point of our result is to shed a light on the problem. To explain the reason, we introduce the following matrices as in our previous paper [14] :
where we assume that U = P j + Q j (j = A, B) is a 2 × 2 unitary matrix. Here we consider two types of the discrete-time case; one is A-type, the other is B-type. The precise definition is given in [14] . Then the unitary matrix of the discrete-time quantum walk on the line is described as
The unitary matrix U (d) for the discrete-time case corresponds to U(t) for our continuous-time case at time t = 1. More generally, U n (d) corresponds to U(n) for n = 0, 1, . . .. Once an explicit formula of U(t) is obatined, the difference between continuous and discrete walks becomes clear. As we stated before, U(t) has an infinite-range form. On the other hand, U (d) has a finite-range form. Moreover, we see that U (d) is not homogeneous. It is believed that the difference seems to be derived from the fact that discrete quantum walk has a coin but continuous quantum walk does not [4] . However, the situation is not so simple, since the discrete-time case also does not necessarily need the coin (see [14, 22] for more detailed discussion).
We define a continuous-time quantum walk on Z by X t whose probability distribution is defined by P (X t = k) = P (k, t) for any location k ∈ Z and time t ≥ 0. Note that it follows from Corollary 2 that P (k, t) = J 2 k (t). Then we obtain a new weak limit theorem for a contimuous-time quantum walk on the line:
for m = 1, 2, . . . , where n!! = n(n − 2) · · · · · 5 · 3 · 1, if n = odd, = n(n − 2) · · · · · 6 · 4 · 2, if n = even. From Theorem 2 and Eq. (1), we have Corollary 3 For m = 1, 2, . . . ,
By this corollary, for the standard deviation of our walk, σ q (c) (t), we see that
We consider a discrete-time quantum walk X (d) n with a symmetric distribution on the line, whose evolution is described by the Hadamard transformation (see [21] ), that is,
The walk is often called the Hadamard walk. In contrast with the continuous-time case, for the Hadamard walk, the following weak limit theorem holds:
As a corollary, we have
Comparing with the discrete-time case, the scaling in our continuous-time case is same, but the limit density function is different. However, both density functions have some similar properties, for example, they have two peaks at the end points of the support. Very recently, Romanelli et al.
[23] investigated a continuum time limit for a discretetime quantum walk on Z and obtained the position probability distribution. When the initial condition is given byã l (0) = δ l,0 ,b l (0) ≡ 0 in their notation for the Hadamard walk, the distribution becomes the following in our notation:
More generally, we consider the time evolution given by the following unitary matrix:
where θ ∈ (0, π/2). Note that θ = π/4 case is equivalent to the Hadamard walk. Then we have
In this case, a similar argument in the proof of Theorem 2 implies that if − cos θ < a < b < cos θ, then
where X (R,θ) t denotes a continuous-time quantum walk whose probability distribution is given by P (R,θ) (k, t). As a consequence, we obtain
In particular, when m = 1, the limit cos 2 θ/2 is consistent with Eq. (30) in Romanelli et al. [23] . The remainder of this paper is organized as follows. In Sect. 2, we prove Theorem 1. Sect. 3 is devoted to a proof of Theorem 2.
Proof of Theorem 1
To begin with, A is rewritten as
where P = 0 0 1 0 , T = 0 1 1 0 , Q = 0 1 0 0
The following algebraic relations are useful for some computations:
where O is 2 × 2 zero matrix and I is 2 × 2 unit matrix. From now on, for simplicity, Eq.
(2) is written as for any k = 0, 1, . . . , n. On the other hand, by using A 2n+1 = A 2n × A and Eq. (3), we have 
(n+1) = a (2n) n P
The definition of U(t) gives
Therefore we obtain
where
and
Remark that
(see Eq. (4.9.5) in [6] ). Finally, by using Eq. (4) and the following relation:
we have the desired conclusion.
Proof of Theorem 2
We begin by stating the following result (see page 214 in [6] ): suppose that a, b, and c are lengths of sides of a triangle and c 2 = a 2 + b 2 − 2ab cos ξ. Then
If we set t = a = b in Eq. (5), then
From Eq. (6), we see that the characteristic function of a continuous-time quantum walk on the line is given by
First we consider that t is a positive integer case, that is, n(= t) = 1, 2, . . . . By using Eq. (7), we have E(e iξXn/n ) = J 0 (n 2(1 − cos(ξ/n))) → J 0 (ξ)
as n → ∞. To know a limit density funtion, we use the following expression of J 0 (x) (see Eq. (4.9.11) in [6] ); J 0 (ξ) = 1 π π 0 cos(ξ sin ϕ) dϕ = 2 π π/2 0 cos(ξ sin ϕ) dϕ
Taking x = sin ϕ, we have
By using Eq. (8), we get
From the bounded convergence theorem, we see that the limit J 0 (ξ) is continuous at ξ = 0, since cos(ξ sin ϕ) → 1 as ξ → 0. Therefore, by the continuity theorem (see page 99 in Durrett [9] ) and Eq. (9), we conclude that if n → ∞, then X n /n converges weakly to a random variable whose density function is given by 1/π √ 1 − x 2 for x ∈ (−1, 1) . That is, if −1 < a < b < 1, then
as n → ∞. Next, to deal with values of t that are not integers, we want to show
where [x] denotes the integer part of x. To do this, we observe that
To estimate K 1 (t) and K 2 (t), we use the following Meissel's second expansion (see Eq. (5) in page 228 of Watson [25] ):
where P (ν, β) and Q(ν, β) are defined by Eqs. (1) and (2) respectively in page 228 of [25] . First we consider K 1 (t) case. We see that 
where sec β = t/[ct](> 1). Then, for large t, we get
Combining Eq. (11) with Eq. (13) implies that K 1 (t) → 0 as t → ∞.
where C 1 (c) = 1/ √ 1 − c 2 , C 2 (c) = 2 − (2 − √ 1 − c 2 )c 2 , and φ(c, t) = 2[ct] ( √ 1 − c 2 /c − arccos c). For simplicity, we suppose that 0 < a < b < 1. Noting Eq. (13), we see that To get the third inequality, we used Eq. (14) . It is easily obtained that lim t→∞ K 3 (t) = 0, since the integral is bounded above by a constant which is independent of t. On the other hand, it follows from the Riemann-Lebesgue lemma that lim t→∞ K 4 (t) = 0. So we have lim t→∞ K 2 (t) = 0. Thus the proof of Theorem 2 is complete.
