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We consider the set ofm × n nonnegative real matrices and deﬁne
the nonnegative rank of a matrix A to be the minimum k such that
A = BC where B ism × k and C is k × n. Given that the real rank of
A is j for some j, we give bounds on the nonnegative rank of A and
A2.
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1. Introduction
LetMm,n(S) denote the set of allm × nmatrices whose entries lie in the set S , denote the set of
real numbers and+ denote the set of nonnegative real numbers. Consider the rank of A ∈ Mm,n().
It is the dimension of the row space of A or equivalently the dimension of the column space of A.
It is easily seen that the rank of A is also the minimum k such that there exist B ∈ Mm,k() and
C ∈ Mk,n() and A = BC. We denote the rank of a matrix A ∈ Mm,n() by r(A). These definitions
can easily be extended to matrices with entries in other ﬁelds, rings, and semirings.
A semiring is a nonempty set together with two binary operations we will call addition and mul-
tiplication, such that the set is closed under both addition and multiplication, both operations are
associative, addition is commutative, there is an additive identity, denoted 0, and the usual distributive
laws hold. For our considerations, we will assume the semiring is commutative under multiplication,
has a multiplicative identity, denoted 1, and has no zero divisors. Any ﬁeld or integral domain is one
of these semirings. Another example is a set of subsets of a universal set, S , closed under union and
intersection, where addition is union and multiplication is intersection, with the stipulation that the
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intersection of all nonempty sets in S is nonempty and the empty set is in S . The empty set is 0 and
the union of all the sets in S is 1. The most common of these are chain semirings, see [1].
We say that the factor rank of A ∈ Mm,n(S) is the minimum k such that there exist B ∈ Mm,k(S)
and C ∈ Mk,n(S) and A = BC. We denote the factor rank of a matrix A ∈ Mm,n(S) by rS(A). If S and
R are semirings, and S is a subsemiring ofR, then any factorization over S is also a factorization over
R of any matrix with entries in S . Thus, rR(A) rS(A) for any A ∈ Mm,n(S).
Recent interest has been in comparing various ranks of matrices over various semirings, see
[1–3,5–7]. In [6] and independently in [2] it was shown that for any A ∈ Mm,n(+), if r(A) 2
then r
+
 (A) = r(A), and that for every k 3 and kmin{m, n} there exists a matrix X ∈ Mm,n(+)
such that r(X) = k and r+ (X) > k unless min{m, n} = k. A natural question is: if r(X) = k, how
large can r
+
 (X) be? A more general question that we will address is:
Question 1.1. IfS is a subsemiringofRand for someA ∈ Mm,n(S), rR(A) = k, how large can rS(A)be?
In the sequel, unless specifically noted, we shall restrict our attention to n × nmatrices, the rectan-
gularm × n case is then easily obtained. In this case we use the notation Mn(S) instead of Mn,n(S).
A chain semiring canbewell ordered, so thatS = {0, s1, s2, . . . , 1}, and0 < si < si+1 < 1 for all i. In
this case, ifS is a subsemiringof a chain semiringR, any factorizationoverRofamatrix inMn(S) corre-
sponds to a factorization over S , replacing the entries in the constituent factors overRwith the largest
member of S that is less than or equal to the original entry. Thus, for any A ∈ Mn(S), rS(A) = rR(A)
and Question 1.1 is answered for chain semirings.
Deﬁnition 1.2. A semiring S is antinegative if whenever a + b = 0 for a, b ∈ S , we have a = b = 0.
Note that chain semirings are antinegative. Other examples of antinegative semirings are nonneg-
ative reals, nonnegative rationals, nonnegative integers, etc. Also, the set of all polynomials in one or
several variables over an antinegative semiring is also an antinegative semiring.
One special antinegative semiring is the binary Boolean semiring, B, the set {0, 1} in which addition
and multiplication are as for real numbers except that 1 + 1 = 1. This is an antinegative semiring.
The factor rank of a matrix over B is called the Boolean rank. A special matrix over B is the derange-
ment matrix D = (di,j) where di,i = 0 for all i and di,j = 1 whenever i /= j. The Boolean rank of the
derangement matrix D is known to be min
{
k|n
(
k
k/2
)}
, see [7].
Let s(A) denote the support of A, that is s(A) is a (0, 1)-matrix whose (i, j) entry is zero if and only if
the (i, j) entry of A is zero. Note that if A is any matrix with a zero diagonal and all off diagonal entries
nonzero, then s(A) = D.
Proposition 1.3. Let S be any antinegative semiring without zero divisors. If A ∈ Mn(S) and A has a zero
main diagonal and is nonzero at each entry off the main diagonal, then rS(A) rB(D).
Proof. IfA ∈ Mn(S) andAhas a zeromain diagonal and is nonzero at each entry off themain diagonal,
the s(A) = D. Any factorization of A, A = BC gives a factorization of D,D = s(A) = s(B)s(C) since S is
antinegative without zero divisors assures that the (i, j) entry in BC is nonzero, if and only if the (i, j)
entry in s(B)s(C) is nonzero. (Note that a factorization of D may not lead to a factorization of A.) The
proposition is established. 
In Section 2 we shall answer Question 1.1 for antinegative subsemirings of real polynomial semi-
rings. In Section 3 we partially answer the question for antinegative subsemirings of , in particular
for +. In Section 4 we obtain some other results pertaining to the size of the nonnegative rank of a
product of two matrices of ﬁxed nonnegative rank.
2. Polynomial subrings
Consider the polynomial ring [x1, x2, . . . , xn], real polynomials in n variables. Deﬁne the subset
set P+[x1, x2, . . . , xn] of [x1, x2, . . . , xn] by
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P+[x1, x2, . . . , xn]
= {f ∈ [x1, x2, . . . , xn]|f (a1, a2, . . . , an) ∈ + for all (a1, a2, . . . , an) ∈ (+)n}.
Clearly P+[x1, x2, . . . , xn] is a subsemiring of [x1, x2, . . . , xn]. The fact that it is antinegative is
easily established by the antinegativity of +.
Now,deﬁneY(x1,x2,...,xn) ∈ Mn([x1, x2, . . . , xn])byyi,j = x2i + x2j − 2xixjwhereY(x1,x2,...,xn) = (yi,j).
Since yi,j = x2i − 2xixj + x2j = (xi − xj)2 it is easily seen that Y(x1,x2,...,xn) ∈ Mn(P+[x1, x2, . . . , xn]).
Further, if X =
⎡
⎢⎢⎢⎢⎣
x21
x22
.
.
.
x2n
⎤
⎥⎥⎥⎥⎦
and x =
⎡
⎢⎢⎣
x1
x2
.
.
.
xn
⎤
⎥⎥⎦ then for B = [X, j,−2x] and C =
⎡
⎣ j
t
Xt
xt
⎤
⎦, where j is the n-vector of
all 1’s, we have that Y(x1,x2,...,xn) = BC, so that r[x1,x2,...,xn](Y(x1,x2,...,xn)) = 3.
Lemma 2.1. Let Y(x1,x2,...,xn), B, C ∈ Mn(P+[x1, x2, . . . , xn]) with Y(x1,x2,...,xn) = BC. Then, for any i, j, k,
the coefﬁcient of any term in bi,kck,j /= 0 involving xl , l /= i, j, x3i , x3j , x2i xj , or xix2j is zero. Further there is no
nonzero constant term or nonzero constant multiple of xi or xj in bi,kck,j /= 0.
Proof. Suppose that bi,kck,j = xl(r) + Q where r /= 0, and Q does not depend on xl . Let xk for all k /= l
be chosen such that 0 < |Q | 1 and choose xl large. In this case, if r < 0 then bi,kck,j is negative,
a contradiction since B, C ∈ Mn(P+[x1, x2, . . . , xn]). If r > 0 then some term in ∑nz=1 bi,zcz,j = yi,j
must have a negative coefﬁcient of xl , say bi,xcx,j . But then, as above bi,xcx,j must be negative, again
a contradiction. Thus, r = 0. Similar arguments replacing xl with x3i , x3j , x2i xj , xix2j , xi, xj , or constant k
establish the remaining facts. 
Corollary 2.2. Let Y(x1,x2,...,xn), B, C ∈ Mn(P+[x1, x2, . . . , xn]) with Y(x1,x2,...,xn) = BC. Then for any 1
i, j, k n, bi,kck,j = αx2i + βxixj + γ x2j for some scalars α,β , γ.
Lemma 2.3. Let Y(x1,x2,...,xn), B, C ∈ Mn(P+[x1, x2, . . . , xn]) with Y(x1,x2,...,xn) = BC. If bi,kck,j /= 0 then
there is some α, 0α  1, such that bi,kck,j = α(x2i + x2j − 2xixj).
Proof. By Corollary 2.2, the only terms in bi,kck,j are scalarmultiples of x
2
i , x
2
j and xixj and
∑n
l=1 bi,lcl,j =
yi,j = x2i + x2j − 2xixj . Thus suppose
bi,kck,j = sx2i + tx2j − uxixj /= 0
for some s, t, u ∈ . If s < 0, let xj = 0. Then bi,kck,j = sx2i < 0, a contradiction. Thus s 0 and sim-
ilarly, t  0. If u < 0 then
∑
z /=k bi,zcz,j = (1 − s)x2i + (1 − t)x2j − (2 − u)xixj . For xi = xj we have∑
z /=k bi,zcz,j = [(2 − s − t) − (2 − u)]x2i = (−s − t + u)x2i < 0, a contradiction. Therefore u 0.
If u > s + t, then for xi = xj = 1, bi,kck,j = s + t − u < 0, a contradiction. If u < s + t, then for
xi = xj = 1,∑z /=k bi,zcz,j = [(2 − s − t) − (2 − u)]x2i = −s − t + u < 0, againacontradiction.Thus
u = s + t.
Suppose that s < t, then bi,kck,j = sx2i + tx2j − (s + t)xixj , and for st xi < xj < xi, we have that xi −
xj < 0 and sxi − txj > 0, so that bi,kck,j = sx2i + tx2j − (s + t)xixj = (sxi − txj)(xi − xj) < 0, a con-
tradiction. Thus s t. Similarly t  s, that is t = s.
We now have that bi,kck,j = sx2i + sx2j − (2s)xixj , or bi,kck,j = s(x2i + x2j − 2xixj). 
Deﬁnition 2.4. IfA ∈ Mn(+)orA ∈ Mn(P+[x1, x2, . . . , xn])andtherearetwofactorizationsofA, A =
BC andA = FG, thenthesetwofactorizationsaresaidtobeequivalent if thereexistapermutationmatrix
P and an invertible diagonalmatrixD ∈ Mn(+) such that BDP = F and PtD−1C = G.
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Theorem 2.5. Let Y(x1,x2,...,xn) ∈ Mn(P+[x1, x2, . . . , xn]) for n 3. Then any factorization of Y(x1,x2,...,xn)
is equivalent to Y(x1,x2,...,xn) · I or I · Y(x1,x2,...,xn).
Proof. For n = 3 the theorem is routinely established. Assume the theorem is true for all k, 3 k < n,
and suppose that Y(x1,x2,...,xn) = BC. Without loss of generality, we may assume that c1,1 /= 0 and con-
sequently that b1,1 = 0. Further we may assume that b2,1 /= 0. By Lemma 2.3 b2,1c1,1 = α(x21 + x22 −
2x1x2) for some α, 0 < α  1. Now, since the only factors of x21 + x22 − 2x1x2 in [x1, x2, . . . , xn] are
constants,±(xi − xj)and±(x21 + x22 − 2x1x2), theonly factorsofx21 + x22 − 2x1x2 inP+[x1, x2, . . . , xn]
are multiples of x21 + x22 − 2x1x2 and constants, either b2,1 = β(x21 + x22 − 2x1x2) and c1,1 = αβ or
c1,1 = β(x21 + x22 − 2x1x2) and b2,1 = αβ , for some β .
Case 1. b2,1 = β(x21 + x22 − 2x1x2) and c1,1 = αβ . Then, b2,1c1,k = γ (x21 + x22 − 2x1x2) · c1,k , a contra-
diction to Lemma 2.1 unless c1,k = 0 for all k 2. In this case,
B =
⎡
⎢⎢⎢⎢⎣
0 b1,2 · · · b1,n
b2,1
...
bn,1
B2
⎤
⎥⎥⎥⎥⎦
and C =
⎡
⎢⎢⎢⎢⎣
c1,1 0 · · · 0
c2,1
...
cn,1
C2
⎤
⎥⎥⎥⎥⎦
.
But then, B2C2 = Y(x2,...,xn), so by induction for the equivalent factorization B′2 = Y(x2,...,xn) and C′2 =
In−1, or C′2 = Y(x2,...,xn) and B′2 = In−1, we have an equivalent factorization Y(x1,x2,...,xn) = B′C′ where
B′ =
⎡
⎢⎢⎢⎢⎣
0 b′1,2 · · · b′1,n
b2,1
...
bn,1
B′2
⎤
⎥⎥⎥⎥⎦
and C′ =
⎡
⎢⎢⎢⎢⎣
c1,1 0 · · · 0
c′2,1
...
c′n,1
C′2
⎤
⎥⎥⎥⎥⎦
.
Subcase1.B′ =
⎡
⎢⎢⎣
0 b′1,2 · · · b′1,n
b2,1
.
.
.
bn,1
Y(x2,...,xn)
⎤
⎥⎥⎦andC′ =
⎡
⎢⎢⎢⎣
c1,1 0 · · · 0
c′2,1
.
.
.
c′n,1
In−1
⎤
⎥⎥⎥⎦. In this case, clearly,b
′
1,k = y1,k
for k = 2, . . ., n. Further since b′1,k /= 0 for k > 1 it follows that ck,1 = 0 for all k > 1. Since c1,1 is a
nonzero real, we have that the factorization B′ · C′ is equivalent to Y(x1,x2,...,xn) · I
Subcase2.B′ =
⎡
⎢⎢⎣
0 b′1,2 · · · b′1,n
b2,1
.
.
.
bn,1
In−1
⎤
⎥⎥⎦andC′ =
⎡
⎢⎢⎢⎣
c1,1 0 · · · 0
c′2,1
.
.
.
c′n,1
Y(x2,...,xn)
⎤
⎥⎥⎥⎦. Theny1,2 = b′1,2 · 0 +
∑n
k=3 b′1,kyk,2
and if b′1,j /= 0 for some j 3 then y1,2 = b′1,jyj,2 + β = b′1,j(x2j + x22 − 2xjx2) + β , a contradiction.
Therefore this subcase does not apply.
Case 2. b2,1 = αβ and c1,1 = β(x21 + x22 − 2x1x2). Since Y(x1,x2,...,xn) is symmetric, let B′ = BP1,2 and
C′ = P1,2C where P1,2 is the permutation matrix that interchanges row/column 1 with 2. Then apply
case 1 to Yt(x1,x2,...,xn)
.
The theorem follows. 
3. Real subrings
We begin with a proposition that is a corollary to Proposition 1.3.
Proposition 3.1. Given any subsemiringS of the nonnegative reals,+, for some order n, there is an n × n
matrix, A such that r(A) = 3 and rS(A) = k for all k 3.
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Proof. Choose k and let n be greater than
(
k
k/2
)
. Let a1, a2, . . ., an be distinct elements of S , and let
A = Y(a1,a2,...,an) deﬁned in the last section. Then A ∈ Mn(S) and s(A) = D, the derangement matrix.
By Proposition 1.3, rS(A) rB(D) k. 
While this gives a partial answer to Question 1.1, it is far from what might be expected. For a rank
three matrix to have nonnegative rank 10, using this proposition, we would need a matrix of order at
least 252. We make the following conjecture:
Conjecture 3.2. Givenany subsemiringS of+ andn 3, there is amatrixA ∈ Mn(S) such that r(A) =
3 and rS(A) = n. In fact for a1, a2, . . ., an distinct elements of S and A = Y(a1,a2,...,an), r(A) = 3 and
rS(A) = n.
4. The nonnegative rank of a product
We now shift our attention to the question of how the nonnegative rank of a matrix A2 compares
with the nonnegative rank of A.
Theorem 4.1. Suppose A = BC where A, B, C are nonnegative real n × n matrices. Suppose B has rank p
and C has rank q. Then A has nonnegative rank at most pq.
Proof. Choose a basis B1, B2, . . ., Bp for the column space of B where each Bi is a column of B, and a
basis C1, C2, . . ., Cq for the row space of C where each Cj is a row of C. Then we can write
B = [B1 B2 · · · Bp]
⎡
⎢⎢⎢⎣
y1,1 y1,2 · · · y1,n
y2,1 y2,2 · · · y2,n
...
...
...
yp,1 yp,2 · · · yp,n
⎤
⎥⎥⎥⎦
and
C =
⎡
⎢⎢⎢⎣
z1,1 z1,2 · · · z1,q
z2,1 z2,2 · · · z2,q
...
...
...
zn,1 zn,2 · · · zn,q
⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣
C1
C2
...
Cq
⎤
⎥⎥⎥⎦ ,
where the matrices Y = (yi,j) and Z = (zi,j) need not be nonnegative. Write Yi for the ith column of Y
and Zj for the jth row of Z . Then
YZ = Y1Z1 + Y2Z2 + · · · + YnZn.
Each YiZi is a p × q matrix and the cone C generated by {YiZi|i = 1, . . ., n} is contained in the pq
dimensional space of all p × q matrices. By a theorem of Caratheodory [4, Theorem 6, p. 23], each
element in C can be written as a nonnegative linear combination of at most pq of the generators.
If n pq, the theorem is trivial, so we suppose that n > pq. Applying the Caratheodory result,
YZ = a1Yl1Zl1 + a2Yl2Zl2 + · · · + apqYlpqZlpq
for some nonnegative real numbers aj and some lj with 1 lj  n for j = 1, 2, . . ., pq. But then,
A = BC = [B1 B2 · · · Bp]
[
a1Yl1Zl1 + a2Yl2Zl2 + · · · + apqYlpqZlpq
]
⎡
⎢⎢⎢⎣
C1
C2
...
Cq
⎤
⎥⎥⎥⎦
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= [B1 B2 · · · Bp]
[
a1Yl1 , a2Yl2 , . . ., apqYlpq
]
⎡
⎢⎢⎢⎢⎣
Zl1
Zl2
...
Zlpq
⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎣
C1
C2
...
Cq
⎤
⎥⎥⎥⎦ .
But, [B1 B2 · · · Bp]Yj is the jth column of B and is therefore nonnegative for all j and thus
V :=[B1 B2 · · · Bp]
[
a1Yl1 , a2Yl2 , . . ., apqYlpq
]
is a nonnegative n × pqmatrix. Similarly,
W :=
⎡
⎢⎢⎢⎢⎣
Zl1
Zl2
...
Zlpq
⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎣
C1
C2
...
Cq
⎤
⎥⎥⎥⎦
is a nonnegative pq × nmatrix and A = VW .
So A has nonnegative rank at most pq. 
Corollary 4.2. Suppose that A is a nonnegative n × n matrix of rankk. Then A2 nonnegative rank at most
k2.
Proof. Take B = C = A in the theorem. 
We end with the following conjecture and question.
Conjecture 4.3. If A ∈ Mn(+) and r(A) = k, then r+ (A2) k.
Question 4.4. If A is a symmetric n × n nonnegative matrix with real rank k, and if A has exactly one
negative eigenvalue, must A have a nonnegative factorization A = XY where X is n × twith t bounded
as a function of k?
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