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1. Avant propos
Le but de cet article est de pre´sente´ un exemple d’inte´raction entre la the´orie des
nombres et la physique expe´rimentale. J’insiste sur l’aspect expe´rimental, car il n’est pas
rare de trouver des applications de la the´orie des nombres en physique the´orique, ou plus
ge´ne´ralement en physique mathe´matique (voir [22]). L’inte´reˆt est donc d’avoir sous la
main un dispositif expe´rimental qui permet de visualiser directement cette inte´raction.
Les mathe´matiques sous-jacente a` cette inte´raction sont e´le´mentaires (essentiellement,
elles tournent autour des fractions continues). J’ai ne´anmoins de´cide´ d’en faire une
pre´sentation comple`te pour au moins deux raisons:
– La premie`re est que l’approche que nous allons emprunter n’est pas l’approche
standard du sujet, et sugge`re des interpre´tations et des notions nouvelles.
– La seconde est que ce texte est destine´ a` une communaute´ beaucoup plus large que
les mathe´maticiens, qui n’est pas spe´cialement familie`re des notions mathe´matiques
utilise´es.
2. Introduction
Les syste`mes de communications ne´cessitent la mise au point de circuits e´lectroniques
permettant de convertir, moduler et de´tecter des fre´quences. Par exemple, la propa-
gation des ondes radio est plus efficace pour des fre´quences e´leve´es. On cherche donc
a` transformer le signal afin de faire porter l’information initiale par un signal haute
fre´quence. Ce proce´de´ a de plus l’avantage de re´duire la taille des antennes ne´cessaires a`
la reception (voir [21],p.487). La boucle ouverte est le composant e´lectronique de base le
plus re´pendu pour effectuer des modification de fre´quences. Il est fonde´ sur un me´langeur
qui the´oriquement “fait” le produit de deux signaux.
Re´cemment, une se´rie d’expe´riences destine´es a` e´tudier le bruit en 1/f , mene´es par
michel Planat au LPMO, ont conduit a` un renouvellement de notre comprehension du
me´langeur et de la boucle ouverte. Ce renouvellement est duˆ en partie a` la grande
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pre´cision des mesures du spectre des fre´quences et d’amplitudes du signal de sortie.
Les principales nouveaute´s dans l’analyse du me´langeur et de la boucle ouverte sont les
suivantes :
– Le spectre des fre´quences est gouverne´ par une analyse de type diophantienne.
– Il existe une re´solution minimale (en temps et espace), intrinse`que au syste`me, struc-
turant l’espace des fre´quences via l’analyse diophantienne du point pre´ce´dent.
Le re´sultat principal de cet article est un the´ore`me abstrait permettant de pre´dire la
structure du spectre expe´rimentale de fre´quences.
Les points 1 et 2 demandent l’introduction d’espaces de re´solution (appele´s espaces de
re´solution arithme´tiques dans [3]). Ils prennent en compte l’aspect diophantiens et les
contraintes de re´solution minimale en espace et temps.
La ne´cessite´ d’avoir une information sur l’approximation diophantienne des nombres
re´els conduit naturellement aux fractions continues. On en donne une pre´sentation
originale via les deux ope´rations e´le´mentaires x 7→ x + 1 et x 7→ 1/x. Notamment, on
obtient une repre´sentation nouvelle, a` notre connaissance, de l’arbre de Farey. Ce choix
de construction et de repre´sentation des nombres est dicte´ par la ne´cessite´ d’avoir une
traduction aussi simple que possible des contraintes de re´solution.
La contrainte de re´solution en espace s’interpre´te comme l’existence d’un entier, note´
amax, au dela` duquel, les nombres sont identifie´s avec l’infini. On introduit ainsi une
structure d’e´chelle naturelle, dans l’ensemble pre´ce´dent, en faisant apparaˆıtre des zoˆnes de
blocage (ou d’accrochage) des nombres rationnels, des zoˆnes de transitions vers les zoˆnes de
blocage et enfin des zoˆnes d’instabilite´, correspondant a` des irrationnels. Concre´tement,
on retrouve l’ensemble des fractions continues a` quotients partiels borne´s par amax. On
en donne une construction originale faisant intervenir un syste`me dynamique naturel sur
l’ensemble des fractions continues et conduisant a` une dynamique des nombres. Cette
dynamique n’est apparente que lorsque amax est fini. On montre ainsi qu’il existe, de`s
qu’une contrainte de re´solution est fixe´e, une hie´rarchie naturelle des nombres, hie´rarchie
qui disparait si on regarde R tout entier.
La contrainte en temps, se traduit par l’existence d’une borne nmax a` la longueur
des fractions continues. Autrement dit, le syste`me ne peut pas “descendre” dans le
de´veloppement en fraction continue d’un nombre inde´finiment. On introduit alors une
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notion de zoˆne floue, qui repre´sente des endroits ou l’analyse du syste`me ne donne aucune
information, les nombres a` analyser ayant un de´veloppement en fraction continue trop
grand. Autrement dit, le syste`me fait bien quelque chose, mais il est impossible de savoir
quoi.
Le spectre des amplitudes ne se laisse pas aussi facilement capturer. Il n’existe pas pour
le moment un analogue du the´ore`me de structure.
3. Spectre de fre´quences expe´rimental
On pre´sente le mode`le de me´langeur et de filtre passe-bas qui nous servira dans le reste
de l’article. Nous de´crivons le spectre des fre´quences expe´rimental obtenu. Nous formulons
ensuite notre approche du spectre des fre´quences et l’hypothe`se principale de ce travail,
a` savoir que la boucle ouverte “fait” de l’approximation diophantienne des fre´quences du
signal.
3.1. La boucle ouverte. — La boucle ouverte ou montage superhe´te´rodyne de´couvert
par Armstrong et Schottky en 1924 permet d’e´tudier un signal, appele´ signal de re´fe´rence
et note´ s0(t), a` partir d’un signal connu note´ s1(t). La fre´quence de l’oscillateur de
re´fe´rence est note´e f0(t). Le signal connu est produit par un oscillateur dit local de
fre´quence f1.
La boucle ouverte est compose´e d’un me´langeur qui doit multiplier les deux signaux
et d’un filtre dit passe-bas de fre´quence de coupure fc, qui doit couper les fre´quences au
dessus de fc. On a donc le dispositif suivant:
f
f
(t)
f
0
1
iRF oscillator
LO oscillator
IF frequency
phase
amplitude: u(t)
:
frequency
counter
computer
(PLL)
fc
low frequency filter
Schottky diode mixer
amplifier
θ
ψ
φ(t) (t)
La boucle ouverte
Que fait ce montage ?
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Si l’on suppose que le me´langeur effectue re´ellement le produit des deux signaux, nous
obtenons en sortie du me´langeur un signal de la forme
(1) s(t) =
a0(t)a1(t)
2
(cos((f0(t) + f1)t) + cos((f0(t)− f1(t))t)) .
Supposons que f0(t)+ f1 > fc pour tout t, on a en appliquant le filtre passe-bas un signal
de la forme
(2) s(t) =
a0(t)a1(t)
2
cos((f0(t)− f1(t))t).
On voit que l’action du me´langeur ide´al est line´aire en les fre´quences et non line´aire en
les amplitudes.
Malheureusement, un me´langeur re´el a un comportement beaucoup plus complique´.
Par ailleurs, la mode´lisation des me´langeurs est loin d’eˆtre facile, meˆme si par exemple,
on connait exactement tous les composants e´lectroniques qui le constitue. On renvoie a`
([8],chapitre 12) pour plus de de´tails. Le me´langeur fait en ge´ne´ral apparaˆıtre un spectre
dit d’intermodulation ([8],p.314), i.e. l’ensemble des combinaisons a` coefficients entiers
entre f0 et f1:
(3) pf0 − qf1, p, q ∈ Z.
La structure du spectre des fre´quences obtenu en sortie de la boucle ouverte refle`te
l’existence de ces modulations. La mode´lisation des composantes e´tant difficile il ne reste
qu’une approche directe pour tenter de pre´dire et expliquer la structure du spectre des
fre´quences.
3.2. Re´sultats expe´rimentaux. — Le spectre des fre´quences est de la forme suivante:
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Les principaux traits de sa structure sont:
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– Les fre´quences sont situe´es dans des bassins autour de fre´quences rationnelles p/q,
appelle´es zoˆnes d’accrochage. Les bords de ces zoˆnes sont note´es ν−(p/q) et ν+(p/q).
– Les bassins ne sont pas syme´triques. En effet, on observe que
(4) p/q − ν−(p/q) 6= ν+(p/q)− p/q.
Dans la suite, nous allons de´velopper une the´orie quantitative qui rend compte de ces
deux faits de manie`re pre´cise.
4. Spectre de fre´quence the´orique
4.1. Formalisation et hypothe`se diophantienne. — La principale diffe´rence entre
le me´langeur ide´al et le me´langeur “re´el” est l’apparition d’harmoniques de la forme
(5) fp,q(t) = pf1 − qf0(t),
avec (p, q) ∈ Z2 \ {(0, 0)}.
L’action du filtre passe-bas de fre´quence de coupure fc conduit a` ne conserver que les
harmoniques satisfaisant la relation
(6) | fp,q(t) |< fc.
Notons
(7) ν(t) =
f0(t)
f1
,
la fre´quence normalise´e.
Le spectre des fre´quences est donc gouverne´ par une e´quation du type
(8)
∣∣∣∣ν(t)− pq
∣∣∣∣ ≤ fcq .
Comprendre le spectre des fre´quences, c’est de´terminer les fre´quences normalise´es au-
torise´es par la relation (8).
Nous allons pour un moment oublier l’aspect temporel (donc la dynamique de ν(t)) et
nous concentrer sur l’aspect statique du spectre des fre´quences.
La premie`re ide´e est que cette e´quation suffit a` elle seule, a` reconstruire le spectre des
fre´quences, ce qui est en soit un peu ose´, car cela suppose une inde´pendance du spectre
des fre´quences vis a` vis des amplitudes.
DYNAMIQUE DES NOMBRES ET PHYSIQUE DES OSCILLATEURS 7
Sans hypothe`se sur la nature des approximations de ν, on s’attend a` trouver un bassin
autour de chaque rationnel, borde´ par deux segments de pente ±q. C’est effectivement le
cas. Malheureusement, cette approche ne permet pas de rendre compte de la dissyme´trie
des bassins observe´e expe´rimentalement.
Si l’e´quation (8) contient l’essentiel de l’information sur la nature du spectre de
fre´quence, c’est donc que l’approximation de ν n’est pas triviale. Il reste donc a`
de´terminer la nature de l’approximation effectue´e par le de´tecteur.
L’hypothe`se que nous allons faire est que le de´tecteur a un comportement diophantien,
i.e. que les approximations d’une fre´quences ν sont effectue´es par des convergents.
Autrement dit, on doit ve´rifier la condition∣∣∣∣ν(t)− piqi
∣∣∣∣ ≤ fcf0qi ≤
1
νi+1q2i
, (D)
ou` ν = [ν0, ν1, . . . ] repre´sente le de´veloppement en fraction continue de ν, et pi/qi =
[ν0, . . . , νi] est le i-e`me convergent de ν.
4.2. Principaux re´sultats. — Cette conditions a plusieurs conse´quences, qu’il con-
viendra ensuite de ve´rifier expe´rimentalement:
i) Les fre´quences ν observe´es en sortie du de´tecteur sont tre`s contraintes par (D). Soit
p/q un rationnel fixe´, alors les ν associe´s ont un de´veloppement en fraction continue qui
ve´rifie
(9) 1 ≤ νi+1 <
f1
fcq
.
ii) La condition (9) impose un seuil maximal pour q, a` savoir
(10) q ≤
[
f1
f0
]
.
Comme le de´nominateur qi d’un convergent croit avec i, cela impose une profondeur
maximale dans le de´veloppement en fraction continue de ν.
Nous allons re´sumer la discussion pre´ce´dente par le the´ore`me suivant, qui pour un
rationnel donne´ p/q, de´crit l’ensemble des nombres re´els admissibles sous la contrainte (8)
et l’hypothe`se diophantienne.
The´ore`me 1. — Soit p/q une fraction irre´ductible. On note S(p/q) l’ensemble des
nombres re´els satisfaisant (8) sous l’hyppothe`se diophantienne (D). Alors, on a:
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- L’ensemble S(p/q) est non vide si et seulement si q ≤ [f1/fc], ou` [x] de´signe la partie
entie`re de x.
- Soit [a1, . . . , an] le de´veloppement en fractions continues de p/q. L’ensemble
S(p/q) est l’ensemble des nombres re´esl x ∈ R de de´veloppement en fractions con-
tinues [x1, . . . , xk, . . . ] tels que
(11) xi = ai pour i = 1, . . . , n,
et
(12) xn+1 ≤ f1/fcq.
Nous appelons spectre the´orique des fre´quences l’ensemble
(13) Sf1/fc = {ν ∈ R satisfaisant (D)} .
Le the´ore`me 1 permet de pre´ciser la structure de Sf1/fc . C’est un the´ore`me de nature
pre´dictive puisqu’il permet de reconstruire le spectre des fre´quences a` partir de la donne´e
de f1 et fc. Afin de comparer les pre´dictions de notre the´orie avec le spectre expe´rimental
Sf1/fc , nous de´montrons le re´sultat suivant:
Lemme 1. — Soit p/q une fraction irre´ductible , avec q ≤ [f1/fc] et [a0, a1, . . . , an] son
de´veloppement en fraction continue. Le bord de la zoˆne d’accrochage est donne´ par
(14)
νσ = [a0, . . . , an, a],
ν−σ = [a0, . . . , an − 1, 1, a],
avec a = [f1/fcq] et σ = + si n est pair et σ = − si n est impair.
La de´monstration est donne´e a` la section 7.1.
Nous avons maintenant la caracte´risation analytique des principaux e´le´ments
ge´ome´triques du spectre des fre´quences the´oriques.
4.3. Confirmation expe´rimentale. — On peut tester la validite´ de l’hypothe`se dio-
phantienne (D) via le the´ore`me 1 et le lemme 1.
– Michel Planat et Serge Dos Santos [4] ont montre´ que les bords des zoˆnes d’accrochage
sont de la forme (14).
– L’hypothe`se diophantienne pre´dit l’existence dans une zoˆne d’accrochage donne´e,
d’une borne supe´rieure pour les quotients partiels amax. Cette borne se retrouve
dans l’expression des bords de la zoˆne d’accrochage. Michel Planat et Jean-Philippe
Marillet [9] ont montre´ que amax est bien de la forme f1/fcq.
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4.4. Exploration de la condition diophantienne. — Pour mieux comprendre la
nature de l’hypothe`se diophantienne (D), nous allons proce´der en deux e´tapes:
– La premie`re consiste a` comprendre l’effet d’une contrainte, que j’appellerai de
re´solution, sur les quotients partiels d’une fraction continue, qui de´coule du point i)
ci-dessus. Autrement dit, nous allons regarder la structure des fractions continues a`
quotients partiels borne´s par un amax ∈ N fixe´. Cette e´tude, faite dans la prochaine
section sera riche d’enseignement sur la diffe´rence essentielle qu’il existe entre
travailler sur les nombres re´els, et travailler sous une contrainte de re´solution. En
particulier, nous verrons que l’existence d’une re´solution induit de fait une hie´rarchie
des nombres et donne naissance a` une dynamique des nombres.
– La seconde e´tape prend en compte l’aspect dynamique du spectre des fre´quences. La
de´tection dans un bassin donne´ fait apparaˆıtre des sauts de fre´quences. On donne ici
une justification the´orique de l’existence de ces sauts qui fait intervenir de manie`re
essentielle l’hypothe`se diophantienne.
5. Espaces de re´solution: aspects ge´ome´triques
Ce paragraphe donne une construction ge´ome´trique de l’ensemble des fractions continues
a` quotient partiels borne´s faisant apparaˆıtre une structure d’arbre. Cette construction
n’est sans doute pas nouvelle, mais nous n’avons pas trouve´ de re´fe´rence faisant apparaˆıtre
simplement les structures dont nous avons besoin. On renvoie au livre de G.H. Hardy et
E.M. Wright ([6],p. 164-169) pour la pre´sentation standard.
5.1. Ge´ome´trie des fractions continues. —
5.1.1. Repre´sentation des fractions irre´ductibles. — Soit p/q une fraction irre´ductible de
Q. On lui associe le point (q, p) ∈ Z2, ou de manie`re e´quivalente, la droite de Z2 passant
par 0 et (q, p), de pente p/q et d’e´quation qx− py = 0.
On a donc une bijection entre Q
⋃
{∞} et P 1(Z2), l’ensemble des droites vectorielles de
Z2, de´finie comme l’ensemble des points de Z2 modulo l’e´quivalence (q, p) ∼ (q′, p′) si et
seulement si il existe un entier λ ∈ Z tel que (q, p) = λ(q′, p′) ou (q′, p′) = λ(q, p).
Chaque droite D de P 1(Z2) est isomorphe a` Z, et est engendre´ par un des deux points
(q, p), (−q,−p) de D ve´rifiant < q, p >= 1. Ces points sont dit premiers dans Z2. On note
P l’ensemble des points premiers de Z2.
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Figure 1. Points premiers de Z2 (pgcd(p, q) = 1).
L’anneau des Z-matrices 2× 2, note´ M2(Z), agit naturellement sur Z
2 :
(15)
∀A =
(
a b
c d
)
∈M2(Z), Z
2 A→ Z2,
(q, p) 7→ (aq + bp, cq + dp).
Cette action induit une action sur Q via les transformations de Mo¨bius :
(16) A ∈M2(Z), Q
A
→ Q,
z = p/q 7→ (cz + d)/(az + b).
La matrice A pre´serve P si et seulement si | det(A) |= 1, i.e. A est inversible dans M2(Z).
On conside`re donc l’action de GL2(Z), l’ensemble des matrices inversibles de M2(Z), sur
Q, via les transformations de Mo¨bius.
5.1.2. Fractions continues et F+2 . — On renvoie a` Khintchine [7] pour plus de de´tails.
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Soient (a0, . . . , an) une suite finie d’entiers avec an 6= 0. On note [a0, . . . , an] la fraction
continue finie
(17) a0 +
1
a1 +
1
a2 +
1
· · ·+
1
an
.
On conservera la meˆme notation pour une suite de longueur infinie.
Supposons tous les ai > 0 pour i > 0, alors tout irrationnel a une unique repre´sentation
comme fraction continue infinie. Par contre, l’e´galite´
(18) [a0, . . . , an] = [a0, . . . , an − 1, 1],
montre qu’un rationnel posse`de deux e´critures. On en de´duit deux fac¸on de rendre unique
la repre´sentation d’un rationnel :
i - tout nombre rationnel posse`de un unique de´veloppement en fraction continue de
longueur pair (ou impair).
ii - tout nombre rationnel posse`de un unique de´veloppement en fraction continue se
terminant par un entier > 1.
La premie`re repre´sentation est adapte´e a` l’introduction du groupe modulaire. La seconde
supprime les extensions virtuelles de la fraction continue via (18). Elle est bien adapte´e a`
la construction de l’espace de re´solution.
D’apre`s l’algorithme des fractions continues, il est possible de construire toutes les
fractions continues via les applications e´le´mentaires de translation, note´e T , et d’inversion,
note´e S :
(19) T :
R → R,
x 7→ x+ 1,
et S :
R → R,
x 7→ 1/x.
On peut restreindre l’action de T (resp. S) a` Q. Dans ce cas, on a deux homographies
qui sont repre´sente´es dans M2(Z) par les matrices
(20) T =
(
1 0
1 1
)
, et S =
(
0 1
1 0
)
.
Une fraction continue [a0, . . . , an] s’e´crit donc T
a0ST a1S . . . ST an(1, 0). Pour obtenir une
repre´sentation unique, on choisi des repre´sentations de longueur paire. On introduit la
matrice J = STS, de la forme
(21) J =
(
1 1
0 1
)
,
qui correspond a` la transformation x→
x
x+ 1
sur Q.
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On a :
The´ore`me 2. — Tout nombre rationnel [a0, . . . , a2n] admet une unique repre´sentation de
la forme
(22) T a0Ja1 . . . Ja2n−1T a2n(1, 0).
Les matrices T et J sont unimodulaires (de de´terminant 1). Elles engendrent le groupe
modulaire PSL2(Z), qui est isomorphe au groupe libre de rang 2 F2, T et J e´tant deux
ge´ne´rateurs libres. On note F+2 le semi-groupe des mots e´crit avec des puissances positives
de T et J . On a
Corollaire 1. — L’application
(23)
Q → F+2 ,
[a0, . . . , a2n] 7→ T
a0Ja1 . . . Ja2n−1T a2n ,
est une bijection. Le groupe libre F+2 agit a` gauche sur Q.
La de´monstration de´coule du the´ore`me pre´ce´dent.
5.2. L’arbre de Farey. —
5.2.1. Terminologie sur les arbres. — On renvoie au livre de Serre ([19], §.2.2, p.28) pour
plus de de´tails. On rappelle qu’un arbre est un graphe connexe, non vide, sans circuit. On
adopte la convention suivante sur la repre´sentation d’un arbre par un dessin : un point
correspond a` un sommet de l’arbre, et une ligne joignant deux points marque´s correspond
a` une areˆtes. Si l’arbre est oriente´, une areˆte {P,Q} e´tant donne´, on appelle le sommet
P , l’origine de {P,Q} et Q le sommet terminal de {P,Q}. Ces deux sommets sont les
extre´mite´s de {P,Q}.
Un sommet P d’un arbre Γ oriente´ e´tant donne´, on appellera fils de P l’ensemble des
sommets terminaux des areˆtes ayant P comme origine. On appellera pe`re de P , l’origine
de l’areˆte ayant P comme sommet terminal.
5.2.2. Arbre de Farey. — Habituellement, on repre´sente l’arbre de Farey via l’action du
groupe modulaire sur le demi-plan de Poincare´ (ou de manie`re e´quivalente sur le disque
de Poincare´). On en donne ici une repre´sentation dans Z2, plus commode pour la suite.
On note L∞ la droite passant par (1, 0), engendre´ par l’action de T sur le segment
[(1, 0), (1, 1)]. Elle est de pente ∞.
De meˆme, on note L0 la droite passant par (0, 1), engendre´ par l’action de J sur le
segment [(0, 1), (1, 1)]. Elle est de pente 0.
L’action de F+2 sur Z
2, induit une action de F+2 sur L0 et L∞. On obtient la figure
suivante :
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Figure 2. L’arbre de Farey
On note T l’ensemble ainsi obtenu. On a :
The´ore`me 3. — L’ensemble T est un arbre (ou plutoˆt, la re´alisation geome´trique d’un
arbre) dont les sommets sont les points (q, p) ∈ Z2 irre´ductibles.
Ce re´sultat est classique (au moins dans le demi-plan de Poincare´, voir ([19],§.4.2,p.52-
53)).
Nous allons pre´ciser, la relation entre le de´veloppement en fraction continue d’un som-
met de T , celui de ses fils et de son pe`re. Pour cela, nous introduisons la notion de branches
et rameaux de l’arbre T .
De´finition 1. — Une branche de T est l’image par un mot de F+2 des droites L0 ou L∞.
Soit B une branche de T , on appellera rameau de B en P , une branche distincte de B
ayant pour origine le sommet P .
Une conse´quence du the´ore`me pre´ce´dent est :
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Corollaire 2. — Soit M = (q, p) ∈ Z2, (q, p) 6= (1, 1), un sommet de T , alors M appar-
tiens a` deux branches distinctes BmM et B
f
M , appele´es branche me`re et fille. La branche
me`re admet la branche fille comme rameau en M .
La caracte´risation de l’arbre T en terme de fractions continues s’e´nonce maintenant
comme suit :
The´ore`me 4. — Soit M = (q, p) un sommet de T , tel que p/q = [a0, . . . a2n]. On note
BmM et B
f
M ses branches me`re et fille respectivement. On a :
i - l’origine de la branche me`re est
[a0, . . . , a2n−1, 1] si a2n > 1,
[a0, . . . , a2n−2 + 1] si a2n = 1.
ii - la pente de la branche me`re est
[0, a0, . . . , a2n−1 − 1, 1] si a2n > 1,
[0, a0, . . . , a2n−2] si a2n = 1.
iii - La pente de la branche fille est
[a0, . . . , a2n − 1] si a2n > 1,
[a0, . . . , a2n−1] si a2n = 1.
De´monstration. — Elle repose sur la construction ite´rative de l’arbre de Farey.
i) La branche me`re de M est l’image par un mot de w ∈ F+2 de la droite L0 ou L∞.
Supposons que BmM soit l’image de L∞ par w (le cas de L0 se de´montre de la meˆme
manie`re). L’origine de BmM est donc w(1, 0). Si M 6= w(1, 0), il existe un entier k > 0 tel
que
(24) M = wT k(1, 0) = T a0 . . . . . . T a2n(1, 0),
ou wT k est le mot obtenu par concate´nation de w et T k.
Comme le mot w ne se termine pas par un T l, l > 0, on de´duit de (24) et de l’unicite´
de l’e´criture de M , k = a2n et w = T
a0 . . . Ja2n−1T si a2n > 1, d’ou` l’origine de la branche
me`re dans ce cas est w(1, 0) = [a0, . . . , a2n−1, 1].
Si a2n = 1, on e´crit [a0, . . . , a2n−1, 1] = [a0, . . . , a2n−1+1], d’ou`M = wT
a2n−1(1, 0), avec
w = T a0Ba1 . . . T a2n+2+1. On a donc l’origine de la branche me`re donne´e par w(1, 0) =
[a0, . . . , a2n+2 + 1].
ii - Il suffit de noter que L0 (resp. L∞) est paralle´le a` la droite passant par (0, 0) et
(1, 0) (resp. (0, 0) et (0, 1)). Quel que soit le mot w ∈ F+2 , on a w.(0, 0) = (0, 0) car w
est une application line´aire. En utilisant i), la pente de la branche me`re de M = w.(1, 0),
w = T a0 . . . . . . T a2n est donc donne´e par T 0Ja1T a2 . . . Ja2n−1T 1(1, 0) si a2n > 1 et par
T 0Ja1 . . . , T a2n−2(1, 0) si a2n = 1.
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iii - La de´monstration est analogue a` ii) en conside´rant la branche fille comme une
branche me`re d’origine [a0, . . . , a2n].
5.3. Ensembles de re´solution. — Le spectre des fre´quences serait donne´ par
l’ensemble pre´ce´dent si aucune contrainte de re´solution n’existait, i.e. dans un syste`me
ide´al (au sens mathe´matique). Les re´sultats expe´rimentaux et la physique, imposent
l’existence d’une re´solution minimale. Dans ce paragraphe, nous interpre´tons cette
contrainte et en donnons l’effet sur le spectre des fre´quences.
5.3.1. La contrainte de re´solution. — Il faut traduire la notion intuitive de re´solution de
manie`re a` en obtenir une traduction simple sur l’ensemble des fractions continues.
– Hypothe`se de re´solution (nombres). Soit a > 0 un entier. On identifie tout nombre
re´el x ≥ a a` ∞.
On remarque que cette hypothe`se de re´solution a` l’infinie implique, via l’action de
l’application S, une condition de re´solution en ze´ro. En effet, tous les nombres re´els
0 ≤ x ≤ 1/a sont identifie´s a` 0.
On note Ra l’ensemble des nombres re´els obtenus.
L’ hypothe`se se traduit sur les mots admissibles de F+2 .
– Hypothe`se de re´solution (mots). Les seuls mots admissibles de F+2 sont ceux ne
contenant que des T i avec i < a.
On en de´duit donc le the´ore`me suivant :
The´ore`me 5. — L’ensemble de re´solution Ra est l’ensemble des fractions continues a`
quotients partiels borne´s.
Ce the´ore`me n’apporte pas beaucoup a` la compre´hension de l’ensemble Ra. Nous
allons pre´ciser la structure ge´ome´trique et dynamique de cet ensemble dans le prochain
paragraphe.
6. Espaces de re´solution: aspects dynamiques
6.1. Syste`me dynamique de re´solution. — On travaille maintenant dans R¯+ =
R+ ∪ {∞}. Pour tout a ∈ N∗, nous allons introduire une application naturelle sur R¯
appelle´e application de re´solution.
Soit a ∈ N∗, on note F+2 (a) l’ensemble des mots de F
+
2 ne contenant pas de sous mots
T k ou Jk avec k ≥ a.
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De´finition 2. — Soit a ∈ N∗, w un mot fini de F+2 , w = w1 . . . wn, on de´finit
l’application de F+2 dans F
+
2 qui a` w associe wa obtenu en remplac¸ant le premier T
i ou
J i avec i ≥ a par ∞ ou O respectivement. On note Ra cette application.
L’application Ra de´fini un syste`me dynamique sur F
+
2 . L’ensemble invariant maximal
de Ra est F
+
2 (a). La traduction sur les nombres se fait via l’application
(25)
ra : R¯
+ → R¯+,
x = w(1, 0) 7→ xa = Ra(w)(1, 0).
L’application ra de´fini un syste`me dynamique sur R¯
+. Ce syste`me dynamique est a` ma
connaissance nouveau. Son graphe est donne´ pour a = 3 par:
0
0.2
0.4
0.6
0.8
1
0.2 0.4 0.6 0.8 1
Figure 3. Graphe de l’application r3.
L’ensemble invariant maximal de ra est Ra.
Cette vision dynamique de l’ensemble des fractions continues a` quotients partiels borne´s
permet de de´finir une dynamique naturelle des nombres. Pre´cisons tout d’abord la struc-
ture ge´ome´trique de Ra.
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6.2. Arbre de re´solution. — Avant de formuler le the´ore`me de structure sur Ra, nous
pouvons, en utilisant le proce´de´ de construction utilise´ pour l’arbre de Farey, construire
l’ensemble Ra pour un a fixe´. Par exemple, dans le cas a = 3, on a:
0
2
4
6
8
10
12
2 4 6 8 10 12
Figure 4. L’arbre de re´solution R3.
Le principal effet de la contrainte de re´solution est d’ouvrir les zoˆnes du plan assoc¸ie´es
a` un rationnel donne´. Par ailleurs, les nombres compris dans cette zoˆnes sont envoye´s par
ra sur le rationnel correspondant au noeud.
7. Construction dynamique et the´ore`me de structure
La construction pre´ce´dente sur Z2 donne une vision ge´ome´trique qui n’est pas adapte´e a`
une comparaison directe avec le spectre de fre´quences expe´rimental. L’ensemble Ra peut
se visualiser en trac¸ant le graphe de la fonction note´e ea : R → R et de´finie par
(26) x 7−→| x− ra(x) |,
qui donne l’erreur d’approximation.
On obtient la figure suivante:
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0.2
0.3
0.4
0.5
0.6
0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
Figure 5. Graphe de l’erreur d’approximation pour a = 3
On peut aussi la faire “a` la main” de manie`re ite´rative, en transportant la premie`re
structure qui apparait, a` savoir la zoˆne d’accumulation au voisinage de ze´ro, et en
regardant ce que devient cette structure via les ope´rations x 7→ x + 1 et x 7→ 1/x. Le
trac¸e´ de la fonction d’erreur d’approximation apparait ainsi tout seul. Il montre aussi
comment la premie`re zoˆne d’accrochage apparait au voisinage de 1 par transport de la
zoˆne d’accumulation en 0 via la translation et l’inversion laissant fixe le point 1. Cette
construction a` l’avantage d’eˆtre simple et parlante.
Nous avons le the´ore`me de structure suivant :
The´ore`me 6. — Soit a ∈ N∗, l’ensemble de re´solution Ra se de´compose en:
i - rationnels attractifs : soit p/q un tel rationnel, il de´fini un interval d’accrochage
Iap/q = [ν
−(p/q), ν+(p/q)] tel que pour tout x ∈ Ip/q, on a ra(x) = p/q.
ii - rationnels transitoires : soit p/q un tel rationnel, il de´fini un interval de transit a`
droite (resp. a` gauche) I+p/q = [p/q, ν
+(p/q)] (resp. I−p/q = [ν
−(p/q), p/q]) tel que pour
tout x ∈ I+(p/q) (resp. x ∈ I−(p/q)), on a ra(x) = p/q.
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iii - irrationnels de blocage : ils sont obtenus comme accumulation de zones de blocage.
iv - irrationnels transitoire : ils sont obtenus comme accumulation de zones de transit.
v - irrationnels mixtes : soit ξ un tel irrationnel. Il est obtenu comme accumulation de
zones de transit et de blocage.
Ce the´ore`me n’est qu’une retraduction du fait que l’ensemble de re´solution Ra est un
arbre. On peut aussi le voir directement via la construction ite´rative de Ra.
7.1. Sur les zoˆnes d’accrochages. — Dans ce paragraphe, on travaille dans un
ensemble de re´solution donne´ Ra, a ∈ N
∗.
Soit x = p/q un rationnel de blocage. On a
Lemme 2. — Pour tout nombre rationnel de blocage x = p/q ∈ Ra, on a
(27)
i − νσ(1 + x) = 1 + νσ(x), σ = ±,
ii − νσ(1/x) =
1
ν−σ(x)
.
Ces relations gardent un sens pour tout nombre x ∈ R∗, ce qui permettra de ne plus
pre´ciser si on travaille avec un rationnel de blocage.
Lemme 3. — Soit p/q = [a0, . . . , an] ∈ Ra, on a
(28)
νσ = [a0, . . . , an, a],
ν−σ = [a0, . . . , an − 1, 1, a],
avec σ = + si n est pair et σ = − si n est impair.
De´monstration. — On fait la de´monstration pour ν+, la de´marche e´tant analogue pour
ν−. On a
ν+([a0, . . . , an]) = ν
+(a0 +
1
[a1, . . . , an]
) = a0 + ν
+(
1
[a1, . . . , an]
),
par l’e´galite´ i) du lemme 2. De plus, on a
ν+(
1
[a1, . . . , an]
) =
1
ν−([a1, . . . , an])
,
par ii). Une simple re´currence donne donc
ν+([a0, . . . , an]) = [a0, . . . , an−1, ν
σ(an)],
avec σ = + si n est impair et σ = − sinon.
Comme on a pour tout entier 0 < m < a, ν+(m) = m+
1
a
, ν−(m) = m− 1 +
1
1 +
1
a
et
de plus, ν+(0) = 1/a, ν−(a) = a− 1 +
1
1 +
1
a
, on en de´duit le lemme.
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Ce re´sultat est le plus frappant vis a` vis des donne´es expe´rimentales. Les valeurs du
bord des zoˆnes d’accrochage pre´dites via ce lemme sont en accord quasi parfait avec celles
obtenues expe´rimentalement (voir [4] et [9]).
7.2. Bassin d’attraction d’un rationnel. — Soit a ∈ N∗ et p/q un rationnel donne´
de Ra. Le bassin d’attraction de p/q, note´ A(p/q), est de´fini comme
(29) A(p/q) =
{
x ∈ R, ∃k ∈ N, rka(x) = p/q
}
,
ou` rka = ra ◦ . . . ra k fois.
Ces bassins sont forme´s de la zoˆne d’accrochage proprement dire et des zoˆnes transi-
toires accole´es.
Avant de donner une caracte´risation du bord du bassin d’attraction, regardons un
exemple ou ra agit non trivialement:
Soit a = 3 et p/q = [0, 1, 2, 1, 3]. On a r3(p/q) = [0, 1, 2, 1] = [0, 1, 3] et r
2
3(p/q) = [0, 1].
On voit donc ici un exemple de dynamique des approximations via l’application r3. Ce
phe´nome`ne est duˆ a` l’existence de rationnels dont la fraction continue est de la forme
(30) [a1, . . . , an, a1, 1, a].
Pour ces nombres l’action de ra ne donne pas de suite la bonne approximation. En effet,
on a
(31) ra([a1, . . . , an, a1, 1, a]) = [a1, . . . , an, a],
soit
(32) r2a([a1, . . . , an, a1, 1, a]) = [a1, . . . , an].
L’e´volution dynamique de l’approximation de [a1, . . . , an, a1, 1, a] s’arre´te si et seulement si
an < a. Le phe´nome`ne ci-dessus est a` l’origine de la terminologie de rationnels transitoires
dans le the´ore`me de structure.
Le lemme suivant caracte´rise simplement le bord du bassin d’attraction d’un rationnel:
Lemme 4. — Soit a ∈ N∗ et [a1, . . . , an] un rationnel donne´ de Ra. Les bords de son
bassin d’attraction sont des irrationnels quadratiques. Pre´cise´ment, les valeurs des bords
sont
(33) [a1, . . . , an, a− 1, 1, . . . , a− 1, 1, . . . ] et [a1, . . . , an − 1, 1, a − 1, 1, . . . , a− 1, 1, . . . ].
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De´monstration. — La de´monstration repose sur la construction ite´rative du bord de la
zoˆne d’accrochage en 1. On transporte ensuite ces bords pour obtenir le rationnel choisi.
Nous allons faire la construction pour le bord droit du bassin d’attraction, le bord gauche
n’offrant pas plus de difficulte´s.
Une zoˆne transitoire e´tant donne´e a` droite de 1, on obtient la prochaine en appliquant
les ope´rations suivantes: x 7→ 1/x, x 7→ x+ a− 1, x 7→ 1/x er x 7→ x+ 1. Autrement dit,
on ite`re l’application
(34) ta(x) = 1 +
x
1 + x(a− 1)
.
Les points fixes de cette fonction sont des irrationnels quadratiques. La forme de
l’application ta traduite sur les fractions continues nous dit que ces irrationnels s’obtiennent
en collant aux fractions continues du bord des zoˆnes d’accrochage une suite infinie de
a− 1, 1.
On peut e´tudier d’autres types de nombres irrationnels obtenus comme par exem-
ple accumulation de zoˆnes de blocage. On renvoie a` ([3],p.317-318) pour un exemple.
Ne´anmoins, ces re´sultats sont difficiles a` tester et interpre´ter au niveau expe´rimental et
physique.
8. Approche dynamique du spectre des fre´quences
L’analyse pre´ce´dente permet une reconstruction globale du spectre des fre´quences, mais
ne dit pas la manie`re dont les fre´quences bougent au cours du temps lors de la de´tection du
signal. Or, de re´centes expe´riences de Michel Planat et Jean-Philippe Marillet [9] ont mis
en e´vidence l’existence de sauts de fre´quences au voisinage des re´sonances. Ce paragraphe
donne une base the´orique a` ce phe´nome`ne fonde´e sur l’hypothe`se diophantienne.
8.1. Dynamique des fractions continues. — Pour tout ν ∈ R \R, on note pi/qi son
i-e`me convergent. Pour chaque valeur de i, on regarde la zoˆne d’accrochage attache´e au
rationnel pi/qi. La taille de cette zoˆne est proportionnelle a` qi. Pour comprendre la dy-
namique des fractions continues sous l’hypothe`se diophantienne on doit e´tudier l’e´volution
des qi lorsque i croit.
8.2. Exposants de stabilite´. — Il est possible de quantifier les variations de qi lorsque
i croit. Pour tout i ≥ 1, il existe un unique re´el τi ≥ 1 et γi > 0 tel que
(35) qi+1 = γiq
τi
i ,
22 JACKY CRESSON
avec 1 ≤ γi < qi. L’exposant τi peut se concevoir comme un exposant caracte´risant la
stabilite´ de qi lorsque i croit.
L’analyse diophantienne fournit des renseignements inte´ressants sur cet exposant:
Lemme 5. — Soit ν ∈ R, ses exposants de stabilite´ sont uniforme´ment borne´s si et seule-
ment si ν est un nombre diophantien.
Ce lemme de´coule du the´ore`me de Siegel [20]: un nombre re´el ν est diophantien si et
seulement si il existe γ > 0 et τ ≥ 1 tels que qi+1 ≤ γq
τ
i .
On peut aussi e´tudier l’e´volution des qi via la fonction de Brujno [2]:
La fonction de Brujno, note´e B, est de´finie pour tout ν ∈ R \Q, par
(36) B(ν) =
∑
i≥0
log qi+1
qi
,
ou` pi/qi est le i-e`me convergent de ν.
On renvoie au travail de S. Marmi, P. Moussa et J-C. Yoccoz [10] pour une e´tude
de´taille´e des proprie´te´s de cette fonction.
8.3. Instabilite´ au voisinage des re´sonances. — Commenc¸ons par un fait
expe´rimental: lorsque f0 = 1.00000007 MHz et f1 = 0.599975 MHz, on a
(37)
f0
f1
= 0.599974958... = [0, 1, 1, 2, 1596, 1, 10, . . . ].
On observe que le de´tecteur effectue des sauts autour des valeurs suivantes de fre´quence
de battement:
(38) f = 135, 261, 386 Hz.
Comment comprendre ce phe´nome`ne ?
Pour tout a ∈ N∗, on note ν(a) le nombre [0, 1, 1, 2, a] et p(a)/q(a) son e´criture sous
forme de fraction irre´ductible. Si on note f(a) la fre´quence de´finie par
(39) f(a) =| p(a)f0 − q(a)f1 |,
on obtient pour a = 1593, 1594 et 1595 les fre´quences de battement 135, 261 et 386
respectivement.
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Autrement dit, les sauts de fre´quences observe´es correspondent a` des fluctuations des
quotients partiels, en particulier du parame`tre de troncature.
On peut comprendre cette situation de la fac¸on suivante: lorsque le de´nominateur du
i-th convergent devient instable (i.e. lorsqu’on a une augmentation brusque du quotient
partiel dans le de´veloppement en fraction continue), on a des zoˆnes d’accrochage tre`s fines.
De ce fait, le syste`me devient sensible aux perturbations.
9. Re´alite´ ou artefact ?
La the´orie que nous avons propose´ n’explique pas pourquoi le syste`me fait de
l’approximation diophantienne. Il me semble que si une raison claire existe elle doit
se trouver du cote´ de la physique microscopique et d’une compre´hension plus fine de la
physique des me´langeurs.
On peut aussi mettre en doute le fait que les effets de hie´rarchie que nous avons observe´
sont dus au syste`me physique et donc mettent en e´vidence finalement des proprie´te´s de
la nature. Cette suspicion tient au fait que nous n’avons pas acce´ a` des donne´es bruts.
En effet, entre l’expe´rience proprement dite et les donne´es se trouve un ordinateur pour
l’acquisition et le traitement des donne´es (il y a une phase de comptage sur le signal).
Rien ne dit que la fac¸on d’effectuer ce comptage et du meˆme coup tout le traitement des
donne´es n’est pas finalement biaise´. Cette situation est ine´vitable et entre en fait dans
tout proce´de´ de mesure d’un syste`me physique.
Je ne crois pas qu’il soit possible de trancher pour le moment. Il me semble que le
proble`me est de meˆme nature que celui de de´cider si le monde re´el est un continuum ou
discret. Je renvoie a` la discussion de E. Schro¨dinger ([15],p.41-59) pour plus de de´tails.
Ce qui est suˆr c’est que de nombreux proble`mes de physiques font intervenir d’une
manie`re ou d’une autre des re´solutions, i.e. des limites a` notre mesure du re´el. Cette
limitation n’a dans certains cas que peut d’incidence, comme dans l’e´tude de beaucoup de
phe´nome`nes macroscopiques. La pre´cision toujours plus grande des mesures, notamment
dans le cas des oscillateurs, nous fait toucher du doigt il me semble la structure infime du
re´el. On tombe alors sur des phe´nome`nes nouveaux mais de porte´e universelle. Je renvoie
encore une fois au texte de E. Schro¨dinger ([15],p.49-59) ou, sur quelques pages, il donne
une construction tre`s proche dans l’esprit des espaces de re´solutions pour de´montrer les
difficulte´s lie´es a` l’hypothe`se d’une nature continue.
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