Abstract. Let G be a locally compact topological group, G 0 the connected component of its identity element, and comp(G) the union of all compact subgroups. A topological group will be called inductively monothetic if any subgroup generated (as a topological group) by finitely many elements is generated (as a topological group) by a single element. The space SUB(G) of all closed subgroups of G carries a compact Hausdorff topology called the Chabauty topology.
Preface
The simplest group arising directly from the activity of counting is the group Z of integers. On the other hand, one of the more sophisticated concepts of group theory is that of a locally compact topological group; it evolved widely and deeply since David Hilbert in 1900 posed the question whether a locally euclidean topological group might be parametrized differentiably so that the group operations become differentiable. Bringing Z and locally compact groups together in a topologically systematic fashion is made possible by a compact Hausdorff space SUB(G) attached to a locally compact group G in a very natural fashion, namely, as the set of closed subgroups endowed with a suitably defined topology. Since G itself is a prominent element of SUB(G), we pose and answer completely the question under which circumstances G can be approximated in SUB(G) by those subgroups of G which are isomorphic to Z. A topological parameter attached to a topological space X is the smallest cardinal of a basis for the collection of all open subsets; this parameter is called the weight w(X) of X. If the weight of X is not bigger than the first infinite cardinal, one says that X satisfies the Second Axiom of Countability. Our findings about the approximability of G by subgroups isomorphic to Z will show a fact that one would not expect at first glance: Such an approximabilty does not impose any bound whatsoever on the weight w(G) of G.
If one ascends from the group Z of counting numbers to the group R of real numbers which permits us to measure lengths and distances, then the completely analogous question suggests itself, asking indeed which locally compact groups G can be approximated in SUB(G) by subgroups isomorphic to R. Again we answer that question completely and find, that the answer to the second question yields a simpler structure than the answer to the first question.
The answers are described in the Abstract which precedes our text. It is relatively immediate that our discussion will usher us into the domain of abelian locally compact groups. But the final proofs do lead us more deeply into the structure of these groups than one might anticipate and are, therefore, also longer than expected. With these remarks, we now turn to the details.
Preliminaries
2.1. Basic concepts and definitions. Let G be a locally compact group and comp(G) the union of its compact subgroups. By Weil's Lemma ( [14, Proposition 7 .43]), an element g ∈ G is either contained in comp(G) or else the group g is isomorphic as a topological group to Z. Subgroups of this kind we shall call integral. A subgroup E of G is called real if it is isomorphic to R as a topological group.
We denote by SUB (G) the space of closed subgroups of G equipped with the Chabauty topology; this is a compact space. In this space, each closed subgroup H of G has a neighborhood base consisting of sets U(H; K, W ) def = {L∈SUB(G) | L∩K⊆W H and H∩K⊆W L} , (2.1) where K ranges through the set K of all compact subsets of G and W through the set U(e) of all neighborhoods of the identity. In particular G ∈ SUB(G) and the singleton subgroup E = {1} have bases for their respective neighborhoods of the form
3)
K ∈ K and W ∈ U(e).
Remark 2.1. Returning for a moment to Equation (2.1) we assume that G is σ-compact and satisfies the First Axiom of Countability. Then G contains a sequence (K m ) m∈N of compact subsets whose interiors for an scending sequence of open sets covering G, and there is a sequence (W n ) n∈N of open identity neighborhoods forming a basis of the filter of identity neighborhoods. Then each element H ∈ SUB(G) has a countable basis U(H; K m , W n ) m,n∈N for its neighborhood filter according to Equation (2.1). Thus SUB(G) satisfies the First Axiom of Countability.
We denote by F 1 (G) the subspace of SUB(G) containing all g with g ∈ G \ comp(G), that is, all subgroups isomorphic to the discrete group Z of all integers, the free group of rank 1.
Example 2.2 (The additive group R). The mapping φ
is a homeomorphism (see Proposition 1.7 of [11] ). Here comp(G) = {0}, and F 1 (R) = { r |0 < r}, and if (r n ) n∈N is a sequence of real numbers converging to 0, then ( r n ) n∈N converges to R. Therefore, R ∈ F 1 (R) Definition 2.3. A locally compact group G is said to be integrally
Here is an equivalent way of expressing that G is integrally approximable:
There is a net (S j ) j∈J of subgroups isomorphic to Z in G such that
Remark 2.4. If G is integrally approximable, F 1 (G) = ∅, and so G = comp(G). In particular, G is not singleton.
Our objective is to describe precisely which locally compact groups are integrally approximable. The outcome is anticipated in the abstract. It may be instructive for our intuition to consider some examples right now.
Some examples.
We noticed in Example 2.2 above that R is integrally approximable. A bit more generally, we record Example 2.5. For n ∈ N and G = R n , the following statements are equivalent:
(1) G is integrally approximable.
(2) n = 1.
Proof. By Example 2.2, (2) implies (1). For proving the reverse implication, we define the elements e k = (δ km ) m=1,...,n , k = 1, . . . , n for the Kronecker deltas
Now we assume (1) and n ≥ 2 and propose to derive a contradiction. We let W ∈ U((0, . . . , 0)) be the open ball of radius 1 2 with respect to the euclidean metric on R n , and let K be the closed ball of radius 2 around (0, . . . , 0). By (1) there is an integral subgroup S in the neighborhood U(G; K, W ) of G in SUB(G). In view of Equation (2.2) this means K ⊂ W +S. Since n ≥ 2 we know that e 1 and e 2 are contained in K and therefore in W + S, that is there are elements w 1 , w 2 ∈ W such that s 1 = e 1 − w 1 and s 2 = e 2 − w 2 are contained S. Now the euclidean distance of s m from e m for m = 1, 2 is < 1 2 in the euclidean plane E 2 ∼ = R 2 spanned by e 1 and e 2 . Therefore, the two elements s 1 and s 2 are linearly independent. On the other hand, being elements of the subgroup S ∼ = Z, they must be linearly dependent. This contradiction proves that (1) implies (2).
Example 2.6. The group Q (with the discrete topology) is integrally approximable.
Proof. For each natural number n set H n = 1 n! Z. Since (H n ) is an increasing sequence and n∈N H n = Q, we also have lim n∈N H n = Q as we may conclude directly using (2.2) or by invoking Proposition 2.10 of [10] . This proves the claim.
n for any prime p and any natural number n ≥ 2 is not approximable by integral subgroups. The smallest example in this class is R × Z (2) 2 .
Proof. We note that Z(p) n is a vector space V of dimension n over the field F = GF(p). By way of contradiction suppose that G is integrally approximable. Let
There is an r ∈ R and a v ∈ V such that Z = Z·(r, v). Thus
and thus B ∈ F·v. This implies dim F V ≤ 1 in contradiction to the assumption n ≥ 2.
For any prime p we recall the basic groups Z(p n ), n = 1, . . . , ∞, and Z p ⊂ Q p , where Z(p ∞ ) is the divisible Prüfer group and Z p its character group, the group of p-adic integers (see. e.g. [14] , Example 1.38(i), p. 27) and where Q p denotes the group of p-adic rationals (see loc. cit. Exercise E1.16, p. 27). Then Example 2.7 raises at once the following question:
In the light of the negative Example 2.7, this may not appear so simple a matter to answer. Our results will show that they all are integrally approximable.
While the group Z is integrally approximable trivially from the definition, we have, in the context of the group Z, the following lemma, whose proof we can handle as an exercise directly from the definitions and which serves as a further example of the particular role played by Z in the context of integrally approximable groups.
Lemma 2.9. Let A be a locally compact abelian group and assume that A × Z is integrably approximable. Then |A| = 1.
Proof. By way of contradiction assume that there is an a = 0 in A.
Then there is a zero-neighborhood
Since Z is an integral subgroup, there are elements b ∈ A and 0 < n ∈ Z such that Z = Z·(b, n). So (a, 1) and (0, 1) are contained in (W × {0}) + Z·(b, n). Therefore there are elements w a , w 0 ∈ W and integers m a , m 0 ∈ Z such that (i) w 0 + m 0 ·b = 0, (ii) w a + m a ·b = a, and (iii) m 0 n = 1.
(iv) m a n = 1. Equations (iii) and (iv), holding in Z, imply m 0 = m a = n = 1. Thus equation (i) implies b ∈ −W = W . Then from (ii) it follows that a ∈ W + W . This is a contradiction, which proves our claim for the example.
The class of approximable groups
As a first step towards the main results it will be helpful to observe the available closure properties of the class of integrally approximable groups.
3.1. Preservation properties. Proof. (OS) Let G be a locally compact group G that is approximable by integral subgroups and let U be an open nonsingleton subgroup. Let K be a compact subspace of U and W an identity neighborhood contained in U; we may take K = {1} and W small enough so that K ⊆ W . We must find a subgroup
However, G is integrally approximable, and so there is a subgroup
The condition K ⊆ W rules out the possibility that E ∩ U = {1}. Since E ∼ = Z we know that E ∩ U ∼ = Z and so we may take Z = E ∩ U and thus obtain K ⊆ W Z which is what we have to prove.
(QG) Let N be a compact subgroup of a locally compact group G approximable by integral subgroups and let π : G → H, H = G/N, be the quotient morphism. Then the continuity of the map A → π(A) : SUB (G) → SUB (H) (see Corollary 2.4 of [7] ) implies that H is approximable by integral subgroups.
(QO) Let U be an open subgroup of a locally compact group G approximable by integral subgroups so that H def = G/U is torsion-free, and let π : G → H be the quotient morphism. Since U is open, H is discrete, and the singleton set containing the identity e = U in H = G/U is an identity neighborhood. So for a given compact, hence finite, subset K of H we have to find a Z ∈ F 1 (H) with Z ⊆ U(H; K, { e}), that is K ⊆ Z according to Equation (2.2). We may and will assume that there is at least one k ∈ K such that k = e. Now by the local compactness of G we find a compact set K of G such that π(K) = K. Since U is an identity neighborhood in G and since G is integrally approximable, there is a subgroup Z ∈ F 1 (H) contained in U(G; K, U), that is K ⊆ UZ. Applying π, we get K ⊆ π(Z). In particular, e = k ∈ π(Z). Since H is torsion-free and Z ∼ = Z we conclude that π(Z) ∼ = Z, and so we can set Z = π(Z), getting K ⊆ Z, which we had to show.
(DU) Let (G i ) i∈I be a directed family of closed subgroups of a locally compact group G such that G = i∈I G i . Then from Proposition 2.10 of [10] we know
Now assume
Then by (3.1) there is some j ∈ I with G j ∈ U, and so U is also an open neighborhood of G j in SUB (G). Then by (3.2) there is a closed subgroup Z ∼ = Z in G with Z ∈ U. This proves that G is approximable by integral subgroups.
(PL) Let the locally compact group G be a strict projective limit G = lim N ∈N G/N of integrally approximable quotient groups modulo compact normal subgroups N. Then G has arbitrarily small open identity neighborhoods W for which there is an N ∈ N such that W = NW . Let K ∈ K be a compact subspace of G. If W is given, we note that NK is still compact, and so we assume that NK = K as well. We aim to show that there is a subgroup Z ∼ = Z of G such that K ⊆ W Z which will show that Z ∈ U(G; K, W ) as in Equation (2.2), and this will complete the proof. Now we assume that for all M ∈ N the group G/M is approximable by integral subgroups. Then, in particular, G/N is approximable by integral subgroups. Therefore we find a subgroup
and this is what we had to show.
Remark 3.2. In the proof of (QO) it is noteworthy that we did not invoke an argument claiming the continuity of the function A → AU/U :
The sequence ( (n, 1) ) n∈N converges to the trivial subgroup {(0, 0)} in SUB(G), but its image is the constant sequence with value 1 = Z and therefore converges to Z. This shows that the induced map SUB(π) : SUB(G) → SUB(H) need not be continuous in general.
The case of discrete groups
In order to demonstrate the workings of some of the operations discussed in Proposition 3.1 we show Lemma 4.1. Assume that an integrally approximable locally compact group G has a compact identity component
Proof. By way of contradiction suppose that G is not discrete. Since G 0 is compact, there is a compact open subgroup U (see [16] , Lemma 2.3.1 on p. 54). Since G is not discrete, U = {1}. Since G is integrally approximable, so is U by Proposition 3.1 (OS). Then U = comp(U) by Remark 2.4, but U being compact we have U = comp(U) and this is a contradiction which proves the lemma.
4.1.
Monothetic and inductively monothetic groups. Before we proceed we need to recall some facts around monothetic groups. A topological group G is monothetic if there is an element g ∈ G such that G = g .
Definition 4.2 (Inductively monothetic group). A topological group G is called inductively monothetic if (and only if) every finite subset
The circle group T = R/Z contains a unique element t = 2 −1 + Z ∈ T such that 2·t = 0. The group T 2 is monothetic but not inductively monothetic, since the subgroup {(t, 0), (0, t)} is finitely generated but not monothetic. The discrete additive group Q is inductively monothetic but is not monothetic. In [12] , Theorem 4.12 characterizes inductively monothetic locally compact groups. Before we cite this result we recall that Braconnier (see [1] ) called a locally compact group G a local product
Proposition 4.3 (Classification of inductively monothetic groups). A locally compact group G is inductively monothetic if one of the following conditions is satisfied: (1) G is a one-dimensional compact connected group, (2) G is discrete and is isomorphic to a subgroup of Q. (3) G is isomorphic to a local product
It follows, in particular, that a totally disconnected compact monothetic group is inductively monothetic so that the concept of an inductively monothetic locally compact group is more general than that of a locally compact monothetic group in the totally disconnected domain. We remark that a locally compact group is called periodic if it is totally disconnected and has no subgroups isomorphic to Z. Thus the class (3) of Proposition 4.3 covers precisely the periodic inductively monothetic groups.
Our present stage of information allows us to clarify on an elementary level the discrete side of our project: Theorem 4.4. Let G be a locally compact group such that G 0 is a compact group. Then the following assertions are equivalent:
(2) G is discrete and isomorphic to a nonsingleton subgroup of Q.
Proof. In Example 2.6 we saw that Q is integrally approximable. Then from Proposition 3.1 (OS) if follows that every nonsingleton subgroup of Q is integrally approximable. Thus (2) ⇒(1).
We have to show (1)⇒(2): Thus we assume (1). In particular, G is nonsingleton. Since the subgroup G 0 is compact, Lemma 4.1 applies and shows that G is discrete. Then by Equation 2.2 in SUB(G) the element G has a basis of neighborhoods U(G; F, {0}) = {H ∈ SUB(G) : F ⊆ H} as H ranges through the finite subsets of G.
Since G is integrally approximable, there exists a
Then F is infinite cyclic as a subgroup of a group ∼ = Z. Therefore G is discrete, torsion-free, and inductively monothetic. Then Proposition 4.3 shows that G is isomorphic to a subgroup of Q.
Necessary conditions
For the remainder of the effort to classify integrally approximable groups we may therefore concentrate on nondiscrete groups, and indeed on locally compact groups G whose identity component G 0 is noncompact.
5.1. Background on abelian locally compact groups. We first point out why we have to focus on commutative locally compact groups. Indeed in [3, Proposition 3.4] the following fact was established:
We have F 1 (G) ⊆ SUB ab (G) and thus Thus we now focus on locally compact abelian groups and their duality theory. As a consequence we shall henceforth write the groups we discuss in additive notation. An example is the following result of Cornulier's (see [5] , Theorem 1.1):
Proposition 5.3 (Pontryagin-Chabauty Duality). Let G be an abelian locally compact group. Then the annihilator map
This will allow us to apply the so-called annihilator mechanism as discussed e.g. in [14] , 7.12 ff., pp.314 ff.. What will be relevant in our present context is a main structure theorem for abelian groups (see [14] , Theorem 7.57, pp. 345 ff.). 
Proposition 5.4. Every locally compact abelian group G is algebraically and topologically of the form G = E⊕H for a subgroup E ∼ = R n and a locally compact abelian subgroup H which has the following properties (a) H contains a compact subgroup which is open in
H. (b) H contains comp(G). (c) H 0 = (comp(G)) 0 = comp(G 0 ) is the unique maximal compact connected subgroup of G. (d) The subgroup G 1 def = G 0 +comp(G) isG ❅ ❅ ❅ ❅ ❅ ❅ ❅ ❅ ⑥ ⑥ ⑥ ⑥ ⑥ ⑥ ⑥ ⑥ G 1 ❅ ❅ ❅ ❅ ❅ ❅ ❅ ❅ ⑤ ⑤ ⑤ ⑤ ⑤ ⑤ ⑤ ⑤ H ⑧ ⑧ ⑧ ⑧ ⑧ ⑧ ⑧ ⑧ G 0 ❇ ❇ ❇ ❇ ❇ ❇ ❇ ❇ ⑦ ⑦ ⑦ ⑦ ⑦ ⑦ ⑦ ⑦ C ⑦ ⑦ ⑦ ⑦ ⑦ ⑦ ⑦ ⑦ E ❆ ❆ ❆ ❆ ❆ ❆ ❆ ❆ ❆ C 0 ④ ④ ④ ④ ④ ④ ④ ④ 0 (5.1) C = comp(G), G 1 = G 0 + C = E ⊕ C.
5.2.
Necessity. These results allow us to narrow our scope onto integrally approximable groups G further and to derive necessary conditions for G to be integrally approximable.
Proposition 5.5. Every nondiscrete integrally approximable locally compact abelian group G is algebraically and topologically of the form G = E⊕comp(G) for a subgroup E ∼ = R and the locally compact abelian subgroup comp(G).
Proof. (i) Using the notation of Proposition 5.4 (d) and (e) above we
and by (e) the factor group G/G 1 is torsion free. Suppose our claim is false. Then we find an element g ∈ G \ G 1 . Then Z def = g is cyclic and
is torsion-free by (e), and so
Then by Lemma 2.9 we have G 1 = {0} which forces G to be discrete, contrary to our hypothesis.
(ii) Now by Proposition 5.4 again, we may identify G with R n × H where H 0 is compact and H = comp(H). Now H contains a compact open subgroup U (cf. the proof of Lemma 4.1) and R n × U is an open subgroup of G which is nonsingleton since G is nondiscrete. Hence R n × U is integrally approximable by Proposition 3.1. Then the projection R n × U → R n is covered by part (QG) of Proposition 3.1 and thus we know that R n is integrally approximable. Then Example 2.5 shows that n = 1. From here on we concentrate on groups of the form R × H where H is an abelian locally compact group with H = comp(H).
Definition 5.7. We call a locally compact group H periodic if it is totally disconnected and satisfies H = comp(H).
Periodic abelian groups have known structure due to Braconnier (see [1] ; cf. also [12] ). Indeed, a periodic group G is (isomorphic to) a local product
for the p-primary components (or p-Sylow subgroups) G p . Proof. Write H = comp(G). Then we may identify H with the product p H p of its compact p-primary components (see also [14] , Proposition 8.8(ii)). A compact group H is monothetic iff there is a morphism Z → H with dense image iff (dually) there is an injective morphism H → T. As H is totally disconnected, H is a torsion group (see [14] , Corollary 8.5, p. 377), and so the group H is embeddable into T iff it is embeddable into the torsion group Q/Z = p Z(p ∞ ) of T (see [14] , Corollary A1.43(ii) on p. 694) iff each H p is embeddable into Z(p ∞ ). Hence H is monothetic iff each H p has p-rank ≤ 1. By way of contradiction suppose that this is not the case and that there is a prime p such that the p-rank of H p is ≥ 2. So the compact group H/p·H has exponent p and is isomorphic to a power Z(p)
I with card I ≥ 2. Therefore we have a projection of
Thus Proposition 5.5 tells us that G = R × H has a quotient group R × Z(p) 2 modulo a compact kernel. By Proposition 3.1 (QG) this quotient group is integrally approximable which we know to be impossible by Example 2.7. This contradiction proves the lemma.
Lemma 5.9. Let G be a totally disconnected locally compact abelian group satisfying G = comp(G). Assume that every compact open subgroup of G is monothetic. Then G is inductively monothetic.
Proof. Let F be a finite subset of G; we must show that F is monothetic. Let S be the ⊆-directed set of all compact open (and therefore monothetic) subgroups of G. Since G = S (see Remark 5.6) for each x ∈ F there is a C x ∈ S such that x ∈ C x . Since S is directed and F is finite there is an K ∈ S such that x∈F C x ⊆ K. Then F ⊆ K and so F ⊆ K. Since G is totally disconnected, the same is true for K. By hypothesis, K is monothetic, and so the comment following Proposition 4.3 shows that K is inductively monothetic, whence F is monothetic. 
Proof. Let U be a compact-open subgroup of comp(G). Then
Hence it is integrally approximable by Proposition 3.1 (OG). So U is monothetic by Lemma 5.8. Now Lemma 5.9 shows that comp(G) is inductively monothetic. Now we have a necessary condition on a locally compact group to be integrally approximable:
Theorem 5.11. Let G be a nondiscrete integrally approximable locally compact group. Then
Remark 5.12. The Classification of locally compact inductively monothetic groups (Proposition 4.3) yields that the group G/G 0 is of type (3). Indeed, it is a local product of inductively monothetic p-Sylow subgroups of type
Proof. As is described in Proposition 5.5 G has a compact characteristic subgroup N def = comp(G 0 ) = comp(G) 0 , the unique largest compact connected subgroup. So by Proposition 3.1 (QG), the quotient G/N is also integrally approximable, and comp(G/N) is totally disconnected and therefore is periodic. As Corollary 5.10 applies to G/N, its factor comp(G/N) is inductively monothetic. However, G/N ∼ = R × comp(G/N) = R × comp(G)/N and G 0 ∼ = R × N we see that G/G 0 ∼ = comp(G/N). Thus G/G 0 is inductively monothetic.
It is noteworthy that there is no limitation on the size of the compact connected abelian group comp(G) 0 = comp(G 0 ). The locally compact abelian group comp(G) is an extension of the compact group comp(G) 0 by an inductively monothetic group.
Sufficient conditions
In this section we shall prove the following complement to Theorem 5.11 and thereby complete the proof of the main theorem formulated in the abstract. 
Various reductions.
We shall achieve the proof by reducing the problem step by step. Firstly, every inductively monothetic group is the directed union of monothetic subgroups by Proposition 4.3. and so if H satisfies (b) it is of the form H = i∈I H i with a directed family of subgroups H i ⊇ H 0 such that H i /H 0 is compact monothetic. Then, by Proposition 3.1 (DU), R × H is integrally approximable if all R × H i are integrally approximable for i ∈ I. Thus from here on, in place of condition (b), we shall assume that H satisfies (c) H/H 0 is monothetic. After condition (c), H is compact. Every locally compact abelian group is a strict projective limit of Lie groups. This applies to H. Clearly condition (a) holds for all quotient groups. If N is a compact normal subgroup of H Then (H/N) 0 = H 0 N/N and thus (H/N)/(H/N) 0 ∼ = H/H 0 N, whence (H/N)/(H/N) 0 is a quotient group of H/H 0 and is therefore inductively monothetic. Thus if we can show that all for all abelian Lie groups H satisfying (a) and (c), the groups R × H are integrally approximable, then the Proposition 3.1(PL) will show that R × H is integrally approximable. Therefore we need to prove Theorem 6.1 for a compact Lie group H satisfying (a) and (c). 
Thus for a proof of Theorem 6.1 it will suffice to prove
We shall use the Bohr compactification of the group Z of integers. This group is also called the universal monothetic group. Here we shall identify bZ with T d (for T = R/Z) and consider the elements χ of bZ as characters of T d . There is one distinguished character, namely the identity morphism id T : T d → T, and we map Z naturally and bijectively onto a dense subgroup of bZ via the map ρ : Z → bZ, m → m·id.
(6.1)
The following Lemma shows that for a proof of Lemma 6.3 it suffices to prove it for H = bZ.
Lemma 6.4. The group G = R × H is integrally approximable for any monothetic compact subgroup H if and only if it is so for H = bZ.
Proof. Obviously the latter condition is a necessary one for the former, so we have to show that it is sufficient. Let H be a monothetic group. Then there is a morphism f : Z → H with dense image. We have the canonical dense morphism ρ : Z → bZ. By the universal property of the Bohr compactification there is a unique morphism π : bZ → H such that f = π • ρ. Since f has a dense image, this holds for π, whence by the compactness of bZ, the morphism is a surjective morphism between compact groups and therefore is a quotient morphism with a compact kernel. Therefore there is a quotient morphism with compact kernel R × bZ → R × H. Hence by Proposition 3.1 (QG), R × H is integrally approximable if R × bZ is integrally approximable. Now the following lemma will complete the proof of Theorem 6.1 and thereby conclude the section with a proof of the main result of the article.
Lemma 6.5 (First Key Lemma).
The group R × bZ is approximable by a sequence of integral subgroups.
6.2.
Proving the First Key Lemma. The proof of the First Key Lemma requires some technical preparations in which we use the duality of locally compact abelian groups. In the process we need to consider the charachter group of R × bZ. Here is a reminder of the determination of the character group of a product:
Lemma 6.6. Let A and B be locally compact abelian groups. Then there is an isomorphism φ :
We apply this with A = R and B = bZ. For the simplicity of notation we shall denote the coset r + Z ∈ T of r ∈ R by r. We consider R also as the character group of R by letting r(s) = rs ∈ T. We also identify T with Z by considering k ∈ Z as the character defined by k(r) = kr. Recall that we consider bZ as the character group of T d . In the spirit of Lemma 6.6, we identify R × T d with the character group G of G = R × T d = R × bZ by letting (r, s) denote the character of G defined by (r, s)(x, χ) = rx − χ(s) ∈ R/Z. We recall that the identity function id T : T d → T is a particular character of T d and thus is an element of bZ; indeed id T is the distinguished generator of bZ. Now we define
= s. This means r n + Z = s + Z, and so
In an effort to show that lim n Z ⊥ n = {0} in SUB( G) we consider the following Lemma 6.7 (Convergence to the trivial subgroup). Let Γ be a locally compact group with identity e, and let (H n ) n∈N be a sequence of closed subgroups. Then the following statements are equivalent:
(a) For each subnet (H n j ) j∈J of (H n ) n∈N and each convergent net (h n j ) j∈J with h n j ∈ H n j and limit h we have h = e. (b) lim n∈N H n = {e} in SUB(G).
Proof. (a) ⇒ (b):
We argue by contradiction. Suppose that there is a compact subset K of G and an open neighborhood U of the identity such that for each α ∈ N there is an n α ∈ N with α ≤ n α such that H nα ∈ U({e}; K, U). That is, H nα ∩ K ⊆ U by equation (2.3), and so there is an h nα ∈ H nα such that h nα ∈ K \ U. As K \ U is a compact subset of G, the net (h nα ) admits a subnet converging to a point a of K \ U. Since e ∈ K \ U, a = e, which is a contradiction. (b) ⇒ (a): Let (h n j ) j∈J be a net converging to h and assume h n j ∈ H n j for every j ∈ J. Suppose h = e. Now let K be a compact neighborhood of h not containing e. We may assume that h n j ∈ K for all j ∈ J. As lim n∈N H n = {e}, there exists N ∈ N such that for each n ≥ N we have (2.3), and this is a contradiction.
In order to appreciate this lemma, consider the condition (a ′ ) For each convergent net (h i ) i∈I with h i ∈ H i and limit h we have h = e. The following example will show that the implication (a ′ ) ⇒ (b) fails.
Example 6.8. In SUB(R), let
Let (h n ) be a sequence in R converging to h and such that, for each n, h n ∈ H n . For any n ∈ N, there is k n ∈ Z such that h 2n = 2nk n . As the subsequence (h 2n ) converges to h, h = 0. So (a ′ ) is satisfied. However, as the subsequence (H 2n ) converges to {0} and the subsequence (H 2n+1 ) converges to R, the sequence (H n ) is divergent and so (b) fails.
Proof. We shall apply Lemma 6.7 and assume that we have a net (n j ) j∈J cofinal in N such that (r j , s j ) j∈J is a convergent net with (r j , s j ) ∈ Z ⊥ n j for all j ∈ J and with (r, s) = lim j∈J (r j , s j ). From Equation (6.3) we know that r j n j − s j ∈ Z. Since r j → r, s j → s, and n j → ∞, we conclude s ∈ Z and thus s = 0. Further s ∈ Z and r j /n j → 0 imply the existence of a j 0 such that j 0 ≤ j implies s j = s. Then r j /n j is an integer, and so for large enough j we have r j = 0 which implies r = 0. Thus lim j∈J (r j , s j ) = 0 and by Lemma 6.7 this shows that lim n∈N Z ⊥ n = {0} which we had to show. Now we are ready for proof of the First Key Lemma: There is a se-
to {0} in SUB( G) by Lemma 6.9. Now we apply Pontryagin-Chabauty Duality in the form of Proposition 5.3 and conclude
This concludes the proof of the First Key Lemma 6.5 and thus also finishes the proof of Theorem 6.1. We can summarize the main result as follows:
Main Theorem A. A locally compact group G is integrally approximable if and only if it is either discrete, in which case it is isomorphic to a nonsingleton subgroup of Q, or else it is abelian and of the form
We recall that the groups comp(G) 0 range through all compact connected abelian groups and that the periodic inductively monothetic groups were classified in Proposition 4.3 (3). We mention in passing that Theorem A yields a characterisation of the the group R in the class of locally compact groups. For this purpose let us call a topological group compact-free if it does not contain a nonsingleton compact subgroup. A similar characterization using the property of being compact-free was suggested by Chu in [4] .
Complement: Groups approximable by real subgroups
We classified locally compact groups G for which every neighborhood of G ∈ SUB(G) contains a subgroup H of G isomorphic to Z. We called such groups integrally approximable. Now we shall do the same for groups G with the same property except that Z is replaced by R. We need a name for these groups that are approximated by subgroups of (real) numbers. For this purpose let us denote by R 1 (G) the subspace of SUB(G) containing all subgroups isomorphic to the group R of all real numbers, the real vector group of dimension 1. Definition 7.1. A locally compact group G is said to be numerally approximable if G ∈ R 1 (G).
Trivially, R is numerally approximable. The theory and classification of numerally approximable groups is in most ways simpler than that of integrally approximable groups. The basic aspects are completely analogous to the former and that allows us now to proceed more expeditiously.
Example 7.2. For n ∈ N and G = R n , the following statements are equivalent:
(1) G is numerally approximable.
Proof. Trivially, (2) implies (1). Conversely, if (1) is satisfied, an inspection of the proof of (1)⇒ (2) for Example 2.5 shows that it applies to the next to the last sentence, where Z needs to be replaced by R to applie literally. In particular, this lemma implies that the limit of a net of connected closed subgroups of a locally compact group G is contained in the identity component G 0 of G, whence a group G which is approximable by real subgroups is necessarily connected. Using also Proposition 5.1, we conclude:
. Every numerally approximable locally compact group is abelian and connected.
In view of Proposition 5.4 we may rephrase this as follows:
Theorem 7.5. Let G be a numerally approximable locally compact group. Then comp(G) is compact and connected and
The second part of the structure theorem for numerally approximable groups, saying that every group R × C with any compact connected abelian group C is numerally approximable is proved in a reduction procedure similar to the one we used for integrally approximable groups.
Proof. Every compact connected group is a directed union of compact connected monothetic groups (see e.g. [13] , Theorem I or [14] , Theorem 9.36(ix), pp. 479f.). Thus G is the directed union of subgroups R × M where M is compact connected monothetic. The closure lemma Proposition 3.1 (DU) is easily seen to apply to numerally approximable groups in place of integrally approximable groups. Therefore it is no loss of generality to assume that C is compact connected monothetic. Then it is a quotient of bR, the Bohr compactification of R. (Indeed C is a discrete torsion free group of rank ≤ 2 ℵ 0 and thus is a subgroup of R d (the discrete reals), and thus C is a quotient of R d ∼ = bR.) Since the closure lemma Proposition 3.1 (QG) again applies to numerally approximable groups in place of integrally approximable groups, the proof will be complete if it is shown that R × bR is numerally approximable. This will be done in the Second Key Lemma that follows.
The proof of the Theorem is therefore reduced to showing that one special group in numerally approximated: Lemma 7.7 (Second Key Lemma). The group G = R × bR is numerally approximable.
Before we prove this Second Key Lemma, we review the duality aspects of the present situation. From Lemma 6.6 we recall that the dual G of G may be identified with R × R d where, as before we identify R and R. Let f : R → bR the canonical one-parameter subgroup of bR, namely the dual of id R : R d → R. For each natural number n ∈ N, the morphism n·f defined by (n·f )(r) = n·f (r) (in the additively written) abelian group bR) is the dual of the morphism n·id R : R d → R which is just multiplication by n. We let the subgroup R n ≤ R × bR be the graph of n·f , that is,
Clearly, R n is isomorphic to R, since the projection of a graph of a morphism onto its domain is always an isomorphism. We claim that G = lim n R n in SUB(G); this claim will finish the proof of the Second Key Lemma. We shall prove the claim by showing that lim n R ⊥ n = {(0, 0)} in SUB( G). This will prove the claim by Pontryagin-Chabauty-Duality in the form of Proposition 5.3. We need information on the annihilator of a graph:
Lemma 7.8. Let A and B be locally compact groups and f : A → B a morphism. Define Γ = {(a, f (a)) | a ∈ A} ⊆ A × B to denote the graph of f . We identify (A × B) with A × B (via ρ as in Lemma 6.6) .
Proof. An element (χ A , χ B ) ∈ (A × B) × is in Γ ⊥ if and only if, for any a ∈ A,
Applying this lemma to the graph R n we see that
Proof. As in the proof of Lemma 6.9 we invoke Lemma 6.7 and consider a net (n j ) j∈J cofinal in N such that (r j , s j ) j∈J is a convergent net in G = R × R d such that according to Equation (7.2) we have (a) (r j , s j ) ∈ R ⊥ n j = {(r, r n j ) : r ∈ R} for all j ∈ J, and (b) (r, s) = lim j∈J (r j , s j ) in G = R × R d . We must show that this implies r = s = 0; then Lemma 6.7 completes the proof of the lemma. Now (a) implies s j = r j /n j for all j ∈ J, and (b) yields, firstly, that r = lim j r j in R and, secondly, that in view of the discreteness of R d the net of the r j /n j = s j in R d are eventually constant, say = t for j > j 0 for some j 0 . For these j we now have r j = tn j , and so r = lim j tn j . Since the n j increase beyond all bounds, this implies r = t = 0, and so r j = 0 for j > j 0 . Accordingly, s j = 0 for j > j 0 , and thus s = lim j s j = 0 as well. This completes the proof.
By our earlier remarks, this shows lim n R n = G and thus completes the proof of the Second Key Lemma 7.7 and thereby also completes the proof of Theorem 7.6. We can summarize the material on numerally approximable groups as follows:
Main Theorem B. A locally compact group G is numerally approximable if and only if it is of the form G ∼ = R × C with a compact connected abelian group C.
By Pontryagin Duality, the groups C range through a class equivalent to the class of all torsion free abelian (discrete) groups.
A comparison of Main Theorems A and B allow us to draw the following conclusion:
Corollary 7.10. If a locally compact group is numerally approximable, then it is integrally approximable, while the reverse is not generally true. Remark 7.11. Locally compact groups of the form R × C for a compact connected group C have been called two-ended by Freudenthal ([6] ).
8. An alternate proof of Corollary 7.10 Corollary 6.10 was proved above in a roundabout fashion. We therefore present a different direct way to arrive at the same conclusion.
8.1. Iterated Limit Theorem. The Iterated Limit Theorem for nets deals with the following data: Let I be a directed set and (J i ) i∈I a family of directed sets indexed by I. Assume that for each i ∈ I we are given a converging net (x ij ) j∈J i in a topological space X. The limits r i = lim j∈J i x ij , i ∈ I form a net (r i ) i∈I which may or may not converge. These data taken together result in a net (x d ) d∈D which converges fiberwise, and the limits along the fibers form a convergent net. In applications such as ours it is desirable to construct from the given data a subnet (y p ) p∈P of the net (x d ) d∈D in X for some directed set P such that r = lim The subnet is constructed so as to be convergent if the iterated limit exists and to have the same limit. This is the so-called Iterated Limit Theorem in whose formulation we use the notation introduced above. Proof. For a proof see [15] , p. 69.
In this remarkable fact about nets and their convergence it is noteworthy that the index set P is vastly larger than the already large index set D.
A frequent special case is that the index sets J i all agree with one and the same index set J in which case we have D = I × J, J i = {i} × J, and P = I × J I .
Now we present an alternate proof of Corollary 7.10.
Proof. Let G be a numerally aproximable locally compact group and let (R j ) j∈J be a net such that G = lim j∈J R j and R j ∼ = R. For each j ∈ J we have R j = lim n∈N Z (j,n) for a sequence Z (j,n) ∼ = Z. Therefore
Then there exists a subnet (Z p ) p∈P of the net (Z (j,n) ) (j,n)∈J×N such that
by the Theorem of the Iterated Limit.
A review of the iterated limit theorem together with an application of it in the context of our present topic may be of independent interest.
