Abstract. The reliability and accuracy of GPS attitude determination are still the main relevant theoretical questions in this particular field of study. While the first one derives from the probabilistic nature of phase ambiguity resolution algorithms, outlier measurement detection and effectiveness of multipath reduction, the second is additionally affected by geometric properties of the GNSS antenna configuration. Being trivial in two-antenna system, the relation between GPS attitude determination accuracy and antenna spatial layout becomes much less intuitive for multi-antenna configurations, and seems to have been examined analytically in some specific cases only. For example, most of research papers in the field use Euler angles as attitude representation, which have singularity in some cases, and consider the number of antennas of not more than four. We present some further investigation in this area.
INTRODUCTION
The idea of GPS attitude determination consists in mounting of several antennas receiving GNSS radio signals onto the moving object [1] . These antennas act like an interferometer measuring the difference of carrier phase detected on each pair of antennas. Phase differences are related to the difference in distances from the satellite to each antenna, and therefore to the projections of vectors going from one antenna to another (i.e. baseline vectors, or simply baselines) onto the lines pointing to navigation satellites. If enough projections are obtained, having appropriate geometry one can calculate the coordinates of baselines in some World reference frame (e.g. "Earth-Centered Earth-Fixed" -ECEF, or "East-North-Up" -ENU), in which the coordinates of GNSS satellites are known. Having then the coordinates of the same set of vectors in both the reference frame associated with the moving object (i.e. body reference frame) and World reference frame, the relative orientation of these two frames can be obtained (see Figure 1) , which implies the determination of the attitude of the moving object.
The accuracy of GPS attitude determination significantly depends on three contributing factors: measurement errors, the geometry of the constellation of navigation satellites-in-view, and the geometry of the antenna array. The first two factors are practically out of the scope of the user. Measurement errors are produced by the equipment, and user has nothing to do with them, except for taking its a-priori estimated magnitude into consideration in estimation algorithm. Similarly, navigation satellite orbits are fixed, and the constellation of observable satellites can not be somehow adjusted or changed. But the third factor, i.e. the geometry of antenna array, is a subject to a user's choice, with some potential restrictions due to the construction of the moving object under consideration. When designing a particular GPS attitude determination system for a specific vehicle, one needs to decide which antenna configuration is the best out of all possible ones. And this question makes sense only if some analytical quantitative measure is determined, which can be computed for any given antenna configuration.
This work is aimed to design a quantitative measure for the relation between GPS antenna array geometry and the accuracy of attitude determination, and to show several examples of its practical application. FIGURE 1. The idea of GPS attitude determination: carrier phase difference allows to obtain the projections of the baselines onto the lines-of-sight of GPS satellites; this yields baseline coordinates in two reference frames, implying their relative orientation.
ATTITUDE DETERMINATION USING GPS
As stated in the Introduction, GPS attitude determination system incorporates several antennas fixed on a moving object ( Figure 1 ). Each pair of them measures the difference in received carrier phase, that is related to the projection of baseline vector onto the line-of-sight vectors to GPS satellites. To introduce notation, let us consider antennas number p and q with baseline number k between them (see Figure 2) , receiving a GPS radio signal from satellite number i. In this case we have the coordinates of a unit line-of-sight vector h i in a world reference frame and the coordinates of a baseline vector y k in a body reference frame, which are related to the phase difference via unknown transformation matrix A and inner product
where N ik is a phase ambiguity, i.e. the unknown number of whole cycles between the receiving the signal on each antenna, and δϕ ik is a measurement error. Sometimes second phase differences are used [2] , which are in fact differences between the described measurement taken for different satellites (this type of differencing allows to mitigate errors derived by receiving equipment itself, as they are the same for measurements from different satellites). In this case Equation (1) remains the same, except for the physical meaning of h i , which becomes this time differences between satellite line-of-site vectors.
As several baselines, say b, are used, and carrier phase is measured for some n satellite signals, the whole set of equations for measurements can be rewritten in matrix form. Using new notation 
the set of linear equations like (1) yields
with unknown orthogonal attitude matrix A and unknown matrix of phase ambiguities. In fact, attitude is assessed through determination of coordinates of baselines in two reference frames, which allows to compute their relative orientation. Equation (5) reflects the fact that the accuracy of attitude estimation (which is the estimation of the attitude matrix A) depends on three factors: measurement errors δΦ, the geometry of constellation of navigation satellites "accumulated" in H, and the spatial configuration of antenna array represented by the matrix Y. This means that choosing different antenna array geometry one can get different accuracy of attitude determination.
Before we can get to the examination of attitude determination accuracy, some preliminary steps should be made. The first one is estimation of integer phase ambiguities N, which is still not trivial, but has standard, to some extent, approach called Least Squares Ambiguity Decorrelation, often referred to as LAMBDA algorithm [3] and its later modifications [4] . After the estimateÑ for ambiguity matrix N comes out, it should be subtracted from measurements (5) .
The second step is to get some estimate A of attitude matrix A. Despite measurements in (5) are linearly related to the unknowns, there is an additional requirement to the attitude matrix to be orthogonal. The orthogonality can be regarded as additional information and must not be ignored in estimation algorithm. This makes the algorithm not so straightforward as for regular linear systems. One approach is described in [5] , where the advantage of singular value decomposition of attitude matrix is taken. Using the estimate A we can linearize the problem, keeping only three attitude parameters, which are three small angles of rotation α 1 , α 2 and α 3 around each coordinate axis, respectively:
From this point on we will use E for the identity matrix of an appropriate size. The third step is measurement decorrelation. Decorrelated measurements are much more easy to examine, because their covariance matrix is diagonal, and this simplifies significantly the equations in estimation algorithm. The correlation of measurements in Φ is inevitable, as it is phase differences, and phase measurements from some antennas are fused in several differences. If second differences are used, there are also measurements from one satellite, that are merged into all measurements for a specific antenna. The mathematical statement of this can be written as
for satellite number i, with E [·] standing for mathematical expectation, and σ 0 indicating some reference standard deviation of phase measurements. Also, when using second differences, there will be non-zero covariances
for baseline number k.
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The matrices Q and R are supposed to be (semi-)positive definite, so either inverse or pseudo-inverse matrix and its square roots exist. Implying the symmetric version of a square root, which can be derived from symmetric singular value decomposition, also known as Takagi factorization, so that
where identity-like matrices E * on the right sides are allowed to contain zeros on their diagonals in case of singularities in R and/or Q. After that, the decorrelated set of linearized and ambiguity-compensated measurements is written as
The term δ j i is the conventional Kronecker delta. This Equation (10) is now the principal relation between measurement and attitude parameters to be examined.
THE RELATION BETWEEN ANTENNA ARRAY GEOMETRY AND ATTITUDE DETERMINATION ACCURACY
In case of two antennas the relation between antenna geometry and attitude determination accuracy is quite straightforward (see Figure 3) . There is one baseline, i.e. y 1 . First of all, there is no information to assess rotation around the baseline itself. Only rotation around axes perpendicular to the baseline can be determined. The second point is that baseline coordinates are being estimated with an error Δy 1 . This yields an error in determination of angle Δα ≈ Δy 1 / y 1 , if the error is small and measured in radians, where · is the conventional 2-norm, i.e. baseline length in this case. Thus, the practical outcome is to make the denominator bigger, that is to place two antennas as far away of each other as possible, considering that the angle of rotation around the baseline is not determined at all. But in the case of even three antennas there arise questions that can no longer be solved by intuition (see Figure 4) . The accuracy of determination of angle of rotation around each baseline (out of two this time, as the third one is linear combination of the first two and does not contain any additional information) still can be assessed through a simple trigonometry. But for the rotation around an axis perpendicular to the plane of antennas the errors of determination of baseline coordinates are mixed.
It is now unclear which spatial configuration of antennas provides the best attitude determination accuracy, which restrictions on antenna configuration do actually count, and which do not. One can suppose a symmetrical configuration, or a configuration containing the right angle ( Figure 5 ). And to choose between these two we need some quantitative measure to compare both. The design of antenna configuration becomes much more ambiguous when we come to finding the best position for the fourth antenna (see Figure 6) , because there is an additional degree of freedom related to the distance from the plane of three first antennas. In order to derive a quantitative measure to compare different antenna configuration we will use Equation (10). First of all we should introduce new notation for "decorrelated line-of-sight vectors"
and for "decorrelated baseline coordinates in world reference frame"
In this notation the least squares estimation problem for the unknown attitude parameter α is written as minimization
where (· × ·) is a cross-product and w ik standing for weights in case of weighting is assumed in least squares problem. The solution of (13) is a vectorα
This implies the error covariance matrix P Δα
and the estimated standard deviation for the magnitude of attitude determination error as follows
with tr[·] for a matrix trace operation (i.e. the sum of diagonal elements). For singular matrices in (14), (15) and (16) a pseudo-inverse should be taken. Also, if there is a preference in which component of attitude vector α is more important in terms of accuracy, some weighting in trace operator could be added.
Thus, Equation (16) gives an analytic formula for measuring the estimated magnitude of attitude determination error, which takes into consideration all three significant factors:
• spatial distribution of navigation satellites, including the number of satellites;
• measurement errors, their correlation and weighting in estimation algorithm;
• the geometry of the antenna array, including the number of antennas.
Lower values ofσ Δα imply better estimated accuracy, and vice versa. The expression on the right side of (16) is invariant to redundant baselines, that are linear combinations of other baselines, and thus not containing any new information for determination of attitude. The estimate is also invariant to the choice of reference frame. The last is true because only basis-independent operations are performed on physical vectors when assessing the accuracy measure: decorrelation (h *
, constructing a projection operator from a vector (i.e. u ik u T ik ), linear combinations of these, and finally trace operation. There is also a noticeable sort of skew-symmetry between decorrelated satellite line-of-sight vectors and baselines, as they always go together in mutual cross-product. This means, for example, that for completely independent baselines (e.g. two baselines set up using four antennas) we can exchange line-of-sight vectors and baselines without affecting the accuracy of attitude determination.
The accuracy measureσ Δα allows the quantitative analysis of the geometry of GPS antenna array, for example:
1. Comparing different antenna configurations under different constellation observed. 2. Mathematical statement of optimization problems, such as minimizingσ Δα over antenna coordinates in a specified domain, to find the rigorous solution for the best antenna position. 3. Computing isosurfaces, i.e. surfaces of constant attitude accuracy to design an antenna array spatial configuration, showing a big picture of which antenna positions are better, and which are not.
EXAMPLES
Although Equation (16) suggests the formula for an arbitrary number of antennas, the most illustrative cases are 2-and 3-dimensional problems, as they are not trivial, but can be visually expressed. Before going to antenna array spatial optimization, let us recall that satellite constellation geometry also affects attitude determination, being at the same time out of user's control. We will not address here to the problem of the relation between attitude determination accuracy and satellite constellation geometry. Instead of this, only one satellite configuration will be considered, which is commonly accepted as "the best" GPS satellite geometry for a minimum number of 4 satellites. This constellation constitutes a regular tetrahedron shown in Figure 7 , with GPS antennas in the center of its bottom face. Thus, all antenna configurations will be compared under the same GPS satellite constellation. We will consider two practical examples here: choosing the best place for the third antenna when two antennas are already fixed, and finding the best position for the fourth antenna when the first three are already in place. In all designs of antenna array geometry one rule remains approximately the same: the more space is between antennas -the better accuracy of attitude determination is. That is why finding the optimal configuration without any spatial restrictions makes no practical sense. Therefore, in all cases some restrictions on antenna array size will be posed.
FIGURE 7. GPS constellation, commonly supposed to be the best in terms of geometry
Placing the third antenna with two other fixed
Let two antennas be fixed at a unit distance away from each other, i.e. the first baseline is fixed, and we need to find the best position for the third antenna, with some upper bound for either its distance from the first baseline, or for the distance from the center of the first baseline, or for the area of the triangle with antennas as its vertices, or for the sum of distances between the third antenna and the first two. Assuming the attitude matrix is identity (A = E), and coordinates of the first two antennas are [−1/2, 0, 0] and [1/2, 0, 0], using the first differences of equally accurate uncorrelated phase measurements, line-of-sight vectors are as follows:
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Adding the third antenna at a point [z 1 , z 2 , 0] T , and making two baselines, yield
This, in turn, implies 
FIGURE 8. Attitude determination accuracy measure plot over the coordinates of the third antenna with the first two fixed. Regardless of the restrictions, the plot of relative accuracy measureσ Δα /σ 0 over the position of the third antenna is as seen on Figure 8 , given there in logarithmic scale. The first two antennas, satellite line-of-sight vectors and isolines of equal attitude determination accuracy are shown for better visualization. The line of the worst position for the third antenna is obviously a line of the first baseline. Placing another antenna on it will not allow to determine the rotation around this line. Thus, the accuracy measure goes to infinity there. The isolines are quartic algebraic plane curves drawn in Figure 9 . They resemble quadratic parabolas, although in fact they are of higher degree. However, they keep symmetry and the property of being convex. Therefore, any convex symmetric (with the same axis of symmetry as isolines) domain representing allowed positions of the third antenna will touch these isolines on the axis of symmetry, i.e. on the perpendicular bisector of the first baseline in our case. In other words, the optimal positions for the third antenna for all types of restrictions posed above, are the farthest (from the first baseline) allowed points on the perpendicular bisector of the first baseline.
The Equation (19) may have a form incorporating quantities invariant to the reference frame and having more clear geometrical interpretation. If we pick d 1 as the distance from the perpendicular bisector of the first baseline to the third antenna, and d 2 for its distance from the baseline itself, we get
For any given d 1 a position with bigger d 2 is always better. It is clear thatσ Δα has no upper bound and goes to infinity as d 2 approaches to zero. There also exist an infimum for the accuracy of attitude determination, which exact form follows from (20):
It is noticeable that these particular rigorous expressions hold only for specific GPS satellites constellation shown in Figure 7 . However, some more general properties of 3-antenna configurations remain true for any feasible satellite geometry, and they are subject for further study.
axis of symmetry to the fourth antenna as d 1 , and its distance from the plane of base triangle d 2 . Then (23) becomes
Again, for any given d 1 a position with smaller d 2 is worse in terms of attitude determination accuracy. This time the accuracy has both upper and lower bounds. The infimum is a limit when the fourth antenna goes away from the plane of base triangle at a constant distance from the axis of symmetry:
The maximum (i.e. the worst) value comes out when the fourth antenna is right in the center of base triangle
which is surprisingly the same as without the fourth antenna at all. The latter follows from (20).
The accuracy plot and isosurfaces are significantly more complicated and less intuitive compared to the case of three antennas. They are visualized in Figure 10 and 11. This time the axis of symmetry does not always contain the best position for the fourth antenna. Consider now the upper half-space only (as the lower one is completely symmetrical). If there is an upper bound for the distance to the plane of base triangle, which is the same as the upper bound for the volume occupied by antennas, the set of optimal solutions can be a point (on the axis of symmetry), a circle (in some certain range of distances from the plane), or empty, with the distance from the axis of symmetry tending to infinity. Remarkably, if the fourth antenna cannot be placed enough away from the plane of base triangle, installing it on the axis of symmetry appears to be not the best option.
Even in this simple the most symmetric case, isosurfaces subdivide into three affine groups:
• inner surfaces -convex and closed;
• transitional surfaces -nonconvex and open;
• outer surfaces -convex and open;
Examples are seen in Figure 11 .
FIGURE 11. Affine groups of surfaces of constant attitude determination accuracy over the coordinates of the fourth antenna.
If the restriction on antenna positions is an upper bound for the distance from the center of the base triangle, the domain of allowed fourth antenna positions is a sphere. Since the radius of curvature of closed isosurfaces on the axis of symmetry is greater than of the boundary sphere, this implies a single point of intersection of this sphere and the axis of symmetry to be the optimal solution in the domain of both types of convex isosurfaces (closed and open). The question on optimal solution near the nonconvex isosurfaces still has no apparent answer.
CONCLUSION
The accuracy measure given in Equation (16) is practically computable and allows rigorous comparison of different antenna array spatial configurations in attitude determination system using GPS signals. Examples above show that the best antenna array geometry can be even counter-intuitive in some cases. Anyways, the analytic expression lets the optimization problems to be stated and solved. Isosurfaces (or isolines) of constant attitude determination accuracy created using Equation (16) also visually help to design new antenna configurations, or to compare existing ones.
