I. Introduction: essential functions of nano-brain
The core architecture of a nano-brain whether operating in a nano-factory, functioning as a nano-surgeon or nano-computer could be the same. The architecture may consist of a control unit connected to all execution parts following one-to-many communication principle. In our recently described proto-nano-brain , we have demonstrated this principle in practice. The principle states that, if a large number of molecules are connected radially to a single molecule then by tweaking the central molecule one can logically control all radially connected units at a time. To control the logic operation of a large assembly, we need to control only the central molecule, which we name the central control unit (CCU). Currently, the CCU can send only one instruction without external interference. We wish to develop it in such a way that it is able to send a series of logical instructions to the execution units (EU) during its operation. Only then, the complete architecture would execute series of operations one after another by itself, independent of any external stimuli or human interference (Koumura, 1999) . This is important as it is not practical to instruct the control unit of a nano-factory several times for completing the task, or instruct the control unit of a nanocomputer at every stages of its derivation of a math problem, or advise the control unit of a nano-surgeon its next move during a brain operation.
The fundamental element that constitutes a molecular nano-brain is a molecular neuron.
A neuron is an analogue switch. Beyond a threshold voltage, continuous increase of applied bias should generate more than two conducting states in a neuron-like molecule.
Unfortunately, almost all reported practical single molecule switches are binary (Chen, 1999) . We reported the first 2 bit single molecule switch operating reversibly between four conducting states . Since then we have tested several multi-electron processing organic systems and invented as high as 4 bit molecular switch operating reversibly between 16 distinct conducting states (Simic Glavasky, 1989 ).
Compared to an analogue switch, 16 choices may appear low, however, because of its simultaneous response in coherence with all neighbors, it can process massive information compared to the existing processors. Multi-level switches are essential to build nano-brain because of two fundamental reasons.
The first rational originates from the fact that, while designing the hardware of a nanobrain, we adopt one major paradigm shift for information processing and acquiring the output data. Information is processed horizontally through the surface, and it may be a euclidian or a non-euclidian surface. However, the output is always accessed vertically to this surface. If information processing and information acquisition directions are the same then signal processing noise is the product of all noise functions generated at every step on the processing path (Figure 1 a) . For a vertical observer, every action executed on the planar surface is mapped directly, therefore total output noise is simply the noise function generated at one particular node. Now, a versatile decision-making machine could be realized in the conventional in-plane processing circuits by measuring output at different spatial locations on a surface. For orthogonal processing and acquisition, the only possibility for versatile decision-making is to increase the number of logic levels.
To create an adaptable hardware, multi-level switches are essential. Adaptation within organic neural matter means that it adopts particular global rules for the decision-making process and all local rules are played within the framework of those global rules (Kohonen, 1989) . On the organic monolayer or in a molecular assembly if we wish to mimic this particular feature, then it would be needed to create a background logic map.
This map would define the minimum energy surface for the output pattern and all further solution sets generated on this surface would have higher energy than the background logic map (Figure 1 b).
Self-organisation is essential for a learning hardware, by which processing units rearrange themselves in such a way that the input signal is re-distributed among processing units in a new pattern. Instead of directly processing the receiving signal, bio-processors adopt self-organisation to convert it into a signal essentially acceptable to the hardware.
An integrated molecular assembly undergoes a global relaxation process to reach a new energy minimum (Figure 1 c) . If structural relaxation is correlated with spontaneous logical modification of the received signal, then self-organization process could be tuned within the hardware. This is important as one can specifically identify parameters to encode biological learning process into an electronic hardware. Self-organization does not necessarily mean that the processing units would physically re-assemble themselves into a different conformation/arrangement; rather it could preferably be reconstruction of a logical map.
As discussed above, optimally efficient one-to-many communication may require a spherical architecture. The reason is that 360 o rotation of our disk-shaped 2 D nano-brain around its planar axis is a sphere (Figure 1 d) . The basic information-processing unit of such spherical assembly is a molecular neuron, essentially a single molecule multilevel switch. Three basic criteria are suggested to design processing circuit of genuine unconventional computers (Dewdney, 1984; Benenson, 2001; Păun, G., 2000) . First, there should be a wireless network of elementary processing units as heating is one of the most important problem for the future generation processor (a Pentium IV processor has ~10 km wiring/cm 2 ). Second, the processor should be massively parallel capable of computing more than several hundred bits at a time. Third, it should spontaneously evolve logical decisions or execute emergent computation. One example for such computation is information processing through a cellular neural network (CNN, Rosca, 1993; Chua, 2005; Wolfram, 1983 (Pati, 2008) . The 2, 3, 5, benzoquinone (DRQ) molecule exhibits two NDR peaks in its current voltage (IV) spectrum (Figure 2 a). Using these two NDR peaks, we have demonstrated reversible 2 bit information processing . Simulations show that this molecule undergoes phase transitions twice during exchange of one and two electrons reversibly.
Theoretically, if we find a molecule that undergoes multiple distinct phase transitions by changing its symmetry and experimentally the same molecule shows multiple reversible peaks in CV, then it could be a suitable candidate for single molecule multilevel switch (Figure 2 b ). These particular kinds of molecules should exhibit multiple NDR peaks in the IV characteristics as current across the molecule would increase as soon as a particular phase transition takes place and then current would decrease leading to a distinct relaxed phase prior to another phase transition. To confirm that such a large number of NDR peaks are not noise, rather a molecular response we test random access memory (RAM) operations with millions of consecutive write-read-erase-read pulses .
B.
Step-function molecules or Q-dots A multiple NDR effect in a single molecule mimics electronic response of a circuit where similar numbers of resonant tunneling diodes (RTD, Potter, 1988) are connected in series.
However, CNN theorists have proposed a few alternate IV characteristics of CA cells.
One of them is saturated bi-polar synaptic feature Chua, 2005) . As no literature exist on the practical realization of such electronic behavior using a single device, here we propose a new methodology. The step function has two basic characteristics. First, the device should show conductance at zero bias (ZBC, Liang, 2002) . ZBC is realized only when a device demonstrates Kondo effect. The
Kondo effect is normally realized in magnetic materials at very low temperatures. In single molecules, the Kondo effect could perhaps be realized even in room temperature.
Q-dots localize spin density; therefore, an artificial molecule composed of Q dots is a potential alternative to the specially designed molecules (Cronenwett, 1998) .
Apart from ZBC, the single molecule or Q dot would require one additional feature in its
IV characteristics. Output current should remain independent of external bias or remain constant outside the ZBC region. This is hardly possible to realize ideally in a practical device since, higher electric field tend to inject more carriers into the device. Statistically several reported devices reporting the Kondo effect show that within a particular range beyond ZBC, output current remains constant (Temirov, 2008) . The constant current output beyond ZBC region may be a natural phenomenon in these devices; since ZBC is induced by scattering of carriers with the localized spin part of a system and a neutral region exists both sides of the ZBC (outside ΔV region in Figure 2 c) before the onset of the natural tunneling regime. These features, ZBC and nearly constant currents at both sides of the ZBC peak are observed in a particular conformer of Rose Bengal molecule.
Our resent studies on Rose Bengal derivatives (Bandyopadhyay, submitted, Figure 2 d) show that, particular conformer of this molecule exhibit this particular step function like IV characteristic in room temperature.
Three other synaptic features which could be used as CNN cells are respectively linear bi-polar which is devised as a resistor, a rectifier (Chua, 2005) and a memristor or variable resistor (Figure 2 e, Strukov, 2008; Chua, 1971) . Single molecule analogue of a variable resistor could be realized in a conducting polymer chain (Terada, 2000) , and donor-acceptor group coupled single molecules may be used for operating as a molecular rectifier (Metzger, 2000) . The single molecule memristor is not invented yet, though several thin film devices are reported in the literatures that demonstrate similar performance (McGinness, 1974; Potember, 1979; Mukherjee, 2005) .
C. Cellular Neural Net of molecular neurons
Organic molecules functioning as neurons or exhibiting step-function in the IV spectrum could be used to build cellular neural net or CNN. The basic criterion in order to use the molecular neuron as CNN cell is that, in the molecular assembly, all neurons should retain their reversible switching between multiple conducting states. In addition, once a set of logic states are written by applying electrical bias to a set of molecules, the written logic pattern should change reversibly following particular rules characteristic of the molecular assembly. The conventional approach to build molecular assembly is to grow a monolayer on an atomic flat metal surface by e-beam evaporation of molecules in an ultra-high vacuum (UHV, 10 -8 Torr) chamber, heating the molecule above melting point.
Another approach is dropping micro/nano molar molecular solution on a fresh atomic flat substrate. The monolayer is deposited on the atomic flat surface such that the logic state distribution pattern is read accurately by measuring a tunneling image using scanning tunneling microscope (STM). Analyzing a series of images, we identify common rules that govern transport of logic states on the surface, change in patterns and spontaneous creation/destruction particular logic states. We name these rules as CA rules and the literature is rich in analyzing the methods of computation using CA rules (Figure 3 a, Wolfram, 2002 To demonstrate a practical application, we have created monolayer of Rose Bengal (RB) molecule in which the electronic property of the particular RB conformer that demonstrates step function in the IV measurement is pronounced. The only possibility for such a response is that in the confined state, the molecule can switch only to a single conformer state. Therefore, the surface could serve as a potential CNN template ( Figure 3 c, d).
Irrespective of the electronic response of a nano-scale CNN cell, be it a constant resistor, variable resistor (memristor), rectifier, or multilevel NDR switch, when packed in the form of a molecular assembly, the integrated system should function as a cellular neural network with distinct CA rules. Note that the difference between CNN and classical CA is that, a CNN follows a particular equation to determine the next state of a cell whereas CA has a particular set of rules to do the same. Here, the proposed CNN surface can have any of these features.
D. Spherical assembly
To create a standalone processor, we propose a practical CNN requires to be constructed on the surface of a stable spherical assembly. One option is to use dendrimers (Galliot, 1997; Devadoss, 2001; Quintana, 2002) or dendritic molecules (Hawker, 2005; Peer, 2007) as the core architecture and replace the end groups with molecular neurons.
Alternatively, molecular neurons may be anchored covalently/non-covalently with the end-groups. The number of end-groups increases with the higher generations of dendrimer generally to the power of two ( Balzani, 1998; Nielsen, 2000; Takada, 1997; Denti, 1992) . Any molecular assembly with one symmetry cannot sustain distinct patterns of different energies on the outer surface. At a very particular reduction/oxidation bias, all neurons would switch simultaneously to a fixed conducting/logic state without any control as a large number of electrons probably equal to the number of neurons on the surface would be trapped into the system or move out of the system at a time. Therefore, a perfect symmetry may be undesirable for constructing a nano brain. The more possible it is for symmetry induced distinct phase transition of the dendritic architecture, the more versatile would be the information processing. Multi-state electron processing could be recorded using CV similar to the study of reversibility of multiple conducting states in a single molecule neuron. However, simply increasing asymmetry in the architecture would invite another important problem. Externally, encoding a logic pattern on a spherical surface would be most reliable if the surface is perfectly spherical. The reason is that prior to real testing of CNN performance, the governing equation for CNN information processing or the CA rules require to be revealed. Only way to do that is to cover the surface with vertical electrodes fixed at tunneling distances apart. Therefore, a consistent number of symmetry is essential to map evolution of logic states. 
III. Operational Algorithm
A. Dynamics of cellular automata CNN and CCU once then a multilevel switch has to be trapped at the very center of the sphere.
Depending on the required modulation area of the CNN surface, molecular switches should be trapped at particular branching locations (Miklis, 1997) . The smaller the surface area to be modulated, the further is the trapping location from the sphere center.
Since conductance level, logic state and number of electrons in the molecule are closely associated, therefore, the 3 D potential map calculated from the molecular switch conordinates on the dendrimer branches would be the CCU code ( It is not possible to analyze dynamics of such a large architecture using fundamental quantum mechanical analysis, as an astronomically powerful computer would be required.
Therefore, we follow an alternate method of analyzing the CNN dynamics in terms of CA dynamics known as basin of attraction (BA, Wuensche, 1991; Martin, 1984; Pitsianis, 1989) . Until now, we are not able to make very particular changes in the mathematical model of BA dynamics formulation so that it isolates the structural and electronic relaxation of CNN hardware. Since the BA dynamics formulation maps the time evolution of CNN logic pattern's distinction at an identity space, comparison of this map with the monolayer would provide important differences caused by spherical shape and CCU dynamics together. However, we need to isolate the role of the spherical shape and CCU from the mixed response so that we can map the effect of the CCU on the global performance of the CNN. One possible way to do that is to construct two spherical assemblies one with CCU and one without it. Comparing BA profile for these two different hardwares we can identify role of the CCU exactly ( we excite the spherical molecular assembly to a higher temperature or forcefully induce an extra energy to the system, then observe the dynamic relaxation to different local energy levels. The rate of relaxation decreases as the system reaches to a global energy minima (Figure 6 b) . Understanding the spontaneous relaxation process is extremely important, as our objective is to run massive parallel processing on the CNN continuously executing series of operations one after another.
Spontaneous generation of new logic pattern in hardware is primary requirement for creativity, but here our concern is not to evaluate degree of spontaneity. Instead, we need to define spontaneity as a predictable event within the stochastic framework. In other words, a global relaxation of the assembly would be part of a continuous relaxation process on the CNN surface. As soon as a global relaxation takes place, local relaxation on CNN surface would continue to take the assembly to a local energy minimum. Finally, CNN relaxation would induce global relaxation of the complete assembly (Figure 6 a) .
This is necessary, as we cannot allow that time difference changes between two consecutive relaxations. E. Behrman's brain model (Behrman, 2006) , driven by Hameroff and Penrose's proposed quantum computation, also suggest stable local minima similar to our global minima, following quantum mechanical fluctuations.
Time delay of the order of seconds is required between two global relaxations for practical applications. This is achieved by connecting the two global relaxations with a series of essential local relaxation processes. Since a number of multilevel switches can make up the CCU, we convert the 3 D map of logic states into an energy map, and study its relaxation process. Conformational change is essentially a slower process and the process becomes even slower with the increase of design complexity and the assembly volume. Higher is the dendrimer generation, lower is the self-diffusion of atoms in the dendritic chain (see Fricks law, Frenkel 1996) . Mean square deviation of atoms remains nearly constant at higher than 6 generation. Therefore, volume distribution of potential is an important factor. Structural relaxation studies have further shown that an isolated large negative potential region at different parts inside the sphere redistributes logic states in such a way that effectively the total electric field is also minimized. Moreover, global relaxation is initiated by a very particular design where two differently charged lobes are connected by a small channel (Figure 6 c) . Therefore, using this particular design trick, we can tune the number of global relaxation we require. In addition, the time between two relaxations is entirely determined by density of charge distribution inside the sphere.
C. Self-organization and learning input pattern
As soon as a distinct pattern is written on the surface of the spherical molecular assembly, the pattern undergoes certain changes and the architecture stabilizes generating a modified logic pattern on the CNN. However, our preliminary study on the assembly shows existence of particular changes in the logical pattern evolution, with the kind of logical operation performed repeatedly on the CNN surface (Figure 1 b) . For the hardware, this is hysteresis, and for software, i.e. the logic pattern, this is learning. The system is called adaptive.
Hysteresis driven by local environment of the structure initiates certain changes so that particular rules are favored in comparison to others. When new kinds of patterns are processed repeatedly on the CNN surface, previous hysteresis is removed and a new hysteresis is generated in the system. In other words, one kind of learning is erased and a new knowledge is learnt (Figure 1 b bottom) . We feed multiple sets of logical input and output patterns into neural network package analyzing learning process in terms of adaptive linear element, perceptron and learning matrices formalisms (by determining f(L), Kohonen, 1989) . Note that, simple step function based devices or memristors are mathematically simpler than multilevel molecular neurons, but no learning process has been detected in the monolayers of memristor molecules in our preliminary studies.
D. Mutually co-existing spontaneity and impulsive
In certain cases, nano-brain should e n istribution of multilevel switches inside the spherical assembly is not the absolute IV. Coherency of the architecture during operation:
A. Size, dimension relation of a nano-brain factual parametric analysis rain, computation may emerge at nano-scale but its complete ar should have a size that can be interfaced using existing nanotube or nanowire electrode based characterization set-ups. Otherwise, nano-brain would face the same fate as molecular (Hipps, 1991) or sub-molecular (Ami, 2002) electronics is facing today. Say, we have an atomically flat crystalline spherical Au (111) ball of 1 cm 2 then on top of this surface we can adsorb 100 billion molecules each having 1 nm 2 area in a spherical monolayer formation. 100 billion is possible on a sphere of 1 cm 2 area if we can interface 1 atomically sharp electrode in 100 nm 2 area, thereby 1 billion electrodes around this surface. Using one billion electrodes, one can write one billion bits at a time on this sphere and read same amount of data at a time. Therefore, it is potentially a 1 billion bits parallel processor. Biological cells have dimension of the order of 50 μm. To transport cells in our body, nano-brain carriers should be ~ 1 mm, however, to carry out operation inside a cell, its size should be ~ 10-20 nm or size of a virus. It has to withstand immense dynamic movement of the species inside a living body. This is more valid in a nanofactory where a considerable physical force would be exerted to the nano-brain during operation.
Therefore, if nano-brain seed is sufficient for the need, we may use it as is; however to ere we concentrate on dendritic nano-brain architectures since they are simplest model meet the requirement of complexity we may need to create architectures varying from 20 nm to ~ 50 μm. We can assemble many such nano brain seeds following the same design of nano brain seed as explained in Figure 1 properties by tuning the synthesis of the megamer. Here we suggest one alternate method of creating megamer, apart from direct chemical synthesis (Tomalia, 2005) . After synthesizing the optimum generation of dendritic architecture or final nano seed with CNN on its top surface, we try to assemble many such seeds using layer-by-layer selfassembly (LBL-ESA, Decher, 1997; . We use nano brain seeds with negative and positively charged surface (Figure 7 a) . For this purpose, CNN cell molecules are anchored with multiple COOH or NH 2 groups so that when alternate layers of nano-seeds are grown, heating up the complete architecture at ~ 250-300 o C, forms acetamide or -COONH-linkage between any two dendrimers. Thus, a giant single molecular sphere is created. Here 10 3 cycles (1500 bilayers) of alternate ESA deposition is required, as each bilayer growth saturates in ~20 minutes in solution; it requires automated deposition for 6 days. For fully automated fabrication, we adsorb the nanobrain seed at the top of vertically grown carbon nanotube (CNT) film (Wei, 2002) , so that automated deposition produce several nano-brains at a time each placed at the top of a CNT (1.5 nm in diameter). Among several other possibilities, we can also grow micelle architecture (Dou, 2003) using the basic seed dendrimer. Growing a giant H bonded network (Satake, 2005; Huang, 2006) is another choice of growth starting from the basic seed assembly.
configuration and vise versa f a megamer or nano brain seed would co input pattern with time, to derive the solution of a problem written in terms of logic pattern. Note that operational mechanism of nano brain seed and megamer would have significant differences (Figure 7 f) . We can follow two distinct protocols to operate the spherical assembly selectively between CNN and CCU. One of them is to write the CNN pattern so that the potential pattern in the CCU is written simultaneously as an effect of same sequence of pulses (Figure 8 a) . As CCU and CNN have different relaxation time constant, and respond to different bias magnitudes, particularly designed array of pulses is effective in creating two distinct codes one at CCU other at CNN. Alternately, we can write CCU patterns first, since it requires much higher bias, and then write CNN input pattern, as it requires much lower bias.
In any molecular CNN, encoding an input pattern requires several tricky approaches. As V. Specific design m operating as a supercomputer or nano-doc ent for building a nano-surgeon is to design and synthesize hile floating in the engineers have not adopted any universal solution so that an integrated nano-brain is functional in that solution when coupled to those machines. Every different molecular machine operates in a specialized solution, and there is no guarantee that they will continue to operate if that solution is replaced with body fluid. Once this problem is resolved nano-brain is all set to couple with the existing molecular machines on the CNN surface and would be ready to be injected in a body. However, some molecular machines are driven by electron injection, some of them are pH dependent and some of them even dependent on the ion concentration of the solution (Bertrand, 2000; Schular, 2000) . If molecular machines are coupled to the CNN surface, CA operation or pattern based computing is practically stopped. Logic states are written on the molecular machines as instructions and the surface potential distribution is changed as CCU relaxes the system. Nano-brain functioning as surgeon does not require the CNN to compute evoluted input pattern.
Inside human body, a nano-brain is considered as foreign element and antibodies attack B. Nano-brain operating in as nano-Factory Control Unit Th s.
ersatile synthesis of dendrites allows fusing two distinct branching of dendrites into a particular design, one can analyze and simultaneously execute operations of multiple the assembly destroying its functionality. Therefore, we propose to cover nano-brain with hormones/enzymes known to our body by forming giant enzyme complexes with the nano-brain (Perham, 2004) . To form multienzyme complexes, those particular hormones/enzymes are chosen which specifically act in those targeted place where the nano-surgeon needs to operate. As hormones/enzymes uses lock-and-key trick to reach to a very particular part of our body, nano-surgeon would be transported automatically to that very region. Covering and uncovering of the nano-brain should also depend on pH variation or Na/K ion concentration, so that they are covered with hormones/enzymes once again automatically as soon as antibodies attack them during operation. Covering nano brain with micro-capsules is an alternative method where LBL-ESA deposition technique is used to cover the assembly, and it is released at particular pH similar to a drug delivery ( Figure 9 a; Sukhorukov, 2001) . Finally non-antibody ligand could also be a possible choice to anchor with nano brain or it could be captivated inside the ligandbound nanocarriers (Peer, 2007) .
e supercomputing megamer nano-brain has surface CNN operating particular CA rule When CNN surface is covered with the maximum possible number of machines, it is nano-doc. In contrast, nano-FCU has to exhibit both kinds of signal processing. To run a nano-factory we need to analyze multiple parallel decisions on the CNN surface. In addition to this, multiple smaller conical/spherical/tubular assemblies covered with large number of molecular machines are attached to the CNN surface to function as working arms of FCU.
V single structure (Galliot, 1997) . The primary sphere is the major computing CNN based CA system, and a number of conical/spherical/tubular assemblies covered with large number of molecular machines connected to this primary sphere translate that decision into a well defined sequence of jobs ( Figure 9 b; Kurzynski, 2006) . Following this distinct nano-surgeons together for creating a delicate product with multiple functionalities. Similar design requirement is also demanded by L. Behera's quantum brain model (Behera, 2006) . While modeling eye-activities, an implicit requirement of two parallel brains is established. One is a quantum brain, triggering wave-packets to reproduce experimental observations and another one is classical brain processing the eye-sensor data. Here smaller conical/spherical/tubular assemblies covered with large number of molecular machines functions equivalent to the quantum brain, and the nanobrain seed functions as the classical brain. Therefore, nano-FCU may also function as nano-assembler with robotic arms.
C. Nano-brain operating in massive parallel supercomputer omputer, the spherical assembly has to be the nano-brain means generating differential equation starting om a simple set of pattern (Toffoli, 1984; Biafore, 1994; Margolus, 1984; For using nano-brain as a standalone superc covered with a stable spherical cover with thousands of nano-needle electrodes to write input patterns on the surface ( V. Conclusion: three key conceptual advancements
In this article, we h itive 17 molecular nano-brain to an ad s. In our previous ents, dendritic expression of microtubule assisted protein AP2) in rats carried out by Nancy Woolf (Woolf, 2006) and the role of MAP-tau and a review of consciousness ave discussed three key factors to develop our prim vanced mm-brain composed of 100 billion neuron proto-nano-brain, CCU could not take any independent decision, however, CCU potential profile can now take series of decisions in principle and instruct execution units on the CNN accordingly. Prior to us, CNN models were built using constant resistor, variable resistor or memristor, and rectifier. For the first time, we propose to use multilevel switches to construct CNN. Note that multi-valued logic is essential to construct an adaptable learning hardware (Perkowski, 2002) . Our conceptual spherical CNN is apparently first of its kind with distinct advantages over planar CNN. It can be interfaced more efficiently with the outer world; information processing surface area is infinite in principle, computation is more emergent than planar surface as evolution of a pattern essentially considers all bits over the surface equally. Our third and final advancement is in linking a giant CNN to a nano-brain seed using a unique symmetric potential distribution. Note that this is a major paradigm shift from earlier proposed CA based computers (Hillis, 1984) .
Two significant experim (M overexpression in the learning and memory of Drosophila studied by Mershin et al (Mershim, 2006) show that consciousness originates from the very communication between atom determining protein function. At higher scale consciousness is translated from proteins to cells and then from cells to tissue. These formulations are strongly supported by tracking activity of living human brains using electroencephalography (ECG) and magnetic resonance imaging (MRI). We are studying similar electronic and magnetic responses during nano-brain operation, since redox active atom's activation to dendritic chains and thus communication between CCU and CNN may provide artificial BA map similar to the MRI scan of the real brain. The Hameroff's argument (Hameroff, 2006) , that consciousness is secondary response of a metastable pattern generated by synaptic pulses has close similarity to our studies. The correlation between BA dynamics for CCU and CNN maps the metastable state and the conscious output. Alternate to this spherical nano-brain, a helical assembly could also be constituted (Kornyshev, 2007) , since microtubules may play major role in neuro-cognition and permanent memory in our brain (Woolf, 2006) . innovative way (see Husband, 2002 , Dutta, 1981 . A Gaussian expanding noise is plotted at A, B, C points for three different rates of expansions, the triangular geometry does not change, and therefore decision remains the same. Note that the dendrimer may take more than one electron corresponding to a peak. boundary surface of CCU and the outer CNN surface. In practice, polaron transport length does not follow this principle accurately but this particular scheme provides a consistent output. We fix a neuron molecule or CNN cell on the spherical surface, and angle that it makes with another CNN cell on the surface with respect to the center is the angle θ. L variation for two particular CCU potential cases are plotted here, each CCU potential generates a particular set of rule, say set A (having n distinct rules), set B (having another n distinct rules, n is a natural number). c If a point charge moves through the surface of the CCU, the potential measured is a function of θ, CCU(θ). Similarly we get another potential function CNN(θ), and these two potentials are correlated with a function of L, f(L), which measures CCU initiation strength in determining the CNN rules. d Pristine role of CCU is extracted from the mixed response of a nano brain using basin of attraction (BA) method. Each point on BA plot is a m×n logic matrix. permanently. This phenomenon may prohibit continuous use of nano brain (it will be tired). c The structure of potential distribution in the CCU determines ΔE and Δt. If any section of potential distribution in the CCU is symmetric, and built with many such parts (left), then ΔE is lower and Δt is higher, however, if largely asymmetric, say connected by very small region between two large potential spheres (right end), then ΔE goes higher and Δt goes lower. 
