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application à la caractérisation de tumeurs par IRM multiparamétrique
Alexis Arnaud, Florence Forbes, Nicolas Coquery, Benjamin Lemasson & Emmanuel Barbier
Problématique de l’IRM
multiparamétrique
•Une session IRM : plusieurs cartes paramétriques.
•Comment gérer simultanément l’ensemble des paramètres
physiologiques acquis lors de l’IRM?
•Comment utiliser l’IRMmultiparamétrique pour la caractérisation
de tumeurs cérébrales ?
➤ Approche adoptée : classification des voxels par un mélange de
lois statistiques à queue lourde.
Données réelles d’IRM
multiparamétriques
• échantillon : 37 rats porteurs de tumeurs 9L, C6a, C6b, F98.
• 5 paramètres physiologiques :
➥ADC : coefficient de diffusion apparent de l’eau
➥AUC : perméabilité des vaisseaux sanguins
➥CBV : volume cérébral sanguin
➥CBF : débit cérébral sanguin
➥StO2 : saturation en oxygène des tissus






Classification statistique des pixels
• classification non supervisée des IRM multiparamétriques par
mélange indépendant de lois de Student multivariées généralisées
• choix du nombre de classes par minimisation du Critère
d’Information Bayésien (BIC) : ici 10 classes
Construction d’un dictionnaire de
signatures par région d’intérêt
•détection et exclusion de données atypiques : ici 1 rat sur la base
de sa signature de tissu ≪ sain ≫
• constitution d’un dictionnaire de signatures pour classer les rats
suivant le type de tumeur implantées
Pertinence du dictionnaire
Utilisation d’une procédure leave-one-out :
• 84.6% de vrai-positifs lors une précédente étude
• 97.3% de vrai-positifs avec les lois de Student généralisées
Conclusion
L’utilisation des lois de Student multivariées étendues permet de
réaliser des signatures IRM de tumeurs avec un grand pouvoir prédictif.
Cependant, cette approche nécessite la délimitation manuelle de
régions à caractériser.
Perspectives de recherche :
utilisation de tranches entières
•utilisation des coupes entières de cerveau pour la classification
•délimitation automatique des régions d’intérêt considérées comme
régions atypiques
• incorporation de la dépendance spatiale des pixels par un champ
de Markov latent
• analyse de la sensibilité des paramètres
➦ Exemple d’un pipeline d’analyse en cours d’évaluation :
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