Abstract. We give a simple proof of the "concavity of entropy power".
. We define the action of the heat semigroup (P t ) t≥0 on f , by the solution of the partial differential equation ∂ ∂t P t f = ∆(P t f ).
Equivalently, P t f is the convolution of f with the n-dimensional Gaussian density having mean vector 0 and covariance matrix 2tI n , where I n is the identity matrix. The "concavity of entropy power" theorem states that
The functional N (f ) is the so-called "entropy power" of f , as introduced by Shannon, while H(f ) is Shannon's entropy functional (which coincides to Boltzmann's entropy up to a change of sign). The normalizing factor 2πe is nonessential and we mention it only to stick to the conventions of Shannon. Inequality (1) is due to Costa [4] . Later, Dembo [5, 6] simplified the proof, by an argument based on the Blachman-Stam inequality [3] ,
Here f and g are two arbitrary probability densities, and
stands for the Fisher information of f . Actually, Dembo proved inequality (1) in the equivalent form
Using basic considerations on the heat equation, like the continuity of H(P t f ) w.r.t f (when f varies in a class s.t H(f ) stays bounded), it is sufficient to prove (1), or equivalently (2), for a very smooth initial datum f , with fast decay at infinity. In order not to worry about logarithms, we may also impose that
for some constant C. The general case will follow by density.
Our goal here is to give a direct proof of (2), in a strengthened form, with an exact error term. Our proof relies on the following lemma, well-known in certain circles.
Lemma. Let f be a smooth, rapidly decaying probability density, such that log f has growth at most polynomial at infinity. Then,
Here the summation is taken over all indices 1 ≤ i ≤ n, 1 ≤ j ≤ n. This computation (or actually a variant of it) was performed by McKean [7] in one dimension of space, and easily generalized by Toscani [8] to the n-dimensional case. But this lemma is also a particular case of the identities of Bakry and Emery [2] , established through the socalled Γ 2 calculus as part of their famous work on logarithmic Sobolev inequalities and hypercontractive diffusions. For the sake of completeness, we give here a simple proof which is inspired from Bakry and Emery.
Proof of Lemma. Write the Fisher information in the form
so that, by differentiation under the integral sign,
We express ∆f /f in terms of log f , thanks to the elementary identity
so that (3) becomes (4) ∆f
The first integral in (4) can of course be rewritten as
while the third one is
On the whole, (3) is equal to
We conclude by the elementary identity (in which the reader may recognize a trivial particular case of Bochner's formula)
With this lemma at hand, the proof of (2) is almost immediate. Proposition. Let f be a smooth, rapidly decaying probability density, such that log f has growth at most polynomial at infinity. Then,
Proof. Consider the nonnegative quantity
and expand this expression as a trinom in λ. Since
