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Résumé : L’adaptation de domaine est un problème important en apprentissage auto-
matique. Il s’intéresse au cas où les données de test sont générées selon une distribution
(cible) différente de celle ayant généré les données d’apprentissage (source). Dans ce
cadre, Ben-David et al. ont montré qu’un classifieur a de meilleures garanties de gé-
néralisation lorsque la distance entre les deux distributions marginales selon l’espace
d’entrée est faible. Dans le cas non-supervisé, lorsque les données d’apprentissage éti-
quetées sont uniquement issues de la distribution source, Morvant et al. ont créé un
algorithme itératif - DASF - visant à diminuer cette distance par la construction d’un
espace de projection explicite défini par une bonne fonction de similarité (au sens de
Balcan et al.). Dans cet article nous généralisons DASF au cas semi-supervisé dans
lequel quelques données cibles d’apprentissage sont étiquetées. Notre méthode se base
sur le cadre théorique de Ben-David et al. proposant la minimisation d’une combinaison
convexe des erreurs empiriques source et cible. Nous réalisons une étude de la parcimo-
nie et de la capacité en généralisation des modèles inférés par notre méthode, puis nous
confirmons cette analyse sur un exemple jouet et une tâche d’annotation réelle. Mots-
clés : Apprentissage par Transfert, Adaptation de Domaine, Fonction de Similarité.
1. Introduction
Pour classer automatiquement des données, une solution est d’apprendre
un classifieur à partir d’exemples étiquetés et représentatifs des données à
classer. En d’autres termes, les données d’apprentissage et de test suivent
la même distribution. Cependant, étiqueter des exemples pertinents reste en
pratique coûteux. Dans une telle situation, l’apprentissage par transfert (Pan
& Yang, 2010), plus précisément l’adaptation de domaine (AD), propose
d’adapter un modèle d’une distribution d’apprentissage – le domaine source –
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vers une distribution test différente – le domaine cible (Jiang, 2008; Quionero-
Candela et al., 2009). On distingue deux cas : si les données d’apprentissage
étiquetées sont issues du domaine source, on parle d’AD non-supervisée (non-
sup.) ; si des données étiquetées cibles sont disponibles, on parle d’AD semi-
supervisée (semi-sup.). D’un point de vue général, lorsque les distributions
marginales selon l’espace d’entrée sont proches et qu’il existe un classifieur
performant sur le domaine source, alors Ben-David et al. (2010a) et Mansour
et al. (2009) ont démontré que les garanties de ce classifieur sur le domaine
cible peuvent être bonnes. Ainsi, une solution à l’AD consiste à rapprocher les
distributions tout en gardant de bonnes performances sur le domaine source.
Pour le cas de l’AD non-sup., différentes méthodes ont été proposées. Une
idée consiste à repondérer les données sources pour les rapprocher des cibles
(Mansour et al., 2009; Huang et al., 2006; Sugiyama et al., 2007; Jiang &
Zhai, 2007), une autre construit un nouvel espace où les distributions margi-
nales sont proches (Ben-David et al., 2010a; Blitzer et al., 2011). C’est le cas
de l’algorithme DASF (Domain Adaptation with Similarity Function) (Mor-
vant et al., 2011, 2012) qui exploite l’apprentissage avec une bonne fonction
de similarité (Balcan et al., 2008), laquelle, associée à des points landmarks,
définit un espace de projection explicite où il existe un classifieur performant.
Morvant et al. (2011, 2012) proposent donc de modifier cet espace pour rap-
procher les distributions à l’aide d’un terme de régularisation se focalisant sur
les landmarks à la fois similaires à des points sources et à des points cibles.
Pour améliorer la recherche du classifieur, les étiquettes cibles apportent
naturellement une information cruciale. Un bon algorithme d’AD doit donc
être capable de considérer le cas semi-sup. Dans ce but, des méthodes étendent
linéairement l’espace de projection (Daumé III, 2007; Daumé III et al., 2010),
d’autres combinent de l’information d’étiquettes sources et cibles (Bergamo
& Torresani, 2010; Daumé III et al., 2010). Ben-David et al. (2010a) proposent
quant à eux de minimiser une combinaison convexe des erreurs empiriques
source et cible. En suivant ce cadre, nous étendons DASF au cas semi-sup.
De plus, nous réalisons une analyse théorique puis empirique de la capacité
en généralisation de notre méthode et de la parcimonie des modèles inférés.
Nous fondons cette étude sur le cadre de la robustesse (Xu & Mannor, 2012).
Tout d’abord, nous énonçons les cadres d’AD de Ben-David et al. en Sec.2.
et des fonctions de similarité de Balcan et al. en Sec.3. Ensuite nous présen-
tons successivement, en Sec.4., l’algorithme non-sup. DASF de Morvant et al.
puis notre généralisation semi-sup. En Sec.5., nous en analysons théorique-
ment le comportement et complétons empiriquement cette étude en Sec.6.
SSDASF : Adaptation de domaine semi-supervisée
2. Adaptation de domaine
Soit X l’espace d’entrée et Y={−1,1} les étiquettes. Un domaine est une
distribution de probabilité sur X×Y . En AD, les domaines différents PS et
PT désignent respectivement le domaine source et le domaine cible. DS et
DT sont les distributions marginales associées selon X . En AD semi-sup.,
quelques étiquettes cibles sont disponibles. Ainsi, on pose un échantillon éti-










contiennent respectivement dSl données sources i.i.d. selon PS et d
T
l données
cibles i.i.d. selon PT , ainsi qu’un échantillon non-étiqueté cible TS={xi′}dti′=1
i.i.d. selon DT . On suppose dTl <<d
S
l , sinon un algorithme usuel d’apprentis-
sage supervisé sera préféré. Notons que dTl = 0 revient au cas non-sup. Soit
une hypothèse h :X→Y , ici un classifieur binaire. Les erreurs réelles source
et cible de h sont la probabilité que h commette une erreur sur respectivement
PS et PT : errS(h) =E(x,y)∼PSL01(h,(x,y)), errT (h) =E(x,y)∼PTL01(h,(x,y)),
où L01(h,(x,y)), la fonction perte 0-1, vaut 1 si h(x) 6= y, 0 sinon. Les er-
reurs empiriques associées sont ˆerrS et ˆerrT . SoitH une classe d’hypothèses
de X vers Y , le but de l’AD est donc de trouver h ∈ H minimisant l’erreur
cible errT (h). Nous considérons la théorie générale d’AD de Ben-David et al.
(2010a) dont le résultat principal est la borne suivante, majorant l’erreur cible
en fonction de l’erreur source errS(h) et d’une divergence entre les domaines,
∀h ∈ H, errT (h) ≤ errS(h) + 1
2
dH∆H(DS, DT ) + ν. (1)
La contante ν, liée à la capacité d’adaptation deH pour le problème considéré,
est l’erreur de l’hypothèse jointe idéale sur les deux domaines : ν=errS(h∗)+
errT (h
∗), h∗=argminh∈H(errS(h) + errT (h)). Le terme dH∆H(DS,DT ), dé-
pendant deH, est laH∆H-distance entre les distributions marginales. SiH est
de dimension VC finie, elle peut s’estimer en cherchant le meilleur classifieur
séparant un échantillon source fini d’un échantillon cible fini. Finalement, un
principe, nécessaire pour l’AD (Ben-David et al., 2010b), vise à inférer un
espace tel qu’à la fois laH∆H-distance et l’erreur source soient faibles.
Dans le contexte particulier de l’AD semi-sup., l’information des étiquettes
cibles peut aider à la recherche du classifieur. Or, minimiser uniquement l’er-
reur empirique cible depuis LST n’est pas la meilleure solution car LST n’est
pas représentatif de PT . Ben-David et al. (2010a) proposent donc de considé-
rer une combinaison convexe des erreurs empiriques source et cible,
κ∈ [0,1], ∀h ∈ H, ˆerrκ(h) = κ ˆerrT (h) + (1− κ) ˆerrS(h), (2)
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On note errκ(h) l’erreur réelle pondérée associée. La borne suivante relie
errT (h) et errκ(h), justifiant de la cohérence de la minimisation de l’Eq.(2).




dH∆H(DS, DT ) + ν
)
. (3)
Lorsque κ tend vers 1, les données cibles sont de plus en plus importantes,
alors que les données sources et laH∆H-distance le sont de moins en moins.
Nous présenterons en Sec.4.2. notre méthode permettant de généraliser
DASF de Morvant et al. (2011) à ce cadre semi-sup.
3. Apprentissage supervisé avec une bonne fonction de similarité
La méthode DASF présentée en Sec.4.1. est basée sur un cadre permettant
d’éviter les contraintes liées à l’espace de projection implicite et de grande di-
mension associé aux noyaux usuels (symétrie et semi-definie positivité (SDP)).
Ce cadre proposé par Balcan et al. (2008) introduit une notion plus intuitive
et plus flexible de bonne fonction de similarité selon la définition suivante :
Définition 1 (Balcan et al. (2008))
Une fonction de similarité sur X est une fonction K : X×X → [−1,1]. K
est dites (,γ,τ )-bonne sur un domaine P , s’il existe une fonction indicatrice
aléatoire R(x) définissant un ensemble de points raisonnables tel que :
(i) un taux de 1− des points (x,y) vérifient, E(x′,y′)∼P
[
yy′K(x,x′)|R(x′)]≥γ,
(ii) Prx′ [R(x′)] ≥ τ .
En d’autres termes : (i) avec une confiance γ, la majorité des exemples sont
plus similaires aux points raisonnables de même classe qu’à ceux de classe
opposée ; (ii) au moins une proportion τ des points sont raisonnables. La
Def.1 inclut aussi bien les noyaux valides que des similarités non-SDP et
non-symétriques et généralise ainsi les noyaux. En pratique, les points raison-
nables sont inconnus, on notera doncR={x′j}duj=1un ensemble aléatoire de du
points potentiellement raisonnables dîts landmarks. Si K est (,γ,τ )-bonne,
alors (i) et (ii) sont suffisantes pour apprendre avec une grande probabilité un









∼P , un tel séparateur α∈Rdu s’apprend alors en résol-
vant un problème linéaire (Balcan et al., 2008), dont une formulation est,





























où g est le modèle inféré. Par la suite, nous notons “classifieur-SF” un classi-
fieur h(x)=sign[g(x)] appris par (SFopt) etH la classe des classifieurs-SF.
Remarquons qu’en considérant le problème d’AD visant à la minimisation de
la borne (1)., (SFopt) peut être vu comme la minimisation empirique de l’er-
reur sur le domaine source PS =P , tout en définissant un φR-espace pertinent
puisque les landmarks de poids nul dans la solution α ne sont pas considérés.
Une idée est donc de contraindre le φR-espace à diminuer laH∆H-distance.
4. Adaptation de domaine avec une bonne fonction de similarité
Tout d’abord, nous présentons la méthode DASF (Morvant et al., 2011)
basée sur un terme de régularisation sur α contraignant le φR-espace à abais-
ser laH∆H-distance. Ensuite, nous proposons une généralisation de DASF au
cas semi-sup. fondée sur le résultat de l’Eq.(3) de Ben-David et al. (2010a).
4.1. DASF : Adaptation de domaine non-supervisée












Nous posons R = {x′j}duj=1 les landmarks et TS ∼ DT l’échantillon non-
étiqueté cible. Le régularisateur additionel est construit pour rapprocherLSS|X
et TS. Morvant et al. (2011) ont ainsi exploité la notion de robustesse d’al-
gorithme (Xu & Mannor, 2012) : “If a testing sample is similar to a training
sample then the testing error is close to the training error.” (cf. Def.2). Ce
principe suggère que LSS|X et TS peuvent être similaires si pour des paires
de points source et cible proches et de même classe (xs,xt), l’écart entre les
pertes de xs et xt est faible. En considérant la perte hinge de (SFopt), pour tout
modèle appris g et toutes paires (xs,xt) de classe y, le terme de régularisa-
tion est basé sur une majoration de cet écart entre les pertes : |L(g,(xs,y))−
L(g,(xt,y))|≤‖(tφR(xs)−tφR(xt)) diag(α)‖1, où tφR(·) est le vecteur trans-
posé de φR(·) et diag(α) la matrice diagonale de coefficients α. Étant donné
un ensemble de paires CST⊂LSS|X×TS, le problème d’optimisation d’AD



































La résolution de (DASFopt) construit un φR-espace en essayant de minimiser
deux termes de la borne d’AD (1) – l’erreur source errS et la H∆H-distance
– en rapprochant les points de CST . Les paires de CST sont choisies parmi des
points proches dans les échantillons source et cible. En pratique le nombre de
paires possibles est trop important et seulement un nombre limité de points
sera considéré. La possible perte d’information est alors compensée par un
processus itératif pour compléter la recherche d’un espace pertinent. Ce pro-
cessus repose sur le fait qu’à une itération l donnée, le terme de régularisation
proposé peut être vu comme la minimisation d’une distance L1 dans un nou-
vel φRl+1-espace : ‖(tφRl (xs)−φRl (xt)) diag(αl)‖1 =‖tφRl+1(xs)−φRl+1(xt)‖1,
φRl+1 étant défini par la similarité Kl+1 obtenue en pondérant Kl condition-
nellement à chaque landmark : ∀x′j ∈ R, Kl+1(·,x′j) = αljKl(·,x′j). On itère
ensuite dans le nouvel φRl+1-espace. Les hyperparamètres sont estimés à l’aide
d’un principe de validation inverse basé sur l’erreur que ferait un classifieur
appris uniquement sur des exemples cibles étiquetés par le modèle trouvé par
(DASFopt). L’algorithme utilise une estimation heuristique de l’erreur optimale
jointe ν de la borne d’AD (1) et choisit les paramètres minimisant ce critère,
le principe itératif s’arrête lorsque l’estimation de ν ne décroit plus.
4.2. SSDASF : Adaptation de domaine semi-supervisée
D’après le cadre de l’AD semi-sup. proposé par Ben-David et al. (2010a),
nous modifions (DASFopt) permettant l’utilisation d’étiquettes cibles. Étant donné
un échantillon étiqueté LS=(LSS,LST) de dl = dSl +d
T
l points, un ensemble











































SSDASF : Adaptation de domaine semi-supervisée
Alors que (DASFopt) se focalise uniquement sur la minimisation de l’erreur em-
pirique source, (SSDASFopt) minimise la combinaison convexe des erreurs empi-
riques source et cible (cf. Eq.(2)). Il existe un lien entre les deux problèmes. En
effet, si κ= 0, aucune étiquette cible n’est utilisée, nous revenons à (DASFopt).
Dans le cas contraire, si κ= 1, nous arrivons à un cadre d’apprentissage su-
pervisé usuel pour lequel les échantillons d’apprentissage et de test sont tirés
selon le même domaine PT . L’Algo.1 décrit l’algorithme de notre méthode
semi-sup. (SSDASF). Les principes itératif et de validation de DASF sont
suivis, seul le problème d’optimisation au cœur de la méthode est modifié.
Algorithme 1 SSDASF : Semi-Supervised Domain Adaptation with Similarity Function








; K1 ← K ; l← 1
tant que Le critère d’arrêt n’est pas vérifié faire
Construction de CST
αl ← Résoudre (SSDASFopt) avec Kl et CST
Kl+1 ←MAJ de Kl en fonction de αl ; MAJ de R ; l ++
fin tant que







Nous proposons dans cette section une étude de la parcimonie et de la ca-
pacité en généralisation du problème (SSDASFopt). Pour espérer une bonne AD,
CST doit être informatif. Nous supposons donc que pour chaque coordonnée
x′j du φ
R-espace, il existe au moins une paire avec de différentes valeurs :
∀x′j∈R, max(xs,xt)∈CST |K(xs,x′j)−K(xt,x′j)|>0. En AD, les domaines étant
a priori différents, cette hypothèse arrive donc avec une grande probabilité.
Analyse de la parcimonie. (SSDASFopt) comporte deux termes de régularisation
de norme 1 contenantα, le premier, ‖α‖1, implique une parcimonie naturelle.
Le lemme suivant nous permet de considérer l’influence des deux termes.
Lemme 1
Pour tous les hyperparamètres λ > 0, β > 0 et κ ∈ [0, 1] et pour tout ensemble








α∗ est la solution optimale de (SSDASFopt), alors on a, ‖α∗‖1≤ 1
(1− κ)βBR + λ.
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Démonstration. Voir Morvant et al. (2012).
Ce lemme montre que la parcimonie du modèle dépend des hyperparamètres
λ, β, κ et de la quantité BR, quantité liée à la distance entre les points des
paires de CST dans le φR-espace (BR est le minimum des déviations maxi-
males des coordonnées des points d’une même paire). Plus les distributions
marginales sont éloignées, plus la tâche est dure et plus BR tend à croître,
impliquant une parcimonie plus forte. Si κ = 0, alors nous sommes dans le
cas non-sup. de (DASFopt) et la borne devient ‖α∗‖1≤ 1βBR+λ . Si κ>0, alors la
prise en compte de données cibles implique un modèle moins parcimonieux.
Bornes en généralisation. Tout d’abord, nous rappelons la définition d’un
algorithme (pseudo-)robuste et le théorème sur la capacité en généralisation
d’un tel algorithme dans le contexte usuel où les données d’apprentissage et
de test sont issues d’un même domaine (Xu & Mannor, 2012). Ce cadre révèle
en fait deux avantages : la prise en compte des termes de régularisation dans
la borne et l’étude de contextes non-standards tel que l’AD.
Définition 2 (Xu & Mannor (2012))
Étant donné un échantillon d’apprentissage LS de dl exemples i.i.d. selon
un domaine P , soit M ∈ N, (.) : (X × Y )dl 7→ R, un algorithme A est
(M,(LS),dˆl(LS)) pseudo-robuste sur P, pour dˆl(.) : (X×Y )dl 7→ R, si
X×Y est partitionnable enM ensembles disjoints, notés par {Ci}Mi=1, tels qu’il
existe un sous-ensemble LˆS ⊆LS, avec |LˆS|= dˆl(LS) pour tout exemple s
appartenant à LˆS, s,u∈Ci ⇒
∣∣L(ALS, s)− L(ALS,u)∣∣≤ (LS). Avec ALS
le modèle appris depuis LS par A et L(·,·) la fonction perte de A.
Si dˆl(LS) = dl, alors on dit que A est (M,(LS)) robuste sur P.
Étant donné l’ensemble d’apprentissage LS, la (pseudo-)robustesse d’un al-
gorithme, mesurée par les valeurs de M , (LS) et dˆl(LS), dépend donc de
LS. Un algorithme est pseudo-robuste, si seul un sous-ensemble de LS véri-
fie la condition. La borne en généralisation suivante peut alors être prouvée.
Théorème 1 (Xu & Mannor (2012))
Si l’échantillon d’apprentissage LS= {(xi,yi)}dli=1 est i.i.d. selon le domaine
P et si un algorithme A est (M,(LS),dˆl(LS)) pseudo-robuste sur P , alors
pour tout δ>0, avec une probabilité d’au moins 1−δ,











SSDASF : Adaptation de domaine semi-supervisée
où errP (ALS) et ˆerrP (ALS) sont respectivement les erreurs réelle et empi-
rique sur P du modèle ALS appris depuis LS, L(·,·) étant bornée par Lup.
Cette borne n’est pas vérifiée dans le contexte de l’AD. Xu & Mannor (2012)
ont néanmoins discuté l’existence d’une telle borne basée sur une divergence
spécifique entre les domaines. Nous proposons ici une borne sur l’erreur cible
pour (SSDASFopt) en considérant la H∆H-distance de la borne d’AD (1) plus
adaptée à notre cadre. Nous prouvons que (SSDASFopt) est pseudo-robuste sur
les domaines, puis nous déduisons la borne en généralisation suivante.
Théorème 2
Soit (X,ρ) un espace métrique compact, K une bonne fonction de simila-
rité continue sur son premier argument et H la classe des classifieurs-SF.
Soit les hyperparamètres β > 0, λ > 0, κ ∈ [0,1], l’ensemble de landmarks
R et un ensemble de paires CST tel que BR > 0. Si LS contient (1− θ)dl
exemples i.i.d. selon PS le domaine source et θdl exemples i.i.d. selon PT













pseudo-robuste sur PToù η > 0,















, alors pour tout
δ>0, avec une probabilité d’au moins 1−δ, on a,
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Démonstration. Voir Morvant et al. (2012).
Dans cette borne, dH∆H et ν mesurent la divergence entre les domaines ainsi
que la capacité d’adaptation deH. Étant donné le classifieur appris h, errT (h∗)
correspond à l’erreur cible minimale que l’on peut espérer obtenir avec un
classifieur d’erreur pondérée empirique au mieux aussi faible que celle de h.
La constante (2θ−1)Nηκ+(1−θ)Nη
(1−κ)βBR+λ dépend clairement des termes de régularisa-
tion et de Nη. Ce dernier peut être aussi petit que désiré 1, il impliquera alors
1. En choisissant η faible et par continuité de la fonction K sur son premier argument.
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une croissance de Mη (converge en O(1/
√
dl)). Une valeur élevée de β, λ ou
BR (i.e. les domaines sont éloignés), induit la necessité de plus d’exemples.
Si κ = 0, i.e. les données cibles sont ignorées, la borne devient alors une
borne dans le cas non-sup. de (DASFopt). Si κ = 1, i.e. les données sources
sont ignorées, la borne est alors une borne de robustesse dans un cas d’ap-
prentissage supervisé sur les données cibles. En illustration des propriétés
de cette borne, nous en proposons une analyse théorique simplifiée par les











−1)−2A et D les constantes restantes.













Si dTl =θdl et d
S
l =(1−θ)dl, la forme de la racine maximale de la dérivéef ′est,
r=θ


















Si η est tel que Nη =B et dl est suffisamment élevé, alors C2 =4A2. Donc, r
existe et est valide si dTl <
log(4/δ)
(1−θ)2A2 et la valeur optimale de κ est définie par,
κ =
{
a si dTl ≥ log(4/δ)(1−θ)2A2 ,
min{a, r} si dTl < log(4/δ)(1−θ)2A2 .
Si A= 0, la borne suggère κ= θ : si les domaines sont indiscernables, alors
κ doit suivre la répartition de LS. Dans le cas non-sup. avec dTl = 0, alors la
borne suggère κ=0. Si l’on ne considère que des données cibles avec dSl =0,
alors κ = 1, ce qui est cohérent dans notre cadre. Si les domaines sont très
différents, i.e. A est maximal, alors κ tend vers 1 : seules les données cibles
seront pertinentes car la tâche est trop difficile. Cette tendance est confirmée
par BR : si les distributions sont éloignées dans le φR-espace, alors BR sera
grand et affecter un poids plus élevé aux données cibles sera plus judicieux. Si
B est faible, alors les paramètres sont petits : le poids sur la minimisation de
la distance est faible et/ou des modèles complexes sont autorisés. Un tel cas
suggère un κ élevé afin de plutôt se concentrer sur les données cibles. Dans le
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FIGURE 1: (Jouet) Droite : domaine source. Gauche : domaine cible (50◦).
cas contraire, un κ faible pourra être une meilleure solution. En conclusion,
cette analyse est proche de celle de Ben-David et al. (2010a) mais a l’avantage
de considérer la régularisation pour expliquer le comportement de l’approche.
6. Étude empirique du comportement
L’objectif est d’effectuer une étude expérimentale de la méthode et de
confirmer les propriétés théoriques indiquées dans la Sec.5. En effet, Mor-
vant et al. (2011) ont déjà évalué avec succès les performances de DASF.
Protocole expérimental. L’ensemble de paires CST et la fonction de simila-
rité 2 sont choisis par validation inverse (cf. Morvant et al. (2011)). Dans un
premier temps, nous évaluons l’impact des paramètres, λ (avec β, κ fixés) et
β (avec λ, κ fixés). Les valeurs testées sont : 0, .01, .1, .25, .5, .75, 1. Afin de
s’affranchir de l’influence des étiquettes cibles, nous fixons κ=0 (les compor-
tements restent similaires si κ> 0). Dans un second temps, nous étudions la
capacité de SSDASF à apprendre un bon classifieur si une partie de l’échan-
tillon étiqueté est issue du domaine cible. Tout d’abord, à λ, β et dTl = 10
fixés, nous étudions l’impact de κ avec les valeurs : 0, .01, .1, .25, .5, .75, .80,
.85, .90, .95, .99, 1. Enfin, nous testons différentes quantités dTl de données
cibles étiquetées : 2, 4, 8, 10, 12, 14, 16, 18, 20. λ, β et κ sont alors choisis
par validation inverse. Dans ce cas, nous nous comparons à un classifieur-SF
appris à partir des données cibles (“Sans donnée source” sur les figures).
6.1. Problème jouet : Les lunes jumelles
Le domaine source correspond à un problème de classification binaire clas-
sique dît de lunes jumelles (une classe par lune, cf. Fig.1). Nous considérons 8














































































(c) En fonction de κ. (d) En fonction de dTl .
FIGURE 2: (Jouet) Taux moyens de bonne classification.
TABLE 1: (Jouet) Quantité moyenne de landmarks illustrant la parcimonie. En
gras, les valeurs associées au modèle le plus performant.
(a)En fonction de λ. (b)En fonction de β. (c) En fonction de κ.
λ 0 .01 .1 .25 .5 .75 1
20◦ 16 15 10 15 18 13 15
30◦ 12 10 9 11 17 15 21
40◦ 13 9 8 12 14 13 16
50◦ 8 6 6 5 10 10 9
60◦ 12 5 3 4 6 8 12
70◦ 6 5 3 5 6 9 12
80◦ 7 8 2 6 9 8 8
90◦ 8 11 6 3 4 8 7
β 0 .01 .1 .25 .5 .75 1
20◦ 24 22 16 13 11 12 14
30◦ 24 18 17 11 10 16 11
40◦ 24 20 17 13 8 11 8
50◦ 24 20 19 12 11 11 6
60◦ 22 4 3 3 3 3 3
70◦ 20 6 4 3 3 4 5
80◦ 20 6 5 5 3 3 4
90◦ 20 11 9 7 7 6 5
κ 0 .01 .1 .25 .5 .75 .8 .85 .9 .95 .99
20◦ 24 18 22 21 19 19 22 24 24 21 7
30◦ 22 19 18 19 18 17 20 18 21 23 7
40◦ 16 11 13 14 19 16 10 24 18 20 7
50◦ 18 17 10 17 11 20 16 18 23 14 7
60◦ 11 15 11 10 12 9 12 7 14 11 12
70◦ 8 7 9 17 8 14 14 14 12 12 9
80◦ 17 15 4 6 13 8 9 13 9 16 11
90◦ 8 6 11 11 10 14 16 11 10 14 7
domaines cibles différents associés à une rotation anti-horaire (selon 8 angles)
du domaine source. Plus l’angle est grand, plus la tâche d’AD est difficile (i.e.
plus BR tend a être élevé). Nous générons 10 tirages de 300 instances (150 +,
150 −) par domaine et un échantillon test de 1500 exemples cibles.
Influence de λ et β. Dans un premier temps, les Figs.2(a)(b) reportent le taux
moyen de bonne classification pour chaque angle de rotation en fonction res-
pectivement de λ (selon le meilleur β) et de β (selon le meilleur λ). Nous
observons un impact de β plus significatif que celui de λ. En effet, une bonne
valeur de β mène à un gain de .05 à .35, alors que le gain associé à un λ
approprié ne dépasse pas .2. Les λ et β menant aux modèles les plus perfor-
mants appartiennent respectivement à [.1,.25] et [.5,1]. Notons que les tâches
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dures sont plus sensibles aux paramètres (pour les plus simples, le gain avec
λ est quasi nul). Dans un second temps, les Tabs.1(a)(b) indiquent le nombre
moyen de landmarks associé aux modèles précédemment considérés. Ici, c’est
la combinaison de λ et β qui infère des modèles plus parcimonieux. De plus,
comme le suggère le Lem.1, la parcimonie augmente avec la valeur de β asso-
ciée au modèle le plus performant et avec la difficulté de la tâche (cf. Tab.1(b)).
Influence de données d’apprentissage cibles. Tout d’abord, le taux moyen
de bonne classification en fonction de la quantité de données d’apprentissage
cibles dTl est indiqué sur la Fig.2(d). On y observe le comportement attendu de
l’augmentation de la performance avec dTl . Plus la tâche est dure, plus cette
augmentation est significative. Cependant, pour les tâches les plus difficiles
(≥ 70◦) nous sommes incapables d’inférer un classifieur plus efficace que le
classifieur-SF appris uniquement depuis les étiquettes cibles. Ce résultat reste
cohérent avec la borne en généralisation du Th.2, puisque les tâches dures
requièrent plus d’étiquettes cibles si les domaines sont éloignés, et parfois se
focaliser uniquement sur ces données cibles sera plus judicieux. Ensuite, la
Fig.2(c) reporte le comportement en fonction de κ (selon les meilleurs λ et β
et avec dTl = 10). Comme attendu, un κ élevé, entre .9 et .99, est préféré : le
gain est entre .1 et .5. Encore une fois, l’impact est plus significatif pour les
tâches complexes. Pour les plus simples, le Tab.1(c) montre que l’influence
de κ sur la parcimonie est directe mais est amoindrie lorsque BR tend à être
élevé. Enfin, comme espéré par le Lem.1, considérer des étiquettes cibles im-
plique des modèles moins parcimonieux.
6.2. Problème réel : Classification d’images
Nous réalisons une AD du corpus PascalVOC’07 (Everingham et al., 2007)
vers le corpus TrecVid’07 (Smeaton et al., 2009). Le but est d’identifier des
objets (concepts) visuels classiques dans des images. PascalVOC est constitué
de 5000 images d’apprentissage et de 5000 de test, TrecVid d’images extraites
de vidéos. Les images sont représentées par un descripteur visuel proposé par
Ayache et al. (2007) et défini par les scores de prédictions sur 15 concepts “in-
termédiaires” (ANIMAL, BUILDING, CAR, CARTOON, EXPLOSION-FIRE, FLAG-US,
GREENERY, MAPS, ROAD, SEA, SKIN_FACE, SKY, SNOW, SPORTS, STUDIO_SETTING)
détectés par des classifieurs-SVM appris à partir de moments couleurs et
d’orientations de contours sur 260 blocs de 32×32 pixels (dimension de 3900).
Nous considérons les 6 concepts communs aux corpus : BOAT, BUS, CAR, MONI-
TOR, PERSON, PLANE. Nous générons un échantillon source issu de PascalVOC
CAp 2012
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FIGURE 3: (Images) Résultats en terme de F-mesure moyenne.
et constitué de tous les exemples d’apprentissage positifs et d’exemples né-
gatifs tirés tel que le taux de positif soit de 33%. L’échantillon cible, avec la
même répartition, est issu de TrecVid. Les performances sont alors évaluées
avec la F-mesure classique : 2.P re´cision.Rappel
Pre´cision+Rappel
.
Influence de λ et β. Sur les Figs.3(a)(b) nous observons respectivement l’im-
pact de λ (selon le meilleur β) et de β (selon le meilleur λ). La Fig.3(a) montre
une influence relative de λ, excepté pour CAR où la meilleur F-mesure est
proche de .25 avec un gain d’au moins .15. Pour les autres concepts, le gain
est inférieur à .1 et le λ le plus approprié, strictement positif, dépend du pro-
blème. À l’instar du problème jouet, la Fig.3(b) montre clairement un impact
de β majoritairement plus important : pour BOAT, CAR et PLANE le gain est de .1
à .15. Ainsi, en se focalisant plus finement sur β, la recherche des paramètres
peut être allégée. La valeur de β menant au meilleur classifieur, strictement
positive, appartient à [.01,.25], sauf PLANE préfèrant un β supérieur à .5.
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Influence de données d’apprentissage cibles. Tout d’abord, la Fig.3(d) re-
porte les résultats pour chaque concept. Ils améliorent ceux sans étiquette
cible (avec κ = 0). De plus, lorsque dTl < 8, les modèles trouvés sont tou-
jours plus performants que le classifieur-SF appris uniquement à partir des
étiquettes cibles. Plus de 20 exemples sont parfois nécessaires pour atteindre
les performances de SSDASF, montrant l’utilité des étiquettes cibles. Ensuite,
nous avons testé κ (selon les meilleurs λ et β et avec dTl = 10). Les résultats
sont reportés sur la Fig.3(c). Les valeurs les plus pertinentes pour κ sont clai-
rement entre .9 et .99. Pour ce jeu de données plus difficile, les données cibles
apportent donc une information importante. Finalement, le descripteur uti-
lisé ne semble pas être assez expressif, expliquant la difficulté à obtenir de
meilleurs résultats. En effet, en multimédia, les données sont souvent repré-
sentées en fonction de plusieurs modalités pour permettre une plus grande ex-
pressivité, une perspective serait alors d’adapter SSDASF à la multi-modalité.
7. Conclusion
Un bon algorithme d’Adaptation de Domaine doit être capable de tirer parti
de toute l’information cible disponible et a fortiori d’étiquettes cibles. Avec
cette idée, nous avons proposé une généralisation de DASF (Morvant et al.,
2011, 2012) au cadre de l’AD semi-supervisée, permettant de considérer l’en-
semble des données étiquetées disponibles. Comme DASF, notre méthode -
SSDASF - est capable d’inférer des modèles parcimonieux même lorsque la
tâche d’AD est difficile. Nous avons, de plus, prouvé que notre programme
linéaire est pseudo-robuste (Xu & Mannor, 2012), ce qui nous a permis d’étu-
dier la capacité en généralisation de notre méthode en la liant aux termes de
régularisation. Notre étude théorique a été confirmée empiriquement lors des
expériences réalisées.
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