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Resumo 
O objetivo principal da dissertação é estudar o comportamento assintótico 
e alguns aspectos da distríbuiçào da energia da solução de um Sistema 
Simétrico Hiperbôlíco de equações diferenciais parciais associado às equações 
linearízadas da Magnetohidrodinâmica. Para isto utilizaremos o lvfétodo da 
Fase Estacionária bem como propriedades da chamada Superfície de Vaga· 
rosidade. Antes porém faremos um estudo mais genérico sobre Sistemas 
Simétricos Hiperbólicos. 
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Introdução 
Muitos problemas de propagação de ondas originam-se de uma situação 
de repouso, quando, a partir de um determinado instante, algum mecanismo 
é adonado, provocando o surgimento de ondas e sua propagação. Assim, 
por exemplo, um transmissor de rádio produz uma corrente elétrica em sua 
antena, originando ondas eletrom;:tgnéticr,s que se propagam no espaço. Da 
mesma forma, quando uma perturbação mecânica é criada num fluido, uma 
onda acústica, em gerai, é produzida, a qual, propaga-se como uma onda 
esférica expandindo-se com a velocidade do som no fluido. De maneira 
análogo são produzidas outros tipos de ondas tais como ondas sísmicas, ondas 
eletromagnéticas em cristais, etc. 
Em nosso trabalho, apresentaremos alguns exemplos de equações que go~ 
vernam a geração e propagação desses diferentes tipos de ondas, colocando· 
as sob a forma unificada de um sistema simétrico hiperbólico de EDP. No 
decorrer do trabalho, obteremos propúedades importantes bem como uma 
expressão explícita da solução desse sistema. No entanto, esta é uma si-
tuação típica do fato que, não basta obter a. solução; é preciso ter meios de 
explorá-la para obter informaç.ões relevantes na interpretação do fenômenos 
que ela descreve. O objetivo, então, é obter uma solução aproximada que 
nos permitirá exibir, com clareza, o fenômeno de propagaç-ão das ondas. 
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O caso da equação das ondas tridimensional 
Vtt- C2L\v = Ü} 
]]ustra bem esta idéia. A solução v(t\.1:) é assintoticamente igual a [A5]: 
oo( ·) _ F(l x 1-d,O) 
v t, l - I X I , 
onde x =I x I fJ E R3 e c é a velocidade de propagaçã.o da onda. v00 é urna 
onda divergente de perfil F e amplitude I x I, que se propaga radialmente 
com velocidade c. 
A equação das ondas é um caso particular de uma classe de equações 
associadas a sistemas ditos fortemente propagativos. Este tipo de sistema 
foi estudada de um maneira bem geral por Wilcox em [\·V2]. No entanto, 
existem equações pertencentf'..s a uma classe ainda mais ampla, corno por 
exemplo as equações da ma.gnetohidrodinâmica, que estão associadas a siste-
mas simétricos hiperbólicos que não são fortemente propagativos. Á vila, em 
[A4], estendeu os resultados obtidos por \:Yikox, para sistemas fortemente 
propagativos, para o caso das equaç-Ões da magndohidrodinâmica. Uma 
parte importante de nosso trabalho é apresentar ao leitor os resultados ob-
tidos por .Á.. vila no estudo do comportamento assintótico e distribuição da 
energia no caso concreto das equações da magnetohidrodinâmica. 
A dissertação propriamente dita é apresentada nos quatro primeiros 
cap-ítulos. Além desses quatro capítulos existem dois apêndices que contém 
basicamente cálculos usados na demonstração de alguns resultados do capítulo 
4. O objetivo de colocar estes cálculos em forma de apêndice foi o de facili-
tar a leitura e não prejudicar o desenvolvimento das idéias apresentadas no 
texto. Nosso intuito é dar ao lcitor1 nos três primeiros capítulos 1 um visão 
geral de sistemas simétricos hiperbólicos e ao final, no capítulo 4, estudarmos 
um caso concreto da ocorrência de tais sistema.s1 a saber, a.s equações da mag-
netohidrodinâmica. De uma forma geral a tese está organizada como segue. 
No capítulo 1 apresentaremos exemplos de equações e o sistema simétrico 
hiperbólico associado com as mesmas. l\'o capítulo 2 daremos algumas im-
portantes propriedades das equações. No capítulo 3 resolveremos o problema 
de Cauchy para o sistema apresentado no capítulo 1, com dados iniciais 
numa classe conveniente e utilizaremos o chamado método da energia para 
obtermos importantes propriedades da solução do sistema. !'\o capítulo 4 es-
tudaremos as equaç,ões da magnetohidrodinârnica de forma bem detalhada: 
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reformularemos o problema de Cauchy para o sistema associado) faremos um 
estudo da superfície de vagarosidade associada) além de usarmos o chamado 
método da fase estacionária para obtermos algumas estimativas que nos serão 
muito úteis no estudo do comportamento assintótico da solução, encontrando 
assim a solução aproximada; finalmente, analisaremos a distribuição de ener-
gia e daremos a solução completa. No apêndice A estudaremos a extensão 
dos perfis F_ usados no capítulo 4. No apêndice B demonstraremos alguns 
lemas usados no capítulo 4. 
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Capítulo 1 
Equações e exemplos 
Consideraremos Sistemas de Equações Diferenciais Parciais de primeira 
ordem do tipo 
onde: 
tE R; 
x=(x1 1···,xn)ERn; 
u = u(t,x) é uma matriz k x 1 sobre C; 
as Bj's são matrizes k x k reais, simétricas e constantes; 
E(x) é matriz k X k, simétríca e defiráda positiva. 
(1.1) 
A importâncía de se estudar estes sistemas reside no fato de que eles mo-
delam muitos fenômenos de propagação de ondas da Física clássica. Seguem 
abaixo alguns exemplos concretos de ocorrência de sistemas do tipo (1.1): 
(i) Equação das ondas. 
A equação das ondas em três dimensões é dada por 
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Se introduzirmos u = (u0 , ub u2 ~ u3 ) de modo que 
obtemos 
ôv 
uo = 8t' 
Ôv 
u·--
•- ô , X; 
. - 1 ., 3 
z- l""'l 1 
ilw-0±u=O 
ot dxi 1 
i=l,2,3~ 
que é equi\'alente ao sistema 
onde 
Eôu 
at 
E- [c~~ 
- o 
o 
-1 [ o 
B, = ~ 
B, = [ -~ 
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=o, 
o o o] 1 o o 
o 1 o 
o o 1 
-1 o ~] o o o o o o 
o -1 ~] o o o o o o 
B, ~ [ ~ ~ ~ -~] 
-! o o o 
A generalização no caso da equação das ondas n-dimensional é facilmente 
verificada. 
(íi) As equações de .Maxwell. 
As equações de MaxweU no espaço vazio têm a seguinte forma (veja [Jn]): 
Vx E + o, 
'VxH - o, 
onde E e H são os vetores campo elétrico e magnético re.'>pectivamente, é e 
J1 são constantes escalares satisfazendo ép-::::::. c-2, c a veJocidade da luz. 
Em meios materiais, as quantidades é e Jl podem ser escalares (meio 
isotrópico) ma.s geralmente são matrizes 3 X 3 simétricas como nos cristais e 
então o meio é dito anisotrópico. Se elas dependem da variável espacial x o 
meio é dito não homogêneo, caso contrário temos o meio homogêneo. 
Em todos os casos, na ausência. de cargas e correntes aplicadas, as 
equações de rvfaxwell são equi\·édentes ao sistema 
onde 
ou E(x)-Dt 
[ 
c o l E(x) ~ Õ P 
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o o o o o o 
o o o o o 1 
B,= o o o o -1 o o o o o o o 
o o -1 o o o 
o 1 o o o o 
o o o o o -1 
o o o o o o 
B, = o o o 1 o o o o 1 o o o 
o o o o o o 
-] o o o o o 
o o o o 1 o 
o o o -] o o 
Bs::::::: o o o o o o o -I o o o o 
l o o o o o 
o o o o o o 
(iii) Magnetohidrodinâmica. 
A magnetohidrodinâmica tem por objeto o estudo de perturbações ondu~ 
1atórias num fluido condutor de eletricidade em presença de campos magnéticos. 
As equações da rnagnetohidrodinân1ica constituem um importante sistema de 
equações diferenci<Ws parciais da Física Matemática e que serão objeto de um 
estudo mais detalhado em nosso trabalho. Não vamos entrar nos detalhes 
de como essas equações são obtidas, limitando-nos apenas a apresentá· las (o 
leitor interessado em maiores informações pode consultar por exemplo [C] p. 
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613 e [T] p. 44). Essas equações são dadas por 
Pt + u ·V p + pV · u =O, 
pu,+ a2V p + p( u · V)u + p-1 Z x V x Z = O, 
Z,+Vx(Zxu)=O, 
onde pé a densidade de massa, u = (u11 u2 , u3 ) é o vetor velocidade das 
partículas do fluído, Z = (Z1 , Z2, Zs) é o vetor campo magnético, p, é a 
permeabilidade ma-gnética e a é a velocidade do som. 
Este sistema tem soluções constantes (p0 , u0 , Z0 ). Nós o linearizamos 
tomando 
p = Po + s, u = u0 + t\ Z = Z0 + b. 
Podemos tomar uo = O bastando, para isso, usar um sistema móvel de coor-
denadas com velocidade u0 : 
Obtemos então o sistema linearizado 
St + Po V · v = O, 
b, +V X (Zo X v)= 0. 
Por conveniência suporemos que o campo magnético aplicado Zo está 
na direção do eíxo x 3 , isto é, Z0 = (0, O, Z3 ). É óbvio que podemos fazer 
esta suposiç.ão sem perda de generalidade, pois basta tomar urna rotação 
apropriada dos eixos coordenados. 
Tomando u = (s, vb v2, v3, b1 , b2, b3 ) e mult-iplicando o lado esquerdo das 
equações pela matriz 
2 
E=diag(,ua ,flpo,J1Po,Jtpo,l,1,1), 
Po 
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obtemos um sistema simétrico hiperbôlíco: 
E ou 3 ou + 'L,B;- =o, fJt j=l ÔXj 
onde 
o pa2 o o o o o 
J.W2 o o o o o z, 
o o o o o o o 
B1= o o o o o o o 
o o o o o o o 
o o o o o o o 
o z, o o o o o 
o o ~a' o o o o 
o o o o o o o 
jW2 o o o o o z, 
B, = o o o o o o o 
o o o o o o o 
o o o o o o o 
o o z, o o o o 
o o o ~a' o o o 
o o o o -z, o o 
o o o o o -Z, o 
B, = pa2 o o o o o o 
o -Z3 o o o o o 
o o -Z, o o o o 
o o o o o o o 
Além destes exemplos, sistema.s como (1.1) são encont:ados em acústica, 
elasticidade, equações das linhas de transmissão, etc. E interessante no-
tar que vários desses casos concretos realmente exibem dependência espa-
cíal apenas no primeiro weficiente, aquele ligado à deriYada ft; os demais 
sendo constantes facilitam muito o tratamento de problemas que se formulam 
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para esses sistemas. Estaremos mais interessados em estudar sistemas onde 
E(x) =E seja matriz constante. Isto equívale a dizer que o meio governado 
por (1.1) é homogêneo. 
No próximo capítulo obteremos algumas propriedades do sistema (1.1), 
10 
Capítulo 2 
Propriedades das equações 
O sistema (Ll) com E(x) =E =constante é equivalente ao sistema 
Du n Du 
"t + L A;". = o, 
U j:=l UX; 
(2.1) 
onde Ai = E-1 Bj, como se vê multiplicando ( 1.1) à esquerda por E-I. 
Seja p E Rn e r real. Então a condição para que a funçào f(x · p- ri) 
seja solução de (2.1) é que 
n 
(ri- LP;A;)/ =O, 
i=l 
isto é, r é raiz da equação 
n 
P(p,r) = det(rl- LP;A;) =O. (2.2) 
i=l 
A função f(x · p- ri) permanece constante nos planos x. p- rt = 
constante. Como estes planos se movem com velocidade I; I na direção p, 
soluções do tipo f(x·p-rt) são chamadas soluções de ondas planas do sistema 
(2.1). Para cada direção p existem k velocidades de propagação ?~p?, onde 
rl(p), ... ,r~r;(p) são as raizes da equação (2.2). 
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O fato de E, B1 , ••• , Bn serem reais, simétricas e além disso E ser defi~ 
nida positiva iwplica que para cada p E Rn, 
n 
A(p) = LP;A; 
jo;;;.l 
define um operador autoadjunt.o no espaço c;; das matrizes k X 1 sobre C, 
com produto interno 
Para verificar este fato basta observar que 
(A;Ç.ry)E = (A;ÇrE17 
= ("AjEry 
=("E; E-'' Ery 
=C E; E-' Ery 
=f: B;ry; 
(Ç,Ap7)E =I;"EA;'l 
= (" EE-1 B;ry 
=C B;'l· 
(2.3) 
Segue então que as raízes 7(p) da equação (2.2), ou seja, os autovalores de 
A(p) são todos reais e existe um conjunto ortonormal completo de autovetores 
associados. Estes autovetores podem ser escolhidos de tal modo que sejam 
funções mensuráveis de p [\V 1 ]. 
\Vilcox provou que os autovalores T(p) são funções contínuas de p [Wl], 
e mais, se retirarmos de seu domínio de definição, os pontos p, onde um ou 
mais dos autovalores coincidem, então T será uma função analítica [\V2]. 
Faremos a convenção de que os autovalores que não se anulam identí~ 
camente estão enumerados em ordem decrescente de grandeza, digamos, um 
total de r: 
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(2.4) 
Os k - r autovalores restantes sã.o identicamente nulos: 
T,+I(P) = ... = r,(p) = 0. 
Pode acontecer que nenhum autoYa]or se anule identicamente e neste caso 
r= k. Mas certamente 1· > 1 pois do contrário teríamos A1 =, .. = An =O. 
Os autovalores que não se anulam identicamente podem se anular para certos 
pontos p. No entanto o conjunto dos pontos p tais que r(p) =O é de medida 
nula (para uma demonstração deste resultado veja [A1], pp. 285-286). 
É fácil verificar que A(p) é matriz homogênea de gra-u 1. Isto implica 
que se r(p) é um autovalor de A(p) então ar(p) é um autovalor de A(ap). 
Como consequência disto e de (2.4) seguem aJgumas propriedades importan-
tes. Uma delas é que os autovalores Tj(p) são homogêneos positivos de grau 
1: 
j =I. .. • k. 
Para provar este fa.t.o basta observar que multiplicando (2.4) por O' > O 
obtemos 
que sabemos serem os autovalores de A(op). No entanto, também sabemos 
que os autovalores de A(ap) podem ser enumerados como segue: 
,,(op) 2 ... 2 T,(np). 
Portanto) 
a,-,(p) = ,-,(op). · · · ,ctr,.(p) = r,(np). 
Uma outra propriedade é que os conjuntos 
h (p ), ... , T,(p)} e { -T,( -p ), ... , -r,( -p) J 
coincidem para todo p e va]e 
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r;(p) = -T,-;+1 (-p), j = 1, ... ,r. 
Para provar isto observemos que A( -p) = -:\(p) .. Logo -T(p) é autovalor 
de A(-p). Multiplicando (2.4) por -1 obtemos 
-r1 (p) :S ... :S -r,(p), 
que sabemos serem os autovalores de A( -p). No entanto, também sabemos 
que os autovalores de A(-p) podem ser enumerados corno segue: 
r1 (-p) ::>: ... :;>: r,.(-p). 
Portanto, 
Notemos que, se essas :.aízes nunca se anularem, então seu número r será 
par, com r/'2 raízes estritamente positivas e 1)'2 raízes estritamente negativas 
(veja [Wl] e [L], pp. 178-182). 
Vamos agora ilustrar algumas das ídéias desenvolvidas aqui retomando 
exemplos do capítulo 1. 
No caso da equação das ondas a equação (2.2) nos dá 
Temos então duas raízes que se anulam identicamente, uma raiz estritamente 
negativa T(p) = -c ! p j e uma raiz estritamente positiva r(p) =c I p !· É 
fácil verificar também que a velocidade de propagação é constante e igual a 
c em qualquer direção p. 
Nas equações de ~1axwell (veja [Al], p. 297), \·amos considerar o caso 
de propagação de ondas em crist;~is, onde Ji é um múltiplo da identidade: 
J1. = p.0 I. Uma rotação dos eixos coordenados reduz E a uma forma diagonal: 
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Então a equação (2.2) nos dá 
onde 
P(p, r)= r 2[r4 - </;(p)r' +I p 1\,(p)] =O, 
</;(p) = ci(Pl + pl) + cl(Pl + pl) + cs(Pl + pl), 
'ij;(p) = c~c~pi + cic~p~ + cic3pâ, 
cl = ljp0 t:;, i= 1,2,3. 
Temos então duas raizes que se anulam identicamente, duas raízes estrita-
mente positivas e duas estritamente negativas. Quando c1 2:: c2 2:: c3 , as raízes 
positivas (negativas) tomam o mesmo valor se e somente se (/}(p) = 4pl/J(p), 
isto é) se e só se 
Isto significa que existe uma única direçào w0~o chamado eixo ótico do 
cristal~tal que r 1 (w0 ) = 7 2 ("-'o). Ao mesmo tempo nós temos, para as raízes 
negativas, 73( -w0 ) =r<~( -w0 ). 
A propagação de ondas eletrornagnét.icas no espaço vazio é um caso par-
ticular do exemplo anterior. Sua equaçào C<uacterística é dada por 
P(p, r)= r 2 [r 4 - 2c2 [ p [2 r 2 + c4 [ p [4 ] =O. 
Segue que existem duas raízes identicamente nulas, duas raízes estritamente 
positivas r(p) =c j p I e duas raízes estritamente negatims r(p) = -c I p ). 
Como na equação das ondas a velocidade de propagação é constante em 
todas a direções. 
As equações da rnagnetohidrodinâmica nos dão o polinômio característico 
(veja [A4], p. 36) 
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onde 
z A=~' r_,(p) = Ap3, 
1 (2.5) 
r±(P) = 7z (CA' + a'JI p t' ±V( A'+ a2)1 p t'- 4A2a21 p t'p~) '. 
Entã.o as raízes do polinômjo característico são 
r= O, r= ±r+(p), r= ±rA(p), r= ±r_(p). (2.6) 
A primeira destas raízes se anula identicamente, a segunda e a terceira se 
anulam somente para p = O e as quatro restantes se anulam para p no plano 
p3 =O que é evidentemente um conjunto de medida nula 110 R3 . 
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Capítulo 3 
Resolução do problema de 
Cauchy 
3.1 Introdução 
Neste capitulo resolveremos o problema de Cauchy para o sistema (2.1) 
através do uso da transformada de Fourier pro\'ando a existência da solução. 
Posteriormente utilizaremos o chamado método da energia para mostrar que 
o problema é bem posto no sentido de Hadamard, isto é, para dados iniciais 
numa certa classe existe uma única soluçào numa certa classe; além disso a 
solução depende continuamente dos dados iniciais. Ao final estenderemos a 
solução para uma classe de funções mais ampla. Cometeremos un1 pequeno 
abuso de notação escrevendo 
f E C;;' ao invés de f E [C;;'( R")]', 
ou 
o mesmo ocorrendo com outros espaços de função tais como S ou L2• 
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3.2 Existência da solução 
As fórmulas básicas que enunciaremos abaixo se aplicam diretamente às 
funções do espaço de Schwartz S, isto é, funções f E C 00 tais que, junta-
mente com suas derivadas de todas as ordens, tendem a zero, com I x I.......J. oo, 
mais rapidamente que qualquer potência negativa de I x 1. Cornos estamos 
inicialmente interessados em soluções de suporte compacto, vamos restringir 
nossos dados íniciaís ao espaço c: que, como S, é denso em L2• É claro que 
f E Cg" implica f E S. Então a transformada de Fourier de f é dada por 
A função f é obtida de J pela fórmula. inversa 
Uma das vantagens do uso da Transfonnadw. de Fourier é que ela trans-
forma a deri\'ação em relação a Xj em multiplicação por ipj. Assim se U(t,p) 
é a transformada de u( t, :1: ), o sistema (:?, 1) transforma-se em 
u, + iA(p)íi =o ( 3.!) 
onde 
n 
A(p) = LP;A;. 
)=1 
A condição inicial u(O,x) = f(,'r) transforma-se em U(O,p) = [(p). Seja 
{vi(P)} um conjunto ortonormal completo de autovetores de A(p) associado 
aos autovalores TJ(p). Tomemos 
íi;(t,p) = ú(t,p) · v;(P) e f,(p) = f(p) · v;(p). 
Então a equação (3.1) nos dá, através do produto escalar por Vj(p), 
Bíi, . ( )- ( 0 fJt + lTj p 'Uj p) = . 
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A solução desta equaçã.o que satisfaz a condição inicial íiJ(O,p) =::. }j(p) é 
Segue então que 
k 
il(t,p) =L fJ(p)e-'''iPI'v;(p). 
j=l 
Tomando a transformada inversa na última expressão obtemos 
Portanto 
u(t,x) = (2lr)-n12 r e''""ii(t,p)dp. }R" 
O procedimento usado para chegarmos à expressão (3.2) é puramente 
formal e carece de justificativa. Todavia, é mais fácil verificar díretamerite 
que (3.2) é uma solução do problema de Cauchy como faremos no seguinte 
teorema: 
Teorema 3.1 (Existência da solução) O problema de Cauchy para 
o sistema (2.1) com dado inicial .f E C[(' tem urna soh1ção u E C 00 dada 
pela expressâo (3.2). 
Prova. Lembremos que f E CO implica] E S. Logo, existem m E N e 
uma constante positiva C,. tais que 
~ Cm 
I f(p) léS (I+ I P ll'n. 
Também sabemos que as funções Vj(P) são mensuráveis corn I VJ(P) !=::. 1. 
Portanto o integrando em (3.2) é majorado por 
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e isto prova que a integral em (3.2) converge uniformemente em x e te define 
u(t,x) como uma funç.<io contínua. Provemos agora que u(t,x) é infinita· 
mente diferenciável. Lembremos que 
TJ(P) =I p I Tj(w), I w I= I. 
Seja 
M =rnax I Tj(w) 1. 
Temos então que 
=I r,(p) I" I p" li Jj(p) IS: I P I'M' I p" li f(p) IS: (1+ ~; IJ"', 
para um m conveniente. Isto mostra que as derivações em {3.2), sob o sinal 
de integração1 também resultam em integrais que convergem uniformemente. 
Fica provado assim que u(t, :.~.·),dada em (3.2), é de classe c= e as derivações, 
de todas as ordens, podem ser efetuadas sob o sinal da integral. Agora fica 
fácil ver que u( t, x) satisfaz a equação (2.1) e a condição inicial u(O, x) = f( x) 
completando assim a prova do teorema. 
A fórmula (3.2) mostra que ué a superposição de k ondas: cada uma das 
quais é a superposição~dada pela integração sobre o p-espaço-----das ondas 
planas 
Esta onda é um sinal que se propaga na direção p com velocidade Íi~?. 
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3.3 O método da energia 
Seja u urna solução de classe C 2 da equação (2.1 ), :r E Rn, t 2:: O. Fazendo 
o produto interno, dado em (2.3)) deu pela equação (2.1) obtemos 
n OU 
+ Lu' EAJ-;;-:- = O, 
j=l vx1 
donde 
=O, 
logo, 
Agora fazendo o produto interno da equação (2.1) por u obtemos 
u;Eu + 
donde 
portanto, 
u;Eu + 
n 5:1 " 
L uu E -A~ <u Ô:r' ) ;=I 'J 
n >l • 
'\' uu 
6 -B'u j=l éJ.Tj J 
Somando (3.3) e (3.4) encontramos 
=o, 
=o, 
=0. 
[j n í) 
01 1 uI~+ L )):-(u'B,u) =O. pot .r; 
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(3.3) 
(3.4) 
( 3.5) 
Doravante, por questão de simplificação, usaremos a notação ] . I para 
a norma j . !E dada pelo produto interno definido em (2.3). Esse mesmo 
símbolo é usado para denotar o valor absoluto) mas isto ficará claro no próprio 
contexto, não devendo causar confusão. 
Integrando a identidade (3.5) sobre o cone truncado no espaço ( t, x) dado 
por 
O :S t :S T, I x·- x·o I:S R- ct 
e usando o Teorema da Divergência obtemos 
f I u(T,x) l2dx - f I u(O,x) l'dx ~ Al'-xoi~R-cT Jlx-xoiS.R 
~- ],)1 uI' v, + u"B(v)u]dE 
onde E é o manto lateral do cone truncado ilustrado na figura (3.l)i 
(vt) v)= (vt. v1 , ... , vn) é a normal unitária exterior no manto; 
dE é o elemento de superfície. 
t 
T 
-------------,------... 
R 
xo 
Figura 3.1 
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(3.6) 
X 
Seja 
c 
Então temos que 
I u•B(I ~ 1Ju I =I u"EE-
1B(I ~ l)u I 
=I u"EA(I ~ l)u I 
=I (u,A(I ~ l)u) E I 
:S c(u, u)g· 
Concluímos então que 
I u·B(I: 1Ju I:S cl u 1'. 
Esta última desigualdade nos dá, sucessivamente, 
-cl u I' :S u"B( I : I )u, 
z " 
-c I v llttl :S u"l" I B(r;;j)u, 
I u 1',, -c I v li uI' :SI u l'v, + u"B(v)u. 
Portanto 
I u l'(v, -c I v IJ :SI u l'v, + u"B(v)u. (3.7) 
Vamos nos deter neste instante paret calcular o valor da expressão v1 ~c I v ) 
no lado esquerdo da desigualdade (3. 7). A superflcie do cone é dada por 
~(t,x)= lx-xo 1'-1 R-ct I' =0 
e a normal unitária exterior é 
k constante positiva de normalização. Entào 
I v 1=1 v"' I k e v, = "''"· 
Logo 
I v I= Zk I x- xo I e v,= 2ck(R- ct), 
donde segue que 
v, -c I v I = Zck(R- ct)- 2ck I x- x0 I 
= 2ck[(R- ct)- I x- "'o IJ 
= 2ck0 
=o. 
Então a desigualdade (3.7) nos dá, sucessivamente, 
O$ j)l u l'v, + u· B(v)ujd:S, 
O~- /,JI u j2 v, + u· B(v)u]d:S. 
Daqui e de (3.6) segue que 
j I u(T,x) l'dx l$-xo\:$R-cT - j I u(O,x) j2dx $O, jx-xoiS:R 
donde 
1 I u(T,x) [2dx !x-xoi<R-cT <f Ju(O,x)J 2dx. Jjx-xo\SR 
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(3.8) 
3.4 Unicidade e conservação da energia 
A integral 
[(u,I<,t) =i, I u l'dx = L u'Eudx 
é chamada a energia deu contida em K. Então a desigualdade (3.8) expressa 
o fato de que a energia de u no tempo T dentro da bola j x- x0 j:S: R- cT, 
não é maior que a energia no tempo t =O dentro da bola I x- x0 j$ R. Este 
fato tem implícações de grande importância como veremos a seguir. 
Teorema 3.2 Se u(O, x) = O na bola I x- xo IS R, então u(T, x) = O 
na bola I x- xo IS R- cT. 
Pl'Ova. Basta usar a desigualdade (3.8) e a continuidade da solução u. 
Corolário 3.1 Se um dado inicial u(O) x) = f(x) lern suporte compacto1 
digaraos 1 em I x- x 0 I S. R 1 então a solução tem suporte no domin'io 
D(xo,R)={(t,x): lx-xoiSR+ct, t>O). 
D(x0 , R) é chamado o dondnio de influência de j x- x0 )S. R (veja fig. 
3.2). 
t 
+-R-+ 
X o 
Figura 3.2 
·r 
_,)
X 
O corolário 3.1 nos leva a conclulr que os sinais não se propagam com 
velocidade superior a c. Para verificar isto, suponha que x seja a posição 
de um observador a uma distância d do suppf. Então para o observador 
perceber algum sinal ele deve esperar pelo menos o tempo T correspondente 
a x na equação I x- x0 !=R+ ct (veja fig. 3.3). Para t 0 <To ponto (to, x) 
estará fora do suporte deu e neste caso u(t01 x) =O, ou seja, o observador não 
perceberá nenhum sinal. Portanto qualquer sinal se propaga com velocidade 
vs~=c. 
T 
---- ----- ---- -------------- -------------
+-R-+ ..f..-d--1-
xo X 
Figura 3.3 
Teorema 3.3 (Unicidade da solução) Existe uma única solução do 
problema de Cauchy pam o sistema (2.1}. 
Prova. Suponha que u1(t,x) e uz(t,:r) sejam soluções de classe C2 de 
(2.1) com mesmo dado inicial u1(0,x) = u2(0,x) = f(x). Então u(t,x) = 
u1(t,x)- ·u.l(t,x) também é solução de (2.1) e satisfaz a desigualdade (3.8) 
com u(O,,:z:) =O e R,T arbitrários. Concluímos então que u(t,x) :=O. Por-
tanto, 
u1(t,x) = u2 (t •. r). 
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A desigualdade (3.8) expressa o fato de que a energia é nã_o crescente. 
Podemos melhorar este result.ado estabelecendo a conservação da energia da 
solução como enunciaremos no teorema seguinte. 
Teorema 3.4 (Conservação da energia) .4 energia associada com a 
solução u, de classe C2 , do sistema (2.1) é constante, isto é, 
r I u(t,x) l'dx = r I u(O,x) l'dx = r I J(x) l'dx = constante. JR,.. lw· lw· 
Prova. Suponha que o dado inicial f tenha suporte compacto, digamos, 
I x J:S R. Segue então que, para cada t 2: O fixado, a solução tem suporte 
compacto I x !s; R+ ct. Integrando a expressão (3.5) sobre o cone truncado 
I x I:S Ro + ct, O :S t :S T, 
onde Ro > R, e procedendo como na obtençào da ~xpressiío (3.6) encontra-
mos, 
r I u(T, x) l'd.T 
Jlxi$Ro+cT 
- r I u(O,x) /2 dx = 
}jxJ$Ro 
= -],)1 u l'v, + ti B(v)uJdi:, 
onde .E é o rnanto do cone truncado descrito acima (veja fig. 3.4). Como I; 
é uma superfície que não intercepta o suporte de u (pois Ro > R), então o 
lado direito da igualdade acima é nulo e obtemos 
donde 
r /u(T,x)J 2dx =r lu(O,x)l'dx. JR" Jn .. 
Como T é arbitrário concluímos que 
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f I u(t,x) l'dx iR• 
t 
r lu(O,x) l'dx f R• r I f(x) l'dx = constante. iR" 
(3.9) 
+-R-+ X 
xo 
Figura :3.4 
A lei da conse1Tação (3.9) implica que 
1111(1, .) li L, = 11 I IIL,· 
Esta igualdade nos permite concluir que a solução depende continuamente 
dos dados inícíais. Com os resultados obtidos a.té aqui demonstramos o 
seguinte teorema: 
Teorema 3.5 O problema de Cauchy para o sistema (2.1), com dado 
inicial f E Cff, é bem posto e a solução u é de classe c=; além disso, u é 
de suporte compacto em x para cada t. 
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3.5 Extensão da solução 
lembremos que para cada t 2: O fixado, u(t,.) E CQ e u(t,.) depende 
linearmente de f. Então é natural construírmos o operador linear 
U0 (t): Ct:' -1 C~, 
que associa a cada dado inicialu(O,.) =f, a solução 
u(t, .) = Uo(t)f, t? O. 
A família uniparamétríca {U0 (t),t 2: O} dos operadores lineares em CQ tem 
as seguintes propriedades, facilmente verificadas: 
(i) Uo(O) =I; 
(ii) U0 (t, + iz) = Uo(iz)U0 (tJ); 
Dizemos que a família {U0 (t),t;::: O} forma um semigrupo em CQ. 
A lei de conservação (3.9) é equivalente a dizer que o operador solução 
U0 (t) é unitário e nos permite estender os dados iniciais para todas as funções 
.f E L 2• Utilizaremos o fato de que o espaço L 2 é cornp]eto e de que CQ é 
denso em L 2• Seja f E L 2• Então existe uma sequência fi E CQ com 
lim 11 f- h li L =O. 
J-00 2 
Como 
segue que a sequência uj(t, .) = U0(t)h converge em L21 qualquer que seja t 
fixado. Também o limite 
u(t, .) '= lim U0 (i)f; 
;-oo 
não depende da escolha da sequência f): Se Yi E CO-.;, é outra sequência com 
9i -t f entào 
11 Uo(i)f;- Uo(i)g, li L, = 11 h- 9J llr, ~O. 
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Portanto, a construção acima define uma única função tt(t, .) E L2 para cada 
f E L,: 
u(t, .) = lim Uo(t)f;. 
J~OO 
A função u é chamada a solução genemli::ada do problema de Cauchy. Es-
creveremos 
u(t,.) = U(t)f, U(i): L1 --> L,, 
e chamaremos a família uniparamétríca {U(t),t 2: 0}, o semigrupo dos ope-
radores solução generalizada. Para cada t fixado, a construção acima nada 
mais é do que a este11são usual de um operador linear unitário densamente 
definido. Como veremos adiante, f ainda deve ficar restrita a um domínio 
adequado para que u(t, .) seja diferenciável no sentido generalíza,do. 
No próximo capítulo faremos um estudo do comportamento assintótico 
e distribuição da energia no caso das equações da magnetohidrodinârnica. 
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Capítulo 4 
Comportamento assintótico e 
distribuição de energia em 
magnetohidrodinâmica 
4.1 Introdução 
Neste capítulo estudaremos as equações da magnetohidrodinâmica, apre-
sentadas no capítulo 1, exemplo (iii), pp. 7-9. Estas equações são equivalen-
tes a um sistema do tipo (1.1), (2.1): 
Du 3 ôu 
oi + L A j Óx = o, 
J=l J 
( 4.1) 
onde u(t,x) é matriz í x 1 e Aj é matriz 7 x 7. 
Os resultados obtidos no capitulo anterior nos possibilita exibir a solução 
do problema de Cauchy para o sistema ( 4.1) com dado inicial f E L 2• No en-
tanto, por uma conveniência futura, daremos um novo enfoque no problema. 
Um caminho natural é colocarmos o sistema (4.1) como uma equação de 
evolução no espaço de Hilbert H= [L~(R3)( Então, (4.1) pode ser escrito 
na forma 
Ut = -ii\u 
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onde 
Fazendo uso da transformada de Fourier :F encontramos 
onde 
3 
A(p) =L A;p;. 
j==l 
Se definirmos o domínio do operador A como 
D(A) ={.f E H: A()J E H}, 
entã.o A será autoa-djunto [A2]. Logo o Teorema de Stone ([KJ, pASlss) nos 
garante que as soluções com energia finita elo sistema (4.1) são dadas por 
u(t, .) = U(t)f = e-"A f, f E D(i\). 
Convém obser\'ar que a exigência f E D(A) é necessária para assegurar que 
U(t )f seja fortemente derivável ([K], p. 481) e satisfaça a equação diferencial. 
É claro que U(t)f está definida para todo f E H, mas não é necessariamente 
deriváveL 
Seja P(p) projeção ortogonal de C''f no autoespaço de A(p) associada 
com T(p) e tornemos 
P =F'P(.)F, 
projeção ortogonal em H. Então, 
A(p) = LT(p)P(p), 
onde o somatório estende-se sobre os sete valores de P(p) e correspondentes 
valores de r(p). 
Como um operador em H, A(.) também é autoadjunto com domínio 
32 
.F[D(A)] ={f E H: A(.Jf E H). 
Ainda mais, A e A(.) são unitariamente equivalentes pela transformada de 
Fourier, que nos dá a resolução espectral de A: 
A= _F-1 A(.).F = y-l L r(.)Í'(.).F. 
Finalmente a solução pode ser escrita na forma 
que é exatamente a mesma soluçào que seria obtida pelos 1·esultados do 
capítulo anterior. 
Em nosso trabalho estudaremos o comportamento assintótico e a distri~ 
buição da energia apenas da parte da soluçâo 1 obtida acima, associada com 
os autovalores ±r_(p) (dados em (2 .. 5), (2.GL p. 14} e que escreveremos na 
seguinte forma: 
Ao final do capítulo faremos alguns comentários sobre o solução completa. 
O objetivo principal é obter uma solução aproximada para u_ ::o: u~+u:, 
a chamada função de onda assintótica. O próximo passo é apresentar alguns 
resultados sobre a distribuição assintótica da energia da solução u_. Para 
isto utilizaremos o método da fase estacionária bem como propriedades da 
chamada superfície de vagarosidade. 
:]:J 
4.2 A superfície de vagarosidade 
Para podermos estudar o comportamento assintôtico da soluçào 'u(t,x) 
do sistema ( 4.1 ), teremos que usar certas propriedades da chamada superfície 
de vagarosidade, definida a partir dos autovalores positivos ri(P) de A(p) 
([W2], p. 285): 
Si={pER" : ri(P)=l}. 
O nome superfície de vagarosidade é m.otivado pelo fato de que dado 
p E S, a velocidade de propagação da onda nesta direção é igual ao inverso 
da distância do ponto p à origem, isto é, 
] T(p) 
p ESse e somede se jpj = v(p) = TJ;T 
Lembremos que num meio anisotrópico a velocidade de propagação varia 
de acordo com a direção considerada. Ao contrário num meio ísotrópico 
a velocidade de propagaçã.o independe da direção. Então o formato de S 
caracteriza e é caracterizado pela anisotropia. do meio governado por ( 4.1 ). 
Podemos concluir eniã.o que um meio é isotrópico, se e somente se, as folhas 
de S são esferas concêntricas centradas na origem. Um exemplo que ilustra 
bem este caso é a equação das ondas tridimensional, onde a velocidade de 
propagação é constantemente igual a c e temos apenas um autovalor positivo 
c J p ]. Segue então que Sé constitui da de uma única folha: 
S={pER3 : c\p\=1}, 
que é, evidentemente, a esfera de raio ~· A equação elas ondas é um caso 
particular de sistemas ditos fortemente propagativos, nos quais cada auto~ 
valor de A(p) ou é identícamente nulo ou nunca se anula para p f. O. !\'este 
tipo de sistema, S será sempre lím.itada, pois dado p E S, p =! p) :..;, I w J::::: 1 
e então T(p) ::::: 1 é equivalente a r(! p I w) = 1. Como í é positivamente 
homogêneo então! p! T(w)::::: 1 ou seja 
3·1 
I 
7(w) = jp[' 
T(w) é contínua num compacto logo, assume máximo, digamos, T(w) :::; !11. 
Concluímos então que S é limitada. É fácil verificar que a recíproca é verda-
deira: se Sé limitada então o sistema é fortemente propagativo. Este tipo de 
sistema foi estudado de uma forma bem geral por \Vilcox em [\V2], bem como 
a superfície de vagarosidade associada. No entanto para sistemas simétricos 
hiperbólicos mais genéricos, S não é necessariamente limitada. Um exem-
plo disto sàos as equações da magnetohidrodinãmíca em que algumas folhas 
de S são ilimitadas. O estudo da. superfície de vagarosidade S associada às 
equações da ma.gnetohidrodinâmíca foi feito em detalhes por .Ávila em [A4]. 
Faremos aqui, uma apresentação dos resultados obtidos) sem nos determos 
em todas as demonstrações, porém, enfatizando o aspecto geométrico. Corno 
já observamos no capítulo 2, existem três autovalores simples positivos associ-
ados ao sistema ( 4.1) e que sabemos serem funções bem regulares de p. Segue 
então 1 que S é constituída por três folhas: uma folha limitada associada ao 
autovalor -r+(p): 
uma folha ílim.itada associada ao autO\'alor -r_(p): 
S_ = {p E R3 : L(p)) =I} 
e plano p3 = .i associado ao autovalor rA(p): 
Em vista de (2.5) e (2.6) vemos que estas três partes são superflcies de re-
volução em torno do eixo p3 , simétricas em relação à origem e ao plano 
P3 :;;;:: O. Estaremos interessados somente na folha S_ associada ao autovalor 
L(p). Tomemos p =I p I w = r;..J onde I w 1-= 1 e 1' >O. Vemos quepEs_ é 
equh·alente a r= _l_( ) . Sejam I = w3 e T_ W 
R= ~ e p = ar se A 2: a, 
(4.2) 
R= ~ e p = .4,. se a 2: .4. 
3.5 
Então r = =-'-( ) fica 
,_ w 
' 
p = p(<) = vz( R'+ 1- V(R' + 1)'- 4ll'•') -,_ (4.3) 
Consldere agora a cur\'a C no plano P2 ::::::: O em coordenadas polares 
Pt = pcosfJ, ]J3 = psín8, 
onde p = p(t) e sinO= I· Então, C fica 
( 4.4) 
Considere também a superfície de revolução 0 1 obtida pela rotação da curva 
C em torno do eixo p3 • Seja f}z a reflexão de n1 com respeito à origem e 
fL = !11 u 0. 2 (Figs. 4.1 e 4.2). Então, através de (4.2) vemos que 5_ está 
relacionada com fL por um fator de multiplica,ção, isto é, 
p E S_ ~ s = op E fL, 
onde a :=:. a se A 2:: a e a = A se a 2: A. Portanto, as propriedades de S_ 
podem ser recuperadas das proprieda.des de fL. 
Teorema 4.1 Suponha R> 1. A cuna C: p3 = p3 (pt),O :S p1 < oo, 
dada por (4.3) e (4.4}, tem inclinação crescente de p1 ::::::: O até um ce1·to 
ponto p1 = p~ > O, e decrescente para p1 > p~. Conc!-w'mos então que 
Po = (p~ 1 p3 (p~)) é o único ponto de injle:rüo de C. Quando p1 ---t oo a 
inclinação de C tende a zem e p3 ---t Jl + Az (fig . .f..l). 
Seja Z1 o círculo em D1 gerado pela rotação do ponto de inflexão P0 
em torno do eixo ]J3 (fig. 4.2). nl é composta, alêm de zh por uma parte 
limitada tendo Z1 como fronteira e que denotaremos por D.~ e uma parte 
ilimitada que denotaremos por Df. :\"o caso de D.2 temos decomposição e 
notação análogas (figs. 4.3). 
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Teorema 4.2 A curvatura Gaussiana de fL = 0 1 u 0 2 é positiva em 
n:: :::::f!~ U fl~J negativa em 0~ = nr U f!2 e nu/a nos CÚ'C1J!os Z1 e Z2 (fig 
p), 
Teorema 4.3 No caso em que R = l, a c·urva C é concava para todo 
p1 2' O e a supe1jície fL tem pontos angulares em (0,0,±1) e cuTvatura 
negativa em todos os outTOS pontos {fig. 4-4). 
( Para uma demonstração dos teoremas acima veja [A4], pp. 36-40 ) 
··~e: 
I' o 
L------------1', 
Figura 4.1 
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---~------ ------------~--
--- J-- Q! z,~-1-~z~ 
plano 
fjgura 4.2 
planl'l 
Figura -1.:3 
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Q_ 
Q_ 
r.' 
I!~ 
~a-
Figura 4.4 
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4.3 Uma nova representação das soluções 
Vamos considerar o caso R > 1. Relembremos que Z1 é o subconjunto 
de f1 1 onde a curvatura GaussiaJla. se emula .. Seja Z o cone 
Z = {p = Às : À E R, s E Z,} 
e 
Z"=ZU{p: Ps=O) 
(Claramente Z n !12 = Z2 é o subconjunto de n2 onde a curvatura Gaussíana 
se anula). Agora introduziremos o conjunto de dados f 
Sn ={f E H:/ E ]C;"'(R3)] 7 e supp f c R'- Z"). 
Evidentemente Sa é denso em Ji 1 pois z~ é de medida nula [\V2J. Sejam 
u~ eu: as contribuições deu associadas com os autovalores r_(p) e -r_(p) 
respectiYamente. O fato de S_ ser uma superfície regular, implica que a 
correpondência p {::=.} (..\, s) define um sistema de coordenadas nã.o singular 
em Jé3, baseado na folha 5'_ [\V2]. Como p E S_ Ç=.? .s = ap E fL, 
então r_(s) = cL Como r_(p) é homogêneo positivo de grau 1 temos que 
s · \lr_(s) = a. Portanto tomando p = ,\.s, .,\ 2:: O e denotando por dS o 
elemento de área em íL no ponto s E fL obtemos 
dp ~I \h_(s) ldSd.\. 
Notemos também que J32'(,\s) = P.!-(s), para.,\> O. Concluímos então que 
Podemos tratar u: de modo similar. Fazendo a mudança de variável p ........ -p 
e obsen'ando que P::( -p) = J32'(p) obtemos 
u:(t,x) = _1_' 1 e-i[eP-"-IPiifi:':(p)J(-p)dp. 
(2r. p [{3 
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Introduzindo coordenadas baseadas em fL obtemos: 
00 ~+ ~ 
u-(t x) =-"-r e'"".\ 2 r e_,,_,P_(s)f(-.\s)dSd.\ 
- ' (2~)Í lo lo_ I 'V'T_(s) I · 
Fínalmente1 fazendo a mudança de variável À -Jo -.\ 1 encontramos: 
u:(t,x) =--"--, jo e-'"·".1 2 r e.,,.,P+(s)f(.\s) dSd.\. (4.6) 
(2r.)' -oo ln_ I V'T_(s) I 
Somando (4.5) e (4.6) obtemos a contribuição ·u_ = u! + u: da solução 
devida aos autovalores ±r_(p) na forma 
onde 
J+ ~ ( ') " r ,,,I (s)f(As) v_ x, A = --, lc e I V' ( ) I dS, (2r.)' O_ T_ S ( 4.8) 
e f E Sn. 
As representações (4.7) e (4.8) serão usadas na próxima seção para ob-
termos o comportamento de u_(t,:r) quando t -Jo oo através do método da 
fase estacionária. 
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4.4 Aplicação do método da fase estacionária 
Estudaremos o comportamento assintótico de v_(x) .\) com ! x 1-t co 
usando o chamado método da fase estacionária. Na verdade este método nos 
dá uma expressão assintótica para v_(x,,\) quando I x j-t oo. De acordo 
com este método, a principal contribuição à integral em (4.8) é devida aos 
pontos s E fL onde a fase x · s é estacionâriat ou seja, os pontos s E fL 
onde a fase torna~se praticamente constante numa vizinhança destes pontos. 
Seja T} = I~ I para x i O. Então x · s será estacionária nos pontos s E fL 
onde a normal unitá.ria N(s) (A aplica.çào de Gauss de fL) é igual a 11 ou a 
-q. Para uma superfície limitada e convexa, dado 11 existe um único ponto 
s na superfície onde a fase x · s é estacionária. No caso da superfície fL a 
situação é um pouco mais complexa 1 como veremos a seguir. 
Quando 1V(s) percorre fL 1 a. direç.áo q da normal faz um ângulo com 
o eixo vertical de no máximo Ç, onde 9 é o ângulo cuja t.a.ngente é igual à 
indinaç.ão da CUlTa C no seu ponto de inflexão Po (veja fig. 4..5). Então, 
estarf:'mos interessados somente nos polltos J.' ~1 x )ry tais que 
1J • e3 . 
I li I I> cos 9, 1} CJ 
onde e3 é o vetor unitá.rio na. direção do eixo verticaL 1sto implica que 
I rys I> cos ~. 
É natural então introduzirmos o cone 
f={x=lxlry#O :l•isl>cosçl}. 
Sejam também 
E1 ={ryES1 •JEf,•ls>O) 
e 
(veja fig. 4.G) 
f/" 
' 
······-----~---···L· · ·/···---~---r·· fi; 
fl7 
plano 
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p, 
. 
. 
. 
. 
. . 
p,. p, 
plano 
. 
·. . 
. 
. 
. 
:r, 
r 
Figura .:L6 
Em vista dos resultados da seção 4.2\ é fácil ver que a aplicação de Gauss de 
!L na esfera unitária S 2 , isto é, 
'· n ~ - 'V( ) ---"'-..- 'V'T-(s) S' ]\ . sE - ry-' s - I x I - I 'h_(s) I E ' 
é injetiva quando restrita a cada uma das superfícies 
Além disso ela aplica 
n? sobre .El' 
n~ sobre I:!- {(0,0,1)}, 
D:~ sobre 2:: 2 , 
n~ sobre I:z- {(0,0, -1)}. 
Temos então que 
so = so(?J) E D:~ ~ 1] = N(so) E .E1 U I:2; 
E ( I:1 - {I O, O, I)}) u I I:, - {I O, O, -I)}); 
so( -ry) = -so(rl ); 
O método da fase estacionária foi apresentado por \Vilcox ( [W2J, pp. 
292~293) numa forma que é apropriada para nossa expressão (4.8) e que não 
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repetiremos aqui, mas aplicaremos diretamente na presente situaçã.o, sem 
demoustração. Notemos que se x ::f O está fora do cone r então não existe 
sE fL onde x ·sé estacionária. Ao contrário, se x =I x I 7J E f 1 x · s será 
estacionária nos pontos ±s0 = s0 (±ry) e ±s= = s00 (±7J). Além disso, 
so(±ry) ~ (0,0,±1) e s00 (±ry) ~ oo quando 17 ~ (0,0, 1). 
(veja as figs. 4.5 e 4.6) 
O método da fase estacionária nos dá uma expressão assintótica para 
v_(x, À) quando I x 1~ oo : 
' "' ' 
v:
00 (x,À) = 1• -+ . " . !
Osexdf 
I ,~' G'i·(±s)P (±s)j(±Às) ix·> I I r 
-
1
-
1
L., e sex= x 17E , 
X J2r.l H(s) li vr_(s) I 
( 4.9) 
onde L' significa a soma de dois termos, um com s = s0 = s0 (7]) e outro com 
s = $ 00 = se<:,(11); K(s) é a curYatura ela superfície fL no pontos; ,P(±s0) =i 
e ,P(±soo) = 1. 
Agora podemos estabelecer o result<ido sobre o comportamento assintótico 
de v_ ( x,).) que é necessário no estudo de u_ ( t, ;r). Aqui e no que segue C 1 
denota uma constante que depende de f 1 não necessariamente a mesma cada 
vez que aparecer. 
Teorema 4.4 Seja f E Sn e defina q(x, À) por 
v_(.T, .\) = v':'(x, ,\) + tC~(.t·, ,\) + q(.T, À), (4.10) 
onde v_ é a funçiio dada por (4-8) t v~x, {dada por (1,.9). Entiio existe uma 
constante C1 tal que 
I q(x,.\) I:S C'! I x l-2 , para lodo x i O. (4.11) 
Uma expressão para u_(t, x) correspondente a ( 4.10) é obtida substituindo-
se (4.10) em (4.7). Então 
4.5 
u_(t, x) = u:"(t,x) + u= 00 (1, x) + q1 (t, x ), 
onde, em vista de ( 4.9), 
{ 
0, se X" f, 
u±=(t,x) = 
- I! I I:' F_(±x· s- at,±s) se x =I x I '7 E r, 
e o perfil F_ é dado por 
F_(B,s) = a<P(s)P.:(s) joo é"f(!,s) I .11 d>.. 
V27r I K(s) li \?r_(s) I -oo 
( 4.12) 
(4.13) 
(4.14) 
Uma estimativa como (4.11) vale para q1 (t 1 x) como pro\'aremos a seguir. 
Teorema 4.5 Se f E Sn então t:l'isle mna constante C1 tal que 
(U5) 
Prova. Substituindo (4.10) em (4.7) encontramos 
(4.16) 
Notemos que a definição de Sn implica que supp J é um conjunto com-
pado que não intercepta o plano p3 = O e, em particular, não contém a 
origem. Segue disto e das propriedades de fL que existem constantes posi-
tivas Ct, C1 e -~1 tais que 
suppf c {p: c, <::1 P 1<:: c,J, 
A= {sE I}_: p =Às E suppf para algum>.) C {s: 1 :SI s I:S M). 
Consequentemente, se sE A e se tomarmos p = -\s com). tal que C1 <I À!< cJ!,A1, 
entã.o 
I A I< cJ/M =I As I< c1 
e 
I A I> c, =I !.sI> c,. 
Portanto, com sE A, o suporte de [().s ), como função de À, está contido no 
conjunto 
B ={,\E R: c,M-' :SI!. I:S C,). 
Logo, a integração em (4.16) é na verdade uma integraçã.o sobre B. Segue 
disto que 
e portanto vale (4.15), o que completa a prova. 
Provaremos agora que para t >O a funçáo u:00 (i,x) satisfaz uma desi~ 
gualdade corno (4.15) para q1(t,x). O significado disso é que u~(t,x) dá a 
principal contribuição para u_(t,:t) quando t >O e I x I é grande. 
Teorema 4.6 Dado f E S'n e;risle ·uma constante C 1 tal que 
Prova. Se X tf. r nada ternos a pl'O\'HL Suponha. ;r E r. o argumento 
usado na prom do Teorema (4.5) mostra que o integrando em (4.14) é zero 
se s fj. A. Se s E A, a integração é finita sobre o conjunto B. Em vista 
disto somente consideraremos s no compacto A. Como conscquência1 K(s) 
e j Vr_(s)! são limitadas longe do zero. Entào 1 escre\'endo 
,-,\ 6 1 3( e"\IJ) 
e = iO D!. 
e integrando por partes em (4.14) obtemos a estimatiYa 
Segue disto e de ( 4.13) que 
onde o último termo é ausente se rJ = (0, O, ±1 ). 
Sabemos pelo estudo da superfície fL que s0(11)·7J = s0-N(s0) assume seu 
valor mínimo b quando So pertence aos círculos zl ou z2. Mas s. 'Vr_(s) = a 
paras E fL. Então 
\7r_(s0 ) <Y so(~) · ~ = so · N(so) = s0 • I \?c_(so) I = I \?c_(so) I >O. 
Portanto b > O. Como t > O, temos que 
I x I so('l/) · 11 + ot >I x I b. 
Analogamente 
I x I S0 (1J) ·I}+ ot >I x I b. 
Concluímos então que 
I -=( l I c1 ( 1 1 u_ t,x S f;j bj;/ + bj;/ ), 
o que completa a prova do Teorema. 
Corolário 4.1 Dado f E Sn e.r.iste uma constante C1 tal qu.e 
onde 
2 I q,(t,x) IS C1l x I- Jhii'O toJo t >O t x 7' O. 
Notemos que (4.14) associa um perfll F_ para cada f E Sn. O perfil 
estendido F_ é obtido construindo 
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F~ (' ) = mp(s) I.\ I P:':(s)f(.\s) f _ ...-., s , E H, 
VI K(s) li \h_(s) I 
e tomando F_ como sendo a transformada inversa de F_. Quando f E Sn, 
F_ coincide com (4.14). Para maiores detalhes sobre a extensão dos perfis 
F_, veja o apêndice A. 
Em vista do corolário (4.1 ), u~(t, x) é a função de onda relevante no es~ 
tudo do comportamento assintótico de u_(t,x) para t -1- +oo. Estenderemos 
agora esta função usando os perfis estendidos F_. 
Definição 4.1 Dado f E H, definimos a correspondente função de onda 
assintótica u'::' por 
u00(i x) = { 
O se :c ~ r, 
- ) 1 ' JXl I: F_(.T. s- oi,s), se X =I.T I ry E r, 
onde F'_ é o perfil estet1dido e L' tem o mesmo significado que em (4.9). 
Na próxima seção mostraremos que a solução 'lL é assintóticarnente igual 
à função de onda assintótica, definida acima, no sentido de que a energía de 
suas diferenças tende a zero com t -+ +oo. 
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4.5 Convergência das funções de onda as-
sintóticas 
Nesta seção apresentaremos o seguinte teorema, que mostra, para t .........,. 
+oo, que u_ eu~ são assintôtica.mente iguais, no sentido da norma H. Este 
resultado justifica a denominação, para u::', de funçáo de onda assintótica. 
Teorema 4.7 Dado f E H, a função de onda u_(t, .) ~ U(t)P_f é 
assintóticamente igual a u~·(t,.) = U::O(t)f em. H 1 quando t-+ +co, isto é, 
(Daqui por diante usaremos a notaçã.o 11 . 11 para a norma Jl . llw Em algum 
contexto do trabalho poderemos utilizar a notação original sem perigo de 
confusão). 
Prova .. Vamos tomm· primeiramente, f E Sn- É claro que u_ E H e 
também u::' E H (apêndice B, lema B.l). Segue eJltão que 
q2(l,x) = u_(t,x)- uêO(l,.r) E H. 
Pelo corolário (4.1), temos que 
c1 I r/2(t,x) I:S I x I'' para lodo l >O e .x i O. ( 4.17) 
Agora, dado R > O, 
11 q,(t, .) 11 2 ~ j q,(t,xr Eq,(t,x)dx + j q,(t,xf Eq,(t,x)dx. 
lxi<R ixi~R 
Em vista de ( 4.17), dado e > O, podemos escolher R suficientemente grande 
tal que 
j -' q2(t,a·rEq,(t,x)dx < ~'. lxi~R ~ (4.18] 
Por outro lado, de acordo com os lemas B .. 3 e BA do apêndice B, fixado R, 
existe t0 > O tal que 
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t >to= f q,(t,xrEq,(t,x)dx <e;. 
Jlxi<R "" 
(4.19) 
Concluímos então, de (4.18) e (4.19), que 
t >to =>li q,(t,.) 11< e. 
Portanto, 
lim 11 u_(t, .) - u;"(t, .) 11= O, quando f E Sn. 
t-+oo 
Quando f é um elemento qualquer em H, não necessáriamente em Sn, 
basta usar um argumento de aproximaçâo. Para isto tome 
u_ (t, .) - u~(t, .) = T(t)f, 
ondeT(t) = U(t)P--1/':'(t). Como 1/(1) é um operador unitário e 11 1/;:'(t) IIS 2 
(apêndice B, lema B.2) então o operador T(t) tem norrna no máximo três. 
Dado e > O, tome ff!; E Sn tal que 
llf-f, II:S *' 
e tome t0 > O tal que 
11 T(t)J, IIS ~, pa.ra t > t0 • 
Então temos, para t > t0 , 
li u_(t,.)- u:C(t, .) 11=11 T(t )(f- f,)+ T(t)f, li 
S3ll f-f, 11 + 11 T(tJJ, IISe. 
Portanto, 
lim 11 u_(l, .) - u~(t, .) 11= O, com f E H. 
t-+IXJ 
O teorema (4.7) será fundamental no estudo da distribuição de energia, 
como veremos na próxima seção. 
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4.6 Distribuição assintótica da energia 
Lembremos que dado qualquer conjunto mensurável!{ C R3 , a energia 
de u_ em f{ no tempo t é definida pela expressão 
t:(u_,I<,t)~ f u_(t,,,rEu_(t,x)dx, )g 
É claro que &(u_J{,t) é menor ou igual à energia total: 
E(u_,K,t) :S t:(u_,Jf,t) ~ 11 u_(t,.) 11' 
~ 11 U(t)P_f 11' ~ 11 P_f 11' :SII f 11 · 
A energia deu_ é estimada trocando u_ por -u~. Isto é possível em virtude 
do seguinte lema: 
lema 4.1 Seja K(t) um co11j1mto meriS'Itl'ável q'ue pode depender de t, 
para t > t0 • Então 
E(u_,K(t), t) ~ f(u':', K(t), t) + e(t), ( 4.20) 
onde ê(t) tende a zero com t......, +oo, w11jormemente com respeito à famílía 
{I<(t)), 
' Prova. Como E(u_, f{(t), t) 1 é uma semi-norma, 
l l , I f(u_,]((t), t)' -f(u':',X(t), t)' I:S f(u_ -u':',K(t), i)', 
Também, 
' t:(u_- u':', K(t), t)' :SIIu_(t, ,) - u':'(t, .) 11 
e pelo teorema 4.7, esta última expressão tende a zero com t-+ +oo, inde-
pendente de K(t). Isto prova que 
l ' f(u_,H(t), i)'~ f(u':,J((t), i)' +1'(1), 
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onde 1p(t) ........,~O com t ........,~ oo. Então 
E'(u-, K(t), t) = E'(u<>Q, K(t), t) + >p(t)[<p(t) + 21:(u<>Q, K(t), t)], 
o que pro\'a o lema, pois E( u~, f{ (i), t) é limitada. 
O teorema seguinte mostra que a energia de ~L concentra-se no cone r com 
t ........,~ +oo. 
Teorema 4.8 Se K(t) n r= 01 então 
E(u_,J\(t), t)--+ O, quando t--+ +oo, 
uniformemente com Tespeito à famz?ia { J( ( t)}. 
Prova. Isto é uma consequência imediata ele (4.20) e do fato que u::'(t, x) = 
Q para X íÍ f. 
Em vista deste teorema, no cômputo ela energia de u_, para t grande, 
somente consideraremos os conjuntos I((t) C r. Lembremos que a superfície 
de onda JV é definida como sendo a recíproca polar com respeito à esfera 
unitá.ria da superfície de vagarosidade S ([\V2], p. 279); todo ponto p E 5 
gera um ponto 
N(p) 
W=, El-ll, 
A(p)·p (4.21) 
onde p--+ N(p) é a aplicação de Gauss de S. Agora, quando p percorre 8_, 
a expressào ( 4.21) descreve uma porção correspondente lV_ da superfície de 
onda. Em vista do fator de multiplicação o, podemos escrever (4.21) como 
_ GN(s) 
1 w- ,.( ) E 1\_, 
H S · S 
onde s percorre fL e s--+ N(s) = 17 é a aplicação de Gauss de fL. É fácil 
verificar que IV_ é a união de 
;I { aN(s) oo oo o} H_= w=. :sE .. _= .. 1 UI1 2 iv(s)·s 
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e 
W' = {w = aN(s) . sE il00 = fiOO u ll 00 } 
- "() . - 1 '. rv S • S 
O cone de onda é definido como sendo o conjunto 
tW_ = {x = tw: w E W_ e tE R}. 
Um dos principais resultados que estabeleceremos sobre a distribulção 
assintótica da energia é que, para t grande, a energia concentra~se no cone 
de onda. A idéia da demonstração é construir certo conjuntos B~s, que se 
aproximam do cone de onda e que concentram a energia. 
Introduziremos a seguinte decornposiçào de u_ (t, x ), primeiro para f E 
( 4.22) 
onde u~(t,x) é dado por (4.7) quando a integração em (4.8) é restrita a 
n::.; analogamente, u~(t,x) é dado por (4.7) quando a integração em (4.$) é 
restrita a 11::'. Introduziremos agora os cones 
C' = {p = Às : À E R e s E il~), 
C' = {p = .\s : À E R e s E il:::'}. 
Sejam x1(p) e x2(p) suas respectivas funções características, e 
Jl,(p) = Xi(p)i0_(p). i= 1. 2, 
p, =r Jl,(.):F. i= 1,2. 
Então a decomposição ( 4.22) pode ser extendida para todo f E H se definir-
mos: 
u~(t.x) = U(t)PJ, i= 1,2. 
A decomposição das funções de onda assintóticas çonespondentes é: 
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u 00 (t x) ~ 1100 ' 1 (1 x) + u 00 ' 2 (t x) 
- ' - , - '. ! 
onde u=::'1 e u:"'2 são as contribuições na definição (4.1) correspondentes a 
s0 (17) e s00 (7J) respectivamente. Isto significa que o teorema (4.7), o lema 
(4.1) e? teorema (4.8) permanecem válidos se trocarmos u_ por u~ e u:::' 
oo,• por u_ . 
Vamos introduzir agora os conjuntos 
B,(À,,À,) ~ {x =I X I 'I E r: aÀ, s X' so(~) s ctÀ,), 
então, em vista da. definição de IV~, vemos que 
Analogamente, em vista da definição de IV~, 
Se tomarmos, À1 < 1 < .\2 , então estas folhas B 1 e Bz são regiões em torno 
das folhas de onda l-V~ e lV~ respedívameiJ!.e. 
O seguinte teorema nos dá uma estimatiYa da distribuição da energia 
para u: eu:. 
Teorema 4.9 Seja .-\ 1 e .\ 2 constantes ou funções de t, tais que 
t + À1 S t + Ã1 S +co 
para todo t maior do que um cer·to t0 • Dados f E H, F_ perfil estendido1 
5ô 
u~ = U ( t)Pd e B,( t, ÁJ, !.,) = B,(t + !.1 , t + !.,), i = 1, 2, 
então, 
E(u~,B1 (t,!. 1 ,!.2 ),t) = ( 4.23) 
= f'' f F_(>.,s)'EF_(!,,s) ll\(s)\lc_(s) ldSd!. + <,(t) l>.1 lno_ a 
e 
l'(u:., B2(t, -\1 , .\2), t) = (4.24) 
onde t:1(t) e e2(t) tendem a zero quando t-----+ +oo, uníformemente com res-
peito a À1 e À2 • 
Prova, Em vista do lema (4.1), 
Usando coordenadas esféricas e procC"dcndo como na prova do lema B.l, 
obtemos, 
<>I<+À•,) 
t f, q- •otr1) 2 = · F_(x·s0 (ry)-ot,s)'EF_(x·s0 (ry)-at,s)dlxldS = ~ ,- <>!<+),,) ~~u~2 <r-•oUJJ 
1 J(t+'oll"•-1•11 a I x I • a I.T I • = F_(I'V ( Jl ot,s)EF_(Iv I 11 -at,s)lfl(s)ldlxldS= 0?_ (t+.\1 )1'\1-r_(s)j T_ S T_ S 
= t'' { F_(\s)"EF_(,\,s)l 1\(s)\?r_(s) ldSd,\, 
1>.1 lnr;. o: 
o que prova (4.23). A prova de (4.24) é ínteiramente análoga. 
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Corolário 4.2 Suponha que 
À;= À;(t),À1(t)-+ -oo,,\2(t)-+ +co quando t-+ +oo. 
Então1 para i= 1, 2, lemos que: 
lim E(u~,B;(t,!.,!.,),t) = l'(n~,ll3 ,0) = 11 P;J 11 2 
t~+oo 
Prova. Para. a demonstração usaremos o seguinte resultado (apêndice B, 
lema B.5): Dados f E H e F_ perfil estendido, então 
l'(u~,R3 ,0) = r r F_(!.,s)"EF .. (.\,s)l K(s)V'r .. (s) ldSd!. }Ria~ a (4.25) 
e 
E(u:.,R3 ,0) = r r F:_(,\,s)"EF .. (!.,s)l K(s)V'r..(s) ldSd!. JRJa~ a 
Em posse destas informaç.ões, basta aplicar o teorema anterior e a prova 
estará completa. O próximo corolário prova que a energia concentra-se nos 
. B' COUJUntos ;S. 
Corolário 4.3 Dados f E H e E > O, existem constantes .\11 ,\ 2 e t0 , 
À1 < O < .\ 21 tais que 
para todo t > to. 
Prow1. Faremos a proYa para 'i = 1 pois o caso i 
corolário 4.2 e o teorema 4.9 implicam que 
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2 é análogo. O 
Portanto, 
o que prova o corolário. 
Segue da definição de B 1 e B2 que 
B;(t,!-,,1-,) = U{HV.C: t + ),1 :<; >- :<; t + .\2 } 
= U{,l(tWc): 1 +f.:-:;;,:<; 1 +f.}. 
Logo, os conjuntos Bi( ( t, .\1 , .\ 2) são regiões em torno dos cones de onda t lV~ e 
que, quanto maior o valor de t, mais se aproximam dos cones de onda. Então, 
tendo em vista o corolário ( 4.3L a energia de ·u~ concentra-se próxima do 
cone de onda tlF~, tanto mais próxima quanto maior o valor de t. 
Corolário 4.4 Para qualquer conjunto mens-utável ]{e qualquer f E H, 
lim [(u_,K,t) =O. 
t-+oo 
Prova. Isto é uma consequência f<'ícil do lema B.3, apêndice B, quando 
f E 80 . No caso em que f E J--1, observemos que para t suficientemente 
grande, 
Em vista disto, é fácil ver que a energia deu~ em f{ pode ser feita arbitrari-
amente pequena com t grande. Portanto, o mesmo é verdade para u_, e isto 
prova completamente o corolário. 
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4.7 A solução completa 
Em nosso trabalho, restringimos nossa investigação à parte u_ da solução 
do sistema (4.1), correspondente aos autovalores ±r_(p). Também supomos 
R > 1 . Vamos contemplar os outros casos danda uma breve expl.icação 
sobre os mesmos, obtendo assim a solução completa. 
Consideremos as seguintes projeções 
Podemos decompor a solução u da seguinte maneira: 
u(t, .) = U(t)Pof + U(t)f'4! + U(t)P+f + U(t)P_J = 
= u0 (t, .) + tq(t, .) + u+(t, .) + u_(t, .). 
O primeiro desses termos é simplesmente P0f, a chamada solução estática ou 
não propagativa, que não depende do tempo e pertence ao núcleo do operador 
A. 
.-4s ondas de Alfvén. O segundo termo acima, consiste de duas partes, 
as chamadas ondas de Alfvén, 
u1(t, .) = U(t)Pj f e uÃ(t, .) = U(t)P;; f, 
de modo que uA = u! + UÃ. Usando a transformada de Fourier obtemos, 
pelo menos para funções suaves f: 
Isto nos leva imediatamente a 
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Analogamente, 
u;;(t,x) = (P4 f)(x 1 ,x;,x3 + At). 
As fórmulas acima mostram que u! e ·uA são ondas que se propa.gam com 
velocidade A, a primeira na direção positiva e a segunda na direção negativa 
de eixo x3 . 
A onda u+(t,x). A parte da solução correspondente a u+(t,x), associada 
aos autovalores ±r+(p), pode ser estudada por um procedimento similar ao 
usado no estudo de lL. A situaçiio agora é mais simples pois O+ é uma 
superfície limitada. Lembremos que a função de onda u':: introduzida na 
d fi · · 4 J t' d · l oo.l ~··' d I e mçao . , con .em OJS ermos u_ · e u_ , correspon en es aos pontos 
So E n~ e Soo E ll'::' respectivamente. Isto foi devido ao fato de que a 
curva C dada em (4.:3), (4.4), que gera a superfície fL, tem uma parte 
limitada que produz 0:~ e uma parte ilirnitada que produz fl::'. A superfície 
O+ por outro lado é estritamente limitada e então a aplicação de Gauss 
N: sE n+ ----t Tf = N(s) E 8 2 é estrüamente bijetiva. Como consequência, 
dado X=! X! TJ f o, existe um único pontos= s(1J) E n+ tal que /V(s) = TJ· 
Este ponto s(rJ) gera a função de onda <Jss-intótica uf associada com u+. A 
figura 4.7 ilustra os perfis de fL = D1 U D2 e D+, no ca.so R> l. 
O caso R= l. O caso R= 1 corresponde à situação na qual a velocidade 
do som e a \'elocidade ele Alhén A coincidem. !\este caso a parte n~ da 
superfície fL desaparece; ao mesmo tempo n+ permanece convexa e toca 
fL em dois pontos angulares. A figura :1.8 ilustra os perfis de fL e fl+, no 
caso R= 1. É f<ícil verificar que, u::' tem somente o termo u::'·2 , que ainda se 
anula fora do cone f. u~, por outro lado, se anula em r. Então, a passagem 
de R > 1 para R = 1 é singular no sentido de que perdemos não somente 
u::'' 1 , mas também u+ dentro do cone r. 
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Apêndice A 
Perfis estendidos 
A correspondência f.....-) F_ definida em (4.14) será-estendida agora para 
toda f E H, e o seguinte lema é uma preparação para isto. Para facilitar sua 
formulação é conveniente definir: 
P_(p) = P':(p) + P~(p) e p_ = P': + P~. (A.l) 
É óbvlo 1 que P_(p) é a projeção ortogonal do espaço C'[;; sobre o subespaço 
gerado pelo autovetores de A(p) associados com os autovalores ±r_(p), e p_ 
é uma projeção ortogonal em H. 
lema A.l Para toda f E Sn} o pe-rfill:'_ definido por (.{.14) satisfaz 
11 . I J\(s)vr_(s) I , F_(,\,s) EF_(,\,s) dSd>. = 11 P_f 11. R n_ a 
Prova. Com coordenadas baseadas na superfície fL obtemos: 
11 P:t f 11' = 11 P:t F 11' = r f(pr EP:t(p)/(p)dp = ln• 
Similarmente) procedendo corno na seção 3 do capítulo 4, encontramos 
G2 
(A.2) 
Colocando juntas essas duas últimas expressões e observando que 
11 P_J 11' = 11 ?.+Ju' + 11 ?:lu', 
obtemos 
IIP-!11'=1
00 
r f(.\s)"EP.+(s)ft,\s)l a!,; )ldSd!,. (A.3) 
-oo Jn_ \lr_ s 
Seja Ê'_(.\,s) a transformada de Fourier de F_(,\,s) como uma função 
da primeira variável. (4.14) mostra claramente que 
F_(!.,s) = a,P(s) I), I Pi(s)f(.\s). 
VI K(.s) li Vr_(s) I (A.4) 
Agora, esta expressão é usada para eliminar J(),s) em (A.3), e o resultado é: 
, 100 r - - I J,·(sJVr (s) 1 11 P_f 11 = -oolo_ F_(!.,srEF_(À,s) a- dSd!,. (A.5) 
Aplicando a fórmula de Parseval ttnidimensional, finalmente obtemos o re-
sultado desejado (A.2). 
A igualdade (A.2) mostra que o perftl F_ é um elemento do espaço de 
Hilbert 
- I ]{(sJVr_(s) I H(íL) =L,( R x íL,Ci;, dSd!.), 
a 
isto é, o espaço da funções definidas em R x fL, com valores em Cb, que é 
de quadrado integrável com respeito à medida indicada. Como um elemento 
deste espaço, o quadrado da norma de F_ é a expressão no lado esquerdo de 
(A.2). Segue de (4.14) que 
P_+F_(,\,s)= F_(!.,s) a.e. em RxfL, (A.6) 
e que o perfil F_ realmente pertence a um subconjunto de H(fL), nominal-
mente, 
Ho(íL) = H(íL) n {F_: (A.6) v·<de ). 
É fácil ver que 1!0 (íL) é um subespaço (fechado) de H(fL). 
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Em vista do teorema de Fubini, a norma de F_ como um elemento de 
H(n_) é a igual à sua norma como um elemento de L2 (R, h(!L)), onde 
h(íL) = L,(íL,Cb, I I\(s)'V'T-(s) ldS). 
Q 
Portanto, é possível fazer a identificação: 
H(íL) = L2(R,h(íL)). 
De modo similar, tomando 
h0 (íL) = h(íL) n {F-(s): F:' F(s) = F(s) a.e. em íL}, 
faremos a identificação: 
Jf0 (íL) =L,( R, h0 (íL)). 
O próximo passo é estender a correspondência f --+ F_, definida em 
(4.14) para f E Sn, para todo f E H. O procedimeJlto consiste no seguinte: 
dado f E H 1 construímos fr_ por (A.4), isto é, 
- a~•(s) I,\ I fi+(s)](,\s) 
F_(,\,s)= I ,para/EH 
y I H(s) li \?r_(s) I 
(A.7) 
Então a prova do lema A.l permanece válida até (A .. 5) e implica que ft_ E 
H0(fL) = L 2 (R, h0 (fL)). Finalmente F_ é definida como sendo a trans-
formada de Fourier inversa de F_ em L2(R, h0 (fL)). É fácil ver que F_ 
assim definida coincide com a F_ de (4·.14) quando f E Sn e que ela satisfaz 
(A.2),isto é, 
k 11 F_(!:,-) 11;,1oj-' = 11 P_f llin para todo f E H. (A.8) 
Então, construímos um operador linear 
L: H~ H0 (íL) = L,(R,ho(íL)) (A.9) 
tal que 
J_f =F_ para todo f E H. (A.JO) 
Este operador é uma isometria como mostraremos a seguir. 
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lema A.2 O operador]_ de (A.9), ( A.JO) é uma isometda parcial com 
conjunto inicial P_H e conjunto final H0(fL). 
Prova. (A.S) implica que 
e isto prova que J_ é uma isometria com conjunto inicial P_H. A prova de 
que H0(fL) é o conjunto final é um pouco longa e omitiremos em nosso tra-
balho. Ao leitor curioso em conhecer o restante da demonstração, remetemos 
a ([A4], pp. 48~50]. 
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Apêndice B 
Lemas do capítulo 4 
lema B.l Para todo f E 11 e tE ll, 
·u:='(t, .) E H e 11 u:='(t, .) li H :S 211 F_ llu,(n_r (B.l) 
P 1, I I r 00' 00' 'b . - 00 rove., omemos x = x fJ E e u_' , u_' as contn tuçoes a u_ 
na definição 4.1, correspondentes as= s0(17) e s = s00 (1J) respectivamente. 
Usando coordenadas esféricas, 
x =I x I r;,dx =I x l'dS'd I x I, 
e levando em conta e definição 4.1, Yemos que 
onde dS2 é o elemento de área na esfera unitária e I: 1 e :E 2 são as porções 
da esfera unitária introduzid<<S no capítulo 4, seção 4. Usaremos a corres-
pondência s0 <:-+ 11 desta mesma seção 4, que transforma a integral sobre 
E1 u E 2 em integrais sobre O~ = n~ U D~. Denotando por dS o elemento de 
área em D~ e observando que dS2 = H(s)dS, 
VL(so) a I x I 
x · so(•l) =I x I 'I' so(ry) =I x I so ·I vr_(so) I -"I V;;T-"_7-(s-';o)"l 
Sabemos que 1 ~! s l para s E fL, logo, 
66 
11 n::''1(t,.) u;, ~ fo00 fo~ F_(l ~)_(si) I- at,s)"EF_( I~)_()) 1- at,s) I I<(s) I dSd I' 
~ J":,J0~ F_(À,s)"EF_(,\,s)l K(s)~r_(s) ldSd,\ 
< foo f, F(.\ s)"EF (.\ s)l K(s)'Vr (s) ldSd.\ -11 F 11' 
- -oo íl~ - ' - ' O: - - Ho(fL)' 
O mesmo procedimento pode ser usado para mostrar que 
00, ' /_ 00 r I K(s)Vc_(s) I , i!u_·(t,.)IIH~ _,,Jn~F-(>.,s)"EF_(,\,s) a dSd>.~IIF-IIH,tn-)· 
P dd 00 ooloo1] ]']' d']d ortanto, es e que u_ = u_ ' + u_' , o ema segue c as u t1mas es1gua a-
des. 
lema B.2 Seja U::'(t) o operador linear em H definido por U::'(t)f = 
u:"'(t,.). Então 11 U~(t) IIH ~ 2. 
Prova. Consequência imediata dos lemas B.l e A.2. 
lema B.3 Se f E Sn e R> O, então 
E(u-,BR,t) ~ j u_(t,x)"Eu_(t,x)dx ~O, quando t ~ oo. (B.2) 
lxi:SR 
Prova. Quando f E Sn e v_(x, .-\)é considerada corno uma função de.,\, 
seu suporte é o compacto B. Portanto, escrevendo 
. 1 De -ia.\t 
-e-w.\t = -=,--
iat ÔÀ 
e integrando por partes, encontramos 
1 . J 
u_(t x) = -- r e-'""-(.\1 v_p, . .\))d.\ 
' iatla {))., ' ' 
da qual obtemos a estlmatiYa: 
I I CJ . . . s -.t u_(t, x) ~ jtj' pa~a todo' E R e t r O. 
O resultado procurado (B.2) é um consequência imediata desta estimativa. 
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lema B.4 Se f E Sn e R > O, então 
E(u:::\BR,t) = j u':'(t,x)"'Eu=:(t,x)dx ...-.tO, quando t ...-.t oo. (B.3) 
{xi5R 
Prova. Provaremos (B.3) separadamente para as funç,ões u::'.l e u':'·2 
introduzidas na proYa do lema B.l. Com cálculos similares aos usado no 
lema B.l encontramos: 
E(u'::·',BR,t) = r j-"+,,:_~' 11 F_(,\,s)"EF_(,\,s)l K(s)\lr (s) ld,\dS. k~ -• a 
(B.4) 
1v1a$, com sE fL, 
a= s · Vr_(s) :SI s li Vr_(s) 1-
Por outro lado, como f E Srh na superfície integral anterior, s E A Logo 
1 ~~ s ):5 .U. Portanto, 
=-'l,_. == M ~ <-
1 Vr_(s) I - cc' e então 
aR 
-oi + < -cd + M R. I Vr_(sJ I -
Com esta última desigualdade e 1 ::;1 s ), (BA) fica 
Evidentemente, esta última integral tende a zero quando t -..t oo, o que proYa 
o resultado desejado para u~'1 • 
A prova para u:::''2 é análoga. Fiualmente desde que E(u, BR, t)~ é uma 
. oo oo 1 = 2 I . d I . 'I · sem1-norma e 1C = u_' + u_' , a cone usa o o ema e o WJa. 
lema B.5 Dado f E H, seJa F_ 
Então, 
]_f eu~ = U(t)P;],i = 1,2. 
E(u:.,R',O) = r r F_(.\,s)"EF_(.\,s)l K(s)\lr (s) ldSd.\ (B.5) iR lnr:_ a 
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e 
Prova. Se tornarmos P~ ::o;: ]_P1f, então o lema A.2nos permite escrever: 
&(u~,R',O) = 11 Ptf 11~ = 11 F~ ~~~o(n-r (B.7) 
Agora, de acordo com a definição de J_, a construção (A.7) mostra que: 
F~(!.,s) = o,P(s)P_+(s)(N)(-\s) I À I 
VI Jí(s) li vr_(s) I 
De acordo com a definiçiw das projeções P,-(p) dadas no capítulo -1, seção 6, 
a expressão acima é zero para s E 0::', donde obtemos, 
F~(_\,s) = a,P(s)P_+(s)P_(Às)l(Às) I À I, se sE n~. (B.S) 
VI K(s) li vr_(s) I 
Lembremos que P_(>.s) = P!(-\s) + P::(>-s) e que em qualquer caso, À> O 
ou À< O, vale 
Portanto, f_ (.As)= J3!"(s) + P:(s). Como consequência, 
P:'(s)P_(!.s) = P:'(s). 
Substituindo isto em (B.S) e lembrando (A.7) encontramos, 
_ { F_(,\, s) 
F~ (À, s) = 
o 
sesEO~, 
sesE!1::'. 
Então, o resultado desejado segue pela aplicação da relação de Parseval em 
L2 (R,h0 (fL)) = H0(fL) e pela expressão (B.7). A demonstração da igual-
dade (B.6) é inteiramente análoga, e portanto, a prova do lema está completa. 
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