Regression model
Estimation of n β , the column vector of regression coefficients, involves two steps. First, we solve the unconstrained least squares regression problem: Figure  S1 .
Figure S1: Inferred regression surface for one biological sample The black points indicate the measured values (FSC on x-axis, SSC on y-axis and FL on z-axis) for all cells (events) in this biological sample. The colored surface represents the regression surface, which is computed by evaluating the inferred regression model across a fine grid of points in the two dimensional FSC/SSC space. The color of the surface is indicative of its height, with low to high ranging from blue to red. In the four panels the same regression surface is depicted from different angles. The lower-right panel depicts a view from above.
Not surprisingly, the regression surface shows 'wild' (or better: 'uncontrolled') behavior in areas where there are no data points in the two dimensional FSC/SSC space. (In Figure S1 , these are the areas, where there are no or hardly any black points.) This is due to the fact the regression model minimizes the distance between the surface and the measurement points (represented by the summed squared error between the model and the observations in the formula above). In areas where there are no or hardly any measurement points, the height of the regression surface will not affect the error and is therefore uncontrolled, often exhibiting large fluctuations. For example, in Figure S1 the regression surface decreases very quickly in the sparse regions of the two dimensional FSC/SSC space. It could have equally likely shown a sharp increase or another type of 'exotic' behavior. To be able to compare across all biological samples in an experiment, we compute the average fluorescence expression of a biological sample by applying a weighted average of the regression surface across the complete two dimensional FSC/SSC space. (See Methods Section Step 4 in the manuscript.) This allows us to sensibly compare between biological samples that show no or only a small overlap between the measurement points in their FSC/SSC space, i.e. biological samples comprised of cells with very different physical properties in terms of cell size and granularity. However, averaging across the complete two dimensional FSC/SSC space requires a stable and sensible estimate of the regression surface even in the areas where there are no or hardly any measurement points. Otherwise, the large fluctuations of the regression surface in these sparse areas will have a large (and indeterminate) effect on the average fluorescence intensity.
Therefore, in the second step we solve the same least squares regression problem, however with some constrains to ensure a stable regression surface across the entire FSC/SSC space. These constraints guarantee the monotonicity of the regression surface. Below, we explain in detail how we construct these constraints and how they help to achieve a stable regression surface.
The constraints are based on the assumption that there exists a monotone relationship between cell size (as measured by FSC) and fluorescence intensity (as measured by FL) as well as between cell granularity (as measured by SSC) and the FL. That is, if we observe that big cells have a larger FL than small cells, we assume that even bigger cells (not present in the biological sample) will have an even larger FL (or at least not a smaller one). The same assumption is made with respect to cell granularity. Although for most biological samples it will be the case that indeed larger and more granular cells have a higher intensity, we determine the direction of this correlation for each biological sample independently.
Based on the regression surface of the unconstrained model, we evaluate the correlation between FSC and FL as well as between SSC and FL in dense areas, where we know the regression surface makes sense. Specifically, we first perform a kernel density estimate to determine the density of the cells in the two-dimensional FSC/SSC space for the biological sample in question (see Methods Section
Step 2 in the manuscript). Then, we select the highest density region(s) that comprise 50% of the complete density. (The volume under these regions sums up to 0.5). For these regions we compute the correlation between the regression surface and the FSC and also between the surface and the SSC. These correlations indicate whether the FL increases or decreases with FSC (positive or negative correlation, respectively) and also whether the FL increases or decreases with SSC. This determines the directions of the monotonocity constraints applied to the complete regression surface in the constrained regression model. After these monotonicity directions have been determined, it is easy to see that one of the four corners in the two-dimensional FSC/SSC space will have to have the highest value of the regression surface, and the opposite corner the lowest value. For example, assuming that a larger FSC and a larger SSC lead to higher FL (as will be the case for most biological samples), the upper-right corner, where we have the largest value of both FSC and SSC, should have the highest value of the regression surface. See Figure S2a . The monotonicity constraints are implemented by using an evenly sampled grid in this space and demanding that the surface height of adjacent points comply with a 'greater than or equal' (≥) (i.e. monotone) relationship. In Figure S2b the blue arrows depict these constraints. Again, in this illustration we assume that a larger FSC and a larger SSC lead to higher FL (as in Figure S2a ), such that the upper-right point has the highest surface value. All arrows are pointing either to the right or upwards, indicating that if either the FSC or SSC increases, the surface cannot decrease, but either remain the same or increase as well. In Figure S2b , the grid consists of 25 (5 by 5) grid points, which leads to 40 (2x5x4) constraints. In the current implementation the grid consist of 64 (8 by 8) leading to 112 (2x8x7) constraints. Note that the regression surface is not perfectly monotone per se (as in isotonic regression (Barlow et al, 1972) ), as there can be non-monotone fluctuations of the surface in between these grid points. However, these fluctuations are very minor in practice. Figure S3 shows the regression surface after applying the constrained regression model for the same biological sample as in Figure S1 . It is evident that the regression surface is now monotone and shows stable behavior across the complete FSC/SSC space. After applying the constraints, the regression coefficients in n β are in general smaller for the higher order terms and the interaction effects than in the unconstrained model, indicating the constraints regularize those terms that can easily lead to highly fluctuating behavior. Figure S4 and S5 (similar to Figure S1 and S3) depict the results before and applying the constraint for another biological sample. 
Analysis of different regression models
We performed an elaborate comparison between different regression models. These models were characterized by three different properties:
The setup of the design matrix
Three different matrices were used, i.e. (1) the design matrix as given in Step 3 in the Methods section of the main text, (2) the same matrix however using inverse terms instead of square root terms and (3) a simple linear model that only includes the FSC and SSC as linear terms.
The use of constraints
Regression models with and without monotonicity constraints were evaluated.
The average fluorescence intensity
The average fluorescence intensity (AFI) was computed as the weighted average of the regression surface as given by n a in
Step 4 in the Methods section of the main text, or, as the offset value of the regression model, i.e. the regression coefficient assigned to the column of ones in the design matrix.
Combinations of these properties led to twelve different regression models. These regression models were run on the 5883 biological samples of Dataset 2 as described in the Dataset description in the Methods section of the main text. The performance of these twelve models was evaluated using three different criteria:
Number of significant regression coefficients
Amongst all 5883 biological samples we counted the number of times that a regression coefficient was a significant predictor. A term was called a significant predictor is its regression coefficient significantly differed from 0 according to a Ttest with p<10
.
Explained variance
The amount of variance in the fluorescence that could be explained by the FSC and SSC was computed for each regression model for all samples in the dataset. This is the same analysis that is presented in Results Section "The regression model as a tool to study population variability".
Robustness and reproducibility
The AFI and the distribution of fluorescence values compensated for FSC and SSC by the regression models, i.e. n z in Step 4 in the Methods section of the main text, were compared between:
 Replicates Dataset 2 consists of triplicate measurements. We looked at the AFI and the FL distribution after regression within these replicate sets. We counted the number of times that all AFIs within a replicate set differed less than 10% from the mean AFI within the set. Also, we computed the L1 distance between the FL distributions after regression of all pairs within each replicate set. This distance is abbreviated by "DIS" from now on. DIS is a number between 0 (identical normalized histograms) and 2 (completely non-overlapping normalized histograms). This distance was also used in Results Section "Comparing biological samples without overlap in cell size and granularity". We counted the number of times that all pairwise distances in the replicate set were smaller than 0.5. These numbers present a measurement of the reproducibility in a replicate set for the different regression models.
 Artificial sample split-up using principal components Each of the 5883 biological samples was split into two samples in two ways, i.e. (1) using the first principal component in the two-dimensional FSC/SSC space, and (2) using the second principal component. Such a pair of samples was then treated as one experiment and analyzed using the regression models. The AFI and DIS of these two samples were compared to those of the original non-split sample. This is the same analysis that is presented in Results Section "Comparing biological samples without overlap in cell size and granularity". We counted the number of times that the AFI of both split-up samples differed less than 10% with the AFI of the non-split (original) sample. Also, we counted the number of times that DIS between both split-up samples and the non-split sample differed less than 0.5. These numbers present a measurement of the robustness for the different regression models.
The results of these analyses are graphically summarized in Figure S6 .
Figure S6 Comparison of twelve regression models
The "Model" columns in the figure describe the twelve regression models using the three properties mentioned in the text above. From these results we can make the following observations:
1. From the "Terms" column:  In general, the linear terms are more often significant than the interaction terms and the higher order terms.  The FSC has a larger influence on the FL than the SSC given the much larger number of significant FSC coefficients.  The use of monotonicity constraints decreases the number of higher order terms. This was expected as the regression surface is less uncontrolled (as explained above).  Note that the upper six models (Density weighted regression surface) and the lower six models (Offset) are identical in terms of significant regression coefficients. 2. From the "Variance after regression" columns:  The linear model (L) can explain less variance than the more complex models R and I. This indicates that the effect of FSC and SSC on FL cannot be simply captured by a linear model. (This agrees with visual inspection.)  The use of monotonicity constraints only marginally affects the ability of the regression models to explain the variance in FL.  Note that the upper six models (Density weighted regression surface) and the lower six models (Offset) are identical in terms of explained variance. 3. From the "AFI/DIS comparison" columns:
 Use of the "Offset" instead of the "Density weighted regression surface" dramatically deteriorates the robustness and reproducibility of the regression model. This result was anticipated: The offset is actually the value of the regression surface at FSC=0 and SSC=0. Since there are no cells with these values, the regression surface can behave in an uncontrolled fashion at this coordinate in the FSC/SSC space, apparently even if monotonicity constraints are used. The AFI based on the "Density weighted regression surface", which represents the samplespecific FL value of an 'average cell' in the complete set of samples provides a much more reliable statistic.  The benefit of the monotonicity constraints becomes apparent when the samples are split up according to the second principal component. In that case the two split-up samples have widely different morphological characteristics, i.e. one group has small FSC and SSC; the second has large FSC and SSC.  There is no difference in performance between the R model (with square root terms) and the I model (with inverse terms). The R model (used for all analyses in the main text) was initially selected based on the visual inspection.
The MATLAB code that is added as supplementary material allows the user to easily change the design matrix terms and the use of monotonicity constraints. (Ramsey et al, 2006) . Each panel represents the normalized histogram (using 50 bins) of the GFP intensity averaged across three replicates at time points 1, 2, 4, 5, 6 and 
Sampling of the cells
A main distinction between applications of a regression model rather than a traditional gating approach is the fact that gating is subjective and discards many cells, while the regression model developed here retains most cells. This factor can become very relevant when the number of cells in a biological sample is small. Therefore, we analyzed how the coefficient of variation and the shape of the transcriptional noise distribution are affected when the number of cells in a biological sample is reduced.
Figure S9 CV and FL distribution after reducing the number of cells in a biological sample a. The blue polygon represents the median and the interquartile range of the relative difference between the 'correct' CV based on all cells and the CV based on a reduced subset (x-axis). These values are computed across all biological samples in the dataset and across the five repeats. The red polygon represents the relative difference in CV when using the regression model. b. The blue polygon represents the median and the interquartile range of the L1 (absolute) difference between the 'correct' empirical density and the density of the FL intensities based a reduced subset (x-axis). These values are computed across all biological samples in the dataset and across the five repeats. The red polygon represents the absolute difference when using the regression model. The empirical densities were computed by binning the FL intensities using 50 bins, followed by normalization, such that the bin frequencies add up to one. The absolute differences range from 0 (identical densities) to 2 (completely different densities).
Similarly to the section "The regression model as a tool to study population variability" in the main manuscript, gating was performed for each biological sample individually by centering a circular gate at the highest density location in the two-dimensional FSC/SSC space. In this experiment the gate size was fixed such that it contained 750 cells. This number corresponds to a gate containing between 2.5% and 5% of the cells in the biological sample. As demonstrated in the main manuscript, this gate is able to remove most of the variability due to cell size and granularity. (Also, 750 was the average number of cells retained after gating in the large study of Newman et al. (Newman et al, 2006) ). Using these 750 gated cells in each biological sample, the coefficient of variation (CV) and the empirical distribution of the fluorescence intensities were computed. In this experiment, it was assumed that these were the 'correct' CV and distribution.
Then, the number of cells was reduced by performing random sampling without replacement. Specifically, ten different sampling factors were used, such that subsets were created that contained between 0.1% and 100% of the cells in a biological sample. The size of the gate was kept the same, so in general fewer cells would be in the gate. For these cells the CV and the FL distribution were recomputed. The complete resampling experiment was repeated 5 times (for all biological samples individually). The same experiment was performed using the regression model. Figure S9 demonstrates that the regression model yielded much better estimates of the CV and the FL distribution when fewer cells were present in the biological sample. The CV and FL distribution could not be determined for subsets containing only 0.2% and 0.1% of the data, simply because in most cases there was no more than one cell left in the gate. Tables T1 and T2 list the sizes of the sample subsets (in %) for cases where regression and gating have the same accuracy (i.e. the same interquartile range of relative difference from correct CV or absolute difference from correct density). From these numbers it is clear that at least 10 times fewer samples are needed to arrive at the same accuracy for the regression model when compared to the gating.
Although these results may seem straightforward, it is important to emphasize that the regression model produced decent estimates in situations where the gating approach would be entirely ineffective, thus demonstrating a considerable advantage in applications where only few cells can be analyzed. Table T2 : Sizes of the sampled subsets (in %) for both the gating and the regression for a set of absolute differences from the correct density
Intrinsic and extrinsic noise analysis
The variance of the population reflects biological noise, which can be decomposed into its extrinsic (cell-to-cell variability) and intrinsic (variability within the cell) sources2. However, the effect of cell size and granularity confounds the measure of extrinsic noise. For example, extrinsic noise decreases with the gate size. This reduction is observable up to a certain gate size, where cells become sufficiently uniform that their expression is no longer dependent on size and granularity. The remaining cell-to-cell variability is the true extrinsic noise ((Colman-Lerner et al, 2005; Newman et al, 2006; Volfson et al, 2006) ). Intrinsic noise remains constant for all gate sizes, as it does not reflect cell-to-cell variation. The proposed regression model aims to remove the variation due to cell size and granularity. Thus, it should provide the true extrinsic (and intrinsic) component(s) of noise or, in other words, the values obtained with an infinitesimal gate.
This assumption was tested by comparing the protein quantity of two reporters under the control of the same promoter using a twocolor assay (Elowitz et al, 2002 ) (Methods section; Dataset 3). The intrinsic noise during protein production can be calculated as the difference in protein quantity between the two reporters in the same cell and the extrinsic noise as the variation in abundance of each reporter among all cells, assuming that the two reporters will have the same rate of degradation, which some experiments already point out (Laxman et al, 2010 ).
Intrinsic and extrinsic noise were computed using the regression model and several gate sizes. In agreement with (Newman et al, 2006) , the variability due to cell size and granularity accounted for most of the variance in the ungated sample and it decreases dramatically as the gate becomes more restrictive, reaching a plateau for the very small gates. The extrinsic noise component obtained with the regression model is similar to that of the smallest gate attainable (true extrinsic noise). The values of the intrinsic noise were the same for all gates and for the regression model, indicating that the regression model performs robustly for both fluorescent channels ( Figure S10a) . Moreover, the standard deviation of the extrinsic noise across replicates increased as the gate became smaller ( Figure S10b ). This exemplifies that smaller sample sizes lead to less accurate statistics. The regression model, by contrast, provides an excellent estimate of transcriptional noise (extrinsic and intrinsic) without compromising statistical power.
Figure S10 Determining intrinsic and extrinsic noise components using gating and the regression model. 
Effect of regression and gating on a cell cycle dependent gene
Gating and the regression present a major difference when applied to genes whose expression correlates with cell cycle. Cells become bigger and more granular as they progress from G1 to S and G2. As a consequence a gene expressed specifically in one of these phases will show a distinct behavior across the FSC/SSC space. We have studied this scenario by analyzing Hhf2, a histone sensitive to cell cycle (Pramila et al, 2006) . Indeed, spectra from of a GFP tagged chimera of this gene show a bimodal distribution of low and high expressers ( Figure S11 ). The FSC/FL1 density plot corroborate that these two populations are not equally dispersed in the FSC dimension: low expressers are smaller than high expressers ( Figure S12 ). When a circular gate with 5% of the cells is applied, only low expressers remain (i.e. cell cycle phase G0 or G1). Therefore, to remove the effect of cell size and granularity a gate discards one of the subpopulations, thereby biasing the results. The regression model, in contrast, compensates for the morphological variance and produces a unimodal distribution centered around the mean intensity of the original distribution. This is the effect of compensating for cell size and granularity, which, in this case, correlate with cell cycle. However, it is still a valid approach, since it contains the information of all the cells. In particular, the model will provide the average behavior of both populations. Gating, in contrast, will characterize one of the populations, but will ignore the other, biasing the results towards the selected population. Both approaches, then, lack the ability to represent the full complexity of the expression profile of this gene.
Results from gated data are significantly less reproducible than from the regression. The average distance between normalized FL histograms of 4 biological replicates is 2½ times bigger for the gated cells than for the regression and the raw data. (The average absolute difference amongst replicates is 0.15 for the regression, 0.13 for the raw data and 0.38 for the gated data.) This is explained by two factors: first, a sample with fewer cells might show a more heterogeneous behavior and second, small variations in FSC/SSC distribution of cells in each sample can cause a shift in the proportion of the subpopulations encapsulated by the same gate. 
Dissecting bar-coded flow cytometry data using the regression model
We have analyzed a 6x6 fluorescently bar-coded sample obtained from the paper "Fluorescent cell bar-coding in flow cytometry allows high-throughput drug screening and signaling profiling. (Krutzik & Nolan, 2006 )" This sample, as described in Figure 3 and methods of this paper, contains 36 samples of U937 cells labeled with six concentrations of Pacific Blue-NHS (0, 0.15, 0.6, 2.5, 10 and 40 µg/mL and/or Alexa 488-NHS (0, 0.07, 0.3, 1.3, 5 or 20 µg/mL). The 36 populations can be distinguished in the two dimensional space defined by the FL2 and FL3 channels by dividing this space up into rectangular areas using a thresholding scheme. This is referred to as 'forward deconvolution' in (Krutzik & Nolan, 2006) . However, the smear in these populations due to the effect of cell morphology on fluorescence leads to overlapping populations, making it difficult to clearly differentiate them. We have used the regression model to improve this deconvolution. When the regression model is applied, the overlap is reduced substantially, producing more coherent subpopulations that are easier to categorize (see Figure 4 in the manuscript). Additionally, the more coherent subpopulations enable the use of a clustering algorithm that can separate the subpopulations in a reliable and automated way. For example, we have used a k-means clustering algorithm (using a fixed number of clusters) to distinguish between subpopulations. Figure S13 shows the difference between clustering on the raw data and on the data compensated for cell size and granularity using the regression model.
To quantify the separability between the bar-coded samples a Gaussian mixture modeling approach was undertaken. The expectationmaximization (EM) procedure was seeded with the results from the k-means clustering. As shown in Figure S14 , the mixture model is able to separate the bar-coded samples very well, also for the raw data, where k-means did not do such a good job. In this case, the class membership of a cell was assigned to the class for which the cell had the highest posterior probability. Using these posterior probabilities we computed a metric of separability to compare between the raw data and the data after regression. For each cell in the biological sample, the mixture model gives 36 probabilities (of the cell belonging to each of the classes). The probabilities naturally add up to one. A natural way to estimate the (un)certainty of correct classification would be the entropy. However, because many of the 36 probabilities are zero, this measure cannot be computed. Instead, we used the maximum across the 36 probabilities for each cell. This value can be interpreted as the confidence that the cell is assigned to the correct class. Figure S15 depicts a histogram of these probabilities across all (>200,000) cells in the complete sample. There is a clear distinction between the mixture modeling derived from the raw data and the data after regression. For example, in the raw data there are 7212 cells (3.3%), for which the certainty of correct classification is less than 90%, while only 882 (0.4%) such cells are present in the data after regression. This highlights the potential of the regression model in successfully automating flow cytometry data analysis for bar-coded samples. 
