Abstract: Microblogging filtering is intended to filter out irrelevant content, and select useful, new, and timely content from microblogs. However, microblogging filtering suffers from the problem of insufficient samples which renders the probabilistic models unreliable. To mitigate this problem, a novel method is proposed in this study. It is believed that an explicit brief query is only an abstract of the user's information needs, and it's difficult to infer users' actual searching intents and interests. Based on this belief, a filtering model is built where the multi-sources query expansion in microblogging filtering is exploited and expanded query is submitted as user's interest. To manage the external expansion risk, a user filter graph inference method is proposed, which is characterized by combination of external multi-sources information, and a risk minimization filtering model is introduced to achieve the best reasoning through the multi-sources expansion. A series of experiments are conducted to evaluate the effectiveness of proposed framework on an annotated tweets corpus. The results of these experiments show that our method is effective in tweets retrieval as compared with the baseline standards.
Introduction
The widespread use of the Internet has increased the amount of information being stored and accessed through the web in a very fast pace. And the advent of social media (such as Twitter, Weibo, Facebook) has profoundly changed the way people produce and consume information online. The biggest difference between it and the mainstream news media sites (such as CNN.com or Nytimes.com) lies in that people in social networks are the consumers of information and the producers of information [7, 8, 17] . This makes the information in the social network disorganized, increasing the difficulty of users to obtain information of interest. And the growing services, such as product review ranking, potential customer targeting and accuracy advertisement pushing in micro-blogging platforms, bring about a growing demand for more effective microblogging filtering technology [34, 40] .
Unfortunately, since a microblog usually contains only a limited number of words, the traditional information retrieval (IR) models, including many variants of the vector space model and probabilistic models [24, 32] , run into difficulty. First, since a microblog is very brief, the vocabulary mismatch problem becomes quite serious . Second, the retrieval model estimation becomes difficult without sufficient word samples. Query expansion is designed to alleviate the words sparseness problem, to obtain a better understanding of the users' intention while avoiding the topic drift caused by the extension. In the past few years, many methods, including the query expansion by the use of a variety of data sources, platforms, and knowledge base, were proposed to improve the performance of microblogging filtering. Zhai C. et al. [43] proposed a family of two-stage language models for information retrieval that explicitly captures the different influences of the query and document collection on the optimal settings of retrieval parameters. Some document expansion methods aim at enriching the evidence of documents. Tao T. et al. [35] proposed a smoothing document language models by analyzing their lexical neighborhoods relying on cosine similarity. Like Tao, Efron M. [12] defined another lexical neighborhood by the likelihood of a document given the language model of each document in the collection. Voorhees E.M. [45] , Dalton J. [10] , and Gonzalo J. [14] used WordNet as an extension source to extend a query. Navigli R. et al. [21] utilized knowledge ontology to expand query. Bandyopadhyay A. et al. [4] introduced a way of generating query expansion through additional information: a query is submitted to a search engine and the returned results is treated as an extension of the information source to generate query expansion.
Note that external data introduce an expansion risk, i.e., the expanded query could change or drift from the meaning of original query and finally ends up with meanings which are totally different from that of the original one. Thus many researchers focused on how to combine multi-soruces external data to manage the external expansion risk. Wang X. et al. [38] enhanced the effect of negative feedback on the performance of information retrieval in the vector space model and language model. Bendersky M. et al. [6] used multi-source information to improve the quality of retrieval. Weerkamp W. [39] used the news and Wikipedia to extend query together, and achieved good performance. Similar works were also reported as shown in Ref. [25, 29] . However, according to a research on microblogging by Teevan J. [36] , the popular search on Twitter is not the most popular topic, but the name of the celebrity. It shows that a large number of users don't search for what interest them by directly using key words. Instead, they are more likely to get the information they need by indirectly following the microblogs of those concerned. This brings a lot of inconvenience to information access. Thus how to provide a timely, effective and accurate method of microblogging filtering is still a open problem.
Though the multi-sources expansion is proved effective, how to use the multisources heterogeneous data and how to manage the expansion risk remain open. Motivated by above successful attempts, we propose to tackle this problem by developing an external query expansion method good at risk management. Our contributions are summarized as
• We argue that an explicit brief query is only an abstract of the user's information needs, and it's difficult to infer users' actual searching intents. Instead, we exploit the multi-sources query expansion in microblogging filtering and submit the expanded query as a user's query intentions and then build a corresponding filtering model.
• To manage the external expansion risk, based on the non-negative matrix factorization (NMF) clustering, we propose a user filter graph inference method that combines external multi-sources information, and build a risk minimization filtering model to achieve the best reasoning through the multi-sources expansion.
• We conduct extensive experiments to evaluate the proposed framework on an annotated tweets corpus. With respect to the established baselines, results of these experiments show that our method is effective in the tweets retrieval.
The remainder of this paper is organized as follows. Section 2 gives an overview of the related work. Section 3 introduces the multi-sources query expansion framework based on on-negative matrix factorization (NMF) clustering. To manage the external expansion risk, Section 4 explores the a user filter graph inference method that combins external multi-sources data, and build a risk minimization filtering model to achieve the best reasoning through the multi-sources expansion. Section 5 presents the experimental results. Section 6 is the conclusion.
Related work
In this section, we review the milestone achievements in expansion query and relevant query illustration and query expansion milepost related query demonstration.
Query expansion
Social media information filtering performance can not achieve the expected effect mainly because the search terms input by users can not accurately express their search intention. A well-known breakthrough in this respect is the automatic query expansion (AQE). That is to give users' original query a new description and understanding by adding additional information . This simple method has been successfully applied to the commonly used scheduling model, for example, vector space model [28] , probability model [26] , statistical language models [42] , and random deviation model [1] . AQE has exhibited quite good performance in the field of question and answer, multimedia information retrieval, information filtering, cross language information retrieval etc [31, 44] .
Negative relevant feedback
As extended information has no reliability, feedback and concepts often contain irrelevant information, or ambiguous information. Many scholars expect feedback of irrelevant information and ambiguous information research in order to improve the effect of expansion. Traditional feedback methods such as Rocchio method, already contains the use of negative expansion information. Singhal A. [33] suggested that the expansion process using a non-relevance feedback,can better represent user's query intention than that using only the relevant documentation. As shown in Fig. 1(a) ,the red dots represent the ideal center of the user's query intent vector while the blue and green dots documentation of negative feedback. The distance between them indicates their similarities. In traditional method, close dots (green dots) is taken positive relevant feedback document while distant dots (blue dots) as negative relevant feedback document. However, we find that query efficiency will not be enhanced with totally irrelevant documentation used as that of negative feedback. Wang X. [38] compared the negative feedback in the language model and the vector space model for their respective effect in improving query performance. As shown in Fig. 1 (b), we hope we can, while introducing negative relevant feedback, ignore totally irrelevant feedback represented by the gray dots, for the purpose of approaching user's real query intention through risk management and enhancing query effect. To push further the existing studies, we are expecting to integrate directly and quickly into original query the relevant feedback and negative feedback so that the query performance can be bettered. We will divide feedback document into Positive feedback which is green dots and Negative feedback which is yellow dots and ignore the irrelevant feedback which is gray point, by thinking of risk control and approaching the user's query intention to achieve high retrieval performance effect. 
Multi-sources query expansion
In the data fusion task [30] , the document collections searched by different models should be the same. It is quite different from so-called collection fusion, where the search results come from distinct document collections. Data fusion [46] is important in order to exploit multiple data sources to achieve better performance than any of the individual data source. Several earlier studies have shown significant improvement using data fusion such as on the datasets of TREC-2 and Encyclopedia Britannica [5] . Data fusion can also benefit many information retrieval applications such as meta-search and multimodal search [2, 16] . Different people express the same things differently from different perspectives. Consequently, we can more accurately describe the user query intention through synthesis of these different expressions. As shown in Fig. 2 , a user wants to find an apple related tweets and queries may be very short. And we hope to elicit, through external search engine extension, related words such as apple watch, the iPhone 5, and so on. At the same time, when jobs, youtube and other words inevitably appear, we hope we can, through the risk control, limit the introduction of such words, and increase the accuracy of the expansion. 
Exploiting multi-sources query expansion in microblogging filtering
In this section, we formally define the problem of microblogging filtering, and discuss how to exploit the multi-sources query expansion in this framework.
Problem statement
We argue that an explicit brief query which is only an abstract of the user's information needs, and it's difficult to infer users' actual searching intents and interests.
Instead, we exploit the multi-sources query expansion in microblogging filtering and submit the expanded query as a user's interests and then build a corresponding filtering model. In this sense, the general problem we address can be formulated as follows: Input: Given a specific query, Q, and a candidate microblog set, C, and external multi-sources document sets E i , which both consists of a set of time stamped microblogs from a variety of social media sources covering a time period. Note I ⊆ C is the relevant microblog set selected by query Q.
Output: A ranked version I of the stream set I where each i i ∈ I is ranked according to its likelihood to give a response to query Q.
Conventional method
WordNet [20] and Wikipedia [9] are good external knowledge sets and can easily provide a synonym set of words. In recent years, computing word coordinates through word embedding [27] become the new tendency of word similarity computation. The specific training corpus can also provide a set of synonyms. So we take the above three methods as a comparative method and the specific steps are as follows. First, the original query is tagged with Part-of-Speech (POS) labels. Secondly, select a noun in the original query as w, where w ∈ Q, use WordNet to search for the synonym set of w, remove the stop words in the collection and w itself, and construct the extended word set. In the end, the new query retrieval is composed of the original query and the extended word set.
System framework
To achieve above goal, we build a microblogging filtering system based on multisources data query expansion (Fig. 3) . This framework has five modules:
• Step I: Pre-processing. For input microblogging stream C and a users' query Q, any non-English symbols, and short texts (length less 2 words) were removed from the text, all words were changed to lowercase and then a simple tokenization method based on white spaces was applied.
•
Step II: Building index. For input microblogging stream C, we build a index, using Lucene (http://lucene.apache.org), for each microblog and its corresponding id.
Step III: Expanding query. For a users' query Q, we expand original query Q to Q by the external multi-sources document sets E i and the relevant microblog set I.
Step IV: Filtering relevant microblog. Retrieve the relevant microblog set I by a users' query Q. Goto
Step III until convergence.
Step V: Ranking and evaluation. Return the ranked version I of the stream set I with by the expanded query Q and evaluate the filtering performance. Note the query expansion is the key part in the proposed multi-sources query expansion-based microblog filtering framework. We will discuss the details in following section.
Start

Multi-sources data based query expansion
To manage the external expansion risk, in this section, we propose a user filter graph inference method that combins external multi-sources data, and build a risk minimization filtering model to achieve the best reasoning through the multisources expansion.
As shown in Fig. 4 , given a specific query, Q, and a candidate microblog set, C, which consists of a set of time stamped microblogs from a variety of social media sources covering a time period. Note I ⊆ C is the relevant microblog set selected by query Q.
Here the goal is to factorize I into the non-negative m × k matrix U and the non-negative k × n matrix H that minimize the following objective function: where || * || F denotes Frobenius norm of a matrix. Note we can use U as a expanded query.
We argue that an explicit brief query is only an abstract of the user's information needs, and it's difficult to infer users' actual searching intents and interests. We exploit the multi-sources query expansion in microblogging filtering and submit the expanded query as a users' interests and then build a corresponding filtering model. We send a specific query, Q, to the external search engines (Google, Bing, and Yahoo), and obtain the returned search results, i.e., the title and description E n . For each E n , we select the top-n pages (n = 20) as positive feedback, P n , and the left as negative feedback, N n . Suppose P n and N n can be factorized on the basis of matrix H,
Since P n and N n are the relevant and non-relevant documents with query Q, thus B n should have different distribution with U, we can obtain:
As shown in Eq. 2 and Eq. 3, with the definition of multi-source query expansion regularization, we propose a microblogging filtering framework. In this sense, the general problem we address can be formulated as follows:
The objective function f can be re-written as follows where the second step of derivation uses the matrix property T r(AB) = T r(BA).
Thus the derivatives of f with respect to U, H, A n B n , are
Using the Kuhn-Tucker condition α ij U ij = 0 and β ij H ij = 0, we get the following equations for U ij , H ij , A nij , B nij :
These equations lead to the following updating formulas:
Thus we can use the NMF general solution to solve the optimization function Eq. (4) and in order to ensure that the decomposition process is positive, we use condition Karush-Kuhn-Tucker (KKT) [41] to get the iterative formula Eq. (8) . Note that the KKT condition is the necessary condition for local optimal solutions in non-linear programming, provided that some constraint qualification such as LICQ (linear independence constraint qualification) is satisfied. Furthermore, since I is non-negative, so U and H are non-negative during the updating process. So far, we have proved the correctness of the updating rules in Eq. (8) . It can be proven that the updating rules in Eq. (8) are guaranteed to converge. Since the proof process is similar to that in [11] , to save space, we omit the detailed proof of the convergence of updating rules in Eq. (8) . The details can be seen in Algorithm 1.
Algorithm 1: Multi-sources data based query expansion.
Data: I, P n , N n , α n , β n , γ n .
return Expanded query U.
Experimental settings and results
In this section, we conduct experiments to evaluate the effectiveness of the proposed microblogging filtering framework. Through these experiments, we aim to answer the following questions:
• How effective is the proposed multi-sources data based query expansion framework?
• How does parameter setting affect the performance of the proposed framework?
Data set
In order to evaluate our methods, we use the a well-known social media data corpus (TREC 2011 Microblog Track Data) [22] , that are used in the Microblog Track in TREC 2011 ( https://github.com/lintool/twitter-tools/wiki). TREC 2011 microblog track data corpus contains 15989274 cases and 49 test subjects. One example is as follows:
<top><num> Number: MB01 </num> <title> BBC World Service staff cuts </title> <querytime> Tue Feb 08 12:30:27 +0000 2011 </querytime> <querytweettime> 34952194402811904 </querytweettime> <firstrel>29509222337085440</firstrel> <lastrel>34553453812387840</lastrel> </top> Each of the related tweets are labeled three grades: 0 representative has nothing to do with the topic and 1, 2 represents the relevant and the higher the score the more relevant. With those subjects and corresponding tweets, we therefore can evaluate our method with its variants and other current classic methods.
Evaluation metrics
We use Map, nDCG and F-measure, which are widely used for information retrieval and filtering tasks, to evaluate the proposed microblogging filtering framework.
The MAP (Mean Average Precision) for a set of queries is the mean of the average precision scores for each query.MAP is computed as follows:
where Q is the number of queries, and AveP (q) is the average precision at top-100 for each query. Normalized discounted cumulative gain (nDCG) is a measure of retrieval quality for ranked lists that, in contrast to precision, makes use of graded relevance assessments. nDCG is computed as follows:
where Z i is a constant to normalize the result to the value of 1. r(j) is an integer representing the relevance level of the result returned at rank j where R is the last possible ranking position. In our experiments, the relevance levels are 0 (irrelevant), 1 (relevant), and 2 (very relevant). nDCG is the primary evaluation metric, which summarizes precision and ranking. In all experiments we report on nDCG at n calculated using TREC EVAL. The F-measure is a measure of a test's accuracy. It considers both the precision p and the recall r of the test to compute the score: p is the fraction of retrieved documents that are relevant to the query. Precision takes all retrieved documents into account, but it can also be evaluated at a given cut-off rank, considering only the topmost results returned by the system. This measure is called precision at n or P@n, and r is the fraction of the documents that are relevant to the query that are successfully retrieved. The F-measure can be interpreted as a weighted average of the precision and recall, where an F-measure reaches its best value at 1 and worst at 0. Because there are 49 queries in the experiment, we calculate the average F-measure value as the evaluation index.
Performance of multi-sources data based query expansion
In this section, we empirically evaluate the performance of multi-sources data based query expansion method other state-of-art measures. Here we list the methods which we compared our method with and their associated parameter settings.
• Original query. For a users' query, any non-English symbols, and short texts (length less 2 words) were removed from the text, all words were changed to lowercase and then a simple tokenization method based on white spaces was applied.
• Original query+MSDQE. For a original query, we expand it with multisources data based query expansion (MSDQE) method.
• WordNet query. For a users' query, we expand it with synsets returned by WordNet [20] . We use WordNet to expand every notional, verbs, adjectives in the query.
• WordNet query+MSDQE. For a WordNet query, we expand it with multisources data based query expansion (MSDQE) method.
• Wikipedia query. For a users' query, we expand it with Wikipedia [13] . Wikipedia is a free-access, free-content Internet encyclopedia, supported and hosted by the non-profit Wikimedia Foundation. We expand the original query into ten related phrases.
• Wikipedia query+MSDQE. For a Wikipedia query, we expand it with multi-sources data based query expansion (MSDQE) method.
• Word2vec query. For a users' query, we expand it with Word2vec [19] . We use gensim toolkit (https://radimrehurek.com/gensim/models/word2vec.html) to train word2vec model, and thus expand the original query.
• Word2vec query+MSDQE. For a Wordvec query, we expand it with multi-sources data based query expansion (MSDQE) method. The experimental results are shown as stacked bar in Fig. 5 respectively. From this figure, we observe that
• The MSDQE method shows the best nDCG results out of all the methods, i.e., Original query+MSDQE>Word2vec query>Wiki query>WordNet query>Original query.
• The MSDQE method can improve nDCG of all the query expansion methods, i.e., Original query+MSDQE>Original query, Wiki query+MSDQE>Wiki query, WordNet query + MSDQE > WordNet query, and Word2vec query + MSDQE > Word2vec query.
Parameter setting analysis of the proposed microblogging filtering framework
In this section, we empirically evaluate the effect of parameter setting in the proposed microblogging filtering framework. Since the word2vec query+MSDQE achieved best nDCG performance out of all the methods, we use it as baseline and discuss the effect of parameter setting. Here we list the main parameter settings in the comparsion method used in our experiment. Tab. I Microblogging Filtering Performance vs. Parameter Setting.
• K. We explore how the dimensionality of the low-dimensional representation, K, affect the microblogging filtering probably performance.
• External Data. We send a specific query, Q, to the external search engines (Google, Bing, and Yahoo), and obtain the returned search results, i.e., the title and description E n . For each E n , we select the top-n pages (n = 20) as positive feedback, P n , and the left as negative feedback, N n .
The experimental results are shown as stacked bar in Tab. 5.3 respectively. From this table, we observe that:
• For the dimensionality of the low-dimensional representation, K, in a certain range, the higher the dimensionality of the low-dimensional representation, the better the performance is. In our empirical study, when the dimensionality increase to 10, there is no significant improvement. On the other hand, it is easy to show that the higher the dimensionality, the more computational cost is needed.
• Search engines produce similar performance, and each search engine has its best result in certain applications. Our experiments suggest that every reasonable choice of search engine can work, and results are, insensitive to this choice.
Conclusion
In this paper, we propose a framework for query expansion based on multiple sources of external information. We argue that an explicit brief query is only an abstract of the user's information needs, and it's difficult to infer users' actual searching intents and interests. Instead, we exploit the multi-sources query expansion in microblogging filtering and submit the expanded query as a user's interests and then build a corresponding filtering model. Beside, to manage the external expansion risk, we propose a user filter graph inference method that combines external multi-sources information, and build a risk minimization filtering model to achieve the best reasoning through the multisources expansion. We conduct extensive experiments to evaluate the proposed framework on an annotated tweets corpus. With respect to the established baselines, results of these experiments show that our method is effective in the tweets retrieval.
The query expansion framework proposed in this paper is superior in performance, but the algorithm using random matrix as the initial matrix makes the final results fluctuate. In the calculation process algorithm can not automatically adjust parameters and doesn't use parallel calculation method to calculate large amount. We found that query expansion is the key technique of our proposed algorithm. The experiment compared the external knowledge set based query expansion methods such as wiki, WordNet, and based on the frequency distribution of the local expansion method such as Word2Vector. However, since the user query is the focus with the emotion of the user changing [3] , our extended content should also change with changes in the user's emotions. The next step, we hope considering the introduction of user behavior [18] and embedding users' implicit interest feature [37] in the query process to help us to further optimize the query results. In addition, in order to optimize the computation efficiency, the algorithm should be implemented on the Hadoop and other big data platform to verify the performance of the algorithm in the production environment [15] . Finally, we hope to introduce the multi-source framework into the field of image, and provide a new light for solve the problem of image segmentation [23] .
