Abstract. We introduce arrangements of rational sections over curves. They generalize line arrangements on P 2 . Each arrangement of d sections defines a single curve in P d−2 through the Kapranov's construction of M 0,d+1 . We show a one-to-one correspondence between arrangements of d sections and irreducible curves in M 0,d+1 , giving also correspondences for two distinguished subclasses: transversal and simple crossing. Then, we associate to each arrangement A (and so to each irreducible curve in M 0,d+1 ) several families of nonsingular projective surfaces X of general type with Chern numbers asymptotically proportional to various log Chern numbers defined by A. For example, for the main families and over C, any such X is of positive index and π 1 (X) ≃ π 1 (A), where A is the normalization of A. In this way, any rational curve in M 0,d+1 produces simply connected surfaces with 2 < c 2 1 (X) c2(X) < 3. Inequalities like these come from log Chern inequalities, which are in general connected to geometric height inequalities (see Appendix). Along the way, we show examples ofétale simply connected surfaces of general type in any characteristic violating any sort of Miyaoka-Yau inequality.
in P d−2 through the Kapranov's construction of M 0,d+1 . We show a one-to-one correspondence between arrangements of d sections and irreducible curves in M 0,d+1 , giving also correspondences for two distinguished subclasses: transversal and simple crossing. Then, we associate to each arrangement A (and so to each irreducible curve in M 0,d+1 ) several families of nonsingular projective surfaces X of general type with Chern numbers asymptotically proportional to various log Chern numbers defined by A. For example, for the main families and over C, any such X is of positive index and π 1 (X) ≃ π 1 (A), where A is the normalization of A. In this way, any rational curve in M 0,d+1 produces simply connected surfaces with 2 < c 2 1 (X) c2(X) < 3. Inequalities like these come from log Chern inequalities, which are in general connected to geometric height inequalities (see Appendix). Along the way, we show examples ofétale simply connected surfaces of general type in any characteristic violating any sort of Miyaoka-Yau inequality.
Arrangements of rational sections over curves set up a new class of arrangements of curves on algebraic surfaces. Given a nonsingular projective curve C and an invertible sheaf L on C, they are defined as finite collections of sections of the corresponding A 1 -bundle. The simplest example is line arrangements on P 2 , where C = P 1 and L = O P 1 (1) . In Section 1, we systematically study arrangements of rational sections over curves. Although in somehow they can be managed as line arrangements, the big difference relies on possible tangencies among their curves, introducing more geometric liberties. We partially organize this via transversal and simple crossing arrangements (Definition 1.4). Throughout Sections 2, 3 and 4, we show one-to-one correspondences between arrangements of d sections and irreducible curves in M 0,d+1 , the moduli space of curves of genus zero with d + 1 marked ordered points. This is done for each fixed pair (C, L) in the general (Theorem 4.1), transversal (Corollary 4.5), and simple crossing (Corollary 4.6) cases. Because of Kapranov's description of M 0,d+1 [11, 12] , this produces bijections between arrangements and curves in P d−2 (Corollary 4.2). For instance, arrangements of d lines in P 2 correspond to lines in P d−2 (as in [21] ), arrangements of d conics in x 2 + y 2 + z 2 = 0 correspond to conics in P d−2 , etc. To
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1 exemplify, we show in Section 5 a way to produce explicit arrangements of sections from irreducible curves in P 2 . This is based on [6, Section 7] , where the authors show how to cover M 0,d+1 with blow-ups of P 2 at d + 1 points. We use their rigid conic as concrete example (see Examples 5.1 and 6.1).
Given an arrangement of sections A, we define two types of arrangements: the extended A ∆ and some partially extended A p∆ . Their definitions and log properties are exposed in Section 6. Over C, they satisfy certain log Miyaoka-Yau inequalities which are no longer combinatorial as in the case of line arrangements (Remarks 6.3 and 6.4). For line arrangements we know an optimal log inequality (Hirzebruch-Sakai's in Remark 6.3), but for any other class we only have the coarse bound 3. Arrangements attaining upper bounds should be special, and would produce interesting algebraic surfaces by means of Theorem 7.1. We remark that questions about sharp upper bounds of log Chern ratios are related to questions on effective height inequalities [15, pp.149-153] (see Appendix, where we slightly extend and give another proof of Liu's inequality [16, Theorem 0.1], which naturally implies strict Tan's height inequality [19, Theorem A]).
In Section 7, we associate various families of nonsingular projective surfaces to any given arrangement of sections A. These surfaces share the random nature of the surfaces X constructed in [22] , having Chern invariants asymptotically proportional to the log Chern invariants of A ∆ and A p∆ 's. In this way, we are able to show for a more general class of arrangements (and so singularities) that the behavior of Dedekind sums and continued fractions used in [22] can also be applied. In this paper, any such X is of general type and satisfies c 2 1 (X), c 2 (X) > 0. Putting it all together, and over C, we have the following.
Theorem. Let A be an irreducible curve in P n not contained in i x i i<j (x j −x i ) = 0. Let A be the normalization of A. Then, there exist nonsingular projective surfaces X of general type such that 2 < , a welldefined positive rational number depending on A and its position in P n . In addition, there is an induced connected fibration π ′ : X → A which gives an isomorphism π 1 (X) ≃ π 1 (A). In this way, Alb(X) ≃ Jac(A) and π ′ is the Albanese fibration of X.
With this in hand, we aim to answer the still open question: are there simply connected nonsingular projective surfaces of general type with arbitrarily close to the Miyaoka-Yau bound 3? Hence, at least when A is a rational curve, it is important for us to know about sharp upper bounds forc (also for A p∆ , see Remark 7.3). So far, we only know that this bound is strictly smaller than 3 (Corollaries 6.2 and 6.4). On the other hand, in positive characteristic, we use our method to producé etale simply connected nonsingular projective surfaces of general type which violate any sort of Miyaoka-Yau inequality for any given characteristic (Example 1.4, Remark 6.5, Example 7.2).
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Arrangements of rational sections over curves
Fix an algebraically closed field K. Let C be a nonsingular projective curve defined over K of genus g = h 1 (C, O C ). Hence, when K = C, the curve C is a compact Riemann surface of genus g. Let L be an invertible sheaf on C of degree deg(L) = e > 0, and let
The space of sections can be identified with H 0 (C, L). Since it is better to deal with a projective surface, we naturally compactify all fibers, so that we work with a P 1 -bundle. Let
as an open set, such that the curve
It is easy to see that C 0 is the only irreducible curve with negative self-intersection in P(O C ⊕ L −1 ). This surface is a particular case of a geometrically ruled surface over C [8, V,Section 2], and it is in its normalized form [8, V,Proposition 2.8]. We denote by F c the fiber over a point c ∈ C, or just F when we consider its numerical class. Any element in Pic P(O C ⊕ L −1 ) can be written as aC 0 + π * (M) with a ∈ Z, and M ∈ Pic(C). Any element in Num P(O C ⊕ L −1 ) can be written as aC 0 + bF with a, b ∈ Z [8, p.373].
Example 1.1. Let C = P 1 , and let e > 0. Consider the invertible sheaf O P 1 (e) on P 1 . Then, the surface P O P 1 ⊕ O P 1 (−e) is the Hirzebruch surface F e . When e = 1, F 1 corresponds to the blow-up at a point of P 2 [8, V,Exa.2.11.4], and C 0 is the (−1)-curve.
The main objects are the following.
Definition 1.1. Let d ≥ 3 be an integer. Let C be a nonsingular projective curve, and let L be an invertible sheaf on C of degree e > 0. An arrangement of d sections is a labeled set of
for all i ∈ {1, 2, . . . , d}, and
In particular, S i .S j = e, and S i .C 0 = 0 for all i, and so these arrangements are indeed formed by sections of
To see this, take a point c ∈ C, and consider the corresponding fiber F c . Since 
After repeating this process a finite number of times, we arrive to an arrangement
for some effective divisor D. In this case, P C (O C ) = C × P 1 , and the arrangement is trivially formed by a collection of d "horizontal" fibers (it just corresponds to an arrangement of d points in
, we perform elementary transformations on the points in C 0 ∩ S i for all i, and we repeat this process until all sections are disjoint from the new curve C ′ 0 in P C (L ′ ) (proper transform of C 0 ). In this way, arbitrary arrangements of sections can always be considered, after some elementary transformations, as the ones in Definition 1.1. We now define the morphisms between our objects. Definition 1.2. Fix an integer d ≥ 3. Let C, C ′ be nonsingular projective curves, and let L, L ′ be invertible sheaves of positive degrees on C,
ments is the existence of a finite map g : C → C ′ , and a commutative diagram
is isomorphic to the base change by g, and
If g is an isomorphism, then the arrangements are said to be isomorphic.
In particular, a curve C with an automorphism g produces isomorphic arrangements via the pull back of g. 
, and so C One wants to consider arrangements of sections which do not come from others via base change, and so the following definition. 
, and a morphism g as in Definition 1.2, then g is an isomorphism. The set of isomorphism classes of primitive arrangements is denoted by A (C, L, d). This is clearly independent of the isomorphism class of C and L.
, we introduced ordered pairs (A, P ), where A is an arrangement of d lines, and P is a point in
If (A, P ) and (A ′ , P ′ ) are two such pairs, we say that they are isomorphic if there exists an automorphism T of
for every i, and T (P ) = P ′ . Given (A, P ), we blow up the point P to obtain an arrangement of d sections for the data (P 1 , O(1), d), and given such an arrangement of sections, we blow down C 0 to get a pair (A, P ), where P is the image of C 0 and A is formed by the images of the sections. One sees that the set of pairs up to isomorphism of pairs is precisely
is primitive (degree considerations). This is the simplest case for arrangements of rational sections over curves. Notice that
where [x 1 : x 2 : x 3 ] are coordinates for P 2 .
In the next sections, we will classify all primitive arrangements, and some distinguished subclasses which are defined through intersection properties of their members. We now look at these intersections. In what follows, until the end of this section, we fix the data (C, L, d).
, and let f, g be local equations defining S i , S j at P . As in [8, V,Section 1], we define the intersection multiplicity (S i .S j ) P of S i and S j at P to be the length of
We distinguish two classes of arrangements:
(t) We say that A is transversal if for any i = j and any point P in
The set of isomorphism classes of primitive transversal arrangements is denoted by A t (C, L, d). (s) We say that A is simple crossing 1 if for any i = j and any point P in S i ∩ S j , we have (S i .S j ) = 1. This is, the members of the arrangement are pairwise transversal. The set of isomorphism classes of primitive simple crossing arrangements is denoted by A s (C, L, d).
Remark 1.1. In (t) above, we have the requirement (S i .S k ) P = (S i .S j ) P − 1. This implies (S i .S k ) P = (S j .S k ) P , and so the definition is symmetric on i, j. To see this, let σ : Bl P (P C (L)) → P C (L) be the blow-up at P . Let S a be the strict transforms of S a , so that S a ∼ σ * (S a ) − E, for a = i, j, k. Here E is the exceptional curve of σ. In this way, we have
since S a is nonsingular at P . Since σ is an isomorphism outside of E, we have that ( S a . S b ) P = (S a .S b ) P − 1, where P = S a ∩ E. If (S i .S j ) P = 2, then (S i .S k ) P = 1, and so (S j .S k ) P = 1. One proves the general assertion by induction on (S i .S j ) P .
This gives the stratification
A s (C, L, d) ⊆ A t (C, L, d) ⊆ A (C, L, d).
Notice that for line arrangements
we have different sets, as the next example shows.
1 these are the type of singularities for arrangements in [22] .
6 Example 1.3. Consider collections of curves in P 2 given by A i = {C 1 , C 2 , C 3 , C 4 }, as shown in Figure 1 . Here, C 1 is a conic, and C 2 , C 3 , C 4 are lines. For distinct i's, we have different intersections among C j 's. Each A i has a marked point P in C 1 . Out of these configurations, we produce three arrangements of sections in F 2 . We blow up P , and then we perform an elementary transformation at P , which is the intersection of the strict transform of C 1 with the exceptional divisor E. Then, we have an arrangement of sections A i = {S 1 , S 2 , S 3 , S 4 } in F 2 , where S j corresponds to the strict transform of C j . Figure 1 . Configurations of curves in P 2 which produce arrangements in F 2 .
Any possible morphism of arrangements, from A i to some A ′ i , would have (P 1 , O(1), 4) as target, and the degree of g would have to be 2. For A 1 , we have 8 points in F 2 where exactly two sections intersect, and 1 where exactly 3 intersect, so A 1 is impossible as pull-back of 4 sections in P P 1 (O(1)). Similar arguments apply to A 2 and A 3 , and so one easily checks that all of them a primitive. Notice that A 3 is simple crossing, A 2 is a transversal, and A 1 is neither, so
... 
and for any two members S i , S j we have (S i .S j ) P = p when 7 P ∈ S i ∩ S j . The simple crossing arrangement A ′ is transformed into an arrangement A where any two members are tangent at e points, each of order p.
Some facts about M 0,d+1
Let d ≥ 3 be a integer. We denote by M 0,d+1 the moduli space of (d + 1)-pointed stable curves of genus zero [13, 11] . This is a smooth rational projective variety
is formed by the following prime divisors: for each subset I ⊂ {1, 2, . . . , d + 1} with |I| ≥ 2 and |I c | ≥ 2, we let δ I ֒→ M 0,d+1 be the divisor whose generic element is a curve with two components: the points marked by I in one, and the points marked by I c in the other. Hence δ I = δ I c , and usually we will assume d + 1 ∈ I to avoid repetitions. These divisors are smooth, and ∆ = δ I is a simple normal crossing. The variety M 0,d+1 represents a fine moduli space, proper and smooth over Spec(Z). For i ∈ {1, . . . , d + 2}, the i-th forgetful map π i : M 0,d+2 → M 0,d+1 , which forgets the i-th marked point and stabilizes, gives a universal family. We will mainly consider
, producing the markings on the parametrized curves.
Definition 2.1. Let X be a nonsingular projective variety, and let D be a nonsingular divisor in X. Let B be a curve in X. We say that B is transversal to D if locally at any x ∈ D ∩ B, the curve B can be factored in B 1 , . . . , B n distinct local irreducible curves (branches of B in O x,X ) so that B i .D = 1 for every i. If D is a sum of nonsingular divisors D j , we say that B is transversal to D if it is to each D j .
Below a well-known property for stable families, coming from the construction of M 0,d+1 .
, B is a irreducible curve defined by functions in
where ι is the composition of the inclusion of B with its normalization, so B is the normalization of B, and R is defined by base change. Then, the surface R is normal, 8 and can only have singularities of the form
at the nodes of the singular fiber, for some m. Moreover, the surface R is nonsingular if and only if B is transversal to ∆.
A brief outline of the proof. Let X → Spec K be the corresponding stable curve over
Consider the deformation of X as described in [7, pp.79-85] . At a nonsingular point of X, we have a nonsingular point for R, so we pay only attention to the nodes of X. Let y be a node of X, corresponding to the intersection of B with t i for some i ∈ {1, . . . , k}, i.e., the node y splits {1, . . . , d + 1} in two subsets I and I c , and t i = 0 corresponds to δ I . At the corresponding point y in M 0,d+2 (over K), the local rings and the universal map can be written in the projection form
for suitable variables u i , v i . Now, the composition of the inclusion of B with its normalization ι has the form ι(t) = (
for some units u i 's and a local parameter t on B. This is because B is not in t j = 0 for all j. Hence, ι
Since R is defined through the base change by ι, we have the isomorphism
and so, R is nonsingular iff m i = 1 for all i ∈ {1, . . . , k}, i.e., transversal to ∆. The moduli spaces M 0,d+1 have a beautiful construction, due to Kapranov [11, 12] , as iterated blow-ups of P d−2 (see below). It follows that curves in M 0,d+1 are strict transforms of curves in P d−2 , which are not contained in a certain fixed hyperplane arrangement H d . The following description of these spaces can be found in [11, 12] . Definition 2.2. A Veronese curve is a rational normal curve of degree d − 2 in P d−2 , i.e., a curve projectively equivalent to P 1 in its Veronese embedding.
It is a classical fact that any d + 1 points in P d−2 in general position lie on a unique Veronese curve. The points P 1 , . . . , P n+2 are said to be in general position if no n + 1 of them lie in a hyperplane. The main theorem in [11] says that the set of Veronese curves in P d−2 and its closure are isomorphic to M 0,d and M 0,d respectively. 
The universal map π 5 : M 0,5 → M 0,4 = P 1 is induced by the pencil of conics (Veronese curves in P 2 ) containing P 1 , P 2 , P 3 , and P 4 .
Arrangements of d sections coming from curves in M 0,d+1
Let B be an irreducible projective curve in M 0,d+1 with B ∩ M 0,d+1 = ∅. By using Kapranov's map ψ d+1 : M 0,d+1 → P d−2 , this is the same as giving an irreducible
where ι is the composition of the inclusion of B with its normalization. Let us denote B = C. Notice that the distinguished sections δ 1,d+1 , δ 2,d+1 , . . . , δ d+1,d+1 of π d+2 induce d + 1 sectionsS 1,d+2 , . . . ,S d+1,d+2 for ρ. Also, by Lemma 2.1, the surface R is a normal projective surface with only canonical singularities of type uv = t m for various integers m, and only at nodes of singular fibers. We now resolve these singularities minimally to obtain a fibrationρ : R → C, so that R is nonsingular. Notice thatρ has only reduced trees of P 1 's as fibers, and it has d + 1 distinguished sections. Let F be a singular fiber ofρ. Consider the curves E in F with E.(F − E) = 1, and which do not intersect the (d + 1)-th section (the proper transform ofS d+1,d+2 ). Then, the E's are disjoint with self-intersection −1. We now blow down all of these E's to obtain a new fibration over C with d + 1 distinguished sections, and reduced trees of P 1 's as fibers. If there is a singular fiber F , we repeat the previous procedure. After finitely many steps, this stops in a fibration ρ 0 : R 0 → C with nonsingular fibers, and d + 1 labeled sections {S 1 , S 2 , . . . , S d+1 }, whereS i,d+2 is the proper transform of S i .
Proof. By [8, V, Proposition 2.8], the ruled surface ρ 0 : R 0 → C is isomorphic over C to P C (E) → C, where E is a rank two locally free sheaf on C with the property that H 0 (E) = 0 but for all invertible sheaves M on C with deg M < 0, we have
Observe that A is primitive because it comes from the normalization of a curve in M 0,d+1 . Assume there is a morphism of arrangements from A to A ′ , with data (C ′ , L ′ , d) and map g : C → C ′ (see Definition 1.2). Then, our map ι : C → B would factor through g, induced by the natural map ι ′ :
. This is possible only if deg g = 1, because C is the normalization of B, and so A and A ′ are isomorphic arrangements.
Let c be a point in C, and consider the fiber F c of π. Let S i , S j = S d+1 be distinct sections which intersect at a point P in F c . Then, through the description in Lemma 2.1, it is not hard to see that
all I with i,j∈I\{d+1} δ I where C loc is the corresponding local branch of B at ι(c).
, and so, because of the previous formula, L ≃ ι * all I with i,j∈I\{d+1} δ I . Now, by Kapranov's description in Theorem 2.3, we have
) . This comes from the pull-back of the hyperplane Λ i,j . By the projection formula, we have
The one-to-one correspondences
Fix an integer d ≥ 3, and an algebraically closed field K. Proof. Let B be an irreducible curve in M 0,d+1 with B∩M 0,d+1 = ∅. By Proposition 3.1, B produces a unique element in A B, ι
, where ι is the composition of the inclusion of B and its normalization. In this way, we only need to prove that given A ∈ A (C, L, d), there is an irreducible curve B in M 0,d+1 intersecting M 0,d+1 so that A is induced by B as in Proposition 3.1.
Let A = {S 1 , . . . , S d } be a primitive arrangement of d sections of π : P C (L) → C. The section C 0 is denoted by S d+1 . We repeatedly perform blow-ups at the intersections of the sections S i and their proper transforms, until they are all disjoint. We do this in a minimal way, that is, given a (−1)-curve in a fiber, its blow-down produces an intersection of the distinguished sections. The corresponding fibration T → C has (d+1)-pointed semi-stable genus zero curves as fibers. The d+1 markings are produced by intersecting the proper transforms of the sections S i 's with the fibers. They may fail to be stable exactly because of the presence of fibers with P 1 's having no markings, and intersecting the rest of the fiber at two points. These components form chains of P 1 's, which we blow down to obtain a (d + 1)-pointed stable family of genus zero curves T → C. Therefore, we have a commutative diagram
, and B intersects M 0,d+1 . Let B be the normalization of B, and let ι : B → M 0,d+1 be the corresponding map. Then, the diagram above factors as
where R is given by pull-back, and T ≃ C × B R. Let R be the minimal resolution of the singularities of R. Let us finally consider the commutative diagram
where T 0 ≃ C × B R (it may be singular). The pull-back of the d + 1 distinguished sections are the d + 1 distinguished sections of T 0 → C. We now inductively blow-down all (−1)-curves on the fibers of R → B in the following way. Let R i → B be the fibration produced in the i-th step, where R = R 0 . Then, T i ≃ C × B R i . We obtain the fibration R i+1 → B through the commutative diagram 13 below.
T i x x
Let E be a (−1)-curve in a fiber of R i → B, and let P be the point of intersection with the rest of the fiber. Notice that at least two distinguished sections U and V intersect E (not at P , of course). Let R i+1 be the blow-down of E, and R i+1 → B be the corresponding fibration. Let Q be the pre-image of P and F the pre-image of E in T i . Notice that T i may be singular at Q, say with a singularity of type xy = t a . If a > 1 we resolve Q to get T i . Then we define T i+1 to be the blow-down of the total transform of F in T i (this is a chain of (−1)-curves). Let us consider P in R i+1 , and its pre-image in C × B R i+1 , say Q ′ . Now, C × B R i+1 is nonsingular at Q ′ , and there is a morphism T i+1 → C × B R i+1 , which is clearly an isomorphism.
For R i , these procedure is what we have in Section 3. When it stops, say at the m-th step, we have π 
The next two corollaries identify precisely the two distinguished classes of arrangements in Definition 1.4.
where the disjoint union is over all nonsingular projective curves C and line bundles L on C, both up to isomorphism.
Proof. Let A ∈ A t (C, L, d). Let P be a singular point of the reducible curve defined by A in P C (L). Let F c be the fiber containing P . Hence, since A satisfies (t) in Definition 1.4, there are two transversal sections S i , S j containing P , i.e., (S i .S j ) P = 1. Consider the blow-up at P , Bl P (P C (L)) → P C (L), and let E be the exceptional curve. Then, E has at least three special distinct points: the intersections withF c ,S i , and S j (corresponding proper transforms). Now, it is clear that the final stable fibration R → C produced from A has the proper transform of E as a component of the fiber over c. LetÃ = {S 1 , . . . ,S d } be the collection of proper transforms of S i 's in Bl P (P C (L)). Then,Ã satisfies property (t) in Definition 1.4 (extending naturally this definition). So, we repeat the blow-ups until all sections are disjoint (in a minimal way) to obtain the stable fibration R → C, where no blow-downs are needed. Since R is a nonsingular surface, the curve ι(C) is transversal to ∆ by Lemma 2.1. Now assume A is not in A t (C, L, d). Then, there are indices i, j and a point P ∈ S i ∩ S j such that n = max{(S i .S k ) P : (S i .S k ) P ≤ (S i .S j ) P − 1} < (S i .S j ) P − 1. Let (S i .S j ) P = m, so 0 ≤ n ≤ m − 2. We blow up n times the corresponding point inS i ∩S j for the successive proper transforms of S i and S j . Let X be the resulting surface, andP =S i ∩S j . Let E be the exceptional curve of the blow-up atP . Then, E has only two special points: the intersection with the rest of the fiber and with the sectionS i . Notice thatS i ∩S j = ∅ at E. So, in the process to obtain the corresponding stable fibration R → C, we need to blow up again atS i ∩S j , and so at the end the proper transform of E will have to be blown down (in order to have a stable fibration). Therefore, R is singular, and by Lemma 2.1, ι(C) is not transversal to ∆. By Theorem 4.1, we have checked all irreducible curves in M 0,d+1 .
, and consider its stable fibration ρ : R → C. We know that the image of C in M 0,d+1 is transversal to ∆ by the previous corollary. Let c ∈ C be a point whose fiber is singular. Then there exists an element in A (P 1 , O(1), d) that produces the same fiber. By Corollary 4.3, the set A (P 1 , O(1), d) is in one-to-one correspondence with lines in
This implies that the image of ι(C) under φ d+1 is transversal to H d . The converse is clear using the same correspondence with lines.
Producing explicit primitive arrangements
In the previous section we classified all arrangements of d sections (and two distinguished subclasses). They are in one-to-one correspondence with curves in P In this way, we have
where H is the class of a general line in P 2 , n d+1 is the number of lines in P 2 passing through p d+1 and some other p j , and ǫ i = 0 if there is a p k in p d+1 , p i k = i, d + 1 or ǫ i = 1 otherwise. Hence, the image of Bl p 1 ,...,p d+1 P 2 under ψ d+1 • θ is a surface S in
Therefore, S is a surface of minimal degree in some P deg(S)+1 ⊂ P d−2 . Thus S is either a rational normal scroll in P deg(S)+1 or the Veronese of P 2 in P 5 . Moreover, S is smooth. One can check that ψ d+1 blows down certain d (−1)-curves in Bl p 1 ,...,p d+1 P 2 (proper transforms of lines p d+1 , p i with ǫ i = 1, and E i with ǫ i = 0) having as result a Hirzebruch surface F m , where m depends on the configuration of points p i such that ǫ i = 1.
Given p 1 , . . . , p d+1 points in P 2 , with no (probably reducible) conic through them, we consider an irreducible plane curve Γ not included in the union of lines containing p 1 , . . . , p d+1 . Then, by Proposition 5.1, we have the inclusion θ : B := Γ ֒→ M 0,d+1 and so a primitive arrangement A in A (B, L, d) for some line bundle L, by Theorem 4.1. The line bundle L depends on the specific configuration p 1 , . . . , p d+1 and the position of the curve Γ with respect to these points. Proposition 5.1 gives a way to precisely see all possible intersections of Γ with ∆, and so this procedure indeed gives an explicit description of A. [6] , it is proved that Γ is a rigid curve in M 0,12 .
By Theorem 4.1, this curve defines a primitive arrangement of 11 curves A. To actually exhibit A, we need to check all intersections between Γ and all the lines passing through pairs of points p i (so, more than the ones in the dual Hesse arrangement). After that, it is easy to draw a picture of the arrangement. In Figure 3 , we show all the singular fibers of the corresponding stable fibration. Notice that the arrangement belongs to A t (P 1 , O(3), 11). For another model, we perform in F 3 two elementary transformations on the fibers F 4 and F 5 by blowing up the corresponding singular points in A. Then, we end up in F 1 where the (−1)-curve is the proper transform of S 12 . After blowing it down, we obtain a very special arrangement of 7 lines and 4 conics in P 2 .
Extended and partially extended arrangements
Fix the data (C, L, d) over K = K as in Section 1. We now study properties of certain log surfaces associated to arrangements of sections A. First, we associate to A an extended arrangement A ∆ , and partially extended arrangements A p∆ . Definition 6.1. Consider the arrangement of sections A as a (reducible singular) curve, we denote its set of singular points by sing(A). Let {F 1 , . . . , F δ } be the fibers of π : P C (L) → C which contain points in sing(A). Then, the extended arrangement A ∆ associated to A is
Let 0 < ǫ ≤ δ − 2 be an integer. Let {F i 1 , . . . , F iǫ } be a subset of {F 1 , . . . , F δ } such that for any 1 ≤ j ≤ ǫ and any point P in sing(A) ∩ F i j , there are two sections in A intersecting at P with distinct tangent directions. Then, a partially extended arrangement A p∆ associated to A is
The numeration of the fibers will be irrelevant.
As before, we perform blow-ups at the points in sing(A) (and infinitely near points above them) to separate all sections S i 's in a minimal way (as in the proof of Theorem 4.1). This is described by a chain of blow-ups
whose composition is denoted by σ : R → P C (L). The map σ gives the minimal log resolution of A, and produces the semi-stable fibration of (d + 1)-pointed genus zero curvesρ : R → C. The σ * (A) red is a simple normal crossing divisor. Let t(P i ) be the number of sections in the proper transform of A passing through P i right before blowing up P i (the center of the blowing up σ i ). We define
The divisor σ * (A ∆ ) red is the minimal log resolution of A ∆ , but σ * (A p∆ ) red may not be minimal, since we may need to blow down (−1)-curves coming from some nodes in A. The divisors σ * (A ∆ ) red and σ * (A p∆ ) red are denoted byĀ ∆ andĀ p∆ respectively. The arrangementĀ ∆ may be seen as defined by the intersection of the boundary ∆ in M 0,d+2 with the surface R, where ρ : R → C is the stable fibration of (d + 1)-pointed curves of genus zero induced by A.
We now follow the exposition of log surfaces as in [22, Section 2] , which is due to Iitaka, and the references given there. We are interested in the log surfaces ( R,Ā ∆ ) and ( R,Ā p∆ ), and their log Chern classes 
, where t 2 is the number of nodes of the curve D. In our case, Y = R and D =Ā ∆ . We will compute these numbers recursively. 
On the other hand, by the formula forc 2 (R,Ā ∆ ) above, we havē
. The log canonical divisor KR +Ā ∆ is big and nef, and so the surfacẽ R \Ā ∆ is of log general type. When K = C, we have the (strict) log Miyaoka-Yau inequalityc
Proof. The second log Chern numberc 2 (A ∆ ) = (d − 1)(2(g − 1) + δ) is positive because δ ≥ 3. For the other one, take S 1 ∈ A. Then, by looking at the intersections of S 1 with
Let D :=Ā ∆ and write its prime decomposition D = d+1 i=1S i + i E i whereS i is the proper transform of S i under σ :R → P C (L), and E i ≃ P 1 's are the rest. Sincẽ S d+1 = σ * S d+1 , we denote S d+1 = σ * S d+1 and F = σ * F where F is a general fiber of
and
i E i ≡ δF . Thus, say for j = 1, we have
which means that the log canonical class is numerically equivalent to an effective divisor. 
Proof. The result follows directly from the formulas in [22, Proposition 2.4].
Corollary 6.4. Let A be as above. Then,c
The corresponding log canonical divisor is big and nef, and so the log surface defined byĀ p∆ is of log general type. When K = C, we again have (strict) log Miyaoka-Yau inequalitȳ c
Proof. Notice that
, and sō
Clearly, we have k o i + 2k i ≤ 2d + 1, and so
We prove nefness and bigness as we did in Corollary 6.2. It is enough to do it inR. Let D := σ * (A p∆ ) red and write its prime decomposition D = d+1 i=1S i + i E i whereS i is the proper transform of S i under σ :R → P C (L), and E i ≃ P 1 's are the rest. Sincẽ 
which means that the log canonical class is numerically equivalent to an effective divisor. Moreover,S i .(KR + D) ≥ 2g − 2 + δ − ǫ ≥ 0 for all i, and 
. Also, in general, we do not have 2 <c
. For instance take a general arrangement
Remark 6.3. Almost any line arrangement is "log equivalent" to a A p∆ ∈ A (P 1 , O(1), d). More precisely, let L be a line arrangement in P 2 . Assume this line arrangement has at least two singular points so that each of them belongs to more than two lines (in particular, general line arrangements are not allowed). Take two distinct lines in L , each of which contains exactly one of these two points. Now we blow up the intersection of these two lines. The total (reduced) transform of L is a A p∆ for some A ∈ A (P 1 , O(1), d). Over C and by [22, Theorem 7 .2], we have the Hirzebruch-Sakai inequalitȳ Arrangements holding equality should be interesting. Proposition 6.6 will show that we indeed need to look only at arrangements in A (C, L, d), i.e. primitive ones (Definition 1.3). O(1), d) . As in the previous remark, let 22 A p∆ be defined by an arrangement of lines L = {L 1 , . . . , L s } in P 2 . Let {p 1 , . . . , p r } be the set of singular points of L . The log Miyaoka-Yau inequalityc
becomes precisely r ≥ s [22] . This inequality was proved in a purely combinatorial manner by N. G. de Bruijn and P. Erdös in [5] . Moreover, they show that s = r if and only if L has either s − 1 lines through a common point (in this casec 2 1 =c 2 = 0) or it is a finite projective plane. We proved this inequality in [22, Theorem 7 .2] using some surface theory. The following is another combinatorial proof. Consider L i as a vector in Q r having a 1 in the j-th coordinate if p j ∈ L i , 0 otherwise. The assertion follows if L forms a linearly independent set. If not, say the line
In general, one can exhibit "combinatorial arrangements" for which the inequality τ (A) ≤ (d − 1)(δ + 2(g − 1) + e) does not hold. For example, one may take A ∈ A (P 1 , O(e), 4) with e > 1 such that any two sections are tangent of order e and δ = 3 (when e = 1, A ∆ is the Fano arrangement (with a point blown-up)). This combinatorial phenomena is produced by the freedom we have with respect to tangencies of higher order. See also Example 6.5, where positive characteristic is used. 
Proof. By definition, we have the following working diagram
where A and A ′ are arrangements of d sections in P C (L) and P C ′ (L ′ ) respectively. Since g is a finite separable morphism, we have the Hurwitz formula
where R = c∈C length(Ω C/C ′ ) P P , and so deg R ≥ c∈C (e c − 1) (see [8, p.301]) . Here e c is the ramification index of g at c. As usual, c ′ ∈ C ′ is a branch point of g if there is c ∈ C such that g(c) = c ′ and e c > 1. We remak that for any c ′ ∈ C ′ we have g * (c ′ ) = g(c)=c ′ e c c and deg(g) = g(c)=c ′ e c [8, p.138 ]. It is not hard to see that δ + deg R = deg(g)δ ′ + α, for some integer α ≥ 0. We also have e = deg(g)e ′ (Lemma 1.1, where e = deg L and e ′ = deg L ′ ). Notice that, by definition, the map g cannot be branched at any of the images of the special ǫ fibers (this is an empty statement when we consider the extended arrangement). This is because a pre-image of such a fiber would contain at least one point in sing(A) where all sections in A through it have the same tangent direction. So,
′ . So we only need to compare τ (A) with τ (A ′ ). For any P ∈ sing(A), define t P (A) := Q∈N (P ) (t(Q) − 1) where N(P ) is the set of points blown up by σ above P (so N(P ) contains P ). Then, t P (A) = e π(P ) t G(P ) (A ′ ), and so τ (A) = deg(g)τ (A ′ ). Therefore,
Remark 6.5. The situation is different when the base change is not separable. Assume that K has positive characteristic p. Let A, A ′ be two arrangements of d sections so that A is a pull-back of A ′ , as in Proposition 6.6, but now let g : C = C ′ p r → C ′ be the composition of the K-linear Frobenius morphism r times [8, p.302] . Then,
and so it becomes arbitrarily large when r >> 0 (Corollary 6.2). In the next section, these examples will produce nonsingular projective surfaces violating any Miyaoka-Yau inequality.
Random surfaces associated to arrangements
Fix the data (C, L, d) over K = K as always. We now associate to each arrangement of sections A of π : P C (L) → C various collections of nonsingular projective surfaces. Each collection is produced by either A ∆ or some A p∆ . The construction is analogue to the one in [22, Theorem 6 .1] but now we have more singular arrangements of curves. From now on, we consider A ∆ as A p∆ with ǫ = 0, to save notation.
Let A = {S 1 , . . . , S d }. By definition,
integer solution of the equation
for some prime number p = char(K), and let
When p is large enough, the equation E has nonnegative solutions, exactly (see [4] )
In this way,
for some line bundle M on C of degree
The theorem below associates to each arrangement A various families of random smooth projective surfaces. We use the method in [22] , with an extra care of the new singularities; in [22] we only had simple crossings (as in Definition 1.4). The randomness part relies on a large scale behavior of Dedekind sums and continued fractions (see [22, Apendix] ). The proof will be based on the work done in [22] . 
for any A p∆ .
Proof. Let Z := P C (L) and let Y be the surface which log resolves minimally the arrangement A p∆ (for example, Y =R when ǫ = 0). Let σ : Y → Z be the minimal log resolution of A p∆ . Choose a solution of E, and define
This allows the construction of the p-th root cover f : X → Y along D, as in [22, Section 2] . Thus, X is a nonsingular projective surface. Let
be the decomposition of D into the sum of prime divisors. From E and the nature of A p∆ , ones sees that 0 < ν i < p. As in [22, Apendix] , for 0 < q < p, we denote the corresponding Dedekind sum by s(q, p) and the length of the corresponding negative continued fraction by l(q, p). In [22, Proposition 3.4, 3.6, and 2.4], we computed the Chern numbers of X as functions of p, Chern numbers, and "error terms". Letc 
Let us denote the error terms
We prove the existence of "good" solutions of E for arbitrarily large primes p, which make CCF p and LCF p arbitrarily small. In addition, this will show that random partitions are "good", with probability approaching 1 as p becomes arbitrarily large. The key numbers to take care of are the p − ν ′ i ν j , which are defined for each node of D red . The idea is to show that there are solutions of E for which all p − ν ′ i ν j are outside of a certain bad set F ⊂ {0, . . . , p − 1} (defined in [22, Apendix] , due to K. Girstmair).
We write down for each node in D red the multiplicities ν a , ν b as functions on the numbers x i , y j . There are different cases, all described in the following table.
x j x j x d+1 x k with n k = 0 k x k + ν a Notice that "z = 0 has no x k " in case V because of our restriction on tangent directions at the singular points of A p∆ (Definition 6.1). Below we estimate for each type the number of solutions b(ν a , ν b ) of E producing a bad multiplicity p − ν ′ a ν b ∈ F . We do it case by case.
(Type I) This is a node in S i ∩ S j (possible only when ǫ > 0). Since E is a weighted partition of p, we can use the estimate in [22, proof of Theorem 6.1 (1)], and so there exists a positive number M (independent of p) such that |b(ν a , ν b )| < p · |F | · Mp d+δ−ǫ−3 = M|F |p d+δ−ǫ−2 .
(Type II) This is a node in F i ∩ S j with j = d + 1. Then again, we apply what we did in [22, proof of Theorem 6.1], to obtain the same estimate as above.
(Type III) This is a node in F i ∩ S d+1 . Since x d+1 = p − (Type IV) This is a node between S k , k = d + 1, and a exceptional divisor over the fiber F j . Notice that A p∆ contains at least two fibers, so d k=1 n k x k + y j < p. Hence we are as in case (2) in the proof of [22, Theorem 6.1] .
(Type V) This is the new case, coming from nodes in the resolution of singularities of A. It does not involve x d+1 . The idea is to analyze three equations E 1 , E 2 , E 3 from the equation E, and estimate solutions for each.
Without loss of generality, we rearrange indices so that ν a = n α i=1 x i + z, for some α, and ν b = α i=1 x i + ν a , where z = β i=α+1 n i x i + ςy j , for some β, with ς = 0 or 1, and 0 < n i < e. Notice that z = 0 for any solution of E. We define Notice that p i are numbers varying in the region 0 < p i < p, since we will look at solutions of E i from solutions of E.
Say that p − ν ′ a ν b ∈ F , which means mod p, ( k x k )ν ′ a ∈ −F − 1. Of course the set −F − 1 has same size as F . We now use repeatedly the fact that the number of nonnegative integer solutions of a 1 z 1 +. . .+a m z m = q for coprime a i 's is q m−1 (m−1)!a 1 a 2 ···am + O(q m−2 ) (see [4] ). Let p be large enough. Given 0 < p 3 < p, the number of solutions of E 3 is < M 3 p m 3 −1 . Now, the key observation is that mod p we have But we know that |F | < √ p log(p) + 2 log(2) [22, Apendix] , and that the total number of solutions of E is p d+δ−ǫ−1 (d+δ−ǫ−1)!e d + O(p d+δ−ǫ−2 ). Then, since the number of nodes of D red is of course independent of p, we have proved the existence of good solutions, and that a random one is good with probability tending to 1 as p becomes arbitrarily large. This proves the asymptotic result. Finally, these surfaces are of general type because of the classification of algebraic surfaces (see [3] for any characteristic), since we know thatc Remark 7.1. With this theorem, one recovers the log Miyaoka-Yau inequalities in Corollaries 6.2 and 6.4, when K = C. We just apply the (projective) Miyaoka-Yau inequality to the surfaces X for large primes p.
let C P be the corresponding horizontal curve (i.e. multisection) in Y . As usual, let h K (P ) = ω Y |C .C P F.C P d(P ) = 2g(C P ) − 2 F.C P be the geometric height and the geometric logarithmic discriminant respectively. The curve C P is the normalization of C P , and F is a general fiber of f . Theorem 8.3. Assume g ≥ 2, and that f is not isotrivial. Let δ be the number of singular fibers of f . Then, for any algebraic point P , we have
Proof. Let C P be the horizontal curve in Y defined by P , and let g : C P → C be the composition of the normalization of C P with f , so d := deg(g) = F.C P . Then, we have
wheref is the unique semi-stable fibration induced by g. Notice that G * (C P ) contains a section S off , by construction. The map f P is the induced semi-stable fibration with a marked point (marked by S). Let δ P be the number of singular fibers of f P . Notice that δ P is at most dδ. Consider D = S ′ + f * P (c 1 + . . . + c δ P ) where c 1 , . . . , c δ P are the images of the singular fibers of f P in C P , and S ′ is the strict transform of S. We now apply Theorem 8.2 to have (K Y P +D) 2 < 3(2g−2+1)(2g(C P )−2+δ P ). But, one checks that (K Y P + D) 2 = (K Y + S +f * (c 1 + . . . + c δ P )) 2 = (ω Y |C P + S + (δ P + 2g(C P ) − 2)F ) 2 . Also, sincef is semi-stable, we know that G * (ω Y |C ) = ω Y |C P , and by the projection formula S.ω Y |C P = C P .ω Y |C . So, the log inequality above becomes dω 2 Y |C + ω Y |C .C P + 2(2g − 1)(2g(C P ) − 2 + δ P ) < 3(2g − 1)(2g(C P ) − 2 + δ P ), and so we rearrange to obtain the claimed height inequality (also use δ P ≤ dδ).
