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ON THE NUCLEAR NORM AND THE SINGULAR VALUE
DECOMPOSITION OF TENSORS
HARM DERKSEN
Abstract. Finding the rank of a tensor is a problem that has many applications. Unfor-
tunately it is often very difficult to determine the rank of a given tensor. Inspired by the
heuristics of convex relaxation, we consider the nuclear norm instead of the rank of a tensor.
We determine the nuclear norm of various tensors of interest. Along the way, we also do a
systematic study various measures of orthogonality in tensor product spaces and we give a
new generalization of the Singular Value Decomposition to higher order tensors.
1. Introduction
1.1. Tensor decompositions. Suppose that V = V (1)⊗ · · ·⊗ V (d) is the tensor product of
finite dimensional Hilbert spaces. For some applications, we would like to find a decompo-
sition of a given tensor T as a sum of pure tensors:
(1) T =
r∑
i=1
vi, where vi = v
(1)
i ⊗ v(2)i ⊗ · · · ⊗ v(d)i and v(e)i ∈ V (e).
The smallest possible r for which a decomposition (1) exists is called the rank of T
(see [15]). For d = 2, the rank of a tensor corresponds to the rank of a matrix. So the
tensor rank can be thought of as a generalization of the matrix rank to higher dimensional
arrays. For d ≥ 3 it is difficult to determine the rank of a given tensor, or even to give good
upper and lower bounds. For example, a dimension counting argument shows that a dense
open subset of Cn⊗Cn⊗Cn consists of tensors of rank ≥ n3/(3n−2) = O(n2). So far, there
are no known explicit families of examples of tensors with a proven lower bound of ω(n).
The problem of finding the rank of a given tensor is known to be NP-hard (see [13, 14, 16]).
The tensor rank plays an important role in Algebraic Complexity Theory. The complexity
of matrix multiplication, for example, is closely related to the rank of a certain tensor (see
Section 1.5)
In some applications, we just would like to find a low rank approximation: for a small
fixed value of r, we want to find pure tensors v1, . . . , vr such that the ℓ
2-norm∥∥∥T − r∑
i=1
vi
∥∥∥
is small. As pointed out in [9], there may not always be an optimal solution for which
this norm is minimal. The problem of finding a low-rank approximation is known as the
PARAFAC ([12]) or CANDECOMP ([7]) model. There are many applications of this model,
for example fluorescence spectroscopy, statistics, psychometrics, geophysics and magnetic
resonance imaging.
The author was partially supported by NSF grants DMS 0901298 and DMS 1302032.
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1.2. The nuclear and spectral norms. Convex relaxation is a powerful technique that
is based on the following idea: Suppose that we are trying to find the sparsest solution
x = (x1, . . . , xn) ∈ Cn to some problem. In other words, we are trying to find a solution x
such that
‖x‖0 := |{i | xi 6= 0}|
is minimal. This is typically a very hard problem because the function ‖ · ‖0 is not convex
or continuous. But sometimes one can prove that minimizing the ℓ1-norm
‖x‖1 =
n∑
i=1
|xi|
yields the sparsest solution. A sparse relaxation of the rank of a matrix A is the nuclear norm
‖A‖⋆ = trace(
√
AA⋆), which is also the sum of the singular values of A. In this context, this
relaxation technique has been successfully applied to matrix completion problems in [29, 4,
5, 17].
The nuclear norm can be generalized to higher order tensors (see [23, Definition 3.2]). The
nuclear norm ‖T‖⋆ of a tensor T is the smallest possible value of
∑r
i=1 ‖vi‖ over all possible
decompositions (1). The nuclear norm for tensors has been used for tensor completion
problems in [10].
The spectral norm [T ] of T is defined as the maximum value of |〈T, u〉| where u ranges over
all pure tensors of unit length. For a matrix, the spectral norm is just the largest singular
value. More generally, if T = (T1, . . . , Tr) is an r-tuple of tensors, then we define [T]α as the
maximum of ( r∑
i=1
|〈Ti, u〉|α
)1/α
over all pure tensors u of unit length. The following theorem is useful for obtaining lower
bounds for the spectral norm:
Theorem 1.1. If T is a tensor, S = (S1, . . . , Sr) is an r-tuple of tensors and α ≥ 1 then
we have ( r∑
i=1
|〈T, Si〉|α
)1/α
≤ ‖T‖⋆[S]α
The proof of Theorem 1.1 is in Section 5. If S = (S) just consists of a single tensor, then
[S]α = [S] and we have:
Corollary 1.2. For tensors S, T we have
|〈T, S〉| ≤ ‖T‖⋆[S].
Corollary 1.2 can also easily be proven directly without using Theorem 1.1. If we set
S = T then we obtain
‖T‖2 ≤ ‖T‖⋆[T ].
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1.3. Singular Value Decomposition. The Singular Value Decomposition (SVD) can be
generalized to higher-dimensional arrays. One such generalization was given in [22]. Given
a tensor T , one can choose an orthonormal bases f
(i)
1 , . . . , f
(i)
ni for Vi for all i and express T
in these bases:
(2) T =
n1∑
i1=1
n2∑
i2=1
· · ·
nd∑
id=1
λi1,i2,...,idf
(1)
i1
⊗ f (2)i2 ⊗ · · · ⊗ f
(d)
id
.
Define
T
(j)
k =
∑
ij=k
λi1,i2,··· ,idf
(1)
i1
⊗ f (2)i2 ⊗ · · · ⊗ f
(d)
id
,
where the sum runs over all d-tuples (i1, . . . , id) with ij = k. For a proper choice of the
bases, the tensors T
(j)
1 , . . . , T
(j)
nj are orthogonal for all j and
‖T (j)1 ‖ ≥ ‖T (j)2 ‖ ≥ · · · ≥ ‖T (j)nj ‖.
These numbers are called the singular values in mode j. The decomposition (2) is called the
higher order single value decomposition (HOSVD).
In this paper, we will give a different generalization of the SVD, which we call the diagonal
singular value decomposition (DSVD). A given tensor may not have a diagonal singular
value decomposition (see Section 7), but if it does, then the decomposition has many nice
properties.
Definition 1.3. Suppose that t ≥ 1 is a real number. An r-tuple S = (S1, . . . , Sr) of tensors
of unit length is called t-orthogonal if [S]2/t = 1.
If v = (v1, . . . , vr) is an r-tuple of pure tensors of unit length, then t-orthogonality implies
orthogonality in the usual sense. Also, v is orthogonal if and only if it is 1-orthogonal.
Definition 1.4. If σ1 ≥ σ2 ≥ · · · ≥ σr > 0 are real, and (v1, . . . , vr) is a 2-orthogonal r-tuple
of pure tensors of unit length, then a decomposition
(3) T =
r∑
i=1
σivi
is called a diagonal singular value decomposition (DSVD) of T , and σ1, . . . , σr are called the
singular values of T .
For a tensor T that has a diagonal singular value decomposition, we have the following
results:
Theorem 1.5. The singular values of T are uniquely determined by T (and do not depend
on the choice of the diagonal singular value decomposition).
Theorem 1.6. Suppose that T has a singular value decomposition with singular values σ1 ≥
σ2 ≥ · · · ≥ σr > 0. Then we have
‖T‖⋆ =
r∑
i=1
σi, [T ] = σ1, and ‖T‖ =
√∑r
i=1 σ
2
i .
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Theorem 1.7. If the singular values of T are distinct, then the diagonal singular value
decomposition is unique.
Theorem 1.8. If T =
∑r
i=1 σivi is a diagonal singular value decomposition and (v1, . . . , vr)
is t-orthogonal for some t > 2, then the diagonal singular value decomposition of T is unique.
The proofs of Theorems 1.5–1.8 are in Section 6.
1.4. Tensors and multi-linear maps. To a tensor
T =
r∑
i=1
v
(1)
i ⊗ · · · ⊗ v(d)i ∈ V (1) ⊗ · · · ⊗ V (d)
we can associate a multilinear map
ϕT : (V
(1))⋆ × (V (2))⋆ × · · · × (V (d−1))⋆ → V (d).
defined by
ϕT (f
(1), f (2), . . . , f (d−1)) =
r∑
i=1
(∏d−1
j=1 f
(j)(v
(j)
i )
)
v
(d)
i .
We will apply this correspondence to matrix multiplication.
1.5. Matrix multiplication. Let Cp×q denote the set of p × q matrices. The Hermitian
form is given by 〈A,B〉 = trace(AB⋆). The matrix with a 1 in position (i, j) and zeroes
everywhere else is denoted by ei,j. Then matrix multiplication
C
p×q × Cq×r → Cp×r
corresponds to the tensor
p∑
i=1
q∑
j=1
r∑
k=1
ei,j ⊗ ej,k ⊗ ei,k ∈ Cp×q ⊗ Cq×r ⊗ Cp×r.
If we identify Cp×r with Cr×p then the tensor has the following, more symmetric, form:
(4) Mp,q,r =
p∑
i=1
q∑
j=1
r∑
k=1
∈ ei,j ⊗ ej,k ⊗ ek,i ∈ Cp×q ⊗ Cq×r ⊗ Cr×p.
From this formula it is clear that rank(Mp,q,r) ≤ pqr. Strassen proved that rank(M2,2,2) ≤ 7
(see [27]) by giving a decomposition
(5) M2,2,2 = (e1,1 + e2,2)⊗ (e1,1 + e2,2)⊗ (e1,1 + e2,2) + (e2,1 − e2,2)⊗ e1,1 ⊗ (e1,2 + e2,2)+
(e1,2+e2,2)⊗(e2,1−e2,2)⊗e1,1+(e1,1+e2,1)⊗(e1,2−e1,1)⊗e2,2+(e1,2−e1,1)⊗e2,2⊗(e1,1+e2,1)+
+ e2,2 ⊗ (e1,1 + e2,1)⊗ (e1,2 − e1,1) + e1,1 ⊗ (e1,2 + e2,2)⊗ (e2,1 − e2,2).
and used this to show that two n× n matrices can be multiplied by using only O(nlog2(7))
arithmetic where log2(7) ≈ 2.81 < 3. The usual way of multiplying two matrices takes O(n3)
arithmetic operations. More generally, define
ω = inf
{ log(rank(Mp,q,r))
log(pqr)
∣∣∣p, q, r ≥ 2}.
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If ε > 0, then two n×n matrices can be multiplied using only o(nω+ε) arithmetic operations
(see [1] and [3]). Coppersmith and Winograd proved that ω < 2.376 in [8]. Only recently, this
bound was improved by Stothers ([30]) to ω < 2.3737 and the current record is ω < 2.3727
by Williams ([31]).
For most values of p, q, r the rank ofMp,q,r is unknown. It is easy to see that rank(Mn,n,n) ≥
n2. Bla¨ser gave a better, nontrivial lower bound in [2]. A sharper lower bound was given
by Landsberg in [20], and using the same techniques, Massarenti and Raviolo (see [25])
improved this lower bound to
rank(Mn,n,n) ≥ 3n2 − 2
√
2n3/2 − 3n.
Theorem 1.9. The decomposition (4) is a diagonal singular value decomposition. In par-
ticular, the singular values of Mp,q,r are
1, 1, . . . , 1︸ ︷︷ ︸
pqr
.
The proof of the theorem is in Section 4. The following corollary follows from Theorem 1.9
and Theorem 1.6.
Corollary 1.10. We have ‖Mp,q,r‖⋆ = pqr and [Mp,q,r] = 1.
Note that the sum of the lengths of the pure tensors in the decomposition (5) is 2
√
2+12 >
8. This shows that minimization of the rank, and minimization of the nuclear norm do not
always coincide.
1.6. The discrete Fourier transform and group algebras. Suppose that G is a finite
group. The group algebra CG is the vector space with a orthonormal basis g, g ∈ G. Multi-
plication in the group G gives CG the structure of an associative algebra. The multiplication
CG× CG→ CG
corresponds to the tensor ∑
g∈G
∑
h∈G
g ⊗ h⊗ gh ∈ CG⊗ CG⊗ CG.
By permuting the basis vectors in the last factor CG, the tensor can be written in the
following symmetric form:
TG :=
∑
g,h,k∈G
ghk=1
g ⊗ h⊗ k.
Theorem 1.11. If G is a group of order n, d1, . . . , ds are the dimensions of the irreducible
representations of G, then the tensor TG has a diagonal singular value decomposition and its
singular values are √
n
d1
, . . . ,
√
n
d1︸ ︷︷ ︸
d31
,
√
n
d2
, . . . ,
√
n
d2︸ ︷︷ ︸
d32
, . . . ,
√ n
ds
, . . . ,
√ n
ds︸ ︷︷ ︸
d3s
.
The proof of Theorem 1.11 can be found in Section 4. From Theorem 1.11 and Theorem 1.6
we get the following result.
Corollary 1.12. We have ‖TG‖⋆ =
√
n
∑s
i=1 d
5/2
i and [TG] =
√
n.
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Let Cn be the (multiplicative) cyclic group of order n generated by x. Then CCn is the
commutative ring C[x]/(xn − 1) and multiplication in CG corresponds to the multiplication
of polynomials in one variable (modulo xn − 1). We have
(6) TCn =
∑
i+j+k=0
xi ⊗ xj ⊗ xk
where the sum is over all i, j, k ∈ Z/nZ with i+j+k = 0. From (6) follows that rank(TCn) ≤
n2 and ‖TCn‖⋆ ≤ n2. Let ζ = e2πi/n be a primitive n-th root of unity. The Discrete Fourier
Transform is based on the following decomposition of TCn :
(7) TCn =
n−1∑
t=0
√
n( 1√
n
∑n−1
i=0 ζ
tixi)⊗ ( 1√
n
∑n−1
j=0 ζ
tjxj)⊗ ( 1√
n
∑n−1
k=0 ζ
tkxk).
The following Theorem follows from Theorems 1.11 and 1.8.
Theorem 1.13. The decomposition (7) is the unique diagonal singular value decomposition.
In particular, the singular values of TCn are√
n,
√
n, . . . ,
√
n︸ ︷︷ ︸
n
and ‖TCn‖⋆ = n
√
n.
1.7. The determinant and the permanent. The determinant and permanent are mul-
tilinear functions
C
n × · · · × Cn︸ ︷︷ ︸
n
→ C.
Let Sn be the symmetric group on n letters. The sign of a permutation σ ∈ Sn is denoted
by sgn(σ) ∈ {1,−1}. The determinant and permanent correspond to the tensors
detn :=
∑
σ∈Sn
sgn(σ)eσ(1) ⊗ eσ(2) ⊗ · · · ⊗ eσ(n)
and
pern :=
∑
σ∈Sn
eσ(1) ⊗ eσ(2) ⊗ · · · ⊗ eσ(n)
respectively in
C
n ⊗ · · · ⊗ Cn︸ ︷︷ ︸
n
⊗C ∼= Cn ⊗ · · · ⊗ Cn︸ ︷︷ ︸
n
.
From these formulas it is clear that rank(detn) ≤ n! and rank(pern) ≤ n!. The upper bound
for the rank of the determinant is not sharp for n ≥ 3 (see Section 8). The bound for the
permanent is far from optimal. Another formula for the permanent was given by Glynn [11]:
(8) pern =
1
2n−1
∑
δ
( n∏
k=1
δk
)
(
∑n
j=1 δjej)⊗ (
∑n
j=1 δjej)⊗ · · · ⊗ (
∑n
j=1 δjej)
where δ runs over all 2n−1 vectors δ = (δ1, . . . , δn) ∈ {1,−1}n with δ1 = 1. From this formula
follows that rank(pern) ≤ 2n−1 and ‖ pern ‖⋆ ≤ nn/2. Some easy lower bounds for the rank
of the the permanent and determinant are given in Section 8.
Theorem 1.14. We have ‖ pern ‖⋆ = nn/2.
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The formula (8) minimizes the sum of the lengths of the pure tensors, but these pure
tensors are not 2-orthogonal (or even orthogonal) for n ≥ 3. In fact, for d ≥ 3 the tensor
pern does not have a diagonal singular value decomposition (see Section 7).
Theorem 1.15. We have ‖ detn ‖⋆ = n!.
The proofs of Theorems 1.15 and 1.14 are in Section 5.
2. Orthogonality of vectors
In this section we will study various measures of orthogonality of vectors in a Hilbert space
V . It is convenient to deal with unit vectors. Suppose that v = (v1, . . . , vr) is an r-tuple of
unit vectors.
Definition 2.1. The coherence is defined by
µ(v) = max
i 6=j
|〈vi, vj〉|.
More generally, we will define
Definition 2.2.
µα(v) = max
i
{(∑
j 6=i
|〈vi, vj〉|α
)1/α}
.
Notice that limα→∞ µα(v) = µ(v). So we may think of µ(v) as µ∞(v).
Suppose that v = (v1, . . . , vr) and w = (w1, . . . , wr) are r-tuples of unit vectors. We define
the horizontal tensor product of v and w by
v ⊗w := (v1 ⊗ w1, . . . , vr ⊗ wr) ∈ (V ⊗W )r
If v = (v1, . . . , vr) ∈ V r and w = (w1, . . . , ws) ∈ W s then we define
v ⊠w = (v1 ⊗ w1, v1 ⊗ w2, . . . , v1 ⊗ ws, v2 ⊗ w1, . . . , vr ⊗ ws) ∈ (V ⊗W )rs.
It is easy to see that
µ(v ⊠ w) = max{µ(v), µ(w)}.
Lemma 2.3. If v = (v1, . . . , vr) ∈ V r and w = (w1, . . . , ws) ∈ W s are tuples of unit vectors,
then we have
µα(v ⊠w)
α + 1 = (µα(v)
α + 1)(µα(w)
α + 1)
for α > 0 and
µ(v ⊗w) = max{µ(v), µ(w)}.
Proof. We have
µ(v⊠w)αα+1 = max
i,j
{
r∑
k=1
s∑
l=1
|〈vi ⊗ wj, vk ⊗ wl〉|α
}
= max
i,j
{
r∑
k=1
s∑
l=1
|〈vi, vk〉〈wj, wl〉|α
}
=
max
i,j
{( r∑
k=1
|〈vi, vk〉|α
)( s∑
l=1
|〈wj, wl〉|α
)}
=
= max
i
{
r∑
k=1
|〈vi, vk〉|α
}
max
j
{
s∑
l=1
|〈wj, wl〉|α
}
= (µ(v)αα + 1)(µ(w)
α
α + 1).
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We will need a slightly more general version of the Ho¨lder inequality.
Lemma 2.4 (Ho¨lder inequality). If a1, . . . , ar, b1, . . . , br are nonnegative real numbers, and
α, β, γ are positive real numbers with 1/α+ 1/β = 1/γ, then we have( r∑
i=1
(aibi)
γ
)1/γ
≤
( r∑
i=1
aαi
)1/α( r∑
i=1
bβi
)1/β
.
Proof. The usual Ho¨lder inequality states that, if 1/p+ 1/q = 1, then we have
r∑
i=1
aibi ≤
( r∑
i=1
api
)1/p( r∑
i=1
bqi
)1/q
with equality if and only if the vectors (ap1, . . . , a
p
r) and (b
q
1, . . . , b
q
r) are dependent. Now take
p = α/γ and q = β/γ, and replace ai and bi by a
γ
i and b
γ
i respectively:
r∑
i=1
(aibi)
γ ≤
( r∑
i=1
aβi
)γ/α( r∑
i=1
bβi
)γ/β
.
Taking the γ-th root gives the desired inequality. 
For horizontal tensor products we have a Ho¨lder inequality:
Lemma 2.5. If 1/α + 1/β = 1/γ, then we have
µγ(v ⊗w) ≤ µα(v)µβ(w)
Proof. By the Ho¨lder inequality we have(∑
j 6=i
|〈vi ⊗ wi, vj ⊗ wj〉|γ
)1/γ
≤
(∑
j 6=i
(|〈vi, vj〉| · |〈wi, wj〉|)γ
)1/γ
≤
≤
(∑
j 6=i
|〈vi, vj〉|α
)1/α(∑
j 6=i
|〈wi, wj〉|β
)1/β
for all i. Taking the maximum over all i on both sides gives the desired inequality. 
If we take β →∞ we get the inequalities
µα(v ⊗w) ≤ µα(v)µ(w)
and
µ(v ⊗w) ≤ µ(v)µ(w).
Lemma 2.6. If γ > α > 0 then and v = (v1, . . . , vr) is an r-tuple of unit vectors, then we
have
µγ(v)
γ/α ≤ µα(v) ≤ µγ(v)(r − 1)1/α−1/γ .
Proof. The inequality on the left is easy. For the inequality on the right, let w = (1, 1, . . . , 1)
and identify v ⊗ w ∈ (V ⊗ C)r ∼= V r with v. Then apply Lemma 2.5. 
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If we take the limit γ →∞ we get
0 ≤ µα(v) ≤ µ(v)(r − 1)1/α.
For an r-tuple v = (v1, . . . , vr) of vectors we define
v⊗d = v ⊗ v ⊗ · · · ⊗ v︸ ︷︷ ︸
d
.
Lemma 2.7. For an r-tuple of unit vectors v we have µα(v
⊗d) = µdα(v)d.
Proof. We have (∑
j 6=i
|〈v⊗di , v⊗dj 〉|α
)1/α
=
(∑
j 6=i
|〈vi, vj〉|dα
)1/α
Taking the maximum over all i on both sides gives the desired result. 
3. Orthogonality of tensors
In this section, we study another measure for the orthogonality of pure tensors, which
takes into account the tensor product structure of the vector space. It is important, when
discussing pure tensors, to be clear which tensor product structure we are talking about.
To be unambiguous, we make the following definition. An d-th order tensor space is a pair
V = (V, (V (1), . . . , V (d))) where V (1), . . . , V (d) are finite dimensional Hilbert spaces and
V = V (1) ⊗ V (2) ⊗ · · · ⊗ V (d).
A pure tensor (with respect to this tensor space) is an element in V of the form
v(1) ⊗ v(2) ⊗ · · · ⊗ v(d)
with v(i) ∈ V (i) for i = 1, 2, . . . , d. Suppose that V = (V, (V (1), . . . , V (d))) and W =
(W, (W (1) . . . ,W (e))) are tensor product spaces. Then their horizontal tensor product is the
tensor space
V ⊗W := (V ⊗W, (V (1), . . . , V (d),W (1), . . . ,W (e))).
If S = (S1, . . . , Sr) ∈ Vr and T = (T1, . . . , Tr) ∈Wr then we define
S⊗T := (S1 ⊗ T1, . . . , Sr ⊗ Tr) ∈ (V ⊗W)r.
For the horizontal tensor product we have a Ho¨lder inequality.
Lemma 3.1. If 1/α + 1/β = 1/γ, then we have
[S⊗T]γ ≤ [T]α[S]β .
Proof. Using the Ho¨lder inequality, we get( r∑
i=1
|〈Si ⊗ Ti, x⊗ y〉|γ
)1/γ
=
( r∑
i=1
|〈Si, x〉|γ|〈Ti, y〉|γ
)1/γ
≤
≤
( n∑
i=1
|〈Si, x〉|α
)1/α( n∑
i=1
|〈Ti, y|〉|β
)1/β
.
Taking the supremum over all unit pure tensors x and y yields the desired inequality. 
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Corollary 3.2. We have
[S⊗d]α = [S]
d
dα.
Proof. For some unit pure tensor u we have
[S]ddα =
( r∑
i=1
|〈Si, u〉|dα
)1/α
=
( r∑
i=1
|〈S⊗di , u⊗d〉|α
)α
≤ [S⊗d]α.
The inequality in the other direction follows from Lemma 3.1. 
If V = (V, (V (1), . . . , V (d)) andW = (W, (W (1), . . . ,W (d))) are tensor product spaces, then
their vertical tensor product is
V ⊠W := (V ⊗W, (V (1) ⊗W (1), . . . , V (d) ⊗W (d))).
If S ∈ V and T ∈ W we define S ⊠ T as S ⊗ T , viewed inside the tensor product space
V ⊠W. If S ∈ Vr and T ∈Ws, then we define
S⊠T = (Si ⊠ Tj | 1 ≤ i ≤ r, 1 ≤ j ≤ s) ∈ (V ⊠W)rs
The measure [−]α also behaves multiplicatively with respect to the vertical tensor product.
Proposition 3.3. Suppose that V = (V, (V (1), . . . , V (d))) and W = (W, (W (1), . . . ,W (d)))
are tensor product spaces, and S ∈ Vr and T ∈Ws. Then we have
[S ⊠ T ]α = [S]α[T ]α.
Proof. First, we will assume that α ≤ 1. For a complex vector b = (b1, . . . , bl) we have
(9)
∣∣∣ l∑
k=1
bk
∣∣∣α ≤ ( l∑
k=1
|bk|
)α
= ‖b‖α1 ≤ ‖b‖αα =
l∑
k=1
|bk|α.
Suppose that u is a pure tensor in V ⊠W. We can write
u = u(1) ⊗ u(2) ⊗ · · · ⊗ u(d)
with u(e) ∈ Z(e) = V (e) ⊗W (e) and ‖u(e)‖ = 1 for all e. Using the singular value decomposi-
tion, we can write
u(e) =
∑
k
λ
(e)
k (x
(e)
k ⊠ y
(e)
k ) ∈ V (e) ⊠W (e)
where x
(e)
1 , x
(e)
2 , . . . and y
(e)
1 , y
(e)
2 , . . . are (finite) sequences of orthonormal vectors for all e,
and λ
(e)
k > 0 for all k, e. Since u
(e) is a unit vector, we have
∑
k(λ
(e)
k )
2 = 1. We define
x(e) =
∑
k λ
(e)
k , y
(e) =
∑
k λ
(e)
k for all e, and
x = x(1) ⊗ · · · ⊗ x(d), y = y(1) ⊗ · · · ⊗ y(d).
Note that x(e) and y(e) are unit vectors, and x and y are pure tensors of unit length. For a
d-tuple k = (k1, . . . , kd) we define
λk =
d∏
e=1
λ
(e)
ke
, xk = x
(1)
k1
⊗ · · · ⊗ x(d)kd , yk = y
(1)
k1
⊗ · · · ⊗ y(d)kd .
So we can write
u =
∑
k
λk(xk ⊠ yk).
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This is a singular value decomposition of u, if u is viewed as a tensor in
(V ⊗W, (V (1) ⊗ · · · ⊗ V (d),W (1) ⊗ · · · ⊗W (d))).
Using the inequality (9) and the Cauchy-Schwarz inequality, we get∑
i,j
|〈Si ⊠ Tj , u〉|α =
∑
i,j
∣∣∣∑
k
λk〈Si ⊠ Tj, xk ⊠ yk〉
∣∣∣α ≤∑
i,j
∑
k
∣∣∣λk〈Si ⊠ Tj , xk ⊠ yk〉∣∣∣α =
=
∑
k
λαk
∑
i,j
|〈Si, xk〉|α|〈Tjyk〉|α ≤
∑
k
(
λ
α/2
k
∑
i
|〈Si, xk〉|α
)(
λ
α/2
k
∑
j
|〈Tj, yk〉|α
)
≤
≤
√∑
k λ
α
k
(∑
i |〈Si, xk〉|α
)2√∑
k λ
α
k
(∑
j |〈Tj, yk〉|α
)2
≤
≤
√∑
k λ
α
k [S]
α
α
∑
i |〈Si, xk〉|α
√∑
k λ
α
k [T]
α
α
∑
j |〈Tj, yk〉|α ≤
≤ [S]α/2α [T]α/2α
√∑
i |〈Si,
∑
k λkxk〉|α
√∑
j |〈Tj,
∑
k λkyk〉|α ≤
≤ [S]α/2α [T]α/2α
√∑
i |〈Si, x〉|α
√∑
j |〈Tj, y〉|α ≤ [S]α/2α [T]α/2α [S]α/2α [T]α/2α = [S]αα[T]αα
Since the pure tensor u was arbitrary, we have [S⊠T]αα ≤ [S]αα[T]αα and [S⊠T]α ≤ [S]α[T]α.
If α ≥ 1, choose m such that α/m ≤ 1. By Corollary 3.2 we have
[(S⊠T)]mα = [(S⊠T)
⊗m]α/m = [S
⊗m
⊠T⊗m]α/m ≤ [S⊗m]α/m[T⊗m]α/m = [S]mα [T]mα ,
so we get [S⊗T]α ≤ [S]α[T]α.
Suppose that α > 0. There exists unit pure tensors a ∈ V and b ∈W such that∑
i
|〈Si, a〉|α = [S]αα and
∑
j
〈Tj , b〉|α = [T]αα.
We have∑
i,j
|〈Si ⊠ Tj, a⊠ b〉|α =
∑
i,j
|〈Si, a〉|α|〈Tj, b〉|α =
∑
i
|〈Si, a〉|α
∑
j
|〈Tj, b〉|α = [S]αα[T]αα.
So it follows that [S⊠T]αα ≥ [S]αα[T]αα. We conclude that [S⊠T]α = [S]α[T]α.

The norm [−]α is hard to compute in practice because we have to solve a optimization
problem. But µα(−) is easier to compute. Fortunately, [−]α can be estimated in terms of µ:
Lemma 3.4. For an r-tuple v = (v1, . . . , vr) of pure tensors of unit length and α > 0 we
have
µα(v)
α + 1 ≤ [v]αα.
Proof. Suppose that α > 0. For every i we have
1 +
∑
j 6=i
|〈vi, vj〉|α =
r∑
j=1
|〈vi, vj〉|α ≤ [v]αα.
Taking the maximum over all i gives the desired inequality. 
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Proposition 3.5. For an r-tuple v = (v1, . . . , vr) of pure tensors of unit length and α ≥ 1
we have
[v]2α2α ≤ µα(v)α + 1.
Proof. Suppose that α ≥ 2. Choose a unit pure tensor w such that
[v]2α =
( r∑
i=1
|〈vi, w〉|2α
)1/(2α)
.
Let D be the r × r diagonal matrix with Di,i = |〈vi, w〉|2α−2 and define
Z =
(
v1 · · · vr
)
,
where v1, . . . , vr are viewed as column vectors with respect to some orthonormal basis. Con-
sider the Hermitian matrix
A =
r∑
i=1
|〈vi, w〉|2α−2viv⋆i = ZDZ⋆
Then we have w⋆Aw = [v]2α2α. If λ ∈ R is the largest eigenvalue of A, then we get [v]2α2α ≤ λ.
The largest eigenvalue of the matrix B = Z⋆ZD is λ as well. Let
x =

x1...
xr


be an eigenvector of B with eigenvalue λ. We have
λxi =
r∑
j=1
|〈vj, w〉|2α−2〈vj , vi〉xj.
for i = 1, 2, . . . , r. Choose i such that |xi| is maximal. Then we have
λ|xi| ≤
r∑
j=1
|〈vj, w〉|2α−2|〈vj, vi〉||xj| ≤
r∑
j=1
|〈vj, w〉|2α−2|〈vj , vi〉||xi|.
If we set β = α/(α− 1) and γ = α, then 1/β + 1/α = 1 and by Ho¨lder’s inequality we get
[v]2α2α ≤ λ ≤
r∑
j=1
|〈vj, w〉|2α−2|〈vj, vi〉| ≤
( r∑
j=1
|〈vj, w〉|(2α−2)β
)1/β( r∑
j=1
|〈vj, vi〉|α
)1/α
≤
( r∑
j=1
|〈vj, w〉|2α
)(α−1)/α
(µα(v)
α + 1)1/α = [v]2α−22α (µα(v)
α + 1)1/α.
So we conclude that [v]2α2α ≤ µα(v)α + 1.

Example 3.6. The inequality in Proposition 3.5 does not hold when α < 1. For example,
if e = (e1, e2) in the (trivial) tensor product space (C
2, (C2)), then we have µα(e) = 0. If
0 < α < 1, then the maximum of(
|〈e1, u〉|2α + |〈e2, u〉|2α
)1/(2α)
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is attained for u = (e1 + e2)/
√
2. So we have
[v]2α2α = 2 · 2−α = 2(1−α)/(2α) > 1 = 1 + µα(v)α.
4. t-orthogonality
In this section we will discuss a notion of orthogonality for pure tensors that is stronger
than the usual notion of orthogonality. Recall that an r-tuple S = (S1, . . . , Sr) of unit tensors
is t-orthogonal if [S]2/t = 1.
Lemma 4.1. Suppose that S = (S1, . . . , Sr) is t-orthogonal r-tuple of unit tensors, and
T = (T1, . . . , Tr) is an u-orthogonal r-tuple of unit tensors. Then S⊗T is (t+u)-orthogonal.
Proof. From [S]2/t = 1 and [T]2/e = 1 follows that
1 ≤ [S⊗T]2/(t+u) ≤ [S]2/t[T]2/u ≤ 1
by Ho¨lder’s inequality. So [S⊗T]2/(t+u) = 1 and S⊗T is (t+ u)-orthogonal. 
Example 4.2. If x1, . . . , xr are orthogonal in C
p, and y1, . . . , yr ∈ Cq are orthogonal, then
by Lemma 4.1
(x1 ⊗ y1, . . . , xr ⊗ yr) ∈ (Cp ⊗ Cq)r
is 2-orthogonal.
Orthogonality is also stable under taking vertical tensor products.
Lemma 4.3. If S = (S1, . . . , Sr) is an r-tuple of unit tensors, T = (T1, . . . , Ts) is an S-tuple
of unit tensors, and S and T are both t-orthogonal, then S⊠T is also t-orthogonal.
Proof. This follows from Proposition 3.3. 
Using horizontal and vertical tensor product, we can easily see that the tensor Mp,q,r has
a Diagonal Singular Value Decomposition.
Proposition 4.4. We define
e = (ej,k ⊗ ek,i ⊗ ei,j | 1 ≤ i ≤ p, 1 ≤ j ≤ q, 1 ≤ k ≤ r) ∈ (Cp×q ⊗ Cq×r ⊗ Cr×p)pqr.
Then e is 2-orthogonal.
Proof. Let e1, . . . , ep denote the orthonormal basis of C
p. Then (e1, . . . , ep) is 1-orthogonal.
So
(ei ⊗ ei | i = 1, . . . , p) ∈ (Cp ⊗ Cp)p
is 2-orthogonal. The tuples
P = (ei ⊗ 1⊗ ei | 1 ≤ i ≤ p) ∈ (Cp ⊗ C⊗ Cp)p,
Q = (ej ⊗ ej ⊗ 1 | 1 ≤ j ≤ q) ∈ (Cq ⊗ Cq ⊗ C)q,
R = (1⊗ ek ⊗ ek | 1 ≤ k ≤ r) ∈ (C⊗ Cr ⊗ Cr)r.
are 2-orthogonal. We will write ei,j instead of ei ⊠ ej. Now the tuple
P ⊠Q⊠ R = (ei,j ⊗ ej,k ⊗ ek,i | 1 ≤ i ≤ p, 1 ≤ j ≤ q, 1 ≤ k ≤ r) ∈ (Cq×r ⊗ Cr×p ⊗ Cp×q)pqr
is 2-orthogonal as well. 
Proof of Theorem 1.9. This follows immediately from the definition of the diagonal singular
value decomposition and Proposition 4.4. 
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Proof of Theorem 1.11. Let Z1, . . . , Zs be the irreducible representations of G. We have an
isomorphism
(10) CG ∼=
s⊕
i=1
Hom(Zi, Zi).
For A =
∑
g∈G λgg ∈ CG we define A⋆ =
∑
g∈G λgg
−1. We may view A as an endomorphism
of CG by left multiplication. The Hermitian form on CG is given by
〈A,B〉 = 1
n
trace(AB⋆).
We can write
e =
s∑
i=1
πi
where πi is the projection onto Zi. The decomposition (10) is orthogonal. The multiplication
tensor
TG ∈ CG⊗ CG⊗ CG
decomposes
TG =
s∑
i=1
Ti
where
Ti ∈ Hom(Zi, Zi)⊗Hom(Zi, Zi)⊗ Hom(Zi, Zi) ⊆ CG⊗ CG⊗ CG.
is the tensor for multiplication in Hom(Zi, Zi). We have
Ti =
∑
g,h
πig ⊗ h⊗ h−1g−1.
So it follows that
‖Ti‖2 = 1
n
∑
g,h
trace((πig)
⋆(πig)) =
1
n
∑
g,h
trace(π⋆i g
−1gπi) =
1
n
∑
g,h
trace(π2i ) = n trace(πi) = nd
2
i .
Note that T = (T1, T2, . . . , Ts) is 3-orthogonal. The tensor Ti corresponds to matrix multi-
plication in Hom(Zi, Zi). We can write
Ti =
d3i∑
j=1
λjaj ⊗ bj ⊗ cj
where (aj⊗bj⊗cj , 1 ≤ j ≤ d3i ) is 2-orthogonal list of unit vectors. The norm on Hom(Zi, Zi)
that is induced from the norm on CG may not be the same as the Euclidean norm given
by A 7→ trace(A⋆A), but they are the same up to a scalar. This implies that all λj ’s are
the same. Since nd2i = ‖Ti‖2 = d3iλ2j we have that λj =
√
n
di
for all j. So the irreducible
representation Zi contributes the singular value
√
n
di
with multiplicity d3i .

Proposition 4.5. Suppose that V = (V, (V (1), . . . , V (d))) is a tensor product space, t ≥ 1
and v = (v1, . . . , vr) ∈ V r is a t-orthogonal r-tuple of pure tensors of unit length. Then we
have n ≤ dim(V )1/t.
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Proof. Consider the (2m− 1)-dimensional unit sphere in C2m given by
|z1|2 + · · ·+ |zm|2 = 1.
Suppose z is a random point on the sphere (with uniform distribution). We will give an
estimate for the expectation E(|z|α). It is clear that E(|z|α) ≥ E(|w|α) where w is a random
point in the (2m)-dimensional ball B2m defined by
|w1|2 + · · ·+ |zm|2 ≤ 1
Let x = 1/
√
2m, and let D be the body defined by
|w1| ≤ x and |w1|2 + · · ·+ |wm|2 ≤ 1
and E be the body defined by
|w1| ≤ x and |w2|2 + · · ·+ |wm|2 ≤ 1.
Then D ⊆ E and E is a product of an (2m − 2)-dimensional ball with radius 1 and a disk
of radius x. We have
P(|w| ≤ x) = vol(D)
vol(B2m)
≤ vol(E)
vol(B2m)
=
vol(B2m−2)πx2
vol(B2m)
=
x2
m
=
1
2
where we use the formula vol(B2m) = π
m/m!. It follows that
E(|z|α) ≥ E(|w|α) ≥ xαP(|w| ≥ x) ≥ 1
2
xα = 2−1−α/2m−α/2.
Suppose that u = u(1)⊗ · · · ⊗ u(d) is a fixed unit pure tensor in V and z = z(1) ⊗ · · · ⊗ z(d) is
a random unit pure tensor. Let n = dim(V ) and ni = dim(Vi) for all i. Then we have
E(|〈z, u〉|2/t) =
d∏
s=1
E(|〈z(i), u(i)〉|2/t) ≥ 2−(1+1/t)d
d∏
i=1
n
−1/t
i = 2
−(1+1/t)dn−1/t.
It follows that
1 ≥
r∑
i=1
E(|〈vi, z〉|2/t) = 2−(1+1/t)dn−1/tr.
So we get
r ≤ 2(1+1/t)dn1/t.
For a positive integer q,
v⊠q = v ⊠ · · ·⊠ v︸ ︷︷ ︸
q
is also t-orthogonal, and it has rq vectors in an nq-dimensional vector space. So we have
rq ≤ 2(1+1/t)dnq/t.
Taking the q-th root gives
r ≤ 2(1+1/t)d/qn1/t.
Taking the limit q →∞ yields
r ≤ n1/t.

The following lemma justifies the term t-orthogonality.
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Lemma 4.6. If (v, w) is t-orthogonal, where v = v(1) ⊗ · · · ⊗ v(d) and w = w(1) ⊗ · · · ⊗w(d),
then we have 〈v(i), w(i)〉 = 0 for at least t values of i.
Proof. Suppose that u = u(1) ⊗ · · · ⊗ u(d) is a unit pure tensor. Then we have
1 ≥
∏
i
|〈v(i), u(i)〉|2/t +
∏
i
|〈w(i), u(i)〉|2/t.
Choose ε with 0 < ε <
√
2 and u(i) such that |〈v(i), u(i)〉| = 1 − 1
2
ε2 and u(i), v(i), w(i) are
dependent. If w(i) and v(i) are orthogonal, then |〈w(i), u(i)〉| = ε+o(ε), because |〈v(i), u(i)〉|2+
|〈w(i), u(i)〉|2 = 1. If w(i) and v(i) are not orthogonal, then |〈w(i), u(i)〉| = |〈w(i), v(i)〉| + o(ε).
If s is the number of i for which v(i) and w(i) are orthogonal, then we have
1 ≥
∏
i
|〈v(i), u(i)〉|2/t +
∏
i
|〈w(i), u(i)〉|2/t = (1− 1
2
ε2)2/t + |Cεs + o(εs)|2/t =
= 1− d
t
ε2 + o(ε2) + C2/tε2s/t + o(ε2s/t).
for some constant C. We must have s/t ≥ 1, otherwise the inequality is not satisfied for
small ε. 
Example 4.7. Consider the following triple of pure tensors
e = (e1 ⊗ e1 ⊗ e1, e1 ⊗ e2 ⊗⊗e2, e2 ⊗ e1 ⊗ e2) ∈ (C2 ⊗ C2 ⊗ C2)3
Then every pair of vectors of e is 2-orthogonal. However, e itself is not 2-orthogonal, because
it violates Proposition 4.5:
n = 3 > 81/2 = dim(V )1/2.
Example 4.8. Let G be a group of order n, CG be its group algebra and consider the tensor
product space CG⊗ CG⊗ CG. Let
v = (g ⊗ h⊗ k | g, h, k ∈ G; ghk = 1).
be a list of n2 vectors. We claim that v is 3
2
-orthogonal. Suppose that
w =
(∑
g∈G
agg
)
⊗
(∑
g∈G
bgg
)
⊗
(∑
g∈G
cgg
)
is a pure tensor with
∑
g∈G |ag|2 =
∑
g∈G |bg|2 =
∑
g∈G |cg|2 = 1. Using the inequality
pqr ≤ 1
3
(p3 + q3 + r3) we get∑
g,h,k∈G
gkh=1
|〈g ⊗ h⊗ k, w〉|4/3 =
∑
g,h,k∈G
ghk=1
|agbhck|4/3 =
∑
g,h,k∈G
ghk=1
|agbh|2/3|bhck|2/3|ckag|2/3 ≤
≤ 1
3
∑
g,h,k∈G
ghk=1
(|agbh|2 + |bhck|2 + |ckag|2) = 1.
To see the last equality, note that∑
g,h,k∈G
ghk=1
|agbh|2 =
∑
g∈G
|ag|2
∑
h∈G
|bh|2 = 1 · 1 = 1.
This proves that v is 3
2
-orthogonal. For t > 3
2
, v cannot be t-orthogonal because otherwise
this would violate Proposition 4.5.
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5. Lower bounds for the nuclear norm
Proof of Theorem 1.1. Suppose that α ≥ 1, T is a tensor, and S = (S1, . . . , Sr) is an r-tuple
of tensors. We can write
T =
s∑
i=1
µjwj
where µ1, . . . , µs are positive real numbers such that
∑s
j=1 µj = ‖T‖⋆ and w1, . . . , ws are
pure unit tensors. Define
zj :=

|〈wj, S1〉|...
|〈wj, Sr〉|

 ∈ Cr
for j = 1, 2, . . . , s. We have
‖zj‖α =
( r∑
i=1
|〈wj, Si〉|α
)1/α
≤ [S]α.
for all j. It follows that( r∑
i=1
|〈T, Si〉|α
)1/α
≤
( r∑
i=1
( s∑
j=1
µj|〈wj, Si〉|
)α)1/α
=
∥∥∥ s∑
j=1
µjzj
∥∥∥
α
≤
≤
s∑
j=1
|µj|‖zj‖α ≤
s∑
j=1
|µj|[S]α = ‖T‖⋆[S]α.

For a permutation σ ∈ Sn, define
eσ = eσ(1) ⊗ eσ(2) ⊗ · · · ⊗ eσ(n) ∈ (Cn)⊗n
and
e = (eσ, σ ∈ Sn).
We now study the determinant tensor
∑
σ sgn(σ)eσ and the permanent tensor
∑
σ eσ.
Proof of Theorem 1.15. If a(1), · · · , a(n) are vectors of unit length, then Hadamard’s inequal-
ity yields
|〈detn, a(1) ⊗ a(2) ⊗ · · · ⊗ a(n)〉| = | det(a(1), . . . , a(n))| ≤ ‖a(1)‖ · · · ‖a(n)‖ = 1.
Therefore, we have [detn] ≤ 1. It follows from Corollary 1.2 that
‖detn‖⋆ ≥ ‖detn‖⋆[detn] ≥ ‖detn‖2 = n! .

The following theorem proven in [6] is the permanent analog of Hadamard’s inequality.
Theorem 5.1. For vectors a(1), . . . , a(n) ∈ Cn we have
| per(A)| ≤ n!
nn/2
‖a(1)‖‖a(2)‖ · · · ‖a(n)‖.
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Proof of Theorem 1.14. For vectors a(1), · · · , a(n) of unit length,we get
|〈pern, a(1) ⊗ a(2) ⊗ · · · ⊗ a(n)〉| = | per(a(1), . . . , a(n)| ≤
n!
nn/2
‖a(1)‖ · · · ‖a(n)‖ = n!
nn/2
.
So we have [pern] ≤ n!nn/2 . From Corollary 1.2 follows that
n!
nn/2
‖pern‖⋆ ≥ ‖pern‖⋆[pern] ≥ ‖pern‖2 = n!.
We conclude that ‖ pern ‖⋆ ≥ nn/2. 
[
6. The Diagonal Singular Value Decomposition
For an r-tuple v = (v1, . . . , vr) and k < r we write v
[k] for (v1, . . . , vk). We start with the
most general, main theorem.
Theorem 6.1. Suppose that V is a tensor product space, v = (v1, . . . , vr) andw = (w1, . . . , ws)
consists of pure tensors in V of unit length, λ1 ≥ λ2 ≥ · · · ≥ λs > 0, σ1 ≥ σ2 ≥ · · · ≥ σr > 0
and
s∑
i=1
λiwi =
r∑
j=1
σjvj .
Also, suppose that k ≤ s, l ≤ r such that 0 ≤ δ ≤ [w[k]]1 where δ := k[v]1 − l[w[k]]1. Then
we have
[w[k]]1(σ1 + σ2 + · · ·+ σl) + δσl+1 ≥ (1− µ1(w))(λ1 + λ2 + · · ·+ λk),
Here we use the conventions that 0 = λs+1 = λs+2 = · · · and 0 = σr+1 = σr+2 = · · · .
Proof. Let
T =
s∑
i=1
λiwi =
r∑
j=1
σjvj .
We have
k∑
i=1
s∑
j=1
λi|〈wi, wj〉| =
k∑
i=1
k∑
j=1
λi|〈wi, wj〉|+
k∑
i=1
s∑
j=k+1
λi|〈wi, wj〉| =
=
k∑
i=1
k∑
j=1
λj|〈wi, wj〉|+
k∑
i=1
s∑
j=k+1
λi|〈wi, wj〉| ≥
≥
k∑
i=1
k∑
j=1
λj |〈wi, wj〉|+
k∑
i=1
s∑
j=k+1
λj |〈wi, wj〉| =
k∑
i=1
s∑
j=1
λj|〈wi, wj〉|.
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because λi ≥ λj whenever i ≥ j. Using this, we get
k∑
i=1
|〈wi, T 〉| =
k∑
i=1
∣∣∣ s∑
j=1
λj〈wi, wj〉
∣∣∣ ≥ k∑
i=1
λi −
k∑
i=1
∑
j 6=i
λj|〈wi, wj〉| =
= 2
k∑
i=1
λi −
k∑
i=1
s∑
j=1
λj |〈wi, wj〉| ≥ 2
k∑
i=1
λi −
k∑
i=1
s∑
j=1
λi|〈wi, wj〉| =
=
k∑
i=1
λi
(
2−
s∑
j=1
|〈wi, wj〉|
)
≥ (1− µ1(w))
k∑
i=1
λi.
Let yi,j = |〈wi, vj〉| if 1 ≤ i ≤ s and 1 ≤ j ≤ r. We have
(1− µ1(w))
k∑
i=1
λi ≤
k∑
i=1
|〈wi, T 〉| ≤
k∑
i=1
r∑
j=1
σjyi,j =
r∑
j=1
σj
k∑
i=1
yi,j =
r∑
j=1
σjxj ,
where xj =
∑k
i=1 yi,j ≤ [w[k]]1. We also have
x1 + · · ·+ xr =
r∑
j=1
k∑
i=1
yi,j =
k∑
i=1
r∑
j=1
yi,j ≤
k∑
i=1
[v]1 = k[v]1.
If we maximalize the functional
∑r
j=1 σjxj under the constraints 0 ≤ xi ≤ [w[k]]1 for i =
1, 2, . . . , l and x1 + · · ·+ xr ≤ k[v]1, then an optimal solution is x1 = x2 = · · · = xl = [w[k]]1,
xl+1 = k[v]1 − l[w[k]]1 = δ and xl+2 = · · · = xr = 0, and the optimal value is
[w[k]]1(σ1 + · · ·+ σl) + δσl+1.

The following result gives a lower bound for the nuclear norm:
Theorem 6.2. If w = (w1, . . . , ws) is an orthogonal r-tuple of pure tensors of unit length,
λ1 ≥ · · · ≥ λs > 0 and T =
∑s
i=1 λiwi, then we have
‖T‖⋆ ≥
∑k
i=1 λi
[w[k]]1
Proof. We can write T =
∑r
i=1 σivi where vi is a pure tensor of unit length for all i, σ1 ≥
σ2 ≥ · · · ≥ σr > 0 and ‖T‖⋆ =
∑r
i=1 σi. We have
s∑
i=1
λiwi =
r∑
j=1
σjvj
and µ1(w) = 0 because w is orthogonal. From Theorem 6.1 follows that
[w[k]]1(σ1 + · · ·+ σr) ≥ λ1 + · · ·+ λs.

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Proof of Theorem 1.5. Suppose that v = (v1, . . . , vr) and w = (w1, . . . , ws) are 2-orthogonal
tuples of pure tensors of unit length, and
s∑
i=1
λiwi =
r∑
j=1
σjvj ,
such that λ1 ≥ · · · ≥ λs > 0 and σ1 ≥ · · · ≥ σr > 0. We apply Theorem 6.1 with
[v]1 = [w
[k]]1 = 1, l = k and get
k∑
j=1
σj ≥
k∑
i=1
λi
for all k. If we switch the roles of the v’s and w’s we also get inequalities in the other
directions as well. We conclude that r = s and λi = µi for all i. 
Proof of Theorem 1.6. Suppose that the diagonal singular value decomposition of T is
T =
r∑
i=1
σivi.
Then we have ‖T‖⋆ ≤
∑r
i=1 σi. If we take k = r, and λi = σi in Theorem 6.2 then we get
‖T‖⋆ ≥
∑r
i=1 σi
[v]1
=
r∑
i=1
σi,
so we conclude that ‖T‖⋆ =
∑r
i=1 σi.
Since v = (v1, . . . , vr) is 2-orthogonal, we have
‖T‖2 =
r∑
i=1
σ2i
and [v]1 = 1.
If u is a pure tensor of unit length, then
|〈T, u〉| =
∣∣∣∑ri=1 σi〈vi, u〉∣∣∣ ≤ σ1 r∑
i=1
|〈vi, u〉| ≤ σ1[v]1 = σ1.
Clearly 〈T, v1〉 = σ1. So we conclude that [T ] = σ1. 
Proof of Theorem 1.7. Suppose that T has a diagonal singular value decomposition with
singular values σ1 > · · · > σr > 0. We can write T =
∑r
j=1 σjvj . Suppose that we have
another singular value decomposition T =
∑r
i=1 σiwi. (Note that the singular values are
determined by T because of Theorem 1.5).
Let yi,j = |〈wi, vi〉|. Then
∑r
j=1 yi,j ≤ [v]1 = 1 and
∑r
i=1 yi,jleq[w]1 = 1. Fix k ≤ r and
let xj =
∑k
i=1 yi,j ≤ 1. From the proof of Theorem 6.1 follows that
x1 + · · ·+ xr ≤ k.
and
k∑
i=1
σi ≤
r∑
j=1
σjxj .
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Since σ1, . . . , σr are distinct, we must have x1 = x2 = · · · = xk = 1 and xk+1 = · · · = xr = 0.
This implies that yi,j = 0 if i ≤ k and j ≥ k + 1. So yi,j = 0 for i < j and by symmetry,
yi,j = 0 for i > j. This proves that |〈vi, wi〉| = yi,i = 1 for all i. So wi is equal to vi up to a
unit scalar, say wi = γivi. It follows that
r∑
i=1
σivi =
r∑
i=1
σiwi =
r∑
i=1
σiγivi
and because v1, . . . , vr are linearly independent, it follows that γi = 1 and wi = vi for all i.

Proof of Theorem 1.8. Suppose that T is a tensor with 2 diagonal singular value decompo-
sitions
T =
r∑
i=1
σiwi =
r∑
j=1
σjvj
with σ1 ≥ · · · ≥ σr > 0, and that w = (w1, . . . , wr) is t-orthogonal with t > 2. Let
yi,j = |〈wi, vj〉|.
From the proof of Theorem 6.1 follows that
r∑
i=1
yi,j = 1.
for all j. We also have
r∑
i=1
yαi,j ≤ 1.
where α = 2/t < 1, because w is t-orthogonal. Subtracting gives
r∑
i=1
yαi,j(1− y1−αi,j ) ≤ 0.
It follows that yi,j ∈ {0, 1} for all i, j. The column sums of Y = (yi,j) are 1. So every column
has exactly one 1. So the matrix has exactly r 1’s. Since the row sums are also 1, it follows
that every row has exactly one 1 as well. So Y is a permutation matrix. There exists a
permutation φ of {1, 2, . . . , r} such that
vi = γiwφ(i).
where γi is a unit for all i. We have
r∑
i=1
σivi =
r∑
i=1
γiσiwφ(i) =
r∑
i=1
σφ(i)wφ(i).
Since w is linearly independent, it follows that γiσi = σφ(i) for all i. So γi = 1 and σi = σφ(i)
for all i. This shows that
σ1v1, . . . , σrvr
is a permutation of
σ1w1, . . . , σrwr.
So the diagonal singular value decomposition is unique. 
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7. Tensors without a diagonal singular value decomposition
Example 7.1. Consider the permanent pern. Suppose that it has a DSVD and that its
singular values are σ1, . . . , σr. Then we have
[pern] = σ1 =
n!
nn/2
, ‖ pern ‖2 = n!, ‖ pern ‖⋆ = nn/2.
We have
σ1
r∑
i=1
σi = [pern]‖ pern ‖⋆ = n! = ‖ pern ‖2 =
r∑
i=1
σ2i
so it follows that σ1 = σ2 = · · · = σr. So
nn
n!
=
‖ pern ‖⋆
[pern]
=
rσ1
σ1
= r.
For n ≥ 3, nn/n! is not an integer (the denominator is divisible by n − 1), so pern cannot
have a diagonal singular value decomposition.
Example 7.2. Consider the determinant detn. Suppose that detn has a DSVD. A similar
argument as in the previous example shows that detn has a singular value σ with multiplicity
r, where
r =
‖ detn ‖⋆
[detn]
= n!.
So there exists a 2-orthogonal r-tuple of pure tensors of unit length. This implies that
r ≤ nn/2 by Proposition 4.5. For n ≥ 3 we have n! > nn/2, so detn cannot have a diagonal
singular value decomposition.
8. Appendix: The tensor rank of the determinant and the permanent
For a subset I = {i1, i2, . . . , ir} ⊆ {1, 2, . . . , n} with i1 < · · · < ir define
detr(I) =
∑
sgn(σ)eiσ(1) ⊗ · · · ⊗ eiσ(r),
sgn(I) = (−1)i1 + · · ·+ ir −
(
r+1
2
)
.
and
Ic = {1, 2, . . . , n} \ I.
We have the following generalized Laplace expansion
detn =
∑
I
sgn(I) detr(I)⊗ detn−r(Ic)
where I runs over all
(
n
r
)
subsets of {1, 2, . . . , n} with cardinality r.
By flattening, we may view the tensor detn as a tensor in C
nr⊗Cnn−r . The tensors detr(I)
where I is a subset of {1, 2, . . . , n} with r elements are linearly independent. The tensors
detr(I
c) are linearly independent as well. This shows that the flattened tensor has rank at
least
(
n
r
)
. So we have
rank(detn) ≥
(
n
r
)
.
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We get the best lower bound if r = ⌊n/2⌋:
rank(detn) ≥
(
n
⌊n/2⌋
)
.
We have a similar Laplace expansion for the permanent, so we also get
rank(pern) ≥
(
n
⌊n/2⌋
)
.
So the ranks of the determinant and permanent grow at least exponentially. We also have
an exponential lower bound for the permanent. An exponential upper bound for the rank
of the determinant seems not to be known. However, the obvious bound rank(detn) ≤ n! is
not sharp for n ≥ 3.
For n = 3, we have
det3 =
1
2
(
(e3+e2)⊗(e1−e2)⊗(e1+e2)+(e1+e2)⊗(e2−e3)⊗(e2+e3)+2e2⊗(e3−e1)⊗(e3+e1)+
+ (e3 − e2)⊗ (e2 + e1)⊗ (e2 − e1) + (e1 − e2)⊗ (e3 + e2)⊗ (e3 − e2)
)
.
So rank(det3) ≤ 5. Zach Teitler pointed out that this implies that the Waring rank of a 3×3
matrix is at most 20. He also pointed out that one can show that rank(det3) ≥ 4. If n > 3,
then we can again use the generalized Laplace expansion
detn =
∑
I
sgn(I) det3(I)⊗ detn−3(Ic).
where I runs over all subsets of {1, 2, . . . , n} with 3 elements. This proves that
rank(detn) ≤
(
n
3
)
rank(detn−3) rank(det3) ≤ 5 · n!
6 · (n− 3)!
We can rewrite this as
rank(detn)
n!
≤ 5
6
· rank(detn−3)
(n− 3)! .
By induction, we get
rank(detn) ≤
(5
6
)⌊n
3
⌋
· n!.
Remark 8.1. Homogeneous polynomials can be thought of as symmetric tensors. For
symmetric tensors there is also a notion of rank, the so-called symmetric rank. The symmetric
rank is different from, but closely related to the tensor rank. The determinant and permanent
can be thought of as homogeneous polynomials. Lower bounds for the symmetric tensor rank
of the determinant and permanent can be found in [21] and [26].
Acknowledgment. The author thanks Zach Teitler for useful comments and a correction.
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