Abstract-In this paper, we establish a new data-based iterative optimal learning control scheme for discrete-time nonlinear systems using iterative adaptive dynamic programming (ADP) approach and apply the developed control scheme to solve a coal gasification optimal tracking control problem. According to the system data, neural networks (NNs) are used to construct the dynamics of coal gasification process, coal quality and reference control, respectively, where the mathematical model of the system is unnecessary. The approximation errors from neural network construction of the disturbance and the controls are both considered. Via system transformation, the optimal tracking control problem with approximation errors and disturbances is effectively transformed into a two-person zero-sum optimal control problem. A new iterative ADP algorithm is then developed to obtain the optimal control laws for the transformed system. Convergence property is developed to guarantee that the performance index function converges to a finite neighborhood of the optimal performance index function, and the convergence criterion is also obtained. Finally, numerical results are given to illustrate the performance of the present method.
I. INTRODUCTION

C
OAL is the world's most abundant energy resource and the cheapest fossil fuel. The development of coal gasification technologies, which is a primary component of the carbon-based process industries, is of primary importance to deal with the limited petroleum reserves [1] . Hence, optimal control for the coal gasification is a key problem for developing the carbon-based process industries. To describe the process of coal gasification, many discussions focus on coal gasification modeling approaches [2] - [5] . The established models are usually very complex with high nonlinearities. To simplify the controller design, the traditional control method for the coal gasification process adopts feedback linearization control method [6] - [8] . However, the controller designed by feedback linearization technique is only effective in the neighborhood of the equilibrium point. When the required operating range is large, the nonlinearities in the system cannot be properly compensated by using a linear model. Therefore, it is necessary to study an optimal control approach for the original nonlinear system [9] - [13] . But to the best of our knowledge, there are no discussions on the optimal controller design for the nonlinear coal gasification systems. One of the difficulties is complexity of the coal gasification systems, which makes the expression of the optimal control law very complex. Generally, the optimal control law cannot be expressed analytically. Another difficulty to obtain the optimal control law lies in solving the time-varying Hamilton-Jacobi-Bellman (HJB) equation which is usually too difficult to solve analytically. On the other hand, in the real-world control systems of coal gasification processes, the coal quality is also unknown for control systems. This makes it more difficult to obtain the optimal control law of the coal gasification systems. To overcome these difficulties, a new optimal control scheme must be established.
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to solve optimal control problem forward-in-time [16] - [22] . Iterative methods are widely used in ADP to obtain the solution of HJB equation indirectly and have received lots of attentions [23] - [27] . There are two main iterative ADP algorithms that are based on policy and value iterations, respectively [28] . Policy iteration algorithms are implemented from an initial admissible control law to obtain the optimal solution of HJB equation [29] , [30] . Value iteration algorithms are implemented from an initial performance index function to obtain the optimal control law [31] - [33] . Although iterative ADP algorithms attract more and more attentions [34] - [40] , many iterative algorithms require the accurate system model, the accurate iterative control and iterative performance index function in order to obtain the optimal control law. These iterative ADP algorithms can be called "accurate iterative ADP algorithms." Moreover, for most of the iterative algorithms, the iterative control and the performance index function of each iteration are both required to be accurately obtained which guarantee the convergence of the proposed algorithms. For most real-world control systems, such as the coal gasification control system, the accurate system model is complex and cannot be obtained in general. In each iteration of the iterative ADP algorithms, the accurate iterative control laws and the performance index function cannot be accurately obtained either. In this situation, approximation structures, such as neural networks, can be used to approximate the system model, the iterative control law and the iterative performance index function, respectively. So, there must exist approximation errors between the approximated functions and the expected ones, no matter what the approximation precisions are obtained. When the accurate system model, iterative control laws and the iterative performance index function cannot be obtained, the convergence properties of the accurate iterative ADP algorithms may be invalid. Until now, only in [41] approximation errors for the iterative control law and iterative performance index function (iteration errors for brief) in the iterative ADP algorithm were considered, but the accurate system model is required. To the best of our knowledge, there are no discussions on the optimal control scheme of the iterative ADP algorithms, where the modeling errors of unknown systems and iteration errors are both considered. This motivates our research.
In this paper for the first time, an integrated self-learning optimal control method of the coal gasification industrial process using iterative ADP is developed. First, a data-based NN model is established for the coal gasification control system, where the mathematical expression of the coal gasification system is unnecessary. Second, the coal quality and reference control models are also established by NNs. Next, via system transformation, the optimal tracking control system is effectively transformed into a two-person zero-sum control system. The NN approximation errors of the system, coal quality, reference control (system errors for brief) and the control disturbance are considered as a system control (disturbance control for brief). Then, the Hamilton-Jacobi-Isaacs (HJI) equation for the two-person zero-sum optimal control problem is derived. A new iterative ADP algorithm is developed to obtain the optimal control law iteratively, where the iteration errors are considered. Under the worst disturbance (the disturbance control that maximizes the performance index function), the optimal control law can be effectively obtained by the developed iterative ADP algorithm. We emphasize that the convergence analysis is established to guarantee that the performance index function is convergent to a finite neighborhood of the optimal performance index function. The convergence criterion is also obtained. Finally, numerical results are given to show the effectiveness of the developed iterative ADP algorithm. This paper is organized as follows. In Section II, the problem statement is presented. In Section III, NN modeling methods for the coal gasification system, the coal quality and reference control are established. In Section IV, the system transformation and the iterative ADP algorithm are presented. In Section V, the NN implementation for the optimal control scheme is discussed. In Section VI, numerical results are analyzed to demonstrate the effectiveness of the developed optimal control scheme. Finally, in Section VII, the conclusion is drawn.
II. PROBLEM FORMULATION
A. Coal Gasification Chemistry
The coal gasification inputs the coal water slurry (including coal and water) and combines with the oxygen into the gasifier. The coal gasification process in the gasifier operates at a high temperature, and the output of coal gasification includes synthesis gas and char. The diagram of coal gasification process can be seen in Fig. 1 .
Suppose that the composition of coal contains carbon (C), hydrogen (H), oxygen (O), char (Char), which is expressed by where . Let denote the coal quality function. The coal gasification reaction can be classified into two phases [3] . The first phase is coal combustion reaction, and the chemical equations are expressed by
The other phase is water-gas shift reaction which is reversible and mildly exothermic (2) where CO is carbon monoxide, is carbon dioxide, and is water.
The coal combustion reaction is instantaneous and nonreversible. The water-gas shift reaction is reversible and the reaction is strongly dependent on the reaction temperature. Let be the reaction temperature and let denote the reaction equilibrium coefficient. Then, we have the following empirical formula [3] : (3) where denotes the molar quantity in the synthesis gas. For the coal gasification process, it is pointed out that the reaction temperature is a key parameter [3] , [42] . Hence, in this paper, an optimal control scheme will be established to make the reaction temperature effectively track a desired one.
Remark 2.1: Generally, the coal contains more elements, such as nitrogen (N), sulphur (S), chlorine (Cl), and so on. While the chemical reactions of these elements are not main reactions and nearly ineffective to the reaction temperature. Thus, for convenience of analysis, the reactions of these elements are omitted and only the main reactions are considered in this paper.
B. Control System Description
Let denote the flow of the control input (Kg/h) and denote the flow of the output (Kg/h). Then, the control input can be defined as (4) The system output can be defined as (5) According to (1)-(5), the coal gasification control system can be expressed as (6) where and are unknown system functions. Let the desired state trajectory be . Then, our goal is to design an optimal state-feedback tracking control law , that makes the system state track the desired state trajectory. However, it is nearly impossible to obtain a direct optimal tracking controller for system (6) . First, the system functions and are unknown nonlinear functions. Second, for desired trajectory , the corresponding reference control is also difficult to obtain for the unknown system. Furthermore, the coal quality is also an unknown and uncontrollable parameter. Thus, new methods must be established to solve these problems.
III. DATA-BASED MODELING AND PROPERTIES
In this section, three-layer back-propagation (BP) NNs are introduced to approximate the system (6) . We also use NNs to solve the reference control and obtain the coal quality. Let the number of hidden layer neurons be denoted by . Let the weight matrix between the input layer and hidden layer be denoted by . Let the weight matrix between the hidden layer and output layer be denoted by . Let the input vector of the NN be denoted as . Then, the output of three-layer NN is represented by (7) where , , are the activation function.
The NN estimation error can be expressed by where and are the ideal weight parameters, is the reconstruction error. For convenience of analysis, only the output weights are updated during the training, while the hidden weights are kept fixed [23] , [43] . Hence, in the following, the NN function (7) is simplified by the expression , where .
A. Control System Modeling and Properties
In this subsection, using input-state-output data, a BP NN model is established to reconstruct the system (6) . Let the number of hidden layer neurons be denoted by and . Let the ideal weights be denoted by and , respectively. According to the universal approximation property of NNs, the NN representation of the system (6) can be written as where is the NN input. Let and where and are matrices with appropriate dimensions. Let for a constant . Let be the bounded NN reconstruction errors which satisfy , for , 2. The NN model for the system is constructed as (8) where is the estimated system state vector and is the estimated system output vector. Let be the estimation of the ideal weight matrix and let be the estimation of the ideal weight matrix . Then, we define the system identification errors as (9) where and . Let and . Then, we can get
The weights are adjusted to minimize the following error:
By a gradient-based adaptation rule, the weights are updated as (10) where and are learning rates. Before proceeding, the following assumption is necessary. Then, we have the following theorem. Theorem 3.1: Let the identification scheme (8) be used to identify the nonlinear system (6), and let the NN weights be updated by (10) . If Assumption 1 holds, then the system identification error is asymptotically stable and the error matrices and both converge to zero, as . Proof: Consider the following Lyapunov function candidate defined as:
The difference of the Lyapunov function candidate is given by With the identification error dynamics (9) 
B. Data-Based Identifications of Coal Quality and Reference Control
In this section, NN will be used to identify the coal quality function and solve the reference control law using the system data. Different from the system modeling, the coal quality data cannot generally be detected and identified in realtime coal gasification process. This means that the coal quality data can only be achieved offline. Noticing this feature, an iterative training method of the neural networks can be adopted. According to (6), we can solve , which is expressed as (12) Usually, is a high nonlinear system and the analytical expression of is nearly impossible to obtain. Thus, a BP NN ( network for brief) is established to identify the coal quality function . Let the number of hidden layer neurons be denoted as . Let the ideal weights be denoted as . The NN representation of (12) can be written as (13) where and is the reconstruction error. Let , where is an arbitrary matrix. The NN coal quality function is constructed as (14) where is the estimated coal quality function, and is the estimated weight matrix. According to (12) , we notice that solving needs the data of . As we adopt offline data to train the NN, the corresponding data can be achieved. Define the identification error as where and . Similarly, the weights are updated as (15) where is the learning rate. Next, we will solve the reference control using NN ( network for brief). In this paper, as we aim to design a state feedback controller to make the system state track the desired one, according to the state equation in (6), we give to approximate the reference control function , which is expressed as (16) Let the number of hidden layer neurons be denoted as . Let the ideal weights be denoted as . The NN representation of (12) can be written as (17) where and is the reconstruction error. Let where is an arbitrary matrix. The NN reference control is constructed as (18) where the estimated reference control, is estimated weight matrix. Define the identification error as (19) where and . Similarly, the weights are updated as (20) where is the learning rate. Next, we give the convergence properties of network and network. Theorem 3.2: Let the identification schemes (14) and (18) be used to identify and in (12) and (17), respectively. Let the NN weights be updated by (15) and (20) In the previous section, we have shown how to use the system data to approximate the dynamics of system (6) . NNs are also adopted to solve the reference control and obtain the coal quality function, respectively. In this section, we will present the iterative ADP algorithm to obtain the optimal tracking control law with system and iteration errors.
A. The System Transformation With System Errors and Control Disturbance
Although the control system, the reference control and the coal quality function are approximated by NNs, the system errors are still unknown. It is difficult to design the optimal tracking control system with unknown system errors. Thus, an effective system transformation is presented in this section.
In order to transform the system, for the desired system state , a desired reference control (desired control for brief) can be obtained. Taking the desired state trajectory into (16), we can obtain the reference control trajectory where is defined as the desired control. Let be the neural network function which approximates the reference control
. If the weights converge to sufficiently, then we have
As cannot be obtained directly, network is used to approximate . According to (13) and (14), let weights be convergent to sufficiently, we have Let and . According to mean value theorem, we have (25) where , and is some constant. As is bounded and is smooth, we have is bounded. If we let the neural-network generated reference control be expressed by (26) then we can get (27) where . Let be the error between the control and the reference control , then we can obtain (28) where we let be the estimation control. Remark 4.1: From (28), we can see that if we have obtained the estimation control and the control error , then the control input can be determined. In real-world industrial processes, however, the control performance will be influenced by low level controller. For coal gasification, the fluctuation of flow of the control inputs is important and cannot be ignored. Let be the bounded disturbance of the control and then the control input can be written as (29) where . In the following, the disturbance of the control is considered.
According to (8) Let the tracking error be defined as (32) where is the desired state trajectory. Let (33) where is the neural-network generated reference control trajectory expressed by (26) . According to (27) , (29) , and (31), we can get (34) where . According to (32) and (34) On the other hand, as mentioned in Remark 3.1, we have that is a constant vector after it is identified. Hence, according to (26) , can also be seen as a constant vector. Then, system (36) can be transformed into the following regulation system: (37) where . From (37), we can see that the nonlinear tracking control system (6) is transformed into a regulation system, where the system errors and the control fluctuation are transformed into an unknown bounded system disturbance.
B. Derivation of the Iterative ADP Algorithm With System Errors, Iteration Errors and Control Disturbance
In this section, our goal is to obtain an optimal control that makes the tracking error converge to zero under the system disturbance . As the system disturbance is unknown, it makes the design of the optimal controller very difficult. In [44] , the optimal control problem for system (37) was transformed into a two-person zero-sum optimal control problem, where the system disturbance was defined as a control variable. The optimal control law is obtained under the worst case of the disturbance (the disturbance control maximizes the performance index function). Inspired by [44] , we define as a disturbance control of the system and the two controls and of system (37) are designed to optimize the following quadratic performance index function: (38) where we let and . Define the matrices . Then, the optimal performance index function can be defined as (39) Let be the utility function. In this paper, we assume that the utility function for . Generally, the system errors are small. This makes the system disturbance small and the utility function larger than zero. If are large, we can reduce the matrix or enlarge the matrices and . Hence, the assumption can be guaranteed.
According to the principle of optimality, satisfies the discrete-time HJI equation (40) Define the laws of optimal controls as Hence, the HJI (40) can be written as
We can see that if we want to obtain the optimal control laws and , we must obtain the optimal performance index function . Generally, is unknown before all the controls and are considered. This makes HJI equation generally unsolvable. In this paper, a new iterative ADP algorithm with system and approximation errors is developed to overcome these difficulties. In the present iterative ADP algorithm, the performance index function and control law are updated by iterations, with the iteration index increasing from 0 to infinity. Let the initial performance index function . For , the iterative control law and can be computed as
Update the iterative performance index function by (43) where is expressed as (37) . Let and be finite approximation error functions of the iterative control and iterative performance index function, respectively. Remark 4.2: From (37), we can see that the system is affine for the disturbance control . According to (41) , using the necessary condition of the optimality, for , we have that can be obtained as
C. Properties of the Iterative ADP Algorithm With System Errors, Iteration Errors and Control Disturbance
For the two-person zero-sum iterative ADP algorithm (41)- (43) , as the iteration errors are unknown, for , the properties of the iterative performance index function and the iterative control laws and are very difficult to analyze. In [41] , for nonlinear systems with single controller, a new "error bound" analysis method is proposed to prove the convergence of the iterative performance index function. In this paper, we will give the "error bound" convergence analysis of the iterative performance index functions for nonlinear two-person zero-sum optimal control problems.
For , define a new iterative performance index function as (44) where and (45) is the accurate iterative control law. According to (43) , for , there exists a finite constant that makes (46) hold uniformly. Hence, we can give the following theorem. Theorem 4.1: For , let be expressed as in (44) and be expressed as in (43) . Let be expressed as in (37 , which means that the accurate iterative performance index functions can be obtained, then we can get and the iterative performance index function is convergent. For , the iterative performance index function may diverge. In the following, we will give the convergence criterion of the iterative ADP algorithm (41)- (43) In this section, neural networks, including action network and critic network, are used to implement the present iterative ADP algorithm. Both the neural networks are chosen as three-layer BP networks. The whole structure diagram is shown in Fig. 2 .
A. The Critic Network
For
, the critic network is used to approximate the performance index function in (44) . The output of the critic network is denoted by for . Let be random weight matrices. Let , where is an arbitrary matrix. We have that is upper bounded, i.e., . The target function can be written as Then, we define the error function for the critic network as
The objective function to be minimized in the critic network training is
The gradient-based weight update rule [45] can be applied here to train the critic network (52) where is the learning rate of critic network. If the training precision is achieved, then we say that can be approximated by the critic network.
B. The Action Network
The action network is used to approximate the iterative control law , where is defined by (45) . The output can be formulated as Let where is an arbitrary matrix. We have that is upper bounded, i.e., . So we can define the output error of the action network as
The weighs in the action network are updated to minimize the following performance error measure:
The weight updating algorithm is similar to the one for the critic network. By the gradient descent rule, we can obtain (53) where is the learning rate of action network. To guarantee the effectiveness of the neural network implementation, the convergence of the neural network weights should be proved which makes the iterative performance index function and iterative control be approximated by the critic and action networks, respectively. The weight convergence property of the neural networks is shown in the following theorem. (58) we can obtain . The proof is completed.
C. Summary of the Iterative ADP Algorithm
Based on the above analysis, the whole data-based iterative adaptive dynamic programming algorithm for the unknown nonlinear system can be summarized in the following flowchart (Fig. 3) .
Remark 5.1: For the coal gasification control system, the values of system data, such as the temperature data, the control input data and the output data, are usually very large. In this case, before we use these data to built neural network approximators, the data are required to be normalized. The normalization details can be seen in [45] and omitted in this paper.
Remark 5.2: To train the neural networks, including model network, network, network, action and critic networks, a large amount of data must be collected. For most industrial processes, these system data, such as input-state-output data and coal quality data, cannot be collected online. Thus, in this paper, we collected these data offline to train the model neural network, to identify the coal quality, and to solve the reference control law , where the offline collected data include the data of the system state, system control input and system output. Furthermore, the developed iterative ADP algorithm is also implemented offline to train the critic and action neural networks. After the weights of the critic and action neural networks are convergent, which means that the optimal control law have been obtained, the optimal control law is then applied to control the coal gasification system. Hence, we can say that the developed iterative ADP method in this paper is an offline optimal control method.
VI. NUMERICAL ANALYSIS
In this section, numerical experiments are studied to show the effectiveness of our iterative ADP algorithm. Let the coal gasification control system be expressed as in (6) . We let the current reaction temperature in the gasifier be . Observe the corresponding system input and output data (Kg/h) which are and . Let the desired reaction temperature . To model the coal gasification control system (6), we collect 20,000 temperature data from the real-world coal gasification system. The corresponding 20,000 system input data and 20,000 system output data are also recorded. Then, a three-layer BP NN is established with the structure 8-20-1 to approximate the state equation in (6) and the NN is the model network. The control input is expressed by (4) . We also use three-layer BP NN with structure 8-20-5 to approximate the input-output equation in (6) and the NN is the input-output network. Let the learning rates of the model network and input-output network be both . Using the gradient-based weight update rule [45] Taking the current system data , and into network and we can obtain the coal quality . Taking the desired state and the coal quality into network, we can obtain the desired control input expressed by . According to the weights of model network, network and network, we can easily obtain that the system disturbance . Next, the developed iterative ADP algorithm is established to obtain the optimal tracking control law. Let the performance index function be defined in (38) , where , and , where denotes identity matrix with suitable dimension. The critic and action networks are both chosen as three-layer BP neural networks with the structures of 1-10-3 and 1-10-1, respectively. For each iteration, the critic and action networks are trained for 1000 iteration steps using the learning rate of so that the neural network training errors become less than . Let the iteration index . The converged weights of the critic network and the action network are expressed as and respectively. The convergence trajectory of the iterative performance index function is shown in Fig. 4 . We apply the optimal control law to the system for time steps and obtain the following results. The optimal state trajectory is shown in Fig. 5 . The corresponding control trajectories and system output trajectories are shown in Figs. 6 and 7, respectively.
From the above numerical results, we can see that under the given NN training precisions, the optimal control derived by the present iterative ADP algorithm with system and iteration errors successfully makes the system state track the desired temperature, which shows the effectiveness of the present algorithm. In the following we will change the NN training precisions to show the performance of the present iterative ADP algorithm. First, we change the training precisions of model network, network, and network to . While the training precisions of critic and action networks are kept at . Let the iteration index . The convergence trajectory of the iterative performance index function is shown in Fig. 8 . We apply the optimal control law to the system for time steps and obtain the following results. The optimal state trajectory is shown in Fig. 9 . The corresponding control trajectories and system output trajectories are shown in Figs. 10 and 11, respectively.
As is known, for real-world coal gasification, the flow fluctuation of the control inputs is important and cannot be ignored. In the following, we display the control system performance under the control disturbance. Let be a zero-expectation white noise of control input, with , , . The disturbance trajectories of the control input are displayed in Fig. 12(a)-(c) , respectively. Let the training precisions of model network, network, and network be and the training precisions of critic and action networks are kept with . The convergence trajectory of the iterative performance index function is shown in Fig. 13 . The optimal state trajectory is shown in Fig. 14 . The corresponding control trajectories and system output trajectories are shown in Figs. 15  and 16 , respectively. From the numerical results, we can see that under the disturbance of the control input, we can also obtain the optimal tracking control of the system which shows the effectiveness and robustness of the developed iterative ADP method. To verify the correctness of the model and the developed method, the mass errors between the input and output is given in Fig. 12(d) .
From the numerical results, we can see that when the system errors and the disturbance of the control input are enlarged, the developed iterative ADP algorithm is still effective to find the optimal tracking control scheme for the system. On the other hand, if we enlarge the iteration errors, the control property is quite different. Let the disturbance of the control . Let the training precisions for model network, network, and network be kept at . We change the training precisions of critic and action networks to . Let the iteration index . The convergence trajectory of the iterative performance index function is shown in Fig. 17(a) , where we can see that the iterative performance is not convergent any more. The corresponding state trajectory is shown in Fig. 17(b) , where we notice that the desired state is not achieved.
Remark 6.1: From the numerical results, we can see that the developed iterative ADP algorithm permits large system errors and the control disturbance to achieve the optimal tracking control law of the system. The admissible iteration errors for the iterative ADP algorithm are relatively small. We can find the reason according to the theoretical analysis. From (39), for the two-person zero-sum optimal control problem, we have designed an optimal control law under the worst disturbance (the disturbance control maximizes the performance index function, where includes the system errors and the disturbance of the control). On the other hand, in the iteration process of implementing the iterative ADP algorithm, from (47) we can see that each iteration error in the iteration step will be accumulated, which effects the iterative performance index function in the next iteration. Hence, we can say that the developed iterative ADP algorithm possesses high robustness for the system errors and the control disturbances while the robustness for the iteration errors are relatively low. Therefore, it is recommended to enhance the training precision of the critic and action networks to guarantee the convergence of the iterative performance index function to obtain the effective optimal control law. 
Remark 6.2:
In this paper, to guarantee the effectiveness of the developed iterative ADP method in genuine industrial applications, we first collected the data by a real-world industrial processes to train the model network. Hence, we should say that the established model of this paper can be representative of a genuine industrial system. Second, in this paper, system errors, iteration errors and control disturbances are considered. The optimal control problem with errors and disturbances is transformed into a two-person zero-sum control problem. We have designed an optimal control scheme using value iterative adaptive dynamic programming algorithm under the worst case of the errors and disturbances. The numerical results have shown the effectiveness of the developed method. Furthermore, we can see that the mass errors between the input and output mass are equivalent, which shows the correctness of developed method.
Hence, we can say that the developed optimal control scheme is effectively a representative of the optimal control procedure for a genuine industrial application.
VII. CONCLUSION
In this paper, an effective iterative ADP algorithm is established to solve optimal tracking control problems for coal gasification systems. Using the input-state-output data of the system, NNs are used to approximate the system model, the coal quality and the reference control, respectively, and the mathematical model of the coal gasification is unnecessary. Considering the system errors of NNs and the control disturbance, the optimal tracking control problem is transformed into a two-person zero-sum optimal regulation control problem. Iterative ADP algorithm is then established to obtain the optimal control law where the approximation errors in each iteration are considered. Convergence analysis is given to guarantee that the performance index function is convergent to a finite neighborhood of the optimal performance index function. Finally, numerical results are displayed to illustrate the performance of the developed algorithm.
