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ADSL Asymmetric Digital Subscriber Line, asymmetrinen digitaalinen 
tilaajalinja. 
ARP Address Resolution Protocol, protokolla, joka selvittää IP-
osoitetta vastaavan MAC-osoitteen. 
ATM Asynchronous Transfer Mode, asynkroninen tiedonsiirtotapa. 
AVF Active Virtual Forwarder, aktiivinen virtuaalihuolitsija. 
AVG Active Virtual Gateway, aktiivinen virtuaaliyhdyskäytävä. 
CRC Cyclic Redundancy Check, tarkisteavaimen luontiin tarkoitettu 
tiivistealgoritmi. 
FDDI Fiber Distributed Data Interface, optisiin siirtoyhteyksiin perus-
tuva tietoliikenneverkko. 
FTP File Transfer Protocol, TCP-protokollaa käyttävä tiedonsiirto-
menetelmä. 
GLBP Gateway Load Balancing Protocol, yhdyskäytävän kuorman ta-
sapainotus protokolla. 
HSRP Hot Standby Router Protocol, standardiprotokolla. 
ICMP Internet Control Message Protocol, TCP/IP-pinon kontrollipro-
tokolla. 
IEEE 802.3 Standardi Ethernet-lähiverkkotekniikkaa varten. 
IP Internet Protocol, internetprotokolla. 
IPX Internetwork Packet Exchange, yhteydetön reitittävä protokolla. 
ISO International Organization for Standardization, kansainvälinen 
standardisoimisjärjestö. 




MAC Media Access Control, verkon varaamisen sekä liikennöinnin 
hoitava osajärjestelmä. 
OSI Open Systems Interconnection Reference Model, seitsemän 
kerroksinen tiedonsiirtoprotokollien yhdistelmä. 
SHDSL Symmetric High-speed Digital Subscriber Line, tiedonsiirtotek-
niikka. 
TCP/IP Transmission Control Protocol / Internet Protocol, yhteisnimitys 
internetissä käytettäville tietoliikenneprotokollille. 
UDP User Datagram Protocol, yhteyskäytäntö. 
VoIP Voice over Internet Protocol, äänensiirtotapa reaaliaikaisesti in-
ternetissä tai muussa IP-protokollaa käyttävässä verkossa. 
VPN Virtual Private Network, virtuaalinen yksityisverkko. 
VRID Virtual Router ID, virtuaalireitittimen tunniste. 
VRRP Virtual Router Redundancy Protocol, standardiprotokolla. 





Ennen vuotta 2009 Kannonkosken, Karstulan, Kivijärven, Kyyjärven, Saari-
järven ja Pylkönmäen terveydenhuollon palveluista vastasi Saarijärven-
Karstulan seudun terveydenhuollon kuntayhtymä, SKTHKY. SKTHKY:ssä 
tietotekniikkapalvelut hoidettiin omien tietotekniikkatukihenkilöiden toimesta. 
Tietotekniikkatuki koostui tuolloin kahdesta virassa olevasta henkilöstä sekä 
satunnaisista harjoittelijoista. Tietotekniikkatuki hoiti SKTHKY:n aikaan kaikki 
tietotekniikkaan liittyvät laitteisto- ja ohjelmistohankinnat sekä laitteisto-, oh-
jelmisto-, puhelin- että verkkotuen. Tämä tarkoitti sitä, että tietotekniikkatuen 
tuli olla koko ajan ajantasalla yllä mainutuista asioista ja näin kaikki muutok-
set ja uudistukset oli helposti hoidettavissa. 
Saarijärven-Karstulan seudun terveydenhuollon kuntayhtymä muuttui SoTe 
Kuntayhtymä/Perusturvaliikelaitos Saarikaksi vuoden 2009 vaihteessa, jol-
loin organisaatioon tuli mukaan myös perhe- ja sosiaalipalvelut (ei päivähoi-
to). Näiden palveluiden mukaantulo toi huomattavan määrän uusia työnteki-
jöitä ja toimipisteitä jokaiselta paikkakunnalta. Uudet työntekijät loivat luon-
nollisesti haasteita, sillä osa heistä ei ennestään tuntenut kaikkia ohjelmia, 
joita Saarikassa on käytössä ja osa heistä ei ollut koskaan ennen käyttänyt 
tietokoneita siinä määrin kuin kyseessä olevan alan työ nykyään vaatii. Uu-
det toimipisteetkin toivat omat haasteensa, sillä ne laajensivat Saarikan tie-
toliikenneverkkoa ja pienten toimipisteiden myötä tuli myös paljon erilaisia 
verkkoratkaisuja. Erilaiset verkkoratkaisut johtuvat siitä, että kaikkiin pieniin 
toimipisteisiin ei ole vedetty kuitua. Lisäksi uudet toimipisteet toivat suuren 
määrän lisää tietokoneita ja oheislaitteita hoidettaviksi. 
SoTe Kuntayhtymä/Perusturvaliikelaitos Saarikan perustamisen yhteydessä 
sen tietotekniikkatuki päätettiin ulkoistaa ja palvelut ostettiin Jyväskylästä 
Liikelaitos MediKes:ltä. Tämän päätöksen seurauksena kaikki palvelimet, lu-
kuun ottamatta talous- ja henkilöstönhallintapalvelimia, siirtyivät Jyväskylään 
MediKesin tiloihin. Tämä muutos lisäsi Jyväskylä-Saarijärvi välistä verkkolii-
kennettä huomattavasti. Aivan kaikkea tukea ei kuitenkaan ostettu Liikelaitos 
MediKes:ltä, vaan muun muassa verkkotuki sekä VoIP-puhelinjärjestelmä jä-
tettiin pois sopimuksesta.  Yllä mainitut talous- ja henkilöstön hallintapalveli-
met sijaitsevat Ylivieskassa Pohjanmaan Puhelin Oy:n tiloissa. 
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SKTHKY:n muuttuessa SoTe Kuntayhtymä/Perusturvaliikelaitos Saarikaksi 
ja tietotekniikkapalveluiden siirtyessä Liikelaitos MediKes:lle verkko jäi edel-
leen Seutuverkolle ja palvelun tarjoajana pysyi Pohjanmaan Puhelin Oy, ku-
ten aikaisemminkin eli tähän asiaan ei tullut muutosta. Nyt ongelmaksi kui-
tenkin on ilmennyt se, että verkkosopimus on tehty PPO:n ja Saarikan välille, 
joten Liikelaitos MediKes:llä ei periaatteessa ole oikeuksia puuttua verkkoon 
liittyviin asioihin eikä sillä ole oikeuksia osoittaa verkkoon liittyviä palvelu-
pyyntöjä PPO:lle. Tämä puolestaan vaikeuttaa lähituen työtä, sillä suurin osa 
Saarikassa käytetyistä ohjelmista on verkko-ohjelmia, jotka hakevat tietonsa 
palvelimilta. Tämä järjestely tarkoittaa periaatteessa sitä, että verkkovian 
sattuessa ohjelmat eivät toimi ja näin ollen työntekijöiden ei ole mahdollista 
tehdä työtään, eikä lähituki pysty korjaamaan ongelmaa.  
Kaikki nämä Saarikan myötä tulleet muutokset tietotekniikkapalveluissa tar-
koittavat käytännössä sitä, että ongelmia on aikaisempaa vaikeampi hoitaa. 
Tietotekniikkapalveluita hoitavat tahot eivät ole tarvittavassa määrin perillä 
toistensa toimista tai tulevista muutoksista, sillä tietotekniikkapalveluita hoi-
detaan tällä hetkellä monen eri tahon toimesta. Toimijoilla ei ole keskinäisiä 
sopimuksia, joten jokainen toimija hoitaa oman alueensa tietämättä parem-
min muista alueista tai puuttumatta niihin.  
Tämän työn tarkoituksena on dokumentoida SoTe Kuntayhty-
mä/Perusturvaliikelaitos Saarikan tietoliikenneverkko ja paikallistaa sen 
mahdolliset haavoittuvuudet sekä etsiä parannusehdotukset mahdollisiin 
haavoittuviin kohtiin. 
2 OSI-MALLI, SIIRTOYHTEYSKERROS JA VERKKOKERROS 
Tässä luvussa käsitellään aluksi OSI-malli ja sen kehitys sekä katsotaan 
hieman OSI-mallin eri kerroksia ja niiden tehtäviä. Myöhemmin luvussa käsi-
tellään tarkemmin OSI-mallin toinen ja kolmas kerros, eli siirtoyhteys- ja 
verkkokerros sekä niiden tehtävät. 
Tietoliikenne on käsitteenä melko laaja, se sisältää monia eri osa-alueita, ku-
ten muun muassa tietoliikennerakenteet, -ohjelmistot ja -sovellukset. 1970- 
ja 1980-lukujen vaihteessa tietoliikennemarkkinoilla kaikki tuotevalmistajat 
markkinoivat lähiverkkoratkaisuja, jotka sisälsivät kaikki komponentit verkko-
korteista ohjelmistoihin. Ongelmana oli kuitenkin se, että eri valmistajien 
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verkkoratkaisut sisälsivät muun muassa erilaisia komponentteja ja näin poik-
kesivat toisistaan eivätkä välttämättä olleet keskenään yhteensopivia. Val-
mistajien verkkoratkaisujen poikkeavuus toisistaan tarkoitti käytännössä sitä, 
että pienikin muutos lähiverkkoratkaisuissa aiheutti sen, että asiakkaat saat-
toivat joutua uusimaan koko lähiverkkonsa. Tämän vuoksi valmistajien oli 
sovittava yhteisistä säännöistä ja standardeista ja aloitettava valmistamaan 
verkkokomponentteja, jotka olisivat yhteensopivia toistenkin valmistajien 
kanssa. [1, 8-9.] 
2.1 OSI-viitemalli 
1980-luvun alkupuolella kansainvälisen standardointijärjestön, ISO:n (Inter-
national Standards Organization) toimesta kehitettiin OSI-malli (Open Sys-
tems Interconnection Reference Model), jonka tarkoituksena oli poistaa yh-
teensopivuus ongelmat eri verkoissa (kuva 1).  
 
Kuva 1. OSI-viitemalli. 
OSI-viitemalli on jaettu seitsemään eri kerrokseen, jotka yhdessä muodosta-
vat tiedonsiirron verkossa. Ylimmät kerrokset määrittelevät tavan, jolla sovel-
lukset käyttävät kommunikaatiopalveluita ja alemmimmat kerrokset puoles-
taan määrittelevät verkon fyysisen median ja siihen liittyvät tehtävät. Voi-
daan siis sanoa, että mitä ylempänä OSI-mallissa ollaan, sitä monimutkai-
sempia ovat sen tehtävät. OSI-mallin kerrokset ovat: 
• Fyysinen kerros (Physical layer) on OSI-mallin ensimmäinen kerros. 
Sen tehtävänä on muuntaa bitit verkkoon kuljetettaviksi signaaleiksi 
ja kuljettaa ylempien kerrosten sille lähettämää signaalia verkkokaa-
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pelissa vastaanottajalle ja päinvastoin. Fyysinen kerros toimii muun 
muassa toistinten, keskittimien, liittimien, verkkokorttien ja kaapelei-
den kanssa. Näin ollen se myös asettaa kaapelille sähköisen, opti-
sen, mekaanisen sekä toiminnallisen rajapinnan, joten sen on myös 
tiedettävä, miten ja minkälainen kaapeli on liitettävä verkkokorttiin.  
• Siirtoyhteyskerroksen (Data Link layer) tehtävänä lähettävässä 
päässä on huolehtia verkkokerroksesta tulleet datakehykset fyysisel-
le kerrokselle ja vastaanottavassa päässä pakata fyysiseltä kerrok-
selta tulleet bitit kehyksiin ja toimittaa ne verkkokerrokselle. Datake-
hykset sisältävät lähettävän sekä vastaanottavan tietokoneen osoit-
teet sekä lähetettävän informaation, joten siirtoyhteyskerroksen voi-
daan sanoa huolehtivan kehysten virheettömästä siirrosta fyysisten 
kerrosten kautta tietokoneelta toiselle. 
• Verkkokerros (Network layer) tarjoaa ylemmille kerroksille siirtoyh-
teyden verkon yli. Se määrää olosuhteiden mukaan reitin, jota pitkin 
data kuljetetaan lähettävältä tietokoneelta vastaanottavalle tietoko-
neelle. 
• Kuljetuskerros (Transport layer) huolehtii luotettavasta tiedonsiirrosta 
tietokoneiden välillä. Sen tehtäviin kuuluu myös vuonhallinta sekä 
virheiden korjaus, eli kuljetuskerros huolehtii siitä, että vastaanottaja 
saa datan virheettömänä ja oikeassa järjestyksessä. 
• Istuntokerros (Session layer) huolehtii kahdella eri koneella toimivien 
sovellusten ohjaustoiminnoista. Se sallii sovellusten muodostaa yh-
teyden, käyttää muodostettua yhteyttä sekä lopettaa aikaisemmin 
muodostetun yhteyden. Istuntokerros asettaa datavirtaan myös omia 
tarkistuspisteitään, joiden avulla se pystyy tarkistamaan lähetetyn ja 
vastaanotetun datan. 
• Esitystapakerros (Presentation layer) huolehtii siitä, että päätelaitteet 
ymmärtävät toisiaan, eli esitystapakerroksessa sovitaan yhteisestä 
tiedonvälitysmuodosta tai formaatista. Lähettävässä päässä esitys-
tapakerros muuntaa datan sovelluskerroksen käyttämästä käsittely-
muodosta yleisesti tunnistettavaan väliaikaiseen muotoon ja vas-
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taanottavassa päässä päinvastoin, eli se muuntaa väliaikaisen muo-
don takaisin sovelluskerroksen ymmärtämään muotoon. 
• Sovelluskerros (Application layer) on OSI-mallin seitsemäs ja ylin 
kerros. Se tarjoaa erilaisia protokollia sovellusten käyttöön, mutta 
toisaalta FTP:n (File Transfer Protocol) tavoin protokollat voivat itse-
kin olla ohjelmia. Sovelluskerros toimii ikkunana, jonka kautta sovel-
lukset ja niiden prosessit, kuten sähköpostiohjelmat ja sähköpostin 
lähetysprosessit, pääsevät kiinnii verkkopalveluihin. 
OSI-mallin voisi periaatteessa kuvitella pyramidina, jossa ylempi kerros käyt-
tää aina hyväkseen alempaa kerrosta. Toisin sanoen jokaisen kerroksen on 
siis tarkoitus tarjota palveluja yläpuolellaan sijaitsevalle kerrokselle, kuten 
verkkokerros tarjoaa palveluja kuljetuskerrokselle. Tällä tavoin säästetään 
kuljetuskerroksen verkkokerroksen palveluiden tuottamisen yksityiskohdilta. 
Samalla tavoin kuljetuskerros tarjoaa palvelujaan yläpuolellaan sijaitsevalle 
istuntokerrokselle ja säästää taas istuntokerroksen omien palveluidensa 
tuottamisen yksityiskohdilta. Kerrokset siis kommunikoivat keskenään, jokai-
nen kerros hoitaa jonkin tehtävän pohjustaen seuraavan kerroksen tehtävää 
tai toimintoa. Jokainen kerros kattaa jonkin verkkotoiminnon, laiteen tai pro-
tokollan, eli jokaisella kerroksella on tarkasti määritetyt toimintonsa tai palve-
lunsa.  
 
Kuva 2. OSI-mallin kerrosten väliset suhteet. 
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Kukin kerros on asetettu OSI-malliin niin, että ne käyttäytyvät kuin voisivat 
keskustella toisen tietokoneen itseään vastaavan kerroksen kanssa suoraan 
välittämättä alemmista kerroksista (kuva 2). Todellisuudessa näin ei kuiten-
kaan ole, vaan jokainen datapaketti kulkee vähintäänkin fyysisen kerroksen 
kautta vastaanottavan koneen fyysiselle kerrokselle ja siitä eteenpäin pake-
tissa olevan lisäinformaation tai osoitteen perusteella vastaavalle kerrokselle 
kuin jolta se on lähtenyt. 
Kyselyjä välittäessään kerrokset käyttävät hyväkseen niiden välissä olevia 
rajoja, joita kutsutaan rajapinnoiksi. Eli jokainen kysely kulkee kerroksesta 
toiseen kerrosten välissä olevien rajapintojen kautta. Rajapinnat määrittävät 
sen, mitä palveluja kukin kerros tarjoaa yläpuolellaan olevalle kerrokselle ja 
kuinka nämä palvelut saadaan. [2, 209-214.] 
OSI-malli on varmasti tullut tarpeeseen niin käyttäjien kuin valmistajienkin 
mielestä yhtenäistäessään verkkoratkaisuja ja näin poistaessaan yhteenso-
pivuus ongelmia. Granlund (2003, 10) sanoo kuitenkin, että OSI-mallin 
alimmat kerrokset ovat erittäin käyttökelpoisia, mutta kerroksilla 5 ja 6 sen si-
jaan ei ole ollut käyttöä juuri lainkaan. Hän toteaa myös, että OSI-mallissa 
on suunnitteluvirheitä, kuten kerroksissa 2 ja 4 olevat päällekkäisyydet vir-
heidenkäsittelyssä sekä yhteydettömän siirron puuttuminen, joka tosin on 
korjattu myöhemmin. [1, 10.] 
2.2 Siirtoyhteyskerros 
Siirtoyhteyskerros (Data Link layer) on OSI–mallin toinen kerros. Kuten ai-
kaisemmin on kerrottu, sen tehtäviin kuuluu siis muodostaa yhteys ja lähet-
tävässä päässä huolehtia verkkokerroksesta tulleet datakehykset fyysiselle 
kerrokselle sekä vastaanottavassa päässä pakata fyysiseltä kerrokselta tul-
leet bitit kehyksiin ja toimittaa ne verkkokerrokselle. Datakehykset sisältävät 
lähettävän sekä vastaanottavan tietokoneen osoitteet, eli lähettäjän ja koh-
teen tunnukset sekä lähetettävän informaation, joten siirtoyhteyskerroksen 
voidaan sanoa huolehtivan kehysten virheettömästä siirrosta fyysisten ker-
rosten kautta tietokoneelta toiselle. Siirron päättyessä siirtoyhteytkerroksen 
on tietenkin myös purettava aikaisemmin muodostettu yhteys. 
Datakehys (kuva 3), johon siirtoyhteyskerros paketoi fyysiseltä kerrokselta 
saamansa raakabitit, sisältää siis sekä lähettäjän että kohteen tunnukset eli 
osoitteet. Sen lisäksi datakehys sisältää kontrolli-informaation, varsinaisen 
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datan ja CRC-tarkistuksen (Cyclic Redundancy Check). Kontrolli-informaatio 
pitää sisällään kehyksen tyyppitiedon sekä kehyksen reititys- ja segmentoin-
titiedot. Dataosa puolestaan pitää sisällään varsinaisen informaation, kuten 
nimestä jo voi päätellä. CRC-tarkistus puolestaan hoitaa virheentarkistuksen 
sekä verifioinnin, eli varmistuksen siitä, että kehys on oikein vastaanotettu.  
 
Kuva 3. Datakehyksen rakenne. 
Datakehyksen lähetettyään siirtoyhteyskerros jää odottamaan, että vastaan-
ottajan siirtoyhteyskerros hyväksyy kehyksen. Ennen hyväksymistä vas-
taanottajan siirtoyhteyskerros kuitenkin tarkistaa, onko kehykseen mahdolli-
sesti tullut virheitä siirron aikana. Mikäli vastaanottaja huomaa kehyksessä 
virheen, se ilmoittaa lähettäjälle siitä ja sama kehys lähetetään uudelleen 
niin kauan, että se saadaan virheettömänä perille ja vastaanottaja hyväksyy 
sen. 
Siirtoyhteyskerroksen protokollia ovat muun muassa ATM (Asynchronous 
Transfer Mode) sekä Ethernet. Laitteita ovat silta ja kytkin.  [2, 213-214.] 
2.3 Verkkokerros 
Verkkokerros (Network layer) on OSI-mallin kolmas kerros, se tarjoaa ylä-
puolellaan sijaitseville kerroksille siirtoyhteyden verkon yli puuttumatta ver-
kon rakenteeseen tai kytkentätekniikoihin. Se määrää myös olosuhteiden 
mukaan reitin, jota pitkin data kuljetetaan lähettävältä tietokoneelta vastaan-
ottavalle tietokoneelle. Verkon olosuhteiden lisäksi reitin valintaan vaikuttaa 
myös palvelujen prioriteetit sekä monet muut tekijät. 
Verkkokerros vastaa lähetettävien viestien osoitteista sekä loogisten osoit-
teiden, eli suorittimen käyttämien osoitteiden muuttamisesta fyysisiksi osoit-
teiksi. Tämän lisäksi se hoitaa erilaisia liikenneongelmia verkossa, kuten pa-
kettien vaihtamista ja reitittämistä.  
Joskus tietokoneet saattavat yrittää siirtää niin isoja tiedostoja kerralla, että 
reitittimen verkkokortti ei pysty niitä käsittelemään. Silloin verkkokerros jakaa 
datan pienempiin paketteihin, jolloin reitittimen verkkokortti pystyy käsittele-
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mään datan ja lähettämään sen eteenpäin vastaanottavalle tietokoneelle. 
Vastaanottopäässä verkkokerros huolehtii siitä, että vastaanotettu data koo-
taan jälleen yhteen.  
Voidaan siis sanoa, että verkkokerros hoitaa reitityksen, kontrolloi datan 
pakkaamista ja löytää kohdekoneen koko verkon yli.  
Verkkokerroksen protokollia ovat IP (Internet Protocol), IPX (Internetwork 
Packet Exchange) sekä ICMP (Internet Control Message Protocol), laite on 
reititin. [2, 213.] 
3 VERKON VIKASIETOISUUS 
Vikasietoisuus on ominaisuus, joka takaa verkon toiminnan jatkuvuuden 
vaikka jossakin verkon osassa ilmenisikin jokin vika. 
Jo tietoliikenneverkkojen suunnitteluvaiheessa on otettava huomioon monia 
asioita ja yleensä käyttäjälle tulee antaa jonkinlainen takuu verkon toimivuu-
desta. Jotta käyttäjälle voidaan antaa takuu verkon toimivuudesta, tulee jo-
kaisen protokollakerroksen toimia moitteettomasti ja keskeytymättä, vaikka 
verkossa olisi minkälainen tahansa vika. Tämä taas edellyttää käytännössä 
sitä, että verkon fyysiset laitteet on kahdennettava. Esimerkiksi palvelimen 
toimivuus on varmistettava kahdella verkkokortilla, mikäli palvelimen halu-
taan olevan jatkuvasti käytössä. 
Usein kuitenkin kytkimen toiminnalla on huomattavasti suurempi merkitys 
verkossa kuin jonkin yksittäisen palvelimen toiminnalla. Kytkimen hajoami-
nen saattaa aiheuttaa sen, että koko verkko ei toimi. Sen vuoksi kytkintä va-
littaessa on otettava useita eri asioita huomioon, kuten kytkimen vikasietoi-
suus ja varaosion saatavuus. Hannu Jaakohuhta mainitsee kirjassaan Lähi-
verkot – Ethernet joitakin keinoja, joilla voidaan parantaa yksittäisen kytki-
men vikasietoisuutta. Tällaisia keinoja hänen mukaansa ovat muun muassa 
virtalähteen kahdentaminen, virransyötön varmistaminen, kahdennetut kyt-
kinmatriisit, kaksi identtistä kytkintä rinnakkain, oikean asennuspaikan valin-
ta, säännölliset huollot ja niin edelleen. Mitä keskeisemmällä paikalla kytkin 




Kuva 4. Oikean puoleisessa kuvassa rengastopologia, joka ei toivu kahdesta yhtäaikai-
sesta viasta. Vasemmanpuoleisessa kuvassa rengastopologian lisäksi reitittimet on linki-
tetty suoraan toisiinsa, tämä malli voi toipua kahdesta yhtäaikaisesta viasta verkossa. 
Myös reititysprotokollat ovat tärkeässä osassa, sillä älykkäiden reititysproto-
kollien avulla reitittimet löytävät helposti mahdollisen varareitin silloin, kun 
aktiivinen reitti vikaantuu. Eri reititysprotokollat kuitenkin toipuvat vioista eri 
tavalla ja sen vuoksi kannattaa muistaa, että myös verkon topologia vaikut-
taa reitityksen vikasietoisuuteen. Yksinkertaisimmillaan rengastopologia on 
varmasti hyvä, siis mikäli riittää, että verkko toipuu yksittäisistä vioista. Mikäli 
verkon halutaan kuitenkin toipuvan useammasta yhtäaikaisesta viasta, on 
järkevää yhdistellä reitittimiä toisiinsa rengastopologian lisäksi, kuva 4. Ku-
vassa 4. vasemman puoleisessa verkkokuvassa on rengastopologian lisäksi 
yhdistetty kaikki reitittimet suoraan toisiinsa, jolloin yhden reitittimen vikaan-
tumisesta ei ole niin suurta haittaa koko verkolle ja näin verkon vikasietoi-
suus kasvaa. Parhaan mahdollisen vikasietoisuuden saavuttamiseksi käyttä-
jän kannalta on kuitenkin hyvä käyttää protokollia, joiden avulla kaksi reititin-
tä voi toimia toistensa varareitittiminä. Tämä mahdollistaa verkon toiminnan 
jatkuvuuden, vaikka pääreititin vikaantuisikin, sillä varareititin ottaa pääreitit-
timen tehtävät heti hoitaakseen. Hyviä esimerkkejä tällaisista protokollista 
ovat muun muassa HSRP (Hot Standby Router Protocol) ja VRRP (Virtual 
Router Redundancy Protocol). [4, 101-103.] 
3.1 HSRP- ja VRRP-protokolla 
Tässä luvussa käsitellään HSRP- ja VRRP-protokollia. Niiden avulla kaksi tai 
useampia reitittimiä saadaan toimimaan toistensa varareitittiminä ja näin 
verkon vikasietoisuus paranee. Kummassakin toteutuksessa muodostetaan 
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niin kutsuttuja reititinryhmiä, joissa yksi reititin on aktiivinen ensisijainen reiti-
tin ja yksi tai useampi reititin toimii varareitittimenä ensisijaisen reitittimen vi-
kaantumisen varalta. HSRP ja VRRP ovat hyvin samanlaiset toimintojensa 
kannalta, mutta keskenään ne eivät ole yhteensopivia.  
HSRP (Hot Standby Router Protocol) on Ciscon kehittämä protokolla, joka 
on tarkoitettu suojaamaan verkkoa erilaisilta häiriöiltä ja varmistamaan ver-
kon toimintaa muodostamalla reititinryhmiä. Ryhmien muodostus perustuu 
virtuaalisen IP-osoitteen ja virtuaalisen MAC-osoitteen käyttöön. HSRP tar-
joaa reitittimille automaattisen varmistuksen silloin, kun HSRP-konfiguroidut 
Ciscon reitittimet toimivat IP:llä Ethernetissä, FDDI:llä (Fiber Distributed Data 
Interface) tai Token Ring lähiverkossa, eli rengastopologia LAN:ssa (Local 
Area Network). HSRP on hyödyllinen varsinkin silloin, kun halutaan taata 
kaikkien samassa aliverkossa olevien käyttäjien pääsy verkon resursseihin. 
Reititinryhmän tarkoitus on se, että reitittimet varmistavat toistensa toimin-
taa. Ryhmässä on aina ensisijainen reititin (master router), joka toimii aktiivi-
sena oletusreitittimenä (active default router). Sen lisäksi ryhmässä on vä-
hintään yksi reititin, joka toimii valmiustilareitittimenä (standby router) eli va-
rareitittimenä (backup router). Aktiivisen reitittimen valinta tapahtuu siten, et-
tä HSRP-konfiguroidut reitittimet lähettävät multicast- eli ryhmäviestejä toisil-
leen mainostaen prioriteettiaan. Prioriteetin perusteella määritetään, mikä 
HSRP-konfiguroitu reititin on ensisijainen reititin. Oletusprioriteetti on 100. 
Jos vain yhdelle reitittimelle annetaan korkeampi prioriteetti, niin silloin siitä 
tulee ensisijainen reititin. Verkon ensisijainen reititin on aina se, jolla on kor-
kein prioriteetti. Jos ensisijainen reititin vikaantuu eikä pysty lähettämään 
Hello-viestiä tietyssä ajassa, niin seuraavaksi korkeimman prioriteetin omaa-
va varareititin ottaa ensisijaisen reitittimen tehtävät hoitaakseen. Joskus 
saattaa käydä myös niin, että yhteys reitittimien välillä katkeaa. Silloin vara-
reititin ei saa ensisijaisen reitittimen lähettämiä Hello-viestejä, vaikka ensisi-
jainen reititin onkin aktiivisena ja yrittää lähettää viestejä. Silloin varareititin 
ottaa ensisijaisen reitittimen tehtävät hoitaakseen ja näin verkossa on yhtäk-
kiä kaksi aktiivista reititintä yhtä aikaa. Ensisijainen reititin lähettää yleensä 





Kuva 5. HSRP-konfiguroitu verkko. 
Kuvassa 5 kummatkin päätteet on konfiguroitu käyttämään virtuaalireititti-
men IP-osoitetta, joka esimerkissä on 1.0.0.3, oletusyhdyskäytävänään. Ole-
tusyhdyskäytävän konfigurointiin vaikuttaa päätteen käyttöjärjestelmä, 
TCP/IP toteutus sekä konfiguraatio. Mikäli Router 1 kaatuu, niin silloin Rou-
ter 2 ottaa "lennossa” sen tehtävät hoitaakseen niin, että päätteet eivät huo-
maa reitittimen vaihtuneen. 
 
Kuva 6. Reitittimien 1 ja 2 konfigurointitiedot. 
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Kuvassa 6 näkyvä Standby IP –rajapinnan konfigurointikäsky sallii HSRP:n 
ja osoittaa virtuaalireitittimen osoitteeksi 1.0.0.3. Tämä komento on suoritettu 
kummankin reittimen konfiguroinnissa, joten kumpikin reititin jakaa saman 
virtuaalisen IP-osoitteen. Numero yksi sanojen Standby ja ip välissä osoittaa 
Hot Standby ryhmän 1. Mikäli Hot Standby ryhmää ei määritetä, niin ryhmä 
saa automaattisesti arvokseen nolla. Ainakin yhdelle Hot Standby ryhmän 
reitittimelle täytyy määrittää virtuaalireitittimen IP-osoite, muille ryhmän reitit-
timille sen määrittäminen on vapaavalintaista. 
Standby preempt –komento sallii reitittimen ottaa aktiivisen reitittimen tehtä-
vät silloin, kun sen prioriteetti on korkeampi kuin minkään muun HSRP-
konfiguroidun reitittimen samassa Hot Standby –ryhmässä. Kummankin rei-
tittimen konfiguroinnissa suoritetaan tämä käsky, jotta kumpi tahansa reititin 
voisi olla varareititin toiselle. Tässäkin numero yksi sanojen Standby ja 
preempt ilmaisee, että tämä komento käyttää Hot Standby –ryhmää yksi. 
Mikäli standby preempt –käskyä ei käytetä reitittimen konfiguroinnissa, niin 
reititin ei voi ottaa aktiivisen reitittimen tehtävää. 
Standby priority rajapinnan konfigurointikomento asettaa kuvassa 6 reititti-
men HSRP –prioriteetiksi 110, joka on korkeampi kuin oletusprioriteetti 100. 
Tämä käsky suoritetaan vain reitittimen yksi konfiguroinnissa, joten se saa 
verkon korkeimman prioriteetin, joka tekee siitä aktiivisen ensisijaisen reitit-
timen. Ykkönen ilmaisee jälleen, että tämä komento käyttää Hot Standby –
ryhmää yksi. 
Standby authentication –käsky osoittaa todennusjonon, jonka arvo on kah-
deksanmerkkinen salaamaton jono, joka sisällytetään jokaiseen HSRP ryh-
mälähetysviestiin. Tämä komento on valinnainen eikä sitä ole pakko käyttää. 
Jos sitä kuitenkin käytetään, niin jokaisen samassa reititinryhmässä olevan 
HSRP-konfiguroidun reitittimen tulee käyttää samaa todennusjonoa, jotta jo-
kainen reititin voi todentaa lähteen, jolta HSRP viesti tulee. 
Kuvassa 6 Standby timers –rajapinnan konfigurointikäsky asettaa Hello-
viesteille aikaväliksi 5 sekuntia ja kestoksi eli viiveeksi, jonka reititin odottaa 
ennen kuin tulkitsee aktiivireitittimen olevan alhaalla, on kuvassa laitettu 15 
sekuntia. Jos oletusarvoja päätettään muuttaa, niin silloin kaikille ryhmän rei-




HSRP-reitittimet vaihtavat seuraavanlaisia ryhmälähetys viestejä: 
• Hello-viesti, joka ilmaisee toisille HSRP-reitittimille lähettävän reititti-
men HSRP prioriteetin ja olotila tiedon. Ensisijainen reititin lähettää 
hello-viestin kolmen sekunnin välein. 
• Coup-viesti eli kaappausviesti, jonka varareititin lähettää silloin, kun 
se olettaa ensisijaisen reitittimen olevan poissa käytöstä. Tällä viestil-
lä varareititin varmistaa ensisijaisen reitittimen todellisen tilan ennen 
kuin omaksuu sen tehtävät. 
• Resign-viesti eli ”alasajo”-viesti, aktiivisena oleva reititin lähettää tä-
män viestin silloin, kun korkeamman prioriteetin omaava reititin lähet-
tää hello-viestin tai silloin, kun se ajaa itsensä alas. 
HSRP-reitittimien tiloja: 
• Active eli aktiivitila, reititin suorittaa pakettiensiirto tehtäviä. 
• Standby eli valmiustila, reititin on valmistautunut pakettiensiirto tehtä-
viin, mikäli aktiivinen reititin vikaantuu. 
• Speaking and listening eli lähetys- ja kuuntelutila, reititin lähettää ja 
vastaanottaa hello-viestejä. 
• Listening eli kuuntelutila, reititin vastaanottaa hello-viestejä. [3.] 
VRRP (Virtual Router Redundancy Protocol) on IETF:n (The Internet En-
gineering Task Force) standardiprotokolla, jonka tarkoituksena on varmistaa 
reitittimien toiminta muodostamalla reititinryhmiä. Reititinryhmissä reitittimien 
on tarkoitus varmistaa toisiaan siten, että jos ensisijainen reititin (master rou-
ter) vikaantuu, niin varareititin (backup router) ottaa heti ensisijaisen reititti-
men tehtävät hoitaakseen. Kun varareititin ottaa pääreitittimen tehtävät hoi-
taakseen, se ottaa käyttöönsä samalla pääreitittimen IP- (Internet Protocol) 
ja virtuaalisen MAC-osoitteen.  
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Kuva 7. Tyypillinen VRRP-konfiguraatio. 
Kaario (2002, 104) esittelee kirjassaan kuvan 7 mukaisen tyypillisen tavan 
käyttää VRRP:tä. Kuvassa näkyy kaksi reititintä, joista R1 on ensisijainen 
reititin ja R2 on varareititin. Lisäksi kuvassa näkyy neljä laitetta, jotka kaikki 
käyttävät samaa aliverkkoa (Default Gateway). Ensisijainen reititin on valittu 
sen fyysisen osoitteen perusteella, joka on 10.1.0.1. Ensisijainen reititin R1 
lähettää VRRP-sanomia reitittimelle R2 heti, kun VRRP on kytketty päälle, 
jotta reititin R2 saisi tietää sen olevan käytössä. Jos kuitenkin käy niin, että 
reititin R1 vikaantuu tai kaatuu, niin reititin R2 ottaa R1:n tehtävät ja alkaa 
käyttää reitittimen R1 osoitetta 10.1.0.1, vaikka sen oma fyysinen osoite on-
kin 10.1.0.2. Kun R2 osaa ottaa R1:n osoitteen käyttöönsä, niin muut ver-
kossa olevat laitteet eivät huomaa reitittävän laitteen muuttumista. VRID 
(Virtual Router ID), joka mainitaan kuvassa 7, on virtuaalireitittimen tunniste. 
Tässä esitelty VRRP:n käyttötapa on hyvin yksinkertainen, mutta sillä voi-
daan toteuttaa myös huomattavasti monimutkaisempia varmistuksia. 
VRRP-ratkaisuja voidaan käyttää verkon vikasietoisuuden parantamisen li-
säksi myös yhdyskäytäväratkaisuissa, kahden lähiverkon yhdistämisessä, 
kuorman jakamisessa reitittimille sekä täydentämään palomuuriratkaisujen 
vikasietoisuutta. 
Virtuaalisen IP:n lisäksi VRRP käyttää myös virtuaalista MAC-osoitetta, joka 
ei kuitenkaan ole sama kuin laitteen oikea MAC-osoite. Reitittimet lähettävät 
toisilleen sanomia oikeiden MAC-osoitteidensa avulla ja virtuaalireitittimen 





GLBP (Gateway Load Balancing Protocol) on Ciscon oma protokolla, joka 
suojelee tietoliikennettä vikaantuneelta reitittimeltä tai piiriltä samalla tavoin 
kuin HSRP ja VRRP. Myös GLBP:ssä käytetään reititinryhmiä, jotka keske-
nään jakavat kuorman pakettien siirrossa.  
GLBP tarjoaa verkossa automaattisen reititinvarmistuksen yhdellä oletusyh-
dyskäytävällä IEEE 802.3 LAN:ssa. LAN:ssa useat reitittimet yhdistyvät tar-
joamaan yksittäisen virtuaalisen reitittimen jakaakseen edelleen lähetettävää 
kuormaa. Yleensä osa reitittimistä on redundantteja reitittimiä ja yksi toimii 
aktiivisena reitittimenä. Kuten HSRP:ssä ja VRRP:ssäkin, redundantit reitit-
timet ottavat aktiivisen reitittimen tehtävät hoitaakseen, mikäli se vikaantuu. 
GLBP suorittaa samankaltaisia, mutta ei kuitenkaan identtisiä funktioita, 
käyttäjille kuin HRSP ja VRRP. HSRP- ja VRRP-protokollat sallivat useiden 
reitittimien osallistumisen virtuaalireititinryhmään, joka on konfiguroitu käyt-
tämään virtuaalista IP-osoitetta. Yksi jäsen on valittu olemaan aktiivireititin, 
joka ohjaa lähettämään paketteja ryhmän virtuaaliselle IP-osoitteelle. Toiset 
reitittimet ryhmässä ovat redundantteja, kunnes aktiivinen reititin vikaantuu. 
Näillä reitittimillä on käyttämätöntä siirtokaistaa, jota protokolla ei käytä. 
Vaikka useat virtuaalireititinryhmät voidaan konfiguroida samaan joukkoon 
reitittimiä, niin isännän täytyy olla konfiguroitu erilliselle oletusyhdyskäytäväl-
le, joka johtaa ylimääräiseen hallinnolliseen kuormaan.  
GLBP tarjoaa nimensä mukaisesti kuorman tasapainotuksen useiden reitit-
timien yli käyttäen yksittäistä virtuaalista IP-osoitetta ja useaa virtuaalista 
Mac-osoitetta. Jokainen isäntä on konfiguroitu samalle virtuaaliselle IP-
osoitteelle ja kaikki reitittimet virtuaalireititinryhmässä osallistuvat pakettien 
lähettämiseen. GLBP:n jäsenet kommunikoivat keskenään lähettäen Hello-
viestejä joka kolmas sekunti ryhmälähetysviesteinä osoitteeseen 
224.0.0.102, UDP (User Datagram Protocol) portti 3222. 
GLBP –ryhmien jäsenet valitsevat yhden yhdyskäytävän olemaan aktiivinen 
virtuaaliyhdyskäytävä (AVG, Active Virtual Gateway) ryhmälleen. Osa ryh-
män jäsenistä tarjoaa varmistuksen AVG:lle siinä tapauksessa, että se sat-
tuisi olemaan saavuttamattomissa. AVG määrittää virtuaalisen MAC-
osoitteen jokaiselle ryhmän jäsenelle. Jokainen yhdyskäytävä ottaa vastuun 
pakettien lähetyksestä virtuaaliselle MAC-osoitteelle, jonka AVG on määrit-
tänyt. Nämä yhdyskäytävät ovat tunnettuja aktiivisina virtuaalihuolitsijoina 
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(AVF, Active Virtual Forwarder) niiden virtuaalisille MAC-osoitteille. AVG on 
vastuussa ARP:lle (Address Resolution Protocol) vastaamisesta virtuaali IP-
osoitteiden pyynnöistä. Kuorman jakaminen on saavutettavissa sillä, että 
AVG vastaa ARP:n pyyntöihin erilaisilla virtuaali MAC-osoitteilla. Selkeästi 
sanottuna yksi reitittimistä vastaanottaa liikennettä omalla ARP:llään ja lä-
hettää tarpeen mukaan paketteja muille reitittimille.  
 
Kuva 8. GLBP:n topologia. 
Kuvassa 8 Router 1 on aktiivinen virtuaaliyhdyskäytävä GLBP-ryhmälle, se 
on vastuussa virtuaalisesta IP-osoitteesta. Sama reititin toimii myös aktiivi-
sena virtuaalihuolitsijana virtuaaliselle MAC-osoitteelle 0007.b400.0101. Rei-
titin 2 kuuluu Router 1 kanssa samaan GLBP-ryhmään, se on suunniteltu 
käyttämään virtuaalista MAC-osoitetta 0007.b400.0102. Päätteet jakavat yh-
teisen virtuaalisen IP-osoitteen, mutta ne on kuitenkin suunniteltu käyttä-
mään eri MAC-osoitteita sen vuoksi, että reitittimet jakavat lähetettävän 
kuorman. Pääte 1 on yhteydessä WAN:iin Router 1 kautta ja Pääte 2 Router 
2 kautta. Vaikka Router 1 vikaantuisikin, niin Pääte 1 ei kuitenkaan menetä 
yhteyttään WAN:iin, koska Router 2 ottaa AVG:n roolin itselleen ja samalla 
huolehtii Router 1 tehtävistä. Tietoliikenne siis jatkuu edelleen huolimatta 
Router 1 vikaantumisesta. 
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GLBP-ryhmä sallii neljä virtuaalista MAC-osoitetta aina yhteen ryhmään, joi-
den määrittämisestä AVG on vastuussa. Osa ryhmän jäsenistä anoo virtuaa-
li- MAC-osoitetta sen jälkeen, kun ne huomaavat AVG:n lähettämän Hello-
viestin. Virtuaalihuolitsija, jolle on määritetty virtuaali- MAC-osoite AVG:n 
toimesta, tunnetaan ensisijaisena virtuaalihuolitsijana. Toiset GLBP-ryhmän 
jäsenet oppivat sen virtuaali- MAC-osoitteen Hello-viesteistä. Virtuaalihuolit-
sija, joka on oppinut virtuaali- MAC-osoitteen, osoitetaan toissijaiseksi virtu-
aalihuolitsijaksi.  
GLBP käyttää redundanttia virtuaalista yhdyskäytävää samoin kuin HRSP. 
Yksi yhdyskäytävä on valittu AVG:ksi, toinen yhdyskäytävä on valittu virtuaa-
liseksi valmiustilayhdyskäytäväksi ja loput yhdyskäytävät on asetettu kuunte-
lutilaan. Jos AVG vikaantuu, virtuaalinen valmiustilayhdyskäytävä ottaa vas-
tuulleen virtuaalisen IP-osoitteen ja uusi virtuaalinen valmiustilayhdyskäytä-
vä valitaan näin ollen kuuntelutilassa olevista yhdyskäytävistä.  
GLBP yhdyskäytävän prioriteetti määrittää roolin jokaiselle GLBP yhdyskäy-
tävälle. Tämä roolijako osoittaa jokaiselle yhdyskäytävälle, mitä niiden tulee 
tehdä AVG:n vikaantuessa. Jokaiselle virtuaaliselle varayhdyskäytävälle voi-
daan konfiguroida oma prioriteetti komennolla glbp priority. Prioriteetin ar-
voksi voidaan valita jokin arvo väliltä 1-255.  
4 KOHDEORGANISAATIO JA SEN TIETOLIIKENNEVERKKO 
Tässä luvussa kuvataan kohdeorganisaatio ja sen rakenne. Ensin kuvaillaan 
yleisellä tasolla SoTe Kuntayhtymä/Perusturvaliikelaitos Saarikka sekä sen 
tietoliikenneverkko ja tämän jälkeen perehdytään paremmin kuntiin ja siihen 
kuinka tietoliikenneverkko on toteutettu niissä. 
4.1 Saarikka 
Työn kohdeorganisaationa on SoTe Kuntayhtymä/Perusturvaliikelaitos Saa-
rikka, joka perustettiin vuoden 2009 alussa. Saarikka koostuu sosiaali- ja 
terveydenhuollosta ja se toimii Saarijärven kaupungin sekä neljän eri kun-
nan, Kannonkosken, Karstulan, Kivijärven ja Kyyjärven, alueella. Toimipistei-
tä on tällä hetkellä 43, joista 6 on terveysasemia ja loput palvelutaloja, palve-
luasuntoloita, perhetukikeskuksia, mielenterveystoimistoja ja niin edelleen. 
Tammikuussa vuonna 2009 Saarikassa oli 782 työntekijää, joista vakituisia 
oli 531 ja määräaikaisia 251. 
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Saarikka on osana Seutuverkkoa, jonka omistavat peruskunnat. Sen raken-
ne on rengastopologia, katso liite 1. Saarikan osuutta Seutuverkosta ovat 
Saarijärven, Pylkönmäen, Karstulan, Kyyjärven, Kivijärven ja Kannonkosken 
väliset osuudet sekä kuntien sisällä olevat terveydenhuollon ja sosiaalitoi-
men toimipisteet ja niiden väliset yhteydet. Kaikki Saarikassa olevat Seutu-
verkon kytkimet ovat gigabittisiä (1Gb). 
Liitteessä 1 näkyvä KASE on Kaustisen seutu. Katkoviivalla kuvassa on 
merkitty varayhteyttä, joka otetaan käyttöön varsinaisen reitin vikaantuessa. 
4.2 Kunnat 
Kannonkoski on pieni maalaiskunta, joka perustettiin vuonna 1934. Se sijait-
see Keski-Suomen maakunnassa, Länsi-Suomen läänissä ja siellä on noin 
1600 asukasta. Saarikan toimipisteitä Kannonkoskella on viisi (5), joita muun 
muassa ovat terveysasema, sosiaalitoimipiste, hammashoitola ja niin edel-
leen. Liitteestä 9 löytyvät kaikki kuntien toimipisteet lueteltuina. [6.] 
Karstula on vuonna 1867 perustettu kunta Keski-Suomen maakunnassa, 
Länsi-Suomen läänissä ja siellä on noin 4600 asukasta. Karstulassa on seit-
semän (7) Saarikan toimipistettä, muun muassa terveysasema, sosiaalitoi-
misto ja toimintakeskus. [7.] 
Kivijärvi on Suomen kunta, joka sijaitsee Keski-Suomen maakunnassa, Län-
si-Suomen läänissä. Asukkaita Kivijärvellä on noin 1400, mutta kesäisin vä-
kiluku kasvaa noin kolminkertaiseksi lomalaisten ansiosta. Saarikan toimipis-
teitä Kivijärvellä on viisi (5), jotka ovat terveysasema, Nousupelto, Putkinot-
ko, sosiaalitoimisto ja koulu. [8.] 
Kyyjärvenkunta on perustettu 1929 ja se sijaitsee Keski-Suomen maakun-
nan luoteisosassa, Länsi-Suomen läänissä. Asukkaita Kyyjärvellä on noin 
1500. Saarikan toimipisteitä siellä on viisi (5), joita ovat muun muassa terve-
ysasema, Päivärinne ja Touhula. [9.] 
Saarijärvi on Suomen kaupunki, joka sijaitsee Keski-Suomen maakunnassa, 
Länsi-Suomen läänissä. Saarijärvellä on noin 10700 asukasta. Saarikan 
toimipisteistä suurin osa sijaitsee Saarijärvellä sekä vuoden 2009 alussa 
kuntaliitoksen myötä Saarijärveen yhdistyneellä Pylkönmäellä. Saarijärvellä 
Saarikan toimipisteitä on kaksikymmentäneljä, joista kolme sijaitsee Pyl-
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könmäellä. Toimipisteet ovat hajautuneet melko laajalle maantieteelliselle 
alueelle. Toimipisteitä ovat muun muassa terveysasema, sosiaalitoimen tilat, 
Serviisi ja niin edelleen, katso liite 9. [10.] 
Pylkönmäki on entinen kunta, joka perustettiin 1914, mutta vuonna 2009 se 
yhdistyi kuntaliitoksen myötä Saarijärven kaupunkiin. Pylkönmäellä Saarikan 
toimipisteitä on kolme, jotka ovat terveysasema, iltarusko sekä sosiaalitoimi-
piste. [11.] 
Kaikki Saarikan toimipisteet on lueteltu kunnittain liitteessä 9. 
4.3 Kuntien tietoliikenneverkko 
Tässä luvussa käydään läpi Perusturvaliikelaitos Saarikan tietoliikenneverk-
ko kunnittain liitteissä olevien verkkokuvien avulla. 
Alkuperäisessä työssä sivuilla 21–27 sijaitsevien lukujen sisältö on poistettu 
julkaistavasta versiosta tietoturvasyistä. Luvut löytyvät SoTe Kuntayhty-
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• Einarintien asuntola 
• Fysioterapia 
• Kalmarin koulu 
• Kolkanlahden koulu 
• Kolkanrinne 















• Tarvaalan koulu 
• Terveysasema 
• Toimintakeskus 
• Valola 
 
 
