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Povzetek
Metoda razvrsˇcˇanja z zdruzˇevanjem najblizˇjih sosedov gradi filogenetska dre-
vesa iz matrike razdalj med objekti. Uporablja se v bioinformatiki za napo-
vedovanje evolucijskih razmerij med biolosˇkimi vrstami. Kljub uporabnosti
na sˇirsˇem podrocˇju aplikacij pa ta metoda le redkokdaj zaide med programe
za odkrivanje znanj iz podatkov. V sklopu diplomske naloge smo zato to
metodo implementirali v obliki gradnika v programu Orange. Razvili smo
tudi nekaj metod vizualizacije zgrajenih filogenetskih dreves in te preizkusili
na klasicˇnih podatkih s podrocˇja podatkovnega rudarjenja. Rezultati pricˇajo
o uporabnosti metode izven podrocˇja bioinformatike.
Kljucˇne besede: strojno ucˇenje, zdruzˇevanje najblizˇjih sosedov, bioinfor-
matika, Orange.

Abstract
Neighbour joining builds phylogenetic trees from distance matrices. It is
mainly used in bioinformatics for inference of evolutional relationships be-
tween species and prediction of common ancestors. Despite its usefulness in
various applications it is rarely available in data mining programs. For this
reason we implemented neighbour joining as a widget in general-purpose data
mining suite Orange. We also developed several methods for visualisation of
the inferred phylogenetic trees. Using our implementation on several use
cases we have demonstrated that neighbour joining and constructed cluster-
ing trees are useful in data mining tasks outside the scope of bioinformatics.
Keywords: machine learning, neighbour joining, bioinformatics, Orange.

Poglavje 1
Uvod
Filogenetska drevesa [2] so strukture, ki se uporabljajo v biologiji za predsta-
vitev evolucijskih razmerij med skupinami organizmov. Vozliˇscˇa v drevesu
predstavljajo organizme, povezave med vozliˇscˇi pa povezujejo neposrednega
evolucijskega prednika in naslednika. Filogenetska drevesa so bila upora-
bljena v razlicˇnih primerih, kot sta analiza sˇirjenja ebole [3] in taksonomija
plazilcev [19]. Primer filogenetskih dreves prikazuje slika 1.1.
Ena izmed metod za gradnjo filogenetskih dreves je metoda razvrsˇcˇanja
z zdruzˇevanjem najblizˇjih sosedov [13]. Metoda zgradi filogenetsko drevo
iz matrike razdalj med organizmi. Uporabljene razdalje pogosto temeljijo
na genetskih razlikah med organizmi, lahko pa so izracˇunane tudi iz drugih
podatkov. Filogenetska drevesa lahko vizualiziramo z razlicˇnimi tehnikami,
kar vpliva na preglednost vizualizacije. Obstaja veliko orodij za vizualizacijo
filogenetskih dreves, kot sta Dendroscope1 in IcyTree2.
Program Orange3, ki ga razvija Laboratorij za bioinformatiko Fakultete
za racˇunalniˇstvo in informatiko, je orodje, ki se uporablja za odkrivanje znanj
iz podatkov [6]. Orange podpira vizualno programiranje, kjer uporabnik po-
vezuje gradnike, ki obdelujejo podatke [4]. Trenutno Orange sˇe nima na voljo
metode razvrsˇcˇanja z zdruzˇevanjem najblizˇjih sosedov, zato smo jo v sklopu
1http://ab.inf.uni-tuebingen.de/software/dendroscope/
2https://icytree.org/
3https://orange.biolab.si/
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diplomske naloge implementirali kot nov gradnik. Razvili smo pripadajocˇi
del knjizˇnice za gradnjo ter vizualizacijo zgrajenih dreves.
Slika 1.1: Filogenetsko drevo. Vir: Wikipedija4.
4https://en.wikipedia.org/wiki/Phylogenetic_tree
Poglavje 2
Razvrsˇcˇanje z zdruzˇevanjem
sosedov
Metodo razvrsˇcˇanja z zdruzˇevanjem najblizˇjih sosedov sta prva predlagala
Saitou in Nei [13]. Spada med metode aglomerativnega grucˇenja in izdela
filogenetsko drevo na podlagi matrike razdalj. Cˇe so tocˇke v matriki razdalj v
metricˇnem prostoru, bo metoda razvrsˇcˇanja z zdruzˇevanjem sosedov zgradila
aditivno drevo, kjer bo pot med dvema tocˇkama po vejah drevesa enako dolga
kot razdalja med tema dvema tocˇkama v matriki. Za vse trojke tocˇk x, y, z
v metricˇnem prostoru velja:
1. d(x, y) ≥ 0
2. d(x, y) = 0 ⇐⇒ x = y
3. d(x, y) = d(y, x)
4. d(x, z) ≤ d(x, y) + d(y, z)
Alternativen zapis metode, ki ima cˇasovno kompleksnost O(n3), sta razvila
Studier in Keppler [18]. Postopek si lahko predstavljamo, kot da imajo naj-
prej vsa vozliˇscˇa, torej vse tocˇke oziroma objekti, med katerimi smo izmerili
razdalje, skupnega ocˇeta. Nato jih paroma zdruzˇujemo in dodajamo nove
vmesne ocˇete, ki so ocˇetje zdruzˇenih dveh vozliˇscˇ in sinovi prejˇsnjih ocˇetov
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zdruzˇenih vozliˇscˇ. Metoda razvrsˇcˇanja z zdruzˇevanjem najblizˇjih sosedov
je tako pozˇresˇen algoritem, ki minimizira dolzˇino drevesa, kjer je dolzˇina
dolocˇena s posplosˇeno Pauplinovo formulo l =
∑
{i,j}w(i, j)d(i, j). Tu je
d(i, j) razdalja v drevesu po vejah med listoma i in j in w(i, j) = 1∏
k c(k)
, kjer
so k vozliˇscˇa na poti med listoma i in j, c(k) pa je sˇtevilo izhodnih povezav
takega vozliˇscˇa [7]. Pauplinovo formulo za dolzˇino drevesa je prvicˇ za binarna
drevesa zapisal Pauplin leta 2000 [12], leta 2004 pa sta jo posplosˇila Semple
in Steel [15].
2.1 Postopek zdruzˇevanja sosedov
Metodo razvrsˇcˇanja z zdruzˇevanjem najblizˇjih sosedov lahko zapiˇsemo na
sledecˇ nacˇin:
1. Izberemo dve vozliˇscˇi i, j, ki minimizirata
Q(i, j) = (n− 2)D(i, j)−
n∑
k=1
D(i, k)−
n∑
k=1
D(j, k), (2.1)
kjer je n sˇtevilo preostalih vozliˇscˇ v matriki razdalj, D(x, y) pa razdalja
v matriki razdalj med vozliˇscˇema x in y.
2. Razdalji v drevesu od izbranih vozliˇscˇ i, j do novega vozliˇscˇa u sta
δ(i, u) =
1
2
D(i, j) +
1
2(n− 2)
(
n∑
k=1
D(i, k)−
n∑
k=1
D(j, k)
)
(2.2)
in
δ(j, u) =
1
2
D(i, j) +
1
2(n− 2)
(
n∑
k=1
D(j, k)−
n∑
k=1
D(i, k)
)
. (2.3)
3. Izracˇunamo razdalje med novim vozliˇscˇem u in preostalimi vozliˇscˇi k
D(k, u) =
1
2
(D(i, k)− δ(i, u)) + 1
2
(D(j, k)− δ(j, u)). (2.4)
4. Iz matrike D odstranimo vozliˇscˇi i, j in dodamo vozliˇscˇe u. Cˇe sta
preostali vecˇ kot dve vozliˇscˇi, se vrnemo na 1. korak.
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5. Povezˇemo preostali dve vozliˇscˇi x in y. Razdalja med njima v drevesu
je enaka razdalji med njima v matriki:
δ(x, y) = D(x, y) (2.5)
Oglejmo si primer uporabe tega postopka na spodnji matriki razdalj:
D1 =

a b c d
a 0 3 7 6
b 3 0 6 5
c 7 6 0 5
d 6 5 5 0

Po enacˇbi (2.1) izracˇunamo vrednosti Q za vsak par vozliˇscˇ i, j. Za vozliˇscˇi
a in b je ta vrednost podana s spodnjim izrazom:
Q1(a, b) = (4− 2)3− (0 + 3 + 7 + 6)− (3 + 0 + 6 + 5) = −24
Celotna matrika Q1 pa je:
Q1 =

a b c d
a −24 −20 −20
b −24 −20 −20
c −20 −20 −24
d −20 −20 −24

Izberemo lahko katerikoli par i, j, kjer je Q1(i, j) najmanjˇsi (vrednost -24).
Tukaj izberemo vozliˇscˇi a in b in ju zdruzˇimo v vozliˇscˇe e. Nato skladno z
enacˇbami (2.2) in (2.3) izracˇunamo razdalji v drevesu od izbranih vozliˇscˇ a
in b do novega vozliˇscˇa e.
δ(a, e) =
1
2
3 +
1
2(4− 2)((0 + 3 + 7 + 6)− (3 + 0 + 6 + 5)) = 2
δ(b, e) =
1
2
3 +
1
2(4− 2)((3 + 0 + 6 + 5)− (0 + 3 + 7 + 6)) = 1
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Po enacˇbi (2.4) izracˇunamo razdaljo med preostalima vozliˇscˇema c, d in novim
vozliˇscˇem e.
D2(c, e) =
1
2
(7− 2) + 1
2
(6− 1) = 5
D2(d, e) =
1
2
(6− 2) + 1
2
(5− 1) = 4
Nova matrika razdalj, ki namesto vozliˇscˇ a, b vsebuje njunega prednika e je:
D2 =

c d e
c 0 5 5
d 5 0 4
e 5 4 0

Ker sta preostali vecˇ kot dve vozliˇscˇi, zacˇnemo naslednjo iteracijo algoritma,
ter izracˇunamo matriko Q2:
Q2 =

c d e
c −14 −14
d −14 −14
e −14 −14

Izberemo lahko katerikoli par i, j, kjer je Q2(i, j) najmanjˇsi (vrednost -14).
Tukaj izberemo vozliˇscˇi c in d in ju zdruzˇimo v vozliˇscˇe f . Razdalji od vozliˇscˇ
c in d do novega vozliˇscˇa sta:
δ(c, f) = 3
δ(d, f) = 2
Matrika razdalj med preostalimi vozliˇscˇi pa je:
D3 =

e f
e 0 2
f 2 0

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Ker imamo le sˇe dve vozliˇscˇi, ju zdruzˇimo. Razdalja v drevesu je enaka
razdalji v matriki razdalj (2.5).
δ(e, f) = 2
Rezultat postopka je drevo, ki ga lahko ponazorimo z grafom (slika 2.1).
a
b
1
2
e
c
d
2
3
2 f
Slika 2.1: Drevo, ki nastane z metodo razvrsˇcˇanja z zdruzˇevanjem najblizˇjih
sosedov za matriko razdalj D1.
Razdalje v drevesu, zgrajenim z metodo razvrsˇcˇanja z zdruzˇevanjem naj-
blizˇjih sosedov, so lahko tudi negativne. Negativne razdalje med tocˇkami ni-
majo dobre biolosˇke razlage, poleg tega pa zelo slabo vplivajo na preglednost
vizualizacij. Zaradi tega jih pri nasˇi implementaciji odstranimo s funkcijo v
poglavju 3.2. Ta postopek zagotovi, da so vse razdalje med tocˇkami v drevesu
nad izbrano vrednostjo.
2.2 Vizualizacije filogenetskih dreves
Filogenetsko drevo, ki je rezultat metode razvrsˇcˇanja z zdruzˇevanjem naj-
blizˇjih sosedov, je mozˇno predstaviti z razlicˇnimi tehnikami vizualizacij. Vi-
zualizacija pretvori podatke o povezavah med tocˇkami in dolzˇinah teh po-
vezav v seznam koordinat, kjer bodo tocˇke prikazane. Dobra vizualizacija
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zadosti kriterijem, kot so vernost razdalj med tocˇkami, preglednost posame-
znih tocˇk, preglednost povezav med tocˇkami.
Tehnika, ki je zˇe uporabljena v programu Orange za hierarhicˇno grucˇenje,
so dendrogrami, katerih primer je viden na sliki 2.2. Ena izmed slabosti te
tehnike pri vizualizaciji filogenetskih dreves, sestavljenih z razvrsˇcˇanjem z
zdruzˇevanjem najblizˇjih sosedov, je, da zaradi usmerjenosti drevo izgleda,
kot da ima dolocˇen koren. Metoda razvrsˇcˇanja z zdruzˇevanjem najblizˇjih
sosedov izdela drevo, ki nima dolocˇenega korena, zato mora biti koren izbran
locˇeno od algoritma. To lahko povzrocˇi, da drevo na vizualizaciji izgleda
neuravnotezˇeno. Dendrogrami imajo tudi druge slabosti, kot je ta, da je pri
velikem sˇtevilu primerov posamezne liste in oznake tezˇko najti, saj so lahko
skriti med daljˇsimi vejami. To naredi posamezne tocˇke manj pregledne.
Slika 2.2: Dendrogram. Graf je izrisan z orodjem Dendroscope.
Ena izmed tehnik, ki je bila razvita posebej za vizualizacijo filogenetskih
dreves, je radialna vizualizacija [1], katere primer prikazuje slika 2.3. Vsa-
kemu listu v tej vizualizaciji je namenjen enak del polnega kota. Tako je
vsakemu poddrevesu namenjen kot, ki je premo sorazmeren sˇtevilu listov v
poddrevesu. Pomembno je poudariti, da tudi ta tehnika potrebuje drevo s ko-
renom. Izbira korena vpliva na vizualizacijo, a nima tako mocˇnega vpliva na
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koncˇno sliko kot pri dendrogramu. Tehnika je opisana s sledecˇo psevdokodo,
ki je povzeta iz cˇlanka [1]:
begin
postorder_traversal(root(T))
xroot(T ) ← (0,0)
ωroot(T ) ← 2 * pi
τroot(T ) ← 0
preorder_traversal(root(T))
end
procedure postorder_traversal(vertex v)
// Obratno obhodi drevo in vsakemu vozlisˇcˇu presˇtej
// sˇtevilo listov v njegovem poddrevesu l.
if deg(v) = 1 then
lv ← 1
else
lv ← 0
foreach w ∈ children(v) do
postorder_traversal(w)
lv ← lv + lw
procedure preorder_traversal(vertex v)
// Premo obhodi drevo in vsakemu vozlisˇcˇu izracˇunaj
// koordinate x glede na sˇtevilo listov v njegovem
// poddrevesu l.
if v 6= root(T) then
u ← parent(v)
xv ← xu + δ(u, v) * (cos(τv + ωv/2), sin(τv + ωv/2))
η ← τv
foreach w ∈ children(v) do
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ωw ← lw/lroot(T ) * 2 * pi
τw ← η
η ← η + ωw
preorder_traversal(w)
Procedura postorder traversal najprej presˇteje za vsako vozliˇscˇe v, koliko
listov je v poddrevesu s korenom v vozliˇscˇu v in to shrani kot lv. Procedura
preorder traversal nato vsakemu vozliˇscˇu v dodeli kot ωv po enacˇbi
ωv =
2pi · lv
lroot(T )
. (2.6)
Procedura kot pozneje uporabi, da lahko izracˇuna koordinate vozliˇscˇa in jih
shrani kot xv. τv predstavlja kot, pri katerem se zacˇne prostor vozliˇscˇa v.
Prostor, ki je dodeljen vozliˇscˇu v, se tako razteza med kotoma τv in τv + ωv.
Vozliˇscˇe v lezˇi na kotu τv +
ωv
2
.
Slika 2.3: Radialna vizualizacija. Graf je izrisan z orodjem Dendroscope.
Druga tehnika, definirana v cˇlanku, je krozˇna tehnika vizualizacije [1],
katere primer prikazuje slika 2.4. Ta enakomerno razporedi liste v obliki
krozˇnice, ostala vozliˇscˇa pa so znotraj kroga. Polozˇaj vsakega notranjega
vozliˇscˇa je odvisen od polozˇaja ocˇeta in sinov vozliˇscˇa. Tehnika ima to slabost,
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da razdalje niso prikazane povsem natancˇno. Poleg tega je izbira korena bolj
pomembna kot pri radialni tehniki, a sˇe vedno ne toliko kot pri dendrogramu.
Tehnika ima tudi to prednost, da so listi in njihove oznake, zaradi enakomerne
razporeditve listov na enaki razdalji od srediˇscˇa slike, bolj pregledni. Tehnika
je opisana s sledecˇo psevdokodo, ki je povzeta po Bachmaier in sod. [1]:
begin
i ← 0
k ← 0
foreach v ∈ V do
if deg(v) = 1 then k ← k + 1
postorder_traversal(root(T))
preorder_traversal(root(T))
end
procedure postorder_traversal(vertex v)
// Obratno obhodi drevo in vsakemu vozlisˇcˇu izracˇunaj
// koeficient c in odmik d.
foreach w ∈ children(v) do
postorder_traversal(w)
if is_leaf(v) or (v = root(T) and deg(root(T)) = 1) then
cv ← 0
dv ← (cos(2 * pi * i / k), sin(2 * pi * i / k))
i ← i + 1
else
S ← 0
foreach adjacent edge e ← {v, w} do
if v = root(T) or w = parent(v) then
se ← 1 / δ(e)
else
se ← 1 / (δ(e) * (deg(v) - 1))
S ← S + se
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t ← t′ ← 0
foreach outgoing edge e ← (v, w) do
t ← t + se / S * cw
t′ ← t′ + se / S * dw
if v 6= root(T) then
e ← (parent(v), v)
cv ← se / (S * (1 - t))
dv ← t′ / (1 - t)
procedure preorder_traversal(vertex v)
// Premo obhodi drevo in vsakemu vozlisˇcˇu izracˇunaj
// koordinate x glede na koeficient c in odmik d.
if v = root(T) then
xv ← dv
else
u ← parent(v)
xv ← cv * xu + dv
foreach w ∈ children(v) do
preorder_traversal(w)
Namesto dejanskih razdalj se za izracˇun koordinat tocˇk uporabijo utezˇi, ki
so izracˇunane po enacˇbi
avw =

svw∑
{v,k}∈E
svk
cˇe {v, w} ∈ E,
0 sicer
, (2.7)
kjer svw izracˇunamo po enacˇbi
svw =

1
δ(v, w) · (deg(v)− 1) cˇe v = parent(w),
1
δ(v, w)
cˇe w = parent(v)
. (2.8)
Utezˇi so obratno sorazmerne dolzˇini povezave. Poleg tega so utezˇi, ki dolocˇajo
vpliv sinov na ocˇeta, normirane s sˇtevilom sinov tega ocˇeta, da sˇtevilnost
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sinov vozliˇscˇa z utezˇmi ne prevlada nad utezˇjo ocˇeta vozliˇscˇa. Procedura
postorder traversal za vsako vozliˇscˇe v z ocˇetom p izracˇuna koeficient cv
z enacˇbo
cv =

0 cˇe v ∈ leaves(T ) ∪ {root(T )},
apv
1−
∑
(v,w)∈E
(avwcw)
sicer (2.9)
in odmik dv z enacˇbo
dv =

xv cˇe v ∈ leaves(T ),∑
(v,w)∈E
(avwdw)
1−
∑
(v,w)∈E
(avwcw)
sicer
(2.10)
glede na utezˇi na povezavah s sosednjimi vozliˇscˇi. Potem druga procedura
preorder traversal za vsako vozliˇscˇe v, katerega ocˇe je vozliˇscˇe p, izracˇuna
koordinate po enacˇbi
xv =
dv cˇe v = root(T ),cvxp + dv sicer . (2.11)
2.3 Primerjava s hierarhicˇnim razvrsˇcˇanjem
v skupine
Hierarhicˇno razvrsˇcˇanje v skupine je zˇe implementirano v programu Orange
in je tudi metoda aglomerativnega grucˇenja. Deluje tako, da je na zacˇetku
vsak primer v svoji locˇeni grucˇi. V vsaki iteraciji metoda poiˇscˇe par grucˇ,
med katerima je razdalja najnizˇja in ju zdruzˇi v novo grucˇo. Razdaljo med
dvema grucˇama lahko izracˇunamo na razlicˇne nacˇine. Pogosto je to pov-
precˇje, najvecˇja ali najmanjˇsa izmed razdalj med elementi dveh grucˇ. Posto-
pek ponavljamo, dokler nam ne preostane le ena grucˇa.
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Slika 2.4: Krozˇna vizualizacija.
Tudi s hierarhicˇnim razvrsˇcˇanjem v skupine lahko gradimo filogenetska
drevesa. Specificˇna metoda je UPGMA [17], kjer je razdalja med grucˇami
povprecˇje razdalj med njihovimi elementi. Ker je pri filogenetskih drevesih
pomembno, da lahko ocenimo dolzˇino poti med pari vozliˇscˇ, so razdalje v filo-
genetskem drevesu UPGMA dvakrat krajˇse kot v dendrogramu hierarhicˇnega
grucˇenja, da je lahko vsota oddaljitev sinov od ocˇeta enaka razdalji med
obema sinoma [8]. Primer drevesa, ki ga zgradi metoda UPGMA, je viden
na sliki 2.5. Cˇeprav se s hierarhicˇnim grucˇenjem da graditi filogenetska
1https://en.wikipedia.org/wiki/UPGMA
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Slika 2.5: Drevo, ki je nastalo z metodo UPGMA. Vir: Wikipedija1.
drevesa, ta metoda ne daje tako dobrih rezultatov kot metoda razvrsˇcˇanja
z zdruzˇevanjem najblizˇjih sosedov [13, 9]. Ena izmed slabosti je, da hie-
rarhicˇno grucˇenje predpostavi konstantno hitrost evolucije [11]. To pomeni,
da je razdalja od korena do vsakega lista enaka. Zaradi tega ne more zgra-
diti aditivnega drevesa, ki se ujema z matriko razdalj, v vseh primerih, ko
ga lahko metoda razvrsˇcˇanja z zdruzˇevanjem sosedov, saj je omejen na gra-
dnjo ultrametricˇnih dreves [10]. Filogenetsko drevo, ki se povsem ujema z
razdaljami v matriki razdalj, lahko zgradi le takrat, kadar so tocˇke v ultra-
metricˇnem prostoru. Za vse trojke tocˇk x, y, z v ultrametricˇnem prostoru
velja:
1. d(x, y) ≥ 0
2. d(x, y) = 0 ⇐⇒ x = y
3. d(x, y) = d(y, x)
4. d(x, z) ≤ max{d(x, y), d(y, z)}
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Razlika je v cˇetrtem pogoju, ki je za ultrametricˇen prostor strozˇji od tistega
za metricˇen prostor [14]. Metoda razvrsˇcˇanja z zdruzˇevanjem najblizˇjih so-
sedov nima te omejitve in predpostavke in lahko zato izdela boljˇsi priblizˇek
dejanskega evolucijskega drevesa.
Poglavje 3
Implementacija v sistemu
Orange
Metode razvrsˇcˇanja z zdruzˇevanjem najblizˇjih sosedov in tehnike vizualiza-
cije smo implementirali kot gradnik v programu Orange [6]. Implementirali
smo radialno in krozˇno tehniko vizualizacije [1] zaradi lastnosti, ki smo jih
zˇe opisali v poglavju 2.2. Kompatibilnost z ostalimi gradniki smo ohranili
z uporabo metod in struktur, ki so vkljucˇene v programu Orange [5]. Pri
implementaciji smo kodo locˇili na dva dela: programsko knjizˇnico in gradnik
za program Orange. S knjizˇnico lahko izvedemo celotno metodo razvrsˇcˇanja
z zdruzˇevanjem najblizˇjih sosedov in tako pretvorimo matriko razdalj v dre-
vesno strukturo z razdaljami. Knjizˇnica vsebuje tudi obe izbrani tehniki
vizualizacije, s katerima lahko drevesno strukturo z razdaljami pretvorimo v
seznam koordinat, kjer se vozliˇscˇa nahajajo na risalni povrsˇini. Poleg tega
lahko s knjizˇnico zviˇsamo razdalje v drevesu na zˇeleno najnizˇjo vrednost in
tako odstranimo negativne vrednosti. Cˇeprav je bila knjizˇnica izdelana z
namenom, da bo uporabljena v gradniku za program Orange, se jo da upo-
rabljati tudi zunaj tega.
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3.1 Programske zahteve
1. Nasˇemu gradniku je najbolj podoben gradnik za hierarhicˇno grucˇenje
(Hierarchical Clustering), saj oba izvajata algoritem grucˇenja na pod-
lagi razdalj. Zaradi tega ima novi gradnik, tako kot tisti za hierarhicˇno
grucˇenje, vhod, ki sprejme podatke v obliki matrike razdalj.
2. Kot gradnik za hierarhicˇno grucˇenje, ima tudi novi gradnik dva izhoda.
V oba posˇlje podatke, iz katerih so bile izracˇunane razdalje, ne pa samih
razdalj. V enega posˇlje le podatke v vizualizaciji izbranih primerov, v
drugega pa podatke vseh primerov, ampak podatkom doda stolpec, ki
pove, kateri primeri so oznacˇeni.
3. Novi gradnik prav tako omogocˇa izbiro izrisanih tocˇk, ki so nastale
z izrisom primerov. Izbira deluje enako kot pri gradniku za razsevni
diagram (Scatter Plot).
4. Gradnik se mora, tako kot ostali gradniki v programu Orange, ta-
koj odzvati na nove podatke na vhodu. Ker je metoda razvrsˇcˇanja
z zdruzˇevanjem najblizˇjih sosedov cˇasovno zahtevna, moramo zagoto-
viti, da program Orange med delovanjem gradnika ostane odziven. Iz
istega razloga uporabniku tudi prikazˇemo napredek.
5. Graficˇni vmesnik je skladen z graficˇnim vmesnikom ostalih gradnikov,
sˇe posebno z graficˇnim vmesnikom gradnika za razsevni diagram. Vse-
buje enake elemente za nadzor delovanja in ostala orodja, razen tistih,
ki bi bili za ta gradnik nesmiselni ali neuporabni.
3.2 Podatkovne strukture
V izdelani knjizˇnici smo uporabili podatkovne strukture iz programske knji-
zˇnice NumPy1. Ta vkljucˇuje med drugim vektorje in matrike, na katerih se
1http://www.numpy.org/
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operacije izvajajo hitro. Prav so nam priˇsle tudi matrike, v katerih lahko
skrijemo eno ali vecˇ vrednosti2. Tako skrite vrednosti so izklucˇene iz ne-
katerih operacij. Funkcija za iskanje minimalne vrednosti v taki matriki na
primer preskocˇi skrite vrednosti. Knjizˇnico uporablja mnogo programov, med
katerimi je tudi Orange [5].
V programu Orange so vkljucˇena programska orodja v obliki programske
knjizˇnice. Ta zajema metode in podatkovne strukture. Podatkovne struk-
ture v sistemu Orange omogocˇajo tvorjenje kompleksnih objektov, ki olajˇsajo
programiranje gradnikov za program Orange. Objekt, ki predstavlja matriko
razdalj, lahko tako s sabo med gradniki prenasˇa povezavo na objekt, ki pred-
stavlja tabelo, iz katere je bila matrika izracˇunana. Ta objekt, ki predstavlja
tabelo, pa lahko vsebuje podatke o paleti, ki se uporablja za barvanje razre-
dov, da so lahko primeri konsistentno obarvani v vseh gradnikih, ki delajo s
temi podatki.
Poleg obstojecˇih struktur smo razvili tudi svoje. Ena izmed takih je
struktura drevesa. Spodnja koda v jeziku Python predstavlja drevo s slike
2.1.
drevo = {
"a": [["e", 1]],
"b": [["e", 2]],
"c": [["f", 3]],
"d": [["f", 2]],
"e": [["a", 1], ["b", 2], ["f", 2]],
"f": [["c", 3], ["d", 2], ["e", 2]]
}
Metoda razvrsˇcˇanja z zdruzˇevanjem najblizˇjih sosedov sestavi drevo brez
korena. Ker pa sta bili izbrani tehniki vizualizacije zasnovani za drevesa
s korenom, moramo tudi drevesu umetno dodati koren. Prejˇsnjo strukturo
lahko spremenimo tako, da naredimo vse povezave enosmerne. Povezave so
2https://docs.scipy.org/doc/numpy/reference/maskedarray.generic.html
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potem v smeri od ocˇeta do sina v drevesu. Spodnja koda v jeziku Python
predstavlja razlicˇico zgornjega drevesa s korenom v vozliˇscˇu a.
drevo =
"a": [["e", 1]],
"b": [],
"c": [],
"d": [],
"e": [["b", 2], ["f", 2]],
"f": [["c", 3], ["d", 2]]
Pomembno je, da iz drevesa odstranimo negativne razdalje. Taksˇna spre-
memba rezultata se nam zdi upravicˇena, saj negativne razdalje nimajo dobre
biolosˇke razlage in slabo vplivajo na preglednost vizualizacij. Negativne raz-
dalje odstranimo s spodnjo funkcijo:
def set_distance_floor(tree, min_dist):
for l in tree.values():
if len(l) == 1 and l[0][1] < min_dist:
l[0][1] = min_dist
if len(l) == 2:
if l[0][1] + l[1][1] < 2 * min_dist:
l[0][1] = l[1][1] = min_dist
else:
for i in range(2):
if l[i][1] < min_dist:
l[(i + 1) % 2][1] += l[i][1] - min_dist
l[i][1] = min_dist
if len(l) == 3:
if sum(c[1] for c in l) < 3 * min_dist:
l[0][1] = l[1][1] = l[2][1] = min_dist
else:
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for i in range(3):
if l[i][1] < min_dist:
l[(i + 1) % 3][1] += l[i][1] - min_dist
l[i][1] = min_dist
Argument tree je drevo s korenom, kakrsˇno je opisano v prejˇsnjem odstavku,
argument min dist pa je najnizˇja vrednost, ki jo zˇelimo dopustiti v drevesu.
Funkcija iterira po vozliˇscˇih in najprej preveri sˇtevilo izhodnih povezav. Cˇe je
povprecˇje vseh razdalj nizˇje od min dist, se razdalj ne da tako prerazporediti,
da so vse razdalje nad min dist in je vsota razdalj sˇe vedno enaka. Takrat
funkcija nastavi razdalje na min dist. Cˇe je povprecˇje razdalj viˇsje ali enako
min dist, funkcija razdalje prerazporedi tako, da ostane vsota razdalj enaka,
vse razdalje pa so vecˇje ali enake min dist. Za nasˇo uporabo je najboljˇsi
min dist, ki je cˇim manjˇsi in sˇe vedno pozitiven.
3.3 Graficˇni vmesnik
Za vkljucˇitev knjizˇnice v graficˇni del programa Orange smo razvili gradnik
z graficˇnim vmesnikom, ki ga lahko vidimo na sliki 3.1. Kot pri ostalih
gradnikih z izrisom je graficˇni vmesnik tega gradnika razdeljen na del za
nadzor delovanja na levi in del z izrisom na desni strani.
V delu za nadzor delovanja je na vrhu mozˇnost izbire tehnike vizuali-
zacije. Za tem sledijo mozˇnosti izgleda izrisanih tocˇk. Ta del je skladen z
delom v gradniku za razsevni diagram. Uporabnik lahko tu nastavi, kako naj
se izriˇsejo tocˇke glede na podatke, ki so bili uporabljeni za izracˇun matrike
razdalj. Od podatkov so lahko odvisne barve, oznake, simboli in velikost sim-
bolov. Uporabnik lahko tudi dodatno povecˇa ali zmanjˇsa velikost simbolov
in lahko nastavi prosojnost simbolov. V naslednjem delu lahko uporabnik
dodatno spreminja lastnosti izrisa. Vklopi in izklopi lahko legendo, vklopi pa
lahko tudi mozˇnost, da se oznake prikazˇejo le ob izbranih tocˇkah. To lahko
pride prav, ko je veliko tocˇk zelo blizu skupaj, kar se lahko zgodi pri radi-
alni tehniki vizualizacije. Naslednji del vsebuje orodja za premikanje pogleda
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Slika 3.1: Graficˇni vmesnik gradnika.
na izris in izbiro tocˇk. Prvo omogocˇa pravokotno izbiro tocˇk in spreminjanje
povecˇave. Drugo omogocˇa bolj natancˇno povecˇavo, saj uporabnik oznacˇi pra-
vokotnik, kamor se premakne pogled. Tretje orodje omogocˇa povecˇavo, kot jo
omogocˇa prvo orodje, hkrati pa omogocˇa premikanje pogleda s premikanjem
risalne povrsˇine. Cˇetrti gumb ponastavi pogled na privzeti pogled. Privzeti
pogled je odvisen od postavitve tocˇk in dolzˇine oznak. Sledita gumb, ki po-
sodobi izbiro primerov na izhodu, in mozˇnost, da se to izvaja samodejno. Na
koncu sta sˇe gumb, ki shrani izris kot sliko v samostojno datoteko, in gumb,
ki izdela porocˇilo s sliko in njenim pojasnilom.
Na desni strani graficˇnega vmesnika gradnika je izris rezultata metode
razvrsˇcˇanja z zdruzˇevanjem najblizˇjih sosedov, izbrane tehnike vizualizacije
in ostalih nastavitev iz desnega dela gradnika. Poleg samega izrisa je na voljo
tudi legenda, ki razlozˇi barvo in obliko simbolov. Legendo se da premikati
po glavnem delu gradnika, lahko pa se jo tudi skrije z nadzornim elementom
v delu za nadzor delovanja na levi.
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3.4 Skriptna knjizˇnica
Implementacija je strukturirana kot dodatek za program Orange in je do-
stopna na repozitoriju GitHub3. Dodatek namestimo tako, da ga prenesemo
na nasˇ racˇunalnik in znotraj prenesenega repozitorija uporabimo ukaz pip
install .. Predvidoma se bo koda prenesla v zbirko prototipnih gradnikov4
in kasneje v sam program Orange. Slika 3.2 prikazuje datoteke v repozitoriju.
Datoteka README.md vsebuje opis projekta, navodila za namestitev dodatka
Slika 3.2: Datoteke v repozitoriju.
in navodila za uporabo knjizˇnice. Mapa neighborjoining vsebuje datoteko
neighbor joining.py, v kateri je implementirana knjizˇnica, in datoteko
owneighborjoining.py, v kateri je implementiran gradnik. Mapa tests
vsebuje avtomatske teste za knjizˇnico in gradnik. Datoteka Examples.ipynb
vsebuje primere uporabe knjizˇnice, mapa datasets pa vsebuje podatke, ki
jih ti primeri uporabljajo. Datoteka setup.py se uporablja pri namestitvi.
3https://github.com/jurijsteblaj/orange-neighbor-joining
4https://github.com/biolab/orange3-prototypes

Poglavje 4
Primeri uporabe
Uporabnost gradnika smo preverili na treh naborih podatkov, ki pa so bili
zelo razlicˇni. Prvi je imel diskretne atribute, drugi je bil sestavljen iz slik,
tretji pa je imel zvezne atribute. Tako smo metodo preizkusili tudi zunaj
podrocˇja bioinformatike.
4.1 Zˇivalski vrt
Slika 4.1 prikazuje podatke, ki jih bomo uporabili v prvem primeru. Gre za
znan nabor podatkov Zoo, ki je na voljo v UCI zbirki podatkov za strojno
ucˇenje1. Podatki imajo 16 atributov, po katerih bomo razvrsˇcˇali, in 101 pri-
mer. Atributi v teh podatkih so opisni, kot je sˇtevilo nog, ali ima zˇival dlako
in ali je zˇival udomacˇena. Lahko si predstavljamo, da naletimo na do sedaj
sˇe neznano vrsto in jo skusˇamo uvrstiti glede na lastnosti, ki jih lahko takoj
opazimo. Slika 4.2 prikazuje primer uporabe metode na teh podatkih. Po-
datke najprej nalozˇimo iz datoteke (gradnik File). Nato moramo diskretne
podatke pretvoriti v zvezne (gradnik Continuize). Iz zveznih podatkov nato
izracˇunamo matriko razdalj (gradnik Distances). Z novim gradnikom iz raz-
dalj izdelamo filogenetsko drevo in ga vizualiziramo. Krozˇna tehnika vizuali-
zacije omogocˇa boljˇso preglednost nad vsemi tocˇkami in njihovimi oznakami
1https://archive.ics.uci.edu/ml/datasets/Zoo
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Slika 4.1: Podatki o zˇivalih. Vsaka od vrstic atributno opiˇse znacˇilnosti dane
zˇivali.
pri vecˇjem sˇtevilu tocˇk. Vidimo lahko, da metoda pogosto napove skupne
prednike zˇivalim, ki spadajo v isto skupino zˇivali.
Podatke lahko sˇe naprej analiziramo, kot lahko vidimo na sliki 4.3. Cˇe nas
bolj podrobno zanima zakaj je metoda napovedala, da so si sorodni delfin,
pliskavica, tjulenj in morski lev, jih lahko izberemo. Z gradnikom lahko nato
odstranimo vse atribute, ki imajo pri izbranih primerih enake vrednosti (gra-
dnik Purge Domain). To zmanjˇsano tabelo lahko nato prikazˇemo (gradnik
Data Table). Vidimo lahko, da nasˇe vrste razlikuje le posest dlak, sˇtevilo
nog in posest repa. Paroma se vrste razlikujejo v najvecˇ dveh lastnostih.
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Slika 4.2: Vizualizacija razvrsˇcˇanja z zdruzˇevanjem najblizˇjih sosedov glede
na razdalje, izracˇunane na podlagi lastnosti zˇivali.
4.2 Slike zˇivali
V tem primeru bomo analizirali risbe 19-ih zˇivali2, ki so bile uporabljene v
primeru na spletni strani programa Orange3. Vhodne podatke lahko vidimo
na sliki 4.4. Lahko si predstavljamo, da naletimo na do zdaj sˇe neznano vrsto
in jo skusˇamo na podlagi fotografije ali risbe uvrstiti v filogenetsko drevo.
Slika 4.5 prikazuje primer uporabe metode na teh slikah. Slike uvozimo (gra-
dnik Import Images) in jih pretvorimo v sˇtevilske vektorje (gradnik Image
Embedding). Med temi vektorji izracˇunamo razdalje (gradnik Distances). Z
2https://github.com/ajdapretnar/datasets/blob/master/images/domestic-
animals.zip
3https://blog.biolab.si/2017/04/03/image-analytics-clustering/
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Slika 4.3: Primerjava delfina, pliskavice, tjulnja in morskega leva.
novim gradnikom iz razdalj izdelamo filogenetsko drevo in ga vizualiziramo.
Radialna tehnika vizualizacije bolj pregledno prikazˇe povezave med tocˇkami.
Vidimo lahko, kako algoritem napove skupne prednike zˇivalim na slikah. Me-
toda najprej zdruzˇi zˇivali iste vrste, kot sta petelin in kokosˇ. Nato je tema
dvema zˇivalma pridruzˇil podobnega purana. Zanimiva napaka je ta, da ta
postopek napoveduje, da je piˇscˇanec blizˇje v sorodu z racˇjim mladicˇem kot s
kokosˇjo ali petelinom.
4.3 Lastnosti vina
Slika 4.6 prikazuje podatke, ki jih bomo uporabili v prvem primeru. Kot pri
prvem primeru gre tudi tu za znan nabor podatkov. Tokrat bomo delali na
Diplomska naloga 29
Slika 4.4: Slike zˇivali.
naboru podatkov Wine, ki je tudi na voljo v UCI zbirki podatkov za strojno
ucˇenje4. Slika 4.7 prikazuje primer uporabe metode na podatkih o vinih.
Podatki imajo 13 atributov, po katerih bomo razvrsˇcˇali, in 178 primerov.
Atributi so zvezne lastnosti in kolicˇine, kot so odtenek, intenzivnost barve in
delezˇ alkohola. Vsako izmed vin pripada enemu izmed treh razredov. Pred-
stavljamo si lahko, da skusˇamo ugotoviti, kako je potekal razvoj novih vin.
Najprej uvozimo podatke (gradnik File). Nato med vini izracˇunamo razda-
lje (gradnik Distances). Z novim gradnikom iz razdalj izdelamo filogenetsko
drevo in ga vizualiziramo.
Metoda razvrsˇcˇanja z zdruzˇevanjem najblizˇjih sosedov tu ne da dobrih re-
zultatov. Vizualizacija je nepregledna in ne omogocˇa, da bi z njeno pomocˇjo
odkrili kaj novega o podatkih. Razlog za nepregleden izris so razlicˇni raz-
poni vrednosti atributov. Te povzrocˇijo zelo razlicˇne razdalje med primeri,
nekatere so tudi zelo blizu nicˇle. Rezultat lahko izboljˇsamo s predobdelavo
4https://archive.ics.uci.edu/ml/datasets/wine
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Slika 4.5: Vizualizacija razvrsˇcˇanja z zdruzˇevanjem najblizˇjih sosedov glede
na razdalje med slikami.
podatkov, kot lahko vidimo na sliki 4.8. To naredimo tako, da med gradni-
kom, ki prebere podatke iz datoteke, in gradnikom za izracˇun razdalj podatke
normaliziramo (gradnik Continuize).
Vseeno pa se moramo vprasˇati o smiselnosti tega filogenetskega drevesa.
Cˇeprav je metoda razvrsˇcˇanja z zdruzˇevanjem najblizˇjih sosedov lahko sˇe ve-
dno uporabna za grucˇenje, deluje dobro za izdelavo filogenetskih dreves le,
cˇe veljajo nekatere predpostavke. Prva je ta, da so se nasledniki res razvili iz
prednikov in so primeri tako bolj podobni svojim prednikom in primerom z
blizˇnjimi skupnimi predniki, kot ostalim primerom. Cˇe bi vsi primeri nastali
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Slika 4.6: Podatki o vinih. Vsaka vrstica z zveznimi vrednostmi opiˇse posa-
mezno vino.
istocˇasno ali pa bi bili podatki nakljucˇni, to ne bi drzˇalo, saj tako noben
par primerov ne bi imel pravega skupnega prednika. Dodatno je z uporabo
metode razvrsˇcˇanja z zdruzˇevanjem najblizˇjih sosedov ta predpostavka sˇe
strozˇja, saj predpostavljamo, da imajo vsi primeri skupnega prednika, saj
je rezultat eno samo filogenetsko drevo, ki povezuje vse primere. Metoda
razvrsˇcˇanja z zdruzˇevanjem najblizˇjih sosedov tako ne bi bila smiselna, cˇe bi
razni predniki primerov nastali locˇeno brez skupnega prednika. V takem pri-
meru bi bila bolj pravilna ponazoritev z gozdom, kjer bi imela vsaka skupina,
kjer imajo primeri skupnega prednika, svoje drevo. V kontekstu vin ne mo-
remo zagotovo recˇi, ali gre za razvoj, kjer so nasledniki razviti iz prednikov in
dedujejo nekatere njihove lastnosti, kar bi naredilo bratske primere podobne.
Kljub temu pa lahko vidimo, da je algoritem vseeno uporaben za navadno
grucˇenje, saj je metoda razvrsˇcˇanja z zdruzˇevanjem najblizˇjih sosedov prej
povezala primere, ki pripadajo istemu razredu. Podobno velja za poddrevesa
v primeru s slikami zˇivali, kjer so v listih le primeri iste vrste. Tako poddrevo
nam ne pove veliko in bi ga lahko zamenjali z enim listom ali razredom, nam
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Slika 4.7: Vizualizacija razvrsˇcˇanja z zdruzˇevanjem najblizˇjih sosedov glede
na razdalje, izracˇunane na podlagi lastnosti vin.
pa pomaga oceniti pravilnost rezultata. Bolj pravilna filogenetska drevesa
bodo v vecˇini primerov imela vecˇ poddreves, kjer je visok delezˇ listov istega
razreda.
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Slika 4.8: Vizualizacija razvrsˇcˇanja z zdruzˇevanjem najblizˇjih sosedov glede
na razdalje, izracˇunane na podlagi normaliziranih lastnosti vin.

Poglavje 5
Zakljucˇek
Metoda razvrsˇcˇanja z zdruzˇevanjem najblizˇjih sosedov se uporablja v bioin-
formatiki za grajenje filogenetskih dreves. V diplomskem delu smo opisali,
kako metoda razvrsˇcˇanja z zdruzˇevanjem najblizˇjih sosedov sestavi filoge-
netsko drevo iz matrike razdalj. Predstavili smo tudi tehnike vizualizacije
filogenetskih dreves. Izdelali smo programsko knjizˇnico in gradnik za pro-
gram Orange.
Pokazali smo, da gradnik dobro deluje z razdaljami, ki so bile izracˇunane
na podlagi lastnosti zˇivali. Dobro deluje tudi z razdaljami, ki so bile izra-
cˇunane na podlagi vektorjev, izpeljanih iz slik. Videli smo tudi, da metoda
ne deluje dobro na podatkih z razlicˇnimi razponi, zato je vcˇasih podatke
potrebno normalizirati.
Implementirali smo najbolj pogosto razlicˇico metode razvrsˇcˇanja z zdru-
zˇevanjem najblizˇjih sosedov, ki pa ima cˇasovno zahtevnost O(n3). Obstajajo
tudi hitrejˇse implementacije, ki cˇasovno kompleksnost v tipicˇnih primerih
zmanjˇsajo na n2log(n) [16]. Trenutno smo problem z veliko kolicˇino podat-
kov resˇili tako, da gradnik avtomatsko vzorcˇi podatke, cˇe je teh prevecˇ. V
cˇlanku, po katerem smo se zgledovali pri tehnikah vizualizacije, so predla-
gane tudi nekatere izboljˇsave [1]. Izboljˇsana razlicˇica radialne tehnike bi
lahko nekaterim poddrevesom povecˇala kote in tako izboljˇsala preglednost.
Izboljˇsava krozˇne tehnike bi zmanjˇsala razlike med dejanskimi in prikazanimi
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razdaljami.
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