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Introduction
A famous open problem in the theory of C*-algebras is Kadison’s similar-
ity question: given a C*-algebra A, is every representation of A similar to a
*-representation? Kadison [27] conjectured in the 50s that this is so for every
C*-algebra A.
A characterisation of the C*-algebras for which the above is true can be
given in terms of a ‘semisimplicity’ criterion. A C*-algebra A has the above
property if and only if whenever θ : A → B(H) is a representation of A on a
Hilbert space H , every invariant subspace of H is complemented by an invari-
ant subspace. We refer to this semisimplicity property as the total reduction
property. In these terms Kadison’s conjecture becomes: every C*-algebra has
the total reduction property.
It is not necessary that A be a self-adjoint operator algebra for the def-
inition of the total reduction property. In this thesis we study the class of
not-necessarily self-adjoint operator algebras with the total reduction prop-
erty. The total reduction property has strong consequences for the structure
of an operator algebra. The central theme of this work is that algebras with
this property are ‘like’ C*-algebras to some extent. In fact, we conjecture that
every operator algebra with the total reduction property is isomorphic to a
C*-algebra.
After a summary of the notations and preliminary results we need in chap-
ter 1, we introduce in chapter 2 the definition of the total reduction property
as well as some related notions, and exhibit some examples of algebras with
and without this property. In chapter 3 we investigate the properties of alge-
bras with the total reduction property. Many of the results obtained for these
algebras will be familiar from C*-algebra theory. Chapter 4 is concerned with
applying the machinery obtained to the question of whether algebras with the
total reduction property are isomorphic to C*-algebras. In several special cases
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2we are able to prove that this is so. However, in general there is an obstacle to
progress in the form of the transitive algebra problem. This famous open prob-
lem asks: if A ⊆ B(H) has no proper invariant subspaces, is A weakly dense in
B(H)? Despite intensive work over many decades the transitive algebra prob-
lem remains open. A positive answer to the transitive algebra problem would,
in many cases, allow a positive answer to our conjecture about algebras with
the total reduction property. The special cases in which we can establish the
result mainly derive from the partial solution to the transitive algebra problem
due to Lomonosov.
Chapter 1
Preliminaries
Presented here is a brief summary of the notations and standard results we
use throughout this work. As a general guide, the results we quote about Ba-
nach algebras can be found in [3], and the results about C*-algebras and von
Neumann algebras can be found in [9] and [10].
Banach algebras and operator algebras.
A Banach algebra is a complex associative algebra A equipped with a com-
plete norm such that the multiplication A×A → A is norm continuous. For
every Banach space X , the set B(X) of bounded linear operators on X forms
a Banach algebra with the natural algebraic structure and the operator norm.
In the case where X is a Hilbert space we obtain an algebra of central impor-
tance to this work. We use the letter H to denote a generic Hilbert space,
and refer to norm-closed subalgebras of B(H) as operator algebras. The op-
erator algebra B(H) possesses, in addition to its Banach algebra structure, an
isometric involution ∗ given by the adjoint operation a 7→ a∗.
Operator algebras have been heavily studied in the literature. The over-
whelming emphasis is on self-adjoint operator algebras—that is, operator al-
gebras which are closed under the involution. These algebras are C*-algebras,
and they enjoy a very well-developed theory. The theory of non-self-adjoint
operator algebras is less developed, although a certain amount of work has
been done on the so-called nest algebras and CSL algebras [6]. In recent years
interest has been growing in non-self-adjoint operator algebras as they relate
to the field of quantised functional analysis [13], [4].
Most of the studies of non-self-adjoint operator algebras in the literature
3
4 Chapter 1. Preliminaries
consider properties of a particular realisation of the algebra as a subalgebra
of B(H). In this thesis we examine operator algebras from a more Banach
algebraic perspective. In general Banach algebra theory, the norm is chiefly
a provider of topological, rather than isometric, data. For this reason Ba-
nach algebras are typically considered equivalent if they are isomorphic via a
bicontinuous isomorphism. The issue does not usually arise for C*-algebras,
since any isomorphism between C*-algebras which preserves the involution is
automatically isometric, and consequently there is a unique C* norm implied
by the *-algebraic structure of a C*-algebra. There is no such uniqueness
of norm for operator algebras without an involution. For a simple example,
let S ∈ B(H) be any invertible operator on a Hilbert space H . The map
a 7→ SaS−1 is a bicontinuous algebra automorphism of B(H), which is isomet-
ric if and only if S is a scalar multiple of a unitary operator. In all other cases
the norm ‖a‖new = ‖SaS
−1‖ is a distinct but equivalent operator algebra norm
on B(H).
We will generally consider operator algebras as objects in the category of
Banach algebras, and consider isomorphic operator algebras as equivalent. Our
terminology will take the Banach algebraic meaning unless otherwise qualified.
For instance, any homomorphism between Banach algebras is intended to be
continuous, and any subalgebra of a Banach algebra is intended to be closed.
Similarly, when discussing Banach spaces our terminology will take the
Banach space meaning. We will refer to a closed subspace of a Banach space
simply as a subspace, and refer to continuous linear maps between Banach
spaces simply as maps or operators. We use the term ‘submanifold’ to refer to
not-necessarily-closed vector subspaces.
Representations and modules.
Let A be a Banach algebra, X be a Banach space and θ :A → B(X) be a
(Banach algebra) homomorphism. We say that θ is a representation of A on
X . If A contains an identity we do not require that θ(1) = 1X . The set of oper-
ators θ(A) is an associative algebra with the algebra operations inherited from
B(X). However, even though we are restricting attention to continuous θ, the
set θ(A) need not be norm-closed and so is not always a Banach subalgebra of
5B(X). The closure θ(A) is always a norm-closed subalgebra of B(X).
Closely related to representations of A are the Banach modules of A. If
X is a Banach space and m : A × X → X is a continuous bilinear map with
m(a1a2, x) = m(a1, m(a2, x)) for all a1, a2 ∈ A and x ∈ X then we say that X
is a left Banach A-module. The module action will almost always be written
as m(a, x) = a · x or even ax.
If θ : A → X is a representation, then it is readily verified that defining
a ·x = θ(a)x yields a left Banach A-module action on X . Conversely, if X is a
left Banach A-module, then the map θ :A → B(X) defined by θ(a)(x) = a · x
is a representation of A. These constructions are mutual inverses. This means
that the concepts of representations and of left Banach A-modules are com-
pletely equivalent—the distinction is purely notational. The module notation
is usually neater, but if we need to refer to the operator x 7→ a·x it is convenient
to use the representation notation and simply write θ(a).
A right Banach A-module is similarly defined as a Banach space X with a
continuous bilinear map (x, a) 7→ x · a such that x · (a1a2) = (x · a1) · a2. A Ba-
nach A-bimodule is a Banach space X which possesses both a left and right
Banach module action such that (ax)b = a(xb) for all a, b ∈ A and x ∈ X .
In the case that A ⊆ B(X) is a subalgebra of B(X) for some Banach space
X there is a canonical associated representation, namely the identity represent-
ation id :A → B(X). This makes X into a left Banach A-module in a natural
way. The algebra B(X) possesses a natural Banach A-bimodule structure,
given by the algebra multiplication.
For the sake of brevity we will refer to left Banach A-modules simply as
A-modules. Furthermore, we will use module terminology to refer to the ap-
propriate Banach module concepts. For instance, by a module map between
A-modules we mean a continuous module map, and by a submodule we mean
a closed submodule.
Suppose that X is a module for a Banach algebra A. The set of all submod-
ules of X forms a lattice, denoted LatXA, with the operations V ∧W = V ∩W
and V ∨W = V +W . When there is no danger of confusion we write simply
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LatA for LatXA. The closure operation in the definition of the join is nec-
essary, since the sum of two submodules need not be closed. For an explicit
example, suppose A = C and consider the scalar action of A on a Hilbert
space H . The submodules of H are simply the closed subspaces, and it is a
standard exercise to construct two closed subspaces of a Hilbert space whose
sum is non-closed.
For any set B of operators on X we say that a subspace V ⊆ X is B-
invariant if BV ⊆ V . The set of all B-invariant subspaces is again a lattice
with the above operations, which we will denote by LatB. This notation is
consistent with the first definition of LatA, since if A ⊆ B(X) is a subalgebra
of B(X) then the A-invariant subspaces are exactly the set of A-submodules
of X . It is readily verified that if B1 ⊆ B2 then LatB1 ⊇ LatB2. Also, if
B ⊆ B(X) is a set of operators and A is the closed algebra generated by B
then LatA = LatB.
Let X be a module for a Banach algebra A with associated representation
θ :A → B(X). If θ is one-one we say that θ is a faithful representation of A.
When E ⊆ X we write AE for the algebraic span of the set {ax:a ∈ A, x ∈ E}.
The module X is said to be cyclic with cyclic vector x ∈ X if Ax = X , and
X is said to be irreducible if every x ∈ X is cyclic for X ; in this case we also
say that A acts transitively on X . If Ax = X for some x ∈ X we say that
X is strictly cyclic with strictly cyclic vector x. When X is strictly cyclic for
every x ∈ X we say that X is strictly irreducible and that A acts strictly
transitively.
From the definitions it follows that X is irreducible if and only if LatA =
{0, X}. Similarly, X is strictly irreducible if and only if X possesses no proper
invariant (not necessarily closed) submanifolds.
We say that the representation θ is nondegenerate if AX = X . If A has
identity and θ(1) = 1X we say that θ is a unital representation. A represent-
ation of an algebra with identity is unital if and only if it is nondegenerate.
If θ :A → B(X) is a representation of A and V ∈ LatA, then the induced
representation A → B(V ) is called a subrepresentation of θ.
When A is a C*-algebra and θ :A → B(H) is a representation on a Hilbert
7space H , we say that θ is a *-representation if θ(a∗) = θ(a)∗ for all a ∈ A. A
*-representation is automatically contractive, and a faithful *-representation
is automatically isometric.
The operator algebra B(H).
The most important Banach algebra for this work is the algebra B(H)
where H is a Hilbert space. Apart from the norm topology, there are several
topologies on B(H) which we will need to use. They are all defined in terms
of various families of seminorms.
(i) The weak topology is defined by the family of seminorms
a 7→ |(aξ|η)|
where ξ and η are any vectors in H .
(ii) The σ-weak topology is defined by the family of seminorms
a 7→
∣∣∣ ∞∑
i=1
(aξi|ηi)
∣∣∣
where {ξi}, {ηi} ⊆ H with (
∑
‖ξ‖2) · (
∑
‖ηi‖
2) <∞.
(iii) The strong topology is defined by the family of seminorms
a 7→ ‖aξ‖
where ξ ∈ H .
(iv) The σ-strong topology is defined by the family of seminorms
a 7→
(
∞∑
i=1
‖aξi‖
2
) 1
2
where {ξi} ⊆ H and
∑
‖ξi‖
2 <∞.
The multiplication on B(H) is separately continuous with respect to all of the
above topologies. The following diagram summarises the relations between
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these topologies (where x < y means ‘x is finer than y’).
norm < σ-strong < σ-weak
∧ ∧
strong < weak
It is a standard result that the Banach space B(H) is dual to the Banach
space TC(H) of trace class operators on H , where the duality is given by
〈f, x〉 = tr(fx). This means that B(H) is endowed with a weak∗ topology. In
fact, this weak∗ topology coincides with the σ-weak topology. Consequently,
bounded subsets of B(H) are precompact in the σ-weak topology. We denote
by K(H) the space of compact operators on H . It is another standard result
that K(H)∗ = TC(H), and so we have
K(H)∗∗ = TC(H)∗ = B(H)
for all Hilbert spaces H .
We will denote the σ-weak closure of a set E ⊆ B(H) by E
σw
.
When H is finite-dimensional we can identify H with Cn for n = dimH ,
whereupon B(H) is identified as Mn(C). We denote by {eij : 1 ≤ i, j ≤ n} the
usual set of matrix units in Mn(C). The standard basis for C
n is denoted {ei}.
Since we only ever consider the complex field we will write Mn for Mn(C).
For an invertible operator S ∈ B(H) we define the map adS :B(H)→ B(H)
by adS(T ) = STS−1. This is an algebra automorphism, but it does not pre-
serve the involution on B(H) unless S is a scalar multiple of a unitary operator.
For brevity we write adS(T ) = T S, and say that S is a similarity on H . If S1
and S2 are both invertible then ad(S1S2) = adS1 ·adS2, so ad defines a homo-
morphism from inv(B(H)) to aut(B(H)). If A ⊆ B(H) is an operator algebra,
then adS carries A to an isomorphic operator algebra, which we denote by
AS. It is appropriate to consider A and AS as very much ‘the same’ operator
algebras. Certainly they are isomorphic; moreover, S carries the submodule
lattice of A to that of AS in a good way: LatAS = {SV :V ∈ LatA}. We say
that A and AS are spatially isomorphic, or simply that A and AS are similar.
It is important to note that the automorphism adS is a homeomorphism of
B(H) with respect to any of the topologies defined above.
9The process of applying a similarity can be profitably thought of as a
renorming of H with an equivalent Hilbert space norm. If ‖ · ‖new is an equiv-
alent Hilbert norm on H , then the ‘identity’ operator ι :H → (H, ‖ · ‖new) is
an isomorphism. Letting ι = US be the polar decomposition of ι, the positive
part S gives ‖ξ‖new = ‖Sξ‖. Considering S as a similarity, applying adS is
much the same as changing to the new norm ‖ · ‖new. Specifically, if a ∈ B(H)
and ‖a‖new is the operator norm of a considered as an operator on (H, ‖·‖new),
then ‖a‖new = ‖a
S‖. The ‘size’ of a similarity S is measured by the product
‖S‖‖S−1‖.
For a set B ⊆ B(H), the commutant of B is the set
B′ = {T ∈ B(H) : Tb = bT for all b ∈ B}.
The commutant of any set is a weakly closed unital operator algebra. The
commutant of the commutant of B is called the bicommutant, and is denoted
by B′′. As a concession to readability, when A is an operator algebra with
representation θ :A → B(H) we will refer to the commutant θ(A)′ ⊆ B(H) as
A′ if there is no possibility of confusion.
If A ⊆ B(H) is a self-adjoint operator algebra with A = A′′, then A is a
von Neumann algebra. This class of algebras enjoys an extremely extensive
theory, which is discussed at length in [10].
Bounded approximate identities.
A left bounded approximate identity for a Banach algebra A is a bounded
net {eν} ⊆ A such that ‖eνa− a‖ → 0 for all a ∈ A. Right bounded approxi-
mate identities are defined analogously, and a net which is both a left and right
bounded approximate identity is simply called a bounded approximate iden-
tity. Not all Banach algebras possess bounded approximate identities; however,
a C*-algebra always possesses a bounded approximate identity with bound 1.
When A possesses a bounded approximate identity and X is an A-module,
Cohen’s factorisation theorem [24, Chapter VIII, theorem 32.22] states that
the set {ax : a ∈ A, x ∈ X} is closed and coincides with AX. Representations
of algebras with bounded approximate identities need not be nondegenerate;
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however, they differ from nondegenerate representations in an essentially trivial
way:
1.0.1 Lemma Suppose A is a Banach algebra with bounded approximate
identity and θ : A → B(H) is a representation of A on a Hilbert space H .
Then there is a projection e ∈ θ(A)
σw
with eH = AH and A(1− e)H = 0. If
M bounds the norm of the bounded approximate identity then e can be chosen
with ‖e‖ ≤M‖θ‖.
Proof: Let {eν} be a bounded approximate identity forA, with ‖eν‖ ≤M for
all ν. By dropping to a subnet, we may assume that the net {θ(eν)} converges
σ-weakly to an operator e ∈ B(H) with ‖e‖ ≤M‖θ‖. By the Cohen factorisa-
tion theorem we have AH = AH . Let ξ ∈ H be arbitrary. Since eνξ ∈ AH we
have eξ ∈ AH = AH . Moreover, since {eν} is a bounded approximate iden-
tity, for aξ ∈ AH we have that eaξ = lim eνaξ = aξ, and so e is a bounded
projection from H onto AH . Since lim aeν = lim eνa = a we have e ∈ A
′, so
ker e = (1 − e)H is A-invariant, and in fact A(1 − e)H = (1 − e)AH = 0.
✷
Idempotent operators.
Idempotent operators on Hilbert space are important in this work. It is
immediate that if p ∈ B(H) satisfies p2 = p then H is a linear direct sum
H = pH ⊕ ker p. Conversely, if V1 and V2 are (closed) subspaces of H with
H = V1 ⊕ V2 then the open mapping theorem shows that the projection of H
onto V1 with kernel V2 is continuous. To emphasise the geometric qualities of
idempotent operators we will often refer to them as projections. A projection
is uniquely specified by its range and kernel. If H = V1 ⊕ V2 and p is the pro-
jection of H onto V1 with kernel V2, we say that p is the projection onto V1
along V2 and that V1 and V2 are complements of each other.
The norm of a non-zero projection is ≥ 1. A projection p is of norm ≤ 1
if and only if its kernel is orthogonal to its range. This happens exactly when
p is a self-adjoint operator. More generally, a simple exercise shows that the
norm of a projection p is cosec of the angle made between its range and its ker-
nel. Thus the norm of a projection measures how ‘close’ its range and kernel
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Even though a projection may not have orthogonal range and kernel, it is
possible to apply a similarity to H to rectify this. Specifically, let p ∈ B(H)
be a projection, and define a new norm on H by
‖ξ‖2new = ‖pξ‖
2 + ‖(1− p)ξ‖2.
This norm is equivalent to ‖ · ‖ and satisfies the parallelogram identity. Thus
(H, ‖ · ‖new) is a Hilbert space of the same Hilbert dimension as H , and the
polar decomposition argument given on page 9 shows that there is a simi-
larity S ∈ B(H) with ‖ξ‖new = ‖Sξ‖. It is readily verified that SpS
−1 is a
contractive projection and hence has orthogonal range and kernel.
More generally, a result of Dixmier on amenable groups allows us to ex-
tend this to certain families of commuting projections. A simple proof of the
following may be conveniently found in [32, theorem 8.3]. The definition of
amenability of groups need not concern us here; it will suffice for our purposes
to note that abelian groups are always amenable when considered as discrete
groups [31].
1.0.2 Theorem Let G be an amenable group and π :G→ H a strongly con-
tinuous bounded representation. Then there is a similarity S ∈ B(H) such
that g 7→ π(g)S is a unitary representation. If ‖π(g)‖ ≤ K for all g ∈ G then
S can be chosen so that ‖S‖‖S−1‖ ≤ K. ✷
Suppose that P ⊆ B(H) is a uniformly bounded set of mutually commut-
ing projections, closed under the ‘symmetric difference’ operation p1∆ p2 =
p1 + p2 − 2p1p2. There is an associated set G of invertible operators given by
G = {1 − 2p : p ∈ P}. Since (1 − 2p1)(1 − 2p2) = 1 − 2p1 − 2p2 + 4p1p2 =
1−2(p1∆ p2), G is an abelian group. We now use theorem 1.0.2 to find a sim-
ilarity S such that (1 − 2p)S is unitary for all p ∈ P . Since 1 − 2p has order
two, this means that (1 − 2p)S is self-adjoint, and so pS is self-adjoint for all
p ∈ P . We will use this observation repeatedly, and so record it in the form of
a lemma.
12 Chapter 1. Preliminaries
1.0.3 Lemma Let P ⊆ B(H) be a uniformly bounded set of commuting idem-
potents, closed under symmetric differences. Then there exists a similarity
S ∈ B(H) with pS self-adjoint for all p ∈ P . If ‖p‖ ≤ K for all p ∈ P then S
can be chosen with ‖S‖‖S−1‖ ≤ 1 + 2K. ✷
If p ∈ B(H) is an idempotent then the decomposition H = pH ⊕ ker p
induces a 2× 2 matrix form on the operators in B(H) given by
T 7→
[
pTp pT (1− p)
(1− p)Tp (1− p)T (1− p)
]
.
The operators p and 1− p have the matrix forms
p =
[
1 0
0 0
]
and 1− p =
[
0 0
0 1
]
.
Multiplication and addition in B(H) correspond to matrix multiplication and
addition. Note however that if p is not self-adjoint then the involution on B(H)
will not have a nice representation in terms of this matrix form. Any other
projection q of H onto pH has the matrix form
q =
[
1 pq(1− p)
0 0
]
=
[
1 q12
0 0
]
,
where pq(1−p) = q12 ∈ B(ker p, pH) can be an arbitrary operator. The kernel
of q is the subspace
ker q = {ξ − q12ξ : ξ ∈ ker p},
which is a a graph over ker p into pH . We write Gr q12 for this subspace.
In the case when H is an A-module for an operator algebra A, projec-
tions with invariant kernel and range are particularly important. It is readily
checked that these projections are exactly the projections which belong to A′.
Equivalently, they are precisely the projections which are module maps for H .
We refer to such projections as module projections.
Suppose p ∈ A′ is a module projection and write V1 = pH , V2 = ker p.
For any T ∈ B(H) the decomposition H = V1 ⊕ V2 induces the matrix form
mentioned above:
T =
[
T11 T12
T21 T22
]
.
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The components Tij are maps from Vj to Vi. It is readily verified that T lies
in A′ if and only if each Tij is a module map between Vj and Vi. In partic-
ular, a projection q of H onto V1 will be a module projection if and only if
q12 = pq(1− p) is a module map from V2 to V1.
In Hilbert space every subspace is the range of a projection in B(H). This is
characteristic of Hilbert spaces: the complemented subspaces theorem of Lin-
denstrauss and Tzafriri [29], [8] states that if X is a Banach space and every
subspace of X is complemented, then X is isomorphic to a Hilbert space.
Tensor products, amplifications and direct sums.
If H1 and H2 are Hilbert spaces there is a natural Hilbert space tensor
product, denoted by H1 ⊗2 H2. This is defined by providing an inner prod-
uct on the algebraic tensor product H1 ⊗ H2 and completing with respect to
the resultant norm. The inner product of two elements α1 =
∑
ξi1 ⊗ ζ
i
1 and
α2 =
∑
ξj2 ⊗ ζ
j
2 is
(α1|α2) =
∑
i,j
(ξi1|ξ
j
2)(ζ
i
1|ζ
j
2).
It can be verified that this is a positive definite sesquilinear form, and so the
completion of H1 ⊗ H2 with respect to the corresponding norm is a Hilbert
space. Considering H2 as ℓ
2(Λ) for some index set Λ, the tensor product can
be identified as
H1 ⊗2 ℓ
2(Λ) =
∑
λ∈Λ
⊕2H1,
where
∑⊕2
λ∈ΛH1 refers to the Hilbert space of functions f : Λ→ H1 with
‖f‖2 =
∑
λ∈Λ
‖f(λ)‖2 <∞.
In particular, H1 ⊗2 ℓ
2(N) is canonically identified as the space of square-
summable H1-valued sequences. If ei ∈ ℓ
2(N) is the the vector with 1 in the
ith place and zero elsewhere, then ξ ⊗ ei ∈ H1 ⊗2 ℓ
2(N) corresponds to the
sequence with ξ in the ith place and zero elsewhere.
If T1 ∈ B(H1) and T2 ∈ B(H2), then the operator T1 ⊗ T2 ∈ B(H1 ⊗2 H2)
is defined by putting T1 ⊗ T2(ξ1 ⊗ ξ2) = T1ξ1 ⊗ T2ξ2 and extending linearly.
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It is readily verified that ‖T1 ⊗ T2‖ = ‖T1‖‖T2‖. This definition may be ex-
tended by linearity to give an injective map B(H1)⊗ B(H2) → B(H1 ⊗2 H2).
The image of this map is strongly dense in B(H1 ⊗2 H2).
The tensor product notation is also useful for defining finite rank op-
erators on Hilbert space. If ξ, ζ ∈ H are arbitrary vectors, then the ele-
mentary tensor product ξ ⊗ ζ is interpreted as the rank-one linear operator
ξ⊗ ζ : η 7→ (η|ζ)ξ. Every finite rank operator T ∈ B(H) may be written in the
form T =
∑
i≤n ξi ⊗ ζi for some vectors ξi and ζi in H .
Suppose that A is a Banach algebra and H is a module for A with asso-
ciated representation θ : A → B(H). If H ′ is any other Hilbert space then
there is a natural module action of A on H ⊗2 H
′ given by a · (ξ ⊗ ξ′) =
(aξ)⊗ ξ′. In other words, the action on H⊗2H
′ is given by the representation
θ ⊗ 1H′ : a 7→ θ(a) ⊗ 1H′ . If we consider H
′ as ℓ2(Λ), the underlying Hilbert
space is H ⊗2 ℓ
2(Λ) =
∑⊕2
λ∈ΛH and the module action is given by the point-
wise action; that is, if f ∈
∑⊕2
λ∈ΛH then (a · f)(λ) = a(f(λ)). In the case of
H ′ = ℓ2(n) for n ∈ N the tensor product module is denoted H(n) for brevity,
and is referred to as the n-fold amplification of H . In terms of matrices, the
matrix corresponding to a is simply
θ(a) 0
. . .
0 θ(a)
 .
We will refer to the representation θ⊗1n :A → B(H
(n)) as the n-fold amplifica-
tion of θ, denoted by θ(n). It is useful to extend this notation to the countably
infinite case: we denote the module H ⊗2 ℓ
2(N) by H(∞), and the correspond-
ing representation by θ(∞). Furthermore, in the case when A ⊆ B(H) is a
subalgebra of B(H) we denote the image of A under n-fold amplification as
A(n). That is, A(n) = {a ⊗ 1n : a ∈ A} for 1 ≤ n ≤ ∞. Such amplification
is isometric on A for all 1 ≤ n ≤ ∞, and a homeomorphism with respect to
the σ-weak topologies. Moreover, if f ∈ A∗ is a σ-weak continuous functional
then there are vectors ξ, ζ ∈ H(∞) with 〈f, a〉 = (a(∞)ξ|ζ) for all a ∈ A.
It is simple to identify the commutant and bicommutant of an amplified
representation. Suppose that A is an Banach algebra and H is a A-module
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with associated representation θ : A → B(H). Let 1 ≤ n ≤ ∞, and take an
operator T ∈ B(H(n)). The identification H(n) =
∑⊕2
i≤nH induces a matrix
form on T and matrix multiplication shows that T lies in θ(n)(A)′ if and only
if each of the matrix entries of T lie in θ(A)′. In particular, if T0 ∈ θ(A)
′, then
T0 ⊗ eij ∈ θ
(n)(A)′ for every matrix unit eij .
If S ∈ θ(n)(A)′′, then S must commute with T0⊗eij for every T0 ∈ θ(A)
′ and
all i, j ≤ n. This implies that S is of the form S = S0 ⊗ 1n for some S0 ∈ A
′′.
Since all such operators commute with θ(n)(A)′, we have θ(n)(A)′′ = (θ(A)′′)(n).
It is a very interesting problem to try to understand LatA(n) in terms of
LatA. Even the case n = 2 is not at all trivial. However, several classes
of submodules of H(2) are immediately apparent. If V1, V2 ∈ LatA, then
V1 ⊗ e1 + V2 ⊗ e2 ∈ LatA
(2). At the other extreme, if T ∈ A′ then the graph
subspace GrT = {ξ ⊗ e1 + Tξ ⊗ e2 : ξ ∈ H} is in LatA
(2). More generally,
suppose that Q : domQ→ H is a (possibly unbounded) closed linear operator
defined on a submanifold of H such that domQ is A-invariant and aQ = Qa
for all a ∈ A. Then GrQ = {ξ ⊗ e1 +Qξ ⊗ e2 : ξ ∈ domQ} is a (closed) sub-
module of LatA(2). Such linear operators Q are called graph transformations
for A.
For brevity of notation, we will write, for instance, V1⊕V2 for the subspace
V1 ⊗2 e1 + V2 ⊗2 e2, whenever the meaning is clear from the context.
If A1 and A2 are two Banach algebras, there are several standard ways
of norming the tensor product A1 ⊗ A2. The only norm we will use is the
projective tensor norm, defined by
‖x‖proj = inf
{
n∑
i=1
‖ai‖‖bi‖ : x =
n∑
i=1
ai ⊗ bi
}
.
It is readily verified that this defines a norm on A1 ⊗ A2. The completion of
this normed space is the projective tensor product, written A1⊗ˆA2. The alge-
braic tensor product A1⊗A2 has a natural associative algebra product defined
by the linear extension of (a1 ⊗ a2) · (b1 ⊗ b2) = (a1b1)⊗ (a2b2). This multipli-
cation extends to a continuous multiplication on A1⊗ˆA2, giving the projective
tensor product the structure of a Banach algebra.
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If X and Y are Banach spaces, the dual space (X⊗ˆY )∗ is isometrically iso-
morphic with B(X, Y ∗) under the map α : (X1⊗ˆX2)
∗ → B(X, Y ∗) defined by
〈α(f)(x), y〉 = 〈f, x⊗ y〉. This means that the space B(X, Y ∗) can be con-
sidered as a dual space. Under this identification a net {Tν} ⊆ B(X, Y
∗)
converges weak∗ to T if and only if 〈Tν(x)− T (x), y〉 → 0 for all x ∈ X and
y ∈ Y .
There are several different notions of the direct sum of Banach algebras
which we will need to use. If {Aλ} is a family of Banach algebras, the most nat-
ural direct sum norm for us is the ℓ∞ norm defined by ‖λ 7→ aλ‖ = supλ{‖aλ‖}.
In general this gives rise to two possible direct sums, denoted by
∑ℓ∞ Aλ and∑c0 Aλ respectively. The first is the algebra of bounded functions λ 7→ aλ; the
second is the algebra of bounded functions which vanish at infinity. Of course,
there is only a distinction if {Aλ} is an infinite family.
Completely bounded maps.
Suppose A ⊆ B(H ′) is an algebra of operators, and θ : A → B(H) is a
representation. Since A ⊗Mn is embedded in the C*-algebra B(H
′) ⊗Mn =
B(H ′(n)), we may equip A ⊗Mn with the corresponding operator norm. We
define the map θ(n) :A⊗Mn → B(H)⊗Mn by linear extension of
θ(n)(a⊗ eij) = θ(a)⊗ eij .
This is a bounded representation of A ⊗Mn for all n ∈ N, and gives rise to
an increasing sequence {‖θ(n)‖}. In the case that this sequence is bounded we
define the completely bounded norm
‖θ‖cb = sup
n∈N
{‖θ(n)‖},
and say that θ is a completely bounded map. If S ∈ B(H ′) is a similar-
ity then the homomorphism adS|A : a 7→ a
S is completely bounded with
‖ adS|A‖cb ≤ ‖S‖‖S
−1‖.
Alg and Lat.
We have already defined the function E 7→ LatE which maps a set of op-
erators in B(H) to a lattice of subspaces of H . Complementary to this is the
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function L 7→ AlgL, which maps sets of subspaces of H to algebras. If L is a
set of subspaces of H we define AlgL = {a ∈ B(H) : aV ⊆ V for all V ∈ L}.
It is easy to verify that AlgL is always a weakly closed algebra, and that
Alg LatE ⊇ E for all E ⊆ B(H). Similarly, LatAlgL ⊇ L for all L. Fur-
thermore, Alg LatAlgL = AlgL and LatAlg LatE = LatE for all E and L.
When A = AlgLatA we say that A is a reflexive algebra; similarly when
L = LatAlgL we say that L is a reflexive subspace lattice. A weakly closed
unital operator algebra need not be reflexive. For instance, if A is the (weakly
closed) subalgebra of M2 of matrices of the form[
x y
0 x
]
(x, y ∈ C)
then Alg LatA consists of the matrices of the form[
x y
0 z
]
(x, y, z ∈ C)
and so A is not reflexive. However, for infinite amplifications even σ-weak
closure is sufficient:
1.0.4 Lemma Let A ⊆ B(H) be a σ-weakly closed unital operator algebra.
Then A(∞) is reflexive.
Proof: Suppose T ∈ Alg LatA(∞). Let {ξi}i∈N ⊆ H
(∞) be a square summable
sequence and take ǫ > 0. Since (H(∞))(∞) ∼= H(∞) we may consider the vector
ξ = ξ1 ⊕ ξ2 ⊕ · · · ∈ H
(∞) ⊕H(∞) ⊕ · · · ∼= H(∞).
The subspace A(∞)ξ is an A(∞)-invariant subspace, containing ξ since A is uni-
tal. Thus Tξ ∈ A(∞)ξ, and so there is a ∈ A with ‖(a(∞) − T )ξ‖ < ǫ. This
implies that ‖(a(∞) − T )ξi‖ < ǫ for all i, and so T lies in the σ-strong closure
of A(∞); since A is σ-weakly closed it follows that T ∈ A(∞) and consequently
A(∞) is reflexive. ✷
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The dual and bidual of an operator algebra.
We will consider any Banach space X to be isometrically contained in its
bidual in the usual way. Under this embedding X is weak∗ dense in X∗∗, and
the elements ofX can be characterised in X∗∗ as those functionals onX∗ which
are σ(X∗, X)-continuous.
The duals and biduals of subspaces and quotients of a Banach space X are
related pleasantly to X . If Y ⊆ X is a subspace, then Y ∗ may be isometrically
identified with the quotient X∗/Y ⊥, where Y ⊥ = {f ∈ X∗ : 〈f, Y 〉 = 0}. The
dual of the quotient (X/Y )∗ may be isometrically identified with Y ⊥. Thus,
Y ∗∗ may be isometrically identified with Y ⊥⊥. This latter space is exactly the
weak∗ closure of Y considered as a subspace of X∗∗. Similarly the bidual of
X/Y is isometrically identified with X∗∗/Y ∗∗.
If we have two Banach spaces X and Z, and a map f : X → Z, then
we denote by f ∗ the dual map f ∗ : Z∗ → X∗, and by f ∗∗ the bidual map
f ∗∗ : X∗∗ → Z∗∗. A simple Hahn-Banach exercise shows that the dual map
f ∗ is one-one if and only if f has norm dense range. Similarly, f ∗ has weak∗
dense range if and only if f is one-one. Moreover, f ∗ is an isomorphism if and
only if f is an isomorphism. In general (ker f)∗∗ ⊆ ker f ∗∗, but ker f ∗∗ need
not equal (ker f)∗∗. However, in one important case these two subspaces are
equal. Suppose that f :X → Z has closed range. We may replace Z with f(X)
and assume that f is onto. Let N = ker f , and let fˆ :X/N → Z be the induced
(continuous) quotient map. Then the functions fˆ ∗ :Y ∗ → N⊥ and f ∗ :Y ∗ → X∗
differ only in their codomains—as set functions their values are the same. Since
fˆ is an isomorphism, so is fˆ ∗∗ :X∗∗/N∗∗ → Y ∗∗. Let x∗∗ ∈ X∗∗ be an element
with x∗∗ 6∈ N∗∗. Then there is y∗ ∈ Y ∗ with
〈
fˆ ∗∗(x∗∗ +N∗∗), y∗
〉
6= 0. That
is, 0 6=
〈
x∗∗ +N∗∗, fˆ ∗y∗
〉
= 〈x∗∗, f ∗y∗〉 = 〈f ∗∗x∗∗, y∗〉. Hence x∗∗ 6∈ ker f ∗∗,
and so ker f ∗∗ = (ker f)∗∗ whenever f has norm-closed range.
In the case when X is a left module over some Banach algebra A, there is
a natural right module structure on X∗ defined by 〈f · a, x〉 = 〈f, a · x〉. Sim-
ilarly, if X is a right Banach A-module, we define an analogous left module
structure on X∗. Finally, if X is an A-bimodule there is a corresponding bi-
module structure on X∗. It is readily verified that the ‘Banach module’ nature
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of the module action is preserved under these constructions. An A-module is
called a dual module if it is obtained from one of these three processes.
When A is a Banach algebra, it is possible to furnish A∗∗ with a multipli-
cation to make it into a Banach algebra in such a way that A is a subalgebra of
A∗∗. In general there are several ways of doing this, which can lead to different
algebra structures on A∗∗. The most popular approach is via Arens products.
There are usually two distinct Arens products, obtained by considering A
either as a left module over itself or a right module over itself.
If we consider A as a left A-module, then the above comments show that
there is a natural left A-module structure on A∗∗. The action A×A∗∗ → A∗∗
may be extended to a multiplication A∗∗ × A∗∗ → A∗∗ by requiring weak∗
continuity in the left variable, yielding a Banach algebra structure on A∗∗ ex-
tending that of A. This multiplication is the left Arens product on A∗∗. The
same construction can be carried out, starting with A as a right A-module;
this gives another multiplication on A∗∗, called the right Arens product. In the
case when the two products coincide the Banach algebra A is said to be Arens
regular. For Arens regular algebras, the multiplication on A∗∗ is separately
weak∗ continuous.
It is a well-known fact that every C*-algebra is Arens regular. In fact, if B
is a C*-algebra there is a faithful *-representation π : B → B(H) for some H
such that B∗∗ is isometrically isomorphic to the σ-weak closure B
σw
, and such
that the Arens product on B∗∗ coincides with the algebra product on B
σw
in-
herited from B(H). Moreover, the weak∗ topology on B∗∗ corresponds to the
relative σ-weak topology on B
σw
. This representation is known as the Gelfand-
Naimark-Segal (GNS) representation of B. Consequently, if A ⊆ B(H ′) is a
(non-self-adjoint) algebra of operators on some Hilbert space H ′ then A is
Arens regular and there is an isometric representation π : A → B(H) such
that A∗∗ is isometrically isomorphic to A
σw
. Furthermore the weak∗ topology
on A∗∗ becomes the relative σ-weak topology on A
σw
, and the Arens prod-
uct on A∗∗ coincides with the algebra product on A
σw
⊆ B(H) [14]. The
representation π can be taken to be the GNS representation of any C*-algebra
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containing A isometrically (B(H ′), for instance). When we speak of the bi-
dual of an operator algebra as an algebra, it is always this algebra structure
we refer to. Since operator algebras are Arens regular, multiplication in A∗∗
is separately weak∗ continuous. Consequently, if A is an operator algebra and
J ⊆ A is an (left/right/two-sided) ideal, then J∗∗ is a weak∗ closed ideal of
the same type.
The dual of the injection ι : TC(H)→ B(H)∗ is a projection ι∗ :B(H)∗∗ →
B(H), which is a weak∗–σ-weak continuous algebra homomorphism. This
means that if θ :A → B(H) is any representation of A, then θ∗∗ :A∗∗ → B(H)∗∗
is a weak∗-weak∗ continuous representation ofA∗∗, and the map θ:A∗∗ → B(H)
defined by θ¯ = ι∗θ∗∗ is a weak∗–σ-weak continuous representation of A∗∗. This
representation extends θ: i.e., if a ∈ A then θ(a) = θ(a). Since A is weak∗
dense in A∗∗, this extension is uniquely defined by the requirement of continu-
ity. This is a universal property of A∗∗ familiar from the C*-algebra case.
For any Hilbert space H , the algebra B(H) can be considered as a bimod-
ule over itself in the natural way. Recall that as a Banach space B(H) is dual
to the space TC(H) of trace-class operators on H . In fact, there is a nat-
ural bimodule structure on TC(H) so that B(H) becomes a dual bimodule.
The module structure on TC(H) is obtained by considering the embedding
TC(H) ⊆ B(H)∗. The separate weak∗ continuity of the multiplication in B(H)
implies that TC(H) is a submodule of B(H)∗, and so we may consider TC(H)
as a B(H)-bimodule in its own right. It is then an immediate consequence of
the definitions that the bimodule B(H) is dual to TC(H).
The same construction shows that if H is a module for a Banach algebra A,
and B(H) is given the corresponding bidmodule structure, then in fact B(H)
is a dual module for A.
Amenability.
Amenability is a property of Banach algebras introduced by Johnson in
[25]. The definition of amenability is given in terms of the Hochschild-Johnson
cohomology groups for Banach algebras, which we briefly introduce.
Let A be a Banach algebra and X be an A-bimodule. The space of n-
linear continuous maps from A × · · · × A to X is denoted Ln(A, X). For
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n = 0 the space Ln(A, X) is identified as X . The coboundary operator
δn : Ln−1(A, X)→ Ln(A, X) is defined by
(δnφ)(a1, . . . , an) = a1φ(a2, . . . , an) +
n−1∑
i=1
(−1)iφ(a1, . . . , ajaj+1, . . . , an)
+ (−1)nφ(a1, . . . , an−1)an.
In the case n = 1 this is interpreted as
(δ1x)(a) = ax− xa,
where x ∈ X . It is readily verified that δn+1δn = 0 for any n, so the complex
0→ L0(A, X)
δ1
→ L1(A, X)
δ2
→ L2(A, X)→ · · ·
gives rise to a collection of cohomology groups H
n
(A;X) = ker δn+1/ im δn.
The cocycles in ker δ2 are the maps φ:A → X with aφ(b)−φ(ab)+φ(a)b = 0
for all a, b ∈ A; that is, the maps φ with φ(ab) = aφ(b) + φ(a)b. Such maps
are called derivations of A into X . The coboundaries in im δ1 are the deriva-
tions φ :A → X of the form φ(a) = ax− xa for some x ∈ X . These are called
inner derivations.
A Banach algebra A is said to be amenable if H1(A;X∗) = 0 for every dual
Banach A-bimodule X∗; that is, if every (continuous) derivation into a dual
module is inner. There are many characterisations of amenable Banach alge-
bras, one of which is in terms of so-called bounded approximate diagonals. A
bounded net {
∑
i a
i
ν ⊗ b
i
ν} ⊆ A⊗ˆA is called a bounded approximate diagonal
for A if it satisfies
(i) {
∑
i a
i
νb
i
ν} is a bounded approximate identity for A.
(ii) ‖
∑
i ca
i
ν ⊗ b
i
ν −
∑
aiν ⊗ b
i
νc‖ → 0 for all c ∈ A.
A Banach algebra A is amenable if and only if it possesses a bounded approx-
imate diagonal [25].
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Abelian Banach algebras.
We will use a few facts from the theory of abelian Banach algebras which
warrant mention here. An ideal of a Banach algebra is said to be modular if
corresponding quotient algebra is unital. When A is an abelian Banach alge-
bra we denote by ΦA the set of maximal modular ideals of A. Each ω ∈ ΦA
has codimension one and gives rise (via the quotient map) to a non-zero ho-
momorphism of A into C. Conversely, the kernel of such a homomorphism is
always a maximal modular ideal.
Because of this connection with C-valued homomorphisms, the set ΦA can
be considered as a subset of the unit ball B1(A
∗) of A∗, and so inherits the
relative weak∗ topology. This is a locally compact topology on ΦA which is
compact if and only if A is unital. The evaluation map Γ :A → CΦA given by
Γ(a)(ω) = 〈a, ω〉 = ω(a) is in fact a contractive homomorphism Γ:A → C0(ΦA)
of A into the space of continuous functions vanishing at infinity on ΦA. This
map is called the Gelfand transform, and is often denoted by Γ(a) = aˆ. The
radical of A is the kernel of Γ, and so when Γ is one-one A is semisimple.
Apart from the relative weak∗ topology on ΦA, there is also the hull-
kernel topology obtained from the following closure operation. If E ⊆ ΦA,
define the ideal kerE = {a : aˆ(E) = 0}. If J ⊆ A is an ideal, define
hul J = {ω ∈ ΦA : J ⊆ ω}. The closure operation on ΦA which defines the
hull-kernel topology is E = hul kerE. It is readily verified that this defines
a (generally non-Hausdorff) topology which is coarser than the relative weak∗
topology. It is not generally true that the functions obtained from the Gelfand
transform are continuous with respect to the hull-kernel topology. When the
hull-kernel and weak∗ topologies on ΦA coincide A is said to be regular.
Whenever X is a locally compact Hausdorff space the algebra C0(X) may
be equipped with the uniform norm ‖f‖ = sup {|f(x)| : x ∈ X}. This makes
C0(X) into a Banach algebra. The involution f
∗(x) = f(x) gives C0(X) the
structure of an abelian C*-algebra. Conversely, if A is an abelian C*-algebra
the Gelfand transform is an isometric *-isomorphism onto C0(ΦA). Thus up to
*-isomorphism the abelian C*-algebras are exactly the algebras C0(X) where
X is a locally compact Hausdorff space.
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C*-algebras of compact operators.
Self-adjoint subalgebras of K(H) exhibit a very transparent Wedderburn-
type structure. If A ⊆ K(H) is a self-adjoint algebra of compact operators act-
ing nondegenerately on H , then there is a family Vλ of irreducible submodules
of H and an integer-valued function λ 7→ nλ (the multiplicity function) such
that H is unitarily equivalent to the orthogonal direct sum
∑⊕2 Vλ⊗2Cnλ and
A is unitarily equivalent to the C*-algebra
∑c0 K(Vλ)⊗ 1nλ . The central pro-
jections of A′′ correspond to projections onto subsets of the terms K(Vλ)⊗1nλ ,
and the irreducible submodules of H are the spaces Vλ ⊗2 Cξ, where ξ ∈ C
nλ
(see, e.g., [1] for details).
Historical problems concerning operator algebras.
There are three open problems concerning operator algebras which are rel-
evant to this work.
The first problem was posed by Kadison in [27], and concerns represent-
ations of C*-algebras on Hilbert spaces which do not preserve the involution.
Question 1.0.5 (Similarity problem) LetA be a C*-algebra, and let θ:A →
B(H) be a representation of A on a Hilbert space H . Does there exist a simi-
larity S ∈ B(H) such that θS : a 7→ aS is a *-representation?
The similarity question has received much attention in the last 20 years.
We will discuss it further in section 2.4. The most extensive reference for this
problem is Pisier’s book [33].
The next two questions can be considered as non-commutative generalisa-
tions of the invariant subspace problem from operator theory.
Question 1.0.6 (Reductive algebra problem) LetA ⊆ B(H) be a weakly
closed operator algebra, and suppose that V ∈ LatA ⇒ V ⊥ ∈ LatA. Does
this imply that A is self-adjoint?
A special case of the reductive algebra problem occurs when LatA =
{0, H}, whereupon the condition in the above problem is trivially satisfied.
Since the only weakly closed self-adjoint transitive subalgebra of B(H) is B(H)
itself, the question becomes:
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Question 1.0.7 (Transitive algebra problem) LetA ⊆ B(H) be a weakly
closed operator algebra with LatA = {0, H}. Does this imply that A = B(H)?
Both the reductive algebra problem and the transitive algebra problem
have received much attention in the past. The monograph [35] gives a survey
of what was known in the early 70s on these problems. Several special cases
have been proved, the most satisfactory of which, due to Lomonosov, effec-
tively solves both problems as long as A contains ‘sufficiently many’ compact
operators. Lomonosov’s result will be discussed in more detail in chapter 4.
Chapter 2
The reduction property
2.1 Introduction
A central philosophy in mathematics is reductionism: in order to understand
a mathematical object, one tries to decompose the object into simpler parts.
In each area of mathematics, there are several general questions to be asked:
What are the ‘simpler’ objects? In what sense can the objects of study be
decomposed into these? To what extent does this decomposition help our
understanding of the subject?
The theory of group representations provides a good example. A finite-
dimensional complex representation of a finite group can always be decom-
posed into a direct sum of irreducible subrepresentations. This strong property
permits the classical theory of group representations to proceed.
The critical point that makes this decomposition useful is the fact that the
original representation can be pieced together so simply from its constituent
subrepresentations. This quality does not carry over to associative algebra
theory. For instance, let A ⊆ M2(C) denote the algebra of matrices of the
form [
∗ ∗
0 ∗
]
.
C2 is naturally a module for A with submodule Ce1. There are no other proper
submodules, so here the original representation cannot be reconstructed from
its subrepresentations. The problem is that the submodule Ce1 is not comple-
mented in C2 by another submodule.
A topological setting where representation theory is invaluable is the theory
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of C*-algebras. Here the relevant representations are *-representations—i.e. ho-
momorphisms π :A → B(H) of a C*-algebra A which preserve the involution.
The image of A under a *-representation is self-adjoint, which implies that if
V ∈ H is a submodule then so is V ⊥. Thus, every submodule for a *-represent-
ation is complemented by another submodule. This provides the basis for a
powerful spatial decomposition theory. The topological nature of C*-algebras
complicates matters, but the fact that submodules lie inside H in such a good
way facilitates much of the extensive theory of C*-algebras.
These considerations imply that it might be interesting to study Banach
algebras which enjoy a similar reduction property for their modules. Since we
will be dealing with Banach algebras, it is appropriate to restrict attention to
Banach modules rather than general algebraic modules.
The most straightforward translation of the above property leads to the
class of Banach algebras for which all submodules of arbitrary Banach mod-
ules are complemented by submodules. Unfortunately there are no Banach
algebras with this property. For, suppose that A is any Banach algebra and
X is a Banach space with non-complemented subspace Y . We may equip X
with the zero module action: a · x = 0 for all a ∈ A, x ∈ X . Under this action
Y is a submodule which is not complemented in X by any other submodule,
since it is not complemented in the underlying Banach space.
A less contrived example is afforded by considering the algebra c0 and
the module ℓ∞, where the module action is given by pointwise multiplication.
The subspace c0 ⊆ ℓ
∞ is a submodule which is not complemented in ℓ∞ as
a submodule, since again it is not complemented in the underlying Banach
space.
Because of this functional-analytic complication, in order to define a non-
trivial class of Banach algebras some restriction on the modules we require to
be complemented must be introduced. There are several approaches to mak-
ing this restriction. The most well known of these gives rise to the class of
algebras with global dimension zero [22]. A Banach algebra A is said to have
global dimension zero if whenever
0→ X → Y → Z → 0
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is a short exact sequence of Banach A-modules which splits in the category of
Banach spaces then the sequence splits in the category of Banach modules. In
other words: if a submodule is complemented in the sense of Banach spaces
then it is complemented in the sense of Banach modules. This natural class of
Banach algebras unfortunately appears to be rather small. Although a com-
plete characterisation is not presently known, it is conjectured in [22] that a
Banach algebra with global dimension zero is of the form∑
i≤n
⊕Mdi .
In certain special cases this result is known to be true. As a simple example,
it is elementary to show that the result is true for commutative A; that is, a
commutative Banach algebra of global dimension zero is simply Cn for some n.
To admit a more diverse class of algebras it is appropriate to introduce
greater restrictions on the class of modules under consideration. The approach
we follow is to restrict attention to the class of Banach modules for which ev-
ery subspace is complemented as a Banach space. This certainly removes the
topological obstruction to module complementation. The complemented sub-
spaces theorem mentioned on page 13 shows that these Banach modules are
exactly those whose underlying Banach space is isomorphic to a Hilbert space.
A similar restriction is found to be efficacious in the classical theory of group
representations when moving from finite groups to compact groups.
2.2 Definition of the reduction property
We start with a formal definition of an operator algebra. The definition we
give is phrased to emphasise that we are less concerned with the isometric
structure of an operator algebra than with its isomorphism class as a Banach
algebra.
2.2.1 Definition A Banach algebra A is called an operator algebra if there
is a Hilbert space H and a Banach algebra isomorphism of A onto a closed
subalgebra of B(H).
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It is often convenient to consider ‘concrete’ operator algebras which are given
as subalgebras of B(H) for some Hilbert space H . When we say ‘consider an
operator algebra A ⊆ B(H)’ we always intend the concrete operator algebra
structure inherited from B(H).
Despite the non-isometric emphasis, we will define properties of concrete
operator algebras which depend on the particular realisation as a subalgebra
of B(H). For economy of language, we will not notationally distinguish these
from true topological algebra invariants; in the same spirit we will refer to the
norm of a Banach space which we are really only interested in up to isomor-
phism. It will always be clear from the context what is happening, so no harm
is done.
2.2.2 Definition Let A be an operator algebra, and let X be an A-module.
If X is isomorphic to a Hilbert space then X is called a Hilbertian A-module.
The point of this definition is that again we do not need to consider the isomet-
ric structure of a Hilbertian module, but merely its Banach space structure.
If X is a Hilbertian A-module and X ∼= H , then H is a Hilbertian A-module
with the induced module action. When A ⊆ B(H) is a subalgebra of B(H) for
some Hilbert space H , there is a natural Hilbertian A-module structure on H ,
which we will use without further discussion.
2.2.3 Definition Let A be an operator algebra and suppose H is a Hilber-
tian A-module. H is said to have the reduction property if for every closed
submodule V ⊆ H there is another closed submoduleW ⊆ H withH = V⊕W .
2.2.4 Definition Let A ⊆ B(H) be a concrete operator algebra. If H has the
reduction property we say that A is a reduction algebra.
The reduction property is an operator algebraic version of an old concept
from algebra. It can be interpreted as a kind of semisimplicity (as will be
shown in section 2.5). The reduction property has been discussed in several
papers in the literature. An early reference is Kadison’s paper [27], where the
reduction property is mentioned in connection with the similarity problem.
Later, Fong reintroduced the property, generalised to apply to algebras of op-
erators on arbitrary Banach spaces, under the name of ‘complete reducibility’
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[17]. There it is shown that if A ⊆ B(H) is a reduction algebra with the ad-
ditional property that all its graph transformations are bounded, then A is of
the form
A ∼= B(H1)⊕ B(H2)⊕ · · · ⊕ B(Hk),
where {Hi} is a finite collection of Hilbert spaces. The strength of this con-
clusion is a reflection of the strength of the assumption about the graph trans-
formations, not of the reduction property. Indeed, the prototype reduction
algebra is any self-adjoint operator algebra—this class of operator algebras is
rather wider than the class Fong investigates.
If A ⊆ B(H) is an reduction algebra, it is clear from the definition that
LatA is a complemented lattice. In fact, the reduction property implies that
if V ∈ LatA then there is V ′ ∈ LatA with V ∧ V ′ = {0}, V ∨ V ′ = H
and V + V ′ closed. We say that LatA is topologically complemented in this
case. This is a stronger requirement than lattice-theoretic complementation.
For instance, if V1 and V2 are closed subspaces of H with V1 ∩ V2 = {0} and
V1 + V2 dense but not closed, and A = Alg{V1, V2}, then simple calculations
with rank one operators show that A is transitive on both V1 and V2, and
LatA = {0, V1, V2, H}. This lattice is complemented but not topologically
complemented, and A does not have the reduction property. Since we are only
interested in topological complementation of submodules, when we say that
two modules are complements we always mean in the topological sense, not
the lattice sense.
A degenerate case of the reduction property occurs when LatA = {0, H}.
Recall from question 1.0.7 that it is an open question whether such an algebra
is weakly dense in B(H). To avoid necessarily including this rather intractable
class of operator algebras in our study, it is appropriate to strengthen the
definition of the reduction property somewhat.
2.2.5 Definition Let A be an operator algebra and H be a Hilbertian A-
module. We say that H has the complete reduction property if the module
H(∞) has the reduction property. When A ⊆ B(H) and H has the complete
reduction property, we say that A is a complete reduction algebra.
2.2.6 Definition Let A be an operator algebra. We say that A has the total
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reduction property if every Hilbertian A-module has the reduction property.
For brevity, we will also say that A is a total reduction algebra.
From the definitions, it is immediate that when A is a total reduction al-
gebra every Hilbertian A-module has the complete reduction property as well
as the reduction property. We have the following elementary but useful result,
which appears in [17].
2.2.7 Lemma Let A be an operator algebra and H a Hilbertian A-module.
If H has the reduction property then every submodule of H has the reduction
property.
Proof: Suppose that A is an operator algebra and H is a Hilbertian A-
module with the reduction property. Let V ⊆ H be a submodule of H . If
W ⊆ V is a submodule of V , then W is a submodule of H and so there is a
submodule U such that H = W ⊕U . The intersection V ∩U is again a closed
submodule of V , and W ⊕ (V ∩ U) = V . ✷
Since H appears as a submodule of H(∞), it follows that if H has the
complete reduction property then it also has the reduction property.
The total reduction property for A is the only one of the three proper-
ties defined above which is obviously a Banach algebraic invariant. All three
reduction properties are stable under spatial isomorphisms of operator alge-
bras (i.e. under similarities). Also, every self-adjoint operator algebra has the
complete reduction property.
The original motivation for studying the reduction property and its kin
came from a paper of Willis [42], in which singly-generated amenable operator
algebras were studied. There it is shown that if a compact operator T ∈ K(H)
generates an amenable operator algebra AT , then T is similar to a normal
compact operator. Since the spectral projections of a normal compact oper-
ator are contained in the generated operator algebra, this means that AT is
similar to a self-adjoint algebra. On the other hand, it is known that every
abelian self-adjoint operator algebra is amenable [25], so Willis’ result can be
rephrased as: for T ∈ K(H), AT is amenable if and only if AT is similar to a
C*-algebra.
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Away from compact operators, Scheinberg [23] has a pretty theorem which
can be viewed in a similar light to that of Willis. Scheinberg’s result says that
any amenable uniform algebra is isomorphic to C0(X) for some locally com-
pact Hausdorff space X . This can be interpreted as a result about operator
algebras, since uniform algebras are always operator algebras.
These results raise the question: what can be said about other classes of
amenable operator algebras? In fact, an examination of Scheinberg’s result
shows that the proof still works if amenability is replaced by the total re-
duction property. This will be discussed in detail in section 4.2. Moreover,
although it is not immediately obvious, it is also possible to replace amenabil-
ity with the complete reduction property in Willis’ result. Since in section 2.3
it is shown that amenability implies the total reduction property and hence the
complete reduction property, the question becomes: what can be said about
operator algebras with either the complete reduction property or the total
reduction property?
In section 4.3 we generalise Willis’ result considerably by showing that if
A ⊆ K(H) is an arbitrary algebra of compact operators with the complete
reduction property, then A is similar to a C*-algebra.
Related to this is the work of Rosenoer [38] [39], in which reduction al-
gebras which commute with compact operators are studied. Rosenoer’s work
stems from [17], and is set in the context of algebras of operators on a gen-
eral Banach space. The results obtained there imply that if T ∈ K(X) is a
compact operator on a Banach space X such that AT has the reduction prop-
erty, then under various additional hypotheses (which amount to something
like a ‘multiplicity-free’ situation) then T is a spectral operator of scalar type
(i.e. the Banach space analogue of a normal operator). When this result is
restricted to Hilbert space operators, it is related to but neither stronger nor
weaker than Willis’ theorem. In [40], Rosenoer extends his previous work to
yield related results, which we will discuss in section 4.3.
The general thesis of this work is that operator algebras which possess one
of the three reduction properties defined above are ‘like’ C*-algebras, in some
sense which will be clarified as we proceed. To provide a framework on which
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to base the discussion, we propose the following conjecture as a non-self-adjoint
analogue of the reductive algebra problem (question 1.0.6).
2.2.8 Conjecture If A ⊆ B(H) is a σ-weakly closed complete reduction al-
gebra, then A is similar to a self-adjoint operator algebra.
The most obvious approach to proving conjecture 2.2.8 is to firstly try to
‘orthogonalise’ LatA: that is, if A ⊆ B(H) is a complete reduction algebra,
try to show that there is a similarity S such that LatAS is orthogonally com-
plemented. Such a similarity would make AS a reductive algebra. If this can
be achieved the second step is to show that AS is self-adjoint. In the light
of the reductive algebra problem, it might seem as if the second stage of this
program will present substantial difficulties. In fact, we will show in proposi-
tion 4.1.1 that if the first step in this program can always be completed then
conjecture 2.2.8 is true.
An example from [27] demonstrates the need for the closure hypothesis
in both the reductive algebra problem and conjecture 2.2.8. Before presenting
this example, we make a simple observation about the stability of the complete
reduction property under σ-weak closure.
2.2.9 Lemma Let A ⊆ B(H). Then A has the complete reduction property
if and only if the σ-weak closure of A has the complete reduction property.
Proof: It is readily verified from the definitions that the algebra (A
σw
)(∞) is
the weak closure of A(∞) in B(H)(∞). However, the invariant subspace lattice
of an algebra and its weak closure are the same. ✷
For the promised example, let H = C2 ⊗2 ℓ
2(N) and put
T =
[
0 1
0 0
]
⊗ 1ℓ2(N) ∈ B(H).
Let A be the norm-closed algebra generated by T and K(H). The σ-weak clo-
sure of A is B(H), which, being self-adjoint, is a complete reduction algebra.
This implies that A is a complete reduction algebra. However, A cannot be
isomorphic to a self-adjoint operator algebra since the quotient of A by the
two-sided ideal K(H) is nilpotent.
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Note that in this example A does not have the total reduction property.
The representation θ :A/K(H)→M2(C) given by
[T ] 7→
[
0 1
0 0
]
induces a representation of A. However, C2 does not have the reduction prop-
erty under this representation since Ce1 is a submodule with no module com-
plement. We will see later that B(H) has the total reduction property (corol-
lary 2.4.7), and so this shows that unlike the complete reduction property the
total reduction property can distinguish a concrete operator algebra from its
σ-weak closure. This suggests that we should expect a stronger conclusion
in conjecture 2.2.8 if we replace the complete reduction property with the to-
tal reduction property. In fact, all evidence is consistent with the following
conjecture.
2.2.10 Conjecture If A is a total reduction algebra, then A is isomorphic to
a C*-algebra.
The attraction with this reformulation is that it is independent of any partic-
ular representation of the Banach algebra A.
In the case of a concrete total reduction algebra A ⊆ B(H), the ques-
tion arises: if A is isomorphic to a C*-algebra, is A necessarily similar to a
C*-algebra? The answer is yes, as will be shown in section 2.4.
The converse to conjecture 2.2.10 is also an open question; in section 2.4 it
is shown that the converse question is equivalent to Kadison’s similarity prob-
lem. Thus if both the similarity problem and conjecture 2.2.10 have positive
answers, then an operator algebra is isomorphic to a C*-algebra if and only if
it has the total reduction property.
The structure of a C*-algebra is reflected in both the algebraic structure of
the underlying *-algebra and the isometric character of the norm. It is easy to
reconstruct the (unique) C* norm of a C*-algebra from the *-algebraic struc-
ture alone: since the spectrum of an element of a Banach algebra is defined
algebraically, the spectral radius of every element of is definable without ref-
erence to the norm. Then the fact that ‖x‖2 = ‖x∗x‖ = r(x∗x) for elements
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of a C*-algebra shows that the norm can be recovered.
On the other hand, it is well-known that if A is a unital C*-algebra, then
the involution can be reconstructed using only the isometric Banach algebra
data [3]. Specifically, the states of A may be identified as those norm one
functionals f ∈ A∗1 with 〈f, 1〉 = ‖f‖ = 1. Then the self-adjoint elements of
A are identified as those elements whose image under the states of A is real.
Specifying the self-adjoint elements of A clearly specifies the involution.
This procedure for defining the ‘states’ and ‘self-adjoint elements’ of a uni-
tal Banach algebra A can be carried out whether or not A is a C*-algebra. In
the context of a general Banach algebra the ‘self-adjoint elements’ so obtained
are called hermitean elements. The Vidav-Palmer theorem [3] characterises
the C*-algebras amongst unital Banach algebras in the sense that if the set of
hermitean elements spans A, then the algebra is isometrically isomorphic to a
C*-algebra.
In the light of these results, it is natural to wonder if it is possible to char-
acterise the class of C*-algebras in terms of their non-isometric Banach algebra
data alone. There is an interesting result by Gardner [18] which is relevant
here. Gardner shows that if A1 and A2 are C*-algebras which are isomorphic
as Banach algebras, then they are isomorphic as C*-algebras. This means that
if A is a Banach algebra, then either A is not isomorphic to any C*-algebra
or it is isomorphic to precisely one C*-algebra (up to isometric isomorphism).
Consequently, in some sense the C*-algebra structure of a C*-algebra must be
encoded in the Banach algebra data.
This does not mean that the involution of a C*-algebra can be recovered
from knowledge of the Banach algebra structure alone. The algebra M2(C)
illustrates the difficulty. Up to isometric isomorphism there is only one C*-
algebra isomorphic to M2(C); however, there are many distinct involutions
under which M2(C) admits a C*norm. For example, if S ∈ M2(C) is any sim-
ilarity then the involution x 7→ S−1S−1∗x∗S∗S is a C*-algebra involution for
M2(C) under the norm ‖x‖new = ‖SxS
−1‖.
There is an analogy here with the complemented subspaces theorem. A
straightforward polar decomposition argument shows if two Hilbert spaces are
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isomorphic as Banach spaces then they are isometrically isomorphic, and so
any Hilbert space structure on a Banach space X is determined by the topo-
logical data alone. The complemented subspaces theorem provides a Banach
space criterion to detect this structure (the existence of complements to ar-
bitrary subspaces) and a method of ‘constructing’ a Hilbert space norm on
X equivalent to the original norm. Of course, this norm is not uniquely de-
fined, and the ‘construction’ of the Hilbert space norm involves making certain
arbitrary choices (see [8] for details).
Since Gardner’s theorem shows that the existence of a C*-algebra structure
is encoded in the Banach algebra structure, it is interesting to try to find ways
of detecting this structure. Conjecture 2.2.10 (and its converse, the similarity
problem) are an attempt to do this.
Suppose that A ⊆ B(H) is an operator algebra. In order that A be sim-
ilar to a self-adjoint algebra it is clearly necessary that there be a constant
K ≥ 1 such that every V ∈ LatA is the range of a module projection p ∈ A′
with ‖p‖ ≤ K. The reduction property implies that every submodule of H is
the range of a module projection; however, we will see in section 2.6 an exam-
ple of an reduction algebra for which no such constant K exists. Happily, the
complete reduction property does ensure the existence of such a bound.
2.2.11 Proposition Let A be an operator algebra, and H a Hilbertian A-
module with the complete reduction property. There exists K ≥ 1 so that for
any submodule V ⊆ H there is a module projection p :H → V with ‖p‖ ≤ K.
Proof: For every submodule V ⊆ H , let K(V ) denote the infimum of the
norms of the module projections onto V . We have K(V ) <∞ for all V . Sup-
pose that there is a sequence {Vi} of submodules with K(Vi) → ∞. We may
consider Vi as embedded into the i
th component of H(∞) by ξ 7→ ξ ⊗ ei. With
this embedding let V =
∑⊕ Vi ⊆ H(∞). Then V is a submodule of H(∞), and
since H has the complete reduction property there is a complementing sub-
module U ⊆ H(∞). Let p :H(∞) → V be the corresponding module projection.
Let Hi denote the copy of H appearing in the i
th coordinate position and let
qi :H
(∞) → Hi denote the i
th coordinate projection. Then pi = qip|Hi :Hi → Vi
is a module projection onto Vi with ‖pi‖ ≤ ‖p‖. However, by assumption
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‖pi‖ ≥ K(Vi)→∞. This contradiction establishes the result. ✷
2.2.12 Definition Let A be an operator algebra and H a Hilbertian module
for A with the complete reduction property. The smallest K > 0 such that
every submodule of H is the range of a module projection p with ‖p‖ ≤ K is
called the projection constant of H . When A ⊆ B(H) is a concrete complete
reduction algebra, the projection constant of H will also be referred to as the
projection constant of A.
For total reduction algebras the idea of proposition 2.2.11 can be extended
by treating more than one representation at once.
2.2.13 Proposition Let A be an operator algebra with the total reduction
property. There is an increasing function K : R+ → R+ such that if θ : A →
B(H) is a representation of A and V ⊆ H is a submodule then there is a
module projection p :H → V with ‖p‖ ≤ K(‖θ‖).
Proof: Take C > 0. Suppose that there is a sequence {θi : A → B(Hi)} of
representations with ‖θi‖ ≤ C and a sequence {Vi ⊆ Hi} of submodules such
that K(Vi) → ∞. Consider the direct sum representation θ :A → B(
∑⊕Hi)
given by θ(a)(ξi) = (θi(a)ξi). Then ‖θ‖ ≤ C, and since A is a total reduc-
tion algebra the module H =
∑⊕Hi has the complete reduction property, and
there is a projection p ∈ θ(A)′ onto V =
∑⊕ Vi. As before, if we denote by qi
the projection from H onto Hi, then pi = qip|Hi is a projection in θi(A)
′ onto
Vi, with ‖pi‖ ≤ ‖p‖ for all i. This contradiction implies the existence of the
function K. ✷
It is worth observing that, notwithstanding these results, it is unusual for
there to be a uniform bound on the set of all module projections. In fact,
such a bound would imply that each submodule was uniquely complemented
in LatA, since if p and q are two module projections with the same range,
then p + λ(q − p) is also a module projection for any λ ∈ C. In the case of
a self-adjoint operator algebra the phenomenon of unique complementation in
LatA corresponds to the ‘multiplicity-free’ situation [1].
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In defining the reduction property we have chosen to restrict attention to
Hilbertian modules rather than general Banach modules in order to avoid the
issue of non-complemented subspaces of Banach spaces. There is another, more
general approach, introduced by Fong in [17], where a ‘completely reducible al-
gebra’ is defined to be a closed subalgebra A ⊆ B(X) for some Banach space X
such that LatX A is topologically complemented (i.e., for all V ∈ LatX A there
is W ∈ LatX A with X = V ⊕W ). Many of our results can be applied without
great modification to such algebras. This setting has not been adopted here
for several reasons. One reason is that the greater generality obtained from
the Banach space setting does not seem to shed any new light on the subject.
Much of the motivation for studying the reduction property and its kin arise
from connections with established areas and problems in non-self-adjoint oper-
ator theory, all of which are found in the Hilbert space setting. Secondly, while
the reduction property is easy to generalise to a Banach space setting, the dis-
cussion of the previous section illustrates that that total reduction property
is not. Since the total reduction property is the most significant of the three
reduction properties discussed, there is nothing to gain by admitting Fong’s
completely reducible algebras here.
2.3 A cohomological definition of the total re-
duction property
The definition of the total reduction property can be recast into a cohomologi-
cal setting. The cohomological definition is less illuminating to work with, but
has the advantage that it displays the connection between the total reduction
property and other notions already in the literature.
If θ : A → B(H) is a representation of an operator algebra A, the space
B(H) becomes an A-bimodule in the natural way via the algebra structure
of B(H). Then we may speak of derivations from A into B(H), and of the
cohomology group H1(A;B(H)).
2.3.1 Theorem An operator algebra A has the total reduction property if
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and only if H1(A;B(H)) = 0 for every representation θ :A → B(H).
Proof: Suppose that A has the total reduction property and that θ : A →
B(H) is a representation. Let δ :A → B(H) be a derivation with respect to θ.
Consider the map θˆ :A → B(H ⊕H) given by
θˆ : a 7→
[
θ(a) δ(a)
0 θ(a)
]
.
This is a representation of A, making H ⊕ H an A-module. The subspace
H ⊕ 0 is a submodule of H ⊕H , and since A has the total reduction property
there exists a complementary submodule V . This subspace must be a closed
graph over 0 ⊕H and hence is of the form V = {Tη ⊕ η : η ∈ H} = GrT for
some T ∈ B(H).
Applying the matrix θˆ(a) to Tη ⊕ η gives[
θ(a) δ(a)
0 θ(a)
][
Tη
η
]
=
[
(θ(a)T + δ(a))η
θ(a)η
]
=
[
Tθ(a)η
θ(a)η
]
by the invariance of V . Thus δ(a) = Tθ(a)−θ(a)T for all a ∈ A, showing that
δ is inner and H1(A;B(H)) = 0.
Note that T can be chosen with ‖T‖ ≤ K(‖θ‖+‖δ‖), where K is the func-
tion of proposition 2.2.13, since the module projection pT associated with the
complement GrT is
pT =
[
1 −T
0 0
]
,
and by suitable choice of pT we have ‖T‖ ≤ ‖pT‖ ≤ K(‖θˆ‖) ≤ K(‖θ‖+ ‖δ‖).
Conversely, suppose H1(A;B(H)) = 0 for all modules B(H) induced by a
representation of A into B(H). Suppose that θ : A → B(H) is a represent-
ation of A and V ⊆ H is a submodule of H . The orthogonal decomposition
H = V ⊕ V ⊥ gives the matrix form
θ(a) =
[
a11 a12
0 a22
]
for elements of A. Define θˆ :A → B(H) and δ :A → B(H) by
θˆ(a) =
[
a11 0
0 a22
]
and δ(a) =
[
0 a12
0 0
]
.
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If a, b ∈ A we have[
a11 a12
0 a22
][
b11 b12
0 b22
]
=
[
a11b11 a11b12 + a12b22
0 a22b22
]
which shows that θˆ is a representation of A and that
δ(ab) =
[
0 a11b12 + a12b22
0 0
]
=
[
a11 0
0 a22
][
0 b12
0 0
]
+
[
0 a12
0 0
][
b11 0
0 b22
]
= θˆ(a)δ(b) + δ(a)θˆ(b).
Thus δ is a derivation with respect to the representation θˆ. Now considering
B(H) as an A-bimodule via θˆ, the fact that H1(A;B(H)) = 0 implies that
δ(a) = θˆ(a)T − T θˆ(a) for some T ∈ B(H). Writing
T =
[
T11 T12
T21 T22
]
and expanding the identity δ(a) = θˆ(a)T − T θˆ(a) in components gives a12 =
a11T12 − T12a22. Thus the subspace{[
−T12η
η
]
: η ∈ V ⊥
}
is a θ(A)-invariant complement to V , and hence A is a total reduction alge-
bra. ✷
This characterisation of total reduction algebras should be compared to
the definition of amenability of Banach algebras. Recall that a Banach alge-
bra A is amenable if H1(A;X∗) = 0 for all dual Banach A-bimodules X∗.
From the discussion on page 20 the bimodules B(H) which arise above are
in fact dual bimodules. Consequently, if A is an amenable operator algebra
and θ : A → B(H) is a representation then H1(A;B(H)) = 0. This gives the
following proposition.
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2.3.2 Proposition Let A be an amenable operator algebra. Then A has the
total reduction property. ✷
A corollary of this is that every abelian C*-algebra has the total reduction
property, since abelian C*-algebras are amenable [25].
There is a more direct proof that amenability implies the total reduction
property, which is interesting in its own right. Recall that a Banach algebra
A is amenable if and only if it possesses a bounded approximate diagonal. For
any nondegenerate representation θ : A → B(H) of an amenable operator al-
gebra A the bounded approximate diagonal allows us to define a map from
invariant subspaces of H to module projections, as the next proposition shows.
2.3.3 Proposition Let A be an amenable operator algebra, and let θ :A →
B(H) be a nondegenerate representation. Then there is an A′-bimodule pro-
jection Ξ : B(H) → A′, which has the following property: if V ⊆ H is a
submodule of H , and p : H → V is any projection onto V , then Ξ(p) is a
module projection onto V .
Proof: Suppose that {
∑
i a
i
ν ⊗ b
i
ν} is a bounded approximate diagonal for A
with
∑
i ‖a
i
ν‖‖b
i
ν‖ ≤M for all ν. The product net {
∑
aiνb
i
ν} forms a bounded
approximate identity for A. From nondegeneracy and Cohen’s factorisation
theorem it follows that H = AH = {aξ : a ∈ A, ξ ∈ H}, so that every el-
ement ξ ∈ H may be factorised as ξ = aζ for some a ∈ A and ζ ∈ H .
Consequently lim
∑
aiνb
i
νξ = ξ for all ξ ∈ H . We consider the family of maps
Ξν : B(H)→ B(H) defined by
Ξν(T ) =
∑
i
aiνTb
i
ν .
Then ‖Ξν‖ ≤ M for all ν.
Since B(H) is dual to TC(H), B(B(H)) may be identified with the dual
space (B(H)⊗ˆTC(H))∗. Closed balls in B(B(H)) are compact in the result-
ing weak∗ topology, and so the net {Ξν} has a cluster point Ξ with ‖Ξ‖ ≤M .
Taking a subnet we may suppose Ξν → Ξ. We observe that Ξ enjoys several
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good properties. If c ∈ A, T ∈ B(H), and ξ, ζ ∈ H , then
(cΞ(T )ξ|ζ) = lim
ν
∑
i
(caiνTb
i
νξ|ζ)
= lim
ν
〈∑
caiν ⊗ b
i
ν , a⊗ b 7→ (aTbξ|ζ)
〉
= lim
ν
〈∑
aiν ⊗ b
i
νc , a⊗ b 7→ (aTbξ|ζ)
〉
= lim
ν
∑
i
(aiνTb
i
νcξ|ζ)
= (Ξ(T )cξ|ζ),
so Ξ(T ) ∈ A′. Also, if T ∈ A′ we have
(Ξ(T )ξ|ζ) = lim
ν
∑
i
(aiνTb
i
νξ|ζ)
= lim
ν
∑
i
(Taiνb
i
νξ|ζ)
= (Tξ|ζ).
Finally, if r, s ∈ A′ and T ∈ B(H) we have
(Ξ(rTs)ξ|ζ) = lim
ν
∑
i
(aiνrTsb
i
νξ|ζ)
= lim
ν
∑
i
(raiνTb
i
νsξ|ζ)
= (rΞ(T )sξ|ζ).
In short, Ξ is an A′-bimodule projection from B(H) onto A′.
To verify the module projection property, suppose that V ⊆ H is a sub-
module, let p :H → V be any projection onto V , and consider Ξ(p). Let ξ ∈ H
be an arbitrary vector. Then Ξ(p)ξ = limν
∑
i a
i
νpb
i
νξ, where the limit is in the
weak∗ topology on H . Since pbiνξ ∈ V , we have a
i
νpb
i
νξ ∈ V , so
∑
i a
i
νpb
i
νξ ∈ V
and finally Ξ(p)ξ ∈ V since V is weak∗ closed in H . Suppose now that ξ ∈ V .
Then Ξ(p)ξ = limν
∑
i a
i
νpb
i
νξ = limν
∑
i a
i
νb
i
νξ = ξ since b
i
νξ ∈ V . That is,
Ξ(p) is a projection onto V . It is a module projection since it belongs to A′.
✷
This gives an improvement of proposition 2.3.2:
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2.3.4 Theorem Let A be an amenable operator algebra. Then A has the to-
tal reduction property. Moreover, if θ : A → B(H) is a representation of A
then the projection constant of H is bounded by (M‖θ‖)2, where M bounds
the norm of the bounded approximate diagonal of A.
Proof: Suppose that A is an amenable operator algebra, with bounded ap-
proximate diagonal {
∑
i a
i
ν ⊗ b
i
ν}. Let e be the projection from lemma 1.0.1.
Suppose that V ⊆ H is A-invariant, and hence invariant for the σ-weak clo-
sure of A. The projection e is in the σ-weak closure of A, so eV ⊆ V and
(1 − e)V ⊆ V . This shows that V = eV ⊕ (1 − e)V is an A-module de-
composition of V . Restricting the action of θ to eH = AH = AH yields a
nondegenerate representation, and eV is an invariant subspace of eH . The
amenability of A allows us to use proposition 2.3.3 to construct the map Ξ for
the Hilbertian module eH . Let q be the orthogonal projection from eH onto
eV . Then Ξ(q) is a projection, commuting with A and with range eV . Let W
be the orthogonal complement to (1− e)V in (1− e)H . The sum ker Ξ(q)⊕W
is clearly closed, and is a module complement to V . We have ‖Ξ‖ ≤ M‖θ‖
and ‖e‖ ≤ M‖θ‖, so the projection onto V along ker Ξ(q) ⊕W has norm at
most (M‖θ‖)2. ✷
Derivations are very closely related to homomorphisms, and in [19] a char-
acterisation of amenability in terms of homomorphisms is given. Other connec-
tions between cohomology and homomorphisms are given in [26] and [36]. It is
not surprising that the cohomological definition of the total reduction algebra
can also be stated in terms of properties of homomorphisms. If φ, ψ:A → B(H)
are two representations of an operator algebra A, we say that φ and ψ are sim-
ilar if there is a similarity S ∈ B(H) with ψ = SφS−1. The following result
characterises the total reduction property by the fact that sufficiently close
homomorphisms are always similar.
2.3.5 Lemma Let A be an operator algebra. Then the following two proper-
ties are equivalent:
(i) A has the total reduction property.
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(ii) For every representation φ : A → B(H) there is ǫ > 0 such that the
following holds.
If ψ :A → B(H) is any representation of A with ‖φ−ψ‖ < ǫ then there
exists an invertible S ∈ B(H) with φS = ψ. If V ⊆ H is a common in-
variant subspace for φ and ψ and φ|V = ψ|V then S can be chosen with
S|V = idV .
Proof: Suppose thatA is a total reduction algebra, and that φ, ψ:A → B(H)
are two representations. Observe from the proof of theorem 2.3.1 that if
θ : A → B(H) is a representation of A and δ : A → B(H) is a derivation
with respect to θ, then there is T ∈ B(H) with δ(a) = θ(a)T − Tθ(a) and
‖T‖ ≤ K(‖θ‖+ ‖δ‖).
Writing λ = ‖φ−ψ‖, we define the representation θ = φ⊕ψ :A → B(H(2)),
and a derivation δ :A → B(H(2)) by
δ(a) =
[
0 λ−1(φ− ψ)(a)
0 0
]
.
Then ‖δ‖ ≤ 1, and by the total reduction property there is T ∈ B(H(2)) with
δ(a) = θ(a)T − Tθ(a) and ‖T‖ ≤ K(‖φ ⊕ ψ‖ + 1). The operator T has the
matrix form
T =
[
T11 T12
T21 T22
]
,
and when the identity δ(a) = θ(a)T − Tθ(a) is expanded into components
we obtain the identity (φ − ψ)(a) = φ(a)λT12 − λT12ψ(a). Consequently
φ(a)(1 − λT12) = (1 − λT12)ψ(a), and since ‖λT12‖ ≤ λ‖T‖ the operator
1−λT12 is invertible if λ < [K(‖φ⊕ ψ‖+ 1)]
−1. This shows that, for instance,
a suitable choice for ǫ would be ǫ < [K(‖φ‖+ 2)]−1.
We now consider the situation where V ⊆ H is an invariant subspace and
φ|V = ψ|V . By the total reduction property there is a φ(A)-invariant subspace
Wφ with H = V ⊕Wφ and similarly there is a ψ(A)-invariant subspace Wψ
with H = V ⊕Wψ. The homomorphisms φ and ψ induce quotient homomor-
phisms φˆ : A → B(H/V ) and ψˆ : A → B(H/V ), with ‖φˆ − ψˆ‖ ≤ ‖φ − ψ‖.
The φ-induced modules H/V and Wφ are similar, and the ψ-induced modules
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H/V and Wψ are similar. Thus, by the above argument applied to the quo-
tient representations, if ‖φ−ψ‖ < [K(‖φ⊕ ψ‖+ 1]−1 then the A-modules Wφ
and Wψ are similar. This similarity can be extended (uniquely) to a similarity
of H which fixes V , demonstrating that (i) ⇒ (ii).
For the direction (ii) ⇒ (i), suppose that A satisfies condition (ii). Let
θ :A → B(H) be a representation and δ :A → B(H) a derivation with respect
to θ. For λ ∈ C we define representations φ and ψ by
φ =
[
θ 0
0 θ
]
and ψλ =
[
θ λδ
0 θ
]
.
By assumption, for sufficiently small λ there is S ∈ B(H) with φS = ψλ. More-
over, since H⊕0 is a common invariant subspace for φ and ψλ, we may assume
that S fixes H ⊕ 0. Writing
T = S−1 =
[
1 T12
0 T22
]
,
the matrix component expansion of the equation SφS−1 = φS = ψ gives
δ(a) = θ(a)T12 − T12θ(a) for all a ∈ A. By theorem 2.3.1 A is a total reduc-
tion algebra. ✷
If H denotes a fixed Hilbert space, the set of representations from A into
B(H) is a topological space with the norm topology. The above result shows
that for total reduction algebras the similarity orbits in this space are both
open and closed.
2.4 C*-algebras and the reduction property
We have observed that if A is a C*-algebra and π :A → B(H) is a *-represent-
ation then H has the complete reduction property as an A-module. For non-*
representations the situation is not so simple. We say that a C*-algebra A has
the similarity property if every representation of A is similar to a *-represent-
ation. With this definition the similarity question (question 1.0.5) becomes: do
all C*-algebras have the similarity property? It is elementary to prove that any
C*-algebra with the similarity property also has the total reduction property.
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2.4.1 Lemma Let A be a C*-algebra with the similarity property. Then A
has the total reduction property.
Proof: Suppose that θ :A → B(H) is a representation, and V ⊆ H is a sub-
module ofH . There is a similarity S ∈ B(H) such that θS is a *-representation.
Then SV is invariant under θS(A), so (SV )⊥ is also invariant. Reversing the
similarity, S−1((SV )⊥) is invariant under θ(A), and complements V . ✷
There are several partial results for the similarity question, most of which
can be found in Pisier’s book [33]. Many of these find restrictions on either
the algebra or the module which force a representation to be similar to a
*-representation. The most prominent result of the latter type is Haagerup’s
result for finitely generated modules [21], [33]:
2.4.2 Theorem Let A be a C*-algebra and θ :A → B(H) a representation of
A. If there is a finite set {ξi} of vectors in H such that the submodule gener-
ated by {ξi} is H , then θ is similar to a *-representation. ✷
In general, it is not known whether the size of the similarity obtained in
this result can be bounded in terms of ‖θ‖ alone. Indeed, solving the similar-
ity problem is equivalent to establishing such a bound [33]. However, when A
has the total reduction property, the projection constant function obtained in
proposition 2.2.13 can be used to bound the norms of the similarities.
The following proof is adapted from the proof of the complemented sub-
spaces theorem which appears in [8].
2.4.3 Lemma Let A be a C*-algebra with the total reduction property, and
let θ : A → B(H) be a representation which is similar to a *-representation.
If K is the projection constant function of proposition 2.2.13 then there is a
similarity S so that θS is a *-representation and ‖S‖‖S−1‖ ≤ 128K(‖θ‖)2.
Proof: Let us say that a Hilbertian module H ′ is a ∗-module for A if the
corresponding representation is a *-representation. Define
α = inf
{
‖S‖‖S−1‖ : S is a module isomorphism from H onto a ∗-module H ′
}
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By assumption α <∞ and we may find a ∗-module H ′ and a contractive mod-
ule isomorphism S :H → H ′ with ‖S−1‖ ≤ 2α, say. Since H ′ is a ∗-module the
corresponding representation θ′ :A → B(H ′) is contractive, and the represent-
ation θ ⊕ θ′ : A → B(H) ⊕ B(H ′) has ‖θ ⊕ θ′‖ = ‖θ‖. Thus H ⊕ H ′ has the
reduction property with projection constant M ≤ K(‖θ‖) and consequently
for any µ ∈ R+ there is a module projection p from H ⊕H ′ onto GrµS with
‖p‖ ≤M . Writing p in matrix components reveals that p has the form
p =
[
1 +RµS −R
µS(1 +RµS) −µSR
]
for some module map R : H ′ → H . The fact that ‖p‖ ≤ M implies that
‖µS(1 +RµS)‖ ≤ M and ‖R‖ ≤M .
We consider now the module map T :H → H ′ ⊕H ′ given by
Tξ =
1
2
Sξ ⊕
1
2M
(µS(1 +RµS)ξ).
Since S is bounded below, T is also bounded below and is a contractive module
isomorphism onto some closed submodule of H ′ ⊕H ′. Since H ′ is a ∗-module
for A, H ′⊕H ′ is also a ∗-module and any submodule of H ′⊕H ′ is a ∗-module.
By the definition of α, this means that there is ξ0 ∈ H with ‖ξ0‖ = 1 and
‖Tξ0‖ ≤ 2α
−1.
Suppose that ‖Sξ0‖ ≤ (2Mµ)
−1. From the second term in the definition
of T we see that ‖Tξ0‖ ≥ µ/8Mα. Since we know that 2α
−1 ≥ ‖Tξ0‖ this is
impossible if we choose µ > 16M .
Thus if we choose µ = 16M + ǫ, we must have ‖Sξ0‖ > (2Mµ)
−1 =
(32M2 + 2Mǫ)
−1
. But the first term in the definition of T then gives us the
inequality
2α−1 ≥ 2−1‖Sξ0‖ > (64M
2 + 4Mǫ)
−1
,
and hence α ≤ 128M2. ✷
This allows us to pass from finitely generated modules to general mod-
ules, proving that the total reduction property is equivalent to the similarity
property for C*-algebras.
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2.4.4 Proposition Let A be a C*-algebra with the total reduction property.
Then every representation of A is similar to a *-representation.
Proof: Let θ : A → B(H) be a representation of A. From Haagerup’s re-
sult we know that every finitely generated subrepresentation of θ is similar to
a *-representation. To pass to the full representation consider the set Λ of
finite subsets of H , and let F denote an ultrafilter on Λ which contains the
filterbase of sets of the form {λ : λ ⊇ λ0}. For each λ = {ξi} ∈ Λ let Hλ
be the submodule of H generated by {ξi}. Then by lemma 2.4.3 there are
contractive similarities Sλ ∈ B(Hλ) with ‖Sλ
−1‖ ≤ 128[K(‖θ‖)]2 such that ap-
plying Sλ makes θ|Hλ a *-representation. In particular, if ξ, η ∈ λ ∈ Λ, then
(Sλθ(a)ξ|Sλη) = (Sλξ|Sλθ(a
∗)η) for all a ∈ A. We define a new inner product
on H by
(ξ|η)new = lim
F
(Sλξ|Sλη).
Routine verification shows that this defines an inner product norm on H equiv-
alent to the original norm, and θ becomes a *-representation with respect to
this inner product. ✷
2.4.5 Corollary The total reduction property is equivalent to the similarity
property for C*-algebras. ✷
2.4.6 Corollary Any amenable C*-algebra has the similarity property.
Proof: Proposition 2.3.2 shows that an amenable operator algebra has the
total reduction property. ✷
This result is known (see, for example, [33]) but the proofs in the liter-
ature use some relatively sophisticated machinery concerning the biduals of
amenable C*-algebras.
In [21] Haagerup uses theorem 2.4.2 to show that any C*-algebra with no
tracial states has the similarity property. This can be used to exhibit examples
of total reduction algebras which are not amenable.
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2.4.7 Corollary If A is a C*-algebra with no tracial states, then A has the
total reduction property. For any infinite dimensional Hilbert space H the
C*-algebras B(H) and
∑ℓ∞
i∈N B(H) both have the total reduction property.
Proof: Since H is infinite dimensional there are partial isometries u, v ∈
B(H) with uu∗ + vv∗ = 1. If τ ∈ B(H)∗ is tracial then τ(1) = τ(uu∗ + vv∗) =
τ(u∗u + v∗v) = τ(2), so τ(1) = 0. But if τ is a state on B(H) then τ(1) = 1.
Thus B(H) has no tracial states. The algebra
∑ℓ∞ B(H) contains B(H) via
the constant functions; this is a unital embedding. Since any tracial state on∑ℓ∞ B(H) would restrict to a tracial state on B(H), it follows that∑ℓ∞ B(H)
has no tracial states. ✷
For infinite dimensional H , the algebra B(H) does not have the approxi-
mation property and so is not amenable [28].
If A ⊆ B(H) is a total reduction algebra, the statement of conjecture 2.2.10
superficially suggests that A is only algebraically isomorphic to a C*-algebra.
In fact it would be equivalent to demand spatial isomorphism:
2.4.8 Corollary Let A ⊆ B(H) be a total reduction algebra which is isomor-
phic to a C*-algebra. Then A is similar to a C*-algebra.
Proof: Suppose θ : A → B is an isomorphism from A to a C*-algebra
B. Since the total reduction property is stable under isomorphism, B is
a C*-algebra with the total reduction property. The inverse isomorphism
θ−1 :B → A ⊆ B(H) is a representation of B; consequently there is S ∈ B(H)
with (θ−1)S : B → B(H) a *-representation. The image of (θ−1)S is AS, and
the image of a C*-algebra under a *-representation is self-adjoint. ✷
Corollary 2.4.5 means that it would be of great interest to know which
C*-algebras have the total reduction property. It also means that the total re-
duction property ‘extends’ the similarity property from the class of C*-algebras
to the class of general operator algebras.
There are other ways of extending the similarity property to non-self-
adjoint operator algebras. A remarkable result of Haagerup shows that the
similarity property is closely related to complete boundedness of represent-
ations.
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2.4.9 Theorem Let A be a C*-algebra. A representation θ : A → B(H) is
similar to a *-representation if and only if θ is completely bounded.
Proof: See, for instance, [32, Theorem 8.1] for a proof. ✷
This suggests the introduction of another property of (possibly non-self-
adjoint) operator algebras:
2.4.10 Definition Let A be an operator algebra. We say that A has the
cb-representation property if every representation of A is completely bounded.
The cb-representation property is explicitly introduced in [34] as an exten-
sion of the similarity property to non-self-adjoint operator algebras. Although
the cb-representation property and the total reduction property coincide for
self-adjoint operator algebras, the two are not the same for non-self-adjoint
operator algebras. We shall see in the next section that there are finite-
dimensional algebras with the cb-representation property but not the total
reduction property. On the other hand, if conjecture 2.2.10 is true, then every
total reduction algebra has the cb-representation property.
2.5 Examples of reduction algebras
In this section we examine some examples of algebras with the reduction prop-
erty or one of the stronger variants. The first example demonstrates the re-
duction property as a kind of semisimplicity.
Finite-dimensional algebras.
2.5.1 Proposition Let A ⊆ Mn be a reduction algebra. Then A is semi-
simple and isomorphic to a direct sum of full matrix algebras. That is, there
is a finite sequence of integers {ki}
m
i=1 such that A is isomorphic to
∑⊕Mki
Proof: Since A ⊆ Mn, we may consider C
n as an A-module. The finite-
dimensionality of Cn and the reduction property imply that Cn may be decom-
posed into a finite direct sum of irreducible submodules. The corresponding
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set of subrepresentations give a faithful family of irreducible representations of
A, so the intersection of the corresponding primitive ideals is {0}. Thus A is a
semisimple algebra. An application of the Wedderburn structure theorem for
semisimple associative algebras and the Gelfand–Mazur theorem shows that
any finite-dimensional semisimple (complex) Banach algebra is isomorphic to
a finite direct sum of full matrix algebras [30]. ✷
Clearly such an algebra can be endowed with a C*-algebra structure. Con-
versely, since C*-algebras are semisimple, all finite-dimensional C*-algebras are
of this form.
The representation theory for these algebras is well-known. However, it is
illuminating to revise the details here, since the finite-dimensional case provides
the motivation for dealing with the case of compact operators in section 4.3. It
also gives a direct demonstration that such algebras enjoy the total reduction
property.
Suppose then that A =
∑⊕
i≤nMki is a finite-dimensional C*-algebra. A
possesses n minimal central projections, {pi} say, and identity 1 =
∑
pi. Sup-
pose that θ :A → B(H) is a representation. The idempotents qi = θ(pi) form
a commuting disjoint family of projections, with sum
∑
qi = θ(1). We add to
this family the idempotent q0 = 1 − θ(1). Then if V ⊆ H is a submodule, we
have qiV ⊆ V , and so V may be written as V =
∑⊕ Vi, where Vi ⊆ qiH are all
submodules. Conversely, if we have a family {Vi} of submodules with Vi ⊆ qiH
for all i, then
∑
Vi is a submodule. This observation implies that H has the
reduction property if and only if each of qiH has the reduction property.
Since θ(A)q0H = {0} the submodule q0H trivially has the reduction prop-
erty. In all other cases the representation of A induced on the submodule
qiH has kernel
∑⊕
j 6=iMkj , and so is effectively a representation of Mkj . Thus,
we need only understand the representations of Mkj in order to understand
representations of A. Moreover, we may assume H = qjH ; that is, we need
only consider unital representations of Mkj .
Consider then a fixed Mk and unital representation θ :Mk → B(H). We
write eij for the usual matrix units of Mk. The operators θ(eii) are a com-
muting disjoint family of idempotents, and the operators θ(eij) are partial
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isomorphisms, mapping θ(ejj)H onto θ(eii)H . We may define a new inner
product on H by
(ξ|ζ)new =
∑
i
(e1iξ|e1iζ).
This is readily checked to define a positive definite inner product on H , pro-
ducing a norm equivalent to the original norm. It has the effect of making all
the θ(eii) become self-adjoint projections, and all the θ(eij) partial isometries.
The usual polar decomposition argument shows that there exists a similarity
S on H with (ξ|ζ)new = (Sξ|Sζ). By conjugating θ by S we may assume that
θ(eii) is self-adjoint for all i and θ(eij) is a partial isometry for all i 6= j.
If we now denote by H ′ the subspace θ(e11)H and by 1H′ the identity
operator on H ′, then H is isometrically identified with Ck ⊗2 H
′, and the
representation θ becomes idMk ⊗1H′ under this identification. Moreover, the
submodules of Ck ⊗2H
′ are exactly those of the form Ck ⊗2 V , where V ⊆ H
′
is an arbitrary closed subspace. This implies that H has the reduction prop-
erty, since Ck⊗2 V is complemented by many submodules, but in particular it
is complemented by Ck ⊗2 V
⊥.
From this discussion we get the following result.
2.5.2 Proposition Let A ⊆ B(H) be a finite dimensional operator algebra.
Then the following are equivalent:
(i) A is a total reduction algebra.
(ii) A is a reduction algebra.
(iii) A is isomorphic to a finite direct sum of full matrix algebras.
(iv) A is isomorphic to a C*-algebra.
Proof: The only implication remaining to be proved is that if A ⊆ B(H)
is a finite-dimensional reduction algebra then A is isomorphic to a finite di-
rect sum of full matrix algebras. If there is a finite-dimensional submodule
V ∈ LatA such that the restriction of A to V is faithful, then proposition
2.5.1 gives us the desired result. Suppose then that there is no faithful finite-
dimensional submodule in LatA. Let V be a finite-dimensional submodule
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such that the kernel of the subrepresentation of A on V has minimal dimen-
sion. Choose a ∈ A such that a|V = 0 but a 6= 0, and find a vector ξ ∈ H
with aξ 6= 0. Then the submodule generated by V and ξ is finite-dimensional
and induces a smaller kernel. This contradiction implies that there are faith-
ful, finite-dimensional submodules, and the result is proved. ✷
CSL algebras.
A lattice L of subspaces of a Hilbert space H is said to be a commutative
subspace lattice (a CSL for short) if the orthogonal projections onto elements
of L form a commutative family of projections. An operator algebra A is said
to be a CSL algebra if it is of the form AlgL for some CSL L [6].
A well-known result in the field of CSL algebras states that commutative
subspace lattices are reflexive in the sense defined on page 17 [6, Corollary
22.11]. The next result shows that the class of CSL algebras introduces no
new reduction algebras.
2.5.3 Proposition Let A be a CSL algebra. If A is a reduction algebra then
A is self-adjoint.
Proof: Since commutative subspace lattices are reflexive, LatA is a CSL.
Suppose that A is a reduction algebra, and take V ∈ LatA. Then there is a
complementing submodule W ∈ LatA, and if p, q denote the orthogonal pro-
jections onto V and W respectively we have that p commutes with q. The
spectral theorem then implies that p = 1 − q, and so W = V ⊥. This means
that L is orthogonally complemented, and since A = AlgL, it follows that A
is self-adjoint. ✷
Finite-dimensional CSL algebras are particularly pleasant algebras, which
do not, however, generally have the total reduction property. These algebras
are discussed in [6]. We use them here to distinguish between the total re-
duction property and the cb-representation property discussed in section 2.4.
The following simple calculation demonstrates that any finite-dimensional CSL
algebra has the cb-representation property.
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It is shown in [6] that if A is a finite-dimensional CSL algebra then there
is an integer n and a finite set E of matrix units of Mn such that A is isomor-
phic to the subalgebra of Mn generated by {eij : eij ∈ E}. The set E can be
assumed to contain eii for all i and to be closed under the natural groupoid
operation; that is, eij , ejk ∈ E implies eik ∈ E. The set E can be conveniently
thought of as a transitive directed graph on n nodes, where an edge between
nodes i and j indicates eij ∈ E. This directed graph is then a complete invari-
ant for the algebra A amongst the class of finite-dimensional CSL algebras.
For this reason such algebras are often called digraph algebras.
It follows from proposition 2.5.1 that if A is a digraph algebra with the re-
duction property, the corresponding digraph must be symmetric. However, all
digraph algebras have the cb-representation property.
2.5.4 Lemma Let A be a digraph algebra, and θ :A → B(H) a representation
of A. Then θ is completely bounded.
Proof: We assume that A is a subalgebra ofMn of the form discussed above,
with E denoting the set {eij : eij ∈ A}. Since {eii} ⊆ A is a commuting family
of idempotents we may use theorem 1.0.2 to apply a similarity on H to make
each θ(eii) self-adjoint. Since A is unital, we may without loss of generality
reduce to the case where
∑
θ(eii) = H . Having done this, H decomposes into
an orthogonal direct sum H =
∑⊕Hi, where Hi = θ(eii)H . We write Tij for
the map θ(eij) :Hj → Hi.
Every element of a ∈ A can be written as a =
∑
eij∈E
aijeij where aij ∈ C,
whereupon the image of a under θ is θ(a) =
∑
eij∈E
aijTij . Moreover, every el-
ement b ∈ A ⊗Mm can be written as b =
∑
eij∈E
eij ⊗ bij , where bij ∈ Mm.
Consequently, the image of b under θ(m) can be written as
θ(m)(b) =
∑
eij∈E
Tij ⊗ bij .
A crude estimate will suffice to show complete boundedness. Observe that
‖bij‖ = ‖eij⊗bij‖ = ‖eii⊗1m·b·ejj⊗1m‖ ≤ ‖b‖. Furthermore, ‖θ(m)(eij⊗bij)‖ =
‖Tij ⊗ bij‖ = ‖Tij‖‖bij‖. If we put M = max{‖Tij‖}, then
‖θ(m)(b)‖ ≤
∑
M‖bij‖ ≤Mn
2‖b‖.
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Thus ‖θ‖cb ≤Mn
2, and θ is completely bounded. ✷
Since there are certainly digraph algebras which are not total reduction
algebras, the cb-representation property is distinct from the total reduction
property. For a specific example, the directed graph • → • gives the algebra
from section 2.1 of matrices of the form[
∗ ∗
0 ∗
]
;
this has the cb-representation property but not the total reduction property.
Some commutative operator algebras.
The algebra Aλ of matrices of the form[
a λ(b− a)
0 b
]
is isomorphic to C2, and so has the reduction property. The submodule
Ce1 ⊆ C
2 is uniquely complemented by {(λη, η) : η ∈ C}, and so the pro-
jection constant for Aλ is no less than λ. Exploiting this simple observation
we can demonstrate that several other natural operator algebras do not have
the total reduction property.
If S is a metric space, the Lipschitz algebra Lipα(S) is the algebra of
bounded continuous functions f : S → C such that
pα(f) = sup
{
|f(x)− f(y)|
d(x, y)α
: x, y ∈ S
}
<∞,
with pointwise algebra operations and the norm
‖f‖ = sup {|f(x)| : x ∈ S}+ pα(f).
Lipα(S) is in fact an operator algebra, as can be seen by considering the
representations θx,y : Lipα(S)→M2 given by
θx,y(f) =
[
f(x) d(x, y)−α(f(y)− f(x))
0 f(y)
]
.
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These are all contractive representations of Lipα(S), and if we define θ =∑⊕ θx,y then θ is a continuous faithful representation. On the other hand,
θ is bounded below and so the operator algebra θ(Lipα(S)) is isomorphic to
Lipα(S).
The representations θx,y also show that Lipα(S) is not a total reduction
algebra when S is not uniformly discrete. For, suppose that Lipα(S) is a
total reduction algebra; by proposition 2.2.13 there is K > 0 so that if
φ : Lipα(S) → B(H) is a contractive representation then the projection con-
stant for H is less than K. On the other hand, the only proper invariant
subspaces for θx,y are the mutually complementing subspaces{[
ξ
0
]}
and
{[
d(x, y)−αη
η
]}
.
If S is not uniformly discrete, then there will be x, y ∈ S with d(x, y) small
enough that the norm of the projection induced by these two complements is
larger than K. This contradiction implies that Lipα(S) is not a total reduc-
tion algebra. When S is uniformly discrete Lipα(S) is isomorphic to ℓ
∞(S),
which is a total reduction algebra by proposition 2.3.2.
If A is an operator algebra similar arguments can be applied to the algebra
Lipα(S;A) of A-valued Lipschitz functions on S, to show that A-valued Lip-
schitz algebras never have the total reduction property if S is not uniformly
discrete. These results continue results of [19], where it is shown that Lipα(S)
is amenable if and only if S is uniformly discrete, and that if A is a Banach
algebra and Lipα(S;A) is amenable then S is uniformly discrete.
The algebra C1(R) of continuously differentiable bounded functions with
bounded derivative is a Banach algebra under pointwise algebra operations
and norm
‖f‖ = sup {|f |}+ sup {|f ′|} .
C1(R) is an operator algebra, since it is a closed subalgebra of Lip1(R). De-
noting by Mf the multiplication operator on L
2(R) obtained from f ∈ C1(R),
there is a contractive representation θ : C1(R)→ B(L2(R))⊗M2 given by
θ(f) =
[
Mf Mf ′
0 Mf
]
.
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This is a contractive representation which does not yield the reduction prop-
erty, since the subspace {[
ξ
0
]
: ξ ∈ L2(R)
}
is a submodule which is not complemented by any submodule. From the point
of view of the cohomological description of the total reduction property, this
reflects the fact that the map C1(R)→ L2(R) given by f 7→ f ′ is a non-inner
bounded derivation of C1(R). Thus C1(R) is an operator algebra without the
total reduction property.
A similar failure of the total reduction property is found with the disc al-
gebra A(D) of bounded continuous functions on the unit disc D which are
analytic on the interior of D ⊆ C. For x in the interior of D the point deriva-
tion f 7→ f ′(x) is a non-inner derivation into C with respect to the module
action f · ξ = f(x)ξ. Alternatively, the natural representation of A(D) on
L2(S1) has many non-complemented invariant subspaces.
2.6 The reduction property does not imply
the complete reduction property
In this section we construct an operator algebra A ⊆ B(H) such that H(n) has
the reduction property for all finite n, but H does not have the complete reduc-
tion property. The demonstration that H has the reduction property but not
the complete reduction property is straightforward. To show that H(n) has the
reduction property for all finite n involves some slightly fiddly but essentially
straightforward calculations with unbounded operators.
Let H1 be an infinite-dimensional Hilbert space, H2 = H1 an identical
copy of H1, and put H = H1 ⊕H2. We write p1 for the coordinate projection
ξ1 ⊕ ξ2 7→ ξ1 and similarly write p2 for the coordinate projection ξ1 ⊕ ξ2 7→ ξ2.
Let T :H1 → H2 be any bounded, one-one, dense-ranged operator which is not
bounded below. Denote by GrT the subspace {ξ⊕Tξ} ⊆ H , and consider the
algebra
A = Alg{H1 ⊕ 0, 0⊕H2,GrT}.
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This algebra will satisfy our requirements. For the remainder of this section
H1, H2, H , T and A will keep these fixed meanings.
2.6.1 Lemma Every element of A is a matrix of the form[
a11 0
0 a22
]
where Ta11 = a22T . For all ξ, ζ ∈ H1 the operator
aξ,ζ =
[
ξ ⊗ T ∗ζ 0
0 Tξ ⊗ ζ
]
is an element of A, where α⊗ β denotes the rank one operator η 7→ (η|β)α.
Proof: Since H1 ⊕ 0 and 0 ⊕ H2 are submodules, elements of A are of the
form
[
a11 0
0 a22
]
. The remaining assertions are verified by the equalities
[
a11 0
0 a22
][
η
Tη
]
=
[
a11η
a22Tη
]
∈ GrT
and [
ξ ⊗ T ∗ζ 0
0 Tξ ⊗ ζ
][
η
Tη
]
=
[
ξ(Tη|ζ)
Tξ(Tη|ζ)
]
✷
2.6.2 Lemma LatA = {0 ⊕ H2} ∪ {GrλT : λ ∈ C}. If M ⊆ H is a non-
closed A-invariant submanifold, then p1M ⊆ M and p2M ⊆ M. Moreover,
p1M∈ {0, H1} and TH2 ⊆ p2M⊆ H2.
Proof: Firstly, observe that the matrix form given for elements of A in the
above lemma implies that Gr λT ∈ LatA for all λ ∈ C. The operators aξ,ζ
show that A acts strictly transitively on GrλT for all λ, and transitively on
0⊕H2. Therefore these submodules are irreducible.
If V ∈ LatA contains any two of the subspaces {GrλT, 0 ⊕ H2}, it also
contains a vector from H1 ⊕ 0. Since A acts strictly transitively on H1 ⊕ 0, V
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must then contain H1 ⊕ 0, and hence it contains a vector from 0⊕H2. As A
acts transitively on 0⊕H2, V also contains 0⊕H2, so V = H in this case.
Now let V ∈ LatA be an arbitrary proper submodule of H , and let η1⊕ η2
denote a general element of V . For every ξ, ζ ∈ H1 we have
aξ,ζ
[
η1
η2
]
=
[
ξ ⊗ T ∗ζ 0
0 Tξ ⊗ ζ
][
η1
η2
]
=
[
ξ(Tη1|ζ)
Tξ(η2|ζ)
]
∈ V.
This vector is an element of either 0⊕H2 or Gr λT for some λ ∈ C, depending
on the point in CP1 with homogeneous coordinates ((Tη1|ζ), (η2|ζ)). If there
are two vectors in V which yield different points in CP1 then by the comments
above V = H . Since V is assumed proper, all vectors in V yield the same
point in CP1; it is easy to see that this implies that either V = 0 ⊕ H2 or
V = GrλT for some λ ∈ C. This establishes the claim about LatA.
Let M ⊆ H be a non-closed invariant submanifold. The closure M is a
submodule of H . The strict transitivity of A on GrλT and the assumption
thatM is not closed impliesM 6⊆ GrλT for any λ. In particular,M 6⊆ H1⊕0.
On the other hand, ifM⊆ 0⊕H2, then multiplication by a suitable aξ,ζ shows
that M∩ (0⊕ TH1) 6= {0}, and the strict transitivity of A on 0⊕ TH1 shows
that 0⊕ TH1 ⊆M ⊆ 0⊕H2.
Suppose that M 6⊆ 0⊕H2. Let ξ = ξ1 ⊕ ξ2 be an arbitrary element of M
with ξ1 6= 0 and ξ2 6= 0. For suitable γ we have aξ1,γξ = ξ1 ⊕ λTξ1 ∈ M for
some λ ∈ C. If ξ2 6∈ CTξ1, then subtracting gives 0 6= ξ − aξ,γξ ∈ 0 ⊕ H2,
and so 0 ⊕ TH1 ⊆ M. But then ξ1 ⊕ 0 ∈ M and so H1 ⊕ 0 ⊆ M. In this
circumstance M satisfies the statement in the lemma.
Finally, suppose ξ = ξ1⊕ξ2 ∈M implies ξ2 ∈ CTξ1 for all ξ ∈M. Since we
knowM 6⊆ GrλT for all λ ∈ C, there are non-zero vectors η = η1⊕λ1Tη1 ∈M
and ρ = ρ1 ⊕ λ2Tρ1 ∈ M with λ1 6= λ2. Choosing a suitable γ from H1, we
obtain ρ′ = aη1,γρ ∈ Grλ2 ∩M and 0 6= η − ρ
′ ∈ 0 ⊕ TH1. Then as before
0⊕TH1 ⊆M and H1⊕0 ⊆M. Again,M splits intoM = p1M+ p2M, and
the components p1M and p2M are as stated in the lemma. ✷
2.6.3 Proposition The algebra A has the reduction property, but not the
complete reduction property.
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Proof: The submodule 0 ⊕ H2 is complemented by H1 ⊕ 0 in LatA. The
submodules GrλT are complemented (uniquely) by 0⊕H2 in LatA. Thus A
has the reduction property.
Proposition 2.2.11 shows that if A has the complete reduction property
then there is K ≥ 1 so that every submodule in LatA is the range of a module
projection p with ‖p‖ ≤ K. However, as λ → ∞ the norm of the projection
onto GrλT along the unique complement 0 ⊕ H2 increases without bound.
Hence A does not have the complete reduction property. ✷
This example shows that the reduction property does not imply the com-
plete reduction property. In fact, we can show that H(n) has the reduction
property for all finite n. To motivate the following calculation, consider the
related operator algebra B = Alg{H1⊕ 0, 0⊕H2,GrQ} where Q ∈ B(H1, H2)
is invertible. Easy calculations akin to those for A show that the operators in
B have the matrix form [
b 0
0 QbQ−1
]
where b ∈ B(H1) is arbitrary. In fact, B is similar to the algebra D =
B(H1)
(2) = B(H1)⊗ 12 via the similarity[
1 0
0 Q
]
,
and so the invariant subspace lattice for B is isomorphic to the invariant sub-
space lattice of D.
It is easily shown that the submodules of D are the subspaces of the form
H1⊗2W ⊆ H1⊗2 C
2, where W ⊆ C2 is any subspace. Similarly, the invariant
subspaces of D(n) are the subspaces of the form H1 ⊗2 W
′ where W ′ ⊆ C2n is
again an arbitrary subspace. Accordingly, the invariant subspaces of B(n) are
the subspaces of the form
1
Q
1
. . .
Q

(H1 ⊗2 W
′) =
[
1
Q
]
⊗ 1n (H1 ⊗2 W
′).
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Returning to A, similar manipulations show that the subspaces[
1 0
0 T
]
⊗ 1n (H1 ⊗2 W
′)
(or their closures when they are not closed) are submodules for A(n). In fact,
the following calculations will show that these account for all submodules of
A(n). For brevity, let us write Tn for the operator[
1 0
0 T
]
⊗ 1n :H
(n) → H(n).
The first step is to determine the graph transformations for A. Recall that
a linear operator S :X → H defined on some linear submanifold X ⊆ H is a
graph transformation for A if AX ⊆ X and aS = Sa for all a ∈ A.
2.6.4 Lemma Let S be a graph transformation for A. Then there are com-
plex numbers λij such that S is given by the restriction of the operator[
λ11 λ12T
−1
λ21T λ22
]
to domS.
Proof: Note that the domain of S is an A-invariant manifold, and so it is of
the form described in lemma 2.6.2.
To begin we show that there are always (possibly unbounded) operators
Sij such that S is the restriction of the operator[
S11 S12
S21 S22
]
to domS. In the cases where ξ1⊕ξ2 ∈ domS implies that ξ1⊕0, 0⊕ξ2 ∈ domS,
then this is elementary. By lemma 2.6.2 the only situation where this does not
happen is when domS = GrλT for some λ ∈ C. In this case there are linear
operators S11 and S21 such that S(ξ⊕ λTξ) = S11ξ⊕ S21ξ. Then S equals the
restriction of the matrix operator[
S11 0
S21 0
]
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to GrλT .
This means that in all cases S may be written in terms of matrix elements.
Moreover, if domS = GrλT for some λ ∈ C we can choose S12 = S22 = 0, and
if domS ⊆ 0⊕H2 we can choose S11 = S21 = 0. To show that the matrix ele-
ments are of the required form, we calculate the products aξ,ζS and Saξ,ζ. For
convenience of notation, we refer to the linear map η 7→ (Sijη|ζ) as S
′
ijζ . We
have
aξ,ζS =
[
ξ ⊗ S ′11T
∗ζ ξ ⊗ S ′12T
∗ζ
T ξ ⊗ S ′21ζ T ξ ⊗ S
′
22ζ
]
,
Saξ,ζ =
[
S11ξ ⊗ T
∗ζ S12Tξ ⊗ ζ
S21ξ ⊗ T
∗ζ S22Tξ ⊗ ζ
]
.
Since the operators aξ,ζS and Saζ,ξ agree on domS for any ξ, ζ ∈ H1, we may
read off several equations involving the operators Sij .
Consider firstly the case where p1(domS) ⊆ domS and p2(domS) ⊆
domS.
(i) Since Tξ ⊗ S ′22ζ = S22Tξ ⊗ ζ on p2(domS) for all ξ, ζ ∈ H1, we have
S22 ∈ C.
(ii) Similarly, the equation ξ ⊗ S ′11T
∗ζ = S11ξ ⊗ T
∗ζ implies that S11 ∈ C.
(iii) Since ξ⊗S ′12Tζ = S12Tξ⊗ζ , we have S12T = S
′
12T
∗ ∈ C, so S12 ∈ CT
−1.
(iv) Finally, Tξ ⊗ S ′21ζ = S21ξ ⊗ T
∗ζ implies that S21 ∈ CT .
In the case where domS ⊆ 0⊕H2 the matrix form of S is
S =
[
0 S12
0 S22
]
and similar arguments give the same equations. Finally, in all other cases we
have written S in the form
S =
[
S11 0
S21 0
]
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and again similar arguments give the same equations for the Sij. This estab-
lishes the matrix form
S =
[
λ11 λ12T
−1
λ21T λ22
]
for suitable λij. ✷
If H ⊇ V1 ⊇ V2 is a chain of Hilbert spaces, we write V1 ⊖ V2 for V
⊥
2 ∩ V1.
We will need the following elementary linear algebraic fact.
2.6.5 Lemma Suppose that Y is a finite dimensional Hilbert space with com-
plementary subspaces Y1 and Y2, and let p denote the projection onto Y1 along
Y2. If V ⊆ Y is any subspace, there is a projection q:Y → V with (1−p)qp = 0.
That is, qY1 ⊆ Y1.
Proof: Let V1 = V ∩ Y1, and V2 = V ∩ ((Y1 ⊖ V1)⊕ Y2). Then V = V1 ⊕ V2,
and V2 is a graph subspace over (1 − p)V ⊆ Y2. For brevity we write domV2
for (1−p)V . The subspace W = (Y1⊖V1)⊕ (Y2⊖dom V2) is a complement to
V , and if we decompose Y1 as V1⊕ (Y1⊖V1) and Y2 as domV2⊕ (Y2⊖domV2)
then the projection q onto V along W has the matrix form
q =

[
1 0
0 0
] [
0 0
Q2 0
]
[
0 0
0 0
] [
1 0
0 0
]

}V1
}Y1 ⊖ V1
}domV2
}Y2 ⊖ domV2
where Q2 : domV2 → Y1 ⊖ V1 is the graph transformation associated with V2.
The operator (1− p)qp corresponds to the bottom left hand corner of the ma-
trix, which is zero. ✷
2.6.6 Lemma Let M⊆ H be a not-necessarily-closed invariant submanifold
of H . The set W = {ξ ∈ H : T1ξ ∈M} is a closed subspace of H .
Proof: If M is closed this is clear. Otherwise, the conclusion follows from
the form for M given by lemma 2.6.2. ✷
2.6.7 Proposition The A-module H(n) has the reduction property for all
n ∈ N.
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Proof: We proceed by induction on n. The inductive hypothesis will be:
(i) H(n) has the reduction property.
(ii) if V ⊆ H(n) is A-invariant then there is a dense submanifold U ⊆ V
with U ⊆ domTn
−1, such that the subspace W = Tn
−1(U) is a closed
invariant subspace for D(n).
Proposition 2.6.3 shows that H(1) = H has the reduction property, and
lemma 2.6.2 shows that the statement about dense submanifolds is true for
n = 1. We consider H(n−1) as a submodule of H(n) via the embedding
j : (ξ1, . . . , ξn) 7→ (0, ξ1, . . . , ξn).
Let V ⊆ H(n) be A-invariant. Define V0 = V ∩ j(H
(n−1)). Then V0 can
be considered as a submodule of H(n−1), and by the inductive hypothesis V0
is complemented in H(n−1) by a submodule V ′0 . We write H ⊕ V
′
0 for the sub-
module (H ⊕ 0⊕ · · · ⊕ 0) + jV ′0 , and define V1 = V ∩ (H ⊕ V
′
0). Then V is the
internal direct sum of V0 and V1.
By construction, if ξ = (0, ξ2, . . . , ξn) ∈ V1 then ξ = 0. Thus there are
linear transformations S2, . . . , Sn defined on some common domain in H with
V1 = {(ξ1, S2(ξ1), . . . , Sn(ξ1)}. Let us denote this common domain by domV1.
The invariance of V1 implies that the maps Si are graph transformations over
domV1.
Using lemma 2.6.4 we may find numbers λikl ∈ C so that
Si =
[
λi11 λ
i
12T
−1
λi21T λ
i
22
]
.
We define a D-invariant subspace W1 ⊆ H1 ⊗2 C
2n by
W1 =
{(
ξ,
[
λ211 λ
2
12
λ221 λ
2
22
]
ξ, · · · ,
[
λn11 λ
n
12
λn21 λ
n
22
]
ξ
)
: T1ξ ∈ domV1
}
By lemma 2.6.6, W1 is a closed graph subspace over domW1 = {ξ : T1ξ ∈
domV1}. Furthermore, W1 is a D-invariant submodule of H
(n).
If none of the graph transforms Si are unbounded then domV1 is closed
and TnW1 is a dense submanifold of V1. On the other hand, if any of the Si
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are unbounded, this implies that one of the λi12 6= 0, in which case TnW1 = V1.
In any case TnW1 is a dense A-invariant submanifold of V1.
By induction there is a dense submanifold U0 ⊆ V0 and a D-invariant sub-
space W0 ⊆ H
(n−1) such that U0 = TnW0. We put W = W0 +W1, making
TnW a dense submanifold of V .
To complete the proof, we need only find a D-module projection q :H(n) →
W such that p = TnqTn
−1 is bounded. If this can be done, then p fixes TnW
and is thus a projection onto a subspace containing V . Also, on the dense
submanifold TnH
(n) ⊆ H(n), the projection p maps into TnW , and so p is a
projection onto V . Finally, an easy calculation shows that p commutes with
A on the dense submanifold TnH
(n), and so p ∈ A′. This will show that V is
complemented by an A-submodule, whence H(n) has the reduction property
for all n ∈ N.
In order to obtain the desired D-module projection q, observe that W =
H1 ⊗2 W
′ for some W ′ ⊆ C2n, and a D-module projection onto W is any
operator of the form q = 1H1 ⊗ q
′ where q′ : C2n → W ′ is an arbitrary lin-
ear projection onto W ′. If we decompose the space C2n as the direct sum of
Yodd = C⊕ 0⊕ C · · ·0 and Yeven = 0⊕ C⊕ 0⊕ · · · ⊕ C, then matrix multipli-
cation shows that the condition on q′ to ensure the boundedness of TnqTn
−1
is precisely that q′Yeven ⊆ Yeven. Lemma 2.6.5 ensures that we can find such a
q′. ✷
The existence of reduction algebras which are not complete reduction al-
gebras is clearly related to the failure of the reduction property to imply the
existence of a finite projection constant. This contrasts with a corollary of the
complemented subspaces theorem: if X is a Banach space every subspace of
which is complemented, then there is λ ∈ C such that every subspace of X is
the range of a projection with norm ≤ λ [7], [29]. The proof of the comple-
mented subspaces theorem uses the abundance of finite-dimensional subspaces
of a Banach space. It is the lack of an equivalently rich invariant subspace
lattice which thwarts any possibility of a similar argument working here.
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Proposition 2.6.3 and the example on page 32 show that each of the impli-
cations
total reduction
property
⇒
complete reduction
property
⇒
reduction
property
is strict.
Chapter 3
Properties of reduction algebras
In this chapter we study properties of algebras with one of the three reduc-
tion properties. Since the reduction property is defined in terms of modules,
it is not surprising that the first results are spatial in character. Using the
GNS construction, we are able to apply these spatial results to obtain alge-
braic results, chiefly concerning the ideal structure of total reduction algebras.
The stability of the total reduction property is investigated in section 3.3. In
section 3.4 some more spatial results are developed, which concentrate on the
relationships between modules of a complete reduction algebra.
3.1 Spatial properties of reduction algebras
It is the central theme of this work that total reduction algebras behave in
many ways like C*-algebras. In this section, we develop some C*-algebra-like
properties of total reduction algebras and, more generally, of complete reduc-
tion algebras. We start with some technical lemmas which lead up to a proof
of the ‘double commutant theorem’ for operator algebras with the complete
reduction property (theorem 3.1.4).
C*-algebras and their closed ideals always contain bounded approximate
identities [9]. In fact this is also true for total reduction algebras (proposi-
tion 3.2.7), but until this is established the following lemma will suffice as a
replacement.
It is worth noting that while we are mainly interested in closed ideals, many
of the spatial results of this section apply to non-closed ideals as well. For this
reason any closure requirements on ideals will be declared explicitly in this and
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the subsequent section.
3.1.1 Lemma LetA be an operator algebra and suppose J ⊆ A is a two-sided
ideal. Suppose further that H is a Hilbertian A-module with the reduction
property, and JH = H . Then ξ ∈ Jξ for all ξ ∈ H .
Proof: For every ξ ∈ H , the space Jξ is A-invariant. The reduction prop-
erty yields V ∈ LatA with H = Jξ ⊕ V , giving a decomposition ξ = ξj ⊕ ξv
into the respective components. We have Jξ = J(ξj ⊕ ξv) ⊆ Jξ, so Jξv = 0.
We wish to show that ξv = 0. Consider the subspace W = {ζ : Jζ = 0}.
Since J is a right ideal, this is a closed A-module containing ξv, and using the
reduction property there is U ∈ LatA with H = W ⊕ U . Then by the non-
degeneracy assumption H = JH = JW ⊕ JU ⊆ JU , implying that U = H .
Thus W = {0} and so ξv = 0. ✷
3.1.2 Corollary Let A ⊆ B(H) be an operator algebra such that H has the
complete reduction property. Suppose that J ⊆ A is a two-sided ideal of A
with JH = H . For any 1 ≤ n ≤ ∞ and any ξ ∈ H(n) we have ξ ∈ J (n)ξ.
Proof: It follows from JH = H that J (n)H(n) = H(n). Then applying lemma
3.1.1 to the amplified representation gives the result. ✷
3.1.3 Corollary Let A be an operator algebra with Hilbertian module H ,
and let J ⊆ A be a two-sided ideal. If JH = H and H has the complete re-
duction property as a J-module, then for any 1 ≤ n ≤ ∞ and ξ ∈ H(n) we
have ξ ∈ Jξ.
Proof: Apply the above corollary with J in place of A. ✷
3.1.4 Theorem Let A be an operator algebra and let J ⊆ A be a two-sided
ideal. Suppose that θ : A → B(H) is a representation of A such that H has
the complete reduction property as either an A-module or a J-module (not
necessarily both). If JH = H , then θ(J)
σw
= J ′′.
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Proof: It is immediate from the separate σ-weak continuity of multiplica-
tion in B(H) that θ(J)
σw
⊆ J ′′. For the converse, take T ∈ J ′′ and a sequence
ξ = (ξi) ∈ H
(∞). We will show that for any ǫ > 0 there is a ∈ J with
‖T (∞)ξ − a(∞)ξ‖ < ǫ. This will demonstrate that the σ-strong closure of θ(J)
contains J ′′; since the σ-weak topology is weaker than the σ-strong topology,
the result will follow.
Using corollary 3.1.2 whenH(∞) has the reduction property as anA-module
and corollary 3.1.3 when H(∞) has the reduction property as a J-module, the
vector ξ lies in J (∞)ξ. The reduction property gives a projection in (J (∞))′ onto
J (∞)ξ. Since T ∈ J ′′, it follows that T (∞) ∈ (J (∞))′′, and so T (∞)ξ ∈ J (∞)ξ.
Consequently, there is a ∈ J with ‖T (∞)ξ − a(∞)ξ‖ < ǫ. ✷
3.1.5 Corollary Let A ⊆ B(H) be a nondegenerate operator algebra with
the complete reduction property. Then A′′ = A
σw
. ✷
For C*-algebras this is the famous von Neumann double commutant theo-
rem [1]. The proof given here is a modification of the usual C*-algebra proof.
We finish this section with a series of technical lemmas which allow us to
deal with the possibility of nondegenerate representations.
3.1.6 Lemma Let A ⊆ B(H) be a reduction algebra, and let J ⊆ A be a left
ideal. Then J acts nondegenerately on JH.
Proof: The subspace JH is an A-module so there is W ∈ LatA with
JH ⊕ W = H . We have JW ⊆ AH ∩ W = {0}, so JW = {0}. Then
JH = J(JH)⊕ JW = J(JH). Thus J acts nondegenerately on JH. ✷
As a matter of notation, if B ⊆ B(H) is a set of operators with an invariant
subspace V ⊆ H , we write B|V for the set {b|V : b ∈ B} ⊆ B(V ).
3.1.7 Lemma Let A ⊆ B(H) be a reduction algebra, and let J ⊆ A be
a left ideal. Then J
σw
|JH = J |JH
σw
. Consequently, J |JH
σw
is σ-weak-
homeomorphically isomorphic to J
σw
.
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Proof: The submodule JH is complemented by some W ∈ LatA with
JW ⊆ JH ∩ W = {0}. We may apply a similarity to H to orthogonalise
W and JH, since this induces a σ-weak homeomorphism on B(H) and will
not affect the conclusion.
The restriction map J
σw
→ J |JH
σw
is a σ-weak continuous contractive al-
gebra isomorphism. We need only to show that it is open. Suppose that aν is
a net in J and aν |JH → b ∈ B(JH) in the σ-weak topology on B(JH). Define
an extension of b to an element of B(H) by b(W ) = 0. We check that aν → b
σ-weakly in B(H). To do this, let {ξi} and {ζi} be square-summable sequences
in H . Let ξi = ξ
0
i ⊕ ξ
1
i and ζi = ζ
0
i ⊕ ζ
1
i be the decompositions obtained from
H = JH ⊕ W . Then
∑
i(aνξi|ζi) = (aνξ
0
i |ζ
0
i ) →
∑
i(bξ
0
i |ζ
0
i ) =
∑
i(bξi|ζi).
✷
3.1.8 Proposition Let A ⊆ B(H) be a complete reduction algebra. Then
AH is the range of a unique central projection p ∈ A′ ∩ A′′ and A′′ =
A
σw
⊕ C(1− p).
Proof: The submodule AH is complemented by some submoduleW ∈ LatA
with AW = {0}. By lemma 3.1.7 we know that A
σw
|AH is the σ-weak clo-
sure of A|AH . By corollary 3.1.5 we have 1AH ∈ A|AH
σw
, so there is a unique
central element p ∈ A
σw
with p|AH = 1AH . Since AW = {0}, it follows that
p is the projection of H onto AH along W . Since A ⊆ A|AH ⊕ 0 we have
A′ = (A|AH)
′ ⊕ B(W ) and A′′ = A|AH
σw
⊕ C(1− p). ✷
3.1.9 Corollary Let A be a σ-weakly closed complete reduction algebra.
Then A is a weakly closed unital ideal in A′′. ✷
The fact that the σ-weakly closed complete reduction algebras are also weakly
closed remedies the apparent discrepancy in the statements of the reductive
algebra problem (question 1.0.6) and its non-self-adjoint analogue conjecture
2.2.8.
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3.2 Algebraic properties of reduction algebras
The spatial tools built up in the previous section, particularly the double com-
mutant theorem (theorem 3.1.4), allow us to draw conclusions about the ideal
structure of a complete reduction algebra or total reduction algebra. We start
by considering the ideal structure of A′′; the GNS construction will provide
the links between A′′, A∗∗ and hence A.
3.2.1 Lemma If A ⊆ B(H) has the reduction property then A′′ has the re-
duction property. If A has the complete reduction property then A′′ has the
complete reduction property.
Proof: Suppose that A has the reduction property and V ∈ LatA′′. Since
A ⊆ A′′ we have V ∈ LatA, and so there is a projection p ∈ A′ onto V . Since
A′ = (A′′)′, p is also an A′′-module projection. Hence A′′ has the reduction
property.
If A has the complete reduction property then A(∞) has the reduction prop-
erty, hence (A′′)(∞) = (A(∞))′′ has the reduction property, hence A′′ has the
complete reduction property. ✷
3.2.2 Theorem Let A ⊆ B(H) be a complete reduction algebra. Suppose
that J ⊆ A′′ is a σ-weakly closed two-sided ideal of A′′. Then there is a
unique central idempotent j ∈ J ∩ A′ with the property that jk = k for all
k ∈ J (that is, j is an identity for J).
Proof: The space JH is an A′′-module since it is the closure of the A′′-
invariant manifold JH . Using lemma 3.2.1, the reduction property yields an
A′′-module decomposition H = JH ⊕ V with JV = {0}. By lemma 3.1.6
J acts nondegenerately on JH . Since JH is an A′′-submodule of H it has
the reduction property as an A′′-module. Similarly, the ∞-fold amplification
JH
(∞)
is a closed submodule of H(∞), and so it also has the reduction prop-
erty as an A′′-module. Now we may apply theorem 3.1.4 to conclude that
(J |JH)
′′ = J |JH
σw
. By lemma 3.1.7 we know that J |JH is σ-weak closed in
B(JH). Since the identity operator 1JH belongs to the bicommutant, this im-
plies that there is an element j ∈ J such that j|JH = 1JH . Since jH ⊆ JH , we
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see that j must be a projection of H onto JH . For any k ∈ J , we have jk = k.
Further, since JV = {0}, we have jV = {0}. Because JH ⊕ V = H , j must
be the projection onto JH along V . Being a projection onto an A′′-invariant
space with an A′′-invariant kernel means that j ∈ (A′′)′ = A′, and so j is a
central projection. Consequently j is an identity for J , and it is the unique el-
ement of A′′ with this property. ✷
This theorem shows that if J ⊆ A′′ is a σ-weakly closed ideal then A′′ splits into
two σ-weakly closed ideals, A′′ = J⊕(1−j)A′′. Conversely, if we have a central
projection j ∈ A′′, then we obtain an algebra direct sum A′′ = jA′′⊕(1−j)A′′
by the σ-weakly closed ideals jA′′ and (1 − j)A′′. Thus there is a one-to-one
correspondence between the central projections of A′′ and its σ-weakly closed
ideals. This is exactly the same ideal structure possessed by von Neumann
algebras.
The central projections of A′′ induce a similarly nice decomposition of
LatA. If p ∈ A′′ is a central projection and V ∈ LatA, then pV ⊆ V and
(1−p)V ⊆ V . This means that V = pV ⊕ (1−p)V is a module decomposition
of V , and LatHA = LatpHA ⊕ Lat(1−p)HA is a lattice direct sum decompo-
sition of LatHA. Conversely, we will see in proposition 3.4.7 that if A is a
complete reduction algebra and LatA splits, as a lattice, into the direct sum
of two sublattices, then this split is induced by a central projection in A′′.
From spectral theory, the central projections of a von Neumann algebra
are always self-adjoint and hence have norm ≤ 1. Thus, if A is similar to a
C*-algebra the central projections of A′′ will be uniformly bounded. On the
other hand, if A is an operator algebra and the central idempotents of A′′ are
bounded, then lemma 1.0.3 implies that there is a similarity S which makes
these idempotents self-adjoint. It is a happy fact that complete reduction
algebras always have uniformly bounded central idempotents:
3.2.3 Lemma Let A ⊆ B(H) be a complete reduction algebra with projec-
tion constant K, and let P be the set of central projections of A′′. Then P is
bounded by K. Moreover, there exists a similarity S of H which makes all the
central projections self-adjoint.
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Proof: Suppose p ∈ P . Then pH is a submodule of H , so by proposition
2.2.11 there is a projection q ∈ A′ with ‖q‖ ≤ K and qH = pH . Now q ∈ A′,
p ∈ A′′ and they share the same range space, so q = pq = qp = p, giving
‖p‖ ≤ K. The existence of the orthogonalising similarity follows from lemma
1.0.3. ✷
3.2.4 Proposition Let A ⊆ B(H ′) be a total reduction algebra, and let
π : B(H ′) → B(H) be the GNS representation for the C*-algebra B(H ′). Let
π̂ denote the nondegenerate subrepresentation π̂ : A → B(π(A)H). Then
π̂(A)′′ = π̂(A)
σw
and this algebra is σ-weak–weak∗ homeomorphically isomor-
phic to A∗∗.
Proof: The point here is that π might be a degenerate representation of A.
The properties of the GNS representation mean that A∗∗ can be identified with
π(A)
σw
. Lemma 3.1.7 shows that π(A)
σw
is σ-weak homeomorphically isomor-
phic with π̂(A)
σw
. However, π̂ is nondegenerate and theorem 3.1.4 shows that
π̂(A)′′ = π̂(A)
σw
. ✷
3.2.5 Corollary Let A be a total reduction algebra, and let K be the pro-
jection constant function of proposition 2.2.13. Then A∗∗ has identity e with
‖e‖ ≤ K(1).
Proof: This follows from theorem 3.1.4 and proposition 3.2.4. ✷
We may use proposition 3.2.4 to apply lemma 3.2.3 to A∗∗, concluding that
if A is a total reduction algebra then the set of central idempotents of A∗∗ is
uniformly bounded.
3.2.6 Definition Let A be a total reduction algebra. The supremum of the
norms of the central idempotents of A∗∗ is called the ideal constant of A.
As another application of these results we can show that closed ideals of
total reduction algebras have bounded approximate identities (as is the case
for C*-algebras).
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3.2.7 Proposition Let A be a total reduction algebra, and let J ⊆ A be a
closed two-sided ideal. Then J possesses a bounded approximate identity.
Proof: Using proposition 3.2.4 to obtain a representation of A with A′′ ∼=
A∗∗, theorem 3.2.2 says that the bidual ideal J∗∗ ⊆ A∗∗ has an identity j ∈ J∗∗.
Letting jν → j be a bounded net of elements of J weak
∗ convergent to j, the
Mazur theorem shows that suitable convex combinations of the jν will form
a bounded left approximate identity for J . Similarly we may construct a
bounded right approximate identity for J , and hence a bounded approximate
identity, by the observation of Dixon [11]. ✷
3.2.8 Corollary Let A be an amenable operator algebra and suppose that
J ⊆ A is a closed two-sided ideal. Then J is amenable.
Proof: It is known that an ideal of an amenable Banach algebra is itself
amenable if and only if it possesses a bounded approximate identity [5].
✷
Suppose that we have an operator algebra A and a finite set of closed two-
sided ideals {Ji} with the property that
∑
Ji = A, meaning that for any a ∈ A
there are elements ai ∈ Ji with
∑
ai = a. In the case where A is a C*-algebra,
it is known that the ai can be chosen with ‖ai‖ ≤ ‖a‖ [37], [16]. We show that
a similar fact is true for total reduction algebras.
3.2.9 Proposition Let A be a total reduction algebra, and {Ji} a finite set
of closed two-sided ideals with
∑
Ji = A. Let M be the ideal constant of
A. Then for any a ∈ A and ǫ > 0 there are ai ∈ Ji with
∑
ai = a and
‖ai‖ ≤ (M + ǫ)‖a‖.
Proof: The ℓ∞ direct sum of the algebras Ji forms a Banach space which
we denote
∑ℓ∞ Ji. Let ϕ :∑ℓ∞ Ji → A be given by ϕ(ai) = ∑ ai. By as-
sumption, ϕ maps onto A and hence induces a Banach space isomorphism ϕ̂ of∑ℓ∞ Ji/ kerϕ onto A. It is readily verified that the result to be proved holds
if and only if the inverse isomorphism ϕ̂−1 enjoys the bound ‖ϕ̂−1‖ ≤M .
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We make the following natural isometric identifications:(∑ℓ∞
Ji
)∗∗
=
∑ℓ∞
Ji
∗∗,(∑ℓ∞ Ji
kerϕ
)∗∗
=
∑ℓ∞ Ji∗∗
(kerϕ)∗∗
, and∑ℓ∞ Ji∗∗
(kerϕ)∗∗
=
∑ℓ∞ Ji∗∗
ker(ϕ∗∗)
.
The last of these identifications is possible because ϕ has closed range (see the
discussion on page 18). These identifications take the bidual isomorphism
ϕ̂∗∗ :
(∑ℓ∞ Ji
kerϕ
)∗∗
→ A∗∗ to ϕ̂∗∗ :
∑ℓ∞ Ji∗∗
ker(ϕ∗∗)
→ A∗∗.
Since ϕ̂∗∗−1 = ϕ̂−1∗∗ and ϕ̂−1∗∗ extends ϕ̂−1, it suffices to show that ‖ϕ̂∗∗−1‖ ≤
M .
The ideals Ji
∗∗ are weak∗-closed two-sided ideals in A∗∗, and so by theo-
rem 3.2.2 and lemma 3.2.3 they correspond to central idempotents ji ∈ A
∗∗
with ‖ji‖ ≤ M . We define another set of central idempotents inductively as
follows: let k1 = j1 and kn+1 = jn+1(1−
∑
i≤n ki). Then ki ∈ Ji
∗∗, kikj = 0 for
i 6= j and
∑
ki =
∨
ji. We put k =
∑
ki. Since ji ≤ k and k ∈
∑
Ji
∗∗ it fol-
lows that
∑
Ji
∗∗ = kA∗∗. This is a weak∗-closed ideal. If
∑
Ji
∗∗ 6= A∗∗, then
by the Hahn-Banach theorem there is f ∈ A∗ with f 6= 0 and 〈f, J∗∗i 〉 = 0 for
all i, which implies that 〈f, Ji〉 = 0 for all i and thus f = 0. This contradiction
implies that
∑
Ji
∗∗ = A∗∗, and that k = 1.
The set {ki} allows us to decompose any a ∈ A
∗∗ into a =
∑
aki, where
aki ∈ J
∗∗
i . Note that since ki is a central idempotent, we have ‖ki‖ ≤ M , and
so this decomposition demonstrates that ϕ̂∗∗−1 is bounded by M . ✷
Similar techniques can be used to establish further properties of the ideal
structure of A which are familiar from C*-algebra theory.
3.2.10 Proposition Let A be a total reduction algebra, and let J1, J2 ⊆ A
be closed two-sided ideals. Then the natural homomorphism
ϕ :
J1
J1 ∩ J2
→
J1 + J2
J2
is an onto isomorphism. If the ideal constant of A is M , then ‖ϕ−1‖ ≤M .
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Proof: The map ϕ is one-to-one, contractive and dense-ranged. Consider
the bidual map
ϕ∗∗ :
(
J1
J1 ∩ J2
)∗∗
→
(
J1 + J2
J2
)∗∗
.
Again, we may isometrically identify(
J1
J1 ∩ J2
)∗∗
=
J1
∗∗
(J1 ∩ J2)
∗∗
and (
J1 + J2
J2
)∗∗
=
(J1 + J2)
∗∗
J2
∗∗ .
These identifications allow ϕ∗∗ to be written as
ϕ∗∗ :
J∗∗1
(J1 ∩ J2)
∗∗ →
J1 + J2
∗∗
J∗∗2
.
The ideals J1
∗∗, J2
∗∗, J1 + J2
∗∗
and (J1 ∩ J2)
∗∗ are weak∗-closed ideals of
A∗∗, corresponding to central idempotents. We write ji for the central idem-
potents corresponding to J∗∗i , so that Ji
∗∗ = jiA
∗∗.
Observe that (j1 + j2 − j1j2)A
∗∗ ⊆ J∗∗1 + J
∗∗
2 ⊆ J1 + J2
∗∗
. Also, since
ji ≤ j1+j2−j1j2 for i = 1, 2 we have J1+J2 ⊆ J1
∗∗+J2
∗∗ ⊆ (j1+j2−j1j2)A
∗∗,
and consequently J1 + J2
∗∗
= J∗∗1 + J
∗∗
2 = (j1 + j2 − j1j2)A
∗∗.
On the other hand, we have (J1 ∩ J2)
∗∗ ⊆ J∗∗1 ∩ J
∗∗
2 , and so if k is the
central projection corresponding to (J1 ∩ J2)
∗∗ then k ≤ j1j2.
The splittings ofA∗∗ induced by these central projections allow us to rewrite
the action of ϕ∗∗ in terms of ideals rather than quotients. The map ϕ appearing
in the bottom line of the commutative diagram
J1
∗∗
(J1 ∩ J2)
∗∗
ϕ∗∗
−−−→
J1 + J2
∗∗
J2
∗∗
∼=
x ∼=y
j1(1− k)A
∗∗ ϕ−−−→ (j1 + j2 − j1j2)A
∗∗
is given by
ϕ : j1(1− k)a 7→ (j1 + j2 − j1j2)(1− j2)a.
Since (j1+ j2− j1j2)(1− j2) = j1(1− j1j2) ≤ j1(1−k) it follows that the range
of ϕ is all of (j1 + j2 − j1j2)(1 − j2)A
∗∗ and so is weak∗ closed. This means
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that the range of ϕ∗∗ is weak∗ closed, and then a standard theorem of func-
tional analysis [12, corollary 8.7.4] implies that the range of ϕ is norm closed
in J1 + J2/J2. Thus ϕ is an isomorphism onto J1 + J2/J2.
Since ϕ is an isomorphism, ϕ∗∗ and hence ϕ are also isomorphisms. Conse-
quently k = j1j2 and ϕ is the identity map. The norm of (ϕ
∗∗)−1 can be calcu-
lated from the norms of the splitting maps. The map from J1 + J2
∗∗
/J2
∗∗ →
(j1 + j2 − j1j2)A
∗∗ has norm at most ‖j1 + j2 − j1j2‖ ≤ M . The map from
j1(1− k)A
∗∗ to J1
∗∗/(J1 ∩ J2)
∗∗ is contractive. Hence ‖ϕ−1‖ ≤ ‖ϕ∗∗−1‖ ≤ M .
✷
The following result is elementary, but a proof is included here for com-
pleteness.
3.2.11 Lemma Let 0 → X
f
→ Y
g
→ Y/X → 0 be an exact sequence of
normed spaces, with f an isometry and g the natural quotient map. If X and
Y/X are complete, then so is Y .
Proof: Let {yi} be a sequence in Y with
∑
‖yi‖ < ∞. Then the image se-
quence {yi+X} is summable in X/Y with sum y+X . Denote by sn the partial
sum
∑
i≤n yi. Then ‖sn− y+X‖ → 0. Thus, there is a subsequence {yki} and
a corresponding sequence of elements xi ∈ X with ‖ski − y − xi‖ < 2
−i for all
i. Since the sequence {ski} is Cauchy, the sequence {xi} is Cauchy and con-
verges in X to x, say. Then it is readily verified that si − y − x → 0, and so
Y is complete. ✷
3.2.12 Proposition Let A be a total reduction algebra, and let J1, J2 ⊆ A
be closed two-sided ideals. Then J1 + J2 is closed.
Proof: As associative algebras, we have the natural algebraic isomorphism
J1
J1 ∩ J2
∼=
J1 + J2
J2
,
where J1 + J2 denotes the algebraic sum of J1 and J2 in A (i.e., no closure is
taken). Proposition 3.2.10 then implies that (J1 + J2)/J2 is a closed subspace
of A/J2. Consider the natural short exact sequence of normed spaces:
0→ J2 → J1 + J2 →
J1 + J2
J2
→ 0.
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Since the first and last terms are complete normed spaces, lemma 3.2.11 shows
that J1 + J2 is complete as a normed space. That is, J1 + J2 is a closed sub-
space of A. ✷
3.2.13 Lemma Let A be a total reduction algebra, and letJ1, J2 ⊆ A be
closed two-sided ideals. Then J1 ∩ J2 = J1J2.
Proof: Since the Ji are two-sided ideals, we have J1J2 ⊆ J1 ∩ J2. For the
converse, recall that proposition 3.2.7 shows that J1 contains a bounded ap-
proximate identity, {eν} say. By Cohen’s factorisation theorem we know that
J1J2 = J1J2. Suppose that j ∈ J1 ∩ J2. Then eνj ∈ J1J2 and eνj → j, so
j ∈ J1J2. ✷
3.2.14 Lemma Suppose that A is a total reduction algebra and let K ⊆ A
be a closed two-sided ideal. Let {Ji} be a finite collection of two-sided ideals
with JiK = {0} for i 6= j. Then (
∑
Ji) ∩K = {0}.
Proof: Since the sum
∑
Ji is the algebraic sum, we have (
∑
Ji) ∩ K =
(
∑
Ji) ·K =
∑
(Ji ·K) = {0}. ✷
3.2.15 Proposition Let A be a total reduction algebra with ideal constant
M and suppose that {Ji} is a finite collection of closed two-sided ideals with
Ji ∩ Jj = {0} for i 6= j. Then if ai ∈ Ji for all i, we have ‖
∑
ai‖ ≤
(1 + 2M) supi{‖ai‖}.
Proof: Using proposition 3.2.12 and lemma 3.2.14 an inductive argument
shows that
∑
Ji ∼=
∑ℓ∞ Ji. Applying the bidual functor yields (∑ Ji)∗∗ =∑
Ji
∗∗ ∼=
∑ℓ∞ Ji∗∗, where ∑ Ji∗∗ denotes the sum inside A∗∗. Using theorem
3.2.2 we obtain a collection of central idempotents {ji} with jiA
∗∗ = Ji
∗∗. The
isomorphism
∑ℓ∞ Ji∗∗ ∼= ∑ Ji∗∗ implies that jijk = 0 for i 6= k. Using the
GNS construction to represent A∗∗ isometrically as a concrete operator alge-
bra, lemma 1.0.3 implies these idempotents can be conjugated to self-adjoint
projections by a similarity S with ‖S‖‖S−1‖ ≤ 1+2M . Once the idempotents
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are self-adjoint the addition map
∑ℓ∞ Ji∗∗ → A∗∗, which extends the map∑ℓ∞ Ji → A, is contractive; the similarity S degrades this norm to 1 + 2M .
✷
3.3 Stability of the total reduction property
It is interesting to consider the stability of the reduction property and its re-
lations. The results of this section show that the total reduction property is
fairly stable, in the sense that many of the standard operations for creating
new algebras from old preserve the total reduction property. The main inter-
est is in the stability of the total reduction property, because it is the only one
of the three reduction properties which is isomorphism invariant.
It is satisfying that the category of operator algebras enjoys a certain
amount of stability itself. In particular, the theory of operator algebras as
developed by Effros and Ruan [14] shows that quotients of operator algebras
are again operator algebras.
We start with the simple observation that the total reduction property is
stable under homomorphisms.
3.3.1 Proposition Let A be an operator algebra with the total reduction
property, and let θ : A → B(H) be a representation. Then the norm closure
θ(A) has the total reduction property.
Proof: Denote by B the closure of θ(A), and let ϕ:B → B(H) be a represent-
ation. Then ϕθ is a representation of A. Moreover, since θ(A) is dense in B it
follows that Latϕθ(A) coincides with Latϕ(B). Since A has the total reduc-
tion property Latϕθ(A) is topologically complemented, so Latϕ(B) is topo-
logically complemented, and B has the total reduction property. ✷
3.3.2 Corollary Let A be an operator algebra with the total reduction prop-
erty, and let B be a quotient of A. Then B has the total reduction property.
✷
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Recall from the example on page 32 that neither the reduction property
nor the complete reduction property are stable under quotients. Furthermore,
if A ⊆ B(H) is a complete reduction algebra and θ :A → B(H ′) is a represent-
ation such that H ′ does not have the reduction property, then idA⊕ θ is a
faithful representation and H⊕H ′ does not have the reduction property. Con-
sequently neither the reduction property nor the complete reduction property
are operator algebra isomorphism invariants.
3.3.3 Proposition Let A be an operator algebra with the total reduction
property and let J ⊆ A be a closed two-sided ideal. Then J has the total
reduction property.
Proof: Let θ : J → B(H) be an arbitrary representation of J . We need to
show that H has the reduction property as a J-module.
Theorem 3.2.2 shows that there is a central projection j ∈ A∗∗ such that
J∗∗ = jA∗∗. By the universal property of the bidual the homomorphism θ
may be extended to a weak∗ continuous representation θ¯ : J∗∗ → B(H). We
define a representation θ̂ : A → B(H) by a 7→ θ¯(ja). Since for a ∈ J we have
ja = a, θ̂ is an extension of the representation θ to A. Now suppose V ⊆ H
is θ(J)-invariant. By the weak∗–σ-weak continuity of θ¯, V is θ¯(J∗∗)-invariant,
hence θ̂(A)-invariant. Since A has the total reduction property, there is a com-
plementing θ̂(A)-invariant subspace W . As θ̂ extends θ, it follows that W is
θ(J)-invariant. Hence H has the reduction property as a J-module, and J has
the total reduction property. ✷
A corollary of this result is that the radical of a total reduction algebra is
also a total reduction algebra. This contrasts with the case of amenable Ba-
nach algebras, where it is rather more difficult to find radical examples than
it is to find non-semisimple examples. For instance, if G is a locally compact
abelian group, and J ⊆ L1(G) is an ideal with J  ker hul J , then L1(G)/J is
amenable and non-semisimple. However, no amenable radical abelian Banach
algebra is known [20].
On the other hand, no non-semisimple total reduction algebras are known
to the author. In fact, since C*-algebras are always semisimple, if conjecture
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2.2.10 is correct then every total reduction algebra is semisimple.
3.3.4 Proposition Suppose that the diagram
0→ A→ C → B → 0
is a short exact sequence of Banach algebras, such that both A and B are
operator algebras with the total reduction property. Then C is an operator
algebra and has the total reduction property.
Proof: Consider the bidual Banach space diagram
0→ A∗∗ → C∗∗ → B∗∗ → 0.
We equip C∗∗ with the left Arens product temporarily, until we show that C
is Arens regular.
The left Arens product has the property that x 7→ xy and x 7→ zx are
weak∗ continuous maps on C∗∗ for all y ∈ C∗∗ and z ∈ C. If a ∈ A∗∗ and
c ∈ C∗∗, there are nets {aν} ⊆ A and {cµ} ⊆ C with aν → a and cµ → c in the
respective weak∗ topologies. Then ac = limν aνc = limν limµ aνcµ ∈ A
∗∗ and
ca = limµ cµa = limµ limν cµaν ∈ A
∗∗, showing that A∗∗ is a weak∗ closed ideal
in C∗∗. As A∗∗ contains an identity e say, it follows that e is central in C∗∗.
Then C∗∗ = eC∗∗ ⊕ (1 − e)C∗∗ is an algebra decomposition of C∗∗. We have
eC∗∗ ∼= A∗∗ and (1− e)C∗∗ ∼= C∗∗/A∗∗ ∼= B∗∗, and so up to weak∗ homeomor-
phic isomorphism C∗∗ ∼= A∗∗⊕B∗∗ as a Banach space. Checking the definition
of the Arens product shows that this is also an algebraic direct sum. Hence
C∗∗ is an operator algebra. This implies that C itself is an operator algebra
and hence is Arens regular.
Suppose now that we have a representation θ : C → B(H). This extends
to a representation θ¯ : C∗∗ → B(H). Then the projection e ∈ C∗∗ maps un-
der θ¯ to some projection e¯ on H . If V ⊆ H is a C-invariant subspace, then
it is invariant under e¯ and 1 − e¯. Thus V splits as the direct sum of the two
subspaces e¯V and (1 − e¯)V . The subspace e¯V is A-invariant, and so is com-
plemented in e¯H by an A-module, hence an A∗∗-module, hence a C∗∗-module.
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Similarly, using the total reduction property for B there is a C∗∗-module com-
plement to (1− e¯)V in (1− e¯)H . The direct sum of these two modules is the
desired complement to V . ✷
So far we have shown that ideals, quotients and extensions preserve the to-
tal reduction property. Another standard tool for constructing algebras is the
tensor product. The tensor product is generally tricky to define for operator
algebras—it is not too clear how to norm the algebraic tensor product in a
suitable way. However, when one of the operator algebras is Mn there is an
elementary notion of the tensor product. If A ⊆ B(H) is an operator algebra,
then the tensor product A⊗Mn can be considered as the algebra of A-valued
n × n matrices, given the operator norm derived from the natural action on
H(n).
3.3.5 Proposition Let A be an operator algebra with the total reduction
property. Then the tensor product A⊗Mn has the total reduction property.
Proof: We consider first the case where A is unital. This means that we
can consider both A and Mn to be embedded in A⊗Mn via A = A⊗ 1 and
Mn = 1 ⊗ Mn. Suppose that θ : A → B(H) is a representation. Then re-
stricting to the elements of the form 1⊗ T ∈ 1⊗Mn gives a representation of
Mn. The idempotents eii ∈Mn map to a collection of commuting idempotents
qi = θ(eii). We put q0 = 1−
∑
qi, and Hi = qiH .
If V ∈ LatA ⊗Mn, then V =
∑⊕ qiV . Note that the subspaces qiV are
not A ⊗Mn-modules. They are, however, invariant under A ⊗ 1, and so are
A-modules. Taking q1V for definiteness, there is an A-module complement
W1 ⊆ H1. We set Wj = θ(ej1)W1. To deal with the degenerate part of the
representation, we put W0 = H0 ⊖ q0V . Then W = W0 ⊕
∑⊕
i≤nWi is an
A⊗Mn-module complement to V .
When A has no identity, we can lift the representation to the bidual
(A⊗Mn)
∗∗ = A∗∗ ⊗ Mn. The invariant subspaces of H are not changed
by this transition. Since A∗∗ is unital, the result follows from the above argu-
ment and lemma 3.2.1. ✷
A simple but useful result is that the addition of a identity does not affect
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the total reduction property.
3.3.6 Proposition Let A ⊆ B(H) be an operator algebra, and denote by A+
the operator algebra generated by A and 1H . Then A+ has the total reduction
property if and only if A does.
Proof: Since A is a two-sided ideal in A+, proposition 3.3.3 gives the ‘only
if’ direction. For the converse, suppose that A has the total reduction prop-
erty and θ :A+ → B(H
′) is a representation of A+. By proposition 3.2.7 A has
a bounded approximate identity. Let e¯ denote the projection of lemma 1.0.1.
The identity 1H ∈ A+ maps to an idempotent f ∈ B(H
′), with e¯ ≤ f .
If V ∈ LatA+, then H = e¯H ⊕ f(1− e¯)H ⊕ (1 − f)V is a central decom-
position of H , which induces a central decomposition of V . Since A is a total
reduction algebra, there is an A-submodule W ⊆ e¯H with e¯V ⊕ W = e¯H ,
which is A+-invariant because e¯ ≤ f . Then the subspace
W ⊕ [f(1− e¯)H ⊖ f(1− e¯)V ]⊕ [(1− f)H ⊖ (1− f)V ].
is an A+-submodule complement to V . ✷
The last construction to investigate is the direct sum. If {Aλ} is a fam-
ily of total reduction algebras the direct sum
∑c0 Aλ need not have the total
reduction property. For instance, let An be the matrix algebra
An =
{[
a n(b− a)
0 b
]
: a, b ∈ C
}
.
Each An is similar to C
2, and so has the total reduction property. However, the
natural representation of An on C
2 gives LatAn = {0,C
2,Ce1,C(ne1 − e2)},
and so the only An-module projection onto Ce1 is
pn =
[
1 n
0 0
]
.
As n → ∞ we have ‖pn‖ → ∞. Then the natural contractive representation
of
∑c0 An on∑⊕C2 has the invariant subspace∑⊕Ce1, which cannot be the
range of a bounded module projection.
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The problem is that the algebras An do not have the total reduction prop-
erty ‘uniformly’. We can formalise this notion by referring to the projection
constant function K : R+ → R+ defined in proposition 2.2.13.
3.3.7 Proposition Let {Aλ}λ∈Λ be a family of total reduction algebras, with
corresponding projection constant functions Kλ. DefineK(α) = supλ{Kλ(α)}.
Then
∑c0 Aλ has the total reduction property if and only if K(α) <∞ for all
α ∈ R+.
Proof: Suppose first that K(α) <∞ for all α ∈ R+, and define A =
∑c0 Aλ.
The bidual of A can be identified as A∗∗ =
∑ℓ∞ Aλ∗∗. Each A∗∗ contains an
identity eλ with norm bounded by the ideal constant of Aλ
∗∗, which is in
turn uniformly bounded over λ by assumption. Suppose θ : A → B(H) is a
representation. We may extend this to a representation of the bidual algebra
A∗∗ =
∑ℓ∞ Aλ∗∗. The Boolean algebra of idempotents in A∗∗ generated by
the eλ is uniformly bounded, and so there is a similarity S on H such that
θS(eλ) is self-adjoint for all λ. We may thus assume without loss of generality
that θ(eλ) is self-adjoint for all λ.
If a = (aλ) ∈ A then a =
∑
eλa and θ(a) =
∑
θ(eλ)θ(a), with norm con-
vergence of the sums. Also,
∑
θ(eλ) converges in the strong topology of B(H).
For V ∈ LatA, define Vλ = θ(eλ)V . Put f0 = 1 −
∑
θ(eλ), and V0 = f0V .
Then each Vλ is an Aλ-module if we consider Aλ as a subalgebra of A in the
natural way, and so Vλ is complemented in θ(eλ)H by an Aλ-module such that
the norm of corresponding projection pλ onto Vλ is bounded by K(‖θ‖). We
may choose the orthogonal projection p0 from f0H to V0 since A annihilates
f0H . Then the sum p0f0 +
∑
pλeλ converges in the strong topology to an
A-module projection onto V .
Conversely, if K(α) =∞ for some α ∈ R+, then a simple direct sum argu-
ment shows that
∑c0 Aλ does not have the total reduction property. ✷
Is is an interesting question whether the total reduction property is sta-
ble under ℓ∞ direct sums. The difficulty is that there can be a non-trivial
module action ‘at infinity’, and so the lattice structure of
∑ℓ∞ Aλ cannot be
decomposed into individual Aλ-modules so easily. On the other hand, if con-
jecture 2.2.10 is correct, then lemma 2.4.3 implies that a result analogous to
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proposition 3.3.7 is true for ℓ∞ direct sums.
3.4 Calculations with 2× 2 matrices
Let A ⊆ B(H) be a complete reduction algebra acting on Hilbert space H . If
V and W are two submodules of H , the set of module maps from V to W is
a linear space. We define a relation  on the set of submodules of H as fol-
lows: V  W if and only if there is a non-zero module map from V to W . In
accordance with standard usage we say that such a map intertwines V and W .
If A is a C*-algebra and both V andW are obtained from *-representations,
it is well-known that V  W if and only ifW  V (i.e. the relation is sym-
metric). In fact, when A is a C*-algebra and T : V → W is an A-module map
with polar decomposition T = US, then U is a non-trivial partially isomet-
ric module map, and so establishes an isometric module isomorphism between
certain submodules of V and W . This fact provides the starting point for the
analysis of factor von Neumann algebras (as pursued in [41], for example).
For more general algebras is is not always true that  is symmetric. For
instance, if A is the matrix algebra of section 2.1 with elements of the form[
∗ ∗
0 ∗
]
acting on C2 then Ce1  C
2, but it is easy to check that C2 6 Ce1. A
less trivial example is afforded by the reduction algebra of section 2.6. Us-
ing the notation of that example, the characterisation of the submodule lattice
(lemma 2.6.2) shows that while T is a module map from H1 to H2, there are
no non-zero module maps from H2 to H1.
It is an important fact that the complete reduction property rules out this
behaviour: for complete reduction algebras the relation  is symmetric.
3.4.1 Proposition Let A ⊆ B(H) be a complete reduction algebra, and sup-
pose V1, V2 are submodules of H with V1  V2. Then V2  V1.
Proof: We may assume that V1 ∩ V2 = {0} by replacing H with H ⊗2 C
2 if
necessary and replacing V1 with V1 ⊗2 e1 and V2 with V2 ⊗2 e2. This device
also ensures that V1 + V2 is closed.
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Consider the subrepresentation θ of A on V1⊕V2. Supposing that V2 6 V1,
the elements of θ(A)′ have the matrix form[
b11 0
b21 b22
]
,
where bij intertwines Vj → Vi. Since V1  V2 there is a non-zero module map
T : V1 → V2. For λ ∈ C consider the matrix[
1 0
λT 0
]
∈ θ(A)′.
This is a projection onto GrλT with kernel V2, and it is the only projection
onto GrλT of the form given for elements of θ(A)′. However, as λ → ∞ the
angle between GrλT and V2 goes to zero. Then proposition 2.2.11 shows that
A cannot have the complete reduction property. ✷
The next few results give information about the algebra generated by a
complete reduction algebra and its commutant.
3.4.2 Lemma Let A ⊆ B(H) be any operator algebra. If V ∈ LatA is
complemented by an element W ∈ LatA ∩ LatA′, then W is the unique
complement to V in LatA.
Proof: The decomposition H = V ⊕W induces the matrix form[
b11 0
b21 b22
]
on the elements of A′. However, any projection in A′ onto V is necessarily of
the form [
1 b12
0 0
]
.
The only matrix which satisfies both conditions is the projection along W .
✷
Lemma 3.4.2 was noted in [17]. The next result also appeared in [17] for al-
gebras with only the reduction property, but under the strong assumption that
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all graph transformations of A are bounded. Here we are able to use proposi-
tion 3.4.1 to replace this graph transformation assumption with the complete
reduction property.
3.4.3 Lemma Let A ⊆ B(H) be a complete reduction algebra. If V ∈ LatA
is uniquely complemented in LatA by W then the projection onto V along W
is central in A′′.
Proof: Again, we let H = V ⊕W induce a 2 × 2 matrix form on A′. The
projections onto V in A′ are exactly those matrices[
1 b12
0 0
]
where b12 intertwines W and V . By the uniqueness of W , this implies that
there are no non-zero intertwiners from W to V . Now proposition 3.4.1 shows
that there are no non-zero intertwiners from V to W , and hence elements of
A′ are of the form [
b11 0
0 b22
]
.
Since the projection onto V along W commutes with such matrices, this pro-
jection is central. ✷
The example of section 2.6 shows that the reduction property alone is
insufficient for the conclusion of lemma 3.4.3.
3.4.4 Lemma Let A ⊆ B(H) be a complete reduction algebra. If V ∈
LatA∩LatA′, then V is uniquely complemented in LatA, byW ∈ LatA∩LatA′.
Proof: Let W ∈ LatA be a complement to V . By lemma 3.4.2, V is the
unique complement to W , and hence by lemma 3.4.3, W ∈ LatA∩LatA′ and
W is the unique complement to V . ✷
3.4.5 Proposition Let A ⊆ B(H) be a complete reduction algebra. Denote
by B the closed algebra generated by A and A′. Then H has the reduction
property as a B-module, and invariant subspaces of B correspond to central
projections of A′′.
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Proof: We have LatB = LatA∩ LatA′. Lemma 3.4.4 now gives the result.
✷
3.4.6 Proposition If A ⊆ B(H) is a nondegenerate complete reduction al-
gebra, and A · A′ denotes the algebra generated by products of elements of A
and A′, then H has the reduction property as an A · A′-module.
Proof: By lemma 3.4.4 we need only show that LatA ·A′ = LatA∩LatA′.
It is clear that LatA ∩ LatA′ ⊆ LatA · A′. Conversely, since A′ contains the
identity operator, it is clear that LatA · A′ ⊆ LatA. To finish it suffices to
show that LatA · A′ ⊆ LatA′.
Taking V ∈ LatA · A′, the reduction property gives W ∈ LatA with
V ⊕ W = H . The nondegeneracy assumption means that H = AH ⊆
AV ⊕ AW , and so AV = V . Since A′(AV ) ⊆ V , it follows that A′V =
A′AV ⊆ V . ✷
Proposition 3.4.5 and proposition 3.4.6 are interesting because the central
projections of A′′ are very well behaved. In particular, lemma 3.2.3 shows that
we may assume that the central projections of A′′ are self-adjoint; in this case
the algebra generated by A and A′ is a reductive algebra.
The results of section 3.2 demonstrate the equivalence between central pro-
jections of A′′ and σ-weakly closed ideals of A′′. There is a similar connection
with direct sum decompositions of LatA.
3.4.7 Proposition Let A ⊆ B(H) be a complete reduction algebra. Then
there are abstract lattices L1, L2 such that LatA is lattice isomorphic to L1⊕L2
if and only if there is a central projection p ∈ A′′ with LatpHA ∼= L1 and
Lat(1−p)HA ∼= L2.
Proof: The ‘if’ direction is immediate. For the ‘only if’ direction, suppose
that LatA ∼= L1 ⊕ L2. The submodule H has a direct sum decomposi-
tion H ∼= 1L1 ⊕ 1L2 . Then 1L1 is the unique lattice-complement to 1L2 in
L1 ⊕ L2. Since a pair of complementary submodules in LatA are certainly
lattice-complements, this means that 1L1 ∈ LatA is uniquely complemented
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(in the sense of submodules), and is hence the range of a central projection in
A′′. ✷
Chapter 4
Are reduction algebras similar
to C*-algebras?
4.1 Introduction
The results of the previous chapter indicate that operator algebras with either
the complete reduction property or the total reduction property share a cer-
tain amount of structure with the class of C*-algebras. This structure can be
deployed in an attempt to prove conjectures 2.2.8 and 2.2.10.
Suppose that A is an operator algebra with either the complete reduction
property or the total reduction property. Any approach to the problem of ‘or-
thogonalising’ A can be broken into several stages. Firstly, a suitable faithful
representation of A as a concrete operator algebra needs to be chosen, so that
we may consider A as a subalgebra of B(H). Then there are two steps to
complete.
(i) Find a similarity S ∈ B(H) so that LatAS is orthogonally complemented
(S ‘orthogonalises’ LatA).
(ii) Show that because of the appropriate choice of the representation of A,
the orthogonal complementation in LatA implies that A is self-adjoint.
Both steps (i) and (ii) in this procedure raise interesting problems in general.
The first step can be considered as a module analogue of the complemented
subspaces theorem. Recall that this theorem states: if X is a Banach space
such that every subspace of X is complemented, then X is isomorphic to a
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Hilbert space. In other words, if the lattice L of closed subspaces of X is topo-
logically complemented then there is an equivalent inner product norm on X
such that L becomes orthogonally complemented. The strength of the anal-
ogy with step (i) is confirmed in section 4.3, where part of the proof of the
complemented subspaces theorem is adapted for exactly this purpose.
The second step in the procedure is closely related to the reductive algebra
problem (question 1.0.6). If step (i) in the above program is accomplished, the
σ-weak closure of the algebra AS will be a reductive algebra. For AS to be
self-adjoint it is necessary for (AS)
σw
to be self-adjoint, and so we need a pos-
itive solution to the reductive algebra problem, at least for the algebras which
arise in this way from step (i).
This involvement of the reductive algebra problem would seem to indicate
that step (ii) is a significant step in the program outlined above. However, in
certain circumstances the entire problem is contained in step (i). In partic-
ular, if step (i) can be completed for every complete reduction algebra, then
conjecture 2.2.8 has a positive solution.
4.1.1 Proposition Suppose that every σ-weakly closed complete reduction
algebra is similar to a reductive algebra. Then every σ-weakly closed complete
reduction algebra is similar to a C*-algebra.
Proof: Let A ⊆ B(H) be a σ-weakly closed complete reduction algebra. The
amplification A(∞) has the complete reduction property and so by assumption
there is a similarity S on H(∞) with (A(∞))S reductive. From theorem 3.2.2 A
is unital. By lemma 1.0.4 A(∞) is reflexive, so (A(∞))S is reflexive and reduc-
tive, hence self-adjoint. We have a completely bounded faithful representation
θ : (A(∞))S → A given by (a(∞))S 7→ a. This is similar to a *-representation
by theorem 2.4.9. The image of this *-representation is self-adjoint and simi-
lar to A. ✷
Intriguingly, there are situations where the only obstruction to completing
step (i) is the reductive algebra problem. The case of abelian operator algebras
discussed in the next section is an example of this.
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4.2 Abelian algebras
Abelian operator algebras are particularly interesting in terms of trying to
prove conjectures 2.2.8 and 2.2.10. Unlike general C*-algebras, the involution
on an abelian C*-algebra is uniquely determined by the (non-isometric) Ba-
nach algebra structure alone. Specifically, if A is an abelian C*-algebra then
A is isomorphic to C0(ΦA), where ΦA is the maximal ideal space of A. The
only involution on A compatible with a C* structure is the natural involution
on C0(ΦA) given by complex conjugation of functions. This fact relieves the
substantial technical burden of making an arbitrary choice of involution when
trying to erect a C* structure on A (c.f. the discussion on page 34).
A theorem of Scheinberg provides the first step towards proving that abelian
total reduction algebras are isomorphic to C*-algebras. This theorem states:
every unital amenable uniform subalgebra of C(X) which separates X is equal
to C(X) [23]. This can be interpreted as a statement about abelian opera-
tor algebras by recalling that every unital abelian C*-algebra is isometrically
isomorphic to C(X) for some X .
An examination of Scheinberg’s proof shows that the methods are ‘spa-
tial’ in character, and in fact apply also to total reduction algebras. While the
statement of the next result appears rather different to that of Scheinberg, the
bulk of the proof is identical.
Proposition 4.2.1 (Proposition [Scheinberg]) Suppose A ⊆ B(H) is an
abelian total reduction algebra contained in some abelian C*-subalgebra of
B(H). Then A is self-adjoint.
Proof: By proposition 3.3.6 the unital algebra A+ generated by A and 1 is a
total reduction algebra. If A+ is self-adjoint then A is also self-adjoint, being
an ideal of A+ [9]. Thus we may assume that A is unital.
Let 1 ∈ A ⊆ B ⊆ B(H) where B is an abelian C*-algebra. Since the C*-
algebra C∗(A) generated byA is a subalgebra of B, we may assume B coincides
with C∗(A). This being the case, B ∼= C(X) for some compact Hausdorff X ,
and since B is generated by A as a self-adjoint algebra, A separates the points
of X .
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We show that A is all of C(X). Let µ ∈ A⊥ ⊆ M(X), λ = |µ| and
ξ = dµ/dλ. Then |ξ| = 1 λ-a.e. and ξ ∈ L2(X, λ). The Hilbert space L2(X, λ)
is an A-module, with the action given by pointwise multiplication of functions.
For a ∈ A the equation 〈µ, a〉 =
∫
aξ dλ = 0 can be written as (a · 1X |ξ¯) = 0,
giving ξ¯ ∈ A · 1X
⊥
. Since A is a total reduction algebra, the submodule
A · 1X ⊆ L
2(X, λ) is the range of some module projection p ∈ A′. However,
as all the operators from A are normal, Fuglede’s theorem [35] shows that p
commutes with the C*-algebra generated by A. That is, p commutes with the
action of C(X) given by pointwise multiplication.
Since λ is a regular measure, C(X) is dense in L2(X, λ) and there is a
sequence fn ∈ C(X) with fn → ξ¯ in L
2(X, λ). Since A is unital we have
1X ∈ A · 1X and p1X = 1X . Then 0 = fn · (1 − p)1X = (1 − p)fn, and so
fn ∈ A · 1X for all n. Thus ξ¯ ∈ A · 1X ∩ A · 1X
⊥
= {0}. Since |ξ| = 1 λ-a.e.,
it follows that λ = 0 and consequently µ = 0. As µ was an arbitrary element
of A⊥, the Hahn-Banach theorem implies that A = C(X). ✷
Since representations of self-adjoint total reduction algebras are similar to
*-representations (corollary 2.4.5) we can generalise proposition 4.2.1 to give
a characterisation dependent only on the isomorphism class of A.
4.2.2 Proposition Let A ⊆ B(H) be an abelian total reduction algebra. If
A is isomorphic to a closed subalgebra of an abelian C*-algebra, then A is
similar to a C*-algebra.
Proof: If θ : A → C(X) is an isomorphism of A onto a subalgebra of an
abelian C*-algebra, then proposition 4.2.1 shows that θ(A) is an abelian C*-
algebra. The inverse isomorphism θ−1 : θ(A)→ A ⊆ B(H) is a representation
of a self-adjoint total reduction algebra, and is thus similar to a *-represent-
ation. The similarity takes A to a self-adjoint operator algebra. ✷
These results show that in order to show that an abelian total reduction
algebra A ⊆ B(H) is similar to a C*-algebra we need only embed A in an
abelian C*-algebra. In particular, a sufficient (and necessary) condition is that
A′′ be similar to a C*-algebra. Since the spatial definition of the total reduc-
tion property tends to give more direct information about A′ and A′′ than A
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itself, this is a helpful simplification of the problem.
It is possible to say something about the case of an abelian complete re-
duction algebra as well. It is not too surprising that the conclusion is in terms
of the σ-weak closure of A.
4.2.3 Proposition Suppose A ⊆ B(H) is a complete reduction algebra con-
tained in an abelian C*-algebra. Then the σ-weak closure of A is self-adjoint.
Proof: We prove first the case where A acts nondegenerately. Let B ⊆ B(H)
be a self-adjoint abelian operator algebra containing A. Since the σ-weak clo-
sure of B is also abelian and self-adjoint, we may assume that B is σ-weakly
closed. Further, since the σ-weak closure of A will also have the complete
reduction property, we may assume that A is σ-weakly closed. As ∞-fold am-
plification is a σ-weak homeomorphic isometric isomorphism which preserves
the involution on B(H), we may replace A with A(∞), so that every σ-weakly
continuous functional on A is of the form a 7→ (aξ|η) for some vectors ξ, η ∈ H .
Finally, we may assume that C∗(A) is σ-weakly dense in B.
Suppose that there is a ∈ A with a∗ 6∈ A. Since A is σ-weakly closed
this means that a∗ can be separated from A by a σ-weakly continuous func-
tional, so there are vectors ξ, ζ ∈ H with (Aξ|ζ) = 0 and (a∗ξ|ζ) = 1. Writing
C = C∗(A), this means that Aξ 6= Cξ. The A-module Cξ has the reduc-
tion property, so there is an A-module projection p from Cξ onto Aξ. Since
C is an abelian C*-algebra, its restriction to Cξ is also an abelian C*-algebra,
and consists of normal operators on Cξ. Thus A|Cξ consists of normal op-
erators, and by Fuglede’s theorem p commutes with a∗|Cξ. But by lemma
3.1.1 and the assumption of nondegeneracy, we have ξ ∈ Aξ = p(Cξ), so
a∗ξ = a∗pξ = pa∗ξ ∈ Aξ. As Aξ ⊥ ζ and (a∗ξ|ζ) = 1, this is a contradiction.
Hence A is self-adjoint.
To deal with the case when A acts degenerately on H , recall from proposi-
tion 3.1.8 that there is a projection e ∈ A′′ with eH = AH. Since A′′ ⊆ B′′ and
B′′ is an abelian C*-algebra, e must be self-adjoint. Then eA
σw
= A|AH
σw
,
and A
σw
is self-adjoint if A|AH
σw
is. Since AH = eH is a submodule for B,
B|AH is an abelian C*-algebra and the nondegenerate algebra A|AH ⊆ B|AH
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also satisfies the hypotheses of the proposition. The result follows. ✷
An example illustrates that σ-weak closure is necessary in the statement
of this proposition. Consider ℓ∞(Z) as an operator algebra acting on ℓ2(Z)
by pointwise multiplication. It is readily verified that ℓ∞(Z) is a σ-weakly
closed self-adjoint operator algebra, and so has the complete reduction prop-
erty. Let A ⊆ ℓ∞(Z) be the operator algebra generated by c0(Z) and the
function g : n 7→ ein. The ideal c0(Z) is σ-weakly dense in ℓ
∞(Z), so A is also
σ-weakly dense in ℓ∞(Z). By lemma 2.2.9, A has the complete reduction prop-
erty. However, A is not self-adjoint. To see this, let m be any invariant mean
of Z, considered as a functional on ℓ∞(Z) [31]. If f ∈ c0(Z) then 〈m, f〉 = 0.
We have gk(n) = eikn, and denoting by U the right shift on ℓ∞(Z), also
(U lgk)(n) = eik(n−l) = e−iklgk(n). Then
〈
m,U lgk
〉
= e−ikl
〈
m, gk
〉
=
〈
m, gk
〉
by the translation invariance of m. Since this holds for all l, k ∈ Z it follows
that
〈
m, gk
〉
= 0 for all k > 0. The continuity of m as a functional on ℓ∞(Z)
implies that 〈m,A〉 = 0. On the other hand, the self-adjoint algebra generated
by A contains g¯, and hence contains g¯g = 1Z. Since 〈m, 1Z〉 = 1, A cannot be
self-adjoint.
If A ⊆ B(H) is a complete or total reduction algebra then lemma 3.2.3
shows that the idempotents of A′′ are uniformly bounded, and a similarity
may be applied to transform these to self-adjoint projections. Since the idem-
potents of abelian C*-algebras are always self-adjoint, this is a necessary step
towards orthogonalising A.
Having applied such a similarity it follows from proposition 3.4.5 and the
commutativity of A that A′ is a reductive algebra. If it were known that every
reductive algebra was self-adjoint, then this would imply that A′ and hence A′′
are self-adjoint, solving both conjecture 2.2.8 and conjecture 2.2.10 for abelian
operator algebras.
In the absence of a positive solution to the reductive algebra problem, we
can use direct integral theory to further reduce the problem to a ‘transitive
case’. In [2] a disintegration theory is presented for non-self-adjoint operator
algebras. The idea is that whenever A is an operator algebra commuting with
an abelian von Neumann algebra R, the direct integral representation of R will
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yield some sort of direct integral representation of A. The result that we wish
to use does not explicitly appear in [2], and so we include a short proof. The
techniques used are the same as in [2], which in turn are borrowed from the
self-adjoint direct integral theory [41]. We use the notation of [41] and assume
that the reader is familiar with the basic ideas of direct integral theory.
A technical point arises here, which is that the direct integral theory works
properly only when the algebras and underlying Hilbert spaces involved are
separable. Therefore the following result will apply directly only to separable
algebras acting on separable Hilbert spaces.
4.2.4 Proposition Let H be a separable Hilbert space and A ⊆ B(H) a sep-
arable abelian total reduction algebra, such that the projections of A′′ are
self-adjoint. Then there is a finite measure space (Λ, µ), a measurable family
λ 7→ Hλ of Hilbert spaces, and a measurable family λ 7→ πλ of represent-
ations of A such that: H is isometrically isomorphic to the direct integral
space H =
∫ ⊕
Hλ dλ, the projections of A
′′ are the diagonal projections with
respect to this disintegration of H , a =
∫ ⊕
πλ(a) dλ for all a ∈ A, and πλ(A)
′
is transitive for almost all λ.
Proof: Let R denote the abelian von Neumann algebra generated by the
central projections of A′′. The usual direct integral theory for abelian von
Neumann algebras shows that there is a regular measure space (Λ, µ), and a
measurable family λ 7→ Hλ of Hilbert spaces such that H =
∫ ⊕
Hλ dµ(λ), so
that R becomes the algebra of diagonal operators with respect to this identi-
fication (see [41] for details).
Since A is separable a standard construction allows us to choose a family
{πλ : A → B(Hλ)} of contractive representations so that idA =
∫ ⊕
πλ dλ. We
claim that πλ(A)
′ is transitive for almost all λ.
We may partition Λ into sets where Hλ is of constant dimension, and as-
sume without loss of generality that on these sets the map λ 7→ Hλ is constant.
Since there are at most countably many of these sets it suffices to prove the
result in the case where there is only one such set. Then we may replace Hλ
with a constant Hilbert space H ′.
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Observe that since H is separable, there is a strongly dense sequence {Ti}
in A′. In addition to the strong topology we will need to use the ∗-strong
topology on B(H), which is defined by the family of seminorms
x 7→ ‖xξ‖+ ‖x∗ξ‖, for ξ ∈ H.
Since Ti ∈ A
′, we have
Ti =
∫ ⊕
Ti(λ) dλ
where the function λ 7→ Ti(λ) ∈ B(H
′) is weakly measurable. The Borel sets
of the ∗-strong topology are also weak Borel sets, and so the maps λ 7→ Ti(λ)
are ∗-strongly Borel. By Lusin’s theorem, for every m ∈ N there is a closed
set Fm ⊆ Λ with µ(Λ \ Fm) ≤
1
m
and λ 7→ Ti(λ) ∗-strongly continuous on Fm
for each i.
We put
Gn,m = {(λ, p) : p ∈ B(H
′), p2 = p, λ ∈ Fm and Tn(λ)p− pTn(λ) = 0}.
It follows that Gn,m is a closed subset of Λ×B(H
′) for the given topology on Λ
and the ∗-strong topology on B(H ′). This implies that the setG =
⋃
m
⋂
nGn,m
is a Borel set. Define the Borel setM = G\
(
{(λ, 0):λ ∈ Λ}∪{(λ, 1):λ ∈ Λ}
)
,
and let N ⊆ Λ be the image of the projection of M onto Λ.
If (λ, p) ∈ M , then by the definition p is a proper idempotent in B(H ′)
commuting with {Ti(λ)} for all i. Conversely, if such an idempotent exists,
then λ ∈ N . By lemma 4.6 of [2] the operators {Ti(λ)} generate πλ(A)
′ as a
strongly closed algebra for almost all λ. Thus the idempotents p appearing in
M are exactly the proper idempotents of πλ(A)
′′. Note that since all the πλ
are contractive, there is K > 0 such that if pλ is an idempotent of πλ(A)
′′ then
‖pλ‖ ≤ K.
N is an analytic set, so by the principle of measurable selection there
is a Borel set E ⊆ N with µ(N \ E) = 0, and a measurable choice func-
tion φ : E → M [41]. This yields a measurable operator valued function
p : E → B(H ′) given by composing φ with projection onto the B(H ′) com-
ponent. We may extend the function p to all of Λ by setting p(λ) = 0 for
λ 6∈ E. Then
∫ ⊕
p(λ) dλ is an idempotent commuting with {Ti} for all i.
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Hence
∫ ⊕
p(λ) dλ ∈ A′′, and p(λ) ∈ {0, 1} almost everywhere. Since M does
not contain the operators 0 or 1 over any point in Λ we conclude that µ(E) = 0,
and so µ(N) = 0. This means that the set of λ for which {Ti(λ)}
′ contains a
proper idempotent is null. Thus the set of πλ(A)
′′ which contain proper idem-
potents is null. Since πλ(A) is an abelian total reduction algebra this implies
that πλ(A)
′ is transitive for almost all λ. ✷
This result allows us to reduce the problem of understanding abelian total
reduction algebras to a special case of the transitive algebra problem. Sup-
pose that we were able to show that the transitive algebras πλ(A)
′ are equal
to B(H ′). Then πλ(A) ⊆ πλ(A)
′′ = C1H′, so we would get an embedding of A
into the abelian C*-algebra
∫ ⊕
C dλ. Then proposition 4.2.1 would show that
A is self-adjoint.
There are partial solutions to the transitive algebra problem which allow
us to address conjecture 2.2.10 in certain special cases. In particular, we have
the following result of Lomonosov, which solves the transitive algebra problem
for algebras containing compact operators.
Lemma 4.2.5 (Lomonosov’s Lemma) Let A ⊆ B(H) be a (not necessar-
ily closed) algebra with LatA = {0, H}. If A contains any non-zero compact
operator then A contains a compact operator with non-zero spectral radius.
Consequently, any weakly closed transitive operator algebra containing a non-
zero compact operator is all of B(H).
Proof: See e.g., [35, Lemma 8.22] for a proof. ✷
This ‘lemma’ permits a complete analysis of abelian total reduction algebras
which commute with sufficiently many compact operators. The next result
shows that in this case the rather technical direct integral methods of propo-
sition 4.2.4 can be avoided completely.
4.2.6 Lemma Suppose that B ⊆ K(H) is an algebra of compact operators
acting nondegenerately on H . If R is an abelian von Neumann algebra com-
muting with B, then R is generated as a von Neumann algebra by its minimal
projections.
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Proof: Since R is self-adjoint, it commutes not only with B but also with
{b∗ : b ∈ B} and hence with the C*-algebra C∗(B) generated by B. This is
a C*-algebra of compact operators acting nondegenerately on H , so by the
structure theory discussed on page 23 there is a family Hγ of Hilbert spaces
and multiplicity function γ 7→ nγ, such that C
∗(B) is unitarily isomorphic to∑c0
γ K(Hγ) ⊗ 1nγ . The commutant M of C
∗(B) may be read off from this
as
∑ℓ∞
γ 1Hγ ⊗ Mnγ
∼=
∑ℓ∞
γ Mnγ . We write Mγ for the γ
th summand. The
projections from M onto Mγ are central projections of M . Let D be a max-
imal abelian self-adjoint subalgebra of M containing R. The maximality of
D implies that D contains the centre of M , and so D =
∑ℓ∞
γ (D ∩ Mγ),
where D ∩Mγ is a maximal abelian self-adjoint subalgebra of Mγ . The max-
imal abelian self-adjoint subalgebras of Mγ are isomorphic to ℓ
∞(nγ), and so
D ∼=
∑ℓ∞ ℓ∞(nγ) ∼= ℓ∞(Ω) for some index set Ω. This allows us to think of R
as a self-adjoint subalgebra of ℓ∞(Ω). Let Λ be the set of equivalence classes
of Ω under the relation
ω1 ≡ ω2 ⇐⇒ x(ω1) = x(ω2) for all x ∈ R.
By this construction we may think of R as a separating self-adjoint subalgebra
of ℓ∞(Λ). Consider the set
Pλ = {p ∈ R : p is idempotent and p(λ) = 1}.
Since the projections in R form a complete Boolean algebra, Pλ will possess an
infimum, pλ say, which must be given by a characteristic function of a subset of
Λ containing λ. Because R is generated as a norm closed algebra by its projec-
tions and separates the points of Λ, we have pλ = 1{λ}, and so R = ℓ
∞(Λ). The
lattice of projections of R is thus P(Λ), which is atomic with atoms {1{λ}}.
These are exactly the minimal projections of R. ✷
This means that if A′ contains a nondegenerate subalgebra of compact oper-
ators, then the direct integral of proposition 4.2.4 is in fact a discrete direct
sum. Note that there are no separability requirements for A or H in this case.
4.2.7 Theorem Let A ⊆ B(H) be an abelian complete reduction algebra,
and suppose that A′ ∩ K(H) acts nondegenerately on H . Then there exists
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a similarity such that A is contained in an abelian C*-algebra. Hence the σ-
weak closure A
σw
is similar to a C*-algebra. If A also has the total reduction
property, then A is itself similar to a C*-algebra.
Proof: Using lemma 3.2.3 we may assume that the central projections of
A′′ are self-adjoint. Letting R denote the von Neumann algebra generated by
these projections, lemma 4.2.6 implies that R is generated by its minimal pro-
jections. This gives rise to an orthogonal decomposition H =
∑⊕Hλ, where
the Hλ are the ranges of the minimal projections in R. Since these projec-
tions are central, it follows that (A|Hλ)
′′ = A′′|Hλ, and by minimality there
are no proper idempotents in (A|Hλ)
′′. Since A|Hλ has the complete reduction
property, proposition 3.4.5 implies that (A|Hλ)
′ is a transitive algebra. Since
A′ ∩ K(H) ·H = H , we have (A|Hλ)
′ ∩ K(Hλ) ·Hλ = Hλ, and so (A|Hλ)
′ con-
tains non-zero compact operators. By Lomonosov’s lemma this implies that
A|Hλ = C1Hλ , and so A is contained in the abelian C*-algebra R. The remain-
ing assertions follow from proposition 4.2.3 and proposition 4.2.1. ✷
Theorem 4.2.7 is related to a result of Rosenoer [38], which shows that if
A is a reduction algebra with A′ ∩ K(H) acting nondegenerately on H , then
under various additional hypotheses (which amount to requiring that the alge-
bra be multiplicity free) LatA ‘admits spectral synthesis’, meaning that every
V ∈ LatA is the span of its one-dimensional submodules. The techniques used
in [38] derive from the theory of almost-periodic functions on groups rather
than the purely operator algebraic approach we employ. Theorem 4.2.7 also
contains the result of Willis discussed on page 30.
A spectral approach to abelian total reduction algebras.
Another approach to proving conjecture 2.2.10 for abelian total reduction
algebras is to capitalise on the observation of the beginning of this section,
that an abelian Banach algebra A is isomorphic to an abelian C*-algebra if
and only if the Gelfand transform is an isomorphism of A onto C0(ΦA).
It follows from proposition 4.2.1 that if A is an abelian total reduction al-
gebra and Γ is the Gelfand transform, then Γ(A) is uniformly dense in C0(ΦA).
If A has ‘enough’ ideals, it is possible to use the estimate of proposition 3.2.9
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to show that in fact the Gelfand transform maps onto C0(ΦA). We can en-
sure the existence of a sufficiently rich collection of ideals by assuming that
A is regular (i.e., the weak∗ topology on ΦA coincides with the hull-kernel
topology).
We will need a few preparatory results.
4.2.8 Lemma Suppose T : X → Y is a map between Banach spaces X and
Y , such that T ∗∗(X∗∗) is norm closed in Y ∗∗. Then T (X) is norm closed in Y .
Proof: Let f ∈ B(X, Y ) be a bounded linear map. Theorem 8.7.3 of [12]
states that if f ∗(Y ∗) is norm closed in X∗ and f(X) is norm dense in Y then
f(X) = Y . If f ∗(Y ∗) is norm closed but f(X) is not norm dense, we may con-
sider the corestricted map fˆ :X → f(X). The dual map fˆ ∗ : Y ∗/f(X)
∗
→ X∗
has the same range as f ∗, and so the closedness of f ∗(Y ∗) implies f(X) = f(X).
Applying this observation firstly to T ∗ and then T gives the result. ✷
The next result continues the theme established by propositions 3.2.9 and
3.2.15. Note that we do not require A to be abelian here.
4.2.9 Proposition Let A be a total reduction algebra and {Ki} a finite fam-
ily of two-sided ideals with
⋂
iKi = {0}. Let M be the ideal constant of A.
Then for all a ∈ A we have ‖a‖ ≤ (1 + 2M)2M supi{‖a+Ki‖}.
Proof: Consider the natural homomorphism θ : A →
∑ℓ∞ A/Ki. The con-
dition
⋂
Ki = {0} implies that θ is one-one. It is required to show that θ is
an isomorphism onto a closed subalgebra with ‖θ−1‖ ≤ (1 + 2M)2M .
Applying the bidual functor yields the homomorphism
θ∗∗ :A∗∗ →
∑
ℓ∞A∗∗/Ki
∗∗.
The ideals Ki
∗∗ ⊆ A∗∗ correspond to central projections ki, and under the
isomorphisms A∗∗/Ki
∗∗ ∼= (1− ki)A
∗∗ the map θ∗∗ becomes
θ′ :A∗∗ →
∑
ℓ∞(1− ki)A
∗∗,
given by
θ′(a) =
∑
⊕(1− ki)a.
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We have the bounds ‖θ∗∗(a)‖ ≤ ‖θ′(a)‖ ≤ M‖θ∗∗(a)‖, since the isomorphism
from A∗∗/K∗∗i to (1 − ki)A
∗∗ has norm at most M and contractive inverse.
Embedding A∗∗ in B(H) via the GNS representation, there is a similarity S
on H with ‖S‖‖S−1‖ ≤ 1 + 2M such that the central idempotents of (A∗∗)S
are self-adjoint. It is clear that the range of θ′ is norm closed, and has kernel
(
∏
ki)A
∗∗. Hence θ∗∗ has norm closed range, and by lemma 4.2.8 it follows
that θ has norm closed range. This means that θ is an isomorphism onto a
closed subalgebra of
∑ℓ∞ A/Ki.
It remains to find a bound for ‖θ−1‖. Since θ is an isomorphism so is θ∗∗ and
also θ′. This means that
∏
ki = 0 and
∨
(1−ki) = 1. Let {ji} be a finite set of
central projections with ji ≤ 1−ki, jiji′ = 0 for i 6= i
′ and
∑
ji = 1. If a ∈ A
∗∗
we have a =
∑
jia, and since ji ≤ 1 − ki we have ‖(jia)
S‖ ≤ ‖[(1 − ki)a]
S‖.
This gives the estimate
‖a‖ ≤ (1 + 2M)‖aS‖
= (1 + 2M)
∥∥∥∑ (jia)S∥∥∥
= (1 + 2M) sup
{
‖(j1a)
S‖
}
≤ (1 + 2M)2 sup {‖(1− ki)a‖}
= (1 + 2M)2‖θ′(a)‖
≤ (1 + 2M)2M‖θ∗∗(a)‖.
Since θ∗∗−1 extends θ−1 this gives the desired bound. ✷
The following proof is inspired by the result of [15], where a similar con-
clusion is established in a rather different context.
4.2.10 Theorem Let A be a unital, semisimple and regular abelian total
reduction algebra. Then A ∼= C(ΦA).
Proof: By the open mapping theorem it is sufficient to show that the range
of the Gelfand transform is all of C(ΦA). Let f ∈ C(ΦA) be a continuous
function. We construct a Cauchy sequence {an} of elements from A such that
aˆn → f . The completeness of A and the continuity of the Gelfand map then
gives the desired result.
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It is sufficient to deal with the case where the range of f is contained in
[0, 1]. For each n ∈ N and −1 ≤ i ≤ 2n let Un,i = (2
−ni, 2−n(i + 2)). The set
{Un,i}−1≤i≤2n is a finite open cover for [0, 1] by intervals of length 2
1−n. Since
A is regular, the sets f−1(Un,i) are open in the hull-kernel topology. We de-
fine the ideals Jni = ker(ΦA \ f
−1(Un,i)). If
∑
i J
n
i 6= A then there is ω ∈ ΦA
with kerω ⊇
∑
i J
n
i . Then ω ∈
⋂
hul ker(ΦA \ f
−1(Un,i)) = ∅; this contradic-
tion implies that
∑
i J
n
i = A, which means that we can use proposition 3.2.9
to find xni ∈ J
n
i with ‖x
n
i ‖ ≤ 2M and 1 =
∑
i x
n
i . We set an =
∑
i 2
−nixni . It
is straightforward to verify that aˆn → f in the uniform norm on C(ΦA).
It remains to show that {an} is a Cauchy sequence in A. For every integer
m ≥ 1 we define ideals Kmi by
Kmi = J
m
−1 + J
m
0 + · · ·+ J
m
i−2 + J
m
i+2 + · · ·+ J
m
2m .
From this definition we have Kmi ⊆ ker f
−1(Um,i). Thus⋂
i
Kmi ⊆ ker
⋃
i
f−1(Ui,m) = {0}.
Concentrating on fixed m and i we have the following equation in the quotient
A/Kmi :
am +K
m
i = 2
−m(i− 1)xmi−1 + 2
−mixmi + 2
−m(i+ 1)xmi+1 +K
m
i .
For an integer n < m it is possible to get a similar equation for an in the quo-
tient A/Kmi . Note that at most three of the open intervals {Un,j :−1 ≤ j ≤ 2
n}
overlap with Um,i−1 ∪ Um,i ∪ Um,i+1. For any integer j with
Un,j ∩ (Um,i−1 ∪ Um,i ∪ Um,i+1) = ∅
we have Jnj ⊆ K
m
i , since if a ∈ J
n
j then
a = a · 1 =
∑
k
axmk =
∑
k 6∈{i−1,i,i+1}
axmk ∈ K
m
i .
This means that Jnj ⊆ K
m
i except for at most three consecutive values of j.
Let j be an integer such that Jnk 6⊆ K
m
i implies k ∈ {j − 1, j, j + 1}. Then
an +K
m
i = 2
−n(j − 1)xnj−1 + 2
−njxnj + 2
−n(j + 1)xnj+1 +K
m
i ,
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and |2−nj − 2−mi| ≤ 2−n+1. We also have xmi−1 + x
m
i + x
m
i+1 +K
m
i = 1 +K
m
i
and xnj−1 + x
n
j + x
n
j+1 +K
m
i = 1 +K
m
i . Thus
an − am +K
m
i = an −mm + 2
−mi · 1− 2−mi · 1 +Kmi
= (2−n(j − 1)xnj−1 − 2
−mixnj−1)
− (2−m(i− 1)xmi−1 − 2
−mixmi−1)
+ (2−njxnj − 2
−mixnj )
− (2−mixmi − 2
−mixmi )
+ (2−n(j + 1)xnj+1 − 2
−mixnj+1)
− (2−m(i+ 1)xmi+1 − 2
−mixmi+1x) +K
m
i .
This gives the bound ‖an−am+K
m
i ‖ ≤ 12 ·M · 2
−n+2. Proposition 4.2.9 then
implies that ‖an − am‖ ≤ 48(1 + 2M)
2M2 · 2−n, so {an} is a Cauchy sequence
in A. ✷
It is unclear whether the hypothesis of regularity is needed here. It is only
used to ensure that
∑
i J
n
i = A. It is interesting to note that for regular uni-
form algebras this result gives an alternative proof of Scheinberg’s result, using
totally different methods.
It is surprising that this method does not refer to the either the reduc-
tive or transitive algebra problem at all. The catch is that the method also
ignores the radical of A. Recall from proposition 3.3.3 that the radical of a to-
tal reduction algebra is also a total reduction algebra, and so it is ultimately
important to be able to deal with the possibility of a radical total reduction
algebra.
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4.3 Algebras of compact operators
We have seen that in certain cases the obstacle to proving conjecture 2.2.10 is
the unknown status of the transitive algebra problem. However, Lomonosov’s
lemma effectively solves this problem for algebras containing non-zero compact
operators. It is possible to use the lever provided by Lomonosov’s lemma to
completely analyse total reduction algebras consisting of compact operators.
In fact, we will prove that if A ⊆ K(H) is a complete reduction algebra, then
A is similar to a C*-algebra.
Remark: After the work for this section had been completed, the paper
[40] by Rosenoer came to my attention. In that paper the author essentially
studies reduction algebras which contain a nondegenerate subalgebra of com-
pact operators. Although Rosenoer studies the reduction property in the con-
text of algebras of operators on a general Banach space, his techniques are
very similar to ours. His use of the reduction property rather than the com-
plete reduction property means that he admits algebras like that of section 2.6.
Consequently he does not find a result analogous to lemma 4.3.11, and does
not find a characterisation of the subalgebras of K(H) which are similar to
C*-algebras.
The description of C*-algebras of compact operators given on page 23 will
guide our approach. Recall that if B ⊆ K(H) is a nondegenerate C*-algebra,
then there is a family {Vλ} of irreducible submodules of H and positive inte-
gers {nλ} so that H is isometrically isomorphic with
∑⊕2 Vλ ⊗2 Cnλ and B is
unitarily equivalent to
∑c0 K(Vλ)⊗ 1nλ .
From this description it follows that if A ⊆ K(H) is similar to a C*-algebra
and A′′ contains no proper central projections, then A ∼= K(V )⊗ 1n for some
irreducible submodule V ∈ LatA and some positive integer n. It is convenient
to take this as a starting point, by showing that if A ⊆ K(H) is a complete
reduction algebra and A′′ contains no proper central projections, then LatA
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contains an irreducible submodule V and A ∼= K(V )⊗ 1n for some n ≥ 1.
The tools used to establish the existence of an irreducible submodule are
Lomonosov’s lemma and an argument concerning quasinilpotent compact oper-
ators due to Shul’man. To get to Shul’man’s result it is necessary to introduce
the notion of a continuous nest of invariant subspaces.
If N ⊆ LatA is a totally ordered subset of LatA and V ∈ N , we write V−
for the subspace
V− = span{W ∈ N :W ⊆ V }.
When V− = V for all V ∈ N we say that N is a continuous nest in LatA.
4.3.1 Lemma Let A ⊆ K(H) have the complete reduction property, and sup-
pose that LatA contains no non-zero irreducible submodules. Then there is a
continuous nest N ⊆ LatA. Consequently, every element of A is quasinilpo-
tent.
Proof: A simple application of Zorn’s lemma shows that maximal totally or-
dered subsets of LatA always exist. Let N ⊆ LatA be such a subset and
take V ∈ N . Since A has the complete reduction property, V has the reduc-
tion property and there is W ∈ LatA with V = V− ⊕W . The maximality
of N implies that W is irreducible. Since LatA has no non-zero irreducible
submodules, W = {0} and V− = V .
A well-known theorem of Ringrose [6, Theorem 3.4] shows that since every
operator in A is compact, the existence of a continuous nest in LatA implies
the quasinilpotence of every element of A. ✷
4.3.2 Lemma Let A ⊆ K(H) be an operator algebra and suppose that LatA
contains a continuous nest N . Then for any finite set {ai}i≤n ⊆ A and any
ǫ > 0, there is a finite chain 0 = V0 ⊂ V1 ⊂ . . . ⊂ Vm = H of invariant sub-
spaces from N with ‖pVj+1⊖Vjai|Vj+1⊖Vj‖ < ǫ for all i ≤ n and all j < m, where
pVj+1⊖Vj denotes the orthogonal projection of H onto Vj+1 ⊖ Vj.
Proof: Let N ⊆ LatA be a continuous nest. Then Theorem 3.5 of [6] shows
that if n = 1 the result is true. For n > 1 the union of the chains obtained for
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each ai satisfies the requirements of the lemma. ✷
Shul’man’s theorem now provides the critical information for dealing with
continuous nests. We reproduce the proof here since the argument is both
elementary and surprising.
Theorem 4.3.3 (Theorem [Shul’man]) Let A ⊆ K(H) be an operator al-
gebra, and suppose that LatA contains a continuous nest. Let {ai}i≤n ⊆ A
and {bi}i≤n ⊆ A
′ be two finite sets. Then the operator
∑
aibi is quasinilpotent.
Proof: We need to show that limk→∞ ‖(
∑
aibi)
k‖
1
k → 0. We may assume
that the operators ai and bi are all contractions without loss of generality.
Write E = {ai}i≤n and F = {bi}i≤n. The k
th power of
∑
aibi expands to a
sum of the form
∑
l≤nk cldl, where each cl is a product of k operators from E
and dl is a corresponding product of k operators from F . Since ‖dl‖
1
k ≤ 1 for
all k and l, it will be sufficient to show that for all ǫ > 0 we have
lim
k→∞
[
sup
{
‖a‖
1
k : a is a product of k elements from {ai}
}]
< ǫ.
For, if this limit is established, then∥∥∥∥(∑ aibi)k∥∥∥∥ 1k = ∥∥∥∑
l≤nk
cldl
∥∥∥ 1k ≤ (∑
l≤nk
‖cl‖
) 1
k
≤ nǫ
for large k.
To obtain the estimate on norms of kth degree products from ai, take ǫ > 0
and let 0 = V0 ⊂ V1 ⊂ · · · ⊂ Vm = H be a chain as in lemma 4.3.2. If ai ∈ E
and ξ ∈ Vj has ‖ξ‖ ≤ 1, then aiξ = ξ0 ⊕ ξ1, where ξ0 ∈ Vj ⊖ Vj−1, ξ1 ∈ Vj−1,
‖ξ0‖ ≤ ǫ and ‖ξ1‖ ≤ 1+ ǫ. Inductively applying this observation shows that if
ξ ∈ H has ‖ξ‖ ≤ 1 and a is a product of k elements from E, then we have the
decomposition
aξ = ξ0,0,···,0 + ξ0,0,···,1 + · · ·+ ξ1,1,···,1
where there are k subscripts and 2k terms in the sum. Each subscript takes
either the value 0 or 1, indicating whether or not to ‘go down’ one subspace.
Since V0 = 0 and Vm = H , the terms with m or more 1’s vanish. Also, the
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above remarks show that a term with i 1’s and k − i 0’s has norm less than
(1 + ǫ)iǫk−i. Thus we obtain the estimate
‖aξ‖ ≤
∑
i<m
( k
i
)
(1 + ǫ)iǫ(k−i).
Assuming ǫ < 1 we can obtain a crude estimate for this which is sufficient for
our purposes. Note that
‖aξ‖ ≤
∑
i<m
( k
i
)
(1 + ǫ)iǫ(k−i)
≤
(∑
i<m
( k
i
))
(1 + ǫ)mǫ(k−m)
and if k > 2m then
∑
i<m
( k
i
)
≤ m
( k
m
)
=
k!
(m− 1)!(k −m)!
.
We are interested in the value of ‖aξ‖
1
k . The above shows that
‖aξ‖
1
k ≤
(
k!
(k −m)!(m− 1)!
) 1
k
(1 + ǫ)
m
k ǫ1−
m
k ≤ k
m
k (1 + ǫ)
m
k ǫ1−
m
k → ǫ.
Since this estimate holds for any ξ ∈ H with ‖ξ‖ ≤ 1, we have
lim
k→∞
[
sup
{
‖a‖
1
k : a is a product of k elements from {ai}
}]
< ǫ.
This concludes the proof. ✷
4.3.4 Lemma Let A ⊆ K(H) be a complete reduction algebra such that A′′
has no proper central projections. Then LatA contains a non-zero irreducible
submodule.
Proof: If LatA contains no irreducible submodules then by lemma 4.3.1,
lemma 4.3.2 and theorem 4.3.3 both A and A · A′ consist of quasinilpotent
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compact operators. By Lomonosov’s lemma 4.2.5 A · A′ has a non-trivial in-
variant subspace, and so by proposition 3.4.5 A′′ contains a proper central
projection. ✷
Having established the existence of an irreducible submodule V ∈ LatA,
the next step is to show that A ∼= K(V )⊗1n for some integer n. The combina-
tion of Lomonosov’s lemma and section 3.4 makes this a fairly straightforward
task. To avoid circumlocution, for the remainder of this section we will write
‘irreducible submodule’ to imply ‘non-zero irreducible submodule’.
4.3.5 Lemma Let A ⊆ K(H) be a nondegenerate complete reduction alge-
bra, and suppose that V,W ∈ LatA. If V is irreducible and T : V → W is a
non-zero module map, then the range of T is closed and T is an isomorphism
onto its range.
Proof: The (perhaps non-closed) restriction algebra A|V is an algebra of
compact operators, such that V has no proper closed submodules. Lomonosov’s
lemma implies that A|V is weakly dense in B(V ), and so (A|V )
′ = C1V . Sup-
pose T : V → W is a non-zero module map. Replacing W with TV we may
assume that T is dense-ranged. By proposition 3.4.1 there is a non-zero mod-
ule map S :W → V . Then ST : V → V is a module map, non-zero by the
density of TV . This means that 0 6= ST ∈ (A|V )
′ = C1V , and so T is bounded
below. Thus, TV is closed and T is an isomorphism of V onto its range.
✷
4.3.6 Lemma Suppose A ⊆ K(H) is a nondegenerate complete reduction al-
gebra. Let V ∈ LatA be irreducible and W ∈ LatA be arbitrary. There is
a non-zero module map T :W → V if and only if W contains a submodule
isomorphic to V .
Proof: Suppose that T : W → V is a non-zero module map. Proposition
3.4.1 implies that there is a non-zero module map S : V → W , which is an
isomorphism onto its range by lemma 4.3.5.
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Conversely, if V ′ ⊆ W is isomorphic to V , there is a module projection
from W onto V ′. Composing this projection with the isomorphism from V ′ to
V yields the required non-zero module map. ✷
4.3.7 Lemma LetA ⊆ K(H) be a nondegenerate complete reduction algebra.
If V,W ∈ LatA and V is irreducible, then V +W is closed.
Proof: If V ∩W 6= {0} then V ∩W = V by irreducibility, and V +W = W ,
which is closed.
If V ∩ W = {0}, we may find U ∈ LatA such that U ⊕ W = H . Let
p : H → U be the projection onto U along W . Then T = p|V : V → U is
a non-zero module map, and so, by lemma 4.3.5, T is an isomorphism of V
onto its range contained in U . If V +W is not closed there are ξ ∈ V, η ∈ W
with ‖ξ‖ > 1 and ‖ξ + η‖ < ‖T−1‖
−1
‖p‖−1. But then ‖T (ξ)‖ = ‖p(ξ)‖ =
‖p(ξ + η)‖ < ‖T−1‖
−1
, whence 1 < ‖ξ‖ ≤ ‖T−1‖‖T (ξ)‖ < 1. This contradic-
tion implies that V +W is closed. ✷
4.3.8 Lemma Let A ⊆ K(H) be nondegenerate complete reduction alge-
bra and suppose that V ∈ LatA is irreducible. Then A contains a non-zero
projection which restricts to a non-zero projection on V .
Proof: Suppose that V ⊆ H is irreducible, and let B denote the (possi-
bly non-closed) algebra obtained by restricting the operators of A to V . By
Lomonosov’s lemma, B contains an operator with a non-zero eigenvalue, and
hence so does A. Since this operator is compact, we may use the holomorphic
functional calculus to obtain the desired idempotent [3]. ✷
4.3.9 Lemma Let A ⊆ K(H) be a operator algebra with the complete re-
duction property and suppose V ∈ LatA is an irreducible submodule. Let
W ⊆ H be the closed span of a family of submodules of H each isomorphic to
V . Then W is the direct sum of finitely many submodules isomorphic to V .
Proof: Let V1 ⊆ W be isomorphic to V . We inductively define sequences
{Vi} and {Wi} of submodules as follows:
110 Chapter 4. Are reduction algebras similar to C*-algebras?
If Wn = span{Vi}i≤n 6= W , then by the assumption on W there is a sub-
module Vn+1 ⊆ W , isomorphic to V and not contained in Wn. Since Vn+1
is irreducible, we have Vn+1 ∩Wn = {0}. By lemma 4.3.7 the algebraic sum
Wn + Vn+1 is closed, and so Wn + Vn+1 = Wn ⊕ Vn+1.
Using this to define inductively the sequences {Vi} and {Wi}, there are two
possibilities: either Wn  W for all n or Wn = W for some n. However, the
first case cannot occur, for by lemma 4.3.8 there is an element p ∈ A which
restricts to a non-zero idempotent on V . Since each Vi is module isomorphic
to V , p restricts to a non-zero idempotent on Vi. As p is compact and hence of
finite-rank, there can only be finitely many such Vi and so Wn = W for some
n. By construction W = Wn =
∑⊕
i≤n Vi. ✷
4.3.10 Proposition Let A ⊆ K(H) be a complete reduction algebra, and
suppose A′′ contains no proper central idempotents. Then there exists an ir-
reducible submodule V ∈ LatA, and A is similar to K(V ) ⊗ 1n for some
n ∈ N.
Proof: We have already seen that there is an irreducible submodule V ∈
LatA. Let W be the closed span of all isomorphic copies of V in LatA. From
lemma 4.3.9, W is a finite direct sum of n isomorphic copies of V . If W 6= H
there is a non-zero U ∈ LatA with H = W ⊕ U . By definition U does not
contain any isomorphic copies of V . In this case the commutant A′ can be
expressed in matrix form as [
(A|W )
′ 0
0 (A|U)
′
]
where the off-diagonal zeros are obtained from lemmas 4.3.5 and 4.3.6. Thus
the operator [
1 0
0 0
]
is a central projection of A′′. This contradiction implies that W = H .
This allows us to write H =
∑⊕
i≤n Vi, where Vi
∼= V via module isomor-
phisms Ti : Vi → V . We renorm H by ‖
∑⊕ ξi‖2new = ∑ ‖Ti(ξi)‖2. This
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renorming effects a similarity on H under which A is similar to K(V ) ⊗ 1n.
✷
This establishes the desired result for those algebras A ⊆ K(H) with no
proper central projections in A′′. However, at this stage we do not have a
bound on the size of the similarity needed to implement the isomorphism be-
tween A and K(V )⊗1n in terms of the projection constant for A. Clearly some
such bound is necessary: if {Ai} is a sequence of complete reduction algebras
with uniformly bounded projection constants but which require increasingly
large similarities for the above isomorphisms, then the direct sum
∑c0 Ai will
be a complete reduction algebra of compact operators which is not similar to
a C*-algebra. Happily, a modification of the proof of lemma 2.4.3 provides
precisely the bound we need. As for lemma 2.4.3, the proof is based on an
analogous step in the proof of the complemented subspaces theorem appearing
in [8].
4.3.11 Lemma Suppose that A ⊆ K(H) is a complete reduction algebra such
that A′′ contains no proper central projections, and suppose H(∞) has projec-
tion constant M . Then there is a similarity S on H with ‖S‖‖S−1‖ ≤ 128M2
such that AS is self-adjoint.
Proof: We know from proposition 4.3.10 that there is an irreducible sub-
module V ∈ LatA and m ≥ 1 such that H is isomorphic as an A-module
to V ⊗ Cm. Further, for any n ∈ N the submodules of V ⊗ Cn are of the
form V ⊗W where W ⊆ Cn is an arbitrary subspace. Consequently, any sub-
module of V (2m) which is module isomorphic to V (m) is actually isometrically
isomorphic to V (m) as a module.
We define
α = inf
{
‖S‖‖S−1‖ : S is a module isomorphism between H and V (m)
}
.
Wemay find a contractive module isomorphism S:H → V (m) with ‖S−1‖ ≤ 2α.
For µ ∈ R+ we consider the graph subspace GrµS ⊆ H ⊕ V (m). Observe that
H ⊕ V (m) is embedded isometrically in H(m+1), and so H ⊕ V (m) has the re-
duction property with projection constant at most M . Let p be a module
projection from H ⊕ V (m) onto GrµS with ‖p‖ ≤M .
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Writing p in components shows that
p =
[
1 +RµS −R
µS(1 +RµS) −µSR
]
for some module map R : V (m) → H . The fact that ‖p‖ ≤ M implies that
‖µS(1 +RµS)‖ ≤ M and ‖R‖ ≤M .
We consider now the module map T :H → V (m) ⊕ V (m) given by
Tξ =
1
2
Sξ ⊕
1
2M
(µS(1 +RµS)ξ).
This is a contractive module isomorphism onto some closed submodule of
V (m) ⊕ V (m). By the above comments this image submodule is isometrically
isomorphic to V (m). From the definition of α, this means that there is ξ0 ∈ H
with ‖ξ0‖ = 1 and ‖Tξ0‖ ≤ 2α
−1.
The remainder of the proof follows that of lemma 2.4.3. ✷
We now have sufficient information to deal with general subalgebras of
K(H).
4.3.12 Proposition Suppose A ⊆ K(H) is a nondegenerate complete re-
duction algebra. Denote the set of minimal central projections of A′′ by P .
For each p ∈ P the algebra Ap = pA is a closed two-sided ideal of A, and
A ∼=
∑c0
p∈P Ap. Moreover, considering Ap as a subset of B(pH), the bicommu-
tant Ap
′′ ⊆ B(pH) contains no proper central projections.
Proof: Using lemma 3.2.3 we may assume that the central projections of A′′
are self-adjoint. Let R be the abelian von Neumann algebra generated by these
central projections. Lemma 4.2.6 shows that R is generated by its minimal
projections. We denote the minimal central projections of A′′ by P and the
range of p ∈ P by Hp. The nondegeneracy assumption implies H =
∑⊕Hp
and
∑
p∈P p = 1 (strong convergence).
Let us write Ap for the (possibly non-closed) algebra pA ⊆ B(Hp). Sup-
pose that q ∈ Ap
′′ ⊆ B(Hp) is a central projection of Ap
′′ for some p ∈ P .
Then q ·p is central for A′′, and 0 ≤ q ·p ≤ p. Since p is a minimal central pro-
jection of A′′, either q = 0 or q = p. In either case, q is not a proper central
projection of Ap
′′.
4.3. Algebras of compact operators 113
We claim that Ap is a closed ideal of A. To see that pA ⊆ A, recall
the duality K(H)∗∗ = TC(H)∗ = B(H), where TC(H) is the space of trace
class operators on H and the corresponding weak∗ topology on B(H) is the
σ-weak topology. Suppose then that pa 6∈ A for some a ∈ A. Since pa is com-
pact, by the Hahn-Banach theorem there is f ∈ TC(H) with 〈f,A〉 = 0 and
〈f, pa〉 = 1. However, since pa ∈ A′′ = A
σw
, there is a net {bµ} in A which is
σ-weakly convergent to pa. Then we have 0 = 〈f, bµ〉 → 〈f, pa〉 = 1. This con-
tradiction implies that pA ⊆ A, and that pA is norm closed (being the range
of the projection p|A). Since p is central, pA is a two-sided ideal of A.
Let us write
∑c00
p∈P Ap for the algebraic direct sum (i.e. considering ele-
ments with only finitely many non-zero terms). The norm closure of
∑c00 Ap
is
∑c0 Ap. Since the projections in P are self-adjoint and mutually orthogo-
nal, we have a natural isometric embedding
∑c00 Ap ⊆ A, and as A is norm
closed this implies that
∑c0Ap ⊆ A. On the other hand, as ∑p∈P p = 1 the
equality a =
∑
pa holds for all a ∈ A. The compactness of a then implies that
p 7→ ‖pa‖ ∈ c0(P ) and so A =
∑c0Ap. ✷
4.3.13 Theorem Let A ⊆ K(H) be an operator algebra. Then A has the
complete reduction property if and only if A is similar to a C*-algebra.
Proof: Suppose that A has the complete reduction property. If A does not
act nondegenerately, there is a unique module V ∈ LatA with AH ⊕ V = H
and AV = {0}. Applying a similarity we may arrange for AH ⊥ V . Then A
will be self-adjoint if and only if A|AH is self-adjoint, and so we may reduce to
the case where A acts nondegenerately.
By proposition 4.3.12, we may assume that there is an orthogonal fam-
ily Hλ of submodules of H such that H =
∑⊕Hλ and A = ∑c0 Aλ, where
Aλ ⊆ K(Hλ) are complete reduction algebras and the bicommutants Aλ
′′ have
no proper central projections. By proposition 4.3.10, for each λ there is a
submodule Vλ ⊆ Hλ and integer nλ such that Aλ|Vλ = K(Vλ) and Aλ
∼=
K(Vλ) ⊗ 1nλ . Moreover, by lemma 4.3.11 the similarities Sλ ∈ B(Hλ) needed
to make Aλ self-adjoint can be chosen uniformly bounded. The direct sum
similarity S =
∑⊕ Sλ will orthogonalise A.
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Since all self-adjoint operator algebras have the complete reduction prop-
erty the converse is immediate. ✷
This result appears to be slightly better than might be expected from the
statements of conjectures 2.2.8 and 2.2.10, in that only the complete reduc-
tion property is used to conclude that a non-σ-weakly closed operator algebra
is similar to a C*-algebra. This apparent anomaly is explained in terms of the
biduality between K(H) and B(H). For suppose that A ⊆ K(H) is a complete
reduction algebra. Then by theorem 3.1.4 A′′ is a σ-weakly closed complete
reduction algebra, and so according to conjecture 2.2.8 we expect that A′′ is
similar to a C*-algebra. Consequently we expect that the ideal A′′ ∩ K(H) is
also similar to a C*-algebra. However, since A′′ = A
σw
, it follows from the bid-
uality K(H)∗∗ = B(H) that A′′ ∩ K(H) = A. Thus theorem 4.3.13 is exactly
what we expect from conjecture 2.2.8.
Theorem 4.3.13 can be extended to treat complete reduction algebras which
simply contain enough compact operators.
4.3.14 Theorem If A ⊆ B(H) is a σ-weakly closed complete reduction alge-
bra such that A ∩ K(H) acts nondegenerately on H , then A is similar to a
C*-algebra. In fact, there is a family {Vλ :λ ∈ Λ} of Hilbert spaces and positive
integers {nλ : λ ∈ Λ} such that A ∼=
∑ℓ∞ B(Vλ)⊗ 1nλ .
Proof: Let us denote A ∩ K(H) by B. Then the σ-weak closure of B is a
σ-weakly closed two-sided ideal of A, and by theorem 3.2.2 there is a central
projection p ∈ A ∩ A′ such that B
σw
= pA. The nondegeneracy of B im-
plies that p = 1H , and so B
σw
= A. Thus by lemma 2.2.9 B also has the
complete reduction property. Then there is a family {Vλ : λ ∈ Λ} of Hilbert
spaces and positive integers {nλ : λ ∈ Λ} such that H =
∑⊕2 Vλ ⊗ Cnλ and
B ∼=
∑c0 K(Vλ)⊗1nλ . Taking σ-weak closures shows that A contains the alge-
bra
∑ℓ∞ B(Vλ)⊗1nλ . Suppose that T ∈ B(H) does not lie in∑ℓ∞ B(Vλ)⊗1nλ .
This implies that either there is λ ∈ Λ such that TVλ 6⊆ Vλ or there is λ ∈ Λ
and i, j ≤ nλ with T |Vλ⊗ei 6= T |Vλ⊗ej . In either case T may be multiplied on
the right by a suitable operator from B to obtain a compact operator which
does not belong to B. Thus T 6∈ A and so A ∼=
∑ℓ∞ B(Vλ)⊗ 1nλ. ✷
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4.4 Dealing with general complete reduction
algebras
If A ⊆ B(H) is a σ-weakly closed complete reduction algebra, then in order
for A to be self-adjoint it is necessary that the central projections of A′′ be
self-adjoint. We have seen that it is always possible to arrange for this by
application of a suitable similarity (lemma 3.2.3). From here, the direct inte-
gral theory for non-self-adjoint operator algebras given in [2] and discussed on
page 94 can be used to decompose A into a direct integral of operator alge-
bras, each containing no proper central projections. Thus the case where A
contains no proper central projections is a test case for conjecture 2.2.8. As
we have seen, for abelian A this translates into the transitivity of A′.
A von Neumann algebra which possesses no proper central projections is
called a factor. These are important in the theory of von Neumann algebras
for the same reason that they are important for σ-weakly closed complete re-
duction algebras: every von Neumann algebra can be canonically and uniquely
decomposed into a direct integral of factors. Extending the von Neumann alge-
bra terminology, we will refer to σ-weakly closed complete reduction algebras
which possess no proper central projections as factors.
It does not immediately follow that a factor complete reduction algebra has
trivial centre. Proposition 3.4.5 shows that if A is a factor complete reduction
algebra, then the algebra generated by A and A′ is transitive. However, the
centre of A will be trivial exactly when the algebra generated by A and A′ is
B(H).
In the absence of a solution to conjecture 2.2.8 for factors, it is appropriate
to explore alternative means of understanding their structure.
The usual approach to understanding a von Neumann algebra factor R is
by examining its (self-adjoint) projections, or, equivalently, the invariant sub-
spaces of the factor R′. The basic result for factor von Neumann algebras can
be stated in terms of LatR′ as follows: if V1, V2 ∈ LatR
′ then there are non-
zero submodules W1 ⊆ V1 and W2 ⊆ V2 with W1 ∼= W2 as R
′-modules. This
provides the basis for the comparability of projections in R, and gives rise to
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the type classification of factors [41].
It is interesting that to a certain extent a similar result holds for complete
reduction algebras. Recall from section 3.4 that the relation  on LatA is
defined by
V  W ⇐⇒ there is a non-zero module map from V to W .
It is convenient to say that V and W are disjoint if V 6 W . In proposition
3.4.1 it was shown that  is a symmetric relation, in agreement with the von
Neumann algebra case. In further accord with the von Neumann algebra situ-
ation, if A is a factor algebra then every pair V,W ∈ LatA has V  W . The
next few lemmas lead up to the proof of this in proposition 4.4.4.
4.4.1 Lemma Suppose A ⊆ B(H) is a complete reduction algebra. Let
V,W ∈ LatA be non-zero disjoint submodules. Then there are disjoint sub-
modules V ′ ⊇ V and W ′ ⊇ W , each maximal with respect to being disjoint
from the other.
Proof: Suppose that {Vα} is a chain of submodules each disjoint from W .
If T :
⋃
Vα → W is a module map, then the disjointness of Vα and W implies
T |Vα = 0 for each α. The boundedness of T then gives T = 0, so
⋃
Vα is dis-
joint from W . Zorn’s lemma now implies that there is a submodule V ′ ⊇ V
which is maximal with respect to being disjoint from W .
Repeating this argument for V ′ and W , there isW ′ ⊇W which is maximal
with respect to being disjoint from V ′. If V ′′ ⊃ V ′ is an arbitrary mod-
ule strictly larger than V ′, then V ′′  W by the maximality of V ′. Hence
V ′′  W ′, so V ′ is maximally disjoint from W ′. ✷
4.4.2 Lemma Let A ⊆ B(H) be a complete reduction algebra, and suppose
H = V ⊕W is a module direct sum decomposition of H . If A′′ has no proper
central idempotents then V  W .
Proof: If V 6 W then by proposition 3.4.1 we have W 6 V . This implies
that elements of A′ have the matrix form[
∗ 0
0 ∗
]
4.4. Dealing with general complete reduction algebras 117
with respect to the decomposition H = V ⊕W . Then[
1 0
0 0
]
∈ A′′ ∩A′.
This contradicts the lack of proper central idempotents in A′′. ✷
4.4.3 Lemma Let A ⊆ B(H) be a complete reduction algebra, and suppose
V,W ∈ LatA are two disjoint submodules. Then V +W is closed.
Proof: Since V and W are disjoint we have V ∩W = {0}. Let p be a mod-
ule projection from H onto V . Then p|W :W → V is a bounded module map,
hence zero by disjointness. This means that W ⊆ ker p, and so V + W is
closed. ✷
4.4.4 Proposition Let A ⊆ B(H) be a complete reduction algebra. If A′′
contains no proper central idempotents then V  W for any non-zero V,W ∈
LatA.
Proof: Suppose V,W ∈ LatA are non-zero submodules with V 6 W . Using
lemma 4.4.1 we find V ′ ⊇ V and W ′ ⊇ W maximal mutually disjoint covers
of V and W respectively. From lemma 4.4.3 the sum V ′ + W ′ = V ′ ⊕ W ′
is a closed submodule of H . If V ′ ⊕W ′ 6= H then let U ′ be a module com-
plement to V ′ ⊕W ′. For any non-zero submodule U ⊆ U ′, if V ′ 6 U then
V ′ 6 U⊕W ′, contradicting the maximality of W ′. Thus V ′  U and by sym-
metry W ′  U for any non-zero submodule U ⊆ U ′. Let ξ ∈ U ′ be a non-zero
vector; then there is a non-zero module map T : V ′ → Aξ, and consequently
there is 0 6= η ∈ V ′ with Tη 6= 0. Since ATη  W ′, there is a non-zero mod-
ule map S : ATη → W ′, with 0 6= S(aTη) = aS(Tη) for some a ∈ A. Hence
STη 6= 0 and ST : V ′ → W ′ is a non-zero module map. This contradiction
shows that V ′ ⊕W ′ = H . Since V ′ and W ′ are disjoint lemma 4.4.2 implies
that A′′ has a proper central projection. ✷
Proposition 4.4.4 suggests that it might be possible to make a type anal-
ysis of factor algebras. Accordingly, if A is a factor algebra, we say that A is
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type I if LatA contains an irreducible submodule (i.e. if A′ contains a mini-
mal projection). In this case, if H is the direct sum of n irreducible modules
we say that A is of type In; otherwise we say A is of type I∞.
It is interesting to consider the barriers to showing that A is similar to
a von Neumann algebra in terms of its type. We expect that type I alge-
bras should be the least difficult to analyse. This is particularly so since if a
transitive operator algebra A ⊆ B(H) is known to be similar to a self-adjoint
algebra, then A is already self-adjoint (it is equal to B(H), after all). This
means that the technical problem of selecting a particular involution on A is
avoided. We have already seen an example of this phenomenon in proposition
4.3.10.
The problem of dealing with general type I algebras reduces to solving a
certain case of the transitive algebra problem, as follows:
4.4.5 Question Let A ⊆ B(H) be a transitive algebra with the complete
reduction property. Does this imply A = B(H)?
If A is of type In, then H is the direct sum of n irreducible submodules.
In this situation a necessary and sufficient condition for A to be similar to a
self-adjoint algebra is that the answer to question 4.4.5 is ‘yes’.
Moreover, a positive answer to question 4.4.5 would also deal with the
type I∞ case, where H is the span of infinitely many copies of the irreducible
submodule. In this case, the argument of lemma 4.3.11 could be recycled to es-
tablish a uniform bound in the size of the similarities needed to orthogonalise
an arbitrary finitely generated submodule of H , and a standard ultrafilter ar-
gument used to piece the finitely generated parts together (c.f. proposition
2.4.4).
The analysis of non-type I factors appears to constitute a much greater
challenge. The lack of irreducible submodules means that a ‘non-classical’
generalisation of the complemented subspaces theorem seems to be necessary
in order to establish step (i) of the program outlined on page 89. I suspect
that if there is hope for a proof of conjecture 2.2.8, it lies in finding a suitable
generalisation of the complemented subspaces theorem, and using proposition
4.1.1 to sidestep directly addressing the reductive algebra problem.
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