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In t h i s d i s s e r t a t i o n entiiiLeAy" MoltlTariat* SurT«j«" 
an attempt has be«n aad« to fozmulate liie pxoblem ar i s ing 
i n mul t ivar ia te surveys, and to solve them hy using a var iable 
techniques of non- l inear programming o r o therwise . 
In the f i r s t chapter we deal with the bas ic ideas of 
sample surveys and programming problem several s i t ua t i ons 
a r i s ing in mul t ivar ia te s t r a t i f i e d sampling which can be 
formulated a s non-l inear programming problem have been 
ind ica ted . 
Chapter-II deals with the problem of optimum a l loca t ion 
i n mul t ivar ia te s t r a t i f i e d sampling, and the so lu t ion of - ^ i s 
problem tha t have appeared recent ly are considered a l s o . 
Chap te r - I l l i s devoted to the problem of a l loca t ion when 
auxi l iazy information i s avai lable i n Ijne fozm of j o i n t 
d i s t r i b u t i o n of s t r a t i f i c a t i o n vfuriable witii v a r i a b l e . The 
cases where overhead cos t i s constant and where i t i s a 
function of sample nanber have a lso been d i semsed . 
( I I ) 
Chapt«r-IT t&« probltttt of stratification 1« fomulattd 
as iK>ii-lloear prograstRBlng pxoblwB. A 0olutloii to tiie pxobl«i 
i t ^ s o siiggaatad in which aa approxlmatoly aqulmLont 
quadratic programoiliig prolDlwi can be ohtained and sol Ted. 
fhs last chapter we describe ttie use of auItlTarlate 
auxiliary iitfoiaatlon throu^ tiie construction of Multivariate 
Ratio and BegresBlon estimates and using also Multivariate 
In case of templing on mazur occasions. 
Fairly comprehensive references of various pi;S)llcatlons 
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CHAPIER-I 
ISTfiOl^ GTIOH 
I . l Sample Surrcsjrs ; 
For planning In micro as well as maoro econoraics, 
we require information i n maja^ factors of intere{<t« Data 
are ei ther obtained through design and control of s t a t i s -
t i c a l experisentst or col lected and recorded by observation 
or enquiry. Such suzveys can be completed enumerations or 
sample surveys. Sampling theoiy deals with problems associated 
with selection of samples from a population according to 
certain probability mechanisras. For exm^let the simplest 
procedure i s to give equal chance to every unit in the 
population to be included in the sample. We cal l t h i s simple 
random samplings denoting by SRS. fe can consider the 
p o s s i b i l i t i e s of eitiier allowing or not alloidng a unit to 
occur more than onoe in the sample. SRS with and without 
replacements as tb» ease ney be . Another sampling scheme 
attaches probabil i t ies aocordlng to some s ize measure and 
the units are included in the sample with these probabi-
l i t i e s . TPFS or FPS probd>iUty proportional to else 1 
( 2 ) 
Ill general a eaopXlzig tosign Is a probabilltj measttre 
on title set of a l l possible sanplee from a giyen population, 
for a given siise of tbe saoiple. 7he error sorising because 
of inferring about a population characterist ic on the ^anis 
^ affiTMn"; ig known as sampling error, errors otherwise 
arising at stages of processing and compilation of data 
are termed non-saiapling errors, 
!Ohe sampling error in general decreases with increase 
in the s ize of sample drawn. Non sampling errors are larger 
in larger samples or in co«q>lete enumeration, but in small 
samples, by better organization in the f i e l d and tabulation 
stages , we can reduce the non-sampling error, fhe probl«osi 
of deriving statisticsO. information on population characteris-
t i c s , based on staple data, can be f oxnalated as an optimi-
sation problem in which we wish to minimise the ooet of the 
sttrrey which i s a function of the sample s ise* s i se of the 
ssaqpIiBg unity the saapllag scheme, and the scope of the 
BOZTi^ , oBbjeet t o Mie res tr ie t ion that the l o s s in preotsloa 
( 3 ) 
arislQg out of making decisions on the bas i s of the surrey 
r e s u l t s i s within a ce r t a in prescribed l im i t , or a l t e r n a t i v e l y 
ws may lilniaiiiie the lose i n p rec i s ion , subject t o the r e s t r i c -
t i o n that the cost of the surrey i s within the given budget. 
IThus we are in t e res t ed in f inding the optimal sample size and 
the optimal sampling scheme urtiich wi l l enable us t o obtain 
est imates of the populat ion c h a r a c t e r i s t i c s with prescr ibed 
p r o p e r t i e s . 
1.2 The Programming Problem : 
A problem which seeks the optimization of a function of 
several var iab les are independent or r e la ted through ce r t a in 
cons t ra in t s i s cal led an optimization problem. Often o p t i -
mization can be solved by using techniques of d i f f e r en t i a l 
calculus o r ca lculus or v a r i a t i o n s . The c lass of optimization 
problems which cannot be solved by the c l a s s i ca l methods of 
calculus are referred as programming problem. 
The mathematical model of the general programming can 
be given as follows 
C 4 ) 
MKialM (or mmmlm) Z " f (s) (a) 
(Mill tb»t g^(x) ji» -N 2 ^ ^ . i-^f....* (b) . . . ( 1 . 1 ) 
iOiA X j^ ft (c) 
'BIB functloa In (1,1a) i s called tbe oltjoctlTe function. 
1!lie conditions in ( l . l b ) &r« called consti»d.nt8 and tiie 
raatrictione in (1,1c) are called non-negatirity restrictions. 
Furthermore in (1.1b) one and only one of the signs 
S,f « and 2 holds for each i and f and g^ are functions in 
n variables V- (x^» ...fX^^), Xhe simplest form of the 
prograiaming problem i s a problem in vdbiich f umstions f and 
g4, i*°l,...,ia £tre linear, such a probl«n i s called a 
linear pirogranming probl^. If at least one of tiie m-^ 1 
ftinotione fyg^^ti '^ Xt..*t n, i s a non-linear the probleo 
i s referred to as a non-linear prograosing problem. Depending 
on Hie nature of the inrolTed functions and the restrictions 
on s 0BMe olftier laportwit olasces of pro greasing pxobleK 
are : 
( i ) Inteier pxograaaiilg : In «hieh soae or al l T ariables 
are restricted to be iateg«ra, 
( i i ) Qaadratie pregreaaing: In ehioh the objective function 
( 5 ) 
Is quadratic and th« oonfltralnts are l inear . 
( i i i ) aeoQietrlc prograaming : la wiiich the functions 
imr^lTed are pecirnomiale^ 
( iv) Stochastic progrwmiing ; In which some of the coef f i -
c ients of the Tari82)Ies are random variables . Note 
that a l l ^ e above c lasses are not mutually exclusive. 
Programning Methods : The usual method of solving 
programming problem i s t o obtain starting solution which 
sat i f f i ed the constraints and res tr ic t ions . Such a solution 
i s ca l led a feasible solution. A feas ib le solution which 
optimizes the objective function i s known as an optimal 
soluticai. Starting from a feas ible solution one t r i e s to 
improve i t by any i terat ive procedure, A new feas ib le 
solution i s said to be iaqproved i f i t given better value of 
the objective function than the previous solution. Before 
starting any i terat ion one must check a carefully designed 
optimality cr i ter ian to a certain that the present solution 
i s optimal or not, Bo single method i e available which i s 
universally applicable to every type of prograaming problem, 
H&wever, tfpeoial algoritiims are available for almost a l l 
( 6 ) 
c laeees of progranmlng problems. Soao of thorn are indioatoA 
bolow. 
Sls^Xoz aethod i s dOTleod t»jr &.B.I}watslg to SOITO l inear 
prograauniiig problem in 1947. 
Rosen (1960,1961) gave h is gradient projection method 
for solving non-linear programming problem, 
VBrious methods for solving quadratic progra-nming 
problems have been introduced by Wolfe (1959), Be&l ; (1959) 
e t c . 
An integer programniing method for l inear programming 
has been developed by &omory (I960), Agrawal (1974) extended 
t h i s integer method for quadratic programming. 
19b.ere are so many other methods which cannot be l i s t ed 
here due to l imitation of space, 
1.3( VBC of prograoming oMtitiode in pz^bl«i of sample surveys: 
'^ re are various situations in sample surveys ifcich 
T 
can be formulated &K^ optimization problems. 
( 7 ) 
In 0OM* probUisfl «• oan nse tbc wtU known Lagrange 
mnUipllars taohniqaa. fboaa pzoblaaa cannot ba aolTad by 
Lag3»nga multipliara taehnlqtt« or other aat&od of oatoelna 
oan ba f onmlated as prosx^uutiing problaas and epeoial typa of 
algorltbm can be daralopad for than. 
In the follovrlng seotione two problene arlaing in Multi-
variate Stratified Random Sampling have been indicated that 
oan be fornmlated as programtoing problem their solntione are 
discussed in the succeeding chapters Z 
I«3.1 1!he problem of optisusm allocation : 
l^t n be the total sa^qple size oi stratified sample. 
the problem of assignment of san^le sizes D^$ 1^ 29 ...tn^^t 
h 
iftiere £ n. » n. to rarious strata i e kno^m. as allocaticHX 
probleii, IThe total cost o of the eurvey through a 
etratified sosaple i s given as : 
b 
0 « e_ + £ Oj^  n,^  . . . ( 1 . 3 . 1 ) 
* n»l 
iHaexw 0^ " over h«ad oee t . 
0|^  * cost of aeasnring one unit i n nth strattm. 
The problem of al location i s to f ind •aluee of n^ .^ We oan 
( 8 ) 
adopt any of the two criteria given below for obtaining the 
optimum value of n^ ^ : 
(i) V(y^) given below is minimize for a fixed cost. 
"^^^^ ' X ' - ' k ' ^ ^  "^  '^  ... (1.3.2) 
( i i ) Cost c given t n (1.3,1) i s minimize for a given 
variance ( 1 . 3 . 2 ) . 
In univar ia te case the above s ta ted problem can be 
solved by using Lagrange mul t ip l i e r s technique. This problem 
can be formulated as a progremming problem in case of 
mul t ivar ia te surveys. 
1.3.2 The problem of s t r a t i f i c a t i o n in mul t ivar ia te surveys: 
The s t r a t a should be constructed such t h a t one can have 
maximum gain due to s t r a t i f i c a t i o n . This gain i s usual ly 
measured in terms of p rec i s ion of the es t imates . 
Thus the problem of cu t t ing the s t r a t a in Mult ivar ia te surveys 
i s t h a t of choosing the s t r a t a boundaries so tha t the maximum 
precis ion for the des i re est imates of different population 
cha rac t e r i s t i c s . 
( 9 ) 
In p rac t i ce t h l e done with the help of an aux i l l a iy 
Tarlable idtsh i e c lose ly re la ted with the eetlsiat ion 
r a r i a b l e s . 
The s t r a t a hoimdaries obtained with the help of the 
given aux l l i a iy variaTble ma;^ produce b e t t e r r e s u l t s for eome 
c h a r a c t e r i s t i c s while worst for the o t h e r s . 
In such cases s t ra tegy would be t o put some lower 
l i m i t s upon the prec i s ion for the -nost important one. The 
above problem can eas i ly be formulated as non- l inear progra-
nsning problem. 
2.1 Opticom allocation of sample sises in stratified 
randos saoplixig : 
In the theory of sssqpling, stratified sai^llng occupies 
an io^rtant place. In stratified sampling the t o t ^ population 
tt * VLj^f** Uji i s f irst partition into several stjibpopulations 
(called strata). Population charaoterieticB can be inferred 
with saaiples froB eac^ strmtum, exploiting the gain in 
precision in the estinatest adninistratiye oonrenienoe and 
the fleisihility of Dsiqg different sampling procedures in 
the different suhpopulations. 
Let N^  be the nusjber of units in the ith stratus 
and Z H. » V, where L i s the naober of strata into 
i « l ^ 
which the K units are dlTided. Let n^ he the siM of the 
saaple drawn fron ith straftan. Aowtme that the samples az« 
dr«m independently in different strata. 
Ihe probles of optlaality choosing the a^'s i s known 
as thw **eptianl alloeation proles* *. me cibjeotiT* ftn this 
( 1 1 > 
problotB a l ^ t 1>« «ial9isatlon of th« varlance of the 
•etlaate of the population otaaracteris>tic8 under e t e ^ , 
witb restriotion <m the total lumber of samples drawn or 
CHa the total bua s^et a v a l l ^ l e . Also the objective might be 
tainiaiisaticKi of the total cost of 8iaq;>ling for a desixvd 
precision. 
First we coasidrr an unblai^d estitaate of the population 
meBxif f, liftiei^  X i s the oharacteristic under study. Let 
y. be an unbiased estimate of the stratum f. that ist 
ISien y^t given by 
*"«*" T A ^^^^ • --^ '^^ ^ 
i s an uidbiased estiaate of the population mmmk y . As the 
precision of this evtieate i s loeasured by the variance of 
ths MBpls estioate i s aeaeured by the variance of the 
saaplt •sti!Bate» we consider nsist the variance of y ^ , 
denoted W ^(y,t^* 
^^ i»> - 1 •! «i < -r - 4 
A < 'I h' 
) 
( 1 2 ) 
where X^ " - - - - -g^ . 
Prfi^lem A 
Here we consider the problem of choosing nj^,i=l, 2, , . , , L , 
such tha t the sum of these n^ equals n , a fixed t o t a l 
sample size* and the ^(j.-^) 1^ B. minimum. This problem can 
be formulated as 
Minimize 2 w| S^ X. 
1=1 
L 
subject to 2 11.= n 
i « l ^ 
HjL 2 ELjL -^  ^* ° i ^" in teger , i = 1 , 2 , . . . , L , l e t 
*i * wf s | , i » 1, 2 , . . . , I*. Then the objective function 
i L 
I wF sf X. « 2 a. X. 
i^X i= l 
li 1 1 
i « l ^ '^i ^ i 
L a . ^ ^4 
i « l n^ i -a N^ 
^ »i 
But S f^  i s a cons tant . Therefore, i t i s suff ic ient 
L a. 
to consldtr miniBlsing £ - ^ . Thus problem A becomcHs * 
i -a * i 
( 1 3 ) 
L a 
Ittniraia© Z - = -
h 
tttbjsot to £ n. " n 
i » l ^ 
^i 2 o.. 2. !•» n< In teger , i « l , 2 » , . . , L 
If the reetrioticaiB t h a t n^ ^ mast be a poei t lTe In teger 
and hoimded above by H. for a l l 1 are relaxed, then the 
o l a s s i ca l Lagrajqgiaa Mal t ip l l e r lethod caa be used to f ind 
optiaial n^. 
We have 
n^ = n -||—~— . . . ( 2 , 5 ) 
i ^ ^ 
UDweTer, there are th i^e even taa l l t l ea : 
( i ) \ ^ \ ^^^ BOae i or (11) iij^  may not be an In teger 
fo r every 1, or (111) n^ < 1 fo r eome 1 . 
In tha t oaoe, we do not have a so lu t ion t o problem 2 . 4 . 
In the sampling l i t e r a t u r e , eventually (1) l a referred 
t o as over sampling * t h a t I s , the optimal a l loea t lon 
requires saoqpllng more than 100 */, in ce r t a in s t r a t a . 
( 1 4 ) 
Kon-inttger •olatlons ar« rooated off. STtntaality (3) can 
b« easily takes oaz« of by asstnalng that we eao^Xe at least 
oat) unit froa each strattm* and fdlecatlog the rest of 
n-^ ttnits optlmaUjr, Bot notiolog that 1/n^ Is strict ly 
ooQTex in each i , we find the objective function to be a 
str ict ly cooTex f must ion i f B,^ > o, that i s , S^  > o 
for a l l i . !Dhen we are interested in minlmlzijag a str ict ly 
convex f tmotion over a bounded convex region, created by a 
linear equality and 2L upper and lower bound restrictions. 
When L » 2, the feasible region and the cbjective function 
eppear as in Fig. 2 .1 . In Fig.2.1 both M^ and Hg are larger 
than n. Otherwiae, we may have the configuration shown in 
^ig. 2 .2 . 
We can also treat sinilarly the problem of tsiniaizing 
the total cost of s^qpling, ^ibjeot to certain restrictions 
on the allowable loss in precision, ie have the problem 
stated as follows : 
Minliiise £ 04 n. 
1-1 ^ ^ 
•AJeot to £ m^/n^ s r . . . ( 2 . 9 ) 
-lU 
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( 15 ) 
So f a r we have coneidcrea only one c h a r a c t e r i s t i c f o r eitudy. 
But i f we hare to do a mul t ivar ia te eurvi^y _ x^^^ ^e wish to 
study several c h a r a c t e r i s t i c s , the problem of optimal a l loca t ion 
does ttot y ie ld t o such a sin^jle approach. In the next section 
we consider the problem of minimizing the t o t a l coRt so as to 
achieve prescribed prec i s ion of the est imates of several 
populat ion c h a r a c t e r i s t i c s . 
2,2 Optimum Allocation of Sample s i zes i n Mult ivar ia te 
S t r a t i f i e d Rand(an Sampling : 
We have aeeume the re are P c h a r a c t e r i s t i c s under study, 
l e t J J. be the j t h c h a r a c t e r i s t i c considered. As e a r l i e r 
we have L s t r a t a , and B. un i t s i n the i t h stratum 
i=a ^ 
Asscrae tha t the n^ samples are drawn independently from 
each stratum. Also assume that j ^ ^ i s an uxibiased estimate 
of T. . , t ha t i s 
1 ' ' i 
'^i " T n^ l '^i"" 
where y^^ ^^ B the value observed for Y^ in tjie i t h 
( 1 6 ) 
fltratun for hth saaiple un i t . An unbieuwd estimate of the 
population mean f^ i s given by 
\iitoere y*^^ i s the value 6b served for Y. in the i t h 
stratum for the hth sample uni t . An unbiased estimate of 
population character is t ic , for each character is t ic . As noted 
in the previous section, 
L 
r^  « V(y^(st)) = L Wj Sj^ X^  . . . ( 5 . 2 ) 
^®re 
and 
1 \ 
<- e s V (rr Vi " \ 2 
1 1 
w.« Si./I, s j . = ii (y. .h- f . . ) 
% = — - . 
^i \ 
2 2 Let a^^ = W| S£j, Let c, be the cost of sampling a l l 
the P characterif>tice on a single unit in the i t h stratum. 
The to ta l variable cost ibf the survey, i s 
L 
K « £ c. n. 
i«l ^ ^ 
Assume a^^, c^ > o, for i » 1 , , . . , L, J « ! , . . . , P. 
( 17 ) 
The problMt of allocatioa can now be stated as problem C. 
I* 
Minimize £ c. n, • . . (3 .3 ) 
L 
eubjeot to I ^i^h-^ "^y^"^* •"*^ . . . ( 3 , 4 ) 
^ Xj^  i 1- ^ , i = 1 , . . . , i . . . ( 3 . 5 ) 
i ° H7 "* S~ f Oj^  i n t e g e r , i » l , . , . , L . . . ( 3 , 6 ) 
where v^ i s allowable error in the estijnate of the j th 
charac ter i s t ic . 
Problen C ie aPinteger l inear prograairaing problem but 
for the res t r ic t ion (3,6), which i s non~linear. When the new 
1 
variables X. = -rr- , i = 1»..,» 1« are introduced. Problem C 
1 "i 
can be equivalently stated as problem B, 
L 
Minimize I c./ X. ...(3.7) 
i=l ^ ^ 
L 
subject to L a^ j X^  ^  b^ ,;)«l,,..,P ,..(3,8) 
1 
-IT ^ Xj^  ^  1, i«l,,..,L ...(3.9) 
L 
where ^3 * ^ ^ "^  ^ ^i/^i* ^ * 1....» ?. 
( 1 8 ) 
2.3.1 
Tbo objeetiT« function (5.7) in problem B Is a s tr ict ly 
oonrmc ftmoti^if beeayoise 0^/% i^e s tr ic t ly ooai#x tor 
J3ttBBgZJE 2 . 3 . 2 
ISis restrictions ((3.8) and (3.9)) provided a boonded 
003XV9SL feasible regicsi for the pxobleot fomed by linear 
inequalities, fbe region ie non^ i^iqpty as 
I I I 
i s feasible, Thus an optiaam X *• (X^»...« Xj^ ) ex is ts . 
Strict oonvezity ali« implies uniqueness of tke optinal 
solution. 
Baasak 2.3.3 
The optianm i s attained at a boundary of the oonrex set. 
Probl«B ]) i s a oonv«K prograoiaing problea l ike the type 
diseosssd in seotion 2 .1 . Biere we developed the necessary 
and sufficient condition for an X to be optiaal. l!here are 
severel methods for solTiag sudti probl«B8» the conrex-siiqplex 
( 19 ) 
method, feas ib le d i r ec t ion methodt gradient p r o j ^ t i o a 
method* cut t ing plane method, and so on. 
However, «11 these methods f ind an X which may correspond 
t o a non-integer n . , i = 1 , . , , , P, Roanding off y i e l d s in 
those cases a near optijsal so lu t ion . But i f we wish t o f ind 
in teger optimal solut ions t o problem C, vm have to resor t 
to some Branch abd B^und scheme in which several problems of 
the type of problem D may have t o be solved, for the ca lcula t ing 
the bounds. 
Remark 2.5.4 
Ihe optimal solut ion t o problem D provides a lower bound on 
the value of the optimal solut ion to problem C, On the other 
hand, a rounded off in teger solut ion that i s f ea s ib l e for 
problem B tu rns out to be an upper bound on the optimal 
object ive function value to problesn C. 2hue the deviat ion 
from the optimum to problem C can be measured, before we 
go t o the branch and bound procedure. Also these bounded can 
help in terminat ing the branch and bound procedure at an 
intermediate »*®««» »» oooa a» tbe upper and lower bounds 
( 20 ) 
mxm 0Bffici«iitl7 el08«» tor a l l practical pezpOMSf as 
too wioli eo^pttter atoraio and tiwt art rgqtilrad for 
protolMis ivith a largo nnobor of Tarlabloo. 
2.3 GooBOtrio lotorprotatioA of tho Problen : 
It oooaidor ttia cam vdion L (ntxabeT of stimta) oqaalg 
2, The object iTo fimotlfA 
i« oqitlTaloiit to 
c,x„ + c 2^^11£} 
* l *2 
Froa this 
OiX 
=1*2 
or 
OjX OgXj^  
3f a» • ! — •*•" • "••"• 
<h * 2 ' 2 * 1 
* l * 2 
QilB jiolda tlio •qolTalonfe foxH for the oibjeotiTo fnnotlott 
lA terae of x^, x^ and s ae 
0 ^ 0 , 
(xj^  - Oj^ /a Xxg- Og/a) - -*-^ • . . . (3 .10) 
Xg/xj^ " . . . ( 3 .X2 ) 
( a ) 
«bieb i s a rtotangtxlar t^arbola wltb centre (o-^/ztO^/*), 
Ae s Tarlee* the centre (C^^/E, 02/2) Uee cm the line 
^ ^ Xg/Xj^ « Cg/oj^  . . . (3 .11) 
and the vertex of the rectangular hyperbola 
( t «^ **f Ox°2 J/^» I 2^**^  ^°1°2 1'^  ^ ^^®° °^ * ^ ^ '^^  
f o g * y^CjiCg J 
C^4. fCj. Cg 
Now consider the reatriotions of (3,8) and (3,9) . vVe have 
the feasible region in the nonniegative orthai^, as 
^ij *1 '*^ ^ 3 ^ *" ^ 1 ^ ° negative elope and positive 
Xn-intercepts in the x^^x^^lane, and the i;^ per and lower 
bounds on x, and Xp positive. 
To obtain the optiauai allocation we have to find the 
rectangular hyperbola (3.10) for some value of z such 
that i t touches the boundaiy of the feasible region. 
See PJg. 3.1 
c' 
, . :;i!:t: 
vr-j c . ' - . ^ i - i -
, ! i . i 
:;nHii| | illiM!:i!ii | titi:li!llJ; 
( 22 ) 
In goneraX when we have ^ strata wa txava the folloidiig 
r e i B l t e . 
Reeialt 2.3.1 
fhe point of contact of the b^ezplane 
1 aj^  x^ « b ( a^ ,^ b > 0 ) , 
with the objective function 
L 
2 « £ 0 . / X. 
i » l ^ ^ 
i s given by X « ( x ^ , , . . , x^ ^ ) , where 
_ . L 
x^« [ b f c j ^ a ^ j / [ a ^ £ f c ^ a ^ |, 1 « 1 , . . . , L . . . ( 5 . 1 3 ) 
X i 
Proof- llhe ob;]eotive fcnotion can be written as 
L ^ L 
'' i * l * h • I ** h "X " 
h / 1 
let f^U^^h denote (aF/flXj^ ,,. .,d?/dXL) evaluated 
at x^^^ let fj^Cx^^^)^ denote the ith coordinate of 
f^jCi^^h. Then 
( 23 > 
k*! h « 1 " h,*^  " 
Uhus we have the equation for hyperplane toucMng the 
objective function at x^ % given by 
X V^'i^^) f,b<l>)i= o ...(3.15) 
or 
L L ^ 
- i « l i k«l ^ b « 1 ^ 
iji^ k k^ h?«i 
L 
•** 2 TT xj^ ^^ 3 « o 
h;^ i 
L 
Since tbe term in the bracks i s equal to as Tf xi''"' 
h -X °^ 
after e inpl i f i cat ion . 
Thus we hcnre 
Ii It ^ ^ \ 
z x.[ £ cj, TT ^J^ -^z TT 4^^ ^ 
• » TT x^^^ - o . . . (3 .16) 
( 24 ) 
Iblie bypeiplanc will r^rmmat th* hjperpl«i3» 
ii 
£ a, X4 * b in oaM 
i-l ^ *^  
Sen **i^  A ^ * ijii "^  ^^  i 
k3»<i k ^ i hi'i 
L 
•» . 8 TT xi^Vl) . . .(5.17) 
B*l 
3xe iiiplicatioa i s tli&t 
x/^) 
— i . <^  TT x^ ^^ « « TT xjj^ ^ [ 5 ^ ..(3.18) 
* i ? ^ li?%L>«l h|«i 
L 
Dividing both eidee of (3.18) by TT ^^\ «« S«t 
b l ^ 
h?<i 
1 i \ (b-a^xjf^^) 
J , ""TTT " * T ...(3.19) 
a. lp»l ^ ( 1 ) a. % 
X 1/k Xfc i 
eanoslling out l/a. and addi% and stiitracting 
o /^x^^^ in th« laft hand aid* (3.19) wa gat 
ip-i , a ) ^ ^ b ^ 
( 25 ) 
HeoEset a f t e r sub8titut i (»i aad s i m p l i f i c a t i o n , we get 
How 
^1 
z " 
^ i 
, i 
£ 
= 3-f . . . » 
°i 
/!£^ 
a^Z 
. . . ( 5 . 2 0 ) 
The implication i s that 
1 I* 
V z * Z f c . a. . . . ( 3 . 2 1 ) 
f h 1=1 ^ ^ 
Eliminating the z in expreeeion (3.20) we f ina l ly 
obtain 
x^^^ - b f C i a i / I *i f V" cia^ I i - l , . . . , L 
as required. Introducing the subscript j for the 
different characterist ics , we have the corresponding 
result for the jth hypexplane. 
We now can describe a procedure which i s e f f ic ient i n 
( 26 ) 
case for a c e r t a in j , the x £ . ' discussed in Result 2,3.1 
for the c h a r a c t e r i s t i c s j isat isf ies a l l the cons t ra in t s 
^ hi ""iV -^  ^r ^" ^ p 
and 
^ (1) 
Tr~ -^  ^ i j i 1 . i = 1 , . . . , i 
Step 0 . We discard from the set of cons t ra in t s (3.8) 
those which are not binding i . e . , we find the i n t e r cep t s 
( h V a ^ . , , . , , h V a . ) for each j and diecard those , for 
which the vec tor in t e rcap t s s t r i c t l y dominates the c o r r e s -
ponding vector fo r any other j . Assume tha t i , i s the 
set of binding cons t ra in t s among the cons t r a in t s (3 .8 ) , 
Step 1, Compute x^ = ( x ^ ^ , , . , , x ^ ^ for each cha rac t e r -
i s t i c 3 C I using r e su l t 2 , 3 . 1 , t ha t i s , 
X i;l ' ^i '^ H \ j / I Hi ^fi ^ °i ^ij I 
* ^ * 
t^lfifi. 2 . Find i such that £ 1 / X4 ^ i s maximum 
i » l ^^ 
for d e I ^ . That i s for j the t o t a l sample s ize 
i s a maximum. 
( 27 ) 
low If i •« t i8 f i«s a l l tho eoQBtraints th«n x^* 
i s f«a8lbl« and th« optimal solution i s x . . HowsTer, 
i f sono of oonstraints l A ^ or Xj^ ^ * I , as the ease 
nag' be* for i S I , and ol iainate these strata from 
consideration. For the remaining strata f ind x^ for a l l 
j e I^ and repeat lixe process, using Result 2 . 3 . 1 . 
A general procedure along th is l ine i s possible , that 
considers the intersection of some of the hyperplane, 
f inds the point of contact of the objeotiTe function with 
them, and proceeds until a l l the constraints are satisdried, 
Bbvraver, t h i s approach may turn out to be computationally 
not ef f ic ient i f eereral intersectiofus and l^eir contact 
with the dbjeetire funotion haTe to be found. 
2.4- Optimum Allocation (Chatterjee) ; 
Chatterjee (1967) got an expression for the increase 
in Tariance of the mean for a s trat i f i ed schoie, when a 
non-«ptimal al location i s used. The result i s a general i -
sation of Cochran (1965). 
He also suggests a systsm of al location based on 
( 28 ) 
•eaflure of departure fron the optifflun fo r a u l t l v a r i a t e 
For ttie cost of sampling le t the l i n e a r cost function 
with no overhead cost 0 = 2 c^n^ , l e t n ° « ( n p i £ , , , , , n 5 ) 
be the optimal a l loca t ion for a v a r i a t e in a populat ion 
with L s t r a t a , w^ and ^ being the s t r a t a weight: the 
variance respec t ive ly . 
Let Y(n°) be the variance of the saiiaple mean 
for the a l loca t ion of n°~isnoriiig fpc, VTO have 
o 
Let n » (nj^t...f nL) be another a l loca t ion f o r which 
cost i s c ignoring fpc, we get 
.2 2 
V(n) = Z 
* i c r i 
^ i 
How we have a f t e r s impl i f ica t ions 
V(n)-y(n*») , ° i K -'^1^ 
V(n*») ± £ . . . ( 4 . 1 ) 0 n, 1 
It gives relative increase in the variance of an estimate 
( 29 ) 
of thtt saaple m«An viaen a ncm-optimal alLocatioa Is used. 
(4,1) i s gsii«rali«ation of Cochran (1963), 
« o 
BfHC « g 
then 
V(n) -V(n°) 
- Ji 8^ . . . ( 4 . 2 ) 
V(n°) 
(4.2) gives an uper bound in the rariaace. Ciiattor^ee 
used (4.1) for divising a system of allocation in multi-
-rariate stratified sampling. When sereral rariates are 
under studjTt an allocation which me^ he optinmm for one 
yariate will not in general he optisiam for another. 
A coaproaise allocation aajr he ohoosen each that for 
each of the indiTidual Tariates for the relative increase in 
variance from i t s optiaoa variance i s as flnall as possible. 
For a fkzed e, le t Sa denote the relative increase 
in the Vfloriance of the variate i when a non-optiaal 
allocation i s used, fhen we have 
( 30 ) 
where n^* denotes t h e optimal a l l oca t ion in the i t h 
stratum when the optimizing i s done with respect t o j t h 
v a r i a t e , and n^ i s the compromise a l loca t ion in the i t h 
s t ra tum. 
If there are k v a r i a t e s under enquiry, a systeai of 
a l loca t ion cetn be used which minimizes 
k 
B « 2 E. . . . ( 4 . 3 ) 
;J=1 •' 
p r a c t i c a l l y th i s means tha t we a l l oca t e the sample each 
tha t tfce t o t a l r e l a t i v e loss of p rec i s ion i s Minimum, 
l!hls c r i t e r i o n i s meaningful only i f a l l the v a r i a t e s 
are of i o ^ r t a n c e and we have to do the hest that we can 
for a f ixed budget our probli»GL then i s to minimize 
1 « » i ^ i ' " ' ^ i > ^ 
£ « I E.« - £ £ — 
3 •' c 3 i n^ 
subject to 0 « £ ®i'^i» 
( 31 ) 
Using Lasrangian multipliers and simplifying, the 
coBi>romi8e al locat ion i s given tjy 
n^  « i-JL. . . . (4.4 ) 
V c. 
where 
£ IT 0 , £ n^. 
. . . ( 4 .5 ) 
Again R, Chatterjee (1968) considered al locat ion problem 
in multiTariate case where al location i s made in such 
a WQ7 that the sao^le estimates meet the stated l eve l s of 
precision or toleranoe at a minimum c o s t . Solution of the 
problem has been shown as a programming problem. The 
method considered by him i s valid for any estimates 
(mean, t o t a l s , proportions) of the peculation and 
estimating method (Ratio and Regression e t c . ) for 
i l l u s t r a t i o n . 
If the problem of estimating the population mean i s 
considered, with L variates l e t Y^  be the ^ e c i f i e d 
variance tolerance for the mean of the jth variate and 
L 
the cost of sasgpliag be c * £ ^i \ * sbere o. i s 
( 32 ) 
the unit cost of sw^Iliag in the i th etratum. The preolBion 
specif ication becoae 
vCy j^) JS ^5 • ^ " 1 » 2 » . . . . P . . . ( 4 . 6 ) 
i s follows that the niiean s trat i f i ed sarapling i s 
2 2 2 2 
i^ i^ 
where s?4 is the Tariance in ith 8tr«* on for the jth 
Tariate. 
1 
If we put x^ *= —'- » the al location prohlem 
°i 
hecomes 
Minimize c = 2 ° i / ^ i 
subject to I wf s? j^ Xj^  1 Vj •»• ^ l i - ^ t 
2 2 
w« S4 
^i 
1 
° -^  * i -^  - ^ 
at least one unit i r drawn from each stratini. 
An algorithm has been developed by Qfaatterjee to 
solve the above problem« 
( 33 ) 
Starting with a non-optiaal allocation we apply 
suoooee^ve correctloiiEv to arrive at an optSjial solution. 
2,3 Optiatn Allocation (Khan) : 
S, Khan (1986) consider a survey in nhich one has to 
estimate P characters of the inaividoals in k different 
strata. I t i s assume that the strata boundaries are fixed 
in advance and the samples are ohoosen independently and 
without replaoetoent in the different strata. The sampling 
variance of an unbiased estimate of the mean of the jih 
chaz^u t^er has the form 
4 1 1 
v3« z ( ) V, . , 3 e J, . . . ( 5 . 1 ) 
i e i n^  N^  3^ 
irtiere 
I « l t2 , . . . ,1c , J " I » 2 , . . . , p, n^ are the snaple 
allocations* Hj^  ^« strata sizes and T^ ^ are known 
constants. Let each individual related in l^e sample be 
eniaerated completely so that the cas4b fimction i s linear. 
If c i s the crailable budget and e^ i s the ennaeration 
cost per iadividual in tiie ith stratittf then the problem 
•ay be defined 
( 34 ) 
£ c^ ^i ^ c . . . ( 5 . 2 ) 
and 
1 i: n^ ^ H^  (1 e I ) . . . ( 5 .3 ) 
Since ^^ Bxe fixed the problem iB equivalent to 
Minimize V =^ £ - i i , 3 e J . . , ( 5 . 4 ) 
i e i n^ 
i n tile corwex region defined by tiie lin3 ar constraints 
(5.2) and (5 .3) . 
AlloGation for flifferftnf: oharantcrR 
Consider iiie problem of minimizing (5.4) for 3 = 3* 
subject to tbe constraints (5.2), I t has been dbiown 
Khan, S. (1971) that an explici t expression for the 
solution i s 
-t 1/2 , 1/2 
^i • ^°i ^ i j ^ ° / ^°i ^ ( ° i ^ i p »^ ^^^ . . . ( 5 . 5 ) 
If n^ satisfy tdbie conditions (5.3) tben we take 
« n^'* , i € I , 
If «>me of tile oonditiona in (5.3) are violated 
( 35 ) 
then define, I^ and In euob that nj[ < 1 for 1 e I^ and 
n^^ > H^  for 1 € Ig . 
Then the solution to (5 .1) and (5.2) i s given by 
41 1/2 1/2 
for i e I~ Ij^  - Ig . . . ( 5 . 6 ) 
n£ « 1 for i 6 Ij^ 
n? = I^ for i e I«, U "i *"* * " *2" 
We again tes t liie conditionE(5{5) for Hj ohtained in 
( 5 . 6 ) . If tiiey are sat i s f ied we put n | « n | , 
otherwise repeat tiie process by defining new 1-^ and Ig 
until (5.3) bold for a l l i e I . 
In this way we obtain p different se t s of allooationa 
corresponding the various characters. 
A gOBPrpBlBi SoluUgfl 
Th.9 set n | , i e I of al locat ion obtGd.ned in (5.5) 
i s best for jtii character but may not be so fr the 
otaxers. Let the miniaun yalues of Vj» j 6 J, obtained 
( 36 ) 
by BiA>8titutlng tiie respect ive optimtsm n | from (5 .5) 
i n ( 5 . 0 be m^, ^ e J . An ISsaX s a lu t ion wo»l4 bjore been 
tbe one a t ifeich v^ = m^  for a l l j e J , But aoch a 
so lu t ion i e xaoBt l i k e l y not f e a s i b l e . 
A oompromislng solut ion wi l l be Chebyshev point I . e . 
a f eas ib le sHJint a t a mlnlmax distance to tJie idea l so lu t ion . 
To t h i s end we have to solve title following convex prograanaing 
problem 
\finimize «y 
subject to V^(n)-ia^ ^ /^ i 3 e J . . . ( 5 . 7 ) 
^ Cf n . < o , 
l e i ^ ^ 
and 1 j ^ n^ i I ^ , 1 e I 
This problcnB reduces to liie following convenient form by 
pu t t ing 
1 
n. ,^  = , 1 «= 1 , . . . , k and W « Xjj.^ ^ 
^1 
Mininize 
^ + 1 
Biibject to I v^^ x^-M^ S Xj^ +i* J e J . . . ( i . 8 ) 
l e i 
2 G.x.So 
( 37 ) 
1 
•nd ( — ) i X. i; 1 , i e I . 
fb« ainiauB of Z|^ ^^  la ol>Tlott«ly 2 o . Our pxoblen i s 
such tliat for ^+i * o ^ez^ points in the region defined 
by 
2 ^ i j ^i ^ m^  f d e J . . . ( 5 . 9 ) 
JuwX 
do not sat isfy the noa-liiaiar constraint. Increase or 
decrease in Xy^^^ amounts to a displacement in tbe l inear 
constraint mt. Our aim i s to move the region defined hy 
tile l inear constraints (5.9) througji the Shanges in Xj^ +i 
such that t^is region just touches the feas ib le region 
defined by the ia>n-linear constraint. 
For this purpose we solve the following problem : 
(For solution method, see Khan, S. (1971)) 
Miniata I c . / ac. » P^ 
l e i ^ ^ *» 
snbject to I r^^ x^ ^ (n^+ ^H^fi « J . . . ( 5 . 1 0 ) 
iCI 
1 
and ji X. i 1 , i e I , 
\ 
,(1) fftiere ^+\ ^s e&»* oenstant. 
( 38 ) 
I f P -c ji* o ttoen ttilB Ifflplltts tbat a feas ib le solut ion 
of tile problea i n (8) i s not a t t a i ^ d for t i l ls y ^ u e of 
x^\l , So we put 
(2) (1) (1) 
wbere 6 > ° ^^ < o according as F^-c > o r < o 
and ttoen solve (5.10) witii new value of ^-^-t^i' 
ITiis process i s continued with. x !^Jl{ *= ^ n-*-! ^ * 
(1) ( i - 1 ) 
i!*iere 6 = 2 6 , un t i l a t r ^ stePf say, ttoe sign 
of F^-c changes for the f i r s t t ime. Then for r + I s t 
step we take 6^ ^^ ^ = - 5 ^ ^ ^ V 2 and 4 ? l ^ ^ " 4 + l ' ' ^^ "^ ^ • 
At fur ther stepsf say, I t b , 6 ^ ^ = 6^ y 2 otiierwise, 
The process tenainates n^en |F --c | i s l e s s ti^ian so^e 
pre-^assigned small nmber . The lvalues of n^ are obtained 
by tixe t ransfomat ion 
1 
n^ s -.J- , 1 e I , 
Note tiiat tiie values of nj so obtained may be non-
i n t e g r a l . An exact compronise i n t ege r s solut ion could be 
obtained by applying tixe biancb a d bound procedure t 
( 39 ) 
Salkln (X975), Procedure i s ae follows : 
( i ) Arrange c^ ,^ i e I Biach tfcat c( i ) 2 c(2) J^...2c(k). 
Denote the corresponding n^, i £ I . 
Repeat the following procedure for 3 = l , 2 , , . . , k - l , 
( i i ) At jtti i t e ra t ion we compwte 
and 
I = i . \ ''a)"(i)* «(j)i°(j)i\f.^i °(i)°(i)-° I 
where j x j i^preeents ^e integral part of x. 
Fix I n^^^l = 5^^) i f |s i U JBgl. 
Otherwise fix 1^(4)1"^ ^  "^  ° j • 
( i i i ) For j = k, if Sg > 0 then we «*iould fix |njj. | « n,^  
even i f jsj^l 2 j^gl* "^ ^^ ^^  ^^ ^°® ' o ^ maintaining 
k 
i f l ^ i ) ^ ( i ) -^  °-
n^ , i e I constittttee as approximate compromise 
integer solution for the allocation prohlera. An 
exact compromise integer solution could be obtained 
by applying the braneh and bound pxocedure, {Salkin 
1975 I. 
( 40 ) 
IiHPTOYemanta in tiie GOmPromlHH aolution 
I f t i r Hie above ca lcu la t ion one compute tiie olajective 
vector v^ (a ) , 3 6 J by subs t i tu t ing ttie compromise solut ion 
J3 obtained from (5,1Q). Kien compare v^(n) witti . . for a l l 
j e J , I f a l l v«'(n) are s a t i s f ac to iy , tbe improvements are 
not needed. 
If some of the v''(fi) are sa t i s fac tory and o thers are 
not then a ce r t a in amount of decrease must be accepted 
from fflj corresponding to the sa t i s fac tory v^ (a ) , for 
allowing an improvement of ihe unsatiBfactorry ones i n ihe 
next cyc le . Let tiie index of i^e objective to be relaxed 
by 3* (An infoimation on the se lec t ion of ttie index j * 
can be obtained by performing a s e n s i t i v i t y ana lys i s for 
the problem ( 5 , 8 ) ) , Let m^* be amount of decrease accepted. 
At "ttae next cycle we solve the following problem c o r r e s -
ponding to (5,10) : 
Minimize I o. / x . 
i e i ^ ^ 
BBbject to I Vj^ ^ 3c^  1 Oj •*• ^ l l * i 1^ i* (a) 
£ ^ij*»i^(«3*- »3*)"^4+i (t)),.,C5.u) 
1 
f- i Xj^  i 1. 1 • I , 
le i 
aad • - 4 ^ , « . (c) 
( 41 ) 
Th« procedure used in (5.10), ia aleo applied to solve 
Itoe protjlea (5.11), 
ErlCBon (1965) used prior information for optimum 
cillocation in s trat i f ied sampling when a single character 
i s under study, Hie case when *p» population characteris-
t i c s are 1K> he estimated i s also diisK^usssd under the 
assumption that the strata are suff iciently similar with 
respect to (p-1) charsuJteristies. 
Here we treat Hie problem i^en sampling i s mult i -
purpose and no assumption about t^e similarity of strata 
i s made witii the respect to tiie different characters, A 
procedure for tiiis problem i s published in ihsan and Xh«n 
(1977). The procedure consis ts of maajr phases. 3?he sub-
problem in tile phases hij^er liian two becomes tedious. Here 
we give another fon^ulation of the problem li^ich leads to 
a procedure in which tiie solution i s easi ly obtained, This 
procedure i s appear in ikhsan (1978), ibsan and Xhan (1982) 
considered the problem to miniaize the total budgetoxy cost 
( 43 ) 
of tb.e surrey subject to ttie desire preclsioas assigned to 
tile posterior yariaooes of liie poptilatioa means when the 
sampling i s mult ivariate , 
3.2 PptiiaCB AllOgfttJl.On WittlQBt ftTtjfet^d QQBt I 
Hxmn and Khan (1977) gave t^e following formulation 
of tbie pxobleo of allocation for a s t ra t i f ied eaople survey 
in Kiiiich p characters are defined on each element of the 
population. I t i s assumed titiat tfoe pr ior ijifoimation about 
the uE&nown within stratum means of tfce p characters under 
s t u ^ i s available in tertns of a multivariate nonaal d i s t r i -
bution with known pai^meters. 
Let tiie population of siae H be divided into L 
non-overlapping s t ra ta of sizses IJj^ t h « I f , , . , L, Such 
T S. 
tiiat I Hj^  • H. Again l e t «^ « - | , h « 1 , , , . , L , 
denotes tiie known proportion of population elements fal l ing 
in tile htb. stratum. 
^ t yL » 3 * l , , , . t P » b • i t . , , t •I' f t>e the uiflcnown 
within stratum mean for i^ character is t ics in hISi s t r a t t a . 
Let 
( 44 ) 
itheve ( ' ) stands fo r t ranspose. 
The overa l l population mean for ttie j t i i c h a r a c t e r i s t i c s 
i s J j « a* y^ . 
i e t n^t U = 1 , . , . , L, denote the size of the indepen-
dent sample drawn from ttoe h th stratum and l e t x.^Cx^j , 
X o j t . . , * ^i,^)» J "= !•»...» P f ^e the vec tor of sample means 
for ^th c h a r a c t e r i s t i c s and e^j "be the krwwn wi th in 
stratum variance for 3"Bi c h a r a c t e r i s t i c s i n -ftie htti stratum. 
I t i s assumed tha t S J has a condit ional L-var ia te 
normal d i s t r i b u t i o n witti mean y^ and varianoe-covariance 
matrix 
nhere D( ) represents a diagonal matrix of order L X L 
tfhose (h ,h) th element i s B^^ / r ^ j , n^^ « number of 
ind iv idua ls of the hth stratiaa i n the sample whose Jt& 
e h a r a d t e r i s t i c s has been measured, c l ea r ly n^j ^ D^ , 
( 45 ) 
^ ** l f . . . t !» » d *= 1» . . . « p . I t i s a^ -80 asBianed tbat ttie 
prior iofbrmation about f^i^i '^^  aYailable in terms of an 
Xi~7ariate normal distribation of XA wit^ mean a^. and 
non-singular diagonal variance-covariance matrix A^  of 
order k X k, Raiffa and Schlaifer (1961) ibowed tbat tiie 
posterior distribution of y. for any given s trat i f i ed 
sample and observed £ j i s L--variate normal wi-fti mean 
SiiKJe JA i s a l inear combination of y^^ » h *= l , . , , t !*» 
i t w i l l have a univariate Eormal prior distribution witti 
mean J ' a . and variance J ' A. J and a univariate normal 
posterior distribution wit^ mean J* a^ and variance 
W» ( 17'^ + AT^)"^ J . 
The total cos t of lixe survey i s 
L P 
c « c + I I c is 0 J n. ^ 
1 j « l *' '^ •' ° h"! 3 
where c * oveztiead cost of approaching tiie individuals 
for measttireaent 
and Oj^ j* per unit oost of aeasurtaent of jtii characteris-
t i c s i n htli s tratta . 
( 46 ) 
The allocation problem can be stated as I 
L P 
Minimize c « 2 ^ %i °hi . . . ( a ) 
h=l 3«1 •* • 
subject to 
r(Mj"^+Aj^) 1 ^ Y^, . » 1 , . . . , P , . . ( b ) . . . ( 2 . 1 ) 
and n^ ,^  2 o, l i « l , . . . ,L , 3«1, . . . ,P , . . ( c ) "hj 
^ e r e Vj, j = l » . . . f P » be the upper l imits on the 
posterior variances of 14ie estimate of y . , fixed 
according to tJie requirements of precision. 
The overhead cost c^ i s dropped from tiie objective 
function because i t i s independent of n... Again 
M. '"'• « D ( n^^/ shy** °Lj/^ hj^ 
and l e t 
^f" ^^  ^ j •••• *Lj >. 
Therefore, 
{Vif + kf) = D(aj^^+n^j/s2ij»-.»ai.j'^'^j/»Lj^ 
and 
1 1 
^ j " * j ' "^  ^ r":™7X"* • • •' r^ZTJi (M7^+A7^)"^»D ( . - - — , , _ , ) \j*°lj/»lj ^j^^j/" Ij 
( 47 ) 
Th0 eonatraints in (1.1b) ci 
^ 1 
\ 0 
an ttxttB be written as 
Fina l ly liie a l l oca t i on can be s ta ted a s I 
L p 
Blinimize 2 Z b^^j/ ^ j » . . . ( a ) 
scSjject to 
f ' ^ ^ ^ -^  v^, j « l . . . . , P . . ( b ) . . . ( 2 . 2 ) 
1 
and Xj^ j JS; r~" . b «= 1 , . . . , I ' , 3 = 1 , . . . , P . . ( c ) 
The problem (2 ,2) i s a problem of non-l inear progrannning 
problem in irtiich Hxe object ive function i s conarex and tfee 
cons t r a in t are l i n e a r . 
ithsan and Khan gave a solut ion using Kuhn^-Tuoker theory 
a s developed by Khan and Kokan (1967) by using n dimensional 
geometry. 
( 4S ) 
3.3 AnoAiir Approach- The ob;Jectlve function of tii« 
a l l oca t i on problem given in (3 .4) can be wr i t t en a s : 
I bh, 1 bh . L bh^ 
h-1 XL h«l XL h«l XL 
^ 1 ^ j ^ p 
In the above expression tiie j t i i term conta ins only 
liiose igariables «*iich are preeent i n ;3tii c o n s t r a i n t . 
Thus we can separate ttie non-l inear progracming problem 
(1 ,2) a s p iMependent sub-problems : 
L bh . 
Minimize £ —^ » 
U«l Xh^  
T 
subject to ^ ^h ^ 3 -^  ' j . . . ( 3 . 1 ) 
1 
and 231^  S • h » l f . . . » !•. 
; llhe Lagrange form p for tiie problem 
1 
( 3.1) neglecting ttie r e s t r i c t i o n s Xh^  ^ j g - , 
h « l f . . . t L t i s 
L bh. !• o 
h-1 Xj^  h -1 ° ^ 3 ^ 
( 49 ) 
The Ksiin-Tncter (1952) conditions for the non-linear 
programming probXem (3.5^.1) «a?e : 
~ « o where X^  « {X^y X^y..., Xj,^ ) 
i . e . X^  « I — V - . . . ( 3 . 2 ) 
Again 
«= £ ^ \ - " ^ i ' ' o . . . ( 3 . 3 ) 
Eliminating X from (3.3.2) and (3.3.3) we get 
X^ « jjA d — « ...(3.4) 
If lb . given in (3.3.4) satisfies tiie restrictions in 
(3.11) i t will \)e optiaol. If any Xh. violatei tixe 
restrictions we can apply tiie given role. If BJOJ Xhj 
violates tbe restrictions of iiie problem (3.4) we will 
pat l^at partlottlar Zb^  equal to i t s «pper limit and 
•Dive ^ e new problMi consisting of li(p-l) varifbles 
( 50 ) 
from 'beginlag, 
3.4 Optlmtnt Allocat ion with oTer heads cos t : 
Ihsan and Khan (1982) considered the problem again, 
where apar t from tiie cos t involved in enoaerating the 
selected indiv iduals i n tiie samplef -tiiere i s an over 
head cos t aeeK>ciated wlih each stratum and f o v u l a t e d a s 
a problem of jwn-l inear programming. The v a r i a m e s of tbe 
I»Btcr ior d i s t r i b u t i o n s of the means of var ious charac te r s 
are put to cons t r a in t s and titie t o t a l cos t i s minimized. 
The main problem i s broken into stibproblens fo r each 
of which ihe object ive fujaotion turns out to be convex. 
When tile number of sub problems happens to be large 
an approach ha» been indicated for obtaining an approximate 
aolut&on by solving only a snai l ntanber of siibprobleras. 
ihsan and Khan (1982) also give a solut ion of tlie 
probl«a. 
mtWrnMB mwmu 
4-,I Introduction : The problem of optimua s t ra t i f ica t ion 
in multiTariat@ surreys i s Hiat of cutting tlie s t ra ta 
boundaries go lii&t tiie yariaoce of ihe most important 
sstimate i s minimised irikiiXe tiie otiier estimates do cot 
cross tfee lower l imi t s fixed for tiieir precisions. Since 
prior to tbe eurvreyt tSie estimation variables are uuiknown 
tfce s t ra t i f ica t ion i s being dor© by choosiiig tiie boundaries 
for an apci l iary variable whichi i s closely related to 
tfce estimation var iables , fbe auxiliaiy variables ttius 
chosen will have a Joint distribution witb eacb of tfae 
estimation v a r i e t i e s , 31ook (19^) bae considered tJie 
problem lAien tbe single estimation variable in tbe survey 
has adjoint logoozmal d ie t r ib t t ion with, auxiliary var iable . 
In ttie following we consider ttie si tuation involving 
several estimation variables each a jo in t distr ibution with 
tlie estimation variables and fonaulate tbe problem as a 
non-liaear pxogramning problem. 
( 52 ) 
4-.2 Formulating ttoe problem : Consider p+1 est imat ion 
va r i ab l e s Yi* y 2 f . . . f y^^i » and an aux i l l a iy va r iab le x , 
kjB©#a a s s t r a t i f i c a t i o n v a r i a b l e . We have to divide tiie 
population ( i n f i n i t e ) into L s t r a t a so tJiat the s t r a t i f i e d 
sample liius obtained gives the required optimwn r e s u l t s . 
We wi l l aesrane tha t each y . (3 « l f 2 f . . , , p ' H ) hasf with x , 
a b i v a r i a t e d i s t r i b u t i o n witti p robabi l i ty denpitjr function 
f Cx,y^), For a sample of sisse n taken accord i i^ to ITeynan 
a l loca t ion from a s t r a t i f i e d population the var iance of 
the sasiple mean i s given by 
1 L . 
Y(x,y.) = - ( £ ph. sh. )2 . . . ( 4 . 1 ) 
J n h = l J «' 
vAiere x i s l^e vec tor of population p a r t i t i o n wilii 
components x^, Xj^i . . . , x^ such tha t 
a » x^ ^ x^ ^ X g ^ . . . ^ ^n"^* . . . ( 4 . 2 ) 
2 
where a and b are known constants) SL i s the variance 
of the jtii est imation var iab le in the hth stratisa and 
x. fp 
ph. - / ^ / f ( x , y . ) dy. dx. 
^ ^ - 1 - • ' ^ ^ 
( 53 ) 
I t i s assone t^a t tiie (p'M)tii e s t i na t l on 7ar iable I s title 
most important one of tiie surrey. Otcr piwblem cons i s t s i n 
f inding a cut x « (x^, x ^ , , . , . , x^ )^ wb-icb. minimize the 
variance V(x, 7^+i) of (p+l)!^ est imation v a r i a b l e , under 
ihe c o n s t r a i n t s 
I ( £ Plij sb^) i ^y 3«1 ,2 , . . . , p . . . ( 4 . 3 ) 
and -ftie r e s t r i c t i o n s (4 .2 ) , where b . , ^ = 1 , 2 , , . . , p are 
tbe specified upper l i m i t s upon -^e var iances of y . , 
3 " 1 » 2 , . . . , p . 
Since ph. and efe^  are r ^ s i t i v e , the minimization 
of 
L 
^ < ^ » V l ^ ° n ^^l^ Pb(p+1) «h(pH-l)>2 
I. 
i s J iva len t to minimizing 2 Ph(pfl) 'V(p+1) • 
Tbtis Ihe problem of s t r a t i f i c a t i o n can now be stated 
as "ftie following non-l inear programming problem : 
( 54 ) 
Minlaiz© ^(x.yp^j^ ) . . . ( a ) 
Bub;Ject to ^(x.y^) S^y 3"1.2».. .»P . . .< t> UA) 
and a « x^ ^ Xj^  ^ Xg ^ . . . ^ Xj^ = b . . . ( c ) 
fftiere V^  « f n b ^ , ;) = 1 , 2 , , . . , p, and 
L 
(D(x ,y^)«^^Pj ,^ ^ 3 '^"^'^ p-^1. 
I t can be i^en l^at 
^(x,yr) - i f / / fCx.yOdx ay. / / y?f (x .y jdxdy. 
X. «o 2 1/2 
- l / ^ / y . f ( x , y . ) dx dy. j I . . . ( 4 . 5 ) 
^ - 1 — •^  3 3 
i*ien tile distribution of ( x , y . ) , j » 1 , . . . , p-'-l i s 
bivariate noimal <4xe functions !|»(x,y^), j » 1 , 2 , . , . , p+1 
can be expreesed aa ( Khan (1968)) 
2 2 
M x , y . ) - £ r /*" e ^ du r ( 8 f ( l - r 2 ) 4 M 2 | / ^ • ^ du 
2 2 
+ r ! 8? A tt^ e ^ du+ 2m. r . B. / *^  U i ^ du 1 
r A • i A - ? -i2 ^V2 
- [ r . 1. / ^ « « 2 d a + « , / %^ AuY) . . . ( 4 . 6 ) 
^ ^ V l «li.l 
( 55 ) 
«ber» tt *• -••.-"-""^  , m and m^ &Te t i c population means 
of X and y^» j « l f2». . .» p+1 respectively, r^ i s tfee 
coefficient of correlation between x and y^, d^lf2#...tP+l 
and 8^ and s j are variances of x and y^, 4=l ,2 , . . .p+l 
respectively. 
Similarly n&en x and y. have a bivariate lognormal 
distr ibution 0(x,y^) can be expressed as Block (1958) 
il)(x,y^) « e ^^  '' I [e •' /„ g(u)du / g(u)du 
3 b - l % - l qt-.l-2^3";J 
- ( / ^ - r 8 8(u) du )'^ ) . . . ( 4 . 7 ) 
i^ere g(u) i s tiie standard normal density» and 
. . . (4.8) 
wben x and y. has a bivariate Pareto distr ibution 
f (x ,yj) has the form given below : 
p+l p-^ a 
f(x.y4)«p(p+l)(ai>) /(bx*ay.)-«b) ,x > a > o 
y^ > b > o 
« © X ^ at y^ ^ b , p > o , . . . ( » . 9 ) 
( 56 ) 
^BT9 a,b and p are parametere of the dis^lb&tlon 
0(x,y^) in ^ i s caM can be given as : 
(l>(x.y.)« 2 [ sPl )(l'«b24b^ sFi-^ ) 
'^*'^r b«i^ * ^  ,^ ^^  xg '^  x^g^ ^ .eg ^ 
2b a^"^ 1 X 3L ^ ^ 
**" -——--—-• ( -s:3r —s2r* ) I .••(4.10) 
(p-X)(p-^) xg^f xg-^ 
4,3 Soggestione for tbe golution : AXthoo^ for a l l the 
tbree caeee coneidered aSboTe ^ e objective funation 4>(x«yj) 
and hence also the coniitrainte are not coinrex but tiiey are 
BfiOOtll. 
If a fluiteble starting point i s selected anor algorism 
for convex pro^raoiBing mv conrerge to the solution, HoeeTer* 
in Ifeis oeetion another approximate method has been soggested. 
the fttiiBtions in the non*linear pzogranning problea (4.4) 
are so cottplioated that i s hard even to test than for oonipexitgr 
and umh. effort i s reunited in obtaining as al>sol6te ninittOB 
( 57 ) 
ty using iiie iPEisting noll~Ii]leia^ progreanalng techniques. 
A guadaratic f uostioa i s easily tesfeed fjoj: jxojifexltar. 
Furtlier tbe problem of mixiimiziiig a ooxivex quadratic 
funotion witifci l inear constraints are easily solved by 
existing conrergent rae'tooda for quadratic pro^tssuniaing 
(Kunzi and Krelle (1962)). 
AIBO coBPrergent algoriUiias are availaJile for lainiiaiEsing 
coEcave functions with l inear constraints (Tui (1964)» 
Zwart (1974-)). 
A coaputational procedure for «)lving a non-linear 
prografflsing problan by approximating i t s objective function 
by a quadratic function i s discussed by ibsan. Khan and 
Arshad (1983), Tte procedure used i s tiiat of consr^c Chebyeliev 
approximation, Zukhoviifey and Avdeyeva (1966) , which iorke 
well if they function to be approximated i s mmoHi, The 
non-linearit ies in the constraints of tlie problem can be 
l inearised by using the method devised by Miller (1963). 
If the approximation qoadlratic function turns out to be 
eonnrtfc and ^i« constraints of the problem are l inear f unetions 
( 58 ) 
1lx«& aa* e m appzoxiaat* tfa* solution to tfat noii-IlMar 
prograoBlng probleai (4.4) by aolTliig a qoaAratlo pxogr«no. 
9i« ooaputatlonal ozporionoo suggosts tbat a ssitdblo ehoio« 
of t^o s tar ing point in tiie pzooodure nay prodmo ttoo 
dasired coixrexity or (coaoav^ity) propartiaa in itie approxlnata 
quadratic function. Ahsan, Khan and Antiad (1983) alio solTa 
a nunerloal oxaaple to illttstzato ttie do ta i l s of ttio procedure 
4,4- Stratification by cluster Analysis t In the early 
stages of multistage sasgple prooedurest population i s often 
snail so that tlie nonber of stratification factor which nay 
be employed i s limited. Bie use of cluster analysis by 
Oolder and Teooan (1973 )t allows any nosier of stratification 
faotofs to be incorporated in order to produce a 'specified* 
or best tmabBv of strata. Stratification i s aSaed at 
reducing TaxlaBoet and the oere hoaogeneoos Ibe strata 
resulting fros the stratification pvoeeset tte laarger will be 
the betwtan variance and sMller the wimin etratiai Tarlanee. 
Oolder and Teoaan (1973) oonsldered stratlfltfatlon by 
f latter aaalysle shore for fornlag glren nariiers of groups 
( 59 ) 
of ebMx^ation cluster S* ( a set of oboexyaUona which locadly 
minittisos the wiiiiin c l loter Tarianeo and naxSraizoB tho 
hotvooo eXootor TSOflaico. At iaoh mmA, each observation j 
ia examined in turned in turn and i s allocated to that 
oloater k for whi^ h 
- x2 
L { Zj^ ^ - Xj^ } i s a miniffiUBi 
i»diere x^^ ia tbe 1th variable for ^Hi ohservationa and 
X IB ttie mean of tiie ith variable in ktb cluster after the 
irxsluBlon of the ;)1^ ob^rvations. Ihe procedBr«$ contintiee 
tantil no ohservatloas i e iK>ved to a nem cluster i e xotuod. 
Having formed k clusters the procedure for finding a 
group of k-1 clusters involves obtaining two clusters* which 
irtien coi^ined produce t ^ least increase in ^ e within group 
parlance. I^ere i s lU) restriction in cluster mialysis on the 
ntaS>er of raridbles ( stratification factors ) iftiich aajr bs 
rsducsd to each observation, fbe procsss may be terainatsd 
at the formation of an * appropriate* or *bsst* group of k 
olttstsr (strata) and intsrms of vit&in and between cluster 
(strata) Tarianees. Ibe analysis Is designed to achisTs 
( 60 ) 
litat to irtLiah tii* standard atratiflcatloii alas* 
Ooldsr and Taoaan (1975) abiov tbat etxatlf ioatlon by 
oliuitar analysia oeually yields battar aaapllag Tarlanca HMO. 
standax^ stratification, by applying tbis teohnlqua In a four 
stage design for selection of a imple of ontorlsts In 
Birsiingaffi, 
4,5 OptlstOB Stnratlflcation In Hultlvailate Sampling : 
Jaiv (1981) consid.ered a crlterian timtion In order to 
obtain efficient stratlflsatlon in mtiltiTarlat6 estimation 
problttB. fte function ie to be mlniciized using clustering 
a logaritia or tiie k-«eans clustering algoritlM, He used 
tlils procedure to stratify ttie Miexloan states and i t was 
found tliat tbe variaoce of tlie estimates sere in general 
l e s s tfcan those obtained by asiag otter proeederes. In 
partlotilar optimum stratification mitli reapeet to a slni^e 
•arl ible mas found inadequate. 
We consider below briefly, after tbe notations are 
defined, tlie part ehere a stratifliatloA prooadare i s 
•aggested for moltlTaviate case by Jarqa (1961)» 
( 61 ) 
I t la as suae tfcxat a utratlfled aaa^ Xo of also n i e 
obtainad frcm a popalatlon of S I M H, and tbe pareaetera to 
be estioatad are l^ie k poptilatloa aaaae 6^, Og***** ®k ^^ 
a certain eat of variabXea Xj^ , X g f , . , x^, 
Defioe L s zs), of fstrata* H^^ " alze of liie atratia 1, 
^ 4 "^ emaplfi mean of variaoDe x. for atratua 1. 
bj^ . « eatimator of 9j^  uaing stratified aaapling, 
and <r J £ •* variarce of fjie variable Xj^ ., 
iVitlijn sti^tiaa i defined witfc divieor J-^ i^^ * ^®* 
w^  « J^ jl^ /I^ t i = l t 2 , , , . , I', ttien e^ i s given by 
\ i - l ^ *^ »^  
and i t Tariance by 
liLy Z »f V(x- . ) , k - l , 2 , . . . , k . . . ( 5 . 2 ) 
'^  i -1 * *»* 
E«ra only atratif iad random aaiq^ling witti pzoportional 
allocation i e oonaidered and haooa (CI.2) raduoea to 
T(a ) - - - . £ w .. /^  , ic « 1 , 2 , . . . , k. 
( 62 ) 
OttlttlBg tlw s^sorlptf k, tlm problw of univariatt 
•trfttlfication maj \>% stattd as finding ttm stl^itii 
Itonndariaa 
(I) (2) (L-l) (o) (I.) (L-l) (L) 
X , X , . . . , X tcbjeot to z <x < , . , X <x 
mliero x^^^ -> Min {x j aM x « Max ()x | mmh tbat 1 ^ 
stratification criterian fonotion V(e) i s mioiBiissd. 
DalenioB (1957) assumed ttiat tte prdbsbill^ denoity 
funotioa of x, f (x) i s QontintHis and liiows tbat 
3 (^1)^  x ^ ^ \ . . . , x^^^^ must laUf^fy Vim siaiiltansotts 
•qnation 
, ( 1 ) x(**l> 
,u) -1 
r*^  X f ( x ) dX / / . x X f ( x ) d X 
r**/' ^ f (x> dX T / . x f ( x ) dX 
x< -^^ > ^^'^ . . . (5.3) 
2 , ( I ) . . X 
(i) 
Ibsrsfoxs lbs optiaias stratification i s snob ttiat tiis 
•trsftas i i s foxMsd by ttaoss popnlatioA slsasats sboss 
Tsloss of X ars bstsssn x^^*^' and x^^S sbsrs i^ nasbsr 
x^^' ax» etetftlasd frsa (5.5) » aad nay bs found by itsratlTs 
( 53 ) 
The r»BBlt of tHO TarlaibXts ol> tallied hy (Smiiik (1565) 
and Sadftsivan e t oX (I97S) can b« atp^i^t vhen thare axe 
on* or two varia^lea of In taraa t . Hera a i^naral pxobI«Q, 
witli k variablast I s conalderad. 
Strat lf loat lon can not be baeed on tlie TariabXes to be 
studied eince tiiez^e raXuee are vakmimk, We talce x^t Zgf**^^ 
as 'proxy variabXe* to tiie variabXeo of in te res t . 
5.1 Introdootioa : The auclliazy Infonnatloja i s mainly 
tttlllssed in eatrgpliiig theory la tbe followlog nays : 
(1) the use of Information at pre-seleotloa stage : 
in stratifying the population 
( i i ) the Qse of information at selection stage : in 
selecting the units witii probabilities proportional 
to 0m9 suitable measore of si«i based on an auxiliary 
variate z 
( i i i ) the use of information at estimation stage : in 
forming the ratio, regression, difference and prodtact 
estimators etc . 
In equal probability selection the use of univariate 
auxiliary information in forming the ratio and regression 
estimators, the difference estimator, and product estimator 
i s well known. Utilising ^ e information on a p-dimensional 
•eetor of aHCiliaxy characters x=( X^. S2***** *p^» ^^^^ 
(1958) and See Ra^  (1965) ezteaded the univariate ratio 
( 65 ) 
and difference e e t l o a t o r s fo r population t o t a l y to 
n u l t i T a r l a t e r a t i o and differencf estlaiatoxs* 
The use of auz i l iazy iixformatl on i n se lec t ing tlie un i t s 
with p r o b a b i l i t i e s proport ional to s ize (PPS) was 
i n i t i a t e d by Eansan and fiurtwitz i n 194-3. An uji^iased estimator 
of y, i n sampling without replacement with unequal probabi-
l i t i e s a t each drawn was presented by Hortwitss and Thompson 
i n 1952, Lahir i i n showed tha t the i ^ t i o est imator 
Yjl~ (y/x)x i n equal p robab i l i ty of se lec t ion would become 
unbiased fo r Y i f tiie p robabi l i ty of s e l ^ t i n g the sample 
i s mode proport ional to i t s mean or i t s t o t l a s i z e . Hauigamma, 
Murthy and Sethi i n 1959 employed tJxe PPS se lec t ion for 
developing a general technique to ob ta in unbiased r a t io 
es t imat ion . 
Ites Baj gave the expansions fo r the TariancA and an 
uidOiased yariance est imator of Ibe r a t i o est imate i n Hie 
case of a mult is tage design where tbe sample of the f i r s t 
stage un i t s i s se lected wltfc PPS, 
5«2 H«Itlvaa^LA«e Ratio Sat lMte : Olkln (1958) oonfidered 
( 66 ) 
-tilt extenalon of Ratio oetimation to l^e case iriiere mult i -
auKillazj variables are need to Imrease tlie precision. 
In unlTariate case a simple random sample (xj^fy^^)*.., 
(x^,yjj) from a f in i t e population (xj^,y^),...,(xjj,yjf) i s 
taken. Tte mean x i s known, and y i s to be estimated. 
ISae estimator y « - 5 - . x « r x i s called ra t io estimate of 
X 
y . In genei^l y i s biased, and for large n approximations 
for E(y) and V(y) are given 
K-n f 
(y) « y •»• ( °xx " °xv ^ 
H n XX x y 
H-n y^ 
where c. ^ r » °yy ' ^ ' ®xy " r f x^x -= - ^ ' « " - p • ^x  " f | • 
In multivariate extension tiie following model i s considered: 
Population y|^,. . .»y]| , y uiflcnown. 
Xj^ ^ , . . . , x^g, Xj^  ?« o known, \ * y / x^ 
Xj. » . . . t X , x^fo known, ^ * J / *p » 
( 67 ) 
where coyariance natrlx S i s koowa, ISie Bubscripte 
(p+l)X(p+l) 
o» 1 » „ , » p J f^«x^ to y» «j^f...» Xp r«BP«ottr«ly e.g. 
2 iapllee correlation between s and Zg* ^£^«^ noaente 
bave 8iibscripts referring to ihe variables and sti) scripts 
to the power, e .g. 
11 " ^ ( x ^ . f ^ ) (*3fe~?^)/Br 
Finally, s*^ «= --*' MJ| denote coTarlancst and 
o a 3> tbe ooeffloient of Hie rariatlon. i7ne later 
^i 
development i s siiiplified, i f ve bave a notation for ooments 
divided by means» fbus 
.2 — — • <1 
HDW we consider a sistple randoa sample (jTi* ^14*•••'-'^pi^ 
i " It•..?>& , from ttie popolatlon. The proposed ratio 
estiaate f i s 
y - • ! « i « i • ...-^Wp 3?p^ . . . ( 2 . 1 ) 
( 68 ) 
«li«r» w » »|^».. . , Wp» £ w^  « X ar« the weisbts aad 
^1 "• y / ^ i -
JLB In unlTariate case y i s biased i n general, ana a large 
ionple approzination for the mean, Tariaice to o(n~^) i s 
giyen« Because of the complicated form of the terms of 
©(n"**^ ), only terms of o(n ) wi l l be considered. 
An optimal weight tbat minimises l^e variance i s also 
considered. 
P3?om (2 .1) 
E(y) « E w^T^x^ ^ ... WprpXp 
« E I ' i ^i ^i 
P . ^ i X 
- [ ^ < »i '^ i "4 > 
! : ( £ ) - y I w. E(r . /R.) . . . ( 2 . 2 ) 
i - 1 ^ X I 
V(l) - V ( y ? w^  E(r^/R^)) 
« y^ I w^wj c^v(r|^r^/Hi R^  ) . . . ( 2 , 3 ) 
Olkin obtained i^pzoxination for ^ ( r . ) and COT (r j . , r . ) 
( 69 ) 
and wiTli:9t out then the Talaes of B( i ) and YCy) as 
.-3-lib • wa' ^ B<J) -= y + y -^ ••• y —» + o( n~^) 
and Y(i) « wCA-f I ) W»+ o(n"') 
. . . ( 2 . 4 ) 
. . . ( 2 . 5 ) 
where vector b = ( h ^ , , . . , b^), a = (a^, . . .»ap) 
^ i = - ~ <*2 - ' i i > » 
and 
A = ((a^^), b^  « ((b^p) 
pXB p x p 
(H-n) (H- 2n) 
a. » (w 
(2T-1) (1 -2 ) 
,lo 
21 - w' 
5ir(H-n)(H-n-l) 
(H-.l)(ir-2)(N-3) 
w^ (w^ - wJi ) 
( l f -n) ( ir -2n) 4 . ^ „4 4-
•2(w;J -hprj^  - * l J ) ^ - 2 (w| (w| + w|-. wJJ ) + 
^ ^ ( w ^ . w j i ) - w J i ( w | - w j 3 ) | . 
(»-.2)2 . ^ . , 2(ir-n) 
"ill 
( 70 ) 
T(7) 1« (toslTtA aa follawa : 
Iho following gaMralisatioa of Caaohy Inaqualltsr i s 
tt«ea for this purpo aa : 
" I f M ba a as t^naatnc positive dafinita matrix and 
X and y are •eotora tlian : 
(xy»)^jS (x Mx») (y 11*"^  y*) . . . ( 2 . 6 ) 
The eqoality will bold i f and only If £M « dy, ahare 
d » o i s a Boalar ** . 
Define a - ( t t . . . » ^) and put X - w, y » at and 
«i vlXI gat froa ilie «boTe inaqaeXitgr (2.6) 
X " { w'f S iwAm*) (a A"^  e*) 
!Ehe eqaallty i s eohiered if and only i f vA « #a. 
ar « * SaA"^  . By tba raatriotion w*a « I i t flllowa 
( 71 ) 
t 
Hiat 0 » M m and h«nBtt Hi* optLmoB raXm of « Mgr w ! • 
glT«n by : 
A"^ • • 
StibetitttUag lliia value of w in (2.4) and (2.?) «e get 
E(y) » y + • . . (2 .8 ) 
~2 I 
^ y^^ ont • "^ — r r ^ ...(2.9) 
Fwm (2.8) i t i s clear tbat y i s c^toiaaed i f e A"*T)'«o 
i . e . b . o i . e . e^ « oi °o «^ ^ " ^i o i V % 
( i " l t . . . t P ) . 
Ifciolt holds only «ben eaob regression taken individually 
paeees tbrotu^ t3^ e origin. 
fhe expreesion e A"*^ * « o does not bold expeot in SOBO 
exoeptioasl oaaes* 
5.3 Miativariate mgrasBlon SstiKate : I<et tliare bje p 
T « l * l . . x j , . . . a p l a fo» . t l on for * l o h 1 , « » . i l * l . 
( 72 ) 
on each unit in tbt population of slsse H. P u r s e r l e t 
J 
IL denotes tine ratio of and k^ i s a good estimate 
of \ , 
H 
Des Raj (1965) suggested tbe following regression 
estimator M based on a simple random sample of size n, 
for tbe mean value M of tiie chauracter y , 
M - 2 w. t . . . . ( 5 . 1 ) 
i « l ^ ^ 
iirtiere 
*i " y - ^i ( ^i - ^ > . . . ( 3 . 2 ) 
and y, x^ ( i = ! , . . . • ? ) are sai^lc means of y and 
x^(i « 1 , . . , , p ) , x^ ( i * l f . . . » p) ax^ e the population 
means of x^ ( i « 1 , . . . , p ) , w (^ i « 1 » . . . , p) are tfce 
P 
w e i ^ t s such that £ w. « 1 . 
i » l ^ 
H i s wdftiased estimate of M : 
B(M) - 1 ( E w. t . ) 
i - 1 ^ ^ 
p 
- E ( 2 w, (y - k. (x. - I ) ) 
i - 1 ^ ^ ^ 
( 75 ) 
1(1) - £ Wi B(f) - I k, w. E{x.- X,) 
- £ If. U(y) - 0 
« E(y) t w, 
^ p 
« E(y) b€5oause 5: w^  « 1 
« M beoau^ we are using simple random aampling. 
SiUB we have 
T^( f ) « If . . . ( 3 . 3 ) 
I . e . M i s an mtiiased eetiaator of M, 
Variance of k « 7(M) : 
V(l^ ) i s given by 
V(M) « V ( I W4 t, ) 
i« l ^ ^ 
- 1 1 w^  w^  COT (t^ t^) . . . ( 3 .4 ) 
Difiae S^ ^ « oov (x^ x ^ and le t o. 1 , . . . , p corresponds 
to tbe Tariates y « Xj^,...» x^ rewectively. Bow 
( 74 ) 
I y- 2 w^  k^(£^-r^)-M f 
*" •* Wj JC. V C J " * X J I / 
r i» \2_/= E ( y-!a)My-M) ^3^3(x^-^3) 
~(y-M) £ w k^^ Cxj^  ~ Xj^ ) 
•hi w^k^Cx-I^) Ew^k^Cx^-X^) 
« E(y-M)2-B (y-«) Z w^k^(Xj- X ^ | -
"" < H - ir > Soo - ( S • f > ^i Sol 
-<i-J>^3 V ^ l ^ i ^ H - I > S i ; , 
( 75 ) 
fbn« 
Oori\ tj) - ( I - I > ^ij ...(3.5) 
Frtea (5.4) and (3.5)» w S«t 
« I ( l - f ) w A w* ...(3.6) 
i*Ler# A» ((aji^j)) « ajafi 
Applyiijg tb«i same technique as In (3.1), -m isdll get tixe 
optiatn w«i£^te v as : 
e A"^  
w . . . ( 3 . 8 ) 
e I e* 
uliezti A ie giv«n in (3.7) aad • •» ( l t l f . . . t 1 ) . 
Sti>0titutiiig « for w in (3.6), we get 
( 76 ) 
e A e A 
T(M)_^ » I ( 1 - §) ^— A( ~ 
e A""^ e 
o p t n - a -I "i 
V^e ' e A S * 
I ( 1 ^^ ) / « A-^  «• 
IJlttBt 
V(M)j,p^ =» - ( 1 - 5 ) / e A"^ e ' . . . ( 5 . 9 ) 
5,4 Sampling on many occasions I (More iJian one est imation 
var ia l j l e s ) . 
Cochran (1963) gave tfee theory of sampling; on many 
occasions. We wi l l f i r s t sumarize ttoe same, and then extend 
i t f o r 'mu l t i va r i a t e c a s e , 
liet us suppose t ^a t the s ize n of l^e sample i s sBose 
fo r a l l occasions, Furldiermore for s impl ic i ty , l e t the 
simple random sampling he used and the population variance 
o 
s of 7j^ he same fo r a l l occasions, y^ i s the est imation 
v a r i a b l e . Again l e t the coef f ic ien t of co r r e l a t ion ' p ' 
between the c h a r a c t e r i s t i c s of the same unit on two 
successive occasions be assumed constant through out* 
Denoted by : y^ ^^ ,^ the mean of ^^^ matched por t ion on occasion 
h witb occasion ( h ~ l ) . 
( 77 ) 
^hm * ^ ^ "^^'^ ^^ «atch«A portion oa occasion 
b witb occasloa (h-l) 
J^ I ^tia mean of tita total aan^Xe on oooaaion h. 
On occasion h we aay bare sonc units of tha sanqpla 
matching with (^-l)t]a occasion, so«e unit matching witli btoh 
bo til (b~I)th and (b-2)tb occasions and so on. To iotprovs 
tb« current optimatc we will try a multiple regrcseion 
involving a l l matobizige to previous occasions. 
Uie two possible estistates of tt^ popolation mean j ^ 
may be written as : 
^^' b^ui *" h^«^  -^ ^^  c,n-fBatohed jwrtioa 
^ ^ b^a " ^M-^'^ ^^ ^"l " yh-.l,tt^» ^^^ matobed portion. 
Ibe Tariaace of uJBsatobed eetiJiate y^ ^ i s clearly 
^^hu ' * because siaple random 8aBg>ling i s 
u 
used. 
Again tbe variance of the matehed estimate y^^ can 
be Ob tain by using ^ e following theorem of SoiOsle sampling. 
' • • ' / , 
( 78 ) 
Th^oren : If the f i r s t saBipIe i s of size n% the second 
sample i s of Bize n anS. * i s negligible» the variance 
of the regression estimate in doidale sampling i s given 
approximately hy : 
V(y y) = s j + ' 
•^  n n* 
/^s§ In our present problem m corresponds to n, and *— 
n« 
corresponds to ^^^h-l^' '^^ ^ *T ** * 
Thus we get 
-^(1- / ) 
V(yi^) « - - — I + 2 Y(y;.^) . . . ( 4 . 1 ) 
m 
Let m^  and n. are the nimbers of matihed and unmatched 
units respectively in the sample on liie hUb. occasion with 
that on the (h-l)th. Clearly %. *" *"h * i^ i, 
Onr problem i s to detezmine the optimum values of 
•^ i . e . m|^  and VL i . e . i^, i^ieh minimizes variance 
of y^. 
?or this we f i r s t work oat the variance of yL. 
Let 
( 79 ) 
a Wlia - 1 / V( yj^g) « - - J . . . ( 4 . 2 ) 
and 
n^ - l A ( y ; ) - - — ; . . . ( 4 . 3 ) 
8^ (1 - j ^ ) / «+ ^Mr^^i) 
ivhtre prime oorreaponds to respect ive es t ima tes . The "best 
estimate of Jj^ i s given by 
h^ ' ^ h^u "• ^ ^ A ^ ^\m . . . (4.4) 
and 
\ t t 
Ihus 
V(yb^ - V( (|>^  yjitt + ( 1 - <l>^ ) J^ ) 
. . . ( 4 . 5 ) 
V( -. — y=^^ i- j ^ ) 
7 — : : — r ? • fu ^^^htt^* ^^i ^<yhm^"" 
K n * •h .^ Bu a« «a nm 
(because y^ ,^^  and y ^ are iadependent) 
( 80 ) 
V(y^ ) -^; . . . ( 4 . 6 ) 
nfl) 
2 . . . ( 4 . 7 ) 
n 
i . e . th© xatiooof the variance of htii occasion to t&at on 
the f i r s t occasion, 
Wegget 
2 2 
by using (4.6) 
% v(yh ^ « b ' "• ' W 
\ 
+ »-. ...-.-. . . . . . i , . , , . ( 4 . 8 ) 
( X- f^) ^ 2 ^ - l 
Where gj^.j^- '^^yh-l^/ ( a ^ n ) ^7 de f in i t i on ( 4 . 7 ) . But 
mj^ + Uj^  - n i . e , u^ " a-w^. 
StlSBtitutlng tiiiB value of u^ i n (4.8) we have 
(H.^)^ 1 1 - 7 - 7 7 ^ -f(«j,)(»ay) ..,(4.9) 
m,, n 
Cochran (I963) used tb.9 nethod of ea lca lue f o r maximixing 
( 81 ) 
(4.9) i s •gulTalent to minimising ^(y^) because m i s 
constant. 
Differentiating (4 .9) with respect to m^ and equating 
i t to zero we get 
8f(mj^ ) 1 1 - 2 
Si' ( 1 . / ) ^ / 2 )2 " ^ 
m 
or ^ 
1 1 - s>^ 
l - r ^ ^ J'^ „ \2 * _2 
or 
«h a "^-^' " ^ 
1 - f^  ,^ p 1 - / ^ 
( _ - £ . - + . 4 . . ^^^ ) 2 „ — _ . . . ( 4 . 1 0 ) 
11 
a>lving (4.10) for x&^, we get optimim m^^ i . e . m^^ as : 
^ = . . . (4 .11) 
How we will extend the aboTe resul ts for multivariate case. 
Let there are *p' characters to he estimate. l « t 
the coefficient of correlation between the matched portion 
( 82 ) 
of <Ji# *i*i feharacter ( i * ! , . . . • p) on htto and (li-l)tfe 
occasloaa be ^^ 
I<et out, of 'p* charaorers ^e h ^ character be moat 
important, we can set oixr problea as : 
to find m^ which minimizes lify^ ) such that 
V(y^^) S \ . i = I f . . . » P» i J^  where Yj^ 's are called 
ttie upper confidcnee bounds of T(y^)B and are fixed 
according to required precesion for each i / »i=*l».,.»P. 
In otiler words we have to select x^ steh tjiat 
, ig maximissed 
subject to the constraints : 
i 
' - - i v^ i ^ , 1 - 1 p 
and t^e restriction ; 
\^ ^ %z = n 
we will now show that the objectlTe function i s concave, 
!«•• ^(M^) deflBtd in (4.9) ia ooao«7« for this we hare 
to i^ iow that 
( 83 ) 
« « 
f (iij^)» ( n - iBj^)+ — 
, 2 2 
"h 
* T-«t-i IL 
^ % * ~^-T 
— » _ A "^ 
— n— m. T ———— a -«- biah 
where a and t) are jMJsitive cone tan t s such tba t 
2 2 
a « 1 - and to «= g|^^^ • 
l a ^ 
Again f (ffl^ )^ « n- ffl^ + ^ "* F ^ " " I T ^ " ^ 
Blue 
d a 
^^n^h^ = o - 1 + o + - — — 
toj^ (a+ toiBj^) 
d^ - 2 ab 
e^ 
which iap l iee 1 i e ooncare. 
We are now in a posit ion to ose the method of f eaiitole 
directions for solre aboTe probl«i. 
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