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I provide a derivation of some characteristic effects of Milgrom’s Modified Newtonian Dynamics
(MOND) from a fractional version of Newton’s theory based on the fractional Poisson equation.
I employ the properties of the fractional Laplacian to investigate the features of the fundamental
solution of the proposed model. The key difference between MOND and the fractional theory
introduced here is that the latter is an inherently linear theory, featuring a characteristic length
scale `, whilst the former is ultimately non-linear in nature and it is characterized by an acceleration
scale a0. Taking advantage of the Tully-Fisher relation, as the fractional order s approaches 3/2,
I then connect the length scale `, emerging from this modification of Newton’s gravity, with the
critical acceleration a0 of MOND. Finally, implications for galaxy rotation curves of a variable-order
version of the model are discussed.
I. INTRODUCTION
General Relativity (GR) and the Standard Model of
particle physics have proven to be invaluable tools for
our current understanding of nature. Yet we can only
account for less then 5% of the content of the universe,
while the rest remains mostly uncharted territory that we
dub as dark components. Over the decades, several ob-
servations [1, 2] have proven that the present universe is
expanding at an accelerating pace. To explain this effect
within GR one assumes the existence of a mysterious dark
energy component pervading the universe and account-
ing for around 70% of its energy content [3, 4]. However,
since dark energy has to be included ad hoc in Einstein’s
theory to reproduce the observed accelerated expansion,
it is worth mentioning that some substantial effort has
been devoted to the study of large-scale modifications of
gravity aimed at reproducing this effect while dispensing
of the notion of dark energy (see e.g. [5–12]). Yet, all of
the proposal aimed at reproducing the accelerated expan-
sion of the universe still do not provide an accurate expla-
nation of many astronomical observations. For instance,
if one assumes spherical symmetry then a test mass lay-
ing on a stable Keplerian orbit around a galaxy should
experience a rotational velocity v2(r) ∼ GNm(r)/r, with
m(r) the total mass within the orbit. Observations, how-
ever, show that v(r) flattens as we move away form the
galaxy center (see e.g. [13–16]). This effect is typically
accounted for by assuming the existence of an exotic form
of matter, called dark matter, such that m(r) ∼ r even
well outside the core of the galaxy. From the several
observations of galaxy rotation curves, as well as from
measures of the mass of several galaxy clusters, this dark
component of the universe has some pretty peculiar fea-
tures, namely it does not interact with electromagnetic
radiation and it has an (almost) imperceptible pressure.
Over the years there have been several proposals (see
e.g. [17–24]) concerning the physical nature and origin of
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dark matter, ranging from primordial black holes to new
physics beyond the standard model, though it does not
seem that we are getting any closer to a definite answer
to this conundrum. An alternative to the ad hoc addition
of dark matter consists in Milgrom’s Modified Newtonian
Dynamics (MOND) [25–28], according to which Newto-
nian gravity is modified when the acceleration of a test
mass falls below a certain threshold a0, whose value is
empirically determined. In detail, considering a test par-
ticle on a Keplerian orbit around a core of mass M , then
for a a0 the acceleration follows the standard Newto-
nian theory yielding a ' GNM/r2, whilst when a  a0
it gets modified according to a2/a0 ' GNM/r2. In other
words, it is possible to dispense of the notion dark mat-
ter provided that one assumes that Newton’s gravity is
modified at large scales, specifically leading to a tran-
sition between a short-scale a(r) ∼ 1/r2 behavior and
a(r) ∼ 1/r at galactic scales.
Fractional calculus [29–31] is the collection of tools
that allows one to extend the classical theory of calcu-
lus to the case of fractional powers of the standard in-
tegrals and derivatives. This theory then turns out to
be related to the theory of weakly singular Volterra-type
integro-differential operators [32, 33] and naturally leads
to the notions of memory and non-locality. One of the
most important results of this general approach consists
in a mathematically sound definition of the so-called frac-
tional Laplacian (see e.g. [34, 35] and references therein).
Here I derive the empirical asymptotic behaviors of
MOND form the fundamental solution of the fractional
Poisson equation
(−4)sΦ(x) = −4piGN `2−2s ρ(x) , (1)
where 4 denotes the standard Laplacian, 1 ≤ s . 3/2,
Φ(x) the modified gravitational potential, ρ(x) the mat-
ter density distribution, and ` a constant with the dimen-
sion of a length. In particular, I will consider two den-
sity profiles: the point mass ρ(x) = M δ(3)(x) and the
Kuzmin disk density. Then, since MOND is an inherently
scale dependent effect, I discuss how this picture can be
framed within the theory of variable-order fractional op-
erators (see e.g. [36]) with s becoming a scale-dependent
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2quantity s = s(x).
II. A FRACTIONAL POISSON EQUATION
The canonical way of approaching the problem of the
mathematical definition of the fractional Laplacian re-
quires to start from its Fourier transform. Let f(x) be a
function of the Schwartz class1 on R3, then we define the
Fourier transform of f(x) as
f̂(k) ≡ F [f(x) ; k] =
∫
R3
e−ik·x f(x) d3x , (2)
with · denoting the Euclidean scalar product. This im-
plies that the Fourier transform of the Laplacian simply
yields
F [(−4)f(x) ; k] = |k|2 f̂(k) , (3)
with |k|2 ≡ k · k. Thus, a natural requirement for the
fractional generalization of −4 is to preserve this nice
feature, i.e.
F [(−4)sf(x) ; k] = |k|2s f̂(k) . (4)
Note that the choice of −4 over 4 is particularly im-
portant since the first yields a positive-definite operator,
allowing one to take advantage of the method of semi-
groups, see e.g. [34, 35, 37] and references therein. Specif-
ically, it is not hard to see that (see e.g. [37]) for any
λ ≥ 0 one has
λs =
1
Γ(−s)
∫ ∞
0
(e−t λ − 1)t−s−1 dt , (5)
with 0 < s < 1 and Γ(z) denoting Euler’s Gamma func-
tion, and
λ−s =
1
Γ(s)
∫ ∞
0
e−t λ ts−1 dt , (6)
for any s > 0 and λ > 0.
Since (5) is not particularly helpful when trying to
solve (1) for s > 1, one has to relay on (6). Indeed,
considering (1) in the Fourier domain one has
Φ̂(k) = −4piGN `2−2sM |k|−2s , (7)
since, again, I am considering a configuration of the sys-
tem with ρ(x) = M δ(3)(x)2 This expression suggests the
general restriction 0 < s < 3/2, since otherwise |k|−2s is
not a tempered distribution [38]. Eq. (7), brought back
to the space domain, implies that
Φ(x) = −4pi `2−2sGNM (−4)−sδ(3)(x) , (8)
1 Also known as the space of rapidly decreasing functions.
2 Rigorously speaking, it means that the solution of (1) corre-
sponds to its fundamental solution.
with (−4)−s denoting the inverse fractional Laplacian
that, taking advantage of (6) can be expressed as [34, 35]
(−4)−sf(x) = 1
Γ(s)
∫ ∞
0
dt ts−1et4 f(x) , (9)
for any s > 0. If 0 < s < 3/2, it was shown that (see e.g.
[34])
(−4)−sδ(3)(x) = Γ
(
3
2 − s
)
4spi3/2 Γ(s)
1
|x|3−2s , (10)
thus leading to a potential
Φs(x) = −
Γ
(
3
2 − s
)
4s−1
√
pi Γ(s)
(
`
|x|
)2−2s
GNM
|x| . (11)
This expression clearly shows that for s → 1 one easily
recovers the Newtonian potential.
Now, considering the limit for s → (3/2)− one is re-
quired to extend the previous argument taking into ac-
count the regularity problem that comes with this limit
[38]. Going back to (7) and setting s = 3/2 one finds
Φ̂(k) = −4piGN `−1M |k|−3 , (12)
that implies
Φ3/2(x) = −4piGNM
`
∫
R3
d3k
(2pi)3
eik·x
|k|3 (13)
To compute this inverse Fourier transform one can start-
off by denoting
η(k) = F [log (|x|/`) ; k]
=
∫
R3
d3x e−ik·x log (|x|/`) , (14)
and by recalling that
4 log (|x|/`) = 1|x|2 . (15)
On the one hand, taking the Fourier transform the letter
one finds
F
[4 log (|x|/`) ;k] = ∫
R3
d3x
e−ik·x
|x|2
=
4pi
|k|
∫ ∞
0
sin(x)
x
dx
P.V.
=
2pi2
|k| , (16)
where with P.V. it is understood that we are taking the
principal value of the Dirichlet integral. On the other
hand, taking advantage of the properties of the Fourier
transform one finds
F
[4 log (|x|/`) ;k] = −|k|2 η(k) . (17)
Then, putting together (16) and (17) one concludes that
η(k) = F [log (|x|/`) ; k] P.V.= −2pi
2
|k|3 . (18)
3Backtracking to (13) and exploiting the last result one
finds that
Φ3/2(x)
P.V.
=
2GNM
pi `
log (|x|/`) . (19)
We can therefore summarize these computations as fol-
lows
Φs(r) =

− Γ
(
3
2 − s
)
4s−1
√
pi Γ(s)
(
`
r
)2−2s
GNM
r
,
for 0 < s < 3/2 ,
2
pi
GNM
`
log (r/`) , for s = 3/2 ,
(20)
where the case s = 3/2 is understood in the regularized
sense discussed above.
Note that (20) simply represents the Green function for
the fractional Poisson equation (1), therefore the poten-
tial corresponding to a general density distribution ρ(x)
is obtained from the convolution of the latter with (20),
dropping M . The convolution representation of the in-
verse fractional Laplacian is known as the Riesz potential
[39], which provides a map from L1loc(R3) onto itself for
0 < s < 3/2.
III. MOND–LIKE BEHAVIOR
The study of the fundamental solution of (1) suggests
that this modified Newtonian theory allows one to nat-
urally derive the transition from Newton’s gravity to
MOND’s large-scale behavior, however MOND is never
fully reproduced because of the linearity of (1). These
kind of transitions are actually a rather common feature
of fractional models, see e.g. [41–43]. Additionally, this
approach would suggest an inherent non-local nature of
this MOND-like theory. Note that, differently from Mil-
grom’s approach [25–28], here we have introduced a con-
stant ` with the dimension of a length, rather than a0, to
maintain the correct dimensions in (1). But again, from
a = −∇Φs we recover a(r) ∼ 1/r2 and a(r) ∼ 1/r for
s = 1 and s = 3/2, respectively. Besides, from s = 3/2
one finds that
a(r) =
2GNM
pi ` r
, (21)
that, coupled to the condition a = v2/r, yields
v2 =
2GNM
pi `
, (22)
which leads to the empirical Tully–Fisher relation [44]
v4 = GNM a0 ,
provided that
` =
2
pi
√
GNM
a0
, (23)
thus fully reconnecting the proposed fractional model
with MOND’s results and phenomenology.3
In order to properly equip the theory with an explicit
scale-dependent behavior of Φs(r) one would need to re-
place s in (1) with s(x) = s(r/`). In other words, one
should convert the fractional Poisson equation of order
s into a variable-order fractional differential equation.
This is a subject which has been largely studied (see
e.g. [45] for a review) over the years paying particu-
lar attention for 1−dimensional and (1+1)−dimensional
problems. However, it is rather clear that such differ-
ential equations can only be treated numerically, whilst
closed-form solutions are fairly rare and hard to find.
The situation clearly worsen, both from the analytical
and numerical standpoints, when one considers the case
of the variable-order Laplacian. Indeed, this topic still
represents a rather uncharted territory, even though a
few works have started tackling this problem in the last
couple of years [46, 47].
It is then interesting to study the behavior of the ro-
tational velocity predicted by the proposed model as a
function of s. Recalling that
a(r) =
v(r)2
r
= |∇Φs(r)| , (24)
and that
|∇Φs(r)| =

4
3
2−sΓ
(
5
2 − s
)
√
pi Γ(s)
(
`
r
)2−2s
GNM
r2
,
for 0 < s < 3/2 ,
2GNM
pi ` r
, for s = 3/2 ,
(25)
with ` as in (23), one finds
vs(r) =

2
3
2−s
4
√
pi
√
Γ
(
5
2 − s
)
Γ(s)
(
`
r
)1−s√
GNM
r
,
for 0 < s < 3/2 ,
√
2GNM
pi `
, for s = 3/2 ,
(26)
The velocity profiles are then plotted in Fig. 1, depicting
the transition from Newton’s gravity to MOND.
IV. APPLICATION TO THE KUZMIN DISK
DENSITY
It is now interesting to study the effect of the fractional
Poisson equation (1) on a more realistic matter distribu-
tion. Let us consider the case of an axisymmetric system
3 It is also worth noting that a potential-dependency of a0 was
introduced in [40] to solve problems for galaxy clusters.
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FIG. 1. Rotational velocity as a function of the radius vs(r)
for different values of s. In this plot a0 = GNM = 1 (which
implies ` = 2/pi). The arrow denotes the direction in which s
grows from 1 to 3/2.
with a density function ρ(R, z), in cylindrical coordinates
(R,φ, z), given by
ρ(R, z) =
R0M
2pi (R2 +R20)
3/2
δ(z) , (27)
with R0 > 0 and [R0] = length. This density profile is
known in the literature as the Kuzmin disk [48, 49].
The simplest way to compute the corresponding poten-
tial from (1) requires again to employ the Fourier trans-
form method. First, one needs to compute the momen-
tum representation of (27), i.e.,
ρ̂(k) =
∫
R3
d3x e−ik·xρ(x)
= 2pi
∫
R
dz e−ikzz
∫ ∞
0
ρ(R, z) J0(κR)R dR
= R0M
∫ ∞
0
J0(κR)R
(R2 +R20)
3/2
dR , (28)
with κ =
√
k2x + k
2
y and J0 the standard Bessel function
of the first kind and order zero. This last integral is a
particular case of (see [50])∫ ∞
0
tν+1 Jν(λ t)
(t2 + z2)µ+1
dt =
λµ zν−µ
2µ Γ(µ+ 1)
Kν−µ(λ z) , (29)
with λ > 0, <(z) > 0, and −1 < <(ν) < 2<(µ) + 3/2,
and hence (28) yields
ρ̂(k) ≡ ρ̂(κ) = R0M
√
κ
2R0
1
Γ(3/2)
K−1/2(κR0)
= M e−κR0 , (30)
where Kν is the modified Bessel function of the second
kind.
Form Eq. (1) one has that the Fourier decomposition
of the gravitational potential reads
Φ̂(k) ≡ Φ̂(κ, kz) = −4piGN `2−2s ρ̂(k)|k|2s
= −4piGNM `2−2s e
−κR0
(κ2 + k2z)
s
. (31)
Inverting back to position-space one has
Φ(R, z) = −4piGN `2−2s
∫
R3
d3k
(2pi)3
eik·x
ρ̂(k)
|k|2s
= −GNM `
2−2s
pi
×
∫
R
dkz e
ikzz
∫ ∞
0
dκ
κ e−κR0 J0(κR)
(κ2 + k2z)
s
= −GNM `
2−2s
pi
×
∫ ∞
0
dκκ e−κR0 J0(κR)
∫
R
dkz
eikzz
(κ2 + k2z)
s
.
Focusing on the case z = 0, which is actually the most
relevant one for the goals of this work, the last expression
reduces to
Φs(R, 0) = −GNM `
2−2s
√
pi
Γ(s− 1/2)
Γ(s)
(32)
×
∫ ∞
0
κ2−2s e−κR0 J0(κR) dκ
If 0 < s < 3/2 the integral in Eq. (32) converges and
yields
Φs(R, 0) = −GNM `
2−2s
√
pi R3−2s0
Γ(s− 1/2) Γ(3− 2s)
Γ(s)
× 2F1
(
3
2
− s, 2− s, 1 ; −R
2
R20
)
, (33)
with 2F1(a, b, c ; z) the Gaussian hypergeometric func-
tion (see [50] for details). In particular, setting s = 1 one
finds that
Φ1(R, 0) = − GNM√
R2 +R20
, (34)
which is indeed the standard Kuzmin potential evaluated
on the plane of the disk [48, 49].
If s = 3/2 the integral in Eq. (32) does not converge,
as in the case of the point-like source. Setting s = 3/2 in
Eq. (32), one then needs to regularize the integral
I(R) =
∫ ∞
0
e−κR0 J0(κR)
κ
dκ . (35)
This can be achieved by means of the Hadamard regular-
5ization (see e.g., [39, 51])
Ireg(R) = Pf
∫ ∞
0
e−κR0 J0(κR)
κ
dκ
=
∫ 1
0
e−κR0 J0(κR)− 1
κ
dκ
+
∫ ∞
1
e−κR0 J0(κR)
κ
dκ , (36)
where Pf denotes Hadamard’s partie finie of the inte-
gral. In principle one could stop here, however, taking
the derivative with respect to R of Ireg(R) one finds
∂Ireg(R)
∂R
= −
∫ ∞
0
e−κR0 J1(κR) dκ
= − 1
R
(
1− R0√
R2 +R20
)
= − ∂
∂R
log
1 +
√
1 +
(
R
R0
)2  , (37)
this suggests that one can naively take the logarithm
as the regularization of I(R), since it should differ from
Ireg(R) only by an integration constant. This then leads
to
Φ3/2(R, 0)
reg
=
2
pi
GNM
`
log
1 +
√
1 +
(
R
R0
)2  .
(38)
The the circular speed for (33), evaluated on the plane
of the disk (i.e., z = 0), then reads
v2s(R) = R |∇Φs(R, 0)| = R
∂Φs(R, 0)
∂R
=
(
`
R0
)2−2s
GNMR
2
√
pi R30
(2− s)Γ(4− 2s)Γ(s− 1/2)
Γ(s)
× 2F1
(
5
2
− s, 3− s, 2 ; −R
2
R20
)
, (39)
whereas for (38) one finds
v23/2(R) =
2GNM
pi `
(
1− R0√
R2 +R20
)
. (40)
Note that
v21(R) =
GNM R
2
(R2 +R20)
3/2
, (41)
is simply the circular velocity of the Kuzmin model whilst
v23/2(R) in (40) reproduces the flattening of the rotational
velocity as one moves away from the galaxy center, with
an additional O(R0/R) with respect to (26). Thus at
large radii we recover, yet again, the identification in (23).
The velocity profiles are plotted in Fig. 2.
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FIG. 2. Circular speed as a function of the radius vs(R) for
different values of s. In this plot a0 = ` = 1 (which implies
GNM = pi
2/4) and R0 = 1. The arrow denotes the direction
in which s grows from 1 to 3/2. The horizontal line represents
the asymptotic value of v3/2(R) as R approaches infinity.
V. CONCLUSIONS
Fractional calculus has proven to be a valuable tool
for studying several physical problems. Its role in fun-
damental physics has however been largely ignored so
far, even though the last few years have finally seen the
emergence of some studies pointing out its potential rel-
evance in quantum field theory and gravity [52–55]. In
this regard, the fractional Laplacian seems to play an im-
portant role in light of its connection to the heat kernel
and the Euclidean picture of non-local quantum field the-
ories. Here I have derived MOND’s asymptotic behaviors
for the gravitational potential (and, as a consequence, for
the acceleration) as the result of a fractional Newtonian
theory of gravity. This model is based on the fractional
Poisson equation (1), where the standard Laplacian −4
is replaced by its fractional power (−4)s. Taking ad-
vantage of the method of semigrups and of the property
(4) I have discussed the fundamental solution of (1) in
light of [34, 35]. The result is that (1) reduces to New-
ton’s theory for s = 1, whereas it reproduces MOND’s
large-scale behavior for s = 3/2. This transition is, how-
ever, all but trivial since |k|−3 clearly does not belong to
the class of tempered distributions and therefore Φ3/2(r)
is obtained from a regularization of the inverse Fourier
transform of |k|−3. Then, comparing a(r) = |∇Φs| with
MOND’s expression for the Tully-Fisher relation one can
identify the relation between ` and a0, i.e. (23). The
fact that MOND predicts a ∼ 1/r for a  a0 implies
that s = 3/2 for r  `, thus identifying a scale at which
these deviations should emerge from the non-locality of
the theory. One can then infer that the proper way to
fully describe the transition between the two asymptotic
regimes requires to treat (1) as a variable-order fractional
differential equation, with s = s(r/`). Then MOND’s
conditions a0  a and a0  a, that allows one to
recover the flattening of the tangential velocity as one
6moves away from the galaxy center and the Newtonian
force respectively, are recast as s(r/`) = 3/2 for r  `
and s(r/`) = 1 for r  `. Hence, one can frame this
MOND-like linear theory as a fractional model with a
variable-order spanning 1 ≤ s(r/`) ≤ 3/2, taking proper
care of the upper extreme. This nice interpretation of
the model comes at a price, indeed the variable-order na-
ture of the theory makes its analytical treatment rather
subtle, if not impervious. A full numerical treatment of
the variable-order counterpart of (1) is needed in order
to constrain the functional form of s(r/`). Note that
this variability could, in principle, help explaining the
fact that rotational velocities as functions of the distance
from the galaxy center are not exactly flat and display
some variability. Finally, the scale dependence of the
fractional order s(r/`) is consistent with the corpuscu-
lar interpretation of MOND [21, 22], which predicts that
a0 ∼ cH, with H denoting the Hubble parameter and
c being the speed of light. This is actually consistent
with many observational evidences according to which
a0 ' cH0 [25]. As a consequence, from (23) one finds
that ` ∼ √GNM/cH0, providing an estimate for the
critical scale for these fractional effects.
A natural continuation of this work would involve a
precise analysis of the effects of the proposed theory for
some more realistic density profiles for spherical galaxies.
Particular attention should be paid to double-power-law
models [56] since power-law effects represent a typical
feature of fractional theories. The application of this
MOND–like fractional Laplacian theory to other relevant
astrophysical scenarios will therefore be considered else-
where.
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