This paper describes our system for The Microsoft AI Challenge India 2018: Ranking Passages for Web Question Answering. The system uses the bi-LSTM network with co-attention mechanism between query and passage representations. Additionally, we use self attention on embeddings to increase the lexical coverage by allowing the system to take union over different embeddings. We also incorporate hand-crafted features to improve the system performance. Our system achieved a Mean Reciprocal Rank (MRR) of 0.67 on eval-1 dataset.
Introduction
Automated Question Answering (QA) is an attractive variation of search where the QA system automatically returns a passage which is an answer to a user's question, instead of giving several links. Ranking the passages is an important step in Web QA systems, where the candidate passages are identified and scored as likely to contain an answer.
To explore the various practical approaches for this problem, Microsoft India organized the evaluation of ranking of passages for a given user question. We participated in Microsoft AI Challenge India 2018 1 and have secured a position among the top 20 teams. For a given query and a passage pair, our system begins with assigning a score for each passage and normalizes the scores to form a probability distribution of having an answer across the passages in this pair. This will be done for all pairs. The probability distribution of a pair containing passage i and passage j will be stored in i th row and j th column of Probability Distribution Matrix (PDM) represented as R 10×10 . This matrix is then used to compute the ranking of passages using greedy approach.
The rest of the paper is organized as follows:
In section 2, we analyze the data and describe the pre-processing steps. * This work was presented at 2nd Workshop on Humanizing AI (HAI) at IJCAI'19 in Macao, China.
1 All practical information, data download links and the results on eval1 dataset can be consulted via the CodaLab website: https: //competitions.codalab.org/competitions/20616
The details of the model are presented in section 3. In section 4 we describe the document ranking mechanisms we used during inference. Experiments and results are presented in section 5. We conclude this paper in section 6. For the rest of the paper, we use the term document and passage interchangeably.
Data & Pre-processing steps
The data sets we used were all provided by the competition organizer team, with no other external corpus. The statistics of the given data set are as follows: in total there are 524K samples, where each sample is comprised of a query, 10 documents and a label denoting the suitable document among the 10 documents. We split the data set into training set and dev set containing 519K samples and 5K samples respectively. The total number of words in training set is 2.1M. In all our experiments, we only considered those words whose frequency is at least three. This reduced the vocabulary size to 567K words. The words which are not in our vocabulary were treated as out-of-vocabulary words. Our models were evaluated on eval-1 and eval-2 data sets provided during the competition.
Text pre-processing
We applied the following pre-processing steps: The query and document text were tokenized using NLTK word tokenizer [Loper and Bird, 2002] . We did not perform stemming/lemmatization. Stopwords, all punctuations were removed, and all letters were converted to lowercase.
Pre-trained word embedding
We used 3 types of word embeddings: Word2Vec [Mikolov et al., 2013] , GloVe [Pennington et al., 2014] and FastText [Bojanowski et al., 2016] in our experiments. We trained all these word embedding models on a corpus obtained from combining all the queries and documents from the training set. For some of our experiments, we also used pre-trained ELMo embeddings 2 [Peters et al., 2018] but discontinued later due to huge increase in training time.
Hand-crafted features
Apart from semantic and lexical features that will be captured from data by the network, we added the following handcrafted features to improve the model performance:
• Sentence length of documents.
• TF-IDF, BM25 scores of documents for a given query.
Model Description
In this section, we describe the architecture of our best model, shown in Figure 1 . The other architectures we tried are presented in subsection 5.1. Our system is comprised of 4 parts: (1) The Embedding Layer, where for each word, we look up the Word2Vec, GloVe, FastText embeddings and apply selfattention on these embeddings to get a meta embedding, (2) The bi-LSTM layer, (3) The co-attention layer, where we fuse the intermediate representations of query and a document which were obtained from bi-LSTM layer to obtain query aware document representation, (4) The output layer, where we finally compute the scores and probability distribution of the documents.
Notations. For each query, we take a single pair of documents and we pass the data to the network as a tuple con- 
denote the same for document 1 and document 2 . Note that n, m, k are lengths of query, document 1 and document 2 respectively.
Embedding Layer
In this layer, for each word x q i in query q, we performed an embedding lookup to get the Word2Vec, GloVe, FastText embeddings represented by q i,1 , q i,2 , q i,3 respectively. These embeddings were fixed and were pre-trained on the corpus obtained from combining all the queries and documents from the training set. Instead of concatenating these 3 embeddings into a single embedding, inspired from [Yin and Schütze, 2015] , [Kiela et al., 2018] , we combined these embeddings by taking the weighted average denoted as:
where α i,j are scalar weights from self-attention mechanism:
Here q i is the meta-embedding of i th word in query which can be fed into biLSTM. Here W and b are learnable parameters. Similarly, we perform the embedding lookup and selfattention on the words from documents d 1 and d 2 using the same set of parameters W and b to obtain d 1 and d 2 . The main reason we used weighted average instead of concatenation is because: enhancement of performance and improved coverage of vocabulary [Yin and Schütze, 2015] .
Bi-LSTM Layer
We used a standard bidirectional LSTM [Hochreiter and Schmidhuber, 1997] encoder to encode the query and document sequence of word vectors as:
The query and document sequences are computed with the same biLST M enc to share the representation power [Mueller and Thyagarajan, 2016] . From the outputs of biLST M enc , we define the query encoding matrix as Q = [q 1 , q 2 , . . . , q n , q φ ]. We also added sentinel vector q φ [Merity et al., 2016] which allows the model to not attend to any particular word in the input. Similarly, we define document encoding matrices as
Co-Attention Layer
Inspired from [Lu et al., 2016] and , we used the same co-attention mechanism that attends to the query and document simultaneously and finally fuses both attention contexts. We first describe co-attention in general and apply it to Q, D 1 and Q, D 2 to get query aware document representations U 1 and U 2 . Similar to , we first compute the affinity matrix, which contains affinity scores corresponding to all pairs of query and document words: L = D T Q. The affinity matrix is normalized row wise to get the attention weights A Q across the document for each word in query. And similarly normalized column-wise to get the attention weights A D across the query for each word in the document:
and
Next, we compute the attention contexts, of the document in light of each word of the query:
We similarly compute the attention contexts QA D of the query in light of each word of the document. Additionally, we compute the summaries C Q A D of the previous attention contexts in light of each word of the document. We also define C D , a co-dependent representation of the query and document, as the co-attention context: where [x; y] is concatenation of vectors x and y horizontally. The last step is the fusion of temporal information to the coattention context via a bidirectional LSTM:
We define U = [u 1 , . . . , u l ], the outputs of biLST M f usion concatenated vertically, which provides a foundation for finding the likelihood of the document containing the answer, as the co-attention encoding. Using this mechanism on Q, D 1 and Q, D 2 , we obtain
Output Layer
In this layer, we first apply the max-pooling operation on U 1 and U 2 to get the final representations of documents, followed by concatenation of manual features: document length, BM25, TF-IDF scores:
V 1 = [length; BM 25; tf -idf ;
We then obtain a linear transformation on V 1 to get a score for this document 1 :
Similarly, we apply the same for document 2 :
We used these scores score 1 and score 2 to compute the posterior probability of a document containing an answer given a query through a softmax function:
During training, the model parameters were estimated to maximize the likelihood of the document which has answer in it, given the queries across the training set. Equivalently, we need to minimize the following loss function:
Where S is the training set, Θ denotes the parameters set of the neural network. Since L(Θ) is differentiable with respect to Θ, the model is trained readily using gradient-based numerical optimization algorithms.
Ranking Mechanisms
During inference, for a given query and 10 corresponding documents, we compute the Probability Distribution Matrix (PDM) denoted as R 10×10 , where i th row and j th column of the matrix is given by R i,j :
One can observe that:
The reason behind using PDM is that, our model could only rank between two documents at once. So to predict the ranks between all the ten documents, we first compute the probability distribution (ranks) among the documents in each pair and store them in the PDM. We then apply heuristics to rank all the ten documents at once.
Let us suppose R i,j > R j,i , it means that document i is better than document j in containing answer, implying rank of document i is better than rank of document j . Ideally, this corresponds to finding the ranks of documents which strictly satisfies every pair in PDM. But there could be a possibility that no ranking sequence exists strictly satisfying every pair in PDM. Because the PDM does not guarantee to satisfy transitive property 3 . To overcome that, we can relax the strict condition and find the ranks of documents which satisfies most number of pairs in PDM. This problem can be thought of as finding Hamiltonian path with maximum path sum on a complete digraph K 10 , where the edge weight from vertex i to vertex j is 1 if R i,j > R j,i else 0. This problem is N P-hard and the time complexity of a solution involving dynamic programming is O(N 2 .2 N ). N being the number of vertices in the graph, which in our case is 10. As the number of samples are huge in eval 1 and eval 2 data sets, we decided not to use this approach as the overall time taken to calculate the ranks could be very high. Instead, we used the sub-optimal greedy approach described in Algorithm 1, which runs in O(N 2 ).
Experiments and Results
In this section, we report our evaluation results based on the given eval-1 4 data set.
Model variants
We conduct experiments with the following variants:
• M1 Bi-LSTM sentence encoder with GloVe embeddings and without co-attention, which is our basic system. • M2 Bi-LSTM sentence encoder with ELMo embeddings [Peters et al., 2018] and without co-attention.
Algorithm 1 Greedy Ranking Input: R 10×10 Output: rank, denoting ranks of 10 documents. , 10] 3: for i ← 1 to 10 do
4:
A i ← 10 j=1 R i,j 5: end for 6: order ← argsort(A) (max) 7: for i ← 1 to 10 do 8:
rank orderi ← i 9: end for 10: return rank
• M3 Same as M2 but applied co-attention between query and document.
• M4 Bi-LSTM sentence encoder with Word2Vec, FastText and GloVe embeddings. All these embeddings were concatenated. In addition to these, we used manual features such as sentence lengths of documents, TF-IDF, BM25 scores of document for a given query. We applied co-attention between query and document.
• M5 Our best model described in section 3.
Implementation Details
We trained and evaluated our models on the data set provided by the competition organizer team, with no other external corpus. The dimension of word embeddings was set to 300 in all our experiments and the embeddings were fixed during the training. We limited the vocabulary to the words whose frequency is at least three and set embeddings of Word2Vec and GloVe for out-of-vocabulary words to zero.
We set the maximum query length as 15 and maximum document length as 70. The hidden state size was set to 500 and number of layers were fixed to 2 in all our experiments for all bi-LSTMs. All our network parameters were randomly initialized uniformly in the range [−0.01, 0.01] . We used dropout of 0.2 between the LSTM layers to regularize our network during training [Srivastava et al., 2014] , and optimized the model using ADAM [Kingma and Ba, 2015] , with initial learning rate of 0.001. We normalized the L2-norm of the gradient of the cost function each time to be at most a predefined threshold of 5, when the norm was larger than the threshold [Pascanu et al., 2013] . We trained for 100 epochs with each batch of size 256. All our models were implemented and trained using PyTorch [Paszke et al., 2017] . being the word embeddings is because, ELMo representations are purely character based, allowing the network to use morphological clues to form robust representations for outof-vocabulary tokens unseen in training. In case of M1, the embedding of out-of-vocabulary words are zeros leading the network to under fit.
Results
Next we compare models M2 and M3. The only difference between them is use of co-attention. From the results, we can conclude that co-attention mechanism is helping the network to perform much better by capturing the relation between a query and a document. Although models with ELMo embeddings are performing better, they are taking huge amount of time to train leading to difficulty of experimenting with other ideas. For this reason, we switched back to traditional embeddings for the next set of experiments. However, instead of experimenting with GloVe embeddings alone, we considered Word2Vec and FastText to overcome the drawback of out-ofvocabulary words and to increase the representation power of the neural network. The use of FastText is important as it can get the representation of an out-of-vocabulary word with the help of sub-word information. With out it, the problem of outof-vocabulary words would still be there. In addition to these embeddings, we also used few manual features described in section 2. With these embeddings and manual features, the model M4 outperformed previous models by a huge margin, making room for new set of experiments.
We then improved M4 to obtain M5 by applying selfattention mechanism on embeddings as described in subsection 3.1. This led to further improvement of score as can be seen in Table 1 .
Conclusion
In this paper, we described our models that we used in Microsoft AI Challenge India 2018. We used the bi-LSTM with co-attention mechanism between query and a document. In addition to co-attention, we also used self-attention mechanism on different embeddings types leading to further improvement of our model performance.
In future work, it would be interesting to use context aware embeddings such as ELMo. It would also be interesting to further improve our model by replacing recurrent models with transformer networks [Devlin et al., 2018] . Additionally, it would be interesting to explore other useful hand-crafted features and ensembling methods.
