In a companion paper, experimental evidence was elaborated to confirm that in particular circumstances the performance of level furrow irrigation can exceed that of level basin irrigation. The application of a single furrow simulation model to an irrigation event in a level furrow field resulted in large estimation errors. To overcome them, the development and validation of a numerical model of level-furrow irrigation is reported in this work. The model is based on the interconnection of a number of onedimensional channels. The individual channels are connected using confluence or bifurcation points. Furrow infiltration is modelled through a Kostiakov infiltration
INTRODUCTION
Two field experiments were presented and analyzed in a companion paper. Infiltration equations were derived from the first experiment to characterize infiltration in the experimental soil for both level basin and level furrow conditions. An effort was made to characterize infiltration in furrows as a function of discharge or wetted perimeter, thus taking into account the effect of flow level on furrow infiltration. In the second experiment a level furrow setup was evaluated, paying particular attention to the evolution of the advance process. A simulation approach was further used to conclude that in the particular conditions of the second experiment: 1) level basin irrigation would require six times more water than level furrow irrigation; and 2) a single furrow simulation model applied to the simulation of the level furrow field would underestimate the time of advance by 24 %.
In this paper, a specific model for level furrow irrigation is presented. The model consists of a network of one-dimensional furrow simulation models, connected via bifurcation and confluence nodes. The level furrow irrigation evaluation presented in the companion paper is used to validate the proposed model. The model is applied to explore the dependence of level furrow performance on several design and management variables, in an attempt to identify conditions favoring level furrows over level basins.
NUMERICAL MODELS OF SURFACE IRRIGATION
Development of surface irrigation models based on the one-dimensional shallow water equations started early in the 1970's (Chen, 1970; Strelkoff, 1970) . Several numerical procedures and discretization techniques have been used to solve the governing equations subject to pertinent boundary conditions. These models have evolved over the years and currently can simulate many situations typical of one-dimensional irrigation flow. Among these models, SRFR (Clemmens and Strelkoff, 1999) and SIRMOD (Walker, 2001) have been maintained over the years, and current versions are stable, robust and fast.
Many level basin and level furrow configurations cannot be adequately simulated with one-dimensional models. In level basins irrigated from a single point, the flow pattern is radial, and therefore a two-dimensional model is needed to track the advancing front and to handle irregular field geometries. Playán et al. (1994a) reported errors of up to 20 % in the time of advance when a one-dimensional model was used to simulate certain configurations of level basin irrigation. Two-dimensional level basin irrigation models have been under development in the last decade (Playán et al., 1994a; Playán et al., 1994b; Playán et al., 1996; Zapata and Playán, 2000; Brufau et al., 2002) . These models have been used to assess the effect of spatially variable soil surface elevation, as related to the benefits of using laser guided land leveling.
Flow in level furrows is also two-dimensional as water from entirely flooded furrows often enters adjacent furrows from the downstream end. Still, application of onedimensional models is possible but only if the system is treated as a network of open channels. Current one-dimensional models (like SRFR or SIRMOD) lack the capabilities required to reproduce the complicated flows derived from an interconnected network of channels. A new model is required, whose elements are one-dimensional reaches of a looped network. In the following section the development of such model is described.
MODEL DESCRIPTION
The numerical model developed in this work for the simulation of level furrow irrigation is based on a looped network of open channels. In these channels flow is assumed to be one-dimensional and unsteady, hence governed by the St. Venant or onedimensional shallow water equations that are frequently formulated as:
Where A is the wetted cross section, Q is the discharge, i is the infiltration rate, g is the acceleration due to gravity, Fr is the Froude number, h is the water depth, S 0 is the bed slope and S f is the friction slope.
The infiltration rate is the time derivative of the infiltrated water, Z. Using the Kostiakov approach, Z is calculated in terms of two parameters, k and a, characteristic of the infiltration process:
In this equation, the independent variable is , defined as the opportunity time, and corresponding to the time interval that a particular point remains wet, or the current time minus the advance time to that point.
Using this equation in furrow irrigation may lead to significant errors in the estimation of the infiltrated volume and the advance curve, since the Kostiakov equation does not include the current furrow wetted perimeter (or the discharge) as an independent variable. In a pioneer work, Fangmeier and Ramsey (1978) pointed out the influence of the wetted perimeter (and therefore of the inflow discharge) on furrow infiltration. In the companion paper the Kostiakov infiltration equation was modified to extend its applicability to furrow irrigation (Rodríguez, 2002) . The application of this extended procedure was validated using experimental data. The infiltration equation using discharge as an additional independent variable was used in the proposed numerical model.
The simulated network consists of a short entrance channel and a number of distribution channels and irrigation furrows. The channels connect points at junctions. Junctions may connect two or three network branches depending on their location on the field (two at the non inflow corners; three elsewhere). The model system is sketched in Fig.   1 , where the inlet point is represented as a short entrance channel in order to simplify the numerical treatment of the upstream boundary conditions that, otherwise, would be located at a junction point. Each distribution channel or irrigation furrow is bounded by two junctions. In some practical level furrow applications the distribution channels are substituted by two unfurrowed border strips (Erie and Dedrick, 1979) . This particular setup cannot be simulated with the proposed model unless the border strip is narrow enough to be considered one-dimensional. Otherwise, simulation would require linking a two-dimensional overland flow model to a one-dimensional furrow simulation model.
Four kinds of input data have to be supplied to the model: geometric, infiltration, hydraulic and computational data. Field geometry is defined by the number of furrows, the length of both irrigation furrows and distribution channels and the furrow and channel cross sections (side slope and bottom width for a trapezoidal cross section). The model includes an option to assign non-uniform values of these parameters.
Infiltration may take place in the furrows as well as in the channels, but the inlet channel is assumed to be impervious. Different infiltration equations may be assigned to the furrows and channels, since they may differ in the geometry of the cross section.
The flow problem is characterized by the applied irrigation discharge and the Manning roughness coefficient. The bottom slope, being a determinant variable in open channel flow problems, is irrelevant in level-furrow simulation due to the assumption of zero slope in the field.
Initial conditions are zero discharge and water depth everywhere except at the entrance point, corresponding to an initially dry field:
At the inlet point the boundary condition is the applied irrigation discharge hydrograph.
Following previous works (Playán et al., 1994a) 
where u is the water velocity, c is the celerity of surface waves, and b is the cross sectional top width.
There is no downstream boundary condition in this model since there is no outlet point.
All the channels and furrows are interconnected and water is only allowed to disappear from the domain by infiltration. During the advance phase, there are multiple advancing fronts running through the furrows and channels over dry cells but they are all included in the model in a through way without any special treatment.
The hydrodynamic model is used only to simulate the advance phase, that is, applied to simulate water movement until the advance process covers all the nodes (therefore using a criterion of cutoff at completion of advance). At that moment, the water supply is cut and an algebraic procedure is used to determine the time of recession (the time of advance plus the time required to allow all the enclosed water to infiltrate) and the nodal values of infiltration. This procedure is applied in order to reduce CPU time in the validation of the model and not because the model is unable to continue the simulation of the subsequent flow evolution. The simplification is based on the assumption that, once all furrows and channels are covered with water, the infiltration process is almost static and therefore a transient model is no longer required. Since the chosen infiltration equation depends on the discharge, it can not be used any more once the flow becomes static. Therefore, during this last phase of the simulation, the equivalent infiltration equation using the wetted perimeter as an independent variable is used. A time stepping scheme is applied starting at the time of advance so that, at each time step, the volume of overland water is determined as the difference between the total irrigation volume and the infiltrated volume, and so is the corresponding wetted perimeter at the canals 
Numerical Solution
The governing equations [1] are discretized in finite difference form using the MacCormack numerical scheme. It is a well-known finite explicit scheme second order accurate in space and time. The scheme is able to deal with both gradually and rapidly varying flows. The method is based on a two-step predictor-corrector time stepping procedure (MacCormack, 1971) . When applied to a general hyperbolic conservation law like:
in which U is the conserved variable, F is the flux and H is the source term, the predictor-corrector sequence to go from the known solution at time nt, n j U , to the unknown values at time (n+1)t , 1  n j U is as follows:
The application of this method to the shallow water equations has been described by several authors Savirón ,1992, Fennema and Chaudhry, 1986) . For that purpose, the system must be rewritten in conservation form:
in order to identify the vector of conserved variables, U, the vector of fluxes, F, and the source term vector H:
Following this identification, the procedure indicated in [7] is followed for the predictor and corrector steps in the solution. In [8] , I 1 and I 2 are hydrostatic pressure integrals representing pressure forces exerted by the liquid column and solid walls respectively and are given by:
The numerical parameters of interest in the CPU time and stability properties are the nodal distance (space step) x and the time step size t. Together, they affect the computational time (CPU time) and the stability and accuracy of the solution. They are related through the Courant-Friedrichs-Lewy stability condition (Hirsch 1990 ):
This expression involves the use of the dimensionless CFL number. In the model, the CFL number is assigned a constant value which, given a fixed mesh size allows for variable time step values. The restriction imposed by the CFL condition over the time step size in explicit schemes can be somewhat relaxed by means of a semi-implicit discretization of the friction term:
Where  is the degree of implicitness of the approach, and goes from 1 (explicit) to 0 (fully implicit), n is the Manning coefficient, and R is the hydraulic radius. The rest of the source terms are discretized by simple nodal evaluation at a known time level.
Boundary Conditions
The general finite difference procedure must be modified for boundary points, both external (upstream and downstream) and internal (in-line structures and junctions).
In the channel network considered herein, boundaries consist of the inlet point (upstream boundary) and the junctions (double and triple) Two types of numerical boundary conditions are therefore used and are described next.
Upstream Inflow
It is well known from the theory of characteristics that the flow regime determines the number of required physical boundary conditions. For subcritical flow, the information coming through the outgoing characteristic equation at the upstream boundary provides one equation, that is, one numerical boundary condition. Therefore, only one upstream
) to find the solution at that point. One form for the characteristic flow equations is:
The + sign corresponds to the positive characteristic C + and the -sign to the C -. The latter can be used at the upstream boundary.
The differential form in [13] can be easily approximated by an algebraic expression like
Using a fixed spatial grid, the method is based on a backward integration and linear interpolation known as Hartree method (García-Navarro and Savirón, 1993 ). An iterative procedure leads to the desired accuracy. The discretization [14] and the information supplied by the physical boundary condition form a system of two equations easy to solve for the two unknowns at the upstream end. In the cases presented here, the physical boundary condition is a constant inflow discharge P Q , being the water depth P h immediate. The value obtained is checked to avoid supercritical inflow.
Stream confluence or bifurcation
In the channel network of our model, there are junctions of two channels (double) and junctions of three channels (triple). In order to illustrate the procedure followed, let us consider a triple junction in which two streams join and form the third one (Fig. 2 ).
Three points P 1 , P 2 and P 3 are considered. They are located at the extremes of the joining channels so that P 1 and P 2 are the downstream ends for reaches 1 and 2, and P 3 is the upstream end for channel 3. Obtaining the solution at these points every time step implies to solve for six unknowns, three discharges Q 1 , Q 2 , Q 3 , and three water depths h 1 , h 2 , h 3 , hence requiring six equations to solve a junction of this type.
Following Abbot (1992) and Chow (1959) , a simple method based on the discretization of the mass conservation equation at every junction boundary point has been used. In the discretization of the mass equation:
the spatial derivative is expressed differently depending on the character (upstream/downstream end) of the junction node (Figs. 3 and 4). For an upstream node like P 3 a forward difference is used :
and backward for a downstream node like P 2 :
where M is the index of the junction node of the reach and S indicates the immediate neighbor in that reach. Using [16] or [17] in [15] :
Three independent equations are obtained, one for every reach meeting at this junction.
These are the numerical boundary conditions in our model. Three physical boundary conditions are then applied. One of them is the global mass continuity equation at the junction which, in order to take into account the possible flow signs, can be written as:
where subindexes 1,2,3 run now over the three junction nodes at the end of the three meeting reaches. As for the sign convention,  i = 1 when the end of reach i is downstream and  i = -1 if it is upstream. Two more junction boundary conditions must be imposed. It is very frequent the use of a common junction water depth h:
Different options include the use of a common energy amount, some energy loss rule or the specification of a momentum balance. All these possibilities are however much more time consuming and have not been proved superior.
It is not difficult to find the expression of the junction depth h and that of the junction discharges. From [18] at an upstream point for instance:
Using [19] for two situations like the ones plotted on 
Once this is known, the three discharges Q M1 , Q M2 y Q M3 can be directly calculated.
MODEL VALIDATION

Summary of the main features of the case study
The second numerical experiment reported in the companion paper was used for validation purposes and is briefly recalled here for completeness. The experimental field was rectangular, and had a total of 40 interconnected furrows, each of them being 50 m long. The furrow spacing was 1.3 m, and therefore the second field dimension was 52 m. The level furrow setup was irrigated for 31 min with a total discharge of 52.6 L s -1 .
The following infiltration equations were derived for the experimental conditions: ), and  is the opportunity time (min). These equations apply to the irrigation furrows, but not to the distribution channels, where infiltration was prevented by a plastic film.
Spatial intervals x of 0.13 m and 0.50 m were chosen for the distribution channels and the irrigation furrows, respectively. Values of CFL = 0.85 and = 0 were used. These values led to stable calculations in all cases.
Infiltration was modeled using four different approaches. In the first case, infiltration was not adjusted for discharge or variable wetted perimeter effects. The infiltration equation used corresponds to the one developed for the average discharge conditions within the field, 52.6 L s -1 / 40 furrows = 1.32 L s -1 (it will be referred to as uniform). In the second case, infiltration in a furrow was computed using the furrow inlet discharge as a variable; the infiltration equation varies among furrows and in time for each furrow (Q inlet). The third case corresponds to using at each node the nodal value of discharge,
therefore, a different infiltration equation is used at each node and time step (Q nodal).
Finally, the fourth case corresponds to using a different equation for each furrow, in which the inflow value in Eq.
[26] is the average discharge along the furrow (Q average). Since discharge can flow in both senses, all the values of discharge discussed in this paragraph are taken as absolute values.
Simulation results were compared with the field measured advance and flow depth and discharge measured at the inlet of furrow # 1. The measured depth reached a constant value after a certain time (much shorter than the cutoff time) that will here forth be denoted as reference depth = 0.140 m, and the measured discharge will be called reference discharge = 5.13 L s -1 . The first simulation used a uniform Manning n for the entire field. Different values of n were explored, and best results were obtained with n = 0.020 and n = 0.025 (Table 1 ). Figure 5 presents a plot of the observed advance compared to case n20n (obtained for uniform n = 0.020 and nodal discharge). In this case the reference depth was well predicted (0.141 m), but the advance curve and particularly the reference discharge were not. Throughout the eight cases presented in Table 1 , the best advance predictions were obtained using nodal discharge to compute infiltration, and less accurate predictions were obtained using the other three infiltration calculation approaches. As an example, the advance curve for case n20u (uniform n = 0.020 and uniform discharge) is presented in Fig. 5 . The proposed value for
Manning n results unacceptable, since the experimentally determined values (Table 1 of the companion paper) were 0.05 in three cases and 0.04 in one case. In view of the results, the nodal value of discharge was used in subsequent simulations.
The following validation attempt was based on the use of non-uniform Manning n. This option is fully justified by the experimental conditions. Since the distribution channels were covered by a plastic film a new simulation test was run using different n values for the furrows and distribution channels. The Manning n of the film was estimated as 0.015 -0.020, while the Manning n of the irrigation furrows was set at the experimentally determined values of 0.04 and 0.05. The results are presented in Table 2 .
The simulated reference depth is relatively close to the target, particularly for case The simulated discharge hydrograph is similar to the observed one, although the initial peak value is strongly overestimated.
The similarity between the observed and simulated two-dimensional advance pattern is remarkable, as shown in Fig. 7 for irrigation times 6, 14 and 23 min. The observed advancing front shows a fingering effect which can be readily attributed to the soil surface undulations: flow advances fast towards low spots and takes time to overflow local high spots. The measured standard deviation of soil surface elevation (14 mm) is high enough to create this effect. Both data sets reproduce the shift to the right of the center of symmetry of the advancing pattern, and how this lack of symmetry is reduced in time, due to the equilibration of the discharges flowing through both distribution channels.
Time evolution of surface water and infiltrated water in level furrow irrigation
To follow how water flows through the network in level furrow irrigation, results of the surface and infiltrated water distribution were selected for t = 6 min. and t = 23 min. 
MODEL APPLICATION
Influence of the total inflow rate Table 3 presents the results of simulating the irrigation of the experimental field using discharges ranging from 25 to 53 L s -1 . The average infiltrated depth (column 5) increased with the irrigation discharge from 26.1 mm to 33.9 mm. This is largely due to the direct relationship between infiltration and wetted perimeter (or discharge). As expected, an increase in the irrigation discharge also resulted in an increase in distribution uniformity, although doubling the discharge led to a modest increase in uniformity (six points). A decrease in the experimental discharge would have resulted in a lighter irrigation, at the expense of increasing the irrigation time.
In the companion paper, a level basin simulation of the experimental field irrigated with the measured discharge (53 L s -1 ) produced an estimation of the time of advance of 185 min, with an average infiltrated depth of 223 mm. A level basin simulation using a discharge of 100 L s -1 resulted in a time of advance of 61 min, and an average infiltrated depth of 0.141 m. In this particular case, if the experimental field was to be level basin irrigated, an increase in the irrigation discharge would be recommended in order to reduce the infiltrated depth to moderate values.
In the experimental conditions level furrow irrigation can be successfully operated at low discharges (below 50 L s -1 ), while level basin irrigation requires a large inflow discharge (over 100 L s -1 ). A simulation approach based on field infiltration experiments could be applied to each particular case in order to investigate optimum conditions for level furrow irrigation.
Influence of the base width of the distribution channel
Increasing the base width of the distribution channel (Table 3 ) from the experimental value of 0.33 m to 1.32 m led to a relevant decrease in the advance time (from 28.0 min to 19.4 min), and consequently in the average irrigation depth (from 33.9 mm to 23.5 mm). The effect on the distribution uniformity was not clear, since the differences were small (two points). Although an optimum uniformity value could be found in this particular case between base widths of 0.66 m and 0.99 m, the differences were considered non significant. The decrease in the average infiltrated depth is very important: a large distribution channel helps to obtain light irrigations. Since this is a common goal in surface irrigation systems, a design hint for level furrow irrigations is to ensure a large conveyance capacity at the distribution channels. This idea was already present at the manual by Erie and Dedrick (1979) , where the authors also claimed that large distribution channels would help control erosion.
Influence of the soil characteristics
In order to characterize the influence of the soil properties (infiltration and roughness) on level furrow irrigation performance, three infiltration families (0.2, 0.5 and 1.0) and two uniform values of Manning n (n1 = 0.04, and n2 = 0.08) were simulated in crossed combinations for a different case study (Table 4) . The simulated field dimensions were 60 by 90 m (60 furrows, 60 m long and with a furrow spacing of 1.5 m). The furrow base was 0.13 m, and the side slope was 0.6. The distribution channel width was 0.52 m, and its side slope was 0.6. The infiltration equations were of the Kostiakov Lewis type:
Where f 0 is the long-term infiltration rate (m 3 m -1 min -1 ). The Kostiakov-Lewis coefficients of the Soil Conservation Service infiltration families were obtained by Gharbi (1984) using regression techniques, and are presented in Table 4 . In this exploratory analysis of the effect of soil infiltration on level furrow irrigation performance, the infiltration equation did not include a dependence on wetted perimeter or inflow discharge. The 0.2, 0.5 and 1.0 infiltration families can be roughly associated to the clay loam, silty loam and sandy loam soil textures, respectively.
The results presented in Table 4 include three parameters obtained from the simulation results: the time of advance, the time of recession and the average infiltrated depth.
For a given infiltration family all three parameters increase as the roughness coefficient increases. Similarly, for constant values of Manning n, the three parameters increase with increasing soil infiltration. Irrigation performance will therefore benefit from smoothly tilled soils free from vegetal growth. Light irrigations can be performed in soils with moderate to low infiltration, although the level furrow system did not produce excessive infiltration even in sandy loam soils.
SUMMARY AND CONCLUSIONS
The numerical model developed and presented in this work is able to simulate levelfurrow irrigation flow in a variety of case studies. The numerical scheme used, second order explicit MacCormack, shows suitable for all the wet points, even those at the water front position which are problematic from the numerical point of view. Numerical stability was achieved by means of time steps compatible with a CFL value of 0.85. The friction term was discretized in a semi-implicit way in order to help to control stability at zones of low depth.
The experiments performed in the companion paper provided a case for model validation. The simulated results produced adequate agreement with the observed advance curve. The final flow depth and discharge at the upstream side of the first furrow were properly simulated. The time evolution of the location of the advancing front at the furrows was properly simulated by the model, although the observed advance showed a fingering effect that was attributed primarily to local differences in soil surface elevation.
The analysis of a number of case studies revealed that the conveyance capacity of the distribution channels must be high in order to be able to apply light irrigations. Due to the effect of discharge on furrow wetted perimeter and ultimately on infiltration, large discharges can result in large average infiltrated depths. Therefore, relatively small discharges may lead to optimum level furrow performance. Finally, although this irrigation system benefits from smoothly tilled, fine textured soils, irrigation performance on rough, sandy soils can be acceptable.
The proposed simulation model can be a valuable tool in the design and management of level furrow systems. Particularly, this model can be used in combination with level basin irrigation models to compare irrigation performance under both irrigation systems. This is particularly interesting since a farmer can switch from level basin to level furrow irrigation by performing a tillage operation. In a context of growing concerns about agricultural water use and the decrease in rural population, the level basin and level furrow irrigation systems stand as interesting options. In fact, they were long ago classified as methods for conserving water and labor (Erie and Dedrick, 1979) . 
