Listeners reported the apparent spatial positions of wideband noise bursts that were presented either by loudspeakers in free field or by headphones. The headphone stimuli were digitally processed with the aim of duplicating, at a listener's eardrums, the waveforms that were produced by the free-field stimuli. The processing algorithms were based on each subject's freefield-to-eardrum transfer functions that had been measured at 144 free-field source locations.
INTRODUCTION
Until recently, research on human sound localization focused on encoding and processing of two major cues, interaural differences in the time of arrival of a sound at a listen-
er's ears (/x T), and interaural differences in intensity (AI).
The emphasis has shifted in the past few decades, as a result of a renewed appreciation of the role of the pinnae. It is now clear that important information about the location of a sound source is provided by the direction-dependent interactions of an incoming sound wave with the folds of the pinnae. While most of the existing research suggests that these pinna cues are important primarily for coding of source elevation (e.g., Gardner and Gardner, 1978; Hebrank and Wright, 1974a,b; Roffier and Butler, 1968; Butler, 1975) , other studies argue that some aspects of azimuth coding, especially resolution of front-back confusions, are also mediated in part by pinna cues (e.g., Blauert, 1969; Oldfield and Parker, 1984b) . In spite of all the recent research, however, important questions remain about the conditions in which pinna cues are important, and how those cues are processed by the auditory system. We have learned a great deal about the processing ofA T and AI cues because control of interaural time and intensity differences in an experimental setting is straightforward.
Headphones are typically used to present the stimuli in experiments on A Tand AI coding, thus allowing complete specification of the stimulus at each ear. Systematic manipulation of pinna cues poses more difficult technical problems, and for this reason our understanding of how pinna cues are processed has advanced relatively slowly. Some investigators have presented stimuli in free field and have attempted to modify pinna cues by filling the folds of the pinnae with putty (Gardner and Gardner, 1973; Oldfield and Parker, 1984b) or by covering the pinnae with blocks (Gardner and Gardner, 1973) . Unfortunately, the utility of these techniques is limited, since they do not allow precise, systematic control over the acoustical stimulus delivered to a listener's ear. Other investigators have attempted to exploit the advantages of headphone stimulus delivery by electronically simulating pinna cues, either by processing stimuli with some electronic analog of pinna function (Bloom, 1977; Watkins, 1978) or by recording and reproducing actual pinna cues (Blauert, 1983 Searle et al., 1975) . Unfortunately, these techniques as well are of limited usefulness, since the degree to which the simulations matched the acoustics of real free-field listening conditions was never quantified. We have developed new techniques for synthesizing headphonedelivered stimuli, with which it is possible to duplicate, in a listener's ear canals, the acoustical waveforms produced by free-field sources (Wightman and Kistler, 1989) . We believe that our procedures provide potential solutions to the technical problems associated with manipulation and control of pinna cues.
While headphone stimulus presentation can solve the stimulus control problem, an equally important issue relates to the perceptual equivalence of free-field and headphone listening. Briefly, if we wish to study pinna cues by simulating them with headphone-presented stimuli, we must be sure that the simulated pinna cues evoke the same percepts as real pinna cues. We feel that such a psychophysical validation constitutes the only convincing evidence that it is "localization," as opposed to some other auditory process (such as "lateralization"), which is being studied. Relatively few of the previous studies using headphone stimulus delivery included a comprehensive psychophysical evaluation of the equivalence of free-field and headphone-presented stimuli. One of the more complete studies was reported by Butler and Belendiuk (1977) . Since the focus of this study was on localization in the median plane, the listener's response alternatives in both free-field and headphone conditions were restricted to a few locations on the median plane. This restriction of response alternatives causes a problem. If, with headphone stimuli, the actual percepts were not on the median plane, the listener would have no way of indicating that fact, and thus the data might incorrectly indicate an equivalence of free-field and headphone percepts. Thus the correspondence between the results of the free-field and headphone conditions cannot be taken as conclusive evidence that pinna effects were actually mediating the listener's responses in both conditions. The work described in this article represents our attempt, through a comprehensive psychephysical validation experiment, to assess the perceptual adequacy of our new simulation techniques (Wightman and Kistler, 1989 ). This validation consists of direct comparisons of listeners' localization performance in free-field and headphone listening conditions.
I. METHOD

A. Subjects
Eight young adults (four male, four female) served as paid volunteers. All had normal hearing, as verified by audiometric screening at 15 dB HL, with no history of hearing problems of any kind. None of the subjects had any previous experience in psycheacoustical experiments, and all were naive regarding the purpose of the experiment.
B. Stimuli
The basic stimulus in this experiment was a train of eight 250-ms bursts of Gaussian noise (20-ms cosine-squared onset-offset ramps), with 300 ms of silence between the bursts. The noise bursts were presented at an overall level of about 70 dB SPL. The Gaussian noise was bandpassed with a tenth-order digital FIR bandpass filter between 200 Hz and 14 kHz. The energy spectrum of the noise was shaped (differently for each stimulus) according to an algorithm that divided the spectrum into critical bands and assigned a random intensity (uniform distribution, 20-dB range) to the noise within each critical band. This trial-by-trial randomization of stimulus spectrum was used to prevent listeners from becoming familiar with specific stimulus or transducer characteristics.
The noise stimuli were presented either by loudspeaker or by headphones. In the former condition, the stimulus was routed to one of six small loudspeakers (Realistic Minimus-7). The loudspeakers were chosen to have similar response characteristics ( + 5 dB from 200 Hz to 14 kHz), so no attempt was made to compensate for loudspeaker differences beyond the trial-by-trial stimulus spectral shaping described above. The loudspeakers were mounted on a semicircular steel arc, 2.76 m in diameter, the ends of which were attached to bearings directly above and below the subject's seat in an anechoic chamber. The subject was seated on an adjustable stool such that his/her head was at the center of the arc of loudspeakers. The arc could be rotated around the vertical axis, thus allowing stimulus presentation at any azimuth and at any one of six elevations. The loudspeakers were positioned at the following elevations relative to the horizontal plane passing through the subject's ears: 54, 36, 18, 0, --18, and -36 deg.
For headphone conditions, the noise bursts were transduced by Sennheiser dynamic headphones (HD-340). Each headphone stimulus was digitally processed so that it would simulate a specific free-field stimulus. This processing compensated for the characteristics of the headphones and superimposed a given subject's direction-specific outer ear characteristics (HRTF) on the stimulus (Wightman and Kistler, 1989) . Production of each stimulus involved passing a shaped burst of Gaussian noise, spectrally contoured according to the algorithm described above, through two digital filters, one for the left-ear stimulus, and the other for the right-ear stimulus. Each digital filter consisted of two cascaded sections. The first was the filter described in the companion article [Eq. (4) from Wightman and Kistler, 1989 ], which includes the subject's HRTF for a given ear and source position and the inverse of the subject's headphone-to-ear-canal transfer function for that same ear. The HRTF and headphone transfer functions were measured according to the procedures described in the companion article (Wightman and Kistler, 1989 ). The second section was a zero-phase bandpass filter (200 Hz to 14 kHz) that was used to eliminate processing artifact at low and high frequencies. Finally, since the particular D/A system used to output the stimuli (Ariel DSP-16) imposed a constant 10-/zs delay between left and right stimuli, a 10-/•s time shift was added to the phase response of the right bandpass filter section to compensate for the delay. Stimuli were filtered in the frequency domain, using techniques based on the "overlap and add" FFT algorithm described by Stockham (1966) .
Stimuli for a given subject and a given run were precomputed (using Signal Technology Inc.'s ILS software on a DEC VAX-I 1/750) and stored on an IBM-PC disk. They were then converted to analog form via PC-controlled 16-bit D/A converters at a 50 kHz/channel rate. No antialiasing filters were used, since the nearest aliased components were at 36 kHz, well beyond the range of hearing. Stimuli were presented at about 70 dB SPL in free field and at approximately the same level under headphones. The digital processing of the headphone stimuli preserved all the interaural level and time differences, and the slight position-to-position level differences (e.g., from front to back) that existed in free field.
C. Procedure
The aim of this experiment was to compare the apparent positions of sounds presented in free field and under headphones. Therefore, we felt that the paradigm used to quantify apparent spatial position must be the same for both freefield and headphone listening. After considerable pilot work in which we compared the strengths and weaknesses of a number of techniques (Wightman and Kistler, 1980), we chose an "absolute judgment" technique. With this procedure, a subject indicates the apparent spatial position of a sound source by calling out numerical estimates of apparent azimuth and elevation, using standard spherical coordinates. (In our previous work with this procedure, we also asked for distance estimates.) To give some examples, a sound heard directly in front would produce a response "0,0," a sound heard on the right and slightly elevated would produce "90,10," a sound heard on the left and below the horizontal plane would produce" --90, --10," and a sound in the rear and well elevated would produce "180, 60."
We were initially concerned that our subjects would demonstrate a wide range of skill with the absolute judgment paradigm, and that this source of variance would contaminate our results. It would then be difficult to separate individual differences in localization ability from individual differences in position estimation skill. However, for several reasons we proceeded anyway. First, our main interest was the comparison of performance in free field with performance under headphones, and both would be measured with the absolute judgment procedure. Second, our subjects appeared to learn the procedure very quickly and produced very stable judgments. Nevertheless, all subjects were given 10 h of experience in the free-field listening condition before final data were collected.
The free-field condition, which was tested first for all subjects, required subjects to estimate the apparent position of sounds delivered from 36 different positions, covering a 360-deg range of azimuths and elevations from 36 deg below the horizontal plane to 54 deg above it. The source locations were chosen from a list of 144 potential positions, which were those at which each subject's HRTFs had been measured (Wightman and Kistler, 1989) . The choice was made with the aim of sampling the possible range of azimuths and elevations equally. Later in the experiment, after subjects had completed testing in both free-field and headphone conditions, a second set of 36 positions was selected and seven of the eight subjects were tested again in both free-field and headphone conditions. Table I gives the coordinates of all 72 source locations, and shows how they were divided into "low," "middle," and "high" elevations, and "front," "side," and "back" azimuths for later analysis.
At the beginning of a run in the free-field condition, subjects were blindfolded, led into the aneehoic chamber, and seated at the center of the loudspeaker arc (no subject saw the inside of the anechoic chamber or the loudspeaker arrangement at any time during free-field testing). The subject was instructed to look straight ahead and not to move the head while a trial was in progress. The experimenter, who was present with the subject in the chamber in order to move the loudspeaker arc and to record the subject's responses, verified head position and stability. Each trial began with the presentation of a 15-s burst of white Gaussian noise from a loudspeaker (not one of those used for localization) mounted in front of (or, in a separate condition, behind) the subject at floor level. The purpose of this noise was to mask the sounds made by moving the loudspeaker arc, which was positioned by the experimenter during this 15-s pretrial period. When questioned later, all subjects reported that they could not detect the movement of the loudspeaker arc. After the masking noise terminated, the stimulus was presented. Recall that each stimulus consisted of eight 250- The procedure for the headphone condition was nearly identical to that used for the free-field condition, except that the subjects heard the stimuli over headphones. To avoid the potential influence of visual cues, the subjects were blindfolded as in the free-field condition, even though they had seen the inside of the anechoic chamber during the acoustical measurement phase of the experiment, which came after free-field testing. They were also seated in the anechoie chamber during headphone testing. The trial sequence was the same as for the free-field condition, except that no masking noise was presented before each trial. After each stimulus was presented, and the subject called out azimuth and elevation estimates, the experimenter, who was outside the chamber listening over an intercom, entered the responses on a PC keyboard. As before, each run required estimates of 36 source positions, and because of the slightly faster pace, about four runs were completed in each 90-rain session.
Each subject first completed six runs in the free-field condition and then, after the acoustical measurements were made, completed ten runs in the headphone condition. Next, each subject was tested in an additional six runs in the freefield condition, to evaluate learning effects. As an additional check on learning effects, seven of the eight subjects were tested in both the free-field (six runs) and headphone (six runs) conditions with an entirely new set of 36 source locations.
II. RESULTS
Before discussing the results of the main experiment, we will describe two additional conditions that we evaluated on a subset of the subjects. Both of these conditions used freefield stimulus presentation and were included as checks on certain potentially confounding aspects of our procedure.
First, to evaluate the possibility that the position of the masking noise loudspeaker in the free-field conditions might bias the subjects' judgments of the positions of the other sources, we tested five of the six subjects with the masking loudspeaker moved to the rear. Data from six runs in both conditions revealed no differences. Second, as a check on the extent to which subjects' judgments might be influenced by the nature of the response scale, we required two subjects to respond in "clock time" coordinates instead of "degree" co- The data in Tables II and III We feel it is potentially important that the differences among the subjects and the differences between the free-field data and the headphone data appear almost entirely in the elevation components of the responses. For each subject in both free-field and headphone conditions, the correlation between target and response azimuth is nearly perfect (0.950 is the lowest correlation). However, the correlation between target and response elevation is always a bit lower, and for all subjects it is lower in the headphone condition than in free field. One reason for the generally lower correlations in the elevation components of the responses may be that the range of elevations studied is much smaller than the range of azimuths. It is well known that other things being equal, restricting the range of one or both variables will lower the correlation.
One subject, SDE, was especially poor at judging sound source elevation. This prompted us to conduct a preliminary study of the potential acoustical bases of elevation coding, as revealed in the HRTFs measured on each subject's ears. After removing from each measurement the ½haraeteri•tie• of the pseudorandom noise signal (used for the measurement) and the loudspeaker used to present the signal, we computed "interaural elevation dependency" functions for each subject. These functions were computed by first dividing all leading ear HRTFs by the corresponding trailing ear HRTF, to produce "interaural difference" functions. Thus, for sources on the right, the right ear HRTFs were divided by the left ear HRTFs, and vice versa for sources on the left. Finally, these normalized elevation-dependency functions were averaged over all azimuths. The result for each subject is a set of six functions that show the change in interaural difference (we examined only the interaural intensity difference), which results from moving a source from zero elevation to the five other elevations. Figure 10 shows the elevation dependency results from four subjects. As can be seen, in spite of large intersubject differences in the measured HRTFs (see the companion article, Wightman and Kistler, 1989), the elevation dependency functions from three of the subjects are remarkably similar. The elevation dependency functions from the four subjects that are not shown are virtually indistinguishable from these three. Subject SDE's elevation-dependency functions, however, are radically different, and, in fact, show very little elevation dependency compared to the other subjects. From this preliminary analysis, it appears that subject SDE's poor performance in judging the elevation of sound sources both in free-field and under headphones may have an acoustical basis.
IV. CONCLUSIONS
Within the limited range of conditions studied here, appropriately synthesized stimuli presented over headphones are judged to have the same spatial positions as stimuli presented in free field. Results from eight subjects in a psychophysical experiment that directly compared free-field and headphone listening confirmed the adequacy of the simulation procedures. We feel that the real importance of the simulation techniques described here is the potential they offer as a means for studying aspects of human sound localization that were heretofore inaccessible. Headphone stimulus presentation allows independent and precise manipulation of all aspects of the stimuli presented to the two ears. This experi- The most commonly used probability distribution for modeling spherical data is the yon Mises-Fisher distribution (Fisher eta!., 1987) . A polar plot of this distribution shows that in any plane through its axis of symmetry it has the form of a normal or Gaussian distribution wrapped around a circle. In fact, the yon Mises distribution, which is used to model distributions of data points on a circle, and from which the yon Mises-Fisher distribution is derived, is very similar to the wrapped normal distribution. The yon Mises, and its spherical extension, the yon Mises-Fisher, are generally preferred over the circular and spherical wrapped normals because the parameters are easier to estimate. The yon MisesFisher distribution, in probability density form is given by and where 0 represents elevation (O<O<n') with 0 in this context meaning directly overhead (note that in our coordinate system 0 elevation means straight ahead, on the horizontal plane) and •J represents azimuth (0 <q• < 2rr). The parameters a and/3' are location elevation and azimuth parameters; the distribution has rotational symmetry about the direction (a,/3). Thus a and/3 define a kind of"mean direction" for the distribution. Here, sr is called the "concentration parameter"; the larger the value ode, the more the distribution is concentrated about the direction (a,/3) .
If the distribution is expressed in standardized form, with a vertical axis of symmetry, in the direction (a----- 
