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A bstract
Abstract
Results of the characterisation of three different pixel detectors are presented. 
The first is an energy resolving detector (ERD1) which has been charac­
terised using laboratory sources and the synchrotron radiation source (SRS) 
at Daresbury. The ERD1 is a 16 by 16 array of 300 /xm by 300 fxm square 
pixels, the detector is 300 fxm thick Si and is bump-bonded using gold studs 
to the RAL PAC5 read out. Energy spectra and diffraction lines acquired at 
the SRS are presented and show the imaging and simultaneous spectroscopic 
capabilities of the ERD1. The energy resolution was investigated using X- 
rays of energies between 6 and 60 keV from laboratory sources. The achieved 
full-width-at-half-maximum (FWHM) of the photo peaks is in the range of 
300 eV to 500 eV with an electronic noise of 227 ±43 eV. Charge sharing was 
investigated for different energy X-rays and is shown to be significant with 
up to around 10 % of events sharing some charge.
The second detector is a large area detector (LAD1). It is based on sin­
gle photon counting and is designed for imaging in synchrotron radiation 
applications. Results of tests performed with a single chip module at the 
Daresbury SRS are presented. The detector is 300 fxm thick Si with 150 /xm 
by 150 fim pixels bump-bonded to an (RAL ALADIN) array of 64 by 64 
read out channels. The spatial resolution was determined using the modula­
tion transfer function (MTF) with a result of (5.1 ±  0.1) lp/m m  at an MTF 
value of 0.3. Theoretical studies of the spatial resolution predict a value of
5.3 lp/mm. The image noise in photon counting systems is investigated the-
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oretically and experimentally and is shown to be given by Poisson statistics. 
The rate capability of the LAD1 was measured to be 250 kHz per pixel. 
Theoretical and experimental studies of the difference in contrast for ideal 
charge integrating and photon counting imaging systems were carried out. 
It is shown that the contrast differs and that for the conventional definition 
(contrast =  (background - signal)/background) the photon counting device 
will, in some cases, always give a better contrast than the integrating system. 
Simulations in MEDICI are combined with analytical calculations to investi­
gate charge collection efficiencies (CCE) in semiconductor detectors. Differ­
ent pixel sizes and biasing conditions are considered. The results show charge 
sharing due to the limited mean free drift lengths of the charge carriers, the 
improvement of the CCE in unipolar detectors with decreasing pixel size and 
the “small pixel effect” which shows the improved CCE of the photo peak 
with smaller pixels.
The third detector is a graphite pixel detector for ion beam profiling. The 
system was tested in the ion implanters at the University of Salford and 
Surrey. Results are presented showing real time profiling of the ion beam 
and the measurement of the beam current. The secondary electron emission 
was qualitatively measured for different beam energies and different posi­
tions on the detector. The loss of secondary electrons follows the profile of 
the detector and increases with higher energy ions.
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Chapter 1 
Introduction
Most detectors are based on the electromagnetic interaction, and are used 
to extend the range of electromagnetic radiation we can perceive. Film and 
gaseous detectors such as the Geiger-Miiller counter were the first to be used. 
These are now increasingly challenged by solid state detectors, which allow a 
better energy resolution, and offer benefits from the recent advances in semi­
conductor processing and material growth. The areas of applications range 
from the basic sciences such as physics, chemistry, biology and medicine, 
to military (infra-red sensors), industrial (e.g. quality assurance) and civil 
requirements (e.g. baggage control systems). Detector characteristics of 
interest may be the frequency (energy resolution), spatial distribution and 
range of intensity of the radiation to which they will respond.
Our eye is an example of an excellent detector with an amazing performance 
in all three of these aspects, within its sensitive energy range. It has a high 
spatial resolution (pixel size «  2 //m), is sensitive to different energies (colour 
vision) and performs parallel processing and data reduction within the sensor 
(retina) [Lit97].
Hybrid pixel detectors are so far the closest imitation, although still barely 
comparable in performance. Each pixel can be sensitive to different energies 
and some parallel processing and data compression can be achieved on the 
read out chip. A high spatial resolution (pixel sizes < 0 .1  mm) can be com­
20
bined with a frame read out rate up to a couple of kHz (64 by 64 elements) 
and noise < 100 e~ r.m.s. [Medi2]. The separation of the read out chip 
and the sensor allows the freedom of choice of the detector material, while 
taking full advantage of the progress in silicon technology. It also allows 
the independent optimisation of the sensor and read out, providing a higher 
yield of the final system. Some disadvantages must nevertheless be taken 
into account, such as the high fabrication costs (state-of-the-art silicon tech­
nology for the read-out and detector plus additional costs of bump-bonding) 
and the technical difficulties of producing large areas. (Read out ICs are 
typically limited to a size of w 1-2 cm2).
The main part of this work is concerned with hybrid semiconductor pixel 
detectors for X-ray detection. Accordingly the second chapter is devoted to 
the physics of X-ray interactions and semiconductors as far as is of interest 
for detectors. The five sections follow the generation of a signal in a semi­
conductor detector, starting from the interaction of the primary photon with 
the detector and the creation and distribution of created charge. Some com­
mon detector materials (Si, GaAs and CdZnTe) are introduced and some of 
their properties briefly discussed. The collection of this signal charge and the 
vital processes involved in this are discussed in the following section. A brief 
description of the electronics, which are commonly employed in processing 
the signal, is given before the final part introduces noise.
Two hybrid semiconductor pixel detectors are described and characterised in 
this work; one is designed for spectroscopic, the other for imaging applica­
tions. Both these systems are introduced in chapter 3.
The spectroscopic detector, the ERD1 (Energy Resolving Detector), is char­
acterised in chapter 4. It is intended for low noise, high rate spectroscopy at 
room temperature. Detectors with comparable energy resolution are often 
cooled (Ge or Li drifted Si detectors [KnoOO]) which adds substantial com­
plexity, size and cost to the system. Current room temperature spectroscopic 
detectors are commonly based on monolithic technologies (CCDs or drift de­
tectors [LecOl]) and do not achieve the high rate due to slower read out.
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The second pixel detector described here is the LAD1 (Large Area Detector), 
which is characterised in chapter 5. It is designed for X-ray imaging and is 
based on single photon counting. The detectors use a fan-out to reduce the 
dead space around the edge of the read out chips. It is the first of its kind 
designed to cover a large area (30 cm by 30 cm). It operates at room temper­
ature, has a counting rate of up to several giga-counts per cm2 and second 
and a potential frame rate of 2 kHz. Its advantages over existing large area 
X-ray imaging devices, such as amorphous silicon arrays [ShaOl], are the 
substantially higher frame rate and the data analysis performed within each 
pixel ( “smart pixels”). Other existing large area detectors use indirect con­
version of the X-rays leading to loss of energy and spatial resolution. 
Chapter 6 is split into two sections. The first discusses the difference in con­
trast between ideal single photon counting and charge integrating imaging 
systems. The second section is based on simulations and analytical calcula­
tions and discusses the small pixel effect and related phenomena.
The last part, chapter 7, is concerned with a graphite pixel detector, which 
is designed for real time ion beam profiling. This prototype detector is re­
lated to semiconductor imaging devices only through the read out electronics, 
which is based on a charge integrating pixel ASIC. The advantages offered 
by such a detector are real time acquisition and true imaging of the beam 
profile. Current detectors are based on a single read out chain, such as a 
Faraday cup or wires and require the beam profile to be reconstructed from 
a scan.
22
Chapter 2 
Sem iconductor D etectors
This chapter is concerned with the physical processes which lead to the detec­
tion of particles. It is split into five sections, the first describes the interaction 
of photons and the trace they leave, by which they can be identified. The 
second section is devoted to semiconductor detectors and the collection of 
charge. In section three the generation of the signal is discussed. Section 
four introduces the electronics that are commonly used for reading out and 
amplifying the signals. The final section is concerned with the definitions 
and sources of noise.
2.1 Interaction of Photons and Electrons with  
M atter
The interactions for the particles of interest (X-rays and therefore electrons) 
will be introduced by focusing on the relevant aspects for semiconductor 
detectors.
The photo-electric effect dominates in the energy range of interest of up to 
about 100 keV. The Compton effect contributes significantly at the higher 
energies, while pair production lies well beyond the energies considered here 
and will not be discussed. As the absorption of photons leads to the emission 
of electrons, their interactions are included in this section.
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2.1.1 Absorption of Photons
Photons undergo point interactions, therefore their absorption has an expo­
nential dependence on the absorber thickness. The intensity I q of a beam 
of photons is reduced by a material of thickness x , density p and a material 
and energy dependent absorption coefficient a  according to [Dys90]
I(x) = I0 e~apx. (2.1)
The absorption coefficient is the sum of all possible contributions to the 
photon’s interaction possibilities, i.e. a = aphoto +  £*Compton -I- apair- 
For a compound material X xYy a  is given by [Lau95]
° ( x *Yy) =  (2 '2)
where A x (A y) is the molar mass of the element X  (Y ) and x  (y ) is its 
proportion in the compound material. Equation 2.2 can be extended to any 
number of elements.
2.1.2 Photo-Electric Effect
A photon interacting with an electron and transmitting all its energy E7 
vanishes. The electron can be ejected from the atom and is referred to as the 
photo-electron. If the binding energy of the electron is E^ the photo-electron 
will have the energy [Tai80]
Ee = E1 -  Eh. (2.3)
To conserve momentum the atom from which the electron is emitted must 
recoil. This leads to a high probability of ejecting inner shell electrons which 
interact more strongly with the nucleus and can therefore more easily trans­
fer momentum1. Most likely an electron will be emitted from a shell with 
energy levels closest to (but below) the photon energy.
1 The energy transfer can be neglected since the mass of the nucleus (or crystal lattice) 
is far greater than that of the electron.
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The emission of an inner shell electron leads to a cascade of relaxation pro­
cesses, the vacant state is filled by an electron from a higher level leaving its 
original state empty and so forth. The electrons moving into lower energy 
states can lose the excess energy by emitting characteristic photons (sec­
ondary photons).
Prom the detector point of view two things are of particular interest:
1. Escape Peak: A secondary photon depositing its energy outside the 
active area of interest is lost. Assuming the rest of the initial photon’s 
energy is collected, the lost secondary photon gives rise to a lower peak 
in the energy spectrum which is referred to as “escape peak” .
2. Photo-electron: The photo-electron generates signal, therefore the 
distance it travels and the angle at which it is emitted influence the 
spatial distribution of the signal. This is of interest when considering 
effects like charge sharing.
The relative proportion of the escape peak depends mainly on the geometry 
and material of the detector; the position is entirely material dependent. 
The direction in which the photo-electron is emitted can be calculated using 
the Born approximation (i.e. the binding energy of the electron is assumed 
to be negligible). For the K  shell which gives the greatest contribution 
(assuming the photon is sufficiently energetic), the differential cross section 
in dependence of the azimuthal angle $  and the longitudinal angle 0  is given
by [Spr50] 
da{0, $)
(2.4)
where
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ro = classical electron radius =  e2/47reo me2
Z = atomic number of absorbing atom
a = fine structure constant = e2/47reo he
me = electron rest mass =  511 keV/c2
c = speed of light in vacuum
= 2.818 • 10"15 m
= 1/137
= 9.110 • 10"31 kg 
= 2.998 • 108m/s
For the applications of interest the photons are not polarised, hence the $  
dependence can be integrated out. The © dependence is plotted for energies of 
10 keV and 100 keV in fig. 2.1.
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Figure 2.1: Polar plot of the probability of the direction in which the 
photo-electron is emitted. At low energy it is most likely to be released 
sideways, with increasing photon energy the likelihood of forward emis­
sion increases.
From the detector point of view it is of interest, that the photo-electron has 
a large probability of being emitted sideways with respect to the direction of the 
photon. Therefore the charge-weighted mean position of the generated signal does 
not in general correspond to the point where the photon was absorbed. The error 
in the position is in the order of several fim (see section 2.1.4).
26
2.1 Interaction o f Photons and Electrons w ith  M atter
2.1.3 Compton Effect
The scattering of photons occurs most probably with loosely bound, outer shell 
electrons. This justifies the assumption that the interaction takes place with a 
free electron. Relativistic calculations using energy and momentum conservation 
describe the relation between the initial photon energy E7, the energy of the 
scattered photon Ely and the scattering angle 0  [Kra88].
= 1 + (E^/me c2) (1 — cos 0) ^
where m e is the electron rest mass and c the speed of light.
Backscattered photons possess the minimum possible energy, i.e. © =  n  minimises 
equation 2.5 leading to
■E i|''m in  =  1 +  2  E ^ /m e  c 2  ( 2 ' 6 )
The energy the electron acquires is E e =  E7 — Ely and hence the maximum electron
energy E e m^ax is directly determined by equation 2.6. Ely min and E 'max are plotted 
in fig. 2.2 for energies up to 100 keV. The shaded areas show the possible energies 
the scattered photon and emitted electron can acquire. The relation between the 
angle © at which the photon is deflected and the angle $  at which the electron is 
emitted, is given by [Spr50]:
tan $  =   -----=r—— ~ tan ^  (2.7)
1 +  Ery/m c2 2 v '
So the electron is always released with a forward component and can never have
a velocity component opposite to the incoming photon’s direction.
The differential cross section for Compton scattering can be calculated per electron 
[Kra88]. The result is the Klein-Nishina formula:
da(Q)  _  2 (  1 ^ ( l +  cos2 © \
dQ ~  r° y l  +  E7/m ec2 (1 — cos©) J  ' 2 J
. A  +  (E7/m ec2)2 (l - _cos©)2_______ \  ^  ^
(1 + cos2 0) ^(1 + E7/m ec2) (1 — cos 0)^
The angular dependence of the scattered photon is plotted for 1 and 100 keV in 
fig. 2.3.
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F i g u r e  2 . 2 :  The plot shows the energy range the scattered photon and 
the emitted electron can acquire. The dashed lines show the minimum 
and maximum energy of the scattered photon and emitted electron re­
spectively.
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Figure 2.3: Polar plot of the probability of the direction in which the 
scattered photon is deflected. Forward and backward scattering are dom­
inant and equally likely at low energies. The forward direction prevails
for higher energies.
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At low energies the photon is scattered preferentially in the forward and back­
ward directions, with increasing energy the forward direction prevails.
Depending on the detector application some consequences are:
1. Energy resolving detectors: For a given photon energy the Compton 
spectrum can be calculated from equations 2.5 and 2.8. An example for 
100 keV photons is shown in fig. 2.4. The Compton edge reflects the max-
0.40 h
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0 .25- Compton Edge
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Figure 2.4: Theoretical Compton spectrum for 100 keV photons. The 
Compton edge is due to the high probability of a process with the max­
imum possible energy transfer.
imum energy the electron can acquire, given by equation 2.6. For energy 
resolving detectors the Compton effect is not desirable. The energy of the 
initial photon is split between the electron and the scattered photon which 
may travel outside the area where the electron signal is generated. The en­
ergy information is likely to be lost and a Compton background is observed, 
as shown in fig. 2.4.
2. Imaging detectors: The interaction point is the information of interest. 
The scattered photon carries most of the energy (fig. 2.4) and may be lost 
or absorbed in another pixel. Therefore Compton scattering has undesirable
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effects in imaging systems.
A beneficial point is that the scattered photon is preferentially deflected in 
the forward or backward direction, thus maintaining the position informa­
tion.
Thom son Scattering
Thomson or Rayleigh scattering is a coherent process. The photon changes its di­
rection without losing any energy. The cross-section for this process is significantly 
lower than for the dominant interaction (photo-effect at lower energies, Compton- 
effect at higher energies). The fraction of coherent scattered events, normalised to 
the total number of interactions is plotted in fig. 2.5. Of all interaction processes 
coherent scattering will contribute less than 14 % at maximum. All the data in
0.14
0.12
0.10
ocu 0.08 Coherent events /  Incoh. + Photoel. eventso
0.06
Fraction of Coherent events 
seen with a 300 Jim Si detector0.04
0.02
0.00
10060 8020 40
Photon Energy [keV]
Figure 2.5: The solid line shows the coherent scattering fraction, which 
is always less than 14 % of all interactions. The dotted line is the fraction 
of coherent events that will be “seen” in a 300 fim thick Si detector, i.e. 
the coherent scattered photon must be absorbed in order to be of any
significance.
fig. 2.5 are calculated for a 300 / i m  thick Si detector. The lower, dotted line shows 
the fraction of registered events which will have undergone a coherent scattering
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process. For the calculation it was assumed, that the coherently scattered photon 
must be absorbed in 300 fim Si. This approximation is justified by the fact that 
forward and backward scattering are most likely.
Since the only relevant Thomson events are those for which the coherently scat­
tered photon is absorbed, it is the lower, dotted line in fig. 2.5 that is relevant. 
Coherent scattering is negligible and will not be considered any further.
2.1.4 Electron Interactions
The specific energy loss of electrons (dE/dx) is described by the Bethe-Bloch 
formula [Fer86], the “dx” referring to the path length. The electron energies of 
interest are smaller than the photon energies considered and therefore less than 
100 keV. At these energies the electrons follow erratic paths (multiple scattering), 
the Bragg distributions are folded along the electron’s path and therefore the 
energy loss does not peak at a distance corresponding to the electron range from 
the emission point. Since the interest lies in the spatial distribution of the carriers, 
it is the range of the electrons that matters not their path length. The range is 
defined as the straight line distance between the electrons starting point and its 
final resting place.
The extrapolated range of electrons in Si, GaAs and CdTe is plotted in fig. 2.6. 
The material dependence is dominated by the different densities of the materials. 
For the electron energies of interest here the dependence on the Z/A  ratio from 
the Bethe-Bloch formula is significantly weaker. The data used for fig. 2.6 were 
extracted from ref. [NIST] and [Tab96].
At the electron energies of interest, the width of the volume in which the electron 
interacts is approximately 0.77 times the electron’s range [WitOO].
Since the electron is generated by the interaction of a photon which is assumed to 
be non-polarised, the volume to be associated with one interaction is azimuthally 
symmetrical around the incident photon direction.
At the energies of interest the electron will lose virtually all its energy in collisions 
(at 100 keV radiative energy loss occurs at a level of 0.25 % [NIST]). Some of 
the collisions will ionise the material. For semiconductor detectors the average 
energy required to generate an electron hole pair is in the order of several eV (see 
table 2.1), so for the photon (and electron) energies of interest here up to around
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Figure 2.6: Range of electrons in Si, GaAs and CdTe for energies up
to 100 keV.
ten-thousand charge carriers axe generated, typically, by a single photon.
The aim of this section is to describes the physical processes that lead to an output 
signal in semiconductor detectors.
2.2.1 Reverse Biased and Photo-C onductivity D etec­
tors
Whatever material is used, the signal generated by the particle to be detected is 
due to some distribution of electron hole pairs (e-h pairs). The number of e-h pairs 
is proportional to the energy of the incident particle. In order to retain this infor­
mation it is beneficial2 if all e-h pairs contribute fully to the output signal. The
2 It is not necessary that all e-h pairs contribute fully to the signal in order to determine 
the correct energy. If a constant percentage of e-h pairs is always lost, then the calibration 
will change but no information is lost. However as noise is present in all systems, it is
2.2 Semiconductor Detectors
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basic idea is to separate the carriers with an electric field before they recombine 
and drift them to either side of the detector, where the signal they generated can 
be amplified and further processed by read-out electronics. The challenge is to 
establish a suitable drift electric field inside the detector together with such con­
ditions that the carriers do not get lost or are swamped by carriers from currents 
passing through the material.
Typical thicknesses of semiconductor detectors are several hundreds of //m for Si 
or GaAs and up to several mm for Cd(Zn)Te.3 
The situation is the following:
Primary goal:
Collection of a maximum proportion of the gener­
ated charge in order to gain accurate information 
of the absorbed particle.
Reduction of undesirable effects of leakage cur­
rents and charge loss.
Challenges:
Reduction of leakage currents Reduction of charge loss
To reduce currents the material must 
have as high a resistivity as possible. 
Two ways of achieving this are com­
mon: the material may naturally be 
highly resistive, thus an applied volt­
age will draw only a small current; or 
a reverse bias diode structure can be 
used.
Free carriers can be trapped or 
lost through recombination pro­
cesses. Very high quality material is 
required to achieve a high collection 
efficiency. The distance the carriers 
travel (mean free drift length) is the 
vital parameter for the charge collec­
tion efficiency.
Leakage Currents
Some materials such as CdZnTe have naturally a high resistivity (~ 1010 Ocm). By
beneficial if no electrons or holes are lost.
3Since CdTe and CdZnTe are similar in several aspects, Cd(Zn)Te is used in contexts
which are valid for both CdTe and CdZnTe.
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applying a voltage across such a material it acts as a resistor with the electric field 
constant over the whole detector. The current is given by Ohm’s law. Detectors 
operating in such a way are referred to as photo-conductivity detectors4. Such a 
device is fully active since an electric field is present throughout the detector. 
Reverse biased detectors make use of a diode structure, which can be a p — n 
junction or a Schottky contact. The current-voltage (I — V ) characteristics of 
these are given by5 [Sze81]
I (V ) = Is (eqV/kT -  1) (2.9)
with
qDppno qDnnpo (o ir\\Is,P-n = — j  + — z and (2.10)Ijp Liji
Js,Schottky = A " T 2 e " ^ l kT (2.11)
for a p — n junction and a Schottky contact respectively. A** in equation 2.11 is 
the effective Richardson constant ([Sze81] page 254 - 262). The calculated value of 
A** for electrons in GaAs and Si at 300 K are 4.4 Acm-2K-2 and 96 Acm-2K-2, 
respectively [Rho88].
In equations 2.10 and 2.11 q is the unit charge, pno and nno are the equilibrium 
minority carrier concentrations for the n and p regions, respectively. 4>b is the 
Schottky barrier height, Dn is the diffusion constant and Tn(p) is the diffusion 
length. For non-degenerate semiconductors (which is the case for detector mate­
rial), the diffusion constant is given by equation 2.12. The diffusion length depends
4 This term originates from lower frequency light detectors. As the incoming light 
generates free carriers the resistivity is reduced. Measuring the resistivity (conductivity) 
of the detector relates to the amount of incoming light.
5The following assumptions are necessary in order to derive this equation:
1. The depletion zone is abrupt.
2. The Boltzmann approximation is valid (see [Sze81] chapter 1.4 and 2.4 for details.)
3. The injected minority carrier concentrations are small in comparison to the majority 
carrier concentrations.
4. No generation currents exist within the depleted region.
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Parameter Unit Si GaAs CdZnTe
atomic number Z 14 31, 33 48, 30, 50
density p g/cm 3 2.33 5.32 5.78
energy per e-h pair eV 3.62 4.18 4.64
bandgap Eg eV 1.12 1.42 1.57
electron lifetime rn s > KT3 10~8 3 10-6
hole lifetime rp s to I—1 o 1 CO i o - 7 10"6
permittivity e 11.9 13.1 10.9
electron mobility pn cm2/V  s 1400 8000 1000
hole mobility pp cm2/V  s 480 400 100
Table 2.1: Semiconductor material parameters and values, according 
to references [Par00],[Sch95],[Sze81].
on the diffusion constant and lifetime r  of the carrier.
-^n(p) =  Pn{p) i ^n(p) =  ^ n{p) ~^n (p) (2 .12)
kT  is the product of the Boltzmann constant k and the temperature T; at room 
temperature the value is kT  = 0.0259 eV.
Some material parameters, including those used in equations 2.9, 2.10 and 2.11 
are given in table 2.1.
According to equation 2.9 the current under reverse bias condition (V < 0) will 
saturate (I (V ) = Is for V  —> —oo). Real devices show an increase in current with 
increasing reverse bias. Effects leading to excess current are the field dependent 
barrier lowering in Schottky diodes (Schottky-effect), generation currents within 
the depleted region and carrier injection through the contacts.
Due to the build up of space charge the electric field drops linearly. The depletion 
width, i.e. the active width of the device, is given by [Sze81]
w=\l2- f  ( ^ r )  w* ~2kTi*+v) s J W  (2-13)
where Ng = Np  or Na depending on whether Na No  or vice versa. The ap­
proximation in equation 2.13 is valid for detectors since they use one sided abrupt
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junctions and the bias voltage V  Vbi — 2kT/q. e and eo ar® the permittivities of 
the semiconductor and the vacuum, respectively. In order to achieve a high quan­
tum efficiency for low or moderate Z  materials (Si, GaAs), it is necessary to have 
several hundreds of fim active depths (equation 2.1). According to equation 2.13 
very lightly doped material (doping < 1013 cm-3) is required to allow such deple­
tion at a reasonable voltage, (i.e. < several 100 V). In fig. 2.7 the depletion widths 
for Si (~ GaAs) at various doping densities is shown as a function of the reverse 
bias voltage.
The limit to the depletion depth is the breakdown of the diode due to impact ion-
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Figure 2.7: Depletion depth for various doping densities. This shows 
the need for low doping densities in order to achieve an active region of 
several hundreds of /xm.
isation (avalanche breakdown) or carrier injection through a contact. Apart from 
these physical limits some applications may set limits to the maximum voltage.
Charge Loss
Carriers are considered lost if they recombine or are trapped for a time long 
enough to prevent them from generating signal within the shaping time of the 
processing amplifier (see section 2.3).
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The parameter that determines the charge collection efficiency (CCE) is the mean 
free drift length A. It is the vital parameter of any detector material. If x is the 
distance from the generation point of No carriers, then
N(x) = N0 e -x/x (2.14)
is the number of carriers left at point x. The mean free drift length A is the product 
of the drift velocity vp and the lifetime r  of the carrier.
A = vdt  = [i E t (2.15)
The drift velocity is electric field (E ) dependent, vp = f iE  where / i  is the mobility 
of the carrier. The proportionality of the drift velocity and the electric field is 
valid for field strengths up to about 2 • 103 V/cm, with saturation occurring at 
about 2 • 104 V/cm (for Si and GaAs). Since the electric field inside the active 
region may change significantly, the mean free drift length will vary accordingly. 
The lifetime r  is the time the average carrier spends in the conduction band6. 
The mean free drift lengths were calculated from mobility and lifetime values given 
in references [Sze81],[Rog97j. For GaAs A is in the order of several mm at most, 
while in Si several m readily is achieved [Sch95]. Accordingly a good Si detector
has 100 % CCE. In pure GaAs, where the lifetime is limited by radiative and
Auger recombination, the carriers would have a mean free drift length of tens 
of cm (lifetimes > 50 fxs) [Sch95]. However trapping centres reduce the lifetime, 
and Shockley-Read-Hall (SRH) recombination and trapping dominate. The overall 
lifetime r  is given by
r =  ( —  + —1— + —  + —  ) _1 (2.16)
' ^ rad TAuger TSRH Ttrap
where rra(i, TAuger? tsrh  and Ttrap are the radiative, Auger, Shockley-Read-Hall 
and trapping lifetimes respectively.
6The lifetime r in equation 2.15 is not well defined since a carrier may be trapped and 
released again. This may happen very fast (de-trapping time <C shaping time) or slowly 
(de-trapping time ^  shaping time) with respect to the shaping time. Here the lifetime 
is understood as the length of time the carrier spends in the conduction band within the 
shaping time.
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The trapping rate Rc is described by7
Rc,n = vth,n a„nNt ( l  -  j +expJs ^ Ey) (2-17)
where vth is the thermal velocity, o is the capture cross-section, n is the carrier 
concentration, N t is the trap concentration and the last expression is the fraction 
of non-occupied traps determined by the Fermi-Dirac distribution. The emission 
rate Re is given by
Rc’n = enNt l + e x p ( ^ )  ( 2 ' 1 8 )
where en is the emission probability. If the emission time is longer than the 
collection time of the carriers, the capture rate will not equal the emission rate 
(the system is in a non-stationary, non-equilibrium state). For a stationary non­
equilibrium condition the emission rate will be equal to the capture rate. The 
recombination rate U  is then given by [Lut99]:
JJ =  _________________ <?n CTp Vth,n Vth,p (P™ ~  Tlf) N t_________________
tfn v th,n ^  +  rii e x p ( ^ ^ - ) ^  +  crp v th,p ^p  +  Hi e x p ( ^ ^ - ) ^
where E t  is the energy of the trap and E i  is the energy of the intrinsic Fermi level. 
This equation describes the four processes occurring in a single level recombination 
centre:
1. electron capture 3. hole capture
2. electron emission 4. hole emission
An electron capture followed by a hole capture results in the loss of the electron 
(recombination), since the electron initially in the conduction band ends up in 
the valence band. An electron capture followed by its emission is the process of 
trapping and de-trapping resulting in a time delay as mentioned before. A simple 
electron capture (trapping) not followed by another process (within the shaping 
time) results in a loss of the electron. The signal in the latter case is not the same 
as in the recombination process, because the trapped electron changes the electric 
flux in the detector and contributes due to a displacement of charge (see section 
2.3).
7The equation is given for electrons; for holes it is analogous.
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According to equation 2.19 the most effective recombination centres are those with 
energy levels close to the intrinsic Fermi level Ei or mid band gap, i.e. for Et = Ei 
U approaches a maximum (e.g. Au in Si or the EL2 in GaAs).
The recombination rate is driven by the distance from the thermal equilibrium, 
i.e. pn — n j. So for a reverse bias detector where np -C n f (depleted) equation 2.19 
simplifies to
U  =  - n t  \ (2.20)
. (^ n ' ^ t h , n  ^XP( k T ~ L ) "F ®pVth,p ®xp( ).
This determines the generation currents (U < 0) occurring in the depleted region. 
Traps have therefore two negative effects. They trap charge which leads to a lower 
charge collection efficiency and they generate leakage currents which increases the 
noise (see section 2.5). An illustration of generation and recombination (equations
3 1 0 19 > <
7 I 0 16
D etector thickness [pm] 
200 R ecom bination  
Rate [ c ir r V ]
Depleted
width
Detector  
width [pm]
200
F i g u r e  2 . 8 :  The picture shows the recombination rate over a partially 
depleted detector. Charge carriers were generated in the active region 
and have started to separate.
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2.17 and 2.18) is given in fig. 2.8. The picture8 shows a partly depleted detector. In 
the depleted area np < rif and generation dominates, the system is in a stationary 
non-equilibrium state. Where the detector is not depleted the semiconductor is in 
a stationary equilibrium, the generation rate is equal to the recombination rate, 
so no net recombination is observed.
Excess carriers were generated in the active region, as would be the case if an 
X-ray was absorbed. The e-h pairs have started to drift apart but still overlap 
slightly. Where they overlap the product np > nf and recombination is dominant, 
since both carriers types are present. In the regions where the carriers are fully 
separated, the excess carriers increase either n or p if they are electrons or holes 
respectively. This reduces the net generation, as seen in fig. 2.8. The region where 
excess charge carriers have been generated or have drifted to, is in a non-stationary 
non-equilibrium state.
2.2.2 D etector M aterials
So far the importance of reducing leakage currents and charge loss have been dis­
cussed. If these were the only considerations then Si would be the best material by 
far. However the absorption efficiency is often a major issue, so higher Z  materials 
axe required. Additional reasons for choosing an other material than Si could be 
radiation damage or operation at extreme temperatures.
GaAs and Cd(Zn)Te axe the next most common materials, but research is also car­
ried out on diamond, TIBr, GaN, SiC and others. Ge has been used successfully 
for some time, however its low band gap (0.66 eV at 300 K) requires operation at 
low temperatures.
In the following only Si, GaAs and Cd(Zn)Te will be considered. Their absorption 
efficiencies for photons is plotted in fig. 2.9. For the comparison of different ma­
terials, typical thicknesses were used rather than comparing similar thicknesses. 
Since the absorption efficiency of Si is poor above about 20 keV, a scintillator is 
sometimes used to convert the X-rays into visible photons which are then absorbed 
in the Si. This increases the absorption efficiency but introduces various problems 
such as loss in spatial resolution and non-lineaxity.
In directly converting detectors, the gain in absorption efficiency by increasing the
8 The data for the image were extracted from a simulation in MEDICI.
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Figure 2.9: Energy dependent absorption efficiencies of Si, GaAs and 
CdTe for typical detector thicknesses.
thickness depends on the energy. Fig. 2.10 shows how many times thicker a Si 
(GaAs) detector must be than GaAs (CdTe) in order to absorb the same amount 
of X-rays. The problems faced when operating an undamaged detector near room 
temperature are:
Si
None
GaAs
Bulk material: Purity is not sufficient. Due to the growth method arsenic anti­
sites (EL2 defects) are present at a concentration of around 1016 cm-3. These 
compensate shallow acceptors (usually C), leading to semi-insulating properties. 
Such material can only be depleted because the occupancy of the EL2 increases 
at an electric field above about 1 V/pm  [McG94]. Consequently trapping causes a 
major problem, nevertheless charge collection efficiencies close to 100 % have been 
achieved [Ber99].
Epitaxial material: Thick high quality material is not available. The carrier con­
centrations are still too high (about 1014 cm-3) to allow the depletion of several 
hundreds of pm. Growth methods achieving the desired quality can so far not
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Figure 2.10: The graph shows how many times thicker a Si (GaAs) 
detector must be than a GaAs (CdTe), in order to achieve the same
absorption efficiency.
grow the desired thicknesses. Recent publications on high quality material show 
some encouraging results [OweOO].
Cd(Zn)Te
Polycrystalline structures, inhomogeneities and impurities cause major defects. 
In the case of CdZnTe Zn segregation is also a problem [FieOO]. The hole mobil­
ity is poor at about 50-100 cm2/Vs, the electron mobility is about 1000 cm2/Vs 
[Sch95]. Good detectors have been made on selected pieces. Due to the vast gain 
in absorption efficiency, Cd(Zn)Te detectors offer substantial benefits despite the 
problems to be overcome.
2.3 Generation of the Signal
The discussion so fax has been concerned with the generation of the charge in the 
detection medium and the properties of the charge transport in the semiconductor. 
It is however, the measured charge on a contact (integrated current), which is the 
subject of this section.
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2.3.1 R am o’s Theorem
The current on the contact is equal to the rate of change of the charge on the 
contact. At a fixed bias voltage V , some charge Q will be present at the contact, 
this will be determined by the capacitance of the electrode. The stored energy 
of the capacitor Sc = Q2 feC  is contained in the electric field E(x) inside the 
device. If charge carriers q(x) in this field drift, the work it performs for a carrier 
movement dx is
Sp = q(x) E(x) ’ dx (2.21)
Applying energy conservation, and taking the time derivative yields
q(x)E(x)-v  = ^ I c = V I c (2.22)
where v = dx/dt is the velocity of the carriers and Iq = dQ/dt is the induced 
current at the electrode. Re-arranging this equation gives
Ic = q(x) ' v = q(x) Ew ■ v (2.23)
where Ew — E(x)/V  is the “weighting field” , which has the dimension of an 
inverse length.
Equation 2.23 was first put forward by S. Ramo in 1939 [Ram39] in the context of
vacuum tubes and is known as Ramo’s theorem.
Several papers have been published confirming this theorem ([Cav63], [Mar69], 
[Cav71], [Wil73], [Kim91]).
2.3.2 Com ponents of the Current
Ramo’s theorem has been shown to predict correctly the nature of current pulses 
in semiconductor detectors. It does not, however, give any information on the 
individual current components contributing to the overall signal.
The total current (/tot) is the sum of three components, the electron (/e), hole (/h) 
and displacement (Id) currents [MED99].
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where ne and nh are the number of electrons and holes on the contact. D is the 
electric displacement and A  is the area of the contact.
As charge is generated the displacement current will generate signal before any 
electrons or holes reach the contact. Once carriers reach the contact the displace­
ment their presence caused is removed and the detector returns to its initial state. 
Fig. 2.11 shows the individual contributions for the contact collecting the holes
-30
-20 Hole current 
Electron current 
Displacement current 
Total current
<c -10
c
£3u
25 300 10 15 205
Time [ns]
Figure 2.11: Current components of a signal in a Si detector. The 
device collects holes, so the electron current is zero, the displacement 
current returns to zero as the detector returns to its initial state.
(the signal on the anode looks similar). The data in fig. 2.11 axe for a 200 fim 
thick Si detector with 1000 e-h pairs generated at the centre of the detector. The 
data were extracted from a simulation with MEDICI [MatOl]. The electron cur­
rent contribution is zero since none of the generated electrons passes through the 
cathode. The displacement term returns to zero once all carriers have drifted out 
of the detector. The integration of the current components (charge) is shown in
fig. 2.12. The charge increases constantly due to leakage current. The fast com­
ponent of the charge pulse is due to the induced current, as seen from fig. 2.12. 
The Si detector used as an example in fig. 2.11 and fig. 2.12 has 100 % CCE. 
For detectors where trapping occurs, the trapped charge changes the electric flux
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Figure 2.12: Charge pulse generation in a Si detector. The data are 
the integrated currents from fig. 2.11.
density, which is reflected by the induced charge contribution not returning to 
zero (within the time of interest). Any trapped charge that recombines allows the 
displacement to return to zero. Ramo’s theorem, as given above assumes that any 
trapped charge causes a displacement and therefore does not include any recombi­
nation. Nevertheless it correctly predicts the charge pulse, because recombination 
can normally be neglected due to the very low free carrier concentrations in the 
depleted region of a detector.
The CCE can be calculated from equations 2.1, 2.14 and 2.23. The photons are 
assumed to impinge at x = 0 and to be absorbed at x = xg as shown in fig. 2.13. 
For a normalised amount of charge generated at x = xg the CCE is given by
CCEXg= Ew ( x ) e - ^ ~ X)/Xldx + /  Ew (x) e ~ ( x ~ x ^ / X 2  dx (2.25)
where Ai and A2 are the mean free drift lengths of the carriers moving to the 
contacts at x = 0 and x = w, respectively. Equation 2.25 is normalised so that for
2.3.3 Calculation of the CCE
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Carrier 1
Carrier 2
A.,
x=0
x=x<g
Geometry assumed for 
equations 2.25 and 2.26. 
The X-rays are assumed 
to come from the negative 
x-direction, impinging on 
the detector at x = 0.
Figure 2.13
JC=W
A] —» oc and A2 —>■ 00 the CCEX9 —>• 1. In the case where E w  is constant (equal 
to l / w)  for all x  equation 2.25 is known as the Hecht theorem.
where Ew( x)  is the magnitude of the weighting field at point x.
Equations 2.25 and 2.26 are approximations, assuming that the electric field com­
ponent normal to the ^-direction is zero and the carriers only travel along the 
^-direction. A practical example is given in chapter 6 section 6.2.
Three different modes of read-out are common, spectroscopic, charge integrating 
and photon counting. The integrating systems give information 011 the deposited 
energy while the photon counting register the number of photon absorption events. 
Spectroscopic devices and photon counting systems use similar front end electron­
ics.
Taking the exponential absorption of the photons (equation 2.1) into account
yields the average CCE for an infinite number of photons.
2 . 4  R e a d - O u t  E l e c t r o n i c s
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2.4.1 Integrating System s
The simplest way to read out a detector is to attach a capacitance to one of its 
electrodes and integrate the signal current. After a certain exposure time the 
voltage on the capacitor is a measure of the energy deposited inside the detector. 
Such systems do not provide any information on individually absorbed photons, 
the leakage current of the detector is added to the signal and the dynamic range 
is limited by the capacitance. However since the required electronics are simple (a 
capacitance, a gate and address logic for the read out), a high spatial resolution 
can be achieved with pixellated devices having pixel sizes below 30 jim.
If Qs is the charge output of the detector then the voltage measured V^ ut on the 
front-end input capacitance C\n is
Vout =  „  Q" ,  (2.27)
^det ■ '-/in
where C^ et is the capacitance of the output electrode of the detector.
In order to avoid any influence on the incoming signal due to the voltage on the 
input capacitance, the capacitor can be decoupled by using a current mirror. The 
signal of all the incoming charge is then seen on the input capacitor and the output 
voltage is directly proportional to incoming charge.
K,ut oc ^  (2.28)
2.4.2 Photon Counting and Spectroscopic System s
Both photon counting and spectroscopic detectors evaluate events individually and 
commonly use the following front-end electronics.
Charge Sensitive Am plifiers
An evaluation of single events can be achieved by using an amplifier in the config­
uration shown in fig. 2.14. The system converts the input charge Qm to an output 
voltage IoUt, the conversion factor or A q  is the charge gain of the amplifier.
If the voltage gain dVout/dVin = —A and the input impedance of the amplifier 
Z-m is virtually oo, the voltage difference Vf across the feedback capacitance Cf is
v,  = (a  + i ) v ; „
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Q in  —
'det
Figure 2.14
Charge sensitive am­
plifier configuration 
for reading out a 
detector. It allows 
the measurement of 
virtually all signal 
charge.
All charge coming from the detector Qxn will be integrated onto Cf,  so the charge 
on the feedback capacitor is
Qf  =  CJ V/  =  CJ (A +  l ) V in =  Qin.
The effective input capacitance C-m is therefore
Cm =  ^  =  C , ( A  +  1)
nil
and for A 1 it is proportional to the gain of the amplifier (hence the expression 
dynamic input capacitance).
Finally the gain A q  is given by
4 _  dVput _  A Vjn _  A 1 ^  -v /9 9Q\
Q dQin CinVin A +  l  C f  ~  Cf  ( ^  1 ( - }
and therefore only depends on the feedback capacitor Cf  (if A  1).
So far, a charge Qm coming from the detector has been considered but its relation 
to the signal charge Q s  is still to be determined. The charge remaining on the
detector capacitance Cdet 1S Qdet =  Qs ~ Qin• The fraction of the signal charge
measured is then
Qin _  ^in Mn _  Qn Qs _ _____ \ ^  (if C ^  C  )
QS Qdet +  Qin QS ' Cin +  Cdet “  1 +  Cdet/ C in ~   ^ ^  deU
(2.30)
The feedback capacitance C f  and the voltage gain A  are therefore the two param­
eters determining the performance of a charge sensitive amplifier. The charge gain 
A q  can be selected by choosing the value of the feedback capacitor, the voltage
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gain A then determines the fraction of the signal charge that contributes to the 
measured output. Typical values for Cf  and C^et are in the range of several pF, 
the gain is A  usually > 103, so more than 99.9 % of the signal charge is measured. 
The circuit in fig. 2.14 stores the charge on the feedback capacitor for a (theoreti­
cally) infinitely long time. In order to cope with any sequence of charge pulses the 
amplifier must be reset. This is achieved by either draining the charge through a 
resistor in parallel with the feedback capacitor or by resetting it with a transistor. 
Since photons are processed individually, they can be counted and/or their energy 
measured.
2.4.3 Pulse Shaping
The output of the amplifier V^ ut is a step function. For further processing it is 
useful to shape this constant output into a pulse. This is achieved with an R C  or 
constant current shaper. The output voltage is
K>ut,Rc(<) = 9 j M e-t/RC (2.31)
Ct
VoutM = ^r (Q m ( t ) - I c te (Q in ) )  (2.32)
for an R C  and a constant current shaper, respectively. R C  is a time constant and 
Ic is a constant current. The © function9 assures that the output does not go 
negative.
The shaped signal is shown for various shaping times and constant currents in 
fig. 2.15. The data plotted in fig. 2.15 are the simulated pulses discussed pre­
viously in fig. 2.12, section 2.3, evaluated according to equations 2.31 and 2.32. 
Since the peaking time of the amplifier has been neglected, the rise times are given 
by the collection time of the carriers. This collection time is strongly dependent 
on the detector material and on contact geometry, and the optimum shaping time 
varies accordingly.
The amplitude of the output pulse contains the information on the detected pho­
ton energy. This signal can be further processed or sampled with an ADC ( giving
a pulse height spectrum).
9 The 0  function is the integral of the Dirac delta function and is zero or one if its 
argument is negative or positive, respectively.
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Figure 2.15: The left hand side (a) shows the output from a R C  shaper, 
the right (b) from a constant current shaper. The lower, logarithmic 
plots illustrate the loss in signal amplitude depending on the shaping
parameter.
Shorter shaping times allow a higher rate and suppress the leakage current con­
tribution but affect the signal amplitude. The reverse holds for longer shaping 
times.
2.5 Noise
The term “noise” may have a different meaning depending on the context. In the 
following, the definition of noise in energy resolving detectors is discussed first, 
followed by a part which is concerned with the noise in imaging systems.
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2.5.1 Noise in Energy Resolving System s
Typical measures of the energy resolution are the FWHM (Full W idth at Half 
Maximum height) of a peak due to photons of a given energy in the pulse height 
distribution or in the case of a Gaussian peak shape, the standard deviation a 
(FWHM ~  2.35a).
The FWHM value is often quoted since this can be measured from any peak shape, 
e.g. asymmetric distributions such as Landau peaks.
Fano N oise
The photo- or Compton-electron generating the signal charge does this with some 
statistical variation in the number of created e-h pairs, for a given photon (or 
electron) energy.
The resulting variance in the number jVe_h of generated e-h pairs is [Ali80]
Var(iVe_h) — F Ne-h (2.33)
where F  is the material dependent “Fano factor”, which has a value of ~  0.1 for 
Si, GaAs and CdTe [KnoOO], [Lut99]. The Fano factor F  < 1 because the various 
energy loss processes are not statistically independent.
The Fano noise determines the minimum energy resolution possibly achievable, it 
is the intrinsic resolution of any detector.
Therm al, Flicker and Shot N oise
Noise added to the signal from the read-out is referred to as electronic noise. It 
is commonly measured as an equivalent noise charge (ENC) [Rad88]. The ENC is 
defined as the amount of input charge that gives a signal-to-noise ratio of one.
Shot noise
The leakage current Jdet from the detector is due to the emission of quan­
tised charge carriers (electrons or holes). Since this independent process is 
random it follows Poisson statistics, which should lead to a noise contribu­
tion proportional to V^det-
Lower noise values have been observed [LukOO] and are assumed to be due 
to trapping processes. If emitted carriers are trapped the measured current
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/det must be due to more carriers than in the non-trapping case. This leads 
to a smaller relative variation of the current and hence a lower noise.
Thermal noise
The noise in a resistor arises from the thermal motion of charge carriers. 
When the resistor is in thermal equilibrium with its surroundings, the mean 
value of potential difference between the ends of the resistor is zero. However, 
Brownian motion of the charge carriers results in a fluctuating potential 
difference across the resistor.
Thermal noise in a resistor R  at temperature T  contributes yjAkT/R to the 
electronic noise [Rad88], where k is Boltzmann’s constant.
Flicker noise
Flicker noise or 1 //  noise is still not fully understood. It is assumed that 
it originates from generation and recombination processes involving surface 
states and therefore depends on the contact technology and surface prepa­
ration.
It has approximately a 1 // dependence on the frequency and is independent 
of the amplifier shaping time [Rad88].
Shot and thermal noise are “white” noise sources, i.e. they show no frequency 
dependence. Due to their random nature their contributions increase with the 
square root of the shaper peaking time 7$.
The input transistor of an amplifier is affected by thermal and shot noise. This 
leads to an additional noise contribution which depends on the transistor param­
eters. Adding up all the noise sources gives an overall ENC of
fr, 1 2 AkT ~ / _ 4k T \  _ 1 ,nnA\ENC = y  Si -  -  Cin —  + 52 TS (2e/det + +  S3j  (2.34)
where S i, S2 and S3 are constants depending on the shaping network, gm is the
transconductance of the input transistor (which is assumed to be a FET —> factor 
of 2/3 [Rad88]) and C\n is the input capacitance.
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2.5.2 Noise in Imaging Detectors
If an image is taken several times under identical conditions the results will show 
some variation. Additionally some “fixed pattern” may be observed. These two 
effects are referred to as image noise.
Fixed pattern noise can easily be subtracted from the image. Ultimately Poisson 
statistics limit the image noise, however other noise sources may be dominant. For 
integrating systems the leakage current noise contribution is proportional to y/t, 
where t is the exposure time. This limits the exposure time of integrating systems. 
Photon counting systems eliminate this effect of leakage current, and such devices 
should show Poisson image noise even at low exposures.
The image noise in photon counting detectors is discussed in more detail in chap­
ter 5, section 5.3.
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Chapter 3 
The Investigated D evices
The characterised systems were developed under the IMPACT (Innovative Micro­
electronic Pixellated And CCD Technology) project. IMPACT was funded through 
the Department of Trade and Industry Foresight initiative and was administered 
by PPARC. The detectors and read out electronics were designed at the Ruther­
ford Appleton Laboratory1.
This chapter describes two semiconductor hybrid pixel detectors which are char­
acterised in chapter 4 and 5.
3.1 The ERD1
The Energy Resolving Detector (ERD1) is designed for material inspection equip­
ment using X-ray fluorescence spectroscopy. An image of the device is shown in 
fig. 3.1.
A description of the ERD1 system is given in references [Sel98] and [Sel99].
3.1.1 The Electronics
The detector is bump-bonded to a Pixel Array Chip (PAC5). The PAC5 is an 
array of 16 by 16 pre-amplifiers with a pixel pitch of 300 \xm by 300 fim. The
xThe systems were designed by Paul Seller.
Rutherford Appleton Laboratory, Chilton, OXON., OX110QX, UK. 
seller@rl.ac.uk
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Kapton connector 
to interface board
Ceramic Hybrid
S H A M R O C s Detector 
bonded to 
PAC5
F i g u r e  3 . 1 :  Photograph of the ERD1 showing the hybrid, read-out ICs
and detector.
segmentation gives reduced noise and a higher count rate. Each pixel contains a 
charge sensitive pre-amplifier and a line driver, as shown in fig. 3.2.
Reset Reset B Source
F o llo w er
F i g u r e  3 . 2
Schematic diagram of 
the electronics con­
tained in each pixel of 
the PAC5.
The pre-amplifier has a folded cascode stage with a 200 /zm : 1.2 /zm optimised 
input FET taking 100 /zA and has a feedback capacitance of 100 fF. The values are 
chosen to give adequate gain while maintaining reasonable gain uniformity between 
pixels. A simple transistor circuit, with a 1 MQ stabilising resistor, is used to reset 
the amplifier. At 1 pA leakage current a reset must be applied every 100 rns. The 
noise performance of the pre-amplifier is designed to give 20 electrons r.m.s. with 
a 250 fF detector capacitance, 250 fF pad capacitance and 10 pA leakage current
Charge 
from  
Detector
Output to 
analogue mux 
&
SHAM ROC
Source
Follower
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when shaped by the 2 fj,s shaper.
All pixels are routed from the PAC5 and aluminium wire bonded to two Shaper 
And M ultiplexer Read Out Chip (SHAMROC) integrated circuits. Both the 
PAC5 and SHAMROC are built on the Mietec 0.7 /im CMOS process. The SHAM­
ROC contains 128 C R -R C  shaper, peak-hold and comparator circuits, shown in 
fig. 3.3. A signal above threshold in any channel flags read-out electronics which 
fires the comparator which in turn sets a read-out flag in the chip. The output 
multiplexer identifies this flag and sends the analogue value and address of the 
channel hit to off-chip electronics. This action resets this shaper channel only. 
The output rate is limited by the clock speed of 1 MHz, however each pixel has a 
maximum rate of 40 kHz limited by the reset time of the channel.
▼ Global Reset
Hold
/  Storage ~ ~ ~
Shaper Peak Hold Capacitor I
Reset
r- I Read-out
1^ Logic
Comparator Channel
Threshold Read-out Enable rr
Clocks 
■ Data Valid 
Global Reset
Hold
F i g u r e  3 . 3
Schematic diagram of 
the electronics for each 
input of the SHAM­
ROC.
A step voltage signal from a PAC5 amplifier is shaped by a 2 /is C R  — R C  amplifier 
with a voltage gain of about 40. The shaped output drives a peak-hold circuit 
which holds the peak of the shaped signal. If this is above threshold it fires 
a comparator which provides a hit signal to the read-out logic. The minimum 
comparator input voltage which causes the comparator to change is 5 mV. When 
a comparator fires, it sets a flag in the read-out logic and enables a counter , which 
counts to 3 clock cycles before applying a hold signal, enabling the rest of the 
system to continue to acquire data. This hold signal also raises a flag which will 
trap a read-out pointer when it reaches the channel. When the pointer is trapped 
the analogue multiplexer is enabled and routes the stored value from the channel to
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the analogue output. The channel address and a data valid signal are also output 
to indicate that the data on the output is valid.
The read-out pointer passes through the logic for the 128 channels until it emerges 
at the PtroutB if standing alone. The pointer logic is designed to allow the pointer 
to skip channels with no data. A single channel read-out cycle takes 1 /is and the 
read-out logic then applies a reset to the peak-hold and comparator circuits of the 
channels and resets itself. The logic must wait for 20 /rs following the departure of 
the pointer, before releasing the rest to the peak-hold and comparator circuits, to 
allow time for the tail of shaped analogue signal to return to zero. As the data is 
only available at the output while the pointer is present at the channel, the data 
acquisition system must sample the data in one clock cycle. A true and inverse 
clock are provided for the SHAMROC to help reduce their noise contribution, 
which is important as they are running at all time.
For testing purposes the SHAMROC has the ability to inject signals to the inputs 
of any individual channels. A common calibrate input is used to apply input 
signals and a “masking” register selects which channels are active. The functional 
block diagram of the whole system is shown in fig. 3.4. The pointers move between 
the SHAMROCs collecting the flags.
Channel Addr
Data O u t p u t £ 2  
Data V a l i d s / 2
PtrlnB £ PtrOutA
SHAMROC
PAC5
&
Pixel Detector
Pointer Source
SHAMROC  
Chip A
Chip B
PtrOutB
A "A A
PtrlnA
Clock PtrSrcEn
Clock B
4-------  G Reset
F i g u r e  3.4: Block diagram of the ERD1 system.
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3.1.2 The Detectors
The ERD1 is equipped with 300 pm  or 500 /im thick Si detectors, fabricated on 
four inch wafers using double-sided processing at SINTEF2. The material is <100> 
n-type Si with resistivities between 3 and 10 kOcm. The pixellated side has p
] _ _ _ _ _ _ _ _
F i g u r e  3 . 5 :  Photograph of an ERD1 Si detector. This detector has 
four floating guard-rings in order to allow higher over-depletion. The Au 
bond-pads are centred on each pixel, their surface is rough to improve 
the contact to the bump-bond. The white line at the lower part of image 
shows the simulated section shown in fig. 3.6 and 3.7.
implants with 1.5 pm  A1 metallisation. The bump-bond pads have an additional 
layer of 5 pm  thick Zn plated with 50 nm Au. A polyamide passivation is used 
as an insulating underfill. The ohmic back contact is an n implant through a 
200 nm thick oxide. A 0.5 pm  thick A1 metallisation frame allows contacting the 
back using wire bonding and avoids a parasitic absorbing metal layer on top of 
the active region. The detector is bump-bonded to the PAC5 using Au studs and 
conductive glue, the process was done at Hycomp3.
2SINTEF, P.O. Box 124, Blindern, 0314 Oslo, Norway.
3Hycomp Inc., 165 Cedar Hill St., Malborough, MA01752, USA.
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A photograph of part of the pixellated side of a detector is shown in fig. 3.5. 
The pixels have 280 /im sensitive width plus a 20 fj,m gap. The guard-ring is 
140 /im wide and is surrounded by four floating guard-rings, as shown in fig. 3.5. 
Not all detectors use this design but it allows a higher over-depletion for faster 
carrier collection in order to reduce charge sharing due to diffusion. The electric 
field in the detector was simulated4 with MEDICI and is plotted in fig. 3.6. The 
corresponding potential is shown in fig. 3.7 for an applied bias of 50 V.
E m„ =  7 8 2 0  V /cm
E -fie ld  [V /cm ] G u a rd -R in g
Pixel
Floating Guard-Rings
300
F i g u r e  3 . 6 :  Simulated electric field in a ERD1 Si detector. It is biased 
at 50 V, the simulated section is from the edge of the detector to the 
centre of the first pixel, as shown in fig. 3.5.
3.1.3 Experimental Setup
The schematics of the ERD1 setup are shown in fig. 3.8. The detector module 
is connected to an interface board which supplies the power and is linked to a 
PC equipped with National Instruments DAQ cards (PCI-6110E and DIO-6533
4The simulation of floating guard-rings was carried out together with K. Mathieson. 
K.Mathieson@physics.gla.ac.uk, G12 8QQ, University of Glasgow.
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P o ten tia l [V]
F lo a tin g  G u a rd -R in g s
G u a rd -R in g
Pixel
Distance550
400
360
300
F i g u r e  3 . 7 :  Potential across an ERD1 detector. The floating guard- 
rings step down the bias voltage in a controlled manner, reducing the 
maximum electric field. For better illustration this image is rotated by 
180° around the 2-axis with respect to fig. 3.6.
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[32HS]). LabView software is used to control the cards and handle the data ac­
quisition. The ERD1 draws about 50 mA at 5.5 V, the detector bias is supplied 
separately using a battery source adjustable between 0 and 400 V.
F i g u r e  3 . 8
Experimental setup of the 
ERD1 system. The detec­
tor is connected to an in­
terface board which sup­
plies the power and is 
linked to a PC equipped 
with National Instruments 
DAQ cards.
Interface
Board
Power Supply
PlflBTil fililiTil 
O O  O O
PC with National 
Instruments Cards
Detector
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3 . 2  T h e  L A D 1
The Large Area Detector (LAD1) is an imaging detector developed for time re­
solved X-ray diffraction studies. It is modular and capable of being tiled to cover 
an area of 30 cm by 30 cm with 4 million pixels. The pixel is 150 fim square, the 
dead area is approximately 7 %. Each module holds seven read-out chips and one 
detector. The dead space is given by the edge of the detector and a fan-out on the 
detector eliminates the dead area between adjacent read-out chips. The modules 
have a Mo substrate providing good thermal conductivity and a reasonably similar 
thermal expansion coefficient.
Single chip detectors were fabricated for testing purposes. An image of a module 
with a single chip is shown in fig. 3.9. The active region of a single chip detector
...E j r
1 cm
F i g u r e  3 . 9 :  Photograph of a single chip LAD1 module. The ICs are 
mounted on a Mo plate, which can hold seven read-out chips.
is 9.6 mm squared, given by the 64 by 64 array of 150 /im square pixels.
A description of the LAD1 system is given in references [Sel99] and [SelOO].
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3.2.1 The Electronics
In the Aladin (A Large Area Detector with INcrementors) read-out chips each 
pixel contains a bond pad, pre-amplifier, shaper, comparator and 15 bit counter, 
as shown in fig. 3.10. The pre-amplifier integrates the charge from the 150 fF
From previous pixel
Shutter
Mask 
(1 bit) Mux
SelThreshold 
Adjust (3 bit)
DataHI Comparator
Shift
Reg.
C'lk
0 Sel 
, Mux
A Reset
Amplifier Shaper
Clock outTest (1 bit) Analogue
ResetTest Input
To next pixel
F i g u r e  3 . 1 0 :  Diagram of the electronics contained in each pixel cell of 
the Aladin chip. Each pixel has a test input, a 3 bit threshold adjust 
and a masking bit which can be addressed individually. For read out 
the counter is used as a shift register.
pixel capacitance onto a 10 fF feedback capacitor with an estimated 300 e_ r.m.s. 
ENC including the shaper. The pre-amplifier feedback and shaper fall-time are 
both constant current driven, giving a linear falling ramp. Both are programmable 
via I2C (Inter-IC) driven DACs on the chip. The comparator has a 3 bit global 
threshold offset adjustment for each pixel. The 15 bit pseudo-random dynamic 
counter is adapted for simple serial read-out. The I2C also programs the individual 
calibration and mask bits for each pixel.
Four columns are read out in series at 10 MHz, giving an acquisition time per image 
of 4 x 64 x 15 x 0.1 /is =  384 fi s. Each chip dissipates approximately 750 mW at
3.3 V. Data are transferred from the Aladin via a high-speed serial link (National- 
Semi-Conductors-Channel-Link). The read-out is controlled by the Count Enable
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signal that is applied to the chip. Count Enable going high enables the Aladin 
comparators and counters for as long as required. Count Enable going low disables 
the Aladin comparators and counters and also turns the Aladin counters into shift- 
registers. The data are then shifted out at 10 MHz per chip. Seven chips can be 
multiplexed onto one (16 data bit) bus at 70 MHz. The 70 MHz clock is divided 
down in the Aladins to control the read-out rate, using two registers that are 
programmed over the I2C interface. The Master asserts a bit on an extra 1 7 ^  
line to help synchronise the data at the receiving end. The Channel Link chip 
collects the 16 bit words from the 7 Aladins at 70 MHz and serialises them. The 
inverse conversion is performed at the PC end of the link. A schematic of the 
LAD1 module is shown in fig. 3.11.
hard 
wired 
code —
70 MHz Cik 
I2C —>  
CntEn ^  
Master
4096 PDA inputs
—
ALADIN ALADIN
(Master) — ► (Slave)
__
117 Start
70 MHz
Channel
Link
~ r ~
17 bit 
Data-Bus
F i g u r e  3 . 1 1 :  Schematic of the LAD1 module.
3.2.2 The Detectors
The detectors were fabricated on four inch Si wafers using double sided processing 
at SINTEF. Both 300 /tm and 500 /tm thick detectors were made on 3-10 kQcm, 
<100> n-type material.
The pitch on the Aladin cells and bond pads is 150 /tm by 144 /iin while the 
detector pixel pitch is 150 /tm square. The bond pads on the detector are tracked 
to the pixels, allowing the Aladin read-out chips to be butted together with no 
dead regions on the detectors. The fan-in of the bond-pads on the detector is 
shown in fig. 3.12.
The outer part of the detector, including the guard-rings and bias contact, is shown
65
3.2 T he  LAD1
Bump
Bonds
Aladin Read-out chips
Pixels
■  ■  ■  ■  g S i P i P n m i w
Detector
F i g u r e  3 . 1 2 :  Illustration of the fan-out of the pixel pitch. Sections of 
two neighbouring Aladin chips are shown with a detector. The separa­
tion of the Aladins does not lead to any dead space due to the fan-out
on the detector.
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in fig. 3.13. Floating guard-rings and a guard band surround the pixels, similar
F i g u r e  3 . 1 3
Photograph of part of a Si LAD1 de­
tector. The pixels and guard-ring are 
surrounded by four floating guard-rings.
The contact for the bias (metallisation 
visible at the left hand side) is only 
present on one side of the detector. The 
simulated cross-section is indicated by 
the white line in the upper part of the 
image.
to the designs of the ERD1 (section 3.1.2). The detector bias is applied through 
a front side bump-bonded n + contact, so no wire bond to the window side of the 
detector is required. Fig. 3.14 shows the results of simulation of the potential 
distribution of a Si LAD1. The corresponding electric field is shown in fig. 3.15. 
The bias voltage is 40 V applied to the front side n + implant. The floating back 
contact acquires virtually the same potential which depletes the detector in the 
usual manner. This biasing technique inevitably creates a low field region under 
the n + bias contact. The extent of this inactive region depends on the size and 
position of the bias contact and is slightly reduced by over depleting.
3.2.3 Experimental Setup
The setup for single chip modules comprises of the detector, an interface board 
and a PC equipped with an National-Instruments (DIO-6533 [32 HS]) and an I2C 
card. A schematic of the setup is shown in fig. 3.16.
The power supply delivers 3.3 V to the detector module via the interface board. 
The detector bias is supplied separately using a battery source.
C++ and IDL software [IDL] is used to control the DAQ and I2C cards. The data 
are saved as 16 bit integers in binary format.
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F i g u r e  3 . 1 4 :  Simulated potential in a LAD1 Si detector. The n+ bias 
pad is on the same side as the pixels, the ohmic back contact floats up to 
virtually the same potential, depleting the detector in the usual manner. 
The bias voltage is 40 V which fully depletes the detector.
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Figure 3.15: Electric field distribution in a LAD1 Si detector. For 
higher bias voltages the low electric field region (inactive area) is re­
duced. It is limited by the size and position of the front side n+ implant.
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Figure 3.16
Experimental setup of the 
LAD1 system. The detec­
tor is connected to an in­
terface board which sup­
plies the power and is 
linked to a PC equipped 
with a National Instru­
ments DAQ and an 12C 
card.
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Chapter 4 
Characterisation of the ERD1
Two different generations of modules are discussed in this chapter. The first is 
used to characterise general aspects such as the linearity, the adjustment among 
pixels and the performance in a synchrotron radiation source (SRS). Due to a 
significant improvement in the energy resolution of the new generation, the spectral 
performance and charge sharing is investigated with this very recent detector.
4.1 X-ray Sources used for the Characterisa­
tion of the ERD1
Some measurements were performed at the Daresbury SRS, the energy of the beam 
was varied and is given in the relevant section (4.2.3).
The following X-ray sources were used:
1) 241 Am X-ray source. The a-particles were shielded off, the X-rays of interest 
are listed in table 4.1.
Energy [keV] 13.93 17.61 21.00 26.35 59.54
Yield [%] 17.7 24.2 6.5 3.3 47.2
Table 4.1: Energies and yields of the relevant X-rays from an 241 Am
source.
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2) Variable X-ray source. The primary source is 241 Am which excites a target 
which then emits characteristic X-rays. The targets, energies and photon 
yields are given in table 4.2.
Target
K a i
Energy [keV] 
K a2 K qi K e 2
Yield [7 ’s/s sr]
Cu 8.047 8.027 8.904 8.976 800
Rb 13.394 13.335 14.960 15.184 3000
Mo 17.478 17.373 19.607 19.964 7500
Ag 22.162 21.988 24.942 25.454 12000
Ba 32.191 31.815 36.376 37.255 12500
Tb 44.470 43.737 50.391 51.737 17500
Table 4.2: Target material, photon energy and yield of the variable
X-ray source [Fir96].
3) 55Fe decaying to excited Mn emitting X-rays with energies given in table 4.3.
Energy [keV]
K a i K a2 K 01
5.898 5.887 6.490
Table 4.3: X-ray energies emitted from an 55Fe isotope, corresponding
to the Mn K  series.
4.2 The First Generation ERD1
4.2.1 Pulse Height Spectra and Linearity
The pulse height spectra of five targets from the variable X-ray source are shown in 
fig. 4.1. All spectra are normalised to their Ka photo peak. The lower amplitude 
peaks at the lower energy side of the K a peaks are presumably due to the clock
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Figure 4.1: Normalised pulse height spectra of five targets from the 
variable X-ray source. The lower amplitude peaks at the lower energy 
side of the Ka photo peaks are presumably due to clock injection.
injection and are clock frequency and bias dependent. This assumption is not fur­
ther investigated since this behaviour is cured in the second generation modules1. 
The linearity of the ERD1 was investigated using the peaks shown in fig. 4.1 and 
the 241 Am X-ray pulse height spectra. A plot of the ADC output voltage as a 
function of the input energy is shown in fig. 4.2. The data were obtained by fitting 
Gaussian functions to the photo peaks in the pulse height spectrum, using a least 
squares method. The deviation from the line fit is shown in fig. 4.3. The convex 
shape of the deviation may be due to non-linearity of the amplifier. This system­
atic error shows up in the reduced Xn>d ^he hne which is x 2/dof =  107. 
Additional systematic error may arise from the assumed symmetrical (Gaussian) 
shape of the peaks of the pulse height spectrum. The larger error bars corre­
late with lower statistics. The maximum deviation from linearity is 0.5 keV (at 
26.35 keV) or less than 2 %.
The energy resolution of the photo peaks from fig. 4.1 is plotted in fig. 4.4.
1 They are not the Si escape peaks, since the energy difference from the main K a peak 
varies and does not correspond to the Si A'-X-ray (1.8 keV)
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Figure 4.2: ADC output voltage plotted as a function of the X-ray 
energy. The line fit and extracted parameters are included in the graph.
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Figure 4.3: Plot of the deviation of the data from the fitted line. The 
convex shape may be due to non-linearity of the amplifier.
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Figure 4.4: Energy resolution of the photo peaks from fig. 4.1.
4.2.2 Adjustm ent of the P ixel Variations
The ERDl was designed for spectroscopic applications. Pixellating such a device 
brings the benefit of covering a larger area without increasing the detector capaci­
tance, i.e. the noise. The drawback lies in the variation in response among pixels. 
Although identical in design, the differences between pixels, including the read-out 
(variation in the pixel capacitance, inhomogeneities in the detector and different 
gains or offsets of the pre-amplifiers), are significant and need to be taken into 
account. For a given photon energy the response of each pixel (output in volts) 
will differ, as shown in fig. 4.5, therefore the association of the output voltage to 
the photon energy (calibration) must be made separately for each of the 256 pixels. 
This then allows the calculation of the photon energy from the specific calibration 
of the pixel which was hit.
The separate calibration of each pixel is discussed in the following, including the 
investigation of the noise variation. Finally a spectrum of 241 Am 7 ’s is shown af­
ter adjustment using the complete calibration data. The calibration used the K a 
peaks of spectra discussed above. The variation in the peak position for the 256 
pixels of the ERDl is shown in fig. 4.5. In order to allow an adjustment the data
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Figure 4.5: The peak position is plotted for the 256 pixels of the ERDl.
The data show the variation among the pixels.
sets must be highly correlated. That this is the case can be seen in fig. 4.5 and is 
confirmed by the correlation coefficients given in table 4.4. Apart from a variation 
in the peak position, pixels may also have different noise performances. This could 
result in a few pixels with particularly large noise dominating the overall energy 
resolution. Such pixels should be ‘masked off’. Histogramming the standard de­
viation of the calibration peaks of each pixel allows the calculation of the spread 
and helps to identify noisy pixels. Such a histogram is shown in fig. 4.6 for the 
Mo data. The standard deviation in noise is 5 %. The maximum deviation in the
data set corresponds to 3.6 a or 18 %. The 5 % includes the variation expected
from statistical and fitting errors. These contribute at the level of 2.4 %, leaving
4.4 % due to true pixel variation. All pixels were used, none was taken as being 
too noisy.
The correlation between the noise (sigmas) of the calibration peaks is given in 
table 4.4. In all cases these are positive, indicating that the performance of in­
dividual pixels vary, though not significantly since the correlation coefficients are
0.65
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Correlated
Data
Sets
Correlation
between
Peaks
Correlation
between
Sigma
Tb-Ba 1.00 0.22
Tb-Ag 0.99 0.11
Tb-Mo 0.99 0.18
Tb-Rb 0.99 0.15
Ba-Ag 0.99 0.11
Ba-Mo 1.00 0.17
Ba-Rb 1.00 0.25
Ag-Mo 0.98 0.17
Ag-Rb 0.98 0.12
Mo-Rb 1.00 0.07
Table 4.4: Correlation coefficients for the various combinations of the
calibration data.
small. The final adjustment was performed on an independent data set which was 
not used for the calibration. This was done by taking an 241 Am spectrum, which is 
shown in fig. 4.7. In the top part of the figure the unadjusted spectrum, obtained 
by simply adding the spectra of each pixel, shows a FWHM of 2.68±0.12 keV 
for the 13.93 keV peak. The more relevant comparison is between the adjusted 
spectrum (middle of fig. 4.7) and the performance of a single pixel (bottom of 
fig. 4.7). The FWHM achieved for the 13.93 keV peak is 1.658±0.079 keV and 
1.613±0.010 keV for the adjusted and average single pixel respectively. The error 
for the adjusted spectrum was derived from the least-squares fit. For the average 
single pixel the variation in sigma over the 256 pixels was used to give an error. 
Not taking the errors into account would give a 2.8 % increase due to adjustment 
inaccuracies. However the values agree well within the errors.
The parameters of the calibration (line fit) of each pixel are histogrammed and 
shown with Gaussian fits in fig. 4.8. For both the offset and gain the variation 
seem to be Gaussian. The offset is dominant which is also seen from the data 
shown in fig. 4.5.
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Figure 4.6: The spread in noise for the Mo data is plotted as a 
histogram, showing no particularly noisy pixels.
4.2.3 Measurements at the Daresbury SRS
Tests with the ERDl in a realistic operational environment were performed at the 
synchrotron radiation source (SRS) at Daresbury. Although not designed for the 
high fluxes of the SRS, the ERDl was used as a detector for X-ray diffraction pat­
terns while simultaneously acquiring the energy spectrum. The beam was focussed 
on a rotating KNbC>3 crystal powder behind which the ERDl was mounted at a 
distance of about 40 cm. A lever arm allowed a rotation of the ERDl with respect 
to the KNbOg crystal, in order to scan for diffraction maxima. Neither a vacuum 
nor any form of collimation was used. The 16 x 16 pixel matrix of the ERD l gives 
a 2-dimensional image while taking the energy spectrum. Fig. 4.9 shows such an 
image of two diffraction lines. At the upper edge of the image it can be seen that 
the detector was shielded by the A1 casing in which the hybrid is mounted. A plot 
of the same data is shown in fig. 4.10, in which the y-axis (mean intensity) was 
calculated by averaging the counts of the columns of pixels in fig. 4.9. The pixel 
size of 300 fim gives a peak separation of about 2 mm.
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Figure 4.7: The graph shows the unadjusted 241 Am spectrum in the top 
layer, the adjusted spectrum in the middle and a single pixel spectrum in 
the bottom layer. The resolution of the adjusted spectrum is comparable 
to that of a single pixel.
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F i g u r e  4 . 8 :  Histograms of the fit parameters. The variation in the
offset is dominant.
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F i g u r e  4 . 9 :  Image of two X-ray diffraction lines of a KNb03 crystal.
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Figure 4.10
The graph shows a 
plot of the mean in­
tensity vs. distance 
measured with the 
ERDl. The data are 
the same as used for 
the image shown in 
fig. 4.9.
For these measurements the beam energy was set to 12 keV. Displaying the energy 
spectrum of the above data shows the peak at 12 keV, as plotted in the top 
spectrum in fig. 4.11. The spectra acquired at beam energies of 20 keV and 25 keV 
are shown in the middle and lower parts of fig. 4.11, respectively. The peak at 
12 keV is clearly wider than those at 20 and 25 keV. This peak is extracted from 
the same data as the intensity lines. The X-ray flux for these lines is so high 
that pile-up occurs, so that the charge from more than one photon is integrated 
within the shaping time, occasionally, resulting in a tail at higher energies and a 
broadening of the peak. The energy spectra at 20 and 25 keV were taken outside 
the high intensity lines and therefore do not show any pile-up. For energies above 
19 keV the fluorescence of the Nb can be seen at 16.6 keV, which corresponds to 
its K a line.
4.2.4 Imaging Properties
The 256 pixels are insufficient to allow useful imaging of structured objects. The 
detector was mounted on an x-y stage to scan an image of a ball point pen, shown 
in fig. 4.12. A standard dental X-ray tube was used at 60 kVp anode voltage, 
giving a bremsstrahlung spectrum peaking at around 30 keV. The lower energy 
part of the spectrum is cut off by an absorber, so the lowest energy X-rays are 
around 10 keV. The spectrum of the tube is obtained by using the absorption
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F i g u r e  4 . 1 1 :  Energy spectra plotted for various beam energies. The 
peak at 16.6 keV is the fluorescence peak of Nb. The top spectrum is 
the energy spectrum of the diffraction maxima in fig. 4.9.
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efficiency of the detector to de-convolute the measured spectrum. Both are shown 
in fig. 4.13.
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Figure 4.12: Scanned image of a bull point pen. The upper image is 
the direct data, the lower image is a contour plot. The image is tiled 
from 5 x 2  acquisitions.
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Figure 4.13: Pulse height spectrum of the X-ray tube and the measured 
spectrum. The absorption efficiency of the detector was used to de- 
convolute the measured spectrum to give the spectrum of the X-ray
tube.
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4.3 Dash-E
4.3.1 Description of the System
The ERDl system as described above has several weaknesses:
1. The minimum threshold is limited by clock injection to a level around 10 keV.
2. The noise is increased by the injection.
3. Only the pixel hit is read out and no information on any other channels is 
available.
4. The electronics is uni-polar and requires hole collection.
A new version of the chip has therefore been fabricated, improving the noise per­
formance and reducing the injection to about 4 keV. This new system is called2 
Dash-E, the following features have been changed or added:
1. The shaping time is increased to 4 //s.
2. The SHAMROC can be switched to read signals of either polarity (software 
controlled).
3. Optionally all channels on a SHAMROC can be read out if one pixel has 
been hit (software controlled).
4. The feedback capacitance is reduced to 25 fF and can be increased to 250 fF 
by adding a capacitor (software controlled).
All the problems apparent in the ERDl have been cured.
4.3.2 Energy Resolution
The pulse height spectra of various X-ray sources are shown in fig. 4.14. The 
roughness of the background reflects the statistics of each spectrum. The cut-off 
at the lower energy end is determined by the threshold used for the data acquisi­
tion.
2ERD2 is a different development within the IMPACT project and can therefore not 
be used. Dash-E is derived from ’ERDl.
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Figure 4.14: Pulse height spectra for various X-ray sources. The peak 
heights are normalised, the background roughness depends on the statis­
tics.
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Two peaks are observed in the background of the Ba spectrum. The higher cor­
responds to the Ag energies and is assumed to be due to known contamination of 
the variable X-ray source. The origin of the lower peak is unknown.
The FWHM for each energy are plotted in fig. 4.15. The data for this plot were 
obtained by fitting multiple Gaussian functions to the photo peaks. The two K a 
lines are taken into account by imposing appropriate constraints for the fit. The 
standard deviation is forced to be equal, the difference in the peak positions is im­
posed and the areas are constrained to the known values [Dys90] with a tolerance 
of about 2 %. The fit to the sum of two Gaussian functions, due to these con­
straints, requires only three free parameters to be fitted and no additional degrees 
of freedom are added3. The square of the FWHM has a linear dependence on the
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Figure 4.15: FWHM of the photo peaks shown in fig. 4.14. The Fano 
noise limit is plotted as a line.
photon energy and can be represented as the sum of in a constant (square of elec­
tronic noise) and a linear contribution [KnoOO], as shown in fig. 4.16 with a line fit. 
The electronic noise extracted from the fit is (224 ±  64) eV. The gradient of the
3 Taking the two K a peaks into account improves the resolution by about 10 % in 
average.
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Figure 4.16: Plot of the FWHM squared with a line fit. The electronic 
noise contribution extracted from the fit is (224 ±  64) eV.
linear fit (0.00608 ±0.00064 keV) can not be explained by a Fano factor of 0.125 as 
given in ref. [Lec96]. Since the Si detector is expected to have 100 % CCE, charge 
loss is not expected to contribute. However a low energy tail is present, suggesting 
some charge loss. The high background increases with decreasing depletion width 
and might have significant contributions from the processing electronics.
Both these effects are not yet explained satisfactorily.
The peak-to-background ratio is plotted in fig. 4.17. The data of the two lowest 
X-ray sources (Cu and 55Fe) are not included because the background is cut off 
by the threshold set for the data acquisition. The background increases with 
increasing photon energy. This does not, however, allow to conclude that there is 
necessarily an energy dependence of the background. The effect may be due to 
the different rates of the absorbed X-rays.
The data were acquired by fitting Gaussian functions to the K a and Kp peaks 
which gives the area of the photo peaks. For the evaluation of the background, 
a line was fitted to the data below the K a peak. The background area was then 
calculated by integrating the fitted line from zero to the K a peak energy. This 
eliminates the influence of the threshold which cuts the background at different
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Figure 4.17: Peak-to-background ratio. The background increases 
with increasing photon energy.
levels.
4.3.3 Variation among Pixels
The pedestals are calculated from the same data files as are used for the investiga­
tion of charge sharing, described in the following section. Several hundred values 
with no signal charge are averaged to acquire the offset value for each pixel (A cut 
on the signal height defines pixels with signal and those without.). The pedestals 
are plotted with the standard deviation in fig. 4.18. These values are reproducible 
and the variation of the pedestal values for different data files is 5.4 ±2.6 eV, which 
is negligible.
The distribution of the pedestal values is not Gaussian, as illustrated by the two 
examples shown in fig. 4.19. Extracting the electronic noise by fitting a Gaussian 
to the lower peak in the noise distribution, gives (228 ±  29) eV FWHM electronic 
noise, which is consistent with the result gained from the pulse height spectra. 
Common mode noise is sampled with a separate channel and subtracted. Any
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F i g u r e  4 . 1 8 :  Pedestal values plotted with their standard deviation. 
The values are reproducible from different sets of data.
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F i g u r e  4 . 1 9 :  Distributions of pedestal values, which are not Gaussian. 
The example on the left is representative for most pixels.
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remaining common mode noise results in an increased correlation between a set 
of data where all channels have been read out. From several thousand correla­
tion coefficients calculated from the Mo, Ag and Ba data, the mean correlation 
is 0.0232 ±  0.0022. Common mode noise does not significantly contribute to the 
observed energy resolution.
When evaluating any data the pedestal values are subtracted and therefore all pix­
els are expected to have the same calibration. For all of this analysis it is assumed 
that the variations in the pixel performance are due to different offset and that all 
pixels have the same gain, which is justified by the results of the previous section.
4.3.4 Charge Sharing
Charge sharing can be investigated by reading out all pixels for each event. In 
order to validate the results it must be assumed that the illumination over any 
two pixels does not change significantly. The variable X-ray source is collimated 
to a circular spot size of about 4 mm diameter, over which the illumination is 
homogeneous [Pas98]. The area used for the investigation of charge sharing is a 
section of 2.4 by 1.5 mm2 which is significantly smaller than the beam size.
The analysis includes single, double and treble clusters. For each event the pixel 
with the maximum signal is defined as the pixel hit. The eight surrounding neigh­
bours are selected and if one or two values exceed a set threshold a double or treble 
event is registered, respectively. Edge pixels are discarded since charge sharing may 
occur with the guard ring which would falsify the results. A minimum signal height 
is required in order to trigger an event so that noise counts are rejected.
The fractions of single, double and treble events are plotted for the six considered 
energies in fig. 4.20. Due to the large pixel size the single clusters dominate. 
At low threshold the noise contributes significantly to double and treble clusters. 
Clustering due to the noise is shown in fig. 4.21. The data were taken from the 
Ba measurement by selecting a pixel which did not contribute to the signal. At 
a threshold of 2 keV random multi-clustering (> 2 clusters) occurs at a level of 
(2.7 ±  0.3) %. This threshold was used to plot the pulse height spectra of single, 
double and treble clusters, which are shown in fig. 4.22-4.27 for the various X-ray 
sources.
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Figure 4.20: Fraction of single, double and treble clusters for different 
energy X-rays. The lowest data point in each spectrum is equal to the 
pedestal value and is largely dominated by noise. Single clusters are 
dominant due to the large pixel size of 300 /zm.
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Figure 4.21: Clusters due to noise. The pedestal values are around 
0.5 keV. Random multi-clusters occur at a level of (2.7 ± 0.3) % at a 
threshold value of 2 keV.
For all sources the treble cluster spectra have such low statistics that no peaks 
are clearly visible. Treble clustering is negligible, which is also seen from fig. 4.20 
and will not be discussed any further. The Ba, Ag, Mo and Rb sources show clear 
characteristic pulse height spectra for the double clusters. However Cu and 55Fe 
(Mn) do not show a double cluster spectrum resembling their emission lines. The 
dominant cause is the level of the threshold applied for the data acquisition. As
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F igu re 4.22: Single, double and treble cluster spectra of Ba for a
threshold value for charge sharing of 2 keV.
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F igu re 4 .23: Single, double and treble cluster spectra of Ag for a
threshold value for charge sharing of 2 keV.
94
C
ou
nt
s 
C
ou
nt
s
4.3 D ash-E
Mo spectra
charge  sharing  th resho ld  = 2 keV
4000  -
3000 -
single
2000 -
1000 -
500  -
400  -
double
300 -
200 -
100 -
treble
4 -
2 -
0 10 20 255 15
E nergy  [keV]
F igu re 4.24: Single, double and treble cluster spectra of Mo for a
threshold value for charge sharing of 2 keV.
95
C
ou
nt
s
4.3 D ash-E
Rb spectra
charge sharing  th resho ld  = 2 keV
12000 -i
10000 -
8 0 0 0  -
sing le
6 0 0 0  -
4 0 0 0  -
2000 -
8 0 0  -
6 0 0  -
double
o  4 0 0  -
U
200 -
treble
4  -
16 8 202 6 8 10 12 140 4
E nergy  [keV]
F igu re 4.25: Single, double and treble cluster spectra of Rb for a
threshold value for charge sharing of 2 keV.
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F igu re 4 .26: Single, double and treble cluster spectra of Cu for a
threshold value for charge sharing of 2 keV.
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F igu re 4.27: Single, double and treble cluster spectra of 55Fe (Mn) for
a threshold value for charge sharing of 2 keV.
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seen from the single pixel spectra (fig. 4.26 and fig. 4.27) the lowest amplitude 
events are close to the photo peaks, which leaves only a small range of charge 
shared events to be acquired. The double cluster for Cu and 55Fe (Mn) are due 
to random, coincidental double hits and can not be used for further analysis. In 
order to acquire successfully all occurring double clusters it is necessary that the 
threshold is below 50 % of the photo peak energy. This is the case for the Rb, Mo, 
Ag and Ba data. The single and double cluster fractions for these four sources axe 
plotted as a function of the threshold for charge sharing in fig. 4.28 and fig. 4.29, 
respectively.
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0
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Figure 4.28: Threshold dependence of the single clusters for the Ba,
Ag, Mo and Rb data.
The data are the same as used for fig. 4.20 but now plotted to illustrate the energy 
dependence of charge sharing. For a threshold of 2 keV the energy dependence 
of charge sharing is shown in fig. 4.30. The likelihood of a photon depositing a 
certain energy in a neighbouring pixel increases with increasing photon energy.
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Figure 4.29: Threshold dependence of the double clusters for the Ba,
Ag, Mo and Rb data.
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Figure 4.30: Energy dependence of charge sharing defined as the 
amount of energy shared. The increased multi clustering with higher 
energies is due to the higher energy of the primary photo-electron.
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The above charge sharing uses the absolute value of shared energy (charge), which 
leads to the increase in charge sharing for higher photon energies. Fig. 4.31 shows 
the probability of sharing a certain fraction of charge (20 % of the K a peak value) 
as a function of the photon energy.
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Threshold for Charge Sharing = 20 %  o f Photon Energy
0.96
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Figure 4.31: Energy dependence of charge sharing defined as the frac­
tion of energy shared. The decrease in charge sharing with higher photon 
energy implies that diffusion is the dominant effect.
The fraction of charge shared decreases with increasing photon energy. This implies 
that diffusion is the dominant effect. Diffusion influences the width of the charge 
cloud approximately in proportion to the distance the charge carriers travel inside 
the detector. Because the detector is illuminated from the back the lower energy 
X-rays generate charge further away from the pixellated contact, on average. The 
charge generated by a lower energy X-ray has therefore, on average, more time to 
diffuse and is more likely to be shared.
The width of the charge cloud is also influenced by the range of the photo electron. 
This effect contributes to an increase in charge sharing with increasing photon 
energy and is apparently less significant.
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4.3.5 Extraction of the Charge Distribution
R elation betw een the Experim ental D ata and the Charge D istri­
bution
All the above results are specific to the detector system. Of general interest are 
the distributions of the charge clouds. These are not directly available but can be 
extracted from the data.
The data containing the relevant information are those plotted in fig. 4.29. These 
data give the probability of sharing a certain energy or more. An illustration of 
the relation of these data to the average charge cloud density f " ( x , y )  is given in 
fig. 4.32 which shows a possible distribution of the signal from a homogeneously il­
luminated pixel, given by the integration of f n(x, y) over the pixel area. Neglecting
Pixel Boundary
f'W
0.8-
g 0.6-op5 Signal Shared
C
C 0 .4 -  o
oss£ 0.2-
0.0
0 20-40 -20-60
Distance x
Figure 4.32: Distribution of the signal across a homogeneously illumi­
nated pixel.
corner effects reduces the problem to one dimension ( f "(x , y)  —> f"(x)) .  Accord­
ingly fig. 4.32 in effect shows a perpendicular cut through a pixel, with
roc
f ' { x ) =  /  f " ( x ' ) dx  (4.1)
J X
representing the signal distribution. If A\  and A 2 are the amounts of signal shared 
and seen on the pixel, respectively, then the fraction of charge sharing is /  =
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Ai/ (A\  + A 2 ), which is what is acquired experimentally.
poo
f & ) =  f'(x')dx'  (4.2)
J X
where f(x)  corresponds4 to the data plotted in fig. 4.29. So the shape of the signal 
distribution f"{x) is the second derivative of the experimental f(x).
The experimental data give the fraction of charge sharing but do not contain any 
distance information. This is gained by multiplying the experimentally acquired 
fraction for charge sharing /  by the overall signal known from the pixel dimensions. 
For the normalised signal in fig. 4.32 the total area is A\ + A 2 = d, where d is the 
region of a pixel associated with the edge. For the 1-dimensional case of fig. 4.32, 
a cut through the pixel would show charge sharing on either side of the pixel 
boundary. Each boundary would be associated with half the pixel width, which 
in the case of the ERD1 is d = 300/2 /zm=150 fim. Since the pixels are actually 
2-dimensional charge sharing occurs at all four sides of the pixel, thus neglecting 
the corners, d = 300/4/mi = 75 /im.
Theoretical M odel of the Charge D istribution
In principle the charge distribution f"{x) can be extracted by taking the second 
derivative of the experimental data. However the variations in the data make a 
direct differentiation inaccurate. Therefore a simple model is used to fit the data, 
which allows the fitted function to be differentiated.
Consider the following model of the signal distribution from the photon interaction: 
Photo electrons which are emitted from the same point in the same direction 
are assumed to have a constant probability of depositing their energy within any 
distance x. This leads to an exponential attenuation of the deposited energy as a 
function of the distance x from the emission point,
f"(x)  oce- ^ ,  (4.3)
where tq has the meaning of the range of the photo-electron. Since the absorbed 
photons are assumed to be unpolarised this distribution is azimuthally symmet­
rical. Approximating the angular distribution of the photo-electrons with equal
4/(x) is the inverse function of the data plotted in fig. 4.29, so the x and y-axis must 
be exchanged.
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probability for all angles5 leads to a spherical symmetry which introduces a factor 
of 1/ro in the signal density distribution. So for a normalised signal
f"{x) = \ e ~ ^ .  (4.4)
ro
Including the photon energy E1  with the knowledge that the maximum signal 
shared is E7/2 gives the final result:
f " (x ) = (4'5)
In order to keep the model simple, diffusion is assumed to increase the parameter 
ro- So no additional parameters are introduced, simply the interpretation of ro 
changes.
The function fitted to the data shown in fig. 4.29 is therefore
f ~ l {y) = r o l n ( ^ )  - r 0 ln(y). (4.6)
Experim ental R esults
The fits of the function f ~ l (y) to the data axe shown in fig. 4.33.
The fitted functions axe considered to be an adequate representation of the ex­
perimental data. These were cut at 2 keV at the low energy end to reduce errors 
arising from noise and at about 0.5 of the photon energy. At these values multi 
clusters should not occur, however some double clusters axe still observed due to 
random multiple hits within one acquisition. By cutting the data at 0.5 of the 
photon energy these errors axe reduced.
The parameters obtained from the fit are E7  and ro- E7 should correspond to the 
photon energy, ro is an effective range, and can not be compared directly to theo­
retical values, but is expected to be of the same order of magnitude as the range 
of the photo-electron. Both E7 and ro axe plotted in fig. 4.34 with the published 
values [Fir96], [Tab96].
5This is a rough approximation, the photo electron is most likely to be emitted sideways 
and will never be emitted in the forward or backward direction, as shown in fig. 2.1.
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Figure 4.33: Plot of the experimental data with the fitted theoretical
functions.
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Figure 4.34: Plot of the parameters from the fitted functions. The 
photon energies axe consistently too large (4-7 %). The values for ro are 
in the order of the published electron ranges.
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Further conclusions are not drawn since the model is very simplistic and diffusion 
is the dominant effect. The values for the photon energy E7 axe consistently too 
high, (4 - 7 % higher than the Ka energies).
These values are used to plot the distributions of the charge clouds f " ( x ), which 
are shown in fig. 4.35. The distributions are normalised to the photon energy, so 
at any point the higher energy sources have larger values although the relative 
widths are increased for the lower energy X-rays.
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Figure 4.35: Signal distribution obtained from the fitted parameter
values of Ey and ro-
Comments
In principle the only requirement for the fitted function is to accurately represent 
the experimental data. However since these are terminated, the fitted function is 
used to extrapolate to energies of ‘O’ and ‘E7/2’. The accuracy of the extrapola­
tion to Ery/ 2  is directly given by the photon energies extracted from the model. 
But no charge sharing (extrapolation to ‘0’) is never reached in the model due to 
the exponential function, which depends an the parameter ro- The energy deposi­
tion from the photo-electrons might be more realistically modelled by terminating
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the exponential at some point, however fluorescence has been neglected. This is 
because the fluorescence yield for the Si if-shell is only about 5 % [Fir96] and 
does not contribute significantly. It will however contribute to the long range, low 
energy charge sharing at some level and is known to have an exponential attenu­
ation, however with an equivalent range of 14 /im [NIST].
Another source of errors for the given charge cloud density might arise from the 
differentiation. Although the fitted function may seem accurate, minor deviation 
can be significantly increased in the second derivative. By reducing the number 
of data points and therefore gaining larger differences in their values allows to 
differentiate the data directly. The model can then be fitted to the first derivative 
The results prove to be similar as far as the photon energies are concerned, 
the ranges are slightly smaller (« 1 fim smaller).
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Characterisation of the LAD1
The aim of this chapter is to describe the investigation of the most important 
properties of the LAD1 system. This detector is designed for imaging applica­
tions, for which the spatial resolution, noise performance and rate capability are 
considered to be the most important aspects. The first section gives a brief de­
scription of the data acquisition. In the second part the line spread function and 
modulation transfer function are used to determine the spatial resolution. Section 
three describes the image noise in photon counting systems and discusses experi­
mental results. The last section is concerned with the rate capability of the LAD1. 
All data discussed in this chapter were acquired with a single chip module and a 
300 fim thick Si detector.
5.1 Data Acquisition
All data discussed in this chapter were taken at the Daresbury SRS [SRS]. An 
X-ray beam was reflected off a silicon crystal, giving a monochromatic beam with 
an energy of 19.5 keV. The detector was placed about two meters from the silicon 
crystal. Focusing in the horizontal was possible by bending the crystal. An image 
of the focussed beam is shown in fig. 5.1. The acquisition time was 20 ms and the 
maximum signal around 2700 counts.
The read out mode can be chosen to acquire 100 images under identical condi­
tions but with a successively increased threshold. An example of such a threshold
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3
CU
3000
2000
1000
Figure 5.1
Image of a focussed beam taken at 
the Daresbury SRS in a 19.5 keV 
X-ray beam. A noisy pixel can be 
seen in the front part of the picture. 
The beam was focussed along the 
.x-axis which leads to the tapered 
profile.
9.6 mm 
(64 x 150 pm )
scan and its derivative are plotted in fig. 5.2. The derivative (correctly the neg­
ative derivative) is the energy spectrum. At a threshold value of around 20 the 
comparator threshold moves into the noise, leading to a massive increase in the 
number of registered counts. The read out uses a Schinitt-trigger, which leads to 
zero counts at low threshold due to continuous pile-up.
Imaging was possible by scanning the detector through the beam. The image of an 
IC-chip of about 5 mm length, placed in front of the detector, is shown in fig. 5.3.
5 . 2  T h e  S p a t i a l  R e s o l u t i o n
In this section the Line Spread Function (LSF) and M odular Transfer Function 
(MTF) will be introduced as a method to determine the spatial resolution of an 
imaging system.
Some theoretical background is considered in order to apply the MTF specifically 
to pixel detectors. Theoretical derivations of the LSF and MTF are made and 
compared to the experimental results.
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Figure 5.2: Example of a threshold scan plotted with its derivative, 
which is the energy spectrum. At a value of around 20 the threshold 
moves into the noise. The Schmitt trigger does not fire for low thresholds 
due to continuous pile-up. The high rate of the SRS leads to pile-up 
events of higher energy, seen above the 19.5 keV peak.
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Figure 5.3
Image of an IC-chip taken 
by scanning the detector 
and object through the 
beam. The image cov­
ers an area of 45 by 34 
pixels; the upper shows 
the grainy pixel struc­
ture, the lower is a con­
tour plot which interpo­
lates between pixels.
5.2.1 Definition of the MTF
The MTF is a common tool to evaluate the spatial resolution of a radiographic 
imaging device [IC86]. To enable a comparison of different devices a standard way 
of measuring the spatial resolution is necessary. The MTF is such a method. 
Equivalent to imaging objects is the response to exposure to varying intensities, 
and the latter is what is used for the MTF. By definition (for the MTF) the inten­
sity per unit length varies sinusoidally with distance. So the perfect image would 
be a strip pattern with dark and light lines, the transition corresponding to a sine 
wave. One period of such a pattern is referred to as a line pair (lp). So the unit 
for the spatial resolution (spatial frequency) is lp/mm: the more lp/m m  resolved, 
the better the spatial resolution of the device.
Ideally the response of the system would be equal to the input (sine wave), how-
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ever as deteriorating effects are present in all systems, blurring will occur. For 
increasing spatial frequencies the response will become less distinct, the line pairs 
fade and the response converges to the average intensity, as illustrated in fig. 5.4.
|  Input Signal 
1 | Response SignalMTF.
0.5
0
0 1 2  3 4
lp/mm
Figure 5.4: The plot shows the input spatial frequency and the cor­
responding response. The MTF is defined as the relative response (re­
sponse/input).
The area under the response signal is equal to tha t of the input signal, which 
is physically reasonable as the input signal is merely distributed but not lost. 
The MTF is defined as the proportion of the response signal to the input signal 
( 1 (inlllirsi^na/^ ^ ^  input signal is normalised, so the MTF has values 
between 1 and 0.5. To give the MTF the meaning of how well a spatial frequency 
is resolved it is commonly normalised to have values between 0 and 1.
Some practical problems may be faced when trying to measure a MTF in the way 
described above. Although it may be possible to get a sine wave intensity with 
different spatial frequency for visible light and longer wavelengths it is impossible 
for X-rays, which are of interest for the systems discussed here.
For such systems it is convenient to calculate the MTF from the LSF.
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5.2.2 Calculation of the M TF from the LSF
The mathematical reason for the deteriorating effects is that the intensity at a 
point xq is distributed around xo. In the above discussion (fig. 5.4) it was assumed 
that this distribution is symmetric, hence the symmetry of the sine waves was 
conserved. This assumption is true for the X-ray detectors considered.
There can be various physical reasons for the distribution of the signal. In most 
state-of-the-art pixellated detectors the pixel size is certainly the dominant factor1. 
Any X-ray absorbed at a point on the detector will give a signal with a distribution 
of at least the size of the pixel it hit. Additionally, charge sharing contributes to 
the spreading of the signal. So instead of the ideal delta distribution, real systems 
respond with some distribution of finite width. The illustration of the effect this 
has on the input signal is shown in fig. 5.5. If all signal received at a point were
input signal
response signal
Figure 5.5: The dotted line corresponds to the sine wave input signal. 
On the left hand side the response at some points is shown for a real 
system, at each point a distribution is convoluted with the input signal. 
The result is the response signal shown on the right.
*An infinitely narrow X-ray beam will generate a signal across an area of several mi­
crons diameter [MatOl]. The pixel size of existing integrating detectors still exceeds these 
dimensions significantly (~25/zm).
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seen at that point (£ response) the input signal would be returned perfectly. As 
in fig. 5.5 the response has a finite width the considered point will have less signal 
as part is lost to the surroundings.
The area under the S distribution and the distribution of the real system are the 
same (normalised to 1). The expression of this in mathematical terms is the fol­
lowing:
For any spatial frequency z the delta distribution returns the input signal un­
changed. In the case of a sine input with spatial frequency z, the input function 
is sin(2irxz), where x is the spatial distance. So at any point xq the response 
rs{x0,z) is
rs(x0,z) =  /  $(rro — x)sin{2'KXz)dx =  sin(2nxoz) (5.1)
The right hand side is simply the input signal at xq.
For the real system the delta function is replaced with the response distribution 
f(x).  However the point xq has contributions not only from f{xo)sin{2'KXQz) but 
also from J{2xq — x)sin(27rxz), this is simply taking the spread of the input signal 
into account as shown in fig. 5.6. The equation giving the response of the real
sin(2 nx 0 z)
j\x0 )sin(2 nx0 z)
Figure 5.6: Illustration of the contributions to the signal at a point xo
in a real system.
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system is therefore
rf {x0,z) = / / ( 2x0 — x)sin(2Trxz)dx (5.2)
The MTF can be extracted at any point of the period (since it is defined as 
the fraction of response signal to the input signal), choosing the maximum at 
each spatial frequency retains the normalisation. In the above discussion it was 
assumed, that f(x)  has its maximum at the same point as the input function. To 
simplify matters it is reasonable to assume that max[/(a:)]=/(0), the point where 
the X-rays hit the detector is then x = 0 and f(x) = f ( —x). However if the input 
is a sine wave its maximum would be at x = 0.5, so either a phase shift must 
be introduced, or the cosine used instead. This simplifies the calculation of the 
response signal, which can now be written as
dependence on the spatial frequency 2 . As cos(0) = 1 the above equation is equal 
to the MTF and assuming that f  f(x)dx = 1, the MTF will be normalised.
narrow input, which is f(x).  The MTF can then be calculated for any spatial 
frequency 2  according to the formula:
This is however simply the Fourier transform of f(x)  in spatial frequency. The 
important symmetry, f(x) = f ( —x), reduces the Fourier transform to the cosine 
transform [Bro79].
So far the problem of measuring the MTF has reduced to acquiring the distribu­
tion f(x).  This can be achieved by taking an image of a narrow slit, narrow in 
this case meaning several times smaller than the pixel size in order to get a good 
approximation to an infinitely narrow slit. Cutting the image of the slit perpen­
dicular to the slit will give the distribution /(rr), which is referred to as the line 
spread function (LSF).
A consequence of the equivalence between the MTF and the Fourier transform of 
the LSF is that this allows two ways of obtaining the MTF.
f  {x)cos{2nxz)dx (5.3)
This is the response at x = 0, dividing this by the input signal will give the MTF
To acquire the MTF of a system it is sufficient to know the response to an infinitely
f  {x)cos(2,Kxz)dx (5.4)
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1. Measurement of the LSF.
2a. Calculation of the MTF according to2:
MTF(z) = J  LSF (x) cos (27rxz)dx
2b. Fitting of a function to the LSF data which gives an accurate description of 
the LSF and Fourier transforming the fitted function in spatial frequency.
Depending on the LSF data one or other of the methods might be preferable.
5.2.3 Error Considerations for the M TF
The errors in the MTF depend on the accuracy of the LSF data. Considering the 
first method of calculating the MTF directly from the LSF data, the following 
errors should be taken into account:
1. The measured LSF will be evaluated as having a certain width, which ex­
cludes the tails of the LSF beyond a certain level - the LSF is truncated. 
Therefore part of the area under the LSF is not taken into account and the 
error in the MTF is proportional to the excluded area fraction [Doi72], This 
is referred to as the “truncation error”. It can be controlled by extending 
the LSF width until the effect can be neglected.
2. The sampling distance step of the LSF is finite, this leads to what is referred 
to as the “aliasing error” [IC86]. Theoretical and experimental studies indi­
cate that the sampling distance step should be less than about 0.25 of the 
half width at half maximum of the LSF, if errors in the computed MTFs are 
to be less than 0.005 [IC86].
In principle both of these errors can be controlled by choosing the right experi­
mental setup. In the case of the aliasing error it might be necessary to scan the 
line across the imaging device.
Both these errors are eliminated when fitting a function to the LSF and Fourier 
transforming that function. The quality of the MTF then depends only on how
2 A direct Fourier transform assumes a period of 27t which in this case is not appropriate. 
Therefore a factor of 27t must be introduced in the argument of the trigonometric functions.
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well the fitted function represents the LSF. The choice of function does not have 
to be justified by any theoretical expectation of what the LSF should look like, the 
only important point is that the measured LSF should be as closely as possible 
represented by the fit.
5.2.4 Calculation of the Theoretical M TF
For non circular pixels the LSF will depend on the angle at which the slit is placed 
across the detector. The ar-axis of the LSF is given by the distance to the centre of 
the pixel. The amplitude or y-axis is proportional to the length of the slit within 
the pixel boundary. For square pixels this is shown in fig. 5.7. Before looking
Pixel Detector 
Slit
LSF
Figure 5.7: The figure shows the method used for calculating the LSF 
in the case of square pixels.
at different pixel sizes, the influence of the angle at which the slit is placed across 
the detector will be discussed. The theoretical LSFs and MTFs of a pixel detector 
with 150 /tm square pixels are shown for different alignments of the slit in fig. 5.8 
and fig. 5.9. Taking the row number as x-axis and the column number as y-axis, 
the orientation of the slit is given by y = mx + d, where m  is the slope of the slit, d 
the offset in pixels and 0 < m  < 1 will take all possible orientations into account,
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due to the symmetry of the detector. The calculated LSFs for some values of m 
are shown in fig. 5.8. Due to the symmetry of the LSF it is sufficient to consider
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Figure 5.8: Theoretically calculated LSFs for different orientations of
the slit.
the positive part only. Accordingly only the positive halves of the LSFs are shown 
in fig. 5.8. The corresponding MTFs, shown in fig. 5.9, were calculated according 
to the formula: roc
MTF (2 ) = /  LSF (x) cos (27rxz)dx (5.5)
Jo
where z is the spatial frequency in lp/mm. A value of ‘O’ in the MTF corresponds to 
the average intensity, values between ‘O’ and ‘-1’ correspond to intensities between 
the mean and zero and are physically reasonable.
The oscillations seen in fig. 5.9 are due to the LSF extending into the next period 
of the cosine (neighbouring line pair), which gives rise to interference patterns with 
the actual signal in that line pair. So the oscillations axe caused by integrating
over more than one line pair (one period in the cosine) and can be eliminated by
simply reducing the integral boundary to ^  instead of 0 0 :
MTF(z) = /  LSF(x)cos(2irxz)dx (5.6)
Jo
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pixel size: 150 pm "
slope of line
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Figure 5.9: Corresponding MTFs to the LSFs shown above.
pixel size: 150 pm
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Figure 5.10: MTFs calculated by integrating over one period only. 
This eliminates the interference and therefore the oscillations.
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Calculating the MTFs from the same LSFs as before (fig. 5.8) leads to the curves 
shown in fig. 5.10. The MTFs in fig. 5.10 correspond to a single period instead of 
an infinite number of line pairs.
The MTF has a noticeable dependence on the orientation of the slit. When evalu­
ating the number of line pairs per mm a system can resolve, this number conven­
tionally corresponds to an MTF of 0.3. At this MTF value (as shown in fig. 5.9 and 
fig. 5.10), the variation with the orientation of the slit is below 5 % of the mean 
value. For the further discussion the spatial resolution is defined as the number 
of lp/mm at an MTF value of 0.3. With this definition a comparison of different 
pixel sizes and geometries can be performed. For square pixels and a slope of 0.5 
the resolution as a function of the pixel size is plotted in fig. 5.11. For any given
(Pixel Size)’1 Him'1]
1/25 1/50 1/100 1/350
30
upper axis
25
20
15
10
5
lower axis
0
300 35050 100 200 250150
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Figure 5.11: The maximum theoretically achievable resolution, for a 
slope of 0.5, is plotted against the size of a square pixel. The resolution 
is inversely proportional to the pixel size, shown in the dotted line.
slope the spatial resolution at an MTF value of 0.3 is given by
k ( SlODG)spatial resolution [lp/mm] = ——-—:— =----r- (5.7)pixel size [mmj
where A;(slope) is a constant, dependent only on the slope of the line and from 
the pixel symmetry it is sufficient to consider values of slope between ‘O’ and T ’.
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A;(slope) is plotted in fig. 5.12, the two curves representing the different limits 
of integration. In order to obtain a simple formula for calculating the spatial
0.83
o integration boundary = one period
a integration boundary = infinity
0.82
0.81
0.80
0.79
0.78
0.77
0.76
0.75
0.74
0.0 0.60.2 0.4 0.8 1.0
Slope
Figure 5.12: A;(slope) is plotted for values between £0’ and ‘1’ for inte­
gration boundaries of one period and infinity.
resolution of any pixel size at a given slope, an analytical expression for A; (slope) 
is convenient. The curves in fig. 5.12 are well described by a function of the form
—6 ( (In |slope|)2 )
= ae V '/(slope) \ / + d (5.8)
which has the desired symmetry properties. The choice of function is arbitrary, 
the only requirement is that it must be a good representation of A;(slope). The fit 
to the data for infinite integration boundaries is shown in fig. 5.13. The maximum 
deviation of fc(slope) from the calculated data points is 0 .1%, (0 .2 % in the case of 
integrating over one period). The values of a, 6 , c and d are given in table 5.1. The 
numbers of digits quoted are chosen to have the same significance on the result 
while keeping the accuracy given by the fit of fc(slope). Finally a theoretical limit 
for the spatial resolution as a function of the pixel size and slope of the line can 
be calculated from
/ ,j \ 0.852
_ .. r, , , 0.0532 e - ( 1 037 0” Mopel) ) +0.7512 , ,  „.Spatial-Res.„  lp/mm = ---------------- :——— :----,--------------  (5.9)pixel size [mm]
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Figure 5.13: Calculated data points and fitted A;(slope) function. The 
ar-axis is logarithmic to show a wider range of slope values.
integration
boundary
a b c d
infinity 0.0532 1.037 0.852 0.7512
one period 0.0725 1.397 0.787 0.7519
Table 5.1: Values of the parameters determined for fc(slope).
o r, , , 0.0725 e-t^TOnlslopel)*)0'787 +0.7519 ,E ln,
Spatial-Res. lp/mm = ----------------— — =----    (5.10)p pixel size [mmj
for integration boundaries of infinity and one period respectively. The inaccuracy
of the fit dominates the errors, the formulae agreeing with calculated values to
< 0 .2 %.
P ixel G eom etry
Although so far only the square pixel geometry has been considered, in principle 
any geometry can be used. The next most common is the hexagonal or honeycomb 
structure. To draw a comparison between the theoretically achievable spatial res­
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olution of different geometries, it is assumed that the areas of the pixels axe the 
same. Instead of an hexagonal structure an evaluation was made of a circular 
structure as this has the highest symmetry and no slope dependence. The MTF of 
a circular and square pixel are shown in fig. 5.14. For the latter, the slope of the
Pixel Area = 0.0225 mm2
a Square Pixels 
-•—  Circular Pixels
0.6
&
s  0.4
0.2 -
0.0
0 2 4 6 8 10 12
Spatial Resolution [lp/mm]
Figure 5.14: MTF of a circular and square pixel geometry with the 
same area. There is no significant difference.
line is 0.5. The dependence of the square pixel MTFs on the slope is far greater 
than the difference seen between the MTFs in fig. 5.14. It is concluded that there 
will be no significant difference in the spatial resolution between a square and 
hexagonal pixel geometry.
CTF and PSF
The Contrast Transfer Function (CTF) is an analogous measure to the MTF.The 
only difference is a square wave input signal instead of a sine wave [Fro98]. This 
allows differently spaced bar patterns to be used to image the CTF directly.
The Point Spread Function (PSF) is consistently defined as the response of the 
system to a point input. The cross-section of the PSF should be identical to the 
LSF. For pixel detectors it is not practical to use the PSF because the number of
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data points is not competitive with what is more easily achieved with the LSF. 
The N yquist Frequency
A relevant measure is the Nyquist frequency, defined by
1
^Nyquist -
where Ax  is the sampling distance (related to the aliasing error). The Nyquist 
frequency is therefore the spatial frequency at which the LSF has 2 data points 
per line pair. The MTF (or CTF) ceases to have any physical meaning beyond 
the Nyquist frequency.
The behaviour of the MTF at the Nyquist frequency is shown in fig. 5.15. For
MTFs with Nyquist 1.0 
frequency
of 25 lp/mm q g
true MTFs
integration boundary: infinity
0.6
0.4
0.2
0.6 
2  0.4
0.0
- 0.2
lp/mm
0.2
0.0
integration boundary: one period
0 105 15 20 25 30 35
lp/mm
Figure 5.15: The graphs illustrate the limitation to the meaning of 
the MTF imposed by the Nyquist frequency. The upper and lower plot 
were calculated with integration boundaries of infinity and one period
respectively.
measurements with pixel detectors the sampling distance is not constant and there-
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fore the Nyquist frequency is not well defined. In practice this does not prove to 
be a problem since the maximum sampling distance can be kept small enough to 
obtain an accurate MTF in the region of interest. For increasing pixel sizes it may 
prove to be necessary to move the slit across the detector parallel to itself in order 
to get another set of data, thus reducing the sampling distance, thereby improving 
the aliasing error.
5.2.5 M easurement of the LSF and Experim ental M TF
Images of a slit were taken in a 19.5 keV X-ray beam at the Daresbury SRS. A 
direct measurement of the slit width was not feasible3. An estimate is possible by 
comparing the measured number of counts with and without the slit in the beam. 
Without the slit the number of counts was approximately 5 times higher than with 
the slit, therefore the slit leaves about a fifth of the pixel area exposed, i.e. the 
width of the slit is about a fifth of the pixel size or 30 ^m.
An image of the slit is shown in fig. 5.16, and the LSF extracted from these data 
is shown in fig. 5.17. The LSF extracted from the data in fig. 5.16 is shown in 
fig. 5.17 together with the fitted function.
The MTFs calculated from the LSF are plotted with the theoretical MTFs in 
fig. 5.18 and fig. 5.19 for integration boundaries of infinity and one period, respec­
tively. From fig. 5.18 and 5.19 it is seen that the LAD1 has a spatial resolution 
of about 5.2 lp/mm. In fig. 5.19 the influence of the Nyquist frequency can be ob­
served for spatial frequencies above about 5.5 lp/mm. The experimental MTFs are 
slightly lower than the theoretical curves, the spatial resolution is calculated to be 
5.30 lp/mm (experiment: 5.16 lp/mm) and 5.37 lp/mm (experiment: 5.27 lp/mm) 
for integration boundaries of infinity and one period, respectively. Effects which 
could lead to a broadening of the LSF are charge sharing and the finite width of 
the slit.
3This would have required to remove the slit, which was first aligned and then narrowed 
to the estimated width.
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COUNTS
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0 - 1
F i g u r e  5 . 1 6 :  Image of a slit used for the calculation of the MTF. The 
gray scale corresponds to the log(counts) to make the low counts in 
pixels visible. The data was acquired with a threshold value of 35.
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Figure 5.17: Experimental LSF with the fitted function.
• Theoretical 
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Figure 5.18: Experimental and theoretical MTFs for integration 
boundaries of infinity.
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Figure 5.19: Experimental and theoretical MTFs for integration 
boundaries of one period.
Error Considerations for the M TFs
Figure 5.20 shows a plot of the spatial resolution as a function of the considered 
LSF width. The truncation error affects the result for LSF widths below about 
200 fim. For the above MTFs the LSF was truncated around 400 (im.
The truncation error is negligible and can easily be reduced by extending the con­
sidered LSF width.
The aliasing error depends on the sampling distance of the LSF. This is not con­
stant for the pre-sampling LSF. For the LSF in fig. 5.17 the mean sampling dis­
tance is 3.2 /im with a standard deviation of 1.5 /xm. The corresponding Nyquist 
frequency is (156 ± 73) lp/mm. Figure 5.21 shows the experimental MTF from 
fig. 5.19 and a theoretical MTF with a Nyquist frequency of 156 lp/mm. The 
integration boundaries were chosen at one period, which makes the effect of the 
Nyquist frequency directly visible.
To quantify the aliasing error the difference of the theoretical, true MTF and the 
theoretical MTF with a Nyquist frequency of 156 lp/mm, are plotted in fig. 5.22. 
The aliasing error increases the measured spatial resolution by 3 % at an MTF
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Figure 5.20: Plot of the spatial resolution as a function of the consid­
ered LSF width. The truncation error affects the results for a LSF width
below about 200 fim.
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Figure 5.21: The graph shows the experimental MTF from fig. 5.19 
and a theoretical MTF with a Nyquist frequency of 156 lp/mm.
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Figure 5.22: Theoretical MTFs showing the difference between the true 
MTF and the MTF with a Nyquist frequency of 156 lp/mm. At an MTF 
value of 0.3 the aliasing error increases the resolution be 3 %.
value of 0.3. Subtracting this error from the above stated spatial resolution of the 
LAD1 , gives a final result of 5.1 lp/mm.
An estimation of the error of this value is gained by measuring the LSF and MTF 
at different threshold values set for the data acquisition. The spatial resolution as 
a function of the threshold is plotted in fig. 5.23. The range of threshold values 
(30-48) is selected to be above the noise but below the photon peak, see fig. 5.2. 
The mean value and standard deviation are used to give the final result for the 
spatial resolution of 5.1 ±  0.1 lp/mm.
The F itting  M ethod
The function used for fitting the data shown in fig. 5.17 is
1 fQi-x \2 |s-Ql I
f ( x ) = a 2 e 2 a3 + a 4 e as . (5.11)
The Fourier transform in spatial frequency is [Yin90]:
s/2^a2a3e- 2^ 2 + T , 
MTF(y) = ----------= ------- i+*(»°«iO (5.12)
y/ 27TCL2C13 + 204^5
130
5.2 The Spatial R esolution
5.25
5.20
5.15
Q.
§ 5.10 
•aJ3
|  5.05 &
* 5.00
4.95 Spatial Resolution = (5.1 ± 0.1) lp/mm
4.90
28 30 32 34 36 38 40 42 44 46 48 50
Threshold [a.u.]
Figure 5.23: Plot of the spatial resolution as a function of the thresh­
old.
The MTF given by equation 5.12 can be compared to the MTF calculated directly 
from the data according to equation 5.5. Figure 5.24 shows the MTFs derived from 
the fit using equation 5.12, the directly transformed data4 and the theoretically 
calculated data.
The Fourier transform of the fitted function is significantly larger than the direct 
and theoretical MTF. The fit may be too narrow on the left hand side of fig. 5.17. 
The fitting method is assumed to be erroneous in this case. The reason for the 
poor agreement may also be due to the high fluctuations in the LSF data. These 
are significantly higher than would be expected from pure statistics. This is due 
to the variation of the pixel offsets and gains. The 3 bit threshold adjust is not 
sufficiently expandable to compensate for the variations occurring. Consequently 
different pixels are not directly comparable. A section of the line crossing the 
pixels and the measured threshold scans are shown in fig. 5.25, illustrating the 
variation in the pixel performances.
4The directly transformed data is evaluated for an infinite number of periods, since this 
is equivalent to the Fourier transform given by equation 5.12.
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Figure 5.24: Comparison of the MTFs derived from the fit, the direct 
transform and the theoretical data.
5.2.6 Resume
The LSF and MTF have been used to define the spatial resolution. For square 
pixels an analytical formula has been derived allowing the calculation of a theo­
retical LSF and MTF.
A calculation of the MTF for a “circular” geometry shows no significant difference 
from square pixels. This leads to the conclusion that a hexagonal and square pixel 
geometry of equal pixel area will have virtually the same spatial resolution.
The resolution of the LAD1 was experimentally measured to be (5.1 ±0.1) lp/mm; 
the theoretical prediction is 5.3 lp/mm.
5.3 Image Noise
5.3.1 Events in Photon Counting System s
For a photon counting system this noise is due to a difference in the number 
of counts. The following occurrences influence the event registration and should 
therefore be considered with respect to their noise contribution:
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Figure 5.25: Plot of the line crossing nine pixels with each pixel show­
ing its threshold scan. This illustrates the variation in the pixel per­
formances, the pixel in the upper right corner should have the highest 
count rate but shows less than the centre pixel, which is due to a different
offset and/or gain.
1. The source will have a statistical variation in the number of particles emitted 
per exposure time (Poisson noise).
2. Not all particles hitting the detector will be absorbed.
3. The threshold of the read out discriminates events according to their signal 
height.
4. Noise events may exceed the threshold value and lead to false counts.
5. The rate dependent dead time leads to a reduction in the number of events 
registered.
30 40 50 60 30 40 50 60 30 40 50 60
T h re sh o ld  [a.u.J T h re sh o ld  [a .ud  T h re sh o ld  [ a . u j
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These points will be addressed in the order mentioned.
Poisson Statistics
The emission of particles from a source obeys Poisson statistics:
P ( M )  =  ^ r e_A (5 -13)
where A € R+ is the parameter of the Poisson distribution and k E Ng" the 
variable. So for a source with parameter A the probability of k emissions is p(k, A). 
The expectation value of k is
00 00 \k 00 \k - 1
< k > = Y , k p ( k ,  A)  =  £ f c  — e “ A =  A e ~ A ^  7k  _  l V  =  A - ( 5 1 4 )
k= 0 k=0 ’ k=l
A similar calculation as above yields:
< k2 >= A2 + A (5.15)
and therefore the variance is
var(fc) =<  (< k > —k ) 2 > — A. (5.16)
So the standard deviation a = %/X and consequently the error on a number of 
counts is equal to the square root of the number of counts. This is referred to 
as Poisson noise and is a lower theoretical limit to the noise achievable with any 
detector.
Several Sources
Two sources a and 6 , with individual means Xa and A5 allow the calculation of the 
probability of observing ka and kf, events. For a photon counting system it may be 
assumed that only the sum of the events ka + kb = k will be registered and events 
from source a or b can not be distinguished. The total number of k events could 
be all of source b, or one of source a and the rest of source 6 , and so on. The total 
probability is given by [Bar89]
p(k) = p(h«’ X“W k -  A*) =  (A° l f Ab)k e-<A*+A‘> (5.17)
ka=0
so the sum of two Poisson processes is another Poisson process. This can be 
extended to any number of Poisson processes.
Therefore any X-rays arriving at the detector will be Poisson distributed.
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A bsorption Properties o f the D etector
As the absorption of X-rays obeys an exponential attenuation law with absorber 
thickness not all photons are detected. For a given detector the fraction of ab­
sorbed X-rays is only dependent on their energy. So if pe is the energy dependent 
probability of absorbing a X-ray with energy E (pe < 1)? then the mean number of 
absorbed X-rays is AE,abs = p • Ae if Ae is the mean number of X-rays impinging on 
the detector. What needs to be proven, is that the probabilities are still given by 
a Poisson distribution. This follows from the fact that the Poisson distribution is 
the limit of the binomial distribution for n —> oo, where n is the number of trials. 
With n trials and an average of AE,abs events, the probability of getting an event 
in a trial is p = AE,abs/n > n is assumed so large that the probability of more than 
one event in a trial can be discounted.
The probability pb of observing k events in the n trials is given by the binomial 
formula
// \ / a ^E.abs ( A AE,ab sV _fc n\ f AM k ;  AE,abs/n ,») =  —  ( 1 ----- —  J  fc!(„ _ fc)i (&18)
As n —» oo with k finite the binomial formula 5.18 approaches Poisson’s distribu­
tion.
Pabs =  ^ p e —Ae-'“ (5.19)
So the absorption properties of the detector or any other absorber maintain Poisson 
statistics, what changes is the parameter A:
^
*! E k!
The square root dependence of the standard deviation on the mean is maintained.
Influence of the Threshold
The threshold in a single photon counting detector will vary around its mean 
value (presumably according to a Gaussian distribution), similarly the height of 
the signal from equal energy X-rays will vary (giving a peak distribution with a 
certain energy resolution as is of interest in spectroscopic devices). If these two 
distributions overlap significantly, which they will for certain X-ray energies, then 
on average a certain proportion of events are not registered as their signal height
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falls below the threshold. The proportion of the signals lost is equal to the fraction 
of overlapping area, as shown in fig. 5.26. This has an effect similar to that of
l.O Energy PeakThreshold
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Registered events
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Energy a.u.
Figure 5.26: Illustration of the influence of the threshold on the event 
registration. For a given X-ray energy some of the events might fall 
below the threshold and will therefore not be registered.
the absorption efficiency, equally a fraction of the X-rays are not detected and the 
parameter A is lowered by the probability of missing an X-ray.
The threshold has therefore no effect on Poisson noise.
N oise Counts
If the noise is independent and random, the probability of getting a noise count in 
a given time interval will be constant. Then the binomial argument applies which 
leads to Poisson statistics.
Correlated noise counts may change the noise behaviour, which may lead to non- 
Poisson noise.
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T he R ate D ependent Dead Tim e
The dead time of a photon counting system is determined by the shaping and/or 
reset time. If more than one event occurs within that time then the excess events 
will not be registered. The probability of getting two or more hits within the 
shaping time is rate dependent. So the effective dead time increases with increasing 
rate.
At any given rate every photon will have the same probability of arriving within 
the dead time of the system. So again the probability is reduced and the binomial 
argument applies and no change of the noise behaviour is expected.
For a photon counting system Poisson noise should be the only noise source type.
5.3.2 M easurement of the Image Noise
M ethods of D ata Acquisition for M easuring the Image N oise
Two different ways of measuring the image noise seem reasonable.
1. A homogeneously illuminated detector should show the same signal in all 
pixels. The difference in the response between pixels should give the image 
noise.
This allows the calculation of the image noise from one image. Several 
images are needed to observe the response to different photon rates.
2. A series of images taken under identical conditions allows the evaluation 
on a pixel by pixel basis. Each pixel should show the same signal for each 
exposure.
Several images are needed in order to calculate the image noise from one 
pixel. If the detector is illuminated inhomogeneously, the response to differ­
ent input signals is acquired simultaneously.
The accuracy of the first measurement will rely on the homogeneity of the pixels 
and source. For the second approach it is vital to have identical conditions when 
taking the series of images.
The LAD1 does not show a particularly homogeneous response among different 
pixels, so the first method can not be applied. To assure identical conditions
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requires the exposure time to be constant. Since some error will always occur it is 
vital to keep the contribution of the timing error sufficiently low.
C ontribution o f the Tim ing Error
If the error in the exposure time dominates the overall statistical error, a linear 
dependence of the noise with dose is observed.
The mean number of experimentally observed counts A will be A — r t  where t is 
the exposure time and r is mean rate of the source reduced by any losses. If t has a 
Gaussian timing error At  then the probability distribution f (n, t )  for the number 
of counts is
f (n, t )  = t l l l e - r i l — e"%S?2- (5 .2 1 )
' ’ n! V2 irAt
where to is the mean exposure time.
The expectation value for the number of counts n is
< n > =  [ d t ^ n ^ e - ^ ^ L - e - ' - T ^  = r t 0 (5.22)
J  ^  n\ y / 2 ^ A  t
the second moment < n2 > is
< n2 >=  [ dt n2 e~rt — — e~ 2A°^  = rto + r2to + r2 A t2 (5.23)
J  ^  n\ y/2^A tn
The variance is
var(n) =<  n2 > — < n >2= r to + r2A t2 (5.24)
So at a low rate and with accurate timing Poisson noise is observed, whereas for 
high rate and inaccurate timing the standard deviation on the number of counts 
increases linearly with increasing rate.
Approximating the timing error with a Gaussian assumes that the negative part 
of the integral (t < 0) can be neglected. This is valid for t /At  ^  3.
Experim ental Verification
The photon counting properties of the ERD1 allow the verification of the timing 
error.
The data acquisition software can be run in continuous loops. The time it takes to
run one loop has an error Atp, which was measured to be Atp  = 2.16 ±  0.13 %
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of the mean running time of one loop. The error was acquired by measuring the 
running time of several thousand loops. By defining the exposure time as multiples 
of loops the timing error increases linearly (assuming Gaussian errors). According 
to the discussion above the standard deviation should show a non-Poisson, linear 
dependence on the observed number of counts. The experimental data are plotted 
in fig. 5.27. From the rate (72.0 ±  3.2 counts per loop) and the gradient from
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Figure 5.27: Image noise measured with the ERD1 system. The timing 
error increases linearly with the number of counts and dominates the
noise.
the linear fit the timing error can be calculated. The experimental result from the 
image noise, At/ = 1.99 ± 0.95 %, is consistent with the directly measured error 
A tp.
The image noise of the LAD1 was measured by acquiring 100 images of a slit under 
similar conditions. The nominal exposure time was 20 ms; the X-ray source was 
monochromatic with an energy of 19.5 keV (SRS). For each pixel the mean and 
standard deviation were calculated. The image of a slit, shown in fig. 5.28, includes 
pixels with different numbers of counts. For all pixels registering more than 5 
counts, the mean number of counts is plotted against the variance in fig. 5.29. 
A linear fit to the data gives a slope of 0.968 ±  0.019. The pixels denoted as
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Figure 5.28: Image of the slit used for investigating the image noise. 
The highlighted pixels axe noisy and show a non-Poisson noise behaviour.
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Figure 5.29: The variance is plotted against the mean number of 
counts. According to Poisson statistics this should give a line with a
slope of one.
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P I, P2 and P3 show a non-Poisson noise behaviour. Since they are outside the 
illuminated area, (see fig.5.28), they do not receive any photons and are assumed 
to be “noisy” .
5 . 4  R a t e  C a p a b i l i t y
For the LAD1 the rate capability is defined by the shaping time, which can be 
varied by adjusting the current in the feedback. The initially desired value was 
around 150 ns. To reduce variations in the pixel response larger shaping times 
were used.
Due to the Schmitt-trigger the LAD1 is paralysable, so for an increased source 
rate the number of registered events drops. This was investigated using a slit. 
For a narrow slit, such as that used for acquiring the LSF, only a small part of 
a pixel is exposed. By opening the slit the rate on the pixel is increased. An 
image of a slit wdth a width greater than the pixel size is shown in fig. 5.30. The
Figure 5.30
Image of a slit several times wider 
than the pixel pitch. The fully ex­
posed pixels can not cope with the 
rate and are paralysed.
Pixels
fully exposed pixels can not cope with the rate and are paralysed. The maximum 
counts are observed for pixels at the periphery of the slit, which are only partly 
exposed. The mean rate each pixel acquired is plotted in fig. 5.31. The graph is 
the histogrammed data shown in fig. 5.30, using a small binning. The highest rate
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Rate capability: 250 000 counts/s
100k 150k
Rate [counts/s]
200k 250k
Figure 5.31: Histogram of the rate recorded for each pixel. The maxi­
mum rate is around 250 k counts per second.
counted by a pixel is 250 k per second (5000 counts in 20 ms). For a given input 
rate5 the measured rate can be simulated as a function of the shaping time. In 
fig. 5.32 the response curves are shown for shaping times of 1.5, 1.75 and 2.0 /is. 
The maximum observed rate corresponds to a shaping time of around 1.7 /is. At 
this rate of 250 k counts/s the input rate is about 700 k counts/s.
The maximum observed rate is inversely proportional to the shaping time and 
should increase considerably with shorter shaping times.
5.5 Summary and Conclusion
The spatial resolution for pixel detectors was investigated theoretically leading to 
an analytical formula allowing the calculation of the spatial resolution based on 
the LSF and MTF. This also led to the prediction that the spatial resolution of 
a square and hexagonal pixel geometry will not differ significantly for equal pixel 
areas. For the LAD1 the theoretical value was determined to be 5.3 lp/mm, the
5The input rate is the rate of events which are processed by the electronics.
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Figure 5.32: Simulation of the observed rate as a function of the input 
rate for three different shaping times.
experimental value of (5.1 ±  0.1) lp/mm is slightly lower which may be explained 
from the width of the slit and charge spreading.
It was shown theoretically that for a single photon counting imaging systems the 
image noise is expected to be given by Poisson statistics. This was confirmed by 
the experimental results from the LAD1.
The maximum rate capability achieved with the LAD1 was 250 kHz per pixel.
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Chapter 6 
General Investigations
This chapter contains two sections. The first discusses the difference in contrast 
between ideal integrating and photon counting systems. The second is based on 
simulations and analytical calculations and discusses the small pixel effect and 
related phenomena.
6.1 Difference in Contrast in Ideal Integrat­
ing and Photon Counting System s
6.1.1 Introduction
Recent developments in detectors for X-ray imaging are increasingly based on pho­
ton counting rather than the conventional charge integrating method, for reasons 
of a larger dynamic range and the ability to suppress low energy events (due to 
effects of charge sharing or leakage currents for example). An evaluation of the 
image quality can be achieved by comparing the contrast given by either system. 
A recent publication [Per98], based on Monte Carlo simulation studies indicates a 
better contrast for photon counting systems.
This chapter is intended to give a more general picture of the difference in contrast, 
which does not contradict the above mention work, but rather extends it.
The derivations below assume the following: Both the integrating and photon 
counting system are digital, giving a monochromatic picture (gray scale image).
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To enable a comparison it is also assumed that the images are normalised, i.e.
both have values ranged between ‘1’ and ‘O’ (black and white respectively). This
seems adequate for digital systems since the data can always be normalised to the 
full range, i.e. black to white.
6.1.2 Derivation of the Signal gained from Photon Count­
ing and Integrating System s
An X-ray source of various energies, will be described in what follows by a flux 
distribution I{Ei).  This function has the dimension s - 1  as it refers to the number 
of photons of a certain energy emitted per unit time.
Source —I{Ei)  (6.1)
The signal gained from an integrating system can be described by:
n
Signali =  £ / ( * * ) £ t c  (6.2)
i= 1
Where c is a constant. In terms of semiconductor detectors where the signal is the 
charge collected at the electrode, c is the inverse of the energy needed to create an 
electron hole pair.
The signal gained from a photon counting system is:
n
Signalc — ' E m )  (6.3)
i = l
This is simply adding up all the incoming photons.
Equations 6.2 and 6.3 can be considered to give the maximum signal, defined as 
‘1 ’. An absorber will change the signal according to the following equations:
n
S ig n a l i^  = ^ / ( E i )  Ei c /(£*) (6.4)
t=i
n
Signalc,aba = E , m ) m )  (6.5)
i= 1
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Where f (E),  a function that describes the absorber, is of the form:
TO
f (E)  = n  e~ak^ pkWk = (6 .6 )
k= 1
where a(E)  is the energy dependent mass absorption coefficient of the material of 
density p and thickness w. The product (exponential sum) takes into account that 
the absorber might be composed of several materials of different thicknesses.
/  has the following properties:
0 < / < l  , Ei > E j <*f (Ei) > f ( E j ) (6.7)
The latter expression is true because a decreases with increasing energy (the ab­
sorption edge discontinuities in the photo electric effect are neglected).
The normalised signal can now be written as:
c Y : u m ) E i c f ( E i )
Sl  =  ( 6 ' 8 )
5c ~ n u m )  ( 6 - 9 )
The constant c cancels from the expression for the integrating system. For the 
comparison of the two, it is convenient to introduce the parameter an, defined by:
Si =  anS c  (6.10)
an depends on the number of different energies contributing to I { E) .  If an > 1
then the photon counting system gives less intensity , if an < 1 the integrating
system does.
Considering first a monochromatic source, it is expected that there will be no 
difference in the intensity as the amount of energy gathered by the integrating 
system is a multiple of the number of photons detected, 
n = 1 :
I ( E i ) E i f ( E i )  .
5 i 1 T m E T ~ - f [ E l )  (6-n )
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Sci  = f(EJI()/ l<)£ l) =  f ( E  i) («-12)
Therefore a\ = 1 and there is no difference in the intensity, as expected.
In the general case where n different energies are involved, the procedure is the 
same. So equation 6.10 may be written
ELi W )  E i  f ( E j )  _ Efci W )  f ( E i )  . . . . .
i * = i m ) E i  n Y . u m )  1 '
or
n n n n
E  E  ^ E.) Ei f(Ei)  = a „ E  W i )  l (Ej)  E  W )  Ei (6.14)
j —1 i = l  j —1 i = l
Each side of this equation has n2 terms, and any term on either side can be identi­
fied by (..)ij. Comparing the terms (..)ij + (..)jj i ^  j  on either side of the equation 
gives:
I(Ej)I(Ei)Eif(Ei)  + I(Ei)I(Ej )Ej f  (Ej) = (6.15)
an,ij [I{Ej )f{Ej )I(Ei)Ei + I (Ei)f{Ei)I(Ej )Ej]
where an^j is defined in a similar way as an. This leads to the expression
E i H E J + E j f j E j )  (g lg)
“n«  Etf{Ej) + E j f ( Ei)
Defining Ei = PEEj and f(Ei) = pf f (Ej) ,  with P e , P /  >  0. From the above it 
follows that p e < 1 ^ p /< l .  Using these relations in equation 6.16 yields:
_  PEP f  +  1 ^ , (a i ^Qn,ij — . 1 (6.17)
PE + P f
In the case of i = j, p& = p/ = 1 and the result is trivial, an u^ = 1 . To illustrate
that all n2 terms have been considered exactly once, the terms may be treated
as elements of an n x n-matrix. Equation 6.16 takes all elements into account that 
are not on the diagonal of the matrix, each giving anjj > 1 , whereas all diagonal 
terms give an,u = 1 .
Consequently the integrating system always shows a higher signal than the photon 
counting system.
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Comment
It was assumed that no absorber was shielding the detector hence 1 (maximum 
intensity) was defined as
n
Signali = Y , m ) E i c  
2= 1  
n
Signalc = (e-is)
2= 1
for the integrating and photon counting system respectively. If the maximum 
signal seen with the detector is not the pure source but that seen through some 
absorber, this will not make any difference to the above calculations as 1(E) can 
simply be redefined. Similarly the absorption properties of the detector can be 
taken into account by redefining 1(E). This is possible since the detector is an 
absorber and therefore commutative.
6.1.3 Renormalisation
In the above derivation 0 intensity was defined as zero photons detected. This will 
in general not be the case as some X-rays might be detected through any thickness 
of absorber. Therefore the normalisation would differ from the above. The above 
expressions would then change to the renormalised equations:
Where
and
c — 1 I^,mm (R
^I,renorm — r, ( O . i y j
S C ,renorm =  S°  ~  ( 6 .2 0 )
c  _  £ 2 = 1 1 ( E j )  E j  f m i n ( E j )  , v
,min e?= i m ) E i  ( ' ]
q  _  £ 2 = 1  I ( E i )  f m i n ( E i )  , 0 0 v
*->C,min — v -m  T t t? \  [ O . Z Z )
Z ^ 2= l  * ( E i )
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/min is the absorber which will absorb most and therefore give the least intensity. 
Equations 6.19 and 6.20 simplify to
A,,renorm ^  (1 _  ^ ( g . ) )  I6' V
q E L l  m )  ( / ( g j ) - /m in ( ^ ) )  . . . . .
AC,renorm £ "= 1  W )  (1 ~ / m t a ^ ) )  ^  >
Defining
J : = I (  1 -  /rnin) S := f  /min
1 /min
leads to equations similar to 6 .8  and 6.9:
O E ?=i J iE J E ic g iE i )
Sl ~ m ) E iC (6-25)
„ E ”=1 J(Ej ) g (g j) . .
C E ”=l - W  ( ' 1
From the definition of g it is clear that 0 < g < 1, however in order to conclude that 
in the renormalised case the integrating system will give a higher intensity than 
a photon counting device, it must be shown that, for any Ei^Ej^ with Ei Eh  
g(E{) > g{Ej). This follows from the earlier assumption that Ei > Ej gives fi > f j , 
by subtracting f mjn and dividing by the positive number 1 — / mjn on either side
g(Ei) =  f ( f i )  -  >  / & )  -  /min =  g(Ej)  (g 2?)
J min *■ /min
This allows the conclusion that an ideal charge integrating system will always give 
a higher signal than a photon counting system.
6.1.4 Difference in Contrast
The contrast of an absorber df can be defined as the gradient of the equations 
6 .8  and 6.9 with respect to the absorber1. For a linearly increasing absorber the
xThe absorber may change in density and/or thickness. A linearly increasing absorber 
corresponds to a linearly increasing exponent in the absorption function (not necessarily 
a linearly increasing thickness).
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exponential behaviour is plotted in fig. 6.1.
The difference between the responses is banana shaped, therefore as both curves
df df
“ b lack ”
Contrast
- integrating + 
+ counting -0.6 -
0 .4  —
^ •-in tegrating
counting
0.2  —
“w h ite ” 0 . 0 - -
0 4 6 8 10
A bsorber th ickness
F i g u r e  6 . 1 :  Response of a photon counting and an integrating system 
with linearly increasing absorber. A given absorber df at the low ab­
sorbing side will give a higher contrast for the photon counting device, 
whereas the same absorber at the highly absorbing side will show more 
clearly in the integrating system.
start and end at the same point (in the renormalised case) the average gradient 
must be the same. As the gradient of the photon counting system is higher for 
lower absorber thicknesses, the integrating system must give a higher contrast for 
thick absorbers, as illustrated in fig. 6.1.
6.1.5 Experimental Verification
The experimental verification used the ERD1 system, described in section 3.1. 
This 16 by 16 pixel array detector outputs the analogue value corresponding to 
the energy of the detected X-ray as well as the pixel number. This allows a direct 
comparison of the photon counting and integrating read-out using the same data. 
A copper wedge with a maximum thickness of 0.06 cm was used as an absorber,
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see fig. 6.2. For the measurements half of the detector was active, i.e. an array of 
8 by 16 pixels, with a pixel size of 300 pm by 300 pm. 16 different shades of gray
F i g u r e  6 . 2
Schematic set-up of the 
detector with the copper 
absorber. The detector 
was homogeneously illumi­
nated with X-rays.
are expected, each shade given from a row of 8 pixels. In order to achieve higher 
statistics data from these 8 pixels were combined. The source was a distribution 
of discrete lines from a variable X-ray source, in which an 241 Am source excites 
a Cu, Rb, Mo, Ag, Ba or Tb target which then emits characteristic X-rays. The 
following lines were used for the measurement: 22.10 keV ( Ka of Ag), 32.06 keV 
(Ka of Ba), 44.23 keV (KQ of Tb) and 50.65 (K0 of Tb).
To simulate an ideal detector the data for each line were cut, so that only the photo 
peak contributes to the image. The energy resolution of the detector is around 
1 keV so the Kg peaks of Ag and Ba could be omitted.
For each line the intensity of the brightest point (no absorber) was normalised to 1. 
Thus the energy distribution of the source weighted with the detector absorption 
is:
I{E)  Adetector =  S{E -  22.10) T  6{E -  32.06) +  5{E -  44.23) +  6{E -  50.65) 
where Adetector is the absorption function of the 300 /mi thick Si detector. The 
data needed for the calculation were taken from ref. [NIST]. The results of the 
measurement are shown in fig. 6.3 and fig. 6.4 for the direct and the renormalised 
case, respectively. The theoretically calculated curves are included in the graphs.
The error bars for the experimental data are due to statistics. Any errors 
arising from the placement and non-linear increase in thickness of the absorber are 
neglected. Averaging over slightly different absorber thicknesses is also neglected, 
as well as the fact that not all X-rays are normal to the detector surface.
From the data displayed in fig. 6.4 the image of the object shown in fig. 6.5 can
X-rays
Cu absorber
■ M JU JU U U U U U U U U U U I
300 pm Si detector
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Figure 6.3: Comparison of the theory with the experiment for the non­
renormalised case.
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Figure 6.4: Comparison of the theory with the experiment for the
renormalised case.
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p
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Figure 6.5
Object corresponding 
to the image shown 
below, fig. 6.6.
be extracted. The resulting images are shown in fig. 6.6. The numbers correspond
0.06
Photon C ounting
0.00
0.00
H B S 8  0-08 In tegrating
Figure 6.6: Image showing the difference in contrast for integrating 
and photon counting systems. The numbers correspond to the signal 
seen in each area. The images were put together from the experimental 
data plotted in fig. 6.4.
to the signal acquired in each area. The photon counting mode shows a higher 
contrast in the left part of the image, whereas the integrating mode prevails on 
the right side.
153
6.1 D ifference in C o n tra s t in Ideal In te g ra tin g  and  P h o to n
C ou n tin g  System s
6.1.6 The Definition of Contrast
In the above discussion the contrast was defined as the difference in gray scale, i.e.
Contrasti =  SIGNAL(background) — SIGNAL(object). (6.28)
This may be considered a valid and reasonable definition.
The following definition of contrast is however more common:
SIGNAL(background) — SIGNAL(object)
C° ntra*t2 = ------------- SIGNAL(background)-------------  (6'29)
This definition is identical to the above if SIGNAL(background) =  l, i.e. this is 
the maximum signal. A straightforward choice between the two definitions is not 
trivial, as illustrated in fig. 6.7 in which each of the four rows shows objects which 
have the same contrast. Both definitions have some validity. Column 1 and 4 use
Figure 6.7: The four rows each contain five objects which all have the 
same contrast. Row 1 and 4 use the definition of equation 6.28, row 2 
and 3 of equation 6.29.
the definition of equation 6.28, row 2 and 3 of equation 6.29. All objects have a
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contrast of 0.2. Row 1 is the inverse image of row 4 and row 2 the inverse of row 
3. The background signal varies from 1.0 (far left) to 0.2 (far right) in all rows 
and the object signal varies correspondingly.
Applying the definition from equation 6.29 to the above calculations proves to be 
difficult in the general case. The contrasts of the integrating and photon counting 
systems may be written as
E L i  m )  Ei h(Ei)Cl =  1 -
E te i m )  Ei h(Ei)
r  _  . H U W ) h ( E i )
Cc -  1 - e u m m r n  (6-30)
for the integrating and photon counting system, respectively, where f \  and f<i are 
the absorption functions leading to SIGNAL (background) and SIGNAL (object) 
respectively.
A similar approach to that used above yields
E L i  W )  Ej h(Ei )  E L  W )  M E i )  , ,
E"=i m )  Ei h(Ei)  " e L i  m )  f m )  1 }
where bn is a constant analogous to an. In this case however bn > 1 would directly 
indicate a better contrast for the photon counting system and bn < 1 would favour 
the integrating mode.
A solution is possible under the assumption that f 2 {Ei) = fi(Ei) fz(Ei) where
0 < / 3 < 1 and Ei > Ej fo{Ei) > fs(Ej). (6.32)
So / 3 has the properties of an absorber function and could be an absorber. Defining 
J(Ei) = I(Ei) fi(Ei) and substituting this in equation 6.31 leads to
E L i  J(Ei ) Ej h(Ej )  , E L i  J(Ei) h(Ej )  . ,
E L i  J(Ei) Ei n E L i  J(Ei)  ' ( }
This is equivalent to equation 6.13 and therefore bn ^  1? which means that a pho­
ton counting system will always show a better contrast than the integrating mode, 
according to the definition of equation 6.29.
The definition from equation 6.29 is unsatisfactory when SIGNAL(object)=0. The 
contrast would always be 1, regardless of SIGNAL (background). A major differ­
ence is that this definition allows any number of objects within one image which all 
have the same contrast. This is not possible with the definition of equation 6.28.
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6.1.7 Conclusion
Here only ideal systems have been considered, with no charge sharing and complete 
charge collection efficiency. Any deteriorating effects from multiple scattering, elec­
tronic noise, charge collection inefficiency and charge sharing have been neglected. 
It may be concluded that the difference in contrast varies, depending on the def­
inition of contrast. However fig. 6 .6  shows that the contrast of an object may be 
better in the photon counting or integrating system depending on the background.
6.2 The Small Pixel Effect
The small pixel effect is investigated on the basis of simulations and analytical cal­
culations. The drift and weighting fields and potentials were simulated in MEDICI 
[MED99] and allow the calculation of the induced charge for any mean free drift 
lengths of the carriers. This allows the study of effects in semiconductor detec­
tors which are experimentally tedious or impossible (changing the mean free drift 
length) to measure.
Three different effects are discussed: charge sharing, unipolar sensing and the small 
pixel effect.
Direct simulation of the CCE is simple but not practical if a large number of dif­
ferent drift lengths and interaction points are considered (the simulation requires 
a substantial amount of time to run). MEDICI is a 2-dimensional simulation pack­
age, so edge effects are correctly simulated but corner effects are not taken into 
account. The results are therefore for a strip detector with various strip widths 
rather than for a pixel geometry. The effect is the same however and collecting 
contacts will be referred to as pixels.
6.2.1 Considered Geometries
A 300 fim thick Si detector with pixel sizes of 100, 50 and 10 /im was simulated. 
Two different biasing conditions are investigated, full depletion and massive over 
depletion (bias voltage = 10 times full depletion voltage). The simulated width
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is 200 /im in all cases, the exact geometry of the devices is given in fig. 6.8. The
80 “ 1 1  4(i ™l
20 20
Large Pixel
M edium Pixel
_ax
Small Pixel
ty- Silicon 300 gm
Metallisation (10 nm) / /  ______
Oxide (10 nm)
p - implant (1 gm ) n+ - implant (1 gm )
Figure 6.8: Dimensions of the three simulated geometries.
three different pixels sizes will be referred to as large, medium and small and the 
two biasing conditions as full depletion and over depletion.
The signal is extracted from the central pixel. Neumann boundary conditions are 
imposed on the sides, so the normal component of the electric field is zero at the 
sides of the simulated section. Terminating the pixels exactly at their centre is 
therefore accurate since the normal component of the electric field must vanish for 
symmetry reasons. This is true for the large and medium pixel size. For the small 
pixels it is assumed that only the adjacent pixel will effect the fields, so that the 
continuous metallisation is a valid approximation.
Although only one specific dimension is considered here, the results can be scaled 
to any detector thickness. The results only depend on the ratio of the pixel size 
to the detector thickness. Similarly the mean free drift length can be expressed in 
units of the detector thickness.
6.2.2 Calculation of the Charge Collection Efficiency
The drift field allows the calculation of the flow lines, i.e. the average path along 
which the charge carriers move. The weighting potential is then used to calculate
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the CCE as a function of the mean free drift lengths of the carriers moving towards 
and away from the pixel. The flow lines for the three different pixel sizes are 
shown in fig. 6.9. These lines are extracted from the simulated drift fields. At any
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Figure 6.9: Flow lines of the drift field for the three different pixel
dimensions.
point the field is calculated from the 4 closest nodes by linear interpolation. The 
calculation of the CCE uses the weighting potentials rather than the weighting 
fields. The weighting potentials for the three different pixel sizes and two biasing 
conditions are shown in fig. 6.10. Using the flow lines or path of the carriers and 
weighting potentials to calculate the CCE reduces the 2-dimensional problem to 
1-dimension. The CCE is given by
n k
CCE = ^ 2  dQi dVwj  + dQj dVwj  (6.34)
i=k j = 0
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Figure 6.10: Weighting potential for the three different pixel sizes. The 
left and right column show the weighting potentials for over and full 
depletion, respectively.
159
6.2 The Small P ixel Effect
where n is the number of steps along the carrier’s path2 , dV is the difference in the 
weighting potential across the step and dQ is the charge moving along the path. 
k is the index which corresponds to the interaction point and the two sums in 
equation 6.34 correspond to the two carriers, one moving towards the other away 
from the collecting contact.
If dQ = 1 for all steps (no charge loss) then CCE=1, since the weighting potential 
is normalised. In general dQ is given by
dQi = e~d,/x' I € {1 , 2 } (6.35)
where A/ is the mean free drift length and di is the distance from the interaction 
point.
An example is illustrated in fig. 6.11, which shows the interaction point, the gen­
erated signal, dQ, the maximum signal and the weighting potential as a function 
of the position in the 300 [im thick Si detector. The carrier drifting towards the 
back contact (carrier 1) hardly generates any signal since the weighting potential 
is small. The loss of the carriers (straight line) does not significantly affect the 
CCE since the weighting potential is negligible close to the back contact. Carrier 
2 which moves towards the pixel travels only half the distance but generates most 
of the signal. The CCE in the above example is around 24 %. The weighting 
potential strongly increases closer to the pixel. The loss of charge in that region 
leads to the low CCE.
6.2.3 Charge Sharing
Since no spread of the charge cloud is considered charge sharing will only occur due 
to the mean free drift length of the carriers. The interesting regions are those close 
to the pixel edge. Fig. 6.12 shows the weighting potentials close to the centre of 
the pixel gap (1 fim from either side of the pixel boundary). The travelled distance 
is larger than the detector thickness since the carriers travel parallel to the pixel 
surface before reaching the contact. The weighting potentials in fig. 6.12 show 
how the main part of the collected charge is induced during the final section of
2 Several thousand steps are calculated for each path, with the step size varied in inverse 
proportion to the magnitude of the weighting potential, so that the amount of signal 
generated for each step does not fluctuate too strongly.
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Figure 6.11: Illustration of the signal generation. Due to the loss of 
the carriers (straight line) the signal generated (solid circles) along the 
carriers paths is less than the maximum signal (open squares).
the carrier’s path, when it travels parallel to the contacts. Charge sharing occurs 
if the carriers are lost before passing through the critical region. A carrier moving 
just outside the pixel boundary will generate a similar signal to one moving just 
inside, if they are both lost before entering the critical region then both will give 
rise to a similar signal.
The medium pixel size is used as an example. Fig. 6.13, 6.14 and 6.15 show the 
CCE for all interaction positions across the detector for different mean drift lengths 
of the carriers.
For long mean free drift lengths, fig. 6.13, an interaction outside the pixel area 
has no net effect on the pixel. For unipolar detectors, fig. 6.14, a negative signal 
is induced on the pixel if the interaction occurs outside the pixel and in a region 
with a high weighting potential. Short mean free drift lengths of both carriers, 
fig. 6.15, can result in a negative or positive (charge sharing) signal being induced, 
depending on the weighting potential around the interaction point.
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Figure 6.12: Weighting potentials close to the pixel boundary. The 
region close to the pixellated side is critical. Only in that region will the 
main signal be generated or lost.
Figure 6.13
CCE across the detector 
for long mean free drift 
lengths (1 m) of both car­
riers. Any interaction be­
low the pixel is fully col­
lected. No signal is seen 
if the interaction occurs 
outside the pixel area.
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Figure 6.14
CCE across the detector 
for single carrier mobile 
carrier. The mean free 
drift length of the carrier 
moving towards the pixel 
is large (1 m) the other 
is zero. Negative or pos­
itive signal may be gen­
erated depending on the 
interaction position.
Figure 6.15
CCE across the detec­
tor for mean free drift 
lengths of 50 /rm for both 
carriers. Charge sharing 
occurs due to the loss of 
the carriers around the 
region of high weight- 
5^5=. ing fields, just outside 
the pixel area (humps on 
either side of pixel re­
gion).
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6.2.4 Unipolar Sensing
Unipolar sensing is used in materials, such as Cd(Zn)Te which have a high mean 
free drift length of one carrier and a poor mean free drift length of the other. 
By significantly reducing the signal contribution of the poor carrier, the spectral 
and imaging performance can be enhanced. This is achieved by concentrating the 
weighting field along the path of the carrier with the long drift length, which can 
be realised by using small pixels, which concentrate the weighting field close to the 
collecting electrode.
Fig. 6.16(a)-6.16(f) show the pulse height spectra for the different pixel sizes and 
biasing conditions. The absorption is assumed to be constant over the whole 
detector and the carrier with the long mean free drift length is collected. The mean 
free drift lengths of the carriers are 0  and 1 m for the carrier moving towards the 
back and pixellated contact, respectively. The integrated signal, i.e. the percentage 
of all charge generated inside the pixel is given in each plot. This is what an 
integrating imaging system would acquire.
The fully depleted cases always show a better performance, which is due to the 
weighting field being more constrained to the pixellated contact3. The performance 
increases with smaller pixel size for the same reason. So for a unipolar detector 
the performance can be increased by decreasing the pixel size and concentrating 
the weighting field close to the pixel.
For low energy X-rays which are absorbed soon after entering the detector the 
CCE can be virtually 100 % for all interactions, provided the carrier with the long 
mean free drift length travels across the device.
6.2.5 The Small P ixel Effect
In fig. 6.16(a)-6.16(f) the peak in the pulse height spectra is always at 100 % CCE, 
because the carrier generating the signal is not lost. If the mean free drift lengths 
of the carriers are not sufficient to provide full collection the peak in the pulse 
height spectra will shift to a lower CCE. For the case of similar mean free drift
3This is the case because the mean free drift length of the carriers is the same. For a 
given detector the performance will increase with higher bias voltage because the mean 
free drift length (velocity) will increase, unless it is operated in the saturation region.
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Figure 6.16: Pulse height spectra of the different sized pixels for a
unipolar detector.
165
6.2 The Sm all P ixel Effect
lengths for both carriers similar pulse height spectra are plotted in fig. 6.17(a)- 
6.17(f). With decreasing pixel size the maximum CCE increases. This is referred 
to as the “small pixel effect” and is used to improve the CCE of the photo peak. 
The peak to background ratio in fig. 6.17 is lower for smaller pixels due to the fact 
that proportionally less events contribute to the maximum signal.
6.2.6 Resum e
Three effects in semiconductor detectors were investigated on the basis of simula­
tions and analytical calculations. If the mean free drift length of the carriers are 
not sufficient to give full collection, then charge sharing can occur with neighbour­
ing pixels, both as a positive and negative signal.
It was demonstrated how the pixel size and bias condition effect the performance 
of unipolar detectors. The small pixel effect was studied for various mean free drift 
lengths, showing the improved spectral performance with decreasing pixel sizes. 
All the above results assume that the charge integration time does not influence 
the output signal (no ballistic deficits) and that de-trapping does not contribute 
to the signal (de-trapping time shaping time).
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Figure 6.17: Pulse height spectra of the different sized pixels for various 
mean free drift lengths of the carriers.
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Chapter 7 
A ctive P ixel D etector for Ion 
Beam  Profiling
This chapter describes a detector for ion beam profiling and discusses experimental 
results obtained in two different implanters. The signal measured by the graphite 
detector is the charge carried by the ions in the beam. Other than the previously 
discussed detectors, the sensor is made of graphite and the interaction of the ions 
with the graphite have deteriorating effects (secondary electron emission). Of 
interest is the ion current (number of ions arriving in time) which is given purely 
by the positive charge carried by the ions. When these axe absorbed in the graphite 
they charge up the graphite which allows the measurement of the ion beam current.
7.1 Introduction
This chapter describes a very different system to the ones discussed previously. 
The detector, however, uses the read out technology developed for X-ray pixel 
detectors. One of the capabilities of semiconductor X-ray pixel detectors is the 
parallel sampling of a lot of channels (up to several thousand) at high speed (im­
age acquisition time < 1 ms). A read out chip, based on the integrating method, 
proves to be applicable to this very different field of ion beam profiling1. The aim
xThe idea and proposal were put forward by Mahfuzur Rahman, Dept, of Physics and 
Astronomy, University of Glasgow, G12 8QQ, Scotland UK.
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here is to measure the current, spatial distribution and time evolution of an ion 
beam.
With increasing device density in silicon technology, tighter control of process pa­
rameters are required [SIA97]. Non-uniform implants in silicon processing can 
decrease the yield of useful devices, so accurate knowledge of the implanter’s per­
formance is very desirable. Commonly employed profilers use Faraday cups or 
wires to scan the beam. By swinging a lever with several Faraday cups through 
the beam, the beam current is measured and some information on the beam profile 
is gained. Such a system is not “real time”. In situ measurement can be achieved 
by moving two wires, at right angles to each other, through the beam. The in­
formation retrieved in such a way is limited and no accurate beam profile can be 
acquired.
In the following a prototype graphite pixel detector is described, which allows real 
time acquisition of the ion beam current and profile. An ASIC pixel chip used for 
the read out was designed at Mitthogskolan, Sweden [MHSe].
This read out chip was initially designed for X-ray imaging and has been modi­
fied to suit the special requirements for the application described here. The pixel 
inputs were changed to allow wire bonding which allows the separation of the elec­
tronics from the sensor. Test results with the very low energy ion implanter at 
the University of Salford [Bou91],[Orr91] and the implanter at the University of 
Surrey [Sur] axe presented.
7.2 Experimental Setup
7.2.1 Design Considerations
The detector must be mounted inside a vacuum, so an interface to the air side is 
necessary. It was chosen to mount the read out electronics on the air side to allow 
easy access and to avoid contamination of the implanter. A multi-pin feed-through 
connects each pixel from the detector to an input on the read out. The high-end 
output is sampled with a PC based National Instruments ADC card which is 
addressed with LabView software.
Tests were carried out at the implanter at the Universities of Salford and Surrey.
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Both beams were 40Ar+ ions, the energy was 10 keV at Salford and varied at 
Surrey (60, 80 and 100 keV).
7.2.2 The Graphite D etector
High density graphite is suitable as a detection material in ion implanters since it 
has a low sputtering yield and a high thermal and electrical conductivity. The ions 
absorbed in the graphite deposit their charge which is measured by the read-out 
electronics. The tested device has cylindrical graphite pixels mounted on a graphite 
back plane. A photograph of the detector is shown in fig. 7.1. A simple design 
is used for the prototype detector. The pixel diameter is 8 mm, the backplane 
is 50 mm by 50 mm in size, the side walls are 10 mm thick. Each pixel and the 
back plane are connected with kapton coated wires to a pin of the feed-through on 
the flange, as shown in fig. 7.2. Commercial implanters need smaller pixels and a 
larger detector area. Applied Materials require a pixel pitch of around 7 mm and 
an active area of 20 cm by 20 cm for their machines [AM00].
The tested device was designed for a “proof of principle”. The current sensor is 
not cooled; no magnetic field is present around the detector, so secondary electrons 
are lost unless they are collected by the side planes.
7.2.3 The Electronics
Tests were carried out with two sets of read out electronics. The first uses discrete 
components as current to voltage converters with 100 kfI feedback resistors. The 
16 channels are processed in parallel on a 16-channel ADC card. The frame rate 
is about 7 Hz, limited by the ADC card and the software. This read out was only 
used for the initial tests at Salford.
The second read out uses a 100 pixel charge integrating ASIC chip2 designed under 
Europractice [EuPr]. Each pixel contains a current mirror to decouple the input 
from the capacitor charge and provides a gain of 0.5 to allow higher currents. The 
capacitors are specified at 0.5 nF and are externally gated to control the dynamic 
range and adjust for the beam current. The read out is non-destructive, the reset
2The chip was designed by Munir Abdallah, ITE Dept., Mid Sweden University, SE-851 
70 Sundsvall.
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Figure 7.1
Photograph of the
graphite detector
mounted to the flange, 
as used for the Salford 
machine.
Figure 7.2
Photograph of the back 
of the detector, each 
pixel is separately wired 
to a pin on the feed- 
through.
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is applied globally. The circuit diagram for one pixel cell is shown in fig. 7.3. The 
current, if not integrated onto the capacitor, is added on a summation node. A
DD
Reset
Node
Output
DD
Figure 7.3: Circuit diagram of each pixel cell on the 100 pixel read out
chip.
photograph of part of the ASIC is shown in fig. 7.4. The capacitors cover most of 
the pixel area which is 500 x 500 //m2.
The ASIC is mounted on an interface board3, which links the detector to the PC.
7.3 M easurements
7.3.1 Calibration
The simple read out using the discrete components, shows a uniform behaviour for 
all pixels (uniformity better than 0.1 %). The performance was measured with a 
current source, the response is linear over a dynamic range > 103. The ASIC chip 
was similarly tested with a current source, the response of a pixel receiving 6 fiA 
input current is shown in fig. 7.5. The exposure time is 1 ms. A line was fitted
3The interface boards and main parts of the software were designed by Julien Marchal, 
Dept. Physics and Astronomy, University of Glasgow, G12 8QQ, Scotland UK.
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FETs (address logic)
Capacitors
Figure 7.4: Photograph of part of the ASIC showing the bond pads 
and several pixels. The capacitors cover most of the pixel area.
3.0 Input Current: 6 gA
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Line fitExposure Time0.5
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Figure 7.5: Response of a pixel receiving 6 //A input current with an 
exposure time of 1 ms. After an initial deviation (« 0.1 ms) the response 
is linear. The line was fitted between 0.1 ms and 1.0 ms.
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to the data in the range of 0 .1  ms and 1 .0  ms, which shows a linear response with 
a maximum deviation of around 3 %. The exposure time is set according to the 
expected current of around 5 fiK per pixel. The input-output characteristics for 
an exposure time of 1 ms are shown in fig. 7.6. The system response is linear for 
input currents between 1 jiA and 6 (iA. The chip shows some variation between
3.0 Exposure time: 1 ms
2.5
>
& 2.0 3 'o >
3&
3o
❖  Measured Values 
 Line Fit
0.5
0 2 4 6 8 10
Input Current [jxA]
Figure 7.6: Input-output characteristic for 1 ms exposure time. The 
response is linear for input currents between 1 fiA and 6 //A.
pixels (standard deviation a = 12 %). A gain map was used for compensating the 
differences. Since the output is offset (by about 3 V), see fig. 7.5 and 7.6, the gain 
variation can be adjusted by the formula (offset-signal)/(offset-calibrate), where 
the calibrate signal provides the information on the gain of each pixel.
7.3.2 Tests at the Implanter in Salford
The measurements were done at the very low ion beam facility at Salford Uni­
versity. In order to use both read out electronics only 16 channels (pixels) were 
connected. The beam current was first measured using a standard Faraday cup. 
This was then replaced with the graphite pixel detector. No beam parameters were 
changed so the beam current is expected to be similar to what was measured with
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the Faraday cup. This allows a rough estimation of the accuracy of the current 
measured with the graphite pixel detector.
The first 60 seconds of the current measurement performed with the simple circuit 
axe shown in fig. 7.7. (The beam is turned on after about 5 seconds.) The beam
<
3.
c
i=3u
QQ
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* v —y  ■
40
30
20 Beam On
10
0
0 10 20 30 40 50 60
Time [s]
Figure 7.7: Current measured with the graphite pixel detector. The 
ion beam was turned on about 5 s after the start of the acquisition.
current is expected to be around 50 fiA. The measured values converge to 43 fiA. 
For the 100 pixel integrating chip, the summation node for the overall current 
measurement was not sampled, so only the profiling properties were investigated. 
Due to the limited size of the detector, the beam was focussed (this increased the 
current to around 70 fiA). The ion beam was then scanned across the detector. A 
sequence of images of the beam at various positions is shown in fig. 7.8. These data 
were taken with the ASIC read out. The images show the beam moving across 
the detector from left to right. A full period of the beam scan included the beam 
moving back to its initial position. Fig. 7.9 shows the ion beam current measured 
in time. The two current peaks correspond to the beam being swept from one 
side of the detector (left peak) to the other (right peak). Accordingly the peaks 
are expected to have a mirror symmetry around the turning point of the beam. 
This behaviour is seen in fig. 7.9, the time axis is offset with respect to the beam
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F i g u r e  7.8: Sequence of images showing the ion beam moving across 
the graphite detector. The data were taken with the ASIC chip.
70
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40
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20
10
0
18 2010 12 14 16
Time [s]
F i g u r e  7 . 9 :  Beam current measured while sweeping the beam across 
the detector. The two peaks correspond to the beam moving from one 
side to the other and back again.
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movement.
From the signal on individual pixels the beam speed can be derived, it was mea­
sured to be (4.8 ± 0.4) cm/s. The measured beam profile is oval shaped, roughly 
10 cm in height and 4 cm wide.
7.3.3 Tests at the Implanter in Surrey
The measurements at the implanter in Surrey were all performed with the ASIC 
read out. The data acquisition was improved (new DAQ hardware and software) 
allowing a frame rate of up to about 45 Hz. The summation node was sampled 
after each image acquisition, giving a measurement of the overall current on the 
detector.
The initial tests described above seem to confirm the feasibility of using the detec­
tor for ion beam profiling. However, a major issue which has not been addressed 
is the emission of secondary electrons. Due to the large beam size and only very 
rough knowledge of the beam current, any effects of secondary electron emissions 
are not seen. The advantages of the implanter at Surrey are the ability to focus the 
beam onto a single pixel and the independent measurement of the beam current 
while the detector is in place. The focusing of the beam on a single pixel is shown 
in a sequence of images in fig. 7.10. The focussed beam was then swept across the 
centre five pixels. Fig. 7.11 illustrates the scans of the beam across the detector. 
The lower scan, across the centre of the detector, corresponds to the data shown 
in fig. 7.12 and fig. 7.13. A sequence of images taken from the upper scan is shown 
in fig. 7.14. The current is sampled from the summation node between frames. 
The overall beam current measured with the detector includes all the pixels and 
the backplane with the side walls. The current measured for the scan across the 
centre of the detector is shown for three different ion energies in fig. 7.12. The 
current measured with a Faraday cup was 11 ± 2 //A. The measured beam current 
with the detector was significantly higher as seen in fig. 7.12. The variations in the 
current follow the detector profile. This was used to scale the distance axis. Sec­
ondary electrons which are lost increase the measured current. Where the beam 
passes next to a pixel onto the back plane, secondary electrons are more likely to 
be picked up by the pixel and the excess in the measured current is not as severe. 
Since the side walls are significantly higher than the pixels (5 cm vs. 2  cm), less
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(a) Plot of the unfocused beam, (b) Plot of the beam profile 2 s after
showing a low signal across the de- the start of the focusing
tector.
0 .0
(c) Plot of the beam profile 4 s after 
the start of the focusing.
(e) Plot of the beam profile 8 s after 
the start of the focusing.
O 6 
0>
}
0.2
(d) Plot of the beam profile 6 s after 
the start of the focusing.
(f) Plot of the beam focussed on a 
single pixel.
F i g u r e  7 . 1 0 :  Sequence of images showing the focusing of the beam onto
a single pixel.
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F i g u r e  7 .1 1
Illustration of the scans across the 
detector. The lower scan cor­
responds to the data plotted in 
fig. 7.12 and fig. 7.13. The data from 
the upper scan is plotted in the se­
quence of images in fig. 7.14.
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F i g u r e  7 . 1 2 :  Overall measured beam current as the beam is swept 
across the centre of the detector. The beam current measured with a 
Faraday cup was 11 ± 2 /xA. The excess and variations in the measured 
current are due to secondary electron emission.
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secondary electrons escape at the sides than in the centre of the detector.
The signal acquired on each of the five pixels and the back plane are shown in 
fig. 7.13(a)-7.13(f). The acquired raw data axe voltages sampled with the ADC 
card, due to the gain map corrections the plotted values are not the direct out­
puts of the chip and therefore no units axe given in fig. 7.13. The background in 
fig. 7.13(a) shows the profile of the detector, where the side walls axe hit all the 
current is received by back plane. While the pixel gaps axe also seen, the received 
current is lower due to the size of the beam which is still partly illuminating the 
pixels. These “switch on” as expected when the beam passes over them.
The difference between fig. 7.12 and fig. 7.13 is that in the first case the current 
is measured from the summation node, whereas in the latter case the data are the 
signals from the individual pixels. The frame rate in fig. 7.13 is 9.5 Hz due to a 
time delay added by the software in order to limit the amount of data acquired 
(« 15 kB/s at maximum rate).
The number of acquisitions per pixel varies in fig. 7.13, the centre pixel being 
narrower than the outer ones. This is because the step size of the beam is not 
constant: the beam sweeps faster across the centre than the edges.
A scan between two rows of pixels, as illustrated in fig. 7.11, is shown in fig. 7.14. 
The beam can be seen to pass from the left to the right hand side illuminating the 
pixel from the lower and upper row as it passes across them.
7.4 Conclusions and Future Work
A graphite pixel detector has been successfully tested as an ion beam profiler in 
two implanters at the Universities of Salford and Surrey. Real time beam profiling 
was demonstrated. Effects of secondary electron emission were investigated for 
different beam energies showing an increase for higher ion energies. Quantitative 
investigations of secondary electron emissions axe planned with the next iteration 
of the detector.
The development of a new graphite detector is underway. The number of pixels 
will be increased to 400, their size reduced to 4 mm (5 mm pitch). This detector 
should give sufficient spatial resolution over an area of 10 cm2. A new version 
of the ASIC is planned. The main modification is an adjustable gain on each
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(b) Signal measured on the far left 
pixel as the beam is swept across the 
centre of the detector.
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(e) Signal measured on the medium 
right pixel as the beam is swept 
across the centre of the detector.
(f) Signal measured on the far right 
pixel as the beam is swept across the 
centre of the detector.
Figure 7.13: Pulse height spectra of the different sized pixels for a
unipolar detector.
7.4 C onclusions and  F u tu re  W ork
Figure 7.14: Sequence of images showing the beam sweeping across the 
detector, between two rowrs of pixels.
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pixel which allows adjustment on the hardware for any variation between pixels. 
Additionally pixels can then be set to be sensitive to a different current range, 
allowing a higher dynamic range of the overall system.
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Summary
Three detector systems were investigated, namely two hybrid semiconductor X-ray 
pixel detectors and a graphite pixel detector for ion beam profiling.
The ERD1 (Energy Resolving Detector) is designed for room temperature X-ray 
spectroscopy. It was characterised with laboratory X-ray sources in the energy 
range between 6 and 60 keV and at the Daresbury synchrotron radiation source of 
the CLRC. The ERD1 uses an array of 16 by 16 pixels. This allows the coverage 
of a larger area (« 1/4 cm2) without increasing capacitive noise and also increases 
the rate capability. The 256 pixels show some variation in their gain and offset. 
It was shown that these variations can be accurately compensated by correcting 
for the differences in gain and offset for each pixel. Images of diffraction lines and 
pulse height spectra from a KNbC>3 crystal were simultaneously acquired at the 
synchrotron radiation facility in Daresbury. The energy spectra show the primary 
beam energy and the Nb fluorescence at an energy of 16.6 keV. The spectral perfor­
mance was investigated with laboratory X-ray sources, from which the electronic 
noise was determined to be 227 ±  43 eV.
A quantitative evaluation of charge sharing was achieved for the ERD1, which has 
a pixel size of 300 x 300 fim2. Single, double and treble clusters were investigated. 
It was shown that treble clusters are negligible, but that double clustering is of 
the order of several % (up to about 10 %) depending on the X-ray energy and 
the energy threshold set for charge sharing. The energy dependent study of these 
effects showed that the dominant contribution to charge sharing is diffusion rather 
than the range of the photo-electron. A simple model was proposed on the basis 
of which the average charge cloud distribution was extracted.
The LAD1 (Large Area Detector) is designed for X-ray imaging, primarily for ap­
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plications in synchrotron radiation sources. A single chip module (64 by 64 array 
of 150 / im  square pixels) was characterised at the synchrotron radiation source 
in Daresbury. The spatial resolution was studied on the basis of the LSF and 
MTF and was determined to be (5.1 ±0.1) lp/mm. Theoretical derivations of the 
spatial resolution for pixel detectors lead to an analytical expression which allows 
the calculation of the spatial resolution as a function of the pixel size, predicting a 
resolution of 5.3 lp/mm for the LAD1. The image noise was studied both experi­
mentally and theoretically. It was shown that for a single photon counting system, 
such as the LAD1, the noise should be given by Poisson statistics. This prediction 
was confirmed with measurements performed with the LAD1. The rate capability 
was experimentally determined to be about 250 k counts per pixel per second. A 
simulation of the paralysis of the read out at high rates related the maximum rate 
to a shaping time of around 1.7 ns.
Miscellaneous studies relevant to semiconductor pixel detectors were carried out 
experimentally, theoretically and on the basis of simulations. The difference in 
contrast between ideal single photon counting and charge integrating imaging de­
tector was derived theoretically and measured experimentally with the ERD1. It 
was shown that the contrast of an object depends on the background absorption 
in the region of the object. The conventional definition of contrast, (background- 
signal)/background), led to the conclusion that, in some cases, the ideal photon 
counting system will give a better contrast than the ideal integrating device.
The small pixel effect was studied on the basis of simulations and analytical calcu­
lations. The drift and weighting fields and potentials were simulated in MEDICI 
and were used to calculate the charge collection efficiency as a function of the 
mean free drift lengths of the charge carriers. Charge sharing due to carrier loss 
was studied for different mean free drift lengths and related to interaction points 
in the detector. The usefulness of unipolar sensing in materials with very different 
mean free drift lengths for electrons and holes was illustrated for different biasing 
conditions and pixel sizes. The small pixel effect was investigated for various mean 
free drift lengths of the carriers and two different bias conditions. It was illustrated 
how the charge collection efficiency of the photo peak is increased by reducing the 
pixel size.
The third pixel detector was designed for ion beam profiling. This graphite pixel
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detector uses the modified read out electronics of a charge integrating ASIC, ini­
tially designed for X-ray imaging. This system was successfully operated in two 
implanters at Salford and Surrey Universities. Real time beam profiling with a 
frame rate of up to 45 Hz was demonstrated. The system acquired the beam 
profile and current for different beam energies. Effects of secondary electron emis­
sion could be studied by scanning the ion beam across the detector. The results 
from this prototype system achieved the desired “proof of principle” and has led 
to the continuation of this work for a second iteration of the detector and read out.
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Software for the D ata Analysis
All programs were written in Lab View. The read out of the ERD1 and ion beam 
detector is purely based on LabView, primarily for reasons of compatibility with 
the DAQ cards. For convenience the data analysis software was also written in 
LabView.
Although the data acquisition of the LAD1 is based on C++ and IDL [IDL], the 
data are saved in a binary format which can be loaded in LabView.
Several programs were written for various, mainly minor tasks such as displaying 
images and spectra, or selecting the data for the charge sharing. The only two 
programs to be mentioned here are the software for the adjustment of the pixel 
to pixel gain and offset variations (ERD1) and for the calculation of the LSF and 
MTF (LAD1).
A .l Software for the Adjustm ent of the Pixel 
Variation
The software for the adjustment of the variation among pixels includes:
Parti:
1. Selection of the pixel data
2. Histogramming the data for each pixel
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3. Selecting the region(s) of interest (ROI)
4. Fitting a Gaussian curve to the peak(s)
Part2:
5. Taking the peak position and performing a linear fit to the data for the 256 
pixels (calibration).
6 . Using the complete calibration data to adjust any data set for variations 
among pixels.
For the normal acquisition mode the data written to file is a set of two columns, 
the first giving the analogue value of the signal in volts, the second the address 
of the pixel hit. The first step outputs a matrix of 256 columns, (one for each 
pixel), where the row number is given by the maximum counts a pixel received 
and the contents are the analogue values of the pixel signals. For the next step a 
histogramming subroutine was written, as all which were recently available were 
not considered adequate1.
In order to allow accurate and fast fitting the initial values of the fit parameters 
are calculated from the data. The first derivative of the histogram, an example 
is shown in fig. A.l, has a maximum and minimum at one a from the centre of 
the peak. This value of a is used to calculate the ROI and as initial value for 
the Gaussian fit. The centre of the peak xo is calculated from the five bins with 
the highest counts; the area is estimated from the peak height and the number of 
counts in the ROI. A least-squares method is used for fitting, the minimisation of 
the x 2 is done numerically.
The result of a fit is shown in fig. A.2. The errors are derived from the x2- All 
results of a fit are written to file for the 256 pixels. These data are then used to 
calibrate each pixel, i.e. fit a linear curve to the peak position vs. peak energy. 
This fit is calculated since the x2 can easily be minimised analytically [Bar89]. 
The fit parameters are then used to convert the output voltage of a pixel to an
1 When histogramming the bin size should be matched to that of the data (ADC bin­
ning) in order to avoid erroneous spikes in the pulse height spectra.
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. Derivative of histogram
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Figure A.l: Example of the first derivative of a histogram. The maxi­
mum and minimum give the initial value of the standard deviation a.
energy. Since this is performed for each pixel individually, any variations among 
pixels axe adjusted.
A .2 Software for the Calculation of the LSF 
and MTF
The data containing the information on the LSF is a matrix, each cell containing 
the value of the signal acquired from the corresponding pixel. In the case of the 
LAD1 the data were taken with a threshold scan, so a 3-dimensional matrix is 
acquired, the third dimension corresponding to the threshold. So an initial choice 
of the desired threshold is necessary which returns the matrix containing the image 
of the slit. The following calculations are then performed:
Parti: LSF
1. Selection of the data for a line fit.
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250
 Gaussian fit
■ ROI data
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Fit parameters and results:
y2 ^  = 0.75 dof=12
A = (4.09 ±0.10) counts °V
a = (0.00808+0'00022 ) V 
V -0.00021 '
x = (0.45259 00028 ) V 
0 - 0.00018
Figure A.2: An example of a fitted Gaussian curve plotted with the 
experimental data in the ROI.
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2. Fitting a line, extracting the position and angle of the slit.
3. Selecting the data of interest.
4. Adjusting the data according to the position and angle of the slit.
Part2: MTF
5. Fitting a function to the LSF data (optional).
6 . Fourier transforming the LSF.
The first two steps are vital, if the line fit is inaccurate the LSF width is 
erroneously increased. A set of pixels (typically equal to the number of pixels in 
a row) is selected according to their signal height. A line fit is performed and the 
position of the selected pixels with respect to the line is evaluated. Any pixel which 
lies beyond a certain distance from the line (typically three pixels) is assumed to 
be noisy and is discarded. A second line fit is then performed which is assumed to 
be accurate (insufficiencies in this part can only lead to poorer resolutions).
The data of interest axe selected according to their distance from the slit. Only 
a few pixels per column or row are significant for the LSF (if all the pixels are 
included the background counts will give rise to errors in the MTF). This choice 
of the region of interest is related to the truncation error. Once the data of 
interest axe selected, they axe adjusted according to the parameters from the line 
fit. Any overall background can be subtracted, if present. The LSF is then directly 
transformed giving the MTF.
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Com m ents on the W eighting  
Field
The concept of the weighting field and potential was introduced in the theory chap­
ter in section 2.3. There has been some controversy over the following question:
Is the weighting field purely a geometrical factor (derivable from the Laplace equa­
tion) or must the space charge be taken into account (necessity of using the Poisson 
equation)?
Throughout this work it has been assumed that Poisson’s equation is required to 
calculate the correct weighting field. Section 6 .2  which was concerned with the 
small pixel effect clearly made use of the Poisson equation (otherwise there would 
be no difference in the weighting fields for different bias conditions). Also the 
derivation in the theory chapter (section 2.3) included the space charge. This is 
justified in the following.
The most convincing reason is that the experimental data supports the use of 
Poisson’s equation and disagrees with a purely geometrical weighting field.
A good Si detector will have virtually 100 % CCE. If this detector is only partly 
depleted, then according to the Laplace equation some of the weighting field will 
be in a region which is inactive (very low drift field). So any charge generated 
in the depleted region will drift until it either reaches the contact or the low field 
region. According to Laplace’s equation the CCE is then less than 100 % because
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the weighting field in the inactive part has not contributed to the signal.
Fig. B.l shows the peak positions of the Ag Ka and Kp lines as a function of 
the reverse bias voltage1. A similar measurement is to plot the CCE of minimum
0.37
0.36
g  0.35
co
3  0.34
Ag K
0.33<oOh
0.32
0.31
Reverse Bias Voltage [V]
Figure B .l: The peak positions of the Ag K a and Kp  lines are plotted 
as a function of the reverse bias voltage. There is no significant decrease 
of the CCE at low bias voltages. The weighting field is therefore not 
correctly predicted by using Laplace’s equation.
ionising particles (MIPS) as a function of the depletion width. Such data is given 
in ref. [Bea98] and the CCE shows a linear dependence on the depletion width. So 
any charge generated in the depleted region is fully collected, which is in support 
of Poisson’s equation.
If considering Poisson equation, the weighting field is the normalised field (which 
is calculated by applying the bias voltage to the pixel of interest and dividing the 
acquired field by the applied voltage). The weighting field is always concentrated 
in the active region of the detector. The above experimental results agree with 
this2.
1 These data were provided by Keith Mathieson, University of Glasgow, G12 8QQ 
Scotland UK.
2 It is important to note that the shaping time will eliminate any slow signal (in the 
order of /zs or longer) for the ERD1. The same is true for the data presented in ref. [Bea98].
193
If the weighting field were purely geometrical then the CCE for the spectra in 
fig. B.l would decrease with decreasing depletion width (the detector is fully bi­
ased at around 35 V). Part of the weighting field would be in the inactive region 
and the CCE should be correspondingly less. Accordingly the MIP data would 
show a CCE proportional to the square of the depletion width, assuming a con­
stant weighting potential. So the experimental data disagree with a weighting field 
derived from the Laplace equation and are strongly supporting the use of Poisson’s 
equation.
Additionally a purely geometrical weighting field violates energy conservation. 
This follows directly from the derivation in section 2.3.
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ERD1, 55
ion beam detector, 170 
LAD1 , 64
photon counting, 48 
spectroscopy, 48 
Energy resolving detector 
see ERD1, 55 
Equivalent noise charge, ENC, 53 
ERD1, 55
calibration, 73 
changes in re-design, 84 
characterisation, 70 
charge sharing, 90 
detector, 59 
electronic noise, 86  
electronics, 55 
energy resolution, 86  
experimental setup, 60 
first generation, 71 
imaging, 82 
linearity, 72
peak-to-background ratio, 87 
pixel adjustment, 76 
pixel correlation, 76 
pulse height spectra, 85 
second generation, 84 
SRS, 79
X-ray sources, 70 
Escape peak, 25 
Experimental setup 
ERD1, 60
ion beam detector, 169 
LAD1, 67
Feedback capacitance, 48
GaAs, 42 
Graphite, 170
Hecht theorem, 47
IMPACT, 55 
Induced charge 
illustration, 46 
Induced currents, 44 
illustration, 45 
Ion beam detector, 169 
calibration, 172 
current measurement, 175 
electronics, 170 
imaging, 180 
tests in Salford, 174 
tests in Surrey, 177 
Ion beam profiling, 168
LAD1, 63
characterisation, 108 
data acquisition, 108 
detector, 65 
electronics, 64
experimental image noise, 139 
experimental setup, 67 
imaging, 111  
paralysis, 141 
rate capability, 141 
spatial resolution, 130 
theoretical image noise, 137
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Large area detector 
see LAD1 , 63 
Leakage currents, 34 
equations, 35 
Lifetime, 38
Line spread function, LSF, 109 
LSF, 109
experimental, 125 
theoretical, 117
Material parameters, 36 
Mean free drift length, 38 
MEDICI, 156
Modulation transfer function, MTF, 
109 
MTF, 109
definition, 111  
errors, 128 
experimental, 125 
integration boundaries, 118 
pixel detectors, 117 
pixel geometry, 122  
slope dependence, 120  
theoretical, 118
Noise
energy resolving detectors, 52 
ERD1, 8 6  
Fano, 52 
flicker, 53
imaging detectors, 54 
LAD1 , 137
measuring image noise, 137 
photon counting detectors, 132
Poisson, 134 
shot, 52 
thermal, 53 
timing error, 138 
Nyquist frequency, 124
PAC5, 56
Particle interaction, 23 
Photo-conductivity detectors, 33 
Photo-electric effect, 24 
angular dependence, 26 
Photo-electron, 25 
PSF, 123 
Pulse shaping, 50
Ramo’s theorem, 44 
Read-out electronics, 47 
Recombination rate, 39 
illustration, 40 
Reverse biased detectors, 33
Secondary electrons, 180 
SHAMROC, 57 
Si, 42 
Simulation
of ERD1 detector, 60 
of LAD1 detector, 68  
of rate capability, 143 
of weighting potentials, 159 
Small pixel effect, 164 
Spatial resolution 
definition, 120  
formula for, 121  
LAD1, 130
SRS
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ERD1, 79 
LAD1, 108 
Synchrotron radiation source 
see SRS, 79
Truncation error, 116
Unipolar sensing, 164
Weighting field 
derivation, 44 
Laplace vs. Poisson, 192 
Weighting potential, 158
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