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ABSTRACT
We study a family of mutually commutative difference operators associated with the
affine root systems. These operators act on the space of meromorphic functions on the
Cartan subalgebra of the affine Lie algebra. We show that the space spanned by the
characters of a fixed positive level is invariant under the action of these operators.
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1 Introduction
In [27], a family of mutually commutative operators, whose coefficients consist of theta
functions, were introduced as a relativistic quantum many-body system, i.e., an elliptic
difference analogue of the Calogero-Sutherland model. Since then, these operators have
been studied extensively from various points of view, especially from the analogy with the
Macdonald operators. The eigenvectors of the Macdonald operators are a two-parameter
extension of the Schur functions or the characters of finite dimensional simple Lie algebras.
Then it is natural to expect this structure in the elliptic case. In fact, it was clarified
in [11, 12] that the elliptic analogues of type A
(1)
l and C
(1)
2 have an invariant subspace in
the meromorphic functions and that this space is actually spanned by the characters of
the corresponding affine Lie algebra. These facts are found through the studies of the
intertwining vectors between the face models and the vertex models. Independently, in [9],
the Boltzmann weight of the matrix elements of Belavin’s elliptic R-matrix was calculated
making use of this fact implicitly.
In a series of Cherednik’s papers [3, 6, 7], it has been proved out that the double affine
Hecke algebra plays an essential role in the Macdonald theory. There are some algebras
that are considered to describe the structure of the elliptic analogues [5, 8, 10, 31]. In this
paper, we employ yet another approach or the root algebra to these operators. Following
the previous work [21] where we studied nontwisted cases, we construct a family of mutu-
ally commuting difference operators associated with arbitrary affine root systems. These
operators are shown to act on the vector space of the Weyl group invariant meromorphic
functions and, furthermore, on the space spanned by the characters of a fixed positive level.
This paper is organized as follows: In section 2, we prepare the notations and definitions
used in this paper. In section 3, we define the root algebras that was introduced by
Cherednik in the development of the theory of the affine Hecke algebras. In section 4,
we demonstrate some examples of the generators of a commutative subalgebra in the
root algebras. In section 5, we give some representations of the root algebras with a
spectral parameter, which consist of Jacobi’s theta functions and act on the meromorphic
2
functions on the Cartan subalgebra. We show that when we assign a special value to the
spectral parameter, the difference operators preserve the Weyl group invariant subspace.
By construction, they form a commutative family. In section 6, we calculate the explicit
forms of these operators at this spectral parameter and observe that they can be regarded
as an elliptic analogue of the Macdonald operators. In twisted cases, we have the difference
and quantum version of the systems that is recently proposed and is dealt in terms of the
Lax formalism [1]. We also prove that the generators are algebraically independent and
thus the commutative subalgebra is isomorphic to a polynomial ring. In section 7, we show
the main theorem (Theorem 7.5) that they have an infinite dimensional invariant subspace
(finite rank submodule) of the theta functions of positive level, where the key of the proof
is due to [9, 19]. The last section is devoted to the concluding remarks.
To end this section, we present two elliptic difference operators which take the simplest
form among the generators respectively in the root systems of type A
(1)
l−1 and A
(2)
2l :
Yˆ −λ1
A
(1)
l−1
=
l∑
j=1
l∏
j 6=k
ϑ1(xj − xk − µ)
ϑ1(xj − xk)
tj(κ)
l∏
j=1
tj(−κ/l), (1.1)
Yˆ −λ1
A
(2)
2l
=
l∑
j=1
( l∏
k=1
k 6=j
ϑ1(xj − xk − µ)
ϑ1(xj − xk)
ϑ1(xj + xk − µ)
ϑ1(xj + xk)
)( 3∏
r=0
ϑr+1(xj − νr)
ϑr+1(xj)
ϑr+1(xj + κ/2− ν¯r)
ϑr+1(xj + κ/2)
)
tj(κ)
+
l∑
j=1
( l∏
k=1
k 6=j
ϑ1(−xj − xk − µ)
ϑ1(−xj − xk)
ϑ1(−xj + xk − µ)
ϑ1(−xj + xk)
)( 3∏
r=0
ϑr+1(−xj − νr)
ϑr+1(−xj)
ϑr+1(−xj + κ/2− ν¯r)
ϑr+1(−xj + κ/2)
)
tj(−κ)
−
3∑
p=0
( π
ϑ′1(0)
)2 2
ϑ1(−µ)ϑ1(−κ− µ)
( 3∏
r=0
ϑr+1(−κ− νπpr)ϑr+1(−ν¯πpr)
)
×
( N∏
j=1
ϑp+1(xj − κ/2− µ)
ϑp+1(xj − κ/2)
ϑp+1(−xj − κ/2− µ)
ϑp+1(−xj − κ/2)
)
. (1.2)
Here we have realized the root systems in Cl in the standard way, ϑj(x) = ϑj(x; τ) is the
Jacobi theta function and ti(κ) is a translation of the variable xi by κ. πr (r = 0, 1, 2, 3)
denotes the permutation: π0 = id, π1 = (01)(23), π2 = (02)(13), and π3 = (03)(12). The
parameters κ, µ, νr and ν¯r (r = 0, 1, 2, 3) are arbitrary constants. The operator (1.1) was
introduced in [27] together with the whole family of commuting difference operators, while
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the operator (1.2) was conjectured to be a member of a commutative family in [32, 33].
The A
(2)
2l -type model was referred to as D-type or BC-type in previous papers.
If we set κ = lµ/k in A
(1)
l−1 case and κ = (ν + 2ν¯ + 2(l − 1)µ)/k in A
(2)
2l case, where
ν =
∑
νr and ν¯ = (
∑
ν¯r)/2, then these operators have an invariant subspace which consists
of the characters of level k corresponding to each affine Lie algebra. When the parameters
µ, ν, ν¯ are set to be unity, we see that κ reduces to h∨/k where h∨ is the dual Coxeter
number. For the derivation of these facts in each case, see [11, 13, 14, 20, 22].
2 Affine Root Systems
We give some well-known facts about the affine root systems and the affine Weyl groups [2,
4,15], which are the standard tools in the theory of the affine Hecke algebras. Some of the
definitions are slightly changed and extended so that they include the twisted affine root
systems. Most of the notations are due to [16].
Let g = g(A) be the affine Lie algebra associated with the generalized Cartan matrix
A of type X
(r)
N , h its Cartan subalgebra, dim h = l + 1 the rank of g, I = {0, . . . , l} a set
of indices, Π = {αi|i ∈ I} ⊂ h
∗ the set of simple roots, Π∨ = {α∨i |i ∈ I} ⊂ h the set of
simple coroots, ∆ the root system, Q and Q∨ the root and coroot lattices, P and P ∨ the
weight and coweight lattices:
Q =
⊕
i∈I
Zαi ⊂ P =
⊕
i∈I
ZΛi ⊕ Cδ ⊂ h
∗; (2.1)
Q∨ =
⊕
i∈I
Zα∨i ⊂ P
∨ =
⊕
i∈I
ZΛ∨i ⊕ CK ⊂ h, (2.2)
where 〈αi,Λ
∨
j 〉 = δij , 〈Λi, α
∨
j 〉 = δij , d = Λ
∨
0 . Since the normalized invariant form is
nondegenerate on h, we have an isomorphism ν : h→ h∗ defined by
〈ν(h), h1〉 = (h|h1), h, h1 ∈ h, (2.3)
and the induced bilinear form (.|.) on h∗. Let
◦
I = {1, . . . , l},
◦
Π = {αi|i ∈
◦
I} and
◦
Π∨ =
{α∨i |i ∈
◦
I}. Let
◦
h∗ be the subspace of h∗ spanned by
◦
Π over C. For λ ∈ h∗, denote by λ
4
the orthogonal projection of λ on
◦
h∗. Let
◦
Q be the sublattice of Q generated by
◦
Π and
◦
P
the projection of P on
◦
h∗. The dual notions
◦
h, h,
◦
Q∨ and
◦
P∨ are defined similarly:
◦
Q =
⊕
i∈
◦
I
Zαi ⊂
◦
P =
⊕
i∈
◦
I
ZΛi ⊂
◦
h∗; (2.4)
◦
Q∨ =
⊕
i∈
◦
I
Zα∨i ⊂
◦
P ∨ =
⊕
i∈
◦
I
ZΛ∨i ⊂
◦
h. (2.5)
For α ∈ ∆re, let rα be a reflection defined by
rα(λ) := λ− 〈λ, α
∨〉α, λ ∈ h∗. (2.6)
The Weyl group
◦
W is generated by the fundamental reflections {ri := rαi |i ∈
◦
I} on h∗ and
the affine Weyl group W is generated by {ri|i ∈ I}. The defining relations are given by
r2i = id and the Coxeter relations:
(ri rj)
mij = id, for i 6= j ∈ I, (2.7)
where mij = 2 if αi and αj are disconnected in the Dynkin diagram S(A) and mij = 3, 4, 6
if 1,2,3 lines respectively connect αi and αj in S(A). We note that there is no Coxeter
relation in the affine root systems of rank 2. For α ∈
◦
h∗, we define endomorphisms tα, t
ι
α
of the vector space h∗ for κ ∈ C by (cf. [5])
tα(λ) := λ+ 〈λ,K〉α− ((λ|α) +
1
2
|α|2〈λ,K〉)δ, (2.8)
tια(λ) := λ− κ(λ|α)δ. (2.9)
Here tια is associated with an endomorphism of h
∗, ι(λ) := λ+ (κ− 1)〈λ, d〉δ as follows:
ι ◦ tα(
◦
λ+mδ) = tια(
◦
λ+mδ). (2.10)
Let ai and a
∨
i be the labels of the Dynkin diagram from Table Aff in [16]. Note that a0 = 2
if A is of type A
(2)
2l and a0 = 1 otherwise. Let θ := δ−a0α0 ∈
◦
∆+, M := ν(Z(
◦
W ·θ∨)) ⊂
◦
h∗,
TM the corresponding group of translations of M . Then
Proposition 2.1. The group W is the semidirect product W =
◦
W ⋉ TM .
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For α ∈ ∆re, let γα := r if α ∈ ∆l and γα := 1 otherwise. Then the real roots are
written as
∆re =

{α+ nγαδ|α ∈
◦
∆, n ∈ Z}, if A is not of type A
(2)
2l ;
{α+ nγαδ|α ∈
◦
∆, n ∈ Z} ∪
{
1
2
(α+ (2n− 1)δ)|α ∈
◦
∆l, n ∈ Z},
if A is of type A
(2)
2l .
(2.11)
Let M̂ := {λ ∈
◦
h∗|α ∈ ∆re, (α|λ) ∈ γαZ}. Then we see that M̂ ⊂
◦
P and TM̂ is normalized
by
◦
W .
Definition 2.2. The extended affine Weyl group Ŵ is the semidirect product Ŵ :=
◦
W ⋉
TM̂ .
The lattice M̂ is defined so that the extended affine Weyl group acts on ∆. Here are
the explicit description of M̂ and its canonical basis {λi|i ∈
◦
I}:
M̂ =
ν(
◦
P ∨), if r = 1;
◦
P , otherwise,
λi =
{
ν(Λ∨i ), if r = 1;
Λi, otherwise.
(2.12)
We also use M̂− := ⊕
i∈
◦
I
Z≤0λi. The action of Ŵ is naturally induced on h via the form
〈·, ·〉.
Let Ω be the subgroup of Ŵ which stabilizes the affine Weyl chamber C.
Proposition 2.3. The subgroup Ω is isomorphic to Ŵ/W ≃ TM̂/TM thus Abelian. The
extended affine Weyl group Ŵ is isomorphic to the semi-direct product W ⋊ Ω.
Definition 2.4. 1. The length ℓ(w) of w ∈ W is the length ℓ of the reduced decompo-
sition:
w = ri1 . . . riℓ , for ik ∈ I, (2.13)
ℓ(id) = 0. (2.14)
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2. The length ℓ(wˆ) of wˆ ∈ Ŵ is the number of the positive roots made negative by wˆ−1:
ℓ(wˆ) := |∆wˆ|, (2.15)
∆wˆ := {α ∈ ∆+ ∩ −wˆ∆+}, (2.16)
which is equivalent to the definition ℓ(w) for w ∈ W . The reduced decomposition of
wˆ ∈ Ŵ is wˆ = wω = ri1 . . . riℓω, where ω ∈ Ω and ℓ = ℓ(wˆ) = ℓ(w).
The set ∆wˆ is explicitly described as ∆wˆ = {α
1 = αi1 , α
2 = ri1(αi2), . . . , α
ℓ =
wriℓ(αiℓ)}. By definition, ∆wˆ is independent of reduced expressions. One sees that
Ω = {ω ∈ Ŵ , ℓ(ω) = 0}.
Definition 2.5. A weight λ ∈ M̂ is said to be minuscule if ∆t−λ ⊂
◦
∆+.
We use the following useful formulas, which can be easily derived from the definitions
above:
∆tλ− =

{α− nγαδ|α ∈
◦
∆+, 0 ≥ n >
1
γα
(λ−|α)}, if A is not of type A
(2)
2l ;
{α− nγαδ|α ∈
◦
∆+, 0 ≥ n >
1
γα
(λ−|α)} ∪
{
1
2
(α− (2n− 1)δ)|α ∈ (
◦
∆+)l, 0 ≥ n >
1
2
(λ−|α)},
if A is of type A
(2)
2l ,
(2.17a)
ℓ(tλ−) =

∑
α∈
◦
∆+
∣∣∣ 1γα (α|λ−)∣∣∣, if A is not of type A(2)2l ;∑
α∈
◦
∆+
∣∣∣(α|λ−)∣∣∣, if A is of type A(2)2l , (2.17b)
ℓ(rj t−λi) = ℓ(t−λi) + 1, (2.17c)
ℓ(ri t−λi) = ℓ(t−λi)− 1, (2.17d)
ℓ(tλ− w) = ℓ(tλ−) + ℓ(w), (2.17e)
ℓ(tλ−+λ′−) = ℓ(tλ−) + ℓ(tλ′−), (2.17f)
where i 6= j ∈
◦
I, λ−, λ
′
− ∈ M̂−, w ∈
◦
W .
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3 Root Algebras
We shall define the root algebras after Cherednik [4]. Let T be the tensor algebra over
C generated by independent variables {Rα|α ∈ ∆
re}. Then the action of wˆ ∈ Ŵ on ∆re
induces an action on T by wˆ : Rα 7→ Rwˆ(α).
Definition 3.1. Let I be the ideal in T which is generated by all the elements of the form
for i 6= j ∈ I, and wˆ ∈ Ŵ :
wˆ(Rαi ⊗Rriαj ⊗Rrirjαi ⊗ · · ·︸ ︷︷ ︸
mij factors
)− wˆ(Rαj ⊗Rrjαi ⊗ Rrjriαj ⊗ · · ·︸ ︷︷ ︸
mij factors
). (3.1)
The root algebra R˜ is T /I. {Rα|α ∈ ∆
re} are called the R-matrices.
Because of the Ŵ -invariance of I, the action of Ŵ is induced on R˜. For simplicity, we
write products in R˜ in the usual way for associative algebras.
Theorem 3.2. 1. There exists a unique set {Rwˆ|wˆ ∈ Ŵ} ⊂ R˜ satisfying the relations:
Rv w = Rv
vRw, Rri = Rαi (i ∈ I), Rω = 1, (3.2)
where ω ∈ Ω, v, w ∈ Ŵ and ℓ(v w) = ℓ(v) + ℓ(w).
2. We have the R-matrix for wˆ ∈ Ŵ and its arbitrary reduced decomposition wˆ = wω =
ri1 . . . riℓω as
Rwˆ = Rα1 . . . Rαℓ , α
1 = αi1 , α
2 = ri1(αi2), . . . , α
ℓ = wriℓ(αiℓ) ∈ ∆wˆ.
(3.3)
Instead of the original root algebra, we use the following extension, where R˜ is combined
with the translation group TM̂ :
Definition 3.3. R := R˜⋊ TM̂ :
(R tλ)(R
′ tµ) = R (
tλR′) tλ+µ, (3.4)
where R,R′ ∈ R˜ and λ, µ ∈ M̂ .
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We see that R is generated by {tλi , Rα|i ∈
◦
I, α ∈
◦
∆} if A is not of type A(2)2l and
{tλi , Rα|i ∈
◦
I, α ∈
◦
∆, 2α− δ ∈
◦
∆} if A is of type A
(2)
2l .
Theorem 3.4. The subalgebra S ⊂ R generated by {Y λ := Rtλ tλ|λ ∈ M̂−} forms a
commutative algebra and is generated by {Y −λi|i ∈
◦
I}.
Proof. It is straightforward by the formulas (2.17) and Definition 3.3.
4 Affine Root Systems of Rank 3
There are six types of affine root systems of rank 3. We denote α = α1 and β = α2 where
|α1| ≥ |α2|, and λ = λ1 and µ = λ2, respectively. We have the following systems:
A
(1)
2 -type Y
−λ = RαRα+β t−λ, (4.1a)
Y −µ = Rβ Rα+β t−µ, (4.1b)
C
(1)
2 -type Y
−λ = RαRα+β Rα+2β t−λ, (4.2a)
Y −µ = Rβ Rα+2β Rα+β Rα+2β+δ t−µ, (4.2b)
G
(1)
2 -type Y
−λ = RαRα+β R2α+3β Rα+2β Rα+3β R2α+3β+δ t−λ, (4.3a)
Y −µ = Rβ Rα+3β Rα+2β R2α+3β Rα+β
Rα+3β+δ R2α+3β+δ Rα+2β+δ Rα+3β+2δ R2α+3β+2δ t−µ,
(4.3b)
A
(2)
4 -type Y
−λ = RαRα+β Rα+2β R 1
2
α+ 1
2
δ Rα+β+δ R 1
2
α+β+ 1
2
δ t−λ, (4.4a)
Y −µ = Rβ Rα+2β Rα+β R 1
2
α+β+ 1
2
δ t−µ, (4.4b)
D
(2)
3 -type Y
−λ = RαRα+β Rα+2β Rα+β+δ t−λ, (4.5a)
Y −µ = Rβ Rα+2β Rα+β t−µ, (4.5b)
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D
(3)
4 -type
Y −λ = RαRα+β R2α+3β Rα+2β
Rα+3β Rα+β+δ Rα+2β+δ R2α+3β+3δ Rα+β+2δ Rα+2β+2δ t−λ,
(4.6a)
Y −µ = RαRα+3β Rα+2β R2α+3β Rα+β Rα+2β+δ t−µ. (4.6b)
5 Elliptic R-matrices
For α ∈ ∆re, let µα ∈ C be Ŵ -invariant constants: µwˆ(α) = µα for wˆ ∈ Ŵ . Let Y :=
{h ∈ h | Re〈δ, h〉 > 0} and let M be the set of meromorphic functions on Y . We define an
action of w =
◦
wtλ ∈ Ŵ on M as (w f)(h) := f(t
ι
−λ
◦
w−1(h)).
Fix κ ∈ C and ξ ∈
◦
h∗. We define Rˆα ∈ End CM for α ∈ ∆
re by
Rˆα := Hα(µα)−Hα(〈ξ, α
∨〉) rα, (5.1)
with the following function (see the definitions in Appendix):
Hα(ν) :=
ϑ1(−γαµαδ; γα)
ϑ1′(0; γα)
σγαν(ι(α); γα). (5.2)
Theorem 5.1. The map π : Rα 7→ Rˆα, tλ 7→ tλ induces a homomorphism from R to
End CM. These R-matrices satisfy the unitarity
Rˆα Rˆ−α =
(ϑ1(−γαµαδ; γα)
ϑ1′(0; γα)
)2(
℘0(γαµαδ; γα)− ℘
0(γα〈ξ, α
∨〉δ; γα)
)
IdM . (5.3)
Besides the above representation, we have more general forms that depend on the
relation among Q,Q∨,M . For α ∈ ∆re, let
Nα :=
{
φjα := (mα, nα) ∈ R
2
>0
∣∣∣∣∣ α∨ ∈ mα
◦
Q∨, mα〈α,
◦
Q∨〉 ⊂ Z,
nαγαα∨ ∈ mαM,mα(M |α) ⊂ nαγαZ
}
. (5.4)
This condition is required when the root algebra acts on the vector space spanned by theta
functions (Proposition 7.1) and is an elliptic analogue in the representation of the Hecke
algebras [24].
We enumerate the set Nα as
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φ1α φ
2
α φ
3
α φ
4
α
A is of type C
(1)
l and α is long (1,1) (1,2) (1/2,1) (1/2,1/2)
A is of type A
(2)
2l−1 and α is long (1,1) (1/2,1/2)
A is of type D
(2)
l+1 and α is short (1,1) (1,2)
A is of type A
(2)
2l and α is short (2,1) (2,2) (1,1) (1,1/2)
A is of type A
(2)
2l and α is long (1,1/2) (1,1) (1/2,1/2) (1/2,1/4)
otherwise (1,1)
Here we have numbered the elements of Nα for later convenience. Let ζ
j
α ∈ C for 1 ≤ j ≤ 4
Ŵ -invariant constants. If φjα 6∈ Nα, set ζ
j
α = 0. In place of (5.2), we define
Hα(ν) :=
∑
φjα=(mα,nα)∈Nα
ζjα
ϑ1(−nαγαµαδ/mα;nαγα)
ϑ1′(0;nαγα)
σnαγαν/mα(ι(mαα);nαγα). (5.5)
Then we have a more general representation of R including Theorem 5.1.
Theorem 5.2. The map π in Theorem 5.1 with (5.5) induces a homomorphism from R
to End CM. These R-matrices satisfy the unitarity
Rˆα Rˆ−α = uα(δ) IdM, (5.6)
where uα(δ) depends only on δ and vanishes if 〈ξ, α
∨〉 = ±µα.
More precisely, we have uα(δ) = ((p1.ζa)
2, (p2.ζa)
2, (p3.ζa)
2, (p4.ζa)
2).S.dα,
S =
1
4

1 0 0 0
−1 0 0 1
−1 4 0 0
1 −4 4 −1
 , ζα =

ζ˜1α
ζ˜2α
ζ˜3α
ζ˜4α
 , dα =

d1α
d2α
d3α
d4α
 ,
p1 = (2, 1, 1, 2), p2 = (0, 0, 1, 2), p3 = (0, 1, 1, 0), p4 = (0, 0, 1, 0),
ζ˜jα = ζ
j
α
ϑ1(−nαγαµαδ/mα;nαγα)
ϑ1′(0;nαγα)
,
djα = ℘
0(nαγαµαδ/mα;nαγα)− ℘
0(nαγα〈ξ, α
∨〉δ/mα;nαγα)
Proof. We can verify the relations (3.1) case-by-case, by a direct substitution of (5.5); for
details, see [18, 19, 30].
We employ these operators even for the affine root systems of rank 2, though they do not
have any Coxeter relations.
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We shall clarify some properties of the operators Yˆ λ = π(Y λ).
Lemma 5.3. The R-matrices Rˆ satisfy the following relations:
Rˆ−αj Rˆt−λi =
rj Rˆt−λi Rˆ−αj , for j 6= i; (5.7)
Rˆt−λi = RˆαiR, (5.8)
where R is a product of some R-matrices.
Proof. Combining (2.17), the unitarity (5.6), and an equality rj t−λi = t−λi rj , we obtain
(5.7) for generic ξ and thus for all ξ ∈
◦
h∗. The form (5.8) is due to the fact that ℓ(ri t−λi) =
ℓ(t−λi)−1 implies the exchange condition [2], t−λi = ri1 . . . riℓω = riri1 . . . rim−1rim+1 . . . riℓω
for some m.
If the parameter ξ satisfies 〈ξ, α∨i 〉 = −µ−αi , then the R-matrix Rˆ−αi reduces to the
form, Rˆ−αi = 2H−α(µ−α)P
(−)
i where P
(−)
i is the antisymmetric projection
1
2
(1− ri). Let
◦
ρµ :=
∑
i∈
◦
I
µαiΛi =
1
2
∑
α∈
◦
∆+
µαα. (5.9)
From these properties, we have the following theorem:
Theorem 5.4. Let V := M
◦
W , the
◦
W -invariant subspace of M and let ξ = −
◦
ρµ. Then
Yˆ λ ∈ End C V.
Proof. It is sufficient to check it for the generators Yˆ −λi . By Lemma 5.3, we see that
Rˆ−αj Yˆ
−λi |V = 0, for j 6= i by (5.7), and for j = i by (5.8) noting that the unitarity (5.6)
vanishes. Hence Yˆ −λi |V = rj Yˆ
−λi |V for all j ∈
◦
I.
The symbol Y λ is adopted since in a certain limit, it reduces to the same one up to
a constant factor as in the affine Hecke algebras, where Y λ is defined for all λ ∈ M̂ . We
remark that Yˆ λ has the inverse in End CM for generic ξ ∈
◦
h∗, but loses its inverse when
ξ = −
◦
ρµ.
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6 Elliptic Difference Operators
In this section, we calculate the explicit forms of the operators Yˆ λ for some λ on the space
V. Throughout this section, we fix ξ = −
◦
ρµ.
Theorem 6.1. Let (−λ) be minuscule. Then we have
Yˆ λ|V =
1∣∣ ◦W λ∣∣
∑
w∈
◦
W
w
( ∏
α∈
◦
∆+
(λ|α)=−γα
Hα(µα) tλ
)∣∣∣∣∣
V
, (6.1)
where
◦
W λ is the stabilizer of λ in
◦
W .
Proof. First notice that Rtλ consists of nonaffine R-matrices, Rα for α ∈
◦
∆+, because (−λ)
is minuscule. Substituting the R-matrices (5.1) into Yˆ λ and expanding them, we see that
every term includes a translation operator of the form tw(λ) w, where
w = rα{p} . . . rα{1} ∈
◦
W, (6.2)
α{q} := αmq , 1 ≤ mp < mp−1 < . . . < m2 < m1 ≤ ℓ(tλ). (6.3)
Let us show that w(λ) = λ implies w = id. Suppose w(λ) = λ and w 6= id, then we have
ℓ(w tλ) = ℓ(tλw). From (2.17), ℓ(tλw) = ℓ(tλ) + ℓ(w) > ℓ(tλ) while ℓ(w tλ) < ℓ(tλ) by a
direct calculation, which leads to a contradiction. This implies that the term including
tλw, w ∈
◦
W appears if and only if w = id. The coefficient of this term can be easily
calculated,∏
α∈
◦
∆+
(λ|α)=−γα
Hα(µα). (6.4)
The
◦
W -invariance of the operator Yˆ λ yields the form (6.1).
It is worth noting that as in the trigonometric case [26], we can rewrite Yˆ λ in a simply
laced root system as follows:
Yˆ λ|V =
1∣∣ ◦W λ∣∣
∑
w∈
◦
W
(t−µwλ/κAρ)
Aρ
twλ
∣∣∣∣∣
V
, (6.5)
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where we have set µ = µα and ζ
1
α = 1.
In general, it is complicated and difficult to compute the explicit forms of the operators
when λ is not minuscule. It is the case even in the framework of the affine Hecke algebras.
There is no minuscule weight available in the root systems of type E
(1)
8 , F
(1)
4 , G
(1)
2 , A
(2)
2l , E
(2)
6
and D
(3)
4 . However, every root system possesses a “quasi-minuscule” weight ν(θ
∨) in the
sense of the following properties:
Lemma 6.2. 1. ∆t−ν(θ∨) = ∆rθ ∪ {a
−1
0 (δ + θ)}.
2. (ν(θ∨)|α) = 0 or γα for α ∈
◦
∆+, α 6= θ, and (ν(θ
∨)|θ) = 2.
3. ν(θ∨) = λi where αi is the unique vertex connected to α0 if A is not of type A
(1)
l .
Proof. We see that rθα0 = rθ
(
a−10 (δ − θ)
)
= a−10 (δ + θ) ∈ ∆
re
+ , which implies the first
statement due to the expression rθ r0 = t−ν(θ∨). The second statement is immediate from
the first and (2.17). Since 〈ν(θ∨), α∨i 〉 = 〈a
−1
0 θ, α
∨
i 〉 = 〈a
−1
0 δ−α0, α
∨
i 〉 = −〈α0, α
∨
i 〉, we have
ν(θ∨) = −
∑
i∈
◦
I
〈α0, α
∨
i 〉Λi. Then the last statement follows from the tables in [2, 16].
Since in the root system of type A
(1)
l , every λi is minuscule, we have the explicit form of
Yˆ −ν(θ
∨) by Theorem 6.1. So we concentrate on the other root systems. Fix i as in Lemma
6.2.
By the expression t−ν(θ∨) = rθ r0, we have Y
−ν(θ∨) = Rrθ Ra−10 (θ+δ) t−ν(θ
∨) = Rrθ t−ν(θ∨)R−α0 .
For the operator Yˆ −ν(θ
∨), an analogous statement to Lemma 5.3 holds.
Lemma 6.3. The R-matrices Rˆ satisfy the following relations:
Rˆ−αj Rˆrθ =
rjRˆrθRˆ−αj , for j 6= i; (6.6)
Rˆrθ = RˆαiR, (6.7)
where R is a product of some R-matrices.
Proof. We have rj t−ν(θ∨) = t−ν(θ∨) rj and rj r0 = r0 rj for j 6= i, since αi is the unique vertex
connected to α0. Then rj and rθ = t−ν(θ∨) r0 commute, which implies ℓ(rj rθ) = ℓ(rθ) + 1
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and thus (6.6). The form (6.7) follows from the fact that ℓ(ri t−ν(θ∨)) = ℓ(t−ν(θ∨)) − 1
implies ℓ(ri rθ) = ℓ(rθ)− 1 and the exchange condition.
Let
◦
W i be the parabolic subgroup generated by {rj|j ∈
◦
I, j 6= i} and Vi the
◦
W i-invariant
subspace of M.
Lemma 6.4. The operator Rˆrθ t−ν(θ∨) maps Vi to V and the operator Rˆ−α0, V to Vi.
Proof. The former statement can be shown in the same way as Theorem 5.4, and the latter,
directly.
Theorem 6.5.
Yˆ −ν(θ
∨)|V =
1∣∣ ◦W ν(θ∨)∣∣
∑
w∈
◦
W
w
(( ∏
α∈
◦
∆+
〈α,θ∨〉>0
Hα(µα)
)(
Ha−10 (θ+δ)(µα0) t−ν(θ
∨)−Ha−10 (θ+δ)((
◦
ρµ|θ))
))∣∣∣∣∣
V
.
(6.8)
Proof. The explicit form of Rˆrθ t−ν(θ∨) on Vi can be computed in a similar way to Theorem
6.1. Since Y −ν(θ
∨) = Rrθ t−ν(θ∨)R−α0 , we obtain the form (6.8).
The operator (1.2) is actually (6.8) of type A
(2)
2l , where the terms without translations
are gathered by use of identities of the theta functions. In [20, 22], we calculated the
explicit forms of Yˆ −λj |V for all j ∈
◦
I in this root system. The operator (6.8) in the affine
root systems of type E
(1)
8 , F
(1)
4 , G
(1)
2 and A
(2)
2l should be compared to the Macdonald(-
Koornwinder) operator Dθ∨ of type E8, F4, G2 and BCl respectively, while the operator
(6.1) in the rest root systems of type X
(1)
l to Eν−1(λi) of type Xl [23, 25].
In order to investigate a general Yˆ λ, let us define a partial order in M̂−. We remark
that this partial order is different from that in the affine Hecke algebras.
Definition 6.6. Let λ, λ′ ∈ M̂−. We write λ  λ
′ if ℓ(tλ) > ℓ(tλ′) or λ = λ
′.
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For an arbitrary weight λ ∈ M̂−, we have the “leading term” of Yˆ
λ with respective to
the order ≻.
Theorem 6.7. Let λ ∈ M̂−. Then we have
Yˆ λ|V =
1∣∣ ◦W λ∣∣
∑
w∈
◦
W
w
(
gλλtλ +
∑
λ≻λ′
gλλ′tλ′
)∣∣∣
V
, (6.9)
where gλλ′ ∈M. Especially we have g
λ
λ =
∏
α∈∆tλ
Hα(µα).
Proof. Because Yˆ λ is
◦
W -invariant, it is sufficient to calculate the coefficients of the trans-
lations of antidominant weights. A translation tλ′ , λ
′ ∈ M̂− in the expansion of Yˆ
λ appears
as wtλ = tλ′
◦
w where
◦
w ∈
◦
W and
w = rα{p} . . . rα{1} ∈ W, (6.10)
α{q} = αmq , 1 ≤ mp < mp−1 < . . . < m2 < m1 ≤ ℓ(tλ). (6.11)
Then ℓ(tλ) ≥ ℓ(wtλ) = ℓ(tλ′
◦
w) = ℓ(tλ′) + ℓ(
◦
w), which implies ℓ(tλ) > ℓ(tλ′) if w 6= id.
Hence the expression (6.9).
Theorem 6.8 (cf. [4]). {Yˆ −λi|i ∈
◦
I} are algebraically independent on V.
Proof. Consider Y =
∑
λ aλY
λ ∈ S with aλ ∈ C. Let MY be the set of all the maximal
antidominant weights in the expansion of Yˆ on V. Let M ′Y := ∪λ∈MY {λ
′ ∈ M̂−|λ
′  λ}.
Then we have
Yˆ |V =
∑
λ∈MY
∑
w∈
◦
W
w
(
aλg
λ
λtλ + lower terms (λ
′ ≺ λ)
)∣∣
V
(6.12)
Fix λ ∈MY . There exists h0 ∈ h such that
{wh0 − h0|w ∈
◦
W} ∩ {κ−1〈δ, h0〉(ν
−1(wλ′)− ν−1(w′λ′))|w,w′ ∈
◦
W,λ′ ∈M ′Y } = ∅
(6.13)
and gλλ(h0) 6= 0. Suppose Yˆ f = 0 for all f ∈ V. Then (Yˆ f)(h0) = 0. Since {(twλ′f)(h0)|λ
′ ∈
M ′Y , w ∈
◦
W} can be made arbitrary for suitable f ∈ V, it follows that aλ = 0 and hence
the result.
Corollary 6.9. S ≃ C[TM̂−].
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7 Action on Theta Functions of Level k
The aim of this section is to show that the operators Yˆ λ in the previous sections act
on (T˜ hk)
◦
W , the
◦
W -invariant space of the theta functions of level k or the space of the
characters. To be more precise, we identify Yˆ λ with an operator on (T˜ hk)
◦
W by restricting
the domain. We regard this space both as a C-vector space and as an O-module. The basic
idea is from [9,19], where the matrix elements of Belavin’s Zk-symmetric elliptic R-matrix
and associated K-matrices are calculated. Now it is turned out that they treat the elliptic
difference operators of type A
(1)
1 or A
(2)
2 .
First let us outline our strategy. Since the representation π in Theorem 5.2 does not
preserve T˜ hk for general ξ ∈
◦
h∗, we introduce another representation π¯ which always
preserve this space. The images of S by π and π¯ coincide when we set ξ = −
◦
ρµ. As was
shown, π(S) at this value preserves
◦
W -invariant subspace, so does π¯(S). On the other
hand, π¯(S) preserves T˜ hk by construction, so does π(S). Therefore we can deduce that
π(S) = π¯(S) acts on (T˜ hk)
◦
W .
Let h∨µ := (
◦
ρµ|θ) + µα0 =
∑
i∈I µαia
∨
i and Ξ :=
ξ+
◦
ρµ
h∨µ
. Throughout this section, we fix
κ =
h∨µ
k
though some of the following statements do not require this condition.
We extend the action of tλ on M for arbitrary λ ∈
◦
h∗ by (tλf)(h) := f(t
ι
−λh). Let
R¯α ∈ End CM be defined by
R¯α := tǫ1αRˆα tǫ2α , (7.1)
where ǫ1α :=
1
h∨µ
(−1
2
µαα − ξ + ηα), ǫ
2
α :=
1
h∨µ
(−1
2
µαα + ξ − ηα), and ηα ∈
◦
h∗ is taken
arbitrary such that 〈ηα, α∨〉 = 0. Then R¯α does not depend on the choice of ηα and thus
is well-defined. According to our plan, we show that this operator acts on T˜ hk.
Proposition 7.1. For arbitrary ξ ∈
◦
h∗, R¯α ∈ End O(T˜ h
k).
Proof. We note that
tιαtβ = tβt
ι
αf
(α|β), (7.2)
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where α ∈ M̂ , β ∈ M and f(λ) := λ − κ〈λ,K〉δ [5]. By using this relation and the
condition (5.4), we can check the behavior under the action of the Heisenberg group (see
the Appendix) and the holomorphy on the domain Y . Then we see R¯α ∈ End C(T˜ h
k).
Since Ŵ fixes δ, we have the proof.
Here we shall make crucial steps to the main statement.
Lemma 7.2. Let wˆ = ri1 . . . riℓω ∈ Ŵ be a reduced expression. Let
ηn := −
◦
ρµ +
n−1∑
m=1
νmαm +
1
2
νnαn, (7.3)
where ∆wˆ = {α
1 = αi1 , α
2 = ri1(αi2), . . . , α
ℓ = wriℓ(αiℓ)},
νn :=
{
µn, if αin 6= α0;
−(
◦
ρµ|θ), if αin = α0,
(7.4)
and µn := µαn. Then 〈ηn, (αn)∨〉 = 0.
Proof. First observe that if αn = ri1 · · · rin−1αin , then α
n = r¯i1 · · · r¯in−1αin and (α
n)∨ =
r¯i1 · · · r¯in−1α
∨
in , where r¯i := ri for i 6= 0 and r¯0 := rθ.
〈−
◦
ρµ, (α
n)∨〉 = 〈−
◦
ρµ, r¯i1 · · · r¯in−1α
∨
in〉
= 〈−
◦
ρµ + ν1α
1, r¯i2 · · · r¯in−1α
∨
in
〉
= 〈−
◦
ρµ, r¯i2 · · · r¯in−1α
∨
in
〉 − ν1〈α1, (αn)∨〉
...
= −
n−1∑
m=1
νm〈αm, (αn)∨〉 − νn. (7.5)
Then we have
〈−
◦
ρµ +
n−1∑
m=1
νmαm +
1
2
νnαn, (αn)∨〉 = 0. (7.6)
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Proposition 7.3. Let wˆ = ri1 · · · riℓω ∈ Ŵ be a reduced expression. Then
R¯α1R¯α2 · · · R¯αℓ = t−ΞRˆα1Rˆα2 · · · RˆαℓtλtΞ, (7.7)
where λ = − 1
h∨µ
∑ℓ
n=1 µnα
n = − 1
h∨µ
∑
α∈∆wˆ
µαα.
Proof. We set ηαn = ηn obtained in Lemma 7.2 and set
ǫ0 := ǫ
1
α1 = −Ξ +
1
2h∨µ
(ν1 − µ1)α1, (7.8)
ǫn := ǫ
2
αn + ǫ
1
αn+1 =
1
h∨µ
(1
2
(νn − µn)αn +
1
2
(νn+1 − µn+1)αn+1
)
, 1 ≤ n ≤ ℓ− 1,
(7.9)
ǫℓ := ǫ
2
αℓ = Ξ +
1
h∨µ
(
−
ℓ−1∑
m=1
νmαm −
1
2
(νℓ + µℓ)αℓ
)
. (7.10)
Because ri1 · · · riℓω is a reduced expression, we have for 1 ≤ n ≤ ℓ− 1
ǫn =

−1
2
αn, if αin = α0;
−1
2
αn+1, if αin+1 = α0;
0, otherwise.
(7.11)
Let w¯n = r¯i1 · · · r¯in. If αin = α0, then t(−αn/2)Rˆ(αn)t(−αn/2) = Rˆ(w¯n−1α0)t(w¯n−1ν(θ∨)) and if
αin 6= α0, then Rˆ(αn) = Rˆ(w¯n−1αin ). By using the identity
αn = ri1 · · · rin−1αin =
( ∏
m<n
αim=α0
t(w¯m−1ν(θ∨))
)
w¯n−1αin , (7.12)
we arrive at (7.7).
Apply this proposition to an element that has two reduced expressions of the form
wˆ = rirjri . . .︸ ︷︷ ︸
mij factors
= rjrirj . . .︸ ︷︷ ︸
mij factors
, (7.13)
for i 6= j ∈ I. Then the relation
R¯αiR¯riαj R¯rirjαi · · · = R¯αj R¯rjαiR¯rjriαj · · · (7.14)
immediately follows. Regarding wΠ for w ∈
◦
W , as a set of fundamental roots in Lemma
7.2 and Proposition 7.3, we have proved the following theorem:
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Theorem 7.4. The map π¯ : Rα 7→ R¯α, tλ 7→ IdM induces a homomorphism from R to
End CM and End O(T˜ h
k).
For λ ∈ M̂−, we set Y¯
λ := π¯(Y λ) = R¯α1R¯α2 · · · R¯αℓ ∈ End O(T˜ h
k). Now we are in
position to prove the main theorem fully stated as follows:
Theorem 7.5. Let κ =
h∨µ
k
and ξ = −
◦
ρµ. Then Yˆ
λ = Y¯ λ ∈ End O
(
(T˜ hk)
◦
W
)
.
By Proposition 7.3, we have already shown
Y¯ λ = t−ΞRˆα1 · · · Rˆαℓtλ′tΞ = t−ΞRˆtλtλ′tΞ, (7.15)
where λ′ = − 1
h∨µ
∑ℓ
n=1 µnα
n = − 1
h∨µ
∑
α∈∆t−λ
µαα. Since Ξ = 0 if we set ξ = −
◦
ρµ, we have
only to show that λ′ = λ.
Due to the formulas (2.17), we have another description of λ′ which can be regarded as
an image of λ by some linear map:
−
∑
α∈∆t−λ
µαα =

∑
α∈
◦
∆+
1
γα
µα(α|λ)α, if A is not of type A
(2)
2l ;
∑
α∈
◦
∆+
1
γα
µα(α|λ)α+
1
4
µα0
∑
α∈(
◦
∆+)l
(α|λ)α, if A is of type A
(2)
2l .
(7.16)
Lemma 7.6. Let L :
◦
h∗ →
◦
h∗ be a linear map defined by L : λ 7→ 1
2
∑
α∈
◦
∆
να(α|λ)α where
να is
◦
W -invariant constant. Then L = a Id◦
h∗
where a ∈ C.
Proof. We see L ∈ End
C[
◦
W ]
(
◦
h∗). Since C[
◦
W ] acts on
◦
h∗ irreducibly, the statement follows
from Schur’s lemma.
By this lemma, we see that −
∑
α∈∆t−λ
µαα = a λ for some a ∈ C. The following proposi-
tion completes the proof of Theorem 7.5.
Proposition 7.7. −
∑
α∈∆t−λ
µαα = h
∨
µ λ.
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Proof. Let L be a linear map defined in the right hand side of (7.16). Owing to Lemma
7.6, we can evaluate the factor a at any element of
◦
h∗. Recall that every root system has
a quasi-minuscule weight ν(θ∨), whose properties we have already investigated.
• A is not of type A(2)2l
L(ν(θ∨)) =
∑
α∈
◦
∆+
1
γα
µα〈α, θ
∨〉α =
∑
α∈
◦
∆+
〈α,θ∨〉6=0
µαα + µθθ = a ν(θ
∨), (7.17)
where we have used Lemma 6.2. By applying (.|θ) in the last equality, we obtain
a =
1
2
∑
α∈
◦
∆+
µα(α|θ) + µθ = (
◦
ρµ|θ) + µα0 . (7.18)
• A is of type A
(2)
2l
In a similar manner, we have
L(ν(θ∨)) =
∑
α∈
◦
∆+
〈α,θ∨〉6=0
µαα +
∑
α∈(
◦
∆+)l
〈α,θ∨〉6=0
1
2
µα0α = a ν(θ
∨), (7.19)
and consequently
a = (
◦
ρµ|θ) +
1
4
µα0(ρl|θ) = (
◦
ρµ|θ) + µα0 , (7.20)
where ρl =
∑
α∈(
◦
∆+)l
α = 2Λl.
In any case, L(ν(θ∨)) = h∨µ ν(θ
∨) and we have −
∑
α∈∆t−λ
µαα = L(λ) = h
∨
µ λ, as
required.
Note that we also showed that∑
α∈
◦
∆
(λ|α)(µ|α) = 2h∨(λ|µ), for λ, µ ∈
◦
h∗, (7.21)
in the nontwisted root systems. See Corollary 8.7 of [16].
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8 Concluding Remarks
We constructed mutually commuting difference operators by means of the root algebras.
Since the operator is represented in a single product of affine R-matrices, we had only to
pursue the image of each R-matrix and therefore suceeded in proving that they act on
the characters of the irreducible representations of the affine Lie algebras. However, the
procedure of the diagonalization has yet to be solved. Prior to this difficult problem, we
may need to show the selfadjointness on the space of the characters with respect to some
inner product, since there is no certainty that they can be diagonalized. In A
(1)
2 case, the
selfadjointness was established in [31] for arbitrary level of positive integer.
Since this operator was originally introduced as a quantum many-body system, the
selfadjointness should be also an important problem in this sense. In the trigonometric case,
we readily see that the Macdonald operators are essentially selfadjoint on the polynomials
of exponential since the operators are diagonalized in terms of the Macdonald polynomials.
In the elliptic case, however, this problem is less investigated. See, for example, [28, 29]
where the two-body system is extensively studied by constructing the explicit eigenvectors,
or [17] where the extensibility to positive selfadjoint operators is shown by introducing a
certain measure on a torus. These systems correspond to negative levels in terms of the
affine Lie algebras and if we treat positive level cases, the measure includes discrete parts.
We hope the construction developed in this paper shed light on these problems.
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A Fundamental Functions and Identities
We define an action of n = (v, λ, u) ∈
◦
h×
◦
h∗ × C on a holomorphic function F on Y by
(nF )(h) := F (t−λ(h)− 2πiv − (u+ πi〈λ, v〉)K). (A.1)
Definition A.1. The Heisenberg group is NZ = {(v, λ, u) ∈
◦
h ×
◦
h∗ × iR|v ∈
◦
Q∨, λ ∈
M,u+ πi〈λ, v〉 ∈ 2πiZ} with multiplication:
(v, λ, u)(v′, λ′, u′) := (v + v′, λ+ λ′, u+ u′ + πi(〈λ′, v〉 − 〈λ, v′〉)). (A.2)
Definition A.2. Fix a nonnegative integer k. A theta function of level k is a holomorphic
function F on the domain Y such that the following two conditions hold:
n(F ) = F for all n ∈ NZ; (A.3)
n(F ) = e−kaF for all n = (0, 0, a) ∈ (0, 0,C). (A.4)
Let T˜ hk denote the vector space over C of the theta functions of level k. It is known
that O := T˜ h0 is the set of holomorphic functions of 〈δ, h〉.
For λ ∈ h∗ such that level(λ) = k > 0, we set
Θλ := e
− |λ|
2
2k
δ
∑
t∈TM
et(λ). (A.5)
It is known that {Θλ| level(λ) = k} is an O-basis of T˜ h
k.
Consider the root system of type A
(1)
1 . Then Π = {α0, α1}; M = Zα1; (α1|α1) = 2. We
have 4 theta functions of level 2 for k ∈ Z/4Z;
Θ2Λ0+kΛ1 = e(2Λ0)
∑
n∈Z
e
(
−
1
2
(2n+
k
2
)2δ + (2n +
k
2
)α1
)
, (A.6)
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where e(λ)(h) := exp(〈λ, h〉) for λ ∈ h∗. We see that level(ρ) = h∨ = 2.
Aρ =
∑
w∈
◦
W
ε(w)Θw(ρ) = Θ2Λ0+ 12α1
−Θ2Λ0− 12α1
= e(ρ−
1
8
δ)
∏
α∈∆+
(1− e(−α)). (A.7)
Motivated by these equations, we define theta functions for λ ∈ h∗ and γ > 0 by
ϑ1(λ; γ) :=
∑
n∈Z
(−1)ne
(
−
1
2
(n+
1
2
)2γδ + (n+
1
2
)λ
)
, (A.8a)
ϑ2(λ; γ) :=
∑
n∈Z
e
(
−
1
2
(n+
1
2
)2γδ + (n+
1
2
)λ
)
, (A.8b)
ϑ3(λ; γ) :=
∑
n∈Z
e
(
−
1
2
n2γδ + nλ
)
, (A.8c)
ϑ0(λ; γ) :=
∑
n∈Z
(−1)ne
(
−
1
2
n2γδ + nλ
)
, (A.8d)
and eta function
η(δ) := e
(
−
1
24
δ
) ∏
n∈Z≥1
(1− e(−nδ)). (A.9)
Then we have by (A.6) and (A.7)
ϑ1(λ; γ) = e
(λ
2
−
1
8
γδ
)
(1− e(−λ))
∏
λ′∈{−λ,0,λ}
n∈Z≥1
(1− e(−λ′ − nγδ)). (A.10)
It is well known that
Aρ = e(h
∨Λ0)f(δ)
∏
α∈
◦
∆+
ϑ1(α; γα), (A.11)
for some function f(δ) which depends only on δ. We symbolically set
ϑ1′(0; γ) := (η(γδ))3. (A.12)
For λ ∈ h∗ and ν ∈ C, we define
σν(λ; γ) :=
ϑ1(λ− νδ; γ)ϑ1′(0; γ)
ϑ1(λ; γ)ϑ1(−νδ; γ)
, ℘0(λ; γ) :=
(
ϑ0(λ; γ)ϑ1′(0; γ)
ϑ1(λ; γ)ϑ0(0; γ)
)2
. (A.13)
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We see that these theta functions are related to the classical Jacobi theta functions
ϑj(z; τ), Weierstrass function ℘(z; 1, τ) and Dedekind eta function η(τ) as
ϑ1(λ; γ)(h) = −iϑ1(〈λ,
◦
h〉; γτ), (A.14)
ϑj(λ; γ)(h) = ϑj(〈λ,
◦
h〉; γτ), (A.15)
℘0(λ; γ)(h) = −
1
4π2
(℘(〈λ,
◦
h〉; 1, γτ)− ℘(γτ/2; 1, γτ)), (A.16)
η(δ)(h) = η(γτ), (A.17)
where we have set h = 2πi(
◦
h− τd+ uK),
◦
h ∈
◦
h and τ, u ∈ C.
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