A weighted sequence is a string in which a set of characters may appear at each position with respective probabilities of occurrence. A common task is to locate a given motif in a weighted sequence in exact, approximate or bounded gap form, with presence probability not less than a given threshold. The motif could be a normal non-weighted string or even a string with don't care symbols. We give an algorithmic framework that is capable of tackling above motif discovery problems. Utilizing the notion of maximal factors, the framework provides an approach for reducing each problem to equivalent problem in non-weighted strings without any time degradation.
Introduction
A weighted biological sequence, called for short a weighted sequence, can be viewed as a compressed version of multiple alignment, in the sense that at each position, a set of characters appear with respective probability, instead of a fixed single character occurring in a normal string. Weighted sequences are apt at summarizing poorly defined short sequences, e.g. transcription factor binding sites, intron/exon junctions, as well as the profiles of protein families and complete chromosome sequences [9] . With this model, one can attempt to locate the biological important motifs, to estimate the binding energy of the proteins, even to infer the evolutionary homology. It thus exhibits theoretical and practical significance to design powerful algorithms on weighted sequences.
A simple but common task, called motif discovery, is to seek whether or not, and where a motif occurs in a weighted sequence. The motifs could be a protein that belongs to a specific protein family, transcription factor binding sites in genomes, or any gene segments that we are interested in. This paper mainly investigates one type of motif discovery problems in weighted sequences. Assuming that a motif (pattern) to be sought is given, we then attempt to find in a weighted sequence (text) all the occurrences of the motif in the form as needed, e.g. exact form, approximate form, or the form with bounded gap. Here we assume the motif to be a non-weighted string as normal, but may extending it to other type such as a pattern with don't cares.
Due to uncertainties of weighted sequences, it turns out that handling weighted sequences is algorithmically challenging even for simple tasks such as exact pattern matching and even harder for more ambitious problems.
The problem of exact pattern matching problem in weighted sequences has been solved using various methods. A weighted suffix tree (WST) was introduced and constructed [10, 11] to suit the needs of searching in weighted sequences. Another solution relied on the match count problem [9] , and presented an O(nlogm)-time algorithm for the same problem [6] .
Approximate string matching is to find the text positions that match a pattern with up to t errors. Many techniques have been introduced to solve the this problem, including the dynamic programming algorithms [18] , Algorithms based on automata [15] , Bit-parallelism technique [3] , etc. However, there have been no solution to the approximate pattern matching problem in weighted sequences, which attracts our interests.
As an extension to the pattern matching problem, gapped pattern matching allows for gaps between the occurrences of the subpatterns in the text. Gapped pattern matching has wide applications in information retrieval, data mining and computational biology. It is particularly useful for finding motifs in a biological sequence, where motifs are represented as gapped patterns from the alphabet of 20 amino acids. For non-weighted sequences, several algorithms for different types of gap constraints have been presented [9, 12] . The problem of weighted version has a solution that runs in O(mn) time [7] , which will be greatly improved in this paper.
Another extension of pattern matching problems occurs when the pattern allows for "don't care" symbols, which has practical applications in DNA sequence analysis. A don't care symbol matches with any character in the given alphabet, denoted by * . For instance, the string A * CT matches another string AG * T. The problem of pattern matching with don't cares has been studied with different methods. Relying on the convolution procedure, Fischer and Paterson [8] developed an O(nlogm) algorithm for finding the occurrences of a pattern of length m in a text of length n over a bounded alphabet. This algorithm was generalized using a divide-and-conquer technique, to obtain an O(n √ nm) solution [1] .
However, the problem of weighted version has not tackled yet.
As scientists pay more attention to the pieces with high probabilities in DNA sequences, we fix a constant threshold, denoted by 1/k in the context, for the presence probability of the pattern.
The paper is organized as follows. Section 2 we give the necessary preliminaries used. Then we introduce the notion of maximal factors of weighted sequences and present the algorithms for finding all the maximal factors in Section 3. Section 4 provides a general algorithmic framework for solving weighted matching problems. Using this general framework, we answer in Section 5 varieties of weighted matching problems. Finally, we draw conclusions in Section 6.
, is a sequence of n sets X[i] for 1 ≤ i ≤ n, such that:
, where π i (σ j ) is the nonnegative weight of σ j at position i, representing the probability of having character σ j at position i of X.
Let X be a weighted sequence of length n, σ be a character in Σ. We say that σ occurs at position i of X if and only if
occurs at position i of X if and only if position i + j − 1 is an occurrence of the character f [j] in X, for all 1 ≤ j ≤ m. Then, f is said to be a factor of X, and i is an occurrence of f in X. The probability of the presence of f at position i of X is called the weight of f at i, written as π i (f ), which can be obtained by using different weight measures. We exploit the one in common use, called the cumulative weight, defined as the product of the weight of the character at every position of f :
be a factor of a weighted sequence X that occurs at position i, k is real and k ≥ 1. We say that f is a real factor of X if and only if the weight (probability) of f at i, π i (f ), is at least
For instance, consider the following weighted sequence and set 1/k = 0.3:
Then GCA is a real factor of X that occurs at position 2 since π 2 (GCA)=1× 0.8 × 0.7 = 0.56 > 0.3. AGT is not a real factor of X at position 1 since
Then the weighted matching problem discussed in this paper can be formally stated as follows:
Let the text be a weighted sequence X[1, n], the pattern be a nonweighted string y [1, m], k be a real number such that k ≥ 1. Weighted matching problem is to find all positions of X at which there exists a match (exact or approximate) of y that has the probability of appearance larger than or equal to the threshold 1/k.
We preprocess the weighted sequence in the following way. Given any k ≥ 1, we classify all the positions i, 1 ≤ i ≤ n, of a weighted sequence X into the following four categories:
-solid positions: Only one character occurs at position i that its presence probability exactly equals to 1. -leading positions: Only one of the possible characters at position i has probability of appearance at least 1/k threshold, and below 1. -branching positions: More than one character appears at position i with probability at least 1/k. -void positions: Every character that possibly occurs at position i has probability of appearance less than 1/k.
For example, assume 1/k = 0.3, the sequence (1) has only one solid position, 2, and one leading position, 3. There are two branching positions, 1 and 4, at which at least two characters are eligible to compose a real factor of X. Position 5 is a void position at which none of the four characters has probability greater than 0.3.
The above criteria for labelling positions indicates the following facts:
there are no branching positions in a weighted sequence.
The evidence for this fact is straightforward. If k < 2, then the cut-off probability 1 k > 0.5. There are no such positions in a weighted sequence at which more than one character has probability higher than 0.5. 
if i is a leading position and . Now that the positions of a given weighted sequence X are sorted in light of the value of k, there exists only one such T (X) for a certain k, either in the case of k < 2, or of k ≥ 2.
In this section, we introduce a new concept, maximal factors of weighted sequences which can be defined as below.
Definition 4. Given a weighted sequence X[1, n] over Σ and a real number k ≥ 1, a maximal factor of X is a factor f [1, h] that occurs at position i of X, such that:
Simply speaking, a maximal factor is the longest possible real factor of X. Consider the above example (1). GCA, is a maximal factor of X that occurs at position 2, since π 2 (GCA)> 0.3, but extending one character to either direction simply generates factors with probability below the threshold.
We first ignore the pattern y for the moment, and preprocess T (X), a weighted sequence without leading positions, to find all the maximal factors. Given a weighted sequence X of length n, the algorithm for computing all the maximal factors of T (X) trivially consists of two steps: first convert X into T (X), then find all the maximal factors of T (X). We handle two cases due to possible value of k, in the following subsections separately.
Algorithm for k < 2
By Fact 1, the positions of X are composed of solid positions, leading positions and void positions. Without branching positions, T (X) is actually a normal nonweighted string of length n over Σ ∪ { }. In order to turn X into T (X), all we need to do is to check every position of X if there occurs the only one eligible character.
Then searching all the maximal factors of T (X) is explicit. Any substring of T (X) that starts at position 1 or ends to n then extends to , or contains no 's and bounded by 's on both sides, is a qualified maximal factor. Evidently, The searching process runs in O(n) time. Converting X into T (X) also costs linear time. Thus all the maximal factors of T (X) can be found in O(n) time, and the total length of these factors is linear to n. Definition 6. Given a weighted sequence X and k, a non-void position i of X is called an end point, if i obeys either of the following rules:
(i). i = n; (ii). i < n and i + 1 is not a solid position.
Fact 3 A maximal factor of T (X) occurs at a start point and stops at an end point.
This fact is easily established. First of all, a maximal factor cannot starts at or ends to a void position. Assume that a maximal factor f of T (X) occurs at a non-void position i. If i − 1 (i > 1) is solid, then f could be extended one character to the left for a longer factor without any loss of probability, violating the maximality of f ; an alternative possibility is i = 1. The end point of f can be similarly reasoned.
The fact suggests a direct algorithm for finding all the maximal factors of T (X) when k ≥ 2, shown as Algorithm 1. It is easily observed that the size of the output accounts for the running time of the algorithm. Precisely, the time consumption is linear to the total length of all the maximal factors. In the next subsection we will exhibit some properties of the maximal factors of T (X) in this case, and prove the total length of all the maximal factors to be O(n).
Analysis for The Maximal Factors When k ≥ 2
Recall that for a given k ≥ 2, the positions of T (X) are composed of solid positions, void positions and branching positions. As an eligible character occurs at a branching position with probability at least 1/k, we claim: Proposition 1. For a given k, there are at most k eligible characters that occur at a branching position of T (X).
Definition 7.
Let f [1, h] be a maximal factor of a weighted sequence T (X) that occurs at position j, for a given k. We say that f passes by position i of
Proposition 2. For a given k, a maximal factor of T (X) passes by at most O(k log(k)) branching positions.
Proof. Assume that the number of branching positions passed by a maximal factor f is l b . Recall Fact 2, each eligible character occurs at a branching position with probability at most 1 − 1 k . As there is no leading and void positions within f , we follow that:
, we get:
Proposition 3. For a given k, there are at most k maximal factors that occur at each start point of T (X).
Proof. As we mentioned earlier, solid positions neither contribute a decreasing cumulative probability to a factor, nor split a factor. The number of maximal factors at each start point simply depends on the branching positions to be examined. Therefore, W.L.O.G, we discard solid positions and treat all positions as branching positions.
Let P = { . . , σ l be the eligible characters at position i, with respective probability π 1 , . . . , π l . Notice that l t=1 π t ≤ 1. Denote N U M kj (i) to be the number of f kj (i)'s, and denote N U M kj (i, σ t ) to be the number of f kj (i)'s such that every f kj (i) [ 
For any weight for some 1 ≤ j < r: no factor occurs at i with probability between Lemma 1. Given a real k, the total length of all the maximal factors of T (X) is at most O(nk 2 log(k)).
Proof. A maximal factor of length l says that it passes l positions of T (X). Therefore, The total length of all the maximal factors of T (X) is exactly the sum of the number of maximal factors passing every position of T (X). By Proposition 4, this value at most equals to O(nk 2 log(k))
Recall that converting X to T (X) takes linear time, and the running time of computing all the maximal factors of T (X) is proportional to the size of the output, as demonstrated by Algorithm 1. Thus we conclude: Corollary 1. Given a real k ≥ 2 and a weighted sequence X, all the maximal factors of T (X) can be found in linear time.
