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ALCOVE PATHS AND GELFAND-TSETLIN PATTERNS
HIDEYA WATANABE AND KEITA YAMAMURA
Abstract. In their study of the equivariant K-theory of the generalized flag varieties
G/P , where G is a complex semisimple Lie group, and P is a parabolic subgroup of G,
Lenart and Postnikov introduced a combinatorial tool, called the alcove paths model. It
provides a model for the highest weight crystals with dominant integral highest weights,
generalizing the model by semistandard Young tableaux. In this paper, we prove a simple
and explicit formula describing the crystal isomorphism between the alcove paths model
and the Gelfand-Tsetlin patterns model for type A.
1. Introduction
Lenart and Postnikov provided a Chevalley-type formula for the equivariant K-theory
of generalized flag varieties G/P , where G is a complex semisimple Lie group, and P is a
parabolic subgroup of G ([LP07]). Their formula is based on a combinatorial model for
the highest weight crystals, called the alcove paths model, which was also introduced by
them. To be more specific, let λ be a dominant integral weight, and A◦ the fundamental
alcove. Then, Lenart-Postnikov’s Chevalley-type formula tells us that the product of a
Schubert class and the class of the line bundle Lλ corresponding to −λ in the equivariant
K-theory of G/P is determined by counting the number of certain subsequences (called
the admissible subsets) of a fixed sequence of adjacent alcoves (called a reduced alcove
path) from A◦ to A◦ − λ.
Their formula has applications in the representation theory of G, or its Lie algebra
g. For each dominant integral weight λ, there exists a unique irreducible highest weight
module V (λ) with highest weight λ. The characters sλ :=
∑
µ(dimV (λ)µ)e
µ, where the
sum runs over the integral weights µ, and eµ is the standard basis of the group algebra of
the integral weight lattice, play important roles in the representation theory of g. Each
admissible subset J is assigned an integral weight wt(J), called its weight. Then, Lenart
and Postnikov proved the following character formula:
sλ =
∑
J
ewt(J),
where the sum runs over the admissible subsets. Since this formula is cancellation-free,
the set of admissible subsets (resp., admissible subsets of weight µ) is in one-to-one cor-
respondence with any basis of V (λ) (resp., V (λ)µ).
The irreducible highest weight module V (λ) has a distinguished basis B(λ); Lusztig’s
canonical basis ([Lu90]), or Kashiwara’s global crystal basis ([K91]). In fact, the canonical
basis, or global crystal basis is a basis of the irreducible highest weight module Vq(λ) with
highest weight λ over the quantum group Uq(g). Taking the limit q → 0, we obtain the
crystal basis B(λ). Although B(λ) is no longer a basis of Vq(λ) nor V (λ), it parametrizes
the basis elements of V (λ). Moreover, each element b ∈ B(λ) is assigned an integral weight
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wt(b), and we have sλ =
∑
b∈B(λ) e
wt(b). Hence, there should exist a natural bijection
between the set of admissible subsets and B(λ) which preserves the weights.
As we have mentioned above, the crystal basis B(λ) is the limit at q → 0 of B(λ), which
is a genuine basis of Vq(λ). Hence, for each x ∈ B(λ), the products Eix, Fix ∈ Vq(λ) make
sense, where Ei, Fi, i ∈ I are Chevalley generators of Uq(g). Kashiwara [K90] defined
operators E˜i, F˜i : B(λ) → B(λ) ⊔ {0} which are, roughly speaking, the limits of the
actions of Ei, Fi at q → 0. These maps equip the crystal basis B(λ) with a combinatorial
structure, called a crystal structure.
In [LP08], Lenart and Postnikov defined operators E˜i, F˜i on the set of admissible sub-
sets, and proved that these operators together with the map wt gives rise to a structure
of crystal isomorphic to B(λ). One feature of the crystal structure of B(λ) is the existence
of the highest weight vector. Namely, there exists a special element bλ ∈ B(λ) such that
B(λ) = {F˜i1 · · · F˜il(bλ) | l ∈ Z≥0, i1, . . . , il ∈ I} \ {0}.
Hence, there exists a special admissible subset Jλ such that the map F˜i1 · · · F˜il(Jλ) 7→
F˜i1 · · · F˜il(bλ) gives a weight preserving bijection between the set of admissible subsets
and the crystal basis B(λ). In fact, it is an isomorphism of crystals.
Now, let us consider the case when G = SLn. It is well-known that the crystal basis
B(λ) is modeled by the set SST(λ) of semistandard Young tableaux of shape λ filled with
letters in {1, . . . , n}. Namely, SST(λ) is equipped with a crystal structure in a way such
that it is isomorphic to B(λ). Combining the discussion above, we obtain an isomorphism
of crystals between the set of admissible subsets and SST(λ). Then, it is natural to ask
for an explicit description of this isomorphism.
The goal of this paper is to provide a simple and explicit formula describing such an
isomorphism. In fact, our formula gives an isomorphism between the set of admissible
subsets and the set of Gelfand-Tsetlin patterns of shape λ, the latter of which is in a
natural one-to-one correspondence with SST(λ).
The crucial point in our strategy is to extend the fixed reduced alcove path. Recall that
in the alcove paths model, one has to fix a reduced alcove path from A◦ to A◦ − λ, and
consider its admissible subsets. In this paper, we fix a reduced alcove path Π = (A◦ =
A0, A1, . . . , Au = w◦A◦ − λ) from A◦ to w◦A◦ − λ, where w◦ denotes the longest element
of the Weyl group of G. After modifying the definition of admissible subsets, we prove
that the set of admissible subsets of Π is equipped with a crystal structure isomorphic to
B(λ).
When G = SLn, to each admissible subset J of Π, we can associate a tuple N(J) =
(Ni,j(J))1≤i<j≤n of nonnegative integers. Here, we omit the precise definition of N(J); see
Subsection 4.2 instead. Then, our main result in this paper is the following:
Theorem. Let G = SLn, λ be a dominant integral weight, Π a reduced alcove path from
A◦ to w◦A◦−λ. Let (λ1, . . . , λn) be the partition corresponding to λ. Then, the assignment
J 7→ (λi − Ni,j(J))1≤i≤j≤n, where Ni,i(J) := 0, gives rise to an isomorphism of crystals
from the set of admissible subsets and the set of Gelfand-Tsetlin patterns of shape λ.
This paper is organized as follows. In Section 2, we prepare basic notions concerning
crystals. Especially, we recall the string data of Gelfand-Tsetlin patterns. Section 3 is
devoted to reviewing Lenart-Postnikov’s alcove paths model. In Section 4, we introduce
the extended alcove paths model, and prove the main theorem by comparing the string
data of the admissible subsets with those of the Gelfand-Tsetlin patterns.
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2. Crystals
In this section, we recall basic notions of (abstract) crystals, especially the highest
weight crystals, string data, and the Gelfand-Tsetlin patterns. For details, see e.g., [BS17].
We also refer the readers to [BB05] or [H90] for basic knowledge about Coxeter groups.
2.1. Finite root systems. Let Φ be a finite root system in a Euclidean space (E, (·, ·)),
∆ = {αi | i ∈ I} a fundamental system, Φ
+ the set of positive roots. For α ∈ Φ, we
denote its coroot by α∨ := 2
(α,α)
α. For α ∈ Φ, we denote by sα the reflection with respect
to α, i.e.,
sα(v) := v − (v, α
∨)α.
Let
Λ := {v ∈ E | (v, α∨) ∈ Z for all α ∈ Φ}
be the weight lattice, and
Λ+ := {v ∈ Λ | (v, α∨) ≥ 0 for all α ∈ Φ}
the set of dominant integral weights.
For α ∈ Φ and k ∈ Z, consider the hyperplane
Hα,k := {v ∈ E | (v, α
∨) = k},
and the affine reflection
sα,k : E → E; v 7→ v − ((v, α
∨)− k)α = sα(v) + kα.
For each λ ∈ Λ, let tλ : E → E; v 7→ v + λ denote the translation by λ. Then, from the
definition of sα,k, we see that sα,k = tkαsα.
Let W (resp., Waff) be the subgroup of the affine transformation group of E generated
by {sα := sα,0 | α ∈ Φ
+} (resp., {sα,k | α ∈ Φ
+, k ∈ Z}). It is the Weyl group (resp.,
affine Weyl group) associated to the coroot system Φ∨ := {α∨ | α ∈ Φ}. It is well-known
thatW (resp., Waff) is generated by S := {si := sαi | i ∈ I} (resp., Saff := S⊔{s0 := sθ,1},
where θ is such that θ∨ is the highest coroot). Moreover, (W,S) (resp., (Waff , Saff)) forms
a Coxeter system.
Example 2.1.1. Let E = {
∑n
i=1 xiǫi ∈ R
n |
∑n
i=1 xi = 0}, where {ǫ1, . . . , ǫn} is the
standard basis of Rn. Then, Φ := {ǫi − ǫj | 1 ≤ i 6= j ≤ n} forms the root system of
type An−1 with simple roots ∆ := {αi := ǫi − ǫi+1 | 1 ≤ i ≤ n − 1} and positive roots
Φ+ := {ǫi−ǫj | 1 ≤ i < j ≤ n}. The Weyl groupW is isomorphic to the symmetric group
Sn; the reflection sǫi−ǫj corresponds to the transposition (i, j). Each λ ∈ Λ
+ is identified
with a partition λ = (λ1, . . . , λn) by
λi − λi+1 = (λ, αi), λn = 0.
Lemma 2.1.2. Let α, β ∈ Φ, k, l ∈ Z. Then,
sβ,l(Hα,k) = Hsβ(α),k−l(β,α∨).
Proof. Let v ∈ Hα,k. Then, we have
(sβ,l(v), sβ(α)
∨) = (sβ(v) + lβ, sβ(α
∨)) = (v, α∨)− l(β, α∨) = k − l(β, α∨).
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This implies that sβ,l(Hα,k) ⊂ Hsβ(α),k−l(β,α∨). Replacing (α, k) by (sβ(α), k − l(β, α
∨)),
we obtain
sβ,l(Hsβ(α),k−l(β,α∨)) ⊂ Hα,k−l(β,α∨)−l(β,sβ(α∨)) = Hα,k.
Hence, we conclude that sβ,l(Hα,k) = Hsβ(α),k−l(β,α∨). 
Let w◦ ∈ W denote the longest element. Set N := ℓ(w◦) = |Φ
+|.
Definition 2.1.3. A reduced word (for w◦) is an N -tuple i = (i1, . . . , iN ) ∈ I
N such that
w◦ = si1 · · · siN .
Definition 2.1.4. A reflection order is a total order ≤ on Φ+ satisfying the following: If
α, β, γ ∈ Φ+ is such that α < β and α + β = γ, then we have α < γ < β.
To a reduced word i = (i1, . . . , iN), we associate a sequence (β1, . . . , βN) of positive
roots by
β1 := αi1, βi := si1 · · · sii−1(αi) for 2 ≤ i ≤ N.
It is well-known that {β1, . . . , βN} = Φ
+, and the total order <i on Φ
+ given by β1 <i
· · · <i βN is a reflection order. Moreover, this assignment gives a bijection between the
set of reduced words and the set of reflection orders.
Example 2.1.5. Consider the case when our root system is of type A2. There are only
two reduced words
i1 := (1, 2, 1), and i2 := (2, 1, 2),
and only two reflection orders
ǫ1 − ǫ2 <i1 ǫ1 − ǫ3 <i1 ǫ2 − ǫ3, and ǫ2 − ǫ3 <i2 ǫ1 − ǫ3 <i2 ǫ1 − ǫ2.
Remark 2.1.6. Let i = (i1, . . . , iN) be a reduced word. Since the Weyl group for the
root system Φ is the same as that for Φ∨, the word i is also a reduced word for Φ. Hence,
the total order ≤∨
i
on (Φ∨)+ := {α∨ | α ∈ Φ+}, defined by the same way as the reflection
order ≤i on Φ
+, is a reflection order. Note that we have α∨ ≤∨
i
β∨ if and only if α ≤i β.
Then, for each α, β, γ ∈ Φ+ such that α <i β and γ
∨ = α∨ + β∨, we have α <i β <i γ.
2.2. Crystals.
Definition 2.2.1. A crystal is a set B equipped with maps wt : B → Λ, E˜i, F˜i : B →
B ⊔ {0} (0 is a formal symbol), i ∈ I satisfying the following:
(1) For each b, b′ ∈ B and i ∈ I, we have F˜i(b) = b
′ if and only if b = E˜i(b
′).
(2) For each b, b′ ∈ B and i ∈ I, if F˜i(b) = b
′, then wt(b′) = wt(b)− αi.
(3) For each b ∈ B and i ∈ I, we have ϕi(b) = εi(b) + (wt(b), α
∨
i ), where
ϕi(b) := max{k ≥ 0 | F˜
k
i (b) 6= 0}, εi(b) := max{k ≥ 0 | E˜
k
i (b) 6= 0}.
Definition 2.2.2. Let B1, B2 be crystals. A morphism ψ : B1 → B2 of crystals is a map
ψ : B1 ⊔ {0} → B2 ⊔ {0} satisfying the following:
(1) For each b ∈ B1 and i ∈ I, if ψ(b) ∈ B2, then we have wt(ψ(b)) = wt(b), ϕi(ψ(b)) =
ϕi(b), and εi(ψ(b)) = εi(b).
(2) ψ(0) = 0.
(3) For each b ∈ B1 and i ∈ I, we have F˜i(ψ(b)) = ψ(F˜i(b)) and E˜i(ψ(b)) = ψ(E˜i(b)).
A morphism ψ is said to be an isomorphism if it is a bijection and if ψ−1 is a morphism
of crystals.
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In some literature, what we just defined are called seminormal crystals or semiregular
crystals, and strict morphisms of crystals.
To a crystal B, we associate a colored directed graph as follows. The vertex set is B.
For b, b′ ∈ B, we put an arrow colored by i ∈ I from b to b′ if b′ = F˜i(b). This graph is
called the crystal graph of B.
The notion of crystals originates in the representation theory of complex semisimple
Lie algebras (or, associated quantum groups). Given a finite-dimensional representation
of the complex semisimple Lie algebra whose root system is isomorphic to our root system
Φ, one can obtain a crystal by extracting some information about its module structure. In
particular, for each λ ∈ Λ+, there exists a unique crystal B(λ) coming from the irreducible
highest weight module V (λ) with highest weight λ. One feature of B(λ) is the existence
of the highest weight vector bλ ∈ B(λ); it satisfies wt(bλ) = λ, and
B(λ) = {F˜i1 · · · F˜il(bλ) | l ≥ 0, i1, . . . , il ∈ I} \ {0}.
Example 2.2.3. Suppose that our root system is of type A2, and λ = (2, 1, 0). Then,
the crystal graph of B(λ) is as follows:
•
1
yyrrr
rr
r 2
%%▲▲
▲▲
▲▲
•
2 
•
1
•
2 
•
1
•
1 %%▲
▲▲
▲▲
▲ •
2yyrr
rr
rr
•
Let B be a crystal. For each b ∈ B and i ∈ I, set
E˜maxi (b) := E˜
εi(b)
i (b).
Definition 2.2.4. Let B be a crystal, i = (i1, . . . , iN) ∈ I
N a reduced word. The i-string
datum string
i
(b) of b ∈ B is an N -tuple of nonnegative integers given by
string
i
(b) := (εi1(b), εi2(E˜
max
i1
(b)), . . . , εiN (E˜
max
iN−1
· · · E˜maxi1 (b))).
When B ≃ B(λ), it is clear that the map B → ZN≥0; b 7→ stringi(b) is injective.
Lemma 2.2.5. Let B1, B2 be crystals isomorphic to B(λ), i a reduced word. Suppose that
there exists a bijection ψ : B1 → B2 such that stringi(ψ(b)) = stringi(b) for all b ∈ B1.
Then, ψ is an isomorphism of crystals.
Proof. Without loss of generality, we may assume that B1 = B2 = B(λ). Then, the
injectivity of stringi : B(λ)→ Z
N
≥0 implies that ψ(b) = b for all b ∈ B(λ). Hence, ψ is the
identity map on B(λ), which is an isomorphism of crystals. This completes the proof. 
2.3. Gelfand-Tsetlin patterns. In this subsection, assume that our root system is of
type An−1. In particular, we identify the dominant integral weight λ with the partition
(λ1, . . . , λn) as in Example 2.1.1.
Definition 2.3.1. A Gelfand-Tsetlin pattern of shape λ is a tuple a = (ai,j)1≤i≤j≤n of
nonnegative integers satisfying the following:
• ai,i = λi for all i = 1, . . . , n.
• ai+1,j ≤ ai,j ≤ ai,j−1 for all 1 ≤ i < j ≤ n.
Let GT(λ) denote the set of Gelfand-Tsetlin patterns of shape λ.
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GT(λ) is in a natural bijection with the set SST(λ) of semistandard Young tableaux
of shape λ filled with {1, . . . , n}. The bijection is given as follows. Let T ∈ SST(λ).
We denote by T (i, j) the entry of the box in the i-th row and the j-th column. Then,
the corresponding Gelfand-Tsetlin pattern a = (ai,j)1≤i≤j≤n is given as follows; for each
j = 1, . . . , n, the tuple (a1,j , a2,j+1, . . . , an−j+1,n) is the partition representing the shape of
the tableau obtained from T by deleting the boxes whose entries are greater than n−j+1.
Via this bijection, GT(λ) is equipped with a crystal structure isomorphic to B(λ).
Example 2.3.2. Suppose that n = 3, and λ = (2, 1, 0). The following are the crystal
graphs of SST(λ) and GT(λ):
1 1
2
1
{{✇✇
✇✇
✇✇ 2
##●
●●
●●
●
1 2
2
2 
1 1
3
1
1 3
2
2 
1 2
3
1
1 3
3
1 ##●
●●
●●
●
2 2
3
2{{✇✇
✇✇
✇✇
2 3
3

2 1 02 1
2


1
yysss
ss
s 2
%%❑❑
❑❑
❑❑

2 1 02 1
1


2 

2 1 02 0
2


1
2 1 01 1
1


2 

2 1 02 0
1


1
2 1 01 0
1


1 %%❑
❑❑
❑❑
❑

2 1 02 0
0


2yyss
ss
ss

2 1 01 0
0


here, we display (ai,j)1≤i≤j≤3 ∈ GT(λ) as
a11 a22 a33a12 a23
a13
.
Let us consider the following N -tuple:
iA := (1, 2, 1, 3, 2, 1, . . . , n− 1, n− 2, . . . , 1) ∈ I
N .
As is well-known, this is a reduced word. Let us write Φ+ = {γ1 <iA · · · <iA γN}. Also,
for each 1 ≤ i < j ≤ n and 1 ≤ k < l ≤ n, we write (i, j) <iA (k, l) if ǫi − ǫj <iA ǫk − ǫl.
Explicitly, we have (i, j) <iA (k, l) if and only if either (1) j < l or (2) j = l and i < k.
For example, we have
(1, 2) <iA (1, 3) <iA (2, 3) <iA (1, 4) <iA (2, 4) <iA (3, 4) <iA (1, 5) <iA · · · .
In the sequel, we consider the iA-string datum of various crystals. Let B be a crystal,
b ∈ B. Let us write stringiA(b) = (d1, . . . , dN). It is convenient to write stringiA(b) =
(di,j)1≤i<j≤n, where di,j = dk if γk = ǫi − ǫj .
One of the crucial property of GT(λ) is the following.
Proposition 2.3.3. Let a = (ai,j)1≤i≤j≤n ∈ GT(λ). Then, the iA-string datum of a is
given by stringiA(a) = (di,j(a))1≤i<j≤n, where
di,j(a) =
j−i∑
m=1
(am,n−j+m − am,n−j+m+1).
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3. Alcove paths model
In this section, we review basic results from [LP07], [LP08], [L07] concerning the alcove
paths model.
3.1. Alcove paths and admissible subsets.
Definition 3.1.1. An alcove is a connected component of E\
⋃
α,kHα,k. The fundamental
alcove A◦ is the alcove defined by
A◦ = {v ∈ E | 0 < (v, α
∨) < 1 for all α ∈ Φ+}.
Two alcoves A,B are said to be adjacent if A 6= B and if their closures have a common
facet (face of codimension 1). Such a common facet F is unique. In general, if F is a
facet of an alcove, then there exist unique β ∈ Φ+ and l ∈ Z such that F ⊂ Hβ,l. In this
case, we set sF := sβ,l.
Definition 3.1.2. An alcove path is a sequence Π := (A0, A1, . . . , As) of alcoves such
that Ai−1 and Ai are adjacent for all i = 1, . . . , s. An alcove path is said to be reduced
if it has minimal length among all alcove paths from A0 to As. The sequence of positive
roots associated to Π is Γ(Π) = (β1, . . . , βs), where βi is the positive root such that the
common facet Fi of Ai−1 and Ai lies in Hβi,li for some li ∈ Z.
Lemma 3.1.3 ([LP07, Lemma 5.3]). Let v ∈ Waff . Then, there exists a one-to-one
correspondence between the set of reduced expressions of v and the set of reduced alcove
paths from A◦ to vA◦.
From now on, we fix λ ∈ Λ+. Let AP(λ) denote the set of reduced alcove paths from
A◦ to A◦−λ. Let Π = (A0, . . . , As) ∈ AP(λ) with Γ(Π) = (β1, . . . , βs). Then, it is known
that
li = −♯{j < i | βj = βi}.
The sequence of positive roots Γ(Π) associated to some Π ∈ AP(λ) is characterized by
certain interlacing conditions:
Proposition 3.1.4 ([LP08, Proposition 4.4]). Let β1, . . . , βs ∈ Φ
+. Then, there exists
Π ∈ AP(λ) such that Γ(Π) = (β1, . . . , βs) if and only if the following two conditions are
satisfied:
• For each β ∈ Φ+, we have ♯{i | βi = β} = (λ, β
∨),
• For each α, β, γ ∈ Φ+ such that γ∨ = α∨+β∨, consider the subsequence (βi1 , . . . , βik)
of (β1, . . . , βs) consisting of α, β, γ. Then, βim ∈ {α, β} if m is odd, while βim = γ
if m is even.
Remark 3.1.5. In the second condition, we have k = (λ, α∨)+(λ, β∨)+(λ, γ∨) = 2(λ, γ∨).
In particular, βik = γ.
Definition 3.1.6. Let Π ∈ AP(λ) with Γ(Π) = (β1, . . . , βs). An admissible subset
associated to Π is a subset J = {j1 < · · · < jt} of {1, . . . , s} such that there exists a
saturated chain
e→ sβj1 → sβj1sβj2 → · · · → sβj1sβj2 · · · sβjt
in the Bruhat graph of W , i.e., for each k ∈ {1, . . . , t}, we have ℓ(sβj1 · · · sβjk ) = k.
We understand that the empty set is an admissible subset. Let A(Π) denote the set of
admissible subsets associated to Π.
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Let Π = (A0, . . . , As) ∈ AP(λ), J = {j1 < · · · < jt} ∈ A(Π). For 1 ≤ k < l ≤ t, set
wk,l(J) := sFjksFjk+1 · · · sFjl ∈ Waff , wk,l(J) := sβjksβjk+1 · · · sβjl ∈ W.
When (k, l) = (1, t), we abbreviate w1,t(J) and w1,t(J) as w(J) and w(J), respectively.
The following is immediate from the definition of admissible subsets.
Lemma 3.1.7. Let Π ∈ AP(λ) with Γ(Π) = (β1, . . . , βs). Let J = {j1 < · · · < jt} ∈
A(Π). Then, for each k ∈ {1, . . . , t}, either βjk or w1,k−1(βjk) is a simple root.
3.2. Galleries. For our purposes, it is convenient to rewrite the admissible subsets in
terms of galleries, which we recall now.
Definition 3.2.1. A gallery is a sequence γ = (A0, F1, A1, F2, A2, . . . , Fs, As, µ) satisfying
the following:
• A0, A1, . . . , As are alcoves.
• Fi is a common facet of Ai−1 and Ai.
• µ ∈ Λ is a vertex of (the closure of) As.
Given a gallery γ, set
J(γ) := {i | Ai−1 = Ai}.
Example 3.2.2. Let Π = (A0, . . . , As) be an alcove path. Let Fi denote the unique
common facet of Ai−1 and Ai. Then, for each vertex µ ∈ Λ of As, the sequence γ(Π;µ) :=
(A0, F1, A1, . . . , Fs, As, µ) is a gallery. In this case, we have J(γ(Π;µ)) = ∅.
Definition 3.2.3. Let γ = (A0, F1, A1, . . . , Fs, As, µ) be a gallery, and j ∈ {1, . . . , s}.
(1) Let φj(γ) = (A
′
0, F
′
1, A
′
1, . . . , F
′
s, A
′
s, µ
′) be the gallery defined by
(a) A′i :=
{
Ai if 0 ≤ i < j,
sFj(Ai) if j ≤ i ≤ s.
(b) F ′i :=
{
Fi if 1 ≤ i < j,
sFj (Fi) if j ≤ i ≤ s.
(c) µ′ := sFj(µ
′).
(2) For a subset J = {j1 < · · · < jt} ⊂ {1, . . . , s}, set
φJ(γ) := φj1 · · ·φjt(γ).
For each alcove path Π = (A0, A1, . . . , As) and a vertex µ of As, let G(Π;µ) denote
the set of galleries of the form φJ(γ(Π;µ)), J ⊂ {1, . . . , s}. Given an admissible subset
J ∈ A(Π), set
γ(J) = γ(J ; Π) :=
{
γ(Π;−λ) if J = ∅,
φJ(γ(Π;−λ)) if J 6= ∅.
Since J(γ(J)) = J , the assignment A(Π)→ G(Π;−λ); J 7→ γ(J) is injective.
3.3. Crystal structure. Throughout this subsection, we fix an alcove path Π = (A0, A1, . . . , As)
and a vertex µ of As. We identify φJ(γ(Π;µ)) ∈ G(Π;µ) with J ⊂ {1, . . . , s}. Now,
we define maps wt : G(Π;µ) → Λ and E˜p, F˜p : G(Π;µ) → G(Π;µ) ⊔ {0} (here, 0
is a formal symbol) for each p ∈ I. Let J ∈ G(Π;µ) and p ∈ I. Let us write
φJ(γ(Π;µ)) = (A
J
0 , F
J
1 , A
J
1 , . . . , F
J
s , A
J
s , µ
J). First, we define wt : G(Π;µ)→ Λ by
wt(J) := −µJ .
Let βJi ∈ Φ
+ and lJi ∈ Z be such that F
J
i ⊂ HβJi ,lJi . Set
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• I(J, p) := {i ∈ {1, . . . , s} | βJi = αp}.
• L(J, p) := {lJi }i∈I(J,p) ⊔ {(µ
J , α∨p )}.
• M(J, p) := minL(J, p).
We define F˜p(J) ∈ G(Π;µ) ⊔ {0} by
F˜p(J) :=

0 if M(J, p) ≥ 0,
(J \ {mF}) ∪ {kF} if M(J, p) < 0 and {i ∈ I(J, p) | l
J
i = M(J, p)} 6= ∅,
J ⊔ {k′} if M(J, p) < 0 and {i ∈ I(J, p) | lJi = M(J, p)} = ∅,
where
mF := min{i ∈ I(J, p) | l
J
i = M(J, p)},
kF := max(I(J, p) ∩ {1, . . . , mF − 1}),
k′ := max I(J, p).
Also, we define E˜p(J) ∈ G(Π;µ) ⊔ {0} by
E˜p(J) :=

0 if M(J, p) = (µJ , α∨p ),
(J \ {kE}) ∪ {mE} if M(J, p) < (µ
J , α∨p ) and kE 6= k
′,
J \ {k′} if M(J, p) < (µJ , α∨p ) and kE = k
′,
where
kE := max{i ∈ I(J, p) | l
J
i = M(J, p)},
mE := min(I(J, p) ∩ {kE + 1, . . . , s}).
Note that by definition, it always holds that M(J, p) ≤ (µJ , α∨p ).
Remark 3.3.1. When Π ∈ AP(λ), J ∈ A(Π), and µ = −λ, the maps wt, E˜p, F˜p just
defined above are the same as those defined in [L07, Section 3.7] (note that our lJi and
M(J, p) are the negative of those in [L07]).
Theorem 3.3.2 ([L07, Corollary 4.9]). Let λ ∈ Λ+, and Π ∈ AP(λ). Then A(Π),
regarded as a subset of G(Π;−λ), is closed under E˜p, F˜p, p ∈ I. Namely, for each J ∈
A(Π), we have E˜p(J), F˜p(J) ∈ A(Π) ⊔ {0}. Moreover, A(Π) equipped with the maps
wt, E˜p, F˜p, p ∈ I is a crystal isomorphic to B(λ) in a way such that ∅ ∈ A(Π) corresponds
to bλ ∈ B(λ).
Here, we collect basic properties of the crystal structure of A(Π) which are needed for
later argument; see [L07] and [LP08] for details.
Proposition 3.3.3. Let Π = (A0, . . . , As) ∈ AP(λ), J = {j1 < · · · < jt} ∈ A(Π), p ∈ I.
Then, the following hold:
(1) wt(J) = −w(J)(−λ).
(2) M(J, p) ≤ 0.
(3) M(J, p) = min({lJi | i ∈ I˜(J, p)} ∪ {(−wt(J), α
∨
p )}), where I˜(J, p) := I(J, p) ∩ J .
(4) ϕp(J) = −M(J, p).
(5) εp(J) = (−wt(J), α
∨
p )−M(J, p).
(6) If M(J, p) < 0 and {i ∈ I(J, p) | lJi = M(J, p)} 6= ∅, then mF ∈ J , kF /∈ J , and
w(F˜p(J)) = w(J).
(7) If M(J, p) < 0 and {i ∈ I(J, p) | lJi = M(J, p)} = ∅, then k
′ /∈ J and w(F˜p(J)) =
spw(J) > w(J).
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(8) If M(J, p) < (µJ , α∨p ) and kE 6= k
′, then kE ∈ J , mE /∈ J , and w(E˜p(J)) = w(J).
(9) If M(J, p) < (µJ , α∨p ) and kE = k
′, then k′ ∈ J and w(E˜p(J)) = spw(J) < w(J).
3.4. Yang-Baxter moves. Let Π1,Π2 ∈ AP(λ). As we have seen above, both A(Π1)
and A(Π2) are equipped with crystal structures isomorphic to B(λ). In particular, there
exists a unique isomorphism A(Π1) → A(Π2) of crystals. Such an isomorphism can be
realized as a sequence of Yang-Baxter moves, which we briefly explain now.
Recall from Lemma 3.1.3 that each Π ∈ AP(λ) corresponds to a reduced expression
of vλ, where vλ ∈ Waff is such that vλA◦ = A◦ − λ. By Matsumoto’s theorem, any two
reduced expressions of vλ can be transformed from one into the other by a sequence of
braid moves. The Yang-Baxter moves are the translations of the braid moves in the
language of alcove paths.
The sequence of Yang-Baxter moves which transforms Π1 into Π2 induces an isomor-
phism Y : A(Π1)→ A(Π2) of crystals. For the precise definition of this isomorphism, see
[L07, Section 4].
4. Extended alcove paths model
4.1. Extended alcove paths model. In this subsection, we introduce the notion of
extended alcove paths model, which also gives a combinatorial realization of the highest
weight crystals.
Let A˜P(λ) denote the set of reduced alcove paths from A◦ to w◦A◦ − λ. Let Π =
(A0, . . . , Au) ∈ A˜P(λ), Γ(Π) = (β1, . . . , βu). Let li ∈ Z be such that the common facet of
Ai−1 and Ai is contained in the hyperplane Hβi,li. As in the ordinary alcove paths model,
we have
li = −♯{j < i | βj = βi}(1)
for all i = 1, . . . , u.
By the arguments in [LP08, Proposition 10.2-3], the sequences Γ(Π) of positive roots
associated to reduced alcove paths Π ∈ A˜P(λ) are characterized as follows (compare with
Proposition 3.1.4).
Proposition 4.1.1. Let β1, . . . , βu ∈ Φ
+. Then, there exists Π ∈ A˜P(λ) such that Γ(Π) =
(β1, . . . , βu) if and only if the following two conditions are satisfied:
• For each β ∈ Φ+, we have ♯{i | βi = β} = (λ, β
∨) + 1.
• For each α, β, γ ∈ Φ+ such that γ∨ = α∨+β∨, consider the subsequence (βi1 , . . . , βik)
of (β1, . . . , βu) consisting of α, β, γ. Then, βim ∈ {α, β} if m is odd, while βim = γ
if m is even.
Remark 4.1.2. In the second condition, we have k = ((λ, α∨) + 1) + ((λ, β∨) + 1) +
((λ, γ∨) + 1) = 2(λ, γ∨) + 3. In particular, βik ∈ {α, β}.
Definition 4.1.3. An admissible subset associated to Π = (A0, . . . , Au) ∈ A˜P(λ) is a
subset J = {j1 < · · · < jN} of {1, . . . , u} such that there exists a saturated chain
e→ sβj1 → sβj1sβj2 → · · · → sβj1sβj2 · · · sβjN = w◦
in the Bruhat graph of W . Let A(Π) denote the set of admissible subsets associated to
Π. For J = {j1 < · · · < jN} ∈ A(Π) and 1 ≤ k < l ≤ N , we define wk,l(J), wk,l(J), w(J),
and w(J) by the same way as in the ordinary alcove paths model.
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Remark 4.1.4. Let Π ∈ A˜P(λ), J ∈ A(Π). Opposed to the ordinary alcove paths model,
the Weyl group element w(J) is independent of J ; we have w(J) = w◦. However, w(J)
depends on J ; there exists ν = ν(J) ∈ P such that w(J) = tνw◦.
Example 4.1.5. Let Π = (A0, A1, . . . , As) ∈ AP(λ) with Γ(Π) = (β1, . . . , βs). Fix a
reduced word i = (i1, . . . , iN ), and consider the corresponding reflection order ≤i. Let us
write Φ+ = {γ1 <i · · · <i γN}. Then, by Propositions 3.1.4, 4.1.1, Remarks 3.1.5, and
2.1.6, there exists a unique alcove path Π˜ ∈ A˜P(λ) of the form
Π˜ = (A0, A1, . . . , As, As+1, . . . , As+N)
such that
Γ(Π˜) = (β1, . . . , βs, γ1, . . . , γN).
Let li ∈ Z be such that the common facet Fi of Ai−1 and Ai is contained in the
hyperplane Hβi,li. Then, by equation (1), we have
ls+k = −{i ∈ {1, . . . , s} | βi = γk} = −(λ, γ
∨
k )
for all k = 1, . . . , N . This implies that Fs+k contains −λ.
By [BFP99, Theorem 6.4], there exists a unique saturated chain
w(J)→ w(J)sγi1 → · · · → w(J)sγi1 · · · sγiN−t = w◦
such that 1 ≤ i1 < · · · < iN−t ≤ N . Thus, we obtain a bijection
Φ : A(Π)→ A(Π˜); {j1 < · · · < jt} 7→ {j1 < · · · jt < s + i1 < · · · s+ iN−t}.
The inverse map is given by J˜ 7→ J˜ ∩ {1, . . . , s}.
Let Π = (A0, . . . , Au) ∈ A˜P(λ). Then,
γ(Π;−λ) = (A0, F1, A1, . . . , Fu, Au,−λ)
is a gallery since −λ is a vertex of Au = w◦A◦ − λ. For an admissible subset J ∈ A(Π),
set
γ(J) = γ(J ; Π) := φJ(γ(Π;−λ)).
As before, we regard A(Π) ⊂ G(Π;−λ).
Proposition 4.1.6. Let Π, Π˜ be as in Example 4.1.5. Then, the bijection Φ : A(Π) →
A(Π˜) commutes with wt, E˜p, F˜p, p ∈ I; here we understand Φ(0) = 0. Consequently,
A(Π˜) equipped with the maps wt, E˜p, F˜p, p ∈ I is a crystal isomorphic to B(λ), and
Φ : A(Π)→ A(Π˜) is an isomorphism of crystals.
Proof. Let J = {j1 < · · · < jt} ∈ A(Π), p ∈ I. We use the notation in Exam-
ple 4.1.5. In particular, we write Φ(J) = {j1 < · · · < jt < s + i1 < · · · < s +
iN−t}. Let us write γ(J) = (A
J
0 , F
J
1 , A
J
1 , . . . , F
J
s , A
J
s , λ
J). Then, γ(Φ(J)) is of the form
(AJ0 , F
J
1 , A
J
1 , . . . , F
J
s , A
J
s , F
J
s+1, A
J
s+1, . . . , F
J
s+N , A
J
s+N , µ
J). For each i ∈ {1, . . . , s+N}, let
us write F Ji ⊂ HβJi ,lJi for some β
J
i ∈ Φ
+, lJi ∈ Z.
First, we compute wt(Φ(J)). By definition, we have
wt(Φ(J)) = −w(Φ(J))(−λ) = −w(J)sFs+i1 · · · sFs+iN−t (−λ).
As explained in Example 4.1.5, the facets Fs+i1 , . . . , Fs+iN−t contain −λ. Therefore, the
corresponding affine reflections stabilize −λ. Hence, we obtain
wt(Φ(J)) = −w(J)(−λ) = wt(J),
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as desired.
Next, we compute F˜p(Φ(J)). Obviously, I(Φ(J), p) = I(J, p) ⊔ I
′ for some subset I ′ of
{s + 1, . . . , s + N}. Since the facets Fi′, i
′ ∈ I ′ contain −λ, the facets F Ji′ contain µ
J .
Hence, we have
lJi′ = (µ
J , α∨p ) = (λ
J , α∨p ).
Here, we used µJ = −wt(Φ(J)) = −wt(J) = λJ . Therefore, we obtain
L(Φ(J), p) = L(J, p), and M(Φ(J, p)) = M(J, p).
Now, we have three possibilities:
(1) M(Φ(J, p)) =M(J, p) = 0. In this case, we have
F˜p(Φ(J)) = 0, F˜p(J) = 0,
and hence F˜p(Φ(J)) = Φ(F˜p(J)).
(2) M(Φ(J, p)) = M(J, p) < 0 and {i ∈ I(J, p) | li = M(J, p)} 6= ∅. In this case, we
have {i ∈ I(Φ(J), p) | li = M(Φ(J), p)} 6= ∅, and therefore, mF := mF (Φ(J), p) =
mF (J, p), kF := kF (Φ(J), p) = kF (J, p). Hence,
F˜p(Φ(J)) = (Φ(J) \ {mF}) ⊔ {kF} = F˜p(J) ⊔ {s+ i1, . . . , s+ iN−t}.
Since w(F˜p(J)) = w(J) (by Proposition 3.3.3 (6)), it follows that F˜p(J) ⊔ {s +
i1, . . . , s+ iN−t} = Φ(F˜p(J)). This shows F˜p(Φ(J)) = Φ(F˜p(J)).
(3) M(Φ(J, p)) = M(J, p) < 0 and {i ∈ I(J, p) | li = M(J, p)} = ∅. In this case,
M(J, p) = (λJ , α∨p ), and F˜p(J) = J⊔{k
′} for some k′ ∈ I(J, p)∩{jt+1, jt+2, . . . , s}.
Let us show that I ′ is not empty. Recall that we have a saturated chain
w(J)→ w(J)sγi1 → · · · → w(J)sγi1 · · · sγiN−t = w◦.
By Proposition 3.3.3 (7), we have spw(J) > w(J). Since spw◦ < w◦, we can take
the minimal k ∈ {1, . . . , N − t} such that spw(J)sγi1 · · · sγik < w(J)sγi1 · · · sγik .
Then, by [BB05, Corollary 2.2.8 (i)], we must have w(J)sγi1 · · · sγik−1 (γik) = αp.
This implies that ik ∈ I
′.
Set m′ := min I ′. Since lJi′ = (λ
J , α∨p ) =M(Φ(J), p) for all i
′ ∈ I ′, we see that
F˜p(Φ(J)) = (Φ(J) \ {m
′}) ⊔ {k′}
= F˜p(J) ⊔ ({s+ i1, . . . , s+ iN−t} \ {m
′}).
Let us write F˜p(J) = {j
′
1 < · · · < j
′
t < j
′
t+1} and m
′ = s + im for some
1 ≤ m ≤ N − t. Then,
e→ sβj′
1
→ · · · → sβj′
1
· · · sβj′
t+1
= w(F˜p(J)) = spw(J)
is a saturated chain from e to spw(J). Now, we show that
spw(J)→ spwJsγi1 → · · · → spw(J)sγi1 · · · sγim−1 = w(J)sγi1 · · · sγim
is a saturated chain from spw(J) to w(J)sγi1 · · · sγim . Let 1 ≤ k ≤ m − 1 and
set wk := w(J)sγi1 · · · sγik−1 . Assume that spw(J)→ · · · → spw(J)sγi1 · · · sγik−1 =
spwk is a saturated chain. We know that
wk → wksγik and wk → spwk
are saturated. Then, by [BB05, Corollary 2.2.8 (i)] again, both
wk → wksγik → spwksγik and wk → spwk → spwksγik
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are saturated. This implies that spw(J) → · · · → spw(J)sγi1 · · · sγik = spwk+1 is
saturated. Then, by induction on k, one can prove the claim.
This far, we have obtained saturated chains from e to spw(J), from spw(J) to
w(J)sγi1 · · · sγim , and from w(J)sγi1 · · · sγim to w(J)sγi1 · · · sγiN−t = w◦. Concate-
nating these chains, we obtain a saturated chain from e to w◦, which implies
F˜p(Φ(J)) = Φ(F˜p(J)).
The assertion concerning E˜p is proved in a similar way. 
Corollary 4.1.7. Let Π ∈ AP(λ), J ∈ A(Π˜), p ∈ I. If F˜p(J) 6= 0 (resp., E˜p(J) 6= 0),
then {i ∈ I(J, p) | lJi =M(J, p)} 6= ∅ (resp., kE 6= k
′).
Let Π = (A0, . . . , Au) ∈ A˜P(λ). We will relate A(Π) with A(Π
′′) for a certain alcove
path Π′′ ∈ AP(λ+ ρ), where ρ ∈ Λ+ denotes half the sum of positive roots. To do so, we
need the following.
Lemma 4.1.8. There exists an alcove path Π′ = (A′0, A
′
1, . . . , A
′
r) ∈ AP(ρ) such that
A′N = w◦A◦.
Proof. Let R := {(α, l) | α ∈ Φ+, −(ρ, α∨) < l ≤ 0} ∈ Φ+ × Z. Fix a total order on I,
and identify I with {1, . . . , |I|}. Consider the map v : R→ Q|I|+1 defined by
v(α, l) :=
1∑
i∈I ci
(−l, c1, . . . , c|I|),
where ci ∈ Z is such that α
∨ =
∑
i∈I ciα
∨
i . By the argument in [LP08, Section 4], this
map is injective, and there exists a reduced alcove path Π′ = (A′0, A
′
1, . . . , A
′
r) ∈ AP(ρ)
such that if we define (βi, li) ∈ Φ
+ × Z by the condition that the common facet of A′i−1
and A′i lies in the hyperplane Hβi,li, then {(βi, li) | 1 ≤ i ≤ r} = R, and j < k if and only
if v(βj, lj) <lex v(βk, lk), where ≤lex denotes the lexicographic order on Q
|I|+1.
Note that {(βi, li) | 1 ≤ i ≤ N} = {(α, 0) | α ∈ Φ
+}. This implies that w :=
sβ1 · · · sβN ∈ W and ℓ(w) = N = ℓ(w◦). Therefore, it follows that A
′
N = w◦A◦, as
desired. 
Now, we define an alcove path Π′′ by
Π′′ := (A0, . . . , Au, A
′
N+1 − λ,A
′
N+2 − λ, . . . , A
′
r − λ).
Lemma 4.1.9. Π′′ is a reduced alcove path from A◦ to A◦ − λ− ρ.
Proof. Let us write Π′′ = (A′′0, . . . , A
′′
u+r−N), and let (βi, li) ∈ Φ
+ × Z be such that the
common facet of A′′i−1 and A
′′
i lies in the hyperplane Hβi,li. Then, the assertion follows
from Propositions 3.1.4, 4.1.1, and Remark 4.1.2. 
For an admissible subset J = {j1 < · · · < jN} ∈ A(Π), the set Ψ(J) := J , regarded as
a subset of {1, . . . , u+ r −N}, is a member of A(Π′′). Clearly, this gives an injection
Ψ : A(Π)→ A(Π′′).
By definition, we have
wt(Ψ(J)) = −w(Ψ(J))(−λ− ρ) = −w(J)(−λ− ρ).
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Recall from Remark 4.1.4 that there exists ν ∈ Λ such that w(J) = tνw◦. Hence,
−w(J)(−λ− ρ) = −w◦(−λ− ρ)− ν
= −w◦(−λ)− ν − w◦(−ρ)
= −w(J)(−λ)− ρ = wt(J)− ρ.
This shows that
wt(Ψ(J)) = wt(J)− ρ.(2)
Lemma 4.1.10. Let J ∈ A(Π), p ∈ I. Then, we have either M(Ψ(J), p) = M(J, p)+1 =
(−wt(J), α∨p ) + 1 or M(Ψ(J), p) = M(J, p) = l
J
i for some i ∈ I˜(J, p). Moreover, if
M(Ψ(J), p) = M(J, p) + 1, then {i ∈ I(J, p) | lJi = M(J, p)} = ∅.
Proof. By Proposition 3.3.3 (3), we have
M(Ψ(J), p) = min({l
Ψ(J)
i | i ∈ I˜(Ψ(J), p)} ∪ {(−wt(Ψ(J)), α
∨
p )}).
It is clear that I˜(Ψ(J), p) = I˜(J, p), and that l
Ψ(J)
i = l
J
i for all i ∈ J . Also, by equation
(2), we have
(−wt(Ψ(J)), α∨p ) = (−wt(J) + ρ, α
∨
p ) = (−wt(J), α
∨
p ) + 1.
On the other hand,
M(J, p) = min({lJi | i ∈ I(J, p)} ∪ {(−wt(J), α
∨
p )}).
Recall that we have M(Ψ(J), p) ≤ (−wt(Ψ(J)), α∨p ). Suppose first that M(Ψ(J), p) =
(−wt(Ψ(J)), α∨p ). Then, by above, l
J
i > (−wt(J), α
∨
p ) for all i ∈ I(J, p). This implies that
M(J, p) = (−wt(J), α∨p ) = M(Ψ(J), p)− 1, and that {i ∈ I(J, p) | l
J
i = M(J, p)} = ∅.
Next, suppose that M(Ψ(J), p) < (−wt(Ψ(J)), α∨p ). Then, by above, there exists
i ∈ I˜(J, p) such that lJi = M(Ψ(J), p). This implies that M(J, p) = l
J
i . 
Theorem 4.1.11. Let λ ∈ Λ+, Π ∈ AP(λ), Π2 ∈ A˜P(λ). Set Π1 ∈ A˜P(λ) to be Π˜
constructed in Example 4.1.5. Then the sequence of Yang-Baxter moves transforming Π1
into Π2 induces a bijection Y : A(Π1) → A(Π2) commuting with wt, E˜p, F˜p for all p ∈ I;
here we understand Y (0) = 0.
Proof. Let Π′′1 and Π
′′
2 be reduced alcove paths from A◦ to A◦ − λ − ρ constructed from
Π1 and Π2 in the same way as above, respectively. Then, the sequence of Yang-Baxter
moves transforming Π1 into Π2 also makes Π
′′
1 into Π
′′
2. Hence, the map Y induces an
isomorphism A(Π′′1)→ A(Π
′′
2) of crystals, and the following diagram commutes:
A(Π′′1)
Y // A(Π′′2)
A(Π1)
Y
//
Ψ
OO
A(Π2)
Ψ
OO
Let J ∈ A(Π1). Then, by equation (2), we have
wt(J) = wt(Ψ(J)) + ρ = wt(Y (Ψ(J))) + ρ = wt(Ψ(Y (J))) + ρ = wt(Y (J)),
which shows the commutativity of Y and wt.
Now, we prove that Y commutes with F˜p for all p ∈ I. To begin with, suppose
that F˜p(J) = 0. This implies that M(J, p) = 0. By Lemma 4.1.10 and the fact that
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M(Ψ(J), p) ≤ 0, we must have M(Ψ(J), p) = 0. Since Y : A(Π′′1) → A(Π
′′
2) is an
isomorphism of crystals, we have
0 = M(Ψ(J), p) = −ϕp(Ψ(J)) = −ϕp(Y (Ψ(J))) = M(Y (Ψ(J)), p) =M(Ψ(Y (J)), p),
here we used Proposition 3.3.3 (4). Again, by Lemma 4.1.10, we obtain M(Y (J), p) = 0.
Hence, F˜p(Y (J)) = 0 = F˜p(J).
Next, suppose that M(J, p) < 0. Recall from Corollary 4.1.7 that {i ∈ I(J, p) | lJi =
M(J, p)} 6= ∅. Then, by Lemma 4.1.10, there exists i ∈ I˜(J, p) such that M(Ψ(J, p)) =
M(J, p) = lJi . Now, it is clear that
F˜p(Ψ(J)) = Ψ(F˜p(J)).
In particular, we have w(F˜p(Ψ(J))) = w◦ = w(Ψ(J)). Since Y : A(Π
′′
1) → A(Π
′′
2) is an
isomorphism of crystals, we obtain
w(F˜p(Ψ(Y (J)))) = w(Ψ(Y (J))).
By Proposition 3.3.3 (6) – (7), this implies that there exists k ∈ I˜(Y (J), p) such that
M(Ψ(Y (J)), p) = l
Y (J)
k . Also, we have
M(Ψ(Y (J)), p) =M(Ψ(J), p) < (−wt(Ψ(J)), α∨p ) = (−wt(Ψ(Y (J))), α
∨
p ).
Hence, by Lemma 4.1.10 again, we see that M(Y (J), p) = l
Y (J)
k . Then, we obtain
F˜p(Ψ(Y (J))) = Ψ(F˜p(Y (J))).
Therefore, we have
Ψ(F˜p(Y (J))) = F˜p(Ψ(Y (J))) = F˜p(Y (Ψ(J))) = Y (F˜p(Ψ(J))) = Y (Ψ(F˜p(J))) = Ψ(Y (F˜p(J))).
Since Ψ is injective, this implies that
F˜p(Y (J)) = Y (F˜p(J)).
The commutativity of Y and E˜p can be proved in a similar way to the F˜p case. Thus,
the proof completes. 
Corollary 4.1.12. For each Π ∈ A˜P(λ), the set A(Π) equipped with maps wt, E˜p, F˜p, p ∈
I is a crystal isomorphic to B(λ). Moreover, the Yang-Baxter moves induce isomorphisms
of crystals between A(Π)’s, Π ∈ A˜P(λ).
Corollary 4.1.13. Let Π = (A0, . . . , Au) ∈ A˜P(λ), J = {j1 < · · · < jN} ∈ A(Π), p ∈ I.
Then, the following hold:
(1) M(J, p) ≤ 0.
(2) We have
F˜p(J) =
{
0 if M(J, p) = 0,
(J \ {jm}) ⊔ {k} if M(J, p) < 0,
where m ∈ {1, . . . , N} is such that jm = min{i ∈ I˜(J, p) | l
J
i = M(J, p)}, and
k = max(I(J, p) ∩ {jm−1 + 1, . . . , jm − 1}); here, we understand j0 = 0.
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(3) We have
E˜p(J) =
{
0 if M(J, p) = (−wt(J), α∨p ),
(J \ {jk}) ⊔ {m} if M(J, p) < (−wt(J), α
∨
p ),
where k ∈ {1, . . . , N} is such that jk = max{i ∈ I˜(J, p) | l
J
i = M(J, p)}, and
m = min(I(J, p) ∩ {jk + 1, . . . , jk+1 − 1}); here, we understand jN+1 = u+ 1.
4.2. Almost iA-decreasing subsets. Let Π ∈ A˜P(λ) = (A0, . . . , Au), Γ(Π) = (β1, . . . , βu).
For 1 ≤ i ≤ u, set
N(i) = N(i; Π) := ♯{k > i | βk = βi}.
Recall that the number of occurrences of βi in Γ(Π) is equal to (λ, β
∨
i ) + 1 and that
li = −♯{j < i | βj = βi}. Then, we have
−li +N(i) = (λ, β
∨
i ).
From now on, assume that our root system is of type An−1. Recall the reduced word
iA from Subsection 2.3.
Definition 4.2.1. Let Π ∈ A˜P(λ) and J = {j1 < · · · < jN} ∈ A(Π). We say that J is
an almost iA-decreasing subset if it satisfies the following:
• {βj | j ∈ J} = Φ
+.
• For each 1 ≤ k < l ≤ N , we have either (βjk , βjl) = 0 or βjl <iA βjk .
For an almost iA-decreasing subset J = {j1 < · · · < jN} and 1 ≤ i < j ≤ n, we set
Ni,j = Ni,j(J) := N(jk) if βjk = ǫi − ǫj . Also, we set N(J) := (Ni,j)1≤i<j≤n.
Now, we are ready to state our main result in this paper.
Theorem 4.2.2. Let λ ∈ Λ+, Π ∈ A˜P(λ).
(1) Each J ∈ A(Π) can be transformed into an almost iA-decreasing subset by a se-
quence of Yang-Baxter moves.
(2) If J ′ is an almost iA-decreasing subset that is obtained from J ∈ A(Π) by a sequence
of Yang-Baxter moves, then N(J ′) is independent of the choice of J ′ as long as J ′ is
an almost iA-decreasing subset; due to this result, we may define Ni,j(J) := Ni,j(J
′)
for each 1 ≤ i < j ≤ n, and N(J) := N(J ′).
(3) For each J ∈ A(Π), the tuple a(J) = (ai,j(J))1≤i≤j≤n defined by
ai,j(J) = λi −Ni,j(J) (we understand Ni,j(J) = 0 if i = j)
is a Gelfand-Tsetlin pattern of shape λ. Moreover, this assignment gives rise to
an isomorphism of crystals between A(Π) and GT(λ).
Before moving to a detailed discussion, we outline the proof. First, we construct a
certain alcove path Π(λ) ∈ A˜P(λ), and show that each J ∈ A(Π(λ)) is an almost iA-
decreasing subset. This proves item (1). Next, we prove item (3) for Π = Π(λ) by
comparing the iA-string data of J and a(J). Finally, we prove item (2) by computing
the iA-string datum of an arbitrary almost iA-decreasing subset. Then, we see that the
isomorphism Y : A(Π) → A(Π(λ)) induced from the sequence of Yang-Baxter moves
transforming Π into Π(λ) satisfies N(J) = N(Y (J)) for all J ∈ A(Π). Composing
this isomorphism with the one A(Π(λ)) → GT(λ), we can prove item (3) for general
Π ∈ A˜P(λ).
The rest of this subsection is devoted to investigating basic properties of almost iA-
decreasing subsets.
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Let Π = (A0, . . . , Au) ∈ A˜P(λ), Γ(Π) = (β1, . . . , βu). Let J = {j1 < · · · < jN} ∈ A(Π)
be an almost iA-decreasing subset. Also, let us write γ(J) = (A
J
0 , F
J
1 , A
J
1 , . . . , F
J
u , A
J
u)
and F Ji ⊂ HβJi ,lJi , β
J
i ∈ Φ
+, lJi ∈ Z. Recall that {βj | j ∈ J} = Φ
+. Then, for each
1 ≤ a < b ≤ n, there exists a unique ja,b ∈ J such that βja,b = ǫa − ǫb. For notational
simplicity, we write βa,b := βja,b, la,b := lja,b, l
J
a,b := l
J
ja,b
, and βJa,b := β
J
ja,b
.
Proposition 4.2.3. Let 1 ≤ a < b ≤ n, p ∈ {1, . . . , n−1}, and q ∈ {1, . . . , p−1}. Then,
we have the following:
(1) ja+1,b, ja,b+1, ja+1,b+1 < ja,b.
(2) βJa,b = αn−(b−a).
(3) I˜(J, p) = {jp,n < jp−1,n−1 < · · · < j1,n−p+1}.
(4) lJp,n = Np,n −Np+1,n − (λp − λp+1).
(5) lJq,n−p+q − l
J
q+1,n−p+q+1 = Nq,n−p+q −Nq+1,n−p+q −Nq,n−p+q+1 +Nq+1,n−p+q+1.
(6) wt(J) = w◦(λ)−
∑n−1
m=1
∑
1≤c<d≤n
d−c=n−m
lc,dαm.
(7) (−wt(J), α∨p )− l
J
1,n−p+1 = N1,n−p+1 −N1,n−p.
Proof. Since (a, b) <iA (a + 1, b), (a, b + 1) and (βa,b, βa+1,b), (βa,b, βa,b+1) 6= 0, we must
have ja+1,b, ja,b+1 < ja,b. Replacing (a, b) by (a + 1, b), we obtain ja+1,b+1 < ja+1,b. This
implies ja+1,b+1 < ja,b.
By the definitions of βJa,b and l
J
a,b, we have HβJa,b,lJa,b = (
∏
j∈J, j<ja,b
sβj ,lj)(Hβa,b,la,b).
Suppose that there exists k ∈ J such that k < ja,b and βk <iA βa,b. We can take the
maximum k with this property. Since βa,b ≤iA βk′ for all k
′ ∈ J such that k < k′ ≤ ja,b,
we have βk <iA βk′. Hence, (βk, βk′) = 0 for all k < k
′ ≤ ja,b. Therefore,
 ∏
j∈J, j<ja,b
sβj ,lj
 (Hβa,b,la,b) =
 ∏
j∈J\{k}, j<ja,b
sβj ,lj
 (Hβa,b,la,b).
Proceeding in this way, we obtain
HβJ
a,b
,lJ
a,b
=
 ∏
j∈J, j<ja,b
βa,b<iAβj
sβj ,lj
 (Hβa,b,la,b) =
 ∏
1≤c<d≤n
jc,d<ja,b and (a,b)<iA (c,d)
sβc,d,lc,d
 (Hβa,b,la,b),
where the last product is taken in the decreasing order of ≤iA .
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First, consider the case when b = n. In this case, we have (a, n) <iA (c, d) if and only
if d = n and c > a. Hence, we have
HβJa,n,lJa,n =
 ∏
a<c<n
jc,n<ja,n
sβc,n,lc,n
 (Hβa,n,la,n)
=
 ∏
a+1<c<n
jc,n<ja,n
sβc,n,lc,n
 sβa+1,n,la+1,n(Hβa,n,la,n)
=
 ∏
a+1<c<n
jc,n<ja,n
sβc,n,lc,n
 (Hβa,a+1,la,n−la+1,n)
= Hβa,a+1,la,n−la+1,n.
Next, consider the case when b = a+1 < n. In this case, we have (a, a+1) <iA (c, d) ≤iA
(a + 1, a + 2) if and only if d = a + 2 and c ≤ a + 1. Noting that (βi,a+2, βa,a+1) = 0 for
all i < a, we compute as ∏
1≤c<d≤n
ja+1,a+2≤jc,d<ja,a+1 and (a,a+1)<iA (c,d)≤iA(a+1,a+2)
sβc,d,lc,d
 (Hβa,a+1,la,a+1)
=
 ∏
1≤c≤a+1
ja+1,a+2≤jc,a+2<ja,a+1
sβc,d,lc,d
 (Hβa,a+1,la,a+1)
= sβa+1,a+2,la+1,a+2sβa,a+2,la,a+2(Hβa,a+1,la,a+1)
= sβa+1,a+2,la+1,a+2(Hβa+2,a+1,la,a+1−la,a+2)
= Hβa+1,a+2,la,a+1−la,a+2+2la+1,a+2.
Therefore,
βJa,a+1 = β
J
a+1,a+2, and l
J
a,a+1 = la,a+1 − la,a+2 + la+1,a+2 + l
J
a+1,a+2.
Finally, let us consider the case when b 6= n, a + 1. In a way similar to above, we see
that
βJa,b = β
J
a+1,b+1, and l
J
a,b = la,b − la+1,b − la,b+1 + la+1,b+1 + l
J
a+1,b+1.
Summarizing, we obtain
(βJa,b, l
J
a,b) =
{
(αa, la,n − la+1,n) if b = n,
(βJa+1,b+1, la,b − la+1,b − la,b+1 + la+1,b+1 + l
J
a+1,b+1) if b < n,
where we understand lc,d = 0 if c = d. In particular, we see that
βJa,b = αn−(b−a).
This implies that for each p ∈ {1, . . . , n− 1},
I˜(J, p) = {ja,b | b− a = p− n} = {jn,p < jn−1,p−1 < · · · < j1,n−p+1}.
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Furthermore, since −li,j +Ni,j = λi,j, it follows that
lJa,b =
{
Na,n −Na+1,n − (λa − λa+1) if b = n,
Na,b −Na+1,b −Na,b+1 +Na+1,b+1 + l
J
a+1,b+1 if b < n,
Let us compute wt(J). Recall that w(J) = tνw◦ for some ν ∈ Λ. It is easy to see that
ν =
∑
i∈J
lJi β
J
i .
By the calculation above, we see that
ν =
n−1∑
m=1
∑
1≤c<d≤n
d−c=n−m
lc,dαm.
Hence, we obtain
wt(J) = −w(J)(−λ) = −tνw◦(−λ) = w◦(λ)−
n−1∑
m=1
∑
1≤c<d≤n
d−c=n−m
lc,dαm.
Then, we have
(wt(J), αp) = (w◦(λ), αp)− 2
∑
1≤c<d≤n
d−c=n−p
lc,d +
∑
1≤c<d≤n
d−c=n−p±1
lc,d.
Note that (w◦(λ), αp) = −(λ, αn−p) = −λn−p,n−p+1. Also, we compute l
J
1,n−p+1 as follows:
lJ1,n−p+1 =
p−1∑
i=1
(lJi,n−p+i − l
J
i+1,n−p+i+1) + l
J
p,n
=
p−1∑
i=1
(li,n−p+i − li+1,n−p+i − li,n−p+i+1 + li+1,n−p+i+1) + (lp,n − lp+1,n)
= 2
∑
1≤c<d≤n
d−c=n−p
lc,d −
∑
1≤c<d≤n
d−c=n−p±1
lc,d − l1,n−p+1 + l1,n−p.
Hence, we obtain
(−wt(J), α∨p )− l
J
1,n−p+1 = λn−p,n−p+1 + l1,n−p+1 − l1,n−p = N1,n−p+1 −N1,n−p.

Proposition 4.2.4. Let p ∈ {1, . . . , n − 1} and suppose that E˜p(J) 6= 0. Let us write
E˜p(J) = (J \ {j}) ⊔ {m} for some j,m. Then, the following holds:
(1) j = jc,d, where 1 ≤ c < d ≤ n are such that jc,d = max{ja,b | b−a = n−p and l
J
a,b =
M(J, p)}.
(2) m = min(I(J, p) ∩ {jc,d + 1, . . . , jc−1,d−1 − 1}).
(3) If c ≥ 2, then m < jc−1,d.
(4) E˜p(J) is an almost iA-decreasing subset if and only if (β
J
c,d, β
J
k ) = 0 for all k ∈ J
such that jc,d < k < m.
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(5) If E˜p(J) is an almost iA-decreasing subset, then βm = βj, and
Ni,j(E˜p(J)) =
{
Ni,j if (i, j) 6= (c, d),
Nc,d − 1 if (i, j) = (c, d).
(6) If p < n− 2, then E˜p(J) is an almost iA-decreasing subset.
Proof. Items (1) and (2) follow from 4.1.13 (3), and Proposition 4.2.3 (3).
Set J ′ := E˜p(J). Then, for each k = ja,b ∈ J such that jc,d < k < m, we have
βJ
′
k = sp(β
J
k ) = sp(αn−(b−a)). By Lemma 3.1.7, either βa,b or sp(αn−(b−a)) is a simple root.
Note that βa,b is simple if and only if b− a = 1, while sp(αn−(b−a)) is simple if and only if
n− (b− a) 6= p, p± 1. From this argument, item (3) follows.
Let us prove item (4). Suppose that J ′ is an almost iA-decreasing subset. Then, β
J ′
j′
is a simple root for all j′ ∈ J ′. In particular, by above, n − (b − a) 6= p, p ± 1 for all
k = ja,b ∈ J such that jc,d < k < m. This proves that (β
J
c,d, β
J
k ) = (αp, αn−(b−a)) = 0.
Conversely, if (βJc,d, β
J
k ) = 0 for all k ∈ J such that jc,d < k < m, then (βc,d, βk) = 0 for
all such k, and hence βm = βc,d. Then, J
′ is clearly an almost iA-decreasing subset.
Item (5) is immediate from item (4) and Corollary 4.1.13 (3).
Finally, we prove item (6). By item (4), it suffices to show that (βJc,d, β
J
k ) = 0 for
all k ∈ J such that jc,d < k < m. Suppose that there exists k = ja,b ∈ J such that
jc,d < k < m and (β
J
c,d, β
J
k ) 6= 0. Since J is an almost iA-decreasing subset, we have
(a, b) <iA (c, d). Also, by above, βa,b must be a simple root, i.e., b − a = 1. Hence, we
obtain (a, b) = (c, d+ 1). By Proposition 4.2.3 (1), we have
jc,d < jc,d−1 < · · · < jc,c+1 < m.
However, jc,d−1 < m can not happen since βc,d−1 is not a simple root and we have n −
((d− 1)− c) = p + 1 (see the proof of item (3)). Thus, the proof completes. 
4.3. Proof of Theorem 4.2.2 (1). Let us construct the reduced alcove path Π(λ) ∈
A˜P(λ). For 1 ≤ i ≤ n− 1, consider the following sequence of positive roots
Γ(i) := (ǫi − ǫn, ǫi − ǫn−1, . . . , ǫi − ǫi+1,
ǫi−1 − ǫn, ǫi−1 − ǫn−1, . . . , ǫi−1 − ǫi+1,
. . . ,
ǫ1 − ǫn, ǫ1 − ǫn−1, . . . , ǫ1 − ǫi+1),
and set
Γ(λ) :=Γ˜(n− 1)λn−1−λn ◦ (ǫn−1 − ǫn)
◦Γ˜(n− 2)λn−2−λn−1 ◦ (ǫn−2 − ǫn, ǫn−2 − ǫn−1)
◦ · · ·
◦Γ˜(1)λ1−λ2 ◦ (ǫ1 − ǫn, ǫ1 − ǫn−1, . . . , ǫ1 − ǫ2).
Example 4.3.1. Suppose that n = 3 and λ = (2, 1, 0). Then,
Γ(λ) = (ǫ2 − ǫ3, ǫ1 − ǫ3, ǫ2 − ǫ3, ǫ1 − ǫ3, ǫ1 − ǫ2, ǫ1 − ǫ3, ǫ1 − ǫ2).
Lemma 4.3.2. Γ(λ) is the sequence of positive roots of a reduced alcove path from A◦ to
w◦A◦ − λ.
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Proof. Let us write Γ(λ) = (β1, . . . , βu). It is straightforwardly verified that for each
i < j < k, the subsequence of Γ˜(λ) consisting of ǫi − ǫj , ǫj − ǫk, ǫi − ǫk is
(ǫj − ǫk, ǫi − ǫk)
λj−λk ◦ (ǫj − ǫk) ◦ (ǫi − ǫk, ǫi − ǫj)
λi−λj+1.
Then, the lemma follows from Proposition 4.1.1. 
Let Π(λ) denote the reduced alcove path from A◦ to w◦A◦−λ such that Γ(Π(λ)) = Γ(λ).
Example 4.3.3. Suppose that n = 3 and λ = (2, 1, 0). Then, the elements of A(Π(λ))
are
{1, 2, 5}, {1, 2, 7}, {1, 4, 5}, {1, 4, 7}, {1, 6, 7}, {3, 4, 5}, {3, 4, 7}, {3, 6, 7}.
These are all almost iA-decreasing subsets. The N(J)’s, J ∈ A(Π(λ)) are
(1, 2, 1), (1, 2, 0), (1, 1, 1), (1, 1, 0), (1, 0, 0), (0, 1, 1), (0, 1, 0), (0, 0, 0).
Proposition 4.3.4. Let a = (ai,j)1≤i≤j≤n ∈ GT(λ). Then, there exists a unique J(a) ∈
A(Π(λ)) such that J(a) is an almost iA-decreasing subset, and Ni,j(J(a)) = λi − ai,j for
all 1 ≤ i < j ≤ n.
Proof. Let us write Γ(λ) = (β1, . . . , βu). Let 1 ≤ k < l ≤ n. By the definition of
Gelfand-Tsetlin patterns, we have
λl = al,l ≤ al−1,l ≤ · · · ≤ ak+1,l ≤ ak,l ≤ ak,l−1 ≤ · · · ≤ ak,k+1 ≤ ak,k = λk.
Hence, it follows that
0 ≤ λk − ak,l ≤ λk − λl = (λ, ǫk − ǫl).
Since the number of occurrences of ǫk − ǫl in Γ(λ) is equal to (λ, ǫk − ǫl) + 1, there exists
a unique ik,l ∈ {1, . . . , u} such that βik,l = ǫk − ǫl and N(ik,l) = λk − ak,l.
Let J(a) := {j1 < · · · < jN} be the rearrangement of {ik,l | 1 ≤ k < l ≤ n}. Clearly, we
have {βj | j ∈ J(a)} = Φ
+. We show that the total order on Φ+ defined by βj1 < · · · < βjN
is a reflection order. Let 1 ≤ a, b, c ≤ N be such that βjc = βja+βjb . Exchanging a and b if
necessary, we can write βja = ǫi−ǫj , βjb = ǫj−ǫk, βjc = ǫi−ǫk for some 1 ≤ i < j < k ≤ n.
As we have seen in the proof of Lemma 4.3.2, ǫi− ǫj never appears before ǫj − ǫk. Hence,
we must have b < c < a. Therefore, βj1 < · · · < βjN is a reflection order. In particular,
J(a) ∈ A(Π(λ)).
Finally, we prove that J(a) is an almost iA-decreasing subset. Let 1 ≤ a < b ≤ N
be such that (βja , βjb) 6= 0. Then, there exist 1 ≤ i < j < k ≤ n such that one of the
following holds:
• βja = ǫi − ǫj and βjb = ǫi − ǫk.
• βja = ǫi − ǫk and βjb = ǫi − ǫj .
• βja = ǫi − ǫk and βjb = ǫj − ǫk.
• βja = ǫj − ǫk and βjb = ǫi − ǫk.
However, by the argument in the previous paragraph, only the second or fourth can
happen. In each case, we obtain βjb <iA βja . This proves that J(a) is an almost iA-
decreasing subset. 
Corollary 4.3.5. Each J ∈ A(Π(λ)) is an almost iA-decreasing subset, and the map
A(Π(λ))→ GT(λ); J 7→ a(J) is bijective.
Proof. By Proposition 4.3.4, we obtain an injection GT(λ) → A(Π(λ)); a 7→ J(a). This
is indeed a bijection since we have |GT(λ)| = |B(λ)| = |A(Π(λ))|. It is easily verified
that the inverse of this bijection is given by J 7→ a(J). This proves the corollary. 
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4.4. Proof of Theorem 4.2.2 (3) for Π(λ). Let J = {j1 < · · · < jN} = {ja,b | 1 ≤ a <
b ≤ n} ∈ A(Π(λ)).
Lemma 4.4.1. Let p ∈ {1, . . . , n−1}. Suppose that Nc,d = Nc,c+n−p for all 1 ≤ c < d ≤ n
satisfying d− c ≥ n− p. Then, we have
εp(J) = (−wt(J), α
∨
p )− l
J
p,n =
p∑
a=1
(Na,n−p+a −Na,n−p+a−1),
and
Nc,d(E˜
max
p (J)) =
{
Nc,d if d− c 6= n− p,
Nc,d−1 if d− c = n− p.
for all 1 ≤ c < d ≤ n.
Proof. By our assumption and Proposition 4.2.3 (5), (7), we have
lJp−i−1,n−i−1 − l
J
p−i,n−i = Np−i,n−i −Np−i,n−i−1 ≥ 0,
and
(−wt(J), α∨p )− l
J
1,n−p+1 = N1,n−p+1 −N1,n−p ≥ 0.
Hence, it follows that
lJp,n ≤ l
J
p−1,n−1 ≤ · · · ≤ l
J
1,n−p+1 ≤ (−wt(J), α
∨
p ).
Therefore, by Proposition 3.3.3 (5), we obtain
εp(J) = (−wt(J), α
∨
p )− l
J
p,n =
p∑
a=1
(Na,n−p+a −Na,n−p+a−1).
The second assertion follows by applying Proposition 4.2.4 (5) iteratively. 
Proposition 4.4.2. Let us write stringiA(J) = (da,b(J))1≤a<b≤n. Then, we have
da,b(J) =
b−a∑
m=1
(Nm,n−(b−a)+m −Nm,n−(b−a)+m−1).
for all 1 ≤ a < b ≤ n.
Proof. Let us write iA = (i1, . . . , iN). For each k ∈ {1, . . . , N}, define J
(k) ∈ A(Π(λ)) by
J (1) := J, J (k) := E˜maxik−1(J
(k−1)).
For each p ∈ {1, . . . , n− 1}, set kp := min{k | ik = p}. Then, each k ∈ {1, . . . , N} can be
uniquely written as k = kp + p − q for some p ∈ {1, . . . , n− 1} and q ∈ {1, . . . , p}. Note
that ikp+p−q = q, and that εq(J
(kp+p−q)) = dp−q+1,p+1(J).
We show by induction on k = kp + p− q that
Nc,d(J
(k)) =

Nc,d if d− c < n− p,
Nc,n−p−1+c if n− p ≤ d− c < n− q,
Nc,n−p+c if d− c ≥ n− q
(3)
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for all 1 ≤ c < d ≤ n. If this is the case, then by Lemma 4.4.1, we obtain
dp−q+1,p+1(J) = εq(J
(kp+p−q)) =
q∑
a=1
(Na,n−q+a(J
(kp+p−q))−Na,n−q−1+a(J
(kp+p−q)))
=
q∑
a=1
(Na,n−p+a −Na,n−p−1+a),
as desired.
When k = 1 = k1+1−1, equation (3) clearly holds. Suppose that k ≥ 1, and equation
(3) holds. By Lemma 4.4.1, we have
Nc,d(J
(k+1)) = Nc,d(E˜
max
q (J
(k))) =
{
Nc,d(J
(k)) if d− c 6= n− q,
Nc,d−1(J
(k)) if d− c = n− q
=

Nc,d if d− c < n− p,
Nc,n−p−1+c if n− p ≤ d− c < n− q + 1,
Nc,n−p+c if d− c ≥ n− q + 1.
This implies equation (3) for k + 1. Thus, the proof completes. 
Corollary 4.4.3. The map A(Π(λ))→ GT(λ); J 7→ a(J) is an isomorphism of crystals.
Proof. By Lemma 2.2.5, it suffices to show that string
iA
(J) = string
iA
(a(J)) for all J ∈
A(Π(λ)). One can easily verify this equality from Propositions 2.3.3 and 4.4.2. 
4.5. Proof of Theorem 4.2.2 (2) and (3). Let Π = (A0, . . . , Au) ∈ A˜P(λ), J = {j1 <
· · · < jN} ∈ A(Π). Let us write γ(J) = (A
J
0 , F
J
1 , A
J
1 , . . . , F
J
u , A
J
u , λ
J). Suppose that J is
an almost iA-decreasing subset. For each a < b, let ja,b ∈ J be such that βja,b = ǫa − ǫb.
Also, we write Ni,j = Ni,j(J). For convenience, we understand that Ni,j = 0 if i = j.
Proposition 4.5.1. Set a(J) := (ai,j(J))1≤i≤j≤n, where ai,j(J) := λi−Ni,j. Then, a(J) ∈
GT(λ). Consequently, there exists a unique J ′ ∈ A(Π(λ)) such that N(J) = N(J ′).
Proof. Let 1 ≤ i < j ≤ n. Since the number of occurrences of ǫi − ǫj in Γ(Π) is equal to
λi − λj + 1, we have 0 ≤ Ni,j ≤ λi − λj . This implies that
λj ≤ λi −Ni,j ≤ λi.
Let 1 ≤ a < b < c ≤ n. Since (a, b) <iA (a, c) <iA (b, c) and (βa,b, βa,c), (βa,c, βb,c) 6= 0,
we have jb,c < ja,c < ja,b. From Proposition 4.1.1, it is easy to see that
−la,c ≥ −lb,c, and Na,c ≥ Na,b.
These inequalities imply that
λb −Nb,c ≤ λa −Na,c ≤ λa −Na,b.
Then, for each 1 ≤ k ≤ n and 1 ≤ i < j ≤ n, we have
λk −Nk,k = λk,
and
λi+1 −Ni+1,j ≤ λi −Ni,j ≤ λi −Ni,j−1.
This shows that a(J) = (λi − Ni,j)1≤i≤j≤n is a Gelfand-Tsetlin pattern of shape λ, as
desired. 
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Proposition 4.5.2. Let J ′ ∈ A(Π(λ)) be such that N(J) = N(J ′). Then, we have
stringiA(J) = stringiA(J
′).
Proof. Let us write string
iA
(J) = (d1(J), . . . , dN(J)) = (di,j(J))1≤i<j≤n and stringiA(J
′) =
(d1(J
′), . . . , dN(J
′)) = (di,j(J
′))1≤i<j≤n. As in the proof of Proposition 4.4.2, we write
iA = (i1, . . . , iN), and define J
(k) ∈ A(Π) and kp ∈ {1, . . . , N} by the same way. By
Proposition 4.2.4 (6), J (k) is an almost iA-decreasing subset for all k ≤ kn−2. When we
determined dk(J) = ǫk(J
(k)) in the proof of Proposition 4.4.2, we used only the fact that
both J (k) and J (k+1) are almost iA-decreasing subsets. Hence, we have
dk(J) = dk(J
′)
for all k < kn−2, and N(J
(kn−2)) = N(J
′(kn−2)). Hence, by replacing J with J (kn−2), we
may assume that εp(J) = 0 for all p = 1, . . . , n− 3.
Since J is an almost iA-decreasing subset, we can compute εn−2(J) by the same way as
in the proof of Lemma 4.4.1. In particular, we obtain dkn−2(J) = dkn−2(J
′).
Next, Let us compute dkn−2+1(J) = εn−3(E˜
max
n−2(J)). To do so, we have to identify
I˜(E˜maxn−2(J), n−3) and l
E˜maxn−2(J)
i , i ∈ I˜(E˜
max
n−2(J), n−3). Let us write J = {j1 < · · · < jN} =
{ja,b | 1 ≤ a < b ≤ n}. Then, E˜
max
n−2(J) is of the form
E˜maxn−2(J) = (J \ {jn−2,n, jn−3,n−1, . . . , j1,3}) ⊔ {mn−2, mn−3, . . . , m1}
for some jn−2,n ≤ mn−2 ≤ · · · ≤ j1,3 ≤ m1. By Proposition 4.2.4 (3) and Proposition 4.2.3
(1), we have mn−q < jn−q−1,n−q+2 < jn−q−1,n−q+1 ≤ mn−q−1 for each q = 2, 3, . . . , n − 1.
Therefore, we have
β
E˜maxn−2(J)
jc,d
= βJjc,d = αn−3(4)
and
l
E˜maxn−2(J)
jc,d
= l
E˜maxn−2(J
′)
j′
c,d
(5)
for all 1 ≤ c < d ≤ n such that d − c = 3. Also, by the proof of Proposition 4.2.4, for
each j ∈ J such that jn−q,n−q+2 < j < mn−q, we have either β
E˜maxn−2(J)
j = β
J
j or β
E˜maxn−2(J)
j is
not a simple root. In particular, β
E˜maxn−2(J)
j 6= αn−3. Hence, we have
I˜(E˜maxn−2(J), n− 3) = I˜(J, n− 3).(6)
By above, we obtain
dkn−2+1(J) = εn−3(E˜
max
n−2(J)) = εn−3(E˜
max
n−2(J
′)) = dkn−2+1(J
′).
In fact, equations (4) – (5) are valid for all 1 ≤ c < d ≤ n such that d − c ≥ 3, and
we have I˜(E˜maxn−2(J), p) = I˜(J, p) for all p ≤ n − 3. Hence, we can proceed in this way to
obtain
dkn−2+n−2−q(J) = εq(E˜
max
q+1 E˜
max
q+2 · · · E˜
max
n−2(J)) = εq(E˜
max
q+1 E˜
max
q+2 · · · E˜
max
n−2(J
′)) = dkn−2+n−2−q(J
′)
for all q = n− 2, n− 3, . . . , 1.
This far, we have shown that dk(J) = dk(J
′) for all k < kn−1 (note that kn−2+ n− 2 =
kn−1). From the definition of string data, we have
wt(J) +
N∑
k=1
dk(J)αik = λ, and wt(J
′) +
N∑
k=1
dk(J
′)αik = λ.
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By Proposition 4.2.3 (6), the assumption that N(J) = N(J ′) implies wt(J) = wt(J ′).
Hence, we obtain
N∑
k=kn−1
dk(J)αik =
N∑
k=kn−1
dk(J
′)αik ,
Note that ikn−1+n−1−q = q for all q = 1, . . . , n− 1, and that kn−1 + n− 2 = N . Then, the
equation above becomes
n−1∑
q=1
dkn−1+n−1−q(J)αq =
n−1∑
q=1
dkn−1+n−1−q(J
′)αq,
Since the vectors αq, 1 ≤ q ≤ n− 1 are linearly independent, we conclude that
dkn−1+n−1−q(J) = dkn−1+n−1−q(J
′)
for all 1 ≤ q ≤ n− 1. Thus, the proof completes. 
Corollary 4.5.3. Let J ′′ be an almost iA-decreasing subset that is obtained from J by a
sequence of Yang-Baxter moves. Then, N(J ′′) = N(J). Consequently, Theorem 4.2.2 (2)
and (3) hold.
Proof. Since the Yang-Baxter moves are isomorphisms of crystals, we have string
iA
(J ′′) =
string
iA
(J). Then, by Proposition 4.5.2, we see that N(J ′′) = N(J). 
References
[BB05] A. Bjo¨rner and F. Brenti, Combinatorics of Coxeter Groups, Graduate Texts in Mathematics,
231. Springer, New York, 2005. xiv+363 pp.
[BFP99] F. Brenti, S. Fomin, and A. Postnikov, Mixed Bruhat operators and Yang-Baxter equations for
Weyl groups, Internat. Math. Res. Notices 1999, no. 8, 419–441.
[BS17] D. Bump and A. Schilling, Crystal Bases, Representations and combinatorics. World Scientific
Publishing Co. Pte. Ltd., Hackensack, NJ, 2017. xii+279 pp.
[H90] J. E. Humphreys, Reflection Groups and Coxeter Groups, Cambridge Studies in Advanced Math-
ematics, 29. Cambridge University Press, Cambridge, 1990. xii+204 pp.
[K90] M. Kashiwara, Crystalizing the q-analogue of universal enveloping algebras, Comm. Math. Phys.
133 (1990), no. 2, 249–260.
[K91] M. Kashiwara, On crystal bases of the Q-analogue of universal enveloping algebras, Duke Math.
J. 63 (1991), no. 2, 465–516.
[L07] C. Lenart, On the combinatorics of crystal graphs. I. Lusztig’s involution, Adv. Math. 211 (2007),
no. 1, 204–243.
[LP07] C. Lenart and A. Postnikov, Affine Weyl groups in K-theory and representation theory, Int. Math.
Res. Not. IMRN 2007, no. 12, Art. ID rnm038, 65 pp.
[LP08] C. Lenart and A. Postnikov, A combinatorial model for crystals of Kac-Moody algebras, Trans.
Amer. Math. Soc. 360 (2008), no. 8, 4349–4381.
[Lu90] G. Lusztig, Canonical bases arising from quantized enveloping algebras, J. Amer. Math. Soc. 3
(1990), no. 2, 447–498.
(H. Watanabe) Graduate School of Information Science and Technology, Osaka Uni-
versity, 1-5 Yamadaoka, Suita, Osaka 565-0871, Japan
E-mail address : h-watanabe@ist.osaka-u.ac.jp
(K. Yamamura) Gifu Prefectual Kaizu Meisei High School, 11-1 Takasu, Kaizu, Gifu
503-0653, Japan
E-mail address : k-yamamura@ist.osaka-u.ac.jp
