The effect of "sticky" additives ͑viz., those that have attractive interactions with the polymer͒ on polymer crystallization, has been investigated by dynamic Monte Carlo ͑DMC͒ simulations. Additive-polymer attractive interactions result in a slowing down of the polymer chain diffusivity in the melt state. Our results show that with increasing additive stickiness, polymer crystallinity decreases monotonically, and thinner crystallites form, viz., crystallization is inhibited by the presence of sticky additives. Unusually, the observed "specific heat" peak at the phase transition shows nonmonotonic behavior with additive stickiness, and exhibits a maximum for intermediate values of additive stickiness. While the origins of this unexpected behavior are not clear, we show that it correlates with a large interchange between crystalline and amorphous states of the monomers, in the vicinity of the additives. At this intermediate additive stickiness, we also find that crystallization follows a qualitatively different route-crystallinity shows a non-Avrami-like evolution, unlike the case at low or high additive stickiness.
I. INTRODUCTION
Additives are a class of materials that are added to a parent polymer, typically during compounding, so as to impart desired properties without modifying the molecular architecture of the polymer. 1 All commodity polymers, without exception, are supplied in additivated form. Additives are used to impart a variety of functionalities. For example, antioxidants are used in almost all polymers, to inhibit their oxidative degradation; lubricants are used to promote flow; antistatic compounds are used to prevent build-up of static charge on the surface of the polymeric part; nucleating agents are used to provide surfaces for heterogeneous nucleation of semicrystalline polymers; plasticizers are used to depress the polymer glass transition temperature, T g , etc. Additives that modify bulk properties of a polymer, such as antioxidants, nucleating agents, etc., need to be uniformly dispersed in the polymer to be effective, while additives such as antistatic agents, that modify surface properties, need to "bloom" to the surface during processing.
Additives that are used to rigidify polymers are called antiplasticizers. We classify antiplasticizers into two kinds, depending on the mode of rigidification. Antiplasticizers of the first kind are bulky molecules that disperse in a polymer, and decrease the available free volume. This reduction in free volume in the vicinity of antiplasticizers inhibits chain mobility 2, 3 and typically increases the polymer T g , thus changing the relaxation spectrum and mechanical properties of the additive-polymer "composite." For example, addition of a large fraction ͑14% by weight͒ of nonpolar mineral oil to 1,4-polybutadiene results in a shift of the ␣-relaxation to lower frequencies ͑viz., an increase in T g ͒, but no change in the ␤-relaxation, suggesting that local, noncooperative motions are not influenced by the additive. Further, there is no change in the shape of the ␣-relaxation spectrum and no change in the fragility, suggesting that rigidification of the polymer is effected by an increase in the local friction uniformly along the chain. 4 Antiplasticizers of the second kind are "sticky" molecules, viz., there are attractive interactions between the additive and polymer. For example, Don et al., 5 reported that hydrogen bonding between the carbonyl group of an additive ͑a polycaprolactone-polycarbonate blend͒ and the hydroxyl group of the epoxy matrix results in an increase in the modulus of the epoxy that correlates with an increase in the activation energy for the ␤ relaxation. Thus, in this system, rigidification of the epoxy is effected by hydrogen bonding of 2-hydroxypropyl ether groups, localized along the chain. Similarly, Perepechko and Yakovenko 6 reported that when a small amount of water is added to polycaproamide, the formation of "short cross-linking bridges" due to water-amide interactions restricts polymer chain motions and results in antiplasticization.
There are only very few literature reports that examine the influence of antiplasticizers. Further, most experiments, 4-15 such as those described above, and simulations 16 investigate rigidification of amorphous polymers by antiplasticizers. To the best of our knowledge, there are no reports that describe the effect of antiplasticizers on structure formation in semicrystalline polymers.
Here, we describe lattice Monte Carlo ͑MC͒ simulations that probe how crystallinity develops when sticky additives ͑viz., wherein there is an attractive interaction between the additive unit and the polymer͒ are dispersed in the bulk of a semicrystalline polymer. Intuitively, one would imagine that additives that "dilute" a polymer melt and that decrease chain mobility in the melt would inhibit crystallization and significantly slow down crystallization kinetics. Accordingly, our results show a monotonic decrease in crystallinity and crystallite dimensions, with an increase in additive-polymer attraction. However, surprisingly, the change in crystallization kinetics and the magnitude of the "specific heat" peak at crystallization are nonmonotonic with additive-polymer interactions. Thus, our preliminary investigations on the influence of sticky additives on polymer crystallization already reveal interesting, nonintuitive behavior.
We organize our paper as follows: we describe the model and simulation technique in Sec. II. We discuss our results in Sec. III followed by a summary in Sec. IV.
II. MODEL AND SIMULATION TECHNIQUE
In recent years, several MC based rapid chain-growth techniques have been developed, such as pruned enriched Rosenbluth method ͑PERM͒, 17 CBMC, 18 random endswitch-configuration biased Monte Carlo ͑RES-CBMC͒, 19 etc. These are suitable for single chain simulations and cannot be employed for dense systems representing melts. Other algorithms such as the wormhole moves algorithm 20 are also not suitable for simulation of crystallization of a dense melt, where the same polymer chain could exist in amorphous and crystalline regions. Lattice simulations of dense systems are possible by the cooperative motion algorithm ͑CMA͒ by Pakula and co-worker 21, 22 and the single site version of the bond fluctuation model [23] [24] [25] [26] by Hu. 27,28 CMA has been employed for lattice systems with 100% occupancy. However, the time evolution of the morphology cannot be unambiguously mapped to the simulated MC steps ͑MCSs, which are described later in this section͒. 23 In contrast, Hu et al. 29 used MC simulations to examine copolymer crystallization and were able to successfully reproduce experimentally observed, nontrivial trends such as the influence of comonomer content on the development of crystallinity on cooling, etc. Therefore, we use a dynamic MC ͑DMC͒ methodology similar to that of Hu et al. [27] [28] [29] to address the crystallization of homopolymer melts containing additives. We now describe our simulation technique in detail.
Our simulations probe dense polymer melts with a lattice occupation density ͑fraction of lattice sites occupied by additives and polymers͒ of 0.9375 on a cubic lattice ͑coordination number= 26͒ of size 32ϫ32ϫ32. Monomers and additives occupy one lattice site each. Thus, the simulation box for our unadditivated polymer melt comprises 480 chains, each having 64 monomer units. Additivated systems comprise ͑480− n͒ chains and 64n additive units. Thus, a melt containing 1.67% additives is simulated by placing 512͑=64ϫ 8͒ additive units and 472͑=480− 8͒ chains on the lattice.
Initially, we place the additives and polymer chains in a regular fashion in the simulation box. We employ a microrelaxation algorithm, viz., a combination of single site bond fluctuation and slithering diffusion to move the chain units along the lattice sites with periodic boundary conditions. 27, 30 Specifically, our algorithm randomly ͓random number generator, MT19937 ͑Ref. 31͔͒ selects a vacant site and attempts to move a monomer or additive from one of the nearest neighboring sites to this vacant site. Depending on the position of the unit along the backbone chain, our algorithm selects the appropriate microrelaxation move. For example, if the selected unit is at a chain end, then it will attempt to move either by slithering diffusion 24 or by a single site bond fluctuation 25 ͑cf. end bond rotation͒ with equal probability. On the other hand, if the selected unit is a nonterminal one, it will attempt to move by a single site bond fluctuation. 25 The moves chosen for the polymer chain are physically realistic; evidence from literature indicates that such MC simulations are capable of faithfully describing polymer chain dynamics in a melt, from large length scales down to an effective bond. 23, 32, 33 For additives, only a single site move is performed. The combination of these moves is known to produce faster relaxation in such a highly dense system. 26 We enforce excluded volume interactions and disallow bond crossings. 32, 33 Such a scheme satisfies detailed balance and precludes "locked-in" states, which chain-growth selfavoiding walk algorithms may face. 24, 34 The success of attempted moves is governed by the Metropolis 35 scheme with a probability p = exp͑−⌬E / kT͒, where ⌬E is the change in energy for the transition from the old to the new conformation, k is the Boltzmann constant, and T is the absolute temperature. The change in energy, ⌬E, for a move in our simulation is calculated as ⌬E / kT = ⌬N p U p + ⌬N c U c + ⌬N ma U ma , where ⌬N p , ⌬N c , and ⌬N ma are the net changes in the numbers of nonbonded parallel bonds, collinear bonds, and monomer-additive contacts, respectively; U p , U c , and U ma are the driving energies ͑normal-ized by kT͒ for pairs of nonbonded parallel bonds, collinear bonds, and monomer-additive contacts, respectively. U ma can be considered an additive-monomer exchange energy and can be expressed using the quasichemical approximation 36 as U ma = ma − ͑ mm + aa ͒ / 2, where mm , aa , and ma are the pairwise interactions between m-m, a-a, and m-a, respectively.
Thus, in our simulations, polymer crystallization is driven by locally stiffening the chains ͑by making bonds collinear, via the U c term͒ and by arranging polymer chains parallel to each other 37 ͑via the U p term͒. Thus, U c is used to coarse grain the bond torsion potential while U p is used to coarse grain the enthalpic interactions that drive packing in a crystalline unit cell. Since the atomistic origins of both of these coarse grained interactions are the same, we assume here that the energies for a pair of bonds to be collinear and to be parallel are equal, i.e., U c / U p =1 ͑increasing U c / U p from 1 to 10 in simulations of unadditivated polymers did not significantly influence either the crystallinity or the lamellar thickness of the crystals. Therefore, we have performed all our simulations at U c / U p =1͒. For simplicity, we set the monomer-additive attraction, U ma = U p , where is the "stickiness" parameter, specifying the strength of the monomer-additive attraction relative to the parallel bond interaction energy. In our work, Ն0 and higher implies stronger monomer-additive attraction.
We begin by equilibrating the system at U p =0. As U p , U c , and U ma are normalized by kT, setting U p = 0 represents a high temperature state, viz., an athermal melt. At U p =0, we calculate squares of the instantaneous end to end distances of segments of length i, R i 2 ͑i = N, N / 2, N / 4, and N / 8͒, as functions of MCSs ͑one MCS is defined as 0.9375ϫ 32 3 MC moves, viz., on the average one attempted MC move for each unit, monomer, as well as additive present in the simulation box͒. We did not observe any appreciable change in the value of R i 2 beyond 5000 MCS. To verify that the athermal melt is at equilibrium after 5000 MCS, we calculate the scaled segmental mean square end to end distance, ͗R j 2 ͘ / j, for segment lengths j ͑j =1 to N −1͒ along the chain, and observe that this reaches a plateau with increase in segment length. 38 We have checked the scaling relation of ͗R N 2 ͘ ͑N = 16, 32, 64, and 128, averaged over 5000 MCS͒ with chain length, N, and have found that the exponent is ϳ0.5, characteristic of a polymer melt. After equilibration at U p = 0, we progressively increase the value of U p in steps of 0.05. An increase in U p can be considered as a decrease in temperature-in our work, we present data as a function of U p . As at U p = 0, we allow the sample morphology to develop over 5000 MCSs and calculate properties as an average over the subsequent 5000 MCSs. In our simulations, we calculate the fractional crystallinity, X c , specific heat, C v ͑described later͒, additivemonomer pair distribution function, and mean square displacement of center of mass as described below.
Increasing U p in uniform steps of 0.05 corresponds to a nonlinear cooling profile ͑since U p ϳ 1 / T͒. Nonisothermal crystallization is cooling rate dependent. On changing the U p step size from 0.05 to 0.02 ͑shorter steps correspond to slower cooling͒, there is a shift in the crystallization point toward lower U p ͑viz., higher temperature͒-this behavior is consistent with experimental observations. To further examine the dependence of our results on cooling rate, we have run simulations for homopolymer crystallization, where U p is increased in steps of 0.02, as well as at a constant cooling rate ͓viz., increasing U p in nonuniform steps at constant ⌬͑1 / U p ͒ = 0.2͔. We observe that there are no differences in the qualitative trends for crystallization ͑viz., increase in crystallinity on cooling or for the appearance of a specific heat peak͒ in the two cooling profiles. Data from simulations where the temperature ͑1 / U p ͒ is decreased linearly with a step size of 0.2 closely match the data from simulations where U p is increased with a step size of 0.02. Thus, the qualitative trends in our results are generally valid and the cooling profile employed in our simulations does not affect the generality of our conclusions.
To monitor the phase transition from a disordered molten state to an ordered crystalline state, we calculate X c as a function of U p . We arbitrarily define a bond as crystalline if it is surrounded by more than five nearest nonbonded parallel bonds in a manner similar to that of Hu et al. 29 Crystallinity is defined as the ratio of the number of crystalline bonds to the total number of bonds in the system. A crystallite is a contiguous aggregate of crystalline bonds with the same orientation. We characterize crystallites by their size ͗S͘ and their thickness ͗L͘. The size of a crystallite is the number of crystalline bonds that comprise it. We calculate the distribution of the crystallite sizes and the average crystallite size as a function of U p . We also calculate the thickness of a crystallite as the average fold length in the chain direction. The average thickness is calculated over all crystallites present in the system and is expressed as the average number of monomer units in the crystal thickness direction.
We calculate the specific heat like property, C v , in a manner similar to that for the equilibrium specific heat, viz., from the total energy fluctuations ͑normalized by the total number of monomer units and additives in the simulation box͒. Our simulations represent a system that is out of equilibrium-therefore, the energy fluctuation term that we calculate is not the equilibrium specific heat. However, since we calculate properties over a much longer number of MCS than is required for structural relaxation, we continue to call the calculated energy fluctuation term the specific heat and denote it as C v for convenience. At the phase transition, C v shows a peak as fluctuations in energy 39 become large. The U p value at which we observe a peak in C v on cooling from the melt state is termed the crystallization U p , in tune with experimental ͑calorimetry͒ convention, even though crystallization takes place over a range of U p .
The spatial distribution of additives in the system is characterized by calculating the additive-additive ͑a-a͒ and additive-monomer ͑a-m͒ pair distribution functions, g͑r͒. These are the fractions of additives and monomers, at a distance r from an additive ͑averaged over all additives͒, respectively. Similarly, to characterize the local environment ͑crystalline/amorphous͒ in the vicinity of an additive, we calculate additive-crystalline ͑a-c͒ monomer and additivenoncrystalline ͑a-nc͒ monomer pair distribution functions at r =1.
We have simulated crystallization of polymers containing x = 0.4%, 0.83%, 1.67%, 3.125%, and 6.25% of sticky additives. At each additive fraction, we have investigated a range of stickiness parameters, = 0, 5, 10, 20, 30, and 40. In this parameter range, we encounter attempted moves with a ⌬E of up to 45kT. However, the majority of the moves are of less than 10kT ͑at least ϳ60% of possible moves and ϳ99% of accepted moves in all simulations͒.
To check that our algorithm is robust against aphysical frustration of morphology, we have run test simulations with an artificial Hamiltonian that resets ⌬E Ն 10kT to ⌬E =10kT. Thus, in these test simulations, attempted moves with energies greater than 10kT are accepted with an artificially increased probability, corresponding to 10kT. We note that this procedure affects only 1% of the accepted moves and observe that evolution of semicrystalline morphology in these test simulations is similar to that in our Metropolis DMC simulations-thus, indicating that we do not freeze in aphysical structures in our simulations, that real systems can free themselves from. Further, we always have a healthy fraction of accepted moves in our simulations. In the athermal state ͑U p =0͒, moves are accepted with a probability of around 18%. As U p increases, the acceptance rate decreases but is always above 1%, which is reasonable for DMC of large topologically connected dense systems such as polymer melts. 32 
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Polymer crystallization is a nonequilibrium phenomenon and results in a coexistence of amorphous and crystalline phases over a range of temperatures. The work of Hu et al. 29 demonstrated that several experimental details of copolymer crystallization can be accurately reproduced by DMC simulations with a similar methodology. Specifically, previous work demonstrated that DMC simulations faithfully capture the dynamical evolution of semicrystalline microstructure during chain folding, 40 sectorization of solution crystals, 41 and melting of lamellar polymer crystals. 27 In our work, we "cool" the polymer by reducing U p in steps of 0.05. Specifying the step size is equivalent to specifying a cooling rate in real experiments. Thus, a step size of 0.01, for example, represents experiments at a slower cooling rate, relative to our work. Simulations of the crystallization of unadditivated homopolymers at different cooling rates ͑U p step sizes of 0.05, 0.02, and 0.01͒ show that the crystallinity ͑defined earlier in this section͒ increases abruptly and then saturates as the polymer is cooled. Further, the crystallinity at saturation is a function of cooling rate-higher cooling rates result in lower crystallinity. Thus, the trends from "control experiments" using our simulation system match reported experimental results. 42 
III. RESULTS AND DISCUSSION
We begin by describing in detail the crystallization of a system containing 1.67% additives ͓viz., 512 additive particles and 472 chains of N = 64; additive units per chain ϳO͑1͔͒ and contrasting it to the behavior of unadditivated polymer. At first, we describe nonisothermal crystallization on cooling from an equilibrated "high temperature" state ͑U p =0͒ to U p = 0.5 with a step size ͑viz., "cooling rate"͒ of 0.05.
A. Development of crystallinity on cooling
As the polymer is "cooled" from an athermal melt state ͑viz., U p is increased from 0͒, chain segments start "stiffening" ͑viz., becoming collinear͒ and begin aligning parallel to each other. This is a physically realistic representation of polymer crystallization 36 since it is believed that polymer chains first "stiffen" locally into all-trans or helical structures that then pack into crystalline unit cells, with chain axes parallel. The additives are well dispersed in the polymer, both in the melt state ͑Fig. 1, U p =0͒ and on cooling into the semicrystalline state ͑compare Fig. 1 with Fig. 6͒ . For the unadditivated polymer ͑H͒ as well as for the polymer containing 1.67% additives, there is an abrupt increase in crystallinity at U p = 0.3 for all = 0, 5, 10, 20, 30, and 40 ͑Fig. 2͒ indicating that within the resolution of our simulations, despite the presence of additives, we find no change in the U p value for the onset of crystallinity; i.e., the additives do not change the "temperature" of crystallization.
For unadditivated polymer and for additivated polymers with low values of ͑ up to 10͒, the rapid increase in crystallinity reaches a plateau ͑by U p = 0.4͒. For higher values of ͑Ն20͒, the initial increase in crystallinity at the onset U p is less abrupt and the crystallinity continues to increase gradually as the sample is cooled to higher U p ͑up to U p = 0.5͒. The saturation crystallinity, X c sat , decreases monotonically as the additives become stickier from ϳ0.77 for the unadditivated polymer and for = 0 to 0.765, 0.74, 0.63, 0.46, and 0.43 for = 5, 10, 20, 30, and 40, respectively. Thus, as the additives become stickier, they inhibit crystallization: Crystallinity decreases and the onset of crystallization is less sharp relative to unadditivated polymer. Also, reminiscent of copolymers, polymers containing sticky additives ͑Ն20͒ continue to increase their crystallinity on cooling to higher U p . However, unlike in copolymers, we find no change in the U p for onset of crystallization with increasing ͑ within the resolution of our simulations͒. Reheating from U p = 0.5 to U p = 0 with a heating step size of 0.05 shows a hysteresis on melting ͑Fig. 3 for H͒, a characteristic signature of a nonequilibrium, first order transition in bulk polymers.
Polymer crystals are out of equilibrium and the crystallinity that develops in a polymer depends largely on the conditions of crystallization. To understand how crystallization conditions determine sample crystallinity in the presence of additives, we compare samples where crystallinity develops isothermally after quenching, with the samples discussed previously, viz., where crystallinity evolves on "slow" cooling ͑in steps of ⌬U p = 0.05͒. 
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In one simulation, after equilibration at U p =0, we quench a sample containing 1.67% additives with =0 to U p = 0.5. After annealing for 2.5ϫ 10 5 MCSs, a crystallinity of 0.77 is reached, and there is little further evolution of the crystallinity. At U p = 0.5, we abruptly change the value of from 0 to 40 for this isothermally crystallized sample and anneal for a further 2.5ϫ 10 5
MCSs. On annealing, we observe "melting" and the crystallinity decreases from 0.77 only down to 0.71 ͓compared to ͑i͒ X c sat = 0.77 for a sample with =0, cooled slowly to U p = 0.5, and ͑ii͒ X c sat = 0.43 for a sample with = 40, cooled slowly to U p = 0.5͔. ͑2͒ If, instead, we start with a sample containing 1.67% of = 40 additives, and quench from the high temperature state to U p = 0.5, annealing for 2.5ϫ 10 5 MCSs yields a crystallinity of 0.412 ͑as compared with 0.43 obtained for slow cooling͒. Now, making the additives less sticky, viz., abruptly changing the value of from 40 to 0, results in a dramatic increase in crystallinity to 0.767 after annealing for a further 2.5ϫ 10 5 MCSs.
Thus, the formation of semicrystalline microstructure is a strong function of the crystallization conditions. Increasing the particle stickiness after crystallinity has developed, has only a limited influence on polymer melting for a deeply quenched polymer ͑U p = 0.5͒, but decreasing constraints by decreasing stickiness results in significant further crystallization.
B. Crystallite structure
Polymers crystallize into two-dimensional objects ͑viz., lamellae͒ in our simulations, viz., the crystallite thickness ͑average fold length in the chain direction͒ is smaller than the lateral dimensions in the plane of the crystallite. Figure 4 shows a part of a large crystallite at U p = 0.5 from a simulation of unadditivated polymer, crystallized by cooling from U p =0 to U p = 0.5 in steps of 0.05. The geometry observed for the crystallite here is also typical of structures obtained in simulations of additivated systems. We can clearly identify chain folded sections, including a few crystalline stems that show adjacent re-entry into the crystallite.
We now examine the influence of additive stickiness on the dimensions of the crystallites formed. We observe that the decrease in crystallinity for increasing values of ͑Fig. 2͒ is associated with a decrease in the average size and thickness of the crystallites, as might be intuitive. In all our simulations, we observe a very wide distribution of crystallite sizes-therefore, we note that a comparison of the values of ͗S͘ provides only a limited perspective of structure. The crystallite thickness, however, shows a relatively narrow distribution, and the average thickness, ͗L͘, is close to the peak value of the distribution. ͗L͘ grows abruptly at the onset of crystallization and then rapidly approaches a -dependent plateau value for higher U p ͑Fig. 5͒, similar to the trend observed for crystallinity ͑see Fig. 2͒ . As the additives become stickier ͑viz., as increases͒, the average thickness of the crystallites decreases monotonically.
For unadditivated polymer, we have observed that for isothermal crystallization when quenched to various values, U p q , from the high temperature U p = 0 state, the average crystallite thickness, ͗L͘, decreases with increased U p q ͑data not presented͒ as expected. Higher undercoolings result in lessstable, thinner crystallites. Additivation with sticky additives also results in the formation of thinner crystallites in our nonisothermal simulations. 
074905-5
The decrease in crystallinity and crystallite size with increase in can be directly visualized in snapshots of our simulation box at U p = 0.5 for the unadditivated polymer and for = 5, 20, and 40 ͑Fig. 6͒. Near the edges of the box, it is also possible to observe parallel stacks of chains forming crystallites similar to those for the unadditivated polymer shown in Fig. 4 . As can be observed, the additives remain well dispersed in the simulation box even after polymer crystallization for all . This is quantitatively confirmed by calculating the value of the additive-additive ͑a-a͒ pair distribution function at the nearest neighbor position, g aa ͑data not presented͒.
To estimate the local polymer crystallinity in the vicinity of the additives, we calculate g͑1͒ ac , the pair distribution function for crystalline monomers in contact with additives at U p = 0.5 and present these data, averaged over all additives and over 5000 MCS ͑Fig. 7͒. We observe that for = 0, voids are expelled preferentially to the vicinity of the additive as the polymer crystallizes leading to a low value of g͑1͒ ac . For Ͼ0, the additives attract monomers, and therefore, g͑1͒ ac + g͑1͒ anc Ϸ 1 for U p Ͼ 0 ͓g͑1͒ anc represents the fraction of nearest neighbor sites to the additive that are occupied by noncrystalline monomers͔, viz., all the nearest neighboring sites to the additives are occupied by monomers to increase additive-monomer contacts. For low ͑=5 , 10͒, we observe that polymer crystallinity in the vicinity of the additives is very high at U p = 0.5 ͓g͑1͒ ac Ͼ 0.9, Fig. 7 , compared to X c sat = 0.77 and 0.75 for = 5 and 10, respectively, Fig. 2͔ . Further increase in results in a decrease in g͑1͒ ac . Interestingly, the ratio of g͑1͒ ac to the bulk crystallinity is higher than 1 for = 5, 10, and 20 and lower than 1 for higher ͑Fig. 7, inset͒. Thus, the vicinity of the additives is more crystalline than the bulk for Յ20 suggesting that localization of the monomer by the additive stickiness enhances crystallinity in the vicinity of the additive for low to intermediate stickiness. For higher stickiness ͑Ͼ20͒, the local crystallinity in the vicinity of the additive, viz., g͑1͒ ac , is lower than the bulk crystallinity suggesting that in this regime, crystallization in the vicinity of the additive is inhibited. At all U p , g͑1͒ ac / X c shows a maximum at = 10. We will discuss the significance of this in Sec. III D.
C. Influence of sticky additives on chain mobility
Crystallization is governed by both the driving force for phase change and polymer chain mobility. Having examined the structure of the crystallizing polymer/additive system, we now investigate the influence of the sticky additives on polymer chain mobility. We measure the mean square displacement of the center of mass ͑d cm 2 , a measure of chain diffusivity͒, averaged over all chains as a function of U p ͑Fig. 8͒ without additive ͑H͒ and with additive ͑ = 0, 5, 10, 20, 30, and 40͒. As we cool the system ͑viz., as U p increases above 0͒, chain diffusivity decreases. In the melt state ͑U p Ͻ 0.3͒, this decrease in chain diffusivity is greater for increasing values of ͑Fig. 8͒. Thus, increased additive stickiness results in a decrease in polymer chain diffusivity in the melt state. At U p = 0.3, the polymer crystallizes ͑see Fig. 2͒ and there is an abrupt decrease in chain diffusivity for all systems. At U p Ն 0.3, polymer chains in both additivated and unadditivated systems have a low value of diffusivity. For U p Ն 0.3, polymer chain diffusivity increases with an increase in , probably due to the increase in amorphous content with an increase in . We have also calculated the mobility ͑viz., the mean square displacement͒ of monomers in the neighborhood of the additives and observe that they show the same trends with U p and , as the chain diffusivity ͑data not presented͒.
The decrease in chain mobility with increasing in the melt state ͑U p Յ 0.3͒ correlates with the observed decrease in crystallinity and in crystallite dimensions, as might be anticipated. It is worth noting here that in these simulations, we have 512 additive units and 472 chains, viz., around one additive unit per polymer chain. Therefore, the influence of additive particles on crystallization is readily apparent. These trends are, however, similar even at lower additive loadings and we will present data on systems with different additive fractions later in this paper.
D. Unexpected behavior at intermediate
We measure the specific heat equivalent, C v , from the mean square fluctuations in total energy as a function of U p for unadditivated and additivated systems as they crystallize ͑Fig. 9͒. The melt-crystal phase transition is indicated by a peak in C v . We observe a peak in C v at the same U p ͑=0.3͒ for all additivated and unadditivated systems ͑Fig. 9͒ corresponding to the U p , at which X c increases abruptly ͑Fig. 2͒. Unexpectedly, the peak value of specific heat, C v ‫ء‬ , exhibits a nonmonotonic behavior with : C v ‫ء‬ increases from = 0 to a maximum at = 10, and then decreases monotonically for higher ͑Fig. 9, inset͒. The data presented in Fig. 9 are averaged over five simulations and the error bars in the magnitude of C v ‫ء‬ represent the variability over these independent simulations ͑Fig. 9, inset͒.
It is clear that the maximum observed for C v ‫ء‬ at an intermediate value of is not within the error of the simulations. The limited U p resolution of our data makes it difficult to unambiguously comment on the area of the C v peakhowever, it is reasonable to state that to a first approximation, the peak area follows the same trend as for the peak value, C v ‫ء‬ . Thus, one might expect that C v ‫ء‬ would have the same ͑monotonically decreasing͒ -dependence as X c sat . Therefore, the nonmonotonicity observed for C v ‫ء‬ is indeed surprising ͑see the inset of Fig. 9 and compare with Fig. 2͒ . While the crystallinity decreases monotonically with increasing additive stickiness, as is intuitive, the magnitude of energy fluctuations at U p = 0.3 is enhanced at intermediate values of . In our simulations, the change in energy of the system comes from changes in the number of parallel and collinear bonds and from changes in additive-monomer contacts. We have calculated the magnitude of energy fluctuations based only on the changes in number of parallel and collinear bonds ͑viz., by ignoring energy fluctuations due to change in additive-monomer contacts͒, and have found that this dominates C v . Thus, it is the fluctuations in the number of parallel and collinear bonds ͑rather than fluctuations in monomeradditive contacts͒ that determine C v ‫ء‬ and that are, therefore, responsible for the maximum in C v ‫ء‬ at intermediate . As crystallinity arises from the stacking of bonds parallel to each other, fluctuations in the number of parallel bonds suggest fluctuations of monomers between crystal and amorphous states. Thus, the observed maximum in C v ‫ء‬ at intermediate ͑=10͒ appears to result from an enhancement in fluctuation of monomers between crystal and amorphous phases, at that . We do not have an unambiguous explanation for the unusual behavior of C v ‫ء‬ . To gain insight into the behavior of C v ‫ء‬ , we now examine structural attributes of the crystallizing bulk polymer at the phase transition. For sticky additives, viz., when Ͼ0, the occupation density of monomers in the nearest neighbor positions to the additives is nearly 1 for U p Ͼ 0. This is intuitive-when the additives are sticky, monomers occupy every lattice site in the vicinity of the additives and exclude voids. Further, the mean square fluctuations in the occupation density around the additive, ͑G t = ͗g͑1͒ 2 ͘ − ͗g͑1͒͘ 2 ͒, are small and decrease with increasing ͑Fig. 10͒. However, monomers in the vicinity of the additives remain mobile ͑data not presented͒ and monomer mobility increases with ͑since the crystallinity decreases with increased ͒.
We now examine the fluctuations in the number of crystalline monomers in the vicinity of the additives. We calculate G ac = ͗g͑1͒ ac 2 ͘ − ͗g͑1͒ ac ͘ 2 as a function of U p ͑Fig. 11͒. G ac is significantly larger than G t ͑compare Fig. 11 to 
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10͒ and exhibits a peak ͑having a magnitude of G ac ‫ء‬ ͒ at the phase transition, for all values of ͑Fig. 11, inset͒. Similar to C v , G ac is small at all U p , other than at the transition point ͑U p = 0.3͒ where it shows a maximum. Interestingly, at U p = 0.3, the peak value is significant only at intermediate ͑=10 and 20͒ and is small for all other .
To summarize, additive stickiness results in the following: ͑a͒ the vicinity ͑nearest neighbor position͒ of the additive has a monomer occupation density close to unity; ͑b͒ the monomers in the vicinity of the additive retain mobility at the phase transition, U p = 0.3, and monomer mobility is largely dictated by the crystallinity; ͑c͒ there is a large interchange between amorphous and crystalline monomers in the vicinity of the additive at the phase transition for intermediate values of , correlating with the maximum in C v ‫ء‬ ; ͑d͒ finally, we note that the maximum in C v ‫ء‬ at = 10 also correlates with the maximum in g͑1͒ ac / X c both at U p = 0.5 ͑Fig. 7͒ and at the phase transition ͑U p = 0.3, Fig. 12͒ .
Thus, while the maximum in C v ‫ء‬ correlates with several structural attributes at the phase transition, these do not unambiguously suggest the physical origin for its unusual trend. What then is the reason for the observed maximum in C v ‫ء‬ at intermediate ? In a physical experiment, the temperature of a cooling polymer melt decreases continuously. We model this in our experiments by increasing U p in discrete steps. The step size in U p determines the cooling rate with a larger step size corresponding to more rapid cooling. Further, the resolution to which we can determine the precise transition point is also determined by the step size. This raises the question whether the value and location of the observed maximum in C v ‫ء‬ are artifacts of our simulation protocol, such as the specific step size U p . To resolve this, we examine the isothermal crystallization of the additivated polymers, as a function of MCSs on quenching from U p =0 to U p = 0.5 ͑close to the phase transition temperature, shallow quench͒. If the route to crystallization is indeed modified at intermediate values of , then we would expect to see qualitatively different crystallization kinetics, viz., development of crystallinity at intermediate ͑=10, 20͒ as compared with low or high .
E. Isothermal crystallization
On quenching the polymer from the athermal state ͑U p =0͒ to U p Ͼ 0.3, its crystallinity builds up as a function of MCS. We observe the development of crystallinity for 2.5ϫ 10 5 MCSs for all values of and for H on quenching to U p = 0.5 ͓Figs. 13͑a͒ and 13͑b͔͒. We examine the crystallinity, X c ͓Fig. 13͑a͔͒ and the scaled crystallinity, ͑X c − X c 0 ͒ / ͑X c ϱ − X c 0 ͒, that ranges from 0 to 1 ͓Fig. 13͑b͔͒ to contrast the evolution of crystallinity at various . X c 0 represents the crystallinity at the beginning of the annealing run while X c ϱ is the crystallinity at the end of isothermal annealing ͑i.e., X c at the end of 2.5ϫ 10 5 MCSs͒. We observe that the scaled crystallinity evolves in the same manner for unadditivated polymer as well as for additivated polymer, with low ͑Յ5͒ and high ͑Ն30͒ values of . For each of these systems, the evolution of the scaled crystallinity superposes and follows the classical S-shaped, Avrami-like increase with MCS. However, at intermediate ͑=10, 20͒, wherein nonisothermal experiments showed anomalously large energy fluctuations, we observe an unusual two-stage increase in crystallinity.
Thus, the evolution of crystallinity in an isothermal experiment is dramatically different for intermediate values of 
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F. Influence of additive concentration
Finally, we describe the effect of additive concentration on crystallization. Results for simulations at different additive concentrations ͑viz., x = 0.42%, 0.83%, 3.125%, and 6.25%͒ are presented in Fig. 14 . Here, the ratio of additive units to polymer chains varies from 0.27 ͑x = 0.42%͒ by over an order of magnitude to 4.27 ͑x = 6.25%͒. However, the evolution in crystallinity shows qualitatively similar trends for all values of x. At each x, there is a decrease in X c sat with an increase in . This decrease is more pronounced at higher additive loadings ͓compare Figs. 14͑a͒-14͑d͒ at a fixed value of ͔. At x = 0.42% and 0.83% ͓Figs. 14͑a͒ and 14͑b͒, respectively͔, appreciable change in crystallinity is observed only for Ͼ30 and even at = 40, X c sat decreases only to around 0.6 ͑compare to 0.77 for an unadditivated system͒. For increased additive fraction, x = 3.125% ͓Fig. 14͑c͔͒, we observe a decrease in crystallinity even at = 10, and at x = 6.25% ͓Fig. 14͑d͔͒, we observe that X c sat decreases even for =5. The X c sat at = 40 decreases to around 0.23 for x = 3.125% and to around 0.1 for x = 6.25%.
Thus, as might be anticipated, crystallization in the presence of sticky additives is governed both by the loading ͑x͒ as well as the magnitude of stickiness, . This is clearly observed in a plot of X c sat as a function of additive loading, x for all ͑Fig. 15͒. At low value of , X c sat is only weakly dependent on x ͑compare = 0, 5; Fig. 15͒ .
Interestingly, for high ͑=30, 40͒, X c sat depends only on x and is almost independent of . Thus, the effect of the additive on crystallization saturates beyond a threshold value of stickiness and X c becomes dependent only on x. Since the monomer-additive interaction is a short-range contact interaction, it is reasonable to expect that its effect saturates beyond a threshold value of and any further increase in the value of produces no further change in the crystallization.
IV. SUMMARY
We describe the influence of sticky additives on the crystallization of a polymer melt. In our simulations, the attractive monomer-additive interaction results in dispersion of the additive in the polymer melt. An increase in additive loading, or in the stickiness at a given loading, results in a decrease in the crystallinity and in crystallite dimensions. We believe that the effect of the additives arises from a decrease in polymer melt diffusivity due to attractive monomer-additive interactions. At low additive loading ͑approximately one additive per four polymer chains͒ and at low additive stickiness, there is very little influence of the additive on crystallization. When the additives are very sticky, crystallization of monomers in the vicinity of the additives is highly inhibited. However, the effects of the additive saturate above a threshold stickiness and are then a function only of the loading.
The most interesting effect that we find is an anomalous increase in energy fluctuations at the observed phase transition for intermediate values of additive stickiness. These fluctuations correlate with monomers in the vicinity of the additive undergoing a large interchange between crystalline and amorphous states. This change in the route to crystallization dramatically influences the kinetics of crystal growth in isothermal crystallization experiments. At intermediate , the polymer no longer exhibits the classical Avrami-like S-shaped growth in crystallinity-rather, its approach to X c ϱ is slow and appears to happen in two stages.
Our understanding of how sticky additives influence polymer crystallization might be used to design new composite materials with tailored crystallization kinetics to optimize structure development during processing. For example, it might be interesting to systematically change the hydrogen bonding ability of additives ͑say, by comparing the influence of primary, secondary, and tertiary amine surfactants͒, and to investigate the influence of these additives on the crystallization of polar polymers such as polyamides or polyesters. There is little experimental literature on such systematic investigations and our results suggest a potentially useful avenue for exploration. We believe that such studies might also be relevant in the case of more complex systems such as 
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