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Considering variation of the material properties during early ages of construction, the
strain–stress ﬁelds due to cement hydration induced transient temperature ﬁeld in a sec-
tion of a concrete dam are computed. The 2D matrix free Galerkin Finite Volume (GFV)
method is utilized to solve temperature and plane-strain equations in a sequential manner
on an Unstructured Triangular Elements (UTE) meshes. For the computed temperature ﬁeld
at each time step some iterative solutions are performed until the force equilibrium equa-
tions are converged. In the developed numerical model, a novel method to impose gradient
boundary condition is introduced that is suitable for the GFV solution on UTE meshes. The
results of the developed model is veriﬁed by comparing the computed results with the
experimental measurements of some bench mark test cases, and good agreement is
observed. To present the ability of the introduced model to model real problems, modeling
time dependent thermal stress proﬁles during gradual construction of a concrete dam on a
natural foundation is performed for both constant and variable mechanical properties
conditions.
 2012 Elsevier Inc. All rights reserved.1. Introduction
The heat releases due to cement hydration during the construction period of concrete dams end up with volume changes.
External and internal constraints conﬁne the thermal strains related to temperature changes. Therefore, thermal stresses
may appear in the body of the concrete dams. On the other hand, tensile strength of concrete is relatively low and when
thermal stresses are greater than the maximum tensile strength, cracks may appear in concrete dams. Thermal cracking
can affect the durability and serviceability of concrete dams.
Prediction of the temperature and stress distribution is one of the important concerns in design and construction of con-
crete dams. Consequently, computation of the transient thermal stress proﬁles has motivated several researches. Some of the
efforts in the ﬁeld of numerical modeling technique are summarized in the following paragraph.
Finite Element based ANSYS software was used for 2D and 3D thermo–structural analyses of roller-compacted concrete
dam which both thermal and structural properties of the concrete were considered constant [1]. Later, a computer program
was developed for this purpose and they supposed that the elasticity module and compressive strength of concrete are con-
stant [2]. Azenha and Faria [3] proposed a 2D numerical method to predict temperature and stress distribution considering
the growth of mechanical properties during the early ages of concrete. In other research, Luna and Wu [4] considered the
temperature effect on the elasticity module and creep behavior of concrete, and other concrete properties were considered. All rights reserved.
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Notation section
k thermal conductivity of concrete
Kuc ﬁnal thermal conductivity of concrete
C concrete’s speciﬁc heat
q density of concrete
te equivalent age of concrete
T concrete temperature
Tref reference temperature
T average temperature
Tair temperature of air
Tsurface concrete surface temperature
x dependent variable
xtþDtn dependent variable at node n at t + Dt iteration
Fj ﬂux vector component at j direction
S source term of the equation
_Q rate of heat introduced per volume
aH degree of hydration
au ultimate degree of hydration
E,b,n ﬁt parameters
s hydration time parameter
b hydration slope parameter
q rate of heat exchange
qc heat ﬂux by convection
qr heat ﬂux by long wave radiation
qs heat ﬂux by solar radiation
hn natural convection
hf forced convection
hr radiation convection
c surface absorption
IN incident normal solar radiation
V wind speed
N number of control volume outside faces
n
*
normal vector of the boundary edges
G given normal temperature gradient
Dt computational time step of analysis
M coefﬁcient that can be considered less than unity
wc,wa,ww weight of concrete, aggregate and water, respectively
cc,ca,cw speciﬁc heat of concrete, aggregate and water, respectively
Dij component of stiffness matrix
eEth external thermal strain
eEth average external thermal strain for two nodes of each edge
a coefﬁcient of thermal expansion
TtþDtn temperature of node n at time t + Dt
h test function
ðuiÞkþ1n displacement of node n at k + 1 iteration in i direction
XE area of triangular element
un normal displacement of the boundary
Xn area of the control volume
Pn perimeter of the control volume
Cs speed of information transition
Dtn time step of node n in strain–stress analysis
Ec(t) elasticity modulus of concrete at time (t)
Ec ﬁnal elasticity modulus of concrete
f 0c concrete compressive strength
a,b ﬁt parameters
# concrete Poisson ration
(Dli)m the i direction component of normal vector of edge m of the sub-domain Xn
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struction considering the effects of aging. Different scenarios of dam construction were studied in their research. Chen et al.
[6] developed the Finite Element relocating meshmethod for stress analysis of RCC dam during the construction period. They
considered the aging effect on the elasticity module of concrete.
The Finite Volume method has been widely applied to heat transfer and ﬂuid dynamics problems due to the relatively
simple discretization [7]. In recent decades, the Finite Volume method has been used for solution of temperature analysis,
stress–strain computations and thermal stress solution of solid mechanic problems that some of them are reviewed in the
following paragraphs.
For computation of temperature ﬁelds, an unstructured Finite Volume node centered formulation, implemented using an
edge-based data structure for the solution of two-dimensional potential problems [8]. Lyra et al. [9] have used an edge-based
unstructured Finite Volume procedure for the thermal analysis for steady state and transient problems. Recently, the explicit
GFV method was used to compute temperature ﬁeld as a result of the cement hydration heat in young mass concrete on
structured triangular meshes [10]. Then, a 2D Finite Volume Method solver of heat diffusion equation was developed to
predict the transient temperature ﬁeld in a RCC dam body during concreting of sequential layers considering the constant
thermal properties during concrete setting [11].
For determining the displacement ﬁelds and elastic stress distributions in structures, Wheel [12] introduced an implicit
Finite Volume method for axisymmetric geometries using structured meshes. Oliveira et al. used the Finite Volume method
for solution of the static and transient problems in the structural mechanics ﬁeld. Although an implicit time stepping tech-
nique was used for the analysis, the source term is treated explicitly on the structured meshes [13]. In another work, a dis-
cretization method of the Finite Volume is presented for structural analysis using unstructured meshes for the time
dependent analysis. In this research, some terms of divergence of the stress tensor are treated explicitly and other terms
are treated implicitly [14]. Wenke et al. presented a Finite Volume based discretization method for determining displace-
ment, strain and stress distributions in two dimensional structures on unstructured meshes. They incorporate rotation vari-
ables in addition to the displacement degrees of freedom [15]. A research group performed the numerical works using the
Finite Volume method for computational solid mechanics on structured meshes and implemented the stress analysis in lin-
ear elastic solid and quasi-static solid problems. They demonstrated the ability of the Finite Volumemethod to model a range
of boundary constraints, in addition to mechanical and thermal loads [16–18]. Vaz Jr. et al. were focused on the application of
the Finite Volume method to solid mechanics using implicit time stepping for structured meshes and evaluated the method
accuracy to calculate the stress ﬁeld in solids [7]. Slone et al. [19] evaluated the dynamic structural response of solids on
unstructured meshes. In this work, a three dimensional vertex based method with Newmark implicit scheme has been pre-
sented and the neutral frequency has been predicted accurately by employing a viscous damping. Recently, a Finite Volume
Method solver of plane-strain Cauchy equations was developed to predict the strain–stress ﬁelds considering constant
mechanical properties [20].
For prediction of transient thermal stresses and displacements in Thermo-Elasto-Plastic Material, Demirdzˇic´ et al. pre-
sented a Finite Volume method. They performed the analysis on the structured meshes and used an explicit time stepping
technique for their time dependent analysis [21]. Demirdzˇic´ et al. extended their numerical technique for the stress analysis
in isotropic bodies subjected to Hygro-Thermo-Mechanical loads. In this research, the temperature, stress, displacement and
humidity ﬁelds are calculated using the fully implicit time differencing, whereas the source term and diffusion ﬂuxes are
treated explicitly [22]. Fainberg et al. performed similar work for Thermo-Elastic material [23].
In present work, 2D transient thermal strain–stress analysis is performed considering the changing material properties of
concrete dams. In this modeling strategy, the temperature ﬁeld at the section of a concrete dam is computed at each time
step of gradual construction, and then, the convergence of plane-strain equilibrium equations are achieved via some iterative
matrix free solutions. The thermal stresses are computed considering the effect of concrete aging on concrete properties.
Since the structural analysis is performed after complete thermal analysis, the thermal stresses are computed using the
converged displacements and thermal strains (which are accumulatively calculated from the results of thermal analyses
between two sequential structural analyses).2. Concrete properties
2.1. Heat of hydration in concrete
Some researches conduct the experiments to determine the hydration heat of concrete and the different mathematical
models presented [2,24]. In general, the hydration is a thermo-activated reaction. Hence, the equivalent age parameter is
used to consider this property using the maturity functions which apply the effects of concrete temperature on the rate
of hydration reaction. The Rastrup maturity function is selected to calculate the equivalent age.
The Eq. (1) is used to calculate concrete rate of hydration [11]._QðteÞ ¼ n  b  E  ðteÞn1  expðb  ðteÞnÞ  20:1ðTTref Þ ð1Þ
where E, b, n are the ﬁt parameters calculated from experimental data, and te is the equivalent age and T, Tref are the concrete
temperature and reference temperature, respectively.
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which is known as aging. The degree of hydration concept is often used as an index of the aging. Different relations have been
expressed to calculate the degree of hydration. One of these models is the Schindler model (2):aHðteÞ ¼ au expððs=teÞbÞ ð2Þ
where au is the ultimate degree of hydration, s is hydration time parameter, te is the equivalent age (hr), and b is hydration
slope parameter. The ﬁt parameters (au,s,b) are determined according to the mixture proportions [25].
2.2. Aging effects on material properties
Changes in concrete properties during the hydration reaction are known as concrete aging. Changes in concrete properties
should be considered for a detailed thermal stress analysis. The relations used in present model for changes in concrete prop-
erties during concrete aging are summarized as follows:
2.2.1. Speciﬁc heat
The speciﬁc heat of concrete is equal to the heat required for 1 C temperature rise of unit mass concrete and depends on
mixture proportions, the degree of hydration, temperature and the relative humidity of concrete.
The presented model by Van Breugel [26] is used for describing the variation of the speciﬁc heat of the concrete.C ¼ 1
q
ðwc  aH  cref þwcð1 aÞcc þwa  ca þww  cwÞ; Cref ¼ 8:4T þ 339 ð3Þwhere C is the speciﬁc heat of concrete, q is the density of concrete, wc, wa, ww are weight of concrete, aggregate and water
per unit volume, cc, ca, cw are the speciﬁc heat of concrete, aggregate and water, respectively, aH is the degree of hydration of
concrete, and T is the concrete temperature.
2.2.2. Thermal conductivity
Thermal conductivity of the concrete represents the amount of heat transition from unit thickness concrete per unit time.
This parameter depends on relative humidity, type and amount of aggregate, porosity, and the density of the concrete.
Schindler [27] expressed model for changes in thermal conductivity of concrete considering the degree of hydration, as
following model:kðaHÞ ¼ kucð1:33 0:33aHÞ ð4Þ
where k(aH) is the transient thermal conductivity, kuc is the ﬁnal thermal conductivity of concrete, and aH is the degree of
hydration of concrete.
2.2.3. Elasticity modulus
The elasticity modulus of concrete is relates to the hydrated portion of concrete, which is able to support the applied
loads. The hydrated portion of concrete grows with the time and increase elasticity modulus of concrete. Eq. (5) may be used
to develop the elasticity modulus of concrete over time [2].EcðtÞ ¼ Ec  exp atbe
 
; Ec ¼ 4750
ﬃﬃﬃ
f 0c
q
ð5Þwhere Ec(t) is the elasticity modulus of concrete at time (t), Ec is the ﬁnal elasticity modulus of concrete (MPa), te is the equiv-
alent age of concrete (day), f 0c is the concrete compressive strength and a, b are the ﬁt parameters on which have been ob-
tained for one massive concrete structure equal to a = 0.5, b = 0.63.
2.2.4. Poisson ratio
The Poisson ratio is required for stress modeling in multi-dimensional elements. De Schutter and Taerwe presented model
for changes in the Poisson ratio of concrete per time considering degree of hydration of concrete [28].#ðaHÞ ¼ 0:18 sinðpaH=2Þ þ 0:5expð10aHÞ ð6Þ
where #(aH) is the Poisson ratio of concrete at degree of hydration (aH).
2.2.5. Coefﬁcient of thermal expansion
Coefﬁcient of thermal expansion is one of the most important parameters in thermal stress analysis. The mixture propor-
tions, type of aggregate, degree of saturation and concrete age are the effective parameters on the coefﬁcient of the thermal
expansion of concrete. The coefﬁcient of thermal expansion depends on the coefﬁcient of the thermal expansion of the con-
crete components. Since the aggregates amount of concrete is high, the coefﬁcient of thermal expansion of the aggregates
has the greatest effect on the coefﬁcient of the thermal expansion of concrete.
The Loukili model expresses the changes in coefﬁcient of thermal expansion per time (Eq. (7)). According to this relation,
the coefﬁcient of thermal expansion of concrete decreases with time and converges to 105 leC
 
.
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2:5
 
þ 10 ð7Þwhere te is equivalent time of concrete (hr), and a is the coefﬁcient of thermal expansion of the concrete [29].
3. Mathematical modeling
3.1. Heat generation and transfer equation
The heat generation and transfer equation can be expressed as [30].oUH=ot ¼ oFHj =oxj
 
þ SH ðj ¼ 1;2Þ ð8Þwhere in solid media UH = qCT is the transient x and y dependent variable which T is temperature, SH ¼ _Q is the rate of heat
released per unit volume, q is the density, and C is the speciﬁc heat.
3.1.1. Components of heat ﬂux vector
The components of heat ﬂux can be expressed as:FHi ¼ koT=oxi ði ¼ 1;2Þ ð9Þ
where k is the thermal conductivity of the concrete.
3.2. Plane-strain equations
Cauchy’s equation for the i direction displacement can be expressed as [32].oUSi =ot ¼ oFSij=oxj ðj ¼ 1;2Þ ð10Þ
where in solid media USi ¼ qoui=ot is the transient x and y dependent variable in which ui is the i direction displacement and
q is the material’s density.
3.2.1. Components of stress ﬂux vectors
FSij ¼ rij ðj ¼ 1;2Þ are the components of i direction stress ﬂux vector. Stress ﬁeld is expressed as [30]:r11 ¼ D11e11 þ D12e22; r22 ¼ D21e11 þ D22e22; r12 ¼ r21 ¼ D33cxy ð11Þ
in which for plane-strain state,D11 ¼ D22 ¼ Eð1 #Þð1þ #Þð1 2#Þ ; D12 ¼ D21 ¼
E#
ð1þ #Þð1 2#Þ ; D33 ¼
Eð1 2#Þ
2ð1þ #Þð1 2#Þ ð12ÞStrain ﬁeld is expressed as:e11 ¼ ou11ox1 þ eEth; e22 ¼
ou22
ox2
þ eEth; e12 ¼ e21 ¼ ou11ox2 þ
ou22
ox1
ð13Þwhere eEth is the external thermal strain of node n which is calculated from following equation.eEth ¼ aDT ¼ aðTtþDt  TtÞ ð14Þ
a is the coefﬁcient of thermal expansion, T is temperature of node n at time t.
4. Numerical modeling
4.1. Discrete form of governing equations
The general form of governing equations can be written as follows:oU=ot ¼ oFj=oxj þ S ðj ¼ 1;2Þ ð15Þ
where U and Fj are the dependent variable and its j direction ﬂux vector component, respectively and S is the source term of
the equation.
By application of the Galerkin weighted residual method, after multiplying the residual of the above equation by a weight
function (which can be considered as the nodal shape function of a linear triangular element, hn) and integrating over a sub-
domain X (which is formed by gathering all the elements sharing node n), the weak form of Eq. (15) after omitting of zero
boundary terms is expressed as:
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X
hn:ðoU=otÞn dX ¼
Z
X
hn  ðr  FjÞn þ
Z
X
hnðSÞn dX ð16ÞThe ﬁrst term on the right hand side of Eq. (19) can be written as Eq. (17):Z
X
hn:ðr:FjÞn ¼ ½hn:FjC 
Z
X
ðFj:rhnÞn dX!
Z
X
hn:ðr:FjÞn ¼ 
Z
X
ðFj:rhnÞn dX ð17ÞThe ﬁrst term in the left hand side of the equations which contains spatial derivatives can be written as:Z
X
ðFj:rhnÞn dX  
1
2
X3
m¼1
ðFj  DlÞm ð18ÞHere, (Dl)m is the normal vector of boundary edge m of the sub-domain Xn.
The value of weighting function h is unit at desired node n, and zero at the other neighboring nodes k of each triangular
element.
The source term of equation is expressed as:Z
X
hnSn dX  Xn  Sn=3 ð19ÞThe term on the left hand side of Eq. (19) can be written as Eq. (20):Z
X
hn:ðoU=otÞn dX  ðoU=otÞnðXn=3Þ ð20ÞThe GFV formulation for the general form of the governing equations at a node n can be written as,ðoU=otÞn ¼ ðSÞtn þ
3
2Xn
XN
l¼1
ðFj  DlÞtl
" #
ð21Þwhere UtþDtn is dependent variable at node n at t +Dt iteration (Fig. 1), N is the external edges number of control volume.
4.1.1. Discrete form of heat generation and transfer equation
Considering constant value for q, the discrete form of transient term of the heat generation and transfer equation can be
written as,oUH
ot
 !
n
¼ q oCT
ot
 
n
 q ðCTÞ
tþDt  ðCTÞt
Dt
 !
n
ð22ÞThe explicit form of the heat transfer equation for sub-domain Xn is obtained as:TtþDtn ¼
1
CtþDtn
: ðCTÞtn þ
ðDtÞtn
q
_Qtn þ
3
2Xn
XN
l¼1
FHj  Dl
 t
l
" #( )
ð23Þwhere TtþDtn is temperature of node n at t +Dt time, and N is the number of edges surrounding the sub-domain Xn (Fig. 1).
4.1.2. Discrete form of plane-strain equations
Considering constant value for q, the transient term of the plane-strain equations can be written as:oUSi
ot
 !
n
¼ q ov i
ot
 
n
¼ q o
2ui
ot2
 !
n
¼ q u
kþ1
i  2uki þ uk1i
Dt2
 !
n
ð24ÞFig. 1. Control volume node with triangular elements.
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iterative computation until the computational displacements converge to equilibrium condition.
The discrete form of the i direction plane-strain equations for a node n is written as:ðuiÞkþ1n ¼ ðDtÞkn
 2 ðSÞkn
q
þ 3
2qXn
XN
l¼1
FSi :Dli
 k
l
" #
þ 2ðuiÞkn  ðuiÞk1n ði ¼ 1;2Þ ð25Þwhere ðuiÞkþ1n is displacement of node n at k + 1 iteration in i direction (Fig. 1). The source term is disregarded for the test case
but the weight force of dam body is regarded as body force in application test.
4.2. Computation of ﬂux vector components
4.2.1. Computation of heat ﬂux vector components
The components of heat ﬂux vector FHi ¼ kn oToxi must be calculated at the center of elements corresponding to boundary
edges of the sub-domain Xn (Fig. 1).
The integration over an element can be converted to boundary integral using Gauss divergence theorem:Z
XE
oT
oxi
dX ¼ 
I
l
T  dli ð26Þwhere XE, area of triangular element. Discrete form of the line integral can be written as:I
l
T  dli  1XE
X3
m¼1
ðT  DliÞm ð27Þwhere (Dli)m is the component ofmth edge normal vector of a triangular element which is perpendicular to the i direction, T
is the edge average temperature (Fig. 1).
Hence, diffusive ﬂux at each triangular element for both directions can be calculated using following:FHx
 
¼ kn oTox
 
  kn
XE
X3
m¼1
ðT  DlyÞm
FHy
 
¼ kn oToy
 
  kn
XE
X3
m¼1
ðT  DlxÞm ð28Þ4.2.2. Computation of stress ﬂux vectors components
The components of the stress ﬂux vector in the discrete form of i direction plane-strain equations is deﬁned asFSx ¼
orx
ox
þ osxy
oy
 1
XE
X3
m¼1
ðrx  Dy sxy  DxÞm
FSy ¼
osxy
ox
þ ory
oy
 1
XE
X3
m¼1
ðsxy  Dy ry  DxÞm ð29ÞIn which, stress ﬁelds is calculated using following relations.rx ¼ D11 ouxox þ eEth
 
þ D12 ouyoy þ eEth
 	 

rx  1XE
X3
m¼1
ðD11uxDy D12uyDxþ eEthðD11 þ D12ÞÞm
( )
ð30Þ
ry ¼ D12 ouxox þ eEth
 
þ D11 ouyoy þ eEth
 	 

ry  1XE
X3
m¼1
ðD12uxDy D11uyDxþ eEthðD12 þ D11ÞÞm
( )
ð31Þ
sxy ¼ syx ¼ D22 ouxoy þ
ouy
ox
 	 

sxy ¼ syx  1XE
X3
m¼1
ðD22uyDy D22uxDxÞm
( )
ð32Þwhere eEth is the average external thermal strain for two nodes of each edge (Fig. 1), XE is the area of triangular
element.
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Implementation of the boundary conditions is one of the most important steps for the numerical solution of the governing
differential equations which represent the behavior of the speciﬁc problem.
4.3.1. Heat transfer boundary conditions
Two types of boundary conditions are usually applied in thermal analysis. The essential and natural boundary conditions
are used for certain temperature and temperature gradient ﬂux at boundaries, respectively.T ¼ Tair; kdT=dn ¼ q ð33Þ
where Tair and q are the air temperature and the rate of heat exchange.q ¼ qc þ qr  qs
qc ¼ hcðTsurface  TairÞ; hc ¼ hn þ hf ; hn ¼ 6 ðw=m2 CÞ; hf ¼ 3:7V ðw=m2 CÞ
qr ¼ hrðTsurface  TairÞ
qs ¼ c  IN ð34Þwhere qc, qr and qs are heat ﬂux by convection, long wave radiation and solar radiation, respectively. hn, hf and hr are natural,
forced and radiation convection and c, IN and V are surface absorption, incident normal solar radiation and wind speed,
respectively [31].
In this research, the effects of long wave radiation and solar radiation in heat ﬂux computation are disregarded and the
wind speed is supposed to be zero.
For the cases that the boundary normal vector, n* = (nx,ny), is parallel to one of the basic directions of the coordinate sys-
tem, given normal gradient due to heat ﬂux by convection, G, can be simply inserted. The computational difﬁculties arise for
inclined or curved boundaries. For such case at the end of each computational step, the computed gradient ﬂux vector (Eq.
(35)) at the centre of boundary elements (Hatched elements in Fig. 2) may be modiﬁed as in Eq. (37).Fd ¼ ðFdÞxi^þ ðFdÞyj^ ! Fd ¼ an
oT
ox
 ^
iþ an oToy
 
j^ ð35Þ
ðGÞnormal ¼
qc
k
nx
 ^
iþ qc
k
ny
 ^
j ð36Þ
ðFdÞmodify ¼ an
oT
ox
þ qc
k
nx
 ^
iþ an oToy þ
qc
k
ny
 
j^ ð37Þwhere k is thermal conductivity and qc is heat ﬂux by convection which has been deﬁned above.
4.3.2. Strain–stress constraint conditions
One of the boundary conditions of the force equilibrium equation which is used in this paper is presented as follow:
Sliding constraint: The normal displacement of the boundary is not allowed, and only the tangential displacement is free
(Fig. 3).un ¼ 0; h ¼ 0 ð38ÞFig. 2. Triangular elements of boundary edge.
Fig. 3. Sliding constraint.
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5.1. Time integration
5.1.1. Time marching for temperature ﬁeld computations
If the propagation speed of heat is considered proportional to the an, the maximum value for the time step for solution of
the heat diffusion equation can be written as Eq. (39):Dt < M
Xn
an
 
; an ¼ kqC
 
n
ð39Þwhere M, Xn are the coefﬁcient that can be considered less than unity and area of the control volume, respectively.
In order to maintain the stability of explicit solution of unsteady problems, the minimum time step of the computational
domain must be used for the computation. For the steady state cases, the concept of local time stepping can be used. In the
local time stepping method, every node has a special time step which causes program execution time to accelerate.5.1.2. Iterative computation for stress–strain ﬁelds equilibrium
The time stepping limit of the formulation is utilized to maintain the stability of iterative computation from assumed ini-
tial condition toward steady state condition. Using the local time stepping method may speed up the explicit computation
toward equilibrium condition. However, in order to have stable explicit solution, the Courant’s number must be less than
unity.
According to the proposed relation [20], the computational marching must be limited to the local time step value from:Dtn <
rn
C
ð40Þwhere Xn and Pn are area and the perimeter of the control volume, respectively.rn ¼ XnPn ; Pn ¼
XN edge
k¼1
ðDlÞk ð41ÞCs is the speed of information transition which is calculated from Eq. (42):Cs ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
E
qð1 #2Þ
s
ð42ÞThe time step is depended to area and the perimeter of the control volume, elasticity modulus and Poisson ratio and these
speciﬁcations are different for each node so that every node has a different time step. The utilization of the concept of the
local time stepping method accelerates the convergence to the equilibrium condition for steady state problems.5.2. Initial conditions
The initial temperature of the foundation is set to average air temperature (15 C) for thermal analysis of dam. Since it is
very difﬁcult work to gather the information about the effects of radiation (solar and long wave radiation), so it has been
suggested that the initial temperature of dam body rise to 2 C if this information isn’t available for the dam site. Hence
the initial temperature of dam body is considered 17 C. Any initial condition isn’t applied for structural analysis and the
initial displacements for all nodes are supposed zero.
Fig. 4. The ﬂowchart of the computational procedure.
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In the beginning of the computations, the material speciﬁcations (such as elasticity modules, Poisson ratios, coefﬁcients of
thermal expansion etc.) for all components of the computational domain (i.e. foundation, dam body) are loaded and then the
Table 1
Geometric, thermal and mechanical properties of specimen.
Characteristic Value
Length 0.05 m
Height 0.01 m
Thermal conductivity 9000 J/m C h
Speciﬁc heat 804.16 J/kg C
Elasticity modulus 40 GPa
Poisson ratio 0.2
density 2400 kg/m3
Thermal expansion coefﬁcient 105 C1
Fig. 5. The UTE mesh for analysis (with 3321 nodes and 6400 elements).
Fig. 6. Computed temperature contours.
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birth and death technique is used by activation of the desired elements.
If the thermal load is available or internal heat generation and dissipation is present, the thermal analysis would perform.
Hence, the transient temperature ﬁeld is computed after calculating the heat generation due to the cement hydration
(according to temperature and age of the concrete), and the boundary condition.
Fig. 7. Computed stress contours.
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ﬁelds considering the weight and constraints and external loads at the desired time. For this purpose, iterative stress–strain
solution procedure is performed to reach the equilibrium condition for internal temperature load and external boundary
conditions. Although the transient terms of the Cauchy equations are utilized for iterative marching, the local time step
speeds up the convergence of the stress–strain ﬁelds to the equilibrium condition. In addition, performing structural analysis
at some certain time steps of temperature ﬁeld computations saves the CPU time consumption of the computations.
The above mentioned sequential computations of the transient temperature and equilibrium of the stress–strain ﬁelds
are continued up to the desired time (i.e. until end of construction time or end of thermal loading). The ﬂowchart of the com-
putation procedure in this work is presented in the Fig. 4.
Fig. 10. Unstructured meshes applied for computation.
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For the cases that some materials are added to (or removed from) a system (computational domain) certain elements in
the utilized numerical model may be activated (or deactivated). Such a modeling strategy can be called as ‘‘the element birth
and death technique’’. This feature is a useful in most transient analyses, such as multilayer construction mass concrete
structures and many other applications in which the activated or deactivated elements can easily be identiﬁed by their
known locations.
In some of the available softwares [ANSYS, ABAQUS], to achieve the ‘‘element death’’ and ‘‘element born’’ effects, they do
not actually remove from (‘‘killed’’) or add to (‘‘born’’) elements the model. They only reduce or increase their effects by
changing their most important feature (such as thermal conductivity or stiffness) at the desired steps of the computations.
Such a strategy requires computational efforts for the killed elements during the stage of computations and may cause some
computational difﬁculties in the interface of the elements with different material properties.
In the present thermal stress analysis, transient two-dimensional analysis was conducted to determine the temperature
history and strain–stress ﬁeld throughout the body. Element birth and death technique was adopted to simulate the gradual
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Fig. 13. The computed stress contours for different mesh reﬁnements.
0
2
4
6
8
10
12
14
16
0 100000 200000 300000 400000
St
re
ss
 (P
a)
Iteration
Mesh 1 Mesh 2
Mesh 3 Mesh 4
Fig. 14. Convergence behavior of computed stress at x = 0, y = 0.05 m for various mesh reﬁnements.
0
0.2
0.4
0.6
0.8
1
0 100000 200000 300000 400000
R
el
ax
 C
oe
ffi
ci
en
t
Iteration
Mesh 1 Mesh 2
Mesh 3 Mesh 4
Fig. 15. Variation of the load imposing coefﬁcient during the computations for various mesh reﬁnements.
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elements if moving boundary conditions are applied at the interface of active and deactivate elements.
In the present model which utilizes element activation technique, in order to avoid any displacement or strain mismatch
at the old and new nodes, all of the active and deactivate elements (including those to be born in later stages of analysis)
must be created at the beginning of the computations. Note that, in the present method the only foundation elements are
active in the start of the computations and the elements of each concrete layer are activated after their setting time, and
therefore, would participate in heat generation at the proper step. Hence, the foundation and the old concrete layers would
have a temperature variation history and the thermal stresses are computed using the ﬁnal situations of the temperature
proﬁles and residuals of the stresses recalled from the last stress–strain analysis results. While, the new concrete setting
layer would have no record of temperature history, and therefore, thermal strains are computed from the heat generation
in the newly-activated elements (considering the ambient air temperature and the temperature of the underneath layer)
and then the thermal stresses are computed (considering the internal temperature load and constraints at the layer base).
The boundary conditions of elements change according to changes geometry of the computational domain during the stages
of the transient analysis. Due to time dependent properties of concrete (thermal and mechanical properties), the age of each
node is calculated considering concreting time of the layers (which is referred to as activation time of the computational
nodes).
Fig. 16. Schematic illustration of typical concrete dam.
Table 2
Concrete and foundation properties.
Type of properties Parameters Condition Ultimate value (Unit)
Concrete properties of dam body
Thermal properties Coefﬁcient of thermal expansion Transient 10  106
Speciﬁc heat Transient 827 J/kg C
Thermal conductivity Transient 10326 J/m h C
Mechanical properties Elasticity modulus Transient 21 GPa
Poisson ratio Transient 0.16
Density – 2400 kg/m3
Foundation properties
Thermal properties Thermal conductivity Constant 9360 J/m h C
Thermal diffusivity Constant 0.0038 m2/s
Mechanical properties Elasticity modulus Constant 22 GPa
Poisson ratio Constant 0.3
Density – 2600kg/m3
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6.1. Veriﬁcation test for heat generation and transfer in concrete
Thermal gradients cause to create internal constraints in the concrete specimen because the different nodes in its cross
section due to different temperatures tend to different thermal strains which prevent others thermal strain. Hence, the ther-
mal stresses are created.
Due to examination of heating rate and thermal gradient effect on thermal stresses, the concrete specimen with speciﬁed
properties in Table 1 subjected to heating rate of 20 C/min and the specimen was heated until the surface temperature reach
to 600 C [33].
The utilized UTE mesh is shown in Fig. 5.
The computed temperature contours across cross section of specimen is exhibited in Fig. 6. The ﬁrst principal stress, ther-
mal stresses in x, y direction (Sx,Sy) contours are represented in Fig. 7(a)–(c).
The thermal gradients at external surfaces are more major than internal sections and the thermal stresses of external sur-
faces would be more. Fig. 8 compares the computed x, y directions thermal stresses (Sy,Sx) on the presented mesh at
y = 0.05 m with the Finite Element results (using T-MFPA package) for half an hour after onset heating. As can be seen,
the computed results for boundary surfaces are relatively promising.
The temperature through cross section recorded during specimen heating. As can be seen in the following ﬁgure (Fig. 9),
the computed temperature is compared to the experimental results for 10, 20 and 30 minutes after heating onset and the
good agreement is seen between the results.
The results of present model may be much better on reﬁned mesh with the expense of increasing the CPU time as are
reported in the following. The different mesh reﬁnements, which are shown in Fig. 10(a)–(d), are used for sensitivity analysis
of the developed model.
The root mean square of the computed displacements is shown in Fig. 11. These ﬁgures show that the convergence behav-
iors of the computations on the coarse meshes are much faster than the ﬁne meshes. The CPU time consumptions for
Fig. 17. 2D distribution of computed temperature for various construction stages.
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resent the thermal stresses in x, y directions for various meshes reﬁnements.RMS ¼ log
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPN
i¼1 u
tþDt
i  uti
 2
N
s0
@
1
A ð43ÞAs can be seen in Fig. 14, by reﬁning the mesh spacing, the computed y direction stress at the boundary point x = 0, y = 0.05m
approaches to the value computed by the other numerical methods. However, the ﬁne meshes require more iteration for
convergence of the results.
In order to provide a better understanding about the effects of gradual load imposing technique applied in the present
model (following relation), variation of Relaxation Coefﬁcient for various mesh resolutions is shown in Fig. 15.Relaxation coefficient ¼min
nstep
L=Dt
1
(
ð44ÞHere, nstep is the iteration number at desired stage of the computation, L is a length scale (which can be assumed as the dis-
tance between the positions of the maximum displacement and the load or support locations).7. Application of the developed model
In order to present the ability of the developed model to deal with a real world problem, a typical concrete dam is con-
sidered for temperature ﬁeld modeling using the developed software. The height of the dam is 30 m. The base and crest
width are 30 m and 4.35 m, respectively. The left slope and right slope are 0.1:1, 0.8:1 (Fig. 16). Every layer thickness is
0.5 m, and its concreting period lasted 48 h.
The sinusoidal function was used for air temperature changes. The portion of foundation with a distance of 15 m from
each edge of the dam and the ground surface were considered for thermal stress analysis, which is shown in Fig. 16. The
material properties of concrete and natural foundation are tabulated in Table 2.
Fig. 18. 2D distribution of ﬁrst principle stress (MPa) for various construction stages.
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this paper to change the mechanical properties of concrete. The structural properties for the mass concrete and natural foun-
dation are summarized in Table 2.
Having obtained the transient changes of the mechanical properties of concrete, they are applied proportional to the age
of each setting layer of desired concrete dam. The simulation analysis performed without and with above mentioned vari-
ations in the mechanical properties of the concrete.
The computed results of both simulations are demonstrated in terms of transient temperature ﬁelds and ﬁrst principal
stress contours in a section of the typical concrete dam during construction stages (Figs. 17 and 18).
Fig. 19 represents the amounts of maximum temperature and their position. As seen the positions of maximum temper-
ature are ﬁxed for both analyses with variable and constant thermal properties.
The position and value of ﬁrst principal stress for different stages are shown in Fig. 20. As can be seen, the values of ﬁrst
principal stress for the constant mechanical properties are more than the variable mechanical properties case.
Fig. 19. Position and values of the maximum temperature for variable and constant material properties.
Fig. 20. Position and values of the ﬁrst principal stress for variable and constant mechanical properties.
Fig. 21. Comparison of maximum temperature for variable and constant material properties.
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(variable and constant material). The differences in principal stresses of early stages of concrete setting are intense due to
changes in the elastic modulus of concrete. Whereas in the ﬁnal stages of concrete setting, the mechanical properties con-
verge to ﬁnal values; therefore, the results of both simulation scenarios would be pretty similar for ﬁnal stages of construc-
tion process.
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A GFV approach was adopted to develop a numerical thermal plane-strain solver which is able to predict cement hydra-
tion heat induced stress–strain ﬁelds in concrete dams. The thermal conduction between the concrete and surrounding air
and strain constraints are imposed via proper boundary condition implementation techniques for the vertical and horizontal
as well as the incline surfaces. Furthermore, heat and time dependent variations of mechanical properties due to the concrete
aging are considering in the present numerical modeling.
After explicit computation of the transient temperature ﬁeld at each time step, matrix free iterative plane-strain analysis
was performed on the same UTE mesh until the temperature induced stress–strain ﬁelds were converged. The time step of
the strain analysis formulation is used for stable iterative solution of equilibrium state at each time step of thermal analysis.
At each stage of strain computation, the thermal stresses were computed by means of previously computed displacements
together with the thermal strains, which were accumulatively calculated from the results of the temperature analysis.
The accuracy of the developed model was evaluated by comparison of the computed results with the experimental mea-
surements and good agreements were observed. Then, the applicability of the developed numerical solver was demonstrated
by simulation of the transient thermal stress–strain ﬁeld during gradual constriction process of a concrete dam on a natural
foundation. The computations were performed both conditions of constant and variable concrete properties during concrete
aging of sequential setting of the concrete layers. The results of both simulation scenarios show that signiﬁcant tensile stres-
ses may develop at the exposed boundary surfaces due to the severe temperature gradient. However, at the early ages of the
concrete settings, there are considerable differences between the computed ﬁrst principal stresses of two simulation
scenarios.
Therefore, from the performed computer simulation in present article, it can be stated that considering the temperature
and time dependent mechanical properties variations of the concrete is an essential task for accurate thermal stress analysis
of the concrete dams. The developed model can be used as a helpful simulation tool for prediction thermal strain and stresses
of a concrete dam during desired gradual construction plan.
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