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The nonperturbative quantization technique a` la Heisenberg is applied for non-Abelian gauge
theories. The operator Yang-Mills equation is written, which on the corresponding averaging gives
an infinite set of equations for all Green functions. We split all degrees of freedom into two groups:
in the former, we have Aaµ ∈ G ⊂ SU(N), and in the second group we have coset degrees of freedom
SU(N)/G. Using such splitting and some assumptions about 2- and 4-point Green functions, we
truncate the infinite set of equations to two equations. The first equation is for the gauge fields
from the subgroup G, and the second equation is for a gluon condensate which is the dispersion of
quantum fluctuations of the coset fields. Two examples are considered: The first one is a flux tube
solution describing longitudinal color electric fields stretched between quark and antiquark located
at the ± infinities. The second one is a flux tube stretched between two quarks (antiquarks) located
at ±∞. A special case is considered when the longitudinal electric field produced by a quark located
at +∞ is equal and oppositely directed to the field generated by a quark located at −∞ that leads
to zero total electric field. Both solutions represents the dual Meissner effect: the electric field is
pushed out from the gluon condensate.
PACS numbers: 11.15.Tk; 12.38.Lg
Keywords: nonperturbative quantization; infinite set of equations; two-equation approximation; flux tube;
dual Meissner effect.
I. INTRODUCTION
In the 1950’s, W. Heisenberg has offered the procedure of nonperturbative (NP) quantization for a nonlinear spinor
field [1]. His purpose was to obtain all physical properties of electron from the first principles, i.e. from a fundamental
equation, which he suggested to be the equation for a nonlinear spinor field. Following this approach, he was able to
obtain, to some accuracy, the main properties of electron.
Heisenberg’s main idea was to write the operator nonlinear Dirac equation. Then, on multiplying by field operators
and performing subsequent quantum averaging, one can obtain an infinite set of equations for all Green functions. In
order to make practical use of the infinite set of equations, he proposed to cut off this system of equations to obtain
a finite set of equations.
In principle, this idea can be used for any strongly interacting fields. Here we employ this approach for quantum
chromodynamics (QCD). Our main goals are: (a) starting from the Yang-Mills operator equation, we write an infinite
set of equations for all Green functions; (b) using some assumptions, we truncate this set of equations up to two
equations describing gauge fields from the subgroup G ⊂ SU(N) and gluon condensate for gauge fields belonging to
the coset SU(N)/G; (c) we apply these two equation to obtain a flux tube solution describing the field distribution
between quark and antiquark.
Similar approach for the perturbative calculations of field correlators can be found in Refs. [6]-[10] where the
authors consider the formalism of gauge-invariant nonlocal correlators in non-Abelian gauge theories and derive
nonlinear equations for field correlators in the large Nc gluodynamics.
One of unsolved problems in quantum chromodynamics (QCD) is the problem of field distribution between quark
and antiquark. Similar problem is easily solved in electrodynamics: the distribution of electric field between positive
and negative charges can be easily found since Maxwell’s electrodynamics is a linear theory. In QCD the problem is
that the calculations should be done for non-perturbatively quantized fields because Yang-Mills theories are strongly
nonlinear ones. The standard point of view is that in QCD there is the dual Meissner effect: longitudinal electric field
lines get compressed to a flux tube.
∗Electronic address: v.dzhunushaliev@gmail.com
2The flux tube field distribution is investigated within the framework of lattice QCD. In Ref. [2], the Abelian color
flux of two- and three-quark systems in the maximally Abelian gauge in lattice QCD with dynamical fermions is
investigated. In Refs. [3] and [4], the non-Abelian dual Meissner effect in the SU(3) Yang-Mills theory is investigated
by measuring the chromoelectric flux created by an quark-antiquark source. Lattice calculations strongly support the
idea of the dual Meissner effect in QCD. However, for a more complete understanding of the nature of confinement,
it is necessary to have at least approximate analytical calculations confirming this point of view.
Here we will show that applying the non-perturbative quantization a` la Heisenberg for QCD and using the two-
equation approximation, a solution describing the flux tube between quark and antiquark located at ±∞ can be
obtained. The solution is characterized by a longitudinal color electric field directed from quark to antiquark. All
fields in this solution are expelled by a condensate of coset gauge fields into the flux tube. This is a non-Abelian version
of the field distribution between positive and negative charges in Maxwell’s electrodynamics. Then we want to consider
a non-Abelian version of the field distribution between charges with the same sign in Maxwell’s electrodynamics. We
expect that in this case we will have two longitudinal electric fields directed oppositely. We will consider some special
case when these fields are the same that leads to zero longitudinal color electric field in the flux tube.
II. NONPERTURBATIVE QUANTIZATION A` LA HEISENBERG FOR NON-ABELIAN GAUGE
THEORIES
Following Heisenberg, we write the SU(N) Yang-Mills equations as operator equations
DνF̂
aµν = 0, (1)
where FˆBµν = ∂µAˆ
B
ν − ∂νAˆBµ + gfBCDAˆCµ AˆDν is the field strength operator; AˆBµ is the gauge potential operator;
B,C,D = 1, . . . , N are the SU(N) color indices; g is the coupling constant; fBCD are the structure constants for the
SU(N) gauge group.
How we can solve this equation? Following Heisenberg [1], we have to write an infinite set of equations for all Green
functions 〈
DνF̂
Aµν(x)
〉
= 0, (2)〈
AˆB1α1 (x1)DνF̂
Aµν(x)
〉
= 0, (3)〈
AˆB1α1 (x1)Aˆ
B2
α2
(x2)DνF̂
Aµν(x)
〉
= 0, (4)
. . . = 0, (5)〈
AˆB1α1 (x1) . . . Aˆ
Bn
αn
(xn)DνF̂
Aµν(x)
〉
= 0 (6)
. . . = 0. (7)
Here 〈(. . .)〉 = 〈Q |(. . .)|Q〉 and |Q〉 is a quantum state of the given physical system. For brevity, we will write 〉
instead of |Q〉.
The first equation (2) is the equation for the 1-st order Green function GBµ (x) =
〈
ABµ (x)
〉
. But it contains Green
functions of the 2-nd order 〈A∂A〉 and 3-rd order 〈A3〉 (for brevity, we omit all indices). The second equation (3) is
the equation for the 2-nd order Green function GBCµν (x, x) =
〈
ABµ (x)A
c
ν(x)
〉
. But it contains Green functions of the
3-rd order
〈
A2∂A
〉
and 4-th order
〈
A4
〉
. We see that such situation holds true for all other equations (4)-(7). Thus,
to close this set of equations, we have to write an infinite system of equations.
The solution of the full set of equations (2)-(7) gives us full information on a quantum state |Q〉 and field operators
AˆBµ . In this sense, we can say that the solution of the full set of equations (2)-(7) is the solution of the operator field
equations (1).
We would like to note that in Ref. [5] the author considers Dyson - Schwinger equations set (2)-(7) for the Yang-
Mills theory stopping to the two-point function. We have to note that in our approach presented here we use some
approximation in order to work with 4 - point Green function.
III. TWO-EQUATION APPROXIMATION
In practice, we cannot solve the infinite set of equations (2)-(7). We need to cut it off to obtain a finite set of
equations. Then the solution of the truncated set of equations (2)-(7) will approximately describe the solution of the
3full system. In order to do so, we have to use some physical intuition. For example, we can assume that n-th Green
function is a polylinear combination of m < n Green functions and use it either to cut off the set of equations (2)-(7)
or to write an effective Lagrangian which will be an averaged SU(N) Lagrangian. Probably there exist other variants
to cut off the infinite set of equations (2)-(7).
In this section we use the following strategy: we assume that in some physical situations all SU(N) degrees of
freedom can be decomposed into two groups. In the first group, the gauge fields Aˆaµ = 〈Aˆaµ〉 + iδAˆaµ ∈ G ⊂ SU(N),
where 〈Aˆaµ〉 = Aaµ will be treated as classical fields, and δAˆaµ is the quantum fluctuation around the classical field Aaµ.
In the second group, the gauge fields Amµ ∈ SU(N)/G are pure quantum ones in the sense that 〈Aˆmµ 〉 = 0.
We will consider physical systems where the quantum average of odd degrees of the gauge field are zero,〈(
Aˆm1µ1 (x1) . . . Aˆ
m2k+1
µ2k+1
(x2k+1)
)〉
=
〈(
δAˆa1µ1(x1) . . . δAˆ
a2k+1
µ2k+1
(x2k+1)
)〉
= 0. (8)
The decomposition of field strengths Fˆ aµν and Fˆ
m
µν into (· · · )a and (· · · )m parts can be written as follows:
Fˆ aµν = Fˆaµν + gfamnAˆmµ Aˆnν , (9)
Fˆmµν = ∂[µAˆ
m
ν] − gfamnAˆa[µAˆnν] + gfmpqAˆpµAˆqν . (10)
Here Fˆaµν = ∂µAˆaν − ∂νAˆaµ + gfabcAˆbµAˆcν is the field strength tensor of the subgroup G; AˆB[µAˆCν]] = AˆBµ AˆCν − AˆBν AˆCµ is
the antisymmetrization procedure; a, b, c, . . . are the subgroup indices G, and m,n, p, . . . are the coset indices. We
will consider such subgroup G in order to have structure constants fmpq = 0, where the indices m, p, q are in the coset
SU(N)/G. For example, it can be pairs U(1) ⊂ SU(2) or SU(2)× U(1) ⊂ SU(3).
Let us consider the equation (2) for A = a. After algebraic manipulations, we have
D˜νFaµν −
(
m2
)abµν
Abν +
(
µ2
)abµν
Abν = j
aµ, (11)
where D˜µ = ∂µ + gf
abcAbµ is the covariant derivative in the subgroup G (for details see Appendix A).
2-point Green functions for the gauge fields δAˆaµ ∈ G and for the coset Aˆmµ ∈ SU(N)/G are defined as
Gmnµν(y, x) =
〈
Aˆmµ(y)Aˆnν(x)
〉
, (12)
Gabµν(y, x) =
〈
δAˆaµ(y)δAˆbν(x)
〉
. (13)
Equation (2) for A = m gives us 〈
DνF̂
mµν
〉
= 0. (14)
Here we took into account the condition (8) and the simplification that quantum fields from the subgroup G and the
coset SU(n)/G do not correlate, 〈
Aˆmν δAˆ
a
µ
〉
= 0. (15)
Next step is a consideration of equation (3) for A = m,B1 = r, α1 = α. After tedious calculations, we have (for details
see Appendix A)[
∂xν∂
xµGrmαν(y, x)−xGrmαµ(y, x)
]
y=x
+
gfamn
{
−∂xν [Aaµ(x)Grnαν(y, x)−Aaν(x)Grnαµ(y, x)]y=x −Aaν(x)
[
∂x
µ
Grnαν(y, x)− ∂xνGrnαµ(y, x)
]
y=x
+
Grnαν(x, x)Faµν (x)
}
+g2famnf bnpAaν(x)
[
Abµ(x)Grpαν (x, x)−Abν(x)Grpαµ(x, x)
]
+
g2famnfapqGrnpqα µνν (x, x, x, x) = 0.
(16)
Here we have introduced a 4-point Green function
Gmnpqµνρσ(x, y, z, u) =
〈
Aˆmµ (x)Aˆ
n
ν (y)Aˆ
p
ρ(z)Aˆ
q
σ(u)
〉
. (17)
4In order to close the equations (11) and (16), we have to define the last term in (16): 4-point Green function (17).
Finally, two-equation approximation of the NP quantization a` la Heisenberg is (see the equations (A13) and (A14)
from Appendix A)
D˜νFaµν −
[(
m2
)abµν − (µ2)abµν]Abν = jaµ, (18)[
∂xν∂
xµGrmαν(y, x)−xGrmαµ(y, x)
]
y=x
+
gfamn
{
−∂xν [Aaµ(x)Grnαν(y, x) −Aaν(x)Grnαµ(y, x)]y=x −Aaν(x)
[
∂x
µ
Grnαν(y, x)− ∂xνGrnαµ(y, x)
]
y=x
+
Grnαν(x, x)Faµν (x)
}
+g2famnf bnpAaν(x)
[
Abµ(x)Grpαν (x, x) −Abν(x)Grpαµ(x, x)
]
+
g2famnfapqGrnpqα µνν (x, x, x, x) = 0. (19)
The first equation (18) describes the dynamics of G gauge fields interacting with a coset condensate of quantum
degrees of freedom belonging to the coset SU(N)/G. The condensate is described by 2- and 4-point Green functions
and it is defined by the second equation (19). In order to have a closed set of equations, we have to make some
assumptions about a 4-point Green function. For example, it can be expressed as a bilinear combination of 2-point
Green functions G(2):
G(4) ≈ C1
(
G(2)
)2
+ C2G
(2) + C3, (20)
where C1,2,3 are constants (here we omit all indices). Probably the simplest example is a Mexican hat approximation
that schematically looks like
G(4) ≈ λ
4
(
G(2) −m2
)2
+ const. (21)
Similar decomposition is used in Ref. [11] to derive the Boltzmann - Langevin equation as the correct description of
the kinetic limit of quantum field theory.
A. Qualitative consideration of possible regular solutions
Here we want to consider possible solutions of the equations (18) and (19). Taking into account the expressions for
the mass matrix
(
µ2
)abµν
and the current jaµ, we can assume that regular solutions with
Gmpµν(x, x)
r,ρ→∞−→ m2 (22)
may exist, where r is for the spherical case, ρ is for the cylindrical case, and m2 = const. Then the classical field Aaµ
will decay as
Aaµ ∝
e−mr
r
, for the spherical case, (23)
Aaµ ∝
e−mρ√
ρ
, for the cylindrical case, (24)
and the equation (19) is also satisfied since ∂µG
(2) → 0 and G(4) → 0 by virtue of (20).
Physically such solutions will present either a hedgehog filled with the classical non-Abelian G gauge field or a flux
tube. The gluon condensate created by the coset gauge fields Amµ ∈ SU(N)/G confines classical G gauge fields either
in the ball or in the tube.
B. Energy density
In this section we want to calculate the energy density for the two-equation approximation:
ε =
〈(
EAi
)2
+
(
HAi
)2
8π
〉
, (25)
5where EAi = F
A
0i is the color electric field; H
A
i =
1
2ǫijkF
A
jk is the color magnetic field, and ǫijk is the Levi-Civita
symbol. Taking into account (9)-(10) and the following algebraic properties of the subgroup G ⊂ SU(N)
fabc, famn 6= 0, fmnp = 0, a, b, c ∈ G;m,n, p ∈ SU(N)/G, (26)
we obtain
8πε =
〈
(Eai )2
〉
+
〈
(Hai )2
〉
− 2gfamn 〈Eai 〉Gmn0i(x, x) + 2gfamnǫijk 〈Hak〉Gmnij(x, x)−〈
∂[0A
m
i] ∂
[0A(m)i
〉
+
〈
∂[iA
m
j] ∂
[iA(m)j
〉
+
g2
{
−famnfapqGmnpq 0i0i (x, x, x, x) + famnf bmq
[
−
〈
Aa[0A
n
i]A
b[0A(q)i]
〉
+
〈
Aa[iA
n
j]A
b[iA(q)j]
〉]} (27)
here we take into account famnGmnµν = 0. The interesting thing here is that, in principle, one can obtain regular
solutions with finite energy even if the 2-point Green function Gmnµν is a nonzero constant at infinity. In such case
it is necessary that the 4-point Green function Gmnpqαβγδ and color electric Eai and magnetic Hai fields tend to zero
at infinity. It can happen if we choose the bilinear decomposition (20). In this case, even if G(2) → m2, the 4-point
Green function G(4) → 0, and if in addition the color electric and magnetic fields tend to zero, we will have the
solution with finite energy. The equations (A7) and (A15) show that at infinity the mass matrix goes to a constant,
and the current jaµ → 0. Then asymptotically the equation (18) gives us exponentially decreasing color gauge fields
Eai and Hai .
IV. INFINITE SU(3) FLUX TUBE BETWEEN QUARK AND ANTIQUARK
In this section we would like to show that the set of equations (C1) and (B8)
D˜νFaµν −
[(
m2
)abµν − (µ2)abµν]Abν = 0, (28)
φ− (m2φ)abµν AaνAbµφ− λφ (M2 − φ2) = 0 (29)
has a flux tube solution where a longitudinal chromoelectric field is pushed out from a gluon condensate in the flux
tube;
(
m2
)abµν
Abν ,
(
µ2
)abµν
Abν and
(
m2φ
)abµν
AaνA
b
µφ are calculated in Appendix C. We seek a solution in the form
A1t (ρ) =
f(ρ)
g
; A2z(ρ) =
v(ρ)
g
; φ(ρ) = φ(ρ). (30)
Here we use the cylindrical coordinate system t, z, ρ, ϕ. The corresponding color electric and magnetic fields are then
E3z (ρ) = F
3
tz =
f(ρ)v(ρ)
g
, (31)
E1ρ(ρ) = F
1
tρ = −
f ′(ρ)
g
, (32)
H2ϕ(ρ) = ρǫϕρzF
2ρz = −ρv
′(ρ)
g
. (33)
Substituting (30) into the equations (28) and (29), we have
f ′′ +
f ′
ρ
= f
(
v2 +m2φ2 − µ21
)
, (34)
v′′ +
v′
ρ
= v
(−f2 +m2φ2 − µ22) , (35)
φ′′ +
φ′
ρ
= φ
[
m2φ
g2
(−f2 + v2)+ λ (φ2 −M2)] . (36)
6Here the prime denotes differentiation with respect to ρ. By redefining φ = φ˜/m, M = M˜/m, and λ = m2m2φλ˜/g, we
have
f ′′ +
f ′
ρ
= f
(
v2 + φ˜2 − µ21
)
, (37)
v′′ +
v′
ρ
= v
(
−f2 + φ˜2 − µ22
)
, (38)
φ˜′′ +
φ˜′
ρ
=
m2φ
g2
φ˜
[
−f2 + v2 + λ˜
(
φ˜2 − M˜2
)]
(39)
here according to (C11) m2φ/g
2 = 1/4. Equations (37)-(39) are solved as a nonlinear eigenvalue problem with the
eigenvalues µ1,2, M˜ and the eigenfunctions f, v, φ˜. The boundary conditions are
f(0) = 0.2, f ′(0) = 0;
v(0) = 0.5, v′(0) = 0;
φ(0) = 1.0, φ′(0) = 0.
(40)
The results of calculations are presented in Figs. 1 and 2. Thus, we have obtained the flux tube stretched between
f()
v( )
ϕ(ρ)
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FIG. 1: The functions f(ρ), v(ρ), φ˜(ρ). The solid curve is
f(ρ), the dashed curve is v(ρ), the dotted curve is φ˜(ρ).
µ1 = 1.2325683, µ2 = 1.180660003, M = 1.3137067, λ˜ =
0.1.
E
z
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FIG. 2: The chromoelectric and chromomagnetic fields
E3z(ρ), E
1
ρ(ρ),H
2
ϕ(ρ). The solid curve is E
3
z(ρ), the dashed
curve is E1ρ(ρ), the dotted curve is H
2
ϕ(ρ)
two infinitely separated quark and antiquark. This is the non-Abelian analogue of electric field distribution between
positive and negative electric charges in the Maxwell electrodynamics. In contrast with Abelian electrodynamics, the
electric field is confined within the tube due to the self-interaction of the non-Abelian fields.
From Eq’s (34)-(39) we can obtain the asymptotic behavior of functions f(ρ), v(x) and φ˜(ρ) is
f(ρ) ≈ f0 e
−ρ
√
M2−µ2
1
√
ρ
, (41)
v(ρ) ≈ v0 e
−ρ
√
M2−µ2
2
√
ρ
, (42)
φ˜(ρ) ≈ M − φ0 e
−ρ
√
2λM2
√
ρ
(43)
where f0, v0 and φ0 are some constants.
The linear energy density that follows from (27) and (30) - (33) is
8πǫ(ρ) =
f ′2
2
+
v′2
2
+
φ′2
2
+
f2v2
8
+m2
f2φ2
8
+m2
v2φ2
8
+
µ21
2
f2 − µ
2
2
2
v2 +
λ
4
(
φ2 −M2) (44)
and is plotted in Fig. 3. According to (41) - (43) the linear energy density exponentially decreases at the infinity.
7FIG. 3: The energy density ǫ(x).
The flux of the longitudinal electric field is
Φ =
∫
E3zds =
2π
g
∫ ∞
0
ρf(ρ)v(ρ)dρ <∞. (45)
It is useful to list the properties of the physical system under consideration for which the flux solution is obtained:
• the gauge fields belonging to the subgroup Aˆaµ ∈ SU(2)× U(1) ⊂ SU(3) and the coset Aˆmµ ∈ SU(3)/(SU(2)×
U(1)) have different dynamics;
• quantum expectation values
〈
Aˆaµ
〉
6= 0, but
〈
Aˆmµ
〉
= 0;
• 2-point Green functions of the coset fields Gmnµν are approximately proportional to the total dispersion D (D
is defined in Appendix B): Gmnµν(x, x) ≈ δmnAµAνD(x, x);
• 2-point Green functions of the subgroup fields Gabµν are approximately constant: Gabµν(x, x) ≈ ∆abBµBν;
• Aˆaµ = Aaµ + iδAˆaµ, and the dispersion defect
〈
δAˆaµδAˆ
b
ν
〉
gives rise to:
– the appearing of masses for the non-Abelian fields Aaµ;
– that the masses
(
µ2
)abµν
have to have a necessary sign for getting the flux tube solution;
• the constants m2 and m2φ are defined by the dispersions Gmnµν of quantum fluctuations;
• the closure procedure for the 4-point Green function Gmnpqαβµν which represents a 4-point Green function as a
bilinear combination of the total dispersion: Gmnpqαβµν (x, x, x, x) ≈ CmnpqαβµνD(x, x) [M2 −D(x, x)].
• in order to have different masses µ1 6= µ2, the color anisotropy for the quantum gauge fields δAˆaµ ∈ SU(2) is
necessary.
The flux tube solution obtained in this section shows us that in this situation we deal with the dual Meissner effect:
the gluon condensate pushes out the color electric field. In this connection we want to note that in Ref. [12] the
interaction between gluon condensate and dual Meissner effect is investigated.
8V. INFINITE FLUX TUBE SOLUTION BETWEEN QUARK AND QUARK (ANTIQUARK AND
ANTIQUARK)
Here we want to consider a non-Abelian version of the field distribution between charges with the same sign in
Maxwell’s electrodynamics. We expect that in this case we will have two longitudinal electric fields directed oppositely.
We will consider some special case when these fields are the same that leads to zero longitudinal color electric field in
the flux tube.
The set of equations describing such a situation is
D˜νF
aµν −
[(
m2
)abµν − (µ2)abµν]Abν = 0, (46)
φ− (m2φ)abµν AaνAbµφ− λφ (M2 − φ2) = 0, (47)
where (
m2
)abµν
= −g2 [fabcf cpqGpqµν − famnf bnp (ηµνGmp αα −Gmpνµ)] , (48)(
µ2
)abµν
= −g2 (fabcf cdeGdeµν + ηµνfadcf cbeGde αα + faecf cdbGedνµ) , (49)(
m2φ
)abµν
= g2famnf bnp
Gmpµν − ηµνGmpαα
Gmmαα
. (50)
2-point Green functions for the gauge fields δAˆaµ ∈ SU(2)× U(1) and for the coset Aˆmµ ∈ SU(3)/(SU(2)× U(1)) are
defined as
Gmnµν(y, x) =
〈
Aˆmµ(y)Aˆnν(x)
〉
, (51)
Gabµν(y, x) =
〈
δAˆaµ(y)δAˆbν(x)
〉
, (52)
where F aµν = ∂µA
a
ν − ∂νAaµ + gfabcAbµAcν is the field strength; a, b, c, d = either 1, 2, 3 or 2, 5, 7 are the SU(2) colour
indices; m,n = either 4, 5, · · · , 8 or 1, 3, 4, 6, 8; g is the coupling constant; fABC are the structure constants for the
SU(3) gauge group; A,B,C = 1, 2, · · · , 8. The equation (46) describes SU(2) ∈ SU(3) degrees of freedom that have
non-zero expectation values, and equation (47) describes coset SU(3)/SU(2) degrees of freedom with zero expectation
values:
Aˆaµ =
〈
Aˆaµ
〉
+ iδAˆaµ, (53)〈
Aˆmµ
〉
= 0. (54)
We seek a cylindrically symmetric solution of equations (46) and (47) in the subgroup SU(2) ∈ SU(3) spanned on
either λ1,2,3 or λ2,5,7 in the form
A1,2t (ρ) =
f(ρ)
g
, A1,2z (ρ) =
u(ρ)
g
, (55)
A2,5t (ρ) =
w(ρ)
g
, A2,5z (ρ) =
v(ρ)
g
, (56)
φ(ρ) =
φ(ρ)
g
. (57)
Here the first superscript indices are for λ1,2,3 and the second ones – for λ2,5,7. We work in a cylindrical coordinate
system z, ρ, ϕ, and the corresponding colour electric and magnetic fields are then
E3,7z (ρ) = F
3,7
tz =
(
E3,7z
)
1
− (E3,7z )2 = fv − wug , (58)
E1,2ρ (ρ) = F
1,2
tρ = −
f ′(ρ)
g
, E2,5ρ (ρ) = F
2,5
tρ = −
w′(ρ)
g
, (59)
H2,5ϕ (ρ) = ǫϕρzF
2,5 ρz = −v
′(ρ)
g
, H1,2ϕ (ρ) = ǫϕρzF
1,2 ρz = −u
′(ρ)
g
, (60)
9where
(
E3,7z
)
1
= A1,2t A
2,5
z =
fv
g
,
(
E3,7z
)
2
= A2,5t A
1,2
z = −wug . For simplicity, we consider the case with
w = f, u = v. (61)
In both cases we have the following set of equations (for details see Appendix D)
−f ′′ − f
′
ρ
+m2φ2f = µ2f, (62)
−v′′ − v
′
ρ
+m2φ2v = µ2v, (63)
φ′′ +
φ′
ρ
= φ
[
α˜
(−f2 + v2)+ λ (φ2 −M2)] . (64)
We see that equations (62) and (63) are Schro¨dinger-type equations with a solution v(ρ) = kf(ρ), where k is a
constant, φ is the potential and µ is an eigenvalue. In this case we can rewrite the set of equations (62)-(64) as follows
−f ′′ − f
′
x
+ φ2f = µ2f, (65)
φ′′ +
φ′
x
= φ
[
αf2 + λ
(
φ2 −M2)] . (66)
Here α = α˜(k2 − 1) and it can be an arbitrary real number; we redefined mφ/f(0) → φ, λ/m2 → λ, mM → M ,
f/f(0)→ f , x = ρf(0). Numerical investigation shows that regular solution to (65) and (66) does exist only for some
positive α > 0. It is necessary to note that because of (61) the total longitudinal electric field E3,7z = 0, and this leads
to the fact that equations (62), (63), and (65) do not have non-linear terms like fv2.
The results of numerical calculations are presented in Figs. 4 and 5. We see that we have the dual Meissner effect:
the longitudinal electric fields
(
E3,7z
)
1
and
(
E3,7z
)
2
are confined into a tube by the scalar field φ (which is a condensate
of the coset fields).
f(ρ)
ϕ(ρ)
2 4 6 8 10
0.5
1.0
1.5
FIG. 4: The profile of the functions f(ρ), φ(ρ).
-f(ρ)
f2(ρ)
2 4 6 8 10
0.2
0.4
0.6
0.8
1.0
FIG. 5: The profiles of electric and magnetic fields
gE1,2ρ (ρ) = gE
2,5
ρ (ρ) = −f
′(ρ), gH2,5ϕ (ρ) = gH
1,2
ϕ (ρ) =
−f ′(ρ), g
(
E3,7z
)
1
= −g
(
E3,7z
)
2
= f2(ρ).
VI. NP QUANTIZATION A` LA HEISENBERG VS TURBULENCE MODELLING
In this section we would like to show that the two-equation approximation for the NP quantization a` la Heisenberg
and the Reynolds approximation in stochastic turbulence modeling have the same mathematical basis: the truncation
of the corresponding infinite set of equations for all either Green functions or cumulants.
The Navier-Stokes equation describing a turbulent flow is (in this section we follow the textbook [15])
ρ
(
∂vi
∂t
+ vj · ∂vi
∂xj
)
= − ∂p
∂xi
+
∂tij
∂xj
, (67)
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where vi is the flow velocity, ρ is the fluid density, p is the pressure, tij = 2µsij is the viscous stress tensor, sij =
1
2
(
∂vi
∂xj
+
∂vj
∂xi
)
, and µ is the molecular viscosity. All physical quantities are random ones and statistically fluctuate.
In order to show the similarity between the NP quantization and turbulence modelling, we will obtain two equations:
first of them will be the averaged Navier-Stokes equation, and the second one is obtained by multiplying the Navier-
Stokes equation by the velocity with subsequent averaging. The details can be found in the textbook [15], and the
result is as follows:
ρ
∂Vi
∂t
+ ρVj
∂Vi
∂xj
= − ∂p
∂xi
+
∂
∂xj
(
2µSji − ρv′jv′i
)
, (68)
∂τij
∂t
+ Vk
∂τij
∂xk
= −τik ∂Vj
∂xk
− τjk ∂Vi
∂xk
+ 2µ
∂v′i
∂xk
∂v′j
∂xk
− p′
(
∂v′i
∂xj
+
∂v′j
∂xi
)
+
∂
∂xk
(
ν
∂τij
∂xk
+ Cijk
)
, (69)
where vi(~x, t) is the instantaneous velocity; Vi(~x, t) is a mean value of velocity; v
′
i(~x, t) is a fluctuating part of the
velocity; τij = −ρv′iv′j is the Reynolds stress tensor; (· · · ) is the statistical averaging; Cijk = ρv′iρv′jρv′k + δjkp′v′i +
δikp′v′j . Two equations (68) and (69) are not closed, since we have new unknown functions ρv
′
iρv
′
jρv
′
k, µ
∂v′
i
∂xk
∂v′
j
∂xk
, and
v′i
∂p′
∂xj
. The equation (68) is the averaged Navier-Stokes equation, and (69) is the Reynolds equation. In order to close
(68) and (69), we have to make some physically reasonable assumptions about the unknowns, namely Cijk , ρv′iρv
′
jρv
′
k,
µ
∂v′
i
∂xk
∂v′j
∂xk
, and v′i
∂p′
∂xj
.
We can compare the NP quantization and turbulence modelling in the following table:
quantum averaged Yang - Mills ↔ stochastically averaged Navier-Stokes eqn.,
quantum averaged Amµ · Yang - Mills ↔ stochastically averaged Reynolds eqn.,
closure problem with a 4-point Green function G(4) ↔ closure problem with Cijk, ρv′iρv′jρv′k, µ
∂v′i
∂xk
∂v′j
∂xk
, v′i
∂p′
∂xj
.
The table gives us a full understanding of close interrelation between the NP quantization and turbulence modeling.
In addition, we want to note that the diagram technique from perturbative quantum field theory can be applied in
turbulence modeling, for details see the textbook [16].
VII. DISCUSSION AND CONCLUSIONS
The physical meaning of the two-equation approximation is to describe physical systems in which one group of
degrees of freedom is practically in a classical phase, and the remaining group of degrees of freedom is in a pure quantum
phase. In addition, in the first group, we have quantum fluctuations around the mean values. The dispersion of these
fluctuations gives rise to the appearance of masses of the corresponding gauge fields. The dispersion of quantum
fluctuations in the second group gives rise to the gluon condensate. In fact, this system is a system where classical
non-Abelian gauge fields belonging to a subgroup interact with the quantum condensate of gauge fields belonging
to the coset. The most interesting case here can be the case when classical non-Abelian gauge fields are confined
by a condensate of quantum gauge fields. For example, it can be: (a) a flux tube with a longitudinal color electric
field stretched between infinitely separated quark and antiquark; (b) a hedgehog with an exponentially decreasing
non-Abelian gauge field which is pushed out by the condensate, or something like this.
We have shown that applying the two-equation approximation in the non-perturbative quantization a` la Heisenberg
for QCD one can obtain the flux tube stretched between: (a) quark and antiquark, (b) quark and quark, and (c)
antiquark and antiquark located at ±∞ with non-zero and zero longitudinal color electric field. It is shown that all
color electric and magnetic fields are expelled by the scalar field that describes a condensate of coset non-Abelian
fields. This effect is the analog of the Meissner effect in superconductivity for non-Abelian color fields.
One of the problems in QCD is to show that a flux tube filled with a longitudinal electric field does appear between
quark and antiquark. The conventional opinion in this case is that the appearance of the flux tube is the manifestation
of the dual Meissner effect – the pushing out of color electric field from the gluon condensate. We have shown that
in our two-equation approximation such a solution does really exist. That means that our approach can actually
describe the dual Meissner effect.
As we mentioned above, probably the simplest way to close two equations (18) and (19) is the Mexican hat
approximation (20). But one can assume that there are many other possibilities. For example, Green functions of
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the operator Yang-Mills equation (1) can be connected with solutions in some classical field theory. For instance, one
can investigate a holographic idea that QCD Green functions are connected with a classical action of some classical
theory calculated on a hypersurface of a bulk.
It would be interesting to compare Green functions calculated in this approach with results obtained in lattice
calculations, see Ref’s [13] - [14].
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Appendix A: Quantum averaged equations
In this appendix we would like to give detailed calculations of first two equations (2) and (3) for the two-equation
approximation. The equations with A = a,m are
DνFˆ
aµν = D˜νFˆaµν + gfamn
[
∂ν
(
AˆmµAˆnν
)
+ Aˆmν ∂ˆ
[µAˆ(a)ν]
]
+
g2
(
fabcf cpqAˆbνAˆ
pµAˆqν − famnf bnpAˆmν Aˆb[µAˆ(p)ν]
)
= 0, (A1)
DνFˆ
mµν = ∂ν
(
∂[µAˆ(m)ν
)
+ gfamn
[
−∂νAa[µAˆ(n)ν] − Aˆaν∂[µA(n)ν] + Aˆnν Fˆaµν
]
+
g2famn
(
f bnpAˆaνAˆ
b[µAˆ(p)ν] + fapqAˆnν Aˆ
pµAˆqν
)
= 0. (A2)
Here D˜ν = ∂ν + f
abcAˆbν is the covariant derivative in the subgroup G ⊂ SU(N); Aˆp[µAˆ(q)ν] = AˆpµAˆqν − AˆpνAˆqµ is the
antisimmetrization over µ and ν; Fˆaµν = ∂µAˆaν − ∂νAˆaµ + fabcAˆbµAˆcν ; Aˆaµ = Aaµ + iδAˆaµ; the expectation value of Aˆaµ is〈
Aˆaµ
〉
= Aaµ.
2-point Green function Gabµν =
〈
δAˆaµ(y)δˆAbν(x)
〉
describes the dispersion defect in the following manner. Let us
consider 〈(
Aˆaµ
)†
Aˆbν
〉
= AaµA
b
ν +
〈
δAˆaµδAˆ
b
ν
〉
, (A3)〈
AˆaµAˆ
b
ν
〉
= AaµA
b
ν −
〈
δAˆaµδAˆ
b
ν
〉
. (A4)
Here
(
Aˆaµ
)†
= Aaµ − iδAˆaµ;
(
δAˆaµ
)†
= δAˆaµ. We see that
〈
AˆaµAˆ
b
ν
〉
<
〈
Aˆaµ
〉〈
Aˆbν
〉
that means that
〈
δAˆaµδAˆ
b
ν
〉
can be
referred as the dispersion defect.
Quantum averaging of (A1) gives us the following equation:
〈DνF aµν〉 =D˜νFaµν + gfamn
{
∂xνG
mnµν(x, x) +
[
∂x
µ
Gmn νν (y, x)− ∂x
ν
Gmn µν (y, x)
]
y=x
}
+
g2
[
fabcf cpqAbνG
pqµν − famnf bnp (AbµGmp νν −AbνGmp µν )]+(
µ2
)abµν
Abν = 0,
(A5)
where 〈
D˜νFˆaµν
〉
= D˜νFaµν +
(
µ2
)abµν
Abν , (A6)(
µ2
)abµν
= −g2 (fabcf cdeGdeµν + ηµνfadcf cbeGde αα + faecf cdbGedνµ) , (A7)
Gabµν(y, x) =
〈
δAˆaµ(y)δˆAbν(x)
〉
and Gmnµν(y, x) =
〈
Aˆmµ(y)Aˆnν(x)
〉
are 2-point Green functions. In deriving (A5),
we took into account that we consider a physical system where quantum degrees of freedom from the subgroup G and
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the coset SU(N)/G do not correlate: 〈
δAˆa1µ1(x) . . . Aˆ
m1
ν1
(x) . . .
〉
≈ 0. (A8)
The averaging of the equation (A2) gives us 〈
DνFˆ
mµν
〉
= 0, (A9)
since
〈
Aˆmµ
〉
=
〈
Aˆmµ Aˆ
n
ν Aˆ
p
α
〉
= 0, because of the restriction (8).
The multiplication of (A2) by Aˆrα, followed by the quantum averaging, gives us〈
AˆrαDνFˆ
mµν
〉
=
[
∂xν∂
xµGrmαν(y, x)−xGrmαµ(y, x)
]
y=x
+
gfamn
{
−∂xν [Aaµ(x)Grnαν(y, x)−Aaν(x)Grnαµ(y, x)]y=x −Aaν(x)
[
∂x
µ
Grnαν(y, x)− ∂xνGrnαµ(y, x)
]
y=x
+
Grnαν(x, x)Faµν (x)} + g2famnf bnpAaν(x)
(
Abµ(x)Grpαν (x, x)−Abν(x)Grpαµ(x, x))+
g2famnfapqGrnpqα µνν (x, x, x, x) = 0.
(A10)
Here we took into account that quantum degrees of freedom from the subgroup G and the coset SU(N)/G do not
correlate,
〈
δAˆaνδAˆ
bµAˆpνAˆrα
〉
≈ 0, and
Grnpqα µνν (x, x, x, x) =
〈
Aˆrα(x)Aˆnν (x)Aˆ
pµ(x)Aˆqν (x)
〉
(A11)
is the 4-point Green function that, following to the closure procedure, should be expressed in terms of 2-point Green
functions.
The multiplication of (A2) by Aˆcα with subsequent quantum averaging gives us〈
Aˆcα(x)Dν Fˆ
mµν(y)
〉
= 0, (A12)
since all quantum degrees of freedom from the subgroup G and the coset SU(N)/G do not correlate.
Finally, we have the following two-equation approximation for the NP quantization a` la Heisenberg for non-Abelian
gauge theory in the static case with the limitations (8) and (A8):
D˜νFaµν −
[(
m2
)abµν − (µ2)abµν]Abν = jaµ, (A13)[
∂xν∂
xµGrmαν(y, x)−xGrmαµ(y, x)
]
y=x
+
gfamn
{
−∂xν [Aaµ(x)Grnαν(y, x) −Aaν(x)Grnαµ(y, x)]y=x −Aaν(x)
[
∂x
µ
Grnαν(y, x)− ∂xνGrnαµ(y, x)
]
y=x
+
Grnαν(x, x)Faµν (x)
}
+g2famnf bnpAaν(x)
[
Abµ(x)Grpαν (x, x) −Abν(x)Grpαµ(x, x)
]
+
g2famnfapqGrnpqα µνν (x, x, x, x) = 0, (A14)
where (
m2
)abµν
= −g2 [fabcf cpqGpqµν − famnf bnp (ηµνGmp αα −Gmpνµ)] , (A15)
jaµ = −gfamn
{
∂xνG
mnµν(x, x) +
[
∂x
µ
Gmn νν (y, x)− ∂x
ν
Gmn µν (y, x)
]
y=x
}
. (A16)
The equations (A5), (A10), (A9), and (A12) are correct with the approximations (8) and (A8).
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Appendix B: Scalar approximation for the condensate equation
The equation (A14) is an exact description of field quantum fluctuations. Generally speaking, 2-point Green
functions for different indices have different behavior. In this section we want to consider a situation when all 2-point
Green functions for coset degrees of freedom have the same order and are approximately defined by the sum of all
dispersions. In this case we can assume that every 2-point Green function is proportional to the dispersion
Gmnµν(y, x) ≈ CmnµνD(y, x), (B1)
where Cmmµµ is a constant. D(x, x) is the sum of quantum field dispersions Aˆ
m
µ when y = x.
In order to obtain equation for the total dispersion D(x, x), we sum (A14) over r,m and α, µ. To make the equation
for the dispersion D as simple as possible, we use the following Ansatz
Cmnµν = δmnAµAν , (B2)
where δmn is the Kronecker symbol; AµAµ is a constant; Aµ∂µ = ∂µAµ = 0. The system of equations (A13) and
(A14) is not closed since we have the 4-point Green function Gmnpqαβµν . In order to close this set of equations, we
have to make some assumption about a 4-point Green function, namely, how it is connected with a 2-point Green
function. As mentioned above, we assume that a 4-point Green function is a bilinear combination of 2-point Green
functions:
Gmnpqαβµν (x, x, x, x) ≈ CmnpqαβµνD(x, x) [M2 −D(x, x)] , (B3)
where Cmnpqαβµν and M2 are constants. After that point, we obtain the following equation for the total dispersion
of the coset quantum fields Aˆmµ :
xD(y, x)y=x −
(
m2φ
)abµν
Aaν(x)A
b
µ(x)D(x, x) − λD(x, x)
[
M2 −D(x, x)] = 0, (B4)
where (
m2φ
)abµν
= g2famnf bnp
Gmpµν − ηµνGmpαα
Gmmαα
= g2famnf bnm
AµAν − ηµνAαAα
3AαAα , (B5)
λ = g2famnfapq
Cmnpq µνµν
3AαAα . (B6)
The solution of this equation is sought in the form
D(y, x) = φ(y)φ(x). (B7)
We think that such an approximation can be used only in a static case for the description of some regular static
objects. For example, it can be a hedgehog (a spherical object filled with radial electric/magnetic fields), or a flux
tube in a gluon condensate, or a glueball and so on.
Upon inserting (B7) into (B4), we have the following equation
φ− (m2φ)abµν AaνAbµφ− λφ (M2 − φ2) = 0. (B8)
Physically this equation describes the gluon condensate φ formed by the coset quantum gauge fields Amµ ∈ SU(N)/G
and interacting with the gauge fields Aaµ ∈ G ⊂ SU(N).
Appendix C: Evaluation of
(
µ2
)abµν
,
(
m2
)abµν
, and
(
m2φ
)abµν
for the flux tube solution
The equation for this case is
D˜νFaµν −
[(
m2
)abµν − (µ2)abµν]Abν = jaµ. (C1)
In order to obtain a flux tube solution, we need to consider a physical system with some special properties. We will
consider G = SU(2)×U(1), SU(N) = SU(3) and a physical system where 2-point Green functions can approximately
be expressed as follows:
Gabµν(y, x) ≈ ∆abBµBν , (C2)
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where BµBµ is a constant and
∆ab =
δ1 0 00 δ2 0
0 0 δ3
 . (C3)
This equation shows us that we have some color anisotropy in the SU(2) subgroup in the sense that G11µν 6= G22µν 6=
G33µν . We choose the vectors Aµ and Bµ in the form
Aµ =
(
0, 0, 0,
Aϕ
ρ
)
, (C4)
Bµ =
(
0, 0,Bρ, Bϕ
ρ
)
. (C5)
Here we work in the cylindrical coordinate system ds2 = dt2 − dz2 − dρ2 − ρ2dϕ2. We seek the vector potential for
the flux tube solution in the form
A1t 6= 0; A2z 6= 0. (C6)
With such choice of the vectors Aaµ, Bµ and Aµ, we have(
µ2
)1btν
Abν = g
2
(B2ρ + B2ϕ) (δ2 + δ3)A1t = µ21A1t , (C7)(
µ2
)2bzν
Abν = −g2
(B2ρ + B2ϕ) (δ1 + δ3)A2z = −µ22A2z, (C8)(
m2
)1btν
Abν =
(
3g2A2ϕ
)
φ2A1t = m
2φ2A1t , (C9)(
m2
)2bzν
Abν = −
(
3g2A2ϕ
)
φ2A2z = −m2φ2A2z, (C10)(
m2φ
)abµν
AaνA
b
µ =
g2
4
[(
A1t
)2 − (A2z)2] = m2φ [(A1t )2 − (A2z)2] . (C11)
Here µ2 6= µ1 if δ2 6= δ1. Insertion of (B1) and (B2) into (A16) yields
jaµ = 0. (C12)
Appendix D: Coefficients of equations (62)-(64) for flux tube with zero longitudinal electric field
1. SU(2) subgroup spanned on λ1,2,3
We use the following Ans[>e for the 2-point Green functions Gabµν
Gabµν(y, x) ≈ ∆abBµBν, a, b = 1, 2, 3; (D1)
Cmnµν ≈ δmnAµAνφ2, m, n = 4, 5, 6, 7, (D2)
where BµBµ and AµAµ are constants and
∆ab = diag
(
δ1, δ2, δ3, 0, 0, 0, 0, 0
)
, (D3)
δmn = diag
(
0, 0, 0,∆4,∆5,∆6,∆7, 0
)
, (D4)
Aµ =
(
0, 0,Aρ, Aϕ
ρ
)
, (D5)
Bµ =
(
0, 0,Bρ, Bϕ
ρ
)
. (D6)
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We choose Bµ and Aµ in such form because A···t,z from (55) and (12) are non-zero: A···t,z 6= 0. Substitution of (D3)-(D6)
in (D1) and (D2) gives us [for u(ρ) = v(ρ), w(ρ) = f(ρ)]:
µ21 = g
2
(B2ρ + B2ϕ) (δ2 + δ3) , (D7)
µ22 = g
2
(B2ρ + B2ϕ) (δ1 + δ3) , (D8)
m2 =
3
4
g2
(A2ρ +A2ϕ) (∆4 +∆5 +∆6 +∆7)φ2, (D9)(
m2φ
)abµν
AaνA
b
µ =
g2
2
(
f2 − v2) . (D10)
We set δ2 = δ1 and then
µ22 = µ
2
1. (D11)
2. SU(2) subgroup spanned on λ2,5,7
Similar construction can be done for the SU(2) group spanned on λ2,5,7 :
∆ab = diag
(
0, δ2, 0, 0, δ5, 0, δ7, 0
)
, (D12)
δmn = diag
(
∆1, 0,∆3,∆4, 0,∆6, 0,∆8
)
, (D13)
Aµ =
(
0, 0,Aρ, Aϕ
ρ
)
, (D14)
Bµ =
(
0, 0,Bρ, Bϕ
ρ
)
. (D15)
Substitution of (D12)-(D15) in (D1) and (D2) gives us [for u(ρ) = v(ρ), w(ρ) = f(ρ)]:
µ21 =
g2
4
(B2ρ + B2ϕ) (δ5 + δ7) , (D16)
µ22 =
g2
4
(B2ρ + B2ϕ) (δ2 + δ7) , (D17)
m21 =
3
4
g2
(A2ρ +A2ϕ) (4∆1 + 4∆3 +∆4 +∆6) , (D18)
m22 =
3
4
g2
(A2ρ +A2ϕ) (∆1 +∆3 + 4∆4 +∆6 + 3∆8) , (D19)(
m2φ
)abµν
AaνA
b
µ =
g2
4
5∆1 + 5∆3 + 5∆4 + 2∆6 + 3∆8
∆1 +∆3 +∆4 +∆6 +∆8
(
f2 − v2) . (D20)
We set δ5 = δ2 and 4∆1 + 4∆3 +∆4 +∆6 = ∆1 +∆3 + 4∆4 +∆6 + 3∆8 and then
µ22 = µ
2
2, m
2
2 = m
2
1. (D21)
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