This paper discussed a general strategy for reducing measurement-error-induced bias in statistical models. It is assu.ed that the measure.ent ·error is unbiased with a known variance although no other distributional assulIPtions on the measur..ent-error distribution are employed.
INTRODUCTION
In this paper a method of reducing measurement-error-induced bias in M-esti.ators is studied with emphasis on covariate measurement error in generalized linear models. It is assumed that given independent observations (Yi,U i ) (i=1, 2) and conditional on U i ' Y i and Xi are stochastically independent. Unless~(y,u,a) is a linear function of u, the naive . .
estimator of 8 0 , a, obtained by solving (1.1) with Xi in place of U i , is generally inconsistent with an asymptotic bias which is 0(02) under (1.2), (Stefanski, 1985) . This paper outlines a strategy for reducing this asymptotic bias to 0(02) under the assumption that a2 and Q are known. Without additional assumptions on the measurement error distribution this is as much reduction in bias as can be expected except when~(y,u,a) is a quadratic function of u. Although an assumption of normality can always be defended on general principles, the two correlates of this assumption in linear measurement-error models, convenience and consistency (when the assumption of normality is correct and often when not), frequently are not obtained in nonlinear measurement-error models (Stefansk i & Carro 11, 1.985; Carro 11 et a1, 1984) . Hence the motivation for (1.2) in place of the more restrictive and often unverifiable assumption of normality.
The strategy suggested in this paper can be described very simply. Let C i =C(V i ,X i ,9,a) be a function of Vi' Xi' 9 and a.
Then if 9~is a solution to the equations n 2 E <II(V.,X. + a C., 9) = 0 i=1 1 1 1 * it would be expected that 9 C converges in probability to some 9 =9(a) satisfying n 2 lim (1/n) E<II{V.,X. +aC., 9(a)} = o.
The idea is to determine choices of C i which insure that 9(a) =9 0 + 0(02).
The formal implementation of this strategy does not depend on whether U 1 , ••• ,U n is regarded as a fixed sequence of unknown constants, i.e., a functional model or as a sequence of independent and identically distributed random variables, i.e., a structural model, provided the Cesaro sum in (1.3) is sufficiently well behaved for large n. In the structural version of the model (1.3) would be replaced by E{<II(V,X+a2C,9(a»} and the type of regularity conditions required are those that allow for the interchange of expectation and differentiation with respect to o. However, justification for the proposed methods by way of rigorous mathematical analysis is not given; instead the strategy is defended by showing that the estimators so derived are reasonable, and in some cases identical to estimators proposed previously in the literature. Largely for convenience, attention is focused on generalized linear models.
In Section 2 a necessary condition for second-order unbiasedness (9(a) =9 0 + 0(a 2 » is derived and two estimators are proposed corresponding to two choices of C i ' satisfying this condition. In the course of deriving these estimators evidence is provided which indicates that functional maximum likelihood estimation generally fails to produce consistent estimators of regression parameters in nonlinear generalized linear model. In Section 3 Monte Carlo evidence is presented demonstrating the effectiveness of these estimators at reducing bias. For the simulation study a class of nonlinear models is identified which permit easy computation of bias terms.
The generalized linear models studied are specified by their mean function E(YIU) a~(UT90) and variance function var(YIU) =T2v(U T 9 0 ). The estimating equation~(Y,U,e) will be written ( 1.4) with wet) =~·(t)/v(t). With this notation the folloWing identities are obtained for t =uTe o * Under appropriate regularity conditions the estimator e satisfying n T * E Q y (U.9 )U. =0 i=l i ' , is consistent for 9 0 and n 1 / 2 (9*-9 0 ) has a limiting normal distribution with mean zero and covariance matrix [l~m(T2/n)E(~·(UTeo)W(UTeo)UiUT}]-1. holds provided In a generalized linear model, it is not necessary to refit the model to obtain eC,l.
Since Xi,e : (I + a2M)x i invariance considerations show that
where in (2.5) it is assumed that I + a2M T is nonsingular.
In an earlier paper (Stefanski, 1985) the author proposed a second-order unbiased estimator obtained by subtracting an estimate of the bias from the naive estimator, a strategy which has since been refined as a recent paper by Whittemore & Keller (1987) . Using current notation the estimator proposed in Stefanski (1985) is given by ..
That both e C ,l and e converge to limits which differ by no more than o(~) follows from the fact that (I + a2M T )-l = 1 -~MT
When M T is negative definite and I + a2M T is positive definite (I +~MT)-l > I -a2M T in the sense of positive definiteness. This means that the correction for attenuation iñ -e C ,l~s greater than that in e. Thus it would be expected_ that e C ,l will be less biased although more variable than e.T his occurs, for example, in the linear model. In this case e converges to (OU +~n)-laueo where au =E(UU T ). For this model e C ,l = (I -a2s~)-1e where Sxx = n-1 IX i x1· Since Sxx converges to~+~n,_eC,1 is consistent for eo at the linear model. The estimator e is not consistent at the linear model. The simulations reported in Section 3 also support the claim that ... C,1 corrects for the effects of measurement error more so than e.
2.3 A second estimator with reduced bias Now consider (2.3) when C is given by a1{Qy(u T e o ) -~}neo for scalars a 1 and a2 to be determined. Using the representation Qy(t) = {V -~(t)}w(t) and the relationships given in (1.5), (2.3) reduces to
where~, w,~', WI, etc. are all evaluated at uTe o ' This equality holds true provided 2 -r a 1 = 1, and 2a 1 (-r2~,w' + at' w) -~"w -2~'w' = 0 , which when solved yield a 1 = 1/-r 2 and a2 = -r2~11/2;"" • This~uggests a second strategy for estimating eo. From a preliminary fit to the observed data obtain e and T 2 and construct
•• ,n, to obtain e C ,2. Under reasonable regularity conditions this estimator will possess a bias which is 0(0 2 ) • ... Consider e C ,2 in the case of logistic regression. Here Qy(t) = V -F(t), F(t) = 1/{1 + exp(-t)},~(t) = F(t) and -r 2 = 1.
Since F' • F -F 2 , /JI = F' and /J" = F' (1-2F), /J"/2/J1 = 1/2 -F and Xc is given by Xc =a 2 {y -1/2}08 • When e is held fixed and Z is normally distributed it is shown in Stefanski « Carroll (1985 Stefanski & Carroll (1985) and proved to significantly reduce bias in a simulation study.
Suppose now that YIU has an exponential family density of the form . A A problem arises with 8 e ,2 if the variation of Y around its mean is s.all, i.e., when~is small. Formally this can be seen by noting that it is not generally possible to solve (2.7) for a1 and a2 w~en~= O. The validity of the small-measurement error A correction in ee,2 is .ore dependent on the ratio of the measur....nt error variance to the equation error variance whereas A the validity of the correction in ee,1 depends more on the ratio of measurement-error variance to true predictor variation.
SIMULATION RESULTS
The study of linear 118asur...nt-error models is facilitated to a great extent by the ability to obtain closed-form expressions for bias terms. It is not generally possible to do the same in nonlinear measurement-error models and hence the motivation for the approximations derived in this paper and those employed by other investigators (Wolter & Fuller, 1982; Amemiya, 1982; Stefanski and Carroll, 1985; Armstrong, 1985 ; Stefanski, 1985 and Keller and Whittemore, 1987) . In the simulations conducted for this paper three models were employed for which there exist simple and familiar expressions for the bias of the naive estimator. This provides a basis for comparing the corrected estimators and .
also allows them to be compared to a standard method-of-moments correction-for-attenuation estimator. The models are described in 
Suppose that X z U + Z with E(Z) z 0 and that conditioned on U, Y and X are independent. In the Appendix it is shown that when U and Z are independent normal vectors the solution,' (a,~T)T, to the system of equations is given by where OU and~are the covariance matrices of U and Z respectively. For the simulations in this paper three univariate versions of this model were studied. In the first YIU is exponentially distributed with mean exp(a+~U). In this model the likelihood score is given by (3.1) with~= 2. In the second model YIU has a Poisson distribution with mean exp(a +~U). The likelihood score for this model is given by (3.1) with~= 1. In the third, YIU is normally distributed with mean exp(a+~U) and constant variance~.
Details of the Simulation
In the exponential and Poisson models the parameters were set at a • 0 and~• 1/2. Five hundred simulated data sets were generated for each of three sample sizes n=50, 100, 200. In both models U • N(O,l) and Z • N(0,1/4). The normal random variates were generated using the normal random number generator supplied with GAUSS (1986). Exponential and Poisson variates were generated using GAUSS's uniform random number generator in conjunction with standard algorithms for producing exponential and Poisson variates. Further details are available from the author upon request.
Eight estimators were selected for study. These include the estimators derived previously, the second-order unbiased estimator proposed in Stefanski (1985) and certain modifications to these A estimators as described below. The eight estimators are: 1) 9, A the naive es~imator; 2) 9 C ,A ' method~of-moments correction-forattenuation estimator described in Section 3.1; 3-5) designated A A ' " A 9 C ,,(0), 9 C ,,(2) and 9 C ,,(6) respectively, 9 C ,,(0) is the ...
• A estimator derived in Section 2.2, 9 C ,1(2) and 9 C ,,(6) are mo~ifications obtained by replacing M T in the definition of 9 C ,1(0) by MT(n-a)/n, «=2,6 respectively; 6) e C ,2'. the • estimator derived in Section 2.3; 7-8) designated 9 and 9 1 . respectively, 9 is the estimator proposed in Stefanski ('985) and which appears in eq. (2.6), 9, =e+ a4M™Te.
The modifications to 9 C ,l(0) ar~suggested by the work of Fuller (1980) . The modification to 9 was suggested by comparing -(2.5) and (2.6); whereas e utilizes two terms in the expansion of (1 + a2M T )-1, 8 1 employs the first three terms in this expansion. Tables 1 & 2 Table 1 when n=50,~~C,2 -1/21 was less than I~-1/21 in 64.2% of the data sets generated. This frequency is (an estimator of) the relative performance measure P(~*,~) =pr{l~-1/21 < I~-1/21} and is related to the concept of Pitman-closeness (Mood, Graybill & Boes, 1974, p. 290) .
Discussion of the Simulation Results
Formal tests of significance were carried out comparing each of the estimators' mean squared errors to that of the naive esti.ator using paired difference tests. The tests were generally inconclusive for the smaller sample size, but without exception indicated a reduction in mean squared error for the two larger sample sizes. The number of simulations was not large enough to detect differences between the various corrected estimators on a case-by-case basis. However, the trends across sample sizes and models in Tables 1 and 2 and in additional simulations not reported here suggest some additional conclusions.
A With respect to_mean square error~C,2 performed best, followed closely by~. These estimators achieve this superiority at the expense of maintaining the largest negative bias, i.e., their corrections for attenuation are smallest. As A suggested in Section 2.3~C,1(0) tends to overcompensate for the effects of measurement error and consistently has the largest positive bias. The modified versions of this 'estimator are more ... nearly unbiased as is the modified version of $. When an estimator is used as a pivotal quantity in a confidence interval the validity of the stated confidence levels depends critically on the bias/(standard deviation) ratio. Thus any of the modified estimators would be preferred in such an application although this recommendation assu..s that reasonably good estimates of standard errors can be obtained, say by the delta method.
All of the nonzero proportions in column 4 of Tables 1 and 2 are significantly greater than 1/2. Thus each of the corrected estimators is Pitman-closer to its estimand than is the naive estimator.
A Although the method-of-moments estimator $C,A' depends explicitly on the joint normality of the observed and true predictor, it did not seem to enjoy any consistent advantage over the other estimators whose derivations do not formally depend on A normality. The mean~quared error of $C,A was consistently dominated by that of $C,2'
In both the exponential and Poisson models there is substantial variation in the conditional distribution of YIU at A least for some U. Consequently the problems with 8 C ,2 mentioned in Section 2.3 are not manifest in these models. To complement the Poisson and exponential simulations a third model was studied in which (YIU) is normally distributed with mean =<x+$U, <X =0, $ =1/2 and variance~. The measurement error was also normal with zero mean and variance. 1/16. For the three values of~= 1/4, 1/16, 1/64 and sample size n = 25, five hundred simulated data sets were generated. The results from this experiment appear in Table 3 .
The most interesting trend in this 4. CONCLUDING REMARKS Commonly in statistics the fitting of a complex model to data is avoided by transforming the data so they follow a simpler more familiar model. The benefits derived by doing so are well known, for example, the ability to use existing software for the fitting and diagnosing of the model under study. This paper is a first attempt at applying this principle to data analysis in the presence of measurement error. Its success at reducing measurement-error induced bias is apparent from the simulation study.
An issue not addressed in this paper is the estimation of. standard errors for the bias adjusted estimators. A large-sample small-measurement-error asymptotic distribution theory such as that employed by WOlter and Fuller (1982) and Stefanski and Carroll (1985) suggests that the estimation of standard errors is relatively insensitive to the measurement error and that the usual formulae for asymptotic variances can be employed. However, experience indicates that this is not always acceptable. As all of the bias-adjusted estimators are modified M-estimators or what might be called pseudo M-estimators, a routine though tedious application of the delta method yields standard large-sample (but not necessarily small-measurement-error) estimators of standard errors; see, for example, Stefanski (1985) . This approach should be sufficient in most cases since adjustment for bias is not recommended in small samples. Model: (YIU), exponential, mean exp(<<+f3U), «=0,~=1/2; U, N(0,1); mea!!urellent error, N(0,1/4). 
