In the recent years, the study of glioma growth Mathematical models that describe growth have been developed by many researchers.
INTRODUCTION
Glioma is the most invasive brain tumor, arising from the abnormal growth of glial cells in thebrain [1] . To study the dynamics of brain glioma, researchers develop the mathematical model.Most of the mathematical model of brain tumor growth is in the form of partial differential equation (PDE) [2] . More specifically, the second order reaction-diffusion equation is used widely to model the glioma growth [3] . Generally, finite difference (FD) method is applied widely to solve the PDE [4] [5] [6] [7] . An implementation of FD method will leads to an algebraic system with the sparse coefficient matrix.
Numerical methods to solve the algebraic system are categorized into two main classes,i.e. directand iterative methods [8] . However, for large sparse systems, the limitations of direct methods are enormous computational time and slow convergence rate. Consequently, the iterative methods are preferred than direct methods to solve the large sparse algebraic systems [7] . Among the existing iterative methods, two-stage methods are widely used and efficient compared to one-stage methods. A two-stage iterative method often called inner-outer iteration method and first proposed by [9] . Many researches have been conducted to investigate the effectiveness of two-stage methods, refer [10] [11] [12] [13] [14] [15] [16] [17] .
In this work, the effectiveness of two-stage Gauss-Seidel (TSGS) method for solving large sparse linear algebraic system generated from the discretization of glioma growth model will be investigated. The considered glioma growth model will be discretized by using FD method.
The performance of the tested TSGS method will be compared with standard Gauss-Seidel (GS) method.
The outline of the paper is as follows: the mathematical model of glioma growth is explained in Section 2. Section 3 describes the numerical methods used to solve the governing model.
Numerical results are included and discussed in Section 4. Finally, the concluding remarks are given in Section 5.
MATHEMATICAL MODEL OF BRAIN TUMOR GROWTH
The reaction-diffusion model introduce by [2] had a significant impact on glioma growth modeling. The basic model considers the evolution of glioma tumor cells population to be mainly governed by proliferation and diffusion. Initially, the growth of an infiltrating glioma as a mass conservation law was provided by [2] . Mathematically, the model can be represented as
where c designates the tumor cell density at location x and time t , ) (c f as the function of cell density,  defines the spatial gradient operator and  is the brain domain. Under the assumption of classical Flick's law, the following relation satisfies
where D is the diffusion coefficient.
Three different cancerous growth such as exponential, logistic and Gompertz are used for and Neumann boundary condition
where  is the proliferation rate.
NUMERICAL METHODS
In this section, the implementation of numerical methods used to solve the glioma growth model as given in Equation (3) (BTCS) scheme is applied to discretize the model (3) and then the resulting linear algebraic system will be solved by using GS and TSGS methods.
Backward Time Central Space (BTCS) Scheme
Let the solution domain be divided uniformly in both xand t . Thus, the discrete set of points of x and t respectively be given by
. For simplicity, the notation ) , ( 
The implementation of formula given in Equations (4) and (5) 
GS and TSGS methods
In this section, the formulation of GS and TSGS methods will be explained. Now, consider 
where M is the diagonal matrix, N is the strictly lower triangular matrix and Q is the strictly upper triangular matrix. Theiterative form of GS and TSGS methods are
and
respectivelywhere j is the inner iteration number, and i is the outer iteration. In the case of the stationary two-stage method, inner iteration number is fixed and
. Based on the theorem, the both methods will converge if the spectral radius is less than one. The algorithm of GS and TSGS are described in algorithms 1 and 2 respectively.
Algorithm 1. One-Stage Gauss-Seidel Method
Step 1. Initialize all the parameter.
Step 2. while ,...
Step 3. Convergence test. If the convergence criterion i.e.
(where  is convergence criterion) is satisfied, go to step 4. Otherwise, go to step 2.
Step 4. Stop.
Algorithm 2. Two-Stage Gauss-Seidel Method
Step 1.
Initialize all the parameter.
Step 2.
Step 3.
Convergence test. If the convergence criterion i.e.
Step 4.
Stop.
RESULTS AND DISCUSSION
To perform the numerical experiments, the initial and boundary conditions, i.e., (for 15 days) as compared to GS method.
CONCLUSION
In this work, numerical solutions of one-dimensional glioma growth model is considered.From the Tables 1 to 3 , it can be clearly seen that TSGS method required less number of iterations and computational time as compared to GS iterative method. For the future works, the numerical solutions obtained can be validated with the real clinical data.
Also, higher order model can be considered to predict glioma growth.
