Abstract. We consider the interacting particle system on the homogeneous tree of degree (d + 1), known as frog model. In this model, active particles perform independent random walks, awakening all sleeping particles they encounter, and dying after a random number of jumps, with geometric distribution. We prove an upper bound for the critical parameter of survival of the model, which improves the previously known results. This upper bound was conjectured in a paper by Lebensztayn et al. (J. Stat. Phys., 119(1-2), 331-345, 2005). We also give a closed formula for the upper bound.
Introduction
We study a system of branching random walks with random lifetime on a rooted graph, which is known as the frog model. This model is inspired by the process of an infection spreading (or rumor propagation) through a population, where the transmission agents are mobile particles which move along the vertices of the graph.
Like the percolation model and other interacting particle systems such as the contact process, the frog model has two different types of behavior, depending on a parameter (p, in this case). For small values of p, the process dies out almost surely, whereas, for large p, the process survives perpetually with positive probability. In this paper, we derive a new upper bound for the critical value p c that separates these two regimes for the model on homogeneous trees. This upper bound has been conjectured by Lebensztayn et al. [12] . For the proof, we construct an approximating sequence of processes that lead directly to the upper bound.
The frog model with geometric lifetime is defined as follows. Let G be an infinite connected rooted graph. The root of G is denoted by ∅. We will assume that the system starts with one active particle located at ∅, and one inactive particle at every other vertex of G. Active particles perform independent simple random walks on G, in discrete time, and have independent geometrically distributed random lifetimes, with parameter (1 − p). That is, at each instant of time, every awake particle may disappear with probability (1 − p); if it survives, it moves to one of the neighboring vertices, chosen with uniform probability. Whenever an active particle hits a vertex containing a sleeping one, the latter is activated, and starts its own life and trajectory on G, in an independent manner. We denote by FM(G, p) the frog model on G, with survival parameter p, referring the reader to Alves et al. [1] for the formal definition of the model.
The question of phase transition for the frog model on infinite graphs was first addressed by Alves et al. [1] , especially on the hypercubic lattices Z d , d ≥ 1, and homogeneous trees. Fontes et al. [5] prove that the critical probability is not a monotonic function of the underlying graph, which is an unexpected fact, as the frog model can be thought of as a percolation model. Lebensztayn and Utria [11] study the issue of phase transition on birregular trees. We present the known results regarding upper bounds for the critical parameter on homogeneous trees in Section 1.1.
For the frog model with p = 1, in which all awake frogs live perpetually, a fundamental problem is whether the root of the graph is visited by infinitely many frogs. In the first published paper dealing with the frog model, Telcs and Wormald [15] prove that this holds true almost surely on Z d , for every d ≥ 1, when the process starts with one particle per vertex. Popov [13] studies a phase transition from transience to recurrence, also on Z d , with respect to the initial density of particles. 
In a remark at the end of Section 4 (p. 341), the authors claim that a refinement of the argument in the proof of (1.1) leads a better result, namely,
wherev is the unique root in the
However, as the authors point out, some technical difficulties prevent a full proof of (1.2). Our foremost purpose is to establish this new upper bound for p c (T d ), which also improves the result derived recently by Gallo and Rodríguez [6] , using Renewal Theory. We present a proof of (1.2) that relies on the ideas of Lebensztayn et al. [12] , but is completely independent, and has the advantage of offering a probabilistic interpretation, since it defines the approximation processes that allow us to arrive at formula (1.2).
Main results
For d ≥ 2, we definep 
It is worth noting that this bound improves (1.1).
Theorem 2.1. For every d ≥ 2, we have that
(ii)p(d) is the unique root in (0,1) of the polynomial
For the sake of completeness, we write down an explicit formula forp(d), not involving imaginary numbers. For this, we need the following definition.
Definition 2.1. For every fixed d ≥ 2, we define the constants
Also, let
2K .
Proof of Theorem 2.1
The key idea is to construct a class of Galton-Watson branching processes which are dominated by the frog model on T d , in the sense that the frog model survives if each one of these processes does. This approach is similar to that employed in Lebensztayn et al. [12] to prove (1.1). However, here the branching processes are defined in a new manner, in such a way that, by studying their critical behavior, we obtain directly a sequence of upper bounds for the critical probability, which converges top(d). 
where dist(x, y) is the distance between vertices x and y, and the function β (d) :
We also recall from Lemma 3.1 of this paper that, for every v
In the sequel, we need the following definition. 
The central idea to prove Theorem 2.1 is summarized in the next result.
Lemma 3.1. For every n ≥ 1, there exist a Galton-Watson branching process
,n } ≥0 implies the survival of the frog model on
Furthermore, for every b
Notice that, by finding p such that each one of these branching processes is su- ,n } ≥0 , we consider the spreading of the frog model restricted to a tree rooted at ∅, which is isomorphic to the d-ary tree. First, given two vertices x and y of T d , we say that y is a descendant of x if x is one of the vertices of the path connecting ∅ and y. For (i) If n = 1, then
(ii) If n = 2, then
where
Moreover, we denote the complement of [
Fixed n ≥ 1, let us define the Galton-Watson branching process {X
0,n = {∅}, and, for ≥ 1, define
,n . Thus, the process starts from the root of T d , and, given a vertex x, its potential direct children are vertices located in Notice that, for every n ≥ 1, {X
,n } ≥0 is indeed a branching process with X 
Then, part (iii) of Lemma 3.1 is established once we prove the following result.
Lemma 3.2. For every n ≥ 1, the probability of vertex x n ∈ L n (x 0 ) being a child of x 0 is given by
where φ n is defined by (3.4).
Proof. First, from (3.1), it follows that for all = 1, . . . , n − 1,
In addition, notice that
can be obtained using the InclusionExclusion Formula, and
Hence, observing that for n ≥ 3,
and using (3.1), the result follows by induction on n.
The proof of formula (3.3) proceeds in two steps, which are formulated in Lemmas 3.3 and 3.4.
Lemma 3.3. The sequence {φ n } n≥1 satisfies the following linear difference equation of second order Proof. It is straightforward to check that, for n = 3, both formulas (3.4) and (3.5)
, it follows that, for every n ≥ 3,
Thus, pulling a factor of b out of the first two addends, we obtain
as desired.
Proof. It is enough to consider b ∈ (0, 1/d]. In order to solve (3.5), we compute the discriminant ∆ 0 of the associated characteristic polynomial
Therefore, the equation (3.6) has two distinct real roots, which are given by
The general solution of (3.5) is then expressed as
where c 1 and c 2 are functions of b, determined by the initial conditions. As λ(b) = λ + (b) > λ − (b), the result follows.
Remark. To derive a closed formula for φ n , we can extend the sequence {φ n } for the index n = 0, by rewriting
with initial conditions φ 0 (b) = 1 and φ 1 (b) = b. By imposing these initial conditions in (3.7), we get
Consequently, for every n ≥ 0 and b
We underline that φ n equals the function G n obtained through the alternative method described by Lebensztayn et al. [12] , in the remark at the end of Section 4, for constructing another approximating function G n to F n , such that
for every b. That is, φ n is identical to the function G n that one obtains when the
in the definition of G n . This is the reason why the upper bound we establish here coincides with the one conjectured by Lebensztayn et al. [12] .
3.2. Proof of Theorem 2.1. Again let d ≥ 2 be fixed. We define the functions
From Equation (3.3), we have that, for every p ∈ [0, 1],
We also observe that
where R (d) is the quartic polynomial given in (2.1). Since λ is an increasing function, Next we consider the auxiliary cubic equation (ii) d ≥ 10: As ∆ > 0, Q < 0 and 4S − Q 2 < 0, the roots of (4.1) are all real and distinct, and this implies that Q (d) has one negative and three positive roots. Furthermore, the equation (4.2) has three positive real roots, which are better expressed in a trigonometric form (the so-called irreducible case). The constant K as given in Definition 2.1 for d ≥ 10 is the positive square root of one of these roots. Thus, the four roots of (4.1) are z 1 < z 2 and z 3 < z 4 . To finish the proof, it is enough to show that z 1 < −(d + 1)/(3d + 1). But this inequality holds true, since g 1 (−(d + 1)/(3d + 1)) < 0.
