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Abstract
The COVID-19 pandemic has radically changed the way students learn and engage with
their peers and instructors. Likewise, instructors have had to quickly transform their course
materials to suit the online classroom format. Results from a survey of students and instructors at the University of Denver revealed that perceived levels of learning and collaboration
were lessened with the transition to online learning. Moreover, the sense of presence in
an educational atmosphere with other individuals was reported to be significantly stronger
in a real physical classroom, as compared to an online classroom. This thesis therefore
seeks to provide a new, alternative format: a virtual reality (VR) classroom. The goal of
the VR classroom is to provide the same safety as traditional online classrooms (seeing as
the pandemic is still ongoing), while also minimizing the pain points of traditional online
classrooms, as the survey results denoted.
Specifically, the VR classroom was developed using the HTC VIVE, Unity Game Engine, C# scripts, SteamVR plugin, Photon Engine, and several other packages. Design
features and core functionality in the code were heavily based on the results of the initial
surveys and were implemented in order to assess if learning outcomes, collaboration outcomes, and sense of presence can be improved by the VR classroom, as compared to a
traditional virtual classroom. The final VR classroom prototype is a multiplayer game
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environment with network synchronization, voice capabilities, and avatar representations
for participants.
To investigate the three research questions, a case study was performed with three students, an undergraduate first-year (with no in-person college experience), an undergraduate
non-first-year (with some in-person college experience), and a graduate student. They participated in a pre-quiz, classroom lecture followed by a discussion, and a post-quiz in both
the VR classroom and a traditional virtual classroom (Zoom).
The results of the case study showed that the VR classroom does improve learning outcomes and immersion outcomes (sense of presence), when compared to Zoom. There were
mixed results about whether or not the VR classroom improved collaboration outcomes.
Future work regarding these outcomes is provided. Overall, the VR classroom prototype
highlights the exciting possibilities for the inclusion of VR in educational settings, and the
results of this thesis serve to guide future VR development work.
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Introduction
Virtual Reality (VR) is a technology that consists of a variety of hardware components,
such as computers, head mounted displays, headphones, and handheld controllers, used
together to generate a three-dimensional world complete with visual, auditory, and tactile
feedback in which the user can interact with and perceive these software-generated environments [1]. Building upon this, VR also provides the ability for multiple users to reside
in the same virtual space, typically using avatars to represent each individual, and interact with each other and the virtual environment simultaneously [2]. In the past decade,
there has been rapid development in information and communication technology. New VR
applications have emerged in the fields of aerospace, architecture, art, education, entertainment, gaming, manufacturing, medical practices, military training, and sports training [1].
In fact, according to the International Data Corporation, VR and Augmented Reality hardware sales grew 25.5 percent in the second quarter of 2017, for a total of 2.1 million units
sold. Moreover, VR hardware sales were expected to reach $26 billion by the end of 2020
[3]. VR is a rapidly growing phenomenon.
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1.1

Virtual Reality Classrooms

With regard to VR and education, there is significant opportunity to augment the academic experiences of students and teachers by introducing VR classrooms because of the
rapid growth in VR technology overall. In fact, researchers at the University of Washington conducting a review of current designs of VR classrooms noted that “a creative virtual
classroom enabled by VR technology will inevitably impact online course delivery to the
extent that it might foundationally transform the future classrooms” [2]. Samsung Electronics America, Inc. and GfK conducted a nationwide survey of over 1,000 K-12 teachers
and found that only two percent of teachers had used VR in their classrooms before, but
60 percent would be interested in including it in their classrooms in the future. This poses
an opportunity for increasing student engagement with VR technology. Most notably, 86
percent of those teachers surveyed felt that it was a challenge to keep students engaged in
the curriculum using current technologies. When asked if VR is the solution, 93 percent of
teachers believed their students would be excited about using VR and 83 percent believed
VR could improve student learning outcomes. These beliefs were based on the idea that
VR could help improve the understanding of learning concepts (77 percent) and that VR
could enable greater collaboration between students (71 percent) and that motivation in the
classroom could increase with the introduction of VR (84 percent) [3]. This evidence helps
to support the notion that a VR classroom would be well received by both students and
teachers.

2

1.2

Importance of Topic

In late December of 2019, the Wuhan Municipal Health Commission reported a cluster of cases of pneumonia in Wuhan, Hubei Province, China, which was later identified
as a novel coronavirus, named COVID-19 [4]. On January 29, 2020, the first cases of
COVID-19 were discovered in the United States. By mid-February, schools began to close
in Washington and New York, where the initial U.S. outbreaks occurred. On February 25,
2020, the Centers for Disease Control and Prevention warned schools that they needed to
prepare for COVID-19 [5]. On March 11, 2020, the World Health Organization determined
that the outbreak of COVID-19 could appropriately be characterized as a pandemic due to
the alarming levels of spread, severity, and inaction [4]. By this time, more than 1 million
students had been impacted by school closures, and this number was increasing. By March
16, 2020, a total of 27 states and territories had closed all of their public schools, meaning
more than half of all students in the U.S. had been impacted by school closures. By March
25, 2020, all U.S. public school buildings were closed. The duration of these school shutdowns were undetermined at this time, but by April 17, 2020, more than half of all U.S.
public school students had their schools closed for the rest of the 2019-2020 academic year.
By May of 2020, remote learning had become commonplace [5]. At the time of writing
this thesis (June 2021), remote learning is still commonplace.
With the recent aggrandizement of virtual learning due to the COVID-19 pandemic, the
need for foundationally transformative classrooms has become prominent. Students around
the world have been forced to forgo their physical classrooms and traditional learning environments for virtual classrooms. At the University of Denver, and many other institutions,
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the virtual classroom is a video and audio enabled meeting room hosted by the software
company Zoom Video Communications [6]. There are many hosting platforms, including Microsoft Teams, Google Meet and Google Hangouts, Cisco Webex Meetings, Slack,
GoToMeeting, and Skype, but all of these applications commonly used in virtual learning
today will henceforth be referred to as the traditional virtual classroom, as compared to the
VR classroom with which this thesis investigates.
This thesis discusses the inadequacies of virtual learning as compared to physical learning, using the responses of a survey of students and professors at the University of Denver during the COVID-19 pandemic to highlight specific deficiencies in traditional virtual
classrooms.
To summarize here, there is a critical need for an educational experience that at least
comes closer to the quality of physical classroom experiences while also maintaining the
safety that traditional virtual classrooms provide. Therefore, the central focus of this thesis
is: Can a VR classroom prototype be developed in such a way that the prototype effectively
enhances the overall educational experiences of the teachers and students, as compared to
traditional virtual classrooms?

1.3

Thesis Outline

A description of relevant background material is provided in Chapter 2. The state of the
field in terms of the use of VR as an educational format is explored. Existing implementations of VR classrooms are outlined as well, which offer a foundation for the research
presented in this thesis.
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The research for this thesis is outlined in Chapter 3. This includes a description of the
goals for the VR Classroom developed as part of this thesis. A description of the results of
a survey targeting university-level students and professors to discover specific pain-points
of traditional virtual classrooms is also included. The results of this survey informed the
design decisions in developing this new VR Classroom, with which this thesis investigates.
A section dedicated to the design decisions concludes Chapter 3.
The technical implementation of the VR classroom for this thesis is explained in Chapter 4. Details of the prototype and technologies used in the implementation are articulated.
Once the VR classroom prototype was developed, it was assessed using human-subject
participants, as discussed in Chapter 5. Here, the methods for testing the VR classroom
and receiving input from students and teachers are examined.
The results of the assessment phase are given and analyzed in Chapter 6. A detailed
analysis of the VR classroom, as based on these results is also included here.
Finally, a conclusion is given in Chapter 7. The contributions of the research presented
in this thesis are expressed, followed by the implications of this research. The limitations
of this research are then noted, followed by the implications for future research. The thesis
concludes with final sentiments about the validity of VR classrooms.

5

Background
The VR classroom is not a new concept; there are several VR classrooms already in
play and this chapter explores these existing applications further. Specifically, this chapter
serves to provide context for the VR classroom as a concept, detail evidence for why such
an educational format is promising, and offer specific examples of work that this thesis
seeks to build upon. The first section offers an overview of the research that has previously
been conducted with VR in an educational setting. The following section details specific
VR classroom implementations, which are of particular relevance to this thesis. Finally, a
summary of the “state of the world” regarding VR classroom research is given.

2.1

Overview of Current VR Classroom Research

A variety of research has focused on enhancements to the overall educational experiences of teachers and students. Data indicates that people generally only remember 20% of
what they hear and 30% of what they see, but 90% of what they personally experience, including simulations [1]. This creates an opportunity for VR classrooms to improve learning
outcomes by allowing for personal experiences within a simulation in the VR environment
6

that would be impossible in a traditional, physical classroom environment. Unfortunately,
VR applications for K-12 and higher educational purposes are still in their infancies. The
majority of these prototypes are single-user based, while the VR applications for entertainment purposes are largely multi-user based [2].

2.1.1

A Gap for Educational Innovation

This means there is a beautiful gap begging for innovation: a VR classroom environment that allows for multiple users to interact as they might in a traditional, physical classroom. Preliminary research has shown that a VR classroom environment can be especially
useful for children with mental or learning disabilities. For example, Thomas D. Parsons,
Todd Bowerly, J. Galen Buckwalter, and Albert A. Rizzo in California and North Carolina
(University of Southern California, University of North Carolina School of Medicine, and
Southern California Kaiser Permanente Medical Group) conducted research in 2007 on a
controlled clinical comparison of attention performance in children with Attention DeficitHyperactivity Disorder (ADHD) in a VR classroom, as compared to standard neuropsychological methods [7]. Ten boys diagnosed with ADHD and ten control boys participated in
the study. Key findings of this research showed that the boys with ADHD exhibited more
omission errors, commission errors, and overall body movement than the control boys in
the VR classroom. They were also more impacted by distraction in the VR classroom.
The researchers concluded that, based on the data, VR classrooms had good potential for
controlled performance assessment within an ecologically valid environment and appeared
to parse out significant effects due to the presence of distraction stimuli. This means that
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VR classrooms could be used as a tool to understand if children have ADHD, and to better
understand the distractions that affect ADHD children within VR classrooms [7].
In another example, Krista Vince Garland at Buffalo State College in Buffalo, NY, and
Eleazar Vasquez III and Cynthia Pearl at the University of Central Florida in Orlando, FL
conducted research in 2012 on the efficacy of individualized clinical coaching in VR classrooms for increasing teachers’ fidelity of the implementation of Discrete-Trials Teaching,
or DTT [8]. DTT is an evidence-based practice used in educational programs for children
with Autism Spectrum Disorders (ASD). Although there is strong demand for preparing
teachers to implement DTT, there is a scarcity of published research on such studies. Their
research sought to determine if there is a functional relationship between individualized
clinical coaching within a VR classroom and teachers’ fidelity of implementation of DTT
when working with students with ASD. Their results indicated that participants’ DTT accuracy improved on average rfom 37% to 87%, which is a 50% increase over only six,
15 minute sessions in the VR classroom. This suggests that the training has considerable
potential and that individualized clinical coaching within a VR classroom could greatly
benefit students with ASD [8].

2.1.2

A VR Classroom for All Students

Further research has shown that the power of a VR classroom environment is not restricted to only students with special needs; rather, VR can be a robust, educational tool
for all students. To gain better insights on VR use in the classroom setting from a learner’s
perspective, Vinh T. Nguyen, Rebecca Hite, and Tommy Dang at Texas Tech University
in Lubbock, Texas conducted research in 2018 on VR development for students in the
8

classroom [3]. The researchers hypothesized that computer science students may benefit from participating in VR environment development projects using content development
tools for VR. Specifically, they analyzed Web-based VR (WebVR), which has emerged as
a platform-independent framework that allows individuals (with little to no prior programming experience) to create immersive and interactive VR applications. In a case study of 38
students, the researches attempted to determine the effectiveness of the emerging WebVR
tool for computer science students of varied experience levels by using WebVR to develop
a dream house. Their results indicated that students showed technological acceptance by
learning and implementing their WebVR projects in a short time (one month), and were
able to demonstrate creativity and problem-solving skills (specifically with pre-project presentations, online discussions, exemplary projects, and TA support). The researchers concluded that this work yielded largely positive learning experiences for the students, and
they recommend continued development in VR as an educational tool to make students
more successful in the future [3].

2.1.3

What Makes a VR Classroom Effective?

So it seems that VR has the potential to dramatically augment the educational experiences of students, at least in certain applications. The question then becomes, what contributes to the effectiveness of VR-based instruction on students’ learning outcomes in K-12
and higher education settings? Perhaps a meta-analysis might address this question.
Zahira Merchant, Ernest T. Goetz, Lauren Cifuentes, Wendy Keeney-Kennicutt, and
Trina J. Davis at Texas A&M University in College Station, Texas and Corpus Christi,
Texas conducted a meta-analysis in 2012 to determine the overall effect and impact of
9

instructional design principles for VR education [9]. Specifically, 13 studies (N = 3081) on
VR games, 29 studies (N = 2553) on VR simulations, and 27 studies (N = 2798) on VR
virtual worlds, all within the K-12 or higher education setting, were meta-analyzed. All
of these studies used experimental or quasi-experimental research designs and utilized a
learning outcome measure to evaluate the effects of the VR-based instruction. This metaanalysis used the meta-analytical procedure suggested by Glass, McGaw, and Smith in
1981 [10], wherein the meta-analyst (1) collects studies, (2) codes characteristics of the
studies, (3) calculates effect sizes of each study’s outcome measure on a common scale, and
(4) investigates moderating effects of the study’s characteristics on the outcome measure
[9].
Specifically, the Comprehensive Meta Analysis 2.0 software package was used for effect size synthesis and moderator analyses [11]. The analysis was conducted using both the
random effects model (REM) and the fixed effects model (FEM) to calculate the pooled effect size. Heterogeneity was calculated with the Q statistic and the I2 statistic. A significant
Q rejects the null hypothesis of homogeneity and indicates that the variability among the
effect sizes is greater than what is likely to have resulted from subject-level sampling error
alone. The researchers also calculated I2 , which describes the percentage of total variation
across studies that is due to heterogeneity rather than chance. An I2 value of 25% is associated with low heterogeneity, 50% is associated with moderate heterogeneity, and 75% is
associated with high heterogeneity. Post hoc subgroup analyses were also conducted with
the mixed effects analysis (MEA) as implemented in the Comprehensive Meta-analysis
software. In the MEA, the REM is used to calculate the effect size for each subgroup,
while the FEM is used to test the difference between the subgroups of studies.
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Overall, the results of this meta-analysis are promising because of the evidence that
VR-based instruction is an effective means of enhancing student learning outcomes. In
particular, game-based learning environments were more effective than virtual worlds or
simulations, with overall effect sizes that were roughly twice as large. There were no
differences between studies assessing students’ achievement levels using knowledge-based,
abilities-based, or skill-based measures for games or virtual worlds. This indicates that
both games and virtual worlds are suitable for these three types of learning outcomes. This
was not the case with simulations, where studies assessing students’ knowledge level were
found to be more effective than the studies assessing skill level.
With regard to VR-based instruction and testing conditions, it was found that the effectiveness of games was the same whether students were assessed immediately or at a
later time. This suggests that students who receive VR-based instruction have retention
levels beyond short-term learning. With regard to whether the benefits of VR instruction
are maintained over time or transferred to other contexts, it was found that the benefits of
simulations were greater when students were tested immediately after the instruction than
when the assessment was delayed. However, more literature is needed to determine the
instructional effectiveness of VR-based instruction in the context of retention and transfer
of learning from virtual environments to real environments.
Additionally, the meta-analysis results found that students learned better when simulations were used in the form of practice sessions than when they were used in a stand-alone
format. This suggests that VR-based instruction is more effective in the context of other
instructional formats. The meta-analysis also found that when learning tasks were declarative in nature, elaborate explanation type of feedback is more effective. This may be due
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to students needing detailed instruction or information to complete a task, which is based
on factual knowledge. When tasks were procedural in nature, simply providing knowledge of the correct responses was sufficient in further guiding students on completing the
instructional tasks. Finally, analysis of the research design quality indicated that researcherdeveloped instruments yielded better learning outcomes in simulations, though it was noted
that researchers, instructional designers, and teachers should assess the reliability and validity of the measures they use. This meta-analysis also demonstrates the robustness of the
benefits of desktop-based VR instruction because analysis indicated that there was no difference between the studies that were coded as “high”, “medium”, or “low” for the variable
of design quality. The researchers described that this differs from the typical finding that
studies coded as high quality have the lowest effect size.
Evidence of the novelty effect for game-based studies was also addressed in this metaanalysis. Results indicated that if students spent more time playing games, their learning
outcome gains began to diminish. Additionally it was found that students performed better
in practice mode than in stand-alone instruction.
In summary, this meta-analysis found that overall, VR-based instruction was quite effective; however, some studies did not provide adequate statistical information to allow for
the calculation of effect sizes. Furthermore, many studies provided incomplete information
on the coded variables in this meta-analysis. Therefore, researchers should be more explicit
in designing and describing the feedback mechanisms embedded in the designs of their VR
classrooms [9].
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2.2

Specific VR Classroom Implementations

This section presents summaries of several different VR classrooms which are particularly relevant in the scope of this thesis. In each case, researchers developed a novel VR
classroom and then tested their development to show its educational efficacy. The key findings and metrics used to evaluate the findings are included in each summary, followed by
an explanation of why this specific case is pertinent to the research within this thesis.

2.2.1

Google Cardboard VR as a Content Delivery System in Business
Classrooms

Seung Hwan (Mark) Lee, Ksenia Sergueeva, Mathew Catangui, and Maria Kandaurova at Ryerson University in Toronto, Ontario, Canada conducted research in 2017 on the
Google Cardboard VR platform as a content delivery system for business classrooms [12].
In particular, the researchers examined how VR differed from traditional flat-screen videos
in functioning as a teaching tool for delivering video-based content to students. The hardware for the VR content delivery system was IAMCARDBOARD (a Google Cardboard VR
platform) and the hardware for the flat-screen content delivery system was an Apple iPod
(fifth generation). Forty-four students from a business school in a large Canadian university (15 females, 29 males; 34 graduate students, 10 undergraduate students; average age
of 29.34) were randomly placed into one of two groups: the VR Group or the Flat-Screen
Group. The study was carried out in a one-on-one setting where participants watched the
same 3.5 minute video either with IAMCARDBOARD or with the iPod. The participants
were then asked to evaluate the content delivery system that they experienced based on
13

the following criteria: enjoyment, interest, novelty, reliability, and understandability. The
results showed that participants rated their levels of enjoyment and interest to be higher
with the VR content delivery system than with the flat-screen content delivery system, but
the VR content delivery system was not superior to the flat-screen content delivery system
with regard to novelty, reliability, and understandability. This means that when VR is used
solely for content delivery, the benefit of content absorption may be marginal. However,
that is not to say that VR is ineffective because the findings suggest that VR has the potential to increase engagement in learning activities, which would benefit students’ learning
experiences overall [12].

Figure 2.1: Google Cardboard (IAMCARDBOARD) VR Demonstration

This research outcome is useful to this thesis because of the format of their assessment of their VR classroom. The breakdown of participants into two groups, one using
a “traditional” technology and one using the VR technology is the same breakdown that
the assessment phase of this thesis uses. Due to limitations in in-person meetings because
of COVID-19 protocols, the one-on-one testing that was done in this research was also
14

mimicked in this thesis. Therefore this research informs this thesis because it offers a mimicable study design, though it uses a different technology. The specific criteria used in the
assessment phase was also incorporated into the assessment phase of this thesis to provide
insights into the validity of the VR classroom as well as offer a comparison point between
Seung Hwan (Mark) Lee, Ksenia Sergueeva, Mathew Catangui, and Maria Kandaurova’s
research and this thesis [12].

2.2.2

Multi-User VR Classroom with 3D Interaction and Real-Time
Motion Detection

Sharad Sharma and Wenhao Chen at Bowie State University in Bowie, Maryland, USA
conducted research in 2014 on multi-user VR classrooms that incorporated 3D interactions
and real-time motion detection [13]. Microsoft Kinect was used to develop a multi-user
VR classroom environment with features such as chat, user information display, instructor
behavior detection, management control, and session recording. The management control
features gave complete control to the instructor to manage the VR classroom and student
activity, like talking and chatting. The motion detection functionality linked the instructor’s
movements in real-time to their chosen avatar in the VR classroom. The goal of this VR
classroom was to provide a better learning experience and facilitate the mental construction
of 3D space due to the “sense of presence” that a virtual environment offers by allowing
real-time interaction between the students and the instructor. Specifically, instructors were
able to interact and navigate in the VR classroom as avatars using keyboard inputs. The
system allowed instructors to upload PowerPoint files and display them to the students in
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the VR classroom blackboard. The students could use a message system to ask questions
and instructors could give feedback using the same message system or by speaking [13].
This multi-user environment was built using the server-client approach, where each user
was treated as a client and each client could connect with the server. The server handled
the request for the client joining and leaving events. This worked by, first, starting the
server so that the whole 3D environment was loaded. Then the server was used to handle
client events such as the position and chat updates. Each client had a unique computer
name and identifying number that was used for the chat updates. The proposed VR classroom environment was modeled in 3DS Max and exported to WorldViz Vizard. Vizard
scripts (using the Python language) were used to create the management control panel and
achieve the multi-user functionalities [14]. Additionally, Microsoft Kinect was used to
detect the movement of the instructor in real-time [15]. Instructors could also share PowerPoint files with the students by first converting the PowerPoint files to avi files (Vizard
does not support PowerPoint files), and then uploading the avi files into the system. The
system automatically decomposed the avi file to a slide by slide feature where instructors
could use the forward, backward, and stop buttons to control the avi file as they would
with an actual PowerPoint file. The only feature still under construction is the talk/audio
management feature. Vizard does not support these functions directly so the researchers
are still searching for a solution which incorporates additional software to implement this
functionality [13].
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Figure 2.2: Microsoft Kinect Avatar Representations

Figure 2.3: Microsoft Kinect Instructor Lecturing
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Figure 2.4: Microsoft Kinect VR Classroom

While Sharad Sharma and Wenhao Chen’s research doesn’t include an assessment section like this thesis, it does discuss many of the features that were desired in this thesis’
VR classroom. Specifically, the management control functionality (to allow the instructor
to manage the VR classroom and student activity, like talking and chatting), the motion detection functionality (to link the instructor’s movements in real-time to their chosen avatar
in the VR classroom), and the PowerPoint file uploading functionality (to display files to
the students in the VR classroom blackboard) were all desirable features for the VR classroom implementation in this thesis. Basically, this research offered a great list of potential
features that this thesis strove to implement. The technology used was different, but the
functionality was really quite similar.
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2.2.3

Mixed Reality Classroom for Primary School Modules

Wei Liu and Adrian David Cheok at the National University of Singapore, and Charissa
Lim Mei-Ling and Yin-Leng Theng at Nanyang Technological University, together, conducted research on mixed reality classrooms in Singapore in 2007 [16]. They developed a
mixed reality classroom for a local primary school in Singapore, which included two modules (one on Solar Systems and one on Plant Systems). The intent was to offer support
for classroom teaching and self-learning via this mixed reality classroom implementation.
Seven primary school students (4 females, 3 males; ages 11-12) were divided into three
small groups to reflect the real-life scenario in a primary school setting where students
were required to work and learn together within the mixed reality classroom. After the
learning sessions, students gave written feedback on their experiences and participated in
a brief focus group to determine the perceived usefulness and ease of use of the two modules. To obtain more evidenced findings, these same researchers conducted this process
again at the Excel Festival in 2006, where forty-four students, aged 11 to 12, from local
primary schools participated (21 females, 23 males; 18.2% [n=8] were in lower primary,
59.1% [n=26] in upper primary and 22.8% [n=10] in secondary school). The results from
this second study demonstrated that 40.9% (n=19) of those surveyed expressed agreement
that the program was useful and 56.8% (n=25) expressed strong agreement that the program was useful (specifically, useful for learning about plants). Additionally, 50% (n=22)
of those surveyed expressed agreement that the program was easy to use and 31.8% (n=14)
expressed strong agreement that the program was easy to use. The remaining participants
were either neutral (n=6; 13.6%) or disagreed (n=2; 4.5%) that it was easy to use. Regard-
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ing participants’ intentions to use the program, 86.3% (n=38) expressed some interest or
a strong interest in having the program in their schools, and 90.9% (n=40) said that they
would use the program if it were available in their schools. Furthermore, 97.7% (n=43) felt
that the program was interesting, 90.9% (n=40) found it engaging, and 95.4% (n=42) felt
that the program was interactive. Overall, 90.9% (n=40) enjoyed using the program. These
modules were the first classroom-based mixed reality teaching tools in Singapore. The
initial, positive feedback from teachers and students was apparent, though usability was
the greatest deterrent for students. The study demonstrates that students’ intention to use
mixed reality for learning was influenced directly by perceived usefulness and indirectly
through perceived ease of use and social influence. System quality, personal innovation
and compatibility were also found to be important external factors [16].

Figure 2.5: Mixed Reality Solar System Module
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Figure 2.6: Mixed Reality Earth’s Core Module

Figure 2.7: Mixed Reality Seed Germination Module
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Figure 2.8: Mixed Reality Self-Pollination Module

Though the authors’ research is different from this thesis, both in technology and assessment, the specific questions that were asked of the students is something to copy. The
breadth of qualitative analysis in this research is notable and serves as a great example
for this thesis. The observed external factors (perceived usefulness, perceived ease of use,
social influence, system quality, personal innovation, and compatibility) that this research
found to be important are also of importance to this thesis, because they serve as a foundation for development of a new VR classroom. This research contributed many factors that
are relevant to the design of a VR classroom, and highlighted qualities in a VR classroom
that are important to students. In keeping such information at the forefront of development, the experiences in using the VR classroom that this thesis presents were improved.
This research was also useful in providing an example of how statistical analysis could be
performed in the results section of the paper.

22

2.2.4

HTC VIVE and Kinect Combination VR Classroom

Kodai Oiwake, Kosuke Komiya, Hina Akasaki, and Tatsuo Nakajima at Waseda University in Tokyo, Japan conducted research in 2018 on VR classrooms [17]. Specifically, a
VR classroom prototype was implemented, followed by a user study. This implementation
of the VR classroom included the following features: (1) a teacher and students can gather
together in the same virtual space, (2) each person in the virtual space can communicate
with each other through an anonymous text chat functionality, (3) all class materials and
objects used in classes can be shown in front of students with the option to add special
effects, and (4) each student can use a familiar avatar as their agent. Central to this research
was the ARCS model. As the researchers described:
“The ARCS model is a framework that explains essential factors of human motivation
in learning. In this framework, there are four elements that increase students’ leaning
motivation: Attention (getting or sustaining attention), Relevance (the reason why they
learn), Confidence (level of understanding), and Satisfaction (feeling good to listen to
classes)” [17].
The VR classroom was designed with these elements in mind to make the learning
experience more effective. To increase attention, materials and objects were presented
in front of each student to help them focus. To increase relevance, materials and objects
were presented more clearly to make their contents more understandable and drive home
key points. To increase confidence, messages from students were opened to the public
anonymously to encourage more active and free speaking. To increase satisfaction, familiar avatars were used to make the overall classroom experience more enjoyable. Additional
features of this implementation included PowerPoint slides displayed on a blackboard, a
voice chat from the teacher to the students, and an anonymous text chat from students to
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other students. Everyone in the virtual space can see the messages sent by any students,
which are texts input through the HTC VIVE controller. The movements of the teacher are
captured by Microsoft Kinect and reflected on the teacher’s avatar in real-time. Using the
keyboard, teachers could also show PowerPoint slides or virtual objects [17].
The basic setup of this implementation involved the teacher starting a Unity application
on a PC server, and interacting with a keyboard and microphone on the PC or Kinect camera. The students started this application too and interacted using the HTC VIVE headset
and controllers.
This system was developed based on the Unity 3D game engine [18], along with Skype
for the voice chat [19].

Figure 2.9: A View of the VR Classroom
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Figure 2.10: Materials Shown in the VR Classroom

This VR implementation was tested with twelve participants (2 females, 10 males; all
college students; average age of 21.33). The participants listened to three lectures lasting
approximately nine minutes in each of the following forms: in-person class, remote class,
and VR class. The results of this test were analyzed, especially in relation to the four
elements in the ARCS model. The remote class form had the lowest average results for
all four elements. For the Attention and Confidence elements, the in-person class form
outperformed the VR class form. However, for the Relevance and Satisfaction elements,
the VR class form outperformed the in-person class form. Additional advantages of the VR
class form included the increase in students’ motivation, the ability to see everyone in the
class at once, and the real-time face-to-face communication, which cannot be realized as
easily in the remote class form.
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This research also unearthed several disadvantages of the VR class form. Firstly, there
was mixed reviews on the anonymity aspect of the chat feature; some students loved the
anonymity while others felt that it encouraged a lack of seriousness and could cause future
problems. Secondly, while in the VR classroom, students were unable to take notes or
reference websites or textbooks. A proposed solution would be to record the class in the
VR space for later review, as remote class forms often do. Another potential solution would
be to implement a new feature that enables note taking or accessing websites within the VR
space [17].
Of all the prior research analyzed for this thesis, Kodai Oiwake, Kosuke Komiya, Hina
Akasaki, and Tatsuo Nakajima’s research was the closest to the plan for this thesis [17].
The included features that are similar to those of the VR classroom in this thesis are
teacher and students gathering in the same virtual space, and each student using a familiar
avatar as their agent. This thesis implements these same functionalities. Based on the results of their research though, the feature of each person in the virtual space communicating
with each other through an anonymous text chat, will be modified such that communication
happens via a non-anonymous voice chat functionality. This decisions is based on Kodai
Oiwake, Kosuke Komiya, Hina Akasaki, and Tatsuo Nakajima’s research findings about
students disliking the anonymous text functionality as well as the desire to make the VR
classroom more realistic to the traditional physical classroom where students could turn to
one another and speak [17].
The feature that all class materials and objects used in classes can be shown in front
of students with the option to add special effects, will also be modified such that objects
can be shared but special effects will not be implemented because special effects are not
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relevant to the focus of this thesis. The ARCS model, as presented in this research, will be
included in this thesis too because it offers a framework to aid in the analysis of the VR
classroom and improve the design and overall experience for the students and teachers. This
research is an excellent foundation for the VR classroom of this thesis. The technologies
are similar, the desired functionalities are even more similar, and the analysis with the
ARCS model is impressive. Furthermore, the pros and cons of the VR classroom that Kodai
Oiwake, Kosuke Komiya, Hina Akasaki, and Tatsuo Nakajima discussed were crucial to the
development of the VR classroom in this thesis because of the insights into what works and
what doesn’t work [17]. Overall, this thesis attempts to be an extension and improvement
of this research.

2.2.5

ClassVR as a Commercial Product for VR Classrooms

Outside of the realm of traditional academic research, there is also a commercial product of particular relevance to this thesis: ClassVR [20]. ClassVR was developed by Avantis
Systems Ltd. and is, in the company’s own words, “a groundbreaking technology designed
to help raise engagement and increase knowledge retention for students of all ages.” They
offer standalone VR headsets (brand: ClassVR), central headset management software,
curriculum aligned content, and installation, training, and support [20].
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Figure 2.11: The ClassVR Headset

The ClassVR headset features a display to deliver images and videos, integrated speakers with volume controls and an audio-out port to connect headphones, Wi-Fi and Bluetooth
connectivity to enable classroom control, and internal storage to provide on-device content
storage and fast performance. They also sell a ClassVR Premium headset, which comes
with one handheld controller for exploring scenes [20].
What appears to be different with the ClassVR headset, as compared to the HTC VIVE
headset, is that there is no microphone for receiving audio input from users and there is
limited mobility within scenes. Moreover, ClassVR does not provide a VR classroom for
multipurpose use; rather, it provides scenes tied to a specific set of curricula, such as history
or geography lessons. In that sense, the VR classroom of this thesis is rather different from
ClassVR; however, the ClassVR headset was built specifically for VR education, which
makes it noteworthy for this thesis. Specifically, its simplistic and understandable interfaces
and scenes, as well as its apparent ease of use makes ClassVR an example of best practices
in implementation [20].
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2.3

Summary of the “State of the World”

Clearly there is a robust body of work that offers insight into the extensive possibilities
of using VR technology to enhance educational experiences. This is important because
while the potential is certainly there, the implementations in schools across the world today
is not. That means there is room for an effective, functional VR classroom to revolutionize
education.

2.3.1

The Importance of Immersion

Joseph Psotka at the U.S. Army Research Institute in Alexandria, VA conducted research in 1995 on the emerging technology that is VR and its specific possibilities for education and training [21]. Psotka’s research focuses largely on immersion as the key added
value of VR to an educational setting. Psotka also analyzes what cognitive variables are
connected to immersion, how it is generated in synthetic environments, and what the benefits of immersion are. The central research question was the value of tracked, immersive
visual displays over non-immersive simulations. Findings suggest that what distinguishes
VR from all preceding technology is the sense of immediacy and control created by immersion, meaning the feeling of “being there” or feeling a presence.
Immersion is facilitated by the ability for users to focus on the VR environment exclusively because the real world is obscured by the headset and the VR environment updates
in response to the user‘s real-world movements. Furthermore, Psotka found that being able
to see parts of one’s own body, even if in cartoon form, contributes to the overall experience within the VR environment. Psotka also found that the acceptance or approval of
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VR environments depended on the visual imagination of the users - noting that “there is a
great range of individual differences in the experience of immersion in VR environments.”
He analyzes that technological advancements can greatly mitigate these detriments, but the
different reactions among different users will always be an unavoidable limitation. For
best effect, technological limitations like burdensome equipment, lack of detail in the VR
environment, and slow computers should be avoided.
Psotka concludes that significantly more research is needed to study the variables that
control immersion and the advantages and disadvantages of immersion. There is also a dire
need to study the long term effects, both social and psychological, of these VR environments [21].
Walking in Psotka’s footprints, the main effort of the VR classroom developed for this
thesis will be to create the feeling of immersion that is currently missing in traditional
virtual classrooms, especially in today’s COVID-19 world.

2.3.2

Learning from Past Examples

Other preceding research also guides the VR classroom developed of this thesis, as
outlined by the specific VR applications in the previous section. But in particular:
• The Google Cardboard VR as a Content Delivery System in Business Classrooms
will be built upon by testing in a multi-user environment, as opposed to their one-onone setting. The ability for multiple users to reside in the same virtual space while
receiving the same educational content is an important aspect of VR classrooms that
this thesis seeks to investigate.
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• The Multi-User VR Classroom with 3D Interaction and Real-Time Motion Detection
will be built upon by including an assessment of the VR classroom developed for
this thesis, as opposed to simply developing the environment without a follow-up
assessment. The assessment included in this thesis will offer additional insights into
the features that improve the VR classroom experience and the features that hinder
it.
• The Mixed Reality Classroom for Primary School Modules will be built upon by
using more immersive technologies and developing a VR environment that is multipurpose, as opposed to tailored to a specific learning module. The multipurpose
aspects of the VR classroom of this thesis are important for appropriate comparisons
to traditional virtual classrooms. A Zoom meeting, for example, can have any number of topics discussed within it because the meeting room is in a generalized format;
so too should the VR classroom be in a generalized format.
• The HTC VIVE and Kinect Combination VR Classroom will be built upon by using only HTC VIVE equipment, as opposed to a combination that also required the
Kinect, and learning from the popular features that this research unveiled. The HTC
VIVE and Kinect Combination VR Classroom is the main foundation upon which
this thesis seeks to extend and improve.
• Lastly, let’s not forget the ClassVR as a Commercial Product for VR Classrooms.
This thesis seeks to keep in mind the desirable ease of use of such products, and
the clear commercial basis for such technologies, while also collecting data in a
scientific manner. Specifically, the ClassVR headset is not as immersive as the HTC
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VIVE headset due to it’s lack of microphones and speakers. This thesis will expand
the immersive qualities of the VR environment, enable multi-user use, and provide
an assessment to actually show if the VR classroom holds merit.
Moreover, far less research has been conducted on VR classrooms from a teacher’s
perspective. Historically, the focus has largely been on the learner’s perspective and their
acceptance and improvements within a VR environment. Therefore, this thesis will also
contribute to the existing body of VR classroom research by including teachers from the
beginning. This means surveying both students and teachers to inform the design decisions of the VR classroom. This means developing different roles for the teachers and
students within the VR classroom. This means testing the VR classroom on both students
and teachers. It is the sincere hope for this thesis that the immersion qualities, multi-user
functionality, clear follow-up assessments, and inclusion of both students and teachers in
all research phases, will significantly contribute to the greater body of VR research, and the
continued development and implementation of VR classrooms in the future.
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Approach
This chapter explores the approaches taken to build upon prior research to develop a
new and improved VR Classroom. In general, the overarching approach is to improve
the educational experiences of students and teachers during the COVID-19 pandemic and
beyond. The approach will include first learning from students and instructors about the
pain points of traditional virtual learning. The surveying of these populations will inform
the specific design of the VR Classroom in an attempt to improve upon current virtual
educational experiences in a directed and evidence-based manner.

3.1

Surveying Students and Instructors

To best inform the design of the VR classroom as well as understand the current positions of students and instructors in today’s COVID-19 controlled learning environments,
two surveys were created. These surveys were sent to students and instructors at the University of Denver, the contents of which asked questions about the perceptions of virtual
learning and virtual teaching respectively. The specific questions for both surveys are included in Appendix B.1 and Appendix B.2. Please note that this thesis has received ap33

proval for the distribution of the two surveys and the inclusion of the results from those
surveys. The Office of Research Integrity and Education is home to the Human Research
Protection Program and the Institutional Review Board (IRB), and it is charged with reviewing and overseeing human subjects research. The IRBNet Protocol number for this
project is 1724456-1. The project was under review type Exempt Review and received
the action of Exemption Granted with an effective date of April 23, 2021. The Exemption
Letter and Stamped Document for this IRB approval can be found in Appendix A.2 and
Appendix A.1.

3.1.1

Survey Population

Surveys were administered to students and instructors at the University of Denver via an
email distribution list held by Tali Thomason, Director of Marketing, Communications, &
Events, and Interim Director of Graduate Admissions at the Ritchie School of Engineering
and Computer Science. A total of 50 students and 4 instructors responded to the survey.
Of the students who responded to the student survey, 24 respondents were male and 23
respondents were female. No respondents reported being nonbinary or prefered to selfdescribe, though 3 students did leave this question blank. For their grade level at the
University of Denver, 6 respondents were undergraduate students who have never learned
in-person on DU’s campus before, 21 respondents were undergraduate students who have
learned in-person on DU’s campus before, and 22 were graduate students. One person omitted this question. The average age of the respondents was Mage = 25.17 (SDage = 8.15),
with a lowest age of 18 and a highest age of 51, with a median age equal to 21 years old.
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Additionally, student survey participants were asked to describe their level of expertise
with technology (comfort with using tools like Zoom, Canvas, and others required for
virtual learning). The majority of respondents (78%, 39 out of 50) reported a ‘Very high’
level of expertise in a range of ‘Very low’, ‘Somewhat low’, ‘Medium’, ‘Somewhat high’,
and ‘Very high’. Another 16% of students (8 out of 50) reported a ‘Somewhat high’ level
of expertise. This means 94% of respondents were above a ‘Medium‘ level of expertise
with technology.
Student survey participants were also asked to describe their level of experience with
VR. Results showed 10% of respondents (5 out of 50) had ’Significant experience’, 34% of
respondents (17 out of 50) had ’Some experience’ and 56% of respondents (28 out of 50)
had ’No experience’. Of those reporting experience with VR, nearly all experiences were
reported to be for gaming or entertainment.
Meanwhile, of the instructors who responded to the instructor survey, two respondents
had been teaching at the University of Denver before the COVID-19 pandemic hit and all
classes were moved online. Two respondents had not been teaching at the University of
Denver before the COVID-19 pandemic hit and all classes were moved online. All respondents were instructors in the Daniel Felix Ritchie School of Engineering and Computer
Science. Moreover, survey participants were asked to describe their level of expertise with
technology (comfort with using tools like Zoom, Canvas, and others required for virtual
learning). The majority of respondents (75%, 3 out of 4) reported a ‘Very high’ level of expertise in a range of ‘Very low’, ‘Somewhat low’, ‘Medium’, ‘Somewhat high’, and ‘Very
high’. Another 25% of respondents (1 out of 4) reported a ‘Somewhat high’ level of ex-
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pertise. This means 100% of respondents were above a ‘Medium’ level of expertise with
technology.
Survey participants were also asked to describe their level of experience with VR. Results showed 50% of respondents (2 out of 4) had ‘Significant experience’, 0% of respondents (0 out of 4) had ‘Some experience’ and 50% of respondents (2 out of 4) had ‘No
experience’. Of those reporting experience with VR, the purpose of these experiences were
reported to be for gaming, entertainment, education in and outside of the classroom.

3.1.2

Survey Details

The students were given a 21 question survey, the details of which are included in Appendix B.1. These questions ask students about their perceptions of virtual learning and
their preferences between virtual and in-person learning. Twelve questions are multiplechoice ratings, two questions are open-ended text entries, and seven questions are demographics questions. Likewise, the teachers were given a different 19 question survey, the
details of which are also included in the Appendix B.2. Eleven questions are multiplechoice ratings, two questions are open-ended text entries, and six questions are demographics questions. All of the questions pertained to learning/teaching in traditional virtual
classrooms as compared to physical virtual classrooms.

3.1.3

Student Survey Results

The results of the student survey of 50 students at the University of Denver yielded the
following results:
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1. Question: Overall, do you prefer learning virtually or physically (assuming there is
NO ongoing pandemic threatening your safety)?
Results: This was a multiple choice question. Each possible choice is given in the
table below, followed by the percentage of respondents who selected that option, and
the actual number of respondents who selected that option.

Student Survey, Question 1
Response

Percentage

Number

Strongly prefer learning virtually

14%

7 Students

Slightly prefer learning virtually

16%

8 Students

No preference

2%

1 Students

Slightly prefer learning physically

26%

13 Students

Strongly prefer learning physically

42%

21 Students

Table 3.1: Student Survey, Question 1

37

Figure 3.1: Student Survey, Question 1

Analysis: Based on the results of Table 3.1 it is clear that students generally prefer
learning physically, in real classrooms on campus.

2. Question: How would you rate your overall satisfaction with learning virtually now
(aka over Zoom)?
Results: This was a multiple choice question. Each possible choice is given in the
table below, followed by the percentage of respondents who selected that option, and
the actual number of respondents who selected that option.
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Student Survey, Question 2
Response

Percentage

Number

Very Satisfied

12%

6 Students

Satisfied

34%

17 Students

Neither Satisfied nor Dissatisfied

18%

9 Students

Dissatisfied

26%

13 Students

Very Dissatisfied

10%

5 Students

Table 3.2: Student Survey, Question 2

Figure 3.2: Student Survey, Question 2

Analysis: Based on the results of Table 3.2 it is clear that overall satisfaction with
learning virtually is dependent on the student, as the responses here widely varied.
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3. Question: How would you rate your overall satisfaction with being able to collaborate with your peers in virtual classrooms (i.e. Zoom)?
Results: This was a multiple choice question. Each possible choice is given in the
table below, followed by the percentage of respondents who selected that option, and
the actual number of respondents who selected that option.

Student Survey, Question 3
Response

Percentage

Number

Very Satisfied

4%

2 Students

Satisfied

20%

10 Students

Neither Satisfied nor Dissatisfied

20%

10 Students

Dissatisfied

28%

14 Students

Very Dissatisfied

28%

14 Students

Table 3.3: Student Survey, Question 3
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Figure 3.3: Student Survey, Question 3

Analysis: Based on the results of Table 3.3 it is clear that more students are dissatisfied with collaboration with peers when virtual, than they are satisfied. This suggests
that mechanisms for collaboration with peers could be improved in a virtual setting.

4. Question: What is the frequency of your one-on-one conversations (side conversations) with your peers in class?
Results: This was a multiple choice question. Each possible choice is given in the
table below, followed by the percentage of respondents who selected that option, and
the actual number of respondents who selected that option.
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Student Survey, Question 4
Response

Percentage

Number

Much more when in a virtual classroom

0%

0 Students

Slightly more when in a virtual classroom

8.2%

4 Students

The same frequency in virtual and physical

12.2%

6 Students

Slightly more when in a physical classroom

14.3%

7 Students

Much more when in a physical classroom

65.3%

32 Students

classrooms

Table 3.4: Student Survey, Question 4

Figure 3.4: Student Survey, Question 4
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Analysis: Based on the results of Table 3.4 it is very clear that more one-on-one conversations occur when students are in a physical classroom.

5. Question: Do you associate seeing other students on Zoom with the feeling of all
students being in the same classroom?
Results: This was a multiple choice question. Each possible choice is given in the
table below, followed by the percentage of respondents who selected that option, and
the actual number of respondents who selected that option.

Student Survey, Question 5
Response

Percentage

Number

Yes, feels exactly like a real, physical classroom

2%

1 Student

14%

7 Students

26%

13 Students

58%

29 Students

on DU’s campus
Yes, feels similar to a real, physical classroom
on DU’s campus, but not exact
No, feels somewhat different from a real, physical classroom on DU’s campus
No, feels completely different from a real, physical classroom on DU’s campus
Table 3.5: Student Survey, Question 5
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Figure 3.5: Student Survey, Question 5

Analysis: Based on the results of Table 3.5 it is clear that the majority of students feel
as though the virtual classrooms are completely different from real, physical classrooms on campus.

6. Question: How would you rate your overall satisfaction with working in groups (i.e.
breakout groups/breakout rooms) in virtual classrooms (i.e. Zoom)?
Results: This was a multiple choice question. Each possible choice is given in the
table below, followed by the percentage of respondents who selected that option, and
the actual number of respondents who selected that option.
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Student Survey, Question 6
Response

Percentage

Number

Very Satisfied

0%

0 Students

Satisfied

16%

8 Students

Neither Satisfied nor Dissatisfied

34%

17 Students

Dissatisfied

28%

14 Students

Very Dissatisfied

22%

11 Students

Table 3.6: Student Survey, Question 6

Figure 3.6: Student Survey, Question 6
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Analysis: Based on the results of Table 3.6 it is clear that more students are dissatisfied with working in groups than satisfied. Approximately a third of respondents did
not feel satisfaction or dissatisfaction however.

7. Question: What is your level of engagement in traditional, virtual classrooms (i.e.
Zoom) as compared to traditional, physical classrooms (i.e. in person on DU’s campus)?
Results: This was a multiple choice question. Each possible choice is given in the
table below, followed by the percentage of respondents who selected that option, and
the actual number of respondents who selected that option.

Student Survey, Question 7
Response

Percentage

Number

Much more engaged in virtual classrooms

6%

3 Students

Slightly more engaged in virtual classrooms

2%

1 Student

Equally engaged in virtual and physical class-

18%

9 Students

Slightly more engaged in physical classrooms

28%

14 Students

Much more engaged in physical classrooms

46%

23 Students

rooms

Table 3.7: Student Survey, Question 7
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Figure 3.7: Student Survey, Question 7

Analysis: Based on the results of Table 3.7 it is clear that engagement is much higher
in a physical classroom than in a virtual classroom.

8. Question: What is your level of learning in traditional, virtual classrooms (i.e. Zoom)
as compared to traditional, physical classrooms (i.e. in person on DU’s campus)?
Results: This was a multiple choice question. Each possible choice is given in the
table below, followed by the percentage of respondents who selected that option, and
the actual number of respondents who selected that option.
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Student Survey, Question 8
Response

Percentage

Number

I learn much better in virtual classrooms

2%

1 Student

I learn slightly better in virtual classrooms

16%

8 Students

I learn equally well in virtual and physical class-

18%

9 Students

I learn slightly better in physical classrooms

26%

13 Students

I learn much better in physical classrooms

38%

19 Students

rooms

Table 3.8: Student Survey, Question 8

Figure 3.8: Student Survey, Question 8
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Analysis: Based on the results of Table 3.8 it is clear that the majority of students
learn slightly or much better in physical classrooms than in virtual ones. This suggest learning location affects learning outcomes.

9. Question: What is the quality of your interactions with other students in a virtual
classroom (i.e. Zoom), as compared to a physical classroom (i.e. in person on DU’s
campus)?
Results: This was a multiple choice question. Each possible choice is given in the
table below, followed by the percentage of respondents who selected that option, and
the actual number of respondents who selected that option.
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Student Survey, Question 9
Response

Percentage

Number

Interactions with peers is much better in virtual

2%

1 Student

2%

1 Student

6%

3 Students

30%

15 Students

60%

30 Students

classrooms
Interactions with peers is slightly better in virtual classrooms
Interactions with peers is the same in virtual and
physical classrooms
Interactions with peers is slightly better in physical classrooms
Interactions with peers is much better in physical classrooms
Table 3.9: Student Survey, Question 9
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Figure 3.9: Student Survey, Question 9

Analysis: Based on the results of Table 3.9 it is very clear that interactions with peers
is much better in physical classrooms. A shocking 90% of respondents reported
slightly or much better interactions with peers when in physical classrooms.

10. Question: What is the quality of your interactions with instructors in a virtual classroom (i.e. Zoom), as compared to a physical classroom (i.e. in person on DU’s
campus)?
Results: This was a multiple choice question. Each possible choice is given in the
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table below, followed by the percentage of respondents who selected that option, and
the actual number of respondents who selected that option.

Student Survey, Question 10
Response

Percentage

Number

Interactions with instructors is much better in

2%

1 Student

12%

6 Students

16%

8 Students

22%

11 Students

48%

24 Students

virtual classrooms
Interactions with instructors is slightly better in
virtual classrooms
Interactions with instructors is the same in virtual and physical classrooms
Interactions with instructors is slightly better in
physical classrooms
Interactions with instructors is much better in
physical classrooms
Table 3.10: Student Survey, Question 10
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Figure 3.10: Student Survey, Question 10

Analysis: Based on the results of Table 3.10 it is clear that interactions with instructors is much better in physical classrooms. 70% of respondents reported slightly or
much better interactions with instructors when in physical classrooms, which is lower
than for peers (see previous question), but is still the large majority of respondents.

11. Question: What is your preference for group work/discussions (working/speaking together with other students in the same class)?
Results: This was a multiple choice question. Each possible choice is given in the
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table below, followed by the percentage of respondents who selected that option, and
the actual number of respondents who selected that option.

Student Survey, Question 11
Response

Percentage

Number

I strongly prefer group work when virtual

2%

1 Student

I somewhat prefer group work when virtual

14%

7 Students

For group work, I have no preference between

20%

10 Students

28%

14 Students

36%

18 Students

virtual or physical classrooms
I somewhat prefer group work in a physical
classroom
I strongly prefer group work in a physical classroom
Table 3.11: Student Survey, Question 11
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Figure 3.11: Student Survey, Question 11

Analysis: Based on the results of Table 3.11 it is clear that preference for group work
does depend on the student, as the results were varied, but the majority of respondents did in fact prefer (somewhat or strongly) group work in a physical classroom.

12. Question: What is your perceived level of anxiety when learning?
Results: This was a multiple choice question. Each possible choice is given in the
table below, followed by the percentage of respondents who selected that option, and
the actual number of respondents who selected that option.
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Student Survey, Question 12
Response

Percentage

Number

I am much more anxious in virtual classrooms

8.2%

4 Students

I am slightly more anxious in virtual classrooms

18.4%

9 Students

I have the same level of anxiety in virtual and

40.8%

20 Students

22.4%

11 Students

10.2%

5 Students

physical classrooms (OR no anxiety at all)
I am slightly more anxious in physical classrooms
I am much more anxious in physical classrooms

Table 3.12: Student Survey, Question 12
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Figure 3.12: Student Survey, Question 12

Analysis: Based on the results of Table 3.12 it is clear that levels of anxiety vary
greatly by student. I personally feel much more anxious in virtual classrooms because I don’t like being on camera, which is why I was curious about other students’
perceptions and why I originally included this question. As the results indicate, only
10% of students agree with me. Almost half (40.8%) of respondents did not perceive
their levels of anxiety to be any different when physical or virtual. In fact, it seems
that more students get nervous when in a physical classroom, than when in a virtual
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classroom. More questions about anxiety levels would be helpful to clarify what
specific aspects of the educational environment increase anxiety among students.
13. Question: What are the BEST aspects of virtual classrooms (i.e. learning on Zoom)?
Results: This was an open ended question. Some of the responses are included in the
list below:
• “Don’t have to go down to campus.”
• “No travel time, convenience.”
• “The lectures are recorded so, that if I don’t get a concept, I can go back and
watch it later to get a better understanding or to reinforce a concept that my
notes may not completely explain as thoroughly as the recorded lecture.”
• “The best aspect of learning on zoom was access to office hour on zoom. It was
especially beneficial to be able to hear all of the questions asked and answered.
I am not usually able to attend office hours in person. I would like this to
continue.”
• “I can re-watch lectures at a different speed if needed and I don’t have to worry
about being distracted by noisy classmates.”
• “Time flexibility, easy classes I don’t need to pay attention and can work on
other things, hard classes I can watch the lessons over again for extra info.”
• “It’s more flexible. I’m less anxious.”
• “The teachers like you a lot more when you actually participate now.”
• “I feel more comfortable because I get to sleep in and wear pajamas. It’s nice.”
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• “Wake up 3 minutes before attending class.”
• “I can hide. More relaxed.”
• “Getting away with not paying attention.”
• “It is nice when I don’t feel well because it does not take as much energy to go
to class.”
• “Convenience, less distractions and I’m able to focus much more.”
• “When students ask questions as they share their screen, I get to learn more
from their questions.”
• “The commute to campus is eliminated. However, I do enjoy the pre-class time
getting mentally prepared for class.”
• “Don’t have to have on camera meaning I don’t have to either give undivided
attention or none at all.”
• “Being able to attend class in a hot tub.”
• “Chat features allow people to voice opinions they wouldn’t otherwise share
out loud in class”
• “Ease of use and able to balance life/classes easily.”
• “Easy access to lectures and recorded lectures.”
• “Literally nothing. It’s impossible to stay focused and the professors don’t even
take it seriously.”
Analysis: Based on these results, it is evident that the most frequent response for the
best aspects of virtual classrooms is recorded lectures. Recorded lectures was by far
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the most commented on, with convenience, flexibility, and saving time on commuting trailing behind in frequency.

14. Question: What are the WORST aspects of virtual classrooms (i.e. learning on
Zoom)?
Results: This was an open ended question. Some of the responses are included in the
list below:
• “Difficult to ask questions and reference something on paper, in notes, etc.”
• “Issues with logging onto Zoom in time for class.”
• “The experience varied greatly by teacher and platform. I found the live, zoom
classes much more engaging and useful than the DU2U recorded lessons. Even
the live sessions on DU2U were less useful.”
• “Hard to have conversations, cannot ask peers for help, breakout rooms are
useless, teachers talk for whole time and never slow down, super hard to focus,
very hard to watch lectures if you miss class.”
• “The instructors are not investing in their set up. It would be great if they had
dedicated mics or did not only use the one on their laptop.”
• “A bit hard to work in groups.”
• “Less accountability for paying attention (I focus better when I’m aware of
being watched, and it’s much easier to get distracted in my room than a classroom).”
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• “Restlessness (I end up spending the entire day in the same room, at the same
desk, sitting in the same chair, which can become both mentally and even physically painful).”
• “Less interaction with the professor (especially in hybrid/flex classes because
it’s harder for them to interact with the online section. And everyone else has
their cameras off).”
• “Screen space (it’s difficult to have both the Zoom lecture AND a document for
my notes on one screen without getting crowded).”
• “The teachers are uncomfortable and kind of sad. I think they miss their interactions with people and have a harder time than the students. Sometimes they
have “boomer moments” and don’t know how to use the tech. I‘m an introvert
who likes computers so Zoom is good for me, but they can struggle and forget
to post things online so sometimes you gotta teach them and be patient with
them.”
• “The students that don’t participate in projects have even less accountability
now because they may never see you and so they don’t work hard.”
• “Break-out rooms and group work is horrible.”
• “Zoom fatigue.”
• “Interaction with other students is very limited.”
• “It’s more difficult to get people who refuse to engage involved. Often in classes
we’ll be put into breakout sessions, and someone will elect not to participate.
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They still get credit because it’s more difficult for a professor to observe and
know who and who is not participating.”
• “Boring, unengaging, passive, non-collaborative.”
• “Focus, communication with peers.”
• “Inability to focus on lecture.”
• “Discussions are more challenging. Non-verbal communication is challenging.
Many times I feel sorry for the instructor trying to build classroom rapport.”
• “Complete lack of interaction with other students.”
• “More difficult to take notes when professor is reading off slides instead of
writing on whiteboard.”
• “It is hard to engage with peers, and it is easy to get distracted.”
• “Less engaged, more distractions, long time to look at computer.”
• “Feels very awkward, and at time difficult to maintain motivation. Classmates
don’t seem present, classes feel essentially empty.”
• “Asking questions can be difficult. The instructor has a tough time seeing who
is engaged and who isn’t; the implications being it’s hard for them to discern
whether or not a group is understanding the topic or not based on non-verbal
cues.”
• “Impersonal, feels weird, not as easy for me to learn.”
• “Teachers suck at teaching online and are far less invested in student success.”
• “Breakout rooms to artificially force group work.”
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• “Latency of communication.”
• “It is easier to miss information, get left behind, zone out, not care, and go lay
on the couch.”
• “Little interaction & its harder for professors to gauge understanding.”
• “Reduced engagement - classmates turning their cameras off, the temptation to
tune out, etc.”
• “Complete feeling of disengagement, lack of focus, ease of distractions.”
• “It is exceptionally worse for live demonstrations, the professors look/ feel isolated, it doesn’t feel like ‘real school’ and it results in subpar performance.”
• “Feels disconnected between peer and instructors.”
• “It is too easy to zone out and do other things while learning virtually.”
• “Hard to collaborate with peers, interactions with instructors don’t feel as personal.”
• “Much less likely to casually engage/build relationships with prof and peers.”
Analysis: Based on these results, the worst aspects of virtual classrooms seems to
widely vary among students, from difficulty in learning, collaborating, and feeling
engaged with peers and instructors. The unexpected shift to virtual learning may account for some of the initial problems in transitioning traditionally in-person classes
to virtual classes; however, inability to focus, feel connected to the educational environment, and build relationships with classmates was widely reported. Though it
is discouraging to see so many different ways in which students are struggling with
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virtual learning, it does highlight the gap for innovation that a VR Classroom could
potentially fill.

3.1.4

Instructor Survey Results

The results of the instructor survey of four instructors at the University of Denver
yielded the following results:
1. Question: Overall, do you prefer teaching virtually or physically (assuming there is
NO ongoing pandemic threatening your safety)?
Results: This was a multiple choice question. Each possible choice is given in the
table below, followed by the percentage of respondents who selected that option, and
the actual number of respondents who selected that option.

Instructor Survey, Question 1
Response

Percentage

Number

Strongly prefer teaching virtually

25%

1 Instructor

Slightly prefer teaching virtually

25%

1 Instructor

No preference

0%

0 Instructors

Slightly prefer teaching physically

25%

1 Instructor

Strongly prefer teaching physically

25%

1 Instructor

Table 3.13: Instructor Survey, Question 1
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Analysis: Based on the results of Table 3.13 it is clear that instructors have mixed
preferences for their teaching location.

2. Question: How would you rate your overall satisfaction with teaching virtually now
(aka over Zoom)?
Results: This was a multiple choice question. Each possible choice is given in the
table below, followed by the percentage of respondents who selected that option, and
the actual number of respondents who selected that option.

Instructor Survey, Question 2
Response

Percentage

Number

Very Satisfied

25%

1 Instructor

Satisfied

50%

2 Instructors

Neither Satisfied nor Dissatisfied

0%

0 Instructors

Dissatisfied

0%

0 Instructors

Very Dissatisfied

25%

1 Instructor

Table 3.14: Instructor Survey, Question 2

Analysis: Based on the results of Table 3.14 it is clear that overall satisfaction with
teaching virtually is dependent on the instructor, as the responses to this question
widely varied, though more seemed satisfied overall.
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3. Question: How would you rate your overall satisfaction with getting real-time VISUAL feedback from students in virtual classrooms (i.e. Zoom)?
Results: This was a multiple choice question. Each possible choice is given in the
table below, followed by the percentage of respondents who selected that option, and
the actual number of respondents who selected that option.

Instructor Survey, Question 3
Response

Percentage

Number

Very Satisfied

25%

1 Instructor

Satisfied

50%

2 Instructors

Neither Satisfied nor Dissatisfied

0%

0 Instructors

Dissatisfied

0%

0 Instructors

Very Dissatisfied

25%

1 Instructor

Table 3.15: Instructor Survey, Question 3

Analysis: Based on the results of Table 3.15 it is clear that more instructors are satisfied with getting real-time visual feedback, but again the results varied.

4. Question: How would you rate your overall satisfaction with getting real-time VERBAL feedback from students in virtual classrooms (i.e. Zoom)?

66

Results: This was a multiple choice question. Each possible choice is given in the
table below, followed by the percentage of respondents who selected that option, and
the actual number of respondents who selected that option.

Instructor Survey, Question 4
Response

Percentage

Number

Very Satisfied

0%

0 Instructors

Satisfied

50%

2 Instructors

Neither Satisfied nor Dissatisfied

0%

0 Instructors

Dissatisfied

50%

2 Instructors

Very Dissatisfied

0%

0 Instructors

Table 3.16: Instructor Survey, Question 4

Analysis: Based on the results of Table 3.16 it is clear that again the satisfaction levels greatly depend on the instructor.

5. Question: Do you associate seeing your students on Zoom with the feeling of all students being in the same classroom?
Results: This was a multiple choice question. Each possible choice is given in the
table below, followed by the percentage of respondents who selected that option, and
the actual number of respondents who selected that option.
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Instructor Survey, Question 5
Response

Percentage

Number

Yes, feels exactly like a real, physical classroom

0%

0 Instructors

75%

3 Instructors

0%

0 Instructors

25%

1 Instructor

on DU’s campus
Yes, feels similar to a real, physical classroom
on DU’s campus, but not exact
No, feels somewhat different from a real, physical classroom on DU’s campus
No, feels completely different from a real, physical classroom on DU’s campus
Table 3.17: Instructor Survey, Question 5

Analysis: Based on the results of Table 3.17 it is clear that the majority of instructors
feel as though the virtual classrooms are similar different from real, physical classrooms on campus, though one person adamantly disagreed.

6. Question: How would you rate your overall satisfaction with managing group work
(i.e. breakout groups/breakout rooms) in virtual classrooms (i.e. Zoom)?
Results: This was a multiple choice question. Each possible choice is given in the
table below, followed by the percentage of respondents who selected that option, and
the actual number of respondents who selected that option.
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Instructor Survey, Question 6
Response

Percentage

Number

Very Satisfied

0%

0 Instructors

Satisfied

75%

3 Instructors

Neither Satisfied nor Dissatisfied

25%

1 Instructor

Dissatisfied

0%

0 Instructors

Very Dissatisfied

0%

0 Instructor

Table 3.18: Instructor Survey, Question 6

Analysis: Based on the results of Table 3.18 it is clear that most instructors are satisfied with managing group work. No one reported dissatisfaction with this task.

7. Question: What is the overall level of engagement of students in traditional, virtual
classrooms (i.e. Zoom) as compared to traditional, physical classrooms (i.e. in person on DU’s campus)?
Results: This was a multiple choice question. Each possible choice is given in the
table below, followed by the percentage of respondents who selected that option, and
the actual number of respondents who selected that option.
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Instructor Survey, Question 7
Response

Percentage

Number

Much more engaged in virtual classrooms

0%

0 Instructors

Slightly more engaged in virtual classrooms

25%

1 Instructor

Equally engaged in virtual and physical class-

0%

0 Instructors

Slightly more engaged in physical classrooms

50%

2 Instructors

Much more engaged in physical classrooms

25%

1 Instructor

rooms

Table 3.19: Instructor Survey, Question 7

Analysis: Based on the results of Table 3.19 it is clear that engagement is much higher
in a physical classroom than in a virtual classroom.

8. Question: What is the overall level of learning of students in traditional, virtual classrooms (i.e. Zoom) as compared to traditional, physical classrooms (i.e. in person on
DU’s campus)?
Results: This was a multiple choice question. Each possible choice is given in the
table below, followed by the percentage of respondents who selected that option, and
the actual number of respondents who selected that option.
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Instructor Survey, Question 8
Response

Percentage

Number

Learning is much better in virtual classrooms

0%

0 Instructors

Learning is slightly better in virtual classrooms

25%

1 Instructor

Learning is equal in virtual and physical class-

25%

1 Instructor

25%

1 Instructor

25%

1 Instructor

rooms
Learning is slightly better in physical classrooms
Learning is much better in physical classrooms

Table 3.20: Instructor Survey, Question 8

Analysis: Based on the results of Table 3.20 it is clear that the results are varied here,
though it can be noted that no one considered learning to be much better in the virtual
classroom.

9. Question: What is the quality of interactions among students (student to student interactions) in a virtual classroom (i.e. Zoom), as compared to a physical classroom
(i.e. in person on DU’s campus)?
Results: This was a multiple choice question. Each possible choice is given in the
table below, followed by the percentage of respondents who selected that option, and
the actual number of respondents who selected that option.
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Instructor Survey, Question 9
Response

Percentage

Number

Interactions among students is much better in

25%

1 Instructor

0%

0 Instructors

25%

1 Instructor

25%

1 Instructor

25%

1 Instructor

virtual classrooms
Interactions among students is slightly better in
virtual classrooms
Interactions among students is the same in virtual and physical classrooms
Interactions among students is slightly better in
physical classrooms
Interactions among students is much better in
physical classrooms
Table 3.21: Instructor Survey, Question 9

Analysis: Based on the results of Table 3.21 it is clear that the results are varied here
again, though there is a trend that interactions are better when in a physical classroom.

10. Question: What is the quality of your interactions with students (student to instructor
interactions) in a virtual classroom (i.e. Zoom), as compared to a physical classroom
(i.e. in person on DU’s campus)?
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Results: This was a multiple choice question. Each possible choice is given in the
table below, followed by the percentage of respondents who selected that option, and
the actual number of respondents who selected that option.

Instructor Survey, Question 10
Response

Percentage

Number

Interactions with myself (instructor) and stu-

25%

1 Instructor

0%

0 Instructors

25%

1 Instructor

50%

2 Instructors

0%

0 Instructors

dents are much better in virtual classrooms
Interactions with myself (instructor) and students are slightly better in virtual classrooms
Interactions with myself (instructor) and students are the same in virtual and physical classrooms
Interactions with myself (instructor) and students are slightly better in physical classrooms
Interactions with myself (instructor) and students are much better in physical classrooms
Table 3.22: Instructor Survey, Question 10

Analysis: Based on the results of Table 3.22 it is clear that opinions about the interaction quality is largely mixed. More data is needed to make a complete determination.
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11. Question: What is your preference for managing group work/discussions (breakout
groups with students)?
Results: This was a multiple choice question. Each possible choice is given in the
table below, followed by the percentage of respondents who selected that option, and
the actual number of respondents who selected that option.

Instructor Survey, Question 11
Response

Percentage

Number

I strongly prefer managing group work when

25%

1 Instructor

0%

0 Instructors

25%

1 Instructor

50%

2 Instructors

0%

0 Instructors

virtual
I somewhat prefer managing group work when
virtual
For managing group work, I have no preference
between virtual or physical classrooms
I somewhat prefer managing group work in a
physical classroom
I strongly prefer managing group work in a
physical classroom
Table 3.23: Instructor Survey, Question 11
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Analysis: Based on the results of Table 3.23 it is clear that, per usual, the results are
mixed, though the trend does lean toward preferring managing group work when in
person.

12. Question: What are the BEST aspects of virtual classrooms (i.e. teaching on Zoom)?
Results: This was an open ended question. All of the responses are included in the
list below:
• “Lectures are easily recorded.”
• “Flexibility and safety.”
• “No mask required, no commute or parking required, easy to share show-andtell item at home.”
• “Sessions are recorded for students that miss the live session.”
Analysis: Based on these results, it is evident that flexibility and recorded lectures
are the best aspects of virtual learning. This is largely in line with the best aspects
that the students noted.

13. Question: What are the WORST aspects of virtual classrooms (i.e. learning on
Zoom)?
Results: This was an open ended question. All of the responses are included in the
list below:
• “Low student engagement.”
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• “Not having physical interaction.”
• “Students always turn their camera off so I’m speaking to a screen instead of
people, can’t read body language, can’t use body language.”
• “Trying to get students to engage in discussion in the main room, they discuss
freely in break out rooms.”
Analysis: Based on these results, the worst aspects of virtual classrooms seems to
revolve around a lack of engagement. This was mirrored in the student responses as
well. Therefore, low engagement when virtual seems to be a pervasive pain point
that’s begging for improvements!

Overall, the results of the instructor survey indicate that opinions about virtual teaching
vary widely. This may in part be due to the incredibly small survey population. Therefore,
the results of the student survey will be the central focus of this thesis, with those specific
results informing the overall design of the VR Classroom. This decision was informed by
the fact that many more students reported shortcomings in traditional virtual classrooms
as compared to the instructors. Future work should expand the instructor survey to better
understand instructor perspectives on virtual learning, with a significantly larger survey
population.

3.1.5

Summation of Virtual Education Pain Points

In taking the results of the surveys as a whole, it is evident that there is significant room
for improving virtual classrooms. In understanding the reported pain points of students
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and instructors in virtual classrooms, there are three main areas with which virtual learning
seems to be lacking:
1. Learning Outcomes
2. Collaboration Outcomes
3. Immersion Outcomes
First, the surveys showed that learning was more difficult in a virtual classroom. Levels
of learning and levels of engagement were all reportedly improved when in a real, physical
classroom. Therefore, learning outcomes will be a central focus of this thesis. Specifically,
can learning outcomes be improved with a VR Classroom, as compared to a traditional,
virtual classroom like Zoom?
Secondly, the surveys showed that collaboration was harder in a virtual classroom. The
frequency of one-on-one conversations and ease in breaking off into groups were all reportedly improved when in a real, physical classroom. Therefore, collaboration outcomes will
be a central focus of this thesis. Specifically, can collaboration outcomes be improved with
a VR Classroom, as compared to a traditional, virtual classroom like Zoom?
Lastly, the surveys showed that sense of presence or feelings of immersion were much
lower in a virtual classroom. The quality of interactions and feelings of being in a classroom
environment/educational community were all reportedly improved when in a real, physical
classroom. Therefore, immersion outcomes (sense of presence) will be a central focus of
this thesis. Specifically, can immersion outcomes be improved with a VR Classroom, as
compared to a traditional, virtual classroom like Zoom?
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3.2

Goals for the VR Classroom

The broad goals for the VR classroom were developed to extend and improve the existing VR classroom implementations, as discussed in Chapter 2, while also benefiting
students and teachers currently dealing with the COVID-19 pandemic and therefore unable
to resume learning in their traditional physical classrooms. The results of the two surveys
affected the framing of this thesis because the specific virtual reality classroom prototype
design is heavily based on the needs of current students and teachers as discovered in the
surveys. Specifically with the results of student surveys, problems with traditional virtual
learning are described in the following three sections.

3.2.1

Learning Outcomes

Firstly, the surveys identified that between learning in-person and learning virtually,
learning outcomes are improved for students when occurring in-person. In particular,
within the survey of DU students, a survey question asked: What is your level of learning in
traditional, virtual classrooms (i.e. Zoom) as compared to traditional, physical classrooms
(i.e. in person on DU’s campus)? The majority of respondents to this question (64%, 32 out
of 50 students) reported that they learn much better or slightly better in physical classrooms
(i.e. DU’s campus). Therefore, a successful VR classroom design should increase the
perceived levels of learning as compared to a traditional, virtual classroom in order to
benefit the overall learning outcomes of the students because if they believe they are
learning more, they likely are.
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Another survey question asked: What is your level of engagement in traditional, virtual
classrooms (i.e. Zoom) as compared to traditional, physical classrooms (i.e. in person on
DU’s campus)? The majority of respondents to this question (74%, 37 out of 50 students)
reported that they are more engaged in class when that class is in a physical classroom
(i.e. on DU’s campus). Therefore, a successful VR classroom design should increase
the perceived levels of engagement as compared to a traditional, virtual classroom
in order to benefit the overall learning outcomes of the students because unengaged
students are less likely to absorb course material or contribute to class discussions.
Taken together, the responses to these two survey questions suggest that when students
learn in-person, learning outcomes are improved, as compared to traditional virtual classrooms. This thesis seeks to determine if a VR classroom could improve on this shortcoming
of the traditional virtual classrooms by specifically implementing features within the VR
classroom that contribute to improved learning outcomes.

3.2.2

Collaboration Outcomes

Secondly, the surveys identified that between learning in-person and learning virtually,
the ability to collaborate with peers is superior when students are in-person. In particular,
within the survey of DU students, a survey question asked: How would you rate your
overall satisfaction with being able to collaborate with your peers in virtual classrooms (i.e.
Zoom)? The majority of respondents to this question (56%, 28 out of 50 students) reported
that they are very dissatisfied or dissatisfied with being able to collaborate with their peers
in virtual classrooms. Therefore, a successful VR classroom design should increase
the overall satisfaction with being able to collaborate with peers as compared to a
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traditional, virtual classroom in order to benefit the overall collaboration outcomes of
the students because satisfaction in collaboration is often followed by more frequent
communication and superior group work.
Another survey question asked: What is the frequency of your one-on-one conversations
(side conversations) with your peers in class? The majority of respondents to this question
(65.31%, 32 out of 49 students) reported that they have many more one-on-one conversations when they are in a physical classroom than when they are in a virtual classroom.
Therefore, a successful VR classroom design should increase the frequency of oneon-one conversations among peers as compared to a traditional, virtual classroom in
order to benefit the overall collaboration outcomes of the students because side conversations enable discussion of course material and peers helping each other when
the instructor is occupied. Likewise, if students have one-on-one conversations with each
other more often, there is the possibility that they are collaborating with each other more
often, or at least have a greater ability to collaborate.
Another survey question asked: How would you rate your overall satisfaction with
working in groups (i.e. breakout groups/breakout rooms) in virtual classrooms (i.e. Zoom)?
The degree of satisfaction varied among respondents to this question, but not a single one
reported ‘Very satisfied’ with working in groups in virtual classrooms. Half of respondents
(25 out of 50) reported ‘Dissatisfied’ or ‘Very Dissatisfied’. Therefore, a successful VR
classroom design should increase the overall satisfaction with working in groups as
compared to a traditional, virtual classroom in order to benefit the overall collaboration outcomes of the students because if students are more satisfied with the experi-
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ence of working in groups then they might be more willing to engage in collaboration
more often and in more substantive ways.
Another survey question asked: What is your preference for group work/discussions
(working/speaking together with other students in the same class)? The majority of respondents to this question (64%, 32 out of 50 students) reported that they strongly or somewhat
prefer group work in a physical classroom (i.e. on DU’s campus). Therefore, a successful
VR classroom design should provide a preferable atmosphere for group work and discussions as compared to a traditional, virtual classroom in order to benefit the overall
collaboration outcomes of the students because preference of location for group work
indicates students’ ability to collaborate more often and easily when in a supportive
environment.
Taken together, the responses to these four survey questions suggest that when students
learn in-person, collaboration outcomes are improved, as compared to traditional virtual
classrooms. This thesis seeks to determine if a VR classroom could improve on this shortcoming of the traditional virtual classrooms by specifically implementing features within
the VR classroom that contribute to improved collaboration outcomes.

3.2.3

Immersion Outcomes

Lastly, the surveys identified that between learning in-person and learning virtually, the
sense of immersion in a classroom atmosphere is stronger for students when in-person. In
particular, within the survey of DU students, a survey question asked: Do you associate seeing other students on Zoom with the feeling of all students being in the same classroom?
The majority of respondents to this question (58%, 29 out of 50 students) reported ‘No,
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feels completely different from a real, physical classroom on DU’s campus.’ Therefore,
a successful VR classroom design should provide a stronger sense of immersion in a
classroom atmosphere as compared to a traditional, virtual classroom. Successfully
increasing the overall sense of immersion has been shown in prior research (such as that of
Joseph Psotka, as discussed earlier) to benefit students educationally [21]. Perhaps if students feel like the sense of immersion is very different between in-person and virtual, then
maybe a VR classroom could bridge the gap and provide students with some immersion
qualities that traditional virtual environments inherently lack.
Another survey question asked: What is the quality of your interactions with instructors in a virtual classroom (i.e. Zoom), as compared to a physical classroom (i.e. in person
on DU’s campus)? The majority of respondents to this question (70%, 35 out of 50 students) reported that ‘Interactions with instructors is much better in physical classrooms (i.e.
DU’s campus)’ or ‘Interactions with instructors is slightly better in physical classrooms (i.e.
DU’s campus)’. Therefore, a successful VR classroom design should improve the quality of interactions with instructors as compared to a traditional, virtual classroom.
Successfully increasing the overall sense of immersion is connected to the quality of interactions with instructors because a full sense of immersion means the instructor is right
in front of the student, so there should be fewer impediments to interacting because all
technical difficulties have been removed. The results of this survey question support the
notion that interaction quality is improved when the interactions occur in person; then perhaps a VR classroom can improve the interaction quality by mimicking in-person academic
atmospheres, which are fully immersive by nature.
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Another survey question asked: What is the quality of your interactions with other students in a virtual classroom (i.e. Zoom), as compared to a physical classroom (i.e. in
person on DU’s campus)? The majority of respondents to this question (90%, 45 out of
50 students) reported that ‘Interactions with peers is much better in physical classrooms
(i.e. DU’s campus)’ or ‘Interactions with peers is slightly better in physical classrooms
(i.e. DU’s campus)’. Therefore, a successful VR classroom design should improve the
quality of interactions with other students as compared to a traditional, virtual classroom. Successfully increasing the overall sense of immersion is connected to the quality
of interactions with other students because, as stated similarly above, a full sense of immersion means the students are close to each other, so there should be fewer impediments
to interacting because all technical difficulties have been removed. Equally similar, the
results of this survey question support the notion that interaction quality is improved when
the interactions occur in person; then perhaps a VR classroom can improve the interaction quality by mimicking in-person academic atmospheres, which are fully immersive by
nature.
Taken together, the responses to these three survey questions suggest that when students learn in-person, the sense of immersion in an educational atmosphere is stronger, as
compared to traditional virtual classrooms. This thesis seeks to determine if a VR classroom could improve on this shortcoming of the traditional virtual classrooms by specifically implementing features within the VR classroom that contribute to a stronger sense of
immersion within the classroom, and ultimately a better ability to interact with instructors
and other students.
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3.2.4

Summation of Thesis Research Questions

The goal of this thesis, put very simply, is to discover current problems with virtual
classrooms by administering a survey to students and instructors, to develop a VR classroom prototype that attempts to fix some of the discovered current problems, and then
determine if the prototype actually effectively fixes those problems by conducting a case
study of students using the VR classroom and analyzing their feedback. The specific research questions to address, as related to the goal of this thesis, are directly correlated to
the problems identified with the survey results. Stated clearly, the thesis research questions
are:
1. Can learning outcomes (i.e. perceived levels of learning and engagement in the
class) be improved for students when in a VR classroom, as compared to a traditional
virtual classroom (i.e. Zoom)?
2. Can collaboration outcomes (i.e. working in groups, communicating with peers,
enjoying collaboration) be improved for students when in a VR classroom, as compared to a traditional virtual classroom (i.e. Zoom)?
3. Can the sense of immersion (i.e. feeling of presence with other students, educational environment, quality of interactions) be improved for students when in a VR
classroom, as compared to a traditional virtual classroom (i.e. Zoom)?
The premise is to first create a VR environment which allows multiple players to reside
in the same VR space and interact visually and auditorily in real time. Then this VR
environment will be supplemented with additional features that attempt to improve learning
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outcomes, collaboration outcomes, and a stronger sense of immersion. The goal is for this
VR classroom to be superior to a traditional virtual classroom like Zoom. Therefore, the
specific aspects of an educational experience that will be assessed in the VR classroom are
the learning outcomes, collaboration outcomes, and sense of immersion, as compared to a
traditional virtual classroom.

3.3

Design

Based on the results of the surveys, the three aspects of the classroom environment that
will be tested are: learning outcomes, collaboration outcomes, and the sense of immersion.
Therefore, the design of the VR classroom prototype must enable learning, collaboration,
and immersion, ideally to a greater extent than a traditional virtual classroom provides.
This section details the actual design of the VR classroom prototype, with reasoning for
the each design element as based on the previous section.

3.3.1

Minimum Design Requirements for Prototype

The VR classroom prototype implements the following critical functionality:
• Player Representation: Players will be represented by avatars with their names appearing above their avatars’ heads. Avatar movements will be synchronized with the
player’s equipment, so as the player moves within the scene, the avatar simultaneously moves in the same manner. This correlates to students in a traditional virtual
classroom being represented by their own video stream and name, or optional photo
and name when no video is streamed.
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• Multiplayer Network Synchronization: Multiple players can reside in the same
VR space and players will be able to see other players in that space in real time. If
one player moves or interacts with the environment, that movement/interaction will
be synchronized across the network so that all other players see the same movement/interaction with little lag time. This correlates to students in a traditional virtual
classroom seeing the video streams of each other in real time. All movements and
interactions are shown to all people in the traditional virtual classroom in real time.
• Audio Transmission: Players will be able to speak to each other via their VR headsets. This correlates to students in a traditional virtual classroom also being able to
speak to each other via their computers.
These features are considered to be the minimum functionality required for the VR classroom to compete with a traditional virtual classroom in a controlled and simplified testing
environment. Additional functionality to test learning outcomes, collaboration outcomes,
and sense of immersion were also considered.

3.3.2

Design Additions for Improving Learning Outcomes

To specifically address enabling improved learning outcomes, the following additional
features were implemented:
• Novelty Effect for Increased Engagement: As discussed in Chapter 2, VR classroom environments can have a positive effect on student learning outcomes. Part
of the measurable positive effects may be attributable to the novelty effect. In an
attempt to enhance the novelty effect within this VR classroom prototype, as well
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as increase the engagement of students, the VR classroom prototype was designed
to maximize the visual appeal and create a unique classroom scene that would be
new to all players. This is specifically accomplished by implementing the classroom
with bright colors, a mirror to see one’s reflection, objects that can be manipulated,
a DU logo for added character, and desks to add to the classroom atmosphere. The
specific design choices of the classroom environment were made with the intention
of increasing student engagement by making it a visually appealing environment to
be in, and a unique never-before-seen scene to capitalize on the researched benefits
of the novelty effect.
• Improved Ability to Request Help: Asking for help is an integral part of learning.
In a traditional virtual classroom, such as Zoom, when a professor is talking and a
student needs help, they must either type their question in the chat or signal to the
instructor with an emoji to signal their need for help at that moment. The emoji or
chat message might be missed by the instructor depending on the screen they are
actively looking at. In a real physical classroom a student simply needs to raise their
hand. To improve upon the ability to ask for help in a virtual classroom, the VR
classroom design includes a more natural way of asking for help that is similar to
a real instructor, students in the VR classroom can simply raise their hand or walk
up to the instructor with their question, as they would in a real physical classroom.
The ability to see all players in the same room at once minimizes the liklihood that
the instructor will miss seeing a student’s hand raised, as they might in a traditional
virtual classroom.
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• Maximizing the Effects of the VR Format: As discussed in Chapter 2, and specifically in the meta-analysis by Merchant et. al., holding classes in a VR environment
has been shown to improve overall learning outcomes in several studies [9]. The format of the VR classroom prototype itself is a design inclusion that serves to improve
learning outcomes. The use of a headset with trackers and two hand-held controllers,
as explained in Chapter 4, adds to the full VR experience.

3.3.3

Design Additions for Improving Collaboration Outcomes

To specifically address enabling improved collaboration outcomes, the following additional features were implemented:
• Improved Ability to Form Breakout Groups: Results from the surveys indicated
that students prefer working in groups when in person together, as compared to when
virtual. Facilitating an improved means of transitioning into breakout groups will
hopefully improve the level of satisfaction students have with working in groups
within the VR classroom. As a point of comparison, in traditional virtual classrooms,
forming breakout groups requires the instructor to pre-assign groups or assign groups
in real time. This can be time consuming and may cause problems when students
need to switch between groups or be rearranged quickly. With the VR classroom
prototype, forming groups is just as simple as it is in a real physical classroom.
All students have to do is walk up to their group members. Instructors can then
move between groups much more easily and students can switch groups much more
easily because everyone is still in the same room and can see each other. Distancedependent audio transmission also adds to the overall experience because when a
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player is too far away from a speaking player, they will no longer be able to hear
them.
• Improved Ability to Have One-On-One Conversations: Results from the surveys
also indicated that students have more one-on-one conversations when in person together, as compared to when virtual. Facilitating an improved way for students to
have one-on-one conversations with each other will hopefully improve the overall
collaboration outcomes as students are better able to communicate. As a point of
comparison, in traditional virtual classrooms, having one-on-one conversations can
only happen via the chat messaging functionality, which is strictly text and not audio, or via unmutting and likely speaking over the actual instructor, which is usually frowned upon. To improve upon this pain point, the VR classroom prototype
attempts to improve the ability to have one-on-one conversations by mimicking oneon-one conversations in real physical classrooms. There, students can simply turn to
each other and speak quietly. Likewise, in the VR classroom prototype, students can
simply turn to each other and speak quietly. Audio transmission is implemented to be
distance-dependent, meaning if one person is too far away from another, they won’t
be able to hear that person. Likewise, audio input comes from the HTC VIVE headsets, explained in depth in Chapter 4, which is sensitive to voice volume. Therefore,
the volume of the speaker is proportional to the volume of the audio transmitted to
the other listeners. Distance-dependent audio transmission in the VR classroom prototype is similar to how audio is transmitted in real life, and so hopefully improves
the ability to have one-on-one conversations.
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3.3.4

Design Additions for Increasing Sense of Immersion

To specifically address enabling an improved sense of immersion, the following additional features were implemented:
• 360 Degree Audio Transmission: Results from the surveys indicated that students
do not feel as though they are in a classroom in the same way that they do when they
are in a real physical classroom - the sense of immersion in the educational atmosphere is missing. Therefore, to better create a sense of immersion, 360 degree audio
design features are included. As already explained, audio transmission is distancedependent so players that are far away from the speaker will not be able to hear the
audio. Additionally, with 360 degree audio transmission, the sound is more akin to
real life than to a speaker player from your computer. As an example, if a speaker
is sitting on the left side of a listener, the sound will be transmitted through the left
side of the listener’s VR headphones. This is more akin to in real life when the sound
would be coming in more strongly through their left ear. Meanwhile, in a traditional
virtual classroom, such as Zoom, the audio transmission is flat and comes from a
central speaker inside the computer (or tablet, smartphone, etc.). This feature will
hopefully contribute to a greater association of seeing other students on Zoom with
the feeling of all students being in the same classroom.
• Improved Ability to See Everyone at Once: Another feature that contributes to a
greater sense of immersion is the ability to see everyone in the classroom together at
once, in real time, as you would in a real physical classroom. Typically in traditional
virtual classrooms, users are unable to see everyone at once. Instead they must click
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through the small boxes of streaming video or pictures to view their classmates, so
buy a separate monitor to display all faces at once while still having the main screen
displayed. A minor improvement to this is a brand new update to Zoom that offers
the ability to crop the video feed of each person and paste everyone together on one
screen, the quality of that representation is heavily dependent on the quality of the
video feed, which is inherently difficult to control because it is input by students.
For example, if three people are in a virtual room and person 1 and person 2 both
have fantastic lighting and video quality, while person 3 has minimal lighting and
lagging video quality, then the feature pasting everyone together will have two visible
heads and one almost indiscernible blurry cropped piece. To make things worse, the
closer a person sits to their camera, the larger their head will appear in the pasting
everyone together feature, lending to a comical if not potentially distracting mix of
oddly shaped and variously sized heads [22].
The VR Classroom prototype has none of this. Instead, avatar sizes are standardized
and their quality is not dependent upon their user. Moreover, users still maintain the
anonymity of a traditional virtual classroom (not needing to show their actual face),
while still offering their peers and instructor their virtual presence (having a body in
the classroom to show for).
• Ability to Move within the Classroom: Another attempt at improving the sense of
immersion is adding the ability to move around within the classroom environment as
one might in a real physical classroom. In a traditional virtual classroom, students
and instructors appear as flat video of said person from whichever room they are in.
People may be either in the room or not, streaming video or not. In drastic contrast
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is a real physical classroom where students can move around to talk to each other
or get up and walk over to the instructor. The ability to move around the classroom
as you might in a real physical classroom is an important design feature that was
therefore included. Offering greater capability to interact with the space and feel
actually inside it as opposed to just looking at it could improve the overall sense of
immersion.
• Ability to Realistically Interact with Objects: Lastly, to add to the sense of immersion, physics libraries were included for interacting with and manipulating objects in
the VR environment. For example, teleportation can only happen on flat ground
surfaces, meaning only the floor and desks, but not outside of the classroom. Balls
actually bounce as they would in real life. Blocks can be stacked or thrown. All objects are transferable between players. This makes the VR environment seem more
realistic and hopefully adds to the overall sense of immersion by making it feel more
like a real physical classroom. Of course, in the future, more customization could be
added to make the scene even more realistic.
It is important to note that there are many additional features that could be implemented
in future research work to test other attributes of the educational environment. Some of
these additional features are unfortunately out of the scope of this thesis and include, but are
not limited to, embedding media like PowerPoints, PDF documents, and even Integrated
Development Environments for peer programming, or adding control capabilities for the
instructors to enable/disable speaking and teleportation abilities, or enabling customization
of the avatars or classroom design. Additionally, considerations should be made to make
the VR classrooms more accessible. It is unrealistic to think that every student would have
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a full VR setup just to attend a lecture. Therefore, future work should include provisions
to ensure a student with only a headset and keyboard can have an equally good experience.
Perhaps the functionality of the controllers can be equated to similar functionality with
different key presses. This would definitely help lower the barrier to entry for VR classrooms, and hopefully improve adoption rates. Overall, there are many interesting features
that could be added to the VR classroom prototype in the future to further investigate VR
classrooms as a tool for improving the virtual classroom experience for both students and
teachers. For this thesis, the research and implementation is targeting a proof of concept of
utilizing VR classrooms and comparing them against current virtual classrooms.
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Implementation
This section discusses how the VR classroom prototype was developed, including the
hardware, software, programmming choices, and flow from starting up equipment to actually being in the VR classroom. The implementation is based on the designs as presented
in Chapter 3. Personal learning accomplishments and implementation challenges are also
included.

4.1

Prototype Hardware

The VR classroom prototype was developed using the HTC VIVE Virtual Reality
System, which includes the head mounted display (VIVE Headset), handheld controllers
(VIVE Controllers), link control box (VIVE Link Box), laser tracking stations (VIVE
Base Stations), and accompanying accessories (including HDMI/USB Cables, 3-in-1 Cable, Power Adaptors, and the VIVE Deluxe Audio Strap). It is assumed that each user has
this equipment to fully participate in the classroom.
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4.1.1

About the HTC VIVE

The HTC Vive is a virtual reality set developed by HTC and Valve [23]. The headset
uses ”room scale” tracking technology, which allows users to move in 3D space and use
motion-tracked handheld controllers to interact with the environment. This set was first
released in April of 2016. The resolution of the headset is 2160Ã—1200 (1080Ã—1200
per eye) and the refresh rate is 90 Hz. The headset also boasts an approximately 110 degree
field of view. The set uses a lighthouse tracking system where two base stations emit pulsed
IR lasers. The operating system is SteamVR running on Microsoft Windows [23].

Figure 4.1: The HTC VIVE Hardware

4.1.2

Reasoning for Hardware Selection

While there are numerous articles debating the intricate nuances of why one VR set is
better than another VR set, the HTC VIVE was ultimately chosen for one key reason: The
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University of Denver’s Computer Science department already owned several sets of only
this type. Therefore, the HTC VIVE equipment was happily chosen.

4.2

Prototype Software

The VR classroom prototype was developed using the Unity game engine and C#
scripts. The additional resources that were used are described in the following subsections.

4.2.1

SteamVR

SteamVR is a Unity plugin maintained by the company Valve. This plugin provides a
smooth interface between SteamVR and Unity. With SteamVR, developers can target one
API that all the popular VR headsets can connect to. This plugin manages three central
aspects for developers: loading 3D models for VR controllers, handling input from those
controllers, and estimating what hands will look like while using those controllers. In
practice, this plugin offers a stable game object in Unity for the camera (headset), left hand
controller, and right hand controller. This can be used to update avatar movements and
register when a player is attempting to grab an object or teleport within the scene [24].

4.2.2

XR Interaction Toolkit

The XR Interaction Toolkit is a package that offers a high-level, component-based, interaction system. This package provides a framework that makes 3D and UI interactions
available from Unity input events. The XR Interaction Toolkit contains a set of components that support the following Interaction tasks: cross-platform XR controller input, ba96

sic object hover, select and grab, haptic feedback through XR controllers, visual feedback
(tint/line rendering) to indicate possible and active interactions, basic canvas UI interaction
with XR controllers, and a VR camera rig for handling stationary and room-scale VR experiences. In practice, this package provides the XR roo-scale rig for setting up the camera
and basic functionality for triggering actions based on user input [25].

4.2.3

PUN 2

Photon Unity Networking (PUN), Version 2, developed by the company Photon, is a
Unity package for multiplayer games. It offers synchronization of players and objects over
the network via dedicated Photon servers, so clients don’t need to connect one directly.
This package includes three layers of APIs. The highest level is the PUN code, which
implements Unity-specific features like networked objects. The second level contains the
logic to work with Photon servers, do matchmaking, and callbacks. This is the Realtime
API. The lowest level is made up of DLL files, which contain the de/serialization and other
protocols. In practice, this package provides methods that can be used in the scripts to
create and load rooms, ensure players are in the same instance of the room, and update
player movements and interactions in real time [26].

4.2.4

Photon Voice 2

Photon Voice 2, or Voice for PUN2, developed by the company Photon, is a Unity
package for multiplayer games. This package enables audio transmission across the Photon network, meaning players can speak and listen to each other in real time via the VR
headsets. In practice, just like with Photon PUN 2, this Voice package provides methods
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to enable players to speak and listen. Volume thresholds can be set based on the distance
between the speaker and listener and 360 degree audio transmission can be enabled [27].

4.2.5

Additional Resources

Assets from Tevfik Ufuk Demibras, an XR Developer and Instructor on Udemy [28]
and Eric Van de Kerckhove, a contributor to raywenderlich.com [29], were also utilized.
These developers gave permission to use these assets in accordance with following along
with their tutorials. These assets included prefabs for characters, teleportation reticles, and
other game objects.

4.3

Prototype Features

The following is a list of the features that were successfully implemented in the VR
classroom prototype:
1. Player Representation: Players are represented by avatars, of which they are randomly assigned one of four choices, as shown in Figures 4.12, 4.13, 4.14, and 4.15.
The avatars are prefabs attached to the camera rig and handheld controllers. The random assignment is accomplished with a C# script that generates a random number,
the result of which specifies which player prefab to instantiate.
2. Player Identification: The name of the player appears above the avatar’s head, as
shown in Figure 4.8. This was accomplished by creating a text game object as a child
of the player prefab and attaching a C# script to that game object to load the correct
name into the text game object. The name was obtained with the welcome screen of
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the VR classroom that shows a user interface with a text input field to enter their own
name. This name is assigned to the player with that script and retrieved by the other
script to display each correct name above each respective player.
3. Movement Synchronization: Avatar movements are synchronized with the player’s
equipment. As a player moves around within the scene and their viewpoint within the
headset camera changes, so too does the position and rotation of the player’s avatar
within the game.
4. Network Player Synchronization: Multiple players can reside in the same VR
space and see other players in real time. This was accomplished with the Photon
Engine, which provides packages like Photon Unity Networking 2 (PUN 2) that supports network synchronization. Using these packages enabled each player to see all
other players as they move within the same scene.
5. Network Object Synchronization: Interactions with objects and the environment
are synchronized across the network in real time. This was also accomplished with
the Photon Engine, specifically PUN 2, to support network synchronization of object interactions. Using these packages enabled each player to see if another player
interacts with a shared object in the scene. That means one player could pick up a
block or ball and throw it to another player, with this interaction being displayed to
all players.
6. Voice Chat: Players can speak and listen to each other in real time via their headsets.
This was accomplished with the Photon Engine, specifically their Photon Voice 2
package. This package affords the ability to add recorders and speakers to each
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player and control various other aspects of voice chat. As a result, players can talk
to each other without doing anything except opening their mouth - just like in a real
physical classroom.
7. User Focused Design: Design choices to increase engagement and capitalize on the
novelty effect were implemented. This meant including a University of Denver logo,
bright colors, overhead lights, and desks to make the environment feel more realistic
and engaging.
8. Teleportation: Players can teleport around the scene. This was achieved by implementing a custom C# script that handles teleportation movement within a scene. A
teleportation mask was also created so that only the floor and desks are objects that
a player can actually stand on top of. Please note however, that this feature was disabled once multiple players enter the room, due to incompatibilities with SteamVR
and the XR Interaction Toolkit.
9. Controller Bindings: Players can pick up objects in the scene with their controllers
and that behavior is reflected in the avatar’s actions. This was achieved with the
SteamVR plugin.
10. Distance-Dependent Audio Transmission: Audio transmission is distance-dependent
so players cannot hear a speaker if they are too far away. This is an additional feature
supported by the Photon Voice 2 package. A minimum and maximum distance can
be set such that if two players are separated by less than the minimum distance, they
hear each other perfectly at full volume. If two players are separated by a distance
that is within the range of the minimum and maximum values, then the audio trans100

mission is attenuated. For example, if a player is the minimum value away and then
begins walking further way, doing so will linearly decrease the volume of the audio
that is transmitted to the listening player. Once two players are separated by more
than the maximum value, audio is not transmitted. This means players cannot hear
each other speak when they are too far away from each other in a scene.
11. 360 Degree Audio Transmission: Audio transmission is 360 degree based. This
means if player A is on the left of player B, and player A is speaking, then player B
will hear the audio out of the left side of their headphones. This is also an additional
feature supported by the Photon Voice 2 package.

4.4

Flow from Setup to Login to Classroom

For the purposes of testing the prototype, the process for entry into the VR classroom
was kept to a minimum. For a user to enter the classroom, they must follow these steps:
1. Set up a PC (specifically a VR-capable computer that can run Unity, SteamVr, and
has a powerful graphics card) by connecting the HTC VIVE equipment and the PC
as appropriate.
2. Within the Unity Hub editor, logged in to an appropriate account with access to the
VR classroom project, navigate to said project and click ‘Play’.
3. The editor will load the game and the first screen to appear will be a welcome screen
asking for the player’s name, as shown in Figure 4.3.
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4. Once a name is entered, the player should click ‘Connect’. This connects the player
to the Photon servers and places them in the game lobby.
5. A second screen will load asking the player if they are ready to enter the classroom,
as shown in Figure 4.4. They should click ‘Enter’. This loads a new instance of the
VR classroom if not yet created, or joins an existing one and brings the player there
via the headset display.
6. The player is in the VR classroom at this point! Figure 4.5 shows this.

4.5

Examples of the VR Classroom Prototype

This section provides several screenshots of the VR classroom prototype to better represent what was implemented for this thesis. Please note that the screenshots make the
quality and resolution of the VR Classroom appear worse than in reality.
The Unity Hub editor was used for development throughout this thesis. The below
figure shows the Unity editor with an empty scene. This was the starting point for creating
the VR Classroom of this thesis.
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Figure 4.2: The Unity Editor with an Empty Scene

This is the welcome screen that appears for players when they first attempt to join the
VR Classroom. This screen requests the name of the player, which can be entered in the
text box. This is the same name that will appear above the players when they are inside the
VR Classroom.

Figure 4.3: The Welcome Screen
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Once players have connected to the server via the welcome screen, they are now in the
lobby and must click the enter button to be placed in the VR Classroom.

Figure 4.4: The Entrance Screen

At this point, the player is in the VR Classroom. The below figure is a view of just that!

Figure 4.5: The VR Classroom
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The player can move around to get a better view of, say, the slide deck as shown in the
below figure.

Figure 4.6: A Screenshot of the VR Camera View from the HTC VIVE

Here is another view of what the player sees in their HTC VIVE head mounted display
when they are in the back of the classroom.

Figure 4.7: Another Screenshot of the VR Camera View from the HTC VIVE
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Players can also walk up to the mirror in the room to see a view of themselves. Of
course, the name of the player is backwards as it would be in an actual mirror.

Figure 4.8: The Reflection from the Mirror in the VR Classroom

Players can also see the instructor present the slide deck lecture, as shown in the figure
below.

Figure 4.9: An Example of a Player within the VR Classroom
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Here is another view of a player by the lovely University of Denver sign, to give a sense
of scale.

Figure 4.10: Another View of a Player within the VR Classroom

From within the Unity editor, the view of the VR Classroom is somewhat different, but
does give a good bird’s eye view of the environment.
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Figure 4.11: The VR Classroom from within the Unity Editor

The following figures show the four choices of avatars that players can be represented
by.
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Figure 4.12: Avatar Option 1
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Figure 4.13: Avatar Option 2
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Figure 4.14: Avatar Option 3
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Figure 4.15: Avatar Option 4
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4.6

Personal Learning Accomplishments

To better inform the context of this implementation work, this section highlights my
learning accomplishments throughout this research process. In short, I had to learn everything from the ground up so the preparation to program the actual prototype was an
immense portion of this thesis project overall. This was the most rewarding portion of the
project because it was by far the most difficult, but I can honestly say that I’ve learned a
great deal from this thesis, the details of which are discussed in the following subsections.

4.6.1

Learning the Unity Game Engine and C#

Before beginning the Master of Science in Computer Science program at DU, I held
degrees in Physics and Applied Computing so my coding knowledge was limited to Java
(the language introductory students learn at the University of Dever) and some Python
(from my computational physics work). In my first year as a graduate student in Computer
Science, I learned C++ proficiently and gained familiarity with other coding languages
like Haskell, Racket, and JavaScript. However, this thesis research was my first exposure
to development with the Unity Game Engine. Unity requires C# scripts. I believe my
experience with C++ helped me to better understand C# scripting, though there was still a
learning curve that I had to overcome. A steeper learning curve was with the Unity Game
Engine itself. I had previously never worked with any type of game engine so getting
acquainted with the user interface way of programming and adding components with scripts
attached to game objects was definitely a new way of thinking and programming for me. To
name a few new concepts, I learned how to create scenes, create game objects, create player
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prefabs, implement teleportation around the scene, and implement interactions with other
objects. I do find Unity to be fun now that I understand what is going on, but when I first
began it was incredibly intimidating to see the Unity game engine with so many buttons and
menu options and not know how a single one functioned. I relied heavily on documentation
and online tutorials to help guide me through my first Unity and C# experience.

4.6.2

Specifically using Unity for a Multiplayer 3D Game

Once I developed a grasp on the Unity Game Engine and C# scripting, I then had to familiarize myself with the nuances of developing a multiplayer 3D game, which as I quickly
learned is not as simple as developing a single player 2D game, a single player 3D game,
or a multiplayer 2D game - I would argue a multiplayer 3D game is the hardest due to
the additional hardware coordination requirements and packages for network synchronization. It was definitely a challenge that required finding and then learning how to implement
packages and plugins that supported the desired functionality.

4.6.3

Handling Hardware

I can wholeheartedly say that, from my time as a Physics student, I very clearly learned
that I prefer working with software instead of hardware, when I have a choice between the
two. For this thesis, hardware (the HTC VIVE and it’s components) was an integral part of
the research, so there was no way to avoid getting extremely comfortable with setting up
the hardware, ensuring all components were connected properly, and all components were
running up-to-date software. This proved to be immensely frustrating when I was trying to
debug issues and needed to first deduce if I was having a hardware or software problem.
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As a result, I became much more familiar with the actual hardware than I originally had
anticipated, and therefore learned much more about PCs, audio input and output sources,
types of USB ports, Bluetooth settings, and tracking components. I can still wholeheartedly
say that I prefer software work over hardware work, but I have also noticed how much
more hardware knowledge and comfort in debugging hardware issues I have as compared
to before this thesis. I definitely believe this will help me in future computer science work.

4.6.4

Summation of Learnings

Developing a multiplayer VR game in Unity with C# was a great undertaking, to say
the least. I did not realize how much I didn’t know about VR development until I actually
began learning about it. Though the implementation process was exceptionally frustrating
at times, I undoubtedly learned a great deal. I also firmly believe I am a better programmer
because of these technical challenges that I have overcome. Overall, I am proud of myself
because I can tell I have learned an enormous amount.

4.7

Implementation Challenges

The implementation of the VR Classroom was by far the most challenging endeavor of
my time at the University of Denver. In addition to the immense quantity of new concepts
and coding techniques I needed to learn before even beginning this implementation, as
outlined in the previous section, I also encountered several other inherent challenges to
developing a VR Classroom. This section describes these challenges that were discovered
throughout this research process in the hope that these discoveries will be useful in guiding
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future VR developers. Perhaps in explaining the mistakes to avoid, future developers can
improve their starting off point, as compared to mine, and hopefully minimize their initial
confusion with the following issues.

4.7.1

Incompatibility Issues with Packages and Plugins

By far the most frustrating and frequent problem I ran into during the implementation
phase was incompatibility with the SteamVR plugin and XR Interaction Toolkit. As mentioned, the VR Classroom was developed using the Unity Game Engine. At the end of
January 2020, Unity released version 2019.3 where it fundamentally changed its input system. Previously, the old input system checked for input from different devices every frame
to determine whether players took an action. However, the new input system separates device input from code actions. This means that only the actions that the players trigger need
to be handled. Therefore, information about the device the player is using or the specific
button they are clicking is not needed. In this new input system, an input event is called an
action and the mapping between an action and an input device is called a binding.
Along with this new input system, the 2019.3 version of Unity also deprecated support for the built-in VR support, including for OpenVR. OpenVR was Valve’s application
programming interface for SteamVR. This was replaced by a new modular XR Plugin
system. In building this new system, Unity officially worked with six XR platforms: Apple’s ARKit, Google’s ARCore, Microsoft’s HoloLens & WMR, Magic Leap, Oculus, and
PlayStation VR [30].
Support for these officially supported platforms can be enabled very easily and are
fully supported by Unity. Moreover, Unity is directly working with these platforms on
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deep platform integration, improvements to the engine, and optimizations to the XR tech
stack for the platforms. Unity also allows third parties to write their own plugins, such as
Valve’s SteamVR plugin. When this 2019.3 version was released, Valve was working on a
plugin for OpenVR, which would be shipped separately from Unity by Valve. This plugin
is available now as “OpenVR Unity XR Plugin” on the GitHub page for Valve Software.
This package provides OpenVR rendering to Unity XR, with the necessary sdk libraries for
users to build Applications that work with the OpenVR runtime. The OpenVR XR Plugin
gives you access to rendering on all major VR devices through one interface. It offers
explicit support for the HTC Vive, HTC Vive Cosmos, Oculus Rift, Oculus Rift S, Oculus
Quest (Link), Windows Mixed Reality, and Valve Index [31].
Unfortunately, this is a Beta version, and Valve warns that developers should not release titles with it just yet. Games developed with this plugin cannot create OpenVR actions meaning players cannot use SteamVR’s built in system for remapping controls, nor
can developers have access to the SteamVR Skeletal Input API. So it seems for the time
being, Valve’s SteamVR plugin, even with the OpenVR addition, and Unity’s new input
system are relatively incompatible. The following series of events serves to explain how
this incompatibility issue was resolved.
1. I began by developing a Unity project using the new XR Interaction Toolkit. This utilizes the new input system and is a robust package that simplifies the coding needed
to receive input from the controllers and head mounted display camera. Unfortunately, without including SteamVR, no controller or head mounted display input was
received so the game was static, with nothing happening because the hardware was
not properly tracking.
117

2. The SteamVR plugin was included in the project, which allowed for setting up the
hardware with ease. The controller tracking was smooth and the scene updated properly as the head mounted display moved. Unfortunately, SteamVR is not officially
supported by the XR Interaction Toolkit [30]. This was made very clear by the fact
that, still, no input was being received by the controllers or head mounted display, so
very little could be accomplished within the VR Classroom, movement-wise.
3. The OpenVR package, in Beta, was added in an attempt to reconcile the incompatibilities of SteamVR with the XR Interaction Toolkit. Unfortunately, it was highly
evident that this was a Beta version [30]. The controller tracking was extremely
shaky, making it near impossible to teleport or interact with objects because the controller location was not registering properly, so it often appeared far away or would
fly out of control randomly. It became clear that the reliability of tracking controller
and camera input was low, and therefore not ideal for the VR Classroom prototype.
4. At this point, it seemed as though the XR Interaction Toolkit was not going to work
for the HTC VIVE. However, within the SteamVR plugin came the SteamVR player
prefab. This prefab was a character controller, with SteamVR components and scripts
for controlling the camera and controllers. This worked perfectly. The controllers
were incredibly responsive and interactions with objects and teleportation were easily supported. The setup of the scene was dramatically different than the XR Interaction Toolkit way though. This proved to be a critical problem because, though
the SteamVR player prefab was perfect for a single person game, it does not work
at all for multiplayer games. This was discovered when testing the VR Classroom
with multiple people. Thousands of errors arose in seconds because the scene had
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multiple cameras tracking and input from one controller affected all other players.
As it turns out, in small font buried within the SteamVR documentation on Valve
Software’s website, it says “The Player class acts like a singleton which means there
should only be one Player object in the scene” [32]. This means the SteamVR player
prefab cannot be used at all for multiplayer games. The addition of PUN2 to add network synchronization is not at all compatible with the SteamVR player prefab due to
the way the camera is tracked and the XR rig is set up. This put me back to square
one.
5. My only choice at this point was to go back to using the XR Interaction Toolkit,
which sets up the XR rig in a way that is compatible with PUN2. The problem is the
controllers and camera do not properly send their input, due to the incompatibility
issues that were previously mentioned. The workaround was to borrow scripts from
the SteamVR player prefab (such as the camera helper script and controller components) to stitch together functional code. This was the final solution, though it’s
not great because none of the built-in XR Interaction Toolkit scripts work, nor do
most of the SteamVR scripts, again due to the radically different ways that the two
set up the XR rig and track the camera and controllers. For example, players could
teleport perfectly with the XR Interaction Toolkit, and perfectly with the SteamVR
player prefab, but not now when pieces of the XR Interaction Toolkit and SteamVR
plugin are mashed together. Several custom scripts were written just to pass in input
from the SteamVR-controlled controllers to the XR Interaction Toolkit. I believe it
is possible to implement additional features in this stitched-together-style, however
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it will involve custom scripts and not work as well as the XR Interaction Toolkit and
SteamVR both work separately.
In short, the XR Interaction Toolkit does not take input from the HTC VIVE controllers or head-mounted display. SteamVR does take input properly, but the SteamVR
player prefab is a singleton, meaning it does not allow for multiplayer implementations.
The SteamVR plugin and XR Interaction Toolkit are not compatible, and major changes
to both occurred in the middle of this thesis. Unity and Valve Software are aware of these
incompatibility issues, largely due to angry developers complaining online, but unfortunately their initial attempt to fix this problem, OpenVR, is inadequate in its current preview
version and not yet fully functional. These problems are further compounded by the addition of Photon PUN2, because multiplayer network synchronization makes everything
more complicated. PUN2 needs reliable input from the controllers to update player positions in real time, so the custom scripts must work extremely well for PUN2 to even
remotely work (see lag time issues). All of this may very well be solved with an update
to either SteamVR (allowing the player prefab to work in multiplayer scenes), the XR Interaction Toolkit (supporting HTC VIVE input), or OpenVR (eliminating bugs that made
the tracking input unreliable). Only one of these three suggested changes needs to be made
to avoid all of these implementation challenges described above. Unfortunately, we must
wait. OpenVR seems to be the most likely fix that will happen before the other suggested
fixes, though it won’t be in time for this thesis. I would highly encourage future VR developers to wait a few months for these updates, use an Oculus instead, or become a brilliant
custom script writer in the meantime.
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4.7.2

Lag Time

Lag time was another pervasive challenge. Though the computer I was developing on
was incredibly fast, with a great graphics card, it was housed in my apartment, where my
wifi is shared with my entire apartment building. It is incredibly slow to say the least.
Likewise, computers I was using for multiplayer testing were housed in the Game Lab at
the University of Denver. The wifi is superior there, but the computers were much older and
noticeably slower. A great example of the lag time occurred when I was testing the audio
with a friend while also speaking to them on my telephone. The audio coming from the
headsets was a solid three seconds delayed from the same audio coming from the telephone.
This experience highlights the significant lag that was occurring with the project.
The Photon Engine is keenly aware of this issue and offers suggestions for lag compensation in their documentation. They state:
“When you have physic objects in your game, you may have noticed that those objects
might run slightly out of synchronization - especially when you have two or more game
windows next to each other. This can lead to some serious problems with the game and
might also lower the players’ experience in the end. This kind of synchronization issues
are caused by the time it takes for a message to ‘travel’ from one client to another” [33].
Their recommended solution is to write custom scripts that manually compensate for
the lag time. This is a pervasive issue as even the Photon Engine documentation notes,
“Since we can’t get fully rid of this problem (unless we are using another technology like
Photon Quantum), we’re trying to reduce the appearance of this problem as much as possible and introducing a technique we call ‘Lag Compensation’” [33]. Custom scripts will
not prevent all synchronization issues, but they will make the game more stable and with
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fewer synchronization issues overall, the players’ experiences should improve. Of course,
improved wifi and faster computers would also help mediate the lag time.
Lag compensation scripts were not implemented in the VR Classroom prototype due to
the scope of the project and time reasons, but it is definitely an important issue to note and
future work involving lag compensation would absolutely improve the overall VR Classroom experience.

4.7.3

Developing a Multiplayer Game as a Single Person

Building and testing a multiplayer game as one person is inherently challenging. The
SteamVR headsets are only active/awake for so long before they sleep, so I was running into
issues where by the time I had entered the VR Classroom as another player, the first player
had already left the game because SteamVR was saying their headset is inactive. This was
extremely frustrating and solved only by the help of my friend who could actually sit with
the other headset on so I could test multiplayer functionality. I would highly recommend
developing multiplayer games as a team, because individual development poses a significant physical challenge, i.e. I could only be in one place at once! Additionally, I learned
that directly putting the XR rig within the scene is a problem because all incoming players
attach to that one, causing problems with camera tracking. Instead, each player should have
their own XR rig, which their camera follows, that is instantiated into the scene when the
player joins the room. This prevents the tracking issues and makes the player experiences
much smoother.
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4.7.4

COVID-19

The COVID-19 pandemic was the event that inspired this research in the first place.
It also made development more difficult. It was hard to get access to campus, computers,
and equipment because few people were on campus and when they were, strict COVID19 protocols were in place. Finding participants for the assessment portion of this research
(see next chapter) was also challenging as many students are not currently living on campus.
However, securing rooms for testing was easier because no one was using them anyway, so
at least there’s that.
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Assessment
The purpose of this chapter is to explain how the VR Classroom was assessed, as based
on the thesis research questions, which are:
1. Can learning outcomes (i.e. perceived levels of learning and engagement in the
class) be improved for students when in a VR classroom, as compared to a traditional
virtual classroom (i.e. Zoom)?
2. Can collaboration outcomes (i.e. working in groups, communicating with peers,
enjoying collaboration) be improved for students when in a VR classroom, as compared to a traditional virtual classroom (i.e. Zoom)?
3. Can the sense of immersion (i.e. feeling of presence with other students, educational environment, quality of interactions) be improved for students when in a VR
classroom, as compared to a traditional virtual classroom (i.e. Zoom)?
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5.1

The Case Study Format

The format of the assessment was a case study of three individuals. The Human Subjects Research Determination Form was sent to the University of Denver, Office of Research and Sponsored Programs, Research Integrity and Education for review. Based on
the information provided in this form, the office determined that the case study project
does not meet the federally regulated definition of human subjects research. Therefore,
this project does not require IRB review. A formal letter regarding this determination is
provided in Appendix A.2. The case study consisted of a lecture on Zoom, to serve as the
control, followed by a lecture in the VR Classroom, to test the validity of the prototype.

5.1.1

Case Study Participants

Three students participated in the case study. Three is the maximum number allowed for
a case study project that does not receive IRB approval. All three participants are University
of Denver students. One is a first-year undergraduate student with no in-person/on-campus
classroom experience. The second is a third-year undergraduate student with in-person/oncampus and remote/virtual classroom experience. The third is a graduate student with
in-person/on-campus and remote/virtual classroom experience.

5.1.2

Part 1: Zoom Lecture, Discussion, and Quizzes

To serve as the control, the three students first participated in a Zoom lecture, followed
by a group discussion in Zoom, with pre-quizzes and post-quizzes. The format is as follows:
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1. Pre-Quiz (Questions to determine their baseline score)
2. Lecture (Slide deck explained by myself as the “professor”)
3. Discussion, with peers only (breakout group)
4. Discussion, sharing out with entire class
5. Post-Quiz (Same questions as the pre-quiz to check for learning, plus qualitative
questions about collaboration, sense of immersion, and preferences for learning location)

5.1.3

Part 2: VR Classroom Lecture, Discussion, and Quizzes

To actually assess the VR Classroom, the three students then participated in a VR Classroom lecture, followed by a group discussion in VR Classroom, with pre- and post-quizzes.
The format is as follows:
1. Pre-Quiz (Questions to determine their baseline score)
2. Lecture (Slide deck explained by myself as the “professor”)
3. Discussion, with peers only (breakout group)
4. Discussion, sharing out with entire class
5. Post-Quiz (Same questions as the pre-quiz to check for learning, plus qualitative
questions about collaboration, sense of immersion, and preferences for learning location)
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The reasoning for this format is based on information from other research. Specifically,
as mentioned in Chapter 2, the meta-analysis also found that when learning tasks were
declarative in nature, elaborate explanation type of feedback is more effective. This may
be due to students needing detailed instruction or information to complete a task, which
is based on factual knowledge [9]. The lecture material requires factual knowledge and is
declarative in nature so that is why detailed information will be provided to the students,
followed by discussion, and then additional information as based on the discussion points
in order to help students to complete the quiz questions.

5.2

Part 1: Zoom

The topic of the Zoom lecture and discussion was Linear Regression, as it relates to
Supervised Learning Models in Machine Learning.

5.2.1

Zoom Pre-Quiz

The Pre-Quiz questions for the Zoom experience were:
1. What is Linear Regression in Machine Learning?
2. How many variables does Linear Regression include?
3. What is an example of a data set that Linear Regression could be applied to?
4. What happens if there are outliers in the data?
5. What is a potential pitfall or consequence of Linear Regression?
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The order of these questions was randomized for each participant to prevent any bias in the
ordering. Once each participant had answered these questions, the lecture began.

5.2.2

Zoom Lecture and Discussion

The slide deck for this lecture is shown in the following figures:

Figure 5.1: Linear Regression Slide 1
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Figure 5.2: Linear Regression Slide 2

Figure 5.3: Linear Regression Slide 3
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Figure 5.4: Linear Regression Slide 4

Figure 5.5: Linear Regression Slide 5
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Figure 5.6: Linear Regression Slide 6

Figure 5.7: Linear Regression Slide 7
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Figure 5.8: Linear Regression Slide 8

Once the lecture was complete, the three participants discussed three different discussion questions, as shown in the following figures, and then reported their answers out to the
class for further discussion.
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Figure 5.9: Linear Regression Discussion Question 1

Figure 5.10: Linear Regression Discussion Question 2
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Figure 5.11: Linear Regression Discussion Question 3

5.2.3

Zoom Post-Quiz

Once the discussions were complete, the lecture was over and the participants completed the Post-Quiz questions. Both quizzes were delivered via email and the responses
were received via email as well. The Post-Quiz questions for the Zoom experience were:
Learning Section
1. What is Linear Regression in Machine Learning?
2. How many variables does Linear Regression include?
3. What is an example of a data set that Linear Regression could be applied to?
4. What happens if there are outliers in the data?
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5. What is a potential pitfall or consequence of Linear Regression?
6. On a scale of 1 to 10, how would you rate your level of engagement in the Zoom
classroom? Scale: 1 = Not engaged at all, 10 = Extremely engaged
7. On a scale of 1 to 10, how would you rate your level of learning in the Zoom classroom? Scale: 1 = Did not learn at all, 10 = Learned an immense amount
Collaboration Section
1. On a scale of 1 to 10, how would you rate your ability to collaborate with peers on
Zoom? Scale: 1 = Extremely difficult, 10 = Extremely easy
2. On a scale of 1 to 10, how would you rate your overall satisfaction with working
in groups (i.e. breakout groups/breakout rooms) on Zoom? Scale: 1 = Immense
dissatisfaction, 10 = Immense satisfaction
3. On a scale of 1 to 10, how would you rate your ability to have one-on-one conversations (side conversations) with others in the Zoom classroom? Scale: 1 = Extremely
difficult, 10 = Extremely easy
4. On a scale of 1 to 10, how would you rate the quality of your interactions in the Zoom
classroom? Scale: 1 = Extremely poor, 10 = Extremely great
Sense of Presence Section
1. On a scale of 1 to 10, how much do you associate seeing other students on Zoom
with the feeling of all students being in the same classroom? Scale: 1 = Not at all,
10 = The same as if they were actually in person with me
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2. On a scale of 1 to 10, how would you rate your level of enjoyment with being in the
Zoom classroom? Scale: 1 = Extremely low, 10 = Extremely high
3. On a scale of 1 to 10, how much does the Zoom classroom feel like an immersive,
educational environment (as compared to a real, physical classroom on campus)?
Scale: 1 = Not at all, 10 = The same as if they were actually in person with me
The order of these questions was randomized for each participant to prevent any bias in
the ordering. Once each participant had answered these questions, Part 2 of the case study
began.

5.3

Part 2: VR Classroom

The topic of the VR Classroom lecture and discussion was Decision Trees, as it relates
to Supervised Learning Models in Machine Learning.

5.3.1

VR Classroom Pre-Quiz

The Pre-Quiz questions for the VR Classroom experience were:
1. What are Decision Trees in Machine Learning?
2. How many variables do Decision Trees include?
3. What is an example of a data set that Decision Trees could be applied to?
4. What happens if the Decision Tree model is based off of a very small dataset?
5. What is a potential pitfall or consequence of Decision Trees?
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The order of these questions was randomized for each participant to prevent any bias in the
ordering. Once each participant had answered these questions, the lecture began.

5.3.2

VR Classroom Lecture and Discussion

The slide deck for this lecture is shown in the following figures:

Figure 5.12: Decision Trees Slide 1
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Figure 5.13: Decision Trees Slide 2

Figure 5.14: Decision Trees Slide 3
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Figure 5.15: Decision Trees Slide 4

Figure 5.16: Decision Trees Slide 5
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Figure 5.17: Decision Trees Slide 6

Figure 5.18: Decision Trees Slide 7
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Once the lecture was complete, the three participants discussed three different discussion questions, as shown in the following figures, and then reported their answers out to the
class for further discussion.

Figure 5.19: Decision Trees Discussion Question 1
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Figure 5.20: Decision Trees Discussion Question 2

Figure 5.21: Decision Trees Discussion Question 3
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5.3.3

VR Classroom Post-Quiz

Once the lecture was complete, the three participants discussed three different discussion questions, as shown in the following figures, and then reported their answers out to
the class for further discussion. Once the discussions were complete, the lecture was over
and the participants completed the Post-Quiz questions. Both quizzes were delivered via
email and the responses were received via email as well. The Post-Quiz questions for the
VR Classroom experience were:
Learning Section
1. What are Decision Trees in Machine Learning?
2. How many variables do Decision Trees include?
3. What is an example of a data set that Decision Trees could be applied to?
4. What happens if the Decision Tree model is based off of a very small dataset?
5. What is a potential pitfall or consequence of Decision Trees?
6. On a scale of 1 to 10, how would you rate your level of engagement in the VR
Classroom? Scale: 1 = Not engaged at all, 10 = Extremely engaged
7. On a scale of 1 to 10, how would you rate your level of learning in the VR Classroom?
Scale: 1 = Did not learn at all, 10 = Learned an immense amount
Collaboration Section
1. On a scale of 1 to 10, how would you rate your ability to collaborate with peers in
the VR Classroom? Scale: 1 = Extremely difficult, 10 = Extremely easy
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2. On a scale of 1 to 10, how would you rate your overall satisfaction with working
in groups (i.e. breakout groups/breakout rooms) in the VR Classroom? Scale: 1 =
Immense dissatisfaction, 10 = Immense satisfaction
3. On a scale of 1 to 10, how would you rate your ability to have one-on-one conversations (side conversations) with others in the VR Classroom? Scale: 1 = Extremely
difficult, 10 = Extremely easy
4. On a scale of 1 to 10, how would you rate the quality of your interactions in the VR
Classroom? Scale: 1 = Extremely poor, 10 = Extremely great
Sense of Presence Section
1. On a scale of 1 to 10, how much do you associate seeing other students in the VR
Classroom with the feeling of all students being in the same classroom? Scale: 1 =
Not at all, 10 = The same as if they were actually in person with me
2. On a scale of 1 to 10, how would you rate your level of enjoyment with being in the
VR Classroom? Scale: 1 = Extremely low, 10 = Extremely high
3. On a scale of 1 to 10, how much does the VR Classroom feel like an immersive,
educational environment (as compared to a real, physical classroom on campus)?
Scale: 1 = Not at all, 10 = The same as if they were actually in person with me
Comparison Section
1. Overall, do you prefer learning on Zoom or in the VR Classroom? WHY?
2. Which learning format felt more immersive: Zoom or the VR Classroom? WHY?
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3. Which learning format felt more engaging: Zoom or the VR Classroom? WHY?
4. Which learning format felt more fun: Zoom or the VR Classroom? WHY?
5. Which learning format felt more collaborative: Zoom or the VR Classroom? WHY?
6. What are some benefits of the VR Classroom (as compared to Zoom)?
7. What are some drawbacks of the VR Classroom (as compared to Zoom)?
8. Do you have any ideas for how the VR Classroom could be improved?
It is important to note that some of the questions can only be answered by participating in
the discussion portion because the answers were not in the slide deck. I gave the answers
verbally during the discussion portion. This forced the discussion piece to be a critical part
of the learning experience. However, I did not use the same wording as in the questions in
the quizzes when giving the answers verbally (to avoid potentially priming the students).
These quiz questions were also given in random order to avoid order effect.

5.3.4

Hypothesis

It is hypothesized that the VR Classroom will score higher than Zoom in all aspects for
learning outcomes, collaboration outcomes, and immersion outcomes (sense of presence).
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Results
Chapter 5 described the process for assessing the VR Classroom prototype, as based
on the research questions. Here, Chapter 6 describes the results of the assessment process,
with explicit details from the case study and analysis of these results.

6.1

Zoom Pre-Quiz Results

The results for each question in the Zoom Pre-Quiz are as follows:
1. What is Linear Regression in Machine Learning?
Response 1: “Don’t know”
Response 2: “Not a clue”
Response 3: “Unknown”

2. How many variables does Linear Regression include?
Response 1: “Don’t know”
Response 2: “Not sure”
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Response 3: “Unknown”

3. What is an example of a data set that Linear Regression could be applied to?
Response 1: “Don’t know”
Response 2: “Linear?”
Response 3: “Unknown”

4. What happens if there are outliers in the data?
Response 1: “They’d be rejected by the system”
Response 2: “Shifts it”
Response 3: “It skews the data”

5. What is a potential pitfall or consequence of Linear Regression?
Response 1: “Don’t know”
Response 2: “Don’t know”
Response 3: “Unknown”

Based on the responses from participant 1, their baseline score is 0 out of 5, indicating they
have little prior knowledge about linear regression. Based on the responses from participant
2, their baseline score is 2 out of 5, indicating they have a very basic prior knowledge about
linear regression. Based on the responses from participant 3, their baseline score is 1 out
of 5, indicating they have little prior knowledge about linear regression.
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6.2

Zoom Post-Quiz Results

The Post-Quiz was administered after completion of the Zoom lecture. The results from
these quizzes are as follows:

6.2.1

Quiz Responses

Learning Section
1. What is Linear Regression in Machine Learning?
Response 1: “An assumptive learning algorithm that makes predictions based on a
line of best fit in a given data set.”
Response 2: “Fitting a linear equation to a set of data points to learn and predict
where a new point would go”
Response 3: “When a computer is given the ability to learn without being specifically
programmed based on experience with a model where there is a linear relationship
between two variables.”

2. How many variables does Linear Regression include?
Response 1: “2, an independent and a dependent variable.”
Response 2: “2”
Response 3: “Two”
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3. What is an example of a data set that Linear Regression could be applied to?
Response 1:“The price of apartments based on location”
Response 2: “Something that resembles a line like the age vs height example”
Response 3: “A linear relationship like speed and distance.”

4. What happens if there are outliers in the data?
Response 1: “They can mess up the algorithm’s ability to make predictions.”
Response 2: “It skews the data set and can lead to over or under prediction”
Response 3: “Outliers skew the data and may lead the computer to draw incorrect
conclusions.”

5. What is a potential pitfall or consequence of Linear Regression?
Response 1: “It can have a hard time accounting for more complex scenarios”
Response 2: “Doesn’t account for many of the small details, in the house example
this would include condition of the house and a more specific location”
Response 3: “Some data do not lend themselves to linear regression models because
they are too complex and have more than one dependent variable.”

6. On a scale of 1 to 10, how would you rate your level of engagement in the Zoom
classroom? Scale: 1 = Not engaged at all, 10 = Extremely engaged
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Summation of Results
Response

Rating

1

4

2

4

3

5

AVERAGE

4.333

Table 6.1: Average Level of Engagement in VR Classroom

7. On a scale of 1 to 10, how would you rate your level of learning in the Zoom classroom? Scale: 1 = Did not learn at all, 10 = Learned an immense amount
Summation of Results
Response

Rating

1

6

2

6

3

6

AVERAGE

6

Table 6.2: Average Level of Learning in VR Classroom

Collaboration Section

1. On a scale of 1 to 10, how would you rate your ability to collaborate with peers on
Zoom? Scale: 1 = Extremely difficult, 10 = Extremely easy
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Summation of Results
Response

Rating

1

7

2

4

3

5

AVERAGE

5.333

Table 6.3: Average Ability to Collaborate in VR Classroom

2. On a scale of 1 to 10, how would you rate your overall satisfaction with working
in groups (i.e. breakout groups/breakout rooms) on Zoom? Scale: 1 = Immense
dissatisfaction, 10 = Immense satisfaction
Summation of Results
Response

Rating

1

6

2

6

3

5

AVERAGE

5.667

Table 6.4: Average Group Work Satisfaction in VR Classroom

3. On a scale of 1 to 10, how would you rate your ability to have one-on-one conversations (side conversations) with others in the Zoom classroom? Scale: 1 = Extremely
difficult, 10 = Extremely easy
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Summation of Results
Response

Rating

1

8

2

6

3

2

AVERAGE

5.333

Table 6.5: Average Ability for Side Conversations in VR Classroom

4. On a scale of 1 to 10, how would you rate the quality of your interactions in the Zoom
classroom? Scale: 1 = Extremely poor, 10 = Extremely great
Summation of Results
Response

Rating

1

6

2

3

3

5

AVERAGE

4.666

Table 6.6: Average Quality of Interactions in VR Classroom

Sense of Presence Section
1. On a scale of 1 to 10, how much do you associate seeing other students on Zoom
with the feeling of all students being in the same classroom? Scale: 1 = Not at all,
10 = The same as if they were actually in person with me
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Summation of Results
Response

Rating

1

2

2

1

3

2

AVERAGE

1.667

Table 6.7: Average Association of Students in Zoom

2. On a scale of 1 to 10, how would you rate your level of enjoyment with being in the
Zoom classroom? Scale: 1 = Extremely low, 10 = Extremely high
Summation of Results
Response

Rating

1

5

2

3

3

3

AVERAGE

3.667

Table 6.8: Average Level of Enjoyment in Zoom

3. On a scale of 1 to 10, how much does the Zoom classroom feel like an immersive,
educational environment (as compared to a real, physical classroom on campus)?
Scale: 1 = Not at all, 10 = The same as if they were actually in person with me
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Summation of Results
Response

Rating

1

6

2

2

3

2

AVERAGE

3.333

Table 6.9: Average Level of Immersion in Zoom

6.3

VR Classroom Pre-Quiz Results

The results for each question in the VR Classroom Pre-Quiz are as follows:
1. What are Decision Trees in Machine Learning?
Response 1: “Don’t know”
Response 2: “Not sure”
Response 3: “Unknown”

2. How many variables do Decision Trees include?
Response 1: “Don’t know”
Response 2: “Not sure”
Response 3: “Unknown”
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3. What is an example of a data set that Decision Trees could be applied to?
Response 1: “Don’t know”
Response 2: “Not sure”
Response 3: “Unknown”

4. What happens if the Decision Tree model is based off of a very small dataset?
Response 1: “Don’t know”
Response 2: “Probably not very accurate”
Response 3: “Unknown”

5. What is a potential pitfall or consequence of Decision Trees?
Response 1: “Don’t know”
Response 2: “Not sure”
Response 3: “Unknown”

Based on the responses from participant 1, their baseline score is 0 out of 5, indicating
they have little prior knowledge about decision trees. Based on the responses from participant 2, their baseline score is 1 out of 5, indicating they have a very basic prior knowledge
about decision trees. Based on the responses from participant 3, their baseline score is 0
out of 5, indicating they have little prior knowledge about decision trees.
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6.4

VR Classroom Post-Quiz Results

The results for each question in the VR Classroom Post-Quiz are as follows:
Learning Section
1. What are Decision Trees in Machine Learning?
Response 1: “A decision-making algorithm that fallows a series of branching paths
to reach a desired outcome.”
Response 2: “A series of branching options to reach a decision”
Response 3: “Having a computer learn based upon the decision tree where each node
represents a test on a feature of the data.”

2. How many variables do Decision Trees include?
Response 1: “As many as the creator wants.”
Response 2: “As many as necessary”
Response 3: “Multiple (more than two).”

3. What is an example of a data set that Decision Trees could be applied to?
Response 1: “Which medication to prescribe patients based on their symptoms.”
Response 2: “A loan application where in the debt, income, and age of an applicant
is examined with a tree”
Response 3: “For traffic control scenarios”

156

4. What happens if the Decision Tree model is based off of a very small dataset?
Response 1: “The algorithm could oversimplify and come to incorrect assumptions.”
Response 2: “It is less accurate as fewer scenarios are taken into account”
Response 3: “The model may be oversimplified.”

5. What is a potential pitfall or consequence of Decision Trees?
Response 1: “They can’t account for special circumstances outside of their programmed variables.”
Response 2: “The order of the tree can affect the outcome for instance having age
before income can alter the results”
Response 3: “Some data may be left out of the decision tree and therefore won’t be
considered in the final outcome.”

6. On a scale of 1 to 10, how would you rate your level of engagement in the VR
Classroom? Scale: 1 = Not engaged at all, 10 = Extremely engaged
Summation of Results
Response

Rating

1

8

2

8

3

8

AVERAGE

8

Table 6.10: Average Level of Engagement in VR Classroom
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7. On a scale of 1 to 10, how would you rate your level of learning in the VR Classroom?
Scale: 1 = Did not learn at all, 10 = Learned an immense amount
Summation of Results
Response

Rating

1

7

2

6

3

8

AVERAGE

7

Table 6.11: Average Level of Learning in VR Classroom

Collaboration Section
1. On a scale of 1 to 10, how would you rate your ability to collaborate with peers in
the VR Classroom? Scale: 1 = Extremely difficult, 10 = Extremely easy
Summation of Results
Response

Rating

1

8

2

4

3

5

AVERAGE

5.667

Table 6.12: Average Ability to Collaborate in VR Classroom
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2. On a scale of 1 to 10, how would you rate your overall satisfaction with working
in groups (i.e. breakout groups/breakout rooms) in the VR Classroom? Scale: 1 =
Immense dissatisfaction, 10 = Immense satisfaction
Summation of Results
Response

Rating

1

2

2

5

3

6

AVERAGE

4.333

Table 6.13: Average Group Work Satisfaction in VR Classroom

3. On a scale of 1 to 10, how would you rate your ability to have one-on-one conversations (side conversations) with others in the VR Classroom? Scale: 1 = Extremely
difficult, 10 = Extremely easy
Summation of Results
Response

Rating

1

2

2

1

3

2

AVERAGE

1.667

Table 6.14: Average Ability for Side Conversations in VR Classroom
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4. On a scale of 1 to 10, how would you rate the quality of your interactions in the VR
Classroom? Scale: 1 = Extremely poor, 10 = Extremely great
Summation of Results
Response

Rating

1

6

2

4

3

7

AVERAGE

5.667

Table 6.15: Average Quality of Interactions in VR Classroom

Sense of Presence Section
1. On a scale of 1 to 10, how much do you associate seeing other students in the VR
Classroom with the feeling of all students being in the same classroom? Scale: 1 =
Not at all, 10 = The same as if they were actually in person with me
Summation of Results
Response

Rating

1

3

2

4

3

8

AVERAGE

5

Table 6.16: Average Association of Students in VR Classroom
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2. On a scale of 1 to 10, how would you rate your level of enjoyment with being in the
VR Classroom? Scale: 1 = Extremely low, 10 = Extremely high
Summation of Results
Response

Rating

1

6

2

6

3

8

AVERAGE

6.667

Table 6.17: Average Level of Engagement in VR Classroom

3. On a scale of 1 to 10, how much does the VR Classroom feel like an immersive,
educational environment (as compared to a real, physical classroom on campus)?
Scale: 1 = Not at all, 10 = The same as if they were actually in person with me
Summation of Results
Response

Rating

1

8

2

5

3

7

AVERAGE

6.667

Table 6.18: Average Level of Immersion in VR Classroom

Comparison Section
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1. Overall, do you prefer learning on Zoom or in the VR Classroom? WHY?
Response 1: “Based on this one experience, I’d prefer zoom because I felt a lot of
things were out of my control in VR and I wasn’t able to take notes.”
Response 2: “Depends on the subject matter for the slideshow Zoom was preferable
as the technical issues and the unfamiliarity of the environment were jarring in VR”
Response 3: “Learning in the virtual classroom because the headset allows for an immersive experience where I have less distractions from the outside world and home
environment. The VR classroom makes one less likely to tune out.”

2. Which learning format felt more immersive: Zoom or the VR Classroom? WHY?
Response 1: “The VR classroom was more immersive because things felt very “in
the moment” like it was more important that I pay attention, whereas zoom feels
pretty distant.”
Response 2: “VR, felt closer to a real classroom than Zoom did less virtual class in
my room and more class in a virtual room”
Response 3: “VR classroom felt more immersive since I could no longer see outside
distractions like my phone, other internet tabs, etc. Also the audio comes in clearer
and its like your teacher is right there with you.”

3. Which learning format felt more engaging: Zoom or the VR Classroom? WHY?
Response 1: “The VR classroom was more engaging because I could focus easier.”
Response 2: “VR, harder to be distracted as you can’t look at your phone or see the
outside world”
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Response 3: “VR classroom because it was a novel concept and felt fun while also resembling a real classroom where you are actually somewhere other than your home.”

4. Which learning format felt more fun: Zoom or the VR Classroom? WHY?
Response 1: “The VR classroom felt more fun just because there was more to do.
Also since the experience was new it was fun trying to figure out how things worked
(to a point).”
Response 2: “VR for sure, Zoom is basically my whole life and it’s repetitive and
dull, VR spiced it up and moving the camera around was fun”
Response 3: “VR classroom felt more fun because the platform was reminiscent of
game play and sparked an eagerness to explore a ‘new world.’”

5. Which learning format felt more collaborative: Zoom or the VR Classroom? WHY?
Response 1: “Zoom felt more collaborative. With zoom it felt like I was on a phone
call with other people trying to work things out, but in VR it felt like everyone else
wasn’t real and I was just hearing some disembodied voices.”
Response 2: “About even, maybe a slight edge to zoom because seeing faces helps
with a conversation”
Response 3: “Zoom felt more collaborative since there is a possibility to use breakout
rooms and you can see other students when they’re speaking or raising their hand.”
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6. What are some benefits of the VR Classroom (as compared to Zoom)?
Response 1: “It actually felt like I was being taken out of the room I was in, which is
a small blessing after being isolated for so long. Staying in the same place for hours
and hours each day can get maddening.”
Response 2: “Being able to move around in a 3d space is cool and it allows the
teacher to control the environment more”
Response 3: “Better immersive experience and more likely to lessen distractions.”

7. What are some drawbacks of the VR Classroom (as compared to Zoom)?
Response 1: “Like I said, there were some things I wish I had more control over like
where I was in the classroom. I also didn’t think that there wasn’t enough interaction
within the 3D environment to keep students’ focus over longer periods (something
you can do with your hands or a way to take notes would easily change that). It’s
also harder to set up and has a higher entry-level than zoom.”
Response 2: “For just a simple slideshow and discussion it is way overkill tech wise
and the tech can get in the way, not much benefit is added for the increased difficulty”
Response 3: “With headsets on, it would be very difficult for a student to take notes
and since you can’t see other students when they’re speaking or raising their hands,
you feel like you’re speaking to a wall or just waiting for others to speak.”

8. Do you have any ideas for how the VR Classroom could be improved?
Response 1: “A bit more control over my avatar would be great. A few more studentstudent interactive features would add to the feeling of being in a classroom and
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would make cooperation easier.”
Response 2: “Big ones are sound feedback, integration with the slides, better delineation of who is who, some indication of who is speaking, and taking advantage of
the 3d environment aspect. Abstract concepts such as Machine Learning don’t benefit a ton from VR but something like an anatomy or physics class where there are
things to actually move and that benefit from being able to interact with in 3d would
be way better in VR than on Zoom.”
Response 3: “If the students could see a video of the teacher talking within the classroom I think it would add to the comfort and overall experience. A raising hand
mechanism would also be helpful.”

6.5

Results Discussion

This section serves to discuss the results of the Zoom post-quiz, the VR Classroom
post-quiz, and the comparison section of Zoom and the VR Classroom. The results are discussed with respect to the three research questions about learning outcomes, collaboration
outcomes, and immersion outcomes (sense of presence). To compare the initial assessment
and confirm the initial hypothesis, a statistical analysis of the results was performed when
appropriate using Excel and a Student’s t-test.
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6.5.1

Learning Outcomes: Analysis of the Responses

Based on the responses from participant 1 in the Learning Section of the Zoom PostQuiz, their score is 5 out of 5 because they answered all 5 questions correctly. Their
baseline score was 0 out of 5, indicating that they learned a great deal from the lecture,
enough to increase their score dramatically. Based on the responses from participant 2
in the Learning Section of the Zoom Post-Quiz, their score is 5 out of 5 because they
answered all 5 questions correctly. Their baseline score was 2 out of 5, indicating that
they learned a substantial amount from the lecture, enough to maximize their score. Based
on the responses from participant 3 in the Learning Section of the Zoom Post-Quiz, their
score is 5 out of 5 because they answered all 5 questions correctly. Their baseline score
was 1 out of 5, indicating that they learned a lot from the lecture, enough to increase their
score significantly. A pairwise t-test (not independent) in Excel was used to determine this
significance. Specifically, the Zoom pre-quiz scores (M = 1, SD = 1) all improved in
the Zoom post-quiz (M = 5, SD = 0) in a statistically significant way (t(2) = −6.9, p =
0.01). Together, this means all three participants in the case study were able to successfully
learn from the Zoom lecture, as their quiz scores all improved after the completion of the
lecture. This indicates that Zoom is an effective format for instruction, at least with a topic
like linear regression.
Based on the responses from participant 1 in the Learning Section of the VR Classroom
Post-Quiz, their score is 5 out of 5 because they answered all 5 questions correctly. Their
baseline score was 0 out of 5, indicating that they learned a great deal from the lecture,
enough to increase their score dramatically. Based on the responses from participant 2 in
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the Learning Section of the VR Classroom Post-Quiz, their score is 5 out of 5 because they
answered all 5 questions correctly. Their baseline score was 1 out of 5, indicating that they
learned a substantial amount from the lecture, enough to maximize their score. Based on the
responses from participant 3 in the Learning Section of the VR Classroom Post-Quiz, their
score is 5 out of 5 because they answered all 5 questions correctly. Their baseline score was
0 out of 5, indicating that they learned a great deal from the lecture, enough to increase their
score significantly. A pairwise t-test (not independent) in Excel was used to determine this
significance. Specifically, the VR Classroom pre-quiz scores (M = 0.333, SD = 0.333)
all improved in the VR Classroom post-quiz (M = 5, SD = 0) in a statistically significant
way (t(2) = −14, p = 0.0025). Together, this means all three participants in the case
study were able to successfully learn from the VR Classroom lecture, as their quiz scores
all improved after the completion of the lecture. This indicates that the VR Classroom is
also an effective format for instruction, at least with a topic like decision trees.
Since the scores for the five topical questions improved greatly after the Zoom and VR
Classroom lectures, it appears that with respect to topical questions, the two classroom
environments are largely equal. Therefore, one must consider the two qualitative questions
about learning outcomes to further deduce the difference in learning outcomes as a result of
the classroom format. For the question asking, “On a scale of 1 to 10, how would you rate
your level of engagement in Zoom OR the VR Classroom?,” the average rating via Zoom
was 4.333, while the average rating via the VR Classroom was 8. A t-test of two samples
assuming unequal variances in Excel was used to analyze the alternative hypothesis that the
level of engagement of students is stronger in the VR Classroom than in Zoom. The null
hypothesis is that the level of engagement of students is equal in the VR Classroom and in
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Zoom. For this work, an α < .05 is described as statistically significant, and an 0.5 > α <
0.1 is considered mildly statistically significant.
The results show that engagement in the VR classroom (M = 8, SD = 0) is significantly higher than in the Zoom classroom (M = 4.3, SD = 0.3) with t(3) = 2.9, p = .004.
This is strong evidence to reject the null hypothesis and accept the alternative hypothesis. This result suggests that the VR Classroom was successful in increasing students’
levels of engagement in the classroom environment because the average rating almost doubled between Zoom and the VR Classroom. It is important to note that with an n = 3
(only three participants) the effect size of this t-test and therefore its practical application is
questionable. This means the t-test is an appropriate statistical measure here, but it is difficult to extend the conclusions made here to a larger population without additional testing.
Therefore, a statistical significance does not indicate a practical significance due to the low
number of observations (n).
For the question asking, “On a scale of 1 to 10, how would you rate your level of
learning in Zoom OR the VR Classroom?,” the average rating via Zoom was 6, while the
average rating via the VR Classroom was 7. A t-test of two samples assuming unequal
variances was used to analyze the alternative hypothesis that the level of learning of students is stronger in the VR Classroom than in Zoom. The null hypothesis is that the level
of learning of students is equal in the VR Classroom and in Zoom.
A t-test did not find any statistically significant differences between learning levels in
the VR Classroom and in Zoom. This result suggests that the VR Classroom was might be
successful in increasing students’ levels of learning in the classroom environment because
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the average rating increased slightly between Zoom and the VR Classroom, though more
testing is needed to ascertain statistically significant results.
Taken together, it appears as though the answer to the research question “Can learning
outcomes (i.e. perceived levels of learning and engagement in the class) be improved
for students when in a VR classroom, as compared to a traditional virtual classroom (i.e.
Zoom)?” is yes, based on the post-quiz results, learning outcomes somewhat improved
when in the VR Classroom based on one statistically significant qualitative measure, and
another qualitative measure, though not statistically significant.

6.5.2

Collaboration Outcomes: Analysis of the Responses

Four qualitative questions were asked in the post-quizzes about collaboration outcomes
to further deduce the difference in collaboration outcomes as a result of the classroom
format. For the question asking, “On a scale of 1 to 10, how would you rate your ability to
collaborate with peers in Zoom OR the VR Classroom?,” the average rating via Zoom was
5.333, while the average rating via the VR Classroom was 5.667. A t-test of two samples
assuming unequal variances was used to analyze the alternative hypothesis that the ability
to collaborate with peers is improved in the VR Classroom as compared to Zoom. The null
hypothesis is that the ability to collaborate with peers is equal in the VR Classroom and in
Zoom.
A t-test did not find any statistically significant differences between the ability to collaborate in the VR Classroom and in Zoom. This result suggests that the ability to collaborate
with peers is practically equal in Zoom and in the VR Classroom because the average ratings are basically the same. This suggests that more work can be done to improve students’
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ability to collaborate with peers within the VR Classroom, though more testing is needed
to ascertain statistically significant results.
For the question asking, “On a scale of 1 to 10, how would you rate your overall satisfaction with working in groups (i.e. breakout groups/breakout rooms) in Zoom OR the
VR Classroom?,” the average rating via Zoom was 5.667, while the average rating via the
VR Classroom was 4.333. A t-test of two samples assuming unequal variances was used to
analyze the alternative hypothesis that overall satisfaction with working in groups is higher
in the VR Classroom than in Zoom. The null hypothesis is that the overall satisfaction with
working in groups is equal in the VR Classroom and in Zoom.
A t-test did not find any statistically significant differences between overall satisfaction
with working in groups in the VR Classroom and in Zoom. This result suggests that Zoom
is a better classroom format for group work, though more testing is also needed to ascertain
statistically significant results. Substantial improvements should be made to the VR Classroom to boost the average rating here. Additional features that facilitate better group work
should be considered for future research. However, it’s important to note that this is one
of only two measures by which the VR Classroom performed more poorly than the Zoom
classroom.
For the question asking, “On a scale of 1 to 10, how would you rate your ability to
have one-on-one conversations (side conversations) with others in Zoom OR the VR Classroom?,” the average rating via Zoom was 5.333, while the average rating via the VR Classroom was 1.667. A t-test of two samples assuming unequal variances was used to analyze
the alternative hypothesis that the ability to have one-on-one conversations is improved in
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the VR Classroom as compared to Zoom. The null hypothesis is that the ability to have
one-on-one conversations is equal in the VR Classroom and in Zoom.
The results show that the ability to have one-on-one conversations in the VR classroom
(M = 1.667, SD = 0.333) is lower than in the Zoom classroom, with mild significance,
(M = 5.333, SD = 9.333) with t(3) = 2.9, p = .0889. This is mild evidence to reject the null hypothesis and assert the opposite of the alternative hypothesis: Zoom is a
better classroom format for one-on-one conversations. This result suggests that the VR
Classroom was not successful in improving the ability to have one-on-one conversations.
Substantial improvements should be made to the VR Classroom to boost the average rating
here. Additional features that facilitate one-on-one conversations among peers should be
considered for future research. This is the other measure, out of two total, where the VR
Classroom performed more poorly than the Zoom classroom. This is definitely an area to
investigate further: how can the VR Classroom be improved to better support one-on-one
conversations? Additional chat features, player prefab functionality, and ability to mute
other players could all be considered.
For the question asking, “On a scale of 1 to 10, how would you rate the quality of your
interactions in Zoom OR the VR Classroom?,” the average rating via Zoom was 4.666,
while the average rating via the VR Classroom was 5.667. A t-test of two samples assuming unequal variances was used to analyze the alternative hypothesis that the quality of
interactions is improved in the VR Classroom as compared to Zoom. The null hypothesis
is that the quality of interactions is equal in the VR Classroom and in Zoom.
A t-test did not find any statistically significant differences between the quality of interactions in the VR Classroom and in Zoom. This result suggests that the VR Classroom
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may be successful in increasing the quality of interactions in the classroom environment
because the average rating increased ever so slightly between Zoom and the VR Classroom,
though more testing is also needed to ascertain statistically significant results. Therefore,
this also suggests that more work can be done to improve the quality of interactions within
the VR Classroom.
Taken together, it appears as though the answer to the research question “Can collaboration outcomes (i.e. working in groups, communicating with peers, enjoying collaboration) be improved for students when in a VR classroom, as compared to a traditional virtual
classroom (i.e. Zoom)?” is highly dependent and trending toward no. Based on the postquiz results, collaboration outcomes had two measures that were equal between Zoom and
the VR Classroom, and two measures that indicated Zoom was superior. Therefore, future
work should focus on improving collaboration outcomes in the VR Classroom. Collaboration outcomes may be highly dependent on the type of work students are collaborating on
as well, so this should be further investigated too.

6.5.3

Immersion Outcomes: Analysis of the Responses

Three qualitative questions were asked in the post-quizzes about immersion outcomes
(sense of presence) to further deduce the difference in immersion outcomes as a result
of the classroom format. For the question asking, “On a scale of 1 to 10, how much do
you associate seeing other students in the VR Classroom OR Zoom with the feeling of
all students being in the same room?,” the average rating via Zoom was 1.667, while the
average rating via the VR Classroom was 5. This suggests that the association of seeing
students with the feeling that they are all in the same classroom is stronger in the VR
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Classroom because the average rating increased between Zoom and the VR Classroom.
A t-test of two samples assuming unequal variances was used to analyze the alternative
hypothesis that the association of seeing other students in the classroom with the feeling of
all students being in the same room is stronger in the VR Classroom than in Zoom. The
null hypothesis is that the association of seeing other students in the classroom with the
feeling of all students being in the same room is equal in the VR Classroom and in Zoom.
The results show that the association of seeing other students in the classroom with the
feeling of all students being in the same room in the VR classroom (M = 5, SD = 7) is
mildly significantly higher than in the Zoom classroom (M = 1.667, SD = 0.333) with
t(3) = 2.9, p = 0.0833. This is mildly strong evidence to reject the null hypothesis and
accept the alternative hypothesis. This result suggests the VR Classroom was successful
in increasing the association of seeing other students in the classroom with the feeling of
all students being in the same room because the average rating more than doubled between
Zoom and the VR Classroom.
For the question asking, “On a scale of 1 to 10, how would you rate your level of
enjoyment with being in Zoom OR the VR Classroom?,” the average rating via Zoom was
3.667, while the average rating via the VR Classroom was 6.667. A t-test of two samples
assuming unequal variances was used to analyze the alternative hypothesis that the level of
enjoyment is higher in the VR Classroom than in Zoom. The null hypothesis is that the
level of enjoyment is equal in the VR Classroom and in Zoom.
The results show that the level of enjoyment in the VR classroom (M = 6.667, SD =
1.333) is significantly higher than in the Zoom classroom (M = 3.667, SD = 1.333) with
t(3) = 2.13, p = 0.0167. This is strong evidence to reject the null hypothesis and accept
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the alternative hypothesis. This result suggests that the VR Classroom was successful in
increasing the level of enjoyment in the classroom environment because the average rating
increased between Zoom and the VR Classroom.
For the question asking, “On a scale of 1 to 10, how much does Zoom OR the VR
Classroom feel like an immersive, educational environment (as compared to a real, physical
classroom on campus),” the average rating via Zoom was 3.333, while the average rating
via the VR Classroom was 6.667. A t-test of two samples assuming unequal variances was
used to analyze the alternative hypothesis that the feeling of immersion is stronger in the
VR Classroom than in Zoom. The null hypothesis is that the feeling of immersion is equal
in the VR Classroom and in Zoom.
The results show that the feeling of immersion in the VR classroom (M = 6.667, SD =
2.333) is mildly significantly higher than in the Zoom classroom (M = 3.333, SD =
5.333) with t(3) = 2.35, p = 0.0642. This is mildly strong evidence to reject the null
hypothesis and accept the alternative hypothesis. This result suggests that the VR Classroom was successful in increasing the feeling of immersion in the educational environment
because the average rating increased between Zoom and the VR Classroom.
Taken together, it appears as though the answer to the research question “Can sense of
immersion (i.e. feeling of presence with other students, educational environment, quality
of interactions) be improved for students when in a VR classroom, as compared to a traditional virtual classroom (i.e. Zoom)?” is yes, based on the post-quiz results, immersion
outcomes improved when in the VR Classroom, as based on the three qualitative measures,
which are all statistically significant.
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6.5.4

Comparing Zoom and the VR Classroom Overall

Overall Preference - Zoom vs. VR: While the results depended on the student, two
out of three students preferred the Zoom experience more due to their inability to take
notes and their frustration with technical difficulties in the VR Classroom. This is important feedback because future work could focus on adding functionality that supports note
taking. Likewise, minimizing set up difficulties with the hardware would undoubtedly improve the overall experience. If the play spaces had been bigger, the tracking of the headset
would be improved, and if the PCs were faster, the resolution of the VR Classroom would
be improved, all of which is important for the overall educational experience. It is important
to note, though, that if the educational experience is simply a lecture with a slide deck, the
benefits of VR may not be as evident. Lectures that lend themselves to more experiential
learning or simulations could better take advantage of the VR atmosphere. This suggests
that a VR Classroom is not yet ready to fully replace Zoom, but may be a useful tool in
many educational settings, depending on the topics that are being taught. Moreover, for
the student that preferred the VR Classroom over Zoom, their reasoning was the reduction
of distractions. Another student, though they preferred Zoom overall, did make this same
comment stating “With class on Zoom, I was fighting myself not to get distracted with my
phone or my email or even something written on the whiteboards in the room. During the
VR lecture though, that temptation was gone. I didn’t feel a desire to check on anything
outside of the classroom. I think being in that environment is beneficial for helping students
focus.” This is another important piece of feedback that suggests the heightened ability to
focus in the VR Classroom could be used to in specific educational settings where con-
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centration and elimination of distractions is crucial. Again, it doesn’t appear as though the
VR Classroom is fully ready to replace Zoom, but that’s not to say there aren’t features of
the VR Classroom that are far superior to Zoom, or another traditional virtual classroom
equivalent. The bottom line is tweaks can be made in future work on the VR Classroom to
improve on some of these drawbacks, while maximizing the benefits that a VR environment
provides.
Immersion Strength - Zoom vs. VR: All three students reported that the VR Classroom felt more immersive. This is encouraging as the case study participants noted increased ability to pay attention, feel more like they’re in a real classroom, and eliminate
external distractions. This greater sense of immersion should be capitalized as it is a central benefit to VR technology.
Engagement Levels - Zoom vs. VR: Again, all three students reported that the VR
Classroom felt more engaging. This was reportedly due to an increased ability to focus,
elimination of distractions, and a fresh environment that was different from the participant’s real-world space. This increased engagement is another aspect of VR that should be
capitalized on in an educational sense to foster improved learning outcomes.
Perceptions of Fun - Zoom vs. VR: All three students felt as though the VR Classroom was more fun. This is encouraging because increased perceptions of having fun can
contribute to an improved educational experience overall. The case study participants noted
that, when compared to Zoom, the VR classroom had more to do, was less repetitive and
dull, and felt more like a game that you could play in. This is exciting feedback because,
as Chapter 2 discusses, when students enjoy their educational experiences, they are more
likely to learn more and participate more.
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Collaboration Ability - Zoom vs. VR: All three students felt as though Zoom was
more collaborative. This is important because it indicates a clear area of improvement for
the VR classroom. Adding animations to the avatars to emote emotions and general facial
expressions, in addition to the ability to raise hands, are specific ways in which the VR
classroom could be improved to allow for more collaboration. This is future work that
could be implemented then tested again to see if collaboration outcomes improved with
these additional features.
Benefits of the VR Classroom: From the feedback of the case study participants, immersion seemed to be the greatest added value of the VR Classroom. This is actually in line
with much of the research presented in Chapter 2. Harnessing the power of immersion to
improve the overall academic experience is especially appropriate now when students have
access to an unlimited amount of distractions on their computer or internet with only one
click. Eliminating these distractions and fully immersing the students into the classroom is
a key aspect of VR technology that both the initial research and now this thesis supports.
Drawbacks of the VR Classroom: From the feedback of the case study participants,
the ability to take notes was repeatedly mentioned. This feedback is valuable because many
students rely on notes, and with this being the largest drawback for two of the three students, it seems like an achievable fix to be honest. There are other implementations of note
taking in VR that could be analyzed before a novel implementation of a note taking feature
is developed here. This new feature would undoubtedly make the VR Classroom feel more
like a real room and would very simply resolve a major drawback that was reported. Students also mentioned that technical difficulties or accessibility issues could be a problem
when in practice. For the case study, all of the VR equipment was setup beforehand, and
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provided by the University. It is unrealistic to think that every student could afford their
own HTC VIVE and powerful PC just to attend a lecture. Moreover, my thesis advisor was
an integral part to fixing technical difficulties that arose during the case study, such as computers not connecting to the internet because the ethernet port wasn’t live, or changing the
input and output settings of the computers to properly receive audio, or even finding places
that were high enough to position the tracking base stations since drilling into the walls
on campus is frowned upon. Accessibility to the technology and avoidance of excessive
technical difficulties is absolutely critical to consider if implementing VR classrooms on
a large scale in practice, as opposed to just for research purposes. Additionally, ensuring
the lecture material truly capitalizes on the unique powers of VR technology is an important consideration to making VR classrooms better overall. As the case study participant
feeback suggested, maybe a static lecture isn’t the best material for a VR room. Instead,
material that benefits from direct interactions where students can manipulate objects within
the VR room would be a better use of the VR space. Medical training classes or flight simulations are just a few examples of how tactile, simulated experiences within the VR space
could improve the overall VR experience, as opposed to just a lecture on a screen.
Improvement Ideas for the VR Classroom: The case study participants had wonderful ideas for improving the VR Classroom, all of which focused on adding more functionality to the avatars. I completely agree. Adding animations to the avatars so they are more
realistic, adding more visual indications of who is speaking, and adding additional functionality to the actual instructor (to differentiate from the students) were all recommended
by the students. These features are exciting ideas for future work. Perhaps a dashboard
could be implemented for these animation features, and a completely separate infrastruc-
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ture could be added for instructors to give them additional controls over the classroom. It
is my hope that this feedback is valuable to future researchers looking to identify how the
VR Classroom could be improved for future use, with better results after each iteration.
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Conclusion
This chapter seeks to wrap up the thesis by explaining the contributions of this research,
the implications of this research, and the limitations of this research, with ideas for future
work.

7.1

Contributions of the Research

The key contributions of this research are the survey-driven designs for the VR classroom prototype, the new tech stack used to implement the prototype, the discoveries made
about the software incompatibilities, and the assessment of the prototype to guide future
research.

7.1.1

Survey-Driven Designs

This research used surveys of students and instructors to inform the designs of the VR
Classroom prototype. Few other implementations, as discussed in Chapter 2, used initial
surveying of students and instructors to identify pain points in virtual learning to focus

180

their VR classroom designs. Basing the prototype designs around the survey results, which
asked about current perceptions of virtual learning, is a key contribution. Other works of
similar research used older information which did not take into account the changes that
have occurred since the beginning of the COVID-19 pandemic. Therefore, their implementations were not focused around current needs of students with data to support each design
decision. It is my hope that the survey-driven designs inform future research about the
specific qualities in a virtual classroom that students enjoy and dislike.

7.1.2

New Tech Stack

This VR Classroom prototype was a novel approach in developing a multiplayer classroom environment in Unity. The combination of SteamVR, the Photon Engine, and the XR
Interaction Toolkit was not found in prior work, as discussed in Chapter 2. In hindsight,
perhaps this is due to the incompatibilities of SteamVR and the XR Interaction Toolkit.
Regardless, using the HTC VIVE for a multiplayer game environment with these new
packages and plugins was work that has not yet been documented in research or tutorials
online. Whether an ideal tech stack or not, the information garnered about the capabilities
of SteamVR, the Photon Engine, and the XR Interaction Toolkit, along with the hardware
of the HTC VIVE is an important contribution. It is my hope that VR developers with the
HTC VIVE can use the implementation processes presented in this thesis to inform how
they develop multiplayer games with the HTC VIVE.
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7.1.3

Critical Incompatibilities

This thesis also highlighted critical packages and plugins incompatibilities. This is
largely political between SteamVR and Unity, though it has real world implications for VR
developers that rely on SteamVR for their hardware connections. These incompatibility
issues are an important topic to document because there is a gap in VR development that
desperately needs filled. It is my hope that in making other developers aware of these
issues, they can avoid some of these problems, or at least make better decisions about the
tech stack they wish to use. Equally important is documenting this point in time for VR
delopment. With new improvements to OpenVR, this point may be mute, but for the time
being, documenting the limitations of SteamVR for multiplayer games is important so that
future improvements are emphasized and encouraged.

7.1.4

Assessment of the Prototype

This thesis included an assessment of the VR Classroom prototype on real students.
Many of the implementations as presented in Chapter 2 omitted the assessment section.
Here, Chapter 5 makes the research more robust overall because it clearly indicates data to
support aspects of the VR Classroom prototype and also to note areas of improvement. This
provides great insights for future development work and areas to focus the improvements
on. It is my hope that acutally pointing out pros and cons of this VR Classroom prototype
will help guide future developers to produce better prototypes that build off of the learnings
of this one.
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7.2

Implications of the Research

The implications of this research come from the results as presented in Chapter 6. These
results suggest that the VR Classroom prototype is an effective means of increasing learning outcomes and immersion outcomes (sense of presence). This is supported by the data
from the case study. Mixed results were found with respect to collaboration outcomes and
the VR Classroom prototype, which is valuable in understanding what contributes to a positive collaborative experience and how collaboration can be ameliorated in a virtual setting.
Overall, this thesis offers significant insight into virtual learning pain points, developing a
VR classroom environment with the HTC VIVE, and student perceptions and reactions to
learning in a VR classroom.

7.3

Limitations of the Research

The limitations of this research include programming choices and assessment methods.
Specifically with regard to the software, in using SteamVR and the XR Interaction Toolkit,
there are limitations to the features that can be built. Custom scripts should be added to
develop missing features and improve the VR experience overall. Some suggestions might
be to implement the ability to record lectures, raise hands, mute players, teleport more
properly, and take notes in some fashion. Another suggestion would be to make the speaker
more obvious, such as a speaker symbol appearing above an actively speaking player’s head
to make it much more clear who is talking. Or, animations could be added so that the mouth
of the speaking player is actually moving when they are speaking. These are exciting
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features for future work. Additionally, there are limitations to the assessment methods
because the case study only included three students and therefore only three opinions. It
would be fantastic to expand this case study to many more students, ideally a classroomsized amount (at the University of Denver this would be 15 to 25 students). Of course, this
work will always be limited by the number of VR headsets and PCs available, but without
COVID-19 restrictions, and with a new IRB approval, the case study could be expanded to
include many more students. If still limited to five or six students in the room at a time, the
case study could still be repeated multiple times to increase the number of data points. I
hope that these suggestions serve as a jumping off point for future VR classroom research.

7.4

Final Conclusion

A novel VR classroom prototype was developed using the building blocks of previous
VR classroom research and the tools afforded by the Unity Game Engine, Valve Software’s
SteamVR plugin, the XR Interaction Toolkit, and the Photon Engine’s PUN2 and Voice2.
This work in all cases has helped address gaps in understanding in the area of VR education,
and has progressed the field of Computer Science. It is my sincere hope that this work will
be found useful, and will be built upon.
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Victoria Reddington
Computer Science
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Project Title: The Design, Development, and Assessment of a Virtual Reality Classroom
Dear Victoria,
Thank you for submitting the Human Subjects Research (HSR) Determination Form to the
University of Denver’s Institutional Review Board for evaluation to determine if the abovereferenced project qualifies as human subjects research. Based on the information provided, it
has been determined that the proposed project does not require IRB review. This
determination is based on whether this proposed project is research with human subjects
defined by the federal regulations.
The IRB Determination Form was evaluated and it was assessed that the case study project
does not qualify as human subjects research. The planned project will involve the design and
assessment of a virtual reality classroom using UNITY and HTC VIVE headsets with up to three
students. This proposed project does not meet the regulatory definition of research with
human subjects.
The Regulatory Definition of Research and Human Subject
Federal research regulations define research as “a systematic investigation, including research
development, testing, and evaluation, designed to develop or contribute to generalizable
knowledge.”
During the review of this proposed project, it was noted that the primary intent is to determine
if the students who utilize the developed virtual classroom like or dislike the classroom, and if
they have any ideas on how to improve it. The case study results will be used in the thesis paper
to determine if the virtual reality classroom is an improvement over a traditional virtual
classroom. This project does include a systematic investigation; however it is not intended to
contribute to generalizable knowledge, therefore, it does not qualify as research.
Per the regulations, Human subject means a living individual about whom an investigator
(whether professional or student) conducting research obtains 1) data through intervention or
interaction with the individual, or 2) identifiable private information. This project does include
obtaining data about living individuals and does qualify as involving human subjects.
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In order for a project to require IRB review, the proposed research must qualify under both
definitions of being research and involving human subjects. This quality improvement project
DOES fulfill the regulatory definition of human subjects but DOES NOT fulfill the federal
regulation definition of research.
My evaluation, based only on the information provided, determined that the proposed project
does not require IRB review.
If you have questions regarding this determination or believe that this proposed project does
qualify as human subject research, please feel free to contact me directly at 303-871-4051 or
via e-mail at: Ashleigh.Ruehrdanz@du.edu.
Sincerely,

Ashleigh Ruehrdanz
Research Compliance Monitor
Office of Research and Sponsored Programs
University of Denver
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Online Remote Learning for Students
Start of Block: Default Question Block
Q24 Exempt Research Information Sheet Title of Research Study: The Design,
Development, and Assessment of a Virtual Reality Classroom Principal Investigator:Student
Investigator – Lexxi Reddington, M.S. in Computer Science Student, University of Denver,
Ritchie School of Engineering and Computer ScienceFaculty Sponsor – Dr. Daniel Pittman, PhD
and Professor of Practice in Computer Science, University of Denver, Ritchie School of
Engineering and Computer Science IRBNet Protocol #: 1724456-1 You are being asked to
participate in a research study. Your participation in this research study is voluntary and you do
not have to participate. Even if you decide to participate now, you may change your mind and
stop at any time. This document contains important information about this study and what to
expect if you decide to participate. Please consider the information carefully. Feel free to ask
questions before making your decision whether or not to participate. Study Purpose:If you
participate in this research study, you will be invited to take a survey asking questions about
your perceptions of learning/teaching virtually (as we have been through Zoom this past year).
The survey is anonymous and the responses will be used to determine problems with current
virtual learning environments and will inform the design of a new, virtual reality classroom that
strives to improve upon the problems in learning/teaching over Zoom that the survey responses
identified. The survey should take approximately ten minutes and every question in the survey is
entirely optional. You may choose not to answer any survey question for any reason
without penalty. There are no expected risks to you as a result of participating in this study.
You will not benefit directly from participating in this study. All information provided by the
surveys will be kept confidential and will only be used in the project as described above or in
future research based off of this project, conducted solely at the University of Denver. The data
from the online surveys may be used for future research without additional consent but will not
be shared outside of the University of Denver. The survey responses are anonymous so no
information provided will ever be tied back to the name of the participant who provided said
responses, now or in the future. Procedures:If you agree to be a part of the research study, you
will be asked to complete a survey that will take about 10 minutes of your time. Before you
begin, please note that the data you provide may be collected and used by Qualtrics as per its
privacy agreement. This research is only for U.S. residents over the age of 18. Please be
mindful to respond in a private setting and through a secured Internet connection for your
privacy. Your confidentiality will be maintained to the degree permitted by the technology used.
Specifically, no guarantees can be made regarding the interception of data sent via the Internet
by any third parties. Your name and identifying information will not be connected in any way to
your responses in this study. The online system will grant you credit when you submit your
responses by separately submitting your Identity Code to the system while your responses are
sent to a different database for retrieval by the researcher.
Questions:If you have any questions about this project or your participation, please feel free to
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ask questions now or contact Lexxi Reddington at 303-990-1309 or victoria.reddington@du.edu
at any time, or the faculty sponsor of this project, Dr. Daniel Pittman, at 303-871-3729 or
daniel.pittman@du.edu. If you have any questions or concerns about your research participation
or rights as a participant, you may contact the University of Denver’s Human Research
Protections Program (HRPP) by emailing IRBAdmin@du.edu or calling (303) 871-2121 to speak
to someone other than the researchers. The University of Denver Institutional Review Board has
determined that this study is minimal risk and is exempt from full IRB oversight.
Please take all the time you need to read through this document and decide whether you
would like to participate in this research study.If you decide to participate, your completion
of the research procedures indicates your consent. Please keep this form for your records.
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Q1 Overall, do you prefer learning virtually or physically (assuming there is NO ongoing
pandemic threatening your safety)?

o Strongly prefer learning virtually (i.e. over Zoom) (1)
o Slightly prefer learning virtually (i.e. over Zoom) (2)
o No preference (3)
o Slightly prefer learning physically (i.e. on DU's campus) (4)
o Strongly prefer learning physically (i.e. on DU's campus) (5)
Q2 How would you rate your overall satisfaction with learning virtually now (aka over Zoom)?

o Very Satisfied (1)
o Satisfied (2)
o Neither Satisfied nor Dissatisfied (3)
o Dissatisfied (4)
o Very Dissatisfied (5)
Q3 How would you rate your overall satisfaction with being able to collaborate with your peers in
virtual classrooms (i.e. Zoom)?

o Very Satisfied (1)
o Satisfied (2)
o Neither Satisfied nor Dissatisfied (3)
o Dissatisfied (4)
o Very Dissatisfied (5)
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Q4 What is the frequency of your one-on-one conversations (side conversations) with your
peers in class?

o Much more when in a virtual classroom (i.e. Zoom) (1)
o Slightly more when in a virtual classroom (i.e. Zoom) (2)
o The same frequency in virtual and physical classrooms (3)
o Slightly more when in a physical classroom (i.e. DU's campus) (4)
o Much more when in a physical classroom (i.e. DU's campus) (5)
Q5 Do you associate seeing other students on Zoom with the feeling of all students being in the
same classroom?

o Yes, feels exactly like a real, physical classroom on DU's campus (1)
o Yes, feels similar to a real, physical classroom on DU's campus, but not exact (2)
o No, feels somewhat different from a real, physical classroom on DU's campus (3)
o No, feels completely different from a real, physical classroom on DU's campus (4)
Q11 How would you rate your overall satisfaction with working in groups (i.e. breakout
groups/breakout rooms) in virtual classrooms (i.e. Zoom)?

o Very Satisfied (1)
o Satisfied (2)
o Neither Satisfied nor Dissatisfied (3)
o Dissatisfied (4)
o Very Dissatisfied (5)
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Q6 What is your level of engagement in traditional, virtual classrooms (i.e. Zoom) as compared
to traditional, physical classrooms (i.e. in person on DU's campus)?

o Much more engaged in virtual classrooms (i.e. Zoom) (1)
o Slightly more engaged in virtual classrooms (i.e. Zoom) (2)
o Equally engaged in virtual and physical classrooms (3)
o Slightly more engaged in physical classrooms (i.e. DU's campus) (4)
o Much more engaged in physical classrooms (i.e. DU's campus) (5)
Q8 What is your level of learning in traditional, virtual classrooms (i.e. Zoom) as compared to
traditional, physical classrooms (i.e. in person on DU's campus)?

o I learn much better in virtual classrooms (i.e. Zoom) (1)
o I learn slightly better in virtual classrooms (i.e. Zoom) (2)
o I learn equally well in virtual and physical classrooms (3)
o I learn slightly better in physical classrooms (i.e. DU's campus) (4)
o I learn much better in physical classrooms (i.e. DU's campus) (5)

Page 5 of 11

203

Q9 What is the quality of your interactions with other students in a virtual classroom (i.e. Zoom),
as compared to a physical classroom (i.e. in person on DU's campus)?

o Interactions with peers is much better in virtual classrooms (i.e. Zoom) (1)
o Interactions with peers is slightly better in virtual classrooms (i.e. Zoom) (2)
o Interactions with peers is the same in virtual and physical classrooms (3)
o Interactions with peers is slightly better in physical classrooms (i.e. DU's campus) (4)
o Interactions with peers is much better in physical classrooms (i.e. DU's campus) (5)
Q10 What is the quality of your interactions with instructors in a virtual classroom (i.e. Zoom), as
compared to a physical classroom (i.e. in person on DU's campus)?

o Interactions with instructors is much better in virtual classrooms (i.e. Zoom) (1)
o Interactions with instructors is slightly better in virtual classrooms (i.e. Zoom) (2)
o Interactions with instructors is the same in virtual and physical classrooms (3)
o
Interactions with instructors is slightly better in physical classrooms (i.e. DU's campus)
(4)
o Interactions with instructors is much better in physical classrooms (i.e. DU's campus) (5)
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Q12 What is your preference for group work/discussions (working/speaking together with other
students in the same class)?

o I strongly prefer group work when virtual (i.e. over Zoom) (1)
o I somewhat prefer group work when virtual (i.e. over Zoom) (2)
o For group work, I have no preference between virtual or physical classrooms (3)
o I somewhat prefer group work in a physical classroom (i.e. DU's campus) (4)
o I strongly prefer group work in a physical classroom (i.e. DU's campus) (5)
Q18 What is your perceived level of anxiety when learning?

o I am much more anxious in virtual classrooms (i.e. Zoom) (1)
o I am slightly more anxious in virtual classrooms (i.e. Zoom) (2)
o
I have the same level of anxiety in virtual and physical classrooms (OR no anxiety at all)
(3)
o I am slightly more anxious in physical classrooms (i.e. DU's campus) (4)
o I am much more anxious in physical classrooms (i.e. DU's campus) (5)
Q14 What are the BEST aspects of virtual classrooms (i.e. learning on Zoom)?
________________________________________________________________

Q13 What are the WORST aspects of virtual classrooms (i.e. learning on Zoom)?
________________________________________________________________
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Q20 How would you describe your level of expertise with technology (comfort with using tools
like Zoom, Canvas, and others required for virtual learning)?

o Very high (1)
o Somewhat high (2)
o Medium (3)
o Somewhat low (4)
o Very low (5)
Q22 What is your level of experience with Virtual Reality (VR)?

o Significant experience (1)
o Some experience (2)
o No experience (3)
Display This Question:
If What is your level of experience with Virtual Reality (VR)? = Significant experience
Or What is your level of experience with Virtual Reality (VR)? = Some experience
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Q23 What were your past experiences with Virtual Reality (VR) for? (Select all that apply)

▢
▢
▢
▢
▢
▢

Gaming (1)
Entertainment (not including gaming) (6)
Education (at a school or university, IN A CLASS) (2)
Education (at a school or university, OUTSIDE OF CLASS) (3)
Education (for educational purposes OUTSIDE of a school or university) (4)
Other, please specify: (5) ________________________________________________

Q15 What is your age? [OPTIONAL]
________________________________________________________________

Q16 What is your grade level? [OPTIONAL]

o Undergraduate, have NEVER learned in person on DU's campus before (2)
o Undergraduate, have learned in person on DU's campus before (3)
o Graduate (5)
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Q17 Gender: How do you identify? [OPTIONAL]

o Man (1)
o Nonbinary (2)
o Woman (3)
o Prefer to self-describe: (4) ________________________________________________
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Q21
What is your school/college (for your major/anticipated major) at DU? [OPTIONAL]
(Please select all that apply if double majoring)

▢
▢
▢
▢
▢
▢
▢
▢
▢
▢
▢
▢

Undeclared (1)
Daniel Felix Ritchie School of Engineering & Computer Science (2)
Daniels College of Business (3)
College of Natural Sciences & Mathematics (4)
College of Arts, Humanities & Social Sciences (5)
Josef Korbel School of International Studies (6)
Morgridge College of Education (7)
Graduate School of Professional Psychology (8)
Graduate School of Social Work (9)
Sturm College of Law (10)
University College (11)
Other: (12) ________________________________________________

End of Block: Default Question Block
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B.2

Instructor Survey

210

Online Remote Learning for Teachers
Start of Block: Default Question Block
Q23 Exempt Research Information Sheet Title of Research Study: The Design, Development,
and Assessment of a Virtual Reality Classroom Principal Investigator:Student Investigator –
Lexxi Reddington, M.S. in Computer Science Student, University of Denver, Ritchie School of
Engineering and Computer ScienceFaculty Sponsor – Dr. Daniel Pittman, PhD and Professor of
Practice in Computer Science, University of Denver, Ritchie School of Engineering and
Computer Science IRBNet Protocol #: 1724456-1 You are being asked to participate in a
research study. Your participation in this research study is voluntary and you do not have to
participate. Even if you decide to participate now, you may change your mind and stop at any
time. This document contains important information about this study and what to expect if you
decide to participate. Please consider the information carefully. Feel free to ask questions
before making your decision whether or not to participate. Study Purpose:If you participate in
this research study, you will be invited to take a survey asking questions about your perceptions
of learning/teaching virtually (as we have been through Zoom this past year). The survey is
anonymous and the responses will be used to determine problems with current virtual learning
environments and will inform the design of a new, virtual reality classroom that strives to
improve upon the problems in learning/teaching over Zoom that the survey responses identified.
The survey should take approximately ten minutes and every question in the survey is entirely
optional. You may choose not to answer any survey question for any reason without
penalty. There are no expected risks to you as a result of participating in this study. You will not
benefit directly from participating in this study. All information provided by the surveys will be
kept confidential and will only be used in the project as described above or in future research
based off of this project, conducted solely at the University of Denver. The data from the online
surveys may be used for future research without additional consent but will not be shared
outside of the University of Denver. The survey responses are anonymous so no information
provided will ever be tied back to the name of the participant who provided said responses, now
or in the future. Procedures:If you agree to be a part of the research study, you will be asked
to complete a survey that will take about 10 minutes of your time. Before you begin, please note
that the data you provide may be collected and used by Qualtrics as per its privacy agreement.
This research is only for U.S. residents over the age of 18. Please be mindful to respond in a
private setting and through a secured Internet connection for your privacy. Your confidentiality
will be maintained to the degree permitted by the technology used. Specifically, no guarantees
can be made regarding the interception of data sent via the Internet by any third parties. Your
name and identifying information will not be connected in any way to your responses in this
study. The online system will grant you credit when you submit your responses by separately
submitting your Identity Code to the system while your responses are sent to a different
database for retrieval by the researcher.
Questions:If you have any questions about this project or your participation, please feel free to
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ask questions now or contact Lexxi Reddington at 303-990-1309 or
victoria.reddington@du.edu at any time, or the faculty sponsor of this project, Dr. Daniel
Pittman, at 303-871-3729 or daniel.pittman@du.edu. If you have any questions or concerns
about your research participation or rights as a participant, you may contact the University of
Denver’s Human Research Protections Program (HRPP) by emailing IRBAdmin@du.edu or
calling (303) 871-2121 to speak to someone other than the researchers. The University of
Denver Institutional Review Board has determined that this study is minimal risk and is exempt
from full IRB oversight.
Please take all the time you need to read through this document and decide whether you would
like to participate in this research study.If you decide to participate, your completion of the
research procedures indicates your consent. Please keep this form for your records.
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Q1 Overall, do you prefer teaching virtually or physically (assuming there is NO ongoing
pandemic threatening your safety)?

o Strongly prefer teaching virtually (1)
o Slightly prefer teaching virtually (2)
o No preference (3)
o Slightly prefer teaching physically (4)
o Strongly prefer teaching physically (5)
Q2 How would you rate your overall satisfaction with teaching virtually now (aka over Zoom)?

o Very Satisfied (1)
o Satisfied (2)
o Neither Satisfied nor Dissatisfied (3)
o Dissatisfied (4)
o Very Dissatisfied (5)
Q3 How would you rate your overall satisfaction with getting real-time VISUAL feedback from
students in virtual classrooms (i.e. Zoom)?

o Very Satisfied (1)
o Satisfied (2)
o Neither Satisfied nor Dissatisfied (3)
o Dissatisfied (4)
o Very Dissatisfied (5)
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Q4 How would you rate your overall satisfaction with getting real-time VERBAL feedback from
students in virtual classrooms (i.e. Zoom)?

o Very Satisfied (1)
o Satisfied (2)
o Neither Satisfied nor Dissatisfied (3)
o Dissatisfied (4)
o Very Dissatisfied (5)
Q5 Do you associate seeing your students on Zoom with the feeling of all students being in the
same classroom?

o Yes, feels exactly like a real, physical classroom on DU's campus (1)
o Yes, feels similar to a real, physical classroom on DU's campus, but not exact (2)
o No, feels somewhat different from a real, physical classroom on DU's campus (3)
o No, feels completely different from a real, physical classroom on DU's campus (4)
Q11 How would you rate your overall satisfaction with managing group work (i.e. breakout
groups/breakout rooms) in virtual classrooms (i.e. Zoom)?

o Very Satisfied (1)
o Satisfied (2)
o Neither Satisfied nor Dissatisfied (3)
o Dissatisfied (4)
o Very Dissatisfied (5)
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Q6 What is the overall level of engagement of students in traditional, virtual classrooms (i.e.
Zoom) as compared to traditional, physical classrooms (i.e. in person on DU's campus)?

o Much more engaged in virtual classrooms (i.e. Zoom) (1)
o Slightly more engaged in virtual classrooms (i.e. Zoom) (2)
o Equally engaged in virtual and physical classrooms (3)
o Slightly more engaged in physical classrooms (i.e. DU's campus) (4)
o Much more engaged in physical classrooms (i.e. DU's campus) (5)
Q8 What is the overall level of learning of students in traditional, virtual classrooms (i.e. Zoom)
as compared to traditional, physical classrooms (i.e. in person on DU's campus)?

o Learning is much better in virtual classrooms (i.e. Zoom) (1)
o Learning is slightly better in virtual classrooms (i.e. Zoom) (2)
o Learning is equal in virtual and physical classrooms (3)
o Learning is slightly better in physical classrooms (i.e. DU's campus) (4)
o Learning is much better in physical classrooms (i.e. DU's campus) (5)
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Q9 What is the quality of interactions among students (student to student interactions) in a
virtual classroom (i.e. Zoom), as compared to a physical classroom (i.e. in person on DU's
campus)?

o Interactions among students are much better in virtual classrooms (i.e. Zoom) (1)
o Interactions among students are slightly better in virtual classrooms (i.e. Zoom) (2)
o Interactions among students are the same in virtual and physical classrooms (3)
o
Interactions among students are slightly better in physical classrooms (i.e. DU's campus)
(4)
o
Interactions among students are much better in physical classrooms (i.e. DU's campus)
(5)
Q10 What is the quality of your interactions with students (student to instructor interactions) in a
virtual classroom (i.e. Zoom), as compared to a physical classroom (i.e. in person on DU's
campus)?

o
Interactions with myself (instructor) and students are much better in virtual classrooms
(i.e. Zoom) (1)
o
Interactions with myself (instructor) and students are slightly better in virtual classrooms
(i.e. Zoom) (2)
o
Interactions with myself (instructor) and students are the same in virtual and physical
classrooms (3)
o
Interactions with myself (instructor) and students are slightly better in physical
classrooms (i.e. DU's campus) (4)
o
Interactions with myself (instructor) and students are much better in physical classrooms
(i.e. DU's campus) (5)
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Q12 What is your preference for managing group work/discussions (breakout groups with
students)?

o I strongly prefer managing group work when virtual (i.e. over Zoom) (1)
o I somewhat prefer managing group work when virtual (i.e. over Zoom) (2)
o
For managing group work, I have no preference between virtual or physical classrooms
(3)
o I somewhat prefer managing group work in a physical classroom (i.e. DU's campus) (4)
o I strongly prefer managing group work in a physical classroom (i.e. DU's campus) (5)
Q15 What are the BEST aspects of virtual classrooms (i.e. teaching on Zoom)?
________________________________________________________________

Q14 What are the WORST aspects of virtual classrooms (i.e. teaching on Zoom)?
________________________________________________________________

Q18 How would you describe your level of expertise with technology (comfort with using tools
like Zoom, Canvas, and others required for virtual teaching)?

o Very high (1)
o Somewhat high (2)
o Medium (3)
o Somewhat low (4)
o Very low (5)
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Q19 What is your level of experience with Virtual Reality (VR)?

o Significant experience (1)
o Some experience (2)
o No experience (3)
Display This Question:
If What is your level of experience with Virtual Reality (VR)? = Significant experience
Or What is your level of experience with Virtual Reality (VR)? = Some experience

Q20 What were your past experiences with Virtual Reality (VR) for? (Select all that apply)

▢
▢
▢
▢
▢
▢

Gaming (1)
Entertainment (not including gaming) (2)
Education (at a school or university, IN A CLASS) (3)
Education (at a school or university, OUTSIDE OF CLASS) (4)
Education (for educational purposes OUTSIDE of a school or university) (5)
Other, please specify: (6) ________________________________________________

Q16 What is your teaching position? [OPTIONAL]

o Tenure-Track (1)
o Teaching-Track (2)
o Professional-Track (3)
o Other: (4) ________________________________________________
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Q21 Were you teaching at DU before the COVID-19 pandemic hit and all classes were moved
online? [OPTIONAL]

o Yes (1)
o No (2)
Q22 What school/college do you teach within at DU? [OPTIONAL]
(Please select all that apply if teaching in more than one area)

▢
▢
▢
▢
▢
▢
▢
▢
▢
▢
▢

Daniel Felix Ritchie School of Engineering & Computer Science (1)
Daniels College of Business (4)
College of Natural Sciences & Mathematics (5)
College of Arts, Humanities & Social Sciences (6)
Josef Korbel School of International Studies (7)
Morgridge College of Education (8)
Graduate School of Professional Psychology (9)
Graduate School of Social Work (10)
Sturm College of Law (11)
University College (12)
Other: (13) ________________________________________________

End of Block: Default Question Block
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