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Práce pojednává o principech zajištění kvality služeb QoS (Quality of services) v IP 
sítích. V první části práce jsou popsány požadavky kladené součastnými aplikacemi na 
datové sítě a objasněny techniky, jimiž lze tyto nároky uspokojit. Nejvíce pozornosti je 
přitom věnováno multimediální službě VoIP, jejíž vývoj ještě není zdaleka dokončen. Tyto 
teoretické poznatky vedou k druhé části práce, která řeší implementaci zajištění QoS pro 
službu VoIP ve standardu 802.11 respektive pro bezdrátové sítě obecně. V následujícím 
kroku jsou nasimulovány bezdrátové sítě v programu Opnet Modeler a ověřeny schopnosti 
zajištění QoS v bezdrátových sítích a na jejich hranicích se sítěmi pevnými. V závěru jsou 
zhodnoceny součastné možnosti sestavení WLAN s podporou QoS. 






The thesis deals with the principles of assurance quality of services in IP networks. The 
first part of the thesis describes specifications which are required by current applications 
for data network, and also illustrates the methods suitable for solving those requirements. 
The most attention is given to multimedia service VoIP whose development has not been 
finished from far. That theoretical knowledge implies in the second part of the thesis which 
analyzes the implementation of assurance QoS for the service VoIP within the standard 
802.11, or more precisely, for wireless networks in general. The simulation of wireless 
networks within the program Opnet Modeler and the attest of the ability to assure QoS 
within both wireless networks and their limitations with an unswitched network are 
described in the next step. The current possibilities how to build up WLAN with the 
bearing QoS are sized up in conclusion. 
Key words: VoIP, QoS, 802.11e, WLAN, DiffServ 
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1. Úvod 
V sítích dnešní doby se využívají různé druhy služeb. Jde o přenášení dat, hlasu nebo 
videa. Každá aplikace má na síť své vlastní specifické požadavky. Datový přenos klade 
důraz na šířku pásma a spolehlivost spojení. Přenos hlasu a videa naproti tomu vyžaduje 
konstantní šířku pásma, ovšem s garantovanou dobou doručení. V případě, že dojde ke 
ztrátě informace, lze ji do určité míry kompenzovat opravnými metodami.  
Aby síť efektivně využívala síťové prostředky z hlediska aplikací v reálném čase, musí 
datům z těchto aplikací poskytovat určitou kvalitu služeb. Pojem kvalita služeb QoS 
(Quality of Services) znamená, že daná komunikační síť může rozlišovat jednotlivé typy 
datového provozu a zacházet s nimi tak, aby splnila jejich požadavky na zpoždění, 
doručování, ztrátovost dat a jiter, což znamená pravidelnost doručování. 
Kvalita služeb VoIP je především vyžadována v souvislosti s internetem. Internet je 
jako celosvětová síť založena na protokolech TCP/IP, která není sama o sobě schopna 
poskytovat kvalitu služeb. To znamená, že není schopna rozlišovat jednotlivé druhy služeb, 
např. služby v reálném čase, datové proudy, či klasické datové přenosy, a zachází s nimi 
zcela shodně.             
1.1. IP telefonie 
Technologie VoIP (Voice over IP – přenos hlasu po IP) je možné obecně používat tam, 
kde lze provozovat protokol IP – tedy i mimo internet. Například v privátních či 
poloprivátních sítích. Pak se jedná o takzvanou IP telefonii, která je obecnějším pojmem 
než internetová telefonie. Internetová telefonie je zvláštním případem IP telefonie. K 
realizaci VoIP je třeba řady protokolů, například transportních a signalizačních, nebo 
různých kompresních algoritmů, neboli kodeků. To vše umožňuje zajistit dostatečnou 
kvalitu služby VoIP telefonie.  
 
1.2. Protokol IP z pohledu nároků VoIP 
Protokol IP z pohledu VoIP poskytuje službu nazvanou best effort. Protokol se snaží 
přenést všechny pakety tím nejvhodnějším způsobem. V případě, že například z důvodu 
zahlcení linky nemohou být přeneseny všechny pakety, začne protokol požadavky na 
přenos paketu rovnoměrně krátit. V rychlosti zpracování protokol nerozlišuje, o jaký 
přenos se jedná, a rychlost krátí všem stejně. V případě, že dojde k poškození paketu, 
protokol IP je jednoduše zahodí a pokračuje dál v přenosu. Z toho vyplývá, že protokol IP 
nepoužívá prioritu přenosu, což je s ohledem na zajištění kvality VoIP nedostatek. Tento 
nedostatek je však řešen doplňujícími metodami, které jsou rozebrány dále. 
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Přenos hlasu, který je realizovaný technikami VoIP, vykazuje určitou odolnost vůči 
nedostatkům při přenosech. Do určité míry není příliš citlivý na eventuální výpadky a 
ztráty některých dat. Dokáže aproximovat data, která nebyla doručena nebo byla nějakým 
způsobem během přenosu poškozena.  
Větší problémy se ovšem objevují s rychlostí doručování dat, neboli latencí, a 
pravidelnosti doručování (jitter). Se vzrůstající hodnotou latence se zvyšuje zpoždění 
přenosu hlasu. Jakmile dosáhne zpoždění hodnoty přibližně 500 milisekund, stává se 
telefonování velice problematické, obě zúčastněné strany se domnívají, že je protistrana 
neslyšela, protože nereaguje. Z toho důvodu se mají obě strany tendenci opakovat (viz tab. 
1.1). Používá se proto vyrovnávací paměť – prvek, který zachytává příchozí pakety a 
zpožďuje je, aby mohly být k příjemci vpuštěny ve správném pořadí. 
Nastavení vyrovnávací paměti je tedy velmi důležité, jedná se o určitý kompromis. 
Nízká hodnota má za následek vysokou ztrátovost paketů. Vysoká hodnota naopak způsobí 
velké zpoždění.   
Parametr sítě Dobrá Akceptovatelná Nevyhovující 
Zpoždění 0-150ms 150-300ms nad 300ms 
Jitter 0-20ms 20-50ms nad 50ms 
Ztrátovost 0-0.5% 0.5-1.5% nad 1.5% 
Tab. 1.1: Tabulka hodnot síťových parametrů pro tři hodnoty kvality hovoru. 
 
1.3. Kapacita linky  
Požadovanou kapacitu linky a z toho vyplývající dostačující kvalitu linky ovlivňují 
kromě jitteru a latence také další faktory: 
• Použitý kodek: Jedná se o způsob digitalizace, neboli převodu analogového hlasu 
na digitální data a naopak (viz obr. 1.1). Na zvoleném kodeku závisí objem dat, 
které je třeba přenést, i požadavky na pravidelnost doručování těchto dat. Kodeky 
mají různá označení: G. 711, G723, G729, Speex apod.   
• Konkrétní technické řešení: Jde o zvolenou technologii VoIP. Jiné požadavky 
mohou mít proprietární řešení, jiná řešení postavená na standardech jako je H.323 
či SIP. 
• Využití datové přípojky: Jedná se o to, zda je datová přípojka souběžně využívána 
i dalšími uživateli, jaký má stupeň agregace a především, jak je využívána 
samotným uživatelem, který si může zahltit kapacitu linky jiným druhem provozu, 
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například stahováním dat z internetu. Tento parametr není přiřazen nárokům VoIP, 









Obr. 1.1: Představa modemu a kodeku. 
Z výše uvedených údajů nelze přesně určit, jaká kapacita linky je dostačující pro 
telefonování po internetu, hlavně z toho důvodu, že se zde uplatňuje i subjektivní pohled 
na to, co je ještě únosná a dostačující kvalita hovoru a co nikoli. 
Pro případ, že není linka vytěžována ostatním provozem a je využita pouze pro VoIP, 
můžeme považovat za dostačující linku 64 kbit/s. Musí však být garantována rychlost 
v obou směrech. 
 
1.4.  Zhodnocení typu připojení vhodných pro VoIP 
Ke zjištění vhodnosti přípojky lze v praxi použít testovací programy, které zdarma 
nabízí různí poskytovatelé. Jeden z programů pro test přípojky je možné nalézt na 
<http://www.fayn.cz>.  
Prakticky lze kvůli vysoké latenci vyloučit datové přípojky v mobilních sítích GSM, 
včetně GPRS a EDGE, a také satelitní připojení. Opatrnost je na místě například u WLAN, 
kde je třeba brát v úvahu skutečně dosahované parametry. Někdy lze s úspěchem používat 
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2. Zajištění QOS 
Přenos informace v reálném čase prostřednictvím IP sítí má tyto kritéria: 
• akceptovatelné zpoždění 
• rychlé vybudování spojení 
• nízká proměnlivost zpoždění 
• akceptovatelná ztrátovost datových jednotek 
• zabezpečení přenosu citlivých informací 
• rychlost detekce a řešení chybových stavů 
Při zajištění QoS pro určitou relaci je třeba odstranit dvě základní kategorie problémů: 
• Technické problémy: Implementace metod pro zajištění QoS na vrstvách OSI 
modelu. Konkrétně síťové a linkové vrstvě celého spoje. 
• Administrativní problémy: Autentifikace, účtování a autorizace (Authentication, 
Accounting, Authorization, z toho AAA). 
 
2.1. Ochrana proti chybovosti 
Chybovostí se v souvislosti s pojmem VoIP myslí chybovost paketová, tj. když se při 
přenosu poškodí, nebo ztratí celý paket. K této ztrátě může dojít jak během přenosu sítí, tak 
v koncovém zařízení. Rozlišujeme následující příčiny: 
• Je- li na linkové úrovni detekována jedna nebo více chyb, dojde k zahození datové 
jednotky. 
• Zahlcení sítě: Dojde-li k přeplnění vyrovnávacích pamětí spojovacích uzlů, příchozí 
datové jednotky jsou zahozeny. 
• Řízení toku dat na linkové úrovni.  
• Chybné informace pro směrování v uzlech sítě. 
V případě, že dojde k zahlcení sítě ve spojovacích uzlech, problém se řeší: 
• Řízením toku dat na linkové úrovni.  
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• Předcházením zaplnění vyrovnávacích pamětí zahazováním TCP paketů. Tuto 
metodu lze použít pouze v případě, kdy směrovač umí rozpoznat typ dat 
obsažených v paketu. Ztráta je vyřešena v TCP opakovaným vysláním, což má za 
následek zmenšení vysílacího okna u vysílače. 
V momentě zahlcení sítě v koncových uzlech dochází k: 
• Nastavení velikosti vysílacího okna ve vysílači – Vysílací stanice přizpůsobí své 
vysílací okno velikosti paměti příjemce, aby nedošlo k jeho zahlcení. Pokud má 
příjemce problémy, paměť nestačí na přijímaná data, inzeruje ve své odpovědi 
velikost okna 0 a vysílací stanice přestane vysílat.  
• Implementaci prioritních mechanismů – Pomocí mechanizmů, které jsou popsány 
níže, začne síť pracovat podle svých priorit.  
Protože datové jednotky nesou relativně krátkou datovou informaci, lze při jejich ztrátě 
také použít princip predikce: 
• Predikce průběhu signálu na základě předchozího průběhu signálu. Nejjednodušším 
typem predikce je opakování předchozího průběhu signálu. V případě ztráty 
malého množství datové jednotky není ztráta lidským vnímáním rozeznatelná. 
• Opakování přenosu datové části předchozího paketu jako součást paketu 
následujícího. Toto ovšem zvýší narok na kapacitu linky a tím pádem i zpoždění. 
Ztrátou paketu se rozumí i ten případ, kdy pakety dorazí do cíle příliš pozdě. Jakmile 
nedojdou v daném časovém intervalu, jsou považovány za ztracené a jejich místo se 
nahradí jedním z výše uvedených způsobů. 
 
2.2. Řešení problematiky zpoždění 
Problém vyšší, než přípustné hodnoty zpoždění průchodem sítí, lze řešit zavedením 
priorit pro různé druhy dat a dále pak dřívějším zpracování dat s přednostní prioritou. 
S touto metodou řešení je spojeno omezení maximální délky datové jednotky MTU 
(Maximal Transfer Unit). Další metodou je rezervace požadovaných zařízení po celé cestě 
spojení. Během vývoje vznikly celé řady technologií zajišťujících QoS. Mezi 
nejpoužívanější technologie, kterou jsou označovány jako architektury QoS, patří: 
• IS (Integrated Services) – integrované služby 
• DS (Differentiated Services) – diferencované služby 
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• MPLS (Multi Protokol Label Switching) – označování rámců a přepínání na druhé 
vrstvě síťového modelu 
• SBM (Subnet Bandwidth Management) – implementace virtuálních sítí a 
prioritních mechanizmů uvnitř sítí, tedy na úrovni přepínačů  
 
2.3. Integrované služby v IP sítích (IntServ) 
Model integrovaných služeb (Integrated Services – INTSERV - IS) byl navržen 
pracovní skupinou IETF v RFC 1633. 
Funkce integrovaných služeb umožňuje zavést do IP sítí rozdílné kvality přenosových 
služeb. Doplňuje stávající třídu BE (Best Efford) dalšími stupni kvality, které již poskytují 
určitý stupeň garance. IS je otevřený model a do budoucna umožňuje rozvíjení a 
definování dalších tříd služeb. Ze všech QoS technik v IP sítích je právě prostředí IS 
nejvíce podobné klasické komutaci okruhů a tím pádem je nejvíce vzdálené službě BE. 
Přináší však největší požadavky na aplikace, pracovní stanice i síťové směrovače. 
IS zavádí metodu per flow, která prostřednictvím směrovačů (routers) a pracovních 
stanic TE (hosts) vykonává funkci řízení jednotlivých datových toků. 
 
2.3.1. Model IS v blokovém schématu 
Řízení toku dat v IS je rozděleno do funkčních bloků (viz obr. 2.2). Obrázek 
znázorňuje princip činnosti pracovní stanice (TE) a nejbližšího směrovače k ní 
připojeného.  
• Plánovač paketů (packet scheduler) – je obsažen ve směrovači i v TE. Řídí 
vysílání jednotlivých toků paketů a zodpovídá za zajištění QoS odesílaných paketů, 
které jsou pro jednotlivé toky dohodnuty. Dále řídí práci vyrovnávacích pamětí 
uzlů. Tato funkce sleduje a upravuje datové toky. 
• Třídič paketů (traffic clafficier) – přijímá jednotlivé pakety, na jejich základě 
určuje třídu služby a do příslušné třídy pakety zařazuje. Vše je pak zpracováno 
stejným způsobem. Třída paketu je určena zdrojovou a cílovou IP adresou paketu, 
nebo doplňkovým řídícím označením neseným v paketu. Třídič paketů pracuje 
v TE i ve směrovačích. 
• Řízení přístupu (admission control) – při požadavku na přidělení prostředků 
rozhoduje na základě volných kapacit směrovačů či routerů, zda bude požadavek 
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splněn. V případě, že požadavek nesplňuje předem daná pravidla, je odmítnut. 
Pokud pravidla splňuje, předá požadavek plánovači a třídiči paketů.  
• Řízení režimu činnosti – Jde o kontrolu dodržování datových toků určené třídy. 
• RSVP proces – provádí signalizaci mezi koncovými zařízeními TE a síťovými 
prvky pomocí protokolu RSVP (Resource reSerVation Protokol). Tím zajistí 
potřebné přenosové parametry sítě.  
Protokol RSVP je schopen práce i v případě, že některé části sítě nesplňují jeho 
požadavky. Tyto části jednoduše přeskočí. Na přenosové cestě však vznikne slabé místo 
s nezaručenými přenosovými parametry. 
 
 
Obr. 2.2: Blokové schéma směrovače a pracovní stanice v IS. 
 
2.3.2. Vhodnost použití IS k zajištění QoS 
IS nabízí nejvyšší úroveň zajištění QoS na IP sítích. Procesy si mohou dle potřeby 
obsazovat či rezervovat přenosové prostředky. Počet zaručených parametrů je pro současné 
aplikace dostačující. S vysokým stupněm garancí ovšem vzrůstá nejen složitost rezervací, 
které jsou implementovány do aplikací i síťových prvků, ale i přenos dalších řídících 
informací. Proto se přisuzuje používání modelu IS spíše LAN sítím a přístupovým sítím. 
Vzhledem k notnému množství informací uložených ve směrovačích není vhodné používat 
IS v páteřních sítích. 
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2.4. Diferencované služby v IP sítích (DiffServ) 
Architektura Diferencovaných služeb (Differentiated Services – DIFFSERV - DS) byla 
navržena pracovní skupinou IETF v RFC 2475. Cílem DS je umožnit poskytování 
diferencovaných tříd služeb v rámci IP sítí. DS zaručuje předvídatelnou kvalitu služby jako 
je zpoždění, ztrátovost a kolísání zpoždění paketů. Ve srovnání s IS nerozlišuje DS pakety 
podle jednotlivých toků, ale spíše podle poskytovaných služeb. Přenášená data jsou 
zpracovávána po skupinách toků. 
 
2.4.1. Způsob zpracování přenášených paketů DS 
Způsob zpracování přenášených paketů se označuje jako chování uzlu PHB (Per Hop 
Behaviour). Pravidla PHB se používají na přenášená data na vstupním bodě sítě podle 
předem nastavených kritérií. Přenášené pakety jsou zde zpracovávány dle druhu dat a poté 
sítí podle přiřazeného označení. Těchto značek jsou na výstupním bodu sítě zbaveny. 
Označování dat, neboli prioritizace, se nemusí provádět pouze na vstupním bodu 
přenosové sítě. Prioritu paketů je možné nastavit již aplikacemi v pracovních stanicích. 










Obr. 2.3: Blokové schéma DS. 
DS počítá s prvkem SLA (Service Level Agreement) – dohody o úrovni služby mezi 
uživatelem a sítí, nebo sítěmi navzájem. Na SLA se zakládá celá síťová politika, podle 
které se určuje obraz parametrů konkrétního spojení a zhodnocují se přenášené pakety. 
Síťová politika se na přenášená data aplikuje na rozhraní sítě. Data, která nesplňují dané 
parametry dohodnutého profilu, jsou v případě DS přenášena jako data bez jakýchkoli 
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garancí. Síťová politika může obsahovat parametry týkající se času provozu, zdrojové 
adresy a cílové stanice, čísla portu, adresního protokol a tak dále. 
Zmíněné označení datového přenosu přenáší DS v tak zvaném DS-byte. V protokolu 
IPv4 je DS-byte přenášen v poli TOS znázorněném na obr. 2.4. Při použití v IPv6 pak 
v oktetu Traffic Class. 
 
Obr. 2.4: Struktura pole TOS. 
 První tři bity pole (tak zvaná IP precedence) určují typ služby, a tak i prioritu při 
zpracování paketu směrovačem.  
 Další bity vyjadřují:  
• 3. bit (D) – zpoždění (Delay) 
• 4. Bit (T) – propustnost (Throughput)  
• 5. bit (R) – spolehlivost přenosu (Reliability) 
• 6. a 7. Bit – jsou rezervovány pro použití v budoucnu  
 
2.4.2. Vhodnost použití DS k zajištění QoS 
Garance QoS v DS jsou oproti IS dlouhodobé, statické. Před uskutečněním přenosu 
není nutné nastavovat kvalitativní garance pro jednotlivé datové toky. DS ale pevně 
vyžaduje použití směrovačů k plánování a řízení front, řízení a nastavování priorit 
odchozích paketů a řízení délky fronty. 
DS je ve srovnání s IS poměrně jednoduché. Umožňuje libovolné proměnlivé garance 
QoS a nastavování síťové politiky. Nezatěžuje tolik směrovače, vyžaduje pouze použití 
odlišných front paketů a v těchto frontách možnost řízení priorit. Je proto také vhodné 
k nasazení v největších páteřních datových sítích. DS se pouze implementuje v páteřních 
směrovačích. Ovšem zajištění QoS pomocí RSVP je ve srovnání s DS mnohem kvalitnější 
a efektivnější. Je tedy výhodné použít kombinaci obou metod, kdy se RSVP použije 
v přístupové části (například v podnikových sítích) a DiffServ v páteřních sítích. 
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2.5. Přepojování paketů řízené návěstím (MPLS) 
Technika (Multi-Protocol Label Switching – MPLS), tedy přepojování paketů řízené 
návěstím, je definována stejnojmennou pracovní skupinou IETF.  
MPLS standardizuje propojení mezi směrovými a přepínanými částmi sítě a snaží se co 
nejvíce zjednodušit a zrychlit děj směrování. Na doméně MPLS se proces směrování 
nahrazuje funkcí přepínání. Z pohledu OSI modelu se MPLS nachází mezi druhou a třetí 
vrstvou.   
MPLS je umístěno ve směrovačích a přepínačích a je řízeno pouze jimi. Jeho výhodou 
je i  skutečnost, že není závislý na použitých protokolech, takže může pracovat i v jiných 
sítích než IP. 
MPLS podporuje QoS parametry spíše optimalizací přenosu paketů a směrováním. 
Vytvoří uživatelem nevnímané virtuální okruhy, což jsou pevné trasy s pevnou kapacitou, 
po kterých proudí jednotlivá datová spojení. Koncoví uživatelé potom vnímají zlepšení 
kvality služeb v sítích. 
 
2.5.1. Princip činnosti MPLS 
Směrovače podporující MPLS se označují jako LSR (Label Switching Router).  
Princip činnosti MPLS je následující (viz obr. 2.5): 
• V případě, že LER (Label Edge Router) – první LSR v síti, které provádí MPLS 
v tzv. doméně MPLS příjme paket nového datového spojení, směřuje jej dále podle 
jeho vlastní směrovací informace a přiřadí mu návěstí label (20 bitové návěstí). Po 
přidání je paket směrován dále.  
• Paket dojde do následujícího směrovače MPLS – LSR a použije jeho návěstí jako 
index ve směrovací tabulce. V té je uložena adresa dalšího směřování paketu a 
návěstí pro další část cesty. Paket, kterému bylo přidáno nové návěstí, je směřován 
dál. 
• Poslední LER pak odstraní návěstí z paketu a předá ho koncové stanici, nebo 














Obr. 2.5: Blokové schéma principu činnosti MPLS v rámci jedné domény. 
 
2.5.2. Vhodnost použití MPLS k zajištění QoS 
Protože je MPLS z pohledu uživatele transparentní, projeví se pouze zlepšením kvality 
služeb sítě. MPLS je schopna spolupráce s IS i DS: 
• IS - ověřuje se možnost použít RSVP jako signalizační protokol pro sestavení LSP. 
• DS – je možné definovat trasy LSP na základě principu DS-byte, který je definován 
v architektuře DS.   
 
2.6. Správa přenosové kapacity v podsítích (SBM) 
Techniky Subnet Bandwidth Management (SBM), správa přenosové kapacity 
v podsítích, se zaměřuje na řízení toku dat a zajištění QoS v prostředí LAN. Tyto techniky 
jsou definované skupinou IEEE 802.1. SBM jsou zaměřeny na protokoly 2. vrstvy sítí 
LAN, které nebyly schopny poskytnout potřebné garance přenášeným rámcům, a to 
především v sítích typu ethernet. SBM definují protokolově řízenou prioritizaci rámců. 
Protože SBM nesplňuje jeden z nejdůležitějších požadavků, aby původní formát rámce 
nesl informaci o příslušnosti k virtuální síti, byly definovány standardy 802.1 p a 802.1d. 
 
 12  
IEEE 802.1 : Definovala rozšiřující normy umožňující garanci QOS v prostředí sítí 
LAN: 
• IEEE 802.1p -  klíčový standard, který definuje osmistupňovou prioritizaci na sítích 
Ethernet a Token ring (viz tab. 2.2), 
•  802.1Q – definuje vytváření virtuálních sítí LAN – VLAN,  
•  802.1D- definuje vlastnosti přepínačů sítí ethernet. 
802.1p mapování 
priorita popis ATM 
7 Řízení sítě VBR 
6 Interaktivní hlas   CBR, PCR=64kb/s, max CTD=200 ms 
5 Interaktivní multimédia VBR-rt, PCR=6Mb/s (MPEG2) 
4 Multimediální proud VBR-nrt, PCR=6Mb/s (MPEG2) 
3 Důležitá data (obchodní) VBR-nrt nebo ABR 
2 Standardní UBR nebo ABR 
1 Aplikace na „pozadí“ UBR 
0 „Best effort“ UBR 
Tab. 2.2: Příklad mapování priorit 802.1p rámce z ATM. 
 Kde: CBR (Constant Bit Rate) konstantní přenosová rychlost, 
VBR (Variable Bit Rate) proměnnou přenosovou rychlost, 
ABR(Available Bit Rate) dostupná přenosová rychlost,  
UBR (Unified Bit Rate) jednotná přenosová rychlost, 
CTD (Cell Transfer Dellay) maximální zpoždění, 




 13  
2.6.1. Vhodnost použití SBM k zajištění QOS 
Svojí jednoduchostí dovoluje SBM dostatečně pružně a podrobně definovat síťovou 
politiku v sítích LAN. Doplňuje tak množství protokolů použitelných v IP sítích. 
 
2.7. Aplikace architektur QoS v IP sítích 
Již zmíněné architektury (IS, DS, MPLS, SBM) slouží k vylepšení parametrů kvality 
služeb (QoS) v IP sítích. Všechny tyto modely jsou schopny pracovat samostatně. Jsou 
však navrženy tak, aby mohly pracovat současně a jejich činnost se vzájemně podporovala. 
Společně by měly zajistit QoS přes vrstvy OSI modelu a také mezi koncovými stanicemi 
IP sítě. Způsob jejich konfigurace, činnosti a vzájemné spolupráce se nazývá architektura 
QoS. 
Příklad možné spolupráce jednotlivých částí architektury QoS je znázorněn na obr. 2.6. 
Většina součástí je již výše zavedena, není definována pouze komunikace mezi 












Obr. 2.6: Ukázka možného použití architektury QoS IP sítí. 
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3. Výbava protokolů pro službu VoIP 
3.1. Protokolová sada H.323 
Protokol H.323 je zastřešující, shromažďuje celou řadu podřízených protokolů pro 
přenos hlasu, videa a dat v paketových sítích. První verze tohoto protokolu, který 
definovala organizace ITU, vznikla v roce 1996. V současné době patří jeho 4. verze 
k nejpoužívanějším protokolům. 
Hlavními prvky sítě s protokolovou sadou H.323 jsou (viz obr. 3.7): 
• H.323 MCU (Multipoint Control Unit) 
• H.323 terminály 
• Gatekeeper 











Obr. 3.7: Blokové schéma struktury paketové sítě s H.323 komponenty a napojení na 
ostatní typy sítí. 
 
 Protokol H.323 zahrnuje tyto doporučující kategorie (viz obr. 3.8):  
• Systémy řízení -  sestavení spojení (H.225 Q.931), řízení spojení (H.245), rozhraní 
pro komunikaci s Gatekeeperem (H.225 RAS – Registration, Admission, Status) 
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• Audio kodeky -  G.7xx a Video kodeky H26.xx, které spolupracují s RTCP (Real-
time Transport Control Protocol) 









Obr. 3.8: Sada protokolů architektury H.323. 
 
3.1.1. Adresování v systému H.323 
V systému H.323 mohou mít adresy několik podob: 
• IP adresa – používá se pro přímé adresování například v případě, že v síti neexistuje 
Gatekeeper, nebo brána. 
• URL adresa –(Uniform Resource Locator) – pro tento druh adresy je nutný DNS 
server, který přeloží URL na IP adresu. URL ve tvaru ras://jmeno@domena:port.  
• Aliasy – převod na IP adresy provádí Gatekeeper pomocí RAS. 
V rámci systému H.323 je přístup k aplikaci specifikován pomocí identifikátoru TSAP 
(Transport Service Access Point). V sítích IP je to dvojice [IP adresa, TCP/UDP port]. 
 
3.1.2.     Realizace spojení VoIP přes H.323 
V počítačové síti může existovat několik druhů komunikace: 
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• Přímé spojení v prostředí počítačové sítě – V případě, že volající zná IP adresu 
volaného terminálu, mohou terminály bez pomoci dalšího zařízení komunikovat 
přímo mezi sebou. 
• S pomocí přídavných zařízení -  Přídavná zařízení řídí komunikaci buď částečně, 
nebo úplně. Na tomto druhu komunikace se může podílet například Gatekeeper.    
                        
3.2. Protokoly pro přenos hlasu 
Z pohledu OSI modelu je přenos hlasu aplikací. Protokoly, které se v dnešní době 
používají pro přenos hlasu, jsou:  
• RTP 
• RTPC 
Tyto protokoly plní transportní funkci. To znamená, že zajišťují přenos samotného 
hlasového signálu převedeného do IP paketů. 
 
3.2.1. RTP protokol 
Úkol transportního protokolu je dopravit hlasový signál od zdroje k cíli. Přenos 
multimédií využívá protokol RTP. Pokud je to nutné, je signál před zapouzdřením do 
paketu digitalizován a dále zpracován některým ze standardních algoritmů – kodeků.  
Typ zvoleného algoritmu ovlivňuje šířku pásma a kvalitu přenášeného signálu. Šířka 
pásma kodeku také určuje zatížení procesoru. Čím je zatížení nižší, tím jsou nároky na 
procesor vyšší. Signalizací a kódováním je původní signál více či méně zkreslen. 
Například G.711 PCM, který se používá v digitálních telefonních sítích, omezuje 
maximální přenesenou frekvenci na 4 kHz, protože má vzorkovací frekvenci 8kHz. Kvůli 
kvantizaci čili digitalizaci vzorku dále G.711 PCM zkresluje signál na 8b. S klesajícími 
nároky na pásmo nemusí úměrně klesat kvalita hovoru. Pokročilé kodeky jsou 
optimalizovány na lidský hlas a ačkoli využívají několikanásobně menší pásmo než G.711, 
kvalita hlasu je srovnatelná. Protože může být v IP sítích nadbytek pásem, používají se 
kodeky pro přenos hlasu ve vysoké kvalitě. U IP telefonů firmy Cisco se můžeme setkat 
s tzv. wideband kodekem, který má vzorkovací frekvenci 16kHz a kvantizaci 16 b. 
Zpracovaný signál se dále rozdělí po krátkých časových úsecích, běžně 20 až 50 ms, které 
jsou zapouzdřeny do RTP paketů. 
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RTP pracuje jako nadstavba protokolu UDP (User Datagram Protokol) a přidává 
sekvenční a synchronizační informace. UDP neobsahuje na rozdíl od TCP žádný 
samoopravný mechanismus. UDP byl zvolen záměrně, protože cílem transportu hlasu není 
zajištění úplnosti přenášené informace, ale její doručení v reálném čase. Opravné 
mechanismy TCP by byly spíše překážkou. 
 
3.2.2. RTCP protokol 
Úlohou RTCP je přenést od přijímače k vysílači informaci o tom, v jaké kvalitě je 
signál přijímán, tj. kolik paketů se cestou ztratilo a jaké bylo proměnné zpoždění těch, 
které se přenesly. RTCP nemá na rozdíl od TCP opravnou funkci, ale informuje pouze 
vysílající aplikaci o kvalitě příjmu. Aplikace se pak musí sama rozhodnout, zda např. kvůli 
velkým ztrátám paketů nezmění kódování signálu tak, aby byl přenášen třeba v nižší 
kvalitě, ale s menšími ztrátami. 
 
3.3. Session Initiation Protocol (SIP) 
SIP (Session Initiation Protocol) patří do rodiny signalizačních protokolů. Tento 
produkt je organizace IETF. Slouží pro řízení spojení v síti IP na bázi klient – server. 
Používá se k zahájení, upravování a ukončování interaktivních relací. Pro realizaci VoIP a 
jiných multimediálních služeb je třeba dalších protokolů, například RTCP, RTP. 
Protokol SIP je textový a je podobný protokolům HTTP nebo SMTP. Výhodou textové 
podstaty protokolu je jeho jednoduchá analýza bez potřeby drahých analyzátorů. Pro 
protokol SIP je charakteristické: 
• SIP nenahrazuje všechny klasické telefonní služby v prostředí internetu. Většina 
z nich je buď zajišťována automaticky, nebo v tomto prostředí nemá význam. 
• Není navržen pro ovládání interaktivních relací v případě, že už byla relace 
navázána. 
• Není navržen pro řešení problematiky QoS, obsahuje však zprávy pro zahájení 
jednání o zajištění QoS a zprávu pro oznámení splnění požadavku na zajištění QoS. 
• Není to přenosový protokol (například jako HTTP), lze jej však použít pro přenos 
menších objemů dat, například pro přenos SMS zpráv. 
SIP se neomezuje pouze na internetovou telefonii. Obsahem signalizačních zpráv může 
být téměř cokoliv. Samotný protokol není svázán s žádným konkrétním typem informace, 
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která má být po uskutečnění spojení přenášena, a proto ve svém těle obsahuje další 
protokol. Jedná se například o SDP, který specifikuje všechna potřebná konfigurační data, 
pro následný úspěšný přenos uživatelské informace. 
 
3.3.1. Adresování v protokolu SIP 
Adresa uživatele je podobná emailové adrese. Je však možné ji rozšířit o další 
parametry. Tvar adresy se všemi parametry vypadá následovně: 
Sip: [username[:password]@]hostname[:port] [;parameter1;parameter2;….;]  
       [?header1&header2] 
Hranaté závorky udávají nepovinné údaje. Uživatelské jméno lze zadat jako jméno 
(např. losos), nebo jako číslo koncového účastníka PSTN. Toto jméno je možné doplnit 
heslem. Adresa hostitelského počítače je povinný parametr, který může být zadán jménem, 
nebo adresou. Přiřazené číslo portu udává přístupový bod transportní vrstvy. Ostatní 
parametry pak specifikují další informace, například o druhu transportního protokolu 
(UDP, TCP), zda je zadáno heslo či číslo uživatele. Díky této logické adresaci se stává 
identifikace uživatele nezávislá na fyzické adrese zařízení a tím je zajištěna mobilita.  
 
3.4. Porovnání protokolových sad pro VoIP 
Z tab. 3.3 vyplývají hlavní rysy protokolových sad. Z uvedené tabulky je také zřejmé, 
že protokol SIP a jemu podobné protokoly mají větší perspektivu do budoucnosti, než je 
tomu u protokolu H.323. Z tohoto důvodu byl vybrán protokol SIP pro mobilní sítě 
budoucích generací.  





(ITU) internetový původ (IETF) 
složitost komplikovaný jednoduchý 
formát záhlaví kódová pole textový 
podpora různých kodeků omezená standardizace neomezená 
Tab. 3.3: Porovnání protokolových sad pro IP telefonii. 
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4. Zajištění QoS ve standardu bezdrátových sítí 802.11 
Zajištění kvality služeb v bezdrátových sítích je založeno na použitém typu přístupové 
metody. Vzhledem k rozvíjejícím se požadavkům na přenos v reálném čase byly firmy a 
standardizační organizace IEEE donuceny vytvořit standard 802.11e, který rozšiřuje 
původní mechanismy přístupu o propracovanější zajištění QoS.  
 
4.1. Základní mechanismy řízení přístupu k médiím v sítích WLAN 
Základní komunikace je založena na náhodné přístupové metodě vícenásobného 
přístupu s detekcí nosné CDMA (Collision Detection Multiple Access). Standardy WLAN 
označují přístupové metody pojmem koordinační funkce. Existují dva druhy koordinačních 
funkcí, distribuované a centralizované.   
• Distribuovaná koordinační funkce DCF (Distributed Corination Function): 
Stanice mezi sebou soutěží o přístup k médiu v rámci náhodné přístupové metody 




Obr. 4.9: Časový diagram průběhu komunikace při DCF. 
Kde: Beacon – koordinuje komunikaci v sítích WLAN 
 DIFS – mezirámcová mezera DCF 
 SIFS – nejkratší mezirámcová mezera (největší pravděpodobnost přístupu k  
                         médiu) 
 ACK – potvrzuje přijetí rámce 
    
• Centralizovaná koordinační funkce PCF (Point Coordination Function): 
Představuje přístupovou metodu bez soutěžení (viz obr 4.10). Před využitím této 
metody se klient musí nejdříve registrovat u přístupového bodu. Ten se pak 
pravidelně dotazuje registrovaných stanic a zjišťuje, zda neobsahují data k vyslání. 
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Protože jsou dotazovány pouze registrované stanice, tato metoda nemůže pracovat 
samostatně, ale pouze v kombinaci s DCF. PCF byla určena pro zajištění provozu 
se striktně daným požadavkem na časování, jako mají například multimediální 




Obr. 4.10: Časový diagram průběhu komunikace při PCF. 
 
V komunikaci přes síť WLAN hrají důležitou roli čekací doby, označené pojmem 
mezirámcová mezera. Jedná se o povinné čekací doby před zahájením pokusu o vyslání 
nového rámce. Délka této doby ovlivňuje pravděpodobnost toho, že stanice získá přístup 
k médiu, a proto může zajistit prioritní řízení přístupu. V základním standardu se však toto 
prioritní rozdělení přístupu využívá pouze pro oddělení řídících a uživatelských dat. 
 
4.2. Standard 802.11e  
802.11e definuje další sadu služeb označenou jako základní sada služeb s podporou 
kvality služeb QBSS (QoS supporting Basic Service Set). Tato sada služeb se používá pro 
přidělení kanálu v základním schématu sítě (viz obr. 5.11). Obsahuje dva typy přístupu ke 
kanálu: 
• Rozšířený distribuovaný přístup ke kanálu - EDCA(Enhanced Distributed Channel 
Access) 
• Přístup ke kanálu řízený pomocí hybridní koordinační funkce HCF (Hybrid 
Coordination Function) – HCCA (Controlled Channel Acces) 
 
4.2.1. Rozšířený distribuovaný přístup ke kanálu (EDCA) 
QoS je v rámci tohoto přístupového mechanismu zajištěna na základě kategorií 
přístupu AC (Access Category). Každá zúčastněná stanice může mít 4 kategorie přístupu a 
provozu může přidělit až osm prioritních úrovní. Prioritní úrovně potom budou odpovídat 
kategoriím přístupu. Jedné kategorii přitom může odpovídat i více prioritních úrovní. 
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Prioritní úrovně 802.11e jsou totožné s úrovněmi definovanými ve standardu IEEE 
802.1D, což umožňuje vhodnou spolupráci s mechanismy řízení přístupu v LAN. 
U mechanismu EDCA rámce z jednotlivých kategorií přístupu soutěží o tzv. příležitost 
přenosu TXOP ( Transmission Oportunity). TXOP je časový úsek, ve kterém je možné 
přenést rámec. Časová omezenost TXOP je výhodou, která odstraní synchronizační 
problémy způsobené neznámou délkou rámce. Informaci o maximální povolené délce 
EDCA-TXOP získají stanice z rámce beacon, který je vysílán přístupovým bodem daného 
QBSS. 
Může nastat problém, kdy v rámci jedné fyzické stanice dostane přístup více kategorií 
přístupu současně. Tato situace se označuje jako virtuální kolize. V takovém případě může 
stanice odeslat pouze jeden rámec. Vybere se rámec z kategorie přístupu, která má nejvyšší 
prioritu. Nevybrané rámce vyhodnotí situaci jako kolizi, zvětší svoje intervaly a čekají na 
další uvolnění média, aby mohly opakovat vysílání. 
 
4.2.2. Přístup ke kanálu řízený pomocí HCF (HCCA) 
Mechanismus HCCA vychází z centralizované koordinace. Hlavní koordinační prvek 
HC (Hybrid Coordinator) v praxi zajišťuje přístupový bod podporující standard 802.11e. 
Hlavní funkcí HC je přidělování příležitostí přenosu TXOP kategoriím přístupu 
v bezdrátových stanicích podporujících 802.11e, QSTA (QoS Station) a přístupovém bodě 
QAP. HCCA pracuje během intervalu soutěžení i v intervalu bez soutěžení tím může 
zaručit absolutní garanci doby přenosu či zpoždění. V tomto mechanismu musí stanice 
konkrétně specifikovat svoje požadavky na síťové prostředky, které jsou pak vyhodnoceny 
HC a schváleny. V případě, že HC nemůže požadavky zaručit, odmítne je. Na základě 
takto zjištěných informací HC přiděluje stanicím TXOP o dostačující délce a počtu. 
 
5. Řešení QoS v dnešních WLAN sítích 
V dnešní době je nejčastěji používaná přístupová topologie WLAN sítě (viz obr. 5.11). 
Tato síť obsahuje přístupový bod AP (Acces Point), dále bezdrátové stanice, které se k AP 
připojují. Pro zajištění QoS v této topologii je dostačující využití standardu 802.11e.  
WLAN sítě se však rozšiřují, proto se setkáváme s daleko rozsáhlejšími sítěmi, které 
obsahují několik AP, spojených jinou technologií než bezdrátovou (viz obr. 5.12). V této 
situaci je řešením kombinace více metod a tím i poskytování kvalitnějších služeb. Pro 
potřeby VoIP telefonie v rozsáhlých sítích, ve kterých je účastník připojený bezdrátovou 
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přístupovou technologií, se jeví jako nejideálnější kombinace standardu 802.11e s metodou 
DiffServ. S tím, že 802.11e zajistí QoS mezi AP a klienty, zatímco DiffServ mezi 
jednotlivými Ap. Tyto technologie jsou si velice podobné. Přestože mohou pracovat 
samostatně, je s ohledem na lepší výsledky výhodnější jejich spolupráce.  
Z hlediska využití navrženého systému řízení kvality služeb spolupracujícího 
s mechanismem DiffServ je bezdrátová síťová technologie zcela transparentní. Stanice 
může detekovat konfigurační parametry mechanismu Diffserv v hraničním směrovači a 
může odpovídajícím způsobem nastavovat hodnoty pro odchozí pakety. Tím je zajištěno 
diferencované zacházení s pakety v páteřní síti DiffServ domény. Aby bylo označeným 
datagramům zajištěno řízené zacházení i v přístupové síti, to je mezi klientem a AP, je 
nutné vyřešit mapování hodnot DSCP na různé přístupové kategorie. Konkrétní parametry 
rozesílá stanicím AP, ty se pak podle nich dělí o přístup k médiu. Tyto údaje jsou proto 
dostupné v ovladači bezdrátové síťové karty. Jednoznačnému překladu hodnot DSCP na 
přístupové kategorie brání skutečnost, že v obou případech se jedná o manuální volbu 
parametrů, které si určuje daná organizace sama. 
Mezi kategoriemi přístupu v 802.11e a mezi třídami mechanismu Diffserv je blízká 
analogie. Kategorie přístupu pro přenos hlasu ve velké míře odpovídá požadavkům na třídu 
aplikací pracujících v reálném čase. 
Z uvedených informací je zřejmé, že navržený mechanismus je zcela využitelný pro 
komunikaci přes páteřní síť DiffServ domény. V případě přístupové sítě je vhodné zajistit 










Obr. 5.11: Schéma jednoduché přístupové topologie WLAN sítí. 
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6. Konstrukce sítě v programu Opnet Modeler 
Uvedli jsme, že se v bezdrátové části se používá pro zajištění QoS standard 802.11e. 
V této kapitole nasimulujeme bezdrátovou síť s jedním AP a čtyřmi klienty, kde každý 
z nich prezentuje jeden druh provozu a odesílá data na příslušný server. Simulaci 
provedeme v programu Opnet Modeler (OM).  
Za účelem určení dostatečné platnosti QoS v bezdrátové síti, jsme navrhli dva scénáře 
sítí:  
• Wifi síť bez aplikovaného Qos – klasická síť standardu 802.11b. 
• Wifi síť s aplikovaným QoS- síť standardu 802.11e 
Pro určení významu QoS je třeba porovnat hodnoty z obou těchto sítí. Zaměříme se na 
porovnání zpoždění (delay), přístupové doby (media access delay) a zahazování paketů 
(data dropped). 
6.1. Wifi síť bez aplikovaného QoS  
Simulaci v OM začneme tím, že vytvoříme projekt s názvem wireless. Protože bude 
tento projekt sloužit pro nasimulování obou scénářů, zvolíme název scénáře wifi_bez_QoS. 
Dále musíme určit, v jakém prostředí bude simulace probíhat. Z nabídky OPNETU 








Obr. 6.13: Výběr prostředí simulace. 
Velký význam má při simulaci Wifi sítě velikost prostředí, ve kterém simulaci 
provádíme. Na velké vzdálenosti by díky vlastnostem přenosu docházelo k naměření zcela 
jiných hodnot než na vzdálenosti krátké. Proto zvolíme velikost pole 1km x 1 km            
(viz obr. 6.13). 
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Obr. 6.14: Definování délky pole při simulaci. 











Obr. 6.15: Výběr použitých technologií. 
 
6.1.1. Hardwarové složení sítě 
V modulu palet object’s jsou vybrány síťové prvky a seskládány do funkční sítě             
(viz obr 6.16).  
V simulaci jsou použita tyto ethernetem spojená serverová zařízení: 
• Wlan_server, který plní službu příjmu dat od klienta odesílajícího data FTP (File 
Transfer Protokol). V této síti je jeho název FTP server. 
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• Wlan_server, který plní službu příjmu dat od klienta odesílajícího data VoIP. Jeho 
název je VoIP server. 
• Wlan_server, který plní službu příjmu dat od klienta odesílajícího data Video 
konference. Jeho název je Video conferencing server. 
• Ethernet_printer je serverová tiskárna, jenž přijímá data od klienta odesílajícího 
data k tisku. Její název je Printer. 
 
Pro příjem dat z bezdrátového vedení a následné rozšíření do serverů jsme použili: 
• Wlan_ethernet_slip4_ adv, který plní funkci AP, na niž se připojují klientské 
stanice, a který odesílá data do Switche. Název je Access Point_1. 
• Ethernet16_switch, který příjímá data od klientů z Access Pointu_1 a rozšiřuje je 
do příslušných serverů. 
 
Jako klientská zařízení jsou do sítě vložena: 
• Wlan_server – Jedná se o klientskou stanici, která je připojená na AP a generuje 
provoz FTP.  
• Wlan_wkstn_adv – Jedná se o klientskou stanici připojenou na AP a generující 
provoz služby VoIP. 
•  Wlan_wkstn_adv – Jde o klientskou stanici připojenou na AP a generující provoz 
Video konference. 
• Wlan_wkstn_adv -  Hovoříme o klientské stanici, která je připojena na AP a 




















Obr. 6.16: Jednotlivé prvky sestavené do sítě. 
 
6.1.2. Konfigurace sítě 
Při konfiguraci sítí se používají dva prvky generující provoz na síti: 
• Application Config, který představuje virtuální službu, jenž na požádání generuje a 
odesílá předem nadefinovaný provoz.  
• Profile Config generuje žádosti o zasílání dat. 
V těchto prvcích je třeba nastavit provoz odpovídající reálné síti. Jak již bylo výše 
uvedeno, definovali jsme 4 druhy služeb: 
• Aplikaci IP telefonie, která vytváří provoz 95 kbit/s a používá kodek hlasu G.711. 
Appli. Conf. (viz obr. 6.17) je nastavena na klientské stanici IP telephony, na 
požádání Prof. Conf., nastaveného na VoIP serveru, jsou data odeslána na AP a 
následně doručena do VoIP serveru. Provozu VoIP je nastavena třída služby 
Interactive Voice (6). 









Obr. 6.17: Nastavení Appli Config pro VoIP. 
• Službu Video konference, která vytváří provoz 460 kbit/s.V aplikaci dochází ke 
generování videa o rozlišení 128x128 pixels (viz obr. 6.18). K samotnému přenosu 








 Obr. 6.18: Nastavení Appli Config pro Video Konferenci. 
 
• Síťovou tiskárnu Print server ta sama o sobě poskytuje službu, a tudíž, na rozdíl od 
předešlých služeb, funguje obráceně. Na klientské stanici je nastaven Prof. Conf., 
jenž odesílá data na síťovou tiskárnu. Každou sekundu odešle soubor o velikosti 
100 kBytů, z čehož vzniká provoz na síti 800 kbit/s. Provoz má třídu služby 
Excellent Effort (3) (viz obr. 6.19). 
 
 







 Obr. 6.19: Nastavení Appli Config pro Print server. 
• FTP přenos – všechny předešlé služby mají nastavenu konstantní rychlost. Pro 
dosažení okamžiku zahazování paketů je však potřeba nastavit alespoň jeden proces 
s exponenciálním průběhem. Proto zvolíme FTP jako přenos na pozadí a nastavíme 
mu proměnný průběh. Velikost paketů je konstantní 1,2 MBytů, je však odesílán 
v závislosti na exponenciálním časovém průběhu 1 sekundy. Přenosová rychlost 
vzrůstá až na hodnotu 3,4 Mbitů/s. Pro tuto službu je přidělena třída        







Obr. 6.20: Nastavení Appli Config pro FTP přenos. 
U všech provozů je nastaven Prof. Conf. stejně. Začátek dotazování o odeslání 
respektive přijetí dat je u všech služeb rovnoměrně rozdělen do rozmezí 100s až 110s od 
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6.2. Wifi síť 802.11e – s aplikovaným QoS 
Tato síť je až na několik málo odlišností principiálně shoná se standardní sítí 802.11b. 
Postup při jejím zhotovování je taktéž shodný. Stejně jako v předcházející kapitole 
vytvoříme nový scénář, který nazveme  wifi_s_QoS. 
Zásadní rozdíl spočívá v podpoře parametru HCF, který musí být zapnut na všech 
klientských stanicích i na AP, na které se stanice připojují (viz obr. 6.22). 
 
7. Zhodnocení funkčnosti standardu 802.11e 
Ve vytvořených scénářích je nejprve třeba vybrat charakteristiky k měření, které budou 
po měření porovnány. Ve scénáři bez QoS jsme vybrali tyto: 
• Client FTP -  
• Client PRINT 
• Ethernet 
• Server FTP 
• Server PRINT 
• Server Video Conferencing 
• Video Conferencing 
• Voice Application 
• Wireless Lan 





























Obr. 6.22: Nastavení parametru HCF na AP do hodnoty default. 
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7.1. Propustnost sítě (Throughput) 
Zásadní rozdíl z hlediska propustnosti sítě u obou scénářů je v zahazování paketů na 
straně AP. V síti, která používá parametr HCF, k zahazování dat nedochází (viz obr. 6.23). 
Neboť AP reguluje ochozí data od klientů, zahazují se pakety již na jejich straně. 
Například aplikace FTP server vygeneruje provoz, který ovšem není odeslaný, protože 
přístup na přenosové medium dostal prioritně důležitější provoz. Data jsou tedy zahozena 









Obr. 6.23: Propustnost AP v síti 802.11e - nedochází k zahazování paketů. 
      Kde: 
 
V případě, že není použitý QoS (není použit parametr HCF), jsou data na klientské 
stanici zahazována jen částečně, a to v okamžiku, kdy v intervalu o soutěžení není 
přiděleno přenosové medium a dojde k přeplnění vyrovnávací paměti. V případě přidělení 
přenosového média jsou data odeslána, ovšem AP je není schopné zpracovat a dochází 
k zahazování na jeho straně (viz obr. 6.24). 
Vzhledem k poznatku zahazování dat na AP v síti 802.11b, je nasnadě prověření 
rozložení zahazování provozu do jednotlivých služeb. Protože má každá služba jiný 
provoz, není zahazování všude stejné, ale je rovnoměrně rozložené mezi všechny čtyři 
druhy provozu. Množství zahazování dat u jednotlivých služeb vznikne srovnáním 
odeslaných dat z klientské stanice provozující danou službu s přijatými daty na příslušném 
serveru (viz obr. 6.25, 6.26, 6.27, 6.28). 
 
 
Bezdrátová síť- zahazování paketů na AP (bits/sec) 
 
Bezdrátová síť – propustnost AP (bits/sec) 









Obr. 6.24: Propustnost AP v síti 802.11b – na AP jsou data zahazována. 












Obr. 6.25: Zahazovaná data služby FTP - Srovnání vyslaných dat klientem s doručenými 
daty na serveru.       




Bezdrátová síť- zahazování paketů na AP (bits/sec) 
 
Bezdrátová síť – propustnost AP (bits/sec) 
 
Data odeslaná z FTP klienta (bits/sec) 
 
Data přijatá FTP serverem (bits/sec) 









Obr. 6.26: Zahazovaná data služby VoIP - Srovnání vyslaných dat klientem s doručenými 
daty na serveru. 
        Kde:   










Obr. 6.27: Zahazovaná data služby Video konference - srovnání vyslaných dat klientem 
s doručenými daty na serveru. 
        Kde:   
 
 
Data odeslaná z IP telephony (bits/sec) 
 
Data přijatá VoIP serverem (bits/sec) 
 
Data odeslaná z klienta Video conference (bits/sec) 
 
Data přijatá Video conferencing serverem (bits/sec) 












Obr. 6.28: Zahazovaná data služby Print server - srovnání vyslaných dat klientem 
s doručenými daty na serveru. 
        Kde:   
 
 
7.2. Zpoždění (Delay) 
U sítě 802.11e je zpoždění doručení dat jednotlivých stanic stejné, což odpovídá 
předpokladu o soutěžení přístupu k médiu. Žádný provoz není upřednostněn, AP se snaží 
obsloužit všechny stejnoměrně. (viz obr. 6.29). 
Ve scénáři se sítí 802.11e nastává u zpoždění zásadní změna. Parametr HCF rozřadí 
provoz do kategorií, jednotlivým kategoriím přiřadí priority a podle nich pak jednotlivé 
služby obsluhuje. Nejdříve obslouží služby s největší prioritou, v našem případě IP 
telefonii, která má z tohoto důvodu nejmenší zpoždění. Pokračuje vyřizováním provozu 
s menší prioritou do té doby, než obslouží všechny kategorie. V této situaci se nabízí 
srovnání se sítí bez QoS, ve které měly všechny provozy zpoždění stejné. Tato skutečnost 




Data odeslaná z klienta Print (bits/sec) 
 
Data přijatá Síťovou tiskárnou (bits/sec) 









Obr. 6.29: Zpoždění doručení dat  v síti 802.11b– doba mezi odesláním požadavku na 
doručení dat a samotného doručení dat.  





7.3.  Přístupová doba k mediu (Media Access Delay) 
Doba přístupu k médiu je dána velikostí odesílaných paketů. Podle teoretických 
předpokladů by měl být v síti 802.11b přístup k médiu pro všechny provozy stejný, to však 
vzhledem k různým provozům na síti nelze zajistit. V případě, že síť generuje stejné 
zatížení, je přístupová doba téměř shodná. Čím větší je však velikost odesílaných paketů, 
tím delší je také přístupová doba. Z těchto okolností vyplývá, že není možné dosáhnout ve 
stávající síti stejné doby přístupu (viz obr. 7.31).  
Díky rozdělení provozu do kategorií (Voice, Video, Best Effort, Background) došlo i 
v době přístupu k médiu k očekávaným změnám. Bez ohledu na zatížení jsou nejdříve 
obslouženy provozy s vyšší prioritou, což vede k tomu, že je přístupová doba nejnižší u 




Zpoždění (delay) přenosu FTP dat přes WLAN (sec) 
 
Zpoždění přenosu IP telephony dat přes WLAN (sec) 
 
Zpoždění přenosu Print dat přes WLAN (sec) 
 
Zpoždění přenosu Video conferencing dat přes 
WLAN (sec) 







       
Obr. 6.30: Zpoždění doručení dat  v síti 802.11e– doba mezi odesláním požadavku na 
doručení dat a vlastním doručení dat.  













Obr. 7.31: Doba přístupu k médiu v síti 802.11b (Media Access Delay). 





Zpoždění (delay) přenosu FTP dat přes WLAN (sec) 
 
Zpoždění přenosu IP telephony dat přes WLAN (sec) 
 
Zpoždění přenosu Print dat přes WLAN (sec) 
 
Zpoždění přenosu Video conferencing dat přes 
WLAN (sec) 
 
Doba přístupu k médiu (Media Access Delay) FTP 
klienta (sec) 
 
Doba přístupu k médiu IP telephony  klienta (sec) 
 
Doba přístupu k médiu Print klienta (sec) 
 
Doba přístupu k médiu  Video conferencing (sec) 








Obr. 7.32: Doba přístupu k médiu v síti 802.11e (Media Access Delay). 




















Doba přístupu k médiu (Media Access Delay) FTP 
klienta (sec) 
 
Doba přístupu k médiu IP telephony  klienta (sec) 
 
Doba přístupu k médiu Print klienta (sec) 
 
Doba přístupu k médiu  Video conferencing (sec) 
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8. Závěr  
V této práci jsou uvedeny základní principy IP telefonie a její požadavky na kvalitu 
služby QoS. Jsou zhodnoceny její nároky na kapacitu linky a uvedeny vhodné síťové 
standardy k její realizaci. Dále jsou porovnány protokoly H.323 a SIP. Z výsledků vyplývá, 
že modernějším a perspektivnějším je jednoznačně SIP.  
V projektu jsou prostudovány metody zajištění QoS v klasických pevných sítích, 
protože bezdrátové sítě nemají QoS, byl pro ně vytvořen standard 802.11e, který řeší 
implementaci QoS modifikací stávajících přístupových metod takovým způsobem, aby byl 
zajištěn co nejvyšší stupeň QoS.  
V programu OM jsme tedy pro srovnání nasimulovali reálné sítě standardů 802.11e a 
802.11b. Nejen podle požadavků služby VoIP, ale i dalších služeb, se jednoznačně 
prokázala lepší síť standardu 802.11e. Vzhledem ke snížení celkového zpoždění a  
přístupové doby u důležitějšího provozu a naopak zvýšení propustnosti sítě, tak jak 
ukazuje 7. kapitola , se její prioritně řízený provoz jeví jako velmi účelný a pro zajištění 
QoS v bezdrátových sítích dostatečný.  
Protože je IP telefonie velice perspektivní a rozšiřující se služba, je vhodné zajistit její 
kvalitu i v rozsáhlých bezdrátových sítí. Zde však není pouhý standard 802.11e dostačující. 
Z tohoto důvodu je nutné pro takový typ rozsáhlých sítí kombinovat techniku 802.11e se 
zajištěním kvality v pevných sítích, které byly popsány v první části práce. Za nejvhodnější 
kombinace se jeví standard 802.11e a Diffserv. Při kombinaci těchto dvou metod je 
bezdrátová síť zcela transparentní. Tím, že klientská stanice detekuje konfigurační 
parametry DSCP pro odcházející pakety, je zajištěno diferencované zacházení s pakety 
v páteřní síti DiffServ domény. Kombinace těchto metod je tedy vhodná a účinná. 
V dnešní době je již standard 802.11e poměrně rozšířen. Jeho implementaci je možné 
nalézt ve většině Acces Pointů dostupných na trhu, taktéž v klientských síťových kartách. 
Proto není jeho použití nijak zvláště omezeno, je rozmanité a použitelné ve většině dnes 
používaných bezdrátových síťových technologiích. 
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