We are considering two initial-boundary value problems for Rayleigh-Benard convection in Oberbeck-Boussinesq approximation for incompressible fluid in 3D-rectangular domain with 4:4:1 geometric ratio with periodicity in two directions and cubic domain with 1:1:1 ratio and zero velocity and temperature gradient boundary conditions. For this purpose, we use two numerical method: one is a Pseudo-Spectral-Galerkin method with trigonometric-Chebyshev polynomials and the other is finite element/volume method with WENO interpolation for advection term. Numerical methods are presented shortly and are benchmarked against known DNS data and against one another (for quasi-periodic domain problem). Then we perform stability analysis using analytical expression for main stationary solutions and eigenvalue numerical analysis by applying Implicitly Restarted Arnoldi (IRA) method. The IRA is used to perform linear stability analysis, find bifurcations of stationary points and analyze eigenvalues of monodromy matrices. Thus characteristic exponents of the system for time periodic solutions (limited cycles of various periods and resonance invariant tori) are computed. We show, numerically, the existence of multistable rotes to chaos through chaotic fractal attractors, full Feigenbaum-Sharkovski cascades and multidimensional torus attractors (Landau-Hopf scenario). The existence of these attractors is shown through analysis of phase subspaces projections, Poincare sections and eigenvalue analysis of numerically computed DNS data. These attractors burst into chaos with the increase of Rayleigh number either through resonance and phase-locking or through emergence of singular chaotic attractors.
Introduction
The bifurcation analysis of Rayleigh-Benard convection was inspired by the 0-th modal approximation-the Lorenz system. The latter is known to show chaotic behavior and is a classic example of such ODEs (formulated as the 14th Smale problem). For the rigorous proof of the Smale's 14th Problem, you can see [1] . The first analysis of the phenomenon was conducted by Lord Rayleigh in [2] . Details about Rayleigh-Benard convection in general are described in [3] , where reader can find information about linear analysis, secondary flows, experiments and other useful information. The bifurcation analysis of the full system of Navier-Stokes equations was formulated in some papers later, see [3] [4] [5] [6] . Note that most of these papers are dedicated to 2D convection [6] or low mode problems [5] . Good review on the problem in general is presented in the Paul Manneville's chapter, see [7] . However, a large amount of review is dedicated to intermittency with almost no focus on Landau-Hopf scenario and Feigenbaum-Sharkovskii scenario. On the other hand, we were able to obtain some results in previous papers, see [8] . We show that the problem branches itself with the transition to chaos either through bifurcations of limited cycles (so called FeigenbaumSharkovskii-Magnitskii scenario, see [8] ) or through Landau-Hopf scenario with the formation of high dimensional tori in the phase space. The present work is a revision of these results for cubic wall bounded domain and presentation of new results obtained for cuboid periodic domain. In this paper, we also apply analysis of Monodromy matrix eigenvalues to confirm some bifurcations and transition mechanisms.
The paper is laid out as follows. Firstly, the Initial-Boundary value problem is posed. Then, the analytical data concerning linear stability are presented in order to perform benchmark of numerical methods. The next section includes numerical methods: Pseudo-Spectral-Galerkin method, Finite Element/Volume method and the IRA matrix-free eigenvalue solver. We outline some properties of these methods. Then we show some benchmark results for Rayleigh-Benard convection problem. We compare eigenvalues with some known data and analytical expressions; we also compare DNS results for moderate Rayleigh numbers with known statistical results. In the last section, we show result for bifurcation analysis in the considered two domains. The final sections are discussion and conclusion.
Initial-Boundary Value Problem
We are considering Oberbeck-Boussinesq approximation for incompressible Navier- Pressure is not explicitly defined and is treated differently for every numerical method that we use.
Stability of the Main Solution
We are following [3] to show the analysis of stability for the main stationary solution.
Considering a layer of fluid that is defined on 1 Ω 
and also see that the stability of the main solution is not dependent on Pr . However coming up with eigenfunctions for the non-slip case is much harder so we use numerical approach, since we are only interested in the value for cr Ra itself. We seek solution for the critical point 0 λ = in the form e qz f = . Plugging conditions into (4), one gets:
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So the solution for f is presented in the form: 
The solution for the constants can be organized in the homogenoius system of linear equations using boundary conditions (5): 0, = Ab (10) where
is the column vector of the unknown constants A, B,···, F and matrix A depends on the boundary conditions. We are not interested in finding b explicitly, but rather determine the condition for the homogenoius liner system to have a solution and from that condition derive critical values of Ra and k , called cr Ra and cr k , respectively. For the free-slip boundary the expression for the matrix is: 3  3  1  1  2  2   3  3  1  1  2  2   3  3  1  1  2  2   2  2  2  2  2  2  1  1  2  2  3  3  2  2  2  2  2  2  1  1  2  2  3  3  4  4  4 
Numerical Methods
In this section we give information about numerical methods that are used to solve the problem.
Pseudo-Spectral-Galerkin Method
The Pseudo-Spectral-Galerkin Fourier-Chebyshev method is applied to the domain 
, , d 
We can check that the following bases functions are analyticaly divergence free, i.e. , , 
, hence, d .
In order to meet homogeneous Dirichlet conditions we must have:
With all this together we get the following scalar basis functions in z direction:
3 , 1 , with 0,1, 2
It is a straightforward way to check that (16) and, hence, (12) are complied with (14) and (15 , , 
Since the basis is divergence free and the mean flow through periodic boundaries is zero, this implies that the integral of velocity over these boundaries is zero. In this case it is straightforward to show that the pressure is eliminated from (1) by projecting pressure gradient into the divergence free functional subspace that is formed by the span of divergence free basis functions.
We use the following scalar basis functions for the temperature expand:
, , e ,
where ( ) l z χ are constructed such that boundary conditions for temperature are satisfied:
With the correction term ( )
we satisfy boundary conditions for temperature on 1 z = ± . The cost of the full Bubnov-Galerkin method being applied to Equation (1) N N N  due to the non-linear term. These multiplication terms become convolution in the functional space thus causing multiplications of tensors rank 3. Such computation complexity is very limiting. In order to reduce the computational cost of calculations we use two stage transfer from physical space to functional space and use Fourier collocations with pseudo-spectral approach in xy direction.
First we span the functions in (1) using Discrete Fourier Transfer (DFT) in regular grid points, forming the following system (taking into account divergence-free nature of basis): 
with B being a convolution term. 
where we denote: . In order to perform integration we use exact symbolic integrals for diffusion and inverse mass matrices that are calculated in Wolfram Mathematica and stored for further use in the program. We use Gauss-Chebyshev quadrature in z direction. This quadrature is exact for polynomials of degree 2 1 N − and can be efficiently used. We use it to perform projection from domain to image and back for (22) , (23) and we find DFT divergence-free coefficients at points p z as
where p z points are Gauss-Chebyshev quadrature points and
  so boundary points belong to the boundary.
The nonlinear (multiplication) term is calculated using pseudo-spectral approach.
We calculate derivatives in polynomial space, then return to the physical space at specific points and calculate multiplication in physical space with computational 
where D1 is the differentiation matrix for our basis functions in z direction.
2) Increase the size of arrays for u and , , 
6) Apply (22) using Gauss-Chebyshev quadrature to get
This leads to no aliasing of frequencies.
The following approach requires less operations then the exact Bubnov-Galerkin method of
. The most operation-hungry part is the nonlinear term calculation using 3/2 padding. Now we assume that FFT can be used for DFT with ( ) stability region on a complex plane. The discrete Fourier spectra has a standard estimate [9] and spectral norm for Chebyshev matrices is used for the estimate. This part is beyond the scope of the paper.
Finite Element/Volume Method
We consider another method that is applied in 1 Ω and 2 Ω domains. It uses nodal volume method that we call "FEM" for short.
We start with discretization of Stokes operator:
s Ω with appropriate initial-boundary conditions. We use some discretization method that we discuss later and projection method (see [10] ) to translate (30) into:
, 0.
Here M is a mass matrix; Q is a gradient matrix; A is a diffusion matrix and G is a divergence matrix. We introduce time slices with ( ) l being l -the time slice with time-step t ∆ and derive the following system:
Since 1 l p + is unknown on l -th time slice, we split the system as: Let us introduce rectangular cuboids jkl W that from a 3D tessellation of a rectangular domain
where j is a multi index with j being a center of W j . We introduce another set of tessellation U k that is constructed from swapping central nodes and vertexes, thus each vertex of W j becomes a center for U k and vice versa.
We define basis functions in an element Q k , where Q can be W or U , as follows:
Now we use the following expansion in this element space for a scalar function ( )
Now we consider set of points j formed by the centers of W j or vertexes of U k . with : Q W = and the second operation is an inverse of (37) with : Q U = . In this case the scheme can be written as follows:
In this work we use compact finite difference scheme of 4-th order to approximate A and G using method of alternating directions. The approximation of L and Q is done using Bubnov-Galerkin projection (integration over Ω ), e.g. for the second equation in (38):
Inserting (37) into (39) and doing integration by parts: It is a straightforward way to check the BBL condition (we don't consider this in the papaer). Trivial kernel of G and Q is proved by considering space of finite elements and 4-th order compact differences schemes. The condition number of finite element approximation can be estimated from the space of finite elements and can be shown that it has a marginal bound. Now it is a straightforward way to return to Navier-Stokes equations by applying some approximation for the nonlinear term in (38) (defined bellow as B ). We use 7-th order WENO scheme that has good spectral properties and guaranties TVB behavior of the solution (on each WENO stage we use Runge-Kutta 3rd order SSP method [11] ). In order to increase the temporal accuracy we also use Runge-Kutta 3rd order explicit method [11] for which the projection step (38) is applied on every stage. The stability of the method is deduced from CFL condition since diffusion is considered in implicit way. 
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Solution of the Eigenvalue Problem
We briefly give description of the matrix free eigenvalue solver that is used for the problem. More information about this approach can be found in many papers, for 
Inserting those into discrete systems and linearizing one can gets the following set of equations:
0,
where
where ( ) 2) Arnoldi
Step. We form the Krylov subspace as *,s
, : 
where ( ) M  is a state transition operator or a Monodromy matrix. To find M in a matrix-free way we integrate the linearized system in time for a period  : 
Now we apply (48) for the input vector in Arnoldi step of IRA, while integral is evaluated by applying the selected time stepper.
Implementation Details
Our goal is to perform direct numerical simulation (DNS) of problems and trace transition from initial stationary point in the phase space (main solution) to the chaos through cascades of bifurcations. In order to detect and clarify bifurcations we use the analysis of eigenvalues of Jacobi and Monodromy matrices and phase portraits with Poincare sections. The calculation of the whole IRA algorithm and achievement of the statistically quasi-periodic solution regimes for relatively high Ra numbers require significant computational power. We use the same idea as in [8] to adapt number of harmonics or number of elements for the problem during the analysis of bifurcations.
The control of the accuracy is done by the analysis of the energy spectrum for the whole simulation time. We define the correlation tensor 
For the discrete problem we are using FFT to calculate (51). In order to get the energy spectra we integrate over the spherical shell:
that becomes a summation for the discrete problem. Then we check, that for
with N being the size of FFT discretization. The last relation (53) in physical interpretation means a track of the solution to be in a deep dissipation regime. It is an overdiscretization from a standard DNS point of view, however it is essential to obtain complex bifurcations in near chaos region. For all calculations we are using In order to accelerate computations we are using multiple Graphic Processor Units (multiGPU). The GPUs used are k40 NVIDIA GPUs, all programs are implemented on C++ with CUDA C. The application of DFTs is done by the CUFFT library on 2 or 4
GPUs. The matrix vector products are conducted using MAGMA library. The solution of the Poisson Equation (39) is carried out using geometric multigrid approach [17] .
The IRA algorithm is using dot product, matrix-vector operations and matrix matrix operations from MAGMA library across multiGPUs, wheres QR routine for the upper Hessenberg matrix is taken from LAPACK. The visualization is done using GMSH [18] , Gnuplot and LibreOffice, simple calculations are done in MATLAB.
Benchmarks
At first we perform the verification of our methods vs. known results. The first benchmark is to obtain the neutral curve by applying different cr k as it is done in Section 3. For this purpose we consider domain 1 Ω with the following perturbations of temperature:
where cr k is a given critical wave number, and we take Pr 1 = . The results for numerical methods are brought in Figure 1 
here R is an averaged Raynolds number taken analogous to [20] for the considered problems, Instantaneous snapshots of temperature distributions are shown in Figure 4 and 
Bifurcations and Route to Chaos
Some bifurcations for the problem in 2 Ω were presented in [8] as a survey of the results with the main emphasis on the Feigenbaum-Sharkovskiy sequence of cycles. In here we give new results for both setups.
Bifurcations in Domain with XY Periodicity
After the first bifurcation that is shown in Benchmarks section the flow stays steady that corresponds to the point in the phase space that remains in this point for 
Ra =
for FEM with the formation of limited cycle in the whole phase space. The following process for FGM is depicted in Figure 7 . The limited cycle increases its amplitude and for 5100 = Ra is shown in Figure 8 alongside with the eigenvalues of Monodromy matrix. The corresponding velocity and temperature distributions are shown in Figure 9 and trajectories in physical space with the magnitude of leading eigenvector are shown in Figure 10 . It is clear that one eigenvalue is located at the unit cycle at the point ( ) 1, 0 + that corresponds to the limited cycle. It is true for both numerical methods, although the convergence of IRA is faster for FGM method. Other eigenvalues are situated inside the unit circle and are stable. One can see the difference in eigenvalues for FEM and FGM methods, however both methods give correct leading eigenvalue. As one can see from the eigenvector, the flow is formed by the bending of the rolls with the subsequent oscillation. Although the attractor dimension is just one (limited cycle), the flow in physical space is already complicated. It can be traced with the stream lines obtained by Lagrangian particle tracers ( Figure  10 ) that are forming a complected path in the physical space.
At this point one may observe the effect of multistability. If perturbations of magnitude are applied to the system, the solution drifts to another attractor of dimension zero, i.e. stable point, temperature and velocity distributions are shown in Figure 11 . It is clear that a formation of distorted square structures is presented. If we trance this solution back by decreasing Ra we will get the square tile structures. For further reference we are not paying attention on multistable solutions near our main branch unless they form different scenario of transition to chaos.
With the further increase of Ra number we see the increase of amplitude of the limited cycle and with the sequential formation of the invariant two dimensional torus.
It can be expected since complex-conjugate eigenvalues of the Monodromy matrix in Figure 12 are closing to the unit circle on the complex plane. In order to obtain these results we had to run IRA with the same randomly initialised vector for all values of Ra . Secondary Hopf bifurcation occurs at 5893.4 Ra = for FGM and 5943.3 Ra = for FEM. This leads to the formation of the limited torus in the phase space, whose projection into three-dimensional subspace is shown in Figure 12 and physical space functions are shown in Figure 13 . Please note that in many papers the bifurcation that leads to the formation of invariant torus is called Neimark-Sacker bifurcation. This is a misuse of the term, since Neimark-Sacker bifurcation occurs in generic dynamical systems generated by iterated maps, see [21] , p. 113. Since we consider discrete system Such exact value was chosen in order to perform eigenvalue analysis (was found using quasi-Newton method). The period during integration  in (48) was defined by the return map in the Poincare section. Please note that the calculation of these eigenvalues took about a month on a 5GPU cluster. Corresponding eigenvalues are presented in Figure 15 . Two pure real eigenvalues have magnitude close to unity (0.999 and 0.997 and we assume that these eigenvalues are of magnitude one) and are located at the ( ) 1, 0 + point on the unit circle. This is another way of saying that the system has two zero Lyapunov exponents and all other exponents are negative (inside the unit circle on the complex plane). This corresponds to the phase-lock of three frequencies: two are connected through period doubling and another was irrational to them both. It is interesting that there are two more eigenvalues are closing the point ( ) Please note that we present data only from FGM here since FEM was not used for this branch. Evolution of return maps is shown in Figure 16 . One can see that the onset of chaos emerges very fast in parameter space through local hyperbolicity. With this the attractor dimension remains bounded between 2 and 3. This can be stated since the Figure 22 , the idea of its construction is taken from [6] . We will not stop on detail analysis of every solution and only point out that further increase of Ra leads to the 
Bifurcations in Bounded Cubic Domain
We are only discussing results here that were not mentioned in [8] . This subsection is focused on eigenvalues since we were unable to perform eigenvalue analysis in our previous papers due to computational limitations. All results are obtained with FEM.
There were three series of experiments conducted in [8] for various Pr numbers. Each series resulted in different scenarios of transition to chaos. As a matter of fact, this was not only due to Pr change, but also due to the symmetries in the system. At first, all scenarios have a common initial stage-supercritical pitchfork bifurcation. The first one was found in Section 5. The Rayleigh number of all bifurcations is higher compared to periodic domain due to the wall stabilization effect. If the initial perturbations are given as discussed in Benchmark Section 5 (dominated along one of the axis), then the flow develops a symmetrical solution in one plane, see Figure 24 .
Another set of initial conditions may lead to other symmetries. For example, corner structures are formed if an initial condition are taken with constant perturbation of magnitude  in the form: cation without the pitchfork (for example see Figure 26 ). Solutions are asymmetric in 2 Ω in the first case and this leads to the multiple invariant tori bifurcations, see [8] . In the second case the solutions are symmetric relative to a plane (e.g.
1 2 x = in Figure   24 ) and this leads to bifurcations of limited cycles with the formation of singular attractors. It was noticed in [8] that the solution may become asymmetric while on a cycle cascade which leads to chaotic solution through subcritical pitchfork bifurcation. Figure 28 ) is developing through series of period doubling bifurcations. After these singular cycles we are unable to detect any structures in the phase space.
Discussion
There are more questions to discuss that are not touched here. The problem of inter- intermittency, as suggested in [7] . The dependence on Pr was not investigated, however it is known, see [7] , that the route to turbulence depends on it and intermittency emerges more for high Pr (spacial instabilities are more elaborated in this case). The emergence of a 4D torus in Landau-Hopf scenario is still a question. It can be confirmed by the author's new idea (to be published soon) of constructing an ε -net of splines over the attractor and tracking its evolution on the attractor. If the structure in question is a torus and its mapping in phase space is diffeomorphic, then the ε -net will converge. But it requires enormous amount of computational power and time.
Another question is the automatization of the process of bifurcation detection and eigenvalue analysis as it was suggested in [12] [23] . Another question is the emergence of traveling waves for periodic problem and explicit study of it's influence on bifurcation scenarios. All these questions are topics for further research.
Conclusions
In this paper, we present results for laminar-turbulent transition in Rayleigh-Benard Rayleigh-Benard convection with the emergence of pitchfork bifurcation followed by Andronov-Hopf bifurcation, see [6] . However, the scenario is different from here on.
There is more symmetry in 3D problem and symmetry groups may become generators for Hopf bifurcations. It was studied in [24] on an ABC flow. If the symmetry is preserved exactly (that can only be achieved numerically by the application of high order methods of quasi-spectral accuracy and detailed discretization), then the system undergoes bifurcations of limited cycles. In this case, we confirm the existence of multiple Figenbaum-Sharkovsky sequences of cycle periods with direct and inverse directions, see bifurcation diagram in Figure 22 . We also observed multistability and existence of intermittency. Multistability can be explained by the neutral curve in We also show how the mapping to itself of the Poincare section in the singular torus works using Lameray diagram. All these "tori" routes lead to chaos much faster than that is for cycle route. It was noted in [6] , that there are chaotic attractors and stationary points coexisting for 2D case after the development of chaotic solution for high Ra numbers. We are unable to confirm this yet for the considered 3D cases. However, it seems likely in 3D as well, due to multistability. But in 3D case, the basis of attraction of these point attractors is smaller and, hence, it is more difficult to find this kind of system behavior.
