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Today’s energy sector faces a trilemma of challenges: keeping electricity reliable, afford-
able, and clean. Providing affordable and reliable service entails the determination of an
operating point for the power system, which minimizes the total cost of generation while
respecting the physical and operational constraints of the system. At the core of reliabil-
ity and affordability challenges is the AC optimal power flow problem (AC-OPF). In its most
general form, the AC-OPF problem is a high-dimensional optimization problem that is non-
convex and NP-hard in general. In addition to reliability and affordability challenges, in
recent years there has been a growing need to develop optimization methods, which en-
able the reliable and efficient operation of power systems that have a large fraction of their
power supplied from intermittent renewable energy resources, like wind and solar. The
need to accommodate the intrinsic uncertainty in the power supply of such resources will
require the development of robust optimization methods for the AC-OPF problem. In its
most general formulation, the robust AC optimal power flow (RAC-OPF) problem amounts
to a two-stage robust optimization problem, in which the system operator must determine
a day-ahead generation schedule that minimizes the expected cost of dispatch, given an
opportunity for recourse to adjust its day-ahead schedule in real-time when the uncertain
system variables have been realized. In addition to being nonconvex, the RAC-OPF prob-
lem is an infinite-dimensional optimization problem due to the need to optimize over an
infinite-dimensional recourse policy space.
The central topic of this thesis is the development of computationally tractable convex
inner and outer approximations (relaxations) for the AC-OPF problem and the RAC-OPF
problem. In the first part of the thesis, we focus on the AC-OPF problem, its equivalent
reformulation as a rank one constrained semidefinite program, and its semidefinite pro-
gramming relaxation. First, we study an a priori sufficient condition developed in the
literature, which guarantees the exactness of the relaxation and then we develop an poste-
riori sufficient condition, which can be used to verify the inexactness of the relaxation. For
AC-OPF problems that do not satisfy the sufficient condition for exactness, we investigate
the extent to which it is possible to apply a structured perturbation to the problem data
to obtain a problem, which satisfies said sufficient condition and which yields an optimal
solution that is feasible for the original problem. An explicit bound on the performance of
the feasible solution is also derived. In addition to perturbation-based inner approxima-
tions, we also propose an inner approximation scheme, which is based on an equivalent
representation of the rank one constraint as the difference of two convex functions. Using
this representation, we develop an algorithm, which is guaranteed to generate a sequence
of feasible solutions with nonincreasing costs. Lastly, we propose an iterative linearization-
minimization algorithm to uncover rank one optimal solutions for the semidefinite relax-
ation when the relaxation is exact, but its optimal solution set contains both rank one and
high rank optimal solutions. A simple bisection method is also proposed to address prob-
lems for which the linearization-minimization procedure fails to return a rank-one optimal
solution.
In the second part of the thesis, we focus on the RAC-OPF problem. By restricting the
space of recourse policies to those which are affine in the uncertain problem data, we
propose a method to approximate RAC-OPF from within by a finite-dimensional semidef-
inite program. The solution of this optimization problem gives rise to an affine recourse
policy for the RAC-OPF problem. In addition to the inner approximation, we develop a
method for constructing a second-order cone outer approximation to the RAC-OPF prob-
lem. The crux of our approach centers on the reformulation of RAC-OPF as a robust rank
one constrained semidefinite program, which is then relaxed to a robust linear program.
The relaxation is obtained by eliminating the rank one constraint and by approximating
the cone of positive semidefinite matrices from without by a polyhedral cone. A recursive
method is also developed, which refines said polyhedral cone in those regions that are
important for optimization to improve the performance of the relaxation. The practical
value of our method is that one can obtain a feasible solution to the RAC-OPF problem by
solving a finite-dimensional semidefinite program whose suboptimality can be bounded by
solving a second-order cone program. In addition, if the gap between the optimal values
of the outer and inner approximations is small, we have a certificate of near optimality of
the feasible solution obtained. To the best of our knowledge, our approach is the first to
provide a systematic method for computing a feasible solution to the RAC-OPF problem
and a nontrivial global lower bound on its optimal value via convex optimization.
As the final contribution, we develop computationally tractable inner and outer approxi-
mations to robust semidefinite programs, a class of optimization problems that is NP-hard
in general. The proposed method relies on approximating the positive semidefinite cone
from within and without by appropriate polyhedral cones. In addition, we develop a re-
cursive method, which refines these cones to sharpen the approximations. In particular
our method, eliminates the optimal solution of the approximation at the current iteration
step from the feasible set of the approximation at the next iteration step.
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CHAPTER 1
TODAY’S POWER SYSTEMS: CHALLENGES AND DIRECTIONS
1.1 Reliable, Affordable, and Clean Power Systems
Electric power systems are an integral part of modern societies as they facilitate economic
growth, promote business development, and improve our overall quality of life. In the
United States, the electric power industry represents 3% of the real gross domestic product
[33]. Today, power systems face a trilemma of challenges – keeping electricity reliable,
affordable, and clean. Providing reliable service entails constant and prudent management
of supply to meet the ever-changing system demand while satisfying both physical and
operational constraints of the power network. Electricity is a commodity that we hardly
ever think of, unless we do not have it. Service interruptions are extremely costly to society
both economically and socially. For example, the August 2003 blackout left approximately
fifty million people in the eastern United States in the dark for several days and had an
estimated cost between four to ten billion dollars [53].
While keeping the lights on is of great importance, doing it in an efficient manner is chal-
lenging. As a matter of fact, supplying electricity in the least-cost manner while satisfying
the power system’s physical and operation constraints is a fundamental problem in power
system operations, which is referred to as the optimal power flow problem. At its core,
the optimal power flow problem, is an optimization problem that is computationally in-
tractable, in general. The U.S. Energy Information Administration (EIA) estimates that
electricity losses at both the transmission and distribution level account for about 5% of
the electricity produced annually in the United States. In addition, according to the US
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Federal Energy Planning Board (FERC), a mere 5% increase in the efficiency of algorithms
for AC-OPF will yield six billion dollars in savings per year in the United States alone [18].
Until recently, the focus in power systems has been in keeping electricity reliable and
affordable. In the last couple of decades, however, increased environmental concerns
surrounding climate change have induced many U.S. states to adopt legislation mandating
that a significant percentage of their electricity be generated by clean renewable resources.
The state of California, for example, has set a target of 33% renewable energy penetra-
tion by the year 2020. One of the fundamental barriers to deep integration stems from
the variability of power from wind and solar resources, which are highly intermittent,
non-dispatchable, and difficult to forecast. As a consequence, they require costly reserve
generation to firm their output. For example, the 2010 eastern wind integration and trans-
mission study report by the National Renewable Energy Laboratory projects that reserve
requirements will increase by 1500 MW under a 20% wind energy penetration scenario
in the PJM interconnection [64]. If these increases are met with combustion-fired genera-
tion, they will be both economically untenable and counterproductive to carbon emissions
reductions. As as result, the drive to support the deep integration of variable renewable
energy into the grid, without sacrificing reliability, will require a paradigm shift in how we
produce, deliver, and consume energy.
The drive to support reliable, affordable, and clean energy into the grid will require a
paradigm shift in how we produce, deliver, and consume energy. To address these chal-
lenges, a wide body of research has recently emerged to create the so-called smart grid,
which will enable increased control over the electric power grid by integrating advanced
sensing and communications that will enhance the day-to-day operation of the grid. The
smart grid is expected to improve the way utility companies manage physical assets, the
3
way consumers interact with their energy supply, and the way governments reform policies
in order to address the challenge of reducing greenhouse gas emissions.
1.2 Sources of Uncertainty
1.2.1 Failures and Contingencies
In a system consisting of hundreds of thousands of components, the failure of one com-
ponent is not a rare event. Such events are exacerbated by the aging system infrastruc-
ture and by the exposure of certain components (such as transmission lines) to inclement
weather conditions. The social cost of power outages can be large, and it is agreed that
power systems must be able to withstand plausible disturbances and operate at new states
long enough to give the system operator enough time to restore the system to its normal
operating point.
1.2.2 Load
When aggregated over a large number of consumers, demand forecasts are usually more
accurate than individual disaggregate forecasts, as they tend to have smaller standard
deviation of error relative to the mean. In addition, such aggregate demand forecasts are
naturally correlated with weather conditions – like ambient temperature and humidity –
which affect the heating and cooling loads of buildings. One-to-four day weather forecasts
are typically accurate within a few percent. As a result, independent system operators
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Figure 1.1: Figures (a) and (b) depict the day-ahead and real-time (solid line) forecasts
for load and wind, respectively, in the ISO New England for the operating day of July 6th,
2017.
(ISOs) can rely on such forecasts to produce fairly accurate aggregate demand forecasts
(see Figure 1.1(a)). In addition to weather conditions, demand electricity consumption
exhibits strong periodical patterns. For example, electricity consumption is at peak in the
morning hours when consumers arrive at work and in the evening when consumers return
home. In addition, electricity consumption during weekends and holidays tends to be
lower.
1.2.3 Supply
Today’s electric power systems rely on conventional generators using fossil fuels (e.g.,
coal, oil, natural gas) to produce power in order to balance the system’s demand. Such
generation resources are dispatchable, giving the system operators the flexibility to dynam-
ically tailor the dispatch schedule of generators to compensate unforeseen fluctuations
in demand. Therefore, the system is said to be operated under a supply-follows-demand
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paradigm. Recently, the drive to support the deep integration of variable renewable en-
ergy resources into the grid, without sacrificing reliability, has brought unprecedented
challenges to power system operations. Renewable energy resources, like wind and solar,
are non-dispatchable, highly intermittent, and difficult to forecast. This is a fundamen-
tal barrier to their large-scale integration and currently system operators must maintain
costly reserve generation to support the grid when renewable generation levels differ sig-
nificantly from their forecasted levels (see Figure 1.1(b)). As a result, with the increased
penetration of renewable energy resources, we will witness a loss of supply-side flexibility.
In contrast to demand, the maximum available capacity of intermittent renewable re-
sources is difficult to forecast within a few percent accuracy, even on relatively short time-
scales. In the case of wind and solar, for example, this difficulty derives from the nonlinear
relationship between the instantaneous power produced from such resources and several
weather attributes – like wind speed and incident radiation – which can be foretasted fairly
accurately. In particular, the instantaneous power produced by solar panels depends on the
panel’s orientation and its angle of tilt with the horizontal. Both of these parameters affect
the solar radiation reaching the panel’s surface and, in turn, the power produced by the
panel.
Today, wind and solar power production are assimilated into the grid through legislative
mandates. In California, in particular, the ISO must accept all produced wind power and
therefore, wind power is treated as a negative load. This yields an increase in the variabil-
ity of net load (the total demand in the system minus renewable energy generation) which
is absorbed by reserve generators. The cost associated with deploying such generators is
beared by the load serving entities.
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1.3 Two Settlement System
Wholesale electricity markets predominantly run on a two settlement market system,
which consists of a day-ahead (DA) forward market and a real-time (RT) spot market. In
day-ahead, the system operator must schedule an initial dispatch of its resources subject
to uncertainty in the eventual realization of certain system variables, including demand
and generation levels of renewable resources. Such DA scheduling decisions are essential,
as certain generation resources (e.g., coal and nuclear) have limited ramping capabilities.
In real-time, all uncertain variables are realized, and the system operator is provided a
recourse opportunity to adjust its DA dispatch schedule in order to balance the system at
minimum cost.
1.3.1 Day-Ahead Dispatch
The day-ahead (DA) market takes place the day before the operating day, and it is aptly
named. In the DA market, suppliers submit production bids for delivery of power the
following day. These bids take the form of price/quantity pairs for delivery of constant
power over some time interval, typically, of length one hour (see Figure 1.2(a)). After
collecting all the bids, the system operator schedules an initial dispatch of the generators to
meet the forecasted demand. This is referred to as market clearing. Producers, whose bids
have been accepted, are bound to a financial obligation and are penalized for deviations
from their day-ahead schedules. The day ahead market enables the dispatch of generators
in real-time which have low marginal costs, but long start-up or ramp times. Therefore,
the more efficient the scheduling of such generating resources, the lower the cost of power.
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Figure 1.2: Figure 1.2a depicts the day-ahead (dashed line) hourly dispatch schedule and
real-time (solid line) five-minute dispatch schedule for the supply of power in the ISO New
England for the operating day of July 6, 2017. Figure 1.2b depicts the realized load. Any
residual imbalance that occurs between the real-time dispatch schedule and the realized
load is compensated by automatic control mechanisms.
We emphasize that the day-ahead market is a financial, not a physical market. It is in the
real-time market that generators produce power to keep the lights on.
1.3.2 Real-time Dispatch
The day-ahead market is cleared well in advance of the operating day, therefore, in order
to ensure that supply and demand are balanced, a real-time market is employed. In the
real-time market, suppliers can adjust their day-ahead schedules based on new information
such as updated renewable energy, price, and load forecasts. Contrary to the day-ahead
market, the real-time market is a physical market for delivery of constant power over
fifteen or five minute time intervals (see Figure 1.2(a)). Any residual imbalance that
occurs between supply and demand at smaller time scales (sub-seconds to minutes) is
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compensated by automatic control mechanisms. These control mechanisms are responsible
for fast adjustments to the output of generators, which are necessary for keeping supply
and demand balanced at all times and for maintaining certain system parameters (e.g.
frequency and voltage profile) within design limits.
1.4 Unit Commitment
Certain generation resources (or units) have limited temporal flexibilities, e.g., long start-
up and shut-down times and minimum online and offline times. Utilities make “commit-
ment” decisions day to hours in advance to have certain generation resources available to
produce power, when the need arises. Such commitment decisions mean that utilities are
willing to incur fixed costs associated with generators’ start-up costs in order to have these
resources available to produce power in real time. These decisions are financially justi-
fied since these generation resources tend to have lower marginal costs than generation
resources with faster start-up times (e.g., gas plants).
The objective of the unit commitment problem is to find a dispatch schedule which mini-
mizes both the commitment and dispatch costs of meeting demand. The decision variables
in the unit commitment problem are the statuses of the generator units, which are in-
herently discrete, and their output levels which are inherently continuous. The resulting
optimization problem is a mixed-integer programming problem.1 Due to its nonconvex-
ity and large scale, the unit commitment problem poses computational challenges. We
emphasize that this thesis does not consider the unit commitment problem. Namely, we
1A mixed integer programming problem is an optimization problem, which includes both descrete (inte-
ger) and continuous (real or complex) decision variables.
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assume throughout that the on and off statuses of the generators are known.
1.5 Optimal Power Flow
A closely related problem to the unit commitment problem is the optimal power flow prob-
lem. This problem is commonly referred to as the economic dispatch problem. In con-
trast to unit commitment, in the optimal power flow problem, the on and off statuses
of the generators are taken to be known. The objective is to find a dispatch for the col-
lection of generators that are committed to minimize the cost of meeting demand, while
respecting physical and operational constraints. The physical constraints represent the
power balance equations described by Kirchhoffs current and voltage laws, while the op-
erational constraints reflect bounds on real and reactive power generation, branch flows,
and voltage magnitudes. In contrast to unit committment, optimal power flow involves
only continuous decision variables, i.e., generation output and voltage phasors and it is
often formulated as a single period optimization problem. In any given day, the optimal
power flow problem is solved every five to fifteen minutes (real-time dispatch) to account
for fluctuating demands and changes in operating conditions.
1.5.1 Challenges
In its most general formulation, the optimal power flow problem is a large scale, noncon-
vex optimization problem that is NP-hard. The high dimensionality of the optimal power
flow problem derives from the existence of a decision variable representing the voltage
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phasor at each bus in the power system. The nonconvexity arises because the feasible set
has a nonconvex quadratic dependency on the set of complex bus voltages. Because of
this non-convexity, the optimal power flow problem may admit several locally optimal so-
lutions – some of which may be suboptimal. Since its origin, a variety of techniques from
mathematical programming, including linear and quadratic programming, have been pro-
posed to solve the optimal power flow problem. For a comprehensive literature survey, the
interested reader is referred to [18] and to the references therein. In practice, the predom-
inant approach to solving the optimal power flow problem involves the implementation
of nonlinear optimization routines, capable of addressing the inherent non-convexity (e.g.
MATPOWER [3], PSSE). These solvers, however, do not offer any guarantees regarding the
global optimality of the solution they produce. According to the US Federal Energy Plan-
ning Board (FERC), it is estimated that a mere 5% increase in the efficiency of algorithms
for optimal power flow will yield six billion dollars in savings in the United States alone
[18].
The drive to support the deep integration of renewable energy resources into the grid,
without sacrificing reliability has brought additional challenges to the optimal power flow
problem. In particular, the need to accommodate the intrinsic uncertainty in the power
supply of such resources will require the development of robust optimization methods for
the optimal power flow problem. In addition to being nonconvex and high dimensional,
the robust optimal power flow problem is an infinite-dimensional optimization problem
due to the need to optimize over an infinite-dimensional recourse policy space and to
enforce an infinite number of constraints.
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1.6 Summary of Contributions and Dissertation Organization
In this thesis, we study the effectiveness of convex approximations to the alternating cur-
rent optimal power flow problem (AC-OPF). The results presented in the thesis are orga-
nized according to two main parts: one in which all system parameters are known and
one in which certain system parameters, such as the maximum available capacities of gen-
eration resources, are uncertain. In the first part, the AC-OPF problem is formulated as
a single-stage static optimization problem and the objective of the ISO is to determine an
operating point for the power system, which minimizes the total cost of generation. In
the second setting, the AC-OPF problem is formullated as a two-stage robust optimization
problem (henceforth, we refer to this problem as RAC-OPF), in which the system operator
must determine a day-ahead generation schedule, which minimizes the expected cost of
dispatch, given a recourse opportunity to adjust its day-ahead schedule in real-time when
the uncertain system variables are realized, e.g., the available supply from renewable re-
sources. The RAC-OPF problem allows the system operator to compensate the attending
intermittency and uncertainty in the supply of power brought by renewable energy re-
sources to the power system operation. The dissertation is organized as follows.
In Chapter 2, Alternating Current (AC) Optimal Power Flow, we formulate the classical
AC-OPF problem, which takes the form of a complex quadratically constrained quadratic
program, and study its second-order cone and semidefinite relaxations. We discuss an a
priori sufficient condition, which guarantees exactness of the semidefinite relaxation and
develop an a posteriori sufficient condition to verify inexactness of the semidefinite relax-
ation. In addition, we discuss nonconvex optimization approaches based on primal-dual
interior point methods and the alternating direction method of multipliers for obtaining lo-
cally optimal solutions to the AC-OPF problem. The first is based on a primal-dual interior
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point method and the second on the alternating direction method of multipliers.
In Chapter 3, Perturbation Methods for Quadratically Constrained Quadratic Programs, we
consider complex quadratically constrained quadratic programs (QCQPs) having arbitrary
graph structures. Recent results have shown that QCQPs having acyclic graph structures
can be solved in polynomial time, provided that their constraints satisfy a certain technical
condition. We investigate the extent to which it is possible to apply structured perturba-
tions on the problem data to yield acyclic QCQPs having optimal solutions satisfying certain
approximation guarantees. Specifically, we provide sufficient conditions under which the
perturbed QCQP can be solved in polynomial time to yield a feasible solution to the orig-
inal QCQP and derive an explicit bound on the performance of said solution in the worst
case.
In Chapter 4, Recursive Semidefinite Approximations of AC-OPF, we consider the refor-
mulation of the AC-OPF problem as a semidefinite program with a rank one constraint
on the set of feasible matrices. We provide an equivalent representation of the rank one
inequality as the difference of two convex functions. Using this representation, we develop
a convex inner approximation to the AC-OPF problem as a semidefinite program and pro-
pose an algorithm, which yields a sequence of feasible solutions with nonincreasing costs.
In addition to the convex inner approximation, we consider the semidefinite relaxation
of the AC-OPF problem and propose an iterative linearization-minimization algorithm to
uncover hidden rank one optimal solutions to the relaxation in case its optimal solution
set contains both both high rank and rank one matrices. A simple bisection method is also
proposed to address problems for which the linearization-minimization procedure fails to
yield a rank-one optimal solution.
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In Chapter 5, Robust AC Optimal Power Flow, we formulate the robust AC optimal power
flow (RAC-OPF) problem as a two-stage robust optimization problem with recourse. This
problem amounts to an infinite-dimensional nonconvex optimization problem, which is
computationally intractable, in general. By restricting the space of recourse policies to
those which are affine in the uncertain problem data, we provide a method to approxi-
mate RAC-OPF from within by a finite-dimensional semidefinite program. The resulting
semidefinite program yields an affine recourse policy that is guaranteed to be feasible for
RAC-OPF. In addition to the inner approximation, we develop a method for constructing
a conic outer approximation to the RAC-OPF problem. The crux of our approach centers
on the reformulation of the RAC-OPF problem as a robust rank one constrained semidefi-
nite program and on its relaxation to a robust linear program. This relaxation is obtained
by eliminating the rank constraint and by approximating the cone of positive semidefinite
matrices from without by a polyhedral cone. We also develop a recursive method, which
refines the polyhedral cone only on those regions that are important for optimization in or-
der to improve the performance of the relaxation. The practical value of our approximation
techniques proposed in this Chapter derive from the fact that one can obtain a feasible so-
lution to the RAC-OPF problem by solving a finite-dimensional semidefinite program; and
can bound the suboptimality incurred by this feasible solution by solving another finite-
dimensional conic linear program. And if the gap between the optimal values of the outer
and inner approximations is small, we have an a posteriori certificate of near optimality of
the feasible solution obtained.
Finally, in Chapter 6, Recursive Conic Approximations of Robust Semidefinite Programs,
we investigate the problem of approximating solutions to intractable robust semidefinite
programs. The proposed method relies on approximating the positive semidefinite cone
from within and without by appropriate polyhedral cones. In addition, we develop a
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recursive method, which adaptively refines these cones to sharpen the approximations.
The proposed method is shown to eliminate the optimal solution of the approximation at
the current iteration step from the feasible set of the approximation at the next iteration
step.
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Part II
Deterministic AC Optimal Power Flow
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CHAPTER 2
AC OPTIMAL POWER FLOW
2.1 Introduction
The alternating current optimal power flow (AC-OPF) problem is a classic problem in
power systems operations that has been studied extensively beginning with the seminal
work of Carpentier [17] in 1962. The AC-OPF problem is generally formulated as a static
optimization problem where the objective is to minimize a convex cost function subject
to possibly nonconvex physical and operational constraints. The cost function is typically
chosen to represent either the total cost of generation, line power losses, or the sum of
voltage magnitudes across transmission buses. The cost is assumed to be affine or convex
quadratic. The physical constraints represent the power balance equations described by
Kirchhoff’s current and voltage laws, while the operational constraints reflect bounds on
real and reactive power generation, branch flows, and voltage magnitudes. Commonly, the
set of decision variables are comprised of a combination of bus complex power injections
and voltages. Naturally, the solution to AC-OPF is given by a set of decision variables that
yield a minimal cost operating point of the power system. Although AC-OPF is straightfor-
ward to formulate, it is in general difficult to solve.
In its most general formulation, the AC-OPF problem is a high dimensional, nonconvex
optimization problem that is NP-hard. The nonconvexity arises because the feasible set
has a nonconvex quadratic dependency on the set of complex bus voltages. Because of this
nonconvexity, the AC-OPF problem may admit several locally optimal solutions – some of
which may be suboptimal. Since its origin, a variety of techniques from mathematical pro-
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gramming, including linear and sequential quadratic programming, have been proposed
to solve the AC-OPF problem. We review some of these approaches in Sections 2.4-2.6.
For a comprehensive literature survey, the interested reader is referred to [18] and to the
references therein. In practice, the predominant approach to solving AC-OPF involves
the implementation of nonlinear optimization routines, capable of addressing the inher-
ent nonconvexity in the problem (e.g., MATPOWER [96]). These solvers, however, do not
offer any guarantees regarding the global optimality of the solution they produce.
More recently, there has been a flurry of work exploring the use of convex relaxations
for solving the AC-OPF problem [4, 34, 41]. In particular, the second-order cone and
the semidefinite relaxations have garnered considerable attention. Qualitatively, these re-
laxations involve first recasting AC-OPF as nonconvex quadratically constrained quadratic
program (QCQP) and then reformulating the nonconvex QCQP as a semidefinite program
with a rank one inequality constraint on the set of feasible matrices. Both relaxations en-
tail removing the rank one constraint to obtain a semidefinite program. In addition to the
rank constraint, the second-order cone approach further relaxes the positive semidefinite-
ness constraint. Namely, it requires only the two-by-two principal minors of all feasible
matrices to be nonnegative.1 For networks with acyclic topologies, both relaxations are
shown to be equivalent [14]. The relaxations are said to be exact if their optimal solu-
tion set contains a rank one positive semidefinite matrix – a condition which is difficult to
verify in practice. In this chapter, we focus primarily on the semidefinite relaxation of the
AC-OPF problem.
Certain realizations of AC-OPF yield semidefinite relaxations, which have optimal solutions
of rank no greater than one [41, 94, 13]. However, it has been observed that in practice the
1A matrix is positive semidefinite if and only if all its principal minors are nonnegative
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semidefinite relaxation of some AC-OPF problems have optimal solutions of high rank –
even though rank one optimal solutions may exist. This raises several interesting questions.
For instance, when is the minimal rank of the optimal solution set of the semidefinite
relaxation strictly greater than one? Alternatively, in situations where the optimal solution
set contains matrices of multiple rank, how might one uncover a hidden rank one optimal
solution when it exists? In Section 2.5.1 we develop an a posteriori sufficient condition,
which addresses the former question. And in Section 2.5.2 we provide a priori sufficient
condition proposed in [13, 76], which addresses the latter question.
Related work: After reformulating the complex QCQP describing the AC-OPF problem as a
QCQP over real-valued decision variables, Lavaei and Low [41] propose solving the dual
relaxation of said problem and provide a sufficient condition under which the solution
to the relaxed problem will be globally optimal for the original nonconvex problem. Their
main theoretical result states that the duality gap is zero for the QCQP over the real-valued
decision variables if the dual multiplier corresponding to the positive semidefinitness con-
straint has a zero eigenvalue of multiplicity two. The authors empirically observe that
this condition is satisfied by many IEEE benchmark networks. However, several examples
were given in [43] that demonstrate the failure of semidefinite relaxations to yield rank
one optimal solutions in the case of networks with binding line flow constraints realizing
negative locational marginal prices.
Building on this work, Zhang and Tse [94] explore as to whether the relaxation is exact for
certain families of networks. The authors show that for tree topologies satisfying certain
constraints on the nodal power injections, the set of feasible active power injections and
its convex hull have the same Pareto frontier. Therefore, the minimization of an increasing
function over the convex hull of the feasible set will yield solutions on the Pareto frontier of
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the non-convex problem. Moreover for linear objectives, they claim that the semidefinite
relaxation will yield a unique rank one optimal solution. Bose et al., build on these results
by showing that nonconvex QCQPs having an underlying acyclic structure and satisfying
certain technical conditions will yield semidefinite relaxations obtaining rank one opti-
mal solutions (cf. [13] and Section 2.5.1). For general problem structures, however, the
semidefinite relaxation may fail to yield optimal solutions that can be efficiently mapped
back to the original feasible set.
Contribution: The primary contribution of this Chapter is the development of an posteriori
sufficient condition for the nonexistence of rank-one optimal solutions to semidefinite re-
laxations of AC-OPF. This sufficient condition, which is presented in Section 2.5.2, exploits
dual nondegeneracy of semidefinite programs as defined by Alizadeh et al. in [1] to estab-
lish uniqueness of primal optimal solutions to complex semidefinite programs. Of import
is the fact that this sufficient condition holds for arbitrary network topologies, including
trees.
Organization: The remainder of the Chapter is organized as follows. In Section 2.2 we
formulate the classical AC-OPF problem and then in Section 2.3 we reformulate AC-OPF
as a complex quadratically constrained quadratic program. In Section 2.4, we develop
the second-order cone and semidefinite relaxations of AC-OPF. Section 2.5.1 presents a
sufficient conditions developed in the literature, which guarantees the exactness of the
semidefinite relaxation. In Section 2.5.2, we develop an posteriori sufficient condition,
which can be used to verify that the semidefinite relaxation is inexact. Section 2.6 presents
two nonconvex optimization approaches developed in the literature for obtaining locally
optimal solutions to the AC-OPF problem. The first is based on a primal-dual interior point
method and the second on the alternating direction method of multipliers. Conclusions
20
are given in Section 2.7.
Notation: Let R be the field of real numbers and C the field of complex numbers. For
z ∈ C, let Re(z) and Im(z) be the real and imaginary parts of z, respectively. In addition,
let i :=
√−1 be the imaginary unit. Let Rn be the n-dimensional real vector space and Hn
be the space of n× n Hermitian matrices. Given a matrix A, let [A]ij be its (i, j) entry. And
denote by A> and A∗ the transpose and complex conjugate transpose of A, respectively.
For a matrix A ∈ Hn, the notation A  0 (A  0) means that A is positive semidefinite
(positive definite). Endow Rn with the inner product x>y for all x, y ∈ Rn and Hn with
the trace inner product tr(X∗Y ) for all X, Y ∈ Hn.
2.2 Formulation of Deterministic AC-OPF
We begin with a development of a general model for the AC optimal power flow problem
(AC-OPF). The perspective we adopt is that of the system operator, whose objective is to
determine the dispatch of generation resources in order to minimize the cost of meeting
demand, while ensuring that all operational limits of generation and transmission facilities
are met.
We consider an electric power network whose topology is described by an undirected graph
G := (V , E), where the vertex set V := {1, . . . , n} represents the collection of transmission
buses and the edge set E ⊆ V×V represents the collection of transmission lines connecting
buses. We refer the reader to [25] for background on graph theory. We describe the AC
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power balance equations, which govern the relationship between complex bus voltages
and power injections [9] (we refer the reader to Appendix A, where we provide a detailed
derivation of these equations). Let Y ∈ Cn×n be the network admittance matrix, v ∈ Cn
the vector of bus voltages, and s ∈ Cn the vector of complex bus power injections. The AC
power balance equations can be expressed as
si := v
∗Siv, i ∈ V , (2.1)
where si ∈ C denotes the net complex power injected at bus i and Si := Y ∗eie∗i ∈ Cn×n.
The complex power flow from bus i to bus j is denoted by sij ∈ C and is given by
sij := v
∗Sijv, (i, j) ∈ E , (2.2)
where Sij := ei e
∗
i (ŷij/2 − [Y ]ij)∗ + eje∗i [Y ]∗ij ∈ Cn×n and ŷij ∈ C denotes the total shunt
admittance of line (i, j) ∈ E . We enforce two classes of constraints. The first requires that
bus voltage magnitudes satisfy
vmini ≤ |vi| ≤ vmaxi , i ∈ V ,
where vmini , v
max
i ∈ R denote upper and lower bounds on the voltage magnitude at bus
i ∈ V. The second class of constraints enforce line flow capacities. Namely, the real power
flow from bus i to bus j must satisfy
−`maxij ≤ v∗Pijv ≤ `maxij , (i, j) ∈ E , (2.3)
where Pij := (Sij + S∗ij)/2 ∈ Hn and `maxij ∈ R denotes the real power flow capacity of line
(i, j).
Let di ∈ C denote the power demand at bus i. If bus i is not connected to a load, we set
di = 0. Denote by Vg ⊆ V, the subset of buses connected to generators. The power balance
equations at load buses (i.e., buses not connected to generators) satisfy
si = −di, i ∈ V \ Vg.
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Similarly, at generator buses, the power balance equations satisfy
si = gi − di, i ∈ Vg. (2.4)
The power produced at each bus i ∈ Vg is constrained by the power capacity of each
generator, namely,
gmini ≤ gi ≤ gmaxi , i ∈ Vg,
where gmini ∈ C and gmaxi ∈ C denote the minimum and maximum nameplate power
capacities of generator i ∈ Vg. Moreover, each generator i, incurs a cost, which is assumed
to be linear in the real power produced. We explicitly define its production cost as
fi(gi) := αiRe{gi}, (2.5)
where αi ≥ 0 for all i ∈ Vg. To maintain clarity of exposition, we assume that there is at
most a single load and at most a single generator at each bus i ∈ V .
Leveraging on the preceding development, we formulate the AC-OPF problem as follows:
minimize
gi∈C, v∈Cn
∑
i∈Vg
fi(gi)
subject to g
i
≤ gi ≤ gi i ∈ Vg,
v∗Siv − gi = −di, i ∈ Vg,
v∗Siv = −di, i ∈ V \ Vg,
vmini ≤ |vi| ≤ vmaxi , i ∈ V ,
|v∗Pijv| ≤ `maxij , (i, j) ∈ E .
(2.6)
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2.3 Quadratically Constrained Quadratic Programming Formulation
In this section, we reformulate the AC-OPF problem (2.6) as a quadratically quadratically
constrained quadratic program. We do so by first eliminating the generator dispatch vari-
ables gi ∈ C, i ∈ Vg through their direct substitution according to the nodal power balance
equations (2.4). These transformations give rise to the following reformulation of (2.6).
minimize
v∈Cn
v∗
∑
i∈Vg
αiΦi
 v +∑
i∈Vg
αiRe{di}
subject to Re{g
i
− di} ≤ v∗Φiv ≤ Re{gi − di}, i ∈ Vg,
Im{g
i
− di} ≤ v∗Ψiv ≤ Im{gi − di}, i ∈ Vg,
v∗Φiv = −Re{di}, i ∈ V \ Vg
v∗Ψiv = −Im{di}, i ∈ V \ Vg
(vmini )
2 ≤ v∗(eie>i )v ≤ (vmaxi )2, i ∈ V ,
− `maxij ≤ v∗Pijv ≤ `maxij , (i, j) ∈ E ,
(2.7)
where the Hermitian matrices Φi,Ψi ∈ Hn, i ∈ V are given by
Φi :=
Si + S
∗
i
2
, Ψi :=
Si − S∗i
i2
. (2.8)
We remark that v?Φiv = Re{si} and v∗Ψiv = Im{si} denote active and reactive net power
injections at bus i, respectively.
Remark 1 (Nonconvexity). The nonconvexity in AC-OPF (2.7) arises because the feasible set
has a nonconvex quadratic dependency on the set of complex bus voltages. This follows since
the matrices Φi,Ψi, i ∈ V and Pij, (i, j) ∈ E are indefinite, in general.
Problem (2.7) can be posed as an instance of the following general class of nonconvex
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quadratically constrained quadratic programs.
minimize
v∈Cn
v∗A0v
subject to v∗Aiv ≤ bi, i = 1, . . . ,m
v∗Aiv = bi, i = m+ 1, . . . ,m+ `,
(2.9)
where A0, A1, . . . , Am+` ∈ Hn and b1, . . . , bm+` ∈ R. For the AC-OPF problem (2.7), the
number of inequality constraints is given by m := 2(|V| + |E| + |Vg|) and the number of
equality constraints is given by ` := 2|V \ Vg|.
2.4 Convex Relaxations of AC-OPF
There is rich theory which considers convex approximations to the AC-OPF problem, the
most popular of which is the Direct Current Optimal Power Flow approach (DC-OPF). This
approach relies on a linearization of the quadratic power flow equations which are justified
by several physical properties of power flows in typical power systems, e.g., the voltage
magnitudes at each bus are approximately equal to one per unit. These approximations
of the power flow equation give rise to a linear programming approximation of the AC-
OPF problem. While solutions to DC-OPF are useful in many instances (e.g. as initial
conditions to several optimization algorithms), they may not be feasible for the original
AC-OPF problem. Moreover, the optimal value of the DC-OPF approximation is neither an
upper or a lower bound to the optimal value of the original AC-OPF problem. In contrast,
convex relaxations rely on enlargements of the solution set of AC-OPF and therefore they
offer the ability to check whether a solution is feasible (in fact globally optimal) for the
original problem. If not feasible, then the optimal value to the convex relaxation provides
a lower bound to the optimal value of the AC-OPF problem. And if the feasible set of a
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convex relaxation is empty, then this is a certificate that the original AC-OPF problem is
infeasible.
In this section, we focus on two convex relaxations to the AC-OPF problem: a second-order
cone and a semidefinite relaxation. We refer the reader to Appendix A.2.1 for a detailed
derivation of the DC power flow model.
2.4.1 Semidefinite Programming Relaxation
A recent stream of work has explored the application of semidefinite relaxations to solve
the AC-OPF problem (2.6). Essentially, this convex relaxation entails the reformulation
of the nonconvex quadratically constrained quadratic program (2.9) as a rank one con-
strained linear program over the cone of Hermitian positive semidefinite matrices. The
semidefinite relaxation of AC-OPF is obtained by removing the rank one constraint. In this
section, we provide a detailed exposition on this relaxation approach. We also refer the
reader to [48, 49] for a comprehensive survey of these results.
The reformulation of the QCQP (2.9) as a rank one constrained semidefinite program is
obtain through a lifting procedure. In particular, for any matrix B ∈ Hn, the scalar
v∗Bv = tr(v∗Bv) = tr(Bvv∗),
where the last equality follows by the cyclic property of the trace operator.2 Letting V := vv∗
be a positive semidefinite rank one matrix, we obtain a reformulation of AC-OPF (2.9) as a
rank one constrained semidefinite program. The semidefinite relaxation entails removing
2The cyclic property of the trace states that tr(BC) = tr(CB), for any two matrices B,C ∈ Hn.
26
the rank one constraint and it is given by
minimize
V ∈Hn
tr(A0V )
subject to tr(AiV ) ≤ bi, i = 1, . . . ,m,
tr(AiV ) = bi, i = m+ 1, . . . ,m+ `,
V  0.
(2.10)
The optimal value to the semidefinite relaxation serves as a lower bound the optimal value
of AC-OPF. Moreover, if the optimal solution of (2.10) has rank one, then an optimal solu-
tion to AC-OPF can be constructed through an eigenvalue decomposition of said optimal
solution. In particular, if V ? is a rank one optimal solution to (2.10) and V ? = UΛU∗ is an
eigenvalue decomposition of V ?, then
v =
√
[Λ]11Ue1
is an optimal solution to the AC-OPF problem (2.9).
The relaxation is said to be exact if its optimal solution set contains a rank one matrix –
a condition which is difficult to verify in practice. Certain realizations of AC-OPF yield
semidefinite relaxations with optimal solutions of rank no greater than one. It has, how-
ever, been observed that in practice many instances of AC-OPF yield semidefinite relax-
ations with optimal solutions of high rank – even though rank one optimal solutions may
exist. This raises several interesting questions. For instance, when is the minimal rank of
the optimal solution set of the semidefinite relaxation strictly greater than one? We ad-
dress this question in Section 2.5.2. Alternatively, in situations where the optimal solution
set contains matrices of multiple rank, how might one uncover a hidden rank one optimal
solution when it exists? We address this question in Section 2.5.1 and Chapter 4.
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2.4.2 Second-Order Cone Programming Relaxation
The feasible set of the semidefinite relaxation of AC-OPF can be further relaxed by replac-
ing the positive semidefiniteness constraint with a less stringent constraint. Namely, we re-
quire only that the two-by-two principal minors of all feasible matrices to be nonnegative.
This restriction gives rise to a second-order cone programming relaxation for AC-OPF. The
reduction to a second-order cone program follows since any Hermitain two-by-two matrix
X is positive semidefinite if and only if
[X]11, [X]22 ≥ 0 and
∣∣[X]12∣∣2 ≤ [X]11[X]22.
And the above constraints can be equivalently expressed as second-order cone constraints
of the following form:
[X]11, [X]22 ≥ 0 and

[X]11 + [X]22
2[X]12
[X]11 − [X]22
 ∈ L3,
where Lk := {(t, x) ∈ R×Ck−1 | ‖x‖2 ≤ t} is the second-order (Lorentz) cone of dimension
k. Leveraging on the preceding development, the second-order cone relaxation of the AC
optimal power flow problem is given by
minimize
V ∈Hn
tr(A0V )
subject to tr(AiV ) ≤ bi, i = 1, . . . ,m,
tr(AiV ) = bi, i = m+ 1, . . . ,m+ `,
tr(eie>i V ) ≥ 0, i ∈ V
tr(eie∗iV ) + tr(eje
∗
jV )
2tr(eie>j V )
tr(eie∗iV )− tr(eje∗jV )
 ∈ L3, ∀ 1 ≤ i < j ≤ n.
(2.11)
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By construction, it follows readily that the optimal value of the second-order cone relax-
ation (2.11) is a lower bound to the the optimal values of both the semidefinite relaxation
(2.10) and the AC-OPF problem (2.6).
2.5 Exactness of Semidefinite Relaxations of AC-OPF
2.5.1 A Priori Sufficient Conditions for Exactness
The semidefinite relaxation of AC-OPF is said to be exact if and only if its optimal solution
set contains a rank one matrix. Several papers [13, 49] have established sufficient condi-
tions on the AC-OPF feasible region under which the semidefinite relaxation is exact for
networks with acyclic topologies. Such topologies are typical in most electrical distribution
systems. To state the results we first require some essential definitions.
Definition 2.5.1 (Linearly Separable). A set of complex numbers x1, . . . , xr ∈ C is defined
to be linearly separable from the origin, if there exists 0 6= p ∈ C such that Re(p∗xk) ≤ 0 for
all k = 1, . . . , r.
In other words, a set of complex numbers is linearly separable from the origin, if there
exists a line through the origin of the complex plane such that all points in this set lie on
one side of the line. The points may lie on the line, as the separation can be nonstrict.
Figures 2.1(a)-(b) provide an example of a set of complex numbers which are linearly
separable. The set of complex number in Figure 2.1(c) is not linearly separable. We now
introduce off-diagonal linear separability of a semidefinite program, as defined in [13, 76].
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(a) (b) (c)
Figure 2.1: Figures (a) and (b) are examples of sets of complex numbers, which are linearly
separable from the origin and (c) an example of a set that is not linearly separable from
the origin.
Definition 2.5.2. The semidefinite program (2.10) is defined to be off-diagonally linearly
separable from the origin, if the set of complex numbers
{[A0]ij, [A1]ij, . . . , [Am]ij,±[Am+1]ij, . . . ,±[Am+`]ij} (2.12)
is linearly separable from the origin for all 1 ≤ i, j ≤ n and i 6= j.
We are now in a position to state the following result from [13, 76]. It provides sufficient
conditions, under which a rank one optimal solution to the semidefinite program (2.10)
can be computed in polynomial time. The proof of Theorem 3.2.4 provides a simple pro-
cedure for constructing such a solution and we include it for completeness. Recall that G
denotes the graph of the power network (cf. Section 2.2).
Theorem 2.5.3. If G is acyclic and the semidefinite program (2.10) is off-diagonally linearly
separable from the origin, then an optimal solution to (2.10), which has rank one can be
computed in polynomial time.
Proof. The proof provides a procedure for constructing an optimal solution to the semidef-
inite relaxation that has rank one for an optimal solution of high rank. Without loss of
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generality, we assume throughout that the graph G is a connected acyclic graph, that is, it
is a tree. Let
A := {A0, A1, . . . , Am,±Am+1, . . . ,±Am+`}
The proof proceeds in two steps. First, a matrix W ∈ Hn is constructed from the optimal
solution V ? to the semidefinite relaxation (2.10), which satisfies WiiWjj = |Wjk|2 for all
(i, j) ∈ E and tr(AiW ) ≤ tr(AiV ?), for all i = 0, . . . ,m + `. Then, a vector v ∈ Cn is
constructed from W , which satisfies
v∗Av = tr(AW ) ≤ tr(AV ?), for all A ∈ A (2.13)
It is straightforward to see that above inequalities imply that v must be an optimal solution
to the the nonconvex QCQP (2.9).
(i) Constructing W from V ?: For each i = 1, . . . , n, let [W ]ii := [V ?]ii and for each
(i, j) ∈ E , let
[W ]ji := [V
?]ji + yji exp
i(−pi/2+ϑji),
where yji is a positive scalar to be specified below and ϑji is an angle satisfying
ϑji ≤ ][A]ji ≤ ϑji + pi, ∀ A ∈ A. (2.14)
Such an angle is guaranteed to exist since for each (i, j) ∈ E , the set of complex
numbers (2.12) is assumed to be linearly separable from the origin. Moreover, since
W is a Hermitian matrix, it follows readily that θij = (pi − θji) mod 2pi. 3 All off-
diagonal entries of W which are not in the set of edge E of G are left unspecified
for the moment. Next, we argue that tr(AW ) ≤ tr(AV ∗), for all A ∈ A, as long as
3x = y mod z if and only if (x− y) = kz for some integer k.
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yij ≥ 0. In particular, note that
tr (A(W −X?)) =
n∑
i=1
[A]ii
(
[W ]ii − [V ?]ii
)
+
∑
(i,j)∈E
[A]ij
(
[W ]ji − [V ?]ji
)
=
∑
(i,j)∈E
i<j
2 Re
{
[A]ij
(
[W ]ji − [V ?]ji
)}
=
∑
(i,j)∈E
i<j
2
∣∣[A]ij∣∣yji cos(][A]ij − pi/2 + ϑji),
where all equalities follow from the definition of W . In addition, it follows readily by
equation (2.14) that the argument of the cosine in the above expression lies in the
interval [pi/2, 3pi/2] and therefore, cos(][A]ij − pi/2 + ϑji) ≤ 0. Therefore, if yji ≥ 0,
we must have
tr (A(W − V ?)) ≤ 0. (2.15)
We choose yji so that we have WiiWjj = |Wji|2, or equivalently
[V ?]ii[V
?]jj =
∣∣[V ?]ji + yjiei(−pi/2+ϑji)∣∣ .
This is a quadratic relation in yji, which admits a closed form solution given by
yji =
√
b2 + c− b, where
b := Re
{
[V ?]jie
i(pi/2−ϑji)} , c := [V ?]ii[V ?]jj − ∣∣[V ?]ji]∣∣2.
Since V ? is positive semidefinite, the 2 × 2 principal minor corresponding to its ith
and jth columns is also positive semidefinite. Therefore, c ≥ 0, which in turn implies
that yji ≥ 0.
(i) Constructing a rank-one matrix from W : We construct a vector v ∈ Cn satisfying
(2.13). The rank one matrix is obtained by taking the outer product of v with itself.
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For each i = 1, . . . , n, let vi :=
√
Wii and set ]v1 := 0. And for each node j ∈
{2, . . . , n}, let (`0, `1), (`1, `2), . . . , (`k, `j) be the unique path from node 1 to node j in
the tree, where `0 = 1 and `j = j. We define
]vj := −
∑
k=0
][W ]`k`k+1 .
Note that for (i, j) ∈ E , we have Wji = ]vj − ]vi. Equality (2.13) is satisfied since
v∗Av − tr(AW ) =
n∑
i=1
[A]ii(|vi|2 −Wii) +
∑
i 6=j
1≤i,j≤n
[A]ij(v
∗
i vj −Wji)
=
∑
(i,j)∈E
2Re {[A]ij(v∗i vj −Wji)}
=
∑
(i,j)∈E
2Re
{
[A]ij
(|vi||vj|ei(]vj−]vi) −Wji)}
=
∑
(i,j)∈E
2Re
{
[A]ij
(√
WiiWjje
i]Wji −Wji
)}
= 0.
(2.16)
It follows readily from expressions (2.15) and (2.16) that the rank-one matrix vv∗ is
an optimal solution for the semidefinite relaxation (2.10).

We now discuss the limitations of Theorem 3.2.4 to the semidefinite relaxation of AC-OPF.
To facilitate our discussion, we restate Theorem 3.2.4 using the definition of the matrices
Φi,Ψi, i ∈ V in (2.8) and Pij, (i, j) ∈ E in (2.3). We have the following Corollary.
Corollary 2.5.4. If the power network is characterized by an acyclic graph and the matrices
±Φi,±Ψi, Pij, i ∈ V , (i, j) ∈ E , Φ0 :=
∑
i∈Vg
αiΦi
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Figure 2.2: This figure from [49] depicts the linear separability condition on a line (i, j) ∈
E . The quantities ([Φi]ij, [Φj]ij, [Ψi]ij, [Ψj]ij) correspond to upper bounds on the active and
reactive power injections. Their negative quantities correspond to lower bounds. The
linear separability assumption is satisfied if there is a line through the origin such that
the quantities corresponding to finite upper and lower bounds on the active and reactive
power injections lie on one side of the line. The figure illustrates that the linear separability
condition cannot be satisfied if there is a line where both real and reactive power injections
at both ends of the line are both upper and lower bounded by finite numbers. Power
networks with at least one load bus, i.e., a bus i ∈ V \ Vg naturally violate the linear
separability condition.
defined in (2.3) and (2.8) are off-diagonally linearly separable from the origin, then an opti-
mal solution to (2.10), which has rank equal to one can be computed in polynomial time.
We refer the reader to Figure 2.2, which is taken from [49] for a graphical illustration
of the limitations of the Theorem. The linear separability condition cannot be satisfied if
there is a line where both real and reactive power injections at both ends of the line are
both upper and lower bounded (by finite numbers). Therefore, Theorem 3.2.4 cannot be
applied to power networks with at least one load bus, i.e., a bus i ∈ V \ Vg. Consider now
the case where a transmission line (i, j) ∈ E connects two generator buses, i.e., i, j ∈ Vg.
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The real and reactive power injections at buses i, j are required to satisfy
v∗Φkv ≤ Re{gk − dk}, v∗Ψkv ≤ Im{gk − dk}, (2.17)
v∗(−Φk)v ≤ −Re{gk − dk}, v∗(−Ψk)v ≤ −Im{gk − dk}, (2.18)
where k = i, j and the matrices Φk,Ψk are defined in (2.8). One can verify that [Φi]ij =
([Φj]ij)
∗ and [Ψi]ij = ([Ψj]ij)∗ (cf. Figure 2.2). Therefore, the linear separability assumption
holds if and and only if either the right hand side of constraints (2.17) is unbounded i.e.,
gk = +∞ + i∞, for k = i, j or if the right hand side of constraints (2.18) is unbounded,
i.e., g
k
= −∞− i∞ for k = i, j.
Remark 2 (Load Oversatisfaction). A number of sufficient conditions in the literature
guaranteeing exactness of solutions to semidefinite relaxations of OPF over radial networks
rely on the so-called assumption of load-oversatisfaction. In part, the assumption of load-
oversatisfaction amounts to relaxing the power balance equations (at load buses) to inequali-
ties, where the complex power delivered to each node is allowed to exceed the power demanded.
The load oversatisfaction assumption is a special case of the linear separability condition,
where the line is always taken to be equal to the vertical line passing through the origin (i.e.,
the imaginary axis).
2.5.2 A Posteriori Sufficient Conditions for Inexactness
While the importance of exactness results over networks with acyclic topologies is self-
evident, there remains an incomplete understanding of the behavior of semidefinite relax-
ations for more general network structures and AC-OPF feasible regions. In practice it has
been observed that many instances of AC-OPF yield semidefinite relaxations with optimal
solutions of high rank – even though rank one optimal solutions may exist. In this section,
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we provide an a posteriori method for verifying that the semidefinite relaxation is inex-
act. In particular, we exploit dual nondegeneracy of semidefinite programs – as defined by
Alizadeh et al. in [1] – to establish uniqueness of primal optimal solutions of the semidefi-
nite relaxation. If the optimal solution of the semidefinite relaxation has rank greater than
one and it is the unique solution, then the semidefinite relaxation must be inexact. We
refer the reader to Appendix B.4 for a brief introduction on constraint nondegeneracy for
semidefinite programs.
To state our results, let us consider the dual problem of the semidefinite relaxation of
AC-OPF (2.10), which is given by
maximize
y∈Rm+`, Z∈Hn
− b>y
subject to Z = A0 +
m+∑`
i=1
yiAi,
yi ≥ 0, i = m+ 1, . . . ,m+ `
Z  0
(2.19)
where b := [b1, . . . , bm+`] ∈ Rm+`. For any feasible matrix V of the primal problem (2.10),
let
I(V ) := {i | tr(AiV ) = bi, i = 1, . . . ,m}
be the set of inequality constraints that are active at V .
We make the following assumptions about the primal-dual pair (2.10) – (2.19), which
apply throughout this section.
Assumption 2.5.5. There exists a matrix V ∈ Hn, which is feasible for (2.10) and satisfies
V  0 and tr(AiV ) < bi for all i = 1, . . . ,m. Moreover, there exists a vector y ∈ Rm+`,
which is feasible for (2.19) such that Z  0 and yi > 0 for all i = 1, . . . ,m.
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Assumption 3.2.1 is a Slater Condition and it guarantees that strong duality holds. This, in
turn, implies a complementarity condition [1]. Namely, for any pair of primal-dual optimal
solutions (V ?, y?, Z?), it holds that rank(V ?)+rank(Z?) ≤ n. A primal-dual optimal solution
pair (V ?, y?, Z?) is said to satisfy strict complementarity if rank(V ?) + rank(Z?) = n.
Assumption 2.5.6. Strict complementarity holds between any pair of primal-dual optimal
solutions.
Assumption 2.5.7. The matrices in the set {Ai | i = m + 1, . . . ,m + `} are linearly inde-
pendent.
The linear independence assumption is without loss of generality. If the matrices Ai, i =
m+1, . . . ,m+ ` are linearly dependent, one can choose a basis of, say p < `, matrices from
{Ai | i = m+ 1, . . . ,m+ `} and remove the other `− p equality constraints to establish an
equivalent problem in which the assumption holds.
Theorem 2.5.8 (Inexactness of Semidefinite Relaxation). Let (V ?, y?, Z?) be a set of primal-
dual optimal solutions to (2.6)-(2.19) and suppose that rank(Z?) = r. Let Z? = QΣQ> be an
eigenvalue decomposition of of Z?, where Σ = diag(0, . . . , σn−r+1, σn) ∈ Rn×n and Q ∈ Cn×n.
Partition Q as Q = [Q1, Q2], where Q1 ∈ Cn−r and Q2 ∈ Cn×r, and define the matrices
Bk := Q
∗
1AkQ1, for all i ∈ I(V ?) ∪ {m+ 1, . . . ,m+ `}.
If the matrices Bi, i ∈ I(V ?) ∪ {m+ 1, . . . ,m+ `} span Hn−r, then V ? is the unique solution
to the semidefinite relaxation (2.10). In addition, if rank(V ?) > 1, the semidefinite relaxation
of AC-OPF is inexact.
We summarize, in Table 2.1, several AC-OPF test cases from the literature [43, 96, 86]
whose corresponding semidefinite relaxations are guaranteed to be inexact according to
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Power System (n) Reference rank(V ?) ` |I(V ?)|
3 [43] 2 1 4
5 [86] 2 6 3
394 [96] 2 58 14
118 [96] 2 128 73
Table 2.1: Power system examples with semidefinite relaxations having unique high rank
solutions.
Theorem 2.5.8. Namely, their semidefinite relaxations admit unique high rank optimal
solutions. Other examples in the literature that yield high rank optimal solutions include
the 9 and 30 bus networks in [96]. For these AC-OPF problems, however, the solution
to the semidefinite relaxation is dual degenerate. By adding a small resistance (e.g. 10−5
ohms) to a subset of the lines with zero resistance, we obtain a dual nondegenerate optimal
solution and a (unique) rank one primal optimal solution whose cost is within 0.002% of
the optimal value in the degenerate case. 4
2.6 Nonconvex Optimization Methods
Since its original formulation by Carpentier [17] in 1962, a variety of techniques from
mathematical programming have been proposed to solve the AC-OPF problem (2.6). These
include – but are not limited to – sequential quadratic programming methods [80, 16],
augmented Lagrangian methods [70], primal-dual interior point methods [84, 57, 58],
predictor-corrector methods [89, 90, 91, 19], and trust-region methods [77].
In section 2.6.1 we focus on a primal-dual interior point algorithm based on a barrier func-
tion method, which is incorporated in the software package MATPOWER [96]. In addition,
4A small resistance of 10−5 was added to all lines having zero resistance.
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we discuss a consensus alternating direction method of multipliers that was recently pro-
posed by Huang and Sidiropoulos [32] for general nonconvex quadratically constrained
quadratic programs.
2.6.1 Primal-Dual Interior Point Algorithms
The treatment of nonconvexities in AC-OPF has traditionally relied on the use of local
methods for constrained optimization. In this section, we review the primal-dual interior
point algorithm MIPS, which is incorporated in the software package MATPOWER [96].
MIPS is an interior point algorithm based on a barrier function method. To apply the
algorithm, a set of slack variables is first introduced to transform the inequality constraints
in AC-OPF into a set of equality constraints. A log barrier penalty term is then added to
the objective function to enforce nonnegativity of the slack variables. This gives rise to an
optimization problem, which only involves equality constraints. A locally optimal solution
is obtained from Newton’s method, which is used to solve the first-order necessary (KKT)
conditions for local optimality.
Let z1, . . . , zm ∈ R be slack variables for the inequality constraints of the QCQP formulation
of the AC-OPF problem (2.9) and consider the following optimization problem,
minimize
v∈Cn
v∗A0v − γ
m∑
i=1
log(zi)
subject to v∗Aiv + zi = bi, i = 1, . . . ,m
v∗Aiv = bi, i = m+ 1, . . . ,m+ `,
(2.20)
where γ > 0 is a parameter that sets the accuracy of the approximation. In particular,
as γ decreases, the approximation becomes more accurate. For a given value of γ, the
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Algorithm 2.2: Primal-Dual Interior Point Algorithm MIPS
Given an initial condition (∆x0,∆z0,∆λ0), a stopping tolerance ε > 0, a scalar ζ ∈
(0, 1), and maximum number of iterations k
Initialize k = 0
Repeat
1. Compute. vk+1 = vk + αkp∆v
k
2. Compute. zk+1 = zk + αp∆zk
3. Compute. λk+1 = αkd∆λ
k
4. Update. αk+1p = min
{
ζ mini:∆zk+1i <0
{−zk+1i
∆zk+1i
}
, 1
}
,
5. Update. αk+1d = min
{
ζ min1≤i≤m:∆λk+1i <0
{−λk+1i
∆λk+1i
}
, 1
}
,
6. Update. γk+1 = (0.1/m)
m∑
i=1
zk+1i λ
k+1
i
7. Update. k = k + 1
Until. |vk − vk−1| < ε
Output. vk
Table 2.2: Primal-dual Interior point algorithm MIPS incorporated in the software package
MATPOWER for the AC-OPF problem
Lagrangian function Lγ : Cn ×Rm ×Rm+` → R for problem (2.20) is given by
Lγ(v, z, λ) = v
∗
(
A0 +
m+∑`
i=1
λiAi
)
v − γ
m∑
i=1
log(zi) +
m∑
i=1
λizi − b>λ,
where b = [b1, . . . , bm+`]>. The first-order necessary conditions for local optimality require
that the gradient of the Lagrangian function Lγ with respect to the variables (v, z, λ) be
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zero, i.e.,
∂Lγ(v, z, λ)
∂v
=
(
A0 +
m+∑`
i=1
λiAi
)
v = 0,
∂Lγ(v, z, λ)
∂zi
= − γ
zi
+ λi = 0, i = 1, . . . ,m
∂Lγ(v, z, λ)
∂λ
= h(v) + z − b = 0,
where h : Cn → Rm is a vector-valued function given by h(v) := [v∗A1v · · · v∗Am+`v]. The
above system of equations is solved by Netwon’s Method. The Newton step (∆v,∆z,∆λ)
is a solution to the linear system
N(v, z, λ)

∆v
∆z
∆λ
 = −Fγ(v, z, λ)
where,
N(v, z, λ) :=

A0 +
∑m
i=1 λiAi 0 H(v)
0 diag(λ1, . . . , λm)
[
diag(z) 0`
]
H(v)>
[
Im 0m×`
]>
0
 , (2.21)
and
H(v) :=
[
A1v, · · · Am+`v
]
and Fγ(v, z, λ) :=

(
A0 +
m+∑`
i=1
λiAi
)
v
diag(λ1, . . . , λm)z − γ1m
h(v) + z − b

.
Here, 1m denotes the m-dimensional vector of all ones. The primal-dual interior point
algorithm MIPS is given in Table 2.2. The superscript k indicates the value of the corre-
sponding variable at the kth iteration of the algorithm. The scalars αp and αd are step sizes
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Algorithm: Consensus ADMM
Given an initial condition (v0, z01 , . . . , z
0
m+`, u
0), a stopping tolerance ε > 0, and maxi-
mum number of iterations k
Initialize k = 0
Repeat
1. Compute. vk+1 = ρ(A0 + (m+ `)ρI)−1
m∑
i=1
(zki + u
k
i )
2. For each i = 1, . . . ,m :
(i) Compute. zk+1i = argmin
zi∈Cn
‖zi − vk+1 + uki ‖22 subject to z∗iAizi ≤ bi,
(ii) Compute. uk+1i = u
k
i + z
k+1
i − vk+1
3. For each i = m+ 1, . . . ,m+ ` :
(i) Compute. zk+1i = argmin
zi∈Cn
‖zi − vk+1 + uki ‖22 subject to z∗iAizi = bi,
(ii) Compute. uk+1i = u
k
i + z
k+1
i − vk+1
4. Update. k = k + 1
Until |vk+1 − vk| < ε, and |zi − vk| < ε, for all i = 1, . . . ,m+ `
Output (vk, zk1 , . . . , z
k
m+`, u
k)
Table 2.3: Consensus ADMM Algorithm for the QCQP Formulation of the AC-OPF problem.
which are chosen to maintain strict feasibility of the solution at each step. The parameter
ζ is a positive constant whose value is value slightly less than one. In MIPS it is chosen
to be equal to 0.99995. MIPS uses the rule at step 6 of the algorithm to update γ at each
iteration.
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2.6.2 Consensus Alternating Direction Method of Multipliers
In this section, we introduce a consensus alternating direction method of multipliers
(ADMM) approach for the AC-OPF problem (2.9). This approach was first proposed by
Huang and Sidiropoulos [32] for general nonconvex quadratically constrained quadratic
programs. We refer the reader to Appendix B.2 for a brief introduction on the consensus
form of ADMM. The predominant advantage that this approach offers is that it decomposes
the original AC-OPF problem (2.9) into m + ` subproblems, each of which can be solved
optimally, albeit nonconvex. However, due to the nonconvexity of AC-OPF, this algorithm
is not guaranteed to converge to a KKT point (cf. Appendix B.1) of (2.9).
In order to transform AC-OPF into a form suitable for the consensus ADMM algorithm,
we introduce one decision variable for each constraint of (2.9). More precisely, for each
i = 1, . . . ,m+ `, let zi ∈ Cn and consider the following optimization problem in m+ `+ 1
variables
minimize
v,z1,...,zm+`
v∗A0v
subject to z∗iAizi ≤ bi, i = 1, . . . ,m
z∗iAizi = bi, i = m+ 1, . . . ,m+ `,
zi = v i = 1, . . . ,m+ `.
(2.22)
Clearly, the projection of an optimal solution of (2.22) onto the set of v variables is an
optimal solution to the AC-OPF problem. The corresponding consensus ADMM iterates,
are described in Table 2.3. The superscript k indicates the value of the corresponding
variable at the kth iteration of the algorithm. We refer the reader to Appendix B.2 for a
brief discussion on the consensus ADMM algorithm.
Some remarks regarding the ADMM algorithm are in order. First, each optimization prob-
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lem in steps 2(i) and 3(i) of the ADMM algorithm in Table 2.3 is a nonconvex quadrati-
cally constrained quadratic programs with one constraint. This optimization problem can
be solved in polynomial time through its semidefinite programming relaxation. We refer
the reader to Corollary 4.2.3 in Appendix B.7 for the corresponding theoretical result. In
addition, at each iteration step k, the variables zki , i = 1, . . . ,m + ` can be updated in
parallel. The following Theorem from [32] states that if the consensus ADMM algorithm
(2.3) converges, then it converges to a KKT point of (2.9).
Theorem 2.6.1. If
lim
k→∞
(zki − xk) = 0, for all i = 1, . . . ,m+ `
and
lim
k→∞
(xk+1 − xk) = 0,
then any limit point of the sequence {xk} is a KKT point of (2.9).
2.7 Conclusions
This chapter considered the AC optimal power flow (AC-OPF) problem, which can be for-
mulated as a nonconvex quadratically constrained quadratic problem. This formulation
gives rise to a second-order cone and a semidefinite relaxation for the AC-OPF problem.
We presented an a priori sufficient condition which was developed in [13] stating that
power systems with acyclic topologies satisfying a certain condition (linear separability)
admit exact semidefinite relaxations. In addition, we developed an a posteriori sufficient
condition to verify that the optimal solution face of the semidefinite relaxation does not
contain a rank one matrix (i.e., the semidefinite relaxation is inexact). Namely, our suf-
ficient condition can be used to verify whether an optimal solution to the semidefinite
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relaxation is the unique optimal solution. Using this sufficient condition, we identify a
number of power system examples from the literature which yield inexact semidefinite
relaxations. Finally, we introduce two nonconvex optimization approaches for obtaining
locally optimal solutions to the AC-OPF problem. The first is based on a primal-dual inte-
rior point method and the second on the alternating direction method of multipliers.
45
CHAPTER 3
PERTURBATION METHODS FOR QUADRATICALLY CONSTRAINED QUADRATIC
PROGRAMS
3.1 Introduction
A quadratically constrained quadratic program (QCQP) is a nonlinear optimization prob-
lem that can be expressed in the form
minimize
x∈Cn
x∗A0x
subject to x∗Akx ≤ bk, for all k = 1, . . . ,m,
(3.1)
where the scalars b1, . . . , bm and the Hermitian matrices A0, A1, . . . , Am are the given prob-
lem data. The variable x ∈ Cn is a complex vector and x∗ is its complex conjugate trans-
pose. As such, QCQPs are nonlinear optimization problems in which both the objective
and the constraints are described by quadratic functions.
Quadratically constrained quadratic programs are ubiquitous in many branches of applied
mathematics and engineering. Many engineering problems such as sensor network local-
ization [75], MIMO detection [74, 39], multicast downlink transmit beamforming [24],
and optimal power flow [13, 47, 76], can be formulated as QCQPs. Moreover, QCQPs find
a wide applicability in the domains of combinatorial optimization and graph theory, as 0-1
integer programming problems can be equivalently reformulated as QCQPs. These include
the max-cut problem, the maximum 2-satisfiability problem (MAX 2-SAT) [26], and the
quadratic knapsack problem [29], to name a few.
In their most general form, QCQPs are nonconvex optimization problems that are NP-hard.
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This has motivated the design and study of approximation algorithms capable of efficiently
computing approximate solutions to QCQPs with theoretical guarantees on performance.
One such technique is the semidefinite relaxation, which entails the relaxation of the QCQP
to a linear program over the cone of positive semidefinite matrices [51].
The semidefinite relaxation technique has sparked two lines of research: one direction
focusing on the design of approximation algorithms for QCQPs based on semidefinite pro-
gramming [26], [8, 60, 61, 92, 93, 28] and another exploring the characterization of
classes of QCQPs for which an optimal solution can be computed in polynomial time from
an optimal solution to its semidefinite relaxation [13, 37, 95].
In the former direction, the majority of the work has considered special classes of QCQPs.
For example, Nemirovski et al. [60] provide an O(logm)-approximation algorithm for QC-
QPs defined over nonempty convex compact feasible sets. In particular, the dataA1, . . . , Am
are arbitrary positive semidefinite matrices whose sum is positive definite. Building on this
work, He et al. [28] show that the same approximation guarantee holds when exactly one
of the matrices A1, . . . , Am is indefinite. The authors in [28] also provide a data depen-
dent approximation ratio for the class of QCQPs with an arbitrary number of indefinite
quadratic constraints, assuming that bk > 0 for all k = 1, . . . ,m. The authors do not, how-
ever, offer a systematic procedure guaranteed to recover a feasible solution to the QCQP
with indefinite constraints.
In the latter direction, Kim et al. [37] prove that real QCQPs having problem data
A0, A1, . . . , Am that respect certain conditions on sign definiteness admit semidefinite re-
laxations whose optimal solutions can be efficiently mapped to a globally optimal solution
of the corresponding QCQP. More recently, several authors [13, 76] have generalized this
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result to the case of complex QCQPs with acyclic graph structure.
Contribution: In this chapter, we consider complex QCQPs having arbitrary graph structure
and problem data that allow for indefinite matrices A0, A1, . . . , Am and negative scalars
b1, . . . , bm. The crux of our approach centers on the application of a structured perturbation
to the problem data to yield a perturbed QCQP whose feasible set is a nonempty subset of
the original feasible set, whose constraints satisfy the technical conditions in [13, 76], and
whose collective sparsity pattern defines an acyclic graph. By relaxing the perturbed QCQP
to a semidefinite program, one can compute in polynomial time a feasible solution to the
perturbed QCQP and, hence, the original QCQP. We refer to this procedure as the acyclic
semidefinite approximation of the QCQP. The challenge lies in designing the perturbation
to ensure both nonemptiness of the perturbed feasible set and acceptable bounds on the
performance of the suboptimal solution obtained. Leveraging on the notion of the distance
to infeasibility of a conic linear system – as defined by Renegar in [67] – we give a sufficient
condition under which a perturbation is guaranteed to yield a nonempty feasible set and
provide a bound on the performance of optimal solutions to the perturbed problem. The
performance guarantee depends on both the original problem data and the size of the
perturbation.
Organization: The remainder of the paper is organized as follows. In Section 3.2, we
formulate the semidefinite relaxation, present assumptions, and provide a definition of
acyclic semidefinite approximations. Section 3.3 contains our main results, which charac-
terize the performance of acyclic semidefinite approximations. Conclusions and directions
for future research are given in Section 3.4.
Notation: Let R be the field of real numbers and C the field of complex numbers. For
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z ∈ C, let Re(z) and Im(z) be the real and imaginary parts of z, respectively. Let Rn be the
n-dimensional real vector space and Hn be the space of n× n Hermitian matrices. Given a
matrix A, let [A]ij be its (i, j) entry. And denote by A> and A∗ the transpose and complex
conjugate transpose of A, respectively. For a matrix A ∈ Hn, the notation A  0 (A  0)
means that A is positive semidefinite (positive definite). Endow Rn with the inner product
x>y for all x, y ∈ Rn. The induced norm is denoted by ‖x‖2 :=
√
x>x. Also, endow Hn
with the trace inner product tr(X∗Y ) for all X, Y ∈ Hn. The induced norm is denoted by
‖X‖F :=
√
tr(X∗X). For a linear map A : Hn → Rm, let ‖A‖ := max{‖A(X)‖2 | X ∈
Hn with ‖X‖F ≤ 1} denote its operator norm. The adjoint of A is denoted by A∗.
3.2 Preliminaries
3.2.1 Semidefinite Relaxation
Central to our analysis is the semidefinite relaxation of the QCQP in (3.1). Its derivation
entails the exact reformulation of the QCQP as a semidefinite program, whose feasible set
is restricted to the space of rank one matrices. The semidefinite relaxation is obtained by
removing the rank constraint. It is defined as:
minimize
X∈Hn
tr(A0X) s.t. A(X) ≤ b, X  0, (3.2)
where A : Hn → Rm is the linear map defined by
A(X) := [tr(A1X), . . . , tr(AmX)]>.
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The dual of problem (3.2) is
maximize
y∈Rm
− b>y s.t. A0 +A∗(y)  0, y ≥ 0, (3.3)
where A∗ : Rm → Hn denotes the adjoint of the linear map A. It is given by A∗(y) =∑m
k=1 ykAk. The primal-dual pair of semidefinite programs (3.2)-(3.3) is fully specified by
its data, which we denote by d := (A, b, A0). Henceforth, we will succinctly refer to the
primal-dual pair of programs (3.2)-(3.3) as the semidefinite program d.
The set of primal feasible solutions is defined by P(d) := {X  0 | A(X) ≤ b} and the set
of dual feasible solutions by D(d) := {y ≥ 0 | A0 + A∗(y)  0}. We make the following
assumption, which applies throughout the paper.
Assumption 3.2.1. The primal feasible set P(d) is nonempty and there exists a dual feasi-
ble solution y ∈ D(d) such that y > 0 and A0 +A∗(y)  0. 
Assumption 3.2.1 (a Slater condition) guarantees strong duality to hold. The importance
of this assumption is made apparent in the proof of Theorem 3.3.3. Operating under only
Assumption 3.2.1, the semidefinite program dmay not admit rank one primal optimal solu-
tions. The nonexistence of rank one primal optimal solutions does not, however, preclude
the existence of rank one primal feasible solutions that are near optimal. In the following
section, we explore the extent to which a structured perturbation might be applied to the
problem data in order to force a primal optimal solution to the perturbed semidefinite
program that is rank one and both feasible and nearly optimal for the original semidefinite
program.
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3.2.2 Acyclic Semidefinite Approximations
Our approach is motivated by a result from [13, 76], which characterizes a family of
QCQPs that admit semidefinite relaxations having rank one optimal solutions that can be
computed in polynomial time. We first require two essential definitions.
Definition 3.2.2. Define the graph of a semidefinite program specified by data d as G(d),
where G(d) = (V , E) is a simple graph having a vertex set V = {1, . . . , n} and edge set
E = {(i, j) | i 6= j, ∃ k = 0, 1, . . . ,m, [Ak]ij 6= 0}.
Remark 3. Essentially, the graph G(d) of a semidefinite program d is an undirected graph,
whose edges reflect the collective sparsity pattern of the matrices A0, A1, . . . , Am.
We now introduce off-diagonal linear separability of a semidefinite program, as defined in
[13, 76]. First, a set of complex numbers x0, . . . , xm ∈ C is defined to be linearly separable
from the origin, if there exists 0 6= p ∈ C such that Re(p∗xk) ≤ 0 for all k = 0, . . . ,m. In
other words, a set of complex numbers is linearly separable from the origin, if there exists
a line through the origin of the complex plane such that all points in this set lie on one
side of the line. The points may lie on the line, as the separation can be nonstrict.
Definition 3.2.3. A semidefinite program d is defined to be off-diagonally linearly separable
from the origin, if the set of complex numbers {[A0]ij, [A1]ij, . . . , [Am]ij} is linearly separable
from the origin for all 1 ≤ i, j ≤ n and i 6= j. 
We are now in a position to state the following result from [13, 76]. It provides sufficient
conditions on the data of semidefinite program d, under which a rank one optimal solution
can be computed in polynomial time. Suppose that Assumption 3.2.1 holds.
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Theorem 3.2.4. Consider a semidefinite program d. If G(d) is acyclic and d is off-diagonally
linearly separable from the origin, then a rank one primal optimal solution can be computed
in polynomial time. 
The basic implication of Theorem 3.2.4 is that complex QCQPs having problem data that
is both acylcic and off-diagonally linearly separable from the origin, are polynomial-time
solvable.
Remark 4. In [13], the authors impose the additional assumption that the primal feasible
set is bounded to ensure finiteness of the optimal value. We remark that this assumption is
not necessary, as Assumption 3.2.1 implies that both the primal and the dual problems have
nonempty compact sets of optimal solutions [82]. 
Given a QCQP with arbitrary graph structure, Theorem 3.2.4 points to a natural graph-
structuring of a perturbation on the problem data to force a rank one optimal solution
to the perturbed semidefinite relaxation of the QCQP. Namely, design the perturbation in
order that the perturbed semidefinite program possesses acyclic graph structure and is off-
diagonally linearly separable from the origin. We make this notion precise in our following
definition of an acyclic approximation of a semidefinite program.
Definition 3.2.5 (Acyclic Approximation). The semidefinite program d˜ is an (α, β)-acyclic
approximation of the semidefinite program d if
(i) the graph G(d˜) is acyclic,
(ii) the data d˜ is off-diagonally linearly separable from the origin,
(iii) ‖A˜ − A‖ ≤ α, ‖A˜0 − A0‖F ≤ β, and b˜ = b. 
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Definition 3.2.5 raises several interesting questions. For instance, when is it possible to
construct an acyclic approximation of an arbitrary semidefinite program such that the per-
turbed primal feasible set is a nonempty subset of the original primal feasible set. Further, can
one obtain bounds on the performance of primal optimal solutions obtained from the per-
turbed semidefinite program? We provide answers to these questions in our main results,
Lemma 3.3.2 and Theorem 3.3.3.
3.3 Approximation Guarantess
We consider perturbations on a given semidefinite program d = (A, b, A0) of the form:
A˜ = A+ ∆A and A˜0 = A0 + ∆A0,
where ∆A : Hn → Rm is a linear map defined as
∆A(X) :=
[
tr(∆A1X), . . . , tr(∆AmX)
]>
and ∆A0,∆A1, . . . ,∆Am ∈ Hn. Denote the perturbed semidefinite program by d˜ =
(A˜, b, A˜0).
3.3.1 Distance to Infeasibility
When perturbing the problem data, it is essential to maintain the well posedness of the
semidefinite program. In what follows, we review the notion of the distance to infeasibility
of a conic linear system as defined by Renegar in [67].
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Essentially, the distance to infeasibility (of the primal or dual problem) is the smallest
perturbation in the data that yields an inconsistent system. To make this notion precise,
we define IP := {d | P(d) = ∅} as the set of primal infeasible problem instances and
ID := {d | D(d) = ∅} as the set of dual infeasible problem instances. We have the following
definition from [67].
Definition 3.3.1 (Distance to Infeasibility). The distance from d to the set of primal infeasible
instances is defined as
dist(d, IP ) := inf{‖d− dˆ‖pi | dˆ ∈ IP},
and the distance from d to the set of dual infeasible instances is defined as
dist(d, ID) := inf{‖d− dˆ‖pi | dˆ ∈ ID}.
Here, ‖ · ‖pi denotes the product norm, defined as ‖d‖pi := max{‖A‖, ‖b‖2, ‖A0‖F}.
3.3.2 Characterizarion of Acyclic Approximations
We employ the notion of the distance to infeasibility to characterize a family of perturba-
tions that yield nonempty inner acyclic approximations of a given semidefinite program d.
More precisely, we provide sufficient conditions for the existence of an acyclic approxima-
tion d˜ that satisfies ∅ 6= P(d˜) ⊆ P(d). The sufficient conditions also guarantee that a
feasible solution to the original QCQP can be recovered in polynomial time from an optimal
solution to the perturbed semidefinite program d˜. We also derive explicit bounds on the
performance of said solution relative to the optimal value of the semidefinite relaxation.
The following Lemma 3.3.2 and Theorem 3.3.3 constitute our main results. Suppose that
Assumption 3.2.1 holds.
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Lemma 3.3.2. Consider a semidefinite program d having an (α, β)-acyclic approximation d˜.
If α < dist(d, IP ) and ∆A0,∆A1, . . . ,∆Am  0, then the following properties hold.
(i) The perturbed semidefinite program d˜ has a nonempty primal feasible set, i.e.,
P(d˜) 6= ∅.
(ii) The perturbed semidefinite program d˜ is a primal inner and a dual outer approximation
of the original semidefinite program d, i.e.,
P(d˜) ⊆ P(d) and D(d˜) ⊇ D(d).
(iii) A rank one primal optimal solution X˜ to the perturbed semidefinite program d˜ can be
computed in polynomial time.
Proof. (i) Nonemptiness of P(d˜) is equivalent to dist(d˜, IP ) > 0, which we now show. Let
d = (A, b, C) and define the projection ΠP (d) := (A, b, 0). It is obvious that
dist(d, IP ) = inf{‖ΠP (d− dˆ)‖pi | dˆ ∈ IP}.
It follows from the previous fact and the reverse triangle inequality that
dist(d˜, IP ) ≥ dist(d, IP )− ‖ΠP (d˜− d)‖pi.
Define ∆d := d˜ − d. It follows that ∆d = (∆A, 0,∆C). Hence, ‖ΠP (d˜ − d)‖pi = ‖∆A‖.
Finally, we have that
dist(d˜, IP ) ≥ dist(d, IP )− ‖∆A‖ ≥ dist(d, IP )− α > 0,
where the last two inequalities are a consequence of the Lemma assumptions.
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(ii) We first prove that P(d˜) ⊆ P(d). Let X ∈ P(d˜) be arbitrary. It suffices to show that
A(X) ≤ b. Consider the following string of arguments:
A(X) = (A˜ −∆A)(X) ≤ b−∆A(X) ≤ b.
The first inequality follows from the fact that X ∈ P(d˜). The second inequality follows
from the assumption that ∆Ak  0, as this implies that ∆A(X) ≥ 0 for all X  0.
We now prove that D(d˜) ⊇ D(d). Let y ∈ D(d) be arbitrary. It suffices to show that
A˜0 + A˜∗(y)  0. Consider the following string of arguments.
A˜0 + A˜∗(y) = A0 +A∗(y) + ∆A0 + ∆A∗(y)  ∆A0 + ∆A∗(y)  0.
The first inequality follows from the assumption that y ∈ D(d). And the second inequality
is an immediate consequence of y ≥ 0 and ∆A0,∆A1, . . .∆Am  0. This completes the
proof of part (ii).
(iii) Consider the perturbed semidefinite program d˜. By assumption, the data d˜ is off-
diagonally linearly separable from the origin and G(d˜) is acyclic. Thus, by Theorem 3.2.4,
it suffices to show that the semidefinite program d˜ satisfies Assumption 3.2.1. Assumption
3.2.1 requires that D(d˜) is strictly feasible and P(d˜) is nonempty. We previously showed
that P(d˜) is nonempty. To see why D(d˜) is strictly feasible, recall that D(d˜) ⊇ D(d). The
result follows, as D(d) is strictly feasible by Assumption 3.2.1. 
Essentially, Lemma 3.3.2 provides conditions under which a rank one primal feasible solu-
tion to the original semidefinite program d can be computed in polynomial time. Theorem
3.3.3 provides a data dependent performance guarantee.
Theorem 3.3.3. Suppose the conditions of Lemma 3.3.2 hold. Let OPT denote the optimal
value of the semidefinite program d. Then every primal optimal solution X˜ to the perturbed
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semidefinite program d˜ satisfies
OPT ≤ tr(A0X˜) ≤ OPT + ϕ(d, d˜), (3.4)
where the error function ϕ(d, d˜) is given by
ϕ(d, d˜) := max{‖b‖2,OPT} (µ+ ν max{‖A0‖F + β,−OPT}) ,
where
µ :=
β
dist(d, ID) , and ν :=
α
(dist(d, IP )− α)dist(d, ID) .
Proof. We first establish that OPT ≤ tr(A˜0X˜). To see why this is true, note that
tr(A˜0X˜) = tr(A0X˜) + tr(∆A0X˜) ≥ tr(A0X˜) ≥ OPT, (3.5)
where the first inequality follows from the fact that ∆A0  0 and the second inequality
follows from the fact that X˜ is feasible for the semidefinite program d.
The upper bound follows largely from arguments in Proposition 3.10 of [67]. In the proof,
we have to distinguish between the optimal value of the primal and the dual problems. Let
JP (d) denote the optimal value of the primal problem and JD(d) the optimal value of the
dual problem of semidefinite program d.
Let y ∈ D(d˜) be a dual optimal solution to the semidefinite program d˜. And consider
another perturbation d′ := (A, b, A′0), where
A′0 := A0 + ∆A
′
0,
and ∆A′0 := ∆A0 + ∆A∗(y). By nature of its construction, we have that y ∈ D(d′), which
implies that −b>y ≤ JD(d′). It follows readily that
JD(d˜)− JD(d′) ≤ −b>y + b>y = 0.
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And, as an immediate consequence, we have an intermediate bound on the difference
between the primal optimal values of the original and perturbed problems:
JD(d˜)− JD(d) ≤ JD(d′)− JD(d). (3.6)
Let X ∈ P(d) be a primal optimal solution of the semidefinite program d. Since X is
feasible for the semidefinite program d′, it follows that
JP (d
′) ≤ tr(A′0X) = JP (d) + tr(∆A′0X).
Hence, JP (d′)−JP (d) ≤ tr(∆A′0X). Since strong duality holds for the semidefinite program
d, we must have JP (d) = JD(d). Moreover, weak duality implies that JD(d′) ≤ JP (d′). It
follows that
JD(d
′)− JD(d) ≤ tr(∆A′0X) ≤ ‖∆A′0‖F‖X‖F , (3.7)
where the second inequality follows from the Cauchy-Schwarz inequality. Furthermore, by
using norm subadditivity, the definition of the operator norm, and the fact that ‖∆A∗‖ =
‖∆A‖, we have that
‖∆A′0‖F ≤ ‖∆A0‖F + ‖∆A∗(y)‖F
≤ ‖∆A0‖F + ‖∆A‖‖y‖2
≤ β + α‖y‖2.
(3.8)
By combining (3.6), (3.7), and (3.8), we obtain
JD(d˜)− JD(d) ≤ β‖X‖F + α‖y‖2‖X‖F . (3.9)
Since strong duality holds for the semidefinite program d, we must have JD(d) = JP (d) =
OPT. Similarly, since strong duality holds for semidefinite program d˜, it must be true that
JD(d˜) = JP (d˜) = tr(A˜0X˜). By substituting these relations back to (3.9), we have
tr(A˜0X˜)− OPT ≤ β‖X‖F + α‖y‖2‖X‖F . (3.10)
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We will now bound ‖X‖F and ‖y‖2. In [67], Renegar shows that if X¯ ∈ P(d) is primal
optimal for semidefinite program d and y¯ ∈ D(d) is dual optimal for semidefinite program
d, then
‖X¯‖F ≤ max{‖b‖2, JP (d)}dist(d, ID) , ‖y¯‖2 ≤
max{‖A0‖F ,−JD(d)}
dist(d, IP ) . (3.11)
Since X ∈ P(d) is an optimal solution for semidefinite program d and y ∈ D(d˜) is an
optimal solution for semidefinite program d˜, it follows from (3.10), (3.11), and inequality
tr(A˜0X˜) ≥ OPT (cf. Equation (3.5)) that
tr(A˜0X˜)− OPT ≤ βmax{‖b‖2,OPT}dist(d, ID) +
αmax{‖b‖2,OPT}max{‖A0 + ∆A0‖F ,−OPT}
dist(d, ID)dist(d˜, IP )
.
To finish the proof, note that ‖A0 +∆A0‖F ≤ ‖A0‖F +‖∆A0‖F ≤ ‖A0‖F +β, where the first
inequality follows from subadditivity and the second inequality follows from the assump-
tion that the semidefinite program d˜ is an (α, β)-acyclic approximation of the semidefinite
program d. Moreover,
dist(d˜, IP ) ≥ dist(d, IP )− ‖∆A‖ ≥ dist(d, IP )− α,
where the above string of inequalities follows from the proof of part (i) of Lemma 3.3.2.
Therefore,
tr(A˜0X˜) ≤ OPT + µmax{‖b‖2,OPT}+ ν max{‖b‖2,OPT}max{‖A0‖F + β,−OPT},
where µ and ν are as defined in the Theorem statement. To complete the proof note that
by (3.5), tr(A0X˜) ≤ tr(A˜0X˜). 
The structure of the performance guarantee in (3.4) offers some interesting insight. First,
notice that the error function is monotone in (α, β) and converges to zero as (α, β) tend to
zero. This behavior is reassuring, as it implies good approximation guarantees for QCQPs
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with problem data that is nearly acyclic. Moreover, we recover the results of Theorem 3.2.4
for (α, β) = (0, 0). Second, the better conditioned the original semidefinite program – nam-
ley, the larger its primal distance to infeasibility – the better the performance guarantee.
These observations are made transparent if we consider a semidefinite program d whose
optimal value satisfies OPT ≥ ‖b‖2. Under such assumption, the performance guarantee
(3.4) simplifies to
OPT ≤ tr(A0X˜) ≤ OPT
(
1 +
α‖A0‖F + βdist(d, IP )
(dist(d, IP )− α)dist(d, ID)
)
.
Finally, it bears mentioning that the performance guarantee (3.4) is data dependent
and, therefore, does not provide a uniform bound for all QCQPs with general indefinite
quadratic constraints.
Approximating the Distance to Infeasibility
The results of both Lemma 3.3.2 and Theorem 3.3.3 depend explicitly on the primal and
dual distances to infeasibility of the original semidefinite program d. Their exact calcu-
lation is, in general, not tractable. They can be approximated, however. Using a conic
theorem of alternatives, Freund et al. [23], formulate a tractable convex optimization
problem whose optimal value approximates the primal distance to infeasibility. We have
the following result from [23].
Proposition 3.3.4. Let 1 := [1, . . . , 1]> ∈ Rm and define w := 1√
m
1. The optimal value,
v(d), of the semidefinite program
v(d) := minimum
g∈R, z∈Rm
Q∈Hn
max
{‖A∗(z)−Q‖F , |b>z + g|}
subject to w>z = 1,
Q  0, z ≥ 0, g ≥ 0,
60
approximates dist(d, IP ). Namely,
1√
m
v(d) ≤ dist(d, IP ) ≤ v(d).

One can follow a similar line of reasoning to derive analogous upper and lower bounds
on the dual distance to infeasibility of the semidefinite program d. We have the following
result.
Proposition 3.3.5. Let I ∈ Hn be the identity matrix and define W := 1√
n
I. The optimal
value, u(d), of the semidefinite program
u(d) := minimum
g∈R, q∈Rm
Z∈Hn
max {‖A(Z) + q‖2, |tr(A0Z) + g|}
subject to tr(WZ) = 1,
q ≥ 0, Z  0, g ≥ 0,
approximates dist(d, ID). Namely,
1√
n
u(d) ≤ dist(d, ID) ≤ u(d).

Propositions 3.3.4 and 3.3.5 enable the reformulation of the conditions and results of
Lemma 3.3.2 and Theorem 3.3.3 in a computationally tractable, albeit more conservative,
form. We leave the details to the reader.
3.4 Conclusions
We have considered the design of a semidefinite programming-based approximation al-
gorithm for a class of nonconvex quadratically constrained quadratic programs (QCQPs).
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Recent work has shown that semidefinite relaxations of QCQPs with problem that is both
acyclic and off-diagonally linearly separable yield optimal solutions that can be efficiently
mapped to an optimal solution of the nonconvex QCQP . For general QCQPs, however, no
such guarantees exist. In this chapter, we investigate the extent to which structured pertur-
bations to the problem data can yield a perturbed QCQP whose feasible set is a nonempty
subset of the original feasible set satisfying certain technical conditions and whose col-
lective sparsity pattern defines an acyclic graph. Leveraging on the notion of the distance
to infeasibility of a conic linear system, we provide a sufficient condition under which a
perturbation is guaranteed to yield a nonempty feasible subset of the original feasible set.
Moreover, we provide a computable bound on the degree of suboptimality incurred by a
solution to the perturbed problem. The approximation guarantee depends on the problem
data and the size of the perturbation.
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CHAPTER 4
RECURSIVE SEMIDEFINITE APPROXIMATIONS OF AC-OPF
4.1 Introduction
In Chapter 2, we saw that the AC-OPF problem can be reformulated as a rank one con-
strained semidefinite program of the following form:
minimize
V ∈Hn
tr(A0V )
subject to tr(AiV ) ≤ bi, i = 1, . . . ,m,
tr(AiV ) = bi, i = m+ 1, . . . ,m+ `,
V  0,
rank(V ) ≤ 1,
(4.1)
The scalars b1, . . . , bm+` and the Hermitian matrices A0, A1, . . . , Am+` are the given prob-
lem data, which capture power balance constraints and operational constraints reflecting
bounds on real and reactive power generation, branch flows, and voltage magnitudes. The
variable V is a Hermitian matrix, that is taken to be equal to the outer product of the
vector of bus voltage phasors with itself. The fundamental difficulty in problem (4.1) is
concentrated in the rank one constraint, which constitutes the only source of nonconvexity.
The semidefinite relaxation of problem (4.1) entails removing the rank constraint.
Most commercial solvers implementing semidefinite programs (SDPs) rely on primal-dual
interior point methods. Interior point methods for semidefinite programs are guaranteed
to converge to a primal-dual optimal solution pair of maximal rank [50, 27]. More pre-
cisely, let F denote the feasible set for a given SDP. And, denote by F? ⊆ F and relint(F?)
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the primal optimal face and its relative interior, respectively. The following result from
[27] establishes that points belonging to the relative interior of the optimal face have
maximum rank among all optimal solutions of the semidefinite program and that interior
point methods are guaranteed to converge to optimal solutions in the relative interior of
the optimal face.
Theorem 4.1.1. [27, Lemma 3.1, 4.2] For any V ∈ F? and W ∈ relint(F?), col(V ) ⊆
col(W ). In other words,
rank(W ) = max{rank(V ) : V ∈ F?}, for all W ∈ relint(F?).
Moreover, interior point methods for semidefinite programs converge to an optimal solution
W ∈ relint(F?).
The implication of Theorem 4.1.1 is that the semidefinite relaxation of the AC-OPF prob-
lem will fail to yield an optimal solution that can be efficiently mapped back to the original
feasible solution set if the optimal face of the semidefinite relaxation contains points with
rank strictly greater than one. With the aim of quantifying the role of optimal facial struc-
ture in either realizing or obfuscating efficiency of the semidefinite relaxation, we delineate
the following three categories of optimal facial geometries.
C1. The maximal rank of the optimal face is one.
C2. The minimal rank of the optimal face is strictly greater than one.
C3. The minimal rank of the optimal face is one, while the maximal rank is strictly greater
than one.
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Category C1 will have only rank one optimal solutions,
max{rank(V ) : V ∈ F?} = 1.
In this case, the semidefinite relaxation will yield a rank one optimal matrix that can be
mapped, through a dyadic decomposition, to a globally optimal solution of the original
AC-OPF problem.
Category C2 corresponds to semidefinite relaxations that do not admit rank one optimal
points. Namely, the minimal rank of the optimal face is strictly greater than one
min{rank(V ) : V ∈ F?} > 1,
which implies that the optimal value of such a semidefinite relaxation would yield a strict
lower bound on the global minimum of the original AC-OPF problem (2.6). This amounts
to a nonzero optimality gap between the relaxation and the original problem. Clearly then,
verifying strictness of the global lower bound given by the semidefinite relaxation amounts
to verifying emptiness of the intersection between the optimal face and the set of all rank
one positive semidefinite matrices.
This condition has a natural geometric interpretation for matrices belonging to the positive
semidefinite cone Hn+. Namely, a matrix V ∈ Hn+ has rank one if and only if it spans an
extreme ray of the cone [5]. Hence, the semidefinite relaxation will possess a rank one
optimal solution if and only if its optimal face F? has a nonempty intersection with and
extreme ray of Hn+. In Section 2.5.2, we developed an a posteriori sufficient condition
for checking that the semidefinite relaxation of AC-OPF is inexact by verifying unique-
ness of its optimal solution. A different way for verifying inexactness is provided by the
Positivstellensatz.
Remark 5. (Positivstellensatz). The nonexistence of rank one optimal solutions to the
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semidefinite relaxation can be verified numerically by means of a Positivstellensatz-based in-
feasibility certificate. Stengle’s Positivstellensatz states that if a system of polynomial equations
and inequalities defining a semialgebraic set is infeasible, it is always possible to find an alge-
braic certificate that confirms that the said semialgebraic set is empty [11]. The construction
of polynomials that satisfy said identity can be accomplished through sum of squares program-
ming with bounded degree polynomials on the semialgebraic set defined by the intersection of
the optimal face of the semidefinite relaxation with the rank one algebraic variety. One draw-
back of this approach, however, is that the computational complexity required to implement
such sum of squares methods grows rapidly as a function of the number of constraints, vari-
ables, and degree of polynomials.
Remark 6. (A 3-bus system with no rank one solutions). There exist exceedingly simple
power systems whose semidefinite relaxations do not admit a rank one optimal solution. Con-
sider, for example, the three bus system examined in [43]. One can readily verify, through an
application of Theorem 2.5.8 that the optimal value of the semidefinite relaxation is a strict
lower bound on the global optimum of the AC-OPF problem. Moreover, this example gives
pause, as it reveals the potential fragility of such relaxations. Further theoretical work is re-
quired to provide general a priori sufficient conditions under which the semidefinite relaxation
of AC-OPF is guaranteed to fail.
Category C3 refers to the family of semidefinite relaxations possessing both high rank and
hidden rank one optimal solutions. More precisely,
min{rank(X) : X ∈ F?} = 1 and
max{rank(X) : X ∈ F?} > 1.
We refer to the rank one solutions as hidden, given the propensity of interior point meth-
ods to converge to optimal points of maximal rank (cf. Theorem 4.1.1). A solution to a
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semidefinite relaxation belonging to this family will fail to yield useful information regard-
ing the potential optimality gap induced by the relaxation. In certain cases, the solution
to the semidefinite relaxation can be efficiently mapped back to feasible set of the AC-
OPF problem without loss of optimality (cf. Section 2.5.1). Recent results, for example,
have shown that AC-OPF problems, satisfying certain technical conditions and defined on
networks with acyclic topologies, yield semidefinite relaxations with at most rank one op-
timal solutions (cf. Section 2.5.1 and [13, 94]). In general, however, mapping a high-rank
solution to the semidefinite relaxation back to the original feasible set is NP-hard.
This inspires the exploration of methodologies capable of uncovering hidden rank one op-
timal solutions to the semidefinite relaxation, when they exist. Qualitatively, this amounts
to identifying matrices of minimal rank among all matrices belonging to the optimal face
of the semidefinite program (2.10). The optimal face is defined as
F = {V ∈ F : tr(A0V ) = J?}, (4.2)
where J? denotes the optimal value of the semidefinite relaxation. Essentially, computing
an optimal matrix of minimal rank entails the solution of a rank minimization problem
restricted to the optimal face of the semidefinite relaxation.
minimize
V ∈Hn
rank(V )
subject to V ∈ F?
(4.3)
Remark 7 (AC-OPF as Rank Minimization). In the event that the optimal face of the semidef-
inite relaxation possesses a rank one matrix, problem (4.3) reveals that AC-OPF can be equiv-
alently reformulated as rank minimization problem over a spectrahedral set. Explicit rank
minimization, however, is known to be NP-hard in general.
As a tractable alternative, one might naturally solve an approximation to the rank mini-
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mization problem through suitable choice of a convex surrogate for rank, which is neither
continuous nor convex.
In [21], Fazel et al. prove that the nuclear norm is the convex envelope of rank on spectral
norm balls. This property fails to hold, however, for general convex sets. While the nuclear
norm has been shown to be an effective surrogate for rank over certain affine equality con-
strained sets satisfying a restricted isometry property [66], it can behave quite poorly over
more general spectrahedral sets. In fact, when optimizing over the feasible spectrahedron
derived from the semidefinite relaxation of the AC-OPF problem, one can show that naive
nuclear norm minimization will frequently fail to find low-rank feasible solutions – even
when they exist. This behavior derives from the near invariance of nuclear norm over the
feasible set – an observation also made by the authors in [52]. More precisely, for any fea-
sible matrix V , one can readily derive the following lower and upper bounds on its nuclear
norm
n∑
i=1
(vmini )
2 ≤ ‖V ‖∗ ≤
n∑
i=1
(vmaxi )
2, (4.4)
where, ‖V ‖∗ denotes the nuclear norm of V (see Section 4.2 for the definition of nuclear
norm). In practice, the lower and upper bounds on bus voltage magnitude – vmini and
vmaxi , respectively – are chosen to be close to 1 per unit for all buses i, because of strict
requirements on power quality. This suggests that all feasible solutions to the semidefinite
relaxation of AC-OPF (2.10) have nearly equal nuclear norm, which reveals why naive
nuclear norm regularization may fail to distinguish between low and high-rank solutions.
Contribution: As an alternative to nuclear norm minimization, we analyze in Section 4.3
the behavior of an algorithm that involves solving a sequence of weighted trace minimiza-
tion problems, where the weighting matrices are recursively chosen to drive small (but
nonzero) eigenvalues of the successive solution iterates to zero – an approach which de-
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rives largely from the work in [22]. In addition, a simple bisection method is proposed
in Section 4.4.2 to address problems for which the above procedure fails to yield a rank-
one optimal solution. The algorithms are tested on multiple representative power system
examples. In many cases, the weighted trace minimization heuristic obtains a hidden
rank-one solution, where the naive semidefinite relaxation fails.
In addition to these two algorithms, we provide in Section 4.2 an equivalent representa-
tion for the rank one inequality constraint of problem (4.1) as the difference of two convex
functions. Using this representation, we develop in Section 4.2.1 a convex inner approx-
imation to the rank one constrained semidefinite program (4.1) and an algorithm, which
is guaranteed to generate a sequence of feasible solutions that have nonincreasing costs.
However, a feasible solution to the rank one constrained semidefinite program is required
to initiate the algorithm. We provide a heuristic for a computing such a feasible point.
4.2 Equivalent Representation of Rank
In this Section, we develop an equivalent representation for the rank one inequality con-
straint in problem (4.1). This equivalent representation is described by a function which
can be decomposed as the difference of two convex functions and it is obtained by rep-
resenting the rank of a matrix in terms of its nonzero singular values. This equivalent
representation of a rank one constraint lends itself to a convex inner approximation for
the rank one constrained semidefinite program, which we present is Section 4.2.1.
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For a matrix V ∈ Hn, let σi(V ) be ith largest singular value of V . In addition, let
‖V ‖∗ :=
n∑
i=1
σi(V )
be the nuclear norm of V and
‖V ‖F :=
√
tr(XX>) =
√√√√ n∑
i=1
n∑
j=1
[V ]2ij =
√√√√ n∑
i=1
σi(V )2, (4.5)
be the Frobenius norm of V . If V ∈ Hn+, then the eigenvalues of X are equal to its singular
values. Therefore the nuclear norm of a positive semidefinite matrix equals its trace. In
addition, it is straightforward to verify that the Frobenius norm of a Hermitian positive
semidefinite matrix X is no greater than its trace, i.e.,
‖V ‖F ≤ tr(V ). (4.6)
The rank of a matrix V is equal to the number of nonnegative singular values of V . More
precisely,
rank(V ) =
n∑
i=1
1{σi(V )>0}, (4.7)
where 1S is the indicator function of the set S. The above characterization of the rank of a
matrix in terms of its singular values together with (4.6) give rise to the following equiva-
lent representation of a rank one inequality constraint. We have the following Lemma.
Lemma 4.2.1. Let V ∈ Hn+. Then,
rank(V ) ≤ 1 ⇐⇒ tr(V )− ‖V ‖F ≤ 0.
Proof. First let rank(V ) ≤ 1. We must show that tr(V ) − ‖V ‖F ≤ 0. Since rank(V ) ≤ 1, it
follows by the characterization of rank in equation (4.7) that
σ2(V ) = σ3(V ) = · · · = σn(V ) = 0.
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Therefore tr(V ) =
∑n
i=1 σi(V ) = σ1(V ) and ‖V ‖F =
√∑n
i=1 σi(V )
2 = σ1(V ). This estab-
lishes the desired inequality.
Next, suppose that tr(V ) ≤ ‖V ‖F . We must show that rank(V ) ≤ 1. Since V ∈ Hn+, it
follows that tr(V ) ≥ 0. Hence, we must also have tr(V )2 ≤ ‖V ‖2F . First observe that
tr(V )2 =
(
n∑
i=1
σi(V )
)2
=
n∑
i=1
σi(V )
2 +2
n∑
i=1
∑
j:j>i
σi(V )σj(V ) = ‖V ‖2F +2
n∑
i=1
∑
j:j>i
σi(V )σj(V )
This implies that
n∑
i=1
∑
j:j>i
σi(V )σj(V ) ≤ 0
And since σi(V ) ≥ 0, for all i = 1, . . . , n and σ1(V ) ≥ σ2(V ) ≥ · · · ≥ σn(V ), it is easy to
verify that the above inequality implies that
σ2(V ) = · · · = σn(V ) = 0.
Therefore, we must have rank(V ) ≤ 1. 
The function tr(V )−‖V ‖F in Lemma 4.2.1 is a concave function of V as it is the difference
of a linear function of V and a convex function of V . In Section 4.2.1, we will use this
equivalent characterization of the rank one constraint to develop an algorithm, which can
be used to approximate the AC-OPF problem from within.
Lemma 4.2.1 gives rise to an equivalent reformulation for the rank one constrained
semidefinite program (4.1) We have the following Corollary.
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Corollary 4.2.2. The optimization problem
minimize
V ∈Hn
tr(A0V )
subject to tr(AiV ) ≤ bi, i = 1, . . . ,m,
tr(AiV ) = bi, i = m+ 1, . . . ,m+ `,
V  0,
tr(V )2 − ‖V ‖2F ≤ 0.
(4.8)
is equivalent to the rank one constrained semidefinite program (4.1).
In (4.8) the constraint tr(V )2 − ‖V ‖2F ≤ 0 is equivalent to tr(V ) − ‖V ‖F ≤ 0 since V is
positive semidefinite (therefore, tr(V ) ≥ 0). This representation of the rank one constraint
will be convenient in Section 4.2.1 when we develop an algorithm to approximate the
feasible set of the AC-OPF problem from within.
4.2.1 Convex Inner Approximations
In this section, we leverage on the equivalent representation of the rank one inequality
constraint described in Section 4.2 to develop an algorithm, which gives rise to a convex
inner approximation for the rank one constrained semidefinite program (4.1). Our method
generates a sequence of feasible solutions for (4.1) that have nonincreasing costs.
Recall the function tr(V )2 − ‖V ‖2F in Lemma 4.2.1, which is the difference of two convex
functions. The crux of our approach is based on the simple observation that any concave
function can be approximated from above with its linearization at a point. The sum of this
linearization with the convex component of the original function yields a convex global
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overestimator of the original nonconvex function. More precisely, let g : Hn → R be a
function given by g(Z) := −‖Z‖2F . Since g is concave, g(Z) is smaller than its linearization
around a point W ∈ Hn. In particular,
−‖Z‖2F = g(Z) ≤ g(W ) + tr
(∇g(W )>(Z −W )) = ‖W‖2F − 2tr(WZ),
where ∇g : Hn+ → R is the gradient of g. It follows that for all W ∈ Hn
tr(V )2 − ‖V ‖2F ≤ tr(V )2 − 2tr(WV ) + ‖W‖2F . (4.9)
Let f : Hn ×Hn → R be a function given by
f(V,W ) := tr(V )2 − 2tr(WV )+ ‖W‖2F .
Note that f(V,W ) is a convex function of V , for any fixed W and a convex function of W
for any fixed V . Leveraging on the equivalent characterization of a rank one inequality
constraint provided in Lemma 4.2.1, we have the following Corollary.
Corollary 4.2.3. Let V ∈ Hn be a positive semidefinite matrix. Then, rank(V ) ≤ 1 if and
only if there exists a matrix W ∈ Hn such that
f(V,W ) ≤ 0.
The above Corollary gives rise to a convex inner approximation for the rank one con-
strained semidefinite program (4.8).
Corollary 4.2.4. Let W ∈ Hn and consider the following convex program
minimize
V ∈Hn
tr(A0V )
subject to tr(AiV ) ≤ bi, i = 1, . . . ,m,
tr(AiV ) = bi, i = m+ 1, . . . ,m+ `,
V  0,
f(V,W ) ≤ 0.
(4.10)
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Algorithm 4.1: Alternate minimization Algorithm
Given a convex set F , an initial condition X0 ∈ Hn, and maximum number of iterations
k.
Initialize k = 0
Repeat
1. Compute. Xk+1 ∈ argmin
X∈F
tr(X)2 − 2tr(XkX)
2. Update. k = k + 1
Until rank(Xk) ≤ 1 or k = k
Output Xk+1.
Table 4.1: Alternate minimization method for finding a positive semidefinite matrix W ∈
Hn which yields a nonempty feasible set for problem (4.10).
An optimal solution of (4.10) is a feasible solution for the rank one constrained semidefinite
program (4.8).
Remark 8. The constraint f(V,W ) ≤ 0 in problem (4.10) can be expressed as the following
linear matrix inequality through a direct application of the Schur complement condition for
positive semidefiniteness.  1 tr(V )
tr(V ) 2tr(WV )− ‖W‖2F
  0.
For further details on the Schur complement, see Appendix B.6.
An important challenge to the implementation of the convexification technique developed
above lies in computing a matrix W ∈ Hn, which yields a nonempty feasible set for (4.10).
We propose a heuristic for computing one such matrix. The corresponding algorithm is
described in Table 4.1 and it amounts to an alternate minimization approach. In particular,
the alternate minimization method aims to find a pair of matrices (V,W ) ∈ F ×Hn such
that f(V,W ) ≤ 0. In essence, this amounts to computing a feasible solution to the rank
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Algorithm 4.2: Linearization Minimization Algorithm
Given a matrix V 0
Initialize k = 0
Repeat
1. Compute. V k+1 ∈ argmin
V ∈F(V k)
tr(A0V )
2. Update. k = k + 1
Until ‖V k − V k−1‖F ≤ ε.
Output v =
√
[Λ]11Ue1, where V k = UΛU∗ is an eigenvalue decomposition of V k.
Table 4.2: Linearization-minimization algorithm, which yields a sequence of feasible solu-
tions for the AC-OPF problem with nonincreasing costs.
one constrained semidefinite program (4.1). To do so, the algorithm minimizes f(V,W )
over F , while keeping W fixed and then it minimizes f(V,W ) over Hn+, while keeping V
fixed. More precisely, given an initial condition W 0 ∈ Hn, we take
V k+1 ∈ argmin
V ∈F
f(V,W k) = argmin
V ∈F
tr(V )2 − 2tr(W kV )
W k+1 = argmin
W∈Hn
f(V k+1,W ) = argmin
W∈Hn
‖W − V k+1‖2F = V k+1,
where the superscript k denotes the kth iteration step. Algorithm 4.1 is not guaranteed to
return a rank one feasible point for the rank constrained semidefinite program (4.1). If
it does, however, we provide a linearization-minimization algorithm, which is guaranteed
to yield a sequence of feasible point to the AC-OPF problem whose costs is nonincreasing.
To describe the linearization-minimiaztion algorithm it will be convenient to define the
feasible set of problem (4.8), which is parameterized by the matrix W as follows
F(W ) := F ∩ {V ∈ Hn | f(V,W ) ≤ 0}.
We have the following Proposition, which establishes two important properties of the
recursive method: (i) it is guaranteed to yield a nonempty convex inner approximation to
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the rank one constrained semidefinite program at each step in the recursion, provided that
Algorithm 4.1 returns a feasible solution to the rank one constrained semidefinite program
(4.1) and (ii) it is guaranteed to generate a sequence of feasible solutions for the AC-OPF
problem with nonincreasing costs.
Proposition 4.2.5. Let V 0 be a matrix returned by the alternating minimization Algorithm
4.1. In addition, let {V k}∞k=1 denote the sequence of solutions generated by the linearization-
minimization Algorithm 4.2. The following properties hold for each step k of the recursion.
(i) Nonemptiness: F(V k) 6= ∅.
(ii) Cost montonicity: tr(A0V k) ≤ tr(A0V k−1).
Proof. The proof is by induction on k.
Base of induction: Consider the case k = 0 and suppose that V 0 ∈ Hn is a rank one matrix
returned by the alternating minimization algorithm in Table 4.1. We claim that V 0 ∈
F(V 0). By construction of Algorithm 4.1, we have that V 0 ∈ F . And since rank(V 0) ≤ 1,
we obtain through a direct application of Lemma 4.2.1 that
tr(V 0)2 − 2tr(V 0V 0) + ‖V 0‖2F = tr(V 0)2 − ‖V 0‖2F ≤ 0
Therefore, V 0 ∈ F(V 0) and we are done with (4.2.1) for the base of induction. Let
V 1 ∈ argmin
V ∈F(V 0)
tr(A0V )
By its optimality, we must have tr(A0V 1) ≤ tr(A0V ), for all V ∈ F(V 0). And since V 0 ∈
F(V 0), we obtain the desired inequality.
Step of Induction: Let t = s and suppose that F(V j) 6= ∅ for all j < s. We must show
that F(V s) 6= ∅ in order to establish (4.2.1). By the induction hypothesis, we have that
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F(V s−1) 6= ∅. Let
V s ∈ argmin
X∈F(V s−1)
tr(A0V ).
We claim that V s ∈ F(V s). Since Xs ∈ F(V s−1), we have that V s ∈ F and
tr(V s)2 − 2tr(V s−1V s) + ‖V s−1‖2F ≤ 0.
Therefore, by Lemma 4.2.1, we obtain that rank(V s) ≤ 1. Hence,
tr(V 2)2 − 2tr(V sV s) + ‖V s‖2F = tr(V s)2 − ‖V ‖2F ≤ 0.
It follows that V s ∈ F(V s), which establishes the induction step for (4.2.1). Since V s is an
optimal solution, we must have
tr(A0V s) ≤ tr(A0V ),
for all V ∈ F(V s−1). Moreover, we established in part of the induction step that V k ∈
F(V k), for all k = 0, 1, . . . . Therefore,
tr(A0V s) ≤ tr(A0Xs−1).
This completes the proof of the induction step for part ((ii)). 
4.3 Concave Approximations of Rank
In this Section, we consider the rank minimization problem (4.3) and we take the approach
of approximating rank with a continuously differentiable, strictly concave function g :
Hn+ → R. With g acting as a surrogate for rank, we instead propose to solve the alternative
problem
minimize g(V )
subject to V ∈ C
(4.11)
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where C ⊂ Hn+ is a convex, compact subset of the positive semidefinite cone. To address
the nonconvexity of problem (4.11), in Section 4.3.1 we describe a standard iterative
linearization-minimization algorithm to obtain a sequence of convex differentiable prob-
lems, whose optimal solutions are guaranteed to converge to a local minimum of g on C.
In Section 4.3.2, we focus our attention on specific instances of g belonging to the log-det
family. Namely, we consider
g(V ) = log det(f(V ) + δI),
where the underlying parameterization (in the regularization constant δ > 0 and mapping
f : Hn+ → Hn+) controls the quality of g’s approximation to rank. Notice, that for f(V ) = V ,
we recover the classical log-det heuristic [22, 55]. Working with rank surrogates of this
form, we employ a gradient descent method to compute a local minimum of g – with the
aim of recovering a rank one matrix belonging to the optimal face F? of the semidefinite
relaxation for AC-OPF (cf. Eq. (4.2)). In the event that we fail to recover a rank one matrix
in the optimal face, we suggest in Section 4.3.3 a simple bisection algorithm to iteratively
relax the set of feasible points until a rank one feasible point is obtained. Finally, in Section
4.3.4 we explore how one might iteratively choose a sequence of regularization parameters
{δk}, so that the resulting solution iterates satisfy certain rank monotonicity properties.
4.3.1 Iterative Linearization-Minimization Algorithm
In this section, we introduce the iterative linearization–minimization algorithm and we
discuss its convergence properties. We work in a general framework where we consider
arbitrary strictly concave functions and arbitrary convex compact subsets of the positive
semidefinite cone.
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Let {gk}k∈N be a sequence of smooth, strictly concave functions, converging pointwise to
g over a convex, compact set C ⊂ Hn+. Moreover, assume that the sequence is monotonic
nonincreasing. Namely,
gk+1(V ) ≤ gk(V ) for all V ∈ C and k ∈ N.
For each k ∈ N, we define the linearization of gk(V ) around W ∈ C as
Λk(V,W ) := gk(W ) + tr[∇gk(W )∗(V −W )],
from which we readily derive the iterative linearization-minimization algorithm as follows.
V k+1 ∈ argmin
V ∈C
Λk+1(V, V k) = argmin
V ∈C
tr
(∇gk+1(V k)∗V ) , (4.12)
where ∇g : Hn+ → Hn is the gradient of g. The algorithm can be initialized at any point
V 0 ∈ Hn+. Before presenting the result on convergence, we have the following useful
Lemma.
Lemma 4.3.1. Consider a sequence of iterates {V k} generated by the recurrence relation
(4.12). We have that
gk+1(V k+1) < gk(V k), (4.13)
for all k ∈ N such that V k 6= V k+1. And
lim
k→∞
tr
(∇gk+1(V k)∗(V k+1 − V k)) = 0. (4.14)
Proof. First consider the proof of (4.13). By strict concavity, we have that gk(V ) is strictly
less than it’s linearization around W ∈ C for all V 6= W . In particular, for V k 6= V k+1, we
have that
gk+1(V k+1) < gk+1(V k) + tr(∇gk+1(V k)∗(V k+1 − V k)).
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And by optimality of V k+1 according to (4.12), we arrive at gk+1(V k+1) < gk+1(V k). The
desired result follows immediately from monotonicity of the sequence {gk}.
Consider now the proof of (4.14). The sequence {gk(V k)} of real numbers is bounded
from below by continuity of the limit function g over a compact set C. Hence, it fol-
lows from (4.13) and the monotone convergence theorem that the sequence {gk(V k)}
has a finite limit. The desired result follows from the fact that the quantity gk+1(V k) +
tr(∇gk+1(V k)>(V k+1−V k)) is sandwiched from above and below by gk(V k) and gk+1(V k+1),
respectively. 
We now discuss the convergence properties of the proposed algorithm. First, we provide
the definition of a stationary point.
Definition 4.3.2. Let h : Cn×n → R be a continuously differentiable function defined on the
set S ⊆ Rn×n. A matrix V ∈ S satisfying
tr (∇h(V )∗(Y − V )) ≥ 0 ∀ Y ∈ S
is a said to be a stationary point of h over S.
Theorem 4.3.3. Consider a sequence of iterates {V k} generated by the recurrence relation
(4.12). We have the following convergence properties.
(i) The sequence {V k} satisfies ‖V k+1 − V k‖F → 0.
(ii) Every limit point of {V k} is a stationary point.
Proof. While the proof of Theorem 4.3.3 (i) follows largely from the proof of Theorem
14.1.3 in [62], we include a concise version here for completeness. First, we define a
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hemivariate functional and a strongly downward sequence. We then use these definitions
to show that a strictly concave function is hemivariate and that the sequence of iterates
{V k} generated as in (4.12) is strongly downward in the function gk for each k.
Definition 4.3.4. [62, ] A functional g : Rn×n → R is said to be hemivariate on a set
S0 ⊂ Rn×n if it is not constant on any line segment of S0 – that is, if there does not exist
distinct points V,W ∈ S0 such that θV + (1− θ)W ∈ S0 and g(θV + (1− θ)W ) = g(V ) for
all θ ∈ [0, 1].
Definition 4.3.5. [62, ] Let g : Cn×n → R and {V k} be a sequence of iterates in some
subset S0 ⊂ Cn×n. We say that {V k} is strongly downwards in g if:
(a) θV k + (1− θ)V k+1 ∈ S0
(b) g(V k) ≥ g(θV k + (1− θ)V k+1) ≥ g(V k+1)
for all θ ∈ [0, 1].
We are now ready to show that the sequence of iterates {V k} generated by the iterative
linearization-minimization (4.12) is strongly downward in gk (for each k) and that the
limit function g of the sequence of the {gk} is hemivariate.
Lemma 4.3.6. Let {gk} be a sequence of smooth, strictly concave functions converging
pointwise to a smooth, strictly concave function g over a convex, compact set C ⊂ Hn+. The
following statements hold.
1. The limit function g is hemivariate.
2. A sequence of iterates {V k} generated by the iterative linearization-minimization
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(4.12) is strongly downward in the function gk for each k.
Proof:
1) Suppose, for the sake of contradiction, that ∃ distinct V,W ∈ C such that
g(θV + (1− θ)W ) = g(V ) ∀ θ ∈ [0, 1]
Since g is strictly concave,
g(V ) = g(θV + (1− θ)W ) > θg(V ) + (1− θ)g(W )
for all θ ∈ [0, 1]. By taking θ = 1 we have g(V ) > g(V ), a contradiction.
2) Let V k, V k+1 be two successive iterates belonging to C. Because C is convex, it follows
that Va = θV k + (1− θ)V k+1 ∈ C for all θ ∈ [0, 1]. By strict concavity, we have
gk+1(Va) > θg
k+1(V k) + (1− θ)gk+1(V k+1)
(a)
> θgk+1(V k+1) + (1− θ)gk+1(V k+1)
= gk+1(V k+1),
(4.15)
where (a) follows from the proof of Lemma 4.3.1. Moreover,
gk+1(Va) < g
k+1(V k) + tr
[∇gk+1(V k)>(Va − V k)]
(a)
= gk+1(V k) + (1− θ)tr(∇gk+1(V k)>(V k+1 − V k))
(b)
≤ gk+1(V k),
(4.16)
where (a) follows from linearity of the trace operator and (b) from optimality of V k+1
according to (4.12). Inequalities (4.15) and (4.16), imply that
gk+1(V k) > gk+1(θV k + (1− θ)V k+1) > gk+1(V k+1),
for all θ ∈ [0, 1] – from which it follows that the sequence {V k} is strongly downward in
the function gk+1 for each k. 
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We now prove Theorem 4.3.3 (a). The interested reader is refered to Theorem 1.4.3 in
[62] for more details. Suppose, for the sake of contradiction, that limk→∞ ‖V k−V k+1‖F ≥
ε > 0. Without loss of generality, consider two subsequences, such that {V kn}n → X and
{V kn+1}n → V̂ . By assumption, for every ε > 0,
‖V kn+1 − V kn‖F ≥ ε > 0, for all n ≥ 1.
Because C is closed it contains all its limit points. Therefore,
‖V − V̂ ‖F ≥ ε > 0.
The sequence {gk(V k)} is monotonic non-increasing (Lemma 4.3.1 ) and since gk is con-
tinuous on a compact set, gk is bounded from below for all k. It follows from the monotone
convergence theorem that the sequence {gk(V k)} converges, i.e.
lim
k→∞
(gk+1(V k+1)− gk(V k)) = 0.
It follows that g(V̂ ) = g(V ). And by convexity of C, we have that θV + (1− θ)V̂ ∈ C for all
θ ∈ [0, 1]. Moreover, the sequence {V k} is strongly downward in gk+1. Therefore,
gk+1(V k+1) ≤ gk+1(θV k + (1− θ)V k+1) ≤ gk+1(V k+1) (a)< gk(V k),
where (a) follows from Lemma 4.3.1. Taking limits gives,
g(V ) = g(θV + (1− θ)V̂ ) = g(V̂ ),
which contradicts the fact that g is hemivariate (Lemma 4.3.6). Therefore, limk→∞(V k −
V k+1) = 0. This completes the proof of (a).
We now prove part (b) of Theorem 4.3.3. Let V = limk→∞ V k. Since V k+1 was chosen to
minimize 4.12, it must be true that
tr
(
∇gk+1(V k)∗(V k+1 − V k)
)
≤ tr
(
∇gk+1(V k)∗(V − V k)
)
,
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for all V ∈ C. Taking limits and applying Lemma 4.3.1 yields
0 ≤ tr (∇g(V )∗(V − V )) .
Since the limit point was chosen arbitrarily, it follows from definition (4.3.2) that every
limit point of {V k} is a stationary point. This complete the proof of part (b). 
While the proof of Theorem 4.3.3 follows largely from arguments in [62], it is included for
completeness, as it ameliorates a minor gap in the proof of a similar result (Theorem II.2)
appearing in [55].
4.3.2 Rank Minimization Heuristic
In a similar spirit with previous work [22, 55], we now consider a surrogate family for
rank of the log-det type. More precisely, we define the sequence of surrogates {gk} as
gk(V ) = log det(f(V ) + δkI), k = 1, 2, . . . (4.17)
where the sequence of regularization parameters {δk} is assumed to be monotonic non-
increasing with a finite limit δ > 0. Moreover, we restrict f : Hn+ → Hn+ to a family of
mappings that preserve strict concavity and continuous differentiability of gk on a convex,
compact subset C of the positive semidefinite cone for all k. It follows readily, by the
monotonic convergence of {δk} → δ > 0, that {gk} is a monotonic sequence of functions
satisfying
lim
k→∞
gk(V ) = g(V ) := log det(f(V ) + δI)
for every in V ∈ C. The gradient is easily computed as
∇gk(V ) = (f(V ) + δkI)−1∇f(V ).
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An iterative linearization-minimization of the functions {gk} in (4.17) will converge, by
Theorem 4.3.3, to a stationary point of g on some compact set. Section 4.3.4 discusses the
selection of regularization coefficients {δk} to ensure certain rank monotonicty properties
of the iterates {V k}.
Remark 9. For the identity mapping f(V ) = V , we recover the classical log-det heuristic
[22]. Other natural candidates for f include the quadratic, f(V ) = V ∗V , or exponential
mappings, f(V ) = I − exp(−τV ), where τ > 0 is a regularization constant controlling the
concavity of f . We remark that there exists a broad literature quantifying, both analytically
and empirically, the behavior of a much larger family of rank surrogates that go beyond the
log-det family. However, such a discussion is beyond the scope of this paper and we refer the
reader to [66, 56, 78] for a partial cross section of relevant literature.
Recall from Section 3.2.2, our objective of efficiently extracting hidden rank one matrices
belonging to the optimal face F? of the semidefinite relaxation of the AC-OPF problem.
Leveraging on the preceding development, we now offer a simple iterative heuristic in
Table 4.3 with the aim of doing precisely that. Given a high rank (>1) solution V ? ∈ F? to
the semidefinite relaxation, we initialize the iterative linearization-minimization algorithm
with a feasible set restricted to the optimal face F?, and initial condition V ?. For notational
brevity, we denote the iterative linearization-minimization algorithm in Table 4.3 as the
mapping
V = Γ(F?, V ?),
where V ∈ F? denotes the converged value (within a prescribed tolerance) of the gradient
descent method.
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Algorithm 1: V = Γ(C, V 0)
Given a convex, compact set C ⊂ D, an initial condition V 0, a stopping tolerance ε > 0,
and maximum number of iterations k
Initialize k = 0
Repeat
1. Compute. V k+1 ∈ argmin
V ∈C
tr(∇gk+1(V k)>V )
2. Update. k = k + 1
Until ‖V k − V k−1‖F < ε or k = k
Output V = V k
Table 4.3: Iterative Linearization-Minimization Algorithm
4.3.3 Alternating Bisection-Minimization Algorithm
In the event that the rank minimization heuristic fails to yield a rank one solution in F?
(i.e., rank(V ) > 1), one of two motives could be at play. Firstly, there may not exist a
rank one point belonging to the optimal face F? (cf. category C2). Secondly, while there
may exist a rank one point in F?, the heuristic may fail to recover it, as we have provided
no guarantee on the algorithm’s ability to recover a minimum rank solution. In either
case, we offer in Table 4.4 a simple bisection method to iteratively relax the set of feasible
points until a rank one feasible point is obtained. And naturally, there is no guarantee as to
whether the resulting rank one point is globally optimal for the original AC-OPF problem
(4.3), unless the global lower bound J? is achieved.
The iterative relaxation of the feasible set obeys a simple bisection rule described as follows.
First, let J denote a global upper bound on the optimal cost of the AC-OPF problem –
a quantity that most commercial solvers can readily provide. If the rank minimization
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heuristic (cf. Table 4.3) fails to recover a rank one point on the optimal face F?, i.e.
rank(V
0
) > 1, where V
0
= Γ(F?, V ?),
we enlarge the feasible set to include points incurring a cost no greater than than the
bisection point, J1 := J? + 0.5(J − J?) in the interval [J?, J ]. The expanded feasible set is
F1 = {V ∈ D : J(V ) ≤ J1},
and apply the rank minimization heuristic over the new initial condition V
0
and feasible
set F1 to obtain an updated solution V 1 = Γ(F1, V 0). The subsequent decision to bisect
from above or below J1, at the following time step, depends on the rank of the current
solution V
1
. This alternation between bisection and optimization repeats ad nauseum until
the bisection points converge to within a prescribed tolerance of one another. We refer the
reader to Table 4.4 for a precise description of said method.
Remark 10. We mention two caveats. First, for certain realizations of the AC-OPF problem,
one may not be able to efficiently obtain a global upper bound, J , through which to param-
eterize the bisection algorithm, as finding a point belonging to the non-convex feasible set of
AC-OPF is, in general, NP-hard. Second, the bisection algorithm’s ability to recover a rank one
solution may be sensitive to the recursive choice of initial condition for the rank minimization
algorithm at each bisection step. We have suggested one possible recursion, where the solution
at the previous bisection step, initializes the rank minimization algorithm at the current step.
One can imagine many variations in said scheme.
4.3.4 Rank Monotonicity
Success of the iterative rank minimization algorithm (4.3) hinges on its convergence to
a rank one point belonging to the optimal face F?. As such, it’s natural to ask as to
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Algorithm 2: Alternating Bisection-Minimization
Given bounds (`0, u0), an initial condition V
0
, and stopping tolerance ε > 0
1. Bisect. J1 = `0 + 1
2
(u0 − `0)
2. Set. k = 1
Repeat
7. Update set. Fk = {V ∈ D : J(V ) ≤ Jk}
8. Call Algorithm 1. V
k
= Γ(Fk, V k−1)
9. if rank(V
k
) > 1
(a) Bisect from above. Jk+1 = Jk + 1
2
(uk − Jk)
(b) Update bounds. `k+1 = Jk, uk+1 = uk,
10. else if rank(V
k
) = 1
(a) Bisect from below. Jk+1 = `k + 1
2
(Jk − `k)
(b) Update bounds. `k+1 = `k, uk+1 = Jk,
11. Update time. k = k + 1
Until |Jk − Jk−1| < ε
Output Jk, V
k−1
Table 4.4: Alternating Bisection-Minimization Algorithm
whether the iterates {V k} are monotonic in rank? Namely, can one guarantee that the
rank(V k+1) ≤ rank(V k) for all k? This is a nuanced question, as the practical evaluation of
rank requires approximation.
The rank of a matrix is equal to the number of non-zero singular values of the matrix. This
fact is useful for theoretical analyses but it raises subtle issues when performing numerical
computations with floating point numbers. In particular, the finite precision of floating
point arithmetic implies that nonzero singular values cannot be distinguished from zero
if their magnitude is sufficiently small. Conversely, numerical errors that arise in floating
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point computations can cause a matrix to have spurious non-zero singular values. As
a consequence a threshold tolerance is typically used to determine the number of non-
zero singular values and hence the rank of a matrix. To be precise, the numerical results
generated in this paper calculate the rank of a matrix as the number of singular values
that exceed a certain threshold ε. These numerical issues related to the matrix rank raise
interesting questions that should be addressed by any practical semidefinite programming
algorithm.
In light of the preceding discussion, we introduce a notion of near low rank, which is meant
to capture matrices that are well approximated by low rank matrices. More precisely, we
have the following definition.
Definition 4.3.7. A matrix X ∈ Cn×n is defined to be ε-near rank-p if X satisfies
X = M +N, M,N ∈ Cn×n
where rank(M) = p and ‖N‖F ≤ ε.
Equivalently, a matrix is said to be ε-near rank-p if it lives within a ε-radius ball centered
around a rank-p matrix.
We now explore certain rank monotonicity properties of the matrix iterates {V k} generated
by the the rank minimization heuristic (4.12) under the sequence of surrogates gk(V ) =
log det(V + δkI).
Theorem 4.3.8 (Near rank monotonicity). Let rank(V k) = p ≥ 1. Then V k+1 is ε-near
rank-r (where r ≤ p), if
δk+1 ≤ ε
p
.
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Power System (n) Reference rank(V 0) rank(V
0
) Iteration J? J
9 [71] 3 1 23 1458.8 1458.8
30 [2] 2 1 11 316.49 316.49
Table 4.5: Power system examples with hidden rank one optimal solutions.
Remark 11 (Approximate constraint satisfaction). Using this notion of near low rank, one
can pose interesting questions regarding approximate constraint satisfaction. For example,
consider an ε-near rank one matrix X = M + N (where rank(M) = 1 and ‖N‖F ≤ ε) be-
longing to the optimal face F? of the AC-OPF semidefinite relaxation. While the naive rank
one approximation X ≈ M may result in a violation of constraints (i.e. M /∈ F?), the vi-
olation will be mild. And for practical engineering problems such as OPF, minor constraint
violations may be tolerable. It’s therefore natural to ask as to when the optimal face F? pos-
sesses nearly rank one matrices that can be efficiently computed? Conversely, for semidefinite
relaxations which do not possess rank one optimal solutions, can one systematically and effi-
ciently construct a mild relaxation of the optimal face F ′ ⊃ F? such that F ′ admits a rank
one matrix?
4.4 Numerical Studies
The primary objective of this section is to present a cross section of numerical results on
the performance of the linearization-minimization and alternating bisection-minimization
algorithms. A number of representative power system examples are presented for which
the semidefinite relaxation fails. In Section 4.4.1, examples are provided for which the
linearization-minimization algorithm succeeds in finding hidden rank one optimal so-
lutions that are also globally optimal for the original AC-OPF problem. In the event
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that said algorithm fails to find a rank one matrix on the optimal face, the alternating
bisection-minimization method can be applied. In Section 4.4.2, this alternating bisection-
minimization method is used to find a rank one feasible solution that yields a cost no larger
than that obtained via a conventional nonconvex solver. Throughout this section V 0, V
0
and V
k
denote, respectively, the optimal solution to the semidefinite relaxation, the rank
minimization heuristic over F , and the kth step of the alternating bisection-minimization
method.
4.4.1 Linearization-Minimization Iteration
Table 4.5 summarizes the power system networks used to test the linearization-
minimization algorithm. For each example, the semidefinite relaxation fails to return a
rank one solution (column 2). In each case, the linearization-minimization algorithm suc-
cessfully converges to a rank one optimal point (column 3) typically in a small number
of iterations (column 4). Thus the optimal cost for the semidefinite relaxation, J?, is in
fact equal to the optimal cost of the AC-OPF problem. Moreover, the rank one solution re-
turned from the linearization-minimization algorithm can be used to construct an optimal
solution for the AC-OPF problem. These results verify that primal/dual solvers will fail to
return rank one optimal solutions for the semidefinite relaxation even when such solutions
exist (cf. Theorem 4.1.1). The values of J in the last column denote the upper bound on
the optimal cost of the AC-OPF problem given by the nonconvex solver Matpower [96].
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Power System (n) Reference rank(V 0) rank(V
0
) Iteration J? J
3 [43] 2 2 1 683.62 944.34
5 [42] 3 2 6 2184.0 2609.3
Table 4.6: Power system cases for which the linearization-minimization algorithm fails to
return a rank one matrix in the optimal solution set of the semidefinite relaxation.
4.4.2 Alternating-Bisection Algorithm
For certain problems, the linearization-minimization algorithm fails to return a rank one
point in F? – i.e., rank(V 0) > 1. In such cases, one of two scenarios could be at play. Either
the optimal face F? of the semidefinite relaxation does not possess a rank one matrix or
the rank minimization heuristic may simply fail in returning a rank one point in F? when
it does in fact exist. Table 4.6 provides three representative examples of such cases. For
certain examples, the rank minimization heuristic is able to find a lower rank matrix (on
F?) than that achieved by the semidefinite relaxation. However, the iteration does not
converge to a rank one solution. In each case, there is a nonzero gap between the cost
achieved for the semidefinite relaxation, J?, and the Matpower upper bound obtained for
the AC-OPF problem, J .
The alternating bisection-minimization method is applied to the cases in Table 4.6. Figure
4.1 depicts the cost of a feasible point produced at every step of the bisection for the ex-
amples considered in Table 4.6. The red diamonds denote the iterates achieving rank one
feasible points, while the black circles denote iterates corresponding to high rank feasible
points. We observe in Figure 4.1, that in the case of the three and five bus examples, the
minimum cost obtained by a rank one feasible point through bisection coincides with the
cost produced by Matpower. This may lead one to believe that the optimal face F? of the
semidefinite relaxation may not admit a rank one feasible point. In fact, for the three bus
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Network.
example, we can verify through Theorem 2.5.8 that the optimal solution of the semdefinite
relaxation is unique and has rank greater than one.
To summarize, we observe that in many cases the iterative linearization-minimization al-
gorithm successfully uncovers a hidden rank one point that is also globally optimal for the
original AC-OPF problem. If the rank minimization algorithm fails to uncover a rank one
optimal point, then the alternating bisection-minimization method can be applied. In this
case, a rank one feasible solution is obtained that yields a cost that is no greater than that
achieved by Matpower.
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Part III
Robust AC Optimal Power Flow
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CHAPTER 5
ROBUST AC OPTIMAL POWER FLOW
5.1 Introduction
The AC optimal power flow (AC-OPF) problem is a fundamental decision problem in power
system operations [17]. In its most general form, AC-OPF amounts to a nonconvex opti-
mization problem, where the objective is to minimize the total cost of generation subject
to power balance constraints described by Kirchhoffs current and voltage laws, and oper-
ational constraints reflecting real and reactive limits on power generation, branch flows,
and bus voltage magnitudes. The nonconvexity of AC-OPF derives in part from the need
to enforce quadratic constraints, which are indefinite in the vector of bus voltages. The
treatment of such nonconvexities in the AC-OPF problem has traditionally relied on the use
of local methods for constrained optimization, or the use of approximate linear models of
power flow to convexify the feasible set of the underlying optimization problem, e.g., DC-
OPF [81]. More recently, considerable effort has been made to identify conditions under
which an optimal solution to AC-OPF can be obtained from a solution to its semidefinite
programming relaxation [41, 48, 49, 81].
Increased environmental concerns surrounding climate change have induced many U.S.
states to adopt legislation mandating that a significant percentage of their electricity be
generated by clean renewable resources. A basic challenge facing the large-scale inte-
gration of wind and solar resources derives from the need to compensate the attending
intermittency and uncertainty in their supply of power. At the heart of this challenge is the
need to develop robust optimization methods for AC-OPF to enable the reliable and cost-
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effective operation of power systems with a large fraction of their power supplied from
uncertain renewable sources. In its most basic form, the robust AC optimal power flow
(RAC-OPF) problem amounts to a two-stage robust optimization problem, in which the
system operator must determine a day-ahead generation schedule, which minimizes the
expected cost of dispatch, given a recourse opportunity to adjust its day-ahead schedule in
real-time when the uncertain system variables have been realized, e.g., the available sup-
ply from renewable resources. The need to optimize over (infinite-dimensional) recourse
policies, coupled with the intrinsic nonconvexity of the AC power flow constraints, results
in RAC-OPF being an infinite-dimensional, nonconvex optimization problem in its most
general form.
To address the nonconvexity in RAC-OPF, the vast majority of the literature on the topic
employs a DC linear approximation of the power flow model [10, 35, 36, 44, 45, 59, 69,
68, 79, 87]. In addition to this approximation, the majority of the literature relies on
affine or piecewise-affine approximations of the infinite-dimensional recourse policy space
[3, 10, 35, 36, 44, 45, 59, 69, 68, 79, 85, 87]. The primary approach to the treatment
of uncertainty has focused on either robust [3, 35, 36, 59, 63, 87] or chance-constrained
[10, 79, 69, 68, 85] formulations.
Contribution: In this chapter, we formulate RAC-OPF as a two-stage robust optimization
problem with recourse. Our primary point of departure from the existing literature is our
treatment of the full AC power flow model. To the best of our knowledge, the only papers
that treat the AC power flow model are [3, 85, 63]. However, a critical assumption made
in these papers is the assumption of exactness of the convex (semidefinite or second-order
cone) programming relaxations on which they rely. Exactness of such convex relaxations
for RAC-OPF is not guaranteed, and, in particular, the solutions generated by these relax-
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ations are not guaranteed to be feasible for RAC-OPF. In this chapter, we restrict the space
of recourse policies to those which are affine in the uncertain problem variables, and pro-
vide a method to approximate the RAC-OPF problem from within by a finite-dimensional
semidefinite program. The resulting semidefinite program – a convex inner approxima-
tion to RAC-OPF – produces affine recourse policies that are guaranteed to be feasible for
RAC-OPF.
In addition to the inner approximation, we we develop a method for constructing an outer
approximation (relaxation) to the RAC-OPF problem as a finite-dimensional second-order
cone program. Our approach centers on the reformulation of the RAC-OPF problem as a
robust rank one constrained semidefinite program and on its relaxation to a robust linear
program. This relaxation is obtained by eliminating the rank constraint and by approxi-
mating the cone of positive semidefinite matrices from without by a polyhedral cone. As
the proposed relaxation depends on the choice of the polyhedral cone, we propose a a
recursive method, which refines said cone in a manner guided by the objective function
to improve the performance of the relaxation. The practical value of our approximation
techniques proposed in this chapter derive from the fact that one can obtain a feasible so-
lution to the RAC-OPF problem by solving a finite-dimensional semidefinite program; and
can bound the suboptimality incurred by this feasible solution by solving another finite-
dimensional conic linear program. And if the gap between the optimal values of the outer
and inner approximations is small, we have a certificate of near optimality of the feasible
solution.
The chapter is organized as follows. In Sections 5.2 and 5.3, we develop the power sys-
tem model and provide a detailed formulation of RAC-OPF, respectively. In Section 5.4,
we offer a detailed derivation of the semidefinite programming inner approximation of
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RAC-OPF, and provide a sufficient condition under which the resulting approximation is
guaranteed to have a nonempty feasible region. In Section 5.4.4, we describe an iterative
optimization method that generates a sequence of feasible affine recourse policies with
nonincreasing costs. In Section 5.5, we derive the second-order cone outer approximation
(relaxation) of RAC-OPF. We offer an recursive method for improving the effectiveness
of the relaxation in Section 5.5.2. Finally, we illustrate the effectiveness of the proposed
approximation methods on a nine-bus power system with different levels of renewable
resource penetration and uncertainty in Section 5.6.
Notation: LetN, C, and R be the sets of natural, complex, and real numbers, respectively.
For any m ∈ N, let [m] := {1, 2, . . . ,m}. Denote by ei the real ith standard basis vector,
of dimension appropriate to the context in which it is used. For any z1, z2 ∈ C, we define
a partial ordering on C by z1 ≤ z2 if and only if Re{z1} ≤ Re{z2} and Im{z1} ≤ Im{z2}.
For any X, let [X]ij denote its (i, j) entry, and X∗ its conjugate transpose. Let Hn be the
space of n-by-n Hermitian matrices. For a matrix X ∈ Hn, the notation X  0 means that
X is positive semidefinite. For a matrix X ∈ Rm×n, X ≥ 0 means that X is entrywise
nonnegative. Let tr(X) denote the trace of a matrix X. Denote by In the n-by-n identity
matrix. Finally, for any k, n ∈ N, let L2k,n (L2k,n×n) be the space of all Borel measurable,
square-integrable functions from Rk to Cn (Hn).1
1A complex-valued function f on Rk is said to be Borel measurable if both Re{f} and Im{f} are real-
valued Borel measurable.
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5.2 Power System Model
We begin with a development of a general model for AC optimal power flow under uncer-
tainty. The power system we consider consists of a heterogeneous mix of generation and
load resources, which differ in terms of their inherent controllability and predictability.
The perspective we adopt is that of the inpdendent system operator (ISO), whose objec-
tive is to determine the dispatch of available generation resources in order to minimize the
expected cost of meeting demand, while ensuring that all operational limits of generation
and transmission facilities are met. This problem is commonly referred to as the secu-
rity constrained economic dispatch (SCED) problem. The optimization model we consider
consists of two stages: day-ahead (DA) and real-time (RT). In day-ahead, the ISO must
schedule an initial dispatch of its resources subject to uncertainty in the eventual realiza-
tion of certain system variables, e.g., demand and available supply of renewable resources.
Such DA scheduling decisions are essential, as certain generation resources (e.g., coal and
nuclear) have limited ramping capability, and must therefore be scheduled to produce well
in advance of the delivery time. In real-time, all uncertain variables are realized, and the
ISO is provided a recourse opportunity to adjust its DA dispatch schedule in order to bal-
ance the system at minimum cost. Ultimately, the determination of a DA schedule, which
minimizes the expected cost of dispatch given optimal recourse in real-time requires the
solution of a two-stage robust optimization problem with recourse. We formally define this
problem in (5.8).
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5.2.1 Power Flow Model
We consider a power transmission network whose topology is described by an undirected
graph G := (V , E). Here, the vertex set V := [n] represents the collection of transmission
buses, and the edge set E ⊆ V×V represents the collection of transmission lines connecting
buses. We require that (i, j) ∈ E , if and only if (j, i) ∈ E .
We describe the AC power flow equations according to Kirchhoff’s current and voltage
laws, which govern the relationship between complex bus voltages and power injections
[9]. Let Y ∈ Cn×n denote the network admittance matrix, v ∈ Cn the vector of complex
bus voltages, and s ∈ Cn the vector of complex (net) bus power injections (generation
minus demand). The AC power balance equations can be expressed as
si = v
∗Siv, (5.1)
where Si := Y ∗eie∗i for all i ∈ V. For each line (i, j) ∈ E , we denote the complex power
flow from bus i to bus j by sij ∈ C. It is given by
sij = v
∗Sijv, (5.2)
where Sij := ei e
∗
i (ŷij/2− [Y ]ij)∗+ eje∗i [Y ]∗ij for all (i, j) ∈ E . Here, ŷij ∈ C denotes the total
shunt admittance of line (i, j).
We require that the following constraints be enforced. The first class of constraints requires
that bus voltage magnitudes satisfy
vmini ≤ |vi| ≤ vmaxi ,
for all buses i ∈ V. Here, vmini ∈ R and vmaxi ∈ R denote upper and lower bounds,
respectively, on the voltage magnitude at bus i. The second class of constraints we consider
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enforce power flow capacities on the transmission lines. Namely, for each transmission line
(i, j) ∈ E , the real power flow from bus i to bus j must satisfy
−`maxij ≤ v∗Pijv ≤ `maxij .
Here, Pij := (Sij + S∗ij)/2, and `
max
ij ∈ R denotes the real power flow capacity of line (i, j).
We refer the reader to Appendix A and to the references therein for a detailed derivation
of the power flow and power balance equations.
5.2.2 Uncertainty Model
All of the ‘uncertain’ quantities appearing in this chapter are described according to the
random vector ξ, which is defined according to the probability space (Rk,B(Rk),Pr). Here,
the Borel σ-algebra B(Rk) is the set of all events that are assigned probabilities by the
measure Pr. We denote the first and second-order moments of ξ by
µ := E[ξ] and M := E[ξξ∗],
where E[·] denotes the expectation operator with respect to Pr. Adopting a standard nota-
tional convention, we will use ξ (normal face) to denote realizations taken by the random
vector ξ (bold face). We assume throughout the paper that the support of the random
vector ξ is nonempty, compact, and representable as
Ξ := {ξ ∈ Rk | ξ1 = 1, ξ∗Wjξ ≥ 0, j = 1, . . . , `}. (5.3)
Here, each matrix Wj ∈ Rk×k is defined according to
Wj :=
ωj w∗j
wj −Ω∗jΩj
 , (5.4)
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where ωj ∈ R, wj ∈ Rk−1, and Ωj ∈ Rnj×(k−1) for some nj ∈ N. It is important to note
that the representation of the support in (5.3) is general enough to describe any subset
of the hyperplane {ξ ∈ Rk | ξ1 = 1} that is defined according to a finite intersection of
arbitrary half spaces and ellipsoids. We will occasionally refer to the support set Ξ as the
‘uncertainty set’ associated with the random vector ξ.
Some remarks regarding our uncertainty model are in order. First, the requirement that
ξ1 = 1 for all ξ ∈ Ξ is for notational convenience, as it allows one to represent affine
functions of (ξ2, . . . , ξk) as linear functions of ξ. Second, it is important to emphasize
that all of the results contained in this chapter depend on the probability distribution
of the random vector ξ only through its support, mean, and second-order moment. No
additional information about the distribution is required. We make the following mild
technical assumption that is assumed to hold throughout the paper.
Assumption 5.2.1. There exists ξ ∈ Ξ such that ξ∗Wjξ > 0 for all j ∈ [`].
The assumption that the support set Ξ admits a strictly feasible point will prove useful to
the derivation of our subsequent theoretical results, as it ensures that Ξ spans all of Rk.
This, in turn, guarantees that the second-order moment matrix M is positive definite and
invertible. We refer the reader to [40, Prop. 2] for a proof of this claim.
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5.2.3 Generator and Load Models
Load Model: We consider a load model in which the real-time demand for power at each
bus i ∈ V is fixed, known, and denoted by di ∈ C.
Generator Model: To maintain clarity of exposition throughout the paper, we assume that
there is at most a single generator at each bus i ∈ V. We consider a generator model in
which the real-time (RT) supply of power, as determined by the ISO, is allowed to depend
on the realization of the random vector ξ. Accordingly, we let gi(ξ) denote the power
produced at bus i in real-time, where gi ∈ L2k,1 is a recourse function determined by the ISO
for each bus i ∈ V. Each generator i incurs a cost for producing gi(ξ), which we assume to
be linear in the real power produced. We explicitly define its production cost as
αiRe{gi(ξ)}, i ∈ V .
Here, αi ≥ 0 denotes the marginal cost of real power generation at bus i ∈ V.
In order to capture the potential for uncertainty in the generating capacity available to each
generator in real-time, we require that the power produced by each generator respects the
generation capacity constraints
g
i
(ξ) ≤ gi(ξ) ≤ gi(ξ), i ∈ V . (5.5)
Here, g
i
(ξ) ∈ L2k,1 and gi(ξ) ∈ L2k,1 denote the minimum and maximum power levels,
respectively, that generator i can sustain in real-time. This uncertainty in a generator’s
available capacity can be used to model unscheduled generator outages, and intermittency
in renewable power supply. The random generation capacities are assumed to satisfy
gmini ≤ gi(ξ) ≤ gi(ξ) ≤ gmaxi , i ∈ V .
103
Here, gmini ∈ C and gmaxi ∈ C are the nameplate minimum and maximum capacities of
generator i, respectively. We denote the corresponding vectors by g(ξ), g(ξ), gmin, gmax.
In practice, a generator cannot adjust its production level instantaneously, but rather is
limited by a prespecified rate (usually measured in MVA/min) that depends on the type
of generator. We specify generator i’s limited ramping capability in real-time according to
the following pair of constraints
rmini ≤ gi(ξ)− g0i ≤ rmaxi , i ∈ V , (5.6)
where rmini ∈ C and rmaxi ∈ C denote generator i’s ramp-down and ramp-up limits, respec-
tively. Here, g0i ∈ C denotes generator i’s day-ahead (DA) dispatch, also determined by
the ISO. The DA dispatch of each generator is required to satisfy its nameplate generation
capacity constraints given by
gmini ≤ g0i ≤ gmaxi , i ∈ V . (5.7)
Example 5.2.2 (Generator types). In line with [65], our generator model is general
enough to capture a wide range of generator types. We specify several important examples
in the following discussion. Given a DA dispatch level g0i that satisfies (5.7), generator i is
said to be:
• Completely inflexible (e.g., nuclear) if its allowable range of real-time outputs is given
by
gi(ξ) = g
0
i .
• Completely flexible (e.g., oil, gas) if its allowable range of real-time outputs is given
by
gmini ≤ gi(ξ) ≤ gmaxi .
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• Intermittent (e.g., wind, solar) if its allowable range of real-time outputs is given by
g
i
(ξ) ≤ gi(ξ) ≤ gi(ξ).
We make the following technical assumption, which requires that the RT generation ca-
pacities exhibit a linear dependence on the random vector ξ. Assumption 5.2.3 is assumed
to hold throughout the paper.
Assumption 5.2.3. There exist matrices G ∈ Cn×k and G ∈ Cn×k such that g(ξ) = Gξ and
g(ξ) = Gξ.
5.3 Formulation of Robust AC-OPF
Building on the previously defined models, we formulate the robust AC optimal power flow
(RAC-OPF) problem as follows.
minimize E
[
n∑
i=1
αiRe{gi(ξ)}
]
(5.8)
subject to g0 ∈ Cn, g ∈ L2k,n, v ∈ L2k,n
gmini ≤ g0i ≤ gmaxi , i ∈ V
g
i
(ξ) ≤ gi(ξ) ≤ gi(ξ), i ∈ V 
rmini ≤ gi(ξ)− g0i ≤ rmaxi , i ∈ V
gi(ξ)− v(ξ)∗Siv(ξ) = di, i ∈ V P-a.s.
vmini ≤ |vi(ξ)| ≤ vmaxi , i ∈ V
|v(ξ)∗Pijv(ξ)| ≤ `maxij , (i, j) ∈ E
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As previously described, the RAC-OPF problem amounts to a two-stage robust optimization
problem with recourse. The single-period formulation of RAC-OPF that we consider is
similar in structure to the single-period formulations studied in [3, 35, 85]. We briefly
summarize the timing and structure of the decision variables and constraints of the RAC-
OPF problem.
• The first-stage (day-ahead) decisions entail the determination of a DA generator dis-
patch g0 ∈ Cn subject to optimal recourse in the second stage, which will adjust the
DA dispatch given a realization of the random vector ξ.
• In the second stage (real-time), the random vector ξ is realized, and the ISO is pro-
vided a recourse opportunity to adjust its DA generator dispatch in order to balance
the system at minimum cost. The second-stage decision entails the determination of
the RT generator dispatch g(ξ) ∈ L2k,n and the RT bus voltages v(ξ) ∈ L2k,n.
• All decisions must be jointly determined in such a manner as to (i) minimize the ex-
pected cost of generation, and (ii) guarantee that all system constraints are satisfied
given any realization ξ ∈ Ξ of the random vector ξ in real-time, i.e., robust constraint
satisfaction.
5.3.1 Concise Formulation
It will be convenient to our analysis in the sequel to work with a more concise represen-
tation of the RAC-OPF problem. We do so by first eliminating the RT generator dispatch
variables g ∈ L2k,n through their direct substitution according to the nodal power balance
equations. Second, by redefining the DA generator dispatch g0 ∈ Cn as a real vector
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x := [Re{g0}∗, Im{g0}∗]∗, one can rewrite problem (5.8) more compactly in the following
form:
minimize E [v(ξ)∗A0v(ξ)] (P)
subject to x ∈ R2n, v ∈ L2k,n
v(ξ)∗Aiv(ξ) + b∗ix ≤ c∗i ξ, i = 1, . . . ,m, P-a.s.,
Ex ≤ f,
where m := 10n+2|E|. It is straightforward to construct the matrices E ∈ R4n×2n, f ∈ R4n,
Ai ∈ Hn (i = 0, . . . ,m), bi ∈ R2n (i = 1, . . . ,m), and ci ∈ Rk (i = 1, . . . ,m) given the
underlying problem data specified in the RAC-OPF problem (5.8). We refer the reader to
Appendix A.3 for their specification.
5.4 Convex Inner Approximation
Problem P is computationally intractable, in general, as it is both infinite-dimensional and
nonconvex. The nonconvexity is due, in part, to the feasible set, which is defined by a num-
ber of indefinite quadratic constraints in the vector of complex bus voltages. The infinite-
dimensionality of the optimization problem P derives from both the infinite-dimensionality
of the recourse decision variables. In what follows, we develop a systematic approach to
approximate problem P from within by a finite-dimensional semidefinite program, and
provide a sufficient condition under which the resulting inner approximation is guaran-
teed to have a nonempty feasible region. The proposed method for approximation centers
on the restriction of the infinite-dimensional space of recourse policies to those which are
linear in the random vector ξ.
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5.4.1 Affine Recourse Policies
As the initial step in the derivation of a tractable inner approximation to problem P, we
first restrict the functional form of the recourse decision variables (i.e., the complex bus
voltages) to be linear in the random vector ξ. That is to say, we require that
v(ξ) = V ξ, (5.9)
where V ∈ Cn×k. This restriction to affine recourse policies gives rise to the following
optimization problem PI, which stands as an inner approximation to the original problem
P.
minimize tr(MV ∗A0V ) (PI)
subject to x ∈ R2n, V ∈ Cn×k
ξ∗V ∗AiV ξ + b∗ix ≤ c∗i ξ, i = 1, . . . ,m, ∀ ξ ∈ Ξ,
Ex ≤ f,
We have used linearity of expectation and trace operators, and the invariance of
trace under cyclic permutations to massage the original objective function to obtain
E[ξ∗V ∗A0V ξ] = E[tr(ξξ∗V ∗A0V )] = tr(E[ξξ∗]V ∗A0V ). We have also replaced the m al-
most sure constraints with robust constraints due to the continuity of the corresponding
functions in ξ.
The resulting problem PI amounts to a semi-infinite nonconvex quadratically constrained
quadratic program.2 More specifically, the restriction to affine recourse policies results in
an optimization problem PI whose decision variables range over finite-dimensional spaces.
2A semi-infinite program is an optimization problem involving finitely many decision variables, and an
infinite number of constraints.
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However, due to the continuous structure of the uncertainty set Ξ, problem PI has in-
finitely many constraints and is, in general, intractable. To account for this, we employ
weak duality to obtain a sufficient set of finitely many constraints. We remark that such an
approximation of the infinite constraint set can also be derived through a direct applica-
tion of the so-called S-procedure [15]. We have the following result, which follows from
Proposition 6 in [40].
Lemma 5.4.1. Let P ∈ Hk, q ∈ Rk, r ∈ R, and Q := (e1q∗ + qe∗1)/2. Consider the following
two statements:
(i) ξ∗Pξ + q∗ξ + r ≤ 0, ∀ ξ ∈ Ξ,
(ii) ∃ λ ∈ R` with λ ≤ 0 and P +Q+ re1e∗1 −
∑`
j=1
λjWj  0,
where Wj is as defined in (5.4). For any ` ∈ N, it holds that ((ii)) implies ((i)). If ` = 1, then
((i)) and ((ii)) are equivalent.
Using Lemma 5.4.1, one can approximate the infinite constraint set of problem PI from
within by finitely many matrix inequality constraints. More precisely, a direct application of
Lemma 5.4.1 to each of the quadratic constraints in problem PI gives rise to the following
finite-dimensional optimization problem:
minimize tr(MV ∗A0V ) (PII)
subject to x ∈ R2n, V ∈ Cn×k, Λ ∈ Rm×`
V ∗AiV − Ci + (b∗ix)e1e∗1 −
∑`
j=1
[Λ]ijWj  0,
∀ i ∈ [m],
Ex ≤ f,
Λ ≤ 0,
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where we define Ci := (e1c
∗
i + ci e
∗
1)/2 for each i ∈ [m].
Remark 12. It follows directly from Lemma 5.4.1 that problem PII is an inner approxima-
tion to problem PI in general; and is equivalent to problem PI when ` = 1.
5.4.2 Convexifying the Inner Approximation
Problem PII is a finite-dimensional inner approximation to the original problem P. It,
however, remains to be nonconvex, because of the indefinite quadratic functions appearing
in both the objective and constraints. In what follows, we develop a method to convexify
problem PII from within by replacing each indefinite quadratic function with a majorizing
convex quadratic function. We state the resulting convex program, which approximates
PII from within, in Proposition 5.4.3.
The proposed method is based on the simple observation that each indefinite quadratic
function can be decomposed as a sum of a convex quadratic function and a concave
quadratic function. We then approximate the concave function from above with its lin-
earization at a point. The sum of this linearization with the convex component of the
original function yields a convex global overestimator of the original indefinite quadratic
function. More precisely, for each matrix Ai, define the decomposition
Ai = A
+
i + A
−
i ,
where A+i  0 and A−i  0 denote the positive semidefinite and negative semidefinite
parts of Ai, respectively. Using this matrix decomposition, define the function Hi : Cn×k ×
Cn×k → Hk according to
Hi(V, Z) := V
∗A+i V + Z
∗A−i V + V
∗A−i Z − Z∗A−i Z.
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for each i ∈ [m]. The first term of Hi is the convex component of the original quadratic
function V ∗AiV . The remaining terms represent the linearization of the concave compo-
nent at a point Z. Consequently, for any matrix Z, the function Hi(V, Z) is matrix convex
in V .3 The following result highlights two important properties of Hi. Its proof can be
found in Appendix ??.
Lemma 5.4.2. Let Z ∈ Cn×k. For each i ∈ [m], it holds that
(i) V ∗AiV  Hi(V, Z), ∀ V ∈ Cn×k,
(ii) tr(MV ∗AiV ) ≤ tr(MHi(V, Z)), ∀ V ∈ Cn×k.
Proof. ((i)) For any V, Z ∈ Cn×k, consider the matrix inequality
0  (Z − V )∗A−i (Z − V ) = V ∗AiV −Hi(V, Z), (5.10)
where the first relation follows from the negative semidefiniteness of A−i . Rearranging, we
obtain the desired matrix inequality.
((ii)) Since the matrix on the right-hand side of (5.10) is Hermitian negative semidefinite,
we must have
N∗(V ∗AiV −Hi(V, Z))N  0,
where N ∈ Rk×k is a Cholesky factor of M (i.e., M = NN∗). Such a matrix N is guaran-
teed to exist since M is positive definite. And since the trace of any Hermitian negative
semidefinite matrix is nonpositive, we obtain
tr(N∗(V ∗AiV −Hi(V, Z))N) ≤ 0.
3A function f : Cn×k → Hk is said to be matrix convex if for all matrices X,Y and 0 ≤ θ ≤ 1, we have
f(θX + (1− θ)Y )  θf(X) + (1− θ)f(Y ).
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The linearity of the trace operator and its invariance under cyclic permutations give the
desired trace inequality. 
Property ((i)) provides a way of approximating the nonconvex feasible set of problem PII
from withing by a convex set. Property ((ii)), on the other hand, provides way of majoriz-
ing the nonconvex objective of problem PII with a convex function. In Proposition 5.4.3,
we employ these approximations to specify a convex program whose optimal solution is
guaranteed to be a feasible solution for the original problem P. Its proof follows directly
from Lemma 5.4.2. We, therefore, omit it for the sake of brevity.
Proposition 5.4.3. Let V0 ∈ Cn×k, and suppose that (x, V ,Λ) is an optimal solution for the
following convex program:
minimize tr(MH0(V, V0)) (PIII(V0))
subject to x ∈ Rp, V ∈ Cn×k, Λ ∈ Rm×`
Hi(V, V0)− Ci + (b∗ix)e1e∗1 −
∑`
j=1
[Λ]ijWj  0,
∀ i ∈ [m],
Ex ≤ f,
Λ ≤ 0.
Define the function v ∈ L2k,n according to v(ξ) = V ξ. Then (x, v) is a feasible solution for the
original problem P.
We note that problem PIII(V0) can be equivalently reformulated as a semidefinite program
using the Schur complement condition for positive semidefiniteness. We refer the reader
to Appendix A.4 for the details of this reformulation.
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5.4.3 Guaranteeing Nonemptiness of the Inner Approximation
In order to convexify the RAC-OPF problem according the method developed in Section
5.4.2, one has to select a matrix V0 ∈ Cn×k that results in a nonempty feasible set for the
inner approximation PIII(V0). In this section, we provide a method for computing one such
matrix. The method we propose entails the calculation of a day-ahead dispatch g0 ∈ Cn ,
which is guaranteed to be feasible for the RAC-OPF problem without requiring adjustment
(recourse) in real-time. In order to do so, one needs to first characterize the guaranteed
range of available power supply at each bus in the network. For each bus i ∈ V, this
amounts to the specification of upper and lower limits γmaxi ∈ C and γmini ∈ C, such that
g
i
(ξ) ≤ γmini ≤ γmaxi ≤ gi(ξ), ∀ ξ ∈ Ξ.
We calculate these limits according to
γmini = max
ξ∈Ξ
(
Re{g
i
(ξ)}
)
+ jmax
ξ∈Ξ
(
Im{g
i
(ξ)}
)
,
γmaxi = min
ξ∈Ξ
(
Re{gi(ξ)}
)
+ jmin
ξ∈Ξ
(
Im{gi(ξ)}
)
.
(5.11)
It follows from Assumption 5.2.3 and the assumed structure of the uncertainty set Ξ that
each of these quantities can be exactly calculated by solving a second-order cone program.
A day-ahead dispatch, which is guaranteed to be feasible for the RAC-OPF problem, can
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therefore be calculated by solving the following deterministic AC-OPF problem.
minimize
n∑
i=1
αiv
∗
(
Si + S
∗
i
2
)
v (5.12)
subject to v ∈ Cn
γmini − di ≤ v∗Siv ≤ γmaxi − di, i ∈ V ,
vmini ≤ |vi| ≤ vmaxi , i ∈ V ,
− `maxij ≤ v∗Pijv ≤ `maxij , (i, j) ∈ E .
It is important to note that, despite being deterministic, the above AC-OPF problem is
nonconvex and NP-hard, in general. There are, however, many off-the-shelf optimization
routines (e.g., Matpower [96]) that are reliable in their ability to obtain feasible solutions
to problem (5.12).
The following Proposition establishes that a feasible solution to (5.12) can be used to
construct a matrix V0, which is guaranteed to generate a nonempty feasible region for the
convex inner approximation PIII(V0) of the RAC-OPF problem.
Proposition 5.4.4. Let v0 ∈ Cn be a feasible solution to (5.12), and define a matrix V0 :=
v0e
∗
1. Then, the optimization problem PIII(V0) has a nonempty feasible region.
Proof. Given a feasible solution v0 to problem (5.12), we show that there exists x0 ∈ R2n
and Λ0 ∈ Rm×` such that the point (x0, V0,Λ0) is feasible for problem PIII(V0), where
V0 = v0e
∗
1. Let x0 ∈ R2n be a vector given by
[x0]i :=

Re{v∗0Siv0 + di}, if 1 ≤ i ≤ n,
Im{v∗0Si−nv0 + di−n}, if n < i ≤ 2n,
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where Si ∈ Cn×n is defined in (A.4). Since v0 is a feasible solution to (5.12), it is easy
to verify that Ex0 ≤ f , where E ∈ R4n×2n and f ∈ R4n are defined in Appendix A.3.
Therefore, it suffices to show that there exists Λ0 ≤ 0 such that
Hi(V0, V0)− Ci + (b∗ix0)e1e∗1 −
∑`
j=1
[Λ0]ijWj  0, (5.13)
for all i ∈ [m]. Since V0 = v0e∗1, we have
Hi(V0, V0) = V
∗
0 AiV0 = (v
∗
0Aiv0)e1e
∗
1, (5.14)
for all i ∈ [m]. Therefore, (5.13) takes the form
(v∗0Aiv0 + b
∗
ix0)e1e
∗
1 − Ci −
∑`
j=1
[Λ0]ijWj  0, (5.15)
for all i ∈ [m]. Fix an i ∈ [m] and consider the constraint
v∗Aiv + b∗ix ≤ c∗i ξ, ∀ ξ ∈ Ξ,
in problem P. This constraint can be equivalently expressed as v∗Aiv + b∗ix ≤ pii, where pii
is the optimal value of the following convex quadratically constrained quadratic program
minimize ξ∗Ciξ
subject to ξ ∈ Rk
ξ∗Wjξ ≥ 0, j ∈ [`],
ξ1 = 1.
In the above optimization problem, we have used the relation ξ1 = 1 to rewrite c∗i ξ as
ξ∗Ciξ, where Ci ∈ Rk×k is defined in problem PII. By Asumption 5.2.1, there exists ξ ∈ Ξ
such that ξ∗Wjξ > 0 for all j ∈ [`]. This is a Slater condition, which guarantees strong
duality to hold between the above optimization problem and its dual. Therefore, pii = τi,
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where τi is the optimal value of the dual problem, which is given by
maximize ρi + γi
subject to ρi ∈ R, γi ∈ R, [Λ0]ij ∈ R, j ∈ [`]Ci +
∑`
j=1[Λ0]ijWj (ρi/2)e1
(ρi/2)e
∗
1 −γi
  0,
[Λ0]ij ≤ 0, j ∈ [`].
Now, recall problem (5.12), which entails the computation of a day-ahead dispatch, which
is guaranteed to be feasible for the RAC-OPF problem P without requiring adjustment
(recourse) in real-time. Since v0 is a feasible solution to (5.12), we must have
v0Aiv0 + b
∗
ix0 ≤ pii = τi.
Therefore, there exists ρi, γi, [Λ0]i1, . . . , [Λ0]i` ∈ R, such that [Λ0]ij ≤ 0, for all j ∈ [`],
v∗0Aiv0 + b
∗
ix0 ≤ ρi + γi, andCi +
∑`
j=1[Λ0]ijWj (ρi/2)e1
(ρi/2)e
∗
1 −γi
  0. (5.16)
Since v∗0Aiv0 + b
∗
ix0 ≤ ρi + γi, it follows readily that
(v∗0Aiv0 + b
∗
ix0)e1e
∗
1  (ρi + γi)e1e∗1. (5.17)
Subtracting Ci +
∑`
j=1[Λ0]ijWj from both sides of (5.17), we observe that its left-hand side
becomes equal to (5.15). Therefore, it suffices to show that
(ρi + γi)e1e
∗
1 − Ci −
∑`
j=1
[Λ0]ijWj  0, (5.18)
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as this implies that (5.15) holds. Using Lemma 3.1 in [38], the positive semidefiniteness
constraint (5.16) can be equivalently described by the following set of conditions:
Ci +
∑`
j=1
[Λ0]ijWj  0,
γi ≤ 0,
γi
(
Ci +
∑`
j=1
[Λ0]ijWj
)
+ (ρ2i /4)e1e
∗
1  0.
(5.19)
Consider the case where γi = 0. Then, (5.16) implies that ρi = 0 since for any positive
semidefinite matrix X, if [X]mm = 0, then [X]ml = [X]lm = 0, for all l ∈ [n] (see, for
example, 7.1.10 in [31]). In this case, (5.18) coincides with the first condition in (5.19)
and we are done.
Next, consider the case where γi < 0. By rearranging terms, the third condition in (5.19)
holds if and only if
−Ci −
∑`
j=1
[Λ0]ijWj  ρ
2
i
4γi
e1e
∗
1.
Using the above matrix inequality, we can bound from above (in the positive semidefinite
sense) the left hand side of (5.18). Thus, it suffices to show that (ρi+γi+ρ2i /(4γi))e1e
∗
1  0
or, stated equivalently,
ρi + γi +
ρ2i
4γi
≤ 0. (5.20)
For a matrix X ∈ Hn, let η(X) ∈ Rn be the vector of eigenvalues of X arranged in
nonincreasing order. Since for any X, Y ∈ Hn, if X  Y , then η(X) ≥ η(Y ) (see, for
example, Corollary 7.7.4 in [31]), the third condition in (5.19) implies that
ρ2i ≤ −4γiηmax,
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where ηmax is the largest eigenvalue of Ci +
∑`
j=1[Λ0]ijWj. As this is a positive semidefinite
matrix, we must also have that ηmax is nonnegative. Therefore, ρi ≤ 2√−γiηmax. Using this
inequality, we can bound the left hand-side of (5.20) from above. And therefore, it suffices
to show that
2
√−γiηmax + γi − ηmax ≤ 0, (5.21)
as this implies that (5.20) holds. Indeed, consider the function f : R+×R++ → R given by
f(x, y) = −y+ 2√yx−x, where R+, R++ denote the sets of nonnegative and positive real
numbers, respectively. To complete the proof notice that the maximum of f on R+ ×R++
occurs at x = y and takes the value zero. 
5.4.4 Recursive Convex Inner Approximations
In what follows, we describe a recursive method that builds upon our previous develop-
ment to generate a sequence of cost-improving convex inner approximations to the RAC-
OPF problem. Given a feasible solution v0 ∈ Cn to the deterministic AC-OPF problem
(5.12), define the matrix V0 := v0e∗1, and consider a recursion of the form
(xt+1, Vt+1,Λt+1) ∈ argmin
(x,V,Λ)∈F(Vt)
tr(MH0(V, Vt)). (5.22)
Here, F(Vt) denotes the feasible set of problem (5.12) parameterized by the matrix Vt.
The recursive algorithm (5.22) can be interpreted as implementing a successive convex
majorization-minimization method.
We have the following Proposition, which establishes two important properties of the re-
cursive method: (i) it is guaranteed to yield a nonempty convex inner approximation to
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the RAC-OPF problem at each step in the recursion, and (ii) it is guaranteed to generate a
sequence of feasible dispatch policies for the RAC-OPF problem with nonincreasing costs.
Proposition 5.4.5. Let {xt, Vt,Λt}∞t=0 denote the sequence of solutions generated by the re-
cursion in (5.22). The following properties hold for each step t of the recursion.
(i) Nonemptiness: F(Vt) 6= ∅.
(ii) Cost montonicity: tr(MV ∗t A0Vt) ≤ tr(MV ∗t−1A0Vt−1).
Proof. For notational brevity, let us first define matrices
Fi(Z, x, V,Λ) := Hi(V, Z)− Ci + (b∗ix)e1e∗1 −
∑`
j=1
[Λ]ijWj,
for each i ∈ [m]. In addition, we let
J(V, Vt) := tr(MH0(V, Vt)).
The proof is by induction on t.
Base of induction: Consider the case t = 0. By Propostion 5.4.4, there exists x0 ∈ R2n and
Λ0 ∈ Rm×` such that (x0, V0,Λ0) ∈ F(V0). Hence F(V0) 6= ∅ and we are done with (i) for
the base of induction. Let (x1, V1,Λ1) be a solution to problem (5.22). By its optimality,
we must have J(V1, V0) ≤ J(V, V0) for all (u, V,Λ) ∈ F(V0). Since (x0, V0,Λ0) ∈ F(V0), we
obtain in particular
J(V1, V0) ≤ J(V0, V0) = tr(MV ∗0 A0V0).
It remains to show that tr(MV ∗1 A0V1) ≤ J(V1, V0) in order to establish (ii) for the base of
induction. Indeed, letting V = V1 and Z = V0 in Lemma 5.4.2(ii), we readily obtain the
desired inequality.
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Step of Induction: Let t = s and suppose that F(Vj) 6= ∅ for all j < s. We must show that
F(Vs) 6= ∅ in order to establish (i). To do so, we use the assumption that F(Vs−1) 6= ∅,
together with Lemma 5.4.2(i) to show that (xs, Vs,Λs) ∈ F(Vs). Let (xs, Vs,Λs) ∈ F(Vs−1)
be a solution to (5.22). This point is guaranteed to exist since F(Vs−1) 6= ∅ by assumption.
Thus, Exs ≤ f , Λs ≤ 0, and
Fi(Vs−1, xs, Vs,Λs)  0, ∀ i ∈ [m]. (5.23)
Fix an i ∈ [m]. By using Lemma 5.4.2((i)) at V = Vs and Z = Vs−1, we obtain
V ∗s AiVs  Hi(Vs, Vs−1). (5.24)
Adding −Ci + (b∗ixs)e1e∗1 −
∑`
j=1[Λs]ijWj to both sides of (5.24), yields
V ∗s AiVs − Ci + (b∗ixs)e1e∗1 −
∑`
j=1
[Λs]ijWj  Fi(Vs−1, xs, Vs,Λs)  0. (5.25)
where the last relation follows from (5.23). Consider now the feasible set F(Vs). We claim
that (xs, Vs,Λs) ∈ F(Vs). Indeed Exs ≤ f, Λs ≤ 0 and Fi(Vs, xs, Vs,Λs)  0 for all i ∈ [m],
where the last relation follows from (5.25) and the fact that Hi(Vs, Vs) = V ∗s AiVs. This
completes the proof of the step of induction for part (i).
We will now prove the step of induction for part (ii). We must show that tr(MV ∗s A0Vs) ≤
tr(MV ∗s−1A0Vs−1) for any solution (xs, Vs,Λs) of (5.22). Let (xs, Vs,Λs) be one such solution.
Since it is optimal, we must have
J(Vs, Vs−1) ≤ J(V, Vs−1), ∀ (x, V,Λ) ∈ F(Vs−1).
In the step of induction of part (i), we have shown that (xs−1, Vs−1,Λs−1) ∈ F(Vs−1). There-
fore, we obtain in particular
J(Vs, Vs−1) ≤ J(Vs−1, Vs−1) = tr(MV ∗s−1A0Vs−1).
It remains to show that tr(MV ∗s A0Vs) ≤ J(Vs, Vs−1). This follows readily by setting V = Vs
and Z = Vs−1 in Lemma 5.4.2(ii). 
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5.5 Convex Outer Approximation
In this section, we develop a method for constructing finite-dimensional convex relaxations
(outer approximations) to the RAC-OPF problem. These relaxations enable the computa-
tion of lower bounds on the optimal value of the RAC-OPF problem. Such lower bounds
can, in turn, be used to bound the suboptimality incurred by the feasible affine policies
proposed in Section 5.4.2. In particular, if the gap between the optimal values of the outer
and inner approximations is small, we have an a posteriori certificate of near optimality of
the feasible solution computed.
5.5.1 Second Order Cone Outer Approximations
In this Section, we develop a finite-dimensional second-order conic relaxation to the two-
stage RAC-OPF problem formulated in Section 5.3. As the initial step in the derivation of
a tractable relaxation to the RAC-OPF problem, we reformulate program P as a two-stage
robust rank one constrained semidefinite program of the following form:
minimize E
[
tr
(
A0V (ξ)
)]
(5.26)
subject to x ∈ R2n, V ∈ L2k,n×n,
Ex ≤ f,
tr
(
AiV (ξ)
)
+ b∗ix ≤ c∗i ξ, i = 1, . . . ,m
V (ξ) ∈ Hn+,
P-a.s..rank(V (ξ)) ≤ 1,
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This reformulation arises by using the invariance of trace under cyclic permutations to
massage each quadratic function to obtain v(ξ)∗Aiv(ξ) = tr(Aiv(ξ)v(ξ)∗). By perform-
ing a change of variables V (ξ) := v(ξ)v(ξ)∗, we obtain the robust rank one constrained
semidefinite program (5.26).
The non-convexity in problem (5.26) is concentrated in the rank constraint and the re-
laxation to a robust semidefinite program entails the removal of the rank one constraint.
Robust semidefinite programs, however, are computationally intractable, in general [6].
The difficulty derives from the need to verify the nonnegativity of a nonlinear concave
function over the convex uncertainty set. Therefore, we take the approach of replacing the
positive semidefinite cone with a polyhedral cone, which contains the positive semidefinite
cone. That is to say, we require that
V (ξ) ∈ P, P-a.s.,
where P ⊇ Hn+ is a polyhedral cone. It is defined as
P :=
p⋂
i=1
{
W ∈ Hn | tr(ZiW ) ≥ 0
}
, (5.27)
where Zi ∈ Hn+ for all i = 1, . . . , p. Henceforth, we refer to P as the outer polyhedral cone.
Since the positive semidefinite cone is a self-dual cone, it is straightforward to see that
P ⊇ Hn+. One example of an outer polyhedral cone is the cone of Hermitian matrices with
positive diagonal entries. It is obtained by setting Zi = eie∗i for all i = 1, . . . , n.
The above relaxation of the positive semidefiniteness constraint yields the following robust
linear program, whose optimal value stands as a lower bound to the optimal value of the
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RAC-OPF problem.
minimize E
[
tr
(
A0V (ξ)
)]
(5.28)
subject to x ∈ R2n, V ∈ L2k,n×n
Ex ≤ f,
tr
(
AiV (ξ)
)
+ b∗ix ≤ c∗i ξ, i = 1, . . . ,m
 P-a.s.V (ξ) ∈ P,
The robust linear program (5.28), remains to be intractable as it involves infinite-
dimensional decision variables and almost-sure constraints. The finite-dimensional conic
relaxation of the RAC-OPF probelm is obtained from program (5.28) through two key ap-
proximation steps. The first entails restricting the space of dual policies corresponding to
the almost-sure constraints in problem (5.28) to be linear in the random vector ξ. The
second amounts to relaxing a set of moment feasibility constraints, which arise by the
restriction to dual linear policies. These relaxation steps are developed in the proof of
Theorem 5.5.1, which follows largely from arguments in [40]. Before stating Theorem
5.5.1, it will be convenient to define the cone generated by the uncertainty set Ξ. It is
given by
cone(Ξ) = {z ∈ Rk | z1 ≥ 0, z>Wjz ≥ 0, ∀ j = 1, . . . , `}.
We have the following Theorem, which provides a finite-dimensional conic relaxation for
the RAC-OPF probelm.
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Theorem 5.5.1. The optimal value of the second-order cone program
minimize e∗1M
k∑
t=1
tr(A0Vt)et
subject to x ∈ R2n, S ∈ Rm×k, {Vi}ki=1 ∈ Hn (5.29)
Ex ≤ f,
S∗ei +
k∑
t=1
tr(AiVt)et + b∗ixe1 = ci, i = 1, . . . ,m,
MS∗ei ∈ cone(Ξ), i = 1, . . . ,m,
M
k∑
t=1
tr(ZiVt)et ∈ cone(Ξ), i = 1, . . . , p.
is a lower bound on the optimal value of RAC-OPF.
Proof. Starting from the two-stage robust linear program 5.28, we apply two main relax-
ation steps which yield the finite-dimensional second order cone program 5.29. The first
amounts to restricting the space of dual policies corresponding to the almost-sure con-
straint in problem (5.28) to be linear in the random vector ξ. The second amounts to
relaxing a set of moment feasibility constraints.
Before we delve into the details of the proof, it will first be convenient to define matrices
Am+1, . . . , Am+p ∈ Hn and vectors bm+1, . . . , bm+p ∈ R2n and cm+1, . . . , cm+p ∈ Rk as follows
Am+i := −Zi, bm+i := 0, cm+i := 0, i = 1, . . . , p. (5.30)
Using these definitions, we can express the constraint V (ξ) ∈ Pn, P-a.s. in (5.28) follows:
tr
(
Am+iV (ξ)
)
+ b∗m+ix ≤ c∗m+iξ, i = 1, . . . , p, P-a.s.,
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Therefore, problem (5.28) can be stated as follows:
minimize E
[
tr
(
A0V (ξ)
)]
subject to x ∈ R2n, V ∈ L2k,n×n, s ∈ L2k,m+p (5.31)
Ex ≤ f,
si(ξ) + tr
(
AiV (ξ)
)− (b∗ixe1 − ci)∗ξ = 0, i = 1, . . . ,m+ p P-a.s.,s(ξ) ≥ 0
where we have introduced slack variables s1, . . . , sm+p ∈ L2k,m+p, to express the inequality
constraints as equality constraints. We now argue that a lower bound to the optimal value
of problem (5.31) is obtained by restricting the dual multiplier functions corresponding to
the equality constraints in (5.31) to be linear in ξ. To do so, it is necessary to first dualize
these equality constraints to obtain the following equivalent min-max reformulation of
(5.31), where the inner maximization is over the dual policies yi ∈ L2k,1, i ∈ [m′]
minimize E
[
tr
(
A0V (ξ)
)]
+
m+p∑
i=1
sup
yi∈L2k,1
E
[
yi(ξ) (si(ξ) + tr(AiV (ξ))− (b∗ixe1 − ci)∗ξ)
]
subject to V ∈ L2k,n×n, s ∈ L2k,m+p (5.32)
s(ξ) ≥ 0, P-a.s.
We then restrict the functional form of the dual policies yi(ξ), i = 1, . . . ,m+ p to be linear
in ξ. That is to say, we require that
yi(ξ) = y
∗
i ξ,
for all i = 1, . . . ,m+ p, where yi ∈ Rk. This restriction to dual affine policies implies that
sup
yi∈L2k,1
E
[
yi(ξ)
(
si(ξ) + tr(AiV (ξ))− (b∗ixe1 − ci)∗ξ
)]
≥ sup
yi∈Rk
y∗iE
[(
si(ξ) + tr
(
AiV (ξ)
)− (b∗ixe1 − ci)∗ξ)ξ], (5.33)
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for all i = 1, . . . ,m + p. By replacing each supremum term in the objective function of
(5.32) with the corresponding supremum term in the right hand side of (5.33) we obtain
an optimization problem whose optimal value is a lower bound to the optimal value of
(5.32). The maximization on the right-hand side of (5.33) admits a closed-form solution.
Namely, it is equal to zero if
E
[(
tr
(
AiV (ξ)
)− (b∗ixe1 − ci)∗ξ + si(ξ))ξ] = 0,
and equal to plus infinity, otherwise. Therefore, the optimal value of problem (5.32) is
bounded from below by the optimal value of the following optimization problem
minimize E
[
tr
(
A0V (ξ)
)]
(5.34)
subject to x ∈ R2n, V ∈ L2k,n×n, s ∈ L2k,m+p,
E
[(
tr
(
AiV (ξ)
)− (b∗ixe1 − ci)∗ξ + si(ξ))ξ] = 0, i = 1, . . . ,m+ p,
s(ξ) ≥ 0, P-a.s..
Problem (5.34) is described by finitely many equality constraints containing an expectation
term. The next step entails reformulating the above optimization problem to eliminate
these expectation terms. To do so, we introduce variables S ∈ R(m+p)×k and {Vi}ki=1 ∈ Hn,
which are determined by s(ξ) and V (ξ), respectively, through the following expressions:
(i) MS∗ei = E[si(ξ)ξ], for all i = 1, . . . ,m+ p
(ii)
k∑
t=1
(e∗jMet)Vt = E
[
ξjV (ξ)
]
, for all j = 1, . . . , k.
where recall that M = E[ξξ∗] is the second-order moment matrix. Using definitions (i)
and (ii), the linearity of the trace operator, and the fact that ξ1 = 1, P-a.s., the objective
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function of problem (5.34) can be expressed as follows:
E
[
tr
(
A0V (ξ)
)]
= tr
(
A0E
[
V (ξ)ξ1
])
= e∗1M
k∑
t=1
ettr(A0Vt) (5.35)
Similar arguments allow us to reformulate the equality constraints in (5.34) as follows:
S∗ei +
k∑
t=1
tr(AiVt)et + b∗ix = ci, i = 1, . . . ,m+ p, (5.36)
where we have used the fact that M is positive definite and therefore invertible. Recall
now the definition of the matrices Am+i and the vectors cm+i and bm+i for i = 1, . . . , p. It
follows from (5.36) that
S∗em+i =
k∑
t=1
tr(ZiVt)et, i = 1, . . . , p. (5.37)
Let us now define the following convex cone in Rk
K := {z ∈ Rk | ∃ s ∈ L2k,1 s.t. z = E[s(ξ)ξ], s(ξ) ≥ 0, P-a.s.}.
We will use this cone to reformulate problem (5.34) as a conic optimization problem over
the cone K. To do so, first observe that MS∗ei = E[si(ξ)ξ], si(ξ) ≥ 0 for all i ∈ 1, . . . ,m+ p
if and only if
(i) MS∗ei ∈ K, for all i = 1, . . . ,m, and
(ii) M
k∑
t=1
tr(ZiVt)et ∈ K, for all i = 1, . . . , p,
where in (ii) we have used equation (5.37). Using (5.35), (5.36), and (i)-(ii) above, we
obtain the following reformulation for problem (5.34) as a conic optimization problem
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over K.
minimize e∗1M
k∑
t=1
tr(A0Vt)et (5.38)
subject to x ∈ R2n, S ∈ Rm×k, {Vt}kt=1 ∈ Hn, V ∈ L2k,n×n
S∗ei +
k∑
t=1
tr(AiVt)et + b∗ix = ci, i = 1, . . . ,m,
MS∗ei ∈ K, i = 1, . . . ,m,
M
k∑
t=1
tr(ZiVt)et ∈ K, i = 1, . . . , p,
k∑
t=1
(e∗jMet)Vt = E[ξjV (ξ)], j = 1, . . . , k.
We now argue that both the last constraint and the policy V ∈ L2k,n×n are redundant and
can therefore be eliminated from (5.38). Indeed, given any feasible solution {Vt}kt=1 to
problem (5.38), the linear function
V (ξ) :=
k∑
t=1
ξtVt,
satisfies the last constraint of problem (5.38). Problem (5.38) remains intractable as ver-
ifying existence of a vector z in K entails checking for the existence of a function s in an
infinite-dimensional decision space which satisfies the moment constraint z = E[s(ξ)ξ].
The final step in the relaxation involves replacing the cone K by a cone containing it and
for which there exist efficient algorithms for linear optimization over its affine slices. We
have the following Lemma from [40].
Lemma 5.5.2. The cone K satisfies the following relation:
∅ 6= int(cone(Ξ)) ⊆ K ⊆ cone(Ξ).
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A direct application of Lemma 5.5.2 yields the desired relaxation for the RAC-OPF problem.

We remark that the last set of constraints in program (5) imply that outer polyhedral cones
defined by a large number of halfspaces yield finite-dimensional conic relaxations having
a large number of constraints.
5.5.2 Recursive Convex Outer Approximations
In the previous section, we proposed a method for constructing a finite-dimensional
second-order cone relaxation to the RAC-OPF probelm. The effectiveness of this relax-
ation, however, depends critically on the choice of the polyhedral cone P, and for any
given problem it is unclear what the best choice for P is. A naive approach might entail
the construction of a hierarchy of inner and outer polyhedral cones via a uniform dis-
cretization of the boundary of the cross polytope [46]. For high levels in the hierarchy,
however, this approach can create computational inefficiencies due to the large number of
half-spaces defining the outer polyhedral cone. In particular, such polyhedral cones yield
finite-dimensional programs (5.29) with a large number of constraints.
In this section, we build upon the previous approach by exploring polyhedral approxima-
tions of the positive semidefinite cone that are adaptively guided by the objective function.
More precisely, starting with a coarse outer polyhedral cone P (i.e., the cone of Hermitian
matrices with nonnegative diagonal entries), we prescribe a recursive method, which uses
the solution at the current iteration step to refine this cone. Specifically, at each iteration
step, we identify a number of matrices, which are constructed from a primal-dual opti-
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mal solution pair to the finite-dimensional conic linear program, which are shown to lie
on the boundary of the outer polyhedral cone. We project these matrices onto the pos-
itive semidefinite cone and refine the outer polyhedral cone by intersecting it with the
half-spaces corresponding to the supporting hyperplanes at said projection points. The
resulting feasible set of the finite-dimensional conic linear program over the refined outer
polyhedral cone is shown to exclude the optimal solution at the previous iteration step.
As the initial step in the development of the recursive method, we consider the dual pro-
gram to the second-order cone relaxation (5.29), which is given by
maximize
m∑
i=1
η∗iMci − f ∗λ (5.39)
subject to {θi}pi=1,∈ Rk, {ηi}mi=1 ∈ Rk, λ ∈ R4n,
E∗λ+
m∑
i=1
e∗1Mηibi = 0,
p∑
i=1
θ∗iMetZi −
m∑
i=1
η∗iMetAi = e
∗
1MetA0, t = 1, . . . , k,
ηi ∈ cone(Ξ)+, i = 1, . . . ,m,
θi ∈ cone(Ξ)+, i = 1, . . . , p,
λ ≥ 0.
Here, ηi, i = 1, . . . ,m and θi, i = 1, . . . , p are the dual multipliers of the penultimate and
last constraint of problem (5.29), respectively.
Given a feasible solution {Vi}ki=1 ∈ Hn to program (5.29), we define the following set of
matrices.
O(V1, . . . , Vk) :=
{
k∑
i=1
(Mθ)iVi
∣∣∣∣∣ θ ∈ cone(Ξ)+
}
.
In the following Lemma, we collect some important properties of the set O(V1, . . . , Vk).
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Lemma 5.5.3. The following properties hold:
(i) Let {Vi}ki=1 ∈ Hn be a feasible solution the conic program (5.29). Then,
O(V1, . . . , Vk) ⊆ Pn.
In addition, O(V1, . . . , Vk) ⊆ Hn+, if and only if
M
k∑
i=1
tr(ZVi)ei ∈ cone(Ξ), ∀ Z ∈ Hn+. (5.40)
(ii) Let ({V ?t }kt=1, {θ?j}pj=1) be a primal-dual optimal solution pair to programs (5.29) and
(5.39). For each j = 1, . . . , p, the matrix V j ∈ O(V ?1 , . . . , V ?k ), which is defined as
V j :=
k∑
i=1
(Mθ?j )iV
?
i , (5.41)
is on the hyperplane {X ∈ Hn | tr(ZjX) = 0}.
Remark 13. If the uncertainty set Ξ is polytopic, then (5.40) can be equivalently represented
by a set of linear matrix inequalities. In particular, O(V1, . . . , Vk) ⊆ Hn+ if and only if
(i)
∑k
i=1 e
∗
1MeiVi ∈ Hn+, and
(ii)
k∑
i=1
e∗jQMeiVi ∈ Hn+, for all j = 1, . . . , k.
The last constraint in (5.29) and the necessary and sufficient condition (5.40) point in
the direction of a recursive method for refining the outer polyhedral cone. Namely, we
would like to find a supporting hyperplane to the positive semidefinite cone such that
O(V1, . . . , Vk) is not contained in the corresponding half-space containing Hn+. We call
such a hyperplane a cutting plane for O(V1, . . . , Vk). More precisely, a cutting plane for
O(V1, . . . , Vk) is defined to be a hyperplane characterized by a matrix Z ∈ Hn+ and passing
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(a) (b) (c)
Figure 5.1: Figure 5.1(a) shows the positive semidefinite cone and the outer polyhedral
cone P, which is described by two half-spaces. In Figure 5.1(b), we visualize the set
O(V ?1 , . . . , V ?k )) induced by an optimal solution {V ?i }ki=1 to the 5.29. We identify two matri-
ces, V 1 and V 2 inO(V ?1 , . . . , V ?k ) that lie on the boundary ofP. The supporting hyperplanes
to Hn+ at ΠHn+(V
1) and ΠHn+(V
2) cut off parts of O(V ?1 , . . . , V ?k )) that do not contain positive
semidefinite matrices. In Figure 5.1(c), we visualize the refined outer polyhedral cone ob-
tained by intersecting P with the half-spaces corresponding to the supporting hyperplanes.
through the origin, such that
O(V1, . . . , Vk) * {X ∈ Hn | tr(ZX) ≥ 0}. (5.42)
An important consequence of (5.42) is that the conic relaxation (5.29), which is obtained
from approximating the positive semdefinite cone by P ∩ {X ∈ Hn | tr(ZX) ≥ 0} will not
contain {Vi}ki=1 in its feasible set. We have the following Proposition.
Proposition 5.5.4. Let {Vt}kt=1 be a feasible solution to (5.29). If
{X ∈ Hn | tr(ZX) = 0}
is a cutting plane for O(V1, . . . , Vk), then
k∑
t=1
tr(ZVt)et /∈ cone(Ξ).
Proof. Since
O(V1, . . . , Vk) * {X ∈ Hn | tr(ZX) ≥ 0},
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it follows that there exists a θ ∈ cone(Ξ)+ such that
0 >
k∑
i=1
θitr(ZVi) =
(
k∑
i=1
tr(ZVi)ei
)>
θ.
Since θ ∈ cone(Ξ)+, the desired exclusion follows from the definition of the dual cone. 
Given a primal-dual optimal solution pair ({V ?i }ki=1), {θ?j}pj=1) to programs (5.29) and
(5.39), we propose a method for constructing cutting planes for O(V ?1 , . . . , V ?k ). Lemma
5.5.3(ii) identifies a set of matrices, {V j}pj=1 in O(V ?1 , . . . , V ?k ), which lie on the boundary
of the outer polyhedral cone P. The following Proposition shows that if V j is not posi-
tive semidefinite, then the supporting hyperplane to Hn+ at ΠHn+(V
j) is a cutting plane for
O(V ?1 , . . . , V ?k ).
Proposition 5.5.5. Let ({V ?t }kt=1, {θ?j}pj=1, ) be a primal-dual optimal solution pair to (5.29)
and (5.39). For each j = 1, . . . , p, let V j ∈ O(V ?1 , . . . , V ?k ) be a matrix defined as in (5.41).
If V j 6∈ Hn+, then
O(V ?1 , . . . , V ?k ) * {X ∈ Hn | tr
(
(ΠHn+(V
j)− V j)X) ≥ 0}.
Proof. Since V j ∈ O(V ?1 , . . . , V ?k ), it suffices to show that
V j 6∈ {X ∈ Hn | tr((ΠHn+(V j)− V j)X) ≥ 0},
as this implies that
O(V ?1 , . . . , V ?k ) * {X ∈ Hn | tr
(
(ΠHn+(V
j)− V j)X) ≥ 0},
Let V j =
∑n
i=1 λiuiu
∗
i be an eigenvalue decomposition of V
j. It follows that
ΠHn+(V
j)− V j = −
n∑
i=1
min{0, λi}uiu∗i .
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Algorithm: Recursive Outer Approximations of RAC-OPF
Given an outer polyhedral cone P and a maximum number t of iterations
Initialize t = 1
Repeat
1. Let p = number of half-spaces defining P
2. Compute.
• A primal-dual optimal solution pair to (5.29) and (5.39)
• Matrices V 1, . . . , V p defined according to (5.41)
3. Update.
• P = P⋂pj=1{X ∈ Hn ∣∣ tr((PHn+(V j)− V j)X) ≥ 0}
• t = t+ 1
Until V j ∈ Hn+, for all j = 1, . . . , p or t = t
Output The optimal value of the finite-dimensional conic relaxation (5.29).
Table 5.1: Recursive algorithm, which yields a sequence of relaxations to the RAC-OPF
problem whose optimal values is nonincreasing.
Since V j 6∈ Hn+, it follows that
0 >
n∑
i=1
−min{λi, 0}λi
=
n∑
i=1
−min{λi, 0}u>i V jui
=
n∑
i=1
−min{λi, 0}u>i
(
k∑
t=1
(Mθj)
?
tV
?
t
)
ui
= tr
(
(ΠHn+(V
j)− V j)
k∑
t=1
(Mθj)
?
tV
?
t
)
,
which establishes the desired exclusion. 
Some remarks regarding Proposition 5.5.5 are in order. First, the cutting planes defined in
Proposition 5.5.5 cut off a parts of O(V ?1 , . . . , V ?k ) that do not contain positive semidefinite
134
matrices (see Figure 5.1b). Second, the specification of the cutting planes in Proposition
5.5.5 follows from the characterization of nearest points to nonempty closed convex sets
(see, for example, Excercise 8(c) in [12]). Third, as shown in Proposition 5.5.4, for any
index j ∈ {1, . . . , p} for which V j 6∈ Hn+, the outer polyhedral cone
P ∩ {X ∈ Hn ∣∣ tr((ΠHn+(V j)− V j)X) ≥ 0}
yields an outer approximation to the robust semidefinite program, which does not contain
{V ?i }ki=1 in its feasible set. Clearly, there is a computational trade-off between the num-
ber of cutting planes one chooses for refining P (the larger the number of cutting planes,
the more the constraints of the resulting conic relaxation (5.29)) and the marginal im-
provement to the lower bound obtained from the resulting outer approximation. In Figure
5.1(c), we visualize the outer polyhedral cone obtained by intersecting P with all the cor-
responding half-spaces. Lastly, if {V ?i }ki=1 is uniquely optimal, then the optimal value of
program (5.29) over the refined outer polyhedral cone is guaranteed to be greater than
the optimal value of the corresponding approximation over P.
In Table 5.1, we outline the steps of the proposed algorithm. Starting with a coarse outer
polyhedral cone P, the algorithm computes an optimal solution {V ?i }ki=1 to the finite-
dimensional conic linear program (5.29). A number of cutting planes for O(V ?1 , . . . , V ?k ) is
then computed according to Proposition 5.5.5. The intersection of P with the correspond-
ing half-spaces yields a refined outer polyhedral cone. The above procedure is repeated
using the refined polyhedral cones until all the matrices in Proposition 5.5.5 are positive
semidefinite or until a maximum number of iterations is reached.
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Inflexible Generators Intermittent Generators Flexible Generators
Parameters Units 1 2 3 4 5 6 7 8 9
αi $/MW 30 0 0 0 0 0 0 50 50
Re{gmaxi } MW 200 45 45 45 45 45 45 250 270
Im{gmaxi } MVAR 300 † † † † † † 300 300
Re{gmini } MW 10 0 0 0 0 0 0 10 10
Im{gmini } MVAR -300 † † † † † † -300 -300
Re{rmaxi } = −Re{rmini } MW 0 ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞
Im{rmaxi } = −Im{rmini } MVAR 0 ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞
Bus index (per [71]) 2 4 5 6 7 8 9 1 3
Table 5.2: Specification of each generator’s location, marginal cost, and constraint param-
eters. The † symbol indicates that the corresponding value in the table is determined by
equation (5.45).
5.6 Numerical Studies
We now illustrate the effectiveness of the proposed inner and outer approximation schemes
on a nine-bus power system with varying levels of renewable resource penetration and
uncertainty. We consider a modified version of the WSCC nine-bus power system. We refer
the reader to [71] for its complete specification and single-line diagram. All modifications
made to the original system in this chapter are summarized in Table 5.2. In particular, we
assume that bus one is connected to an inflexible base-load generator, buses two through
seven are connected to intermittent renewable generators, and buses eight through nine
are connected to flexible peaking generators.
5.6.1 Renewable Generator Model
The real-time generating capacity of renewable generators i ∈ {2, . . . , 7} represents the
only source of uncertainty in the power system being considered. Accordingly, we set
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k = 7, and let the ith element of the random vector ξ represent the maximum active power
available to generator i in real-time. In other words,
Re{g
i
(ξ)} = 0 and Re{gi(ξ)} = ξi, (5.43)
for i = 2, . . . , 7. It will be convenient to our numerical analyses in the sequel to express
the random vector ξ as an affine function of zero-mean random vector δ that is uniformly
distributed over a unit ball. We define this relationship according to
ξ := µ+ σδ,
where the random vector δ is assumed to have support
∆ := {δ ∈ Rk | δ1 = 0, ‖δ‖2 ≤ 1}.
It follows that the random vector ξ has support given by
Ξ =
{
ξ ∈ Rk | ξ − µ ∈ σ∆} .
Here, µ ∈ Rk and σ ∈ R+ represent location and scale parameters, respectively. In the
following study, we set µi = 15 MW for each renewable generator i ∈ {2, . . . , 7}. Qualita-
tively, the larger the scale parameter σ, the larger the a priori uncertainty in the real-time
generating capacity of the renewable generators. The location and scale parameters are
chosen in such a manner as to ensure that ξi respects the nameplate active power capac-
ity limits for each renewable generator i (cf. Table 5.2). We also require that µ1 = 1 to
maintain consistency with our original uncertainty model in Section 5.2.2. Finally, under
the assumption that δ has a uniform distribution, it is straightforward to show that the
random vector ξ has a second-order moment matrix given by
M = µµ∗ +
(
σ2
k + 1
) 0
Ik−1
 .
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Renewable energy resources, like wind and solar, employ power electronic inverters, which
can produce and absorb reactive power. The limits on the maximum and minimum amount
of reactive power that can be injected by a renewable generator are determined by its in-
verter’s apparent power capacity, which we denote by smaxi ∈ R+, for each renewable gen-
erator i. It follows that the real-time complex power injection of each renewable generator
i must satisfy a capacity constraint of the form
|gi(ξ)| ≤ smaxi . (5.44)
As the slight oversizing of a renewable generator’s apparent power rating is a standard
industry practice, we set smaxi = 1.05Re{gmaxi } for each renewable generator i. In order
to ensure that Assumption 5.2.3 is satisfied, we enforce a more conservative form of the
real-time apparent power capacity constraint (5.44) by setting the real-time reactive power
limits for each renewable generator i according to
Im{gi(ξ)} = −Im{gi(ξ)} = infξ∈Ξ
√
(smaxi )
2 − ξ2i . (5.45)
The reactive power limits specified in (5.45) specify the range of reactive power injections
that are guaranteed to be available to a renewable generator in real-time, regardless of
the active power supplied. Finally, using the real-time active and reactive power capacity
constraints specified in (5.43) and (5.45), respectively, it is straightforward to construct
matrices G,G ∈ Cn×k such that Assumption 5.2.3 is satisfied.
5.6.2 Numerical Analyses and Discussion
We begin by examining the sensitivity of the generation cost incurred under the affine re-
course policies that we propose to uncertainty in renewable supply. We do so by varying
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Figure 5.2: Figure (a) depicts the expected generation cost incurred by the affine recourse
policy computed at each iteration of the recursive algorithm (5.22). Here, the scale param-
eter is set to σ = 11.25. Figure (b) depicts the expected generation cost (red star) incurred
under the affine dispatch policy returned by the recursive algorithm (5.22) as a function
of the scale parameter σ. For each value of σ, the figure also depicts empirical confidence
intervals that are estimated from 104 independent realizations of the underlying random
vector. The box depicts the interquartile range, while the lower and upper whiskers extend
to the 5% and 95% quantiles, respectively.
the scale parameter σ from 0 to 20.25 in increments of 2.25, while keeping all other prob-
lem parameters fixed. It is worth noting that for σ = 0, there is no a priori uncertainty
in the renewable supply, and the RAC-OPF problem (5.8) reduces to the deterministic AC-
OPF problem (5.12). For each value of σ that we consider, we calculate an affine recourse
policy according to the recursive algorithm specified in Eq. (5.22). We initialize the re-
cursion with a feasible solution to the deterministic AC-OPF problem (5.12), which we
compute using the Matpower interior point solver [96]. In Fig. 5.2(a), we plot the ex-
pected generation cost incurred by the affine recourse policy computed at each step of the
inner approximation recursion (for σ = 11.25). The numerical results in Fig. 5.2(a) agree
with Proposition 5.4.5, which ensures that the recursion in (5.22) will yield a sequence of
feasible dispatch policies for the RAC-OPF problem with nonincreasing costs.
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Figure 5.3: Figure 5.3(a) depicts the optimal value of the second-order cone relaxation
when the algorithm in Table 5.1 terminates as a function of the scale parameter σ. Figure
5.3(b) depicts the optimal value of the second-order cone relaxation at each iteration of
the recursive algorithm in Table 5.1 (line with dots). Here, the scale parameter is set to
σ = 11.25. In addition, this figure depicts the the expected generation cost incurred by the
feasible affine recourse policy returned by the recursive inner approximation algorithm
(5.22) for the same value of σ (solid line). By nature of these approximations, we obtain
that said policy yields a cost, which is within 7.65% of the optimal value of the RAC-OPF
problem.
In Fig. 5.2(b), we plot the expected generation cost (and its empirical confidence inter-
vals) incurred by the affine dispatch policy returned by the inner approximation algorithm
(5.22) versus the scale parameter σ. First, notice that the expected generation cost in-
creases monotonically with the scale parameter. Such behavior is to be expected, as larger
values of σ correspond to larger uncertainty sets Ξ. It is also worth noting the ‘spread’
in the cost distribution induced by the dispatch policies that we compute also increases
with σ. That is to say, renewable energy resources with a large variance in their real-time
generating capacity will result in a larger variance in total generating costs. Such behavior
is a consequence of the risk neutrality inherent to the expected cost criterion that we treat
in our formulation.
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In Figure 5.3(a), we plot the optimal value of the second-order cone relaxation (5.29)
returned by the recursion algorithm presented in Table 5.1 versus the scale parameter
σ. These values stand as lower bounds to the optimal value of the RAC-OPF problem.
We observe that the lower bounds increase monotonically with the scale parameter. This
behavior is attributed to the fact that larger values of σ correspond to larger uncertainty
sets Ξ.
In Figure 5.3(b), we plot (blue line with dots) the optimal value of the second-order cone
relaxation at each step of the outer approximation algorithm in Table 5.1 (for σ = 11.25).
In addition, we plot (solid line) the expected generation cost incurred by the affine re-
course policy returned by the recursive inner approximation algorithm (5.22) for the same
value of σ. First, we observe that the inner approximation recursion yields a sequence of
lower bounds to the RAC-OPF problem with nondecreasing costs. Such behavior is to be
expected since Proposition 5.5.5 guarantees that the optimal solution at the current iter-
ation step is not in the feasible set of the next iteration step. In addition, Figure 5.3(b)
depicts the practical value of our method. In particular, one can bound the suboptimality
incurred by the feasible affine recourse policy by solving the finite-dimensional second-
order cone program (5.29). In this example, the gap between the optimal values of outer
and inner approximations is small. As a matter of fact, the expected cost incurred by the
feasible affine recourse policy is 7.65% greater than the optimal value of the second-order
cone relaxation. This gives a certificate of near optimality of the feasible solution.
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5.7 Conclusions
We formulate the robust AC optimal power flow (RAC-OPF) problem as a two-stage robust
optimization problem with recourse; and develop a method to approximate RAC-OPF from
within by a semidefinite program. Its solution yields an affine recourse policy that is
guaranteed to be feasible for RAC-OPF. We also provide an iterative optimization method
that generates a sequence of feasible affine recourse policies with nonincreasing costs.
In general, affine recourse policies will be suboptimal for RAC-OPF. Thus, we develop a
method to approximate RAC-OPF from without by a second-order cone program. The
optimal value of this optimization problem yields a lower bound to the optimal value
of RAC-OPF, which can be used to bound the suboptimality incurred by the feasible affine
policies proposed in this chapter. In addition, we develop a recursive method which refines
the outer approximation to yield sharper lower bounds to the optimal value of RAC-OPF.
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CHAPTER 6
RECURSIVE CONIC APPROXIMATIONS OF ROBUST SEMIDEFINITE PROGRAMS
6.1 Introduction
Let Rn be the n-dimensional Euclidean space and Sn (Sn+) space of real n × n symmetric
matrices (symmetric positive semidefinite) matrices. A robust semidefinite program whose
data is parameterized affinely in the uncertain parameter is an optimization problem of
the following form
minimize
x∈Rm
c>x (RSDP)
subject to
k∑
i=1
ξiAi(x) ∈ Sn+, ∀ ξ ∈ Ξ,
where x ∈ Rm is the decision variable and ξ ∈ Rk is the uncertain parameter. The vector
c ∈ Rm, the affine functions Ai : Rm → Sn, and the convex uncertainty set Ξ ⊆ Rk are the
given problem data. We denote by vopt the optimal value of the RSDP.
The semi-infinite structure of the robust semidefinite program renders it computationally
intractable in general. The difficulty derives from the need to verify the nonnegativity of a
nonlinear concave function over the convex uncertainty set. In contrast, robust linear pro-
grams admit equivalent reformulations as finite-dimensional convex programs provided
that the uncertainty set is described by an affine slice of a proper cone. For example, if the
uncertainty set is polytopic, ellipsoidal, or semidefinite representable, then the robust lin-
ear program can be reformulated as a linear, second-order cone, or semidefinite program,
respectively.
Although computationally intractable in general, the RSDP admits computationally
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tractable reformulations or inner approximations for certain characterization of the un-
certainty set [6, 72]. We discuss such results in more detail in Section 6.2.2.
Contribution: We propose an approximation method, which yields an inner and outer ap-
proximation to the RSDP as a robust linear program. The approximations are obtained
by approximating the semidefinite cone from within and without by a polyhedral cone.
The resulting robust linear programs admit equivalent reformulations as finite-dimensional
conic linear programs, provided that the uncertainty set Ξ is defined as an affine slice of
a proper cone. Although possibly conservative, any solution to the robust linear program
over the inner polyhedral approximation of the positive semidefinite cone will be feasible
for the RSDP. Moreover, the optimal value of the robust linear program over the outer
polyhedral approximation of the positive semidefinite cone serves as a lower bound on
the optimal value of the RSDP. Therefore, this provides a bound on the suboptimality
of the feasible point generated by the inner approximation. And if the gap between the
optimal values of the outer and inner approximations is small, we have a certificate of
near optimality of the feasible solution. The primary contribution of this chapter is the
development of a recursive method which refines the inner and outer polyhedral cones to
sharpen the approximations to the robust semidefinite program. In particular, our method
is guaranteed to eliminate the optimal solution of the approximation at the current itera-
tion step from the feasible set of the approximation at the next iteration step. And in case
the inner (outer) approximation has a unique optimal solution, the cutting plane method
is guaranteed to yield a sequence of decreasing (increasing) optimal values.
Organization: The remainder of this chapter is organized as follows. In Section 6.2, we
present existing results pertaining to exact reformulations and approximations of robust
SDPs. Sections 6.3 and 6.4 contain our main results, which include construction of inner
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and outer polyhedral approximations to the robust SDP and a recursive method to sharpen
the approximations. In Section 6.5 we demonstrate the proposed approximations on the
robust linear estimation problem.
Additional Notation: Let ei be the ith real standard basis vector, of dimension appropriate
to the context in which it is used. For a matrix X ∈ Rm×n, let X> be its transpose. Let
R+ denote the set of nonnegative scalars. A set C ⊆ Rn is a convex cone if it contains
zero, and for any positive scalars a, b and any two vectors x, y ∈ C, the vector ax+ by ∈ C.
The dual cone of a given cone C ⊆ Rn is given by C∗ = {y ∈ Rn | x>y ≥ 0, ∀ x ∈ C}.
Lastly, given any set S and any matrix X, we denote by ΠS(X) := argminY ∈S ‖X − Y ‖F
the projection of X onto S. Here, ‖ · ‖F denotes the Frobenius norm.
6.2 Preliminaries
6.2.1 Uncertainty Model
The uncertainty set Ξ ⊂ Rk is assumed to be a convex compact set given by
Ξ := {ξ ∈ Rk | ξ1 = 1, Qξ ∈ C}, (6.1)
where Q ∈ R`×k, and C ⊆ R` is a proper cone. The requirement that ξ1 = 1 is for
notational convenience, as it enables the representation of affine functions of (ξ2, . . . , ξk)>
as linear functions of ξ. We assume that the linear hull of Ξ spans Rk. Such assumption is
without loss of generality since the dimension of ξ can be reduced, if necessary, to obtain
an equivalent uncertainty set, which satisfies said assumption. We use this assumption
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in the proof of Lemma 6.2.1, which shows that a semi-infinite linear constraint can be
equivalently represented by a finite number of conic constraints.
Before we state Lemma 6.2.1, it will be convenient to define the cone generated by the
uncertainty set Ξ. It is given by
cone(Ξ) := {ξ ∈ Rk | ξ1 ≥ 0, Qξ ∈ C}
The dual cone of cone(Ξ) is given by
cone(Ξ)∗ := {µe1 +Q>λ | µ ∈ R+, λ ∈ C∗}. (6.2)
Lemma 6.2.1. Let z ∈ Rk. Then, the following two statements are equivalent
(i) z>ξ ≥ 0, ∀ ξ ∈ Ξ,
(ii) z ∈ cone(Ξ)∗.
The proof of Lemma 6.2.1 is omitted, as it relies on a simple duality argument that is
central to the robust optimization paradigm (cf. Theorem 1.3.4 in [6]).
6.2.2 Exact and Approximate Solutions to RSDPs
In this section, we review some results from the literature that provide conditions on the
structure of the uncertainty set Ξ, which enable the tractable reformulation of the RSDP.
First, for so-called scenario-generated uncertainty sets described by
Ξ = conv {ξ1, . . . , ξN}, (6.3)
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where conv S denotes the convex hull of S, the RSDP admits a reformulation as a semidef-
inite program. We have the following Theorem from [6, Chap. 8.1].
Theorem 6.2.2. Consider a scenario-generated uncertainty Ξ of the form (6.3). Then, the
semidefinite program,
minimize
x∈Rm
c>x
subject to x ∈ Rm
k∑
i=1
ξjiAi(x) ∈ Sn+, j = 1, . . . , N,
(6.4)
is equivalent to RSDP.
Second, given a ρ ∈ R, norm-bounded uncertainty sets described by
Ξ = {ξ ∈ Rk | ξ = (1,δ1; . . . ; δN), δj ∈ Rnj , ‖δj‖2 ≤ ρ, ∀ j = 1, . . . , N} (6.5)
are known to yield tractable reformulations or (conservative) inner approximations for the
RSDP. In particular, the authors in [6] show that RSDP admit a computationally tractable
reformulation as a semidefinite program, if the uncertainty set is unstructured (i.e., N = 1).
Under the more general setting of structured uncertainty (i.e., N > 1), a computationally
tractable inner approximation to the RSDP can be derived. We summarize these results in
the following Theorem, which is based on [88, Thm. 6.2.1] and [6, Thm 9.1.2 & Thm.
8.2.3].
Theorem 6.2.3. Consider a norm-bounded uncertainty set Ξ of the form (6.5). Let µ0 := 1.
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For each j = 1, . . . , N , define µj :=
∑j
s=1 ns and
Fj(x, Sj, Qj) :=

Sj ρAµj−1+1(x) . . . ρAµj+1(x)
ρAµj−1+1(x) Qj
... . . .
...
ρAµj+1(x) Qj

.
(i) The semidefinite program
minimize c>x (6.6)
subject to x ∈ Rm, {Sj}Nj=1, {Qj}Nj=1 ∈ Sn,
Fj(x, Sj, Qj)  0, j = 1, . . . , N,
2A1(x)−
N∑
j=1
(Sj +Qj)  0,
is an inner approximation of the RSDP, i.e., the projection of the feasible set of (6.6) on
the space of x variables is contained in the feasible set of the RSDP.
(ii) If N = 1, then problem (6.6) is equivalent to the RSDP.
Lastly, for general semi-algebraic uncertainty sets Ξ, Scherer and Hol [72] develop a
method based on sum of squares optimization to approximate the robust semidefinite pro-
gram RSDP from within by a semidefinite program 1 We refer the reader to Theorem 1 of
[72] for the details of their construction.
1In fact, their method method applies to the more general setting in which the robust constraint in the
RSDP is polynomially parameterized in the uncertain parameter ξ.
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6.3 Approximations of RSDPs
6.3.1 Outer Approximations
In this section, we propose a method for constructing tractable outer approximations to
the robust semidefinite program RSDP. Consider the following outer robust linear program
(O-RLP)
minimize c>x (O-RLP)
subject to
k∑
i=1
ξiAi(x) ∈ P, ∀ ξ ∈ Ξ,
in the variables x ∈ Rm, where P is an arbitrary polyhedral cone, that is assumed to
contain the positive semidefinite cone. It is defined by
P :=
p⋂
j=1
{X ∈ Sn | tr(ZjX) ≥ 0}, (6.7)
where Zj ∈ Sn+ for all j = 1, . . . , p. Henceforth, we refer to P as the outer polyhedral cone.
One example of an outer polyhedral cone is the cone of symmetric matrices with positive
diagonal entries. It is obtained by taking Zi = eie>i , for all i = 1, . . . , n. Since P ⊇ Sn+, it
follows that the optimal value of the O-RLP stands as a lower bound on the optimal value
of the RSDP.
In what follows, we use Lemma 6.2.1 to obtain an equivalent finite-dimensional reformula-
tion of the O-RLP. We have the following Proposition. Recall that vopt denotes the optimal
value of the RSDP.
Proposition 6.3.1. The robust linear program O-RLP admits an equivalent reformulation as
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the following finite-dimensional conic linear program
minimize
x∈Rm
c>x (6.8)
subject to x ∈ Rm
k∑
i=1
tr
(
ZjAi(x)
)
ei ∈ cone(Ξ)∗, j = 1, . . . , p.
Let `opt denote the optimal value of the above program. It holds that `opt ≤ vopt.
6.3.2 Inner Approximations
In this section, we propose one approach for constructing tractable inner approximations
to the RSDP. In a similar vein to Section 6.3.1, we approximate the positive semidefinite
cone from within by a polyhedral cone. Henceforth, we refer to this cone as an inner
polyhedral cone.
Arbitrary inner polyhedral cones can be constructed by taking the conic hull of a finite
number of positive semidefinite matrices. For simplicity, we choose the cone, which is dual
to the outer polyhedral cone P, defined in Section 6.3.1. It is given by
P∗ = cone{Z1, . . . , Zp} =
{
p∑
j=1
yjZj
∣∣∣∣∣ y ≥ 0
}
. (6.9)
Consider the following inner robust linear program (I-RLP)
minimize
x∈Rm
c>x (I-RLP)
subject to
k∑
i=1
ξiAi(x) ∈ P∗, ∀ ξ ∈ Ξ,
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Since I-RLP is an inner approximation to the RSDP, it follows that any feasible solution to
the I-RLP will be feasible for the RSDP. In addition, the optimal value of the I-RLP serves
as an upper bound on the optimal value of the RSDP.
We proceed with an an equivalent reformulation of the robust linear program I-RLP, which
will prove useful in the sequel. Using the V(ertex)-representation of the polyhedral cone
P∗, it is straightforward to show that the robust linear program I-RLP can be exactly refor-
mulated as the infinite-dimensional program
minimize
x∈Rm, {yj}pj=1∈Lk,1
c>x (6.10)
subject to
k∑
i=1
ξiAi(x) =
p∑
j=1
yj(ξ)Zj,
 ∀ ξ ∈ Ξ.yj(ξ) ≥ 0, j = 1, . . . , p,
Here, Lk,1 denotes the infinite-dimensional space of all functions from Rk to R. The
above optimization problem is intractable in general as it involves infinite-dimensional
decision variables and semi-infinite equality constraints. The difficulty derives from the V-
representation of the polyhedral cone P∗, which precludes a direct application of Lemma
6.2.1 to the semi-infinite constraint in (6.10). However, the Weyl-Minkowski theorem
[13, Theorem 3.2] ensures that the polyhedral cone P∗ has an equivalent H(yperplane)-
representation of the following form
P∗ =
l⋂
j=1
{X ∈ Sn | tr(HjX) ≥ 0},
for some finite natural number l. The H-representation of P∗ can be used together with
Lemma 6.2.1 to obtain an equivalent reformulation of the I-RLP as a finite-dimensional
conic linear program. A practical drawback of this approach, however, is that it re-
quires a preprocessing step to obtain a H-representation of the polyhedral cone P∗
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from its V-representation. Besides being computationally demanding to compute, an H-
representation of the polyhedral cone may require a large number of hyperplanes for its
specification. This, in turn, gives rise to optimization problems, which have a large num-
ber of constraints, thereby jeopardizing their tractability. This practical limitation raises
the question as to whether it is possible to work directly with the vertex representation of
the polyhedral cone P∗ to obtain an inner approximation of the I-RLP that is less compu-
tationally demanding to solve. In what follows, we propose one such approach.
To obtain a tractable inner approximation of (6.10), we restrict the functional form of the
functions yj, j = 1, . . . , p, to be linear in the uncertain parameter ξ. This approach is
similar in spirit to the use of affine decision rules to approximate the infinite-dimensional
decision space in stochastic programs [7]. More precisely, for each j = 1, . . . , p, we require
that
yj(ξ) = y
>
j ξ,
for some vector yj ∈ Rk. This gives rise to the following restricted inner robust linear
program (RI-RLP), which amounts to an inner approximation of the original I-RLP.
minimize
x∈Rm, {yj}pj=1∈Rk
c>x (RI-RLP)
subject to
k∑
i=1
ξi
(
Ai(x)−
p∑
j=1
y>j eiZj
)
= 0,
 ∀ ξ ∈ Ξ.y>j ξ ≥ 0, j = 1, . . . , p,
We now develop an equivalent reformulation of the (restricted) robust linear program
RI-RLP as a finite-dimensional conic linear program. First notice that, since the semi-
infinite equality constraint in RI-RLP must hold for all ξ ∈ Ξ, the linear hull of Ξ must be
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contained in the nullspace of the linear map
ξ 7→
k∑
i=1
ξi
(
Ai(x)−
p∑
j=1
y>j eiZj
)
. (6.11)
Moreover, since Ξ is assumed to span all of Rk, the equality constraint holds if and only if
the expression inside the parentheses in (6.11) is equal to zero for all i = 1, . . . , k. Finally,
a direct application of Lemma 1 to the remaining semi-infinite inequality constraints in
RI-RLP yields the finite-dimensional conic linear program in Proposition 6.3.2, which is an
equivalent reformulation of the robust linear program (RI-RLP). Recall that vopt denotes
the optimal value of the RSDP.
Proposition 6.3.2. The robust linear program RI-RLP admits an equivalent reformulation as
a finite-dimensional conic linear program, given by
minimize
x∈Rm, {yj}pj=1∈Rk
c>x (6.12)
subject to x ∈ Rm, {yj}pj=1 ∈ Rk
Ai(x) =
p∑
j=1
y>j eiZj, i = 1, . . . , k,
yj ∈ cone(Ξ)∗, j = 1, . . . , p,
Let uopt be the optimal value and (x?, {y?j}pj=1) an optimal solution of the above program.
Then,
(i) uopt ≥ vopt and
(ii) x? is a feasible solution for the RSDP.
The key results from the previous two sections are summarized in the following Theorem.
Theorem 6.3.3. The optimal value of the RSDP is bounded by
`opt ≤ vopt ≤ uopt
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6.4 Recursive Approximations via Cutting Planes
In the previous section, we proposed a method for constructing outer and inner approxima-
tions to the RSDP. The effectiveness of these approximations, however, depends critically
on the choice of the polyhedral cone P, and for any given problem it is unclear what the
best choice for P is. A naive approach might entail the construction of a hierarchy of in-
ner and outer polyhedral cones via a uniform discretization of the boundary of the cross
polytope [46]. For high levels in the hierarchy, however, this approach can create computa-
tional inefficiencies due to the large number of half-spaces (positive semidefinite matrices)
defining the outer (inner) polyhedral cone. These, in turn, yield finite-dimensional pro-
grams (6.8) and (6.12) with a large number of variables and constraints.
In this paper, we build upon the previous approach by exploring polyhedral approximations
of the positive semidefinite cone that are adaptively guided by the objective function.
More precisely, starting with a coarse outer polyhedral cone (i.e., the cone of symmetric
matrices with nonnegative diagonal entries), we prescribe a recursive method to refine this
cone, which uses the solution at the current iteration step. Specifically, at each iteration
step, we identify a number of matrices from a primal-dual optimal solution pair to the
inner and outer robust linear programs, which are shown to lie on the boundary of the
outer polyhedral cone. We project these matrices onto the positive semidefinite cone and
refine the outer polyhedral cone by intersecting it with the half-spaces corresponding to
the supporting hyperplanes at said projection points. The resulting feasible set of the outer
(inner) approximation of the RSDP over the refined cone is shown to exclude the primal
(dual) optimal solution at the previous iteration step. In Appendix B.8.1, we present a
variant of this recursive method, which can be used to improve the performance of inner
and outer polyhedral approximations to semidefinite programs.
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In what follows, we assume, without loss of generality, that for each i ∈ {1, . . . , k}, the
affine function Ai : Rm → Sn is parameterized by matrices Aij ∈ Sn, j = 0, 1, . . . ,m as
follows:
Ai(x) := Ai0 +
m∑
j=1
xjAij.
6.4.1 Outer Approximations
In this section, we develop a recursive method, which yields a sequence of outer approx-
imations to the RSDP. At each iteration step, our method uses an optimal solution of the
O-RLP to refine the outer polyhedral cone P only in those regions that are important for
optimization.
Given a feasible solution x ∈ Rm to the O-RLP, we define, as the initial step in the devel-
opment of the recursive method, the following set of matrices
O(x) :=
{
k∑
i=1
ξiAi(x)
∣∣∣∣∣ ξ ∈ Ξ
}
. (6.13)
Since x is a feasible solution to the O-RLP, it follows that O(x) must be contained in P. In
addition, the set O(x) will contain matrices that are not positive semidefinite, if x is not
in the feasible set of the RSDP. In this case, there must exist a supporting hyperplane to
the positive semidefinite cone such that O(x) is not contained in the corresponding half-
space containing Sn+. We call such a hyperplane a cutting plane for O(x). More precisely, a
cutting plane for O(x) is defined to be a hyperplane characterized by a matrix Z ∈ Sn+ and
passing through the origin, such that
O(x) * {X ∈ Sn | tr(ZX) ≥ 0}. (6.14)
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(a) (b) (c)
Figure 6.1: Figure 6.1a shows the positive semidefinite cone and the outer polyhedral
cone P, which is described by two half-spaces. In Figure 6.1b, we visualize the set O(x?)
induced by an optimal solution x? to the O-RLP. We identify two matrices, X1 and X2 in
O(x?) that lie on the boundary of P. The supporting hyperplanes to Sn+ at ΠSn+(X1) and
ΠSn+(X
2) cut off parts ofO(x?) that do not contain positive semidefinite matrices. In Figure
6.1c, we visualize the refined outer polyhedral cone obtained by intersecting P with the
half-spaces corresponding to the supporting hyperplanes. As seen in Proposition 6.4.1, the
O-RLP over the refined cone does not include x? in its feasible set.
An important consequence of (6.14) is that the O-RLP, which arises from approximating
the positive semidefinite cone by P ∩ {X ∈ Sn | tr(ZX) ≥ 0} will not contain the vector x
in its feasible set. Recall the functional form of the constraints in problem (6.8). We have
the following Proposition.
Proposition 6.4.1. Let x be a feasible solution to the O-RLP. If
{X ∈ Sn | tr(ZX) = 0},
is a cutting plane for O(x), then
k∑
i=1
tr
(
ZAi(x)
)
ei 6∈ cone(Ξ)∗.
Proof. Since
O(x?) * {X ∈ Sn | tr(ZX) ≥ 0},
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it follows that there exists ξ ∈ Ξ such that
0 >
k∑
i=1
ξitr(ZAi(x?)) =
(
k∑
i=1
tr(ZAi(x?))ei
)>
ξ.
Since ξ ∈ Ξ, it follows that ξ ∈ cone(Ξ). The desired exclusion follows from the definition
of the dual cone. 
Given an optimal solution x? to the O-RLP, the above Proposition implies that a cutting
plane for O(x?) yields an outer polyhedral cone such that the O-RLP over this cone does
not include x? in its feasible set. In what follows, we propose a technique for constructing
cutting planes for O(x?). To describe our method, we need to consider the dual problem
of the finite-dimensional conic linear program (6.8). It is given by
maximize
{zj}pj=1∈Rk
−
p∑
j=1
k∑
t=1
tr(Ai0Zj)z>j et, (6.15)
subject to ci =
p∑
j=1
k∑
t=1
tr(AtiZj)e>t zj, i = 1, . . . ,m,
zj ∈ cone(Ξ), j = 1, . . . , p.
Using an optimal solution to (6.15), we identify a set of matrices in O(x?) that lie on the
boundary of P (see Figure 6.1b). We have the following Lemma, whose proof follows from
complementary slackness of conic duality and is omitted for brevity.
Lemma 6.4.2. Let (x?, {z?j }pj=1) be a primal-dual optimal solution pair for programs (6.8)
and (6.15). For each index j = 1, . . . , p, for which (zj)1 > 0, the following properties hold:
(i) The vector ξj = z?j /(z
?
j )1 ∈ Ξ.
(ii) The matrix Xj ∈ O(x?), defined by
Xj :=
k∑
i=1
ξjiAi(x?) (6.16)
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is on the hyperplane {X ∈ Sn | tr(ZjX) = 0}.
Fix an index j ∈ {1, . . . , p}. The following Proposition shows that if Xj is not positive
semidefinite, then the supporting hyperplane to Sn+ at ΠSn+(X
j) is a cutting plane forO(x?).
Proposition 6.4.3. Let (x?, {z?j }pj=1) be a primal-dual optimal solution pair to programs
(6.8) and (6.15). For each j = 1, . . . , p, let Xj ∈ O(x?) be a matrix defined as in (6.16). If
Xj 6∈ Sn+, then
{X ∈ Sn ∣∣ tr((ΠSn+(Xj)−Xj)X) = 0}.
is a cutting plane for O(x?).
Proof. Since Xj ∈ O(x?), it suffices to show that
Xj 6∈ {X ∈ Sn ∣∣ tr((ΠSn+(Xj)−Xj)X) ≥ 0}, (6.17)
as this implies that
O(x?) * {X ∈ Sn ∣∣ tr((ΠSn+(Xj)−Xj)X) ≥ 0}.
Let Xj =
∑n
t=1 λtutu
>
t be an eigenvalue decomposition of X
j. It follows that
ΠSn+(X
j)−Xj = −
n∑
t=1
min{0, λt}utu>t .
Since Xj 6∈ Sn+, it follows that
0 >
n∑
t=1
−min{λt, 0}λt
=
n∑
t=1
−min{λt, 0}u>t Xjut
=
n∑
t=1
−min{λt, 0}u>t
(
k∑
i=1
ξjiAi(x)
)
ut
=
k∑
i=1
ξji tr
(
(ΠSn+(X
i)−X i)Ai(x)
)
,
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which establishes the desired exclusion (6.17). 
Some remarks regarding Proposition 6.4.3 are in order. First, the cutting planes defined in
Proposition 6.4.3 cut off a parts of O(x?) that do not contain positive semidefinite matrices
(see Figure 6.1b). Second, the specification of the cutting planes in Proposition 6.4.3
follows from the characterization of nearest points to nonempty closed convex sets (see,
for example, Excercise 8(c) in [12]). Third, as shown in Proposition 6.4.1, for any index
j ∈ {1, . . . , p} for which Xj 6∈ Sn+, the outer polyhedral cone
P ∩ {X ∈ Sn ∣∣ tr((ΠSn+(Xj)−Xj)X) ≥ 0}
yields an outer approximation to the robust semidefinite program, which does not contain
x? in its feasible set. Clearly, there is a computational tradeoff between the number of
cutting planes one chooses for refining P (the larger the number of cutting planes, the
more the constraints of the resulting O-RLP) and the marginal improvement to the lower
bound obtained from the resulting outer approximation. In Figure 6.1c, we visualize the
outer polyhedral cone, which is obtained by intersecting P with all the corresponding half-
spaces. Lastly, if x? is uniquely optimal, then the optimal value of the O-RLP over the
refined outer polyhedral cone is guaranteed to be greater than the optimal value of the
corresponding approximation over P.
In Table 6.1, we outline the steps of the proposed algorithm. Starting with a coarse outer
polyhedral cone P, the algorithm computes an optimal solution x? to the O-RLP by solving
the finite-dimensional conic linear program (6.8). A number of cutting planes for O(x?) is
then computed according to Proposition 6.4.3. The intersection of P with the correspond-
ing half-spaces yields a refined outer polyhedral cone. The above procedure is repeated
using the refined cones until all the matrices in Proposition 6.4.3 are positive semidefinite
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Algorithm : Recursive Outer Approximations of RSDP
Given an outer polyhedral cone P and a maximum number t of iterations
Initialize t = 1
Repeat
1. Let p = number of half-spaces defining P
2. Compute.
• A primal-dual optimal solution pair to (6.8) and (6.15)
• Matrices X1, . . . , Xp defined according to (6.16)
3. Update.
• P = P⋂pj=1{X ∈ Sn ∣∣ tr((ΠSn+(Xj)−Xj)X) ≥ 0}
• t = t+ 1
Until Xj ∈ Sn+, for all j = 1, . . . , p or t = t
Output The optimal value `opt of problem (6.8)
Table 6.1: Recursive cutting plane algorithm, which yields a sequence of outer approxima-
tions to the RSDP, whose costs is nondecreasing.
or until a maximum number of iterations is reached.
6.4.2 Inner Approximations
In this section, we develop a recursive method, which yields a sequence of inner approxi-
mations to the RSDP. Contrary to Section 6.4.1, the method we develop in this section is
applied to the dual problem of the finite-dimensional conic program (6.12) of the RI-RLP.
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This is given by
maximize −
k∑
t=1
tr(StAt0) (6.18)
subject to ci =
k∑
t=1
tr(StAti), i = 1, . . . ,m
k∑
t=1
tr(ZjSt)et ∈ cone(Ξ), j = 1, . . . , p,
in the variables {St}kt=1 ∈ Sn. Our method uses an optimal solution of (6.18) to refine
the outer polyhedral cone P only in those regions that are important for optimization. As
seen from the last set of constraints in (6.18), such refinements of P shrink the feasible
set of (6.18), thereby enlarging the feasible set of (6.12). This, in turn, yields a sequence
of inner approximation whose costs in nonincreasing. We make the following assumption,
which ensures that the optimal value of (6.18) is an upper bound to the optimal value of
the RSDP.
Assumption 6.4.4. Strong duality holds between the primal program (6.12) and its dual
(6.18).
Given a feasible solution {Si}ki=1 ∈ Sn to (6.18) we define, as the initial step in the con-
struction of the recursive method, the following set of matrices
I(S1, . . . , Sk) :=
{
k∑
i=1
yiSi
∣∣∣∣∣ y ∈ cone(Ξ)∗
}
. (6.19)
In the following Lemma, we collect some important properties of I(S1, . . . , Sk).
Lemma 6.4.5. The following properties hold:
(i) Let {Si}ki=1 ∈ Sn be a feasible solution to program (6.18). Then,
I(S1, . . . , Sk) ⊆ P.
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In addition, I(S1, . . . , Sk) ⊆ Sn+, if and only if
k∑
t=1
tr(ZSt)et ∈ cone(Ξ), ∀ Z ∈ Sn+. (6.20)
(ii) Let ({y?j}pj=1, {S?i }ki=1, ) be a primal-dual optimal solution pair to programs (6.12) and
(6.18). For each j = 1, . . . .p, the matrix Sj ∈ I(S?1 , . . . , S?k), defined by
Sj :=
k∑
i=1
(y?j )iS
?
i , (6.21)
is on the hyperplane {X ∈ Sn | tr(ZjX) = 0}.
Remark 14. If the cone C characterizing the uncertainty set Ξ is equal to the positive orthant,
then (6.20) can be equivalently represented by a set of linear matrix inequalities. In particular,
I(S1, . . . , Sk) ⊆ Sn+ if and only if
(i) S1 ∈ Sn+, and
(ii)
k∑
t=1
e>i QetSt ∈ Sn+, for all i = 1, . . . , k.
The last constraint in (6.18) and the necessary and sufficient condition (6.20) point in the
direction of a recursive method, for refining the outer polyhedral. Namely, we would like
to find a supporting hyperplane to the positive semidefinite cone such that I(S1, . . . , Sk) is
not contained in the corresponding half-space containing Sn+. We call such a hyperplane a
cutting plane for I(S1, . . . , Sk). More precisely, a cutting plane for I(S1, . . . , Sk) is defined
to be a hyperplane characterized by a matrix Z ∈ Sn+ and passing through the origin, such
that
I(S1, . . . , Sk) * {X ∈ Sn | tr(ZX) ≥ 0}. (6.22)
An important consequence of (6.22) is that the dual program (6.18), which is obtained
from approximating the positive semdefinite cone by P ∩ {X ∈ Sn | tr(ZX) ≥ 0} will not
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Algorithm: Recursive Inner Approximations of RSDP
Given an outer polyhedral cone P and a maximum number t of iterations
Initialize t = 1
Repeat
1. Let p = number of half-spaces defining P
2. Compute.
• A primal-dual optimal solution pair (x?, {y?j}pj=1, {S?i }ki=1) to programs
(6.12) and (6.18)
• Matrices {Sj}pj=1 defined according to (6.16)
3. Update.
• P = P⋂pj=1{X ∈ Sn ∣∣ tr((ΠSn+(Sj)− Sj)X) ≥ 0}
• t = t+ 1
Until Sj ∈ Sn+, for all j = 1, . . . , p or t = t
Output The optimal value uopt and an optimal solution x? ∈ Rm to problem (6.12).
Table 6.2: Recursive cutting plane algorithm, which yields a sequence of outer approxima-
tions to the RSDP, whose costs is nondecreasing.
contain {St}kt=1 in its feasible set. We have the following Proposition whose proof relies on
similar arguments as the proof of Proposition 6.4.1 and is therefore omitted.
Proposition 6.4.6. Let {Si}ki=1 be a feasible solution to (6.18). If
{X ∈ Sn | tr(ZX) = 0}
is a cutting plane for I(S1, . . . , Sk), then
k∑
t=1
tr(ZSt)et /∈ cone(Ξ)
Given a primal-dual optimal solution pair ({y?j}pj=1, {S?i }ki=1) to programs (6.12) and (6.18),
we propose a method for constructing cutting planes for I(S?1 , . . . , S?k). Lemma 6.4.5((ii))
163
identifies a set of matrices, {Sj}pj=1 in I(S?1 , . . . , S?k), which lie on the boundary of the outer
polyhedral cone P. The following Proposition shows that if Sj is not positive semidefinite,
then the supporting hyperplane to Sn+ at ΠSn+(S
j) is a cutting plane for I(S?1 , . . . , S?k).
Proposition 6.4.7. Let ({y?j}pj=1, {S?t }kt=1) be a primal-dual optimal solution pair to (6.12)
and (6.18). For each j = 1, . . . , p, let Sj ∈ I(S?1 , . . . , S?k) be a matrix defined as in (6.21). If
Sj 6∈ Sn+, then
{X ∈ Sn | tr((ΠSn+(Sj)− Sj)X) = 0}.
is a cutting plane for I(S?1 , . . . , S?k).
Proof. Since Sj ∈ I(S?1 , . . . , S?k), it suffices to show that
Sj 6∈ {X ∈ Sn ∣∣ tr((ΠSn+(Sj)− Sj)X) ≥ 0}, (6.23)
as this implies that
I(S?1 , . . . , S?k) * {X ∈ Sn
∣∣ tr((ΠSn+(Sj)− Sj)X) ≥ 0}.
Let Sj =
∑n
i=1 λiuiu
>
i be an eigenvalue decomposition of S
j. It follows that
ΠSn+(S
j)− Sj = −
n∑
i=1
min{0, λi}uiu>i .
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Since Sj 6∈ Sn+, it follows that
0 >
n∑
i=1
−min{λi, 0}λi
=
n∑
i=1
−min{λi, 0}u>i Xjui
=
n∑
i=1
−min{λi, 0}u>i Sjui
=
n∑
i=1
−min{λi, 0}u>i
(
k∑
t=1
(yj)
?
tS
?
t
)
ui
= tr
(
(ΠSn+(S
j)− Sj)
k∑
t=1
(yj)
?
tS
?
t
)
,
which establishes the desired exclusion. 
In Table 6.2 , we outline the steps of the proposed algorithm, which is identical to the
algorithm developed in Section 6.4.1.
6.5 An Application to Robust Linear Estimation
6.5.1 The Robust Linear Estimation Problem
We consider the robust linear estimation (RLE) problem studied in [6, 20]. In the RLE
problem, a signal x ∈ Rn is observed through a linear measurement process
y = Ux+ ε,
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where ε ∈ Rm is a zero-mean random vector with known covariance matrix Σ ∈ Sm and
U ∈ Rm×n is an unknown matrix, which is known only up to a membership in a set
U :=
{
k∑
i=1
ξiUi
∣∣∣∣∣ ξ ∈ Ξ
}
,
where Ξ is a known uncertainty set of the form considered in (6.1). The signal x is also
known to belong to a set
X = {x ∈ Rn | x>Rx ≤ 1},
where R ∈ Sn is a symmetric positive definite matrix. The objective in the RLE problem is
to find a linear estimator
xˆ = Gy,
of x, defined by a matrix G ∈ Rn×m, which minimizes the worst-case root mean square
error. More precisely, we aim to find a solution to the following optimization problem
minimize
G∈Rn×m
sup
U∈U ,x∈X
√
E [‖xˆ− x‖22], (6.24)
where the expectation is over ε. As one can verify, the RLE problem (6.24) admits an
equivalent reformulation as a robust semidefinite program of the following form:
minimize
t,τ,δ,G
t
subject to
√
τ 2 + δ2 ≤ t
‖GΣ1/2‖F ≤ δ τI B(G, ξ)>
B(G, ξ) τI
 ∈ S2n+ , ∀ ξ ∈ Ξ,
(6.25)
in the variables t, τ, δ ∈ R and G ∈ Rm×n. Here,
B(G, ξ) := −R−1/2 +
k∑
i=1
ξiR
−1/2GUi.
The variables t, τ, δ arise because of the epigraphical formulation of the problem.
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6.5.2 Numerical Studies
In what follows, we consider inner and outer polyhedral approximations to the robust
semidefinite program RSDP and apply the cutting plane scheme developed in Section 6.4.
The cutting plane method for the respective approximation terminates when all matrices
Xj and Sj in Propositions 6.4.3 and 6.4.7 are positive semidefinite. We let k = 6, n = 4,
and m = 7, and take the outer polyhedral cone P to be equal to
P = {X ∈ S8 | Xjj +Xii + 2Xij ≥ 0, 1 ≤ i, j ≤ n}.
The dual cone of P is the cone of diagonally dominant matrices with nonnegative diagonal
entries. We generate matrices U1, . . . , U6 ∈ R7×4 whose entries are sampled from the
standard normal distribution and a random covariance matrix Σ ∈ S7+, which is generated
according to Σ = PP>, where P ∈ Rm is a random matrix whose entries are also drawn
from the standard normal distribution. We consider three choices for the uncertainty set Ξ.
At each iteration step, we apply the cutting plane method developed in Section 6.4, which
ensures that the optimal solutions of the outer and inner approximations at the previous
iteration step are excluded from the new feasible sets. We compare the performance of
our approach with existing results from the literature [88, 6, 72], which are described in
Section 6.2.2. All numerical analyses were carried out using SDPT3 [83].
(i) Unstructured Normed-Bounded Uncertainty. We consider first the case of unstructured
norm-bounded uncertainty (cf. Section 6.2.1). More precisely, we let
Ξ = {ξ ∈ R6 | ‖ξ‖2 ≤ 2, ξ1 = 1}. (6.26)
As shown in Theorem 6.2.3, this choice of Ξ yields a tractable reformulation of the
RSDP as a semidefinite program. The optimal value of said semidefinite program is
equal to 1.804. Figure 6.2(a), depicts the optimal values of the finite-dimensional
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Figure 6.2: Optimal values of O-RLP and I-RLP at each iteration step of the algorithms in
Tables 6.1 and 6.2, respectively. Figure 6.2(a) depicts the case of unstructured normed-
bounded uncertainty (6.26), Figure 6.2(b) the case of structured normed-bounded uncer-
tainty (6.27), and Figure 6.2(c) the case of polytopic uncertainty (6.28). All figures illus-
trate that the feasible solution to the RSDP obtained from the optimal solution to I-RLP at
the termination of the inner approximation algorithm in Table 6.2 is nearly optimal.
outer and inner approximations O-RLP and RI-RLP, respectively at each iteration
step. Each finite-dimensional program is a second-order cone program. The dashed
line depicts the cost achieved by the sum of squares inner approximation method of
[72]. The optimal value of the outer approximations converge to 1.754, achieving
a 2.75% optimality gap. The optimal value of the inner approximation converge
to 1.809, achieving a 0.3421% optimality gap. Notice that the sequence of optimal
values associated with the outer and inner approximations nearly converge within
the first few iterations.
(ii) Structured Normed-Bounded Uncertainty
Next, we consider the case of structured norm-bounded uncertainty (cf. Section
6.2.1). More precisely, we let
Ξ = {ξ ∈ R6 | ‖(ξ2, ξ3)‖2 ≤ 1, ‖(ξ4, ξ5, ξ6)‖2 ≤ 1, ξ1 = 1}. (6.27)
Theorem 6.2.3 provides a conservative semidefinite program to calculate a feasible
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solution to the robust linear estimation problem given uncertainty sets with struc-
tured norm-bounded uncertainty sets. However, the resulting semidefinite program
turns out to be infeasible for the specific problem being studied, and therefore it pro-
vides no useful information. Alternatively, the approximation method of [72] yields a
feasible solution having cost equal to 1.808. This is depicted by the dashed line in Fig-
ure 6.2(b). The lower bound of 1.79 implied by the outer approximation algorithm
we propose implies that this feasible solution is within a few percent of optimal. The
inner polyhedral approximation scheme, we propose converges to 1.811 and is also
with a few percent of optimal.
(iii) Polytopic Uncertainty Finally, we consider the case of polytopic uncertainty. More
precisely, we let
Ξ = {ξ ∈ R6 | ‖ξ‖∞ ≤ 1, Lξ ≥ 0, ξ1 = 1}. (6.28)
Here, L ∈ R6×6 is a random matrix whose entries are sampled from the standard
normal distribution and is given by
L =

0.9737 −1.4916 0.7219 −1.3222 −1.1312 −1.1312
0.2638 1.8082 0.0366 −0.0893 1.2418 −0.4643
0.0007 −1.2102 −0.1954 0.0412 −0.1647 −0.3545
0.2645 0.7456 −0.4253 0.7794 −1.3772 1.1866
0.6323 2.0034 −1.0453 −0.4640 0.9598 −0.2211
0.3616 −0.4560 −1.4048 −0.1552 −0.1891 0.4325

.
In Figure 6.2(c), we plot the optimal values of O-RLP and RI-RLP at each step of the
corresponding algorithms presented in Tables 6.1 and 6.2. The finite-dimensional
programs O-RLP and the RI-RLP are SOCPs. The optimal values of the outer approx-
imation converge to 1.737, whereas the optimal values of the restricted inner ap-
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proximation converge to 1.765. Therefore, the feasible solution computed achieves
a cost, which is within 8.09% of the optimal value of the RSDP. The sum of squares
inner approximation method of [72] returns a feasible solution which yields a cost
of 1.762, achieving a slight improvement over our approach.
6.5.3 Sensitivity Analysis
In this section, we examine the performance of our method on several problem data and for
several choices of the outer polyhedral cone P that is used to initialize the inner and outer
approximation algorithms. In particular, we consider thirty different sets of data matrices
{U1, . . . , U6}whose entries are drawn from the standard normal distribution. With each set
of problem data, we associate a covariance matrix Σ ∈ Sm, which is determined according
to Σ = PP>. The entries of P ∈ Rm×m are drawn from the standard normal distribution.
A natural question that arises is the following: is the choice of the cone P critical for the
values of the upper and lower bounds returned by the recursive algorithms? We present
some experimental results addressing this question.
We consider five outer polyhedral cones Pi ⊇ S8+, i = 1, . . . , 5, each of which is determined
by sixty four rank-one matrices vjv>j , j = 1, . . . , 64. The entries of the vectors vj ∈ Rn, j =
1, . . . , 64 are uniformly distributed in the interval [−1, 1]. We disregard any polyhedral
cones Pi that yield empty feasiblse regions for the inner approximation (6.12) of any of
the thirty problem instances. For the purpose of this study, we focus on the structured-norm
bounded uncertainty set in (6.27) and apply the outer and inner approximation algorithms
in Tables 6.1 and 6.2, for each outer polyhedral cone Pi and each set of problem data.
170
1 2 3 4 5
0
2
4
6
8
10
12
14
16
Pi
(a)
1 2 3 4 5
0
1
2
3
4
5
6
7
8
Pi
(b)
1 2 3 4 5
-10
-8
-6
-4
-2
0
Pi
(c)
Figure 6.3: Fig. 6.3(a) depicts the confidence intervals of the percent gap between the
optimal value returned by the recursive inner and outer approximation algorithms we
propose. Fig. 6.3(b) (Fig. 6.3(c)) depicts the confidence intervals of the percent gap
between the the optimal value of the sum of squares inner approximation method in [72]
and the inner (outer) approximation method developed in this chapter. The central line
depicts the empirical median, the box shows the interquartile range, the whiskers extend
to 1.5 times the interquartile range, and the crosses denote the outliers.
In Fig. 6.3(a), we plot the confidence intervals for the percent gap between the optimal
value returned by the inner and outer recursive alogorithms across the thirty problem in-
stances for each cone Pi. The central line depicts the empirical median, the box shows
the interquartile range, the whiskers extend to 1.5 times the interquartile range, and the
crosses denote the outliers. Similarly, in Fig. 6.3(b) (Fig. 6.3(c)), we visualize the per-
cent gap between the recursive inner (outer) approximation scheme we propose and the
optimal value returned by the sum of squares inner approximation method in [72]. We ob-
serve that the optimal values of the inner and outer approximation methods are somewhat
sensitive to the choice of the polyhedral cone Pi. Among all polyhedral cones considered,
P2 yields the largest percent gap between the optimal values of the recursive inner and
outer approximation methods. Figures 6.3(b)-(c) also suggest that between the inner and
outer approximation algorithms, P2 performs the worst on the latter. We also observe that
for every problem instance, the inner approximation approach in [72] outperforms the
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recursive inner approximation algorithm we propose, but only by a small percentage.
We close this section by noting that we consider the problem of choosing an appropriate
outer polyhedral cone P for initializing the recursive approximation algorithms to be a
promising area for further theoretical investigation.
6.6 Conclusions
In this chapter, we investigated the problem of approximating solutions to intractable ro-
bust semidefinite programs. The method we propose relies on approximating the positive
semidefinite cone from within and without by appropriate polyhedral cones. We also pro-
pose a recursive method, which refines said polyhedral cones only in those regions that
are important for optimization. The practical value of the results derives from the fact that
one can obtain a feasible solution to the RSDP by solving a finite-dimensional conic linear
program; and can bound the suboptimality incurred by this feasible solution by solving an-
other finite-dimensional conic linear program. An a posteriori certificate of near optimality
of the feasible solution is obtained if the gap between the optimal values of the outer and
inner approximations is small.
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APPENDIX A
AC POWER FLOW MODEL
The problem of adjusting the operating conditions of generators to meet the ever-changing
load demand is at the heart of power system operations. Although the demand of any
particular unit can vary over time, the aggregate demand changes rather slowly. Therefore,
within any small time period, the power system can be regarded as being in steady-state.
The power flow equations, which are derived according to Kirchhoff’s current and voltage
laws, model the steady-state relationship between the complex bus voltages and power
injections in an electric power network. In this section, we derive the steady state AC-
Power Flow equations.
A.1 Steady State AC Power Flow
We consider an electric power network whose topology is described by an undirected graph
G := (V , E) without self-loops, where the vertex set V := {1, . . . , n} represents the collec-
tion of network buses and the edge set E represents the collection of transmission lines
connecting buses. We assume that (i, j) ∈ E if and only if (j, i) ∈ E . Let vi ∈ C be the
complex power at bus i.
In power transmission networks, transmission lines are represented by the so-called nom-
inal pi-circuit model. The pi-circuit model is illustrated in Fig. A.1(a) for a line connecting
bus i and bus j. In this model, yij ∈ C denotes the series admittance of line (i, j) and
ŷij ∈ C denotes the total shunt admittance. The total shunt admittance is usually modeled
as two capacitors of equal value (the value of each capacitor is equal to half the total shunt
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(a) (b)
Figure A.1: (a) Transmission line pi-circuit model for a line connecting buses i and j. (b)
The net complex current injection at bus i ∈ V, denoted by Ii, is equal to the sum of the
current flows in the branches incident to bus i (i.e., Iij, for (i, j) ∈ E) plus the current
flowing to ground through the total shunt admittance at bus i.
admittance), placed at the sending and receiving ends of the line. In addition, it is also
assumed that Re(yˆij) = 0, that is the shunt conductance is equal to zero. The complex
current from bus i to bus j is denoted by Iij ∈ C and it is given by
Iij = yij(vi − vj) + 1
2
yˆijvi.
where vi ∈ C denote the complex voltage phasor at bus i. A similar expression can be
derived for Iji. Let
yˆi :=
1
2
∑
j:(i,j)∈E
yˆij,
denote the total shunt admittance at bus i. Kirchoff’s current law states that the sum of
all currents entering and leaving a node must be equal to zero, therefore, the net complex
current injected at bus i ∈ V must equal
Ii = yˆivi +
∑
j:(i,j)∈E
yij(vi − vj).
(see Fig. A.1(b)). Letting I ∈ Cn be the vector of complex current injections and v ∈
Cn the vector of complex voltage phasors, the above set of equations can be expressed
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compactly as I = Y v, where Y ∈ Cn×n is the bus-admittance matrix, given by
[Y ]ij :=

yˆi +
∑
j:(i,j)∈E
yij, if i = j,
−yij, if (i, j) ∈ E ,
0, otherwise.
(A.1)
The bus admittance matrix is a symmetric matrix. Moreover, its sparsity pattern captures
the topology of the network, as yij is nonzero if and only if there a transmission line
connecting buses i and j.
The complex power flow from bus i to bus j is defined as follows:
sij := viI
∗
ij = |vi|2
(
1
2
ŷij + yij
)∗
+ viv
∗
j y
∗
ij. (A.2)
Moreover, the net complex power injection at bus i ∈ V is given by
si := viI
∗
i =
n∑
j=1
viv
∗
j [Y ]
∗
ij, (A.3)
The set of equations (A.2) is known as the set of AC power flow equations and (A.3) as the
set of AC power balance equations. The following Lemma provides a compact characteriza-
tion for (A.2) and (A.5).
Lemma A.1.1 (AC Power Flow Equations).
(i) The AC power balance equations are given by
si = v
∗Siv, i ∈ V , (A.4)
where Si := Y ∗eie>i ∈ Cn×n and v ∈ Cn is the vector of complex bus voltages.
(ii) The AC power flow equations are given by
sij = v
∗Sijv, (i, j) ∈ E , (A.5)
where Sij := eie>i (yˆij − e>i Y ej)∗ + eje>i (e>j Y ∗ei) ∈ Cn×n.
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Proof.
(i) The complex voltage and complex current at bus i ∈ V can be expressed as vi = e>i v
and Ii = e>i I, respectively. Therefore, the net complex power injection at bus i is
equal to
si = e
>
i vI
∗ei = e>i vv
∗Y ∗ei = tr(vv∗Y ∗eie>i ) = v
∗Siv.
Equivalence in the last two equations follows from the cyclic property of the trace
operator, which states that for any two matrices A,B ∈ Cn×n, tr(AB) = tr(BA).
(ii) In a similar vein as part (i), we can write the complex power flow from bus i to bus
j, as follows
sij = e
>
i vI
∗
ij
= e>i v
(
(yˆij − e>i Y ej)e>i v + (e>i Y ej)e>j v
)∗
= (yˆij − e>i Y ej)∗e>i vv∗ei + (e>j Y ∗ei)e>i vv∗ej
= v∗
(
eie
>
i (yˆij − e>i Y ej)∗ + eje>i (e>j Y ∗ei)
)
v
= v∗Sijv.

Remark 15 (Solving AC-Power Flow). There are several numerical methods in the literature,
which are used to solve the power flow and power balance equations. Two popular popular
methods are the Gauss-Seidel and Newton-Raphson. We refer the reader to [9] for a detailed
discussion on such numerical methods.
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A.2 Linear Approximations of AC Power Flow Equations
A.2.1 DC Power Flow
In section A.1, we have seen that the AC power flow equations are quadratic in the bus
voltage phasors, therefore they are nonlinear. This section provides a description of a
linear approximation of these equations, known as DC power flow. The four assumptions
governing this approximation are
(i) Fixed voltage magnitudes: All voltage magnitudes are equal to one per unit, i.e.,
|vi| = 1, i ∈ V .
(ii) Small-angle approximation: The voltage angle differences between neighboring
nodes are small. Thus, sin(θi − θj) ≈ θi − θj and cos(θi − θj) ≈ 1 for all (i, j) ∈ E ,
where θi := ]vi.
(iii) Lossless transmission lines: This assumption implies that the resistance of the line
connecting any two neighboring buses (i, j) ∈ E is equal to zero. Thus, the corre-
sponding line admittance yij is purely imaginary and equal to
yij =
rij
r2ij + x
2
ij
− i xij
r2ij + x
2
ij
= −i 1
xij
,
where rij, xij ∈ R denote the resistance and reactance of the line form bus i to bus j,
respectively. This assumption implies that the real part of the bus admittance matrix
(A.1) is zero.
(iv) The shunt admittance yˆi at each bus i ∈ V is equal to zero.
As one can readily verify, the above assumptions imply that the reactive power flows are
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equal to zero. Thus the complex power flow from bus i to bus j is purely real (active
power) and equal to
pij := Re{sij} = 1
xij
(θi − θj).
Moreover, the net power injected at bus i is given by
pi := Re{si} = Bθ,
where the matrix B ∈ Rn×n is given by
[B]ij :=

− 1
xij
, (i, j) ∈ E ,∑
j:(i,j)∈E
1
xij
, i = j,
0, otherwise.
(A.6)
We remark that B is a diagonally dominant matrix and thus positive semidefinite. We have
the following Lemma which describes the DC power flow equations, which are linear in
the bus voltage angles.
Lemma A.2.1 (DC Power Flow). For a given power network on n buses, let θ ∈ Rn be a
vector of bus voltage angles and p := Re{s} be the vector of real power injections. Under
assumptions ((i))-((iv)), the AC power flow equations (A.3) can be expressed as
p = Bθ, (A.7)
where B ∈ Rn×n is defined in (A.6). Moreover, the power flow from bus i to bus j is given by
pij = e
>
i BDijθ, (i, j) ∈ E , (A.8)
where the matrix Dij ∈ Rn×n is defined by Dij := ej(ej − ei)>.
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A.3 Concise Reformulation of RAC-OPF
Define matrices Φi,Ψi ∈ Hn, for all i ∈ V, and a matrix E ∈ R4n×2n as follows:
Φi :=
Si + S
∗
i
2
, Ψi :=
Si − S∗i
j2
, E :=
[
I2n −I2n
]∗
.
In addition, let f ∈ R4n be a vector given by
f :=
[
Re{gmax}∗ Im{gmax}∗ − Re{gmin}∗ − Im{gmin}∗]∗ .
The RAC-OPF problem (5.8) can be reformulated as follows:
minimize E
[
n∑
i=1
αiv(ξ)
∗Φiv(ξ)
]
+
n∑
i=1
αiRe{di}
subject to x ∈ R2n, v ∈ L2k,n
v(ξ)∗Φiv(ξ) ≤ Re{e∗iG− die∗1}∗ξ, i ∈ V
v(ξ)∗(−Φi)v(ξ) ≤ Re{die∗1 − e∗iG}∗ξ, i ∈ V

∀ ξ ∈ Ξ
v(ξ)∗Ψiv(ξ) ≤ Im{e∗iG− die∗1}∗ξ, i ∈ V
v(ξ)∗(−Ψi)v(ξ) ≤ Im{die∗1 − e∗iG}∗ξ, i ∈ V
v(ξ)∗Φiv(ξ)− e∗ix ≤ Re{rmaxi − di}e∗1ξ, i ∈ V
v(ξ)∗(−Φi)v(ξ) + e∗ix ≤ Re{di − rmini }e∗1ξ, i ∈ V
v(ξ)∗Ψiv(ξ)− e∗n+ix ≤ Im{rmaxi − di}e∗1ξ, i ∈ V
v(ξ)∗(−Ψi)v(ξ) + e∗n+ix ≤ Im{di − rmini }e∗1ξ, i ∈ V
v(ξ)∗eie∗i v(ξ) ≤ (vmaxi )2e∗1ξ, i ∈ V
v(ξ)∗(−eie∗i )v(ξ) ≤ −(vmini )2e∗1ξ, i ∈ V
v(ξ)∗Pijv(ξ) ≤ `maxij e∗1ξ, (i, j) ∈ E
v(ξ)∗(−Pij)v(ξ) ≤ `maxij e∗1ξ, (i, j) ∈ E
Ex ≤ f.
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A.4 LMI Reformulation of Convex Inner Approximation PIII(V0)
For i = 0, 1, . . . ,m, let Bi = (A+i )
1/2 and N = M1/2 be the square roots of A+i and M ,
respectively. These matrices are guaranteed to exist since both A+i and M are positive
semidefinite. In our reformulation, it will be convenient to write
tr(MV ∗A+0 V ) = tr ((B0V N)
∗(B0V N)) = vec(B0V N)∗vec(B0V N),
where vec(·) denotes the linear operator vectorizing matrices by stacking their columns.
Let
Li(V, V0) = Hi(V, V0)− V ∗A+i V = V ∗0 A−i V + V ∗A−i V0 − V ∗0 A−i V0
denote the part of Hi(V, V0) that depends affinely on V . Applying the Schur complement
formula to the matrix inequalities in PIII(V0), we obtain the following equivalent reformu-
lation of PIII(V0) as a semidefinite program:
minimize t+ tr(ML0(V, V0))
subject to x ∈ R2n, V ∈ Cn×k, Λ ∈ Rm×`, t ∈ R
−In BiV
V ∗B∗i Li(V, V0)− Ci + (b∗ix)e1e∗1 −
∑`
j=1
[Λ]ijWj
 0, i = 1, . . . ,m
 −tInk vec(B0V N)
vec(B0V N)∗ −1
  0,
Ex ≤ f,
Λ ≤ 0.
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APPENDIX B
CONVEX OPTIMIZATION
B.1 Karush Kuhn Tucker (KKT) Conditions for Local Optimality
In this section, we review the first-order necessary conditions for local optimality devel-
oped by Karush (1939) and Kuhn and Tucker (1951). Consider the constrained nonlinear
optimization problem
minimize
x∈Rn
f(x)
subject to g(x) ≤ 0,
(B.1)
where f : Rn → R and g : Rn → Rm are assumed to be continuously differentiable.
Therefore, for every x ∈ Rn and for each i = 1, . . . ,m,
∇f(x) :=
[
∂f(x)
∂x1
∂f(x)
∂x2
· · · ∂f(x)
∂xn
]>
,
∇gi(x) :=
[
∂gi(x)
∂x1
∂gi(x)
∂x2
· · · ∂gi(x)
∂xn
]>
,
exist and vary continuously with x. We define ∇g(x) := [∇g1(x), . . . ,∇gm(x)] ∈ Rn×m.
Definition B.1.1 (Local minimum). We say that x is a local minimizer of problem (B.1) if
it is feasible and if no sufficiently close feasible point has a better objective value. That is, for
some ε > 0, ‖x− x‖ ≤ ε and g(x) ≤ 0 imply that f(x) ≥ f(x).
Definition B.1.2 (MFCQ). Given x ∈ Rn with g(x) ≤ 0, let
I(x) := {i | 1 ≤ i ≤ m, gi(x) = 0}
denote the set of active constraint indices at x. The Mangasarian-Fromovitz constraint quali-
fication (MFCQ) holds at x if there is no nontrivial nonnegative linear dependence among the
∇gi(x), i ∈ I(x).
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An important consequence is that if MFCQ holds at a feasible point x, then there is some
d ∈ Rn, which satisfies ∇gi(x)>d < 0, for all i ∈ I(x). Moreover, such a d is a minimizer of
the direction-finding subproblem
minimize
d∈Rn
∇f(x)>d
subject to ∇g(x)>d ≤ −g(x),
(B.2)
which, modulus the constant term f(x), aims to minimize the first-order Taylor approx-
imation of f(x + d) subject to requiring that the first-order Taylor approximations of all
gi(x+ d), i = 1, . . . ,m, are nonpositive. Problem (B.2) is a linear programming problem, a
linearization of (B.1). The KKT necessary conditions for local optimality, are described by
the following Theorem.
Theorem B.1.3 (KKT Conditions). Suppose that x is a local minimizer for (B.1) and that
the MFCQ holds at x. Then, there are Lagrange multipliers u ∈ Rm such that the following
conditions hold:
1. Stationarity: ∇f(x) +∇g(x)u = 0
2. Primal Feasibility: g(x) ≤ 0
3. Dual Feasibility: u ≥ 0
4. Complementary Slackness: uigi(x) = 0, ∀ i = 1, . . . ,m.
The first condition says that the gradient of the objective function plus a nonnegative
combination of the active constraints gives zero. The second constraint ensures that x
satisfies the constraints. Finally, the last constraint ensures that ui > 0, only if i is an index
of an active constraint.
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Algorithm 1: Alternating Direction Method of Multipliers
Given an initial condition (x0, z01 , . . . , z
0
m+`, u
0), a stopping tolerance ε > 0, and maxi-
mum number of iterations k
Initialize k = 0
Repeat
1. Compute. xk+1 = argmin
zi
Lρ(x, z
k, uk) = argmin
x
g(x) + ρ
∑m
i=1 ‖zi − x+ ui‖22
2. For each i = 1, . . . ,m :
(i) Compute. zk+1i = argmin
zi
Lρ(xk+1, zi, u
k) = argmin
zi
fi(zi) + ρ‖zi − xk+1 + uki ‖22
(ii) Compute. uk+1i = u
k
i + z
k+1
i − xk+1
3. Update. k = k + 1
Until |xk+1 − xk| < ε, and |zi − xk| < ε, for all i = 1, . . . ,m+ `
Output (xk, zk1 , . . . , z
k
m+`, u
k)
Table B.1: General Consensus Alternating Direction Method of Multipliers Algorithm.
B.2 Alternating Direction Method of Multipliers
Consider the following optimization problem
minimize
x∈Rn
g(x) +
m∑
i=1
fi(x) (B.3)
in which the objective is to minimize the sum of cost functions f1, . . . , fm : Rn → R plus
an additional regularization term, which is described by the function g : Rn → R. Clearly,
the above unconstrained optimization problem can be expressed in the following form
minimize
x,z1,...,zm∈Rn
g(x) +
m∑
i=1
fi(zi)
subject to zi = x, i = 1, . . . ,m,
(B.4)
where we have introduced m additional decision variables z1, . . . , zm ∈ Rn to decouple
the objective function. These variables are called consensus variables and are coupled by
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equality constraints in problem (B.4). The augmented Lagrangian function associated with
the above optimization problem is given by
Lρ(x, z1, . . . , zm, y) = g(x) +
m∑
i=1
fi(zi) +
m∑
i=1
u>i (zi − x) +
m∑
i=1
ρ‖zi − x‖22.
where, the variable ui, i = 1, . . . ,m is a dual variable corresponding to the equality con-
straint zi = x. The consensus ADMM algoritm for problem (B.4) is described in Table B.1
where the superscript k = 0, 1, . . . denotes the kth iterate. ‘
B.3 Conic Programming
Let E be a real n-dimensional Euclidean space with inner product 〈·, ·〉. A subset K ⊆ E is a
convex cone if it contains zero and ax+by ∈ K for any nonnegative scalars a, b and any two
points x, y ∈ K. The dual cone of K is given by K∗ = {y ∈ Rn | 〈x, y〉 ≥ 0, for all x ∈ K}.
We say that K is self-dual if K = K∗. A cone K is said to be pointed if K ∩ (−K) = {0}. It is
said to be proper, if it is closed, convex, pointed, and with a non-empty interior. The dual
cone of a proper cone is also a proper cone.
Let K ⊆ E be a closed convex cone, A : E→ Rm a linear operator 1 and c ∈ E and b ∈ Rm
be two vectors. In its most general form, a conic linear program and its dual are given by
minimize
x∈E
〈c, x〉 maximize
y∈Rm, z∈E
〈b, y〉
subject to Ax = b subject to z + A∗y = c
x ∈ K z ∈ K∗.
(B.5)
This pair of primal-dual optimization problems includes the following families of problems.
1Without loss of generality, we can assume that A : E→ Rm is surjective.
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(i) Linear Programs, when E = Rn, 〈x, y〉 = x>y and K is the nonnegative orthant, i.e.,
K = Rn+ := {x ∈ Rn | x ≥ 0}.
(ii) Second-Order Cone Programs: when E = Rn, and 〈x, y〉 = x>y and and K is the
Lorentz (second-order) cone, i.e.,
K = Ln := {(t, x) ∈ R×Rn−1 | ‖x‖ ≤ t}.
(iii) Positive Semidefinite Programs: when E = Sn, 〈X, Y 〉 = tr(XY ), and Kcal is the
positive semidefinite cone, i.e.,
K = Sn+ = {X ∈ Sn | y>Xy ≥ 0, for all y ∈ Rn}.
Among the three cones mentioned above, only the nonnegative orthant is polyhedral, but
all three of them are self-dual.
B.4 Constraint Nondegeneracy for Semidefinite Programs
Consider the semidefinite program
minimize
X∈Hn
tr(A0X)
subject to tr(AiX) ≤ bi, i = 1, . . . ,m,
tr(AiX) = bi, i = m+ 1, . . . ,m+ `,
X  0.
(B.6)
where the matrices A0, A1, . . . , Am+` ∈ Hn and the scalars b1, . . . , bm+` ∈ R are the given
problem data. The dual problem to (B.6) is given by
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minimize b>y
subject to y ∈ Rm,
A0 −
m+∑`
i=1
yiAi ∈ Hn+,
yi ≥ 0, i = 1, . . . ,m.
Given a primal feasible solution X ∈ Hn, let us denote by
I(X) := {i | 1 ≤ i ≤ m, tr(AiX) = bi}.
the indices of the inequality constraints that are active at X. In what follows we define
nondegeneracy of primal and dual feasible solutions.
Definition 1 (Primal Nondegeneracy). Let X be a primal feasible solution and suppose
that rank(X) = r. Let X = QΛQ∗ be an eigenvalue decomposition of X, where Λ =
diag(λ1, . . . , λr, 0, . . . , 0) ∈ Rn×n and Q ∈ Cn×n. Partition Q as Q = [Q1, Q2], where
Q1 ∈ Cn×r and Q2 ∈ Cn×(n−r), and define the matrices
Bpk :=
Q∗1AkQ1 Q∗1AkQ2
Q∗2AkQ1 0
 , k ∈ I(X) ∪ {m+ 1, . . . ,m+ `}.
Then X is primal nondegenerate, if the matrices Bpk, k ∈ I(X) ∪ {m + 1, . . . ,m + `} are
linearly independent in Hn. 
Definition 2 (Dual Nondegeneracy). Let (y, Z) be a dual feasible point and suppose that
rank(Z) = s. Let Z = PΣP ∗ be an eigenvalue decomposition of Z, where Σ = diag(0, . . . ,
0, σn−s+1, . . . , σn) ∈ Rn×n and P ∈ Cn×n. Partition P as P = [P1 P2] where P1 ∈ Cn×(n−s)
and P2 ∈ Cn×s, and define the matrices
Bdk := P
∗
1AkP1, k ∈ I(X) ∪ {m+ 1, . . . ,m+ `}.
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Then (y, Z) is dual nondegenerate, if and only if the matrices Bdk , k ∈ I(X)∪{m+1, . . . ,m+
`} span Hn−s. 
Note that if (X, y, Z) is a primal-dual optimal solution pair that satisfies strict complemen-
tarity (i.e., rank(X) + rank(Z) = n), then Q1 = P1 and Q2 = P2.
Remark 16 (Transversality). Primal nondegeneracy has the following geometric interpreta-
tion. Let Mr := {X ∈ Hn | rank(X) = r} be the set of Hermitian matrices of order n that
have rank r. A primal feasible point X ∈ Mr is nondegenerate if and only if the orthogonal
complement of the subspace spanned by the matrices Ak, k ∈, intersects the tangent space to
Mr at X transversally. See [1, 73] for a definition of transversality.
Primal and dual nondegeneracy is related to uniqueness of optimal solutions to semidefi-
nite programs. In particular, we have the following result from Alizadeh et al. [1].
Theorem 1 (Uniqueness of Optimal Solutions). Let y be dual nondegenerate and optimal.
Then, there exists a unique primal optimal solution. Similarly, if X is primal nondegenerate
and optimal, then there exists a unique dual optimal solution.
B.5 The S-Procedure
The S-procedure provides a sufficient condition for proving set containments involving
quadratic functions by verifying the feasiblity of a matrix inequality which is linear in the
data defining said quadratic functions. We have the following Proposition
Proposition B.5.1 (S-Procedure). Let f0, . . . , fm be quadratic functions of x ∈ Rn, i.e.,
fi(x) := x
∗Aix+ 2b∗ix+ ci, i = 0, . . . ,m,
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where Ai ∈ Sn, bi ∈ Rn, and ci ∈ R, for all i = 0, . . . ,m. The condition
f0(x) ≥ 0, for all x such that fi(x) ≤ 0, i = 1, . . . ,m,
holds if there exists scalars τi ≥ 0, i = 1, . . . ,m such thatA0 b0
b>0 c0
+ p∑
i=1
Ai bi
b>i ci
  0.
Moreover, if m = 1, the converse holds provided that there is some x ∈ Rn such that f1(x) > 0.
B.6 The Schur Complement
Let X be a Hermitian n× n matrix. Suppose that X is decomposed into a 2× 2 block form
X :=
 A B
B∗ C
 , (B.7)
where A is a p× p Hermitian matrix and C is a q× q Hermitian matrix such that n = p+ q.
It follows that B is a complex p× q matrix. If A is nonsingular, then the Schur complement
of a block Hermitian matrix X of the form (B.7) is given by
S := C −B>A−1B.
It provides a condition guaranteeing that X is positive (semi)definite, which depends on
the positive (semi)definitness of the block matrices A,B,C. More precisely, we have the
following Lemma.
Lemma B.6.1. Let X ∈ Hn be a Hermitian matrix of the form (B.7). If A is invertible, then
the following properties hold:
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(i) X  0, if and only if A  0 and C −BA−1B∗  0,
(ii) If A  0, then X  0 if and only if C −BA−1B∗  0
B.7 Quadratically Constrained Quadratic Programs
A quadratically constrained quadratic program (QCQP) is a nonlinear optimization prob-
lem that can be expressed in the form
minimize
x∈Cn
x∗A0x
subject to x∗Akx ≤ bk, for all k = 1, . . . ,m.
(B.8)
where the scalars b1, . . . , bm ∈ R and the matrices A0, A1, . . . , Am ∈ Hn are the given
problem data. If Ai  0 for all i = 0, 1, . . . ,m, then (B.9) is equivalent to the second order
cone program
minimize
x∈Cn
‖L0x‖22
subject to ‖Lkx‖22 ≤ bk, for all k = 1, . . . ,m,
(B.9)
where Ak = L∗kLk, k = 0, . . . ,m is the Cholesky factorization of Ak. However, we do not
make this assumption here. The Lagrangian of (B.9) is given by
L(x, λ) = x∗
(
A0 +
m∑
i=1
λiAi
)
x− b∗λ.
The dual problem of (B.9) is a semidefinite program and it is given by
maximize
λ∈R
− b∗λ
subject to A0 +
m∑
i=1
λiAi  0,
λ ≥ 0.
(B.10)
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And the Lagrangian bidual of the QCQP (B.9) (i.e., the dual problem of the semidefinite
program (B.10)) is equal to the semidefinite relaxation of the QCQP. More precisely, the
dual problem of (B.10) is given by
minimize
X∈Hn
tr(A0X)
subject to tr(AiX) ≤ bi, i = 1, . . . ,m
X  0.
(B.11)
The following Theorem from [5] gives rise .
Theorem B.7.1. Suppose that there exists a positive semidefinite matrix X ∈ Hn+ to the
system of equations
tr(AkX) = bk, k = 1, . . . ,m.
Then there is a positive semidefinite matrix X ∈ Hn+ to the above system such that
rank(X) ≤ −1 +√1 +m.
A direct implication of the above Theorem is that nonconvex QCQPs with at most two
constraints can be solved in polynomial time through their semidefinite relaxation. We
have the following Corollary.
Corollary B.7.2. Let m = 2 and suppose that X? ∈ Hn+ is an optimal solution of the semidef-
inite relaxation of the nonconvex QCQP (B.9). Consider the system of linear equations
tr(AkX) = tr(AkX?), k = 0, . . . ,m.
Then, there is a positive semidefinite matrix X ∈ Hn+ to the above system of equations such
that
rank(X) ≤ 1.
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B.8 Polyhedral Approximations of Semidefinite Programs
In this section, we consider a recursive method for constructing outer and inner polyhedral
approximations to semidefinite programs. Consider the semidefinite program
minimize
x∈Rm
c>x (B.12)
subject to A0 +
m∑
i=1
xiAi ∈ Sn+,
where the vector c ∈ Rm and the symmetric matricesA0, . . . , Ai ∈ Sn are the given problem
data. Let
P :=
p⋂
j=1
{X ∈ Sn | tr(ZjX) ≥ 0}, (B.13)
be an arbitrary polyhedral cone, described by matrices Z1, . . . , Zp ∈ Sn+. It follows by the
self-duality of the positive semidefinite cone that that P ⊇ Sn+. Henceforth, we refer to P
as the outer polyhedral cone. Therefore, the linear program
minimize
x∈Rm
c>x (B.14)
subject to A0 +
m∑
i=1
xiAi ∈ P,
yields an outer approximation to the semidefinite program (B.12) and its optimal value
stands as a lower bound to the optimal value of (B.12). Consider now the linear program
minimize
x∈Rm
c>x (B.15)
subject to A0 +
m∑
i=1
xiAi ∈ P∗,
where P∗ denotes the dual cone of P. It is given by
P∗ = cone{Z1, . . . , Zp} =
{
p∑
j=1
yjZj
∣∣∣∣∣ y ≥ 0
}
. (B.16)
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Since for any two convex cones K1, K2, which satisfy K1 ⊆ K2, it holds that K∗1 ⊆ K?2 , we
obtain by the self-duality of the positive semidefinite cone that the linear program (B.15)
is an inner approximation to the semidefinite program (B.12). Its optimal value stands as
an upper bound to the optimal value of (B.12).
B.8.1 Recursive Polyhedral Approximations of Semidefinite Programs
The effectiveness of the polyhedral approximations introduced in the previous section de-
pends critically on the choice of the outer polyhedral cone P, and for any given problem
it is unclear what the best choice for P is. A naive approach might entail the construc-
tion of a hierarchy of polyhedral cones via a uniform discretization of the boundary of the
cross polytope [46]. For high levels in the hierarchy, however, this approach could yield
computational inefficiencies due to the large number of half-spaces defining the resulting
polyhedral cones. In turn, this gives rise to linear programs (B.14) and (B.15) with a large
number of variables and constraints.
In this section, we explore polyhedral approximations of the positive semidefinite cone that
are adaptively guided by the objective function. More precisely, starting with a coarse outer
polyhedral cone (i.e., the cone of symmetric matrices with nonnegative diagonal entries),
we prescribe a recursive method to refine this cone, which uses the solution at the current
iteration step. Qualitatively, at each iteration step, we project the optimal solution onto
the positive semidefinite cone and refine the outer polyhedral cone by intersecting it with
the half-space corresponding to the supporting hyperplane at said projection point. The
resulting feasible set of the outer approximation of the semidefinite program (B.12) over
the refined cone is shown to exclude the optimal solution at the previous iteration step.
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(a) (b) (c)
Figure B.1: Figure B.1(a) shows the positive semidefinite cone and the outer polyhedral
cone P, which is described by two half-spaces. In Figure B.1(b), we visualize (illustrated
by the dotted line) the supporting hyperplane to Sn+ at ΠSn+(X
?). In Figure B.1(c), we
visualize the refined outer polyhedral cone obtained by intersecting P with the half-spaces
corresponding to the supporting hyperplane.
Let x ∈ Rm be a feasible solution to the outer approximation (B.14). A cutting plane
for problem (B.14) is defined to be a hyperplane characterized by a matrix Z ∈ Sn+ and
passing through the origin such that
A0 +
m∑
i=1
xiAi ∈ {X ∈ Sn | tr(ZX) < 0}. (B.17)
An important consequence of (B.17) is that the outer approximation (B.14) obtained by
approximating the positive semidefinite cone by P ∩ {X ∈ Sn | tr(ZX) ≥ 0} will not
contain x in its feasible set.
Given an optimal solution x? ∈ Rm to the outer program (B.14), let us define, for the sake
of simplicity, the matrix
X? := A0 +
m∑
i=1
x?iAi. (B.18)
The following Proposition shows that if X? is not positive semidefinite, then the supporting
hyperplane to Sn+ at ΠSn+(X
?) is a cutting plane for (B.14).
Proposition B.8.1. Let x? be a primal optimal solution to the outer approximation (B.14)
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Algorithm
Given an outer polyhedral cone P and a maximum number t of iterations
Initialize t = 1
Repeat
1. Let. p = number of half-spaces defining P
2. Compute. An optimal solution x? to the outer program (B.14) and a corre-
sponding matrix X? defined according to (B.18).
3. Update.
• P = P⋂pj=1{X ∈ Sn ∣∣ tr((ΠSn+(X?)−X?)X) ≥ 0}
• t = t+ 1
Until X? ∈ Sn+, or t = t
Output The optimal value of the outer program (B.14) and the optimal value of
the inner program B.15
Table B.2: Cutting plane algorithm to improve polyhedral approximations to the semidefi-
nite program (B.12)
and define a matrix X? according to (B.18) . If X? 6∈ Sn+, then the hyperplane
{X ∈ Sn ∣∣ tr((ΠSn+(X?)−X?)X) = 0}
is a cutting plane for (B.14).
Proof. We must show that
tr((ΠSn+(X
?)−X?)X?) < 0
Let X? =
∑n
i=1 λiuiu
>
i be an eigenvalue decomposition of X
?. It follows that
ΠSn+(X
?)−X? = −
n∑
i=1
min{0, λi}uiu>i .
Since the vectors u1, . . . , un are orthonormal, we must have that
tr((ΠSn+(X
?)−X?)X?) = −
n∑
i=1
n∑
j=1
min{0, λi}λjtr(uiu>i uju>j ) = −
n∑
i=1
min{0, λi}λi < 0.

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In Table B.2, we outline the steps of the proposed algorithm. Starting with a coarse outer
polyhedral cone P, the algorithm computes an optimal solution x? to the linear program
(B.14). A cutting plane for (B.14) is then computed according to Proposition B.8.1. The
intersection of P with the corresponding half-space yields a refined outer polyhedral cone.
The above procedure is repeated using the refined cone until all the optimal solution to
(B.14) yields a positive semidefinite matrix X? or until a maximum number of iterations
is reached.
Remark 17. The recursive algorithm presented in this section is similar in spirit to the cutting
plane algorithm developed in [65] by Krishnan and Mitchell. As argued in a follow-up paper
[54] by the second author, in practice the cutting plane algorithm needs to add a large number
of hyperplanes to P. In addition, the cutting plane method is more competitive than primal-
dual interior point methods for semidefinite programs only for high dimensional semidefinite
programs having a small number of constraints. Furthermore, cutting plane methods are not
able to solve semidefinite programs as accurately as interior point methods in comparable
time. As an alternative to cutting plane methods, Helmberg and Rendl developed a spectral
bundle method for semidefinite programs [30], which demonstrates excellent computational
advantages for problems that are inaccessible to interior point methods.
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