The design and optimization stages of combustion systems for modern heavy-duty diesel engines must be supported by reliable computational fluid dynamics tools for the definition of the chamber geometry and injection strategy. To be fully predictive in terms of in-cylinder thermodynamics and flame structure, the employed combustion models must account for complex chemistry and turbulence-kinetics interactions. Within this context, the authors have implemented into an open-source code a model based on the multiple representative interactive flamelets approach and applied it to diesel combustion simulations. New numerical techniques were integrated in the proposed multiple representative interactive flamelets model in order to speed up the central processing unit time in integrating chemistry and the b-probability density function of the chemical species to compute composition in the computational fluid dynamics domain. A parallel validation was performed both with constant-volume and heavy-duty diesel engine experiments, selecting similar operating conditions. In such way, both flame structure and heat release rate predictions are analyzed and the model capabilities with respect to its setup and mesh structure are assessed.
Introduction
Development of heavy-duty diesel engines is strongly affected by more and more demanding requirements for a contemporary reduction in both fuel consumption and pollutant emissions. To fulfill such objectives, a combination and integration of different technologies is necessary: efficient combustion systems, engine downsizing, new after-treatment devices and heat recovery. [1] [2] [3] [4] In particular, fuel-air mixing and combustion processes must be investigated and optimized in detail since they both affect the quality of exhaust gases and energy conversion efficiency. Within this context, promising solutions appear to be the use of very high injection pressures (up to 3000 bar), further increase in full-load bmep, extension of engine operating range with advanced combustion modes and dual fuel combustion. However, diesel combustion is a very complex process involving many interacting physical phenomena including evolution of multi-phase flows, hydrocarbon auto-ignition and diffusion flame propagation in an inhomogeneous, turbulent high-pressure flow. 5 To this end, both advanced numerical and experimental tools are necessary for a detailed study of the combustion process. For what concerns numerical approaches, nowadays research is focused on the development of the models based on complex chemistry and including turbulence-kinetics interactions for a proper prediction of auto-ignition, flame structure evolution, soot and NO x emissions' formation.
Most of the models that are used for combustion simulations with detailed chemistry are based on flame structure assumptions (equivalent stretched diffusion flame, partially stirred reactor, homogeneous reactor, etc.) and compute chemical composition or reaction rate in each computational cell accordingly. 6, 7 Among the available approaches, both representative interactive flamelets (RIF) and zero-dimensional conditional moment closure (CMC) operate a coordinate transformation that makes possible to solve the diffusionreaction problem in the mixture fraction space, which is considered to be the predominant variable in nonpremixed combustion problems. 8, 9 The effects of local flow are incorporated in the scalar dissipation rate variable and chemical composition is estimated by assuming a presumed statistical distribution of each chemical species that depends on mixture fraction and its variance. Since most of the development efforts for heavyduty diesel engine combustion are focused to full-load conditions (where a large amount of fuel is injected at very high pressures), both heat transfer and flame-wall interaction processes need also to be properly taken into account.
This work presents a methodology for combustion and pollutant emissions' prediction in heavy-duty diesel engines, based on the application of a multiple representative interactive flamelets (mRIF) model which was successfully applied in past works 10, 11 for simulations at constant-volume conditions. The mRIF model approximates the flame structure as a set of multiple unsteady laminar diffusion flames (flamelets) and their evolution is computed in the mixture fraction space 8 where species and energy equations are solved. The effects of mixing are incorporated in the scalar dissipation rate, which is calculated as a conditional average of its distribution in the computational fluid dynamics (CFD) domain. The use of multiple flamelets ensures a better prediction of both flame structure and auto-ignition, since spatial variations in the scalar dissipation rate are properly taken into account. 8, 12 The mRIF model allows realistic simulations of diesel with detailed chemistry, but incorporating large mechanisms in it (more than 50 species) drastically increases the computational time. In particular, the need to integrate the probability density function (PDF) for any chemical species in all the cells of the CFD domain introduces significant computational overheads. To this end, in this work two new techniques were developed to reduce the central processing unit (CPU) time when the mRIF model is applied to internal combustion (IC) engine combustion simulations. The first one is represented by the so-called virtual species (VS) approach, where a limited set of chemical species is used in the CFD domain to represent the entire set of the flamelet species. In this way, the PDF is integrated for a very limited number of chemical species, but it is possible to adopt very large mechanisms. To further reduce the computational time, the PDF integration in the mixture fraction space is performed for clusters of cells having similar values of mixture fraction and variance. Finally, tabulation of dynamic adaptive chemistry (TDAC) algorithm was integrated into the mRIF model, ensuring a significant reduction in computational (CPU) time when detailed chemistry is used, since it combines on-line techniques for reduction in chemical mechanism and reaction rate tabulation. 13 In this way, the ordinary differential equation (ODE) solver operates only on a limited number of computational cells for each time-step, with a reduced set of species and reactions.
The proposed approaches for combustion modeling were implemented in the Lib-ICE code, where the mRIF model was recently developed and validated. 10, 11 Lib-ICE is based on the OpenFOAM technology (www.openfoam.org) and includes a set of wellvalidated spray sub-models to properly describe fuel atomization, secondary breakup and evaporation. 14, 15 Validation was performed in different steps. First, a set of operating conditions that are critical in terms of fuel consumption and emissions for a heavy-duty diesel engine were identified. Then, the methodology was assessed at constant-volume conditions, simulating reacting and non-reacting cases with ambient temperature and pressure which are similar to those found at start of injection (SOI) time in the studied engine. Computed data of ignition delay and flame lift-off were compared with experimental ones and the flame structure was analyzed to understand the capabilities of the model to properly describe propagation and stabilization of a turbulent diffusion flame. Finally, engine simulations were carried out for the three selected operating points. Validation at engine conditions was performed by comparing computed and experimental data of in-cylinder pressure and heat release rate (HRR).
Computational models mRIF
This model is based on the laminar flamelet concept, assuming that the smallest turbulent time and length scales are much larger than the chemical ones and there exists a locally undisturbed sheet where reactions occur. 8 This sheet can be treated as an ensemble of stretched counter-flow diffusion flames, called flamelets. The advantage of such treatment is that all reacting scalars only depend on the mixture fraction variable, Z, which is related to the local fuel-to-air ratio for nonpremixed combustion. Hence, local chemical composition can be estimated from the Z field in the CFD domain, assuming that its sub-grid distribution can be represented by a b-PDF. To this end, transport equations for both Z and its variance g Z 00 2 need to be solved
The sink term appearing in equation (2) is the average scalar dissipation rate, which is the function of the turbulent time scale and mixture fraction variance
where the constant C x was set to 2 in this work. In order to properly account for local flow and turbulence effects on the flame structure and predict flame stabilization, a multiple number of flamelets was used. Each one is representative of a certain portion of the injected fuel mass, and chemical composition in each cell is computed from mixture fraction and flamelet marker distribution as follows
For each flamelet marker, the following transport equation is solved
where the source term _ S M j corresponds to _ S only for a specified interval of the injection duration, while it is 0 elsewhere. Flamelet markers must also satisfy the following relation
The local flame structure is defined by the flamelet equations that are solved assuming unity Lewis number 8 in the mixture fraction space
where Y i is the mass fraction of the species i, r the density, Z the mixture fraction, _ v i the chemical source term of species i, h s the sensible enthalpy and _ q s the heat released by the chemical reactions. Equations (6) and (7) are solved on a one-dimensional (1D) mesh with the finite volume method, by employing an ODE stiff solver to properly compute _ v i . The effects of mixing related to turbulence and flow-field are grouped into the scalar dissipation rate term x z expressed as
f(Z) has an erfc-profile, 16 while scalar dissipation rate at stoichiometric mixture fraction conditions d
x st, i for each flamelet is computed as an average of the local values in each computational cell
where P is a b-function, whose parameters depend on mixture fraction and its variance. In each cell, x st,l is computed following the Hellstrom formulation
Figure 1 summarizes the operation of the mRIF combustion model, illustrating the mutual interactions between the CFD and flamelets domains. At each timestep, average stoichiometric scalar dissipation rate values are passed to each flamelet, which solves equations (6) and (7) accordingly. The chemical composition in the CFD domain is computed from the mixture fraction, its variance and the flamelet marker distribution. Temperature is updated from new chemical composition and total enthalpy, whose variation is only due to flow and spray evaporation. For further information, the reader is referred to Lehtiniemi et al. 12 
Reduction in computational time
One of the advantages of the mRIF model compared to other ones based on detailed chemistry is represented by the fact that the reaction-diffusion problem is solved in the mixture fraction space, which is approximated as a 1D grid with a limited number of points (100-200). This drastically reduces the CPU time required for chemistry integration and makes possible to use large mechanisms (more than 100 species) with a better prediction of both combustion and pollutant emissions. However, mechanisms with many species introduce very high computational overheads since 1. When increasing the number of flamelets, the time spent in chemistry integration for all of them becomes very high and, again, limits the maximum number of species that can be used. 2. Integration of the PDF of the chemical species to compute composition in the computational domain, according to equation (3), requires a To reduce the CPU time required by the mRIF combustion model and make it suitable for practical calculations, efforts were focused toward the development of efficient solutions both for the integration of the b-PDF and to handle detailed chemistry in the flamelet domain. For what concerns point 1, the TDAC algorithm was employed to drastically reduce the CPU time required by the ODE stiff solver to compute reaction rates for each chemical species. To address point 2, two new approaches were developed named VS and cell clustering (CC), respectively.
TDAC. When detailed chemistry is incorporated in combustion models, it is necessary to consider that chemical time-scales are much smaller (2-4 orders of magnitude) than the CFD time-step which is generally used (10 27 to 10 25 ). For this reason, ODE stiff solvers need to be employed to properly compute the chemical species reaction rates that are used in the chemical species transport equations, as shown in equation (6) . However, operation of ODE solvers significantly increases the computational time since it involves subcycling and computations of large Jacobians. Hence, the sizes of mechanisms employed in practical simulations are generally limited to 50 species and 100 reactions 17, 18 with a consequent lack in terms of accuracy mainly when advanced combustion modes, high exhaust gas recirculation (EGR) conditions and soot formation processes need to be computed. To make use of more detailed mechanisms possible (up to 150 species for Diesel combustion) in a reasonable amount of time, the TDAC algorithm 13 was employed in this work that combines the in situ adaptive tabulation (ISAT) and dynamic adaptive chemistry (DAC) techniques. 19, 20 The ISAT algorithm intends to reuse computationally demanding results, for example, the integration of large and stiff ODE systems, by storing those results and all the necessary data to retrieve them. During computation, given a query point, c q , it computes a linear approximation of the mapping
where
and A is the mapping gradient matrix defined by
The linear approximation defined by equation (11) is valid in the region of accuracy (ROA) where the following condition is respected
where e ISAT is a user-specified tolerance and
. During the calculation, the table is built up according to the received queries. It consists of a binary tree with leafs and nodes. The leafs store c, R(c), A(c) and the ROA description. The nodes contain the rules that allow to scan the binary tree to retrieve the appropriate point. 20 The DAC method computes reduced mechanisms that are valid for the local thermo-chemical conditions. In this work, DAC has been extended to full CFD meshes with wall heat transfer. The reduction algorithm is executed before every call to the stiff solver according to the directed relation graph (DRG) method, which identifies the relevant species and reactions according to the thermodynamic conditions in each cell. 19 The coupling of ISAT and DAC performed in this work is schematically illustrated in Figure 2 . When ISAT receives a query c q that needs to integrate the ODE set, it provides c q to the DAC algorithm which then finds the reduced mechanism for the local thermochemical conditions and provides the reduced set of active species c q a to the ODE solver. This solver computes the reaction mapping for the reduced set R(c q a ) that is used by ISAT to build the reaction mapping R(c q ) in the full composition space. Using simplification methods at distinct levels combines their effects and allows a significant reduction in the computational cost. The use of TDAC ensures speed-up factors ranging from 10 to 1000 depending on the mechanism size and simulated combustion mode. 13 VS approach. To properly employ detailed chemistry for the mRIF combustion model but, at the same time, avoid accounting in the geometry domain for all the species included in the chemical mechanism, the VS approach was developed in this work. A reduced set of chemical species Y v,i (x) is considered in the CFD mesh and composition of Y v,i (Z) in the mixture fraction space is computed to consistently preserve both mass and thermodynamic properties of the entire set of chemical species used in each flamelet. In this way, the b-PDF is 
In case of lean, stoichiometric or rich mixtures (f 4 4), seven VS are taken into account (O 2 is added to the set) and an additional equation is solved to preserve also the mass-specific heat
In equations (14)- (19), s is the total number of elements (C, H, O and N) in each flamelet for a mixture fraction value Z; N s is the total number of species in the flamelet domain; N v is the total number of VS (six or seven); N is the total number of elements (C, H, O and N) in each chemical species; x refers to mole fractions; Y refers to mass fractions; h is the mass-specific enthalpy (sensible + formation); c p is the mass-specific heat.
CC for b-PDF integration. The VS approach reduces the number of chemical species for which integration of the b-PDF is necessary. However, such step still remains time-consuming when many flamelets ( . 20) and fine meshes (30,000-100,000 cells) are used as it happens in engine simulations. Furthermore, due to the axysymmetrical nature of the diesel spray, it is expected that many cells will have very similar values of both mixture fraction and variance. For this reason, using the same chemical composition computed from the flamelet domain for groups of cells with similar Z and g Z 00 2 is expected to save a large amount of time without compromising the accuracy of the computed results. A schematic of the CC algorithm developed for the b-PDF integration is illustrated in Figure 3 .
Experimental validation

Heavy-duty engine data
Experiments carried out for a heavy-duty, Euro 6 Diesel engine were used to validate the proposed approach for combustion modeling. The main engine data are summarized in Table 1 . The Common-Rail injection system operates at a maximum pressure of 1600 bar and delivers fuel to the six cylinders through eight-hole nozzle injectors.
Validation of the proposed CFD methodology was performed using three operating points displayed in Figure 4 with each one of them being of relevance for operation, design and optimization of heavy-duty diesel engines. In particular, operating point 1 represents fulltorque conditions, where a large amount of fuel is injected and interaction between flame and wall is expected to influence significantly the combustion process. Fuel consumption is minimum in operating Step 1: creation of the Z-Z$ 2 according to userspecified parameters;
Step 2: integration of the b-PDF from flamelets in the Z-Z$ 2 maps;
Step 3: composition in Z-Z$ 2 maps mapped back to the CFD domain. point 2, while in the middle-load condition (operating point 3) soot emissions need to be controlled. For both such operating points, a double-injection strategy (pilot + main) was used. Further details about the simulated conditions are provided in Table 2 . Finally, Table 3 summarizes the in-cylinder estimated thermodynamic conditions which are found at SOI time for the three selected operating points.
Validation at constant-volume conditions
For a proper prediction of the combustion process at different engine loads and accounting for injection pressure variations, reliable numerical tools are necessary to estimate how such engine parameters affect liquid spray evolution, air-fuel mixing process, ignition delay and flame propagation. To this end, a preliminary validation was carried out at constant-volume conditions, simulating n-dodecane spray combustion in the socalled Spray-A experiment carried out in the Sandia Combustion Vessel, whose data are publicly available within the context of the Engine Combustion Network database. 21, 22 Fuel is delivered through a single-hole, 90-mm nozzle at pressures ranging between 500 and 1500 bar. Calculations were carried out in a twodimensional (2D), axy-symmetric mesh with grading: it has a minimum mesh size of 0.1 mm and a successive growth ratio of 1.01. The grid represents a 1/72 portion of the combustion chamber, with a 108 mm height and 54 mm width; it has 216 cells in the axial direction and 108 in the radial one. Oxidation process of n-dodecane is described by means of a skeletal detailed reaction mechanism with 106 species and 420 reactions. 23 Its size can be considered acceptable for CFD computations of diesel spray combustion both at constant-volume and in engine geometries. Six operating points were considered for what concerns constant-volume conditions, and they are summarized in Table 4 . Initially, nonreacting conditions (operating point SA1) were considered to properly assess and validate the spray model. Then, the effect of injection pressure on combustion process was evaluated (points SA2, SA3, SA4), following the variation in engine speed for the considered engine. The purpose of points SA5 and SA6 is to verify whether the adopted kinetic mechanism is able to reproduce ignition delays at ambient oxygen conditions and densities similar to those found in the studied diesel engine. Despite some important differences between engine and Sandia vessel, experiments exist mainly in terms of injector sizes; there are also important similarities for what concerns injection pressure and ambient conditions. Hence, validation of the proposed model for the Spray-A experiment represents a first important step toward its application to combustion simulations in heavy-duty engines.
Validation at non-reacting conditions. Non-reacting conditions were first simulated, to properly assess the spray sub-models. Here, the Kelvin-Helmholtz RayleighTaylor (KHRT) model by Reitz 24 was used to predict both primary and secondary atomization. The standard k 2 e model was used for turbulence with the C 1 constant modified to 1.55 as it is commonly done to predict penetration and diffusion of jets. Validation of the spray model is illustrated in Figure 5 Figure 5 (b), computed distribution of mixture fraction is compared with postprocessed and averaged experimental data that were obtained by means of the Raleigh-scattering technique. 25 The model properly reproduces the experimental trends in terms of liquid and vapor penetration. Furthermore, distribution of mixture fraction is rather well-predicted in the entire domain and this is a very important prerequisite for the validation of any combustion model.
Performance of TDAC, VS and CC algorithms. Before combustion simulations, auto-ignition was computed in a single flamelet at constant pressure (same conditions as SA2: p = 60 bar; T air = 900 K; T fuel = 380 K) to evaluate the capabilities of the TDAC method in reducing the CPU time compared to the case where direct integration (DI) was used. N-dodecane was used a fuel and an unsteady scalar dissipation rate profile, which is typical of spray combustion calculations, was imposed. The duration of the simulation is 2 ms and the kinetic mechanism is the same used in the remainder of this work 23 for combustion simulations. The effects of mechanism reduction (DAC) and tabulation techniques (ISAT) are displayed in Figure 6 (a): it was found that tolerances of 10 24 for both of them were the maximum allowed values to achieve the same results as of DI. When using TDAC, an overall speed-up factor of 1.2 was achieved compared to DI: this is much less than what was found in past works 13 where homogeneous combustion was simulated with a very large mechanism ( . 500 species). When applied to flamelet simulations with a reduced mechanism, operation of DAC algorithm is limited and, at the same time, the large variation in composition and temperature reduces significantly the number of retrievals. Figure 6 (b) displays that significant CPU time reductions were achieved using the VS approach. The results are referred to a spray combustion calculation at constant-volume conditions using a 2D mesh and one flamelet on the operating point SA2. Compared to the case where the b-PDF is integrated for the full set of species (FI), the VS approach reduces the CPU time by approximately a factor of 50% due to the much lower number of species for which the b-PDF is integrated. When combining the VS with the CC algorithm, a further 10% reduction of the CPU time was obtained. The speed-up expected on three-dimensional grids is even higher, due to the axy-symmetric nature of the spray.
Reacting conditions. Once the spray model was properly assessed, combustion simulations were carried out for the remainder of the operating points listed in Table 3 . For what concerns the mRIF setup, every 0.1 ms from the SOI, a new flamelet was introduced and initialized with the solution taken from the previous one both in terms of temperature and chemical species distribution in the mixture fraction domain. At SOI time, flamelets are initialized with mixture temperature on the air side (Z = 0) and such value then changes according to average pressure variation in the domain. On the fuel side (Z = 1), temperature is kept fixed at the fuel injection value, 363 K and remains constant during the simulation. Such setup was found to be consistent with the temperature dependency of mixture fraction for a CFD simulations carried out at non-reacting conditions. Figure 7 (a) and (b) reports a comparison between computed and experimental ignition delays: numerically ignition delay was defined as the time from the SOI to the time where the maximum rate of maximum temperature rise happens, while the lift-off length (LOL) was defined as the distance from the injector to the axial position of 2% of its steady-state OH mass fraction. These definitions were both suggested from the Engine Combustion Network. In Figure 7 (a), it is possible to see that the proposed combustion model follows rather well the experimental trend in terms of ignition delay time. In particular, with respect to the baseline case (SA2), a reduction in injection pressure slightly increases the ignition delay time (SA3 and SA4). For what concerns case SA5, the increase in oxygen concentration (21% compared to 15% by volume) is responsible for the reduction in ignition delay. No experimental data were available for SA6 conditions, with the highest density; however, the ignition delay reduction compared to the baseline condition seems to be reasonable and mainly related to the highest chemical species reaction rates due to the higher ambient density. Despite ignition delay, data are estimated rather well; there is a slight overestimation for any case of approximately 0.15 ms which can be mainly ascribed to the kinetic mechanism used. A proper prediction of the flame stabilization process seems to be very important for a proper estimation of soot formation and heat release, as discussed in Idicheria and Pickett. 25 In past works, 10,11 the authors illustrated that, for the mRIF model, the mechanism governing flame-lift off is represented by the autoignition of a diffusion flame. In particular, flamelets evolving in the CFD domain initially experience very high scalar dissipation rate values above the extinction limit x ig and no chemical reaction occurs. As soon as the scalar dissipation rate goes below x ig , chemical reactions start to occur and ignition for each flamelet is mainly affected by mixture fraction distribution, ambient conditions and fuel chemistry. However, estimation of the scalar dissipation rate requires a very accurate description of the fuel-air mixing process with a very fine mesh near the nozzle. Use of coarse grids or not properly accounting for the axy-symmetry of the spray will lead to underestimation of the scalar dissipation rate and, consequently, to non-correct prediction of the LOL. Here, LOLs are rather well-predicted for all the analyzed conditions. In particular, the effect of injection pressure seems to be properly reproduced by the mRIF model.
The reduction in injection pressure seems to have two opposite effects: increase in ignition delay and, at the same time, reduction in flame LOL. Ignition delay time is mainly affected by the evolution of the scalar dissipation rate for the first flamelets. In particular, Figure 8 (a) and (b) displays, at 0.2 and 0.6 ms after SOI, the distribution of the scalar dissipation rate for the three different injection pressures considered. On the same figure, the stoichiometric mixture fraction isocontour is also shown with white line. Few instant, ASOI (0.2 ms ASOI), Figure 8 (a), it is possible to see that reduced vapor penetration is responsible for higher scalar dissipation rate values in the stoichiometric region for the low-injection pressure case. Later during injection (0.6 ms ASOI), distribution of scalar dissipation rate in the computational domain changes and, in particular, for the highest injection pressure it is possible to see that there is a large region where scalar dissipation rate remains higher. For this reason, ignition of the first flamelets will be faster for the cases with high injection pressure, but next ones will find higher scalar dissipation rate values and they will require more time to be ignited. Since auto-ignition of a diffusion flame is the stabilization mechanism for the mRIF model, higher injection pressures will lead to increased LOLs.
Engine simulations
Once the proposed approach was assessed and properly validated at constant-volume conditions, simulations of the combustion process were carried out in the heavyduty engine for the three selected operating points listed in Table 2 . A 1/8 sector of the combustion chamber was simulated, and details of the computational mesh are displayed in Figure 9 . Additional compensation volumes were included either in the head or in the crevices parts to properly fit the experimental compression ratio. To keep the mesh resolution as much constant as possible in the radial direction, two prismatic layers of cells were inserted to increase the number of cells when moving far from the nozzle. To improve prediction of heat transfer, a boundary layer with three cells (0.1 mm thickness) was placed on piston, liner and cylinder head boundaries. Simulations were carried out with the same spray setup used for constant-volume calculations, and the temperature wall functions from Angelberger et al. 26 were used to model heat transfer. Mesh motion was performed using the dynamic mesh layering technique, 27 keeping the cells in the spray region fixed and moving the ones in the piston bowl. Grid size is approximately equal to 0.5 mm in the whole domain. To accommodate the main geometry features of the combustion chamber and maximize the mesh quality, it was not possible to run simulations with a spray-oriented grid, which will be surely adopted in a future work. Simulations start at intake valve closing IVC; initial in-cylinder thermodynamic conditions were derived from measured data of air flow rate, in-cylinder pressure and air-fuel ratio. Velocity was initialized accounting for instantaneous piston velocity u p (linearly varying from 0 at the head to u p in the bowl) and swirl ratio, with a wheel flow velocity profile assumed along the cylinder radius. The number of flamelets used depends on the amount of injected fuel mass; for this reason, operating point 1 employs 30 flamelets, while for the other two conditions 20 flamelets are adopted for the main injection event and one for the pilot. Such setup does not differ too much from the one used for simulations at constant-volume conditions. Again, new flamelets belonging to the same injection event are initialized with the species and temperature profiles of the previous one. Figure 10 (a) compares computed and experimental data of in-cylinder pressure profiles for the three different operating conditions. For what concerns the full-load case, it is possible to see that experimental pressure profile is rather well reproduced by the model. However, peak cylinder pressure is slightly overestimated, and this is mainly affected by the HRR profile, which is shown in Figure 10 (b). After ignition, in fact, the mRIF model predicts a higher combustion speed and this aspect seems to be mainly affected by the mesh resolution used, which is too coarse close to the nozzle. Hence, the predicted scalar dissipation rate remains always well below the extinction limit with a consequent overestimation of the HRR, since flame propagation will also take place close to the nozzle. HRR reaches a maximum around top dead center (TDC) and then it remains constant for approximately 10 crank angle degree (CAD). During such period, a diffusion flame structure is fully established, and combustion is influenced by both spray dynamics and flame-wall interaction.
To clarify how flame-wall interaction affects the combustion process, flame structure was postprocessed in terms of temperature field, scalar dissipation rate distribution and its evolution versus time for several flamelets. First of all, it is possible to see that numerically flame and wall starts interacting around 2 CAD before top dead center (BTDC), as it can be seen in Figure 11(a) . This involves the first flamelet and (d) illustrates that such phenomenon keeps its stoichiometric scalar dissipation rate higher than the next ones. Looking at evolution of the scalar dissipation rate during injection, Figure 11 (a) and (b), it is possible to see that x is very high ( . 100) in the core of the jet where the mixture is rich, then x decreases along the jet axis. However, the interaction between flame and wall has the beneficial effect of increasing the scalar dissipation rate, allowing to better oxidize the rich combustion products that were generated in the core of the jet. Flame-wall interaction seems to mainly influence combustion for the first flamelets where the piston is very close to TDC. For the remainder of the flamelets, flame-wall interaction does not seem to play a big role because both in-cylinder charge motion and turbulence decay do not affect the scalar dissipation rate which is continuously decreasing. When looking at HRR profile, it is possible to see that simulations predict a earlier decay of combustion speed around 15 CAD, while experimental HRR remains constant for 5 CAD more. Such discrepancy seems, again, to be mainly related to the mesh structure which is not completely spray-oriented. For this reason, numerical diffusion will enlarge the spray region and reduce the jet velocity at the tip with a negative effect of the predicted scalar dissipation rate at the walls. For what concerns the other two operating points, at 75% and 50% load, agreement is acceptable even if there is a slight overestimation of the maximum cylinder pressure due to the overestimated HRR after auto-ignition. For both the cases, flame-wall interaction does not seem to play a big role mainly due to the reduced amount which is injected compared to the full-load case.
Conclusion
This work was focused on the development of a CFD methodology for the prediction of the combustion process in heavy-duty diesel engines. To this end, the mRIF was implemented into the Lib-ICE code and applied to both constant-volume and engine simulations. Several techniques were then integrated in order to speed up the CPU time in integrating chemistry and the b-PDF of the chemical species to compute composition in the CFD domain. Satisfactory results were achieved, since the model is able to properly reproduce experimental trends of both ignition delay and flame lift-off for the different conditions, including the variation in injection pressure which is quite important for operation of diesel engines. However, it is necessary to correctly predict the distribution of the scalar dissipation rate, mainly close to the nozzle region, in order to predict the stabilization of the flame. In order to do this, a very fine and spray-oriented mesh seems to be absolutely necessary to describe the mixture fraction and its variance field. Once the proposed approach was validated at constant-volume conditions, engine simulations were carried out in a heavy-duty engine for three different operating points of interest: full, 75% and 50% load. Despite the results can be considered satisfactory, the results are affected by mesh resolution and structure which produces an underestimation of the scalar dissipation rate and, consequently, influences HRR close to the nozzle and flame-wall interaction process. For this reason, most of the future efforts will be dedicated at improving engine grid generation process to be able to better reproduce both liquid and vapor jet dynamics.
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