Abstract-Compared with single-channel speech enhancement methods, multichannel methods can utilize spatial information to design optimal filters. Although some filters adaptively consider second-order signal statistics, the temporal evolution of the speech spectrum is usually neglected. By using linear prediction (LP) to model the inter-frame temporal evolution of speech, single-channel Kalman filtering (KF) based methods have been developed for speech enhancement. In this paper, we derive a multichannel KF (MKF) that jointly uses both interchannel spatial correlation and interframe temporal correlation for speech enhancement. We perform LP in the modulation domain, and by incorporating the spatial information, derive an optimal MKF gain in the short-time Fourier transform domain. We show that the proposed MKF reduces to the conventional multichannel Wiener filter if the LP information is discarded. Furthermore, we show that, under an appropriate assumption, the MKF is equivalent to a concatenation of the minimum variance distortion response beamformer and a single-channel modulation-domain KF and therefore present an alternative implementation of the MKF. Experiments conducted on a public head-related impulse response database demonstrate the effectiveness of the proposed method.
I. INTRODUCTION

I
NTERFERENCE from environmental noise brings great challenges to speech processing systems in speech communication, hearing aids, and automatic speech recognition. Speech enhancement aims to suppress the environmental noise without distorting the target speech. If the target speech and noise arrive from different directions, a microphone array can beneficially be deployed to capture the spatial diversity of the acoustic environment. It is widely recognized that, by additionally exploiting spatial diversity, multichannel speech enhancement methods can achieve better performance than single-channel methods. The authors are with the Department of Electrical and Electronic Engineering, Imperial College London, London SW7 2AZ, U.K. (e-mail:, w.xue@ imperial.ac.uk; alastair.h.moore@imperial.ac.uk; mike.brookes@imperial.ac. uk; p.naylor@imperial.ac.uk).
Color versions of one or more of the figures in this paper are available online at http://ieeexplore.ieee.org.
Digital Object Identifier 10.1109/TASLP.2018.2845665
The clean speech signal is redundantly expressed in the multichannel observations up to a steering vector or a relative transfer function (RTF), which depends on the direction of the target speaker and which defines the spatial correlation of the multiple observations of the clean signal. This redundancy makes the target signal spatially predictable [1] from clean signal observations of more than one channel, therefore, the signals of multiple microphones can jointly be used to estimate a single target signal.
Given knowledge of the steering vector, or RTF, traditional beamforming-based methods [2] - [9] , which originate from narrowband methods for radar and sonar applications [10] - [12] , can be developed to recover the desired signal from the noisy observations. Although fixed beamforming methods such as delay and sum (DS) [13] that depend only on the array geometry have the advantage of simplicity, adaptive beamforming techniques including minimum variance distortion response (MVDR) [3] , [4] , [7] and linear constrained minimum variance (LCMV) [8] have received more attention, since they can adjust to the spatiotemporal characteristics of speech and noise. Beamforming can be effective in reducing the directional noise but is not sufficient especially when the noise field is diffuse. To further reduce the noise signal, post-filtering [14] - [17] and the generalized sidelobe canceller (GSC) [18] , [19] have been proposed. In these approaches, the beamforming is used as a preprocessor to obtain an enhanced signal, and the residual noise is further reduced by single-channel speech enhancement or multichannel adaptive noise cancellation (ANC) in the post-filtering stage. With postfiltering processing, various types of noise including diffuse noise, directional interference, and sensor noise can be reduced effectively. In addition, it is shown that, the GSC is equivalent to the MVDR beamformer by using the DS in the beamforming stage [19] , [20] . Another category of multichannel speech enhancement algorithms is multichannel Wiener filtering (MWF) [21] - [23] , which can operate without explicit knowledge of the steering vector or RTF, and estimates the target signal under the minimum mean squared error (MMSE) criterion. Speech distortion weighted MWF (SDW-MWF) [24] has also been developed to achieve a trade-off between noise reduction and speech distortion. It is shown in [25] that under a single-source assumption, the MWF can be expressed as a MVDR beamformer followed by a single-channel Wiener filter.
Since the speech signal can be expressed as an auto-regressive (AR) process, the signal in each frame is temporally correlated with the signals of previous frames. Therefore, the target signal 2329-9290 © 2018 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications standards/publications/rights/index.html for more information.
is not only spatially predictable from multichannel observations, but also temporally predictable from the previous frames. Although the temporal characteristics of speech or noise have been considered by some conventional methods such as MVDR, postfiltering and MWF to design adaptive filters, they are mainly used to compute the second order statistics (SOS) which inherently adopt a short-time stationary process assumption, and the dynamics of the speech signal over short-time frames are not considered. In fact, by using linear prediction (LP) to model the temporal evolution of speech, many single-channel Kalman filtering (KF) based speech enhancement methods have been proposed. Since the pioneering work in [26] , single-channel KF based methods have gradually developed from the time domain [27] , [28] to the short-time Fourier transform (STFT) domain [29] , [30] and modulation domain [31] - [39] . Since it has been found that there is almost no correlation in the successive phase samples [30] , the temporal correlation is normally represented in the magnitude spectrum and using the amplitude spectrum for LP have received more attention. In addition, additional psychoacoustic and physiological advantages of modulation-domain speech processing [40] , [41] can be further exploited to improve the speech enhancement performance. Therefore, the modulationdomain methods have become mainstream.
In modulation-domain processing, the time-varying envelope amplitude in each frequency bin is regarded as a time-domain signal in its own right. In the single-channel modulation-domain Kalman filtering (MDKF) methods [31] - [39] , a modulationdomain state vector is defined to represent the amplitude estimation of the clean speech. Based an LP model of clean speech, the state vector of the current frame is firstly predicted, and then updated by combining with the modulation-domain noisy observation. A KF gain is computed based on the MMSE criterion to combine the modulation-domain LP estimation with the noisy observation.
An early approach involving the KF for multichannel speech enhancement was presented in Chapter 5.9 of [42] , where a timedomain approach was derived. However, as is discussed therein, the approach requires blind estimation of the room impulse responses (RIRs) in noisy conditions, which remains an open problem, and so the practicality of the approach is limited. As a result, the method was only introduced conceptually without experimental evaluation. It is relevant to note that the KF has been used in other areas of multichannel speech processing such as speech dereverberation [43] , [44] and speaker tracking [45] , [46] .
In this paper, we develop a modulation-domain KF for the multichannel case, and propose a novel multichannel Kalman filtering (MKF) algorithm for speech enhancement. The proposed MKF operates in both the modulation domain and the STFT domain, so that it can jointly utilize the inter-frame temporal correlation and the inter-channel spatial correlation to estimate the target clean speech. As in the classical KF [47] , the key idea of the MKF is to find an optimal MKF gain that uses the LP estimation derived from the dynamic model and previous estimates in a weighted combination with the estimation derived from the measurement model and observations. It is expected that higher weight is given to the LP estimation in noise-dominated timefrequency (TF) bins, and to the observation in speech-dominated TF bins.
The LP estimation is obtained, by first computing a modulation-domain prediction from the previous estimates, and then transforming this into the STFT-domain. To exploit the spatial information, we incorporate the multichannel noisy observations and calculate the optimal MKF gain in the STFT domain according to an MMSE criterion. We report experiments using a head-related impulse response (HRIR) database [48] , and the results show that the proposed MKF outperforms conventional methods in a range of noisy and reverberant environments. We show that the proposed MKF reduces to the conventional multichannel Wiener filter (MWF) if the LP information is discarded and also show that, under appropriate conditions, the MKF is equivalent to a MVDR beamformer followed by a single-channel MDKF.
This paper is an extension of our previous work in [49] . The remainder of the paper is organized as follows. In Section II, we introduce the signal model and some required assumptions. In Section III, the proposed method is described, including the MKF model and the derivation of the MKF. We also discuss the relationship between the MKF and the MWF. Then in Section V, we show that, by reformulating the proposed MKF, it can be expressed as the concatenation of an MVDR and a single-channel MDKF post-filter, such that the optimality of the concatenation is shown, and an alternative implementation of the MKF is presented. Finally in Section VI, we conduct experiments in different noisy and reverberant conditions, and show the effectiveness of the proposed method. Table I in the next page summarizes the notations used for vectors and matrices in this paper.
II. SIGNAL MODEL AND ASSUMPTIONS
We consider a noisy and reverberant environment which includes a target talker and an M -element microphone array. The target speech of each microphone is contaminated by diffuse acoustic noise, sensor noise, and potentially also disturbing signals from interfering sources. We neglect the details of different noise components and treat them as a combination, so that, in the complex-valued STFT domain, the noisy signal vector y(n, k) captured by the microphone array in the n-th frame and k-th frequency can be written as
where
T , and Y m (n, k) for m = 1, 2, ..., M is the STFT of the noisy signal of the m-th microphone. x(n, k) and v(n, k) are the target speech and additive noise vectors, respectively, and have the same form as y(n, k). We assume that the speech and noise signals are uncorrelated.
By taking the speech signal of the first microphone X 1 (n, k) as reference, y(n, k) can also be expressed as 
is a RTF vector, and d m (n, k) for m = 1, 2, ..., M is the RTF between the m-th and first channel. Without loosing generality, we take the first channel as reference, d 1 (n, k) = 1. As is common in the beamforming and post-filtering literature, we assume that the RTF is known a priori, or has already been estimated (by e.g. [50] ).
The goal of the multichannel speech enhancement problem is to estimate the clean reverberant signal X 1 (n, k) based on the multichannel noisy observations y(n, k).
III. MKF STATE-SPACE MODEL
A new MKF algorithm which estimates the clean signal by jointly using the temporal correlation of speech and spatial correlation of multichannel signals is proposed. The MKF follows a similar structure with the single-channel MKDF [31] - [39] , which first computes the LP estimate based on the temporal evolution model of speech, and obtains the final estimation by incorporating with the noisy observation. The derivations in the multichannel case will be presented in detail. We begin with introducing the MKF state-space model in this section, and then, in Section IV, derive the MKF to estimate the hidden state which represents the target speech.
As in the general KF [47] , the state-space model of the proposed MKF includes a LP equation which describes the temporal evolution of the clean speech, and a measurement equation which describes the relationship between the clean speech and observation.
A. LP Equation
To model the temporal evolution of speech, we temporarily ignore the multichannel spatial information, and only consider the clean signal of the first channel. As the amplitude spectrum shows much larger temporal correlation over adjacent frames than the phase spectrum [51] , due to the psychoacoustic and physiological advantages of modulation-domain speech processing [40] , [41] , the LP model is formulated in the modulation domain.
In the modulation-domain, by modelling the temporal evolution of speech as an AR model, the relationship between the speech signal in the current frame and previous frames is expressed as
where A 1 (n, k) indicates the magnitude of the STFT-domain signal X 1 (n, k), and b p,k for p = 1, 2, ..., P are the LP coefficients [52] of the modulation-domain signal in the k-th frequency bin. W (n, k) is a Gaussian distributed random excitation signal with variance δ 2 W . Similar to [31] , we define the state vector of MKF to be the signal vector of the reference channel given by
T , then the LP equation of the MKF is
T is a vector containing the amplitude of each element of the state vector x 1 (n, k).
In (5), B(k) is the P × P state transition matrix defined as
and u = [1, 0, . . . , 0] T . In practice, B(k) and δ 2 W are unknown but can be estimated via LP analysis in the modulation frames [31] , [37] by using the speech signal after noise reduction preprocessing z(n, k). In each frequency bin, the temporal sequence of spectral amplitudes, z(n, k), is segmented into overlapping "modulation frames" [37] . Here z(n, k) is defined in the STFT-domain as z(n,
T , where Z 1 (n, k) is the preprocessed signal of the first channel. For single-channel MDKF methods, z(n, k) is usually computed by single-channel enhancers such as [53] , [54] . In the multichannel case, since multiple microphones are available, we take z(n, k) as the output of the MWF, which is realized as a MVDR beamformer followed by a single-channel Wiener post-filter [55] . Details of the implementation of the preprocessing are given in Section VI-A, and the MVDR beamformer weights are given in (29) .
By incorporating the LP information of speech for speech enhancement, the MKF implicitly assumes the dependency between STFT frames arises only from the target speech signal. However, correlation between frames in the STFT and modulation domain may be introduced by the noise, especially when the frame length of STFT is short and frames are overlapped as discussed in [32] . The inter-frame correlation and the temporal evolution of the noise can be modelled explicitly by incorporating the noise into the KF state as has been done for single-channel KF based methods [31] - [33] , [36] . Our current implementation does not include the noise signal in the KF state but nevertheless, as will be shown in the experiments, it can generally perform better than conventional methods.
B. Measurement Equation
The multichannel spatial information which is not exploited in the LP equation is considered now in order to define the measurement equation. Since the spatial information is carried primarily by the phase spectrum, according to the signal model in (2), the measurement equation is defined in the STFT domain, as
, unlike single-channel MKDF methods such as [31] , the RTF which consists of the spatial information is integrated into the MKF model.
For simplicity of representation, in the rest of this paper, the frequency index "k" will be omitted. We would like to note that the RTF d and measurement matrix Q are frequency-dependent, and u is a constant vector.
IV. DERIVATION OF MKF
We begin by noting that the LP equation and measurement equation are defined in the modulation domain and STFT domain respectively, and that taking the magnitude from the STFT spectrum is non-linear. Consequently, the state vector cannot be estimated using the conventional linear KF framework. In this section, based on the state-space model of MKF, an MKF is derived to estimate the state vector that represents the target clean signal.
The framework of the proposed MKF is illustrated in Fig. 1 . As with the conventional KF, the proposed MKF comprises an LP step and an update step. In the LP step, an a priori modulation-domain LP estimateâ 1 (n|n − 1) is first calculated, and then transformed into the STFT domainx 1 (n|n − 1). In the update step, by incorporating the noisy observation y(n), we derive an optimal MKF gain, and compute the a posteriori state vector estimatex 1 (n|n). The clean signal in the reference channel is estimated by taking the first element of the state vector, and transforming it into the time domain using the inverse STFT.
In the following, the details of the proposed MKF will be described.
A. STFT-domain State Vector Prediction
The dynamic model of speech in (5) describes the temporal relationship between the state vector in the current frame and the state vector in the previous frame. Similar to [31] , given the MMSE estimate of the state vector of the previous frame, x 1 (n − 1|n − 1), the amplitude of the state vector in the current frame can be predicted aŝ
whereâ 1 (n − 1|n − 1) is a vector containing the amplitude of each element of the MMSE estimatex 1 (n − 1|n − 1). (8) is defined in the modulation domain. To obtain the STFT-domain LP estimatex 1 (n|n − 1), we further insert the phase of z(n) intoâ 1 (n|n − 1), which is the approximation of the phase of clean speech, such that
where Φ(n) is a P × P diagonal matrix whose diagonal elements are the complex-valued exponential phase of x 1 (n), and Φ(n) is computed based on the MWF output z(n), aŝ
We define the STFT-domain LP estimation error vector e(n|n − 1) between x 1 (n) andx 1 (n|n − 1), which will be required in (14) below, as
The prediction in (8) can, in rare circumstances, result in a negative amplitude forâ 1 (n|n − 1) which will, in turn, add a phase shift of 180
• in (9) . Negative values can be prevented by following the prediction by a half-wave rectifier, max{â 1 (n|n − 1), 0}. However, since the half-wave rectifier is non-linear, in order to avoid complicating the theoretical analysis, we have not done this in the current work. In our experiments, we have found that negative values ofâ 1 (n|n − 1) are rare and occur in < 0.5% of the time-frequency (T-F) cells, generally cells that are dominated by noise.
B. STFT-domain State Vector Update
Although the clean speech can be estimated by LP based on the dynamic model, this does not exploit the spatial information in the multichannel signal. In addition, the dynamic model incorporates a prediction error which, in some frames, may be large. The LP estimation can be improved by incorporating the new multichannel observations which, although they might be noisy, provide the new instantaneous and redundant information about the clean speech signals in different microphones.
For each new frame, by combining the estimations from STFT-domain LP estimationx 1 (n|n − 1) in (9) and the multichannel noisy observation y(n), we update the MKF state vector by:x
where G(n) is the P × M MKF gain. The error vector e(n|n) between x 1 (n) and the new estimatê
Combining (11) and (12), e(n|n) becomes e(n|n)
To compute the MKF gain, we first define a cost function under the MMSE criterion as
where R ee (n|n) = E{e(n|n)e H (n|n)} and E{·} is the expectation operator. The optimal MKF gain G(n) is found by mini-
Since e(n|n − 1) is estimated from v(n − 1) and x(n|n − 1), it is uncorrelated with the current noise signal v(n). By multiplying (14) by its conjugate transpose and taking expectations, we therefore have
where R ee (n|n − 1) = E{e(n|n − 1)e H (n|n − 1)} is the STFT-domain LP estimation error covariance matrix, and R v v (n) = E{v(n)v H (n)} is the noise covariance matrix, which can be estimated by several existing methods, such as [56] - [58] .
From [59] , the derivative of J[G(n)] over G(n) can be computed as
By setting the derivative to zero, we obtain the optimal MKF gain:
According to (18) , besides the measurement matrix Q and the estimated R v v (n), the optimal MKF gain is a function of the STFT-domain LP estimation error covariance matrix R ee (n|n − 1), which is unknown. Estimating R ee (n|n − 1) will be described in Section IV-C. We note that if the noise level is low, the condition number of
H is actually of rank one from the definition of Q in (7) . In this case, the matrix inverse in (18) can be replaced by its pseudo-inverse to avoid inverting a near-singular matrix.
From (12) and (18) we can see that the MKF gain adjusts the weighting between the LP estimation and the estimation from the observations according to the noise level, which is the same with the classical KF [47] . When the noise level is high, large values of the R v v (n) elements reduce the values of the G(n) elements, and consequently the updated state vector more heavily favours the LP estimation. In the opposite case, since the observations provide a more accurate description of the clean speech, the effect of new observations is increased in the updated state vector.
C. Estimating R ee (n|n − 1)
The matrix R ee (n|n − 1) in (18) is unknown and will be estimated in this subsection. A key feature of beamforming is that it can estimate not only the amplitude but also the phase of the clean speech signal given the RTF. Here, we use the phase ofx 1 (n|n − 1), which is same as that of the MVDR output, to approximate the phase of the clean signal x 1 (n). Similar to (9), we can then rewrite x 1 (n) as
AssumingΦ(n) is a good approximation of Φ(n), we have Φ(n) =Φ(n). From (11) , obtain
where η(n|n − 1) = |x 1 (n)| −â 1 (n|n − 1) is the modulationdomain LP estimation error vector. We further define R η η (n|n − 1) = E{η(n|n − 1)η H (n|n − 1)} as the modulation-domain LP estimation error covariance matrix. Since η(n|n − 1) is defined in the single-channel modulation domain, the covariance matrix can be updated as in the conventional MDKF [31] , as
From (20), by integrating the phase information, the STFTdomain LP error covariance matrix R ee (n|n − 1) is updated using:
The R ee (n|n − 1) is substituted into (18) to compute the optimal MKF gain G(n). Once the state vector in (12) is computed given G(n), R ee (n|n) in (16) can be updated. We first rewrite (16) as
Since the derivative in (17) is zero, the second term on the right-hand side of (23) can be written as
It follows that,
Noting thatΦ
The steps of the proposed MKF for each frequency k are summarized in Algorithm 1. The clean signal estimation of the first channelX 1 (n) is as u Tx 1 (n|n).
D. Relationship to the MWF
We now discuss the relationship between the proposed MKF and the MWF [21] . If the estimates from LP are not used, by settingx 1 (n|n − 1) = 0, e(n) in (11) becomes −x 1 (n), and Qe(n) becomes −x(n). As a result, in (18) , QR ee (n|n − 1)Q H becomes the speech covariance matrix R xx (n) = E{x(n)x H (n)}, and the MKF gain G(n) can be written as
Note that u T d = 1, andx 1 (n) in (12) equals G(n)y(n) sincex 1 (n|n − 1) = 0, then the clean signal estimation in the reference channel can be expressed aŝ
where [3] . Therefore the MKF reduces to the MWF, and the proposed MKF can be seen as integrating the temporal evolution of speech into the conventional MWF.
V. FACTORIZATION OF MKF AND ALTERNATIVE IMPLEMENTATION
In this section, we present a theoretical analysis of the MKF. We deduce that if we use the phase of the MVDR output to approximate the clean phase, the MKF, which is optimally derived under the MMSE criterion, can be theoretically expressed as a MVDR-MDKF. The MVDR-MDKF is a concatenation of an MVDR beamformer and a single-channel MDKF. It has been shown that the MVDR beamformer is the sufficient statistic of the clean signal using the multichannel observations [60] , therefore, the MVDR beamformer is chosen to produce the input signal for MDKF post-filtering. Based on the analysis, an alternative implementation of the MKF is proposed.
A. MVDR-MDKF
In this subsection, we derive the output of the MVDR-MDKF. 1) MVDR Beamforming: Given the RTF, d, and the noise covariance matrix, R v v (n), the MVDR beamformer is designed as [61] :
Given the multichannel noisy signal y(n), according to the signal model (2), the MVDR output Z 1 (n) is obtained as
is the residual noise at the MVDR output.
2) Single-channel MDKF Post-Filtering: In the postfiltering step, the single-channel MDKF is applied to the MVDR output Z 1 (n). According to [31] , for Z 1 (n), the state-space model of the single-channel MDKF is written as
and the state vector can be estimated iteratively by
The clean signal estimate of the first channelX 1 (n) is obtained by inserting the phase of Z 1 (n) into u Tâ 1 (n|n). The phase of Z 1 (n) is equal to the phase of the MWF output Z 1 (n) in (10) , since the MWF is implemented as a MVDR and a single-channel Wiener post-filter. Therefore,
whereΦ 1,1 (n) is the upper left element ofΦ(n).
B. Factorization of MKF Gain
According to the definition of Q in (7), we can simplify
is a scalar representing the first element of R ee (n|n − 1). By applying the Sherman-Morrison-Woodbury formula [62] (
and letting (18) can be factorized as
Because
According to (29) and (43), the MKF gain in (42) is further simplified as
Substituting the δ 2 e (n|n − 1) in (40) into (44),
wherẽ
In (45), the MKF gain is factorized into a MVDR beamformer and a new STFT-domain gainK(n). We can notice that the formulation ofK(n) is similar to the single-channel MDKF gain K(n) in (35) . However, it is defined based on R ee (n|n − 1), which is the covariance matrix of the STFT-domain LP estimation error, while K(n) is defined based on R η η (n|n − 1), which is the covariance matrix of the modulation-domain LP estimation error.
C. Comparison between MKF and MVDR-MDKF
In this subsection, based on the factorization of the MKF gain, we analyse the relationship between MKF and the MVDR-MDKF.
First we compare the LP stage in the MKF and in the MVDR-MDKF. In the modulation domain, it can be seen from (8) and (34) that, the LP estimation, which is based on the dynamic model of clean speech and the KF state of the previous frame, is the same in the MKF and in the MVDR-MDKF.
However, for the MKF, the modulation-domain LP estimation is transferred into the STFT domain in (9) before incorporating the multichannel noisy observations in the updating step. In contrast, in the MVDR-MDKF, the modulation-domain LP estimate is directly used in (37) to update the state vector, and the STFT-domain estimate is finally obtained by inserting the phase of MVDR output to the updated state vector as in (38) . Therefore, it is useful to analyse the relationship between the two ways of updating the state vector.
First consider the state vector updating of MKF in (12) . From (45) , since h H mvdr (n)d = 1, which is the constraint of the MVDR beamformer optimization problem [7] , (12) can be expressed aŝ
It can be seen that (47) is similar to the single-channel MDKF counterpart (37), but is formulated in the STFT domain. Sincê x 1 (n|n − 1) has the same phase as the MVDR output Z 1 (n) as is shown in (9), we havê
Now we calculate theK(n)Φ 1,1 (n) in (48) . From (46), sincê Φ(n)Φ H (n) = I, it can be deduced that
To further simplify (49), here we use the phase of the MVDR output to approximate the clean phase, and rewriteK(n) Φ 1,1 (n) according to (26) ,
It can be verified that u T R ee (n|n − 1)u = u T R η η (n|n − 1)u, then we can finally simplifyK(n)Φ 1,1 (n) as
Substituting (51) into (48), we havê
Comparing between (52) and (37), it is evident that, by using the method in Section IV-C to estimate the R ee (n|n − 1), the state update in (12) can be seen as first updating the state vector in the modulation domain using (37) , and then inserting the phase of MVDR outputΦ(n) into the updated state vector.
After updating the state vector, now we compare the updating of covariance matrices of the estimation error in both frameworks. Before updating the state vector, it can be viewed that the updating in (21) and (33) are the same. After obtaining the new state vector, because
T , according to (51) , the updating of R η η (n|n) in (26) is reformulated as
which is equivalent to the updating in (36) .
In the following, we discuss the optimality of MKF and MVDR-MDKF.
For further discussion, here we first distinguish between two versions of MKF in Section IV: a) the optimal MKF with the MKF gain as in (18); b) the practical MKF whose R ee (n|n − 1) is estimated using the method in Section IV-C. As the optimal MKF is derived under the MMSE criterion using the STFTdomain error signal e(n|n), theoretically, it always provides both correct amplitude and phase estimates. However, since R ee (n|n − 1) is unknown in practice, the MKF is implemented based on the proposed R ee (n|n − 1) estimation method in Section IV-C. We notice that the R ee (n|n − 1) estimation uses the phase of the MVDR output to approximate the clean phase, therefore, if the approximation is not accurate in practice, the practical MKF will not yield STFT-domain optimal estimation of the clean speech. We note that if better R ee (n|n − 1) estimation method exists, with the formulations of optimal MKF, the STFT-domain clean speech can be more accurately estimated.
On the other hand, by using the phase of the MVDR output to approximate the clean phase, the relationships in (22) and (26) can be derived. In Section IV-C and this section, the relationships in (22) and (26) are used both for R ee (n|n − 1) estimation, and for the derivations from (50) to (53) . As a result, we can conclude that, as long as the practical MKF and MVDR-MDKF adopt the same state transition matrix B, and the noise variance used in MDKF is calculated by (43) , the practical MKF and MVDR-MDKF will always yield the same results.
From the above analysis, we can further infer that, if the clean phase of speech cannot be accurately approximated by the phase of the MVDR output, both the practical MKF and MVDR-MDKF are unable to give the STFT-domain optimal estimation of the clean signal. However, by factorizing the practical MKF into MVDR-MDKF in (52), we have decoupled the amplitude estimation and phase estimation of the clean signal. If the phase of the MVDR output is correct, both algorithms will yield the same and optimal estimation. It can be seen from Section V-A that the amplitude estimation of MVDR-MDKF does not rely on the phase information. Thus we can deduce that, even when the phase of the MVDR output fails to accurately approximate the clean phase, the estimated amplitude of MVDR-MDKF remains unchanged, therefore, the MVDR-MDKF and practical MKF, always provide optimal amplitude estimations, in the multichannel case under the MMSE criterion.
D. Using MVDR-MDKF as an Alternative Implementation of MKF
Based on the above analysis, it is natural to propose the MVDR-MDKF as an alternative implementation of the MKF. Compared with the MKF in Section IV, the main advantage of this alternative implementation lies in the computational efficiency. Although the MKF and MVDR-MDKF adopt the same strategy in the modulation LP, for the MKF, the modulationdomain LP estimate is further converted into the STFT domain using (9) . To compute the optimal MKF gain, (17) involves multiplications between the M × P matrix Q and R ee (n|n − 1), and the matrix inversion. In contrast, since u is a vector, computing the MDKF gain from (35) mainly involves extracting one column of R η η (n|n − 1) and the division by a scalar. Moreover, both R η η (n) and R ee (n) need to be updated in the MKF, while MVDR-MDKF only updates R η η (n) in the modulation domain.
To evaluate the computational complexity of different algorithms, we run each algorithm for 50 trials, and the average execution time of each algorithm is shown in Table II . The execution time is normalized with respect to that of the MVDR. The computational time for noise covariance matrix estimation is not counted. Since the MKF and MVDR-MDKF additionally uses MWF to obtain the pre-processed signal for LP analysis, the computational complexity of MKF and MVDR-MDKF is higher than MWF as well as MVDR. However, compared with MKF, the computational complexity of MVDR-MDKF is largely reduced.
Although the idea of concatenating the MVDR with the single-channel MDKF seems simple, based on the analysis and discussions in Section V-C, we show the MVDR-MDKF is equivalent to the MKF in Section IV, which reveals the necessity of the concatenation, and its optimality in the multichannel MMSE sense. On the other hand, the advantage of MKF over MWF is more intuitively shown as the MWF can be factorized as MVDR and single-channel Wiener filter [13] , and it has been demonstrated that the single-channel MDKF can generally perform better than single-channel Wiener filter.
VI. EXPERIMENTS
To evaluate the performances of different speech enhancement algorithms, in this section we conduct experiments using an HRIR hearing aid (HA) database [48] measured in real reverberant environments.
A. Experimental Setup
We utilize the eight-channel HRIR database from [48] to generate multichannel signals at a sampling frequency of 8 kHz. The eight channels include one in-ear channel and three behindthe-ear (BTE) channels for each ear. Real RIRs and noises are recorded in different types of environment including a cafeteria, office and courtyard. We will mainly test the cafeteria environment which is reverberant and typically more noisy than the office and courtyard environments, although comparison results for different environments will also be presented. In all experiments, spatially white Gaussian noise is not further added to account for the sensor noise, since the effect of sensor noise is already included in the measured RIRs and ambient noises.
A 10 s speech source signal is generated by concatenating randomly selected sentences from the IEEE sentences database [63] , and this is then convolved with measured RIRs to generate the clean reverberant speech signals in multiple microphones. Algorithms are tested both with and without an interfering source, and details of noise signals and sound source locations will be described in each experiment. Table III summarizes the source position azimuths that are considered in the experiments, where 0
• is straight in front of the listener and 90
• is to their left. We test four algorithms which include the proposed MKF in Section IV and its efficient implementation MVDR-MDKF in Section V-A, as well as the MVDR and MWF. As has been discussed in the introduction, the MWF can be implemented by either only relying the noise covariance matrix as in [21] , or as a concatenation of MVDR and single-channel Wiener post-filter based on the knowledge of RTF as in [55] . Since the proposed methods and MVDR exploit the RTF, for fair comparison, the post-filtering structure of the MWF is adopted. For all algorithms, the STFT window is 16 ms with 4 ms frame hop. The RTF vector is computed using 16 ms truncated RIRs, and the first channel is taken as the reference. We estimate the multichannel noise covariance matrix using the method in [56] . In the MKF and MVDR-MDKF, we set the LPC order P = 2 and, to estimate the LP coefficients a p,k and the excitation variance W (n) in (4), the modulation frame duration is 32 ms with 16 ms frame hop. Therefore, eight STFT frames are included in one modulation frame to perform LP analysis, and the LP coefficients are updated only every four STFT frames. The parameters of the pre-processing MWF used in MKF and MVDR-MDKF are the same as those of the baseline MWF.
B. Performance Measure
Three metrics are used to evaluate the speech enhancement performance, which include the short-time objective intelligibility (STOI) [64] , perceptual evaluation of speech quality (PESQ) [65] , and frequency-weighted segmental signal-to-noise ratio (FwSegSNR) [66] . For each metric, both the raw value of the reference noisy signal ("[·] raw ") and the improvement ("Δ[·]") in the output signal are computed. The first two seconds of the signals are excluded from the evaluation to allow for the convergence of noise estimation algorithms. The metrics of the noisy input and the enhanced signal are averaged over ten trials with different randomly chosen speech signals.
For each set of experiments, a t-test is also performed to determine whether the proposed MKF and MVDR-MDKF are TABLE IV  THE TABLE GIVES P VALUES FOR PAIRED T-TESTS COMPARING THE PERFORMANCE OF THE PROPOSED MKF ALGORITHMS WITH THE MVDR AND MWF ALGORITHMS
Comparisons that are Significant at the 2.5% Individual Level (with 5% overall level and Bonferroni correction) are Shown in Bold.
significantly different from the baseline methods. As has been discussed in Section V-C and will be shown later in the experiments, the MKF and MVDR-MDKF always yield identical results, therefore for each baseline algorithm, only one t-test result is presented. The overall significance level is set to be 5% in all tests. As two hypotheses are tested, Bonferroni correction is used, which lead to a 2.5% individual significance level. To facilitate the discussion in the following subsections, we summarize in advance the results in Table IV .
C. Experimental Results Without Interfering-Sources
In this subsection, we test the scenario with a single target speaker and no interfering sources. The experiments are conducted in a cafeteria environment in which the speaker is seated at 0
• azimuth in front of the listener (position A in Fig. 5 of [67] ), and the speaker and listener are seated at a rectangle table placed near one corner of the room. Diffuse ambient noise and babble noise is added to the clean signal, which were recorded during the off-peak and peak times, respectively.
1) Effect of SNR:
We first study algorithm performance as a function of SNR. Since the SNR varies across channels, we determine the scaling factor of the additive noise using the first channel as reference, and the first channel is chosen arbitrarily as the left BTE front microphone. The multichannel background noise is then scaled and added to the clean reverberant speech signal. The tested SNRs range from −5 dB to 15 dB in 5 dB increments, and six channels, which exclude the two in-ear channels, are used in the experiments.
The comparison results are shown in Fig. 2 , in which the columns are for ambient and babble noise respectively and the rows show different metrics. On each graph, the dashed line plots the raw metric value for the noisy reference channel using the right-side axis while the bars show deviations from these values using the left-side axis. Firstly, it can be seen that the MKF and its efficient implementation MVDR-MDKF always yield identical results, which is consistent with the theoretical analysis in Section V-C. The Table IV gives P values for paired t-tests comparing the performance of the proposed MKF algorithms with the MVDR and MWF algorithms. Comparisons that are significant at the 5% level are shown in bold. Fig. 2(a)(b) show that all the algorithms yield very similar STOI performance although the MKF algorithms are slightly worse at low SNRs. From Table IV , this difference is significant (at the 5% level) for babble noise but not for ambient noise. The STOI measure estimates the intelligibility from the modulation features of speech, so it might be expected that the MKF would perform well using this measure. A possible reason for the meagre STOI improvement is that the frame lengths used for computing STOI and MKF are different. Whereas the frame length for computing STOI is 384 ms [64] , the LP modelling in our MKF has a support of only 32 ms.
In contrast, Table IV and Fig. 2(c) to (e) show that, the proposed methods yield significantly greater improvements in PESQ and FwSegSNR than the MVDR and MWF algorithms. On average, compared with MVDR and MWF respectively, the improvements of the proposed methods in the ambient noises are 0.2 and 0.17 higher in PESQ, and are 2.8 and 0.7 dB higher in FwSegSNR. For the babble noise cases, these values become 0.1, 0.06, 2.1 and 0.4, respectively.
It can be seen that the improvements in babble noise noise (right column of Fig. 2 ) are smaller for the ambient noise (right column). A possible reason for this is that estimating the less stationary babble noise is more difficult. In addition, generally the improvements of different metrics decrease when the SNR increases. This is because in such conditions the difference between the clean and noisy speech becomes smaller, so that there is less potential for improvement.
Informal subjective listening test for the scenarios considered in this subsection is also conducted using the webMUSHRA test [68] . The 12 listeners were asked to rate the overall quality of different enhanced signals, the reference signal as well as the noisy signal. Eight cases are tested, which include one male or one female speaker, the ambient noise or babble noise, and the −5 dB or 5 dB SNR, respectively. The results are shown in Table V and also demonstrate the effectiveness of the proposed MKF and MVDR-MDKF. Fig. 3 shows an example of the clean, noisy and enhanced spectrograms of different algorithms in the babble noise at 0 dB SNR. It can be seen that, the MWF yields less noisy output than the MVDR and, by exploiting the temporal evaluation of the speech signal, the residual noise is further reduced by MKF and MVDR-MDKF.
2) Effect of Number of Microphones: In this set of experiments, we fix the SNR of the reference microphone to be 5 dB, and use between two and eight microphones for speech enhancement. According to [48] , the eight channels in the HRIR database include the three pairs of BTE microphones which are located in the front, middle and back of the ears ears respectively, and one pair of in-ear microphones. We increase the number of microphones by first only using the BTE front microphone pair, and then successively including the BTE middle, back and in-ear microphone pairs.
The results are given in Fig. 4 . When using only two microphones, it can be observed that the proposed methods cannot achieve better performances than MWF. Since the MKF-based methods rely on the information of dynamic model, which is estimated using the MWF output, if only two microphones are used, the noise residual in the MWF output makes the estimated dynamic model inaccurate, and further degrades the performances of the MKF-based methods. When using four microphones, the performance of all methods increases significantly, however, with diminishing improvements towards 8 microphones. Similarly to the previous subsection, it is shown that the proposed methods yield the largest improvements in PESQ and FwSegSNR, and have comparable STOI improvements with conventional methods when at least four microphones are used.
D. Experimental Results With Interfering-Sources
In practical scenarios, directional interference sources may exist in addition to diffuse environmental noise. To test the performance under interfering source conditions, first we consider the cafeteria environment but with an additional interfering source. The influence of signal-to-interference ratio (SIR) and the interfering source position on the performance of different algorithms is evaluated. Second, we conduct experiments in different environment types (cafeteria, office and courtyard), and present the average performance of the different methods.
1) Effect of SIR:
In this set of experiments, the target speaker is located at 90
• azimuth and a one single interfering source is always located to the left of the listener (position C in Fig. 5 of [67] ) emitting directional speech shaped noise (SSN) or white Gaussian noise (WGN). The SIR changes from −5 dB to 15 dB in 5 dB increments, and is evaluated using the left BTE front microphone as reference. To simulate a more realistic environment, 10 dB SNR environmental babble noise is additionally added to the noisy and reverberant speech. Again, six channels which exclude the two in-ear channels are used.
The performance is shown in Fig. 5 , in which the columns correspond to an interfering noise source that is SSN or WGN respectively. When SIR ≤ 0 dB, while achieving similar improvements to conventional methods in STOI, from Fig. 5(c) to (e), the proposed methods can obtain at least 1 unit improvement in PESQ and 10 dB improvement in FwSegSNR, which are the highest among all methods. When SIR > 0 dB, the improvements of all algorithms tend to be lower, nevertheless, the proposed methods always attain the best performances in Δ PESQ and Δ FwSegSNR.
It can be also noticed that, for PESQ, in both SSN and WGN cases, the performance differences between the proposed methods and MWF are close to the PESQ differences of the reference noisy signal when increasing the SIR by 5 dB, indicating that the proposed methods have a gain of approximate 5 dB over MWF in PESQ.
The methods generally achieve larger improvements for WGN than for SSN, because SSN has spectral properties more similar to those of the target speech.
2) Effect of Interfering Source Position: We further investigate the influence of the interfering source position on speech enhancement performance. In the cafeteria environment, with the target speaker seated in front of the listener at position 1_A, we test four interfering source positions which include the 1_{B to E}, corresponding to the azimuths from 27
• , 90
• , −90 • , −140 • , respectively (Table III) . We consider the cases for which the interfering signal is the SSN or WGN. In all cases the SIR is fixed at 5 dB and 10 dB SNR environmental babble noise is always present. We use six channels excluding the two in-ear channels as the inputs to the algorithms.
In Fig. 6 we summarize the results for different interfering source positions. Again, it can be seen that, for different interfering source positions, the MKF and MVDR-MDKF always have larger improvements in PESQ and FwSegSNR. For STOI, according to Table IV, the proposed methods generally perform slightly better than MVDR in SSN, and slightly worse than MWF in WGN.
In general, for both SSN and WGN interference, the algorithms perform worse when the interfering source is located at 1_D (−90
• ) and 1_E (−140
• ) than at 1_B (27 • ) and 1_C (90 • ). From Section VI-D 1), the SIR is evaluated by taking the left BTE front microphone as reference, and the position 1_D (−90
• ) and 1_E (−140 • ) are located at the right of the listener. Due to the shadowing effect of the head, for a certain SIR at the left-side reference microphone, the noise level at rightside microphones is higher when the interfering source is on the right than that when the interfering source is on the left. As a consequence, the performance of different algorithms tends to degrade when the interfering source is at 1_D (−90
• ).
3) Effect of Environment Type:
Finally, we examine the behaviour of speech enhancement algorithms in different environment types. Four environment types including the cafeteria, office I, office II and courtyard are tested. For each environment type, we randomly choose two different RIRs to represent the responses from the target source and interfering source respectively, and the two RIRs correspond to the same head orientation of the listener. We fix the SIR to 5 dB while no ambient environmental noise is added, since the environmental noise changes over environment types. Again, SSN and WGN interference types are tested. We used 50 random combinations of the source and interference positions, and present the average of the metrics of different combinations to obtain the final evaluation of the environment type.
In Fig. 7 (a)(b) and Table IV , for different environment types, again, there are no significant differences between the algorithms in terms of STOI performance. In Fig. 7(c)(d) , the proposed methods outperform the MVDR and MWF in Δ PESQ, and the improvements are larger when the interfering source is WGN. For the FwSegSNR, it can be seen that the proposed methods perform best in cafeteria and office conditions, and have similar performances to MWF in courtyard conditions. In addition, it is shown that all the methods achieve the largest improvements in the courtyard conditions, and the least improvements in the office conditions.
VII. CONCLUSION
A modulation-domain MKF is proposed in this paper for multichannel speech enhancement. The key feature of the MKF is that it exploits spatial information as well as the temporal information simultaneously to estimate the clean speech signal. To use the spatial and temporal information jointly, the MKF performs LP in the modulation domain and incorporates the spatial information in the STFT domain. An optimal MKF gain is derived to adaptively combine the LP estimation and observation. We show that the MKF is equivalent to the MWF when the LP estimate is not used. We further show that the MKF can be factorized as a MVDR followed by a MDKF post-filter, thus an alternative implementation of the MKF, MVDR-MDKF, is proposed. The experiments show that the MKF and the alternative implementation MVDR-MDKF always give the same results and outperform conventional MVDR and MWF in various noisy and reverberant conditions.
