Abstract. We compare, in the multidimensional case, the Fourier integral of a function λ of bounded variation and the corresponding trigonometric series with the coefficients λ(k). Posing additional smoothness conditions on the function, we infer that the difference between the two mentioned values is controlled not only by the total variation as in dimension one and by certain multivariate versions of variations in our previous work with Trigub, but by a sum of more sophisticated values, some of which are related to certain types of variations. This is a generalization of the earlier one-dimensional result by Trigub that at zero turns out to be the celebrated Euler-Maclaurin formula.
Introduction
Letλ (x) = 1 (2π) n/2 R n λ(u)e i x,u du, where u = (u 1 , ..., u n ) ∈ R n , similarly x ∈ R n , and x, u = x 1 u 1 + ... + x n u n be the Fourier integral (the inverse Fourier transform) of a suitable function λ, and let k=(k 1 ,...,k n )∈Z n λ(k)e i x,k be the trigonometric series generated by λ, more precisely, with λ(k) taken as the kth coefficients of this trigonometric series. Because of the periodicity of the series, it is meaningful for |x j | ≤ π, j = 1, ..., n, only. The problem is to show that under certain conditions on λ the difference between the two values is bounded. Though one may try to trace certain solutions back to the 30s and 40s of the 20-th century, the first result within the scope of our study is due to Belinsky. In his paper [4] , λ is assumed to be of bounded variation (and of compact support which is an unnecessary restriction). Further results are due Trigub. In dimension one, his estimates are of great generality and sharpness; first of all, see [21] and [22, Th. 4.1.2] . For a function λ vanishing at infinity and of bounded usual (onedimensional) total variation BV (λ), it reads as follows:
where a b means that a ≤ Cb. We will denote by C absolute constants, maybe different even in the same chain of inequalities.
In [21] (see also [22, 4.1.5]), the following far-reaching generalization of (1.1) is obtained:
Suppose that M is a positive integer number and for some integer r ≥ 0, the functions λ and λ 
|θ| ≤ 3, and is independent of λ and M, and
An important remark is given in [21] that this formula is also valid for x = 0 if either the series or the integral is assumed to be convergent. Moreover, if the values h (ν) (0) are written explicitly as the Bernoulli numbers, then for x = 0 the relation (1.2) is reduced to the celebrated Euler-Maclaurin formula. In the proof, not only an estimate has been given for the remainder term but also an exact expression for it, at least for x = 0.
After certain attempts by Trigub (see [18, 19] and also [15, Sect.3] ) to extend (1.1) to several dimensions, in [16] a more advanced generalization of (1.1) to the multivariate case has been given (see (4.13) below). The obtained result has been applied to the integrability of multiple trigonometric series. What has been left behind the scenes is the fact that the result from [16] is not appropriate for getting good estimates for the multidimensional Lebesgue constants. Thus, the main goal of the present paper is to generalize (1.2) to the multidimensional case and apply the obtained analog to derive reasonable bounds for the Lebesgue constants of linear means of multiple Fourier series.
As usual in the multivariate case, much depends on convenient notation. Let χ, η and ζ denote n-dimensional "indicator" vectors with the entries χ j , η j or ζ j being either 0 or 1 only.
Let e j = (0, ..., 0, 1, 0, ..., 0) and 1 = e 1 + ... + e n = (1, 1, ..., 1). We understand a notation like G(a χ ; u η ) as G depending on variables a i with indices i such that χ i = 0 and on variables u j with indices j such that η j = 0. For x ∈ R n , we denote by x (j) the vector in R n−1 where the j-th coordinate has been eliminated; in other words x (j) = x 1−e j .
Multidimensional bounded variation
There are many notions of bounded variation in the multidimensional case. In the literature, these notions were mainly studied on a compact subset of R n , first of all on a rectangle. To the best of our knowledge, not much attention has been paid to notions of bounded variation on the whole R n . We will write the corresponding variation with subscript Ω if it is calculated only over the set Ω rather than over the whole R n in which case we omit the subscript. The function λ for which a variation is considered will be indicated in the parenthesis like V T (λ).
Vitali and Hardy variations.
The Vitali variation is defined as follows (cf., e.g., [1, 9] ). Let λ be a complex-valued function and
, be a "mixed" difference with respect to the parallelepiped [x,
Let us take an arbitrary number of non-overlapping parallelepipeds, and form a mixed difference with respect to each of them. Then the Vitali variation is
where the sum and then the least upper bound are taken over all the sets of such nonoverlapping parallelepipeds. For smooth functions λ, the Vitali variation is expressed as the following integral
Already this variation has numerous applications; besides those in [1] , see also [22, Sec. 3.3.9-3.3.10] and [20] .
A function λ is said to be of bounded Hardy variation, written λ ∈ V H(λ), if it is of bounded Vitali variation and is of bounded variation with respect to any smaller number of variables (in fact, Vitali with respect to these variables or just BV when with respect to a single variable; see, e.g., [9] ). If λ is of bounded Vitali variation on R n and lim |x|→∞ λ(x) = 0, then functions depending on a smaller number of variables than n are excluded. Such a function is of bounded Hardy variation.
Tonelli variation.
However, the main notion for us will be the Tonelli variation (written λ ∈ V T, see [17] ). A function λ is of bounded Tonelli variation if a.e. in (x 1 , . . . , x j−1 , x j+1 , . . . , x n ) it is of bounded variation in one variable x j for all 1 ≤ j ≤ n and if these variations
are Lebesgue integrable as functions of the other n − 1 variables For a smooth enough function λ, it is equal to
Among the sources dealing with the Tonelli variation, let us mention [8] and recent books [24] , [2] and papers [10] , [7] . Besides this classical Tonelli variation, we introduce a mixed Tonelli variation, written V M, in the spirit of one of N. Wiener's classes for the study of absolutely convergent Fourier series and integrable Fourier transforms [23, Ch.II, §11]. We define it as the class of functions for which
It is obvious that replacing integration in the definition of Tonelli's variation by summing over, say, lattice points leads to a different setting, since the class V T contains locally unbounded functions whereas V M does not. However, in [16] an example is given of a continuous function of two variables f (x, y) with the following properties: both one-dimensional variations BV 1 (f (·, y)) and BV 2 (f (x, ·)) are bounded, the Tonelli variation, that is,
A version of the Poisson summation formula
Many versions of the Poisson summation formula are known, among them also those for functions of bounded variation (see, e.g., [25, Ch.II, §13] ). In [21] (see also [22, 4.1.4]), a somewhat different version of the Poisson summation formula has been obtained. We need the following multidimensional generalization of that result.
Denote by λ(x ± 0e j ), j = 1, 2, ..., n, the right (when +0) and left (when −0) limits in the j-th variable of λ at the point x. Let π j denote the j-th of the j = 1, 2, ..., 2 n different combinations of n signs ± in the value λ(x ± 0e 1 ± ... ± 0e n ) and define the coefficients
Next, denote by
the Fourier transform of λ. We will give here one of the basic results for our investigations, interesting in its own right. License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms
Proof. Integrating by parts as the Stieltjes integral in the j-th variable, we obtain for x j = 0
Therefore λ exists in the improper sense and converges uniformly on every compactum off the set |x k | < δ, for all k = 1, 2, ...n, and δ small enough. The corresponding series is an analog of the Riemann integral sum for λ, and thus converges in the same way. We will prove the assertion of the proposition by induction on the dimension n . The case n = 1 can be found in the already cited paper by R.M. Trigub [21, Lemma 2] . For the induction from n to n+1, we use that for any k ∈ Z n the function λ(k, ·) is of bounded variation with respect to the (n + 1)-st variable and apply Trigub's result to begin as follows:
Because of the mentioned uniform convergence, we can freely change the order of summation. Hence, the right-hand side is (3.4)
belongs to V M with respect to the first n variables. Indeed,
by assumption. With this in hand, by the induction hypothesis we get for (3.4) License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms the desired result.
Main result
Prior to formulating and proving the main result, let us give the proof for the case r ≥ 1 in the one-dimensional prototype (1.2) from [21] . This is not only to make the paper self-contained but also because we are going to use basic elements of that proof later on. Thus, applying the one-dimensional version of (3.2) (that is, [21, Lemma 2]) for 0 < |x| ≤ π, we obtain
Integrating r + 1 times by parts, we get for
Here |θ| ≤ 2, and in (4.3) the summand with p = r from (4.2) is transferred to the remainder term because of |λ
). To complete the proof, it remains to take into account that
In order to formulate the main result, we introduce additional notation. Let r = (r 1 , ..., r n ) and M = (M 1 , ..., M n ). Let the operator S j,a (t) act on the j-th variable of functions g :
, and the operator S χ,M (x) be the product of such operators in variables u j for which χ j = 1; more precisely,
In the same manner, let 
Finally, we denote
Further, we need special notation for Hardy's variation only in a subset of the variables. Denote for 0 ≤ χ + η + ζ ≤ 1, with χ + η + ζ = 0 and χ + η + ζ = 1,
that is, Hardy's variation over
[M j , ∞) in the variables u j with j-s for which χ j = η j = 0. This value is a function of the rest variables, that is, not necessarily zero variables in u χ+η .
As usual, we denote, with ν = (ν 1 , ..., ν n ),
The main result of our paper now reads as follows.
., n. For each λ belonging to V M on R
n and such that lim
.., n, and D r λ belongs to V H, there holds
Proof. We apply (4.1) iteratively to the sum on the left-hand side of (4.6). We continue the proof in dimension two and it will completely reflect the situation. Of course, in such a way we cannot get all three values in (4.7) simultaneously, but one can easily understand how it works in the general case. Thus, we have
Licensed License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms Let us rewrite this in the following way:
Applying now (4.1) to the values in the brackets in the third and fourth lines, we arrive after rearranging the terms at the following identity:
Now, the first three lines correspond to (4.6) and (4.7). Let us show that the next four lines are either of type (4.7) or are controlled by bounds of type (4.8). Since they are similar, we will consider only one of them, say,
We apply (4.2) and (4.3) to the integrals over [M 1 , ∞) and then relate the corresponding values either to (4.7) or to (4.8) , in dimension two, of course.
It remains to estimate (4.12)
The situation is similar to the above: we successively apply (4.2) and (4.3) to the integrals over [M 1 , ∞) and [M 2 , ∞) and get four values. One is of type (4.7), the next two are of type (4.8) , and the last one is of type (4.9).
We mention that in all the appropriate cases we take into account (4.4) and (4.5).
The proof is complete.
Remark 4.2. Of course, the result, in a certain form, holds true when either r j = 0 for some j or r = 0. The case r = 0 has been obtained in [16] 
In this statement, the constant in is absolute in the sense that depends only on the dimension n; the integrals and sums are treated in the Cauchy sense.
Finally, if some of r j are zeros and some not, say, r j = 0 for j = 1, 2, ..., k, and r j ≥ 1 for j ≥ k, we apply (4.13) in the first k variables and then the n−k-dimensional version of the result proven above in the rest of the variables.
The following corollary is, in a sense, not less "main" than Theorem 4.1. The parameter M disappears by letting it tend to infinity. 
Application to Lebesgue constants
In the following, let the parameter N be understood as a diagonal matrix with the positive diagonal entries N −1 j , j = 1, ..., n. As usual, trN denotes the trace of the matrix, in our case the sum of diagonal entries. One of the main applications of results of such type as above is to obtain bounds for (generalized) Lebesgue constants
that are the L 1 norms of the linear means of multiple Fourier series of integrable
Here f (k) are the Fourier coefficients of f and the means are generated from partial Fourier sums by multipliers λ(Nk). A detailed survey on this topic is given in [15] , interesting results and applications can be found in [22] . What is possible to derive by means of the "bridge" result (4.13) is the following bound for the Lebesgue constants: The first term on the right-hand side of (5.2) comes from that in (4.14). Similarly, the bound (5.3) comes from (4.15) . It remains to observe that (5.4) as it is comes from (4.16) is independent of N, since differentiation in each variable neutralizes the parameters N j , contrary to (5.1). The proposition is proved.
