In the previous two parts of this series of papers, we introduced and studied a large class of analytic difference operators admitting reflectionless eigenfunctions, focusing on algebraic and function-theoretic features in the first part, and on connections with solitons in the second one. In this third part we study our difference operators from a quantum mechanical viewpoint. We show in particular that for an arbitrary difference operator A from a certain subclass, the reflectionless A-eigenfunctions can be used to construct an unbounded self-adjoint reflectionless operatorÂ on L 2 (R, dx), whose action on a suitable core coincides with that of A.
Introduction
In this paper we study various quantum mechanical features of a large class of analytic difference operators that admit reflectionless eigenfunctions. Our analytic difference operators (from now on A∆Os) are given by The notion 'reflectionless eigenfunction' refers to meromorphic functions W(x, p) satisfying the eigenvalue equation (AW)(x, p) = e p + e −p W(x, p), p ∈ C, (1
and having asymptotics W(x, p) ∼ e ixp , Re x → ∞, a(p)e ixp , Re x → −∞.
(
1.4)
We make extensive use of previous results in this series of papers, denoting Refs. [1] and [2] by Part I and Part II, resp. In Part I we presented and studied a huge class Copyright c 2002 by S N M Ruijsenaars of reflectionless A∆Os, but here we are concerned with a far smaller class. Indeed, our main interest in this paper is in associating with the A∆O A a well-defined self-adjoint operatorÂ on the Hilbert space H x , where we use the notation
and we are only able to do so by imposing drastic restrictions on the spectral data in terms of which the coefficient functions ('potentials') V a and V b are defined. It should be mentioned at the outset that we are dealing with exotic territory. In Ref. [3] we studied in great detail some quite special reflectionless A∆Os arising in the context of (reduced, 2-particle) relativistic Calogero-Moser systems. (See our contribution Ref. [4] to the NEEDS 2000 Proceedings for the unitary similarity transformation connecting Ref. [3] to the present framework.) From the findings reported in Ref. [3] it is already clear that a complete Hilbert space theory for reflectionless A∆Os is not going to amount to a straightforward extension of the well-known results for reflectionless self-adjoint Schrödinger and Jacobi operators. In Sections 3 and 4 of Part II we have summarized the latter results, and we have delineated restrictions on the spectral data for our A∆Os such that their reflectionless eigenfunctions can be tied in with the Schrödinger and Jacobi counterparts.
Roughly speaking, we impose similar restrictions in the present paper. We shall be quite precise in Section 2, but in this introduction we try and outline our results with a minimum of technical detail, as this might obscure the basically simple plan of this paper. Before sketching the latter, we add some general remarks yielding more context. To begin with, since we aim to associate with A a self-adjoint operatorÂ on H x , it is natural to restrict V a and V b such that A is at least formally self-adjoint. Thus V b (x) should be real-valued for real x, and V a (x) exp(i∂ x ) should be equal to its formal adjoint, [V a (x) exp(i∂ x )] * = exp(i∂ x )V a (x) = V a (x − i) exp(i∂ x ), x ∈ R.
(1.6)
Hence we need
where the * denotes the conjugate meromorphic function,
(1.8)
From now on we restrict attention to potentials satisfying (1.7). Then a natural strategy would be to try and find a dense subspace C in H x on which A is well defined and symmetric. Thus, C should consist of square-integrable functions f (x), x ∈ R, that are restrictions to R of functions that have suitable analyticity properties for |Im x| ≤ 1, so that there is an unambiguous meaning for f (x ± i); then the function (Af )(x) ≡ f (x − i) + V a (x)f (x + i) + V b (x)f (x),
x ∈ R, (1.9)
should be square-integrable, and one should have (f, Ag) = (Af, g), f, g ∈ C.
(1.10)
Assuming such a dense subspace has been isolated, one can try and study the existence and uniqueness of self-adjoint extensions. Indeed, the symmetric operator A on C is unbounded (due to the shifts), so it might not have any self-adjoint extensions or a (finiteor infinite-dimensional) family of self-adjoint extensions.
In any event, assuming some self-adjoint operatorÂ has been associated with A via this procedure, one can define its being 'reflectionless' solely in terms of time-dependent Hilbert space scattering theory, as follows.
First of all, there is a natural 'free' dynamics exp(−itÂ 0 ) with which the 'interacting' dynamics exp(−itÂ) can be compared. Indeed, the A∆O A 0 ≡ exp(−i∂ x ) + exp(i∂ x ) (1.11)
gives rise to an obvious self-adjoint operatorÂ 0 on H x , namely, the transform
(1.12) of the self-adjoint multiplication operator
with maximal domain D(M ) under Fourier transformation
(1.14)
(Recall our notation (1.5).) Now assume that the (strong) limits of the operator family exp(itÂ) exp(−itÂ 0 ) for t → ±∞ exist and have equal range. Denoting these isometric wave operators by W ± , the corresponding S-operator
is unitary. Since it commutes with the free evolution exp(−itÂ 0 ), its transform
to H p is of the form
for certain functions T (p), R(p). Then the dynamicsÂ is by definition reflectionless when R(p) vanishes identically. Our summary of these notions from time-dependent scattering theory (about which a wealth of pertinent information can be found in Ref. [5] ) serves a twofold purpose. First, it has enabled us to sketch a general scenario in which the concept of 'reflectionless self-adjoint A∆O' makes sense and can be studied. Second, we actually follow a quite different strategy in this paper, but time-dependent scattering theory does play a crucial role. Thus we are now better prepared to sketch our special setting, and compare it to the above approach.
The main difference consists in our definition of the self-adjoint operatorÂ: It hinges on using the quite special A-eigenfunctions W(x, p). (Note that in the general setting just sketched, eigenfunctions of the A∆O A need not be and are not mentioned.) Specifically, the eigenfunction transform
plays a decisive role in definingÂ.
We have already seen the simplest example of this approach. Indeed, for the A∆O A 0 (1.11) we defined the associated Hilbert space operatorÂ 0 by using the A 0 -eigenfunctions exp(ixp), p ∈ R, cf. (1.14). The unitarity of F 0 is crucial here: Invertibility of F 0 would not be enough for (1.12) to give rise to a self-adjoint operatorÂ 0 . To compare with the general strategy, we mention that a domain C 0 of essential self-adjointness as considered above is for instance given by F 0 (C ∞ 0 (R)). The point is, however, that the latter domain cannot be readily described in terms of the position space H x . Moreover, even for A 0 there exists an infinite-dimensional family of distinct domains of essential self-adjointness yielding distinct reflectionless self-adjoint operators on H x . (This can already be concluded from the special cases studied in Ref. [3] , cf. also Ref. [4] . The present more general case yields a much larger family, as shown at the end of Section 4.)
To appreciate the latter state of affairs, and, accordingly, the choice involved in taking (1.18) as a starting point, a crucial feature of A-eigenfunctions should be recalled: They remain eigenfunctions with the same eigenvalue after they are multiplied by an arbitrary meromorphic function with period i. In particular, this entails that when an A∆O of the form (1.1)-(1.2) admits a reflectionless eigenfunction W(x, p) satisfying (1.3)-(1.4), it also admits a reflectionless eigenfunctionW(x, p) with any other functionã(p) in its asymptotics (1.4). Indeed, we need only set 20) to obtain a new eigenfunction with these features. Now there is no reason to expect that when the operator (1.18) is unitary (or at least isometric) for a particular choice of W(x, p), it is still unitary/isometric for eigenfunctions W(x, p) as just described. Indeed, in the case of F 0 it can be proved that multipliers of the form (1.20) destroy unitarity. But as already alluded to, in this case there does exist an infinite-dimensional family of i-periodic multipliers for which unitarity is preserved.
In our approach, then, the Hilbert space features of the eigenfunction transform F (1.18) are of primary importance. We are able to establish the relevant functional-analytic features by using the considerable amount of explicit algebraic and function-theoretic information gathered in Parts I and II. In particular, the surprising connection to classical N -particle relativistic Calogero-Moser systems established in II Section 5 is instrumental in obtaining important additional information of the same character, whose derivation we have relegated to Appendix A.
In outline, we solve the pertinent Hilbert space problems as follows. First of all, we choose the spectral data in terms of which W(x, p) is defined such that the transform F (1.18) is a bounded operator on H p . This is already the case whenever W(x, p) has no poles for real x, which is a weak restriction. This choice also ensures that no nontrivial C ∞ 0 (R)-function is annihilated by F, cf. Lemma 2.1. As a consequence, we are entitled to define an operatorÂ on the subspace
where M is defined by (1.13). (The relation to the A∆O A is also clarified in Lemma 2.1.) A far more drastic restriction on the spectral data now ensures that W(x, p) has no poles for Im x ∈ [−1, 0]. Note that this striking feature is generically destroyed when W(x, p) is multiplied by i-periodic multipliers µ(x, p) with constant limits for |Re x| → ∞. (Indeed, by Liouville's theorem the latter must have poles in a period strip to be nonconstant. On the other hand, these poles might occur at the same locations as zeros (counting multiplicities) of W(x, p) in the strip Im x ∈ [−1, 0], in which case µ(x, p)W(x, p) would still be pole-free in this strip.)
Due to the absence of these critical poles, we are able to show that the operatorÂ is symmetric on P. This involves considerable work, whereas the next step is quite easy: An application of Nelson's analytic vector theorem [6] yields essential self-adjointness ofÂ on P, cf. Lemma 2.2. Denoting the self-adjoint extension by the same symbol, we obtain a unitary one-parameter group exp(−itÂ) on the closure P of the subspace P. In general, this is a proper subspace of H x (that is, in general F is not onto H x ), and we now extendÂ provisionally to a self-adjoint operator acting in H x by putting it equal to an arbitrarily chosen self-adjoint operator on the orthogonal complement P ⊥ . (At this stage we do not yet know that the latter space is spanned by eigenfunctions of the A∆O A, so this provisional extension cannot be avoided.)
Our next goal consists in handling the time-dependent scattering theory of the interacting dynamics exp(−itÂ), as compared to the free dynamics exp(−itÂ 0 ). We do this in Section 3, the most important result being that the wave operators can be written in terms of F, cf. Theorem 3.2. From our explicit formulas it is then clear by inspection that F is an isometry. Moreover, they show that the S-matrix S p (1.16) is the one expected from time-independent scattering theory. (That is, the S-matrix expected from the asymptotics (1.4) of the eigenfunction.)
In Section 4 we complete our analysis by clarifying the state of affairs on P ⊥ : This space is spanned by finitely many pairwise orthogonal eigenfunctions W(x, r n ), r n ∈ i(0, π), n = 1, . . . , N + , with distinct real eigenvalues 2 cosh(r n ). Thus the definition ofÂ can be completed by requiring that its action on P ⊥ be equal to that of A, just as its action on P. The key to understanding P ⊥ is an explicit formula for FF * , which we obtain along the same lines as similar formulas for the special cases we studied in Ref. [3] . (Since we have no duality properties available in the present general framework, we cannot proceed in this way to obtain the isometry formula F * F = 1. Instead, we exploit the isometry of wave operators, cf. Section 3.)
We conclude Section 4 with an appraisal of some special cases. Of particular interest is the subclass for which no point spectrum occurs in the spectral resolution ofÂ (corresponding to N + = 0). This infinite-dimensional family has no analog for reflectionless self-adjoint Schrödinger and Jacobi operators. We use it to illustrate the ambiguity issue discussed above.
2 Essential self-adjointness on the domain P We begin by recalling how our class of A∆Os A (1.1) and the associated reflectionless eigenfunctions W(x, p) are obtained from 'spectral data' (r, µ(x)). The vector r = (r 1 , . . . , r N ), with N ∈ N * , consists of complex numbers satisfying
and 2) where
The vector µ(x) = (µ 1 (x), . . . , µ N (x)) consists of meromorphic functions satisfying
These 'minimal' restrictions on (r, µ) are in force throughout this paper. (When the need arises, we specify additional restrictions.) Now we define a Cauchy matrix
and a diagonal matrix
Then the potentials V a , V b and wave function W are defined via the solution to the system
(2.11)
Of course, it is far from obvious that these definitions entail the eigenvalue equation (1.3), but this is shown in I Theorem 2.3. In contrast, the asymptotics lim Re x→∞ R(x) = 0, lim
easily follows from (2.5)-(2.8), cf. also I Lemma 2.1. Using (2.12), one obtains the asymptotics (1.2) and (1.4), with
e p − e rn e p − e −rn , (2.13) cf. I Theorem 2.3. We are not able to associate a self-adjoint operator on H x to the A∆O A unless we impose further restrictions on the data (r, µ). But to prove boundedness of the eigenfunction transform F (1.18) and a few more salient features, we only need a quite weak assumption, as detailed in the next lemma. (Indeed, for generic spectral data satisfying (2.1)-(2.4) the meromorphic function R(x) has no poles on the real axis.) Lemma 2.1. Assume that the solution R(x) to (2.8) has no poles for real x. Then the operator F (1.18) is bounded. For all φ ∈ C ∞ 0 (R) the function (Fφ)(x) extends to a meromorphic function satisfying
where A is the A∆O (1.1) and M the multiplication operator (1.13). Moreover, we have
Proof. In view of the asymptotics (2.12) and absence of real poles, the function R(x) is bounded for real x. Due to the restrictions (2.2), the functions (e p −e −rn ) −1 , n = 1, . . . , N , are bounded for real p. Hence W(x, p) (2.11) is bounded for real x, p. Choosing φ(p) ∈ C ∞ 0 (R), we may write
cf. (1.14). Since Fourier transformation F 0 is a bounded operator, and the multiplication operators occurring here are bounded, too, boundedness of F follows.
To prove the second assertion, we recall the easily verified fact that the Fourier transform of a C ∞ 0 (R)-function extends to an entire function. Since we have φ, φ 1 , . . . , φ N ∈ C ∞ 0 (R), and since R 1 (x), . . . , R N (x) are meromorphic, it is clear from (2.16) that (Fφ)(x) extends to a meromorphic function. The action of A on this function yields the meromor-phic function
For all x for which the functions R(x), R(x ± i), V a (x) and V b (x) have no poles, this can be rewritten as the absolutely convergent integral
Thanks to the eigenvalue equation (1.3), the function in square brackets amounts to 2 cosh(p)W(x, p), yielding (2.14).
To prove (2.15), we assume φ ∈ C ∞ 0 (R) satisfies Fφ = 0. By (2.16) we then have
Consider now the function e ax R n (x), x ∈ R, a ≥ 0. Due to (2.12), it is bounded for x → −∞. The Re x → ∞ asymptotics of R(x) can be sharpened to an exponential decay, so that e ax R(x) is also bounded at ∞, provided a ∈ [0, c], with c small enough. (The pertinent asymptotic decay easily follows from (2.8), cf. I(2.41)-(2.42).) Now (F 0 φ n )(x) is a Schwartz space function, so it readily follows that the functions
are well defined for Im z ∈ [0, c] and analytic for Im z ∈ (0, c). Moreover, a dominated convergence argument yields 
is also well defined for Im z ∈ [0, c] and analytic for Im z ∈ (0, c).
uniformly for p ∈ R, and φ(p) ∈ C ∞ 0 (R) vanishes on an open set, Painlevé's lemma entails φ = 0. Hence (2.15) follows.
In view of (2.15), any vector in the subspace P (1.21) can be written as Fφ, φ ∈ C ∞ 0 (R), in a unique way. Therefore, the operatorÂ (1.22) is a well-defined linear operator on P, whose action coincides with that of the A∆O A, cf. (2.14). Obviously,Â leaves P invariant. Moreover, we clearly have
with c > 0 depending on supp(φ). Thus P consists of analytic vectors forÂ. In view of Nelson's analytic vector theorem [6] it now suffices for essential self-adjointness ofÂ on P thatÂ is symmetric on P.
Next, we detail assumptions on the spectral data that suffice to prove this critical symmetry property. We do this in four steps, each of which adds a restriction. This enables us to use the less restrictive intermediate assumptions whenever we can show their sufficiency for the result at hand. (In most cases, however, we do not know to what extent these assumptions are necessary.)
Our first step consists in imposing formal self-adjointness (1.7). This property is ensured by requiring that r 1 , . . . , r N be purely imaginary and that the functions ie −rn µ n (x) be real-valued for n = 1, . . . , N and real x, cf. I Theorem D.1. Our second step consists in requiring that µ(x) be constant. Thus our second assumption comes down to
Our third requirement reads
There are explicit examples available where the second assumption (2.26) and the assumption of Lemma 2.1 are satisfied, but the third assumption (2.27) and symmetry ofÂ are violated. These examples can be gleaned from Ref. [3] , but we do not spell out the details here. Our fourth and final restriction can be most easily phrased in terms of the τ -function
In view of our second restriction (2.26), τ (x) is an entire function, cf. (2.6)-(2.7). Likewise, from (2.8) we see that R(x) can be written
where E(x) is an entire function. Our fourth requirement is now that τ (x) have no zeros for Im x ∈ [−1, 0]. This entails in particular that R(x) has no real poles (the assumption of Lemma 2.1).
In Appendix A we prove that when N + or N − equals N (so that all r n lie either on the positive or on the negative imaginary axis), the third restriction entails the fourth one, cf. Lemma A.1. For N + N − > 0 this is presumably still true for generic spectral data, but we were unable to prove this. Explicit examples we do not present here show that our fourth requirement is stronger than the third one. In any event, in Appendix A we also prove that for N + N − > 0 the third restriction (2.27) together with the requirement
are sufficient to obtain the fourth one, cf. Lemma A.2. We continue by showing that our fourth assumption suffices for essential self-adjointness ofÂ on its definition domain P. In the proof we use one property of τ (x) that cannot be found in Parts I and II, namely,
This formula is an easy consequence of (2.28) and the relations Proof. As already detailed, it suffices to prove symmetry ofÂ on P. (Recall the paragraph containing (2.25).) For this purpose we fix φ 1 , φ 2 ∈ C ∞ 0 (R) and consider (Fφ 1 ,ÂFφ 2 ). By definition, this equals
where we used Fubini's theorem in the last step. Rewriting (ÂFφ 1 , Fφ 2 ) in the same way, we obtain
where
Next, we invoke the eigenvalue equation (1.3) and the notation (1.8) to rewrite I R (p, q) as
Recalling (1.7), we obtain
Now from (2.11) and (2.29) we have
with E n (x) entire. Using (2.31), we deduce
From II(2.34) we also have the identity
When we substitute (2.39)-(2.41) in J(x, p, q), we can write the result as
The point of doing so is that this representation shows that J(x, p, q) has no poles on and inside the rectangular contour Γ in the x-plane connecting −R, R, R + i, −R + i. (Indeed, by assumption τ (x) is zero-free for Im x ∈ [−1, 0].) As a consequence, the contour integral
vanishes by Cauchy's theorem. On the other hand, C R (p, q) equals I R (p, q) plus the integrals over the vertical sides of Γ. Thus we infer
In order to handle the right boundary term for R → ∞, we substitute 
uniformly for p, q and Im x in R-compacts. An easy dominated convergence argument then shows that the contribution to (2.34) of terms containing at least one ρ vanishes. Thus we are left with
Substituting this in (2.34), we can transform to sum and difference variables to infer that the contribution of this term vanishes by virtue of the Riemann-Lebesgue lemma. Next, we substitute 
where we used (2.8) in the second step. As before, we now infer
uniformly for p, q and Im x in R-compacts. Thus it remains to consider the contribution of 4ia
to (2.34). As before, this vanishes by the Riemann-Lebesgue lemma. Hence the rhs of (2.34) vanishes, entailing symmetry ofÂ on P.
With the assumptions of the lemma in effect, we can take the closure of the operatorÂ on P to obtain a self-adjoint operator. The latter acts on a dense subspace of the Hilbert space
It follows from the isometry of F, which we prove in the next section, that the range of F is actually closed. At this stage, however, we only know F is bounded and we have no information about Ran(F) and its orthogonal complement. Until further notice, we denote byÂ the self-adjoint operator on H x that acts as the closure ofÂ on H x (F), and as an arbitrarily chosen self-adjoint operator on the orthogonal complement H x (F) ⊥ . The results of the next section are independent of the latter choice.
Time-dependent scattering theory
Throughout this section, the assumptions of Lemma 2.2 are in effect. With the self-adjoint operatorÂ on H x defined at the end of the previous section, we show that the wave operators for the pair of dynamics exp(−itÂ) and exp(−itÂ 0 ) exist and are intimately related to the eigenfunction transform F. As a corollary, this yields isometry of F. The following lemma is the key to these results.
where M is given by (1.13) and a(·) is the operator of multiplication by a(p) (2.13). For all φ ∈ C ∞ 0 ((−∞, 0)) we have
Proof. To prove (3.1), we fix φ(p) with supp(φ) ⊂ [r, R], 0 < r < R. Then we have
Now when we change variables p → y = cosh p, we see that the p-integrals yield bounded functions b n (t, x) that converge to 0 as t → ∞ by virtue of the Riemann-Lebesgue lemma. By dominated convergence, this entails that the x-integral over a bounded region converges to 0 for t → ∞.
To exploit this, we write
As we have just shown, the middle integral tends to 0 for t → ∞. To handle the right integral, we recall from Part I that R n (x) has exponential decay for x → ∞, cf. I(2.41), (2.42). This decay supplies the domination we need, in combination with the pointwise convergence to 0 of the x-integrand, to deduce it tends to 0 for t → ∞, too.
To handle the left integral, we use a stationary phase argument. Specifically, we write
and integrate by parts to get 1 2π
(3.8)
Now we use the estimate
and boundedness of R n (x) on R to obtain an upper bound of the form
The integrand is bounded above by the L 1 ((−∞, −1])-function 1/x 2 and tends to 0 as t → ∞. Hence (3.10) tends to 0 as well, so that (3.8) does, too. Therefore, we have now proved (3.1).
In order to prove (3.4), we observe that the estimate (3.9) is also valid for p ∈ [−R, −r] and t < 0. Thus we can choose φ(p) with supp(φ) ⊂ [−R, −r] and proceed in the same way as for (3.1).
Next, we prove (3.2). To this end we recall (2.49) and (2.50), which we rewrite as
with ξ n (x) admitting the two representations
Now for φ(p) with supp(φ) ⊂ [r, R] we have
R r dp e ixp−2it cosh p e p − e −rn φ(p) 2 .
(3.14)
From (3.12) we see that ξ n (x) is bounded on R. Using once more the splitting (3.6), it follows that the middle integral tends to 0 as t → −∞. The right integral can be handled by the same stationary phase argument as before, noting that the estimate (3.9) is also valid for x ∈ [1, ∞) and t < 0.
It remains to show that the left integral tends to 0 as t → −∞. To this end we use the second representation (3.13) of ξ n (x). Indeed, it entails that ξ n (x) has exponential decay as x → −∞. (Recall the definitions (2.6), (2.7).) Thus we can once again combine the Riemann-Lebesgue lemma and the dominated convergence theorem to deduce convergence to 0 for t → −∞.
Finally, to prove (3.3) we can proceed in the same way as for (3.2), noting that (3.9) also holds for x ∈ [1, ∞) and p ∈ [−R, −r].
We are now in the position to obtain the principal result of this section.
Theorem 3.2. The eigenfunction transform F (1.18) is isometric. The strong limits of the operator family exp(itÂ) exp(−itÂ 0 )F 0 for t → ±∞ exist and are given by
The S-operator
equals the unitary multiplication operator
Proof. We choose ψ(p) ∈ C ∞ 0 (R * ), so that
By virtue of (3.1) and (3.3) we have
From this we deduce
Since C ∞ 0 (R * ) is dense in H p , it follows that F is an isometry. From (3.21) and its analog for t → −∞ we also obtain the second assertion of the theorem. The last assertion is then clear from (3.15) and isometry of F.
Bound states and spectral resolution
We begin this section by focusing on the A-eigenfunctions W(x, r k + 2πil), with x ∈ R, k = 1, . . . , N and l ∈ Z, assuming only (2.1)-(2.4). Using (2.11) and (2.5)-(2.8) we see they can be written
Now from (2.8) we readily obtain
For square-integrability of (4.1) near ∞ we should therefore take l ∈ N when Im r k ∈ (0, π) and l ∈ N * when Im r k ∈ (−π, 0).
Consider now square-integrability near −∞. Since R k (x) tends to C −1 ζ k ∈ C * for x → −∞ (cf. (2.12) and I Lemma 2.1), we see from the definition (2.7) of d that we need −l ∈ N. For Im r k ∈ (−π, 0), therefore, we cannot simultaneously have square-integrability of (4.1) near ∞ and near −∞. In contrast, for Im r k ∈ (0, π), the choice l = 0 ensures square-integrability near ±∞.
Thus far, we have not imposed restrictions on (r, µ) beyond our standing assumptions (2.1)-(2.4). But to ensure square-integrability over R of W(x, r k ) for Im r k ∈ (0, π), we should obviously require absence of poles for real x (the assumption made in Lemma 2.1). Doing so, we obtain A-eigenfunctions whose restrictions to the real axis are in H x . We can only prove pairwise orthogonality of these functions, however, when we make the same assumptions as in Lemma 2.2.
Lemma 4.1. With the assumption of Lemma 2.1 in force, the functions From (2.1), (2.2) and (2.26), we see that the eigenvalues are real and distinct. Letting n = m, we now use (4.6) to write
Using (1.7), we can write the rhs as
We now recall (2.29). It entails we may write
with E n (x) entire. Using also (2.41) and (2.31), we deduce that J nm (x) can be rewritten as
This representation shows that J nm (x) has no poles on and inside the contour Γ defined below (2.42) in the proof of Lemma 2.2. Thus we can use the same reasoning as in that proof to infer that (4.8) vanishes. (The vanishing of the boundary terms is here a simple consequence of the asymptotics (4.4), (4.5) and (1.2).) Hence pairwise orthogonality follows from vanishing of the lhs of (4.7).
The lemma just proved together with our next lemma are the key to clarifying the character of the subspace Ran(F) ⊥ , when the assumptions of Lemma 2.2 are satisfied. From Theorem 3.2 we already know that in that case F is an isometry, so that we have
with P the projection on Ran(F) ⊥ . In the next lemma we obtain a formula for (F * f 1 , F * f 2 ) with f 1 , f 2 ∈ C ∞ 0 (R), from which this projection can be explicitly obtained. To prove the pertinent formula, however, we need only impose our second requirement (2.26), together with absence of poles for real x, cf. Lemma 2.1.
Lemma 4.2.
Assume that the spectral data satisfy (2.26), and assume R(x) has no real poles. Then we have for all
where ψ n is defined by (4.3).
Proof. Our starting point is the formula
14)
We are going to exploit that W(x, p) is the product of the plane wave exp(ixp) and a function of p that is meromorphic and 2πi-periodic, cf. (2.11). For this purpose we define the rectangular contour C connecting −R, R, R + 2πi and −R + 2πi in the p-plane, and put where R(x, y) denotes the sum of the residues.
On the other hand, we can also write
Hence we have
We proceed to calculate the contribution of the residue sum to the inner product
where we combined (4.14) and (4.22). First, we show that the residues at the poles (4.18) cancel pairwise. Indeed, fixing l ∈ {N + + 1, . . . , N }, the residue sum at p = −r l , 2πi + r l of the pertinent function
(4.25)
Recalling the system (2.8), we see that this equals
From the definition (2.7) of d we see that this is proportional to
which vanishes due to (2.26).
We are therefore left with the residues of (4.24) at the points (4.17). The residue sum at p = r n , 2πi − r n for n ∈ {1, . . . , N + } equals (using (2.8), (2.26) and (4.3) )
Substituting this in (4.23) and comparing to (4.13), we deduce that it remains to prove 1 2π lim
To this end we first rewrite B R (x, y) (4.21) as
= e π(x−y) R+iπ R−iπ dp e ip(y−x) A(p, x, y) − e ip(x−y) A(−p, x, y) , (4.30) where the auxiliary function A is given by
(4.31)
We now claim that the identity
holds true. To prove (4.32), we observe that the functions A(±p, x, x) are 2πi-periodic in p and bounded for |Re p| → ∞, and that they have simple poles in the period strip Im p ∈ [0, 2π] at p = iπ ± r n , n = 1, . . . , N . Using (2.8) and (2.7) in the same way as above (cf. (4.24)-(4.27)), we readily verify that the functions have equal residues. By Liouville's theorem, it now follows that A(p, x, x) − A(−p, x, x) does not depend on p. Hence our claim (4.32) follows. Next, we introduce functions B and C by setting
Due to (4.32), these functions are related by
We now rewrite (4.30) as
The point is that we can get rid of the remainder term B (r)
R (x, y) by using (4.38). Specifically, (4.38) entails we may write
Now from the definitions (4.36), (4.37) of B and C we deduce that for all s-values between x and y we have
where D(x, y) is a positive function that is bounded for x, y varying over R-compacts.
Thus we obtain R (x, y) to the lhs of (4.29) vanishes. We are now reduced to showing
Calculating the integral (4.40), we can write the result as
By virtue of (4.35) and the Riemann-Lebesgue lemma, the contribution of C c (R; x, y) to (4.45) vanishes. Using the tempered distribution limit
and (4.35), the remaining term C s (R; x, y) yields (4.45).
Clearly, we can rewrite (4.13) as the operator identity
where the rank-one operator ψ ⊗ χ, with ψ, χ ∈ H x , is defined by
For the remainder of this section, we assume that the requirements of Lemma 2.2 are met. Then F is an isometry (as proved in Theorem 3.2), and the functions ψ 1 , . . ., ψ N + (4.3) are pairwise orthogonal in H x (as proved in Lemma 4.1). In view of (4.50), the projection P on Ran(F) ⊥ can be written
(4.52)
In particular, this entails the norm formula (ψ n , ψ n ) = ν We conclude this section with some further observations concerning three special cases. Taking first N − = 0, we recall that the assumptions where S + is the A∆O 
It follows just as for A that the dense subspace C (4.55) is a core forŜ + on which thê S + -action coincides with that of S + . Secondly, we consider the special case N = 2M , N + = N − = M , together with spectral data
where j = 1, . . . , M . Again, this suffices for all of the above Hilbert space results to be valid, cf. Lemma A.2. In terms of the particle variables defined in Appendix A, this choice of spectral data amounts to
Its distinguishing feature consists in the potential V b (x) being identically zero. Moreover, after taking M → N and performing a scaling x, p → 2x, p/2, the class of A∆Os A, together with their reflectionless eigenfunctions and associated self-adjoint operatorsÂ, amounts to the class of A∆Os S + , together with their reflectionless eigenfunctions and associated self-adjoint operatorsŜ + . Once more, this follows from I Theorem 3.3. (The ordering we used there is different, but this is inconsequential. Indeed, all of the pertinent quantities are permutation invariant.) Thirdly, we consider the special case N + = 0. From Lemma A.1 we then infer that the assumptions
suffice for the validity of our Hilbert space results. In this case we have the A∆O identity
and V (x) is again given by (4.59); moreover,
(These assertions are also a consequence of I Theorem 3.3.) Since F is unitary when N + vanishes, we can define a self-adjoint operatorŜ − bŷ
As before, the subspace C = P is a core forŜ − , on which theŜ − -action coincides with that of S − . We would like to point out that the absence of bound states for the case N + = 0 is a quite remarkable feature. Indeed, for reflectionless self-adjoint Schrödinger and Jacobi operators, absence of bound states implies that the potentials are trivial (constant), whereas here one obtains an infinite-dimensional family of nontrivial potential pairs V a , V b . When one takes the time dependence introduced in Part II into account, this family of reflectionless self-adjoint operators without bound states yields the left-moving soliton solutions to the analytic version of the Toda lattice studied in Part II.
We can also use the N + = 0 special case to illustrate the ambiguity issue discussed in the introduction, cf. in particular the paragraph below (1.18). Let us begin by noting that all of the wave functions W(x, p) studied in this series of papers satisfy
where the dual A∆O D is given by
Indeed, this is plain from W(x, p) being the product of the factor exp(ixp) and a factor that is a rational function of exp(p), cf. (2.11). For N + = 0 the operator F is unitary, so we can define a self-adjoint operatorD on H p by settinĝ
The action ofD on the core F * (C ∞ 0 (R)) now coincides with the action of the A∆O D. (This follows in the same way as the analogous assertion in Lemma 2.2.)
The upshot is that we have associated to the free A∆O D an infinite-dimensional family of distinct self-adjoint reflectionless operatorsD without bound states. (Indeed, the function λ(x) (4.34) plays the same role forD as the function a(p) (2.13) plays forÂ.) Interchanging x and p and performing a scaling by 2π, we see that we obtain a similar family associated with the free A∆O A 0 (1.11), as announced.
Finally, we would like to use D with N + > 0 to illustrate that Hilbert space operators associated to A∆Os may look symmetric at first sight, even when they are not symmetric. Indeed, the symmetry property is far more elusive than may be apparent from the above results. (For instance, symmetry is probably generically violated when the requirements of Lemma 2.2 are not met, cf. also our results in Ref. [3] .)
For this purpose we observe that whenever the assumption of Lemma 2.1 is satisfied, we may define an operatorD on the subspace F * (C ∞ 0 (R)) viâ
(The point is that we have
by the argument proving (2.15); henceD is well defined.) Now with the stronger requirements of Lemma 2.2 in effect, F is isometric, so that F * (C ∞ 0 (R)) is dense in H p . For N + > 0, however, the densely defined operatorD is not symmetric.
This assertion can be verified in two ways, both of which are illuminating. First, we can proceed as in the proof of Lemma 2.2 to try and show symmetry. Doing so, we are led to investigate the residue sum of the function (4.24) in the strip Im p ∈ [0, 2π]. As we have seen below (4.24), this residue sum vanishes only when N + = 0, so thatD is not symmetric for N + > 0.
The second way in which symmetry violation for N + > 0 can be established hinges on the finite-dimensionality of Ran(F) ⊥ already detailed above. Specifically, Ran(F) ⊥ is N + -dimensional, and this suffices to rule out symmetry for N + > 0.
To see this, assumeD is symmetric on F * (C ∞ 0 (R)). Then it follows as before thatD is essentially self-adjoint on F * (C ∞ 0 (R)), and also that we have
Choosing t real and taking closures, this entails
and so In this appendix we state and prove two lemmas that have a bearing on the most restrictive (fourth) requirement made in Section 2. We recall that this requirement consists in the restrictions (2.26)-(2.27) on the spectral data (r, µ(x)) given by the first paragraph of Section 2, and in the additional restriction that τ (x) (2.28) have no zeros for Im x ∈ [−1, 0]. Our first lemma shows that when N + or N − vanishes, there is no need for the latter restriction.
Lemma A.1. Assume that the spectral data satisfy
where ν n is given by (2.26). Then τ (x) does not vanish in the strip Im x ∈ [−1, 0]. To prove these lemmas we invoke Section 5 in Part II. To this end, we require from now on (2.26)-(2.27). Then we put of theĨI rel (τ = π/2) system studied in Ref. [7] . The crux is now that it can be rewritten as with j, k = 1, . . . , N + , l, m = 1, . . . , N − . We are now prepared to prove the lemmas.
Proofs of Lemmas A.1-A.2. We fix ξ ∈ R and note that we may write We would like to add that this proof involves only superficial features of the symmetrized Lax matrix. Presumably, the far more detailed information obtained in Ref. [7] can be used to relax the requirement (A.3).
