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The paper gives sufficient conditions for the absolute regularity of bilinear models. Our approach 
is based on their Markovian representation. The above property is a direct consequence of the 
geometric ergodicity of the Markovian process in this representation. The latter process belongs 
to what we. call the generalised random coefficients autoregressive models. Conditions for the 
geometric ergodicity and also for the existence of moments for this model are given. Our results 
generalise that of Feigin and Tweedie. 
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1. Introduction 
The main aim of this paper is to show that under mild conditions bilinear models 
are absolutely regular, which implies that they are strong mixing. Our approach is 
based on the bilinear Markovian representation of such models as derived in Pham 
(1985). The Markov process in this representation has a form similar to that of the 
random coefficient autoregressive (RCA) model (see Nicholls and Quinn, 1982), 
except that a certain independence condition is not met, and hence will be called 
a generalised RCA process. We shall obtain conditions for the geometric ergodicity 
(and also for the existence of moments) of such processes. The absolute regularity, 
with a geometric convergence rate, of the bilinear models follows immediately from 
geometric ergodicity of the Markov process of its representation. In fact, the above 
two properties are equivalent for Markov processes. However, the former can be 
defined for general processes whereas the latter is defined only for Markov ones. 
Let X(t) be a 
X(t)= ,f aiX(t-i)+e(t)+ i bie(t-i)+ 5 z bqe(t-i)X(t-j) (1.1) 
i=l i=l i=l j=l 
where the e(t) is a sequence of independent zero mean random variables with e(t) 
independent of X(s), s < t. In case b, = 0 for j < i, it has been shown in Pham (1985) 
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that the process admits a bilinear Markovian representation: 
X(t)= HZ(t- l)+e(i), 
(1.2) 
where Z(t) is a stationary vector process with Z(t) independent to e(s), s> t. fit 
A(t)=A+Be(t),5(1)=Ce(f)+De(t)‘. The second equality in (1.2) can be written 
as 
Z(t)=A(t)Z(t-1)+5(t). (1.3) 
The above representation also holds in the general case with A(t), t(t) being a 
matrix and a vector of polynomials in e(r) (see Appendix). Relation (1.3) is the 
same as the defining relation for a RCA model, except that the random matrix A(t) 
is not independent of J(r) as is required in this model. We shall call a generalised 
RCA process, a process Z(r) satisfying (1.3) with (A(f), g(t)) being independent 
identically jointly distributed pairs of random matrix and vector, independent of 
Z(s)) for s < t Such a process is clearly Markovian with transition probability 
measure P(z, . ) equal to the distribution of A( t)z+ J’(t)_ 
A Markov chain is said to be geometrically ergodic if 
[J IIP”(z, +nll(&] =O(rfl), n+co, (1.4) 
for some r,O<r<l, where P”(., a) is the n-step transition probability measure, n 
is the invariant measure (a( .) = 1 n(dx)P(x, m)), and I(. 11 denotes the total variation 
norm. (See Nummelin and Tuominen, 1982). Geometric ergodicity and the existence 
of moments for the RCA model have been studied by Feigin and Tweedie (1985) 
using the Markov chain approach. Here, their results will be extended to cover the 
case of the generalised RCA model. Since, as we show below, geometric ergodicity 
implies absolute regularity with a geometric convergence rate, we have as an 
application that the bilinear model is absolutely regular. There has been a vast 
literature providing limiting theorems for absolutely regular processes (see for 
example Volkolsky and Rozanov, 1959, and Yosihara, 1976). Note that absolute 
regularity is stronger than strong mixing introduced by Rosenblatt (1971) and hence 
results for strong mixing processes also apply. 
Let Z(t), t = . . . , -1, 0, 1, . . . be a vector stationary random process and put 
A,, = sup E{h lZ(s), s < l}- Eh 
hsS, 
where S, denotes the set of random variables measurable with respect to the a-field 
spanned by Z(t), r 3 n, and bounded by 1 in absolute value. The process is said to 
be absolutely regular if the Ed, tends to 0 as n goes to infinity. If Z(t) is Markovian 
then it can be checked that A, depends only on Z(V) and is given by (1 P”(Z(V1, . ) - 
n(. )I/ where P”(z, a) is the conditional distribution of Z( t + n) given Z(r) = z and 
n is the distribution of Z(r). Hence the geometric ergodicity of the Markov chain 
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is equivalent to the absolutely regularity, with a geometric convergence rate, of the 
stationary process with initial invariant probability. Now, let X(t) be some other 
process subordinated to the Markov process Z(t) in the sense that the conditional 
distribution of (X(t), Z(t)) given (X(s), Z(s)), s < t, depends only on Z(t - 1). 
Then by conditioning repeatedly on (X(s), Z(s)), s < n + k, k = . . . , 1, 0, it can be 
seen that the A,, corresponding to the X(t) process is bounded by the conditional 
expectation, given X(s), s < 1, of the A,, corresponding to the Z(t) process. Thus, 
the absolutely regularity of the X(t) process follows from that of Z(t), with a same 
or faster convergence rate. 
The next section provides sufficient conditions for geometric ergodicity and the 
existence of moments for a generalised RCA process. For ease of reading, the proofs 
of results are relegated to Section 3. 
2. Main results 
A general criterion for checking the geometric ergodicity of a Markov chain has 
been obtained by Nummelin and Tuominen (1982) and by Tweedie (1983). The 
chain is supposed to be @irreducible for some 4 (a nontrivial a-finite measure), 
in the sense that 4 (A) > 0 implies P”(z, A) > 0 for some n, for all z. The criterion 
involves the use of small sets introduced by Nummelin and Tuominien (1982). 
However, for a weakly Feller chain (that is I I’(. , dy)g( y) is continuous for every 
bounded continuous function g), it can be shown, by an argument similar to that 
in Colburg (1971), that compact sets with positive &measure are small, provided 
that the support of 4 has non empty interior (the support of a measure is the set 
of points whose neighborhoods all have positive measure). Under these conditions, 
Tweedie’s (1983) criterion states that the Markov chain is geometrically ergodic if 
there exists a compact set S with positive 4 measure and a non-negative function 
g satisfying: 
(i) supzEs 5 J’(z, dy)g( y) < ~0, 
(ii) g(z)21 forxES,andforsome r<l,jP(z,dy)g(y)~rg(z) forze.9. 
The generalised RCA process can easily be seen to be weakly Feller. The main 
task in applying the above criterion is to prove &irreducibility and to find a suitable 
function g. A natural candidate for g is g(z) = 1 + +(z)” where 1,4 is some vector 
norm and s> 0. For a random vector Z and a random matrix A, we denote by 
IIZJI,, the L”-norm of $(Z) and by IIAIl+,S the supremum of IIAz/~+,J(cI(z), z # 0. 
Then from the above criterion, taking S = {z: G(z) < K} for sufficiently large K, and 
using the triangular inequality, one gets the following result. 
Lemma 1. Suppose that the Markov chain (1.3) is +irreducible with the support of C#J 
having non empty interior, and that for some vector norm +, some s > 0, llA( t)ll+,S < 
1,115(t)ll ,,,S < 03. Then the chain is geometrically ergodic. 
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The above “norm condition” also ensures the existence of a unique stationary 
process satsifying (1.3), given by 
Z(t)={(t)+ f A(t) * * .A(t+l-j)l(t-j) 
j=l 
with the series converging in the LX-norm (and almost surely if s 2 1) and hence 
the process admits finite s-th moments. The proof for this is similar to that in 
Bhaskara Rao, Subba Rao and Walker (1983) or in Pham (1985), using the relation 
IIA(t) * - *A(t+l-n)Z(t-n)ll 
s II4Oll+,s ** . ll~~~+~-~~ll~,~ll~~~-~~ll~,, 
and a similar relation with Z(t) replaced by l(t). 
It is not easy to check the “norm condition” in Lemma 1. However, when s is 
an even integer, this condition can be related to a condition on the eigenvalues of 
the expectation of certain symmetric tensor power of A(t). For this purpose, define 
{Rd)‘* as the space of vectors u = (Ui ,... is, $ = 1, . . . , d, j = 1, . . . , s) which are 
invariant with respect to any permutation of the subscripts of their components. 
Clearly, (Rd)@* can, and will be, identified with the space of symmetric matrices of 
order d. For x E Rd, the s-th symmetric tensor power x0’ is the vector of (Rd)” 
with components xi1 * * - xis. If A = (A,) is a square matrix of order d, the s-th 
symmetric tensor power A@” is defined as the operator on (R”)‘” which maps the 
vector u to the vector A@‘u = v: 
Lemma 2. Let A be a random matrix withjnite moments of order 2m, then llAll+,2m < 1 
for some vector norm J, if EA02m has eigenvalues of modulus strictly less than 1. For 
m = 1, I/I* can be choosen to be a quadratic form, and then the above condition is also 
necessary. 
Remark. The usual (Kronecker) tensor power A@* can be viewed as an operator 
on the space of matrices, which leaves the symmetric matrices invariant. Hence the 
eigenvalues of EAo2 are a subset of those of EA@*. 
The above result for m > 1 is included for proving the existence of moments of 
order 2m. For geometric ergodicity, m = 1 would suffice. The resulting condition is 
about the weakest possible if one also requires the existence of second moments. 
Suppose that l(t) admits moments of second order, and without loss of generality, 
El(t) = 0. Then by the same argument as in Pham (1985), there exists a stationary 
solution of (1.3) having second moments if and only if the matrix equation Q = 
E [A( t) QA( t)‘] + Z, 2 being the covariance matrix of c(t), admits a positive solution 
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in Q; and this is equivalent to: 
The series T E[A( t)‘*lnZ is convergent. 
0 
(E) 
The above condition is clearly satisfied if EA( t)02 has eigenvalues of modulus strictly 
less than 1. The converse is also true if we exclude the degenerated case. This is 
made precise in the following result, which is also of independent interest. 
Lemma 3. If (E) holds then either the eigenvalues of EA(t)” have modulus strictly 
less than 1 or the limit in (E) is singular. 
The above limit is actually the covariance matrix of a stationary solution of (1.3). 
The case of a singular matrix might be discarded since then Z(t) can be expressed 
I 
as K.Z( t) with ,?( t) having lower dimension. 
We now turn to the irreducibility condition. This condition is far from easy to 
check due to the fact that the joint distribution of A(t), l(t) in general does not 
have a density (with respect to the Lebesque measure), since A(t) and l(t) may 
contain deterministic elements and may depend on the same “noise” as in the 
Markovian representation of bilinear model. We shall therefore introduce the follow- 
ing assumptions: 
(11) There exist two independent sequences of independent identically distributed 
random vectors u(t), v(t) with v(t) having a positive density in a neighborhood V 
of 0, and two continuously differentiable functions a, b with b(0) = 0, such that 
A(r) = a(u(r), v(t)), 5(t) = b(a(t)). 
(12) The eigenvalues of Ea(u(t), O)@* have modulus strictly less than 1. 
(13) There exist xi in the support of the distribution of u(t), yi in V, i = 1,. . . , n, 
such that, denoting by d(x, y)z + d(y) the matrix of partial derivatives of a(x, y)z + 
b(y) with respect to y, and putting z. = 0, Zi = a(xi, Y,)z,_~ + b( y,), the matrix 
~i(~n,Yn)zn-l+d(y,)la(x,,y,)[~(x,-,,y,~,)z,~,+~(y,-,)ll. . . 
l4-h Yn) * . . abI, yl)C4xl, Y~z~+~(YJI 
is of full rank. (Here All? - . . denotes the concentration of the matrices A, B, . . ..) 
Lemma 4. Under the Assumptions (Il)-(13), the process (1.3) is &irreducible with 4 
being the Lebesgue measure restricted to some neighborhood of the point z, defined in 
13). 
Theorem. Suppose that the eigenvalues of EA( t)02 have modulus strictly less than 1 
and that Assumptions (Il)-(13) hold. Then the process (1.3) is geometrically ergodic. 
Assumption (11) covers the two most useful cases: the RCA case where A(t) 
depends only on u(t) and the bilinear case where A(t) depends only on v(t). In 
the RCA case, Assumptions 11 and 12 are similar to that of Feigin and Tweedie 
(1985) and are slightly more general since v(t) and not c(t) is required to have 
density and A(t) needs not be a companion matrix. This is made possible because 
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of (13). The last condition might seem to be complicated, but one can check it 
simply by taking Xi = x, yi = 0,l G i < n; that is by checking the stronger condition 
(13’) For some x in the support of the distribution of u(t), some n, the matrix 
b;(O) ) a(x, 0)6(O) 1 . . . la(x, O)%(O) 
is of full rank. 
Unfortunately, condition (13’) is too strong to be fulfilled in some bilinear models 
so that (13) is needed. As an example, consider the bilinear model 
x(t)=ax(t-1)+e(t)+bX(t-l)e(t-1)+b’X(t-2)e(t-1), 
which admits the bilinear Markovian representation (1.2) (see Pham, 1985) with 
H=(Ol) and 
Here ~(t)=e(t),a(u(t),v(t))=A+Bu(t),b(v(t))=Cv(t)+Dv(t)~. Since AC= 
UC, condition (13’) does not hold. On the other hand, for n = 2, the matrix in (13) is 
Bz,+C+2Dy,((A+By,)(C+2Dy,), z,=Cyl+Dyf. 
Since we are interested in the rank of this matrix for small y, , y2, we may discard 
terms of second order in the y’s, which leads to the matrix with first column 
C + BCy, + 2 Dy, and second column AC + 2ADy, + BCyz . This matrix has 1, a + 2 bz 
on the first row and a + (b’+ ub)y, +2by,, a’+ 2uby, + (b’+ ub)y, on the second 
row. Its determinant is, discarding terms of higher order, (b’ + ub)( yz - uy,) - 2uby,. 
Thus condition (13) holds unless b’ = ub = 0. But for b’ = 0, the representation is 
not minimal in the sense that there is an equivalent representation with lower 
dimension: X(t)=Z(t-1)+e(t),Z(t)=[u+be(t)]Z(t-l)+ae(t)+be(t)2. 
One major difficulty of (13) is that it may be too complex to be checked for a 
higher order model. However, it is hoped that this condition is sufficiently weak to 
be fulfilled in most practical situations. 
With regard to Assumption (12), it is redundant in the case of the RCA model 
and also in the case of model (1.2), provided that Ee( t) = 0, which can a!ways be 
assumed without loss of generality. More generally, whenever u(u(t), 0) = 
E[A(t) 1 u(t)], (12) is automatically satisfied if EA( t)02 has eigenvalues of modulus 
strictly less than 1. This follows from Lemma 2 by noting that for any vector norm 
~,$E{~[A(t)z]*~u(t)}~~{E[A(t)z~u(t)]}~ by Jensen’s inequality. 
3. Proof of the results 
Proof of Lemma 2. Let P be any positive definite matrix and Ak be a sequence of 
independent random matrices with the same distribution as A. Define Pk by PO= 
P, Pk = ALPk-,Ak = A;02Pk_l, k> 0, and put 
1 
1/(2m) 
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The above series is well defined. Indeed, by some algebra, (z’&z)~ is the sum of 
the cross products of the components of P’jl” and (z’z)@*, and Pz” = A;02mPzYl so 
that, by using the independence of the Ai, 
and hence converges geometrically to 0 as ‘k goes to infinity (the operator A’02m is 
the adjoint of AaZm and thus has the same eigenvalues as this one). Clearly 9(z) > 0 
for z f 0 and $(cz) = /cl+(z), so that $ is a vector norm if it satisfies the triangular 
inequality. The last property follows from [(a+b)‘P,(a+b)lY2S 
[a’PkU]1’2+[b’Pkb]1’2 and [c E(ak+bk)S]l’sS(~ Eu;t)““+(C Ebi)“‘, S> 1. 
It remains to show that l[A]] +,2m < 1. We have 
+(Az) = f E(z’A’P,Az)” 
[ 
l/Vm) 
1 [ = f E(Z’A;+lPkAk+lZ)m 
I/Gm) 
k=O k=O 1 = [t/q zp -( Z’PZ)m]“@m). 
Since P is positive definite, the infimum of z’Pz on the compact set {z: $(z) = 1) is 
strictly positive, giving the result. In case m = 1, $(z) is of the form ( z’Mz) 1’2 where 
M is a positive definite matrix (M = 1 Pk actually). Conversely, if ((A(( ti,2 = r < 1 for 
some + of the above form, then (IAzll,,, = tr[( EA@‘zz’)M] s r tr(z’zM) and hence 
tr{[( EAo2)“zz’] M} G r” tr( zz’M) tends to 0 geometrically for all z. Since M is positive 
definite, this implies that (EA”)” zz’ tends to 0 for all z, and hence by linearity 
(EA@*)“B tends to 0 for any symmetric matrix B, which is impossible unless the 
eigenvalues of EAo2 have modulus strictly less than 1. 
Proof of Lemma 3. We shall use the notation vech M, M being a symmetric matrix, 
to denote the vector with components being the diagonal elements and 21’2 times 
the above diagonal elements of M (this makes (vech M)‘(vech N) = tr( MN)). Let 
B be the matrix associated with the linear transformation: vech M+ 
vech{[ EA( t)“] M}. The condition (E) says that the series with general term BVech E 
has a limit, vech Q, say. Consider the Jordan decomposition B = Up’ JU of B, where 
J is a block diagonal matrix with blocks Jk having hk on the diagonal, 1 above the 
diagonal and 0 elsewhere, the hk being the eigenvalues of B (they need not be 
distinct). Suppose that there are exactly 112 > 0 blocks, with corresponding eigen- 
values having modulus one or greater. Without loss of generality, we may assume 
that they are the first rn blocks and let s be the total size of them. Now, it can be 
seen that the matrix Jz has 0 below the diagonal, A; on the diagonal and [n . . . (n + 
1 - j)/j!]h;-’ at j steps above the diagonal, j = 1,. . . . From the above results, B” 
vech C will not tend to 0 unless U vech 2 has its first s components identically zero. 
This means that vech _X is orthogonal to the space V spanned by the first s rows 
of U. Note that V is orthogonal to the columns of Up’ except the first s. Thus 
B” vech 2 is orthogonal to V for every n. We shall show below that there exists a 
(real) positive matrix P # 0, such that vech P is in V. It would then follow that 
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(vech P)‘(vech Q) = 0, or equivalently tr(PQ) = 0. Since P and Q are both positive 
and P f 0, this is not possible unless Q is singular, giving the result. 
We now show the above assertion. Observe that if A4 is a matrix such that 
(vech M)‘U-i has the first s components non identically zero, then from the above 
form of Jz, it can be shown that there exist j 2 0, A 2 1 such that the vectors 
n-‘A’-“(vech M)‘B” are bounded but do not tend to zero, and their components 
except the first s, tend to zero, as n goes to infinity. Thus, one can extract from the 
above sequence a subsequence which converges to a nonzero vector of V. On the 
other hand, the matrix B’ is the one associated with the adjoint transformation: 
vech M + vech {[EA( t)‘@*]M}, or equivalently, M + E[A( t)‘MA( t)]. Hence B’ 
vech A4 corresponds to a positive matrix if A4 is positive. Thus the above assertion 
is proved if one can find a (real) positive matrix M such that (vech M)‘U-’ has its 
first s elements non identically zero. This is always possible since any (real) symmetric 
matrix can be expressed as the difference between two positive matrices (take M a 
positive definite matrix; then for any symmetric matrix S, MC = M + S/c, c > 0 will 
be positive for sufficiently large c and S = CM, - CM). The proof is thus completed. 
Proof of Lemma 4. The main idea is borrowed from Feigin and Tweedie (1985). In 
the first stage, we use (12) to show that starting at any z, the process will reach any 
neighborhood of 0 in a finite number of steps with positive probability. In the second 
stage, we show, n, x1,. . . , x,, z, being as in (13), that the conditional distribution 
of Z(n), given Z(0) = z and a realisation of u(t), I = 1,. . . , n, admits a positive 
density in some neighborhood of z, for all z, u(l), . . . , u(n) in some neighborhood 
of 0, X] , . . . , x,. Since xi is in the support of the distribution of u(t), any neighbor- 
hood of it contains u(t) with positive probability, giving the result. 
BY Lemma 1, Ila(u(r), 0)11+,2 < 1 for some vector norm I&, hence by continuity, 
there exist T < 1, S > 0 such that ]I a( u( t), y) II < r, for all )I y II < S. On the other hand, 
the conditional expectation of @[Z(t)]’ given Z( t - 1) = z, u(t) = y, which is the 
expectation of $[a(u( t), y)z+ b(y)] *, is bounded by {r+(z) + I+%[ b( y)]}*, and hence 
the conditional probability that it is greater than the above expression is not equal 
to 1. For any E > 0, take 6’~ 6 such that $[ b( y)] s E( 1 - t-)/2 for all II y I] < S’, then 
since Ilu(t C 6’ with positive probability, +[Z( t) J 6 r$[Z( t - l)] + E( 1 - r)/2 and 
hence @[Z(m)] G r”t,h[Z(O)]+~,” ri&(l - r)/2 with positive probability. The last 
expression is bounded by r”‘t,!t[Z(O)] + c/2, which is less than E for m sufficiently 
large, giving the first assertion. 
To proceed further, we shall use the following technical result. Let f be a 
continuously differentiable function from a neighborhood of (y, u) in R” x R”, to 
Rd, d 4 n, such that the matrix of derivatives off with respect to its first n variables, 
evaluated at ( y, u), is of full rank. Let Y be a random vector with a positive density 
in a neighborhood V of y. Then there is a neighborhood U of u in R” and a 
neighborhood W of f(y) in Rd such that f( Y, u) admits a density in W, for all 
u E U. To prove this result, suppose, without loss of generality, that the first d 
columns of the matrix of derivatives off are linearly independent, and define the 
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function F = (F,, . . . , F,,,,) by &( y, U) =A( y, U) for i S d, =yi for d < i S n, =Ui-_n 
for n < i G n + m. Then the matrix of derivatives of F is nonsingular at ( y, U) and 
by continuity also in a neighborhood of ( y, u). From the inverse function theorem, 
there exists an open neighborhood N of (y, u) in R” x R” such that F maps N 
bijectively onto an open subset of R”+“. Clearly, N can be choosen such that F(N) 
is of the form Wx w’ x U, W, W’, U being in Rd, R”-d and R” respectively, and 
N is contained in V x U. By the construction of F, the function F = (F, , . . . , F,,) 
must map bijectively N, = (y: ( y, u) E N} onto W x w’. Since the Jacobian of 
fi’(. , u) is positive on N,, for all u E U, the random vector P( Y, u) has positive 
density on W x W’, for all u E U, and hence the f( Y, u) has positive density on W, 
giving the result. 
Let us return to the proof of the Lemma. Let JI: be the function of 
nl,=.., 71i9513.. . , 4, z, defined recursively by fo= z,A = U([i;., ni)fiel + b(Ti)s Then 
the conditional distribution of Z(n), given Z(0) = z and a realization [i of u(i), i = 
1 9 . . . 9 n,isthedistributionoff,(u(l) ,..., v(n),tl,. . . , &, z). A simple computation 
shows that the matrix of derivatives ofA with respect to its first i variables, evaluated 
atYl,...,Yi,xl,e.., xi, 0 is given by the recursion 
j = bi(xi, Yil.Ll+ d(Yn) ( a(xi, YilLl 
and hence that offn is the one in (13). From the result just proved, the conditional 
distribution of Z(n), given Z(0) in some neighborhood of 0, and a realization of 
u(i) in some neighborhood of xi, i = 1,. . . , n, has positive density in some fixed 
neighborhood of z,. This completes the proof. 
Appendix: Markovian representation of bilinear models 
For convenience, we shall rewrite the model (1.1) in the form 
X(t)= 5 a,X(t-i)+e(t)+ i b,e(t-i) 
i=l i=l 
+ i s b,e(t-k)X(t-j-k)+ $ 5 bLje(t-j-k)X(t-k). 
j=O k=l j=l k=l 
We shall show that this model admits the representation X(t) = 
HZ(t-l)+e(t),Z(t)=A(t)Z(t-l)+~(t),A(t),5(t) being a matrix and a vector 
of polynomials in e(t) of degrees P’ + 1 and P’ + 2 respectively. Let n = 
max( p, P + q, P + Q, P + Q’), m = n - max( q, Q, Q’), and extend the definition of the 
aj, b,, b,, b> by putting them to zero whenever undefined. Define the vector Z”‘(t) 
with components Z$“‘( t) = X( t - m + i), 1 s i s m, and 
Z’,“ki(t)= i akX(t+i-k)+nfm b,+ i b,X(t+i-j-k) 
k=i k=i [ 1 e(t+i-k) j=O 
b,e(t+i-j-k) X(t+i-k), lSi<n-m. 1 
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Then, by the same argument as in Pham (1985), X(t) =Z’,“!,(t - l)+ e(t) and 
Z”‘(t) = [A+ Be( t)]Z’“‘( t - 1) + Ce( t) + De( t)’ 
+Fe’l’(t-l)[Z’o’ (f-l)+e(t)] WI+, 
where A, B, C, 0, F are matrices or vectors and eck)( t) = e(t), . . . , e( t + k - P’))‘. 
Define 
Z”‘(t) = (Z’“‘(t), e(‘)(t), Z’,“!,( t)e(l)( t))‘, 
Z’k’(q = (ZV-1) (t),Z(k-‘)(f)@e(k)(t))‘, k= 1,. . . , P’, 
where (x, y) denotes the concatenation of the vectors x, y and x@y the vector with 
components xaj. We claim that 
Z’k-‘)(f)=Pk(f)Z(k)(t-l)+Qk+i(f), k=l,...,P’, 
where Pk and Qk+l are matrices and vectors of polynomials in e(t) of degree k and 
k + 1 respectively. Indeed, the result is already proved for k = 1, and if it is true for 
k, it will be true for k + 1 since 
elk’(t) = e(t), e~$\(t)=e,(k+‘)(t-l), lGjSP’-k, 
and hence it is true for k < P’ by induction. Taking Z(t) = ZcP”(t) = 
(Z (P’-l)(t), z(P’-1) (t)e( t)) gives the desired representation. 
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