Abstract. In this paper, we prove ℓ p -improving estimates for the discrete spherical averages and some of their generalizations. At first glance this problem appears trivial, but upon further examination we obtain interesting, nontrivial bounds. As an application we give a new estimate for the discrete spherical maximal function in four dimensions. Throughout the paper we focus on the analogy with Littman's result for continuous spherical averages, describing general principles in the area of 'discrete analogues'.
Introduction
We recall Littman's L p (R d )-improving result for spherical averages from [Lit73] . For d ∈ N with d ≥ 2 and functions f : R d → C define the spherical average (over the unit sphere) by
Af (x) :=
where dσ is the Euclidean surface measure on the unit sphere S d−1 in R d .
Littman. If A is the averaging operator over the unit sphere, then
(1)
.
In this note we will be interested in estimates for the discrete spherical averages which are analogous to (1). Suppose that d ≥ 2. For λ ∈ N and functions f :
whenever N d (λ) := #{y ∈ Z d : |y| 2 = λ} is non-zero. In other words A λ is the convolution operator with the discrete (or more appropriately named "arithmetic") probability measure
Note that when d ≥ 5 and λ ∈ N, we have that 100
2 ; the same is true when d = 4 and λ is also odd. Several years ago Jim Wright asked the author: What is ℓ p improving for the discrete spherical averages? We interpret his question as the following.
Question 1 (Jim Wright). When are there exponents 1 ≤ p, q ≤ ∞ and a constant C = C d,p,q , possibly depending on d, p, q but independent of λ such that
On the one hand, unlike the continuous case in R d , we do not have the dilational symmetry to exploit; this is why we want (2) to hold uniformly for λ ∈ N instead of formulating the question for the unit sphere (λ = 1) as stated in Littman's result. On the other hand, we may quickly obtain some trivial off-diagonal results by using the contraction inequality
and the nesting property of ℓ p -spaces
to see that (2) is true for all λ for 1 ≤ p ≤ q ≤ ∞ with C = 1. This makes Question 1 trivial. Consider the following two examples. In the following two examples assume for simplicity that d ≥ 5 and λ ∈ N is large.
Example 1 (δ-function). Take f to be the delta function at the origin. Then A λ f is supported on the sphere of radius √ λ and has height N d (λ)
2 . Therefore,
Example 2 (big ball-function). Take f to be the indicator function of a ball of radius R √ λ. Then A λ f is supported on the ball of radius R + √ λ √ λ and has height 1 for a large chunk of it. Therefore,
Here we immediately see that we must have q ≥ p to satisfy (2). Combining these two we see that for 1 ≤ p ≤ 2:
≤ p ≤ 2 which would go beyond Theorem 1. Intriguingly, Kesler-Lacey [KL18] showed that (7) fails for p < d+1 d−1
. Moreover [KL18] removed the ǫ-loss in (7) for
Remark 1.2 (Comparison to Kesler-Lacey). We encourage the reader to read Kesler-Lacey's very interesting work [KL18] which appeared independently of this paper. Kesler-Lacey also considered ℓ p (Z d )-improving inequalities for discrete spherical averages. Their results for discrete spherical averages are sharper and more detailed than those considered here, and their focus is on using these estimates to deduce 'sparse bounds'. The question of sparse bounds is not considered here.
As the reader may compare, the ideas in [KL18] -for proving ℓ p (Z d )-improving inequalities for discrete spherical averages -are very similar to those here. Their methods may appear more complicated due to the use of the Ramanujan bound from [Bou85, Hug14] . We point out that the Ramanujan bound first appeared in Bourgain's work on restriction of the parabola to the integer lattice to remove an ǫ-loss there, and the Ramanujan bound was first adapted to the context of spherical averages in my work on sparse maximal functions [Hug14] .
For many discrete analogues in harmonic analysis not only are the statements of theorems analogous, but there is also an analogy between their proofs. In short one may often replace the sobriquets 'major arcs' and 'minor arcs' of the circle method with 'low frequencies' and 'high frequencies' respectively. Ostensibly, all frequencies in the torus are low ferquencies since the torus is compact; but unfortunately, this perspective is insufficient to treat many problems. By recalibrating this perspective to our analogy we may import intuitions and paradigms from continuous Euclidean harmonic analysis to discrete Euclidean harmonic analysis via the circle method. By way of this analogy one sees that the circle method is akin to Littlewood-Paley theory.
Throughout the paper we emphasize the analogy with the Euclidean theorems and their proofs. To do so, we introduce a couple principles which serve as the starting point for most results of discrete analogues in harmonic analysis, albeit combined with ever-increasing technique. Hopefully this provides intuition for the reader while reading the discrete analogues literature as this paradigm is implicitly the starting point for many proofs.
1.1. Organization of the paper. The paper is organized as follows. Section 2 sets some notation used throughout the paper. Section 3 generalizes Theorem 1 to nice, positive definite hypersurfaces. Section 4 includes a proof of Littman's result and gives the analogous discrete proof; this is weaker than Theorem 1. Section 5 includes a weaker proof of Littman's result and gives the analogous discrete proof; this is yields Theorem 1. Section 6 proves bounds for dyadic discrete spherical maximal functions and the discrete spherical maximal function in four dimensions. Section 7 concludes with a few questions.
Notation
We introduce here some notation that will simplify our exposition.
• We will write f (λ) g(λ) if there exists a constant C > 0 independent of all λ under consideration (e.g. λ in N or in Γ Q ) such that
Furthermore, we will write
• There will be several ǫ-losses that arise. Rather than writing "for all ǫ > 0 ..." we will write f (λ)
for all ǫ > 0; the implicit constants are allowed to depend on ǫ but not on λ. For instance the conclusion of Theorem 2 may be more succintly written as
• Subscripts in the above notations will denote parameters, such as the dimension d or degree k of a form Q, on which the implicit constants may depend.
It will be clear from context as to which group the convolution takes place.
• e (t) will denote the character e −2πit for t ∈ R or T • For a function f :
The basic paradigm
In this section we will discuss the basic paradigm, inroduced by Bourgain in his work on pointwise ergodic theorems (see [Bou88] ), underlying many works in "discrete analogues in harmonic analysis". The paradigm is that Littlewood-Paley theory, or more generally frequency analysis in R d should be replaced by the circle method for problems of an arithmetic nature. In this paradigm the role of low frequencies in R n is played by major arcs in the circle method while the role of high frequencies is played by the minor arcs. To introduce this paradigm we give a result, more general than Theorem 1, whose proof is slightly simpler than the proof of Theorem 1. The statement of this result requires a brief set-up.
Throughout
, where x = (x 1 , x 2 , . . . , x d ), will denote an integral, homogeneous form, and k will denote the degree of the form Q. We assume that k ≥ 2 and a natural number. Let V Q (C) := {x ∈ C d : ∇Q(x) = 0} denote the singular locus of the form Q. We will say that a homogeneous, integral form is non-singular if it satisfies Birch's criterion:
The notion of dimension 'dim C (V Q (C))' can be taken to be the algebraic dimension of the complex variety V Q (C) or the Hausdorff dimension as the two coincide in our setting. When (8) is satisfied, Birch [Bir61] tells us that there exists a positive constant C Q depending on the form Q so that
for all λ ∈ Γ Q where Γ Q is some infinite arithmetic progression in N that depends on the form Q. Following Magyar [Mag02] , we will call any such arithmetic progression Γ Q a set of regular values for Q. Consequently, the averages
make sense for all λ ∈ Γ Q and functions f :
In this setting, our trivial bound (5) becomes
As before this follows from Young's inequality and Birch's estimate for N Q (λ). For a non-singular, homogeneous, integral form define the parameters
The Birch-Magyar non-singularity criterion (8) implies that γ Q > 0. Also, we assume that
The following result gives an improvement over the trivial bound when p is close to 2 and k ≥ 3. It does not give an improvement when k = 2; we wil address this in subsequent sections.
Theorem 2. Let Q be a non-singular, homogeneous, integral form in d variables of degree k and Γ Q a set of regular values for Q. If 1 < p < 2, then for each ǫ > 0 there exists a constant C ǫ,Q,p independent of λ ∈ Γ Q so that for all λ ∈ Γ Q , we have
The following proposition is motivated by proofs of Littman's theorem and its variants. These proofs proceed by frequency decomposing the spherical average into pieces and finding
estimates with which to interpolate. The following proposition codifies this technique and reduces the proof of Theorem 2 to four such estimates which we will establish shortly. Proposition 1. Suppose that a linear operator A λ = M λ + E λ decomposes into the sum of two linear operators M λ and E λ so that the following three estimates hold with implicit 5 constants uniform in λ:
Proof. The proof is a simple interpolation exercise. First (13) and (14) combine to imply that
We interpolate this with (12) to find
Similarly, (11) and (12) imply that
Interpolating this with (14), we find
Adding these two bounds we obtain the lemma.
Since our averages are given by convolution with a probability measure, (13) is always true with the implicit constant taken to be 1. We already established that (11) holds with α := α Q by Birch's theorem and Young's inequality. Our task is to find the remaining two bounds (12) and (14). Fortunately bounds of the form (14) are proved by Magyar in the literature. We will recall these in a moment. Bounds of the form (12) essentially apear in the literature for forms Q(
In particular, see [Ion04] when k = 2 and [Hug17] when k ≥ 3. We will generalize those bounds to the forms considered here.
The heavy lifting in our thoerem lies in a decomposition of Magyar for the averages A 
where Λ = 2 j is the dyadic integer satisfying 2 j−1 ≤ λ < 2 j and M Q,a/q λ is the convolution operator corresponding to the Fourier multiplier 
This is encoded in the proofs of Propositions 3 and 4 in [Mag02] . One key difference in this paper is that our main term M Q λ is a finite sum depending on λ, and so we do not need (2.17) of Proposition 4 in [Mag02] . Meanwhile the estimates (2.15) and (2.16) of Proposition 4 in [Mag02] are superior to the minor arc estimate of Proposition 3 in [Mag02] . Therefore the minimal exponent which defines γ Q comes from the minor arc estimate; this is the one given in its definition above.
Let K Q,a/q λ denote the kernel (with domain Z d ) associated to the Fourier multiplier M Q,a/q λ (whose domain is T d ). In tandem with Magyar 1 we will prove the following lemma to give bounds of the form (12). Proof. Fix a form Q satisfying the hypotheses of the lemma. We drop the dependence on Q in our notation in order to simplify it. By Young's inequality, we have that
Applying this, our task is to show that
To prove this we will establish the identity:
By Fourier inversion, our kernel is
The second equality follows since there is only a single term in the sum for each ξ while the thrid follows from writing every m ∈ Z d as qn + b for some n ∈ Z d and a representative b ∈ {0, 1, . . . , q − 1} d which we identify with (Z/q) d . Using the well-known translation, modulation and dilation symmetries of the (inverse) Fourier transform, we have
The identity (16) immediately follows since
We leave this calculation to the reader since its just the inverse (Z/q) d -Fourier trasform of a (Z/q) d -Fourier trasform. With (16) in hand, we sum over a ∈ (Z/q) * to deduce that
By well-known estimates for the continuous spherical measure, we have
for all t > 0 and x ∈ R d . This implies that
Now summing over moduli q ≤ Λ 1/k , we find that
Theorem 2 immediately follows. We demonstrate this perspective by comparing our proof of Theorem 1 to a proof of Littman's L p -improving result for spherical averages.
4.1. A proof of Littman's L p -improving result. Actually, we only prove the restricted weak-type result which is slightly weaker than Littman's result of [Lit73] . To be precise, let X ⊂ R d be a measurable set of finite Lebesgue measure and let 1 X be its characteristic function. Also let |X| denote its Lebesgue measure. Recall that dσ denotes the Euclidean surface area measure on the unit sphere and Af := f * dσ is the spherical average of f over the unit sphere. A sublinear operator U is restricted weak-type (p, q) with constant C if
This is equivalent to
We prove the following restricted weak-type (
Littman (Restricted weak-type estimate). For all 0 < T ≤ 1 and finite measurable sets
for some implicit constant independent of T and X.
Remark 4.1. We use the following technique which I believe is also due to Littman. Unfortunately, I was unable to access [Lit73] to confirm this. However, the following technique was used by Bourgain in [Bou93] to prove that the spherical maximal function is restricted weak-type at the endpoint when d ≥ 3, and similarly by Ionescu for the discrete spherical maximal function when dgeq5. In an unpublished proof Carbery 1 used this to prove TomasStein bound for Fourier restriction of the sphere. See [HL14] for a version of Carbery's argument for the discrete parabola. For our purposes this technique is a slightly more robust version of Proposition 1.
Proof. Define M L and E L as the convolution operators defined by the following Fourier multipliers
We choose L = cT /3|X| for some constant c > 0 depending on the implicit constant in (17) so that |{|M L 1 X | > T /2}| = 0. Using well-known estimates for the decay of the the spherical measure's Fourier transform (see [Lit73] ), we have
1 Personal communication.
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Therefore for any 0 < T ≤ 1, the Chebychev-Markov inequality implies
Plugging in our choice of L = cT /3|X| we have
Combining these estimates we see that
In our decompositions above we chose the notation M L and E L as sobriquets for the terms 'main term' and 'error term' respectively. However the reader should notice that in our proof of Littman's result M L is the 'low frequency' piece of the averaging operator while E L is the 'high frequency' piece where the distinction separating low and high is determined by our function 1 X and the level threshold T . Meanwhile in the proofs of Theorems 1 and 2 M λ and E λ came from the major arcs and minor arcs respectively. This matches with the principle: major arcs are the low frequencies and minor arcs are the high frequencies.
4.2.
The analogous proof for discrete spherical averages. We start by noting that Theorem 2 does not improve upon the trivial bound for p close to 2 when our for Q(x) is taken to be the sum of squares (which means that our averages are the discrete spherical averages). Therefore Theorem 2 does not imply Theorem 1. In this section we will prove a corollary of Theorem 1 by emulating the above proof for Littman's result. The corollary may be obtained from Theorem 1 by interpolating with the above
bound. This corollary will also be a resticted weak-type ( d+1 d
, d + 1) result. For this point we recall that we might have naively, but incorrectly, expected
Our estimate below achieves this bound with a loss of a factor of λ 1/2 . Our approach in this section differs from the previous section by making use of an important observation due to Bourgain, and which pervades the subject. We state this as the principle: there is slack in the Euclidean place. In Section 3 we viewed of our main term M λ as the low-frequency piece. In this section, we refine our point of view in order to decompose our main term M λ into low and high frequency pieces in order to exploit the decay of the real Fourier transform of the spherical surface measure. 
Our proof uses the low/high frequency decomposition in [Hug17] which was inspired by [Ion04] as well as Magyar's Kloosterman refinement for the discrete spherical averages in [Mag02] . We now recall a decomposition of Magyar which, for the discrete spherical averages, improves the β Q in Magyar 1. 
For the estimate (20), see (1.9) of Lemma 1 in [Mag07] . When comparing, note that we have normalized our surface measure to be a probabilty measure.
Proof of Corollary 1. Our estimate (19) is equivalent to
where our notation " " hides ǫ-losses in λ only. For 2 j ≤ q < 2 j+1 where j ∈ N ∩ [0, 1 2 log 2 λ], let ∆ j > 0 decompose each of the main terms M q λ into a low frequency piece and a high frequency piece by defining
and M q,high λ
for q ∈ N. Kloosterman sums satisfy the famous Weil bounds:
Here (a, b) represents the greatest common divisor of two integers a, b.
If q ≤ ∆ j ≤ √ λ, then our mutliplier M q,low is a 'low-frequency' piece because the localizing factor Ψ( . From (17) we have
By Young's inequality this implies that
We also have the following Kloosterman bound for the high frequency multiplier which follows from the Weil bound (21) and the Magyar-Stein-Wainger transference principle (see [MSW02] ):
Plancherel's theorem implies that
Ignoring the factors of ∆ j , we see that the power of 2 decays as the modulus increases with q = 1 or j = 0 giving the biggest contribution.
Using the restricted weak-type argument we find that
T , the low-frequency piece is too small which implies that the exceptional set is empty and therefore we have
Summing over 2 j ≤ √ λ, we find that
We almost have the statement of our corollary but A λ is replaced by M λ at the moment. Luckily the error term satisfies a better bound. One may see this by interpolating Magyar's ℓ 2 (Z d ) bound for the error term with the trivial ℓ 1 (Z d ) → ℓ ∞ (Z d ) bound for it.
5. The discrete spherical averages: Take 2
We give another proof of Littman's result. The proof relies on a (now standard) dyadic frequency decomposition of the spherical measure into Littlewood-Paley pieces, finding L 1 → L ∞ and L 2 → L 2 bounds on each dyadic band of frequencies, interpolating and summing 12 over the dyadic bands. We then give the analogous proof for discrete spherical averages. An interesting contrast to the previous section is that the corresponding notion of a dyadic frequency band in our decomposition of the discrete spherical measure is played by a dyadic collection of moduli. This brings us to our third principle: dyadic collections of moduli act as frequency bands.
5.1. Another proof of a weak version of Littman's result. This time we prove an even weaker result: for all p
Proof. Let Φ 0 = Ψ from Section 3 and for j ∈ N, let Φ j (ξ) := Ψ(ξ/2 j ) − Ψ(ξ/2 j−1 ). For j ∈ N ∪ {0}, define A j as convolution operator on functions from R d → C given as the inverse Fourier transform of the Fourier multiplier A j (ξ) := Φ j (ξ) dσ(ξ).
Using (17) again, we have that
And decay of the Fourier transform of the spherical measure implies
Interpolating between these two bounds we find that for p ′ > d + 1, there exists a δ p > 0 such that
Summing over j we obtain (26).
5.2. Proof of Theorem 1. The proof of this is a simple interpolation. Since |c q (N)| < q, we have
We also have the following Kloosterman bound for the high frequency multiplier: 
