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Pathwise uniqueness for stochastic differential equations
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Abstract
Based on the weak existence and weak uniqueness, we study the pathwise uniqueness
of the solutions for a class of one-dimensional stochastic differential equations driven
by pure jump processes. By using Tanaka’s formula and the local time technique, we
show that there is no gap between the strong uniqueness and weak uniqueness when
the coefficients of the Poisson random measures satisfy a suitable condition.
Keywords: Pure jump process, weak uniqueness, Tanaka’s formula, pathwise uniqueness,
local time.
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1 Introduction
In the study of stochastic equations, it is common to distinguish between strong uniqueness
and weak uniqueness of solutions. Roughly speaking, strong uniquenss asserts that two so-
lutions on the same probability space with the same stochastic inputs agree almost surely
while weak uniqueness asserts that two solutions agree in distribution. Yamada and Watan-
abe [7] proved that weak existence and strong uniqueness imply strong existence and weak
uniqueness. Engelbert [2] extended this result to a somewhat more general class of equations
and gave a converse in which the roles of existence and uniqueness are reversed, that is, weak
uniqueness and strong existence imply strong uniqueness. A general version of the Yamada-
Watanabe and Engelbert results which apply to a wide variety of stochastic equations was
given by Kurtz [3].
We study the solutions of the stochastic differential equations (SDEs) driven by pure
jump processes. Suppose that U0 and U1 are complete separable metric spaces, and that
µ0(du) and µ1(du) are σ-finite Borel measures on U0 and U1, respectively. The coefficients
∗This research is supported by Macao Science and Technology Fund FDCT 025/2016/A1.
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2g0(x, u) and g1(x, u) are Borel functions on R× U0 and R× U1, respectively, which have at
most countably many discontinuous points, and satisfy the following condition:
(1.a) For any fixed u, gi(x, u) + x, i = 0, 1, are non-decreasing in x ∈ R.
Let {p0(t)} and {p1(t)} be (Ft)-Poisson point processes on U0 and U1 with characteristic
measures µ0(du) and µ1(du), respectively. Suppose that {p0(t)} and {p1(t)} are independent
of each other.
Let N0(ds, du) and N1(ds, du) be the Poisson random measures associated with {p0(t)}
and {p1(t)}, respectively. Let N˜0(ds, du) be the compensated measure of N0(ds, du). By a
solution of the SDE
Xt = X0 +
∫ t
0
b(Xs)ds+
∫ t
0
∫
U0
g0(Xs−, u)N˜0(ds, du) +
∫ t
0
∫
U1
g1(Xs−, u)N1(ds, du), (1.1)
we mean a ca`gla`d and (Ft)-adapted process {Xt} that satisfies the equation almost surely
for every t ≥ 0.
In this work we consider the pathwise uniqueness for the solution of (1.1). We assume that
the weak existence and the weak uniqueness have already been known. Actually, this work is
motivated by an unsolved problem in Etheridge and Kurtz [1] where a system of stochastic
equations arisen from a population genealogic model. Weak existence of solutions of the
system follows by approximation, while weak uniqueness holds for every single euqation in
the system. They point out that such weak uniqueness for a single equation does not imply
weak uniqueness for the system while strong uniqueness for each single equation would give
strong uniqueness for the system. They proved the uniqueness of the system of SDEs when
there are only finite many jumps in any finite time interval. However, the uniqueness problem
for the system of SDEs under the weaker conditions which allows infinitely many very small
jumps in a finite time interval was left open. Since the weak uniqueness holds for every
equation, we thus proceed to considering its strong uniqueness. Inspired by the work of
Zheng et al [8], we prove the strong uniqueness for the case of d = 1, where d is the spatial
dimension in their model.
In the book [5] of Revuz and Yor, it is proved that the weak uniqueness together with the
local time condition, that is, the local time at 0 of the difference of two solutions vanishes,
then the pathwise uniqueness holds. They considered the equations driven by continuous
semimartingales. Zheng et al [8] extended this result to a more general class of SDEs with
jumps. From the above statement, it is obvious that there is a gap is between the weak
uniqueness and strong uniqueness for general stochastic equation. What may seem surprising
in the results we are about to prove is that we get strong uniqueness directly when the weak
uniqueness holds for SDEs driven by pure jump processes. One can also observe that in this
case the maximum of any two solutions of the equation remains a solution, which is usually
not true for SDEs driven by Brownian motion due to the appearance of a local time.
This paper is arranged as follows: In Section 2 we prove the pathwise uniqueness by using
Tanaka’s formula and the local time technique. Then an example from [1] which motives our
research is discussed in Section 3.
32 Pathwise uniqueness
In this section, we discuss the pathwise uniqueness of the equation (1.1) based on its weak
existence and weak uniqueness.
We first state Tanaka’s formula and an important Corollary whose proofs can be found
on page 219 of Protter [4]. These two results are then used to prove that the maximum of
two solutions of (1.1) is also a solution. Finally, combining with the weak uniqueness, we
obtain the strong uniqueness of the solution to (1.1).
Tanaka’s Formula: Let X be a semimartingale and let La be its local time at a ∈ R.
Then,
(Xt − a)
+ − (X0 − a)
+ =
∫ t
0+
1{Xs−>a}dXs +
∑
0<s≤t
1{Xs−>a}(Xs − a)
−
+
∑
0<s≤t
1{Xs−≤a}(Xs − a)
+ +
1
2
Lat .
Corollary 2.1. Let X be a semimartingale with local time (La)a∈R. Let g be a bounded Borel
measurable function. Then,∫ ∞
−∞
Lat g(a)da =
∫ t
0
g(Xs)d[X,X ]
c
s, a.s.
The following result is the key of this article.
Proposition 2.1. If X1 and X2 are two solutions of (1.1) such that X10 = X
2
0 a.s., then
X1 ∨X2 is also a solution of (1.1).
Proof. We only need verify that X1t ∨ X
2
t satisfies (1.1) for t ≤ T for any fixed T . Denote
X = X2 −X1. It is clear that [X,X ]c = 0. Applying Corollary 2.1 to g(a) = 1, we have∫ ∞
−∞
LaTda = 0 a.s.,
and hence, ∫ ∞
−∞
ELaTda = 0.
Let N = {a ∈ R : ELaT 6= 0}. Then, Leb(N ) = 0. Since L
a
t is non-decreasing in t, for any
a ∈ N c, we have
P (Lat = 0, ∀t ≤ T ) = 1.
Now we choose a sequence {an} ⊂ N c decreasing to 0.
4Since X = X2 −X1 is a semimartingle, by Tanaka’s formula, we have
X1t ∨ (X
2
t − an) = X
1
t + (Xt − an)
+
= X1t +
∫ t
0+
1(Xs−>an)dXs +
∑
0<s≤t
1(Xs−>an)(Xs − an)
−
+
∑
0<s≤t
1(Xs−≤an)(Xs − an)
+, a.s. (2.2)
Letting n tends to infinity, we have
X1t ∨X
2
t =X
1
t +
∫ t
0+
1(Xs−>0)dXs +
∑
0<s≤t
1(Xs−>0)X
−
s
+
∑
0<s≤t
1(Xs−≤0)X
+
s . (2.3)
Denote by D0 and D1 all jumping times of N0 and N1, respectively. Then
Xs = Xs− +∆Xs
= Xs− +
(
g0
(
X2s−, p0(s)
)
− g0
(
X1s−, p0(s)
) )
1D0(s)
+
(
g1
(
X2s−, p1(s)
)
− g1
(
X1s−, p1(s)
) )
1D1(s).
Since g0(x, u) and g1(x, u) satisfy Condition (1.a), then
1(Xs−>0)X
−
s =
(
X2s− −X
1
s−
)−
1(X2s−>X1s−)1(D0∪D1)
c(s)
+
(
X2s− −X
1
s− + g0
(
X2s−, p0(s)
)
− g0
(
X1s−, p0(s)
))−
1(X2s−>X1s−)1D0(s)
+
(
X2s− −X
1
s− + g1
(
X2s−, p1(s)
)
− g1
(
X1s−, p1(s)
))−
1(X2s−>X1s−)1D1(s)
= 0,
and hence, ∑
0<s≤t
1(Xs−>0)X
−
s = 0. (2.4)
Similarly, ∑
0<s≤t
1(Xs−≤0)X
+
s = 0. (2.5)
Plugging (2.4) and (2.5) into (2.3), we get
X1t ∨X
2
t = X
1
t +
∫ t
0+
1(Xs−>0)dXs. (2.6)
Replacing X is by
X i0 +
∫ t
0
b(X is)ds+
∫ t
0
∫
U0
g0(X
i
s−, u)N˜0(ds, du) +
∫ t
0
∫
U1
g1(X
i
s−, u)N1(ds, du), i = 1, 2,
5we can continue (2.6) with
X1t ∨X
2
t =X
1
0 +
∫ t
0
b(X1s )ds+
∫ t
0
∫
U0
g0(X
1
s−, u)N˜0(ds, du) +
∫ t
0
∫
U1
g1(X
1
s−, u)N1(ds, du)
+
∫ t
0
1(X2s>X1s )(b(X
2
s )− b(X
1
s ))ds
+
∫ t
0+
∫
U0
1(X2s−>X1s−)(g0(X
2
s−, u)− g0(X
1
s−, u))N˜0(ds, du)
+
∫ t
0+
∫
U1
1(X2s−>X1s−)(g1(X
2
s−, u)− g1(X
1
s−, u))N1(ds, du). (2.7)
Simplifying (2.7), we have
X1t ∨X
2
t =X
1
0 ∨X
2
0 +
∫ t
0
(
1(X2s≤X1s )b(X
1
s ) + 1(X2s>X1s )b(X
2
s )
)
ds
+
∫ t
0
∫
U0
(
1(X2s−≤X1s−)g0(X
1
s−, u) + 1(X2s−>X1s−)g0(X
2
s−, u)
)
N˜0(ds, du)
+
∫ t
0
∫
U1
(
1(X2s−≤X1s−)g1(X
1
s−, u) + 1(X2s−>X1s−)g1(X
2
s−, u)
)
N1(ds, du)
=X10 ∨X
2
0 +
∫ t
0
b(X1s ∨X
2
s )ds+
∫ t
0+
∫
U0
g0(X
1
s− ∨X
2
s−, u)N˜0(ds, du)
+
∫ t
0+
∫
U1
g1(X
1
s− ∨X
2
s−, u)N1(ds, du),
which implies that X1t ∨X
2
t is also a solution of (1.1).
Theorem 2.1. Suppose that the equation (1.1) has a weak solution. Then the weak unique-
ness for the equation (1.1) implies the pathwise uniqueness.
Proof. Suppose that X1 and X2 are two solutions of the SDE (1.1). From Proposition 2.1
we know that X1 ∨X2 is also a solution of (1.1).
Since the weak uniqueness holds for the equation (1.1), we have
L(X1t ) = L(X
2
t ) = L(X
1
t ∨X
2
t ),
where L(ξ) denotes the law of the random variable ξ. Then, E(X1t ∨ X
2
t − X
1
t ) = 0. Since
X1t ∨ X
2
t − X
1
t is a non-negative random variable, we get X
1
t ∨ X
2
t = X
1
t a.s. Similarly, we
have X1t ∨X
2
t = X
2
t a.s., which implies X
1
t = X
2
t a.s.
3 Application
In [1] Etheridge and Kurtz represented the Λ-Fleming-Viot process as the limit of an infinite
system of particles governed by SDE (4.25) (in their paper) driven by Poisson random mea-
sures. The goal of this section is to establish the pathwise uniqueness of the solution to this
SDE by making use of our results proved in last section.
6For the convenience of the reader, we now introduce Etheridge-Kurtz equation (namely,
SDE (3.7) below) briefly. Let Dy,w ⊆ R
d be the ball centered at y with radius w. Let
E = {0, 1}×D0,1×Rd× [0, 1]× [0,∞), and let ξ be a Poisson random measure on [0,∞)×E
with mean measure
ds((1− ζ)δ0(θ) + ζδ1(θ))v0,1(dv)dyν
1(w, dζ)ν2(dw),
where v0,1 is the uniform distribution on the ball D0,1, ν
2 is a measure on [0,∞) and ν1 is a
transition measure from [0,∞) to [0, 1] satisfying the following conditions∫
[0,1]×(1,∞)
ζwdν1(w, dζ)ν2(dw) <∞ (3.8)
and {∫
[0,1]×[0,1]
ζ |w|2ν1(w, dζ)ν2(dw) <∞, if d = 1,∫
[0,1]×[0,1]
ζ |w|2+dν1(w, dζ)ν2(dw) <∞, if d ≥ 2.
(3.9)
The above conditions (3.8) and (3.9) imply the existence of the stochastic integrals in the
limiting equation (3.11) below, while [6] assumes∫
[0,1]×(0,∞)
ζwdν1(w, dζ)ν2(dw) <∞. (3.10)
Define
Γk = D0,k × [0, 1]× [2
−k, 2k].
Denote z = (θ, v, y, ζ, w) and ξ(ds, dz) = ξ(ds, dθ, dv, dy, dζ, dw). The following is the SDE
we will study in this section:
X(t) = X(0) + lim
k→∞
∫
[0,t]×{0,1}×D0,1×Γk
1Dy,w(X(s−))θ (y + wv −X(s−)) ξ(ds, dz)
= X(0) +
∫
[0,t]×E
1Dy,w(X(s−))θ (y + wv −X(s−)) ξ˜(ds, dz), (3.11)
where ξ˜ is ξ centered by its mean measure.
The requirement in (3.10) implies that a point in space is involved in a birth/death event
only finitely often in a finite time interval while the weaker conditions (3.8) and (3.9) allows
infinitely many very small birth/death events. If (3.10) holds, strong uniqueness has been
proved in Lemma 4.3 of [1]. Now we are set about to prove the strong uniqueness under
conditions (3.8) and (3.9) for the case d = 1.
Theorem 3.1. The SDE (3.11) has a unique strong solution.
Proof. As they pointed out in Lemma 4.3 of [1], weak existence for SDE (3.11) follows by ap-
proximation and the weak uniqueness follows by uniqueness of the corresponding martingale
7problem (X is a Le´vy process). To prove the pathwise uniqueness, we only need to verify
the condition (1.a) for g0 defined by
g0(x, z) = 1Dy,w(x)θ (y + wv − x) .
Now, we consider the monotonicity of x+ g0(x, z) in x.
When x ∈ Dy,w, x + g0(x, z) = x + θ(y + wv − x) = (1 − θ)x + θ(y + wv), which is
non-decreasing in x.
When x /∈ Dy,w, x+ g0(x, z) = x. Then ∀x ∈ [y+w,∞), x+ g0(x, z) is non-decreasing in
(y − w,∞) if and only if
(1− θ)(y + w) + θ(y + wv) ≤ y + w.
i.e.
(1− θ)w + θwv ≤ w ⇔ (v − 1)θ ≤ 0,
(v − 1)θ ≤ 0 does hold since v ∈ [−1, 1], θ ∈ {0, 1}.
Similarly, it is easily to check
(1− θ)(y − w) + θ(y − wv) ≥ y − w, ∀x ∈ (−∞, y − w)
which implies x + g0(x, z) is non-decreasing in (−∞, y + w). Consequently, x + g0(x, z) is
non-decreasing in x.
By Proposition 2.1 and Theorem 2.2, we conclude that (3.11) satisfies strong uniqueness
under conditions (3.8) and the case of d = 1 in (3.9). Hence, the strong uniqueness holds for
the system.
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