Let A be an n × n nonnegative irreducible matrix, let A[ ] be the principal submatrix of A based on the nonempty ordered subset of {1, 2, . . . , n}, and define the generalized Perron complement of
Introduction
In this paper the following notations are considered and used. Let R n×n , R n×n and R n×n > denote the sets of all n × n real matrices, all n × n real nonnegative matrices and all n × n real positive matrices, respectively. For A, B ∈ R n×n , we denote by A > B that each entry of the matrix A − B is nonnegative, and A − B has at least one positive entry. For an arbitrary matrix A = (a ij ) ∈ R n×n , let A T denote the transpose of A and Let N = {1, 2, . . . , n}. Let denote a nonempty ordered subset of N and = N \ , both consisting of strictly increasing integers. We also denote the submatrix of the matrix A whose rows and columns are determined by and , respectively, in A [ , ] . The matrix A[ ] is just equal to the matrix A [ , ] , the principal submatrix of A based on . For a nonnegative irreducible matrix A ∈ R n×n , a fundamental matrix problem is to locate the Perron root (A) of A. It is well known that for such a matrix A, the following inequality [1] holds:
and the equality holds in one of the bounds if and only if it holds in both. For A ∈ R n×n > , the bounds of (A) were improved by Brauer [6] . Meyer [7] defined the Perron complement and used it to compute the unique normalized Perron eigenvector of a nonnegative irreducible A. Neumann [8] used it to analyze the properties of inverse M-matrices. Fan [3] used it to derive the bounds of the Perron root of symmetric irreducible nonnegative matrices and Z-matrices. For a nonnegative irreducible matrix A, in order to obtain the bounds on (A), P t (A/A[ ]) for t (A) was first defined by Neumann [8] , followed by Lu [4] who defined and used the generalized Perron complement
which is given by
It has been show in [4] that the use of the generalized Perron complement of A[ ] can give tight bounds on (A). Lu [5] has given a new localization method that utilizes the relationship between the Perron root of a nonnegative matrix and the estimates of the row sums of its generalized Perron complement. The main results in [5] can only obtain a tight upper bound or a tight lower bound of (A), respectively. In this paper, however, we aim to solve the problems as follows. It has always been supposed that matrix A ∈ R n×n is irreducible without special specification.
Problem 1.
How to obtain a tighter lower upper bounds of (A) together by the estimates of the row sums of its generalized Perron complement?
Problem 2. How to properly choose parameters and t after to get an "optimal" lower bound and an "optimal" upper bound of (A), respectively?
This paper is organized as follows. In Section 2, we will give the lower and upper bounds on Perron root by the minimum of the given parameter t 0 and the minimum row sum of the row sums of P t (A/A[ ]) and the maximum of the given parameter t 0 and the maximum row sum of the row sums of P t (A/A[ ]), respectively. Then in Section 3, we will properly choose the parameter t after to get an "optimal" lower bound and an "optimal" upper bound (A), respectively. In Sections 2 and 3, some numerical examples are also given to show the application of the corresponding results.
The upper and lower bounds on Perron root
In this section, we will show tighter lower and upper bounds on Perron root by the minimum of the given parameter t 0 and the minimum row sum of the row sums of P t 0 (A/A[ ]) and the maximum of the given parameter t 0 and the maximum row sum of the row sums of 
Let
it follows from (2) that
z(t, ) (P t (A/A[ ])) ẑ(t, ).
By Lemma 2.1, we have
where
and
.
A tighter lower bound of (A) can be obtained by Lemmas 2.1 and 2.2.
Corollary 2.1. Let A be an n × n irreducible nonnegative matrix with n 3 and r max (A) > r min (A). If (or = N \ )
and t 0 are chosen, respectively, such that
Proof. Let and t 0 be chosen such that
it follows from Lemma 2.2 and (10) that
Thus (7), (11) and (13) give (12). This completes the proof.
Remark. and
Proof. Let and t 0 be chosen such that 0 < v 2 (t 0 , ) < 1, where
Note that
and from (14), it follows that
. By using Lemma 2.2 and (14) again, we havê
Therefore, (16) is implied by (7), (15) and (17). This completes the proof.
By using Corollary 2.1 and Lemma 2.3, we have the following result. 
Next we will consider the following examples to illustrate the results of Theorem 2.1.
Example 1.
Consider the positive matrix (see [6] or [5] ): Example 2. Consider the following 8 × 8 matrix (see [7] or [5] ): 
Example 3.
Consider an n × n positive matrix ( [7] or [5] ): From the previous examples we can see that an appropriate choice of and t 0 such that conditions (18) and (19) hold in Theorem 2.1 makes us get a tighter upper bound and a lower bound of Perron root.
The optimal choice of t after
To get better bounds, we can see from Examples 1-3 that there still exists a problem as to how the parameters t after should be chosen. In this section, we will discuss this problem.
Lemma 3.1. If A is a nonnegative irreducible matrix, then (1) z(t, ) = r min (P t (A/A[ ])) is a strictly decreasing function of t on ( (A[ ], +∞)). (2)ẑ(t, ) = r max (P t (A/A[ ])) is a strictly decreasing function of t on ( (A[ ], +∞)).
Proof. We will only prove the first part. The second part can be proved similarly. Suppose
it follows by the characters of M matrices that
This completes the proof.
By Lemma 3.1, we have
Lemma 3.2. Suppose A is a nonnegative irreducible matrix, then (1) min{t, z(t, )} is a strictly increasing function of t when (A[ ]) < t z(t, ) and is strictly decreasing function of t when t z(t, ). (2) max{t,ẑ(t, )} is a strictly decreasing function of t when (A[ ]) < t ẑ(t, ) and is a strictly increasing function of t when t ẑ(t, ).

Proof. As for the first part, when (A[ ]) < t z(t, ), we have min{t, z(t, )} = t a strictly increasing function of t. If t z(t, ), then min{t, z(t, )} = z(t, )
is a strictly decreasing function of t by using Lemma 3.1. We can prove the second part similarly and so it is omitted. This completes the proof. 
(t, )} of (A) is tightest when t satisfies t = z(t, ) and the upper bound max{t,ẑ(t, )} of (A) is tightest when t satisfies t =ẑ(t, ).
Several examples are given as follows to show the application of Theorems 2.1 and 3.1. 
by computing we get different values of z(t, ) andẑ(t, ) shown in Table 1 . From Table 1 we can see the following three facts. Firstly Example 5. Consider the matrix in Example 1. Choose = {3}, when t 0 is evaluated differently which satisfies 6 < t 0 < 10. By Theorem 2.1 we have different values of z(t, ) andẑ(t, ) shown in Table 2 . Noting that 7.0 (A) 7.5466, we get the lower bound 7.0 of (A) when t 0 = 7.0 = z(t 0 , ) and the upper bound 7.5466 of (A) when t 0 = 7.5 ≈ 7.5466 =ẑ(t 0 , ), which suggest that the results in Lemmas 3.1 and 3.2 are perfect.
Remark 3.1. It is a pity that the parameter t in Theorem 3.1 satisfying t = z(t, ) or t =ẑ(t, ) cannot always reach, respectively, for the conditions in Theorem 2.1. However, we should choose t which satisfies the conditions in Theorem 2.1 and make |t − z(t, )| smallest so that we can get a much tighter lower bound of (A). Similarly, we should choose t which satisfies the conditions in Theorem 2.1 and makes |t −ẑ(t, )| smallest so that we can get a much tighter upper bound of (A).
Example 6. Consider the positive matrix in Example 3. Choose ={11, . . . , 20}, 155 < t 0 < 165 and ={13, . . . , 20}, 174 < t 0 < 182. By Theorem 2.1 we have Table 3 . From Table 3 , we get the lower bound 44.665 of (A) when t 0 (=155.01) makes |t 0 − z(t 0 , )|(=110.345) the smallest value in Table 3 and satisfies the conditions in Theorem 2.3, and the upper bound 177.4019 of (A) when t 0 = 177.4 ≈ 177.4019 =ẑ(t 0 , ) holds, which suggest that Theorem 3.1 provides us with a good method to choose t after . 
