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ABSTRACT. We show that if (A,G, α) is a groupoid dynamical system with A
continuous trace, then the crossed product A⋊α G is Morita equivalent to the
C∗-algebra C∗(G, E) of a twist E over a groupoid G equivalent to G. This is a
groupoid analogue of the well known result for the crossed product of a group
acting on an elementary C∗-algebra.
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1. Introduction
One of the basic results in the theory of crossed products of C∗-algebras
by groups is the result, due to Green [2, Theorem 18], computing the crossed
product A⋊α G when A is elementary. The primary object of this note is to prove
an analogue, up to Morita equivalence, of Green’s result for Groupoid crossed
products.
For motivation, we recall some of the details of Green’s result. If (A,G, α) is
a dynamical system with A = K(H) for a complex Hilbert spaceH, then there is
a short exact sequence of locally compact groups
(1.1) 1 // T i // E
j
// G // 1
that arises as follows. The unitary group U(H) acts on A = K(H) by automor-
phisms, via U 7→ AdU, and by Wigner’s theorem every automorphism of A
arises in this way. The kernel of U(H)→ Aut A is the center T · IH ∼= T of U(H).
The algebraic isomorphism U(H)/T ∼= Aut A is a homeomorhism if U(H) is
given the strong operator topology. The action α : G → Aut A gives rise to the
sequence (1.1) via pullback,
1 // T i //

E
j
//

G //
α

1
1 // T // U(H) Ad // Aut A // 1.
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In other words, E is the fibered product
E := { (s,U) ∈ G ×U(H) : αs = AdU },
and E is a locally compact group if given the relative topology in G×U(H). (This
is not trivial, because U(H) is not locally compact. The construction is described
in detail in [16, §7.3 & §D.3].)
Since i(T) is central in E, every irreducible unitary representation π of E has
a single T-type; i.e., for everyπ there is an integer k ∈ Z such that π(i(z)) = zk IHπ
for z ∈ T. The unitary dual Eˆ decomposes as a disjoint union of closed subsets
according to T-type. The twisted group C∗-algebra C∗(G; E) is the quotient of
C∗(E) corresponding to T-type π(i(z)) = z¯IHπ .
Green’s result says that the crossed product A ⋊α G is isomorphic to the
tensor product C∗(G; E)⊗ A. Since A is elementary, A⋊α G is Morita equivalent
to C∗(G; E).
Wewant to exhibit the analogous result for groupoid crossed productsA ⋊α
G where G is a second countable locally compact Hausdorff groupoid and A
is an upper semicontinuous C∗-bundle of elementary C∗-algebras over the unit
space G(0). Our techniques require that the section algebra A = Γ0(G(0);A ) be a
separable continuous-trace C∗-algebra.
The groupoid analogue of central extensions of G are called either T-group-
oids over G or twists over G. A twist over G is a principal T-bundle j : E → G
where E has a groupoid structure making j a groupoid homomorphism. The
associated C∗-algebras C∗(G; E) have been extensively studied [4, 7–9]. In the
case where A = Γ0(G(0);A ) has continuous trace with trivial Dixmier-Douady
class δ(A), our main result (Theorem 4.1) says that there is a twist E over G,
analogous to (1.1), such that A ⋊α G is Morita equivalent to C∗(G; E). If δ(A) is
nontrivial, we must replace G by an equivalent groupoid G. Then we show that
A ⋊α G is Morita equivalent to C∗(G; E) for an appropriate twist E.
The converse also holds, and is much easier. In §5 we show that if E is
a twist over G, there is a Hilbert C0(G(0))-module H and an action α of G on the
generalized compactsK(H) such that C∗(G; E) isMorita equivalent toK(H)⋊α G.
Our result is closely related to the work on the Brauer group in [5]. The
Brauer group Br(G) consists of equivalence classes (appropriately defined)
of C∗-dynamical systems (A ,G, α) with a continuous trace C∗-algebra A =
Γ0(G
(0);A ). The main result of [5] is that Br(G) is isomorphic to a group
Ext(G,T) whose elements are pairs (G, E) consisting of a groupoid G that is
equivalent to G and a twist E of G, where the pairs (G, E) are subject to a subtle
equivalence relation.
The focus in [5] is on establishing a group isomorphism betweem Br(G)
and Ext(G,T), and the difficulty resides in the precise equivalence relations that
define the two groups. However, the relation between the (maximal or reduced)
C∗-algebras A ⋊α G and C∗(G; E) is not considered there.
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Our main tool here is the Equivalence Theorem for Fell bundles from [10].
This has the advantage that explicit pre-imprimitivity bimodules for our Morita
equivalences can be read off from the formulas in [10]. More significantly, it fol-
lows from [14, Theorem 14] that our results pass to the reduced algebras; that is,
we also have a Morita equivalence of A ⋊α,r G and C∗r (G, E). However, because
we use the Equivalence Theorem, all our results require separability, which is not
the case for Green’s result.
In a different context, an equivalence class of groupoids represents a stack,
and a twist over a groupoid represents an S1-gerbe. The twisted K-theory of a
stack twisted by a gerbe is, by definition, the K-theory of the reduced C∗-algebra
C∗r (G, E), where G is a groupoid representing the stack, and E is a twist of G
corresponding to the gerbe. In [15] Tu, Xu and Laurent-Gengoux consider the
twisted K-theory of differentiable stacks, i.e., the case where G is a Lie groupoid
and E is a smooth twist of G. In the language of [15], the present paper deals with
(second countable) locally compact stacks, and our results imply that, in that more
general context, the K-theory of a crossed productA ⋊α G is naturally isomorphic
to the twisted K-theory of the stack represented by G for an appropriate gerbe,
and vice versa.
2. Preliminaries
For further references and results on upper semicontinuous C∗-algebra bun-
dles and upper semicontinuous Banach bundles we refer to [16, Appendix C] and
[10, Appendix A], respectively; for groupoid crossed products, we refer to [11];
and for Fell bundles and their associated C∗-algebras, to [10].
If p : B → X is a Banach bundle, we write B(x) for the Banach space that
is the fibre of B over x. We write Γ(X;B) for the continuous sections of B, and
Γ0(X;B) and Γc(X;B) for the continuous sections vanishing at infinity or with
compact support, respectively.
We review the basic definitions for convenience. In all that follows, G will
be a second countable locally compact Hausdorff groupoid with a Haar system
{λu}u∈G(0) .
2.1. GROUPOID CROSSED PRODUCTS. A groupoid dynamical system (A ,G, α)
consists of an upper semicontinuous C∗-bundle p : A → G(0) with a continuous
left G-action
α : G ×s,p A := {(x, a) ∈ G×A | s(x) = p(a)} → A
such that for every x ∈ G the map αx(a) := α(x, a) is an isomorphism of C∗-
algebras
αx : A(s(x)) → A(r(x)).
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Then Γc(G; r∗A ) is a ∗-algebra with respect to
f ∗ g(x) :=
∫
G
f (y)αy
(
g(y−1x)
)
λr(x)(y) and f ∗(x) = αx
(
f (x−1)∗
)
.
The crossed product A ⋊α G is the completion of Γc(G; r∗A ) with respect to all
suitably bounded representations, and the reduced crossed product A ⋊α,r G is
the completion of Γc(G; r∗A ) with respect to the regular representations. (See
[11].)
REMARK 2.1 (Notation for Crossed Products). A C∗-algebra A can be given
the structure of a C0(X)-algebra if and only if there is an upper semicontinuous
C∗-bundle A so that A is C0(X)-isomorphic to Γ0(X;A ) [16, Theorem C.26]. If
(A , α,G) is a groupoid dynamical system and A = Γ0(G(0);A ), then both A ⋊α
G and A ⋊α G are used to denote the crossed product. We usually prefer the
bundle notation A ⋊α G.
2.2. TWISTS. A twist E over G, or alternatively, a T-groupoid over G, is a central
groupoid extension
(2.1) G(0) × T ι // E
j
// G.
A central extension is one such that ι(r(e), z)e = eι(s(e), z) for all e ∈ E and z ∈ T.
In particular, E admits a (left or right) T-action z · e := ι(r(e), z)e. Since (2.1)
is meant to be an extension of topologicial groupoids, we are insisting that i is
a homeomorphism onto the kernel of j, and that j is open and continuous. In
particular, E is also a principal T-bundle over G. Note that if G is a group, then
(2.1) is just a central extension of locally compact groups just as in (1.1).
As in [7, 8], we associate a C∗-algebra to a twist (2.1) as follows. We let
(2.2) Cc(G; E) = { f ∈ Cc(E) : f (ze) = z f (e) for all z ∈ T and e ∈ E }.
Then Cc(G; E) becomes a ∗-algebra with respect to
f ∗ g(e′) =
∫
G
f (e)g(e−1e′) dλr(e
′)(j(e)) and f ∗(e) = f (e−1).
The integral that defines f ∗ g makes sense because for fixed e′ ∈ E the expression
f (e)g(e−1e′) is a function of j(e) ∈ G. Its universal C∗-completion is denoted by
C∗(G; E) and its completion with respect to its regular representations is denoted
by C∗r (G; E).
EXAMPLE 2.2 (Projective Representations). Suppose that E is a twist over a
group G. Then we get a Haar measure on E = T × G as the product of Haar mea-
sures on T and G (normalized such that T has measure 1). Then multiplication
f ∗ g in Cc(G; E) can be written as an integral over E,
f ∗ g(e′) =
∫
E
f (e)g(e−1e′) dλ(e)
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In other words, Cc(G; E) is a sub ∗-algebra of the convolution algebra Cc(E). If π
is a unitary representation of E, then for f ∈ Cc(G; E) and z ∈ T we find:
π( f ) =
∫
E
f (e)π(e)dλ(e) =
∫
E
z f (z¯e)π(e)dλ(e) = z
∫
E
f (e)π(ze)dλ(e)
= zπ(z)π( f ).
In other words, if we decompose the Hilbert space Hπ according to T-type, then
the restriction of π to Cc(G; E) is zero on all subspaces, excecpt the one with T-
type π(z) = z¯IHπ . Thus, if G is a group then C
∗(G; E) is the quotient of C∗(E)
corresponding to those unitary representationsπ of E that satisfy π(i(z)) = z¯IHπ .
Central extensions of G by T are classified (up to isomorphism) by H2(G,T).
If c is a Borel cross section for j : E → G such that c(e) is the identity element of E,
then the corresponding Borel 2-cocycle ω ∈ Z2(G,T) is determined by c(s)c(r) =
ω(s, r)c(sr).
Recall that an ω-multiplier representation of G is a Borel map π¯ : G → U(H)
such that π¯(s)π¯(r) = ω(s, r)π¯(sr). Note that ω-multiplier representations of G
and are in one-to-one correspondence with unitary representations π of E that
satisfy π(i(z)) = zIH.
Therefore it is not surprising that C∗(G; E) is isomorphic to C∗(G, ω¯)where
C∗(G, ω¯) is the universal C∗-algebra for ω¯-multiplier representations of G and ω¯
is the complex conjugate of ω.
2.3. FELL BUNDLES AND THEIR C∗-ALGEBRAS. A Fell bundle over a locally com-
pact Hausdorff groupoid G is an upper semicontinuous Banach bundle p : B →
G equipped with a continuous, bilinear, associative multiplication (a, b) 7→ ab
from B(2) = { (a, b) ∈ B ×B : (p(a), p(b)) ∈ G(2) } to B such that the diagram
B(2) //
p

B
p

G(2) // G
commutes, and such that there is a continuous involution b 7→ b∗ from B to B
such that
B
b 7→b∗
//
p

B
p

G
x 7→x−1
// G
commutes, and such that, as usual,
(ab)∗ = b∗a∗.
These axioms imply that for a unit u ∈ G(0) the fiber B(u) is a Banach ∗-
algebra with respect to the inherited operations, while an arbitrary fiber B(x)
is a left B(r(x)) and right B(s(x)) bimodule. Finally, for B to be a Fell bundle
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it is required that the ∗-algebra B(u) is a C∗-algebra, while B(x) must be a
B(r(x)) – B(s(x))-imprimitivity bimodule when given inner products
B(r(x))
〈a , b〉 := ab∗ and 〈a , b〉
B(s(x))
:= a∗b.
If B is a Fell bundle over G we can make Γc(G;B) into a ∗-algebra in a straight-
forward way (provided G has a Haar system). That is, we define
f ∗ g(x) :=
∫
G
f (η)g(y−1x) dλr(x)(y) and f ∗(x) := f (x−1)∗.
We can then form the universal completion C∗(G,B) as well as the reduced one
C∗r (G,B).
Fell bundles and their associated C∗-completions include virtually all
known C∗-algebras associated to dynamical systems (see [10, §2]). We include
the examples that are relevant to our discussion here below.
EXAMPLE 2.3 (Twists Revisited). Let E be a twist over G as in §2.2. Then E is
a principal T-bundle. If we letB be the associated complex line bundle; that is, let
B be the quotient of E × C by the diagonal T-action z · (e, λ) = (ze, z¯λ). Then B
is a line bundle over G which we can treat as Fell bundle (see [10, Example 2.4]).
Note that the sections ofB correspond to continuous functions on E which satisfy
f (ze) = z¯ f (e).
Comparing the above with (2.2), it is not hard to see that C∗(B) is isomorphic to
C∗(G; Eo) where Eo is the conjugate T-bundle to E.1
To recover C∗(G; E), we work with the line bundle C associated to Eo. Note
that C can be thought of as the quotient of E × C with respect to the T-action
z · (e, λ) = (ze, zλ). Then C∗(G,C ) ∼= C∗(G; E), and it is not hard to see that
C∗r (G,C ) ∼= C
∗
r (G; E).
EXAMPLE 2.4 (Groupoid Crossed Products). Let (A ,G, α) be a groupoid
dynamical system. Then we can make B := s∗A = { (γ, a) : a ∈ A(s(γ)) }
into a Fell bundle where (γ, a)(η, b) = (γη, α−1η (a)b) and (γ, a)
∗ = (γ−1, α−1γ (a)).
Since the map (γ, a) 7→ (αγ(a), γ) is a Fell bundle isomorphism of B onto the
bundle constructed in [10, Example 2.1], it follows as in [10, Example 2.8], that
C∗(G,B) ∼= A ⋊α G. (We have used B = s∗A , rather than r∗A as in [10] as it
makes some of the formulas in §4 a bit tidier. This is also Muhly’s original formu-
lation from [6, §3].) It follows as in [14, Example 11] that C∗r (G,B) ∼= A ⋊α,r G.
1This subtlety was overlooked in [10, Example 2.9] were it is erroneously claimed to be isomorphic
to C∗(G; E). As is often the case with mathematical constructs where a choice of sign or conjugate is
involved, different authors make different choices. We have chosen to keep our notation consistent
with the published literature and not redefine C∗(G; E) to suit the present circumstances.
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3. Building the T-Groupoid
In the next section we prove that, for continuous trace A and locally com-
pact second countable G, the crossed product A ⋊α G is Morita equivalent to
C∗(G; E). In this section we construct the pair (G, E). The construction can be
summarized as follows.
If the Dixmier-Douady invariant of A is zero, then A ∼= K(H) for some
C0(G
(0)) Hilbert module H. In that case, define the T-groupoid
E := {(x,U) | U : H(s(x))→ H(r(x)) is a unitary with αx = AdU for x ∈ G}
with (x,U)(y,V) := (xy,UV). We show that C∗(G; E) is Morita equivalent to
K(H)⋊α G for both the maximal and reduced C∗-algebras.
Even if the Dixmier-Douady invariant of A is not zero, there always ex-
ists an open cover U = {Ui} of G(0) by pre-compact open sets such that the
restriction of A to each Ui has zero Dixmier-Douady invariant. Let G := G[U ]
be the groupoid with unit space G(0) := ∐Ui obtained as the pullback of G via
G(0) → G(0). As a pullback groupoid, G is equivalent to G.
The convolution C∗-algebras (maximal or reduced) of equivalent groupoids
are Morita equivalent. We show that the crossed products (maximal or reduced)
A ⋊α G and A ⋊α G are Morita equivalent, if we let A be the pullback of A via
G(0) → G(0).
By construction, A has Dixmier-Douady invariant zero, and therefore there
is a twist E such that A ⋊α G is Morita equivalent to C∗(G; E).
A technical difficulty is to provide E with the right topology, and to prove
that it satisfies the axioms of a twist. To this end we introduce two auxiliary
groupoids AutA and Iso(H ), whose construction may be of independent inter-
est.
3.1. TWO USEFUL GROUPOIDS. In this section we introduce two groupoids
AutA and Iso(H ) that are convenient in what follows. The constructions given
here are valid and may be of use in other contexts, even if A is not continuous
trace.
Let p : A → G(0) be an upper semicontinuous C∗-bundle over G(0). We
define
AutA := { (u, α, v) | α : A(v) → A(u) is a ∗-isomorphism }.
Then AutA is a groupoid with respect to the natural operations.
PROPOSITION 3.1. If p : A → G(0) is an upper semicontinuous C∗-bundle over
G(0), then AutA has a Hausdorff topology making it into a topological groupoid such
that {(ui, αi, vi)} converges to (u, α, v) if and only if
(a) ui → u,
(b) vi → v and
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(c) if ai → a0 in A and p(ai) = vi, then αi(ai) → α(a0) in A .
The proof of Proposition 3.1 is a bit tedious. In general, one can not spec-
ify a topology simply by specifying a criteria for nets to converge: the family of
convergent nets must satisfy certain axioms (for example, see [3, Chap. 2]). Fur-
thermore, it seems useful to exhibit a bona fide base for our topology. To avoid
distractions, we’ll do this in §6.
PROPOSITION 3.2. Let {αx}x∈G be a family of ∗-isomorphisms αx : A(s(x)) →
A(r(x)). Then (A ,G, α) is a groupoid dynamical system if and only if x 7→
((r(x), αx, s(x)) is a continuous groupoid homomorphism G → AutA .
Proof. This is an immediate consequence of Proposition 3.1.
Now we suppose that H is a Hilbert C0(G(0))-module. Then [1, Theo-
rem II.13.18] implies that there is a topology on H = ∐u∈G(0) H(u) making
q : H → G(0) into a continuous Banach bundle, or in this case a continuous
Hilbert bundle, such that H ∼= Γ0(G(0);H ).
We let
(3.1) Iso(H ) := { (u,V, v) | V : H(v) → H(u) is a unitary }
be the groupoid with the obvious operations: (u,V, v)(v,W,w) = (u,VW,w) etc.
PROPOSITION 3.3. If H = Γ0(G(0);H ) is a Hilbert C0(G(0))-module, then
Iso(H ) has a Hausdorff topology making it into a topological groupoid such that a net
{(ui,Vi, vi)} converges to (u,V, v) if and only if
(a) ui → u,
(b) vi → v and
(c) if hi → h0 in H and q(hi) = vi, then Vihi → Vh0 in H .
The proof is similar to that for Proposition 3.1, so we omit it. Note that
the relative topology on U(H(u)) is the strong operator topology. In particular,
Iso(H ) is not locally compact unless all the fibers H(u) are finite dimensional.
Nowwe restrict ourselves to the special case whereH is an A – C0(G(0))-im-
primitivity bimodule; i.e., H is a right Hilbert C0(G(0))-module and A is isomor-
phic to the generalized compact operatorsK(H) onH via the left action of A. Then
it is not hard to see that A ∼= Γ0(G(0);A ) with A(u) identified with the compact
operators K(H(u)) in such a way that
A(u)
〈h , k〉 is identified with the rank-one
operator θh,k where θh,k(l) = 〈k , l〉
C
h. A unitary operator U : H(v) → H(u) in-
duces a ∗-isomorphism α := AdU : A(v) → A(u) given by α(a) · h = U(a ·U∗h),
with a ∈ A(v), h ∈ H(u).
PROPOSITION 3.4. Let H = Γ0(G(0);H ) and A = K(H) = Γ0(G(0);A ) be as
above. Then there is a short exact sequence of topological groupoids
G(0)× T
ι
// Iso(H )
j
// AutA ,
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where j(u,U, v) = (u, AdU, v) is an continuous open surjection, and ι(u, z) =
(u, zIH(u), u) is a homeomorphism onto the kernel of j. In particular, given
(u, α, v) ∈ AutA with α = AdU, there is a neighborhood N of (u, α, v) and a
continuous section β : N → Iso(H) for j such that β(u, α, v) = (u,U, v).
Since establishing some of the assertions in Proposition 3.4, such as the con-
tinuity and openness of j, is a bit technical, we havemoved the proof of the propo-
sition to §7 so as not to distract from the matter at hand.
Note that Iso(H ) admits a T-action such that
z · (u,U, v) = ι(u, z)(u,U, v) = (u, zU, v) = (u,U, v)ι(v, z).
Thus, except for the fact that Iso(H ) and AutA are generally not locally com-
pact, we can view Iso(H ) as a T-groupoid over AutA .
3.2. THE CONSTRUCTION OF THE TWIST. Suppose that (A ,G, α) is a groupoid
dynamical system with A = Γ0(G(0);A ) continuous trace. Then there is an open
cover U = {Ui} of G(0) by pre-compact open sets such that AUi := Γ0(Ui;A ) is
Morita equivalent to C0(Ui). (See, for example, [13, Proposition 5.5]) In particular,
AUi can be identified with K(Hi) for a Hilbert C0(Ui)-module Hi = Γ0(Ui;Hi).
Let G := G[U ] be the pullback groupoid whose unit space is the disjoint
union G(0) := ∐Ui = { (i, u) : x ∈ Ui }; that is,
G[U ] := { (i, x, j) : r(x) ∈ Ui and s(x) ∈ Uj }
with (i, x, j)(j, y, k) = (i, xy, k) etc. As is well-known, any groupoid of the form
G[U ] for an open cover U of G(0) is equivalent to G via Z = ∐i GUi .
Let A be the pull-back via the obvious map ψ : G(0) → G(0):
A = { (i, u, b) : u ∈ Ui and b ∈ A(u) }.
Note that ψ∗A ∼= Γ0(G(0);A ) by [12, Proposition 1.3]. It is not hard to check that
ψ∗A is Morita equivalent to C0(G
(0)) via H = Γ0(G
(0);H ) where H = ∐Hi =
{ (i, u, h) : u ∈ Ui and h ∈ Hi(u) }.
There is an action α : G → AutA of G on A defined by
α(k, x, l) =
(
k, r(x), αx, s(x), l
)
,
and it is straightforward to see that α is continuous.2
Let
G(0) × T
ι
// Iso(H )
j
// AutA ,
be the short exact sequence coming from Proposition 3.4 applied to ψ∗A, and
form the pull-back
E := { (h, γ) ∈ Iso(H )× G : j(h) = α(γ) }
2In fact (A , G, α) is a dynamical system whose class in the Brauer group Br(G) matches up with
that of (A , G, α) in Br(G) under the isomorphism of Br(G) with Br(G) (see [5, Theorem 4.1]).
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(equipped with the relative product topology) that completes the commutative
diagram
E
j
//
pr1

G
α

Iso(H )
j
// AutA .
A description of E that is easier to work with is
E = { (k, x,V, l) : x ∈ G, r(x) ∈ Uk, s(x) ∈ Ul,
and V : H(s(x))→ H(r(x)) is a unitary with αx = AdV }
with multiplication (k, x,V, l)(l, y,W,m) = (k, xy,VW,m).
Consideration of the commutative diagram that defines E shows that j is
an open, continuous surjection with kernel identified with ι(G(0) × T) (for the
obvious map ι), and that E is a Hausdorff topological groupoid admitting a cen-
tral T-action. In fact, E is a principal T-bundle over the locally compact space G.
Hence E is a locally compact T-groupoid over G.
4. The Main Theorem
THEOREM 4.1. Suppose that G is a second countable locally compact Hausdorff
groupoid with Haar system {λu}u∈G(0) and that (A ,G, α) is a dynamical system with
A := Γ0(G(0);A ) continuous trace. Let E be the T-groupoid over the equivalent
groupoid G constructed in the previous section. Then A ⋊α G is Morita equivalent
to C∗(G; E), and A ⋊α,r G is Morita equivalent to C∗r (G, E).
We are going to realize bothA ⋊α G and C∗(G; E) as Fell bundle C∗-algebras
and then observe that the underlying Fell bundles are equivalent (as in [10, Defi-
nition 6.1]). Then Theorem 4.1 will follow from the Fell Bundle Equivalence The-
orem [10, Theorem 6.4] and the observation that the Morita equivalence descends
to the reduced algebras [14, Theorem 14].
Recall from Example 2.3 that C∗(G; E) is isomorphic to C∗(G,C )where C is
the line bundle T\(E,C) where z · (e, λ) = (ze, zλ). Thus
(4.1) C = { [k, x,U, λ, l] : (k, x,U, l) ∈ E, λ ∈ C and AdU = αx },
andwe have identified (k, x, zU, λ, l)with (i, x,U, z¯λ, j) for all z ∈ T. In particular,
the map [k, x,U, λ, l] 7→ λU∗ is well defined on C .
On the other hand, as in Example 2.4, A ⋊α G is isomorphic to C∗(G,B)
where B = s∗A .
Let Z = ∐i GUi be the (G,G)-equivalence from §3. We’ll show that
(4.2) E = s∗H = { (i, x, h) : s(x) ∈ Ui and h ∈ Hi },
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viewed as a bundle over Z, is the desired equivalence between B and C .
To start with, we need actions of B and C on E satisfying the properties (a),
(b) and (c) laid out just prior to [10, Definition 6.1]:3 the left B-action is given by
(4.3) (x, a) · (i, y, h) :=
(
i, xy, α−1y (a) · h
)
,
and the right C -action by
(4.4) (i, y, h) · [i, z,U, λ, j] := (j, yz, λU∗h).
Continuity follows from the characterization of the topologies on AutA and
Iso(H ) in §3.1 and Lemma 7.4.
Next we check that the axioms of [10, Definition 6.1] hold. To see that the
actions commute we observe that on the one hand,
(x, a) ·
(
(i, y, h) · [i, z,U, λ, j]
)
= (x, z) ·
(
j, yz, λU∗h
)
= (j, xyz, α−1yz (a) · λU
∗h).
On the other hand,
(
(x, a) · (i, y, h)
)
· [i, z,U, λ, j] =
(
(i, xy, α−1y (a) · h
)
· [i, z,U, λ, j]
=
(
j, xyz, λU∗α−1y (a) · h
)
=
(
j, xyz, λα−1z
(
α−1y (a)
)
·U∗h
)
.
Hence the actions do commute.
To define inner products, we proceed as follows.
(4.5)
⋆
〈
(i, x, h) , (i, y, k)
〉
=
(
xy−1, αy(
A(s(y))
〈h , k〉)
)
,
and
(4.6)
〈
(i, y, k) , (j, z, l)
〉
⋆
=
[
i, y−1z,U, 〈k , Ul〉
C
, j
]
,
where the definition of C allows us to choose any unitary U : H(i, s(z)) →
H(j, s(y)) implementing αy−1z.
To see that the actions and inner products play nice together (as in [10, Def-
inition 6.1(c)(iv)]), we proceed as follows. On the one hand,
⋆
〈
(i, x, h) , (i, y, k)
〉
· (j, z, l) =
(
(xy−1, αy(
A(s(y))
〈h , k〉)
)
· (j, z, l)
=
(
j, xy−1z, α−1z
(
αy(
A(s(y))
〈h , k〉)
)
· l
)
=
(
j, xy−1z, αz−1y(A(s(y))〈h , k〉) · l
)
.
3Sadly, condition (c) there should read: ‖b · e‖ ≤ ‖b‖‖e‖ (and not ‖b · e‖ = ‖b‖‖e‖).
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On the other hand,
(i, x, h) ·
〈
(i, y, k) , (j, z, l)
〉
⋆
= (i, x, h) ·
[
i, y−1z,U, 〈k , Ul〉
C
, j
]
=
(
j, xy−1z, 〈k , Ul〉
C
U∗(h)
)
=
(
j, xy−1z,U∗
(
〈k , Ul〉
C
h
))
=
(
(j, xy−1z,U∗(
A(s(y)
〈h , k〉 ·Ul)
)
=
(
j, xy−1z, αz−1y(A(s(y))〈h , k〉) · l
)
.
Thus
(4.7)
⋆
〈
(i, x, h) , (i, y, k
〉
· (j, z, l) = (i, x, h) ·
〈
(i, y, k) , (j, z, l)
〉
⋆
as required. Checking the rest of [10, Definition 6.1(c)] is more straightforward.
It remains only to check that E(i, x), equipped with the given actions and
inner products, is a B(r(x)) – C(i, s(x))-imprimitivity bimodule. But C(i, s(x)) =
{ [i, s(x), zI, λ, i] } can be identified with C via the map [i, s(x), zI, λ, i] 7→ z¯λ, and
B(r(x))with A(r(x)). Then E(i, x) is isomorphic to αxH(i, x).
4
Thus axioms (a), (b) and (c) of [10, Definition 6.1] are satisfied. Thus E is an
equivalence between B and C . This completes the proof of Theorem 4.1.
5. A Partial Converse
In this section, we briefly outline a proof of the following.
PROPOSITION 5.1. Suppose that E is a T-groupoid over a second countable locally
compact groupoid G with a Haar system {λu}u∈G(0). Then there is a Hilbert C0(G
(0))-
module H and a G action α on A = K(H) so that A ⋊α G is Morita equivalent to
C∗(G; E), and A⋊α,r G is Morita equivalent to C∗r (G; E).
Let C be the Fell bundle associated to E as in Example 2.3. Recall that
Cc(G; E) consists of functions in Cc(E) that satisfy f (ze) = z f (e). Then Cc(G; E)
becomes a pre-Hilbert C0(G(0))-module via the pre-inner product
〈 f , g〉
C0(G
(0))
(u) =
∫
G
f (e)g(e) dλu(j(e)) =
∫
G
f (e−1)g(e−1) dλu(j(e)).
The completion, H, is the section algebraH = Γ0(G(0);H ) of a continuous Hilbert
bundle H over G(0). The fibre H(u) over u ∈ G(0) is the Hilbert space which is
the completion of H0(u) = { φ ∈ Cc(E) : f (ze) = z f (e) } with respect to the pre-
inner product induced by 〈· , ·〉
C0(G
(0))
. (Of course, this is a Hilbert space with an
4Recall that if X is an A – B-imprimitivity bimodule, and if θ : A → C is an isomorphism, then θX
is the C – B-imprimitivity bimodule, where the left inner product is given by
C
〈x , y〉 = θ(
A
〈x , y〉) and
the left C-action is given by c · x := θ−1(c) · x. (Of course the right Hilbert-B module structure is as
before.)
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inner product conjugate linear in the first variable.) The algebra of generalized
compacts, K(H), is Morita equivalent to C0(G(0)). Thus K(H) is a continuous-
trace C∗-algebra with spectrum G(0) and trivial Dixmier-Douady class [13, §5.3].
Furthermore, K(H) ∼= Γ0(G(0);K ) for a suitable (continuous) C∗-bundle K over
G(0).
For each e ∈ E, define a unitary u(e) : H(s(e)) → H(r(e)) by
(u(e))( f )(e′) := f (e′e).
Since u(ze) = zu(e), Ad u(e) : K(H)(s(e)) → K(H)(r(e)) depends only on j(e) ∈
G, we get an action α = {αx}x∈G of G on K by
αj(e)(T) = Ad u(e) ◦ T.
(Just for the record, Ad u(e)(T) = u(e)Tu(e−1).)
It is not hard to see that this gives a continuous action of G on K . Hence
(K ,G, α) is a groupoid dynamical system and we can form the groupoid crossed
product: K ⋊α G. As in Example 2.4, this crossed product is isomorphic to the
Fell bundle C∗-algebra C∗(G,B) where B = s∗K = { (x, T) ∈ G ×K : T ∈
K
(
H(s(x))
)
}, with (x, T)(y, S) = (xy, α−1y (T)S) and (x, T)
∗ = (x−1, αx(T∗)).
To prove Proposition 5.1, we will treat G as a (G,G)-equivalence and show
that E = s∗H = { (x, h) ∈ G ×H : h ∈ H(s(x)) }, viewed as a bundle over G, is
an equivalence between B and C . (This will suffice by the Equivalence Theorem
[10, Theorem 6.4] and [14, Theorem 14].)
Now we proceed as in the previous section. We need actions of B and C on
E satisfying the properties (a), (b) and (c) laid out just prior to [10, Definition 6.1].
We define
(x, T) · (y, h) :=
(
xy, α−1y (T)(h)
)
and (y, h) · [e, λ] :=
(
yj(e), λu(e−1)(h)
)
for (x, T) ∈ B, (y, h) ∈ E and [e, λ] ∈ C .5 The algebraic properties are easily
checked, and continuity is not so hard to check.
Then we need to check that the actions commute. On the one hand,(
(x, T) · (y, h)
)
· [e, λ] =
(
xy, α−1y (T)(h)
)
· [e, λ]
=
(
xyj(e), λu(e−1)
(
α−1y (T)(h)
))
.
On the other hand, keeping in mind that αj(e) = Ad u(e), we have
(x, T) ·
(
(y, h) · [e, λ]
)
= (x, T) ·
(
yj(e), λu(e−1)(h)
)
=
(
xyj(e), λα−1
yj(e)
(T)
(
u(e−1)(h)
))
=
(
xyj(e), λu(e−1)α−1y (T)(h)
)
.
Thus we have verified Definition 6.1(a).
5To see that the C -action is well-defined, keep in mind that u(z · e) = zu(e).
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Next we define
B
〈· , ·〉 on E ∗s E by
B
〈
(x , h), (y, k)
〉
=
(
xy−1, αy(θh,k)
)
where θh,k : H(s(y)) → H(s(y)) is the rank-one operator θh,k(l) = 〈k , l〉
C
h, where
〈· , ·〉
C
= 〈· , ·〉
C0(G
(0))
(u). Note that if y = j(e), then αy(θh,k) = θu(e)h,u(e)k.
We define 〈· , ·〉
C
on E ∗r E by
〈
(j( f ) , k), (j(g), l)
〉
C
=
[
f−1g,
〈
u( f )k , u(g)l
〉
C0(G
(0))
(r( f ))
]
.
After checking that the above is actually well-defined, it is not too difficult to see
that
B
〈· , ·〉 and 〈· , ·〉
C
satisfy (i)–(iv) of part (b) of the definition. For example, to
verify (iv), consider on the one hand:
B
〈
(x , h), (y, k)
〉
· (z, l) =
(
xy−1, αy(θh,k)
)
· (z, l)
=
(
xy−1z, αz−1y(θh,k)(l)
)
.
On the other hand, supposing that j( f ) = y and j(g) = z, we have
(x, h) ·
〈
(j( f ) , k), (j(g), l)
〉
C
= (x, h) ·
[
f−1g,
〈
u( f )k , u(g)l
〉
C0(G
(0))
(r( f ))
]
=
(
xy−1z,
〈
u( f )k , u(g)l
〉
C0(G
(0))
(r( f ))u(g−1 f )(h)
)
=
(
xy−1z,
〈
u(g−1 f )k , l
〉
C0(G
(0))
(s(g))u(g−1 f )(h)
)
=
(
xy−1z, θu(g−1 f )h,u(g−1 f )k(l)
)
=
(
xy−1z, αz−1y(θh,k)(l)
)
.
Thus (iv) holds.
We still need to verify part (c) of the Definition; that is, we need to see that
E(x) = { (x, h) : h ∈ H(s(x)) }
is a B(r(x)) – C(s(x))-imprimitivity bimodule with respect to the inherited oper-
ations. First note that C(s(x)) = { [(ι(s(x), z), λ] } is easily identified with C via
the map [(ι(s(x), z), λ] 7→ z¯λ. On the other hand, B(r(x)) is easily identified with
K(H(r(x))). Then it is not hard to check that E(x) is the K(H(r(x))) – C-imprim-
itivity bimodule given by αxH(s(x)).
6
Thus axioms (a), (b) and (c) of [10, Definition 6.1] are satisfied and E is the
desired equivalence. This completes the proof of Proposition 5.1.
6See footnote 4 at the end of §4.
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6. Proof of Proposition 3.1
Recall that if X is a set and ρ is a collection of subsets of X than cover X, then
the collection of finite intersections of elements of ρ form a basis for a topology τ
on X. In this case, we say ρ is a subbasis for τ.
If a, b ∈ A, U and V are open sets in G(0) and ǫ > 0, then let
W(U, a, b,V, ǫ) = { (u, α, v) : u ∈ U, v ∈ V and ‖α(a(v))− b(u)‖ < ǫ }.
Of course, some of the W(U, a, b,V, ǫ) might be empty, but if (u, α, v) ∈ AutA ,
for any a ∈ A, there is a b ∈ A, such that b(v) = α(a(u)). Then (u, α, v) ∈
W(U, a, b,V, ǫ) for any U, V and ǫ. Hence the collection of all W(U, a, b,V, ǫ)
cover AutA , and form a subbasis for a topology τ on AutA .
LEMMA 6.1. We have (ui, αi, vi) → (u, α, v) in (AutA , τ) if and only if (a), (b)
and (c) of Proposition 3.1 hold.
Proof. Suppose that (ui, αi, vi) → (u, α, v). Fix a, b ∈ A such that b(u) =
α(a(v)). Then for any ǫ > 0 and any neighborhoods U of u and V of v, we have
thatW(U, a, b,V, ǫ) is a neighborhood of (u, α, v). Hence (a) and (b) hold.
There is an i0 such that i ≥ i0 implies (ui, αi, vi) ∈ W(U, a, b,V, ǫ). Hence if
i ≥ i0, we have
‖αi(a(vi))− b(ui)‖ < ǫ.
Since b(ui) → b(u) in A and ǫ > 0 is arbitrary, [16, Proposition C.20] implies that
αi(a(vi)) → α(a(v)). Now if ai → a in A with p(ai) = vi, let a ∈ A be such that
a(v) = a0. Then by the above, αi(a(vi)) → α(a0) in A , while
‖αi(ai)− αi(a(vi))‖ = ‖ai − a(vi)‖ → 0,
since isomorphisms are isometric and a is a section. It follows from another ap-
plication of [16, Proposition C.20] that αi(ai) → α(a0). This proves (c).
Conversely, suppose that {(ui, αi, vi)} is a net in AutA satisfying (a), (b) and
(c). LetW(U, a, b,V, ǫ) be a subbasic open neighborhood of (u, α, v). It will suffice
to see that {(ui, αi, vi)} is eventually inW(U, a, b,V, ǫ). Since (a) and (b) hold, we
can assume that ui ∈ U and vi ∈ V. Moreover,
‖α(a(v))− b(u)‖ < ǫ.
But { a ∈ A : ‖a‖ < ǫ } is open and
αi(a(vi))− b(ui) → α(a(v))− b(u)
in view of assumption (c). Thus we eventually have
‖αi(a(vi))− b(ui)‖ < ǫ.
That is, {(ui, αi, vi)} is eventually inW(U, a, b,V, ǫ) as required.
REMARK 6.2. It follows immediately that the relative topology on Aut A(u)
is the so-called “point-norm” topology (see [13, Lemma 7.18]).
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More generally, we have the following immediate corollary.
COROLLARY 6.3. A net {(u, αi, v)} converges to (u, α, v) in AutA if and only
if αi(b) → α(b) for all b ∈ A(v).
LEMMA 6.4. The topology τ on AutA is Hausdorff.
REMARK 6.5. At this point, we are not assuming that A is a continuous
bundle. Hence the topology on A need not be Hausdorff in general [16, Exam-
ple C.27].
Proof. The existence of neighborhoods W(U, a, b,V, ǫ) of (u, α, v) with U
and V arbitrary implies that we only have to show that we can separate (u, α, v)
and (u, β, v)with α 6= β. But this is not hard in view of Corollary 6.3.
Proof of Proposition 3.1. Since τ is Hausdorff by Lemma 6.4, we just need to
see that the groupoid operations are continuous. But since ∗-isomorphisms are
isometric, it follows that (u, α, v) ∈ W(U, a, b,V, ǫ) if and only if (v, α−1, u) ∈
W(V, b, a,U, ǫ). Hence, inversion is continuous.
To see that multiplication is continuous, consider nets
(ui, αi, vi) → (u, α, v) and (vi, βi,wi) → (v, β,w).
We just need to see that (ui, αi ◦ βi,wi) → (u, α ◦ β,w). But if ai → a0 in A
with p(ai) = ui, then Lemma 6.1 implies that βi(ai) → β(a0) and hence that
αi(βi(ai)) → α(β(a0)). By Lemma 6.1, this suffices.
7. Proof of Proposition 3.4
Recall that H(u) is an A(u) – C-imprimitivity bimodule with
A(u)
〈a(u) , b(u)〉 =
A
〈a , b〉(u) for all a, b ∈ A.
LEMMA 7.1. The map j : Iso(H ) → AutA is continuous.
Proof. Suppose that (ui,Vi, vi) → (u,V, v) in Iso(H ) and that ai → a0 in A
with p(ai) = vi. It will suffice to see that (AdVi)(ai) → (AdV)(a0) in A .
Given ǫ > 0, there are elements cj, dj ∈ A such that
∥∥ n∑
j=1
A(v)
〈cj(v) , dj(v)〉 − a0
∥∥ < ǫ.
Since AdV
(
A(v)
〈c , d〉
)
=
A(u)
〈Vc , Vd〉 and since AdV is isometric,
∥∥∑
j
A(u)
〈Vcj(v) , Vdj(v)〉 −AdV(a0)
∥∥ < ǫ.
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But
(
∑j A(vi)
〈cj(vi) , dj(vi)〉 − ai
)
converges to
(
∑j A(v)
〈cj(v) , dj(v)〉 − a0
)
in A .
Hence we eventually have∥∥∑
j
A(vi)
〈cj(vi) , dj(vi)〉 − ai
∥∥ < ǫ.
As above, this means we eventually have∥∥∑
j
A(ui)
〈Vicj(vi) , Vidj(vi)〉 −AdVi(ai)
∥∥ < ǫ.
Since we certainly have ∑j A(ui)
〈Vicj(vi) , Vidj(vi)〉 → ∑j A(u)〈Vcj(v) , Vdj(v)〉
by assumption, [16, Proposition C.20] implies that AdVi(ai) → AdV(a0) as re-
quired.
The next result is classical. We sketch the proof as the construction will be
required in the proof of the proposition.
LEMMA 7.2. Given a ∗-isomorphism α : A(v) → A(u), there is a unitary
U : H(v) → H(u), determined up to a unimodular scalar, such that α = AdU. Conse-
quently, j is surjective with kernel the image of ι.
Sketch of the Proof. The only nontrivial bit is the construction of U, and for
this we follow the proof of [13, Proposition 1.6].
Let e be a unit vector in H(v). Then p :=
A(v)
〈e , e〉 is a minimal projection in
A(v). Hence α(p) is a minimal projection in A(u) and is of the form
A(u)
〈 f , f 〉 for
any unit vector f in the range of α(p). Then we define U : H(v) → H(u) by
(7.1) Uh := α(
A(v)
〈h , e〉) · f .
A computation show that U preserves inner products and if g ∈ H(u) we have
Uh = g with h = α−1(
A(u)
〈g , f 〉)e. Hence U is a unitary. Another computation
shows that α(T) ·Uh = U(T · h). Hence α = AdU as required.
By [16, Proposition 1.15], the openness of j will follow from the cross section
assertion. Since ι is clearly a homeomorphism onto its range, we can complete the
proof of Proposition 3.4 by proving the cross section result.
PROPOSITION 7.3. Given (u0, α0, v0) ∈ AutA with α0 = AdV0, there is an
open neighborhood N of (u0, α0, v0) and a continuous map β : N → Iso(H ) such that
j ◦ β = idN and such that β(u0, α0, v0) = (u0,V0, v0).
We’ll need the following lemma.
LEMMA 7.4. The action of A on H is continuous in that if ai → a0 in A and
hi → h0 in H with p(ai) = vi = q(hi), then ai · hi → a0 · h0 in H .
Proof. Fix a ∈ A and h ∈ H such that a(v0) = a0 and h(v0) = h0. Since
‖ai − a(vi)‖ → 0 and ‖hi − h(vi)‖ → 0, it follows that ‖ai · hi − a(vi) · h(vi)‖ → 0.
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Since a(vi) · h(vi) = a · h(vi), we have a(vi) · h(vi) → a0 · h0 in H . Hence ai · hi →
a0 · h0 by [16, Proposition C.20].
Proof of Proposition 7.3. We follow the constructions in Lemma 7.2. Thus
if e0 is a unit vector in H(v0) and c0 ∈ H(u0) is a unit vector in the range of
α0(
A(v0)
〈e0 , e0〉), then α0 = AdV for V defined by V(h) = α0(
A(v0)
〈h , e0〉)c0. We
can modify c0 by a unimodular scalar so that V = V0.
Let e ∈ H be such that e(v0) = e0. Since v 7→ ‖e(v)‖ is continuous and
φ · e(v) = φ(v)e(v) defines an element of H for any φ ∈ Cc(G(0)), we can assume
that there is a neighborhood V of v0 such that ‖e(v)‖ = 1 for all v ∈ V. Similarly,
choose c ∈ X such that c(u0) = c0 such that there is a neighborhood U of u0
such that ‖c(u)‖ = 1 for all u ∈ U. Let a :=
A
〈e , e〉 and b :=
A
〈c , c〉 be the
corresponding local rank-one projection fields. Then,
N = W(U, a, b,V,
1
4
) = { (u, α, v) : u ∈ U, v ∈ V and ‖α(a(v))− b(u)‖ <
1
4
}
is a basic open neighborhood of (u0, α0, v0) in AutA (see the proof of Proposi-
tion 3.1).
If (u, α, v) ∈ N, then
‖α(a(v))c(u)− c(u)‖ = ‖α(a(v))c(u)− b(u)c(u)‖ ≤
1
4
.
In particular, α(a(v))c(u) 6= 0 and
f (u, α, v) := ‖α(a(v))c(u)‖−1α(a(v))c(u)
is a unit vector in the range of the minimal projection α(a(v)). Thus if n =
(u, α, v) ∈ N, then α = AdVn where
Vn(h) = α(
A(v)
〈h , e(v)〉) f (n).
Hence we can define β : N → Iso(H ) by β(u, α, v) = (u,V(u,α,v), v). To
complete the proof, we just need to see that β is continuous. Suppose that ni =
(ui, αi, vi) → n = (u, α, v). In view of Proposition 3.3, it will suffice to show that
if hi → h in H with q(hi) = vi, then Vni(hi) → Vn(h).
But we claim
A(vi)
〈hi , e(vi)〉 →
A(v)
〈h , e(v)〉
in A . To see this, let f ∈ H be such that f (v) = h. Then ‖ f (vi) − hi‖ → 0.
Therefore
‖
A(vi)
〈 f (vi) , e(vi)〉 −
A(vi)
〈hi , e(vi)〉‖ → 0.
Since
A(vi)
〈 f (vi) , e(vi)〉 →
A(v)
〈 f (v) , e(v)〉 =
A(v)
〈h , e(v)〉,
the claim follows from [16, Proposition C.20]. Hence it follows from Proposi-
tion 3.1 that
αi(
A(vi)
〈 f (vi) , e(vi)〉) → α(
A(v)
〈h , e(v)〉).
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Since f (ni) → f (n) in A , Lemma 7.4 implies that
Vni(hi) = αi
(
A(vi)
〈hi , e(vi)〉
)
f (ni) → α
(
A(v)
〈h , e(v)〉
)
f (n) = Vn(h).
This completes the proof of Proposition 7.3 and also of Proposition 3.4.
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