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Abstract
We obtain sharp constants for Sobolev inequalities for higher order fractional derivatives. As an
application, we give a new proof of a theorem of W. Beckner concerning conformally invariant
higher-order differential operators on the sphere.
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1. Introduction and statement of the results
Sobolev inequalities have a wide range of applications and have been extensively stud-
ied (see for example [1–4,7,10–12,15–17,19,23]). Sometimes, it is also important to have
precise estimates for the constants appearing in these inequalities. This has been the subject
on many papers recently (cf. [2,5,6,8–10,13,14,18,21,22,24,25] and the references therein).
More precisely given an integer k ∈ N, the Sobolev space Hk(Rn) is defined as the
space of those functions f ∈ L2(Rn) satisfying |∇f | ∈ L2(Rn), 1  k. The Sobolev
imbedding theorem asserts that Hk(Rn) ⊆ Lq(Rn) for q = 2n/(n − 2k). For example,
when k = 1, n 3 and q = 2n/(n − 2), we have the inequality
‖f ‖22n
n−2
 Cn‖∇f ‖22, f ∈ C∞0
(
Rn
)
. (1)
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(cf. [2,22])
Cn = π−1n−1(n − 2)−1
[
Γ (n)
Γ (n/2)
]2/n
, (2)
where Γ (t) is the Gamma function.
Let Sn be the n-dimensional unit sphere and let |Sn| denote its surface area (see Sec-
tion 1.1 below). Then, using the formula Γ (n)
Γ (n/2) = 2
n−1
π1/2
Γ ((n + 1)/2), we have
Cn = 4
n(n − 2)
∣∣Sn∣∣−2/n = 2−2/nπ−(n+1)/n 4
n(n − 2)
[
Γ
(
n + 1
2
)]2/n
.
We have equality in (1) if and only if
f (x) = c(µ2 + (x − x0)2)−(n−2)/2, x ∈ Rn,
where c ∈ R, µ > 0 and x0 ∈ Rn are fixed constants.
Let ∆ be the Laplacian in Rn and let fˆ (ξ) denote the Fourier transform of f (see
Section 2 for the precise definitions and notations). We have −̂∆f (ξ) = (2π |ξ |)2fˆ (ξ). So
we can define the operators (−∆)s/2, s ∈ R, by setting(
(−∆)s/2f )∧(k) = (2π |k|)s fˆ (k), f ∈ C∞0 (Rn).
We can easily verify that ‖∇f ‖2 = ‖(−∆)1/2f ‖2. Using this notation, we can define
Sobolev spaces Hs(Rn), for s > 0 by
Hs
(
Rn
)= {f ∈ L2(Rn): ∥∥(−∆)s/2f ∥∥2 < ∞}.
We have the following generalization of (1), which was announced in [8].
Theorem 1.1. Let n > 2s and q = 2n/(n − 2s). Then
‖f ‖2q  S(n, s)
∥∥(−∆)s/2f ∥∥22, f ∈ Hs(Rn), (3)
where
S(n, s) = 2−2sπ−s Γ
(
n−2s
2
)
Γ
(
n+2s
2
)[ Γ (n)
Γ (n/2)
]2s/n
. (4)
We have equality in (3) if and only if
f (x) = c(µ2 + (x − x0)2)− n−2s2 , x ∈ Rn,
where c ∈ R, µ > 0 and x0 ∈ Rn are fixed constants.
Also, by simple calculations we have that
S(n, s) = 2− 2sn π− s(n+1)n Γ
(
n−2s
2
)
Γ
(
n+2s
2
)[Γ(n + 1
2
)] 2s
n = Γ
(
n−2s
2
)
Γ
(
n+2s
2
) ∣∣Sn∣∣− 2sn .
Note that if s = 1 then we are in the case (1) and then the best value for the constant S(n, s)
has been given in [2,22]. For s = 1/2 the best value for S(n, s) is given in [15], for s = 2
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Section 3).
In the case of R, we have the following result, also announced in [8].
Theorem 1.2. Let 2 < q < ∞ and q − 2 < 2qs. Then,
‖f ‖2q  S(q, s)
[∥∥(−∆)s/2f ∥∥22 + ‖f ‖22], f ∈ Hs(R), (5)
where
S(q, s) < (q − 1)−1+1/qq1−2/q
[
Γ
(
1 + 12s
)
Γ
(− 12s + qq−2 )
πΓ
( q
q−2
) ](q−2)/q. (6)
Let us define the operators (I − ∆)s/2, s ∈ R by setting ̂(I − ∆)s/2f (ξ) = (1 +
(2π |ξ |)2)s/2fˆ (ξ). Then another way to define the Sobolev space Hs(Rn), s ∈ R is as
the space of those function f which satisfy ‖(I −∆)s/2f ‖2 < ∞. We set
‖f ‖Hs(Rn) =
∥∥(I − ∆)s/2f ∥∥2.
In the case of R2, we have the following result.
Theorem 1.3. For all 2 < q < ∞ we have
‖f ‖2q  V (q, s)
∥∥(I − ∆)s/2f ∥∥22, f ∈ Hs(R2), (7)
where the constant V (q, s) satisfies
V (q, s) < (q − 1)−2+2/qq2−4/q
[
1
4π
q − 2
q(s − 1)+ 2
]1−2/q
. (8)
1.1. An application to the sphere
Let Sn = {x ∈ Rn+1: |x| = 1}, let gSn be the restriction of the Euclidean metric to Sn
and let ∆Sn denote the spherical Laplacian. Let also dx be the surface measure on Sn and
let us denote by |Sn| the surface area of Sn. We have
∣∣Sn∣∣= 2π(n+1)/2
Γ
(
n+1
2
) .
We denote by dσ(x) the normalised measure dσ(x) = (1/|Sn|) dx.
Let us consider the following operators (studied in [5,6,18])
B =
√
∆Sn +
(
n − 1
2
)2
, As = Γ (B + (1 + s)/2)
Γ (B + (1 − s)/2) , s ∈ R.
A function F :Sn → R with F ∈ L2(Sn) is said to be in Hs(Sn) if and only if∫
n
FA2sF dξ < ∞.
S
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Sn −{0, . . . ,0,−1} denote stereographic projection and let Jπ be the Jacobian of π . Then,
we have (cf. [18])
(AsF ) ◦ π = |Jπ |−(n+s)/(2n)(−∆)s/2
(|Jπ |(n−s)/(2n)(F ◦ π)),
where s > 0 and F ∈ L2(Sn).
Making use of Theorem 1.1 and the above formula, we can have a new proof of the
following result due to Beckner [5].
Theorem 1.4. Let n > 2s and q = 2n
n−2s . Then
‖F‖2q  S(n, s)
∫
Sn
FA2sF dξ, F ∈ Hs
(
Sn
)
where
S(n, s) = 2−2sπ−s Γ
(
n−2s
2
)
Γ
(
n+2s
2
)[ Γ (n)
Γ (n/2)
]2s/n
.
1.2. Weak convergence
A result, which is of great importance in applications and especially in the calculus
of variations, is the Rellich–Kondrashov theorem. More precisely, let A be a measurable
set of Rn and let us consider a sequence of functions fj ∈ L2(A) such that ‖fj‖L2(A) <
c < ∞, j ∈ N. Then, as we know, by the Banach–Alaoglou theorem, there exists a weakly
convergent subsequence. A strongly convergent subsequence may not exist.
The Rellich–Kondrashov theorem asserts that if the sequence (fj ) is uniformly bounded
in H 1(A), i.e., supj∈N ‖∇fj‖L2(A) < ∞, then any weakly convergent subsequence of (fj )
is also strongly convergent in L2(A).
Let us now assume that fj ∈ Hs(Rn), j ∈ N, and that the sequence (fj ) converges
weakly to a function f ∈ Hs(Rn), i.e., that for every g ∈ Hs(Rn)∫
Rn
[
fˆj (k) − fˆ (k)
]
gˆ(k)
(
1 + (2π |k|)2s)dk → 0 (j → ∞).
Theorem 1.5. Let (fj ) be as above and let us assume that 2s < n and p < 2n/(n − 2s).
Then for every measurable set A ⊂ Rn with finite measure,
‖fj − f ‖Lp(A) → 0 (j → ∞).
2. Notations and general considerations
If x = (x1, . . . , xn), k = (k1, . . . , kn) ∈ Rn, then we denote (k, x) = k1x1 + · · · + xnkn
and |x| = (x, x)1/2.
If f,g ∈ L2(Rn), then we denote (f, g) = ∫ f (x)g(x) dx .
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fˆ (k) =
∫
e−2πi(k,x)f (x) dx.
The sharp Hausdorff–Young inequality (cf. [15]) says that if 1 p  2 and 1/p+1/q = 1,
then ∥∥fˆ ∥∥
q
 Cp‖f ‖p, f ∈ Lp
(
Rn
)
, (9)
where
Cp =
[
p1/p(q)−1/q
]1/2
.
We have ∇f = (∂f /∂x1, . . . , ∂f /∂xn) and ∆ = ∂2/∂x21 + · · · + ∂2/∂x2n . Note that
̂(−∆)f (k) = (2π |k|)2fˆ (k).
Let us recall that the operators (−∆)s/2 and (I − ∆)s/2 have been defined respectively
by (cf. [20])
̂(−∆)s/2f (ξ) = (2π |ξ |)s fˆ (ξ),
̂(I − ∆)s/2f (ξ) = (1 + (2π |ξ |)2)s/2fˆ (ξ).
Also Hs(Rn) = {f ∈ L2(Rn): ‖(I − ∆)s/2f ‖2 < ∞} and
‖f ‖Hs(Rn) =
∥∥(I − ∆)s/2f ∥∥2.
Note that ‖∇f ‖2 = ‖(−∆)1/2f ‖2 and that ‖(I − ∆)1/2f ‖22 = ‖f ‖22 + ‖∇f ‖22.
The operators (−∆)−s/2, 0 < s < n, are called Riesz potential operators (cf. [20]) and
we have (−∆)−s/2(f ) = Is ∗ f , where Is is the Riesz potential
Is(x) = 1
γ (s)
|x|−n+s, where γ (s) = π
n/22sΓ (s/2)
Γ
(
n
2 − s2
) .
The Hardy–Littlewood–Sobolev fractional integration theorem asserts that the operators
(−∆)−s/2, 0 < s < n, are bounded from Lp(Rn) to Lq(Rn), for 1/q = 1/p − s/n.
The operators (I −∆)−s/2, for s > 0, are called Bessel potential operators (cf. [20]) and
they are given by convolution with the Bessel potential
Gs(x) = 1
α(s)
∞∫
0
e−π |x|2/δe−δ/4πδ(−n+s)/2 dδ
δ
,
where α(s) = Γ (s/2)(4π)s/2.
We consider the operator semigroups e−t (−∆)s , t > 0, and e−t (I−∆)s , t > 0, defined
respectively by(
e−t (−∆)sf
)∧
(k) = e−t (2π |k|)2s fˆ (k),(
e−t (I−∆)sf
)∧
(k) = e−t (1+(2π |k|)2)s fˆ (k).
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Proof. Let f ∈ Hs(Rn). Then, we have∥∥f − e−t (−∆)sf ∥∥22 =
∫ ∣∣fˆ (k)∣∣2(1 − e−t (2π |k|)2s)2 dk
Now let us observe that 1 − e−x  x , for x  0. Hence∥∥f − e−t (−∆)sf ∥∥22  t
∫ (
2π |k|)2s∣∣fˆ (k)∣∣2 dk = t∥∥(−∆)s/2f ∥∥22.
This proves (10). The proof of (11) is similar. 
3. Proof of Theorem 1.1
Let us first observe that since C∞0 (Rn) is dense in Hs(Rn), it is enough to prove (3) for
f ∈ C∞0 (Rn). Let f,g ∈ C∞0 (Rn). Then, we have
(f, g) = (fˆ , gˆ)= ∫ |k|s fˆ (k)|k|−s gˆ(k) dk = ∫ ̂(−∆)s/2(f )(k) ̂(−∆)−s/2(g)(k) dk
= ((−∆)s/2(f ), (−∆)−s/2(g)). (12)
Hence,∣∣(f, g)∣∣ ∥∥(−∆)s/2(f )∥∥2∥∥(−∆)−s/2(g)∥∥2. (13)
Now by the Hardy–Littlewood–Sobolev inequality we have that
∥∥(−∆)−s/2(g)∥∥2  2−sπ−s/2
(
Γ
(
n−2s
2
)
Γ
(
n+2s
2
))1/2[ Γ (n)
Γ (n/2)
]s/n
‖g‖p, (14)
where 1/p + 1/q = 1, i.e., p = 2n/(n + 2s).
Combining (13) and (14) we have that∣∣(f, g)∣∣ (S(n, s))1/2∥∥(−∆)s/2(f )∥∥2‖g‖p. (15)
Now let us take g = f q−1. Then we have∣∣(f, g)∣∣= ∣∣(f,f q−1)∣∣= ‖f ‖qq,
‖g‖p =
∥∥f q−1∥∥
p
= ‖f ‖q−1q
and hence (15) becomes
‖f ‖2q  S(n, s)
∥∥(−∆)s/2f ∥∥22.
Finally, let us observe that in order to have equality in (3) we must have equality in (14)
and as it is well known, this happens if and only if f (x) = c(µ2 + (x − x0)2)−(n−2s)/2 for
fixed constants c ∈ R, µ > 0 and x0 ∈ Rn.
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where it was proved that the best constant C in the inequality
‖f ‖q  C
∥∥∇f ∥∥2 (16)
is given by
C = π−/2
(
Γ (n)
Γ (n/2)
)/n −1∏
h=−
(n + 2h)−1/2.
This constant is related to our constant
S(n, ) = 2−2π− Γ
(
n−2
2
)
Γ
(
n+2
2
)[ Γ (n)
Γ (n/2)
]2/n
as follows. By Corollary 1, §7.1 in [17], there exist positive number c and C that depend
only on n,  such that c‖(−∆)/2f ‖2  ‖∇f ‖2  C‖(−∆)/2f ‖2. We have
C = c = 2−
−1∏
h=−
(n + 2h)1/2
[
Γ
(
n−2
2
)
Γ
(
n+2
2
)]1/2
because S(n, ) is the best constant for the inequality ‖f ‖2q  S(n, )‖(−∆)/2f ‖22 and C
is the best constant of (16).
4. Proof of Theorem 1.2
It is enough to prove (5) for f ∈ C∞0 (R). Let 1/p + 1/q = 1. Then p < 2 and
p
2 − p =
q/(q − 1)
2 − (q/(q − 1)) =
q
q − 2 . (17)
We have that∥∥fˆ ∥∥p
p
=
∫
R
∣∣fˆ (k)∣∣p dk
=
∫
R
∣∣fˆ (k)(1 + (2π |k|)2s)1/2∣∣p(1 + (2π |k|)2s)−p/2 dk. (18)
Let us set
F(k) = (∣∣fˆ (k)∣∣2(1 + (2π |k|)2s))p/2, G(k) = (1 + (2π |k|)2s)−p/2.
Then
‖F‖2/p =
(∫
R
∣∣fˆ (k)∣∣2(1 + (2π |k|)2s dk))p/2 = (∥∥(−∆)s/2f ∥∥22 + ‖f ‖22)p/2. (19)
Also, since 2qs/(q − 2) = 2ps/(2 − p) > 1,
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∫
R
(
1 + (2π |k|)2s)−p/(2−p) dk = Γ
(
1 + 12s
)
Γ
(− 12s + p2−p )
πΓ
( p
2−p
) . (20)
We have that
1
2/(2 − p) +
1
2/p
= 1.
So, by the Hölder inequality, it follows from (19), (20) and (18) that∥∥fˆ ∥∥
p

(‖F‖2/p‖G‖2/(2−p))1/p
= (∥∥(−∆)s/2f ∥∥22 + ‖f ‖22)1/2
[
Γ
(
1 + 12s
)
Γ
(− 12s + p2−p )
πΓ
( p
2−p
) ](2−p)/2p
and therefore, by (17),
∥∥fˆ ∥∥
p

(∥∥(−∆)s/2f ∥∥22 + ‖f ‖22)1/2
[
Γ
(
1 + 12s
)
Γ
(− 12s + qq−2 )
πΓ
( q
q−2
) ](q−2)/2q. (21)
Now, by the sharp Hausdorff–Young inequality (9) we have
‖f ‖q  Cp
∥∥fˆ ∥∥
p
, with Cp =
[
p1/p(q)−1/q
]1/2
. (22)
Combining (21) and (22) we have that
‖f ‖2q 
[
p1/p(q)−1/q
][Γ (1 + 12s )Γ (− 12s + qq−2 )
πΓ
( q
q−2
) ](q−2)/q[∥∥(−∆)s/2f ∥∥22 + ‖f ‖22]
= (q − 1)−1+1/qq1−2/q
[
Γ
(
1 + 12s
)
Γ
(− 12s + qq−2 )
πΓ
( q
q−2
) ](q−2)/q
× [∥∥(−∆)s/2f ∥∥22 + ‖f ‖22],
which proves the theorem.
5. Proof of Theorem 1.3
The proof of Theorem 1.3 is similar to the proof of Theorem 1.2. We observe again that
it is enough to prove (7) for f ∈ C∞0 (R2). Let 1/p + 1/q = 1. Then p < 2 and
p
2 − p =
q/(q − 1)
2 − (q/(q − 1)) =
q
q − 2 . (23)
We have that∥∥fˆ ∥∥p
p
=
∫
R2
∣∣fˆ (k)∣∣p dk
=
∫
2
∣∣fˆ (k)(1 + (2π |k|)2)s/2∣∣p(1 + (2π |k|)2)−sp/2 dk. (24)
R
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F(k) = (∣∣fˆ (k)∣∣2(1 + (2π |k|)2)s)p/2, G(k) = (1 + (2π |k|)2)−ps/2.
Then
‖F‖2/p =
( ∫
R2
∣∣fˆ (k)∣∣2(1 + (2π |k|)2)s)p/2 dk = ∥∥(I − ∆)s/2f ∥∥p2 . (25)
Also
‖G‖2/(2−p)2/(2−p) =
∫
R2
(
1 + (2π |k|)2)−ps/(2−p) dk = 1
4π
q − 2
q(s − 1) + 2 . (26)
We have that
1
2/(2 − p) +
1
2/p
= 1.
So, by the Hölder inequality, it follows from (25), (26) and (24)
∥∥fˆ ∥∥
p

∥∥(I − ∆)s/2f ∥∥2
[
1
4π
q − 2
q(s − 1) + 2
](q−2)/2q
. (27)
Now, by the sharp Hausdorff–Young inequality (9) we have
‖f ‖q  Cp
∥∥fˆ ∥∥
p
, with Cp =
[
p1/p(q)−1/q
]1/2
. (28)
Combining (27) and (28) we have that
‖f ‖2q 
[
p1/p(q)−1/q
]2[ 1
4π
q − 2
q(s − 1)+ 2
](q−2)/2q∥∥(I − ∆)s/2f ∥∥2
and the theorem follows.
6. Proof of Theorem 1.4
The stereographic projection π :Rn → Sn − {0, . . . ,0,−1} is defined by
π(x) =
(
2x1
1 + |x|2 , . . . ,
2xn
1 + |x|2 ,
1 − |x|2
1 + |x|2
)
.
Let Jπ denote the Jacobian of π . Then
|Jπ | =
(
2
1 + |x|2
)n
.
If f ∈ Lp(Rn), then we can lift f to Sn by setting
F(ξ) = |Jπ−1 |1/pf
(
π−1(ξ)
)
.
Note that then
‖F‖Lp(Sn) = ‖f ‖Lp(Rn).
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Sn
FA2sF dξ =
∫
Rn
F ◦ π(A2sF ) ◦ π |Jπ |dx
=
∫
Rn
(F ◦ π)|Jπ |−(n+2s)/(2n)(−∆)s
(|Jπ |(n−2s)/(2n)(F ◦ π))|Jπ |dx
=
∫
Rn
|Jπ |(n−2s)/(2n)(F ◦ π)(−∆)s
(|Jπ |(n−2s)/(2n)(F ◦ π))dx.
Applying Theorem 1.1 we get∫
Sn
FA2sF dξ 
1
S(n, s)
∥∥|Jπ |(n−2s)/(2n)(F ◦ π)∥∥2q
= 1
S(n, s)
( ∫
Rn
|Jπ ||F ◦ π |2n/(n−2s) dx
)(n−2s)/n
= 1
S(n, s)
( ∫
Sn
|F |2n/(n−2s) ds
)(n−2s)/n
= 1
S(n, s)
‖F‖2q ,
where we have set q = 2n
n−2s . This proves the theorem.
7. Proof of Theorem 1.5
Let us set gj,t = e−t (−∆)sfj and gt = e−t (−∆)sf , t > 0. Then, we have
‖fj − f ‖L2(A)  ‖fj − gj,t‖2 + ‖gj,t − gt‖L2(A) + ‖gt − f ‖2. (29)
Since fj → f weakly in Hs(Rn), by the Banach–Alaoglou theorem, there is c > 0 such
that ∥∥(−∆)s/2f j∥∥2 < c, j ∈ N.
Therefore, by Proposition 2.1,
‖fj − gj,t‖2  c
√
t , ‖f − gt‖2  c
√
t . (30)
Let Fs(x) be the function with Fourier transform Fˆs (k) = e−t (2π |k|)2s . Then gj,t = Fs ∗
fj and gt = Fs ∗ f .
Then, by Theorem 1.1, for q = 2n/(n − 2s) there is c > 0 such that∥∥f j∥∥
q
 S(n, s)1/2
∥∥(−∆)s/2f j∥∥2  c. (31)
Let 1/q + 1/q ′ = 1 and p′ = q . Then by the Hölder inequality
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Note that
‖Fs‖Lq′ (A) =
∥∥ ˆˆFs∥∥Lq′ (A)  ∥∥ ˆˆFs∥∥L∞(A)  ∥∥ ˆˆFs∥∥L∞(Rn)  ∥∥Fˆs∥∥L1(Rn)< ∞. (33)
Combining (31), (32) and (33) we have that there is c > 0 such that
‖gt‖L∞(A)  c, ‖gj,t‖L∞(A)  c, j ∈ N. (34)
Now let us observe that since fj → f weakly in Lq(Rn) and since Fs ∈ Lq ′(Rn) we
have that gj,t (x) → gt (x) for all x ∈ Rn. From this observation and (34) and by using the
dominated convergence theorem we get that
‖gj,t − gt‖L2(A) → 0 (j → ∞). (35)
Combining (29), (30) and (35) we get that
‖fj − f ‖L2(A) → 0 (j → ∞).
This proves the theorem if p  2, since then, by the Hölder inequality,
‖fj − f ‖Lp(A)  |A|1/r‖fj − f ‖L2(A),
where 1/p = 1/r + 1/2.
If p > 2, then again by the Hölder inequality
‖fj − f ‖Lp(A)  ‖fj − f ‖αL2(A)‖fj − f ‖1−αLq(A), (36)
for q > p and α = (1/p − 1/q)/(1/2 − 1/q) > 0.
Now since fj ∈ Hs(Rn) and n > 2s, there is c > 0 such that∥∥f j − f ∥∥
q
 S(n, s)
∥∥(−∆)s/2(f j − f )∥∥2
 S(n, s)
(∥∥(−∆)s/2f j∥∥2 + ∥∥(−∆)s/2f ∥∥2) c. (37)
(36) and (37) prove the theorem when 2 < p.
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