The invariant polynomials on simple Lie superalgebras by Sergeev, Alexander
ar
X
iv
:m
at
h/
98
10
11
1v
1 
 [m
ath
.R
T]
  1
7 O
ct 
19
98
THE INVARIANT POLYNOMIALS ON SIMPLE LIE SUPERALGEBRAS
ALEXANDER SERGEEV
Abstract. Chevalley’s theorem states that for any simple finite dimensional Lie algebra g
(1) the restriction homomorphism of the algebra of polynomials S(g∗) −→ S(h∗) onto the
Cartan subalgebra h induces an isomorphism S(g∗)g ∼= S(h∗)W , whereW is the Weyl group
of g, (2) each g-invariant polynomial is a linear combination of the polynomials trρ(x)k,
where ρ is a finite dimensional representation of g.
None of these facts is necessarily true for simple Lie superalgebras. We reformulate
Chevalley’s theorem as formula (∗) below to embrace Lie superalgebras. Let h be the split
Cartan subalgebra of g; let R = R+ ∪ R− be the set of nonzero roots of g, the union of
positive and negative ones. Set R˜+ = {α ∈ R+ | −α ∈ R−}. For each root α ∈ R˜+ denote
by g(α) the Lie superlagebra generated by h and the root superspaces gα and g−α. Let the
image of S(g(α)∗)g(α) under the restriction homomorphism S(g(α)∗) −→ S(h∗) be denoted
by Iα(h∗) and the image of S(g∗)g by I(h∗). Then
I(h∗) = ∩
α∈R˜+
Iα(h∗). (∗)
Chevalley’s theorem for anti-invariant polynomials is also given.
Introduction
The ground field is C. All Lie algebras and superalgebras and their representations are
assumed to be of finite dimension unless stated to the contrary.
0.1. Lie algebras. The algebras of invariant polynomials on semisimple Lie algebras g play
an important role: in paricular, they allow one to describe the structure of the center Z(g)
of the universal envelopping algebra U(g) of and deduce the Weyl character formula for the
finite dimensional irreducible representations; the characteristic classes of vector bundles,
analogs of Euler’s equation of the solid body, etc. are expressed in terms of the invariant
polynomials.
If g is semisimple, then it possesses an invariant nondegenerate symmetric bilinear form
which induces an isomorphism g ≃ g∗. This isomorphism commutes with the g-action and
reduces the description of the center to the description of g-invariant polynomials on g, i.e.,
the elements of S(g∗)g.
The study of the algebras S(g∗)g has the following important aspects:
1) If g is semisimple, then having described S(g∗)g we simultaneously describe Z(g): these
algebras are isomorphic.
2) Let g be semisimple, h its Cartan subalgebra, W the Weyl group. Then Chevalley’s
theorem states that the restriction homomorphism S(g∗) −→ S(h∗) onto the Cartan subalge-
bra induces an isomorphism of the algebra of g-invariant polynomials on g with the algebra
of W -invariant polynomials on h:
S(g∗)g ∼= S(h∗)W .
1991 Mathematics Subject Classification. 17A70, 17B35, 13A50.
Key words and phrases. Lie superalgebra, invariant theory.
I am thankful to D. Leites for help and support.
1
2 ALEXANDER SERGEEV
Moreover, each invariant polynomial of degree k is a linear combination of the functions
trρ(x)k,
where ρ runs over finite dimensional representations of g.
3) The algebras of W -invariant polynomials are important examples of of the algebras of
invariant functions: for example, for g = sl(n) this leads to the classical invariant theory of
symmetric functions.
4) for a semi-simple Lie algebra there exists a homomorphism (called Harish-Candra ho-
momorphism)
Z(g) −→ S(h) ≃ S(h∗) (0.1)
The image of the center under this homomorphism is the so-called algebra of shifted sym-
metric functions. The study of functions of this type turned out to be important in the
study of the quantum immanents (that constitute a distinguished basis of Z(g)). Its further
generalization is connected with Macdonald polynomials.
0.2. Lie superalgebras. This paper is an attempt to realize part of the above program
(1) – (4) for simple Lie superalgebras. Let me point out the main distinctions:
i) not every simple Lie superalgebra possesses a nondegenerate symmetric invariant bilinear
form. Even if it does possess one, the form might be odd, while for isomorphism (0.1) we
need an even form.
ii) The notion of the Weyl group becomes very involved in the supersetting. In vari-
ous instances it has to be described differently; moreover, even for the same problem the
description of the analog differs drastically from one type of Lie superalgebras to another
one.
iii) not every irreducible g-module is uniquely determined by its central character (this
resembles the case of infinite dimensional modules over classical Lie algebras); hence, the
central characters — i.e., the invariant polynomials — provide us with the character formula
only for the generic — typical — representations;
iv) for several Lie superalgebras not every invariant polynomial can be represented as a
linear combination of supertraces of any finite dimensional representations.
Recall that there are several types of simple Lie superalgebras with quite distinct proper-
ties:
a) possessing a Cartan matrix (have a reductive even part);
b) with a nondegenerate invariant odd supersymmetric bilinear form (have a reductive
even part);
c) with a reductive even part (but not necessarily with a Cartan matrix or a nondegenerate
form);
d) with nonreductive even part.
And the instances when theWeyl group appears are also numerous, here are a few examples
(ordered historically):
A) as the set over which one performs the summation in the character formula (Bernstein–
Leites character formula for atypical representations of osp(2|2n) and sl(1|n); or its conjec-
tural generalization due to Penkov and Serganova);
B) as the group generated by “reflections in simple roots” (Skornyakov; Serganova; Egorov);
C) as the set of neighboring systems of simple roots. The neighboring systems that are
related by reflections in even roots can be, as well, considered equivalent under the action
of the Weyl group of the even part of g; the other systems are related by reflections in odd
roots whose product is not a priori defined (Leites and Shchepochkina call this set skorpenser
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in honor of Skornyakov, Penkov and Serganova who considered various definitions of odd
reflections, see [LSh]);
D) as the group whose elements number the Schubert supercells (Manin).
How to define the reflection in the odd root α is not immediately clear. For example, in one
of the simplest cases of the general matrix algebra gl(m|n) or its supertraceless subalgebra,
for any odd root α we have (α, α) = 0 whareas in the formula for the reflection one has to
divide by this scalar product.
Though Skornyakov, Penkov and Serganova as well as Egorov and (in a different frame-
work) Manin suggested several working definitions of the analog of the Weyl group, the
very diversity of answers was one of the reasons why in this paper I try to reformulate the
Chevalley theorem so as to avoid appealing to the notion of the Weyl group and make use
of the root decomposition only.
Such formulation is formally applicable to any Lie algebra and Lie superalgebra provided
one accordingly modifies the notion of “the root decomposition”. The corresponding state-
ment is offered as a Conjecture.
To lighten presentation, already involving many cases, the description of invariant polyno-
mials on q and its relatives, sq and psq, will be given elsewhere together with the description
of invariant polynomials on the Poisson superalgebra po and its relatives.
0.3. Earlier results. The first to completely describe the invariant polynomials was
F. Berezin who did it for a real form of gl(m|n), see [Be1]. Simultaneously he started
to consider the general case with V. Kac but they split and published their results (obtained
by distinct methods) separately [Be2] and [K2].
Berezin’s proof [Be2] was based on analytical methods; its presentation is not user-friendly.
Hardly anybody really went through the proofs; statements, nevertheless, were a source of
inspiration for several researchers. Observe that Berezin only considered Lie superalgebras
with root spaces of multiplicity one and with a nondegenerate invariant supersymmetric even
bilinear form.
In the addition to the above, Kac [K2] also described a rough structure of the algebra I(g)
of invariant polynomials on the Lie superalgebra g of the same class that Berezin considered.
Kac’s proof is rather lucid.
Berezin and Kac showed that there exists a polynomial Q such that the localization of
I(g) with respect to the multiplicative system generated by Q contains all W (g0¯)-invariant
polynomials.
In [S1], [S2] I described (a bit more explicitly than in [Be1], [Be2] or [K1], [K2]) invariant
polynomials on Lie superalgebras of series gl, sl, pe, spe, q, vect, svect, s˜vect.
0.4. Main result and conjectures. Let g be one of the following series or exceptional
Lie superalgebras (in suggestive notations from the review [L]):
gl, sl, psl, osp, pe, spe, ospα(4|2); ag2, ab3; vect, svect, s˜vect. (0.1)
Let h be the split Cartan subalgebra of g; let R = R+ ∪R− be the set of nonzero roots of g
divided into subsets of positive and negative ones. Let
R˜+ = {α ∈ R+ | −α ∈ R−}.
For each root α ∈ R˜+ denote by g(α) the Lie superlagebra generated by h and the root
superspaces gα and g−α, i.e. g(α) = h
⊕(
⊕
k∈Z\0
gkα
)
. This superalgebra plays an important
role in various constructions.
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In the cases considered in this paper it is isomorphic to the direct sum of sl(2) or osp(1|2)
or sl(1|1) and a commutative subalgebra of h.
Let the image of S(g(α)∗)g(α) under the restriction homomorphism S(g∗) −→ S(h∗) be
denoted by Iα(h∗) and the image of S(g∗)g by I(h∗).
Theorem . (Main Theorem.) For the Lie superalgebras (0.1) we have
I(h∗) = ∩
α∈R˜+
Iα(h∗). (0.2)
If R˜+ = ∅, then (0.2) should be read as I(h
∗) = S(h∗)h. This statement is true for semisimple
Lie algebras as well.
Observe that, except for g = osp(1|2n), the algebra I(h∗) is not noetherian whereas the
localization of I(h∗) with respect to the multiplicative system generated by Q is noetherian.
Define W (g) to be
the Weyl group of
{
g0¯ if g is of type gl, sl, psl, osp, pe, spe, ospα(4|2)
g0 if g is of type vect, svect, s˜vect.
(0.3)
.
0.4.1. Corollary . Let Q =
∏
α∈R˜1¯
α. Then any element of S(h∗)W (g) can be represented in
the form P/Q, where P ∈ I(h∗).
Problem . Compute the Poincare´ series of the algebras I(h∗). Observe that their descrip-
tion given in sec. 0.6 depends on the choice of the system of symple roots. It is, perhaps,
desirable, to give all such descriptions for all W (g)-inequivalent systems of simple roots, for
the list of the latter, found by Serganova, see [LSS].
0.4.2. Conjecture . Equality (0.2) holds for all simple (and, moreover, related to them
“classical”, see [LSh]) Lie superlagebras.
0.4.3. Conjecture . Equality (0.2) holds for all Lie algebra and Lie superlagebras provided
we consider the generalized weight decompositions of Penkov–Serganova [PS].
Recall that if g is a nilpotent Lie superalgebra and V a g-module, then the generalized
weight decomposition of V with respect to g is a presentation V = ⊕
µ∈g∗
V (µ), where µ is such
that µ([g0¯, g0¯]) = 0 and V (µ) is the maximal g-submodule all the irreducible subquotients
of which are isomorphic to Indgb(µ), where b is the polarization for µ, see [K1].
We suggest the reader to compare our approach with Shander’s approach to invariant
nonpolynomial functions on Lie superalgebras, cf. [Sh].
0.5. Chevalley’s theorem for anti-invariant polynomials. It is well-known ([Bu1])
that there exists a unique extention of the adjoint representation of a Lie algebra g to
representations in S(g) and U(g) and the canonical symmetrization ω : S(g) −→ U(g) is a
g-module homomorphism. For Lie superalgebras this supersymmetrization is given by the
formula
ω(x1, . . . , xn) =
1
n
∑
σ∈Sn
c(p(x), σ)xσ(1) . . . xσ(n), (0.5.1)
where p(x) is the vector of parities of x = (x1, . . . , xn) and c(p(x), σ) is defined (see [S1]) as
follows. Let a1, . . . , an be the elements of the free supercommutative superalgebra. Then
c(p(x), σ)a1 . . . an = aσ(1) . . . aσ(n) for any σ ∈ Sn. (0.5.2)
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Consider also the continuation ω˜ : S(g) −→ U(g) of the symmetrization ω : S(g0¯) −→
U(g0¯), where S(g) is considered as Ind
g
g0¯
(S(g0¯)) and U(g) is considered as g-module with the
action
x ∗ u = (−1)p(x)xu− (−1)p(x)p(u)ux for x ∈ g, u ∈ U(g). (0.5.3)
Theorem . Let g be one of the Lie superalgebra from our list (0.1), h its split Cartan subal-
gebra, W the Weyl group defined as in (0.3) Then the restriciton homomorphism S(g∗) −→
S(h∗) onto Cartan subalgebra induces an isomorphism
S(g∗)g ∼= S(h∗)W .
0.6. Summary: description of the algebra of invariant polynomials.
0.6.1. g = gl(n|m). Let ε1, . . . , εn, δ1, . . . , δm be the weights of the standard (identity)
gl(n|m)-module in the standard basis. The Weyl group is W = Sn × Sm; it acts on the
weights by separately permuting the εi and the δj .
We identify S(h∗) with C[ε1, . . . , εn; δ1, . . . , δm]. Then
I(h∗) = {f ∈ C[ε1, . . . , εn, δ1, . . . , δm]
W |
∂f
∂εi
+
∂f
∂δj
∈ (εi − δj)}.
This is the algebra of supersymmetric polynomials. For its generators we can take either
power series
∆k =
∑
εki −
∑
δkj
or the coefficients of powers of t in the power series expansion of the rational function
F (t) =
∏
(t− δj)∏
(t− εi)
.
Denote I(h∗) by In,m.
0.6.2. a) g = sl(n|m). I(h∗) = In,m/(ε1 + · · ·+ εn − δ1 − · · · − δm).
0.6.2. b) g = psl(n|n). Let
I˜n,n = In,n ∩ C[εi − εj, εi − δj, δi − δj for 1 ≤ i, j ≤ n].
Then I(h∗) = I˜n,n/(ε1 + · · ·+ εn − δ1 − · · · − δn).
0.6.3. g = osp(2m+ 1|2n), m > 0. We identify S(h∗) with C[ε1, . . . , εn, δ1, . . . , δm] gener-
ated as algebra by the weights of the standard module. The Weyl group is W = (Sn ◦Z
n
2 )×
(Sm ◦Z
m
2 ); it acts on the weights by separately permuting the εi and the δj and by changing
the signs of the weights.
I(h∗) = {f ∈ C[ε1, . . . , εn, δ1, . . . , δm]
W |
∂f
∂εi
±
∂f
∂δj
∈ (εi ∓ δj)}.
This is the algebra of supersymmetric polynomials In,m in ε
2
1, . . . , ε
2
n, δ
2
1, . . . , δ
2
m. For its
generators we can take either power series
∆2k =
∑
ε2ki −
∑
δ2kj
or the coefficients of powers of t in the power series expansion of the rational function
F (t) =
∏
(t2 − ε2i )∏
(t2 − δ2j )
.
0.6.4. g = osp(1|2n). This is a particular case: F (t) is a polynomial.
0.6.5. g = osp(2m|2n), m ≥ 1. We identify S(h∗) with C[ε1, . . . , εn, δ1, . . . , δm], as in 0.6.3.
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The Weyl group is W = (Sm ◦ Z
m−1
2 ) × (Sn ◦ Z
n
2 ); it acts on the weights by separately
permuting the εi and the δj and Z
m−1
2 changes the signs of the weights ε 7 → θiεi, where
θi = ±1 and
∏
θi = 1. In this case
I(h∗) = {f ∈ C[ε1, . . . , εm, δ1, . . . , δn]
W |
∂f
∂εi
±
∂f
∂δj
∈ (εi ∓ δj).
Any element of I(h∗) can be expressed in the form
f = f0 + ε1 . . . εm
∏
i,j
(ε2i − δ
2
j ) · f1,
where f0 ∈ In,m(ε
2
1, . . . , ε
2
n, δ
2
1, . . . , δ
2
m) and can be expressed via the coefficients of the powers
of t in the power series expansion of the rational function
F (t) =
∏
(t2 − δ2j )∏
(t2 − ε2i )
,
and where f1 ∈ C[ε1, . . . , εn, δ1, . . . , δm]
W .
0.6.6. g = ospα(4|2). We identify S(h
∗) with the algebra C[ε1, ε2, ε3].
The Weyl group is W = Z2×Z2×Z2; it acts on the weights by changes of their signs. Set
λ1 = −(1 + α), λ2 = 1, λ3 = α.
In this case for θi = ±1 we have
I(h∗) = {f ∈ C[ε1, ε2, ε3]
W | θ1λ1
∂f
∂ε1
+ θ2λ2
∂f
∂ε2
+ θ3λ3
∂f
∂ε3
∈ (θ1ε1 + θ2ε2 + θ3ε3)}.
Any element of I(h∗) can be expressed in the form
f = f0 +
∏
(ε1 ± ε2 ± ε3) · f1,
where f0 ∈ C[
1
λ1
ε21 +
1
λ2
ε22 +
1
λ3
ε23] and f1 ∈ C[ε
2
1, ε
2
2, ε
2
3].
0.6.7. g = ag2. We identify S(h
∗) with the algebra C[ε1, ε2, ε3, δ]/(ε1 + ε2 + ε3).
The Weyl group is W = (S3 ◦ Z2) × Z2; S3 ◦ Z2 acts on the εi by permutations and
simultaneous changes their signs, the second factor, Z2, changes the sign of the δ. In this
case
I(h∗) = {f ∈ S(h∗)W |
∂f
∂ε1
+
∂f
∂ε2
+ 2
∂f
∂δ
∈ (δ − ε1 − ε2)}.
Any element of I(h∗) can be expressed in the form
f = f0 +
∏
1≤i≤3
(δ2 − ε2i ) · f1,
where f0 ∈ C[3δ
2 − 2(ε21 + ε
2
2 + ε
2
3)] and f1 ∈ S(h
∗)W .
0.6.8. g = ab3. We identify S(h
∗) with C[ε1, ε2, ε3, δ].
The Weyl group isW = (S3◦Z
3
2)×Z2; S3◦Z
3
2 acts on the εi by permutations and changes
of their signs, the second factor, Z2, changes the sign of the δ. In this case
I(h∗) = {f ∈ S(h∗)W |
∂f
∂ε1
+
∂f
∂ε2
+
∂f
∂ε3
− 3
∂f
∂δ
∈ (δ + ε1 + ε2 + ε3)}.
Any element of I(h∗) can be expressed in the form
f = f0 +
∏
(δ ± ε1 ± ε2 ± ε3) · f1,
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where f0 ∈ C[L2, L6], f1 ∈ S(h
∗)W and
L2 = 3(ε
2
1 + ε
2
2 + ε
2
3)− δ
2
L6 = δ
6 + ε61 + ε
6
2 + ε
6
3+
+(ε1 − ε2)
6 + (ε1 − ε3)
6 + (ε2 − ε3)
6 + (ε1 + ε2)
6 + (ε1 + ε3)
6 + (ε2 + ε3)
6−
− 1
64
(
∑
(δ ± ε1 ± ε2 ± ε3)
6).
0.6.9. g = pe(n). We identify S(h∗) with the algebra C[ε1, . . . , εn] generated by the weights
of the standard g-module.
The Weyl group is W = Sn acts on the εi by permutations. In this case
I(h∗) = {f ∈ S(h∗)W |
∂f
∂εi
−
∂f
∂εj
∈ (εi + εj)}.
This is the algebra of projective Schur functions, for a system of its generators we can take
either the sums of powers
∆2k+1 =
∑
x2k+1i
or the coefficients of the rational function
F (t) =
∏
(t + εi)∏
(t− εi)
.
Set In = I(h
∗)
0.6.10. g = spe(n). Then I(h∗) = In/(ε1 + · · ·+ εn).
0.6.11. g = vect(0|n). We identify S(h∗) with the algebra C[ε1, . . . , εn] generated by the
weights of the g0-module g−1.
The Weyl group is W = Sn acts on the εi by permutations.
In this case
I(h∗) = {f ∈ S(h∗)W |
∂f
∂εi
∈ (εj) for any i 6= j}.
Each element of I(h∗) is of the form
f = c+ ε1 . . . εng, where c ∈ C, g ∈ S(h
∗)W .
Set Jn = I(h
∗).
0.6.11.a) g = svect(0|n). Then I(h∗) ∼= Jn/(ε1 + · · ·+ εn).
0.6.11.b) g = s˜vect(0|n). Then the algebra of invariant polinomials is the same as in the
non-deformed case, i.e., I(h∗) ∼= Jn/(ε1 + · · ·+ ε2n).
§1. Preliminaries
1.1. Proposition . ([S2]) Let g be a finite dimensional Lie superalgebra, V a finite di-
mensional g-module, L ⊂ V a subsuperspace and w0 ∈ W0¯ an element such that the map
g×W −→ V given by the formula
x, w 7→ xw0 + w
is surjective. Then the restriction map S(V ∗)g −→ S(W ∗) is injective.
Proof. Fro notations see Appendix. Let ρ : gΛ −→ gl(VΛ) be a homomorphism. Let GΛ be
a connected and simply connected Lie group corresponding to gΛ. By the Lie theory (see
[OV]) there exists a unique homomorphism pi : GΛ −→ GL(VΛ) such that the derivative of
pi at the unit is equal to ρ. Consider the manifold morphism
Φ : GΛ × LΛ −→ VΛ, Φ(g, w) = gw.
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It is easy to calculate the derivative of this map. It is equal to
(DΦ)(1, w0)(x˜, w˜) = ρ(x˜)w0 + w˜. (∗)
Let f ∈ S(V ∗)g and i(f) = 0. Then θ(f)|LΛ = 0. By Lemma A6 θ(f) ∈ Λ ⊗ S(V
∗
Λ) is
gΛ-invariant. By Corollary 3 of Proposition3.6.13 from [Bu2] θ(f) is invariant with respect
to the natural GΛ-action on Λ⊗ S(V
∗
Λ ).
Consider θ(f) as the usual polynomial mapping VΛ −→ Λ. It follows from (∗) that Φ is
submersive at (1, w0). Therefore, the image of Φ contains an open neighborhood of w0 in
VΛ. Hence, GΛLΛ contains an open neighborhood of w0; hence, θ(f) = 0. Lemma A6 shows
that f = 0.
Corollary . If g is a finite dimensional Lie superalgebra, h its its Cartan subalgebra, then
the restriction map S(g∗)g −→ S(h∗) is injective.
Proof. It suffices to demonstrate that the map g× h −→ g given by the formula
x, h 7→ xh0 + h
is surjective.
Let g = ⊕
α∈R
g(α) be the generalized weight decomposition of g relative h, see sec. 0.4.3.
Select h0 ∈ h0¯ such that α(h0) 6= 0 for all α ∈ R. Then the kernel of the above map
consists of the pairs (x, h) such that xh0 + h = 0. Since α(h0) 6= 0 for all α ∈ R, it folloows
that x ∈ h and the dimension of the kernel is equal to that of h. Hence, the map g×h −→ g
is surjective.
1.2. Proposition . Let g be a finite dimensional Lie superalgebra such that the Lie algebra
g0¯ = h is commutative; g1¯ = Span(u, v) and the following relations hold:
[h, v] = −α(h)v, [h, u] = α(h)u for any h ∈ h and α ∈ h∗;
[u, v] = hα and α(hα) = 0.
Let
Iα(h∗) = {f ∈ S(h∗) | Dhαf ∈ (α)},
where Dhαf is the derivative of f in the diriction of hα.
Then the restriciton homomorphism S(g∗) −→ S(h∗) induces an isomorphism S(g∗)g ∼=
Iα(h∗).
Proof. Since h is the Cartan subalgebra, the restriction homomorphism is injective by Propo-
sition 1.1. Let us prove that its image coincides with Iα(h∗).
Let F ∈ S(g∗)g. By h-invariance F should be of the form
F = f + gv∗u∗, where v∗ and u∗ is the left dual basis to v and u.
It is easy to verify that in S(g∗) the following relations hold:
v · l = −l(hα) · u
∗, u · l = −l(hα) · v
∗, for l ∈ h∗
v · v∗ = α; v · u∗ = 0; u · u∗ = −α; u · v∗ = 0.
Therefore, v · F = −Dhαf · u
∗ + αgu∗ = 0. Hence, Dhαf = αg and f ∈ I
α(h∗).
Convesely, if f ∈ Iα(h∗), then it is easy to verify that
F = f +
1
α
Dhαfv
∗u∗ ∈ S(g∗)g.
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1.3. Proposition . Let g be a finite dimensional Lie superalgebra such that the Lie algebra
g0¯ = h is commutative; g1¯ = Span(v1, u1, v2, u2) and the following relations hold:
[h, vi] = −α(h)vi, [h, ui] = α(h)ui for any h ∈ h, i = 1, 2 and α ∈ h
∗;
[ui, uj] = [vi, vj ] = 0;
[ui, vj] = 0 for i 6= j; [ui, vi] = hi (it is possible that h1 = h2);
α([g1¯, g1¯]) = 0.
Let
Iα(h∗) = {f ∈ S(h∗) | Dh1f ∈ (α), Dh2f ∈ (α), Dh1Dh2f ∈ (α
2)},
where Dhf is the derivative of f in the direction of h.
Then the restriciton homomorphism S(g∗) −→ S(h∗) induces an isomorphism S(g∗)g ∼=
Iα(h∗).
Proof. As in the proof of Proposition 1.2, let F ∈ S(g∗)g. By h-invariance, F should be of
the form
F = f + gv∗1u
∗
1 + sv
∗
2u
∗
2 + rv
∗
1u
∗
1v
∗
2u
∗
2,
where the v∗i and u
∗
i constitute the left dual basis to the vi, ui.
The condition v1F = 0 implies that
Dh1f − αg = 0, Dh1s− αr = 0,
and similarly
Dh2f − αs = 0, Dh2s− αr = 0.
These conditons imply that
Dh1f ∈ (α), Dh2f ∈ (α), Dh1Dh2f ∈ (α
2).
Convesely, if these conditions hold, then by setting
F = f +
1
α
Dh1fv
∗
1u
∗
1 +
1
α
Dh2fv
∗
2u
∗
2 +
1
α2
Dh1Dh2fv
∗
1u
∗
1v
∗
2u
∗
2
we get an element from S(g∗)g whose restriction on h∗ is equal to f .
Remark . Under conditions of Proposition 2.2, if h1 = h2, then not every element from S(g
∗)g
can be obtained as a linear combination of invariant polynomials of the form str(ρ(x)k), where
ρ is any finite dimensional representation of g.
Indeed, let h1 = h2 = h. Then there are two types of representations of g:
1) the 1-dimensional ones, determined by linear forms λ ∈ h∗ such that λ(h) = 0 and
2) (4, 4)-dimensional ones for which λ(h) 6= 0; these representations are of the form
Tλ = ind
g
h⊕Span(u1,u2)
(λ).
The character of a representation of the first type is equal (up to ε) to eλ; these characters
generate a subalgebra of invariants isomorphic to C[h⊥], where
h⊥ = {λ ∈ h∗ | λ(h) = 0}.
Further, it is not difficult to verify that each homogeneous component of the supercharacter
in the sence of Kac considered as a formal power series is an invariant polynomial. (Recall
that schV is a linear functional on U(g) defined as schV (u) = strV (u); here we identify U(g)
∗
with the algebra of formal power series.) Actually, this component is str(ρ(x)k), where ρ is
the corresponding representation of g.
Therefore, the homogeneous components of supercharacters of Tλ are invariant polyno-
mials. But the supercharacter of Tλ is equal to (1 − e
−α)2eλ and the linear span of such
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supercharacters is equal to α2 ·ϕ, where ϕ ∈ C[h∗]. Thus, the general form of the restriction
of an invariant polynomial equal to the linear combination of supertraces is of the form
ψ + α2 · ϕ, where ϕ ∈ C[h∗], ψ ∈ C[h⊥].
On the other hand, by Proposition 1.3 the element α · l, where l ∈ h∗ and l(h) 6= 0, is a
restriction of an invariant and does not have the above described form. Therefore, α · l does
not belong to the subalgebra generated by supertraces of finite dimensional representations.
1.4. Proposition . Let g = ⊕
−1≤i≤N
gi be a consistent grading of a Z-graded Lie superalge-
bra; moreover, let g0 be reductive. Let W =W (g0) be the Weyl group of g0 and α1, . . . , αn
be the weights of the g0-module g−1.
Then any polynomial of the form α1 . . . αnf on the Cartan subalgebra h of g0, where
f ∈ C[h∗]W , is a restriction of an invariant.
Proof. Let λ be a highest weight for g0, L
λ the corresponding irreducible g0-module (with
even heighest weight vector). Let giL
λ = 0 for i > 0; denote g≥0 = ⊕
i≥1
gi and set V
λ =
indgg≥0(L
λ). Then
schV λ =
∏
1≤i≤n
(1− eαi)chLλ.
According to [B] there exists a linear combination
∑
cλchL
λ of functions chLλ such that
the homogeneous component of the least degree of this combination is equal to f . But
then the homogeneous component of the least degree of
∏
1≤i≤n
(1− eαi)
∑
cλchL
λ is equal to
α1 . . . αnf .
1.5. Proposition . Let g = g0¯⊕g1¯ be a Lie superalgebra with reductive g0¯. Let W = W (g0¯)
be the Weyl group of g0¯ and α1, . . . , αn be the weights of the g0¯-module g1¯.
Then any polynomial of the form α1 . . . αnf on the Cartan subalgebra h of g0¯, where
f ∈ C[h∗]W , is a restriction of an invariant.
Proof is similar to that of Proposition 1.4.
1.6. Proposition . Let g = sl(2), L(n) the finite dimensional irreducible g-module with
highest weight nϕ, where ϕ is the fundamental weight.
Then for any k ∈ N and any n1, . . . , nk+1 ∈ N there exist c1, . . . , ck+1 ∈ C such that the
homogeneous component of the least degree of the linear combination of characters
∑
cichL
ni
under the restriction on the Cartan subalgebra becomes equal to ϕ2k.
Proof. Since
chLni =
sinh(ni + 1)ϕ
sinhϕ
,
it follows that it suffices to prove the statement for a linear combination
∑
ci sinh(ni + 1)ϕ.
By equating the coefficients of the powers 1, 3, . . . , 2k−1 to zero and equating the coefficient
of the power 2k + 1 to 1 we get the system
c1(n1 + 1) + · · ·+ ck+1(nk+1 + 1) = 0
c1(n1 + 1)
3 + · · ·+ ck+1(nk+1 + 1)
3 = 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
c1(n1 + 1)
2k−1 + · · ·+ ck+1(nk+1 + 1)
2k−1 = 0
c1(n1 + 1)
2k+1 · · ·+ ck+1(nk+1 + 1)
2k+1 = (2k + 1)!
If the ni are pairwise distinct, the determinant of the system is nonzero.
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Remark . Proposition 1.6 implies that∑
1≤i≤k+1
ci sinh(nix)ϕ = x
2k+1 + . . .
By differentiating this identity with respect to x we see that there exist c′1, . . . c
′
k+1 such
that ∑
1≤i≤k+1
c′i cosh(nix)ϕ = x
2k + . . . .
1.7. The algebra of dual numbers and modules over associative superalgebras.
Let A be an associative superalgebra. Consider the algebra (with any parity ignored)
A[ε] = {a+ bε | a, b ∈ A, ε2 = 1, εa = (−1)p(a)aε}.
Observe that our algebra A[ε] is almost the same as the superalgebra Q(A) considered in
[BL], but (1) we ignore parity, (2) in Q(A) a different relation ε2 = −1, should be satisfied.
1.7.1. Lemma . The category Mods of A[ε]-modules is isomorphic to the category SMods
of graded A-modules the morphisms of the latter being the purely even homomorphisms.
Proof. Let us construct the functors
F : Mods −→ SMods and G : SMods −→ Mods.
Let V ∈ ObMods, then ε ∈ End(V ) and since ε2 = 1, it follows that F (V ) = V0¯ ⊕ V1¯, where
V0¯ = {v ∈ V | εv = v} and V1¯ = {v ∈ V | εv = −v}.
Thus, V may be considered as an object from SMods. It is an easy and routine chech
with the help of the commutation relations for ε that if f : V −→ W is an A[ε]-module
homomorphism, then f may be considered as an even homomorphism (morphism) of A-
modules.
Every superspace V = V0¯⊕V1¯ ∈ ObSMods has a fixed map (not a morphism), namely the
parity map J such that J(v) = (−1)p(v)v, see [Be2]. Sending ε to J we get an object from
Mods.
To verify that FG and GF are identity functors is trivial.
1.7.2. Lemma . Let A be an associative superalgebra and L(A) the corresponding Lie al-
gebra. Set
a ∗ b = (−1)p(a)ab− (−1)p(a)p(b)ba.
With respect to the action ∗ the space A is an L(A)-module. Moreover, let V be a graded
A-module. The function a 7→ trV (a) is an L(A)-invariant function on A.
Proof. Consider A[ε] as a superalgebra with p(ε) = 0¯. (Observe that in [BL] p(ε) = 1¯.) Let
us calculate [a, εb], where a, b ∈ A and [·, ·] denotes the supercommutator. We have
[a, εb] = a · εb− (−1)p(a)p(b)εba = ε((−1)p(a)ab− (−1)p(a)p(b)ba),
which leads to the above formula for a ∗ b.
Further on, V is a graded A[ε]-module (since J is an even map); hence by the characteristic
property of the supertrace str[a, εb] = 0; hence,
tr(a ∗ b) = str(εa ∗ b) = str[a, εb] = 0
(because if a ∈ A, then str(a) = tr(εa) and tr(a) = str(εa)).
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Remark . We are forced to introduce A[ε] in its latter interpretation because we wish to
consider not only the intertwining operators that become scalars on the irreducible modules
but may become a scalar multiple of J . This train of thought leads us to the notion of
anticenter considered elsewhere.
§2. Invariant polynomials on Lie superlagebras
Let g be one of the Lie superalgebras
gl, sl, psl, osp, pe, spe, ospα(4|2); ag2, ab3; vect, svect, s˜vect. (0.1)
Let h be the split Cartan subalgebra of g; let R = R+ ∪R− be the set of nonzero roots of g
divided into subsets of positive and negative ones. Let R0 and R1 the subsets of even and
odd roots; each set can be divided into the subsets R±0 , R
±
1 of positive and negative roots.
We further set:
R˜+ = {α ∈ R+ | −α ∈ R−} R˜+1 = {α ∈ R
+
1 | −α ∈ R
−
1 ; 2α 6∈ R
+
1 }. (2.1)
Let g = h⊕α∈R g
α be the weight decomposition; for α ∈ R˜+1 set
ν(α) = min(dim gα, dim g−α). (2.2)
For the Lie superalgebras considered ν(α) = 1 or 2. We set
Iα(h∗) =


{f ∈ S(h∗) | Dhf ∈ (α) for h ∈ [g
−α
1¯
, gα1¯ ]} if ν(α) = 1
{f ∈ S(h∗) | Dhf ∈ (α) for h ∈ [g
−α
1¯
, gα1¯ ]
and Dh1Dh2f ∈ (α
2) for h1, h2 that generate [g
−α
1¯
, gα1¯ ]} if ν(α) = 2.
Let W be the Weyl group of g0¯ if g0¯ is reductive and the Weyl group of g0 if g is a vectorial
Lie superalgebra (with nonreductive g0¯) in the standard Z-grading.
Theorem . The restriction homomorphism S(g∗) −→ S(h∗) induces an isomorphism of
S(g∗)g with the algebra
I(h∗) = {f ∈ S(h∗)W | f ∈ Iα(h∗) for any α ∈ R˜+1 }.
Proof. Let us prove that the image f of any invariant polynomial F belongs to I(h∗). First,
observe that f ∈ S(h∗)W .
Define: gα to be the Lie subsuperalgebra of g generated by the root vectors of weights
proportional to α. Clearly, if g0¯ is reductive, gα is isomorphic to one of the Lie (super)algebras
from Proposition 1.2 if ν(α) = 1 or one of the Lie (super)algebras from Proposition 1.3 if
ν(α) = 2 and g = sl(2|2), psl(2|2) or spe(4).
Observe that the restriction of F onto gα belongs to S(g
∗
α)
gα. From Propositions 1.2 and
1.3 we deduce that f ∈ Iα(h∗).
If g is of vectorial type, then ν(α) = 1 and by selecting u ∈ g−α, v ∈ gα we obtain a
subalgebra b = h ⊕ Span(u, v) satisfying the conditions of Proposition 1.2. Hence, in this
case f ∈ Iα(h∗) as well.
Moreover, Proposition 1.1 shows that the restriction homomorphism is injective. Let us
prove now that each element from I(h∗) can be extended to an element from S(g∗)g. The
proof will be caried out separately for each of the above Lie superalgebras.
g = gl(n|m). (cf. [B]) On the Cartan subalgebra, consider the formal power series C[[h∗]].
For h ∈ h, λ ∈ h∗ and eλ ∈ C[[h∗]] set
Dhe
λ = λ(h)eλ.
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Define
J(h)∗ = {f ∈ C[[h∗]]W | f is a linear combination of the eλ,
where λ is a weight of a representation of g0¯ and
Dhf ∈ (α) for any α ∈ R1¯ and h ∈ [g
−α
1¯
, gα1¯ ].
Let us prove that any element from J(h∗) is a linear combination of supercharacters of finite
dimensional representations. Indeed, since the homogeneous components of supercharacters
are invariant polynomials, it follows that any linear combination of them belongs to J(h)∗.
Let (g0¯)s be the semisimple part of g0¯ and 〈·, ·〉 the Killing form on (g0¯)s.
For λ ∈ h∗ let λs be its restriction onto h ∩ (g0¯)s; we set
|λ|2 = 〈λs, λs〉.
For f =
∑
cνe
ν set rf = maxν 6=0 |νs| and induct on rf .
If rf = 0, then νs = 0 for any ν. Let α ∈ R1¯ and h ∈ [g
−α
1¯
, gα1¯ ]. If ν(h) = 0, then νs = 0
implies that ν is proportional to the supertrace, the supercharacter of a one-dimensional
representarion. Therefore, we may assume that ν(h) 6= 0 for any ν.
Consider the restriction of Dhf onto [g
−α
1¯
, gα1¯ ]. Since α(h) = 0, it follows that Dhf =∑
cνν(h)e
ν = 0. Since the exponents are linearly independent, cνν(h) = 0 for all ν. And
since ν(h) 6= 0, it follows that each cν = 0; hence, f = 0. Thus, if |νs| = 0, then f =
∑
cνe
ν ,
where each ν is proportional to the supertrace. Let rf > 0 and f =
∑
cνe
ν .
Consider the difference f −
∑
cνschL
ν , where Lν is therreducible highest weight module
with the highest weight ν and the sum runs over ν such that |νs| = rf . Since the difference
is W -invariant, it contains summands eµ with |µs| < rf by a property of representations of
semisimple Lie algebras (see [B]) and the inductive hypothesis applies.
Now, let P ∈ I(h∗); consider P as a polynomial in weights of the standard module, i.e.,
P = P (ε1, . . . , εn; δ1, . . . , δm) and let
f = P (eε1 − 1, . . . , eεn − 1; eδ1 − 1, . . . , eδm − 1).
Let us verify that f ∈ J(h∗). Clearly, f is W -invariant. Let α = εi − δj and h ∈ [g
−α
1¯
, gα1¯ ];
then the condition Dhf ∈ (α) is equivalent to the fact that
∂f
∂εi
+ ∂f
∂δj
∈ (εi − δj)⇐⇒
∂P
∂εi
eεi + ∂P
∂δj
eδj ∈ (eεi − eδj )⇐⇒
eδj
(
∂P
∂εi
eεi−δj + ∂P
∂δj
)
∈ (eεi−δj − 1)eδj ⇐⇒
(
∂P
∂εi
eεi−δj + ∂P
∂δj
)
∈ (eεi−δj − 1).
Since ∂P
∂εi
+ ∂P
∂δj
∈ (εi − δj), the last membership implies that
∂f
∂εi
+ ∂f
∂δj
∈ (εi − δj). Since
f ∈ J(h∗), any homogeneous component of f is a restriction of an invariant; but P is an
homogeneous component of f of the least degree, hence, it is a restriction of an invariant.
g = sl(n|m), n 6= m. Let h the Cartan subalgebra of gl(n|m); let h˜ = h∩g. Let f ∈ I(h˜∗);
set g(h) = f
(
h− strh
n−m
1n+m
)
. Then
(Dhαg)(h) = (Dhαf)(h−
strh
n−m
1n+m) ∈ α(h−
strh
n−m
1n+m) = α(h).
Hence, g ∈ I(h˜∗) and by the above is a restriction of an invariant. Hence, f is also a
restriction of an invariant.
g = sl(n|n), n 6= 2. Let us show that the restriction map I(h∗) −→ I(h˜∗) is surjective. Let
us identify S(h∗) with C[ε1, . . . , εn; δ1, . . . , δm], where ε1, . . . , εn; δ1, . . . , δm are the weights of
the identity representation. It is not difficult to show (see[P]) that
I(h∗) ∼= C[s1, s2, . . . ], where sk =
∑
εki −
∑
δkj are supertraces of id.
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Let ε˜i and δ˜j be the images of εi and δj in S(h˜
∗)). Since the ε˜i and δ˜j for j < n are
algebraically independent, we deduce, as above, that
I(h˜∗) ⊂ C[σ1, σ2, . . . ], where σk =
∑
ε˜ki −
∑
δ˜kj .
If f ∈ I(h˜∗), then f = F (σ1, σ2, . . . ). Consider d = f − F (σ1 − σ1, σ2 − σ
2
1, . . . ). Clearly
d = 0 at σ1 = 0; hence, d is divisible by σ1. Since F (σ1 − σ1, σ2 − σ
2
1, . . . ) is the image of an
element from I(h∗), we may assume that f is divisible by σ1, i.e., f = σ1g.
For α = εn−δn the condition Dhαf ∈ (α) is equivalent to the fact that the restriction of f
onto kerα is invariant with respect to translations by the vectors hα. Since σ1(hα) 6= 0, any
element from kerα can be expressed in the form h+ thα, where h ∈ kerα∩ker σ1. Therefore,
f(h+ thα) = σ1(h+ thα)g(h+ thα) = tσ1(hα)g(h+ thα) = f(h) = 0.
Therefore, g(h+ thα) = and the restriction of f onto kerα is equal to 0. Hence, f is divisible
by α; hence, from the W -symmetry and the fact that the linear functions wα are pair-wise
coprime for n > 2 we deduce that
f =
∏
α∈R+
1¯
α · ϕ˜, where ϕ˜,∈ C[h˜∗]W .
It is clear that f is a restriction of an element of the form∏
α∈R+
1¯
α · ϕ, where ϕ,∈ C[h∗]W .
Proposition 1.4 applied to g = gl(n|n) = g− ⊕ h ⊕ g+, where g± is the linear span of the
positive (negative) root vectors, implies that
∏
α∈R+
1¯
α · ϕ is the restriction of an invariant.
g = sl(2|2). In this case the root spaces are two-dimensional. A direct calulation proves
that I(h∗) consists of the polynomials of the form
c+ α1α2g + α
2
1α
2
2ϕ,
where c ∈ C, g is a lilnear combination of the functions of the form
ε˜n1−ε˜
n
2
ε˜1−ε˜2
for the even weights
ε˜1 and ε˜2 of the identity g-module and ϕ ∈ S(h
∗)W .
Proposition 1.4 implies that α21α
2
2ϕ is the restriction of an invariant. To show that α1α2g
is the restriction of an invariant, consider the function F (t) = (t−δ˜1)(t−δ˜2)
(t−ε˜1)(t−ε˜2)
, where δ˜1 and δ˜2
are odd weights of the identity g-module. The coefficients of the power series expansion in
t of F (t) are expressed in terms of the supertraces of powers of the identity representation;
hence, are restrictions of invariants.
Let F (t) =
∑
k≥0
t−kµk. It is easy to check that µk+2 = α1α2
ε˜k1−ε˜
k
2
ε˜1−ε˜2
.
psl(n|n), n > 1. Let h ⊂ sl(n|n) be the Cartan subalgebra, h˜ = h/C · z, where z is an
element from the center of sl(n|n). It is not difficult to verify that I(h˜∗) can be embedded
into I(h∗) and the image coincides with the set of elements from I(b∗) invariant under
translations in the direction of z, i.e., f such that f(h+ tz) = f(h).
Let us continue such a polynomial f to an invariant F from S(sl(n|n)∗)sl(n|n). Then F also
is invariant under translations in the direction of z; hence, determines an element from S(g∗)g
whose restriction is equal to f . To establish this, it suffices to verify that the derivative in
the direciton of z commutes with the restriction homomorphism onto h˜.
Observe that though there is a nondegenerate invariant supersymmetric even bilinear form
on g, by Remark 1.3 this form is NOT related with any finite dimensional representation of
g.
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g = osp(2|2n− 2), n > 1. This Lie superalgebra possesses a compatible Z-grading of depth
1; hence, there is a one-to-one correspondence between irreducible finite dimensional rep-
resentations of g and irreducible finite dimensional representations of g0¯. Therefore, the
arguments applyed for gl(m|n) are applicable here as well.
Namely, same as for gl(m|n), define the algebra
J(h∗) = {f ∈ C[[h∗]]W | f is a finite linear combination of the eλ
with exponents equal to the weights of finite dimensional g0¯-modules
and Dhf ∈ (α) for any h ∈ [g
−α
1¯
, gα1¯ ] and α ∈ R
+
1¯
= R¯+
1¯
.}
In the same lines as for gl(m|n), we prove that any element from J(h∗) is a linear combination
of supercharacters.
Let us prove now that any element from I(h∗) is an homogeneous component of an element
from J(h∗). Indeed, let P ∈ I(h∗); then P = P (ε1, δ1, . . . , δn−1), where ε1, δ1, . . . , δn−1 are
the weights of the standard g-module. Set
f = P
(
eε1 − e−ε1
2
,
eδ1 − e−δ1
2
, . . . ,
eδn−1 − e−δn−1
2
)
.
Let us check that f ∈ J(h∗). Clearly, fW = f . For α = ε1 − δ1 the condition Dhf ∈ (α) is
equivalent (because the restriction of the invariant form onto h is proportional to ε21−
∑
δ2j )
to the fact that ∂f
∂ε1
+ ∂f
∂δ1
∈ (ε1 − δ1).
Since P ∈ I(h∗), it follows that ∂P
∂ε1
+ ∂P
∂δ1
= (ε1 − δ1)Q. Hence,
∂f
∂ε1
+ ∂f
∂δ1
= ∂P
∂ε1
cosh(ε1) +
∂P
∂δ1
cosh(δ1) =
∂P
∂ε1
cosh(ε1) + (sh(ε1)− sinh(δ1))Q cosh(δ1)−
∂P
∂ε1
cosh(δ1)
∂P
∂ε1
(cosh(ε1)− cosh(δ1)) + (sinh(ε1)− sinh(δ1))Q cosh(δ1) ∈ (α).
Therefore, f ∈ J(h∗) and its homogeneous component of the least degree — equal to P —
is the restriction of an invariant.
g = osp(2m+ 1|2n). For a basis of h∗ we take the weights ε1, . . . , εm; δ1, . . . , δn of the
identity representation (of the two weights ±εi and ±δj we select one). Observe that the
odd roots ±δj of g are collinear to the even ones.
The Weyl group separately permutes the ε’s and the δ’s and changes their signs. The
restriction of the invariant form onto h is proportional to
∑
ε2i −
∑
δ2j ; hence, for α = εi− δj
(observe that α ∈ R˜1¯) the condition Dhf ∈ (α) is equivalent to the fact that
∂f
∂εi
+ ∂f
∂δj
∈
(εi − δj), which, in turn, means that f does not depend on t after substitution εi = δj = t.
Clearly,
f = f(ε21, . . . , ε
2
m, δ
2
1, . . . , δ
2
n)
and, therefore, is a supersymmetric polynomial in the sence of [P] and as such can be
expressed via the coefficients of the rational function
F (t) =
∏
(t2 − δ2j )∏
(t2 − ε2i )
.
These coefficients are expressed via the sums
∑
i
εki −
∑
j
δkj — the powers of the supertrace
the identity representation.
g = osp(2m|2n). For a basis of h∗ we take the same basis ε1, . . . , εm; δ1, . . . , δn as in the
preceding case. The restriction of any W -invariant polynomial is of the form
f = P (ε21, . . . , ε
2
m, δ
2
1, . . . , δ
2
n) + ε1 · · · · · εm ·Q(ε
2
1, . . . , ε
2
m, δ
2
1, . . . , δ
2
n).
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Moreover, the restriction of any W -invariant polynomial does not depend on t after substi-
tution εi = δj = t, whereas after such a substitution P is of an even degree wrt t and the
second summand is of an odd degree. This means that both summands do not depend on t;
hence, P ∈ I(h∗) and ε1 . . . εmQ ∈ I(h
∗) and
Q =
∏
(ε2i − ε
2
i )Q1 for some polynomial Q1 (∗).
The same arguments as in the preceding case show that P is the restriction of an invariant.
Let us prove that ε1 . . . εmQ is also the restriction of an invariant. To this end, select in h
the right dual basis e1, . . . , em; f1, . . . , fn to ε1, . . . , εm; δ1, . . . , δn. For the system of simple
roots take
δ1 − δ2, . . . , δn−1 − δn; δn − ε1, ε1 − ε2, . . . , εm−1 − εm, εm−1 + εm.
Let Λ ∈ h∗ be such that Λ(ei) = λi and Λ(fj) = µj . Then due to [K1] for the representation
with highest wight Λ to be a finite dimensional one, the coordinates of the highsest weight
should satisfy the following conditions:
µj ∈ Z and µ1 ≥ µ2 ≥ · · · ≥ µn ≥ m;
λ1 − λ2 ∈ Z+, . . . , λm−1 − λm ∈ Z+, λm−1 + λm ∈ Z+.
If Λ satisfies λm 6= 0, then Λ is a typical weight. Indeed, by Kac, [K1], the typicality condition
is
(Λ + ρ)(hα) 6= 0 for any α ∈ R
+
1¯
or, equivalently,
(Λ + ρ)(ei) 6= 0 for any i and (Λ + ρ)(fj) 6= 0 for any j.
As is not difficult to verify,
ρ0 = (m− 1)ε1 + · · ·+ εm−1 + nδ1 + · · ·+ 2δn; ρ1 = m
∑
δi;
hence,
(Λ + ρ)(ei) = λi +m− i 6= 0 and (Λ + ρ)(fj) = µj −m+m− j + 1 6= 0
as was required for typicality.
Let Λ be a typical weight. Then by [K2] the supercharacter of the irreducible module LΛ
with the highest weight Λ is
schLΛ =
∏
α∈R
+
1¯
(eα/2−e−α/2)
∏
α∈R+
0¯
(eα/2−e−α/2)
∑
ε(w)ew(Λ+ρ) =
∏
α∈R+
1¯
(
eα/2 − e−α/2
) ∏
α∈R+
0¯
(
eα/2 − e−α/2
)−1∑
ε(w)ew(Λ+ρ0−ρ1) =
∏
α∈R+
1¯
(
eα/2 − e−α/2
)
chLΛ−ρ10 ,
where LΛ−ρ10 is the irreducible g0¯-module with the highest weight Λ− ρ1.
Consider Λ such that λm 6= 0 and µn ≥ m, i.e., consider the highest weights of the typical
irreducible finite dimensional modules. Then Λ−ρ1 runs the highsest weights of g0¯ for which
λm 6= 0. Let us demand that λm were half-integer; then λm 6= 0 holds automatically. Let
T ∈ S(h∗0¯)
W be an invariant polynomial of the form
T = ε1 · · · · · εm ·Q1(ε
2
1, . . . , ε
2
m, δ
2
1, . . . , δ
2
n) for Q1 defined in (∗).
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Consider
T˜ = T (eε1/2 − e−ε1/2, . . . , eεm/2 − e−εm/2; eδ1/2 − e−δ1/2, . . . , eδn/2 − e−δn/2) =
m∏
i=1
(eεi/2 − e−εi/2) · S(2 sinh(ε1/2), . . . , 2 sinh(εm/2); 2 sinh(δ1/2), . . . , 2 sinh(δn/2)).
All the weights of the first factor are half-integer and linealy independent, hence, it is a linear
combination of the eχ, where the coordinates χi are half-integers and nonzero (actually, this
χ is the character of a spinor-like representation).
At the same time all the weights of the second factor are integer; so T is a linear combi-
nation of the eχ with χm 6= 0 and half-integer. This expression is a linear combination of
characters of finite dimensional representations
T˜ =
∑
CχchL
χ
0
of g0¯. Since all the weights µ that contribute to S are half-integer with µm 6= 0, then all the
coordinates of χ are also half-integer and χm 6= 0.
By multiplying both sides of the last equation by L =
∏
α∈R+
1¯
(
eα/2 − e−α/2
)
we obtain
L · T˜ =
∑
CχL · chL
χ
0 = CχschL
χ+ρ1 .
Therefore, the lowest component of LS˜ is the restriction of an invariant. But this lowest
component is ε1 · · · · · εm ·Q(ε
2
1, . . . , ε
2
m, δ
2
1, . . . , δ
2
n).
g = ospα(4|2). In this case g0¯ = sl1(2)⊕ sl2(2)⊕ sl3(2) (the sum of three copies of sl(2),
numbered to distinguish them) and g1¯ = V1⊗V2⊗V3, where V is the identity representation.
Let ±ε1, ±ε2, ±ε3 be the weights of each of the components of g0¯ in its identity module.
Then the root system of g is as follows
R0¯ = {±2ε1, ±2ε2, ±2ε3}, R1¯ = {±ε1 ± ε2 ± ε3}.
The restriction of the nondegenerate invariant supersymmetric even bilinear form onto the
Cartan subalgebra is of the form
1
λ1
ε21 +
1
λ2
ε22 +
1
λ3
ε23, where λ1 = −(1 + α), λ2 = 1, λ3 = α.
From the condition (hα, h) = α(h) for h ∈ h we deduce that if α = θ1ε1+ θ2ε2+ θ3ε3, where
θi = ±1, then
hα = θ1λ1H1 + θ2λ2H2 + θ3λ3H3
for the dual basis of h, i.e., εi(Hj) = δij.
A direct calculation shows that
Dhαf = θ1λ1
∂f
∂ε1
+ θ2λ2
∂f
∂ε2
+ θ3λ3
∂f
∂ε3
.
The Weyl group is isomorphic to (Z/2)3; it acts by changings the signs of the εi.
Let us describe now the algebra I(h∗). An easy calculation shows that I(h∗) consists of
the elements of the form
f = ψ(
1
λ1
ε21 +
1
λ2
ε22 +
1
λ3
ε23) +
∏
α∈R+
1¯
α · ϕ,
where ϕ ∈ S(h∗)W . Clearly, the first summand is the restriction of an invariant. Let us
prove that the second summand is also the restriction of an invariant.
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For a system of simple roots take {ε1 + ε2 + ε3, −2ε2, −2ε3}. Applying Proposition 1.5
to g we see that any element of the form
∏
α∈R+
1¯
α2 · ϕ, where ϕ ∈ S(h)W is the restriction of
an invariant. Since g possesses a nondegenerate invariant supersymmetric even bilinear form
and the Harish–Chandra homomorphism applies, any element from S(h)W can be expressed
in the form
f
Q2
, where f is the image of an element from the center of U(g) and Q =
∏
α∈R+
1¯
hα.
This implies that the irreducible finite dimensional g-module with highest weight Λ is typical
if ∏
α∈R+
1¯
Λ(hα) 6= 0.
Remark . In [K2] this statement is conjectured, while the conditions sufficient for typicality
of the modules over ospα(4|2), ag2 and ab3 (these Lie superalgebras are differently baptized
there) given there are faulty.)
As for osp(2n|2m), the formula for the supercharacter of the typical module can be ex-
pressed in the form
schLΛ =
∏
α∈R+
1¯
(
eα/2 − e−α/2
)
chLΛ−ρ10 .
In the chosen system of simple roots
ρ0 = ε1 − ε2 − ε3; ρ1 = 2ε1.
If Λ = χ1ε1 + χ2ε2 + χ3ε3 is the highest weight, then L
Λ is of finite dimension whenever
χ1 ≥ 2, χ1 ∈ Z+; χ2, χ3 ∈ Z−;
the module LΛ is typical if additionally∏
α∈R+
1¯
Λ(hα) 6= 0.
Fix χ2 and χ3. The equation for χ1 obtained has finitely many solutions. Hence, by
selecting χ1 sufficiently large we deduce that for arbitrary χ2 and χ3 (such that χ2, χ3 ∈ Z−)
the module LΛ with Λ = χ1ε1 + χ2ε2 + χ3ε3 is finite dimensional and typical.
Now, represent g0¯ in the form g0¯ = sl(2) ⊕ g˜ and set h = Span(H1) ⊕ h˜, respectively.
According to Bernstein [B], any element P from S(h˜∗)Z/2×Z/2 is the component of the least
degree of the linear combination T of characters of finite dimensional representations of
g˜. By Proposition 1.6, εk1 is a linear combination T˜ of characters of finite dimensional
representations of sl(2) whose highest weight is sufficiently big. Then the product εk1 · P is
a linear combination of characters of finite dimensional representations of g that enter T˜ · T
and each of which satisfies requirements for finite dimension and typicality.
Therefore,
∏
α∈R+
1¯
(
eα/2 − e−α/2
)
εk1 ·P is a linear combination of supercharacters on g and
its lowest component is equal to
∏
α∈R+
1¯
α · εk1 · P .
g = ag2. In this case g0¯ = g2 ⊕ sl(2) and g1¯ = R(pi1) ⊗ V , where R(pi1) is the first
fundamental representation of g2 (see [OV] or [Bu1]) and V is the identity representation of
sl(2). We select a basis H1, H2, H3, in the Cartan subalgebra of g2 so that H1+H2+H3 = 0;
let the λi be the linear forms such that λi(Hj) = −1 if i 6= j and λi(Hi) = 2.
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Let ±δ be the weights of the identity sl(2)-module; select the basis element H of the
Cartan subalgebra of sl(2) so that δ(H) = 1. Then the root system of g is as follows
R0¯ = {λi − λj; ±λi; ±2δ}, R1¯ = {±λi ± δ; ±δ}.
For the system of simple roots select
λ1 + δ, λ2; λ3 − λ2.
Then
R+
0¯
= {λ2, λ3, −λ1; λ2 − λ1, λ3 − λ2, λ3 − λ1, 2δ},
R+
1¯
= {λ1 + δ, λ2 + δ, λ3 + δ, −λ1 + δ, −λ2 + δ, −λ3 + δ, δ}.
Observe that δ ∈ R+
1¯
while 2δ ∈ R+
0¯
; hence, R˜1¯ = R
+
1¯
\{δ}. The Weyl group is isomorphic
to (S3 ◦Z/2)×Z/2, where S3 permutes the λi, the first Z/2 simultaneusly changes the signs
of all the λi, the second Z/2 changes the sign of δ. It is not difficult to verify that
S(h∗)W = C[λ21 + λ
2
2 + λ
2
3, (λ1λ2λ3)
2, δ2].
The restriction of the nondegenerate invariant supersymmetric even bilinear form h is pro-
portional to
3δ2 − 2(λ21 + λ
2
2 + λ
2
3).
From the condition (hα, h) = α(h) for h ∈ h setting α = λ3 + δ and selecting H1, H2, H
for a basis of h we deduce that
hα = −H1 −H2 − 2H.
Therefore, the condition Dhαf ∈ (α) is equivalent to the following one:
∂f
∂λ1
+
∂f
∂λ2
+ 2
∂f
∂δ
+ ∈ (δ − λ1 − λ2).
The other conditions of a similar type follow from W -invariance. Direct calculations demon-
strate that I(h∗) consists of the elements of the form
f = ψ(3δ2 − 2(λ21 + λ
2
2 + λ
2
3)) +
∏
α∈R˜+
1¯
α · ϕ,
where ϕ ∈ S(h∗)W .
The same arguments as in the study of ospα(4|2) proove with the help of Proposition 1.5
that if
∏
α∈R+
1¯
Λ(hα) 6= 0 then the module L
Λ is a typical one. In this case the formula for
the supercharacter can be expressed in the form ([K2])
schLΛ =
∏
α∈R+
1¯
(
eα/2 − e−α/2
) ∏
α∈R+
0¯
(
eα/2 − e−α/2
)−1 ∑
w∈W
ε′(w)ew(Λ+ρ),
where ε′(w) = (−1)N(w) and N(w) is the parity of the number of reflections in all even roots
except 2δ.
Let W1 = S2 ◦ Z/2 be the Weyl group of g2; let ρ0
′ be the halfsum of the positive roots
for g2 and ρ0
′′ = δ the halfsum of the positive roots for sl(2); let ρ1 =
7
2
δ be the halfsum of
the positive odd roots.
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If w is the reflection in 2δ, then ε′(w) = 1. Therefore the formula for the supercharacter
can be represented in the following form
schLΛ =
∏
α∈R˜+
1¯
(
eα/2 − e−α/2
) ∏
α∈R˜+
0¯
(
eα/2 − e−α/2
)−1 (
eδ/2 − e−δ/2
) (
eδ − e−δ
)−1
×( ∑
w∈W1
ε(w)ew(Λ
′+ρ′0)
)
·
(
eΛ
′′+ρ′′0−ρ1 + e−(Λ
′′+ρ′′0−ρ1)
)
=∏
α∈R˜+
1¯
(
eα/2 − e−α/2
) (
eδ/2 + e−δ/2
)−1
chLΛ
′
0
(
eΛ
′′+ρ′′0−ρ1 + e−(Λ
′′+ρ′′0−ρ1)
)
,
where Λ′ is the restriction of Λ onto the Cartan subalgebra of g2 and Λ
′′ is the same for sl(2)
under the proviso:
Λ′′(H) ≥ 7.
Under this condition dimLΛ < ∞. To see this, it saffices to take the g0¯-module chL
Λ
0
with the same highest weight and the highest weight vector v; then in the induced module
Indgg0¯L
Λ
0 , consider the submodule generated by
∏
α∈R+
1¯
hα · v. (This submodule is currently
called sometimes in the literature “Kac’ module”.)
Let P ∈ I(h∗). Then, as we have shown,
P = P1(3δ
2 − 2(λ21 + λ
2
2 + λ
2
3)) +
∏
α∈R+
1¯
α · P2,
where P2 ∈ S(h
∗)W . As we have already mentioned, 3δ2 − 2(λ21 + λ
2
2 + λ
2
3 is the restriction
of str ad X . Let us show that
∏
α∈R+
1¯
α · P2 is also the restriction of an invariant. Since
P2 ∈ S(h
∗)W , we may assume that P2 = Q2 · δ
2k, where Q2 ∈ S ((g2 ∩ h)
∗)W1.
According to Bernstein ([B]) Q2 is the lowest component of a linear combination T of
characters of irreducible g2-modules.
By Remark 1.6, δ2k is the lowest component of a linear combination T ′ of functions of the
form cosh(2k−5)δ
cosh δ
. So P is the lowest component of the linear combination TT ′. If we now fix
Λ′, then the equation for Λ′′ obtained from typicality conditions has finitely many solutions.
Hence, by selecting sufficiently large numbers k in T ′ we may assume that any highest weight
of the linear combination TT ′ satisfies the conditions for finite dimension and typicality.
This implies that the lowest component of
∏
α∈R˜+
1¯
(
eα/2 − e−α/2
)
· TT ′, equal to P2, is the
restriction of an invariant.
g = ab3. In this case g0¯ = o(7) ⊕ sl(2) and g1¯ = spin(7) ⊗ id. Let ±ε1, ±ε2, ±ε3 be the
weights of the standard o(7)-module and ±1
2
δ the weights of the identity representation of
sl(2). Then
R0¯ = {±εi; ±εi ± εj; ±δ}, R1¯ = {
1
2
(±ε1 ± ε2 ± ε3 ± δ)}.
For the system of simple roots select
1
2
(δ − ε1 − ε2 − ε3), ε1 − ε2, ε2 − ε3, ε3.
Then
R+
0¯
= {ε2; ε2, ε3, εi ± εj for i < j, δ},
R+
1¯
= {1
2
(δ ± ε1 ± ε2 ± ε3)}.
Clearly, ρ1 = 2δ.
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The restriction of the nondegenerate invariant supersymmetric even bilinear form str(ad x·
ad y) onto the Cartan subalgebra is proportional to
3(ε21 + ε
2
2 + ε
2
3)− δ
2.
From the condition (hα, h) = α(h) for h ∈ h we deduce for α =
1
2
(ε1 + ε2 + ε3 + δ) that
hα =
1
6
(H1 +H2 +H3)−
1
2
H,
where H1, H2, H3 and H is the basis of h dual to ε1, ε2, ε3 and δ. Therefore, the condition
Dhαf ∈ (α) is equivalent to the following one:
∂f
∂ε1
+
∂f
∂ε2
+
∂f
∂ε3
− 3
∂f
∂δ
∈ (δ + ε1 + ε2 + ε3).
The other conditions of a similar type follow from W -invariance. Observe that W is iso-
morphic to (S3 ◦ (Z/2)
3) × Z/2. Direct calculations demonstrate that I(h∗) consists of the
elements of the form
P1(µ−2, µ2) +
∏
α∈R+
1¯
α · P2,
where the µi are the coefficients of t
i in the power series expansion of the rational function∏
α∈R
1¯
(t−α)
∏
α∈R
0¯
(t−α)
and P2 ∈ S(h
∗)W .
It is clear that µ±2 are the restrictions of invariants; we prove that
∏
α∈R+
1¯
α · P2 is the
restriction of an invariant by the same arguments as in the above two last cases.
g = vect(0|n), svect(0|n) or s˜vect(0|2n). Let g = ⊕
i≥−1
gi be the standard Z-grading; ε1,
. . . , εn the weights of the g0 -module g−1. Then it is not difficult to verify that [g
α
1¯ , g
−α
1¯
] =
kerα for α = εi and the condition Dhαf ∈ (α) implies that f |kerα = const = c.
Hence, f − c is divisible by α and by W -symmetry it is divisible by ε1 . . . εn since the
factors are mutually prime. Therefore, any element from I(h∗) is of the form
c+ ε1 . . . εn · P, where P ∈ S(h
∗)W .
Proposition 1.4 implies that such an element is the restriction of an invariant.
g = pe(n). Since g possesses a compatible Z-grading of depth 1, there is a one-to-one
correspondence between the irreducible g-modules and the irreducible g0¯-modules. There-
fore, arguments similar to the ones applied for g = gl show that any of the elements from
J(h∗) (which is similarly defined) are linear combinations of supercharacters of finite dimen-
sional representations. Now, let P ∈ I(h∗). If ±ε1, . . . , ±εn are the weights of the identity
g-module, then
R1¯ = {±(εi + εj) for i 6= j, −2εi}.
Let e1, . . . , en be the basis of h dual to ε1, . . . , εn. Then for α = εi + εj for i 6= j and
hα = ei − ej the condition Dhαf ∈ (α) means that
∂P
∂εi
−
∂P
∂εj
∈ (εi + εj).
Equivalently, one can say that P does not depend on t after the substitution εi = −εj = t.
The same arguments as for g = gl(m|n) prove that if P ∈ I(h∗), then
f = P (eε1/2 − e−ε1/2, . . . , eεn/2 − e−εn/2) ∈ J(h∗)
and the homogeneous component of f of the least degree is equal to P .
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g = spe(n), n 6= 4. The answer is the same for all simple Lie superalgebras spe(n), but the
proof is different, as we will see. The exceptional case n = 4 is considered separately.
Let us show that the restriction map I(h∗) −→ I(h˜∗), where h is the Cartan subalgebra
in pe(n), while h˜ is same in spe(n), is surjective.
In notations of the above case, observe that
I(h∗) = C[∆1,∆3, . . . ,∆2k+1, . . . ],
where ∆l =
n∑
i=1
εli. Let ε˜i be the restriction of εi onto h˜. Then
I(h˜∗) = C[σ1, σ3, . . . , σ2k+1, . . . ],
where σl =
n−1∑
i=1
ε˜li.
Let f ∈ I(h˜∗), then f = F (σ1, σ3, . . . , σ2k+1, . . . ). Consider the difference
f − F (σ1 − σ1, σ3 − σ
3
1 , . . . , σ2k+1 − σ
2k+1
1 , . . . )
Under substitution σ1 = 0 the difference vanishes, hence, is divisible by σ1. Since σ2k+1 −
σ2k+11 is the image of an element from I(h
∗) (namely, of ∆2k+1), we may assume that f is
divisible by σ1, i.e., f = σ1g.
Let α = εn−1+ εn. The condition Dhαf ∈ (α) means that the restriction of f onto kerα is
invariant with respect to translations by hα. Since σ1(hα) 6= 0, any element from kerα can
be expressed in the form
h+ thα, where h ∈ kerα ∩ ker σ1.
Therefore,
f(h+ thα) = σ1(h+ thα)g(h+ thα) = tσ1(hα)g(h+ thα) = f(h),
hence, f(h+ thα) = 0. So, f is divisible by α and W -symmetry and the fact that for n 6= 4
the linear functions α from R˜+
1¯
are mutually prime we deduce that f is divisible by
∏
α∈R˜1¯
α,
i.e.,
f =
∏
α∈R˜1¯
α · ϕ, where ϕ ∈ S(h˜∗)W .
By Proposition 1.4 such an element is the restriction of an invariant.
g = spe(4). In this subcase the root spaces are 2-dimensional.
Let ε˜i be the restriction of εi ∈ h
∗ onto h˜, where h is the Cartan subalgebra in pe(4) and
h˜ is same in spe(4). Then αi = ε˜1 + ε˜2 + ε˜3 − ε˜i. The direct calculations show that I(h˜
∗)
consists of the elements of the form
c+ α1α2α3g + (α1α2α3)
2ϕ,
where c ∈ C, g is any linear combination of the coefficients of the rational function
F (t) =
4∏
i=1
(t+ ε˜i)
−1(t− ε˜i).
By Proposition 1.4, (α1α2α3)
2ϕ is the restriction of an invariant whereas α1α2α3g can be
expressed via supertraces of the standard spe(4)-module.
The theorem is completely proved.
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Corollary . Any element from S(h∗)W can be expressed in the form P
Q
, where P ∈ I(h∗)
and Q =
∏
α∈R˜1¯
α.
§3. Anti-invariant polynomials
The invariant polynomials appeared in §2 not only as elements of S(h∗)W , but also as
homogeneous components of supercharacters considered as formal power series. In this
section, instead of supercharacters, I consider just characters and formulate (and prove) the
corresponding analog of Chevalley’s theorem.
Observe that in this case both the formulation and the proof are much easier.
3.1. The two g-module structures on U(g). It is well-known that the adjoint represen-
tation of g can be uniquely extended to a representation in S(g) and U(g); moreover, the
canonical symmetrization (actually, supersymmetrization) ω : S(g) −→ U(g) given by the
formula
ω(x1 . . . xn) =
1
n!
∑
σ∈Sn
c(p(x), σ)xσ(1) . . . xσ(n),
where c(p(x), σ) is defined in (0.5.2), is an isomorphism of g-modules.
Denote: Un(g) = ω(Sn(g)); we get a decomposition of U(g) into the direct sum of g-
modules.
As for the Lie algebra case, the space U(g)∗ can be endowed with the superalgebra struc-
ture by means of the coalgebra structure (m∗ : g −→ U(g) ⊗ U(g) given by m∗(x) =
x⊗ 1 + 1⊗ x).
We similarly prove that U(g)∗ is isomorphic (as a superspace) to the supercommutative
superalgebra of formal power series in dim g0¯ even indeterminates and dim g1¯ odd ones.
The corresponding isomorphism is given as follows. Let e1, . . . en be a C-basis of g and
x1, . . . , xn the corresponding indeterminates of the same parity. Set:
eν =
eν11
ν1!
. . .
eνnn
νn!
,
where ν1, . . . , νn is a collection of numbers from Z+ for even basis vectors and 0 or 1 for
odd ones. Then
U(g)∗ ∋ f −→ Sf =
∑
f(eν)x
νn
n . . . x
ν1
1 .
(Notice the inverse order of indeterminates.)
The homogeneous component of degree k of the functional f is a functional fk such that
fk|Uk(g) = f |Uk(g) and fk|U l(g) = 0 for l 6= k.
This splitting of f into homogeneous components helps us to embed S(g∗) into U(g)∗ by
considering S(g∗) as series whose homogeneous components of sufficiently high degree vanish.
Now, let us endow U(g) with a g-module structure by means of Lemma 1.2 and U(g)∗
with the structure of a dual g-module.
3.2. Proposition . Consider symmetrization ω : S(g0¯) −→ U(g0¯) and extend it to a g-
module homomorphism ω˜ : S(g) −→ U(g), where S(g) is considered as Indgg0¯S(g0¯) and U(g)
is considered as the g-module with respect to the structure (0.5.3). Then
(i) ω˜ is a g-module isomorphism;
(ii) trV is ag-invariant element from U(g)
∗ for any finite dimensional g-module V ;
(iii) let U˜k(g) = ω˜(S˜k(g)), where S˜k(g) is the g-submodule generated by Sk(g0¯). Then
U(g) = ⊕k≥0U˜
k(g) (3.1)
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and each of the homogeneous (with respect to (3.1)) components of an invariant element is
an invariant itself.
Proof. (i) It suffices to show that the image of any basis of S(g) under ω˜ is a basis of grU(g);
but this is obvious.
(ii) follows form Lemma 1.2.
(iii) Follows from the fact that U˜k(g) is a g-submodule.
3.3. Theorem . Let g be one of the Lie superalgebras (0.2), let h be its Cartan subalgebra,
W its Weyl group. Then the restriction homomorphism onto h induces an isomorphism
S(g∗)g −→ S(h∗)W .
Proof. The embedding h −→ g induces the restriction homomorphism U(g)∗ −→ S(h∗).
Since U(g) = Indgg0¯U(g0¯), there exists a bijection between the set of invariant elements from
U(g)∗ and the g0¯-invariant elements from U(g0¯)
∗.
Therefore, we may assume that g = g0¯. If g0¯ is reductive, the theorem is obtained as a
corollary of Chevalley’s theorem for the Lie algebras. If g0¯ is not reductive, it suffices to
demonstrate that one can replace g0¯ with g0 for the standard Z-grading when g0 is reductive
and apply Chevalley’s theorem for the Lie algebras again.
Appendix. Certain constructions with the point functor
The point functor is well-known in algebraic geometry since at least 1953 [W]. The
advertising of ringed spaces with nilpotents in the structure sheaf that followed the discovery
of supersymmetries caused many mathematicians and physicists to realize the usefulness of
the language of points. F. A. Berezin was the first who applied the point functor to study
Lie superalgebras. Here we present some of his results and their generalizations.
All superalgebras and modules are supposed to be finite dimensional over C.
Thus, let g be a Lie superalgebra, V a g-module, Λ the Grassmann superalgebra over C
generated by q indeterminates. Define ϕ : Λ⊗ V ∗ −→ HomΛ(Λ⊗ V,Λ) by setting
ϕ(ξ ⊗ α)(η ⊗ v) = (−1)p(α)(η)ξηα(v), for any ξ, η ∈ Λ, α ∈ V ∗.
Extend the ground field to Λ and consider Λ⊗ V ∗ and HomΛ(Λ⊗ V,Λ) as Λ⊗ g-modules.
A1. Lemma . ϕ is a Λ⊗ g-module isomorphism.
Proof. Since V is finite dimensional, ϕ is a vector space isomorphism over Λ; besides, it is
obvious that ϕ is a Λ-module homomorphism. Now take
ξ1, ξ2, ξ3 ∈ Λ, α ∈ V
∗, v ∈ V, x ∈ g.
It is an easy exercise to prove that
[(ξ1 ⊗ x)ϕ(ξ2 ⊗ α)](ξ3 ⊗ v) = ϕ(ξ1 ⊗ x(ξ2 ⊗ α))(ξ3 ⊗ v).
Consider the composition of maps
V ∗
ϕ1
−→ Λ⊗ V ∗
ϕ
−→ HomΛ(Λ⊗ V,Λ)
ϕ2
−→ SΛ(HomΛ(Λ⊗ V,Λ)),
where ϕ1(α) = 1⊗α and ϕ2 is a canonical embedding of a module in its symmetric algebra.
The C-module homomorphism ϕ2 ◦ ϕ ◦ ϕ1 induces the algebra homomorphism
S(V ∗) = SC(V
∗) −→ SΛ(HomΛ(Λ⊗ V,Λ))
and, since the latter algebra is a Λ-module, we get an algebra homomorphism
Λ⊗ S(V ∗)
ψ
−→ SΛ(HomΛ(Λ⊗ V,Λ)).
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Besides, both algebras possess a natural Λ⊗ g-module structure.
A2. Lemma . ψ is a Λ⊗ g-modules and Λ⊗ g-algebras isomorphism.
Proof. Let us construct the inverse homomorphism. Consider the composition
HomΛ(Λ⊗ V,Λ)
ϕ−1
−→ Λ⊗ V ∗ −→ Λ⊗ S(V ∗).
Since this composition is a Λ-module homomorphism, it induces the homomorphism
ψ˜ : SΛ(HomΛ(Λ⊗ V,Λ)) −→ Λ⊗ S(V
∗).
It is not difficult to verify that
ψ ◦ ψ˜|HomΛ(Λ⊗V,Λ) = id; ψ˜ ◦ ψ|Λ⊗S(V ∗) = id;
hence, ψ is an isomorphism and ψ˜ is its inverse. The following proposition shows that ψ is
a Λ⊗ g-module isomorphism and completes the proof of Lemma A2.
A3. Proposition . Let A, B be Λ-superalgebras, g a Lie superalgebra over Λ acting by
differentiations on A and B. LetM ⊂ A, N ⊂ B be Λ-submodules which are at the same time
g-modules generating A and B, respectively, f : A −→ B an algebra homomorphism such that
f(M) ⊂ N and f |M is a g-module homomorphism. Then f is a g-module homomorphism.
Proof. Let a ∈ A. We may assume that a = a1 . . . an, where the ai ∈ M . Then for x ∈ g we
have
f(x(a1 . . . an)) = f(
∑
±a1 . . . xai . . . an) =
∑
±f(a1) . . . f(xai) . . . f(an)
=
∑
±f(a1) . . . xf(ai) . . . f(an) = x[f(a1) . . . f(an)] = xf(a1 . . . an).
This proves Proposition and completes the proof of Lemma A2.
Now, let h be a Lie superalgebra over Λ and U be a Λ and h-module. Consider U0¯ as
a C-module. Then, clearly, the natural embedding U0¯ −→ U is extendable to a Λ-module
homomorphism ϕ : Λ⊗ U0¯ −→ U .
A4. Lemma . The homomorphism ϕ is an h0¯-module homomorphism.
Proof. Let x ∈ h0¯, ξ ∈ Λ and u ∈ U0¯. Then
ϕ(x(ξ ⊗ u)) = ϕ(ξ ⊗ xu) = ξxu,
xϕ(ξ ⊗ u) = xξu = ( by definition of a module over a superalgebra) ξxu.
Thus, the adjoint map
HomΛ(U,Λ) −→ HomΛ(Λ⊗ U0¯,Λ)
is also an h0¯-module homomorphism, therefore, by Proposition A3 the algebra homomor-
phism
SΛ(HomΛ(U,Λ)) −→ SΛ(HomΛ(Λ⊗ U0¯,Λ))
induced by this map is at the same time a h0¯-module morphism. Besides, by Lemma A2
the algebra SΛ(HomΛ(Λ ⊗ U0¯,Λ)) is isomorphic as a Λ ⊗ h0¯-module and as an algebra to
Λ⊗ S(U∗0¯ ). In particular, they are isomorphic as h0¯-modules.
Denote by θ the composition of the homomorphisms
S(V ∗) −→ Λ⊗ S(V ∗) −→ SΛ(HomΛ(Λ⊗ V,Λ)) −→ SΛ(HomΛ(Λ⊗ U0¯,Λ)),
where U0¯ = (Λ⊗ V )0¯ = VΛ.
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A5. Proposition . If q >dimV1¯ and ξ ∈ Λ, p(ξ) = 1¯, then the restriction of θ onto C[ξ]⊗
S(V ∗) is injective.
Proof. If u ∈ VΛ, then there is defined a linear form Lu : HomΛ(Λ ⊗ VΛ,Λ) −→ Λ by the
formulas Lu(l) = l(1⊗ u) and Lu(ξl) = ξl(1⊗ u) = ξLu(l).
Therefore, Lu is a Λ-module homomorphism, hence, it is uniquely extendable to a homo-
morphism
ϕu : a = SΛ(HomΛ(Λ⊗ VΛ,Λ)) −→ Λ
Consider the elements of a as functions on VΛ setting f(u) = ϕu(f) for f ∈ a and u ∈ VΛ. If
f ∈ Λ⊗ S(V ∗), then set f(u) = ϕu ◦ θ(f). For α ∈ V
∗, ξ ∈ Λ we have
(ξ ⊗ α)(u) = ϕu ◦ θ(ξ ⊗ α) = Lu ◦ θ(ξ ⊗ α) = θ(ξ ⊗ α)(1⊗ u).
If {ei}i∈I is a basis in V and u =
∑
λi ⊗ ei, then
(ξ ⊗ α)(u) =
∑
(−1)p(α)p(ei)ξλiα(ei). (1)
On the other hand, the algebra C[ξ] ⊗ S(V ∗) is identified with the free supercommutative
superalgebra generated by the e∗i and ξ.
Let us assume that p(e∗i ) = 0 for i ≤ n and p(e
∗
i ) = 1 for i > n. If f ∈ C[ξ]⊗ S(V
∗), then
f = f0 + ξf1, fj =
∑
fji1...ike
∗
i1 . . . e
∗
ik
, where j = 0, 1 and fji1...ik ∈ S(V
∗
0¯ ).
By (1) we have
f(u) = f0(u) + ξf1(u) =∑
f0i1...ik(u)e
∗
i1
(u) . . . e∗ik(u) +
∑
f1i1...ik(u)e
∗
i1
(u) . . . e∗ik(u).
Set λi = ai for i ≤ n and λi = ξi−n for i > n. Then since q > dimV1¯, we may assume that
the family {ξi}i∈I freely generates S(V
∗
1¯ ) and
f(u) =
∑
(−1)kfi1...ik(a1 . . . an)ξi1−n...ik−n. (2)
If θ(f) = 0, then f(u) = ϕu ◦ θ(f) for any u ∈ VΛ. It follows from (2) that fi1...ik(a) = 0
for any a ∈ Cn. But since C is algebraically closed, it follows (with Prop. 5.3.1 from [Bu3])
that fi1...ik = 0; hence, f = 0.
A6. Lemma . Let q >dimV1¯. Then f ∈ S(V
∗) is a g-invariant if and only if θ(f) ∈
Λ⊗ S(V ∗Λ) is gΛ-invariant.
Proof. Consider the factorization of θ:
S(V ∗)
i1−→ Λ⊗ S(V ∗)
i2−→
SΛ(HomΛ(Λ⊗ V,Λ))
i3−→ SΛ(HomΛ(Λ⊗ VΛ,Λ))
i4−→ Λ⊗ S(V ∗Λ).
Let f ∈ S(V ∗)g, then
(ξ ⊗ x)(i1(f) = (ξ ⊗ x)(1⊗ f) = ξ ⊗ xf = 0 for ξ ∈ Λ, x ∈ g.
Conversely, let yi1(f) = 0 for any y ∈ gΛ. Then
0 = (ξ ⊗ x)(1⊗ f) = ξ ⊗ xf.
If p(y) = 1¯ then let p(ξ) = 1¯. Therefore, ξ ⊗ xf = 0 and yf = 0.
Thus, conditions
f ∈ S(V ∗)g ←→ i1(f) ∈ (Λ⊗ S(V
∗))gΛ.
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Since i2, i3, i4 are gΛ-module homomorphisms, the above implies that if f is a g-invariant
then θ(f) = i4 ◦ i3 ◦ i2 ◦ i1(f) is also a gΛ-invariant.
Conversely, let θ(f) be a gΛ-invariant. Let x ∈ g0¯. Then
θ(1⊗ xf) = θ((1⊗ x)(1⊗ f)) = (1⊗ x)θ(f) = 0.
By Proposition A5 1 ⊗ xf = 0 and xf = 0. Let x ∈ g1¯, ξ ∈ Λ, p(ξ) = 1¯. Then
θ(ξ ⊗ xf) = (ξ⊗ x)θ(1⊗ f) = 0 and again by Proposition A5 ξ ⊗ xf = 0; hence xf = 0 and
therefore, f ∈ S(V ∗)gg.
A7. Remark. The point of the above lemmas and propositions is that while seeking
invariant polynomials on V we may consider them as functions on VΛ invariant with respect
to the Lie algebra gΛ. It makes it possible to apply the theory of usual Lie groups and Lie
algebras and their representations.
A8. Remark. Let ϕ be an elementary automorphism (of the form θβ in Lemma 1.2.3 below)
of the Lie algebra g0¯. Clearly, ϕ can be uniquely extended to an automorphism of the Lie
superalgebra g. Let ϕ(h) = h, where h is a Cartan subalgebra of g. If i : S(g∗)g −→ S(h∗)
is the restriction homomorphism, then, clearly, i(S(g∗)g) ⊂ S(h∗)ϕ, where Aϕ is the set of
ϕ-invariant elements of A.
A9. Proposition . Let A be a commutative finitely generated algebra over C without nilpo-
tents, a = A ⊗ Λ(p). Let q ≥ p and f ∈ a be such that ϕ(f) = 0 for any ϕ : a −→ Λ(q).
Then f = 0.
Proof. Let ψ : A −→ C be an arbitrary homomorphism. Let us extend ψ to a homomorphism
ϕ : a −→ Λ(q) setting ϕ = ψ ⊗ 1. If ξ1, . . . , ξp are generators of Λ(p), f ∈ a and f =∑
fi1...ikξi1 . . . ξik , then the condition ϕ(f) = 0 yields ψ(fi1...ik) = 0 and, since ψ is arbitrary,
then Proposition 5.3.1 in [Bu3] shows that fi1...ik = 0; hence, f = 0.
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