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Abstract
We give a recursive description of the characters of the cohomology of the line bundles of the three-
dimensional flag variety over an algebraically closed field of characteristic p. The recursion involves also
certain rank two bundles and we calculate their cohomology at the same time. The method of proof is to
adapt an expansion formula valid generally for homogeneous vector bundles on flag varieties G/B to the
case in which G is the special linear group of degree 3. In order to carry this out it is necessary to calculate
explicitly the module of invariants for the action of the first infinitesimal subgroup of the unipotent radical
of a Borel subgroup of G on certain tilting modules.
© 2006 Elsevier Inc. All rights reserved.
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The purpose of this paper is to give a recursive description of the characters of the cohomology
of the line bundles on the three-dimensional flag variety over an algebraically closed field k of
characteristic p > 0. In fact our recursive procedure also involves certain rank 2 bundles and we
determine the characters of the cohomology of these bundles at the same time. The paper may
be regarded as a substantial worked example of the expansion formula for the character of the
cohomology of homogeneous vector bundles, on a generalized flag variety G/B (where G is a
reductive group over k and B is a Borel subgroup), given in [6].
In Section 1 we set up notation and express the main result of [6] in the form most suitable for
the application, to the case G = SL3(k), given here. Section 2 is the heart of the work and we here
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the action of the first infinitesimal subgroup of a maximal unipotent subgroup of G, as well as
the invariants of the tensor product of tilting modules and certain two-dimensional B-modules. In
Section 3 we give character formulas for certain homogeneous line bundles and rank 2 bundles
on G/B determined by “small” weights. These are the base cases for our recursive procedure
for finding the characters of the cohomology of all line bundles, and certain rank two bundles
on G/B . In Section 4 we apply the results of Section 2 to obtain recursive formulas for the
characters of cohomology modules in case p = 2. We do this for p = 3 in Section 5 and for
p  5 in Section 6.
In Section 7, we give another smaller application of the main formula of [6]. We consider (for
any reductive group) the first cohomology group R IndGB kμ of the line bundle determined by μ =−prα, where α is a simple root. It is shown in [12, II, 5.18 Corollary] that this group has simple
socle k for μ = −prα. We show that in fact R IndGB kμ is equal to k, if α is not isolated. Our route
taken to this result gives us an opportunity to add to the number of proofs of Kempf’s Vanishing
Theorem (see 7.1, (3)) currently available by putting on record a simple argument based on a
decomposition of the space of invariants for the first infinitesimal subgroup B1 of B acting on
a tensor product of a Steinberg module with itself. However, the result on the first cohomology
group of a line bundle determined by a multiple of a simple root was already known to Henning
Andersen and I am very grateful to him for allowing me to include his short direct proof.
The fact that, for G = SL3(k), a line bundle on G/B in characteristic p = 2 may have
non-zero cohomology in two degrees was first noticed by Mumford. Subsequently a precise de-
scription (in arbitrary characteristic) of those line bundles and degrees for which there is non-zero
cohomology was obtained (see the papers by Griffith [7] and Andersen [1]).
1. Preliminaries
1.1. We start by establishing notation and recalling some facts which will be useful in the
sequel. We refer the reader to [12] for terminology and results not explained here.
Let k denote an algebraically closed field of characteristic p > 0. Let G be a semisimple,
simply connected, linear algebraic group over k which is defined and split over the prime sub-
field Fp of k and let F :G → G be the corresponding Frobenius morphism. Let B be a Borel
subgroup defined and split over Fp and let U be the unipotent radical of B . Let T be a maximal
torus contained in B which is defined and split over Fp .
Let J be an affine group scheme over k. By a left (respectively right) J -module we mean a
right (respectively left) k[J ]-comodule and by a morphism of left (respectively right) J -modules
we mean a morphism of right (respectively left) J -comodules. A left J -module will usually just
be called a J -module. We write Mod(J ) for the category of J -modules and mod(J ) for the cat-
egory of finite-dimensional J -modules. We write rep(J ) for the representation ring of J . We
denote the dual module of V ∈ mod(J ) by V ∗. If H is a subgroup scheme of J we write IndJH
for the induction functor, from Mod(H) to Mod(J ). If J is a linear algebraic group then Mod(J )
(respectively mod(J )) is identified with the category of rational J -modules (respectively finite-
dimensional rational J -modules) in the usual way. We write J1 for the first infinitesimal subgroup
of J . For J = G,B or U the category mod(J1) is identified with the category of restricted mod-
ules for the restricted Lie algebra Lie(J ) of J , in the natural manner. For V ∈ mod(J ) affording
the representation π :J → GL(V ), we write V F for the vector space V regarded as a G-module
via the representation π ◦F . Recall that if V is a J -module on which J1 acts trivially then there is
a unique J -module Z with underlying vector space V such that ZF = V . We denote Z by V (−1).
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which J1 acts trivially so that we have available the J -module H 0(J1,V )(−1).
Let X(T ) denote the weight lattice, i.e. the character group of T . The Weyl group W =
NG(T )/T acts naturally on X(T ) as group automorphisms so that R ⊗Z X(T ) has a natural
RW -module structure. We choose a positive definite, W -invariant, symmetric, real, bilinear form
on R ⊗Z X(T ). Let Φ denote the set of roots. Let Φ+ denote the system of positive roots which
makes B the negative Borel subgroup. We sometimes write α > 0 to indicate that α is a positive
root. Let Π denote the set of simple roots. The longest element of W will be denoted w0. The
element ρ ∈ X+(T ) is defined by 2ρ =∑α>0 α. The so-called “dot action” of W on X(T ) is
given by w · λ = w(λ + ρ) − ρ, for λ ∈ X(T ), w ∈ W . The weight lattice has a natural partial
order: we write λ μ if μ−λ may be expressed as a sum of positive roots (for λ,μ ∈ X(T )). For
α ∈ Φ we write αˇ for 2α/(α,α). Let X+(T ) = {λ ∈ X(T ) | (λ,α) 0 for all α > 0}, the set of
dominant weights. Let X1(T ) = {λ ∈ X(T ) | 0 (λ, αˇ) < p for all α ∈ Π}, the set of restricted
(dominant) weights.
The integral group ring ZX(T ) has Z-basis e(λ), λ ∈ X(T ), and multiplication is given
by e(λ)e(μ) = e(λ + μ) (for λ,μ ∈ X(T )). Let M ∈ mod(T ). For μ ∈ X(T ), we have the
weight space Mμ = {v ∈ M | tv = μ(t) for all t ∈ T }. Then M =⊕μ∈X(T ) Mμ and the charac-
ter chM ∈ ZX(T ) is defined by chM =∑μ∈X(T )(dimMμ)e(μ). For φ =∑μ∈X(T ) aμe(μ) ∈
ZX(T ) we set φF =∑μ∈X(T ) aμe(pμ). We have chMF = (chM)F , for M ∈ mod(T ).
For μ ∈ X(T ) let kμ denote the one-dimensional B-module on which T acts via μ. Let λ ∈
X+(T ). We write ∇(λ) for the induced module IndGB (kλ). The socle L(λ) of ∇(λ) is simple and{L(λ) | λ ∈ X+(T )} is a complete set of pairwise non-isomorphic simple G-modules. We denote
the sign of w ∈ W by sgn(w). For λ ∈ X(T ) the Weyl character χ(λ) is given by
χ(λ) =
( ∑
w∈W
sgn(w)e
(
w(λ+ ρ)))/( ∑
w∈W
sgn(w)e(wρ)
)
.
For λ ∈ X+(T ) we have χ(λ) = ch∇(λ). We shall also need the orbit sum s(μ) =∑ν∈Wμ ν, for
μ ∈ X(T ).
The character of a finite-dimensional G-module belongs to the ring of invariants A =
(ZX(T ))W and A is freely generated, as an abelian group, by the Weyl characters χ(λ),
λ ∈ X+(T ). We have on A the natural inner product for which the elements χ(λ), λ ∈ X+(T ),
form an orthonormal basis.
Let AF = {χF | χ ∈ A} then AF is a subring of A. Moreover, A is free as a module
over AF , on basis χ(λ), λ ∈ X1(T ). We write ζ for (p − 1)ρ (often known as the Steinberg
weight). We say that AF bases (φλ)λ∈X1(T ) and (ψλ)λ∈X1(T ) of A are p-dual bases if we have
(φλη
F ,χ(ζ )ψμθ
F ) = δλμ(η, θ), for all λ,μ ∈ X1(T ) and η, θ ∈ A.
A B-module M gives rise to an induced vector bundle L(M) on the generalized flag vari-
ety G/B . We write simply L(λ) for L(kλ), λ ∈ X(T ). For each i  0, the sheaf cohomology
group Hi(G/B,L(M)) has a natural G-module structure and the induced module ∇(λ) may be
identified with the module of global sections H 0(G/B,L(λ)), for λ ∈ X+(T ). For M ∈ mod(B)
we write χi(M) for chHi(G/B,L(M)) and write simply χi(μ) for χi(kμ), for μ ∈ X(T ).
The modules L(λ), λ ∈ X1(T ), form a complete set of pairwise non-isomorphic irreducible
G1-modules. We denote by Qˆ1(λ) the projective cover of L(λ) as a G1T -module, for λ ∈ X1(T ).
The modules Qˆ1(λ), λ ∈ X1(T ), form a complete set of pairwise non-isomorphic projective inde-
composable G1-modules. The character ch Qˆ1(λ) is divisible by χ(ζ ), for λ ∈ X1(T ). Moreover,
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bases (see [6, 1.2(1) and Proposition 1.4b(ii)]).
By a good filtration of M ∈ mod(G) we mean a filtration 0 = M0 M1  · · · Mn = M
such that for each 0 < i  n the section Mi/Mi−1 is either 0 or isomorphic to ∇(λi), for some
λi ∈ X+(T ). For λ ∈ X+(T ) we write (M : ∇(λ)) for the number of i such that 1 i  n and
Mi/Mi−1 ∼= ∇(λ).
By a tilting module for G we mean a finite-dimensional G-module M such that M admits a
good filtration and also the dual module M∗ admits a good filtration. For each λ ∈ X+(T ) there
is an indecomposable tilting module M(λ) which has highest weight λ. Every tilting module is
a direct sum of copies of M(λ), λ ∈ X+(T ).
For λ ∈ X1 the tilting module M(ζ + λ) is projective as a G1-module. It is conjectured that
in general M(ζ + λ) is indecomposable, as a G1-module (see [4, Section 1]). This is known for
p  2h − 2, where h is the Coxeter number of G, and all primes for G = SL3(k), see e.g. [6,
Section 3]. We assume for the rest of 1.1 that this conjecture holds for G. Then M(ζ + λ) is the
projective cover of L(ζ +w0λ), as a G1T -module, i.e. we have M(ζ + λ)|G1T ∼= Qˆ1(ζ +w0λ).
By [6, 1.1 Remark 1] we then have
χi(Y ) =
∑
λ∈X1(T )
chL(ζ +w0λ)∗χi
(
H 0
(
B1,M(ζ + λ)⊗ Y
)(−1))F
for Y ∈ mod(B). (This may be seen as a special case of the main result of [6]: in the general
formulation there is no assumption that the conjecture mentioned above holds.)
For a B-module M and μ ∈ X(T ) we will often abbreviate kμ ⊗M to μ⊗M and M ⊗ kμ to
M ⊗ μ. We have L(ζ + w0λ)∗ ∼= L(ζ − λ) so that, replacing Y by ζ ⊗ Y in the above formula
we get:
χi(Y ⊗ ζ ) =
∑
λ∈X1(T )
chL(ζ − λ)χi(H 0(B1,M(ζ + λ)⊗ ζ ⊗ Y )(−1))F .
We shall convert this expression to one more suited to our calculations in the later sections.
To do this we shall need the following result.
(1) Let Y be a B-module which is trivial as a U1-module. Then Y is semisimple as a B1-module
and indeed we have Y ∼= ⊕λ∈X1(T ) kλ ⊗ YFλ , where Yλ = HomB1(kλ,Y )(−1). Moreover,
if 0 → Y ′ → Y → Y ′′ → 0 is a short exact sequence of B-modules which are trivial as
U1-modules, then we have a short exact sequence of B-modules 0 → Y ′λ → Yλ → Y ′′λ → 0,
for λ ∈ X1(T ).
Proof. Note that Y is semisimple as a U1T = B1T -module and hence as a B1-module. It follows
that the natural map f :
⊕
λ∈X1(T ) kλ ⊗HomB1(kλ,Y ) → Y is a linear isomorphism. However, f
is a B-module map and thus a B-module isomorphism. The first statement follows. The second
statement follows from the fact that HomB1(kλ,−) is exact on semisimple B1-modules. 
The notation Yλ (for Y a B-module trivial as a U1-module and λ ∈ X1(T )) as above will be
used a great deal in what follows.
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χi
(
Y ⊗ (ζ −μ))= ∑
λ∈X1(T )
chL(ζ − λ)χi(H 0(U1,M(ζ + λ)⊗ ζ ⊗ Y )μ)F (∗)
for Y ∈ mod(B), μ ∈ X1(T ).
1.2. We recall some further generalities which will be useful in the context of our SL3 cal-
culation.
(1) Let Y be a G-module.
(i) If kμ occurs in the B-socle of Y then we have μ = w0λ for some λ ∈ X+(T ).
Assume further that Y is finite dimensional and has a good filtration.
(ii) For μ = w0λ, with λ ∈ X+(T ), we have dim HomB(kμ,Y ) = (Y : ∇(λ)).
(iii) The dimension of the B-socle of Y is equal to the length (i.e. the number of non-zero
sections) of a good filtration of Y .
Proof. (i) If kμ occurs in the B-socle of Y then it occurs in the B-socle of some composition
factor L(λ), λ ∈ X+(T ). Thus we may assume Y = L(λ), which has B-socle kw0λ.
(ii) From [2, (3.4) Corollary], we get that HomB(kμ,−) is exact on modules with a good
filtration, for μ = w0λ with λ ∈ X+(T ). Thus (ii) reduces to the special case in which Y = ∇(τ )
for some τ ∈ X+(T ), and this module has B socle kw0τ .
(iii) follows from (ii). 
(2) If Y ∈ mod(B1T ) is projective as a B1-module then chY is divisible by χ(ζ ) and writing
chY = χ(ζ )ψ , ψ ∈ ZX(T ), we have
chH 0(U1, Y ⊗ ζ ) = ψ.
Proof. We may assume Y to be indecomposable and then the result follows from [12, II, 9.2
Lemma (3) and 9.4 Lemma a)]. 
(3) Let Y ∈ mod(G) and μ ∈ X(T ).
(i) We have HomB(kμ,H 0(U1, Y ⊗ ζ )) = 0 if ζ −μ /∈ X+(T ).
(ii) If Y admits a good filtration and ζ −μ ∈ X+(T ) we have
dim HomB
(
kμ,H
0(U1, Y ⊗ ζ )
)= (Y : ∇(ζ +w0μ)).
Proof. We have HomB(kμ,H 0(U1, Y ⊗ ζ )) = HomB(kμ−ζ , Y ) so that (i) follows from (1)(i).
Assuming now that Y admits a good filtration and ζ −μ ∈ X+(T ) we get dim HomB(kμ−ζ , Y ) =
(Y : ∇(w0(μ− ζ ))) = (Y : ∇(ζ +w0μ)) from (1)(iii). 
Let θ =∑μ aμe(μ) ∈ ZX(T ) and suppose aμ = bμ − cμ, for non-negative integers bμ, cμ,
μ ∈ X(T ). We define k(θ) to be the virtual module [M1]−[M2] ∈ rep(B), where M1 is the semi-
simple B-module with character
∑
μ bμe(μ) and M2 is the semisimple B-module with character∑
μ cμe(μ). If we have aμ  0 for all μ we also write k(θ) for the semisimple B-module with
character θ . We also write k(μ) for k(e(μ)) = kμ, μ ∈ X(T ).
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over elements of X(T ) such that ζ − μ ∈ X+(T ) and where aμ = (Y : ∇(ζ + w0μ)), for
such μ. Then the B-socle of Y ⊗ ζ is k(θ).
Proof. This follows from (3)(ii). 
One can find a discussion of the following properties of Weyl characters in, for example,
[3, Chapter 2]. These properties will be used in the sequel without further comment.
(5) (i) For λ ∈ X+(T ) and ∑μ aμe(μ) ∈ (ZX(T ))W we have
χ(λ)
∑
μ
aμe(μ) =
∑
μ
aμχ(λ+μ) (Brauer’s formula).
(ii) For λ ∈ X(T ), w ∈ W , we have χ(w · λ) = sgn(w)χ(λ).
(iii) For λ ∈ X(T ) we have χ(λ) = 0 if (λ, αˇ) = −1, for some α ∈ Π .
2. Infinitesimal invariants
2.1. We now specialize to the case G = SL3(k). We take F :G → G to be usual Frobenius
morphism, i.e. to be the map which takes the matrix (aij ) ∈ G to the matrix (apij ). We take B
to the subgroup consisting of the lower triangular matrices in G so that U is the subgroup of
lower unitriangular matrices. We take T to be the subgroup consisting of the diagonal matrices
in G. Then X(T ) is freely generated by ω1,ω2, where ω1(t) = t1 and ω2(t) = t1t2, for t ∈ T with
(1,1)-entry t1 and (2,2)-entry t2. For integers a, b we often abbreviate aω1 +bω2 as (a, b). Then
X+(T ) = {(a, b) | a, b  0} and X1(T ) = {(a, b) | 0  a, b < p}. We have Π = {α,β}, where
α = (2,−1), β = (−1,2), and the positive roots are α,β, γ , where γ = α + β . For a root θ , we
write sθ for the corresponding reflection (an element of the Weyl group W ).
By [12, II 5.20 Proposition a)], there is a unique (up to isomorphism) two-dimensional in-
decomposable B-module with character e(0) + e(−α), we denote this by N(α). Thus there is
a non-split short exact sequence 0 → k−α → N(α) → k → 0. Similarly there is a unique two-
dimensional indecomposable B-module with character e(0) + e(−β) and we denote this N(β).
Thus there is a non-split exact sequence 0 → k−β → N(β) → k → 0. However, any B-module
with character e(0)+ e(−γ ) is necessarily semisimple. We write N(γ ) for k ⊕ k−γ .
For Y ∈ mod(B) we write H 0α (U1, Y ) for H 0(U1, Y ⊗N(α)) and H 0β (U1, Y ) for H 0(U1, Y ⊗
N(β)). In order to give an inductive description of χi(λ), for λ ∈ X(T ), we shall need, at the
same time, similar descriptions of χi(λ⊗N(α)) and χi(λ⊗N(β)). We write χiα(λ) for χi(λ⊗
N(α)) and χiβ(λ) for χi(λ ⊗ N(β)). We write out explicitly the appropriate versions of the
expansion formula (∗) of 1.1.
Lemma 1. For μ ∈ X1(T ), ν ∈ X(T ) we have:
χi
(
(ζ −μ)+ pν)= ∑
λ∈X1(T )
chL(ζ − λ)χi(H 0(U1,M(ζ + λ)⊗ ζ )μ ⊗ ν)F ;
χiα
(
(ζ −μ)+ pν)= ∑ chL(ζ − λ)χi(H 0α (U1,M(ζ + λ)⊗ ζ )μ ⊗ ν)F ; andλ∈X1(T )
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(
(ζ −μ)+ pν)= ∑
λ∈X1(T )
chL(ζ − λ)χi(H 0β (U1,M(ζ + λ)⊗ ζ )μ ⊗ ν)F .
We shall write χp(λ) for the character of the irreducible G-module L(λ), λ ∈ X1(T ). The
characters χp(λ) are given as follows (see e.g. [9, p. 18]).
Lemma 2. For λ = (a, b) ∈ X1(T ) we have:
χp(λ) =
{
χ(a, b)− χ(a − r, b − r), if a + b + 2 = p + r, r > 0;
χ(a, b), otherwise.
For λ ∈ X(T ) and Y ∈ mod(B) we shall often write simply λ · Y for λ ⊗ Y = kλ ⊗ Y . We
write E for the natural module for SL3(k) and write V for the dual of E. The following is well
known and easy to check.
Lemma 3. We have short exact sequences of B-modules:
0 → (−1,1) ·N(β) → E → (1,0) → 0;
0 → (0,−1) → E → (1,0) ·N(α) → 0;
0 → (1,−1) ·N(α) → V → (0,1) → 0; and
0 → (−1,0) → V → (0,1) ·N(β) → 0.
Furthermore, for each B-module extension 0 → K → L → M → 0 above, the middle term L is,
up to isomorphism, the unique non-split extension of M by K .
The following will be used many times in the sequel.
Lemma 4. For μ = (r, s) ∈ X(T ) and M ∈ mod(G) we have:
(i) IndGB (M ⊗N(α)⊗μ) = H 0(B,M ⊗N(α)⊗μ) = 0 if r  0; and
(ii) IndGB (M ⊗N(β)⊗μ) = H 0(B,M ⊗N(β)⊗μ) = 0 if s  0.
Proof. Suppose r  0. Then, by Lemma 3, N(α) ⊗ (r, s) embeds in V ⊗ (r − 1, s + 1). Hence
IndGB (M ⊗ N(α) ⊗ (r, s)) embeds in IndGB (M ⊗ V ⊗ (r − 1, s + 1)) which is isomorphic to
M ⊗ V ⊗ IndGB k(r − 1, s + 1) by the tensor identity and hence is 0 since (r − 1, s + 1) is not
dominant. Now, by Frobenius reciprocity, we have
H 0
(
B,M ⊗N(α)⊗μ)= H 0(G, IndGB (M ⊗N(α)⊗μ))= 0.
The second assertion is proved similarly. 
Recall from 1.1 that the elements ψλ = ch Qˆ1(λ)/χ(ζ ), λ ∈ X1(T ), form a p-basis of A which
is dual to the basis χp(λ), λ ∈ X1(T ). The p-basis ψλ, λ ∈ X1(T ), may be easily calculated via
the duality and the explicit description, Lemma 2, of the basis χp(λ), λ ∈ X1(T ). From the fact
that chM(2ζ +w0λ) = ch Qˆ1(λ) (see 1.1) one obtains the following simple explicit description
of the characters chM(ζ + λ)/χ(ζ ).
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chM(ζ + λ)/χ(ζ ) =
{
s(λ), if a + b p;
s(λ)+ s(λ− rρ), if a + b = p + r with r > 0.
2.2. We calculate the invariants H 0(U1,M(ζ + λ)⊗ ζ ), for λ ∈ X1(T ).
Lemma 1. Let λ = (a, b) ∈ X1(T ) with a + b < p. Then we have H 0(U1,M(ζ + λ) ⊗ ζ ) =
k(s(λ)).
Proof. We have chM(ζ + λ) = χ(ζ )s(λ), by 2.1 Lemma 5. It follows that M(ζ + λ) has a
filtration with sections ∇(ζ + ξ), ξ ∈ Wλ, and we get the result from 1.2(4) and 1.2(2). 
Lemma 2. Let λ = (a, b) ∈ X1(T ) with a + b = p. Then we have
H 0
(
U1,M(ζ + λ)⊗ ζ
)= (a, b) ·N(γ )F ⊕ (−a,p) ·N(β)F ⊕ (p,−b) ·N(α)F
= λ ·N(γ )F ⊕ sαλ ·N(β)F ⊕ sβλ ·N(α)F .
Proof. Let Y = H 0(U1,M(ζ + λ)⊗ ζ ). Since chM(ζ + λ) = χ(ζ )s(λ) we have chY = s(λ). It
follows from 1.2(3), (4) that
Y = (a, b) · YF1 ⊕ (−a,p) · YF2 ⊕ (p,−b) · YF3
where chY1 = chN(γ ), chY2 = chN(β) and chY3 = chN(α). It follows that Y1 = N(γ ). More-
over, we have
chM(ζ + λ) = χ(ζ )s(λ)
= χ(ζ + (a, b))+ χ(ζ + (−b,−a))+ χ(ζ + (−a,p))
+ χ(ζ + (b,−p))+ χ(ζ + (p,−b))+ χ(ζ + (−p,a))
= χ(ζ + (a, b))+ χ(ζ + (−a,p))+ χ(ζ + (p,−b))+ χ(ζ + (−b,−a))
so that, by 1.2(4), Y has 4-dimensional B-socle. It follows that Y2 = N(β) and Y3 = N(α). 
Lemma 3. Let λ = (a, b) ∈ X1(T ) with a + b > p. Then we have
H 0
(
U1,M(ζ + λ)⊗ ζ
)
= (a, b) ·N(γ )F ⊕ (p − a, a + b − p) · [(−1,1) ·N(β)]F
⊕ (a + b − p,p − b) · [(1,−1) ·N(α)]F ⊕ (b,2p − a − b) · [(−1,0) ·N(β)]F
⊕ (2p − a − b, a) · [(0,−1) ·N(α)]F ⊕ (p − b,p − a) ·N(γ )F .
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H 0
(
U1,M(ζ + λ)⊗ ζ
)
= (a, b) · YF1 ⊕ (p − a, a + b − p) · YF2
⊕ (a + b − p,p − b) · YF3 ⊕ (b,2p − a − b) · YF4
⊕ (2p − a − b, a) · YF5 ⊕ (p − b,p − a) · YF6 (∗)
where chY1 = chN(γ ), chY2 = ch(−1,1) ·N(β), chY3 = ch(1,−1) ·N(α), chY4 = ch(−1,0) ·
N(β), chY5 = ch(0,−1) ·N(α) and chY6 = chN(γ ).
Now (by characters) Y1 and Y6 must be semisimple. It follows that the dimension of the
B-socle of H 0(U1,M(ζ + λ) ⊗ ζ ) is at least 8 and, indeed, if the dimension is precisely 8 then
each of Y2, Y3, Y4, Y5 has a simple socle and we must have Y2 = N(β), Y3 = (1,−1) · N(α),
Y4 = (−1,0) · N(β) and Y5 = (0,−1) · N(α). Thus it suffices to prove that M(ζ + λ) ⊗ ζ
has 8-dimensional B-socle, equivalently that M(ζ + λ) has 8-dimensional B-socle. Hence,
by 1.2(3)(ii), it suffices to prove that M(ζ + λ) has good filtration length 8. We have that
chM(ζ + λ) = χ(ζ )s(λ) + χ(ζ )s(μ), where μ = λ − rρ, r = a + b − p. We leave it to the
reader, using 1.2(5), that chM(ζ + λ) is the sum of 8 terms of the form χ(ξ), ξ ∈ X+(T ).
In the case p = 3 we must have λ = (2,2) and 1.1(1) gives a decomposition
H 0
(
U1,M(ζ + λ)⊗ ζ
)= (2,2) ·ZF1 ⊕ (1,1) ·ZF2
where Z1 has the same character as N(γ ) ⊕ (−1,0) · N(β) ⊕ (0,−1) · N(α) and where Z2
has the same character as (−1,1) · N(β) ⊕ (1,−1) · N(α) ⊕ N(γ ). However, the weights of
an indecomposable B-module all lie in the same coset of the root lattice in the weight lattice.
It follows that we have decompositions Z1 = P1 ⊕ Q1 ⊕ R1, where chP1 = chN(γ ), chQ1 =
ch(−1,0) ·N(β), chR1 = ch(0,−1) ·N(α), and Z2 = P2 ⊕Q2 ⊕R2, where chP2 = ch(−1.1) ·
N(β), chQ2 = ch(1,−1) · N(α), chR2 = chN(γ ). It follows that (∗) is valid too in the case
p = 3 and one may conclude as in the case p > 3. 
2.3. We now embark on the more delicate task of calculating the infinitesimal invariants of
M(ζ + λ)⊗ ζ ⊗N(α), for λ = (a, b) ∈ X1(T ). We tackle here the case λ = (a, b) ∈ X1(T ) with
a + b p and, in 2.4, the case a + b > p.
For λ = (a, b) ∈ X(T ) the length ln(λ) of λ is defined to by ln(λ) = a + b. We have ln(α) =
ln(β) = 1 so that λ μ implies ln(λ) ln(μ) (for λ,μ ∈ X(T )).
Lemma 1. For λ = (a, b) with a + b < p − 1 we have H 0α (U1,M(ζ + λ) ⊗ ζ ) = k(θ), where
θ = s(λ)(1 + e(−α)).
Proof. Let Y = H 0(U1,M(ζ +λ)⊗ζ ⊗N(α)). Then chY = θ , so that it suffices to prove that Y
is a semisimple B-module. Let Y ′ = H 0(U1,M(ζ +λ)⊗ (ζ −α)) and Y ′′ = H 0(U1,M(ζ +λ)⊗
ζ ). For each μ ∈ X1(T ) we have, by 1.1(1), a short exact sequence 0 → Y ′μ → Yμ → Y ′′μ → 0.
Each of Y ′μ and Y ′′μ is semisimple, by 2.2 Lemma 1. We will therefore be done if we prove that for
τ ′ a weight of Y ′μ and τ ′′ a weight of Y ′′μ we have Ext1B(kτ ′′ , kτ ′) = 0. Assume for a contradiction
that this is not the case. Then ξ = τ ′ − τ ′′ is a non-zero element of the root lattice ZΦ . Moreover,
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zξ ∈ X+(T ). We have pξ = wλ− α − yλ and so
pzξ = zwλ− zα − zyλ.
Hence we have p ln(zξ) = ln(zwλ) + ln(−zα) + ln(−zyλ)  ln(λ) + ln(γ ) + ln(−w0λ) 
2(p−2)+2. Hence p ln(zξ) < 2p and so ln(zξ) = 1. But then zξ = ωα or ωβ but this contradicts
the fact that ξ lies in the root lattice. 
Lemma 2.
(i) For λ = (p − 1,0) we have
H 0α
(
U1,M(ζ + λ)⊗ ζ
)= (p − 1,0) ·N(α)F ⊕ (−p + 1,p − 1)
⊕ (0,−p + 1)⊕ (p − 3,1)⊕ (−2,−p + 2).
(ii) For λ = (0,p − 1) we have
H 0α
(
U1,M(ζ + λ)⊗ ζ
)= (p − 1,−p + 1) ·N(α)F
⊕ (0,p − 1)⊕ (−p + 1,0)⊕ (−2,p)⊕ (p − 3,−p + 2).
Proof. (i) The statement is correct at the level of characters. Moreover, writing Y for the left-
hand side and Z for the right-hand side of the equation one may easily check (directly for p > 3
and with a little additional argument for p = 2,3) that Yλ = Zλ for (p − 1,0) = λ ∈ X1(T )
(using the notation of 1.1(1)). So if the statement is incorrect then Y(p−1,0) contains a copy of k
and H 0(U1,M(ζ + λ)⊗ ζ ⊗N(α)) contains a copy of (p − 1,0) and hence
0 = H 0(B, (−p + 1,0)⊗H 0(U1,M(ζ + λ)⊗ ζ ⊗N(α)))
= H 0(B,M(ζ + λ)⊗ (0,p − 1)⊗N(α)).
But this contradicts 2.1 Lemma 4.
(ii) Once again, it is easy to check that the statement is correct at the level of characters.
Writing Y for the left-hand side and Z for the right-hand side of the equation one may easily
check that Yλ = Zλ for (p − 1,1) = λ ∈ X1(T ). If the statement is incorrect then Y(p−1,1) is
the direct sum of (p − 1,−p + 1) and (−p − 1,1). But then we would have H 0(B, (−p + 1,
p − 1)⊗H 0(U1,M(ζ + λ)⊗ ζ ⊗N(α)) = 0, i.e. H 0(B,M(ζ + λ)⊗ (0,2p − 2)⊗N(α)) = 0
contradicting 2.1 Lemma 4. 
Lemma 3. For λ = (a, b) with a + b = p − 1 and a, b = 0 we have:
H 0α
(
U1,M(ζ + λ)⊗ ζ
)= (a, b)⊕ (−a, a + b)⊕ (a + b,−b) ·N(α)F
⊕ (b,−a − b)⊕ (−a − b, a)⊕ (−b,−a)⊕ (a − 2, b + 1)
⊕ (−a − 2, a + b + 1)⊕ (a + b − 2,−b + 1)
⊕ (b − 2,−a − b + 1)⊕ (−b − 2,−a + 1).
580 S. Donkin / Journal of Algebra 307 (2007) 570–613Proof. We write Y for the left-hand side of the above and Z for the right-hand side. Once again
we leave it to the reader to check that the result is correct at the level of characters. We have a short
exact sequence of B-modules 0 → Y ′ → Y → Y ′′ → 0, where Y ′ = H 0(U1,M(ζ +λ)⊗(ζ −α))
and Y ′′ = H 0(U1,M(ζ + λ) ⊗ ζ ). Suppose μ ∈ X1(T ) and that the μ-isotypic component (for
the action of B1) is non-split. Then there exists a weight wλ − α of Y ′ and a weight yλ of Y ′′
(with w,y ∈ W ) such that wλ − α = μ + pτ ′, yλ = μ + pτ ′′, for some τ ′, τ ′′ ∈ X(T ) and
Ext1B(kτ ′′ , kτ ′) = 0. This implies that θ = τ ′′ − τ ′ is a sum of positive roots. We have
yλ−wλ+ α = pθ.
Choosing z ∈ W such that zθ is dominant, we get
p ln(zθ) = ln(zyλ)+ ln(−zwλ)+ ln(−zα) 2(p − 1)+ 2 = 2p.
Hence 0 < ln(zθ)  2. Since θ and hence zθ belongs to ZΦ , the only possibility is that zθ =
(1,1) and θ is a positive root.
Thus yλ − wλ + α is pα, pβ or p(α + β). Now we have wλ = λ − rα − sβ and yλ =
λ−uα−vβ for some 0 r, s, u, v < p. If yλ−wλ+α = pα, we get that (r−u)α+(s−v)β+α
is pα,pβ or p(α + β). Thus we can only have yλ − wλ + α = pα and if this occurs then
r = p − 1 and u = 0. Thus y = sβ so that yλ = (p − 1,−b) and μ = (p − 1,p − b). Hence
we get that Yλ = Zλ for all (p − 1,p − b) = λ ∈ X1(T ). If the statement is not correct then
Z contains (p − 1,−b) as a B-submodule. We now check that this does not happen. We have
H 0(B, (−p+1, b)⊗Y) = H 0(B,M(ζ +λ)⊗ (0,p−1+b)⊗N(α)) = 0, by 2.1 Lemma 4. 
Lemma 4. Assume p = 2 and let λ = (p − 1,1). Then we have
H 0α
(
U1,M(ζ + λ)⊗ ζ
)= (p − 1,1) · [(−1,0) ·E ⊕ (−1,−1)]F
⊕ (−p + 1,p) ·N(β)F ⊕ (p,−1) ·N(α)F
⊕ (p − 3,2) ·N(γ )F ⊕ (p − 2,0) ·N(α)F .
Proof. We write Y for the left-hand side of the above and Z for the right-hand side. Once
again we leave it to the reader to check that Y and Z have the same character. We put
Y ′ = H 0(U1,M(ζ + λ) ⊗ (ζ − α)) and Y ′′ = H 0(U1,M(ζ + λ) ⊗ ζ ). From 2.2 Lemma 2 we
have
Y ′′ = (p − 1,1) ·N(γ )F ⊕ (−p + 1,p) ·N(β)F ⊕ (p,−1) ·N(α)F
and
Y ′ = (p − 3,2) ·N(γ )F ⊕ (p − 1,1) · [(−2,1) ·N(β)]F ⊕ (p − 2,0) ·N(α)F .
We have a short exact sequence 0 → Y ′μ → Yμ → Y ′′μ → 0, for all μ ∈ X1(T ). Since at least
one of the outer terms is 0 in all cases except μ = (p − 1,1), these sequences split and the
isotypic component of the B1-socle labeled by μ is determined for μ = (p − 1,1). We now take
μ = (p − 1,1). Then we have an extension
0 → (−2,1) ·N(β) → Yμ → k ⊕ (−1,−1) → 0.
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Ext1B
(
(−1,−1), (−2,1) ·N(β))= H 1(B, (−1,2) ·N(β))= 0
since H 1(B, k) = H 1(B, (−1,2)) = 0. Hence Yμ = X ⊕ (−1,−1), where X appears in a short
exact sequence
0 → (−2,1) ·N(β) → X → k → 0.
If this sequence is split then Y contains a copy of k and so H 0(B,M(ζ + λ) ⊗ (0,p − 2) ·
N(α)) = 0, contrary to 2.1 Lemma 2. Hence the sequence is non-split. We claim that
H 1(B, (−2,1) · N(β)) = k and hence there is a unique non-split extension (up to isomor-
phism). Now (−2,1) ·N(β) has weights (−2,1) and (−1,−1), each occurring with multiplicity
one. Moreover, we have Hi(B, (−1,−1)) = 0 for all i  0 so that H 1(B, (−2,1) · N(β)) =
H 1(B, (−2,1)) = k as a required. Now (−1,0) · E is a non-split extension and hence X =
(−1,0) · E. Thus we get Yμ = (−1,−1) ⊕ (−1,0) · E. We have checked that Yλ = Zλ for all
λ ∈ X1(T ), and the proof is complete. 
Lemma 5. Assume p = 2 and let λ = (1,p − 1). Then we have
H 0α
(
U1,M(ζ + λ)⊗ ζ
)= (1,p − 1) ·N(γ )F
⊕ (p − 1,0) · [(−1,1)⊕ (−1,0) · V ]F
⊕ (0,1) · [(1,−1) ·N(α)]F ⊕ (p − 3,1) · [(−1,1) ·N(β)]F
⊕ (p − 2,2) · [(0,−1) ·N(α)]F .
Proof. This is similar to the proof of Lemma 4 and we leave it to the reader. 
Lemma 6. For λ = (a, b) with a + b = p and a, b > 1 we have
H 0α
(
U1,M(ζ + λ)⊗ ζ
)= H 0(U1,M(ζ + λ)⊗ ζ )⊕H 0(U1,M(ζ + λ)⊗ (ζ − α)).
Proof. We leave it to the reader to check, using 2.2 Lemma 2, that H 0(U1,M(ζ + λ) ⊗ ζ ) and
H 0(U1,M(ζ +λ)⊗ (ζ −α)) have no (non-zero) B1 isotypic components in common. The result
follows. 
There remains the case p = 2 and λ = ρ.
Lemma 7. Let p = 2. We have
H 0α
(
U1,M(2ρ)⊗ ρ
)= N(α)F ⊕ (1,0) · [(−1,1)⊕ (−1,0) · V ]F
⊕ (0,1) · [(1,−1) ·N(α)]F ⊕ (1,1) · [(−1,−1)⊕ (−1,0) ·E]F .
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0 → H 0(U1,M(2ρ)⊗ (ρ − α))→ X → H 0(U1,M(2ρ)⊗ ρ)→ 0
and hence, by 2.2 Lemma 2, a short exact sequence
0 → (−1,2) ·N(γ )F ⊕ (−3,3) ·N(β)F ⊕N(α)F → X
→ ρ ·N(γ )F ⊕ (−1,2) ·N(β)F ⊕ (2,−1) ·N(α)F → 0.
It follows that X(0,0) = N(α) and X(0,1) = (1,−1) · N(α). It remains to show that X(1,0) and
X(1,1) are as implied by the statement of the lemma.
We have a short exact sequence 0 → (−1,1) · N(γ ) → X(1,0) → (−1,1) · N(β) → 0 and,
moreover, Ext1B((−1,1) · N(β), (−1,1)) = Ext1B(N(β), k) = 0 so that X(1,0) = (−1,1) ⊕ Y ,
where Y occurs in a short exact sequence
0 → (−2,0) → Y → (−1,1) ·N(β) → 0.
We claim that this sequence is not split. If the sequence were split we would have
H 0(B, (1,−1) ⊗ β ⊗ Y) = 0, i.e. H 0(B, (0,1) · Y) = 0, hence H 0(B, (0,1) · X(1.0)) = 0, i.e.
H 0(B, (−1,1)⊗ (1,0)⊗X(1.0)) = 0 and hence H 0(B,M(2ρ)⊗ (ρ+ (0,1))⊗N(α)) = 0 which
would contradict 2.1 Lemma 4(i).
Now the unique non-split extension of (−1,1) ·N(β) by (−2,0) is (−1,0) ·V and so we get
X(1,0) = (−1,1)⊕ (−1,0) · V , as required.
We now analyze X(1,1) in a similar fashion. We have a short exact sequence
0 → (−2,1) ·N(β) → X(1,1) → N(γ ) → 0.
Moreover, we have Ext1B((−1,−1), (−2,1) · N(β)) = 0 so that X(1,1) = (−1,−1) ⊕ Z, where
Z occurs in a short exact sequence
0 → (−2,1) ·N(β) → Z → k → 0.
If this sequence were split we would have H 0(B,Z) = 0, hence H 0(B,X(1,1)) = 0, in
other words, H 0(B, (−1,−1)⊗ (1,1) ·X(1,1)) = 0 and hence H 0(B, (−1,−1)⊗M(2ρ)⊗ ρ ⊗
N(α)) = 0, i.e. H 0(B,M(2ρ) ⊗ N(α)) = 0, in contradiction to 2.1, Lemma 4(i). Thus the se-
quence is not split. There is a unique such extension, which is (−1,0) · E and hence we get
X(1,1) = (−1,−1)⊕ (−1,0) ·E, as required. 
2.4. We consider now the case λ = (a, b) with a + b > p.
Lemma 1. We have
H 0α
(
U1,M(ζ + λ)⊗ ζ
)= H 0(U1,M(ζ + λ)⊗ (ζ − α))⊕H 0(U1,M(ζ + λ)⊗ ζ )
unless either a = p − 1 or b = p − 1.
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We put Y ′ = H 0(U1,M(ζ + λ) ⊗ (ζ − α)), Y = H 0(U1,M(ζ + λ) ⊗ ζ ⊗ N(α)) and Y ′′ =
H 0(U1,M(ζ + λ) ⊗ ζ ). Then we have a short exact sequence of B-modules 0 → Y ′ → Y →
Y ′′ → 0 and, by 1.1(1), we will be done if we show that
0 → Y ′μ → Yμ → Y ′′μ → 0 (∗)
splits for every μ ∈ X1(T ). Assume, for a contradiction, that μ is such that the sequence does
not split. Then Y ′′μ = 0 and Y ′μ = 0. From 2.2 Lemma 3, we have μ ≡ wλ (mod pX(T )) and
μ ≡ yλ− α (mod pX(T )) for some w,y ∈ W . Thus we have
wλ− yλ+ α ∈ pX(T )∩ ZΦ = pZΦ
(since ZΦ has index 3 in X(T ) and p = 3). Thus we have
λ−w−1yλ+w−1α ∈ pZΦ.
Moreover, λ−w−1yλ ∈ S = {0, aα, bβ, aα + (a + b)β, (a + b)α + bβ, (a + b)(α + β)}. So we
have θ ≡ −w−1α (mod pZΦ), for some θ ∈ S. Since 0 = −w−1α = mα + nβ for some m,n ∈
{0,1,−1} the only possibility is a + b = p + 1, λ − w−1yλ = (a + b)(α + β) and −w−1α =
α + β . This give w−1y = w0, w = sβw0 and hence y = sβ . Thus μ ≡ yλ− α ≡ (a + b,−b)− α
which gives μ = (p − 1, a).
We now get from 2.2 Lemma 3 that the μ isotypic component of Y ′′ is
(2p − a − b, a) · [(0,−1) ·N(α)]F = (p − 1, a) · [(0,−1) ·N(α)]F
and the μ isotypic component of Y ′ is
(
(a + b − p,p − b)− α) · [(1,−1) ·N(α)]F = (−1, a) · [(1,−1) ·N(α)]F
= (p − 1, a) · [(0,−1) ·N(α)]F .
Thus the sequence (∗) is
0 → (0,−1) ·N(α) → Yμ → (0,−1) ·N(α) → 0.
We leave it to the reader to check that Ext1B(N(α),N(α)) = 0 and hence Ext1B((0,−1) ·
N(α), (0,−1) ·N(α)) = 0 so that (∗) is split. 
Lemma 2. For λ = (p − 1, b) ∈ X1(T ) with 1 < b < p − 1 we have:
H 0α
(
U1,M(ζ + λ)⊗ ζ
)
= (p − 1, b) · [(−1,−1)⊕ (−1,0) ·E]F
⊕ (1, b − 1) · [(−1,1) ·N(β)]F ⊕ (b − 1,p − b) · [(1,−1) ·N(α)]F
⊕ (b,p + 1 − b) · [(−1,0) ·N(β)]F
⊕ (p + 1 − b,p − 1) · [(0,−1) ·N(α)]F ⊕ (p − b,1) ·N(γ )F
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⊕ (b − 2,p + 2 − b) · [(−1,0) ·N(β)]F
⊕ (p − 1 − b,p) · [(0,−1) ·N(α)]F ⊕ (p − b − 2,2) ·N(γ )F .
Proof. Let Y = H 0(U1,M(ζ + λ) ⊗ ζ ⊗ N(α)), Y ′ = H 0(U1,M(ζ + λ) ⊗ (ζ − α)) and Y ′′ =
H 0(U1,M(ζ + λ)⊗ ζ ). Then we have a short exact sequence of B-modules
0 → Y ′μ → Yμ → Y ′′μ → 0 (∗)
for each μ ∈ X1(T ). We claim that in fact for μ = (p−1, b) this sequence splits. Suppose that μ
is such that the sequence is non-split. Then Y ′′μ = 0, Y ′μ = 0 and, as in the proof of Lemma 1, we
have μ ≡ wλ ≡ yλ−α (modulo pX(T )) for some w,y ∈ W . We get λ−w−1yλ+w−1α ∈ pZΦ
and λ−w−1yλ ∈ S = {0, (p − 1)α, bβ, (p − 1)α + (p − 1 + b)β, (p − 1 + b)α + bβ, (p − 1 +
b)(α + β)}. Thus θ ≡ −w−1α (mod pZΦ) for some θ ∈ S. Now −w−1α ∈ Φ = {α,β,α + β,
−α,−β,−(α + β)}. So if b = 2, the only possibility is −w−1α ≡ −α, w = 1 and μ = λ. If
b = 2 we get the additional possibility −w−1α = −α + β . In that case we have w = sαw0.
Then μ ≡ wλ gives λ ≡ w−1μ = w0sβμ so that (−b,−p + 1) ≡ sβμ, i.e. (p − b,1) ≡ sβμ
and μ = (p − b + 1,p − 1) = (p − 1,p − 1). Now, according to 2.2 Lemma 3 the μ-isotypic
component of Y ′′ is (p − 1,p − 1) ⊗ [(0,−1) · N(α)]F and the μ-isotypic component of Y ′ is
(−2,1)⊗ (1,p − 2)⊗ [(−1,1) ·N(β)]F . Hence (∗) takes the form
0 → (−2,1) ·N(β) → Yμ → (0,−1) ·N(α) → 0.
Now we have
Ext1B
(
(0,−1) ·N(α), (−2,1) ·N(β))= Ext1B(N(α), (−2,2) ·N(β))
= H 1(B, (−2,2)⊗N(α)∗ ⊗N(β)).
However, it is easy to check that H 1(B, τ) = 0 for each weight τ of (−2,2)⊗N(α)∗ ⊗N(β) so
that Ext1B((0,−1) ·N(α), (−2,1) ·N(β)) = 0 and (∗) splits, for b = 2, μ = (p − 1,p − 1).
We leave it to the reader to check that for μ = (p − 1, b), the μ-isotypic component of Y is
(p − 1, b)⊗ [(−1,−1)⊕ (−1,0)⊗E]F . The result follows. 
Lemma 3. For λ = (a,p − 1) ∈ X1(T ) with 1 < a < p − 1 we have:
H 0
(
U1,M(ζ + λ)⊗ ζ ⊗N(α)
)
= (a,p − 1) ·N(γ )F ⊕ (p − a, a − 1) · [(−1,1) ·N(β)]F
⊕ (a − 1,1) · [(1,−1) ·N(α)]F
⊕ (p + 1 − a, a) · [(0,−1) ·N(α)]F ⊕ (1,p − a) ·N(γ )F
⊕ (a − 2,p) ·N(γ )F ⊕ (p − a − 2, a) · [(−1,1) ·N(β)]F
⊕ (a − 3,2) · [(1,−1) ·N(α)]F ⊕ (p − 3,p + 2 − a) · [(−1,0) ·N(β)]F
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⊕ (p − 1,p − a + 1) · [(−1,0)⊕ (−1,−1) · V ]F .
Proof. Similar to Lemma 2. 
Lemma 4. For p > 2 we have
H 0
(
U1,M(2ζ )⊗ ζ ⊗N(α)
)
= (p − 1,p − 1) · [(−1,−1)⊕ (−1,0) ·E]F ⊕ (1,p − 2) · [(−1,1) ·N(β)]F
⊕ (p − 2,1) · [(1,−1) ·N(α)]F
⊕ (2,p − 1) · [(0,−1) ·N(α)]F ⊕ (1,1) ·N(γ )F
⊕ (p − 3,p) ·N(γ )F
⊕ (p − 4,2) · [(1,−1) ·N(α)]F ⊕ (p − 3,3) · [(−1,0) ·N(β)]F
⊕ (0,p) · [(0,−1) ·N(α)]F ⊕ (p − 1,2) · [(−1,0)⊕ (−1,−1) · V ]F .
Proof. Similar to Lemmas 2 and 3. (With an additional step for p = 3 as in 2.2, Lemma 3.) 
2.5. We shall also need the structure of the modules H 0(U1,M(ζ + λ) ⊗ ζ ⊗ N(β)).
However, we can obtain this from the results of Section 2.4 and a certain automorphism of
G = SL3(k).
Let n ∈ GL3(k) be the element with all anti-diagonal entries 1 and all other entries 0. We
write g′ for the transpose of g ∈ G. We have an involutory automorphism τ :G → G given
by τ(g) = n(g′)−1n. Note that τ stabilizes B and T . Thus τ induces a group automorphism
on X(T ) which we extend to a ring automorphism on ZX(T ). For φ ∈ ZX(T ), we write φτ
for the image of φ under this ring automorphism. If H is a τ -stable closed subgroup of G and
V ∈ mod(H) affords the representation π :H → GL(V ) we write V τ for the k-space V viewed
as an H -module via the representation π ◦ τ . If t ∈ T has (1,1)-entry t1, has (2,2)-entry t2
and has (3,3)-entry t3 then τ(t) is the element of T which has (1,1)-entry t−13 , has (2,2)-entry
t−12 and has (3,3)-entry t
−1
1 . It follows that k(a, b)
τ is isomorphic to k(b, a), as B-modules
and that we have e(a, b)τ = e(b, a), for a, b ∈ Z. Moreover, N(α)τ is an indecomposable two-
dimensional B-module with weights 0,−β . Hence we have N(α)τ ∼= N(β), N(β)τ ∼= N(α) and
N(γ )τ = N(γ ). Now, for any M ∈ mod(B) and i  0 we have Ri IndGB Mτ ∼= (Ri IndGB M)τ ,
by [3, (1.1.14)]. In particular, we have χi(Mτ ) = χi(M)τ . For μ = (a, b) ∈ X(T ), we have
μτ = (b, a). For λ ∈ X+(T ) we have ∇(λ)τ ∼= ∇(λτ ) and L(λ)τ ∼= L(λτ ). In particular we have
Eτ ∼= V .
We note also that, for Y ∈ mod(B), we have H 0(U1, Y )τ ∼= H 0(U1, Y τ ). (We have
H 0(U1, Y )  Y and hence H 0(U1, Y )τ  Y τ and hence H 0(U1, Y )τ  H 0(U1, Y τ ). Thus we
also have H 0(U1, Y τ )τ H 0(U1, Y ) and hence also H 0(U1, Y τ )H 0(U1, Y )τ .)
We summarize the properties of τ that we shall need.
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(i) The automorphism τ of G induces the ring automorphism of ZX(T ) which takes e(a, b) to
e(b, a), for a, b ∈ Z.
(ii) For φ ∈ A we have φτ = φ∗, i  0.
(iii) We have χi(Mτ ) = χi(M)τ , for M ∈ mod(B) and i  0.
(iv) χi(a, b)τ = χi(b, a), for a, b ∈ Z, i  0.
(v) χiα(a, b)τ = χiβ(b, a), for a, b ∈ Z, i  0.
(vi) H 0(U1,M(ζ + λ) ⊗ ζ )τ = H 0(U1,M(ζ + λτ ) ⊗ ζ ) and H 0α (U1,M(ζ + λ) ⊗ ζ )τ =
H 0β (U1,M(ζ + λτ )⊗ ζ ).
The first part has been shown already. Part (ii) is clear in the case φ = χ(λ) for some dominant
weight λ, and follows in general by linearity since the elements χ(λ) form a Z-basis of A.
Part (iii) has been shown already and gives parts (iv) and (v) by taking M = (a, b) and M =
(a, b)⊗N(α). The final property follows from the discussion preceding the lemma.
3. Base cases
In this section we give formulas for χ1(r, s), χ1α(r, s) and χ1β(r, s), without restriction on
characteristic, for certain values of r and s. In the next section we take the characteristic of p
to be 2 and give expansion formulas for χ1(r, s), χ1α(r, s). These formulas, together with the
“initial conditions” described in this section recursively determine χ1(r, s), χ1α(r, s), χ1β(r, s) for
all values of r and s. Since G/B has dimension 3 this, together with Serre duality and Weyl’s
character formula, determines χi(r, s), χiα(r, s), χiβ(r, s) for all i and r, s.
Remarks. We first recall that if χi(λ) = 0 and θ is a simple root such that (λ, θˇ) = −n < 0
then i > 0 and there exists some 0 < m < n such that χi−1(λ + mθ) = 0, in particular, if i = 1
then λ + mθ ∈ X+. Moreover, for n = 1 we have χi(λ) = 0 for all i  0, for n = 2 we have
χi(λ) = χi−1(λ+ θ) and for n = 3 have χi(λ) = χi−1(λ+ 2θ) (for i  0). References for these
fact are [3], (5.3) Lemma, (2.1.5), (2.3.1), (5.5) Proposition: they will be used without further
reference.
Several of the results here are fact character theoretic versions of structural results for G-
modules (see for example Lemmas 3 and 4 below). We leave the module theoretic interpretation
of these results to the interested reader.
Lemma 1. For λ ∈ X+ we have χ1(λ) = χ1α(λ) = χ1β(λ) = 0.
Proof. We have χ1(λ) = 0 by Kempf’s Vanishing Theorem. Moreover, we have a short exact
sequence of B-modules
0 → (0,−1) → E → (1,0) ·N(α) → 0
giving a short exact sequence
0 → (−1,−1) → (−1,0) ·E → N(α) → 0
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0 → (λ1 − 1, λ2 − 1) → (λ1 − 1, λ2) ·E → λ ·N(α) → 0
(where λ = (λ1, λ2)). But now R IndGB ((λ1 −1, λ2) ·E) = R2 IndGB (λ1 −1, λ2 −1) = 0 and hence
R IndGB (λ ·N(α)) = 0, i.e. χ1α(λ) = 0. Similarly χ1β(λ) = 0. 
Lemma 2. We have χ1(r, s) = χ1α(r, s) = χ1β(r, s) = 0 if r = 0 or s = 0.
Proof. We get χ1(r, s) = 0 from Lemma 1 and the remarks. Now suppose that s = 0. We have a
short exact sequence
0 → (r − 1,−1) → (r − 1,0) ·E → (r,0) ·N(α) → 0
moreover, χ2(r − 1,−1) = 0 = χ1(r − 1,0) so that χ1α(r,0) = 0.
Now suppose r = 0. Then the short exact sequence
0 → (−1, s − 1) → (−1, s) ·E → (0, s) → 0
gives χ1α(0, s) = 0.
Similarly we get χ1β(r, s) = 0 if r = 0 or s = 0. 
Lemma 3.
(i) χ1(−1, s) = 0 = χ1(r,−1) for all r, s.
(ii) χ1α(r,−1) = 0 = χ1β(−1, s) for all r, s.
(iii) χ1α(−1, s) =
{
χ(1, s − 1), if s  1;
0, otherwise
and
χ1β(r,−1) =
{
χ(r − 1,1), if r  1;
0, otherwise.
Proof. (i) Clear.
(ii) We have a short exact sequence 0 → (r − 2,0) → (r,−1) · N(α) → (r,−1) → 0 and
Ri IndGB (r,−1) = 0 for all i  0 so that χ1α(r,−1) = χ1(r − 2,0) = 0, by Lemma 2. Similarly
we get χ1β(−1, s) = 0.
(iii) By the argument of (ii) we get χ1α(−1, s) = χ1(−3, s + 1) and this is χ0(1, s − 1), by [3,
(5.5) Proposition]. Moreover, we have that χ0(1, s −1) is χ(1, s −1) if s  1 and is 0 otherwise.
Similarly we obtain the other statement. 
Lemma 4.
(i) χ1(−2, s) =
{
χ(0, s − 1), if s > 0;
0, otherwise
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χ1(r,−2) =
{
χ(r − 1,0), if r > 0;
0, otherwise.
(ii) χ1α(r,−2) =
{
χ(r − 1,0), if r  1;
0, otherwise
and
χ1β(−2, s) =
{
χ(0, s − 1), if s  1;
0, otherwise.
(iii) χ1α(−2, s) =
{
χ(0), if s = 1;
χ(2, s − 2)+ χ(0, s − 1), if s  2;
0, otherwise
and
χ1β(r,−2) =
{
χ(0), if r = 1;
χ(r − 2,2)+ χ(r − 1,0), if r  2;
0, otherwise.
Proof. (i) This is true by e.g. [3, (2.3.1)].
(ii) There is a short exact sequence
0 → (r − 2,−1) → (r,−2) ·N(α) → (r,−2) → 0
and since Ri IndGB (r − 2,−1) = 0 for all i  0 we get χ1α(r,−2) = χ1(r,−2) and hence the
required description of χ1α(r,−2) from (i). Similarly we obtain the other statement.
(iii) First note that, in view of the short exact sequence 0 → (−4, s + 1) → (−2, s) ·N(α) →
(−2, s) → 0, we have that if χ1α(−2, s) = 0 then either χ1(−4, s) = 0 or χ1(−2, s) = 0. This
gives, by the above remarks, s − 1 0, i.e. s > 0. We now assume that this is the case.
We have the short exact sequence
0 → (−3, s − 1) → (−3, s) ·E → (−2, s) ·N(α) → 0.
For s = 1 we have Ri IndGB (−3,1) = Ri−1 IndGB (2,−1) = 0 for i > 0 and hence R IndGB ((−2,1) ·
N(α)) ∼= R2 IndGB (−3,0) ∼= R IndGB (1,−2) ∼= IndGB k, which gives χ1α(−3,1) = χ(0).
Now suppose s  2. We get the exact sequence
0 → R IndGB (−3, s − 1) → E ⊗ IndGB (1, s − 2) → R IndGB
(
(−2, s) ·N(α))
→ R2 IndGB (−3, s − 1).
Moreover, we get R2 IndGB (−3, s − 1) = R IndGB (1, s − 3) = 0 since s − 3−1. Hence we get
χ1α(−2, s) = χ(1,0)χ(1, s − 2) − χ0(1, s − 3). If s = 2 this gives χ(1,0)χ(1,0) = χ(2,0) +
χ(0,1) and if s  3 this gives χ(1,0)χ(1, s − 2) − χ(1, s − 3) = χ(2, s − 2) + χ(0, s − 1), as
required.
Similarly one obtains the statement involving β . 
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(i) χ1(r,−3) =
{
χ(r − 2,1), if r  2;
0, otherwise
and
χ1(−3, s) =
{
χ(1, s − 2), if s  2;
0, otherwise.
Proof. Clear from the remarks. 
Lemma 6. If χ1(r, s), χ1α(r, s) or χ1β(r, s) is non-zero then we have r > 0 and s < 0 or r < 0 and
s > 0.
Proof. For χ1(r, s) this is clear from the remarks above. Also, if χ1α(r, s) = 0 then either r < 0
or s < 0 by Lemma 1.
Suppose χ1α(−r, s) = 0, with r > 0. Then, from the long exact sequence, we have either
χ1(−r, s) = 0 or χ1(−r − 2, s + 1) = 0. From χ1(−r, s) = 0 we deduce s > 0. Suppose
χ1(−r − 2, s + 1) = 0. Then we get s + 1 > 0 and if s = 0 we have χ1α(−r, s) = 0 by Lemma 1.
Hence we have s > 0.
Now suppose χ1α(r,−s) = 0, with s > 0. From the long exact sequence, we have
χ1(r,−s) = 0 or χ1(r−2,−s+1) = 0. From χ1(r,−s) = 0 we deduce s > 0 so we now assume
χ1(r − 2,−s + 1) = 0. From Lemma 1, we have −s + 1 = 0, i.e. s = −1 so that −s + 1 < 0 and
r − 2 > 0 and hence r > 0.
One similarly obtains the result for χ1β(r, s). 
Remark. In the sections which follow, we shall develop explicit “expansion formulas” of the
form χi(λ + pμ) = ∑ν∈X1 chL(ν)θFν,λ,μ, χiα(λ + pμ) = ∑ν∈X1 chL(ν)φFν,λ,μ, and χiβ(λ +
pμ) =∑ν∈X1 chL(ν)ψFν,λ,μ, for λ ∈ X1 and μ = (a, b) ∈ X+, where each θν,λ,μ, φν,λ,μ, ψν,λ,μ
is a sum of terms of the form χi(c, d), χiα(c, d), χiα(c, d), with c ∈ {a − 1, a, a + 1}, d ∈ {b −
1, b, b + 1}.
We claim that such expansion formulas, together with the above (and a couple of extra “small”
cases for p = 2), recursively determine all χ1(r, s), χ1α(r, s), χ1β(r, s) (and hence with Weyl’s
character formula and Serre duality determine χi(r, s), χiα(r, s), χiβ(r, s) for i  0) for all r, s.
By Lemma 5 the characters are 0 unless r > 0 and s < 0 or r < 0 and s > 0. Moreover,
these characters are all described in Lemmas 1–4 of 3.1 for r and s at least −3. However,
for m  4, s > 0 the expansion formulas give χ1(−m,s), χ1α(−m,s), χβ(−m,s) in terms of
χ1(−m′, s′), χ1α(−m′, s′), χβ(−m′, s′) with m′ < m, s′  0. Similar remarks are valid for ex-
pansions of χ1(s,−m), χ1α(s,−m), χβ(s,−m).
4. The case p = 2
4.1. We now assume that k has characteristic p = 2. By specializing to this case in Sec-
tion 2.2 we get the following.
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(i) H 0(U1,M(ρ)⊗ ρ)= k.
(ii) H 0(U1,M(ρ + (1,0))⊗ ρ)= (1,0)⊕ (0,1) · (0,−1)F ⊕ (1,1) · (−1,0)F .
(iii) H 0(U1,M(ρ + (0,1))⊗ ρ)= (1,0) · (−1,0)F ⊕ (0,1)⊕ (1,1) · (0,−1)F .
(iv) H 0(U1,M(ρ + (1,1))⊗ ρ)
= (1,0) · [(−1,1) ·N(β)]F ⊕ (0,1) · [(1,−1) ·N(α)]F ⊕ (1,1) ·N(γ )F .
By specializing results in Section 2.3 we get the following.
Lemma 2.
(i) H 0α
(
U1,M(ρ)⊗ ρ
)= (0,0)⊕ (0,1) · (−1,0)F .
(ii) H 0α
(
U1,M
(
ρ + (1,0))⊗ ρ)
= (−1,0)F ⊕ (1,0) ·N(α)F ⊕ (0,1) · (0,−1)F ⊕ (1,1) · [2 × k(−1,0)]F .
(iii) H 0α
(
U1,M
(
ρ + (0,1))⊗ ρ)
= (−1,1)F ⊕ (1,0) · [2 × k(−1,0)]F ⊕ (0,1)⊕ (1,1) · [(0,−1) ·N(α)]F .
(iv) H 0α
(
U1,M
(
ρ + (1,1))⊗ ρ)
= N(α)F ⊕ (1,0) · [(−1,1)⊕ (−1,0) · V ]F
⊕ (0,1) · [(1,−1) ·N(α)]F ⊕ (1,1) · [(−1,−1)⊕ (−1,0) ·E]F .
4.2. Recall that, since p = 2, we have χp(λ) = χ(λ), for all λ ∈ X1(T ). Hence, from 2.1
Lemma 1 and 4.1 Lemmas 1 and 2, we get the following results.
Lemma 1. For i  0, r, s ∈ Z we have:
(i) χi(2r,2s) = χi(r, s)F + χi(r − 1, s − 1)F + χ(1,0)χi(r, s − 1)F
+ χ(0,1)χi(r − 1, s)F ;
(ii) χi(1 + 2r,2s) = χiα(r + 1, s − 1)F + χ(1,0)χi(r, s)F + χ(0,1)χi(r, s − 1)F ;
(iii) χi(2r,1 + 2s) = χiβ(r − 1, s + 1)F + χ(1,0)χi(r − 1, s)F + χ(0,1)χi(r, s)F ;
(iv) χi(1 + 2r,1 + 2s) = χ(1,1)χi(r, s)F .
Lemma 2. %2 For i  0, r, s ∈ Z we have:
(i) χiα(2r,2s) = χi(r − 1, s − 1)F + χ(1,0)F χi(r − 1, s)F
+ 2χ(0,1)χi(r − 1, s)F + χ(1,0)χiα(r, s − 1)F ;
(ii) χiα(2r + 1,2s) = χiα(r + 1, s − 1)F + χ(1,0)χi(r, s)F
+ χ(0,1)χi(r, s − 1)F + χ(1,1)χi(r − 1, s)F ;
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+ 2χ(1,0)χi(r − 1, s)F + χ(0,1)χiα(r, s)F ;
(iv) χiα(2r + 1,2s + 1) = χiα(r, s)F + χ(1,0)χi(r − 1, s + 1)F
+ χ(0,1)χi(r − 1, s)F + χ(1,1)χi(r, s)F .
Applying 2.5(v) to Lemma 2 we get the following.
Lemma 3. For i  0, r, s ∈ Z we have:
(i) χiβ(2r,2s) = χi(r − 1, s − 1)+ χ(0,1)F χi(r, s − 1)F
+ 2χ(1,0)χi(r, s − 1)F + χ(0,1)χiβ(r − 1, s)F ;
(ii) χiβ(2r + 1,2s) = χ(1,0)F χi(r, s − 1)F + χi(r + 1, s − 1)F
+ 2χ(0,1)χi(r, s − 1)F + χ(1,0)χiβ(r, s)F ;
(iii) χiβ(2r,2s + 1) = χiβ(r − 1, s + 1)F + χ(0,1)χi(r, s)F
+ χ(1,0)χi(r − 1, s)F + χ(1,1)χi(r, s − 1)F ;
(iv) χiβ(2r + 1,2s + 1) = χiβ(r, s)F + χ(0,1)χi(r + 1, s − 1)F
+ χ(1,0)χi(r, s − 1)F + χ(1,1)χi(r, s)F .
Lemma 4. For r, s ∈ Z we have:
χ1(r,−5) =
{
χ(r − 4,3), if r  4;
0, otherwise
and
χ1(−5, s) =
{
χ(3, s − 4), if s  4;
0, otherwise.
Proof. If χ1(r,−5) = 0 then r  3 by the remarks in Section 3. For r odd we write r = 2m+ 1
and get χ1(r,−5) = χ1(2m+ 1,−5) = χ(1,1)χ1(m,−3)F , by Lemma 1, which, together with
Section 3 Lemma 5, gives the required formula for χ1(r,−5). For r  4 even we write s = 2m
and then from Lemma 1 we get
χ1(r,−5) = χ1(2m,−5) = χ1β(m− 1,−2)F + χ(1,0)χ1(m− 1,−3)F + χ(0,1)χ1(m,−3)F
= χ1β(m− 1,−2)F + χ(1,0)χ1(m− 3,1)F + χ(0,1)χ1(m− 2,1)F .
We leave it to the reader to check, using Section 3 Lemma 4, that this is indeed χ(2m−4,3). 
592 S. Donkin / Journal of Algebra 307 (2007) 570–613Lemma 5. For r, s ∈ Z we have:
(i) χ1α(r,−3) =
{
χ(r − 3,0)+ χ(r − 2,1), if r  3;
0, otherwise
and
χ1β(−3, s) =
{
χ(0, s − 3)+ χ(1, s − 2), if s  3;
0, otherwise.
(ii) χ1α(−3, s) =
{
χ(1,0), if s = 2;
χ(3, s − 3)+ χ(1, s − 2), if s  2;
0, otherwise
and
χ1β(r,−3) =
{
χ(0,1), if r = 2;
χ(r − 3,3)+ χ(r − 2,1), if r  2;
0, otherwise.
Proof. (i) If χ1α(r,−3) = 0 then r > 0. In that case we have R2 IndGB (r − 2,−2) =
R IndGB (r − 3,0) = 0. Hence the short exact sequence 0 → (r − 2,−2) → (r,−3) · Nα →
(r,−3) → 0 gives rise to an exact sequence 0 → R IndGB (r − 2,−2) → R IndGB ((r,−1) ·Nα) →
R IndGB (r,−3) → 0, which gives the required formula for χ1α(r,−3). Similarly one obtains the
formula involving β .
(ii) If χ1α(−3, s) = 0 then we have s > 0. We have the usual sequence
0 → R IndGB (−5, s + 1) → R IndGB
(
(−3, s) ·Nα
)→ R IndGB (−3, s) → R IndGB (−5, s + 1)
and R IndGB (−3, s) and R2 IndGB (−5, s + 1) belong to different blocks so the map
R IndGB (−3, s) → R2 IndGB (−5, s + 1) is zero. Hence we have χ1α(−3, s) = χ1(−5, s + 1) +
χ1(−3, s), which gives the desired result.
Similarly one obtains the formula involving β . 
Thus from the closing remark of Section 3 we get the following.
Proposition. The characters χ1(r, s), χ1α(r, s) and χ1β(r, s) are determined recursively, for
all r, s, by Lemmas 1, 2, 3 of Section 3 and Lemmas 1, 2, 3 and 5 above.
5. The case p = 3
5.1. We shall calculate the recursive formulas to cover the case p = 3. We first establish
some notation and make a remark in the general context which will facilitate our calculations.
Recall that we have (from 1.1(∗)):
χi
(
Y ⊗ (ζ −μ))= ∑
λ∈X1(T )
chL(ζ − λ)χi(H 0(U1,M(ζ + λ)⊗ ζ ⊗ Y )μ)F
for λ,μ ∈ X1(T ), Y ∈ mod(B).
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χi
(
(μ¯+ pν) · Y )= ∑
λ∈X1(T )
chL(λ¯)χi
(
ν ·H 0(U1,M(ζ + λ)⊗ ζ ⊗ Y )μ)F .
We define Rλμ(Y ) = H 0(U1,M(ζ + λ)⊗ ζ ⊗ Y)μ, for Y ∈ mod(B). Thus we have
χi
(
(μ¯+ pν)⊗ Y )= ∑
λ∈X1(T )
chL(λ¯)χi
(
ν ·Rλμ(Y )
)F
.
We now define Sλμ(Y ) = Rμ¯λ¯(Y ), for λ,μ ∈ X1(T ), Y ∈ mod(B). Hence we have
χi
(
(λ+ pν) · Y )= ∑
μ∈X1(T )
chL(μ)χi
(
ν · Sλμ(Y )
)F
. (∗)
We shall write simply Rλμ for Rλμ(k) and Sλμ for Sλμ(k), λ,μ ∈ X1(T ).
The next make a comment about the organization of the recursion formulas (in this section and
in Section 6). This will be done according to G1-blocks. We recall the theorem of Humphreys that
simple G1-modules L(λ) and L(μ) are in the same G1-block if and only if μ ∈ W · λ+pX(T ),
see [10], or [12, II, 9.22] for the generalization to Gr , r  1.
In this connection we look at the situation in which λ and λ−α do not belong to the same G1-
block, by which we mean that λ−α is not in W ·λ+pX(T ). Then we have a short exact sequence
0 → λ− α → λ ·N(α) → λ → 0 of B-modules and hence we set the long exact sequence
0 → IndGB k(λ− α) → IndGB
(
λ ·N(α))→ IndGB k(λ)
→ R IndGB k(λ− α) → R IndGB
(
λ ·N(α))→ R IndGB k(λ) → ·· ·
However, by the linkage principle [12, II, 6.13 Proposition], we have, for arbitrary i  0 and
μ ∈ X(T ), that any composition factor of Ri IndGB kμ has the form L(τ), τ ∈ X+(T ), with τ ∈
W ·λ+pX(T ). It follows that each connecting homomorphism Ri IndGB k(λ) → Ri+1 IndGB k(λ−
α) is 0 so we get an exact sequence
0 → Ri IndGB k(λ− α) → Ri IndGB
(
λ ·N(α))→ Ri IndGB k(λ) → 0
for each i. Thus we get the following.
Lemma 1. Let λ ∈ X(T ) and suppose that λ−α /∈ W ·λ+pX(T ) (respectively λ−β /∈ W ·λ+
pX(T )) then we have χiα(λ) = χi(λ)+ χi(λ− α) (respectively χiβ(λ) = χi(λ)+ χi(λ− β)).
We now give another application of the above argument.
Lemma 2. Suppose that λ ∈ X1(T ), ν ∈ X(T ), Y ∈ mod(B) and there exists μ1 ∈ X1(T ) such
that λ+ ξ ∈ W ·μ1 + pX(T ), for all weights ξ of Y . Then we have
χi
(
(λ+ pν) · Y )= ∑
μ∈A
χp(μ)χ
i
(
ν · Sλμ(Y )
)F
where A = X1(T )∩ (W ·μ1 + pX(T )).
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it follows that a composition factor of Ri IndGB ((λ + pν) · Y) has the form L(τ), for some τ ∈
W ·μ1 + pX(T ). It follows that there exists an expression
χi
(
(λ+ pν) · Y )= ∑
μ∈X1(T )
χp(μ)χ
F
μ
for some χμ ∈ (ZX(T ))W . But we also have the expansion (∗) above and equating the coeffi-
cients of χp(μ), μ ∈ X1(T ), gives the result. 
5.2. We now take p = 3. We first give recursion formulas for the block containing L(0)
and L(ρ).
From 2.2, Lemmas 1 and 3 we have:
Lemma 1.
(i) Rρ,ρ = H 0(U1,M(ζ + ρ)⊗ ζ )ρ = (0,0)⊕ (0,−1)⊕ (−1,0).
(ii) Rρ,2ρ = H 0(U1,M(ζ + ρ)⊗ ζ )2ρ = (0,−1)⊕ (−1,0)⊕ (−1,−1).
(iii) R2ρ,ρ = H 0(U1,M(ζ + 2ρ)⊗ ζ )ρ = (−1,1) ·N(β)⊕ (1,−1) ·N(α)⊕ (0,0)⊕ (−1,−1).
(iv) R2ρ,2ρ = (0,0)⊕ (−1,−1)⊕ (−1,0) ·N(β)⊕ (0,−1) ·N(α).
From 2.3, Lemma 3 and 2.4 Lemma 4 we have:
Lemma 2.
(i) Rρ,ρ
(
N(α)
)= H 0(U1,M(ζ + ρ)⊗N(α)⊗ ζ )ρ = (0,0)⊕ (0,−1)⊕ (−1,0).
(ii) Rρ,2ρ
(
N(α)
)= H 0(U1,M(ζ + ρ)⊗N(α)⊗ ζ )2ρ
= (−1,0)⊕ (0,−1) ·N(α)⊕ 2(−1,−1)⊕ (−1,0).
(iii) R2ρ,ρ
(
N(α)
)= H 0(U1,M(ζ + 2ρ)⊗N(α)⊗ ζ )ρ
= (−1,1) ·N(β)⊕ (1,−1) ·N(α)⊕ (0,0)⊕ (−1,−1).
(iv) R2ρ,2ρ
(
N(α)
)= H 0(U1,M(ζ + 2ρ)⊗N(α)⊗ ζ )2ρ
= (−1,−1)⊕ (−1,0) ·E ⊕ 2 × (0,−1) ·N(α)⊕ (−1,0)⊕ (−1,−1) · V.
Hence we also have:
Lemma 3.
(i) S0,0 = (0,0)⊕ (−1,−1)⊕ (−1,0) ·N(β)⊕ 2 × (0,−1) ·N(α),
(ii) S0,ρ = (0,−1)⊕ (−1,0)⊕ (−1,−1),
(iii) Sρ,0 = (−1,1) ·N(β)⊕ (1,−1) ·N(α)⊕ (0,0)⊕ (−1,−1),
(iv) Sρ,ρ = (0,0)⊕ (0,−1)⊕ (−1,0)
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Lemma 4.
(i) S0,0(N(α)) = (−1,−1)⊕ (−1,0) ·E ⊕ 2 × (0,−1) ·N(α)⊕ (−1,0)⊕ (−1,−1) · V ,
(ii) S0,ρ(N(α)) = (−1,0)⊕ (0,−1) ·N(α)⊕ 2(−1,−1)⊕ (−1,0),
(iii) Sρ,0(N(α)) = (−1,1) ·N(β)⊕ (1,−1) ·N(α)⊕ (0,0)⊕ (−1,−1),
(iv) Sρ,ρ(N(α)) = (0,0)⊕ (0,−1)⊕ (−1,0).
Now 5.1(∗), 5.1 Lemma 2 and Lemmas 3 and 4 above give Lemma 5(i), (ii) and Lemma 6(ii)
below. We get Lemma 6(ii) from 5.1 Lemma 1 and the Andersen–Haboush identity.
Lemma 5.
(i) χi(3r,3s) = [χi(r, s)+ χi(r − 1, s − 1)+ χiβ(r − 1, s)+ χiα(r, s − 1)]F
+ chL(ρ)[χi(r, s − 1)+ χi(r − 1, s)+ χi(r − 1, s − 1)]F ,
(ii) χi(1 + 3r,1 + 3s) = [χiβ(r − 1, s + 1)+ χiα(r + 1, s − 1)+ χi(r, s)+ χi(r − 1, s − 1)]F
+ chL(ρ)[χi(r, s)+ χi(r, s − 1)+ χi(r − 1, s)]F
and
Lemma 6.
(i) χiα(3r,3s) =
[
χi(r − 1, s − 1)+ χ(1,0)χi(r − 1, s)+ 2χiα(r, s − 1)+ χi(r − 1, s)
+ χ(0,1)χi(r − 1, s − 1)]F
+ chL(ρ)[χi(r − 1, s)+ χiα(r, s − 1)+ 2χi(r − 1, s − 1)+ χi(r − 1, s)]F ,
(ii) χiα(1 + 3r,1 + 3s) =
[
χiβ(r − 1, s + 1)+ χiα(r, s − 1)+ χi(r, s)+ χi(r − 1, s − 1)
]F
+ chL(ρ)[χi(r − 1, s)+ χiα(r, s − 1)+ 2χi(r − 1, s − 1)
+ χi(r − 1, s)]F .
5.3. We now consider the expansion over the G1 block containing L(1,0), L(0,2), L(2,1).
From 2.2 we get:
Lemma 1.
(i) R(1,2),(1,2) = (0,0)⊕ (−1,−1),
(ii) R(1,2),(2,0) = (−1,1) ·N(β),
(iii) R(1,2),(0,1) = (1,−1) ·N(α),
(iv) R(2,0),(1,2) = (−1,0),
(v) R(2,0),(2,0) = (0.0),
(vi) R(2,0),(0,1) = (0,−1),
(vii) R(0,1),(1,2) = (0,−1),
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(ix) R(0,1),(0,1) = (0,0).
From 2.3 we get:
Lemma 2.
(i) R(1,2),(1,2)(N(α)) = (0,0)⊕ (−1,−1)⊕ (0,−1) ·N(α),
(ii) R(1,2),(2,0)(N(α)) = (−1,1)⊕ (−1,0) · V ,
(iii) R(1,2),(0,1)(N(α)) = (1,−1) ·N(α)⊕ (−1,1) ·N(β),
(iv) R(2,0),(1,2)(N(α)) = (−1,0)⊕ (−1,−1),
(v) R(2,0),(2,0)(N(α)) = N(α),
(vi) R(2,0),(0,1)(N(α)) = (0,0)⊕ (0,−1),
(vii) R(0,1),(1,2)(N(α)) = (−1,0)⊕ (0,−1),
(viii) R(0,1),(2,0)(N(α)) = 2 × (−1,0),
(ix) R(0,1),(0,1)(N(α)) = (0,0)⊕ (−1,0).
Hence we also have:
Lemma 3.
(i) S(1,0),(1,0) = (0,0)⊕ (−1,−1),
(ii) S(1,0),(0,2) = (−1,0),
(iii) S(1,0),(2,1) = (0,−1),
(iv) S(0,2),(1,0) = (−1,1) ·N(β),
(v) S(0,2),(0,2) = (0,0),
(vi) S(0,2),(2,1) = (−1,0),
(vii) S(2,1),(1,0) = (1,−1) ·N(α),
(viii) S(2,1),(0,2) = (0,−1),
(ix) S(2,1),(2,1) = (0,0)
and
Lemma 4.
(i) S(1,0),(1,0)(N(α)) = (0,0)⊕ (−1,−1)⊕ (0,−1) ·N(α),
(ii) S(1,0),(0,2)(N(α)) = (−1,0)⊕ (−1,−1),
(iii) S(1,0),(2,1)(N(α)) = (−1,0)⊕ (0,−1),
(iv) S(0,2),(1,0)(N(α)) = (−1,1)⊕ (−1,0) · V ,
(v) S(0,2),(0,2)(N(α)) = N(α),
(vi) S(0,2),(2,1)(N(α)) = 2 × (−1,0),
(vii) S(2,1),(1,0)(N(α)) = (1,−1) ·N(α)⊕ (−1,1) ·N(β),
(viii) S(2,1),(0,2)(N(α)) = (0,0)⊕ (0,−1),
(ix) S(2,1),(2,1)(N(α)) = (0,0)⊕ (−1,0).
Thus, by 5.1(∗), we get the expansion formulas below.
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(i) χi(1 + 3r,3s) = χ(1,0)[χi(r, s)+ χi(r − 1, s − 1)]F + χ(0,2)χi(r − 1, s)F
+ χ(2,1)χi(r, s − 1)F .
(ii) χi(3r,2 + 3s) = χ(1,0)χiβ(r − 1, s + 1)F + χ(0,2)χi(r, s)F + χ(2,1)χi(r − 1, s)F .
(iii) χi(2 + 3r,1 + 3s) = χ(1,0)χiα(r + 1, s − 1)F + χ(0,2)χi(r, s − 1)F + χ(2,1)χi(r, s)F .
Lemma 6.
(i) χiα(1 + 3r,3s) = χ(1,0)
[
χi(r, s)+ χi(r − 1, s − 1)+ χiα(r, s − 1)
]F
+ χ(0,2)[χi(r − 1, s)+ χi(r − 1, s − 1)]F
+ χ(2,1)[χi(r − 1, s)+ χ(r, s − 1)]F .
(ii) χiα(3r,2 + 3s) = χ(1,0)
[
χi(r − 1, s + 1)+ χ(0,1)χi(r − 1, s)]F
+ χ(0,2)χiα(r, s)F + 2χ(2,1)χi(r − 1, s)F .
(iii) χiα(2 + 3r,1 + 3s) = χ(1,0)
[
χiα(r + 1, s − 1)+ χiβ(r − 1, s + 1)
]F
+ χ(0,2)[χi(r, s)+ χi(r, s − 1)]F
+ χ(2,1)[χi(r, s)+ χi(r − 1, s)]F .
5.4. We now consider the expansion over the G1 block containing L(0,1), L(2,0), L(1,2).
From 2.2 (or from 5.3 Lemma 1 and 2.5 Lemma (v)) we get:
Lemma 1.
(i) R(2,1),(2,1) = (0,0)⊕ (−1,−1),
(ii) R(2,1),(0,2) = (1,−1) ·N(α),
(iii) R(2,1),(1,0) = (−1.1) ·N(β),
(iv) R(0,2),(2,1) = (0,−1),
(v) R(0,2),(0,2) = (0,0),
(vi) R(0,2),(1,0) = (−1,0),
(vii) R(1,0),(2,1) = (−1,0),
(viii) R(1,0),(0,2) = (0,−1),
(ix) R(1,0),(1,0) = (0,0).
From 2.3 we get:
Lemma 2.
(i) R(2,1),(2,1)(N(α)) = (−1,0) ·E ⊕ (−1,−1),
(ii) R(2,1),(0,2)(N(α)) = N(γ )⊕ (1,−1) ·N(α),
(iii) R(2,1),(1,0)(N(α)) = (−1,1) ·N(β)⊕N(α),
(iv) R(0,2),(2,1)(N(α)) = (0,−1) ·N(α),
(v) R(0,2),(0,2)(N(α)) = (0,0)⊕ (0,−1),
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(vii) R(1,0),(2,1)(N(α)) = 2(−1,0),
(viii) R(1,0),(0,2)(N(α)) = (−1,0)⊕ (0,−1),
(ix) R(1,0),(1,0)(N(α)) = (0,0)⊕ (−1,0).
Hence we also have:
Lemma 3.
(i) S(0,1),(0,1) = (0,0)⊕ (−1,−1),
(ii) S(0,1),(2,0) = (0,−1),
(iii) S(0,1),(1,2) = (−1,0),
(iv) S(2,0),(0,1) = (1,−1) ·N(α),
(v) S(2,0),(2,0) = (0,0),
(vi) S(2,0),(1,2) = (0,−1),
(vii) S(1,2),(0,1) = (−1.1) ·N(β),
(viii) S(1,2),(2,0) = (−1,0),
(ix) S(1,2),(1,2) = (0,0)
and
Lemma 4.
(i) S(0,1),(0,1)(N(α)) = (−1,0) ·E ⊕ (−1,−1),
(ii) S(0,1),(2,0)(N(α)) = (0,−1) ·N(α),
(iii) S(0,1),(1,2)(N(α)) = 2 × (−1,0),
(iv) S(2,0),(0,1)(N(α)) = N(γ )⊕ (1,−1) ·N(α),
(v) S(2,0),(2,0)(N(α)) = (0,0)⊕ (0,−1),
(vi) S(2,0),(1,2)(N(α)) = (−1,0)⊕ (0,−1),
(vii) S(1,2),(0,1)(N(α)) = (−1,1) ·N(β)⊕N(α),
(viii) S(1,2),(2,0)(N(α)) = (−1,0)⊕ (−1,−1),
(ix) S(1,2),(1,2)(N(α)) = (0,0)⊕ (−1,0).
Thus we get the expansion formulas below.
Lemma 5.
(i) χi(3r,1 + 3s) = χ(0,1)[χi(r, s)+ χi(r − 1, s − 1)]F + χ(2,0)χi(r, s − 1)F
+ χ(1,2)χi(r − 1, s)F .
(ii) χi(2 + 3r,3s) = χ(0,1)χiα(r + 1, s − 1)F + χ(2,0)χi(r, s)F
+ χ(1,2)χi(r, s − 1)F .
(iii) χi(1 + 3r,2 + 3s) = χ(0,1)χiβ(r − 1, s + 1)F + χ(2,0)χi(r − 1, s)F
+ χ(1,2)χi(r, s)F .
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(i) χiα(3r,1 + 3s) = χ(0,1)
[
χ(r − 1, s − 1)+ χ(1,0)χ(r − 1, s)]F
+ χ(2,0)χiα(r, s − 1)F + 2χ(1,2)χi(r − 1, s)F .
(ii) χiα(2 + 3r,3s) = χ(0,1)
[
χi(r, s)+ χiα(r + 1, s − 1)
]F
+ χ(2,0)[χ(r, s)+ χ(r, s − 1)]F
+ χ(1,2)[χi(r − 1, s)+ χ(r, s − 1)]F .
(iii) χiα(1 + 3r,2 + 3s) = χ(0,1)
[
χiα(r, s)+ χiβ(r − 1, s + 1)
]F
+ χ(2,0)[χi(r − 1, s)+ χi(r − 1, s − 1)]F
+ χ(1,2)[χi(r, s)+ χi(r − 1, s)]F .
5.5. It remains to describe expansion formulas for χi(2+ 3r,2+ 3s) and χiα(2+ 3r,2+ 3s).
Lemma.
(i) χi(2 + 3r,2 + 3s) = χ(2,2)χi(r, s)F .
(ii) χiα(2 + 3r,2 + 3s)
= χi(2 + 3r,2 + 3s)+ χi(3r,3(s + 1))
= χ(2,2)χi(r, s)F + [χi(r, s + 1)+ χi(r − 1, s)+ χiβ(r − 1, s + 1)+ χiα(r, s)]F
+ chL(ρ)[χi(r, s)+ χi(r − 1, s + 1)+ χi(r − 1, s)]F .
Proof. This follows from the Andersen–Haboush identity [12, II,3.19 Proposition]. The fact that
Ri IndGB (2 + 3r,2 + 3s) and Ri IndGB (3r,3(s + 1)) belong to different blocks (see 5.1 Lemma 1)
and 5.2 Lemma 5. 
Remark. This completes the description of the expansions of all χi(r, s) and χiα(r, s). We now
also have expansions for χiβ(r, s), for all r, s, thanks for 2.5 Lemma.
As in Section 4 we have the following.
Proposition. The characters χ1(r, s),χ1α(r, s) and χ1β(r, s) are determined recursively, for all r, s
by Lemmas 1, 2, 3 of Section 3, the expansion formulas 5.2, Lemmas 5, 6 and 5.3, Lemmas 5, 6
and 5.4 Lemmas 5, 6 and 5.5 Lemma, together with 2.5 Lemma.
6. The case p > 3
6.1. We establish expansion formulas for χi(λ + pν) and χiα(λ + pν), valid for p > 3. The
blocks of G1-modules are determined by the W -orbits on X(T )/pX(T ). Apart from the block
containing the Steinberg module, a block of G1-modules contains either three or six simple mod-
ules. In 6.1 (respectively 6.3) we derive expansion formulas for χi(λ+pν) (respectively χiα(λ+
pν)) for λ ∈ X1(T ), ν ∈ X(T ), with L(λ) in a G1-block of containing three simple modules.
600 S. Donkin / Journal of Algebra 307 (2007) 570–613In 6.2 (respectively 6.4) we derive expansion formulas for χi(λ+pν) (respectively χiα(λ+pν))
for λ ∈ X1(T ), ν ∈ X(T ), with L(λ) in a G1-block of containing six simple modules.
For λ,μ ∈ X1(T ), the simples modules belong to the same G1-block if and only if λ + ρ +
pX(T ) and μ + ρ + pX(T ) belong to the same W -orbit. It follows a block of size three con-
tains the simple modules L(p − 1, a),L(a,p − 2 − a),L(p − 2 − a,0), where 0 a  p − 2.
Proceeding in our usual way we obtain the following.
Lemma 1.
(i) R(1+a,0),(1+a,0) = (0,0),
(ii) R(1+a,0),(p−1−a,1+a) = (−1,0),
(iii) R(1+a,0),(0,p−1−a) = (0,−1),
(iv) R(p−1−a,1+a),(1+a,0) = (−1,1) ·N(β),
(v) R(p−1−a,1+a),(p−1−a,1+a) = (0,0)⊕ (−1,−1),
(vi) R(p−1−a,1+a),(0,p−1−a) = (1,−1) ·N(α),
(vii) R(0,p−1−a),(1+a,0) = (−1,0),
(viii) R(0,p−1−a),(p−1−a,1+a) = (0,−1),
(ix) R(0,p−1−a),(0,p−1−a) = (0,0).
Lemma 2.
(i) S(p−1,a),(p−1,a) = (0,0),
(ii) S(p−1,a),(a,p−2−a) = (1,−1) ·N(α),
(iii) S(p−1,a),(p−2−a,p−1) = (0,−1),
(iv) S(a,p−2−a),(p−1,a) = (0,−1),
(v) S(a,p−2−a),(a,p−2−a) = (0,0)⊕ (−1,−1),
(vi) S(a,p−2−a),(p−2−a,p−1) = (−1,0),
(vii) S(p−2−a,p−1),(p−1,a) = (−1,0),
(viii) S(p−2−a,p−1),(a,p−2−a) = (−1,1) ·N(β),
(ix) S(p−2−a,p−1),(p−2−a,p−1) = (0,0).
Lemma 3.
(i) χi(p − 1 + pr, a + ps) = χ(p − 1, a)χi(r, s)F + χ(a,p − 2 − a)χiα(r + 1, s − 1)F
+ χ(p − 2 − a,p − 1)χi(r, s − 1)F .
(ii) χi(a + pr,p − 2 − a + ps) = χ(p − 1, a)χi(r, s − 1)F
+ χ(a,p − 2 − a)[χi(r, s)+ χi(r − 1, s − 1)]F
+ χ(p − 2 − a,p − 1)χi(r − 1, s)F .
(iii) χi(p − 2 − a + pr,p − 1 + ps) = χ(p − 1, a)χi(r − 1, s)F
+ χ(a,p − 2 − a)χiβ(r − 1, s + 1)F
+ χ(p − 2 − a,p − 1)χi(r, s)F .
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for L(λ) in a G1 block containing six simple modules. Thus λ+ρ+pX(T ) belongs to a W -orbit
of X(T )/pX(T ) of size 6, i.e. a regular orbit. So consider a regular W -orbitO ⊂ X(T )/pX(T ).
We leave it to the reader to check that O contains element of the form μ + pX(T ) such that
μ = (a, b) ∈ X1(T ), a, b = 0 and a + 2b,2a + b  p. We fix such a representative μ = (a, b).
The pair of integers (a, b) (with a, b  1 and a + 2b,2a + b  p) will used to explicitly label
the set of elements τ ∈ X1(T ) such that τ +pX(T ) belongs to O and also to explicitly label the
elements τ ∈ X1(T ) such that L(τ) belongs to the relevant G1-block. The standing assumption
that the pair (a, b) satisfy these properties will be in force throughout 6.2 (in which we pro-
duce expansion formulas for χi(λ+ pν)) and 6.4 (in which we produce expansion formulas for
χiα(λ+ pμ)).
The elements of O are the following: μ1 = (a, b), μ2 = (p − a, a + b), μ3 = (a + b,p − b),
μ4 = (b,p − a − b), μ5 = (p − a − b, a), μ6 = (p − b,p − a).
We have the following equations:
H 0
(
U1,M(ζ +μ1)⊗ ζ
)= μ1 ⊕μ2 · (−1,0)F ⊕μ3 · (0,−1)F
⊕μ4 · (0,−1)F ⊕μ5 · (−1,0)F ⊕μ6 · (−1,−1)F ,
H 0
(
U1,M(ζ +μ2)⊗ ζ
)= μ2 ·N(γ )F ⊕μ1 · [(−1,1) ·N(β)]F ⊕μ4 · [(1,−1) ·N(α)]F
⊕μ3 ·
[
(−1,0) ·N(β)]F ⊕μ6 · [(0,−1) ·N(α)]F ⊕μ5 ·N(γ )F ,
H 0
(
U1,M(ζ +μ3)⊗ ζ
)= μ3 ·N(γ )F ⊕μ5 · [(−1,1) ·N(β)]F ⊕μ1 · [(1,−1) ·N(α)]F
⊕μ6 ·
[
(−1,0) ·N(β)]F ⊕μ2 · [(0,−1) ·N(α)]F ⊕μ4 ·N(γ )F ,
H 0
(
U1,M(ζ +μ4)⊗ ζ
)= μ4 ⊕μ6 · (−1,0)F ⊕μ2 · (0,−1)F
⊕μ5 · (0,−1)F ⊕μ1 · (−1,0)F ⊕μ3 · (−1,1)F ,
H 0
(
U1,M(ζ +μ5)⊗ ζ
)= μ5 ⊕μ3 · (−1,0)F ⊕μ6 · (0,−1)F
⊕μ1 · (0,−1)F ⊕μ4 · (−1,0)F ⊕μ2 · (−1,−1)F ,
H 0
(
U1,M(ζ +μ6)⊗ ζ
)= μ6 ·N(γ )F ⊕μ4 · [(−1,1) ·N(β)]F ⊕μ5 · [(1,−1) ·N(α)]F
⊕μ2 ·
[
(−1,0) ·N(β)]F ⊕μ3 · [(0,−1) ·N(α)]F ⊕μ1 ·N(γ )F .
Thus we get the following matrix for (Rμiμj ), 1 i, j  6:
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
(0,0) (−1,0) (0,−1) (0,−1) (−1,0) (−1,−1)
(−1,1) ·N(β) N(γ ) (−1,0) ·N(β) (1,−1) ·N(α) N(γ ) (0,−1) ·N(α)
(1,−1) ·N(α) (0,−1) ·N(α) N(γ ) N(γ ) (−1,1) ·N(β) (−1,0) ·N(β)
(−1,0) (0,−1) (−1,1) (0,0) (0,−1) (−1,0)
(0,−1) (−1,−1) (−1,0) (−1,0) (0,0) (0,−1)
N(γ ) (−1,0) ·N(β) (0,−1) ·N(α) (−1,1) ·N(β) (1,−1) ·N(α) N(γ )
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
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λ3 = (p − 1 − a − b, b − 1), λ4 = (p − 1 − b, a + b − 1), λ5 = (a + b − 1,p − 1 − a), λ6 =
(b − 1, a − 1). The modules L(λi), 1  i  6, are the simple modules in a G1-block, and the
simple modules in any block containing six simple modules may be realized in this way (for a
suitable choice of a, b as above).
We get the transpose matrix for (Sλiλj ), 1 i, j  6, i.e. the following:
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
(0,0) (−1,1) ·N(β) (1,−1) ·N(α) (−1,0) (0,−1) N(γ )
(−1,0) N(γ ) (0,−1) ·N(α) (0,−1) (−1,−1) (−1,0) ·N(β)
(0,−1) (−1,0) ·N(β) N(γ ) (−1,1) (−1,0) (0,−1) ·N(α)
(0,−1) (1,−1) ·N(α) N(γ ) (0,0) (−1,0) (−1,1) ·N(β)
(−1,0) N(γ ) (−1,1) ·N(β) (0,−1) (0,0) (1,−1) ·N(α)
(−1,−1) (0,−1) ·N(α) (−1,0) ·N(β) (−1,0) (0,−1) N(γ )
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Hence we get the following expansion formulas.
Proposition. Let 1 a, b < p with a + 2b,2a + b p. Then we have:
(i) χi(p − 1 − a + pr,p − 1 − b + ps)
= χp(p − 1 − a,p − 1 − b)χi(r, s)F
+ χp(a − 1,p − 1 − a − b)χiβ(r − 1, s + 1)F
+ χp(p − 1 − a − b, b − 1)χiα(r + 1, s − 1)F
+ χp(p − 1 − b, a + b − 1)χi(r − 1, s)F + χp(a + b − 1,p − 1 − a)χi(r, s − 1)F
+ χp(b − 1, a − 1)
[
χi(r, s)+ χi(r − 1, s − 1)]F ;
(ii) χi(a − 1 + pr,p − 1 − a − b + ps)
= χp(p − 1 − a,p − 1 − b)χi(r − 1, s)F
+ χp(a − 1,p − 1 − a − b)
[
χi(r, s)+ χi(r − 1, s − 1)]F
+ χp(p − 1 − a − b, b − 1)χiα(r, s − 1)F + χp(p − 1 − a − b, b − 1)χi(r, s − 1)F
+ χp(a + b − 1,p − 1 − a)χi(r − 1, s − 1)F + χp(b − 1, a − 1)χiβ(r − 1, s)F ;
(iii) χi(p − 1 − a − b + pr, b − 1 + ps)
= χp(p − 1 − a,p − 1 − b)χi(r, s − 1)F
+ χp(a − 1,p − 1 − a − b)χiβ(r − 1, s)F
+ χp(p − 1 − a − b, b − 1)
[
χi(r, s)+ χi(r − 1, s − 1)]F
+ χp(p − 1 − b, a + b − 1)χi(r − 1, s + 1)F
+ χp(a + b − 1,p − 1 − a)χi(r − 1, s)F + χp(b − 1, a − 1)χiα(r, s − 1)F ;
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= χp(p − 1 − a,p − 1 − b)χi(r, s − 1)F
+ χp(a − 1,p − 1 − a − b)χiα(r + 1, s − 1)F
+ χp(p − 1 − a − b, b − 1)
[
χi(r, s)+ χi(r − 1, s − 1)]F
+ χp(p − 1 − b, a + b − 1)χi(r, s)F + χp(a + b − 1,p − 1 − a)χi(r − 1, s)F
+ χp(b − 1, a − 1)χiβ(r − 1, s + 1)F ;
(v) χi(a + b − 1 + pr,p − 1 − a + ps)
= χp(p − 1 − a,p − 1 − b)χi(r − 1, s)F
+ χp(a − 1,p − 1 − a − b)
[
χi(r, s)+ χi(r − 1, s − 1)]F
+ χp(p − 1 − a − b, b − 1)χiβ(r − 1, s + 1)
+ χp(p − 1 − b, a + b − 1)χi(r, s − 1)F + χp(a + b − 1,p − 1 − a)χi(r, s)F
+ χp(b − 1, a − 1)χiα(r + 1, s − 1);
(vi) χi(b − 1 + pr, a − 1 + ps)
= χp(p − 1 − a,p − 1 − b)χi(r − 1, s − 1)F
+ χp(a − 1,p − 1 − a − b)χiα(r, s − 1)F + χp(p − 1 − a − b, b − 1)χiβ(r − 1, s)F
+ χp(p − 1 − a − b, b − 1)χi(r − 1, s)F + χp(a + b − 1,p − 1 − a)χi(r, s − 1)F
+ χp(b − 1, a − 1)
[
χi(r, s)+ χi(r − 1, s − 1)]F .
6.3. Our next goal is to produce expansion formulas for the characters χiα(λ), for λ + ρ +
pX(T ) in a W -orbit of size 3. Thus we fix 0  a  p − 2 and derive expansion formulas for
χi(λ+pμ), with λ ∈ {(p−1, a), (a,p−2−a), (p−2−a,p−1)}, μ ∈ X(T ). One may easily
convince oneself that λ + ρ + pX(T ) and λ + ρ − α + pX(T ) belong to different W orbits
in X(T )/pX(T ), except in case λ = (a,p − 2 − a) with a = 0. Thus we get χiα(λ + pμ) =
χi(λ)+ χi(λ− α), by 5.1 Lemma 1, except in the case λ = (a,p − 2 − a) with a = 0.
So now let λ1 = (0,p−2), λ2 = (p−1,0), λ3 = (p−2,p−1). It follows from 5.1, Lemma 2
that we have
χiα(λ1 + pν) = χp(λ1)χi
(
H 0
(
U1,M
(
ζ + (p − 1,1))⊗ ζ ⊗N(α))
(p−1,1) ⊗ ν
)F
+ χp(λ2)χi
(
H 0
(
U1,M
(
ζ + (0,p − 1))⊗ ζ ⊗N(α))
(p−1,1) ⊗ ν
)F
+ χp(λ3)χi
(
H 0
(
U1,M
(
ζ + (1,0))⊗ ζ ⊗N(α))
(p−1,1) ⊗ ν
)F
.
Using Lemma 4, Lemma 2(ii) and Lemma 1 of 2.3 we see that this is
χp(λ1)χ
i
((
(−1,0) ·E ⊕ (−1,−1))⊗ ν)F + χp(λ2)χi((0,−1) ·N(α)⊗ ν)F
+ 2χp(λ3)χi
(
(−1,0) · ν)F .
This completes the proof of the following result.
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(i) χiα(p − 1 + pr, a + ps) = χi(p − 1 + pr, a + ps)+ χi(p − 3 + pr, a + 1 + ps).
(ii) χiα(a+pr,p−2−a+ps) = χi(a+pr,p−2−a+ps)+χi(a−2+pr,p−1−a+ps),
for 0 < a  p − 2, and
χiα(pr,p − 2 + ps) = χ(0,p − 2)
[
χ(1,0)χi(r − 1, s)+ χi(r − 1, s − 1)]F
+ χ(p − 1,0)χiα(r, s − 1)F + 2χp(p − 2,p − 1)χi(r − 1, s)F .
(iii) χiα(p − 2 − a + pr,p − 1 + ps) = χi(p − 2 − a + pr,p − 1 + ps) + χi(p − 4 − a +
pr,p(s + 1)).
6.4. We now deal with the expansion of χiα(λ) for L(λ) in a regular G1-block, i.e. one
containing six simple modules. As in 6.2 we label the simple modules in the block via integers
a, b satisfying 1 a, b < p with 2a+b, a+2b p. As in 6.2 we set λ1 = (p−1−a,p−1−b),
λ2 = (a− 1,p− 1− a− b), λ3 = (p− 1− a− b, b− 1), λ4 = (p− 1− b, a+ b− 1), λ5 = (a+
b−1,p−1−a), λ6 = (b−1, a−1). Then, for λ = λi , 1 i  6, and ν ∈ X(T ), we have χiα(λ+
pν) = χi(λ+pν)+χi(λ−α+pν) provided that λ+ρ+pX(T ) and λ+ρ−α+pX(T ) belong
to different orbits under W , i.e. provided that we do not have λ + ρ − α ≡ λj , modulo pX(T ),
for any j . Thus we determine those μ ∈ S = {(−a,−b), (a,−a − b), (−a − b, b), (−b, a + b),
(a + b,−a), (b, a)} such that μ − α ≡ τ for some τ ∈ S. Note that it is never the case that
μ− α ≡ μ.
Case (i). μ− α = (−a − 2,−b + 1).
If (−a − 2,−b+ 1) ≡ (a,−a − b) then a = p− 1 but that is not possible (since 2a + b p).
If (−a − 2,−b + 1) ≡ (−a − b, b) then b = 2 and so −1 ≡ 2, which is not possible.
If (−a − 2,−b + 1) ≡ (−b, a + b) then a + 2b ≡ 1, which is not possible as a + 2b p and
a, b 1.
If (−a − 2,−b + 1) ≡ (a + b,−a) then 2a + b ≡ −2, −a + b ≡ 1 so that 3a ≡ −3 and
a = p − 1, which is not possible.
If (−a − 2,−b + 1) ≡ (b, a) then a + b ≡ −2 ≡ 1, which is not possible.
Case (ii). μ− α = (a − 2,−a − b + 1).
If (a − 2,−a − b + 1) ≡ (−a,−b) then a = 1 and this is possible.
If (a − 2,−a − b + 1) ≡ (−a − b, b) then 2a + b = 2, which is not possible.
If (a − 2,−a − b+ 1) ≡ (−b, a + b) then a + b ≡ 2 and 2(a + b) ≡ 1, which is not possible.
If (a − 2,−a − b + 1) ≡ (a + b,−a) then b ≡ −2 and b ≡ 1, which is not possible.
If (a − 2,−a − b + 1) ≡ (b, a) then 2a + b = 1, which is not possible.
Case (iii). μ− α = (−a − b − 2, b + 1).
If (−a − b − 2, b + 1) ≡ (−a,−b) then b ≡ −2 and 2b + 1 ≡ 0 which is not possible.
If (−a − b − 2, b + 1) ≡ (a,−a − b) then a + 2b = 1, which is not possible.
If (−a − b − 2, b + 1) ≡ (−b, a + b) then a = 1, and a ≡ −2, which is not possible.
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2a + b = p and a = b = 1 which is not possible (as p > 3).
If (−a − b − 2, b + 1) ≡ (b, a) then a + 2b ≡ −2, a = b + 1 giving 3b ≡ −3 so b = p − 1,
which is not possible.
Case (iv). μ− α = (−b − 2, a + b + 1).
If (−b− 2, a + b+ 1) ≡ (−a,−b) then a − b ≡ 2, a + 2b ≡ −1 so 3a ≡ 3, a = 1, b = p− 1,
which is not possible.
If (−b − 2, a + b + 1) ≡ (a,−a − b) then a + b ≡ −2 and 2(a + b) ≡ −1, which is not
possible.
If (−b − 2, a + b + 1) ≡ (−a − b, b) then a ≡ 2 and a ≡ −1, which is not possible.
If (−b − 2, a + b + 1) ≡ (a + b,−a) then a + 2b ≡ −2 and 2a + b ≡ −1 giving a + b ≡ −1
and a ≡ 0 so a = p, which is not possible.
If (−b − 2, a + b + 1) ≡ (b, a) then b ≡ −1 so b = p − 1, which is not possible.
Case (v). μ− α = (a + b − 2,−a + 1).
If (a + b − 2,−a + 1) ≡ (−a,−b) then 2a + b = 2, which is not possible.
If (a + b − 2,−a + 1) ≡ (a,−a − b) then b ≡ 2 and b ≡ −1, which is not possible.
If (a + b − 2,−a + 1) ≡ (−a − b, b) then a + b = 1, which is not possible.
If (a + b − 2,−a + 1) ≡ (−b, a + b) then 2a + b = 1, which is not possible.
If (a + b − 2,−a + 1) ≡ (b, a) then a ≡ 2 and 2a ≡ 1, which is not possible.
Case (vi). μ− α = (b − 2, a + 1).
If (b − 2, a + 1) ≡ (−a,−b) then a + b ≡ 2 and a + b ≡ −1, which is not possible.
If (b− 2, a + 1) ≡ (a,−a − b) then a − b ≡ −2 and 2a + b ≡ −1 so a = p − 1, which is not
possible.
If (b − 2, a + 1) ≡ (−a − b, b) then a + 2b = 2, which is not possible.
If (b − 2, a + 1) ≡ (−b, a + b) then b = 1, and this is possible.
If (b − 2, a + 1) ≡ (a + b,−a) then a ≡ −2 and 2a ≡ −1, and this is not possible.
Lemma 1. For λ ∈ {(p − 1 − a,p − 1 − b), (a − 1,p − 1 − a − b), (p − 1 − a − b, b − 1),
(p − 1 − b, a + b − 1), (a + b − 1,p − 1 − a), (b − 1, a − 1)} and ν ∈ X(T ) we have
χiα(λ+ pν) = χi(λ+ pν)+ χi(λ− α + pν)
except in the cases λ = (a − 1,p − 1 − a − b) with a = 1 and λ = (b − 1, a − 1) with b = 1.
We now consider the exceptional cases. We write μi = ζ − λi , for 1  i  6. Thus μ1 =
(a, b), μ2 = (p − a, a + b), μ3 = (a + b,p − b), μ4 = (b,p − a − b), μ5 = (p − a − b, a),
μ6 = (p − b,p − a).
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χiα(λj + pν). Since all composition factor of Ri IndGB ((λj + pν) ⊗ N(α)) belong to the same
G1-block, we have
χiα(λj + pν) =
6∑
t=1
chL(λt )χFt ,
i.e.
χi
(
(ζ −μj )⊗N(α)
)= 6∑
t=1
chL(ζ −μt)χFt
for some characters χ1, . . . , χ6. Hence, by Section 1.1(∗), we have
χiα(λj + pν) =
6∑
t=1
chL(ζ −μt)χi
(
H 0
(
U1,M(ζ +μt)⊗ ζ ⊗N(α)
)
μj
⊗ ν)F .
We now take j = 2, a = 1. We have μ1 = (1, b), μ2 = (p − 1,1 + b), μ3 = (1 + b,p − b),
μ4 = (b,p − 1 − b), μ5 = (p − 1 − b,1), μ6 = (p − b,p − 1).
(i) We have
H 0
(
U1,M
(
ζ + (1, b))⊗ ζ ⊗N(α))
(p−1,1+b) = k
(
s(1, b)
(
1 + e(−α)))
(p−1,1+b) = 2 × (−1,0)
by 2.3 Lemma 1.
(ii) We have
H 0
(
U1,M
(
ζ + (p − 1,1 + b))⊗ ζ ⊗N(α))
(p−1,1+b) = (−1,−1)⊕ (−1,0) ·E
by 2.4 Lemma 2.
(iii) For b = 1 we have
H 0
(
U1,M
(
ζ + (1 + b,p − b))⊗ ζ ⊗N(α))
(p−1,b+1)
= H 0(U1,M(ζ + (1 + b,p − b))⊗ ζ )(p−1,1+b)
⊕H 0(U1,M(ζ + (b − 1,p + 1 − b))⊗ ζ )(p−1,1+b)
= 2 × (0,−1) ·N(α)
by 2.4 Lemma 1 and 2.2 Lemma 3, and for b = 1 we still get
H 0
(
U1,M
(
ζ + (2,p − 1))⊗ ζ ⊗N(α))
(p−1,2) = 2 × (0,−1) ·N(α)
by 2.4 Lemma 3.
(iv) We have
H 0
(
U1,M
(
ζ + (b,p − 1 − b))⊗ ζ ⊗N(α))
(p−1,1+b) = (0,−1) ·N(α)
by 2.3 Lemma 3.
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H 0
(
U1,M
(
ζ + (p − 1 − b,1))⊗ ζ ⊗N(α))
(p−1,1+b)
= k(s(p − 1 − b,1)(1 + e(−α)))
(p−1,1+b) = 2 × (−1,−1)
by 2.3 Lemma 1.
(vi) We have
H 0
(
U1,M
(
ζ + (p − b,p − 1))⊗ ζ ⊗N(α))
(p−1,1+b) = (−1,0)⊕ (−1,−1) · V
by 2.4 Lemma 3.
Thus we have the following.
Lemma 2. We have
χiα(pr,p − 2 − b + ps) = 2χp(p − 2,p − 1 − b)χi(r − 1, s)F
+ χp(0,p − 2 − b)
[
χi(r − 1, s − 1)+ χ(1,0)χi(r − 1, s)]F
+ 2χp(p − 2 − b, b − 1)χiα(r, s − 1)F
+ χp(p − 1 − b, b)χiα(r, s − 1)F + 2χp(b,p − 2)χi(r − 1, s − 1)F
+ χp(b − 1,0)
[
χi(r − 1, s)+ χ(0,1)χi(r − 1, s − 1)]F .
We now consider the case b = 1. Thus we have μ1 = (a,1), μ2 = (p − a,1 + a), μ3 =
(1 + a,p − 1), μ4 = (1,p − 1 − a), μ5 = (p − 1 − a, a), μ6 = (p − 1,p − a).
(i) We have
H 0
(
U1,M
(
ζ + (a,1))⊗ ζ ⊗N(α))
(p−1,p−a) = k
(
s(a,1)
)(
1 + e(−α))
(p−1,p−a)
= 2 × (−1,−1)
by 2.3 Lemma 1.
(ii) We now consider H 0(U1,M(ζ + (p − a,1 + a)) ⊗ ζ ⊗ N(α))(p−1,p−a). Taking a = 1,
we get
H 0
(
U1,M
(
ζ + (p − 1,2))⊗ ζ ⊗N(α))
(p−1,p−1) = 2 × (0,−1) ·N(α)
by 2.4 Lemma 2. For a > 1 we still get
H 0
(
U1,M
(
ζ + (p − a,1 + a))⊗ ζ ⊗N(α))
(p−1,p−a) = 2 × (0,−1) ·N(α)
by 2.2 Lemma 3.
(iii) We have
H 0
(
U1,M
(
ζ + (1 + a,p − 1))⊗ ζ ⊗N(α)) = (−1,0)⊕ (−1,−1) · V.(p−1,p−a)
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H 0
(
U1,M
(
ζ + (1,p − 1 − a))⊗ ζ ⊗N(α))
(p−1,p−a)
= k(s(1,p − 1 − a)(1 + e(−α)))
(p−1,p−a) = 2 × (−1,0)
by 2.3 Lemma 1.
(v) We have
H 0
(
U1,M
(
ζ + (p − 1 − a, a))⊗ ζ ⊗N(α))
(p−1,p−a)
= H 0(U1,M(ζ + (p − 1 − a, a))⊗ ζ )(p−1,p−a)
⊕H 0(U1,M(ζ + (p − 3 − a, a + 1))⊗ ζ )(p−1,p−a)
= (0,−1).
(vi) We have
H 0
(
U1,M
(
ζ + (p − 1,p − a))⊗ ζ ⊗N(α))
(p−1,p−a) = (−1,−1)⊕ (−1,0) ·E.
Thus we have the following,
Lemma 3.
(i) We have
χiα(pr,ps) = chL(p − a − 1,p − 1)
[
χi(r − 1, s − 1)+ χiα(r − 1, s − 1)
]F
+ 2 chL(0,p − 3)χiα(r, s − 1)F
+ chL(p − 3,0)[χi(r − 1, s)+ χ(0,1)χi(r − 1, s − 1)]F
+ chL(p − 2,1)[χi(r − 1, s)+ χi(r, s)+ χi(r − 1, s − 1)]F
+ chL(1,p − 1 − a)χi(r, s − 1)F
+ chL(0,0)[χi(r − 1, s − 1)+ χ(1,0)χi(r − 1,0)]F .
(ii) For a = 1 we have
χiα(pr, a − 1 + ps) = 2χp(p − a − 1,p − 2)χi(r − 1, s − 1)F
+ 2χp(a − 1,p − 2 − a)χiα(r, s − 1)F
+ χp(p − 2 − a,0)
[
χi(r − 1, s)+ χ(0,1)χi(r − 1, s − 1)]F
+ 2χp(p − 2, a)χi(r − 1, s)F
+ χp(a,p − 1 − a)χi(r, s − 1)F
+ χp(0, a − 1)
[
χi(r − 1, s − 1)+ χ(1,0)χi(r − 1, s)]F .
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Proposition. The characters χ1(r, s),χ1α(r, s) and χ1β(r, s) are determined recursively, for all
r, s by Lemmas 1, 2, 3 of Section 3, the expansion formulas 6.1 Lemma 3 and 6.2 Proposition
and 6.3 Lemma 1 and 6.4 Lemmas 2, 3 together with 2.5 Lemma.
Remark. As remarked in [6, 3.3] the expansion formula given there for the character of the coho-
mology of homogeneous vector bundles is valid also in the quantized case. So one could take G
to be, for example, the quantized version of GL3 considered in [5], over a field k, at a primitive lth
root of unity, with l > 1. Taking B to be the Borel (quantum) subgroup considered in [5] one has,
for each element λ of X(3) = Z3, a one-dimensional B-module kλ. The calculations of Section 2
then go through essentially unchanged but should be phrased in terms of the B1-module socle
instead of U1 invariants. The bases cases, as in Section 3, are also essentially unchanged and the
material in Section 2 may be reassembled, as in Sections 4, 5, 6 to give recursive formulas for
χi(λ) = chRi IndGB kλ, etc. There is however, one additional point that should be noted. For l a
multiple of 3, there will be G1-blocks (equivalently W orbits on X(T )/lX(T )) of size 2 so that
one will not obtain uniform expansion formulas for l large. However, in the case in which k has
characteristic 0, the Frobenius morphism on G has codomain G¯, where G¯ is the ordinary degree
three general linear group over k, viewed as an algebraic group defined over k. In this case the
expansion formula of Section 1 takes the form
χi(Y ) =
∑
λ∈X1(T )
chL(ζ +w0λ)∗χ¯ i
(
H 0
(
B1,M(ζ + λ)⊗ Y
)(−1))F
where we are writing χ¯ i (M) for the character of Ri IndG¯
B¯
(M), for M a finite-dimensional rational
module for a Borel subgroup B¯ of G¯. Thus, in this case, the expansion formulas give, after one
step, formulas for the characters of Ri IndGB kλ, etc., in terms of the characters for the ordinary
general linear group over a field of characteristic 0, and these are given by the Borel–Weil–Bott
Theorem. So in this case one can use the results and methods of this paper to give completely
explicit formulas for the cohomology of “quantum line bundles” on G/B . We leave the precise
form of these formulas to the interested reader.
7. Remarks on the first cohomology group of certain multiples of a simple root
Let G = SL3(k). One can deduce from the recursive formulas for χ1(μ) described earlier that
χ1(−prα) = χ1(−prβ) = χ(0), and hence H 1(G/B,L(−prα)) = H 1(G/B,L(−prβ)) = k,
for r  0. We here show that this is a phenomenon which holds much more generally. In the proof
we use a natural B-module decomposition of H 0(B1,St⊗St)(−1). Since this decomposition also
has significance in another context we treat it separately in 7.1 and discuss the general result just
mentioned in 7.2.
7.1. We now adopt the set-up of 1.1, in particular G is a semisimple, simply connected
algebraic group over k.
We recall the result of Koppinen (see [12, II, 11.11 Remark]) that there exists a G-module lift
of the regular G1-module, i.e. a rational G-module Q such that Q|G1 ∼= k[G1]. The module
Q may be obtained in the following way. We have k[G1] ∼= IndG1 k ∼= IndG1(k[U1]) by the1 U1
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k[G1] ∼= IndG1U1 (St ⊗ k) ∼= St ⊗M , where M = Ind
G1
U1
k. Now, let 0 = M0 <M1 < · · · <Mn = M
be a G1-module composition series. We have Mi/Mi−1 ∼= L(λi) for some λi ∈ X1(T ), 1 i  n.
Thus we have a G1-filtration 0 = St ⊗M0 < St ⊗M1 < · · · < St ⊗Mn = St ⊗M . Moreover, the
factor St⊗Mi/St⊗Mi−1 ∼= St⊗ (Mi/Mi−1) ∼= St⊗L(λi) is projective as a G1-module, for 1
i  n. Hence we have St⊗M ∼=⊕ni=1 St⊗L(λi). Thus we have k[G1] ∼=⊕λ∈X1(T ) St⊗C(λ), as
G1-modules. Here C(λ) is the direct sum of cλ copies of L(λ), where cλ is the G1-composition
multiplicity of L(λ) in IndG1U1 k, for λ ∈ X1(T ). Since St is projective and self dual as a G1-
module we have
cζ = dim HomG1
(
St, IndG1U1 k
)= dim HomU1(St, k) = dimH 0(U1,St) = 1.
Thus we have k[G1] ∼= Q|G1 , where Q = St ⊗ St ⊕ St ⊗N , for some G-module N .
Now for any B-module Z we have dimRi IndGB Z = dimH 0(G, k[G] ⊗ Ri IndGB Z) =
dimH 0(G,Ri IndGB (k[G] ⊗ Z)) = dimHi(B,Z ⊗ k[G]). By the transitivity of induction, we
have k[G] ∼= IndGG1 k[G1] ∼= IndGG1(k ⊗Q) ∼= IndGG1 k ⊗Q ∼= k[G]F ⊗Q.
We get
dimRi IndGB Z = dimHi
(
B,Z ⊗Q⊗ k[G]F )= dimHi(B,H 0(B1,Z ⊗Q)(−1) ⊗ k[G])
= dimRi IndGB
(
H 0(B1,Z ⊗Q)(−1)
)
.
In particular, taking Q = St ⊗ St ⊕ St ⊗N , as above, we get:
(1) dimRi IndGB Z  dimRi IndGB H 0(B1,St ⊗ St ⊗Z)(−1).
Now the character of H 0(U1,St ⊗ St) is χ(ζ )e(−ζ ), by 1.2(2). Thus 0 is the unique maximal
weight of H 0(U1,St⊗St) and occurs with multiplicity one. Now H 0(B1,St⊗St)H 0(B,St⊗
St)  H 0(G,St ⊗ St) ∼= EndG(St) = k so H 0(B1,St ⊗ St) contains a trivial one-dimensional
B-submodule L, say. Thus the span V of the weights spaces of weight ν < 0 is a submodule of
codimension 1 and we have shown the following.
(2) There is a B-module decomposition H 0(B1,St ⊗ St)(−1) = L ⊕ V , where L = H 0(G,St ⊗
St) is one dimensional, and all weights of V are negative.
Now for any B-module Z we have H 0(B1,St ⊗ St ⊗ ZF ) = H 0(B1,L ⊗ ZF ) ⊕
H 0(B1,V ⊗ ZF ) and so, from (1), we have dimRi IndGB ZF  dimRi IndGB H 0(B1,ZF )(−1) =
dimRi IndGB Z. Hence, for r  0, we have
dimRi IndGB Z  dimRi IndGB ZF
r
. (∗)
Now suppose λ ∈ X+(T ) is such that (λ, αˇ)  1 for each simple root α. Then the line bun-
dle L(λ) is ample. In particular for a fixed i > 0 we have Hi(G/B,L(nλ)) = 0, for all n
sufficiently large. Thus Ri IndGB k(prλ) = 0 for all r large and hence Ri IndGB k(λ) = 0, for i > 0.
This proves Kempf’s vanishing theorem for ample weights. We obtain Kempf’s vanishing the-
orem for general λ by using Serre duality. Let λ ∈ X+(T ). Then we have dimRi IndGB k(λ) =
dimRN−i IndG k(−λ− 2ρ) where N = dimG/B , by duality, and dimRN−i IndG k(−λ− 2ρ)B B
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ality once more, and this is 0, for i > 0, since pλ+ (2p − 2)ρ is ample. Thus we have shown:
(3) (Kempf’s Vanishing Theorem) For λ ∈ X+(T ) and i > 0 we have Ri IndGB k(λ) = 0.
Remark. This proof has elements in common with the usual proof via Frobenius splitting
of G/B .
7.2.
(1) Let λ ∈ X+1 (T ) and suppose that μ is a weight of H 0(U1,St ⊗ ∇(λ))(−1) such that
R IndGB k(μ − prα) = 0 for some simple root α which is non-isolated (i.e. non-dominant)
and some r  0. Then λ = ζ and μ is an integer multiple of α.
We have that pμ is a weight of H 0(U1,St⊗∇(λ)), which has character χ(λ)e(−ζ ), by 1.2(2).
Hence pμ+ ζ is a weight of ∇(λ) and hence pμ+ ζ = λ− θ , where θ is a sum of positive roots.
By Section 3 remarks, we have −prα +μ+mβ ∈ X+, for some simple root β and some m> 0.
Let τ = −prα +μ+mβ . We obtain
λ− θ = ζ + pτ − pmβ + pr+1α
giving
pmβ = (ζ − λ)+ θ + pτ + pr+1α. (∗)
However, any dominant weight ν has the form ν =∑li=1 ciαi , where {α, . . . , αl} is the set of
simple roots and where ci is a non-negative rational, for 1 i  l (see e.g. [8, 13.2]). Expressing
ζ − λ as a linear combination of simple roots and equating coefficients of simple roots in (∗) we
obtain β = α. Hence the dominant weights ζ −λ and τ are multiples of the simple root α, which
gives ζ − λ = τ = 0. Thus λ = ζ and μ is an integer multiple of α, as required.
(2) If α is a non-isolated simple root then we have R IndGB k(−prα) = k for all r  0.
It suffices to prove that χ1(−prα) = χ(0) for all r  0. The result holds for r = 0, e.g. by
[3, (2.3.1)]. Assume now that r > 0. Let φλ = ch Qˆ1(λ)/χ(ζ ) and ψλ = chL(λ), for λ ∈ X1(T ).
Then (φλ)λ∈X1(T ) and (ψλ)λ∈X1(T ) are p-dual bases of A (in the terminology and notation of
Section 1). Hence, by the main result of [6], we have
χ1
(−prα)= ∑
λ∈X1(T )
φ∗λχ1
(
H 0
(
B1,St ⊗L(λ)⊗ (−prα)
)(−1))F
.
However, by (1), and left exactness of the B1 fixed point functor, this reduces to
χ1
(−prα)= φ∗ζ χ1(H 0(B1,St ⊗ St)(−1) ⊗ (−pr−1α))F .
Moreover, φζ = χ(ζ )/χ(ζ ) = 1 and so
χ1
(−prα)= χ1(H 0(B1,St ⊗ St)(−1) ⊗ (−pr−1α))F .
612 S. Donkin / Journal of Algebra 307 (2007) 570–613Now H 0(B1,St ⊗ St)(−1) = k ⊕ V , where V has only non-zero negative weights. Let μ be a
weight of V . Then pμ is a weight H 0(B1,St ⊗ St) and ζ + pμ is a weight of St. If R IndGB (μ−
pr−1α) = 0 then, by (1), μ is a multiple of α. But ζ − tpα is not a weight of St, for t > 0, so this
is impossible. Hence χ1(V ⊗ (−pr−1α)) = 0, χ1(−prα) = χ1(−pr−1α) and the result follows
by induction.
Remark. In [12, II, 5.18] it is shown that R IndGB k((−prα)) has simple socle k, and conversely
that if μ is a weight such that R IndGB k(μ) has simple socle k then μ = −prα, for some simple
root α.
7.3. We conclude with the short direct proof of 7.2(2) kindly supplied by Henning Andersen.
We first consider modules over SL2(k). We have a short exact sequence
0 → ∇(a)⊗ ∇(b)F → ∇(a + pb) → ∇(p − 2 − a)⊗ ∇(b − 1)F → 0
of SL2(k)-modules, for 0 a  p − 2 and b 1. (This can easily be extracted from Andersen’s
proof of the strong linkage principle as in [12, II.6.12], other suitable references are [11, Re-
mark 2 following Theorem 3.8] and [13, Proposition 6.1.1].) In particular, we have a short exact
sequence
0 → ∇(p − 2)⊗ ∇(2pr−1 − 1)F → ∇(2pr − 2)→ ∇(2pr−1 − 2)F → 0
for r  1. Moreover, ∇(2pr−1 − 1) and hence ∇(p − 2) ⊗ ∇(2pr−1 − 1)F is simple and hence
self-dual so that inclusion ∇(p − 2) ⊗ ∇(2pr−1 − 1)F → ∇(2pr − 2) gives rise to an epimor-
phism ∇(2pr − 2)∗ → ∇(p − 2)⊗ ∇(2pr−1 − 1)F . Hence we have an exact sequence
∇(2pr − 2)∗ → ∇(2pr − 2)→ ∇(2pr−1 − 2)F → 0.
We now suppose that α is a non-isolated simple root of G and denote by Pα the corresponding
minimal parabolic subgroup. For λ ∈ X(T ) and i  0, we write Hi(λ) for R IndGB (λ) and Hiα(λ)
for Ri IndPαB k(λ).
Then, from the above, we get a short exact sequence
H 0α
((
pr − 1)α)∗ → H 0α ((pr − 1)α)→ H 0α ((pr−1 − 1)α)F → 0
and, by Serre duality on Pα/B , an exact sequence
0 → H 1α
(−pr−1α)F → H 1α (−prα)→ H 0α ((pr − 1)α).
Moreover, for m 0, the module H 0α (pr − 1)α)Fm embeds in H 0α (pm(pr − 1)α) so we get
an exact sequence of Pα-modules
0 → H 1α
(−pr−1α)Fm+1 → H 1α (−prα)Fm → H 0α (pm(pr − 1)α).
S. Donkin / Journal of Algebra 307 (2007) 570–613 613But now, by the transitivity of induction we have H 0(H 0α (pm(pr − 1)α)) = H 0(pm(pr −
1)α) = 0 since pm(pr − 1)α is not dominant. So exactness of induction gives an isomorphism
IndGPα (H
1
α (−pr−1α)Fm+1) → IndGPα (H 1α (−prα)F
m
). Thus we get
IndGPα
(
H 1α
(−prα))= IndGPα (H 1α (−pr−1α)F )= · · · = IndGPα (H 1α (−α)F r )= IndGPα k = k.
But now, for a B-module V , we have a spectral sequence with E2-page Ri IndGPα R
j IndPαB V
converging to R∗ IndGB V . Moreover, we have Rj Ind
Pα
B = 0 for j > 1 and IndPαB k(−prα) = 0 so
that R IndGB k(−prα) = IndGPα R IndPαB k(−prα) = k.
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