Dictionary code compression is a technique where long instructions in the memory are replaced with shorter code words used as index in a table to look up the original instructions. We present a new view of dictionary code compression for moderately high-performance processors for embedded applications. Previous work with dictionary code compression has shown decent performance and energy savings results which we verify with our own measurement that are more thorough than previously published.
INTRODUCTION
As the market for consumer electronics relentlessly continue to grow, the vast amount of processors in the world are found in embedded applications. The gap between what typically has been defined as desktop applications and embedded applications is also diminishing. New novel embedded and hand-held products, mobile phones, digital cameras, pocketPCs, PDAs and portable game consoles, offer multimedia capabilities and high performance communication facilities. These all require sophisticated hardware resources and elaborate general purpose software. Yet, embedded applications pose challenges such as limited resources of different kinds. Examples of these requirements are limited amount of memory, limited power budget, the need for energy conservation for battery-operated devices and a small form factor.
However, with the escalated complexity of embedded software, application code size tends to grow. Larger and more advanced programs require both larger sized memories and higher performance and as a consequence this leads to higher power and energy consumption. It is therefore imperative that low power and energy consumption is considered early and in all design stages.
In this paper we are focusing on the instruction fetch path of moderately high-performance 32-bit RISC processors for embedded applications. We are presenting a working complete solution for an instruction code compression scheme that achieves compact code, reduced energy consumption, and smaller chip area with preserved performance as compared to a baseline system for a range of typical embedded programs. The scheme is based on full-length 32-bit RISC instructions being replaced by the compiler, based on a previously generated execution profile, to shorter code-words. These code-words are during execution looked up in a dictionary in an extra pipeline stage where they are substituted by the original 32-bit instruction for rest of the pipeline execution. Figure 1 shows an outline of the architectural solution. The fetch stage (F) accesses the instruction cache and retrieves a fetch unit of one word. With uncompressed instructions this is exactly one instruction, with compressed instructions it can contain up to four code words representing four instructions. The fetch stage puts the fetch units in a buffer which can contain up to two fetch units. The decompress stage (DP) reads from this buffer, determines whether the first element in the buffer is a compressed instruction or not and if so, decompresses it using the dictionary and finally puts it into a queue for the rest of the pipeline which is identical to a processor without code compression.
The reason for looking in particular at the instruction fetch path is that when it comes to energy consumption, the instruction cache has a significant and elevated role in the light of the processor-memory interface being a significant and large contributor to the whole system energy consumption [18, 20] . The impact of instruction fetches is further underlined considering that the instruction cache is the most accessed memory structure. Albera and Bahar [1] , shows that more energy is consumed by the instruction cache than in the data cache due to the higher access rate to the instruction cache.
These observations were also made in a feasibility study of a dictionary code compression scheme reported in [7] . This study indicates that about 25% of the total system energy stems from the instruction fetch path. Breakdown of the energy spent during instruction fetch reveals that 75% originates from the instruction cache and the majority of the rest from the branch prediction logic since its tables are also accessed on every instruction fetch.
Dictionary-based code compression has been proposed before (see section 2 for related work descriptions), but in contrast to previously published results we have taken a holistic approach showing solutions for all problems in the entire chain of the system. In particular, our contributions are:
• A flexible and adaptive code-word dictionary lookup scheme.
Both static and dynamic dictionaries are investigated. In the latter case, the contents of the code-word dictionary is considered to be part of a process' context. This is the first time dynamic dictionaries are proposed and evaluated.
• The development of an innovative profile process. Previous work has not taken aggregated profiles over groups of programs into account. In contrast, we have a process to aggregate a profile based on a previous profile-execution of one or more executables.
• Development of a working instruction set extension preserving the existing 32-bit instruction set in coexistence with short code-words and a compiler algorithm for generating executables using the execution profile. Previous work has not proposed integrating this in the compiler making the whole process a little bit awkward.
• A complete microarchitecture proposal implementing the architectural support needed for the proposed scheme integrated in the front-end of the processor. Most other proposals neglect this part making it difficult to assess the final effectiveness or effects on performance and power consumption. Part of the architectural support needed in an earlier feasibility study has been synthesized and checked for performance bottlenecks [7, 17] . • A thorough evaluation using MediaBench [11] benchmarks where area, performance and power overheads of the proposed scheme is taken into account. Again, this is in many cases neglected in prior art.
• An architectural exploration showing the consequences and possibilities with smaller instruction caches and cache line size. Previous work has shown the possibilities to reduce the cache size, but none has shown on the possibility to also reduce the cache line size when code compression is used. Experiments using the Mediabench applications [11] show that we achieve a static compression ratio is between 0.67 and 0.79 with an average of 0.75. This is in line with previous results. The instruction cache access ratio is between 0.40 and 0.55 resulting in a reduction in the fetch path energy consumption of 30% to 50%. This translates to roughly 20% reduction in overall energy consumption. With smaller caches the overall energy savings are higher since the miss rate goes up. Performance-wise we show that for some applications, we can reduce the instruction cache size with 50% and still have the same performance-level while still saving 20% energy. Compared to the baseline architecture, for which we cannot reduce the instruction cache for performance reasons, we can achieve up to 30% of total energy savings with a smaller instruction cache with a 3% performance degradation.
The rest of the paper is organized as follows: After an account of the most important related work we continue with a description of the profiling process. The code generation process, based on the profile, is described in section 4 followed by a description of the microarchitecture. We then show the effectiveness of our approach in section 6 followed by conclusions.
RELATED WORK
Several researchers and/or companies have worked with instruction memory compressions or short instructions, e.g. [10, 14, 16, 19, 21] . Other researchers have, as we, worked with dictionary compression where instructions in the code are replaced by a short code word. The code word acts as an index to a dictionary holding the information needed to restore the original replaced instruction. Decompression hereby just becomes a lookup in a small and fast table.
In [12] , Lefurgy et al., propose a dictionary compression technique with the objective to reduce static code size in memory. Based on static occurrence frequency, common sequences of instructions are encoded and substituted for short code words in the object code. Depending on the native ISA, using variable length code words of 8, 12, or 16 bits, an average static compression ratio between 0.61 to 0.74 is reported for a set of CINT95 applications. No dynamic, performance or energy measurements are reported. Independent of the choice of ISA or whether fixed or variable length code words are used, they conclude that the most important factor for high compression ratio is the dictionary size.
In [13] Lekatsas et al., present a dictionary compression method and the design of a fast, one-cycle decompression unit. In their solution they make use of variable-length code words, of 8 and 16-bits, to compress 24-bit native instructions. An average dynamic compression ratio of 0.65 is reported resulting in a 25% increase in performance on average. However, they used artificially small cache memories forcing the miss rate high and the doubled table will increase the energy consumption for which they present no results.
Another interesting dictionary compression method is presented in [15] . Individual instructions are compressed into 32 bit long ComPackets. In the paper the authors discuss and present an interesting approach for selecting dictionary contents where they mix static and dynamic profiling. On a set of MiBench and MediaBench applications [9, 11] , an average compression ratio of 0.75 was achieved. Simulations shows an average reduction in execution time by 27% and an average 46% reduction of instruction cache energy. Just as Lekatsas et al., they use unrealistically small instruction caches and they do not present any microarchitecture solution for their decompression engine so performance results for the entire system cannot be presented.
In [2] , Benini et al. presents three compression schemes that significantly trade off code size for performance and memory traffic reduction. Their best solution is based on an having a 255-entry dictionary, containing the most frequently executed distinct instructions. The code is organized in a manner having compressed-and uncompressed code located in separate memory sections. Each instruction in the program is compressed into 8-bit code words and stored in the compressed memory section. For all instructions not present in the dictionary the non-existing 256th index is used, indicating an uncompressed instruction which must be fetched from the uncompressed memory section, yielding an additional memory reference. The uncompressed section contains all original program instructions. This technique obviously do not improve on the static memory required. On average, including the dictionary, 27% more memory space is needed, storing both the entire original and the compressed program. This increase is motivated by positive dynamic advantages. Experiments performed with a model of a small pipelined processor, show that using compression compared to only execution native instructions dynamic memory ratio of average 0.35 is possible to achieve, resulting in an significant 0.40 in fetch energy ratio.
A major complication in the design of a code compression scheme is how branches are handled. If a compressed branch instruction ends in the middle of a fetch unit, unused bytes are fetched from the instruction cache. If a branch target is not aligned to the start of a fetch unit, unused bytes are again fetched. Also, the actual compression of branch instructions is non-trivial because of the new address space used in the program. Most solutions mentioned above do not describe this process satisfactorily or not at all.
PROFILING
In this section we describe the profiling process used, how we can aggregate the profiles of several executions and some results for the MediaBench programs [11] . For the purpose of this study we profile the execution of distinct instructions. Two instructions are considered distinct if their corresponding bit-pattern differ in at least one bit position. Thus two add-instructions are different if they have different arguments.
The profiler
We are using a simulation-based profiler to gather instruction execution frequencies. Although we have used simulation, it is possible to use statistical sampling from executions on real hardware. In [3] the authors present a very low-overhead sampling technique which they apply for instruction and data cache miss predictions. The same technique can be used also for instruction profiling. Figure 2 shows an example of the output generated by the profiling tool for the program pegwit encrypt from MediaBench [11] . The output file contains all distinct instructions, bit-patterns, that were encountered during the entire program execution. The entries are sorted in descending order based on their frequency of use. Each entry consists of a 64-bit hexadecimal bit-pattern, the number of times that instruction was executed, and the pattern coverage. The pattern-coverage is the fraction of which that actual instruction contributes with in respect to the total amount of instructions executed when the profile was generated.
We are using two different types of coverage in this paper: profile-coverage and execution-coverage. The profile-coverage is a measure of how large fraction of the profiled program's distinct instructions is covered by the resulting profile. It is calculated as the sum of the pattern-coverages for the number of instructions that are going to be part of the profile. Execution coverage is related but specifies how large fraction of an execution can be covered with a particular profile, which may not be based on the executed program.
Profiling detail
A novel aspect of this paper is our ability to aggregate profiles for two or more executables. We are using the MediaBench [11] suite which consists of a number of applications that typically have two or three components, or functionalities, for example, encoding and decoding. To make some sort of coverage over the broad range of workload configuration possible, we generate three different levels of detail of profiles: 1 Functionality funct: The most specific of all profile methods available. The profile is based on all instructions executed when a special functionality of an application is executed. 2 Application appli: This profile is based on the execution of the functionalities within an application. For the case of jpeg, the profile is an aggregation of the most executed instructions by both cjpeg and djpeg. 3 MediaBench bench: The least specific of all profiles. The profile is an aggregation of the most frequently executed instruction patterns over all the different MediaBench applications used in this study.
The profiler generates funct-profiles. To generate an appli-profile, the profiler takes all funct-profiles belonging to an application as input and generates a combined profile. For the jpeg application, the cjpeg-and djpeg profiles would be constitute the input files.
The bench profile is in this context an aggregation of all programs from the MediaBench suite used in this study. A generic number of appli-profiles are fed as input to the profiler which generates a profile based on all executed instructions over all applications employed.
Profiling results
We have through simulation with the profiler obtained the three level of profiles as described above. In the first, the funct-profile, every functionality of the applications gets a unique profile tailormade for that special functionality. In the second, we get a a profile for each application, appli. And finally in the bench-profile, we get a profile covering all executables in MediaBench.
One important aspect of the dictionary code compression scheme is its ability to reduce the instruction memory bandwidth requirement. When the possible coverage using a specific profile of size n, is known, the possible improvement on required instruction fetch bandwidth can be estimated using the model described in equation 1.
(eq. 1)
If we want to achieve a 50% reduction in bandwidth requirement, this model tells us that we need a coverage of 67%. This profiling study therefore aims at distinguish how large set of patterns is needed to obtain a coverage of 67% or higher. The selected pat- 
terns are later used to produce the dictionary in the decompression stage in the pipeline. Therefore the number of patterns must be kept at a feasible size in order not to result in a too large and thereby slow dictionary that impedes on cycle time. Also, as the number of used patterns increases the number of bits needed to index the dictionary it will reduce the number bits available for the remaining instructions. A feasible number of patterns ought to be a power of 2, between 16 and 256. Table 1 shows the number of distinct instructions in the three levels of profiles for all MediaBench applications and functions. We have also conducted an experiment to study the impact of library code on the creation of the profile. For most programs, the fraction of library code is from negligible to less than 10%. However, for the mesa application, the fraction of executed instructions that are from the library is significant. The difference of profiling with the library or not, in terms of the number of distinct instructions, is smaller with larger scope of the profile. On the other hand, the total number of distinct instructions increases greatly which results in a smaller fraction of the profile that can fit in the dictionary. Figure 3 shows the execution coverage for programs when the funct-profile of each functionality is used. The columns are divided into segments showing the coverage for 16, 32, 64, 128 and 256 distinct instructions in the profile, respectively. In summary, all programs reach the 67% coverage with 256 distinct instructions with an average coverage of 89%. 11 out of the 16 functionalities reach the goal with only 128 distinct instructions. Table 1 also contains the number of distinct instructions for aggregation of functionalities into application profiles. The contribution of each functionality is proportional to each one of the contributing functions share of the total amount of instructions executed during generation of the profile.
Each programs execution coverage, for the different appli-profiles produced is presented in Figure 4 . Although the coverage is lower than for the more specialized profiles, we still get relatively good results indicating that, at least for some programs, the func- tionalities contributing to an application share large portions of the set of executed distinct instructions.
To summarize the results, the most obvious observation is the overall reduction in peek coverage for all the individual functionalities. Also, the number of patterns needed in order to reach the desired 0.67 in coverage are in some occasions increased compared to when all applications use their funct-profiles. Despite the overall reduced yield, and sometimes very severe reduction in coverage for some individual applications the results considering the appli-profiles are positive. That is important, in respect to that the aggregated appli-profiles constitutes the "lowest common denominator" for the case when all functionalities within an application are to be executed.
As described before the bench-profile is the least specific of all the profiles made. Figure 5 shows the execution coverage for all programs, and the aggregated execution coverage for the entire MediaBench set when the bench-profile is used. Of all the profiled instructions, only 58.8% can be covered using the profile, when 256 patterns are used. The corresponding number for using 128 patterns is 46.3%, see the left column of Figure 5 .
Summarizing the results regarding the usage of bench-profile, one significant conclusion can be made. The bench-profile is too general and broad, trying to incorporate too many different functionalities. The contributing applications are too divergent in their usage of instructions. Looking at what levels of coverage are possible to obtain for the individual functionalities the result is weak. Only the largest contributor to the profile shows an acceptable behavior, due to the objective to promote high coverage for the functionality that contributes the most to the profile. All other functionalities depends on being as similar to the dominating functionality as possible in order to achieve high coverage.
Using the bench-profile as a general profile is not applicable. The bench-profile should only be considered to be used if the workload really comprises of all the profiled functionalities and all are executed equal amount of times. The profile used should, for best yield, be based on the specific workload in mind. For multi application workloads especially with an unbalanced relation between the execution frequency of the applications, execution frequency should be taken in to account, giving the more frequently executed functionalities higher significance in the profile.
COMPRESSED CODE GENERATION
The concept behind the presented code compression scheme is to encode the most frequently executed instruction in a shorter format in order to reduce the traffic to the instruction cache and thereby achieve better performance for smaller caches and greatly improved energy efficiency. The key idea of the scheme is shown in Figure 6 . The instruction sequences {B,C,D} and {G,H,I,J,K} constitutes loop constructions, possibly iterated several times. During execution, the instructions inside the loops are possibly more frequently executed than instructions located in non-iterated sequential sections. When we apply compression on the most frequently executed instructions, the number of bytes fetched in order to execute the code sequence is reduced as more information is acquired on each fetch, assuming a fetch unit of 32 bits. The density of the code has improved, which will affect the processor-memory interface, improving presumably on both performance and energy consumption. As shown in Figure 6 , after profiling, the bit-patterns of the eight instructions in the two loops are each assigned and placed in a dictionary entry. Branch instructions are marked with an extra encoding bit in the dictionary, indicated by the black marker in the figure. In the program code each occurrence of a dictionary instruction is then substituted for a short dictionary code word, corresponding to the index position of the dictionary entry containing the bit-pattern of the substituted instruction.
Branch instructions
Compression, translation and execution of non-path-altering instructions, add, load and alike is rather straight-forward according to the selected compression policy. The situation regarding path-altering instructions is somewhat more elaborate, especially when instructions of different lengths are allowed to be mixed interchangeably. The issues regarding branches and jumps are widely debated in the research literature [2, 12, 13, 14, 15, 21] .
The dilemma of how to deal with and handle the implications imposed by branch instructions can roughly be categorized into three not entirely disjoint issues, as they influence on each other.
Address translation: Absolute and relative addresses found in the code are no longer valid after compression as they no longer point out the correct instructions. Solutions to this problem involves usage of translation tables, or re-calculation of target addresses with patching of the code afterwards, as the exact position of the target is not known prior the compression. Our approach is to include this in the compilation phase where we know the exact lengths of the instructions.
Alignment: It is important to align branch targets to the start of a fetch unit as the instruction(s) before the branch target other- wise would be brought into the processor completely unnecessarily. There is also reason to align the actual branch instructions. Many high-end embedded processors now employ some sort of branch prediction. Consider the case in Figure 7 where an unaligned branch in a fetch unit is wrongly predicted as taken. This means that not only are instructions y and z unused because of the taken branch, but also instructions x and B are unused when the fetch unit needs to be re-fetched because of the branch miss-prediction. Therefore, fall-through instructions should be considered as branch targets and pushed over to the next fetch-unit. Our solution is to have variable length branch instructions that can be elongated to fill up the rest of a fetch unit. Branch compression: Given that 15-25% of all instructions in the MediaBench programs are branch/jump-instructions, it is important to be able to compress even these instructions. However, this is not as easy as for other instructions. A distinct bit-pattern that encodes a particular branch-instruction with a specific offset, might after compression of other instructions lead to be several totally different instructions since the branch distance for each branch most likely now is different. We have solved this by storing short branch offsets in the code word. On average more than 55% of the branch offsets can be fit in eight bits making branch instructions occupy in total 16 bits in the executable.
Code word architecture
The code word architecture is shown in Figure 8 . It consists of three classes of code-words. The U-class is the uncompressed instruction set with the exception that bit 31 is always one denoting it as an uncompressed instruction. We have looked at the MIPS IV ISA (which is virtually identical to the PISA instruction set used in the SimpleScalar simulators) and found that it is indeed possible to reencode the instructions so that there is always a 1 in bit 31.
The G-class are code words for all possible instructions except relative branches. It is subdivided into three subclasses: G 1 , G 2 and G 3 . G 1 is the target code word for the most frequent instructions as it can be encoded in eight bits. Up to 125 G 1 code words are possible. For less frequent instructions the 16 bit G 2 code word can be used. As we now can fit an eight bit index for the dictionary, we can use up to 256 G 2 code words. Finally the G 3 has an additionally 8 bits for a total of 24 bits. The extra bits do not carry any information. Instead G 3 code words are used when padding is needed, for instance to align a branch target on the start of a fetch unit. By embedding this padding into the instruction code word, we do not need any extra decoding of padding instructions.
Finally, R 1 and R 2 are encodings of relative branches where the opcode and register argument combination are looked up in the dictionary while the offset is encoded with eight bits in the code word. This relieves us from the need to recalculate offsets in runtime. Again, the R 2 24-bit version is used for either more unusual branch instructions or when needed for alignment reasons. Relative branches which require more than 8-bit offsets can, unfortunately, not be encoded with short code words using our approach. Figure 9 shows the basic flow of the code compression process. Based on an instruction usage profile, as described in section 3, the compiler contains a compression engine which works on basic blocks, one at a time performing compression into code words as described previously and ending with an alignment so that each basic block always starts and ends at a word boundary. This means that a single instruction is never compressed in a basic block unless we thereby achieve a reduction of the number of fetch units in the basic block.
Code generation
The compiler/linker also constructs the dictionary for use in the hardware. Later we will also consider the switching of dictionary contents as part of a context switch, but for now we are assuming that the contents is fixed. Given the code word architecture of Figure 8 we could potentially have five different dictionary tables for each different G-and R-class code words. However, in 
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.text .data .dictionary binary our implementation that we evaluate in section 6, we are using a 256-entry dictionary where instructions are basically stored in descending frequency from the profile. Figure 10 shows a practical example of how the compression is done. It shows a part of the dictionary, as generated from the profile. We have here highlighted the portion between indexes that can be encoded with 7 and 8 bits, respectively. We also show a basic block to be compressed. The first addiu-instruction can be found in the dictionary with index c128. Since this index requires 8 bits, we encode this instruction with the G 2 format. The lb-instruction is not found in the dictionary and is therefore not compressed. It will stretch over two fetch units. The next two instructions are, however, found in the dictionary and can be encoded with G 1 code words. The following lw and addiu are, again, encoded with G 2 code words since their location in the dictionary need eight bits indexes. The addu-instruction is encoded with eight bits and the final branch instruction can also be indexed with eight bits making it possible to use the R 1 code word as the offset is within the limit. Since this compression results in an unaligned end of the basic block, the final branch-instruction is converted to an R 2 code word padding up the final byte.
We will now go over to show how this can be implemented in hardware before showing some actual results.
MICROARCHITECTURE

Reference architecture
The baseline architecture we are considering consists of a fivestage pipeline with in-order single-issue. This can be viewed as a moderately high-performance processor for embedded systems. There are separate instruction and data caches on-chip and the main memory off chip. There is no branch-delay slot and therefore it is important with branch prediction logic which also is appearing more and more in embedded processors. Table 2 shows the baseline architectural parameters of the processor.
Decompression stage
As mentioned before, the dictionary-based decompression engine is based on a modification of the fetch stage followed by a decompression stage between the fetch stage and the rest of the pipeline which stays unaltered. This is shown in Figure 1 . The decompression stage adds an extra cycle to the branch miss-prediction penalty and therefore has a potential negative impact on performance in case the branch prediction performs poorly. We have made a detailed microarchitectural design taking all performance and power consequences into account, but it is out of scope for this paper to describe it here. The microarchitectural design can be found in [5] and in [17] we implemented the critical part of the microarchitecture of a previous feasibility study [7] verifying that the decompression logic and dictionary lookup would not affect the clock cycle time adversely.
Static versus dynamic dictionaries
The dictionary used here consists of a 32-bit wide table with 256 entries, as shown in Figure 11 . About half of the table is dedicated to primarily 8 and 16 bits G 1 -and R 1 -class code words (see section 4.2), and the rest for G 2 -, G 3 -and R 2 -class code words.
In most of our experiments of the compression architecture, we consider the dictionary contents to be static, i.e., it does not change during execution even though the executable changes. This is the reason for why we experiment with different aggregate profiles to allow for a limited multiprogrammed workload.
However, we are also considering the case when the dictionary works like a register-file and is thus possible to reload at context switches, if needed. The size of the dictionary is four times the size of the architected register-file which would significantly add to the context switch time. However, modern out-of-order multiple-issue super-scalar processors have physical register files that are of the same magnitude as the proposed dictionary, and in these cases the difference is not as big.
For the purpose of loading the dictionary with new information we propose a special load instruction: LoadDictionaryEntry LDE.
LDE entry, offset(rs) The LDE instruction loads a 32-bit word from memory into the dictionary entry selected by the 8-bit immediate value denoted entry. To ensure simplicity and uniform usage of the intended context switch routine, the LDE instructions must not be compressed.
Furthermore, additional hardware modifications must be made to both dictionary design and data path. First of all, the memory elements constituting the dictionary entries now need to be volatile SRAM cells. To support writing of data into the dictionary, a 32-bit data-in port is added. In the processor pipeline, the WriteBack stage needs additional data and control paths to administrate the data to be written into the dictionary.
EXPERIMENTS
Experimental methodology
We have modified Wattch [4] , which in turn is based on the simoutorder simulator from SimpleScalar [6] to model our baseline architecture, and our code compression architecture described above. In addition, we have added energy models for the memory and bus interface taken from the IRAM project at Berkely [8] .
Since there, for the moment, does not exist any compiler capable of generating a binaries using the proposed code word architecture, all executables retain their original format. Instead the binary is processed by an external post-compile compression tool that virtually compresses the instructions, generating an image of the compressed program organized as a translation table. The translation information is then used by the simulated pipeline front-end to model accesses made to the original uncompressed instruction memory space, as if compressed code actually was fetch from compressed memory space and decompressed in the pipeline. Figures 12 to 15 show the baseline figures of the merits of our proposed dictionary compression scheme for the base architecture as described above. In Figure 12 we show the static compression ratio for the three levels of profiles as described in section 3. We achieve on average 75% compression meaning that we can save 25% of the main memory space for storing instructions. It is worth to notice that in many cases the bench-profile achieves the highest amount of static compression.
Baseline experiments
The dynamic compression ratio is shown in Figure 13 . It is compared to the ideal case where the branch predictor is ideal resulting in fetching only the fetch units actually executed. In most cases the difference is small, but for some programs, such as rawc, the difference is, however, substantial. Overall, the dynamic compression ratio is close to our goal of 50% with an average of 50.4% when the functionality-specific profiles are used. It is easy to see, once again, that the bench-profile is useless. In several cases the instruction cache traffic is actually increased instead of reduced although the ideal case shows a reduction. This is because of misspredicted branches. The programs raw{c|d}audio are the ones in with the highest branch-prediction miss rate resulting in worst dynamic compression rate for the bench-profile of all programs. Figure 14 shows the breakdown of energy consumption for the fetch path and Figure 15 the same for the entire processor-memory system. The figures are normalized to the baseline architecture without instruction compression. We achieve on average 30-50% energy savings in the instruction fetch path which consists of the fetch stage and the branch prediction logic, accesses to the instruction cache and then memory accesses, if needed. On average it is 40%. Unfortunately, the instruction fetch path is just a fraction of the entire processor and in Figure 15 we can see that the total energy savings is around 20%. Here we have also added the extra energy consumption needed in the decompression stage.
It is expected that the performance of the dictionary compression processor is slightly worse than the baseline architecture because of the extra branch miss-prediction penalty cycle. Figure  16 indeed shows that this is the case. We have already established that the raw{c|d}audio programs have poor branch prediction performance and this also shows up as a 8-12% worse performance for the dictionary compression architecture as compared to the baseline architecture, even for the most specific profile. Although this is not very good, we will in section 6.3 show that for smaller cache sizes, we instead will have a performance advantage of using the code compression scheme.
Cache and line size explorations
Previous work that has showed impressive performance improvement have done so with artificially small instruction cache sizes between 128 and a few kbytes [13, 14, 15] . None of them have investigated the impact the cache line size has on the effectiveness of their schemes. In Figure 17 we investigate the normalized energy consumption with varying instruction cache size for the g721application. All numbers are normalized to the baseline architecture with a 16 kB instruction cache. The g721 application is representative of the behavior of most MediaBench functionalities.
In Figure 17 (a) we plot the energy consumption of both the baseline architecture and the code compression architecture. The bars show the ratio between these curves. We can here see that an 8 kB instruction cache seems to be a sweet spot for this application, although the biggest improvement over the baseline architecture is achieved at a 4kB instruction cache. Figure 17 (b) shows the same for the code compression architecture but broken down in the individual components. We see that with smaller instruction caches we get a reduction in energy consumption in the cache to some point when word line access power dominates and we no longer achieve any energy gain from the instruction cache. In addition, the bus and memory energy starts to become noticable. Previous work has neglected the increased energy consumption of the main memory with very small instruction caches.
In Figure 18 we see how the small caches sizes impact the performance. While we have a slight performance disadvantage for big instruction caches due to the extra pipeline stage, it is clearly so that with smaller caches we improve the performance over the uncompressed instruction set significantly. In fact, for this application, when we reduce the cache size by half, we get about the same performance, or better, as the uncompressed architecture with unchanged instruction cache. It is clear that for embedded systems where memory size is crucial, a post-cache decompression scheme such as the one we present here is to prefer over a pre-cache scheme that decompresses instructions into the cache.
Finally, Figure 19 investigates the effect different cache line size have on performance and energy consumption for the same application as above: g721 encode and decode. In this case, a 2 kB instruction cache is used and the line size is varied from 8 bytes up to 128 bytes. As expected, we get a trade-off between large and small lines. In a large line we can utilize the spatial locality of code accesses greatly and that improves performance. On the other hand, longer cache lines are more costly to read from in terms of energy which leads to a slight increase in energy consumption when 128 bytes are used over 64 byte lines. However, small cache lines are also not good for energy consumptions as they do not utilize the locality and the memory needs to be consulted more often. 
Impact of dynamic dictionaries
Previous work on dictionary code compression have always considered the dictionary to be static and never looked at multiprogrammed workloads, which are becoming more and more common also in embedded systems. We present a novel idea that the dictionary contents is part of a process' context and reloaded each time there is a context switch. Of course, if needed, several processes/ threads could share the same dictionary context, reducing the number of times the dictionary needs to be reloaded. The idea is to investigate the trade-off in performance and energy of using as specific dictionary contents as possible for each program and change dictionary contents when a context switch occurs. We compare the results to the case of using an aggregated profile to determine the dictionary contents.
We model the extra time and energy to reload the dictionary assuming an extra 256 LDE-instructions that always miss in the cache. With this assumption, the time needed to load the dictionary is ~34000 cycles or 85 μs. In addition of modelling the energy and time for retrieving dictionary contents from the memory, we have also modelled the extra energy a write port to the dictionary memory entails. The application execution times and the number of context-switches performed during execution of each application using period times between context switches is shown in Table 3 . The number of required switches is calculated using equation 2.
(eq. 2)
The base case used in this experiment is the case for when all applications are simulated using dictionary contents based on the appli-profile, which is an aggregated profile of the functionalities within the application. For the case denoted all, which includes all the 16 individual test programs, the bench-profile was used. Performance and energy measurement for all these base cases were obtained using a fixed contents dictionary.
To further visualize the extent of the extra overhead, an additional comparison point is added to the graphs, denoted ideal, which implies that loading the dictionary with each programs' corresponding funct-profile comes without any cost. All results, both performance and energy ratio for the different applications are shown in Figure 20 , normalized to the above described base-case. Figure 20 (a) shows the results regarding performance ratio and the imposed overhead in execution time for loading new dictionary contents. Note the magnified scale on the y-axis. It is obvious that the overhead of reloading the dictionary is negligible with a 1% increase in execution time in the worst case. Figure 20 (b) shows the results regarding energy consumption. Although we can achieve energy savings of up to 4% as compared to the case with aggregated profiles, some applications, such as adpcm and pegwit, actually exhibit a worse energy consumption using context switching of dictionary contents based on specific profiles. The overhead of making the context switch is not worthwhile considering that the functionalities in these applications are very similar when it comes to their specific profiles. However, when we compare to the case where we use the bench-profile ("all" in Figure 20 ), the energy savings is considerate.
In a real system, the mix of programs determines whether dynamic reloading of dictionary contents should be done at context switch or not. For programs that share similar profiles, time and switches application_exe_time OS_period  ------------------------------------------------- energy can be saved by not reloading the dictionary, although the overall overhead is anyway negligible.
CONCLUSION
To summarize, we have presented a code compression scheme, based on off-line instruction profiling to determine the dictionary contents used in the decompression of instructions that takes place in a new pipeline stage directly after the fetch stage in an ordinary five-stage pipelined RISC-processor. A novel aspect of the presented scheme is the way we can produce aggregated profiles so that a combination of programs can make use of the dictionary code compression. Also we show the effects of cache size and line size on energy consumption and performance which never has been done before. In addition, we have a detailed microarchitectural model, reported elsewhere, outlining all potential performance problems in detail, all modelled in our simulation model. In particular, previous work have not satisfactorily described problems that occur with branch instructions, in particular when branch prediction schemes are taken into account. Finally we are first in showing that the dictionary contents very well can be part of a process' context with negligible performance overhead and substantial energy savings. With smaller cache sizes, the performance overhead will be converted into a significant performance gain of using dynamic dictionaries. Our scheme achieves a good static and dynamic compression when functionality-specific profiles are used to determine the dictionary contents. This results in fetch-path energy savings of up to 50%. Our scheme can be augmented with multiple dictionaries for different code word classes, although this will increase the overhead of reloading the dictionary on context switches. However, by using different aggregation on different tables, this should be possible to reduce. One might also consider having different dictionaries for library code and the source code. Different dictionaries for operating system code and the user-level code etc.
We also believe that the scheme is possible to extend to superscalar processors with even more performance and energy gains as with one fetch from the instruction cache memory, we get in average two instructions that could potentially be issued in parallel.
