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COMBINATORICS OF LOOP EQUATIONS FOR
BRANCHED COVERS OF SPHERE
P. DUNIN-BARKOWSKI, N. ORANTIN, A. POPOLITOV, AND S. SHADRIN
Abstract. We prove, in a purely combinatorial way, the spectral
curve topological recursion for the problem of enumeration of bi-
colored maps, which are dual objects to dessins d’enfant. Further-
more, we give a proof of the quantum spectral curve equation for
this problem. Then we consider the generalized case of 4-colored
maps and outline the idea of the proof of the corresponding spectral
curve topological recursion.
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1. Introduction
In this paper we discuss the enumeration of bi-colored maps. They
are decompositions of closed two-dimensional surfaces into polygons of
black and white color glued along their sides, considered as combinato-
rial objects. We count such decomposition of two-dimensional surfaces
1
2 P. DUNIN-BARKOWSKI, N. ORANTIN, A. POPOLITOV, AND S. SHADRIN
into a fixed set of polygons with some appropriate weights. This prob-
lem is then equivalent to enumeration of Belyi functions with fixed type
of local monodromy data over its critical values (following [9], we call
such functions hypermaps in this paper), which is a special case of a
more general Hurwitz problem.
Belyi functions are objects of principle importance in algebraic ge-
ometry; they allow to detect the algebraic curves defined over the field
of algebraic numbers. There is a way to study them in terms of “dessins
d’enfants”, that is, some embedded graphs in two-dimensional surfaces,
see [19] for a survey or [1] for some recent developments.
The local monodromy data of a Belyi function can be controlled by
the choice of three partitions of the degree of the function. We con-
sider a special generating function for enumeration of Belyi functions.
Namely, we fix the length of the first partition to be n and we intro-
duce some formal variables x1, . . . , xn to control the first partition as
an n-point function; we introduce auxiliary parameters ti, i ≥ 1, in
order to control the number of parts of length i in the second partition
as a generating function; and we take the sum of all possible choices of
the third partition so that the genus of the surface is equal to g ≥ 0.
This way we get some functions W
(g)
n (x1, . . . , xn) that also depend on
formal parameters ti, i ≥ 0.
As soon as we get some meaningful combinatorial problem, where it
is natural to arrange the answers into the generating functions of this
type, it makes sense to check whether these functions W
(g)
n (x1, . . . , xn)
can be reproduced via the topological recursion [15]. The theory of
topological recursion has initially occurred as a way to solve a set of
loop equations satisfied by the correlation functions of a particular class
of matrix models [11, 7, 14, 8]. Then it has evolved to a more abstract
and much more general mathematical theory that associates some func-
tionsW
(g)
n (x1, . . . , xn) to some small input related to an algebraic curve
called spectral curve, see [15]. The question is whether we can prove
the topological recursion for the generating functions W
(g)
n (x1, . . . , xn)
and, if yes, what would be the spectral curve in this case.
For an expert in matrix models the answer is obvious. Indeed, we
go back to the original formulation in terms of bi-colored maps. It is a
standard representation of correlation functions of a two matrix model,
see a survey in [13] or more recent paper [2], and the topological recur-
sion in this case is derived in [8]. However, the general question that
one can pose there is whether there is any way to relate the topological
recursion to the intrinsic combinatorics of bi-colored maps. There are
two steps of derivation of the topological recursion in [8]. First, using
skillfully chosen changes of variables in the matrix integral, one can
define the loop equations for the correlation functions [10]. Then, via a
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sequence of formal computations, one can determine the spectral curve
and prove the topological recursion.
The loop equations of a formal matrix model are equivalent to some
combinatorial properties of bi-colored maps [21]. In this paper, we ex-
hibit these combinatorial relations deriving the loop equations directly
from the intrinsic combinatorics of the bi-colored maps. This proce-
dure can be generalized for deriving combinatorially the loop equa-
tions of an arbitrary formal matrix model. This allows us to give a
new, purely combinatorial proof of the topological recursion for the
functions W
(g)
n (x1, . . . , xn).
Let us stress that in [13, 2, 8] this problem of counting dessins
d’enfant was addressed in matrix model approach. In our paper, by
proving loop equations in a combinatorial way, we have a purely com-
binatorial approach to this problem.
Let us also note that although the above mentioned papers dealt
with the same numbers (counting dessins d’enfant), different generating
functions were considered. The link to the spectral curve topological
recursion was not established there. Since spectral curve topological
recursion arose in the context of matrix models, the step from a matrix
model for a particular counting problem to the topological recursion is
a well-known one, and in this particular case it follows from existing
works. We stress, however, that in our paper we circumvent the ma-
trix model approach and obtain a purely combinatorial proof for the
spectral curve topological recursion.
As a motivating example for our work, we use a recent question posed
by Do and Manescu in [9]. They considered the enumeration problem
for a special case of our bi-colored maps, where all polygons of the white
color have the same length a. In this case, they conjectured that this
enumeration problem satisfies the topological recursion and proposed
a particular spectral curve. So, as a special case of our result, we prove
their conjecture, and it appears to be a purely combinatorial proof.
Though similar problems were considered a lot recently [18, 3, 4], the
question posed by Do and Manescu was not covered there.
There is a general principle that associates to a given spectral curve
its quantization, which is a differential operator called quantum spectral
curve [17]. Conjecturally, this operator should annihilate the wave
function, which is, roughly speaking, the exponent of the generating
series of functions
∫ x
· · ·
∫ x
W
(g)
n (x1, . . . , xn)dx1 · · ·dxn. We show that
this general principle works in this case, namely, we derive the quantum
spectral curve directly from the same combinatorics of loop equations.
This generalizes the main result in [9] .
The combinatorics that we use in the analysis of bi-colored maps is
in fact of a more general nature. The same idea of derivation of the
loop equations can be used in more general settings. In particular,
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we outline the idea of how it would work for the enumeration of 4-
colored maps, where the topological recursion was derived from the
loop equations by Eynard in [12].
1.1. Organization of the paper. In Section 2 we recall the defini-
tions of hypermaps and discuss generating functions corresponding to
hypermap enumeration problems.
In Section 3 we reformulate the definition of hypermaps in terms
of bi-colored maps and, for use as a motivation for our combinatorial
proof, recall the 2-matrix model which gives rise to enumeration of
bi-colored maps.
In Section 4 we recall the form of the loop equations for the 2-matrix
model and then we show that using purely combinatorial argument
to prove the basic building blocks of loop equations, we can obtain a
purely combinatorial proof of the spectral curve for the enumeration of
bi-colored maps.
In Section 5 we review the problem of finding the quantum curve for
enumeration of hypermaps.
In Section 6 we outline the idea of the proof of the spectral curve
topological recursion for the even further generalization of our problem:
the case of 4-colored maps, which corresponds to 4-matrix models.
2. Branched covers of P1
2.1. Definitions. We are interested in the enumeration of covers of P1
branched over three points. These covers are defined as follows.
Definition 2.1. Consider m positive integers a1, . . . , am and n posi-
tive integers b1, . . . , bn. We denote byMg,m,n(a1, . . . , am|b1, . . . , bn) the
weighted count of branched covers of P1 by a genus g surface withm+n
marked points f : (S; q1, . . . , qm; p1, . . . , pn)→ P
1 such that
• f is unramified over P1\{0, 1,∞};
• the preimage divisor f−1(∞) is a1q1 + . . . amqm;
• the preimage divisor f−1(1) is b1p1 + . . . bnpn;
Of course, a cover f can exist only if a1 + · · ·+ am = b1 + · · ·+ bn. In
this case d = b1 + · · ·+ bn is called the degree of a cover.
These covers are counted up to isomorphisms preserving the marked
points p1, . . . , pn pointwise and covering the identity on P
1. The weight
of a cover is equal to the inverse order of its automorphism group.
Example 2.2. In [9] the authors consider the case of
Mg,d/a,n(a, . . . , a|b1, . . . , bn),
and relate this enumeration problem to the existence of a quantum
curve.
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Since such a branched cover can be recovered just from its mon-
odromy around 0, 1 and ∞, it is convenient to reformulate this enu-
meration problem in different terms.
Definition 2.3. Let us fix d ≥ 1, g ≥ 0, m ≥ 1, and n ≥ 1. A
hypermap of type (g,m, n) is a triple of permutations (σ0, σ1, σ∞) ∈ S
3
d
such that
• σ0σ1σ∞ = Id;
• σ1 is composed of n cycles;
• σ∞ is composed of m cycles.
A hypermap is called connected if the permutations σ0, σ1, σ∞ gen-
erate a transitive subgroup of Sd. A hypermap is called labelled if the
disjoint cycles of σ1 are labelled from 1 to n.
Two hypermaps (σ0, σ1, σ∞) and (τ0, τ1, τ∞) are equivalent if one can
conjugate all the σi’s to obtain the τi’s. Two labelled hypermaps are
equivalent if in addition the conjugation preserves the labelling.
By Riemann existence theorem, one has
Lemma 2.4. The number Mg,m,n(a1, . . . , am|b1, . . . , bn) is equal to the
weighted count of labelled hypermaps of type (g,m, n) where the cy-
cles of σ∞ have lengths a1, . . . , am and the cycles of σ1 have length
b1, . . . , bn. Here the weight of a labelled hypermap is the inverse order
of its automorphism group.
2.2. Generating functions. In order to compute these numbers, it
is very useful to collect them in generating functions. For this purpose,
we define:
Definition 2.5. Let us fix integer g ≥ 0 and n ≥ 1 such that 2g− 2+
n > 0. We also fix one more integer a ≥ 1 that will be used to restrict
the possible length of cycle in σ∞.
The n-point correlation function is defined by
(1) Ω(a)g,n(x1, . . . , xn) :=
∞∑
m=0
∑
1≤a1,...,am≤a
0≤b1,...,bn
Mg,m,n(a1, . . . , am|b1, . . . , bn)
m∏
i=1
tai
n∏
j=1
bjx
−bj−1
i .
It is a function of the variables x1, . . . , xn that depends on formal pa-
rameters t1, . . . , ta.
Remark 2.6. Note that the product
Mg,m,n(a1, . . . , am|b1, . . . , bn)
n∏
j=1
bj
counts the same covers as in Definition 2.1, but with an additional
choice, for each i, of one of the possible bi preimages of a path from 1
to 0 starting at point pi.
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For later convenience in the definition of the quantum curve, we
define the symmetric counterpart of the n-point correlation function
by (for (g, n) 6= (0, 1))
(2) F (a)g,n(x) :=
∫ x
. . .
∫ x
Ω(a)g,n(x1, . . . , xn)dx1 . . . dxn
The special case (g, n) = (0, 1), as usual, includes a logarithmic term:
(3) F
(a)
0,1 (x) := log(x) +
∫ x
Ω
(a)
0,1(x1)dx1
Then we define the wave function by
(4) Z(a)(x, ~) := exp
[
∞∑
g=0
∞∑
n=1
~2g+n−2
n!
F (a)g,n(x)
]
.
Remark 2.7. Note that in Do and Manescu’s paper [9] a different def-
inition of Fg,n was used, differing by (−1)
n, which leads to a different
definition of Z(a), and, in turn, to a slightly different quantum spectral
curve equation. See more on this in Section 5.
3. Maps and matrix models
In the present section we discuss the definition of bi-colored maps
and review certain matrix model results for the corresponding counting
problem.
These matrix model results serve as a motivation for our combina-
torial proof of the spectral curve topological recursion, which is given
in the next section.
Namely, we recall known matrix integral formulas for the generating
functions for bi-colored maps, and then we refer to the known proof of
the spectral curve topological recursion corresponding to this matrix
model. We note that this latter proof only uses the loop equations of the
corresponding matrix model as its input. This allows us to give a new,
purely combinatorial proof this spectral curve topological recursion, by
proving the loop equations independently in a combinatorial way (in
Section 4). This is the main result of the present paper.
3.1. Covers branched over 3 points and maps. There exists a
natural graphical representation of hypermaps (which are dual objects
to dessins d’enfant [19] and generalize the construction of [9]).
Let us now describe how to associate a colored map1 to any labelled
hypermap.
1In the following, when referring to a map, we refer to a combinatorial object
corresponding to a polygonalisation of a surface. These objects appear naturally
in the literature in the context of random matrices and were introduced in physics
as part of various attempts to quantize gravity in 2 dimensions and to approach
string theory from a discrete point of view.
COMBINATORICS OF LOOP EQUATIONS 7
Each independent cycle ρi in the decomposition of σ1 = ρ1ρ2 . . . ρn is
represented by a black |ρi|-gon whose corners are cyclically ordered and
labelled by the numbers composing ρi. We glue these black polygons
by their corners following σ0. Namely, for each disjoint cycle ρ =
(α1, . . . , αk) of σ0, one attaches the corners of black faces labelled by
α1, . . . αk to a 2k-valent vertex such that:
• Turning around the vertex, one encounters alternatively white
and black sectors (k of each) separated by the edges adjacent
to the vertex;
• when turning counterclockwise around the vertex starting from
the corner labelled by α1, the labels of the corner corresponding
to the black sectors adjacent to the vertex form the sequence
α1, α2, . . . , αk.
Example 3.1. Let us give an example of a bi-colored map. Consider a
hypermap corresponding to d = 7, g = 0,
σ0 = (1, 5, 7)(4, 6),
σ1 = (1, 2, 3, 4)(5, 6, 7),
σ∞ = (1, 6, 3, 2)(4, 5)
Then the corresponding bi-colored map can be seen in Figure 1.
4
6
3
2 1
5
7
Figure 1. Bi-colored map
In this figure we see two black polygons corresponding to cycles
(1, 2, 3, 4) and (5, 6, 7) of σ1; they are glued according to σ0.
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Let us fix a ≥ 1. We denote by G
(a)
g,m,n the set of bi-colored maps,
where m is the number of white polygons, n is the number of black
polygons, and g is the genus of the surface we get by gluing the poly-
gons and a is the maximum perimeter of a white polygon. We assume
that the black polygons are labelled, and we consider the maps up to
combinatorial isomorphisms preserving this labelling. For a particular
map M ∈ G
(a)
g,m,n we denote by Aut(M) its automorphism group.
One can restate the problem of enumerating covers of P1 as counting
bi-colored maps as follows.
Lemma 3.2. The function Ω
(a)
g,n(x1, . . . , xn) is the generating function
of bi-colored maps with an arbitrary number m ≥ 1 of white faces
whose perimeters are less or equal to a and n marked black faces with
perimeters b1, . . . , bn. That is,
(5) Ω(a)g,n(x1, . . . , xn) =
∞∑
m=1
∑
M∈G
(a)
g,m,n
∏a
i=1 t
ni(M)
i
|Aut(M)|
n∏
j=1
bj(M)x
−bj(M)−1
j .
Here by ni(M) we denote the number of white polygons of perimeter i
in M , and b1(M), . . . , bn(M) are the perimeters of the black polygons
in M .
3.2. Matrix model and topological recursion. In the present sub-
section we recall the matrix model techniques of solving the problem of
enumeration of bi-colored maps, which provide the motivation for our
subsequent combinatorial proof of spectral curve topological recursion
for this problem.
The enumeration of bi-colored maps is a classical problem of random
matrix theory which is equivalent to the computation of formal matrix
integrals. One can state this equivalence in the following way.
Lemma 3.3. (see, e. g. [13]) Consider the partition function of a
formal Hermitian two-matrix model
Z
(
~t(1),~t(2)
)
:=(6) ∫ formal
HN
dM1 dM2 e
−N [Tr(M1M2)−Tr V1(M1)−TrV2(M2)]
where the potentials Vi(x), i = 1, 2, are polynomials of degree di,
(7) Vi(x) =
di∑
d=1
t
(i)
d
d
xd.
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This partition function is a generating function of bi-colored maps, that
is,
Z
(
~t(1),~t(2)
)
=(8)
∞∑
g,m,n=0
∑
M∈S•g,m,n
d1∏
i=1
[
t
(1)
i
]n(1)i (M) d2∏
i=1
[
t
(2)
i
]n(2)i (M)
|Aut(M)|
where
• S•g,m,n is the set of bi-colored maps, possibly disconnected, of
genus g composed of n black polygons and m white polygons
glued by their edges, such that black polygons are glued only to
white polygons and vice versa. Neither black nor white polygons
are marked.
• By n
(1)
i (M) (resp. n
(2)
i (M)) we denote the number of black (resp.
white) polygons of perimeter i in M ;
It is also possible to enumerate connected maps with some specific
marked faces by computing certain correlation functions of this formal
matrix model.
Definition 3.4. For any set of words (non-commutative monomials)
{fi(x, y)}
s
i=1 in two variables, we define the correlator of the formal
matrix model by〈
s∏
i=1
Tr fi(M1,M2)
〉
:=
∫ formal
HN
dµN(M1,M2)
∏s
i=1Tr fi(M1,M2)
Z
(
~t(1),~t(2)
) ,
where the measure of integration µ(M1,M2) is the same as before,
dµN(M1,M2) := dM1 dM2 e
−N [Tr(M1M2)−Tr V1(M1)−Tr V2(M2)].
We denote by
〈
s∏
i=1
Tr fi(M1,M2)
〉
c
its connected part.
In matrix models, one classically works with generating series of such
correlators (named correlation functions) defined by
Wk,l(x1, . . . , xk; y1, . . . , yl) :=
〈
k∏
i=1
Tr
1
xi −M1
l∏
j=1
Tr
1
yj −M2
〉
c
.
These correlation functions have to be understood as series expansions
around xi, yi →∞:
(9)
Wk,l(x1, . . . , xk; y1, . . . , yl) :=
∑
~n∈Nk
∑
~m∈Nl
〈
k∏
i=1
TrMni1
xni+1i
l∏
j=1
TrM
mj
2
y
mj+1
j
〉
c
.
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These correlation functions admit a topological expansion, i. e. they
can be written as
Wk,l(x1, . . . , xk; y1, . . . , yl) =
∞∑
g=0
N2−2g−k−lW
(g)
k,l (x1, . . . , xk; y1, . . . , yl)
where each of W
(g)
k,l does not depend on N .
With this notation,
W
(g)
k,l (x1, . . . , xk; y1, . . . , yl) =
∞∑
m,n=0
∑
~α∈Nk
~β∈Nl
∑
M∈S◦
g,m,n|~α,~β
d1∏
i=1
[
t
(1)
i
]n(1)i (M) d2∏
i=1
[
t
(2)
i
]n(2)i (M)
|Aut(M)|
k∏
i=1
xαi+1i
l∏
j=1
y
βj+1
j
,
where S◦
g,m,n|~α,~β
is the set of connected bi-colored maps of genus g com-
posed of n unmarked black faces, m unmarked white faces, k marked
black faces of perimeters α1, . . . , αk, each having one marked edge, and
l marked white faces of perimeter β1, . . . , βn, each having one marked
edge too; black faces are only glued to white faces and vice versa, as
above.
Such a model admits a spectral curve. This means that there exists
a polynomial P (x, y) of degree d1−1 in x and d2−1 in y such that the
generating function for discs W
(0)
1,0 (x) satisfies an algebraic equation:
E2MM(x,W
(0)
1,0 (x)) = 0, x ∈ C,
where
E2MM(x, y) = (V
′
1(x)− y)(V
′
2(y)− x)− P (x, y) + 1.
In [14, 8], it was proved that the correlation functions W
(g)
k,0 can be
computed by topological recursion on this spectral curve.
First, let us recall the definition of the spectral curve topological
recursion.
Definition 3.5. [15] Let C be an algebraic curve, x and y two functions
on C and ω0,2 a bidifferential defined on C × C. Denote ydx by ω0,1
and let ai stand for zeroes of dx and σi(z) stand for the deck trans-
formation near ai. Then spectral curve topological recursion defines
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n-multidifferentials ωg,n by the following recursive formula
(10) ωg,n(z1, . . . , zn)
=
1
2
∑
i
Res
z−>ai
∫ σi(z)
z
ω0,2( · , z1)
ω0,1(σi(z))− ω0,1(z)
[
ωg−1,n+1(z, σi(z), z2, . . . , zn)
+
stable∑
g1+g1=g
I⊔J={2,...,n}
ωg1,|I|+1(z, zI)ωg2,|J |+1(σi(z), zJ )
]
,
”Stable” above the summation sign stands for taking the sum excluding
the terms where (g1, |I|) = (0, 1) or (g2, |J |) = (0, 1).
Theorem 3.6. [14, 8] The correlation functions of the 2-matrix models
can be computed by the topological recursion procedure of [15] with the
genus 0 spectral curve
E2MM (x, y) = (V
′
1(x)− y)(V
′
2(y)− x)− P (x, y) + 1
and the genus 0, 2-point function defined by the bilinear differential
ω0,2(z1, z2) =
dz1dz2
(z1 − z2)2
for a global coordinate z on the spectral curve.
The proof of this theorem consists in three steps:
• First, find a set of equations satisfied by the correlation func-
tions of the matrix model.
• Second, show that these equations admit a unique solution ad-
mitting a topological expansion.
• Third, exhibit a solution which immediately implies the topo-
logical recursion.
3.3. A matrix model for branched covers. Since the problem of
enumerating branched covers can be rephrased in terms of bi-colored
maps, one can find a matrix model representation for it.
Using the definition of the preceding section together with the hy-
permap representation of section 3.1, one immediately finds that
Lemma 3.7. The correlation functions of the formal two matrix model
with potentials V1(x) = 0 and V2(x) =
a∑
i=1
ti
i
xi coincide with the gener-
ating series of covers of P1 branched over 3 points defined in (5), for
(g, k) 6= (0, 1):
(11) W
(g)
k,0 (x1, . . . , xk) = Ω
(a)
g,k(x1, . . . , xk).
For (g, k) = (0, 1) we have
(12) W
(0)
1,0 (x1) =
1
x
+ Ω
(a)
0,1(x1).
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Applying [15, 8], one can thus compute the generating series using
topological recursion.
We have:
Theorem 3.8. The generating series for hypermaps
(13) ωgn(x1, . . . , xk) = Ω
(a)
g,k(x1, . . . , xk)dx1 . . . dxn
can be computed by topological recursion with a genus 0 spectral curve
(14) E(a)(x, y) = y
(
a∑
i=1
tiy
i−1 − x
)
+ 1 = 0
and the genus 0 2-point function defined by the corresponding Bergmann
kernel, i. e.
(15) ω0,2(z1, z2) =
dz1 ⊗ dz2
(z1 − z2)2
for a global coordinate z on the genus 0 spectral curve.
For brevity, we are not reproducing here the arguments from [15, 8],
but we note that the only fact about the matrix model that is used
in these arguments to prove the spectral curve topological recursion is
the loop equations for the matrix model.
In the next section we prove these loop equations independently in a
combinatorial way, and thus obtain a new, purely combinatorial, proof
of Theorem 3.8, which is the main result of the present paper.
Remark 3.9. Theorem 3.8 in particular answers the question by Do and
Manescu [9] considering such covers with only type a ramifications above 1.
The spectral curve is indeed, like Do and Manescu suggested,
(16) E(a)(x, y) = y
(
ya−1 − x
)
+ 1 = 0
coinciding with the classical limit of their quantum curve.
4. Loop equations and combinatorics
The proof of Theorem 3.8 in [15, 8] relies on the representation of
our combinatorial objects in the form of a formal matrix integral. Ac-
tually, the only input from the formal matrix model is the existence
of loop equations satisfied by the correlation functions of the model.
These loop equations are of combinatorial nature and should reflect
some cut-and-join procedure satisfied by the hypermaps being enumer-
ated. However, a simple combinatorial interpretation of these precise
2-matrix model loop equations could not be found in the literature,
even if some similar and probably equivalent equations have been de-
rived combinatorially in some particular cases [5, 21]. In this section,
we derive such an interpretation, allowing to bypass the necessity to
use any integral (matrix model) representation and thus getting a com-
pletely combinatorial proof of the results of the preceding section.
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Remark 4.1. While writing the paper, we have been informed that such a
direct derivation of the loop equations for the 2-matrix model is performed
in chapter 8 [16] which is in preparation and whose preliminary version can
be found online.
4.1. Loop equations. In order to produce the hierarchy of loop equa-
tions whose solution gives rise to the topological recursion, one com-
bines two set of equations which can be written as follows:
• The first one corresponds to the change of variable
M2 → M2 + ǫ
1
x−M1
n∏
i=1
Tr
1
xi −M1
in the formal matrix integral defining the partition function.
To first order in ǫ, the compensation of the Jacobian (which is
vanishing here) with the variation of the action gives rise to the
equation:〈
Tr
(
M1
x−M1
) n∏
i=1
Tr
1
xi −M1
〉
(17)
=
〈
Tr
(
1
x−M1
V ′2(M2)
) n∏
i=1
Tr
1
xi −M1
〉
• The second one corresponds to the change of variable
(18) M1 →M1 + ǫ
1
x−M1
V ′2(y)− V
′
2(M2)
y −M2
n∏
i=1
Tr
1
xi −M1
and reads
〈
Tr
(
1
x−M1
V ′2(y)− V
′
2(M2)
y −M2
M2
) n∏
i=1
Tr
1
xi −M1
〉(19)
=
〈
Tr
(
V ′1(M1)
x−M1
V ′2(y)− V
′
2(M2)
y −M2
) n∏
i=1
Tr
1
xi −M1
〉
+
1
N
〈
Tr
(
1
x−M1
)
Tr
(
1
x−M1
V ′2(y)− V
′
2(M2)
y −M2
) n∏
i=1
Tr
1
xi −M1
〉
+
1
N
n∑
i=1
〈
Tr
(
1
(xi −M1)2
1
x−M1
V ′2(y)− V
′
2(M2)
y −M2
)∏
j 6=i
Tr
1
xj −M1
〉
Note that in these equations the correlators are not the connected
ones, but they are generating functions of possibly disconnected maps
of arbitrary genus.
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4.2. Combinatorial interpretation. The loop equations (17), (19)
make sense only in their x, xi, y → ∞ series expansions. These ex-
pansions generate a set of equations for the correlators of the matrix
models which can be interpreted as relations between the number of
bi-colored maps with different boundary conditions. In this section, we
give a combinatorial derivation of these relations.
4.2.1. Definition of boundary conditions. In order to derive the loop
equations, we have to deal with bi-colored maps with boundaries (or
marked faces) of general type. A map with n boundaries is a map
with n marked faces (polygons), each carrying a marked edge. The
boundary conditions are defined as the color of the marked face.
However, in the following, we need to also introduce mixed-type
boundary conditions described as follows.
A bi-colored map with n mixed-type boundaries is a map with n
marked faces (each with a marked edge), where all unmarked faces are
colored either black or white (as usual, black faces can border only
white ones and vice versa). The marked faces are uncolored. In addi-
tion, edges of the map are colored in the following way. We say that
each edge has two flanks, associated with two possible normal direc-
tions to the edge. Each of these two flanks for each edge is colored
either black or white such that 1) for a given edge its two flanks are
oppositely colored and 2) if a given edge belongs to an unmarked face,
its flank in the direction of this face has the same color as the face. For
convenience, for a given face F let us call the F -facing flanks of the
edges of F inner with respect to F , and the opposite flanks outer.
The boundary conditions of a marked face are then given by the
sequence of colors of the inner flanks of the edges of this face starting
from the marked edge and going clockwise from it.
For a given marked face consider a set of n sequences of non-negative
integers
(20) Si = bi,1, ai,1, bi,2, ai,2 . . . bi,li, ai,li , i = 1, . . . n.
Here bi,1 is the number of consecutive inner black flanks starting from
the inner flank of the marked edge and going clockwise (it is equal to
zero if the marked edge is white), ai,1 is the number of the following
consecutive white flanks, and so on.
We define T
(g)
S1,...,Sn
to be the number of connected bi-colored maps of
genus g with n boundaries with the boundary conditions S1, . . . , Sn.
Remark 4.2. In terms of correlators of a two matrix model, one can write
(21)
T
(g)
S1,...,Sn
= Nn+2g−2
〈
n∏
i=1
Tr
(
M
bi,1
1 M
ai,1
2 M
bi,2
1 M
ai,2
2 . . .M
bi,li
1 M
ai,li
2
)〉g
c
where the superscript g means that we only consider the g’th term of the
expansion in N−2 of this correlator.
COMBINATORICS OF LOOP EQUATIONS 15
4.2.2. Cut-and-join equations. With these definitions, we are ready to
derive the loop equations (17) and (19).
Namely, we can generalize to the two matrix model the procedure de-
veloped by Tutte for the enumeration of maps [20] and then extensively
developed in the study of formal random matrices. Let us consider a
connected genus g map with n+1 boundaries with boundary conditions
(22) S0 = k + 1, 0; Si = ki, 0, i = 1, . . . , n.
This means that the inner flanks of all the edges of the marked faces
are black. This map contributes to T
(g)
k+1,0;k1,0;...;kn,0
. Let us remove the
marked edge from the boundary 0. Since one can only glue together
faces of different colors, on the other side of the marked edge one can
find only a white (unmarked) l-gon with 1 ≤ l ≤ d2. After removing
the edge, let us mark in the resulting joint polygon the edge which
is located clockwise from the origin of the removed edge (the origin
of an edge is the vertex located on the counterclockwise side of the
edge). We end up with a map that contributes to T
(g)
0,l−1,k,0;k1,0;...;kn,0
.
This procedure is bijective between the sets considered. We take the
sum over all possibilities, taking into account the weight of the edge
and l-gon removed, and we see that
(23) T
(g)
k+1,0;k1,0;...;kn,0
=
d2∑
l=1
t
(2)
l T
(g)
0,l−1,k,0;k1,0;...;kn,0
.
Multiplying by x−k−1x−k1−1 . . . x−kn−1 and taking the sum over
k, k1, . . . , kn, one recovers the loop equation (17).
This first equation produces mixed boundary condition out of ho-
mogeneous black conditions. Let us now proceed one step further and
apply Tutte’s method to the maps produced in this way.
Let us consider a map contributing to T
(g)
0,l+1,k,0;k1,0;...;kn,0
, i. e. a genus
g connected map with boundary condition:
(24) S0 = 0, l + 1, k, 0; Si = ki, 0, i = 1, . . . , n.
Note that it follows from our definition that the inner flank of the
marked edge of the 0− th marked face is of white boundary condition
type. When we remove it, we can produce different types of maps,
namely, strictly one of the three following cases takes place.
• On the other side of the edge lies an unmarked black m-gon.
We remove the edge and this gives a map that contributes to
T
(g)
0,l,k+m−1,0;k1,0;...;kn,0
.
• The opposite flank of the edge is a black inner flank of the
same marked face. Then two possible cases occur. The result-
ing surface can still be connected, giving rise to a map con-
tributing to T
(g−1)
m,0;0,l,k−m,0;k1,0;...;kn,0
for some 1 ≤ m ≤ k, i. e.
with one more boundary but a genus decreased by one. Or
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removing the marked edge can disconnect the map into two
connected component giving contributions to T
(h)
m,0;kα1 ,0;...;kαj ,0
and T
(g−h)
0,l,k−m,0;kβ1 ,0;...;kβn−j ,0
respectively, where 0 ≤ h ≤ g and
{α1, . . . , αj}∪{β1, . . . , βn−j} = {1, . . . , n}. This type of behav-
ior can be thought of as a ”cut” move.
• On the other side of the edge lies a marked black face with
boundary condition (ki, 0). Removing the edge, one gets a con-
tribution to T
(g)
0,l,k+ki−1,0;k1,0;...;ki−1,0;ki−m,0;ki+1,0...;kn,0
. This type of
behavior can be thought of as a ”join” move.
Once again, this procedure is bijective, if we take the sum over all
cases. Taking into account the weight of the elements removed, we
end up with an equation relating the number of bi-colored maps with
different boundary conditions:
T
(g)
0,l+1,k,0;k1,0;...;kn,0
(25)
=
d2∑
m=0
t(2)m T
(g)
0,l,k+m−1,0;k1,0;...;kn,0
+
k∑
m=0
T
(g−1)
m,0;0,l,k−m,0;k1,0;...;kn,0
+
k∑
m=0
g∑
h=0
∑
~α∪~β={1,...,n}
T
(h)
m,0;kα1 ,0;...;kαj ,0
T
(g−h)
0,l,k−m,0;kβ1 ,0;...;kβn−j ,0
+
n∑
i=1
T
(g)
0,l,k+ki−1,0;k1,0;...;ki−1,0;ki−m,0;ki+1,0...;kn,0
where ~α = {α1, . . . , αj} and ~β = {β1, . . . , βn−j}. This equation is the
genus g contribution to the expansion of the loop equation (19) when
all its variables are large.
This concludes the fully combinatorial proof of the two matrix model’s
loop equations. The latter can be seen as some particular cut-and-join
equations. One can now apply the procedure used in [8] for solving
them (without having to introduce any matrix model consideration!)
and derive the topological recursion for the generating functions of
bi-colored maps with homogenous boundary conditions, which implies
Theorem 3.8.
5. Quantum curve
In this section we prove a generalization of the theorem of Do and
Manescu from [9] on the quantum spectral curve equation for enumer-
ation of hypermaps.
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Theorem 5.1. The wave function Z(a)(x), defined in (4), satisfies the
ODE: (
−~x
∂
∂x
+ 1 +
a∑
i=1
ti
(
~
∂
∂x
)i)
Z(a)(x) = 0(26)
Remark 5.2. The differential operator in the previous theorem is given
by the naive quantization of the classical spectral curve (14), y ↔ ~
∂
∂x
.
Note that in Do and Manescu’s paper [9] a different definition of Z(a)
was used, as noted above, and a different convention y ↔ −~
∂
∂x
.
5.1. Wave functions. In the proof we use the notations coming from
the formal matrix model formalism for simplicity, but as usual in the
formal matrix model setup, they just represent well defined combina-
torial objects which satisfy the loop equations derived in the preceding
sections.
In what follows we identify N with 1/~.
From the definition of the wave function Z(a), given in formulas (2)-
(4), from the identification between W
(g)
k,0 and Ω
(a)
g,k given by Equa-
tion (11) and from the definition of Wk,l (9), we have
(27)
Z(a)(x) = exp
(
1
~
log(x) +
∞∑
n=1
(−1)n
n!
∞∑
b1,...bn=1
〈
Tr(M b11 ) . . .Tr(M
bn
1 )
〉
c
b1 . . . bnxb1 . . . xbn
)
.
The standard relation between connected and disconnected correlators
imply
(28) Z(a)(x) = x1/~
∞∑
n=1
(−1)n
n!
∞∑
b1,...bn=1
〈
Tr(M b11 ) . . .Tr(M
bn
1 )
〉
b1 . . . bnxb1 . . . xbn
.
In order to simplify the notation, we introduce functions Zrn(x1, . . . , xn)
and Zr(y, x) for integers n ≥ 1, r ≥ 0 (we call these functions non-
principally-specialized wave functions).
Definition 5.3. The n-point wave function Zrn of level r is defined as
Zrn(x1, . . . , xn) :=(29)
log(x1) (−1)
n−1
∞∑
b2...bn=1
〈
Tr(M r2 ) Tr(M
b2
1 ) . . .Tr(M
bn
1 )
〉
b2 . . . bn x
b2
2 . . . x
bn
n
+ (−1)n
∞∑
b1,b2...bn=1
〈
Tr(M r2M
b1
1 ) Tr(M
b2
1 ) . . .Tr(M
bn
1 )
〉
b1 . . . bn x
b1
1 . . . x
bn
n
, r > 0
Z0n(x1, . . . , xn) := (−1)
n
∞∑
b1,b2...bn=1
〈
Tr(M b11 ) . . .Tr(M
bn
1 )
〉
b1 . . . bn x
b1
1 . . . x
bn
n
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and the almost-fully principally-specialized wave function of level r is
Zr(y, x) =
∞∑
n=0
1
n!
Zrn(y, x, . . . x)(30)
Note that with these definitions
(31) Z(a)(x) = x1/~Z0(x, x)
5.2. Loop equations in terms of Zrn. Considering the coefficient in
front of particular powers of 1/x and 1/xi’s in loop equations (17) and
(19) we get the following equations relating particular formal matrix
model correlators
〈
Tr(M b11 ) . . .Tr(M
bn
1 )
〉
=(32)
a∑
i=1
ti
〈
Tr
(
M b1−11 M
i−1
2
)
Tr(M b21 ) . . .Tr(M
bn
1 )
〉
〈
Tr
(
M r2M
b1
1
)
Tr(M b21 ) . . .Tr(M
bn
1 )
〉
=
~
n∑
j=2
bj
〈
Tr
(
M r−12 M
b1+bj−1
1
)
Tr(M b21 ) . . .
̂
Tr(M
bj
1 ) . . .Tr(M
bn
1 )
〉
+ ~
∑
p+q=b1−1
〈
Tr(M r−12 M
p
1 ) Tr(M
q
1 ) Tr(M
b2
1 ) . . .Tr(M
bn
1 )
〉
,
Here the hat above Tr(M
bj
1 ) means that it is excluded from the corre-
lator.
Let us sum the above equations over all b1, . . . , bn from 1 to ∞ with
the coefficient
(−1)n
xb11 b2 . . . bnx
b2
2 . . . x
bn
n
.
(note the absence of the 1/b1 factor). We get:
Lemma 5.4. Loop equations, written in terms of Zrn, read
(−x1
∂
∂x1
)Z0n(x1, . . . , xn) =(33)
a∑
i=1
ti(−
∂
∂x1
)Z i−1n (x1, . . . , xn)−
1
~x1
Z0n−1(x2, . . . , xn),
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1
~
(−x1
∂
∂x1
)Z1n(x1, . . . , xn) =
(34)
−
n∑
j=2
[
(−
∂
∂xj
)Z0n−1(xj , x2, . . . x̂j . . . xn) +
1
~xj
Z0n−2(x2, . . . x̂j . . . xn)
]
+
2
~
(−
∂
∂x1
)Z0n(x1, . . . , xn)−
1
~2x1
Z0n−1(x2, . . . , xn)
− x1
∂2
∂u1∂u2
∣∣∣
u1=u2=x1
Z0n+1(u1, u2, x2, . . . , xn)
−
n∑
j=2
1
(x1 − xj)
[
x1
∂
∂x1
Z0n−1(x1, . . . x̂j . . . xn)− xj
∂
∂xj
Z0n−1(xj , x2, . . . x̂j . . . xn)
]
,
and, for all r > 1,
1
~
(−x1
∂
∂x1
)Zrn(x1, . . . , xn) =
(35)
−
n∑
j=2
(−
∂
∂xj
)Zr−1n−1(xj , x2, . . . x̂j . . . xn) +
1
~
(−
∂
∂x1
)Zr−1n (x1, . . . , xn)
− x1
∂2
∂u1∂u2
∣∣∣
u1=u2=x1
Zr−1n+1(u1, u2, x2, . . . , xn)
−
n∑
j=2
1
(x1 − xj)
[
x1
∂
∂x1
Zr−1n−1(x1, x2, . . . x̂j . . . xn)− xj
∂
∂xj
Zr−1n−1(xj , x2, . . . x̂j . . . xn)
]
.
5.3. Symmetrization of loop equations. Last step to obtain quan-
tum curve equation is to put all equations (33)–(35) into principal
specialization: put all xi’s equal to x.
The following obvious statement plays a crucial role in the induction:
Lemma 5.5. Let f(x1|x2, . . . , xn) be a symmetric function in the vari-
ables x2, . . . , xn (so, x1 is treated specially here). Then we have the
following formula for the derivative in the principal specialization.
∂
∂x
f(x|x, . . . , x) =
∂
∂u
∣∣∣
u=x
f(u|x, . . . , x) + (n− 1)
∂
∂u
∣∣∣
u=x
f(x|u, x, . . . , x).
(36)
In particular, if f(x1, x2, . . . , xn) =
∂
∂x1
g(x1, x2, . . . , xn), then
∂
∂x
∂
∂y
∣∣∣
y=x
g(y|x, . . . , x) =
(37)
∂2
∂u2
∣∣∣
u=x
g(u|x, . . . , x) + (n− 1)
∂2
∂u1∂u2
∣∣∣
u1=x,u2=x
g(u1|u2, x, . . . , x).
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Since Z0n is symmetric in all its arguments, the first equation of (33)
is equivalent to
1
n
(−x
∂
∂x
)Z0n(x, . . . , x) =(38)
− t1
1
~x
Z0n−1(x, . . . , x)−
1
n
∂
∂x
Z0n(x, . . . , x)
+
a∑
i=2
ti(−
∂
∂y
)
∣∣∣
y=x
Z i−1n (y, x, . . . , x)
We multiply this by 1
(n−1)!
and take the sum over n ≥ 0. We have:
(−x
∂
∂x
)Z0(x, . . . , x) =(39)
− t1
(
∂
∂x
+
1
~x
)
Z0(x, . . . , x)
+
a∑
i=2
ti
∞∑
n=0
1
(n− 1)!
(−
∂
∂y
)
∣∣∣
y=x
Z i−1n (y, x, . . . , x).
Then, the existence of a quantum curve equation relies on two obser-
vations:
Lemma 5.6. We have:
i > 1 :
∞∑
n=0
1
(n− 1)!
(−
∂
∂y
)
∣∣∣
y=x
Z in(y, x, . . . , x)(40)
=
(
1
x
+ ~
∂
∂x
) ∞∑
n=0
1
(n− 1)!
(−
∂
∂y
)
∣∣∣
y=x
Z i−1n (y, x, . . . , x)
i = 1 :
∞∑
n=0
1
(n− 1)!
(−
∂
∂y
)
∣∣∣
y=x
Z in(y, x, . . . , x)
= ~
[
−
∂2
∂x2
−
2
~x
∂
∂x
−
1/~(1/~− 1)
x2
]
Z0
= −
1
~
(
1
x
+ ~
∂
∂x
)2
Z0
Proof. These equations are direct corollaries of Equations (33), we just
have to put them into principal specialization and apply Lemma 5.5.

We combine Equation (39) and Lemma (5.6), and we obtain the
following equation:
(−~x
∂
∂x
)Z0 = −
a∑
i=1
ti
(
1
x
+ ~
∂
∂x
)i
Z0.(41)
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which, with help of commutation relation
x1/~
(
1
x
+ ~
∂
∂x
)
= ~
∂
∂x
◦ x1/~,(42)
leads directly to the statement of Theorem 5.1.
6. 4-colored maps and 4-matrix models
It turns out that the ideas above can be applied not only to bi-
colored maps (which correspond to the 2-matrix model case), but also
to 4-colored maps. In the current section we outline the idea of the
proof of the spectral curve topological recursion for the enumeration of
4-colored maps.
4-colored maps arise as a natural generalization of bi-colored maps.
Instead of considering partitions of surfaces into black and white poly-
gons, we consider partitions into polygons of four colors c1, c2, c3, c4,
such that polygons of color c1 are glued only to polygons of color c2,
polygons of color c2 are glued only to polygons of colors c1 and c3, poly-
gons of color c3 are only glued to those of color c2 and c4 and finally
polygons of color c4 are only glued to polygons of color c3. This can be
represented in terms of the following color incidency matrix:
(43)

0 1 0 0
1 0 1 0
0 1 0 1
0 0 1 0

Applying considerations similar to the ones in the above sections, it’s
easy to see that the problem of enumeration of such 4-colored maps is
governed by a 4-matrix model with the interaction part of the potential
being equal to
(44) −N Tr(M1M2 −M1M4 +M3M4),
since the inverse of the above incidency matrix is equal to
(45)

0 1 0 −1
1 0 0 0
0 0 0 1
−1 0 1 0

We see that in the 4-colored maps case, after a renumeration of matri-
ces and a certain change of signs, this still gives us the matrix model for
a chain of matrices (which is no longer true for, e.g., 6-colored maps).
Fortunately, the case of matrix model for a chain of matrices was stud-
ied by Eynard in [12], and the master loop equation obtained there
gives rise to the spectral curve topological recursion for this problem.
Again, it’s easy to see in the analogous way to what was discussed in the
previous sections that the individual building blocks of loop equations
can be proved to hold by purely combinatorial means.
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