









On multiple precision computing on Python programming environment
幸谷智紀∗
Tomonori KOUYA
Abstract: Multiple precision numerical computing is currently one of critical techniques, which can be
applied to ill conditioned problems or severe cases required to be able to guarantee enough accuracy of
numerical results. On the other hand, Python environment is used for AI technique such as deep-learning
which uses short length floating-point arithmetic such as IEEE754-1985 half-precision (binary16) or bfloat16
proposed by Intel in order to obtain the best performance. Therefore, multiple precision floating-point arith-
metic in Python are not currently gotten attention. In this paper, we introduce examples of ill conditioned
problems, show some methods to evaluate effect by round-off errors, and then explain the examples with
multiple precision library such as mpmath and gmpy2. Finally, we show that RDD library, which is our
original multi-component multiple precision arithmetic library available on Python or C environment, can



























f(x) = 4x(1 − x) (1)
を使った，漸化式
xi+1 := f(xi) = 4xi(1 − xi) (2)
によって導出される実数列 {xi}100i=0 を，IEEE754倍精度で計
算するスクリプト (Listing 1) と，数値結果 (Fig.1) を示す．
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x = [0.7501] # 初期値を配列の先頭値に格納
# x[i+1] に値を追加
for i in range(0, 100):
x.append(4 * x[i] * (1 - x[i]))
# x[0], x[10], ..., xを表示 [100]
print(’␣␣␣␣i,␣␣␣␣␣␣␣␣␣␣␣x[i]␣␣␣␣␣␣␣␣’)
for i in range(0, 101):








の 3つが考えられ，1→ 2→ 3という順に誤差評価のための
コストが増大することが知られている．逆に，誤差評価の正
確性という点では，2 は厳格ではあるが過大になるケースが





























フォルトの丸めモードである RN(Round to Nearest) の他，
+∞方向への丸めを行う RP(Round to Plus infinity)，−∞




のは Henrich5) から始まっているが，現在は Highamらが理
論的な観点からの確率的誤差評価法を提案している 6)．













めモードでの数列 {xRNn }, {xRPn }, {xRMn }を求め，その差異の
最大値 xmaxn :=max{|xRN −xRP|, |xRN −xRP|, |xRM −xRP|}
を xRNn の絶対誤差の評価値として使用する．このスクリプト
を Listing 2に示す．この結果は Fig.2(上)に示したようにな
り，x50 で有効桁数が失われていることが分かる．
Listing 2: ロジスティック写像 (丸め誤差評価付き)
# logistic_function_rmode.py
import rmode # 丸めモード変更
# デフォルトモード (RN)
rmode.print_rmode()
# --- start ---
x_rn = [0.7501] # 初期値を配列の先頭値に格納
# x[i+1] に値を追加
for i in range(0, 100):
x_rn.append(4 * x_rn[i] * (1 - x_rn[i]))




# --- start ---
# x_rp[i+1] を計算




# --- start ---
# x_rm[i+1] を計算
# --- end ---
# diff_rn_rm, diff_rn_rp, diff_rp_rm
rel_diff_rn_rm = [abs((x_rn[i] - x_rm[i]) / x_rn
[i]) for i in range(len(x_rn))]
rel_diff_rn_rp = [abs((x_rn[i] - x_rp[i]) / x_rn
[i]) for i in range(len(x_rn))]
rel_diff_rm_rp = [abs((x_rm[i] - x_rp[i]) / x_rn
[i]) for i in range(len(x_rn))]
max_rel_diff = [max(rel_diff_rn_rm[i],
rel_diff_rn_rp[i], rel_diff_rm_rp[i]) for i
in range(len(x_rn))]




for i in range(0, 101):












区間 I(a), I(b) = [b, b]に対する四則演算は次のように実行
される．ここで ⊕, ⊖, ⊗, ⊘ は通常の浮動小数点演算におけ
る加減乗算を示す．
I(a) + I(b) = [RM(a ⊕ b), RP(a ⊕ b)]
I(a) − I(b) = [RM(a ⊖ b), RP(a ⊖ b)]
I(a) × I(b) = [a ⊗ b, a ⊗ b]
ここで
a ⊗ b = min{RM(a ⊗ b), RM(a ⊗ b),
RM(a ⊗ b), RM(a ⊗ b)}
a ⊗ b = max{RP(a ⊗ b), RP(a ⊗ b),







i, x_rm[i] , x_rn[i] , x_rp[i] ,max_rel_diff
0, 7.50099999999999989e-01, 7.50099999999999989e-01, 7.50099999999999989e-01, 0.0e+00
10, 8.44495953602235394e-01, 8.44495953602201199e-01, 8.44495953602203309e-01, 4.0e-14
20, 1.42939724494728609e-01, 1.42939724528399537e-01, 1.42939724526234518e-01, 2.4e-10
30, 8.54295985559328397e-01, 8.54296020314658677e-01, 8.54296018080507924e-01, 4.1e-08
40, 7.74953760069827080e-01, 7.74995885155205677e-01, 7.74993177338575201e-01, 5.4e-05
50, 1.09649817246645534e-01, 7.95128764501052410e-02, 8.13185242954565651e-02, 3.8e-01
60, 9.11998235902822794e-04, 2.73187240440892098e-01, 5.22706152743196872e-01, 1.9e+00
(略)
$ python3 logistic_function_interval.py
i, [ x[i].left , x[i].right ]
0, [ 7.50099999999999989e-01, 7.50099999999999989e-01]
10, [ 8.44495953582817260e-01, 8.44495953621622331e-01]
20, [ 1.42919379590904727e-01, 1.42960069692795372e-01]
30, [ -1.50087739433940874e+03, 8.13706409017080773e+02]
40, [ -inf, inf]
(略)
$ python3 logistic_function_mpmath.py
i, x[i] , reldiff_x[i]
0, 0.7501 , 4.2e-42
10, 0.8444959536022174475371487025615413726687 , 6.3e-39
20, 0.1429397245123076552842817572313062883051 , 3.7e-35
30, 0.8542960037044218916661311842588928433885 , 6.3e-33
40, 0.7749757531182012412802234612707562922128 , 8.4e-30
50, 0.09337533219770302905518966334583697672587 , 5.0e-26
60, 0.4082201682908781318710195847819183178909 , 2.0e-23
70, 0.07151199970505857490143547709391045381237 , 6.1e-20
80, 0.4632533029007757191524172909492141810045 , 1.9e-17
90, 0.001334405012087528183908816303744773552959 , 4.8e-13
100, 0.07881798936664124034864055415374189744601 , 6.2e-11
Fig. 2: ロジスティック写像に基づく数列計算: 丸め方式変更を用いた有効桁判定方法 (上)，区間演算結果 (中)，mpmathに
よる多倍長精度計算結果 (下)
逆数は 1/I(b) = [1 ⊘ b, 1 ⊘ b] となるが，この場合は 0 <
I(b)という前提が必要である．この時，除法は逆数を用いて
I(a)/I(b) = I(a) × (1/I(b))として求める．
Pythonには後述するmpmathパッケージに区間演算 ivの
機能があるが，ここでは IEEE754 倍精度の丸めモード変更










# R.T.Kneusel, "Numbers␣and␣Computers", Springer
, 2015.






def __init__(self, left, right = None):
if right == None: self.left = left; self.
right = left
else: self.left = left; self.right = right
# + : 加算
def __add__(self, y):
rmode.set_rmode(rmode.FE_DOWNWARD)
left = self.left + y.left
rmode.set_rmode(rmode.FE_UPWARD)
















Listing 4: ロジスティック写像 (区間演算)
# logistic_function_interval.py
from interval import * # 手製区間演算ライブラリ
x = [Interval(0.7501)]
# x[i+1] に値を追加
const4 = Interval(float(4)) # const4 := 4
const1 = Interval(float(1)) # const1 := 1
for i in range(0, 100):
x.append(const4 * x[i] * (const1 - x[i]))
# x[0], x[10], ..., xを表示 [100]
print(’␣␣␣␣i,␣[␣␣␣␣␣␣␣x[i].left␣␣␣␣␣␣␣␣␣,␣␣␣␣␣␣␣
␣␣x[i].right␣␣␣␣␣␣␣]’)
for i in range(0, 101):




IEEE754倍精度を使う限り，仮数部は 2進 53 bits固定で


























Listing 5: ロジスティック写像 (mpmath利用)
import mpmath
# 10 進 40 桁計算
mpmath.mp.dps = 40 # 仮数部の進桁数 10
x = [mpmath.mp.mpf(’0.7501’)]
for i in range(0, 100):
x.append(4 * x[i] * (1 - x[i]))
# 10 進 80 桁計算
mpmath.mp.dps = 80
xl = [mpmath.mp.mpf(’0.7501’)]
for i in range(0, 100):
xl.append(4 * xl[i] * (1 - xl[i]))
reldiff_x = [mpmath.fabs((xl[i] - x[i]) / xl[i])
for i in range(len(x))]
print(’␣␣␣␣i,␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣x[i]␣␣␣␣␣␣␣␣␣
␣␣␣␣␣␣␣␣␣␣,␣reldiff_x[i]’)
for i in range(0, 101):
if i % 10 == 0:
print(f’{i:5d},␣’, mpmath.nstr(x[i], 40), ’,
␣’, mpmath.nstr(reldiff_x[i], 2))




は Listing 6のようになる．計算結果は mpmathと同様にな
るので省略するが，書式制御が使えるので，mpmathより表
示結果の見栄えは良くなる．





for i in range(0, 100):




for i in range(0, 100):
xl.append(4 * xl[i] * (1 - xl[i]))




for i in range(0, 101):
if i % 10 == 0:
print(f’{i:5d},␣{x[i]:50.40e},␣{reldiff_x[i
]:5.1e}’)

































































































Fig. 4: mpfr tデータ型の構造体
Pythonの mpmathパッケージの多倍長精度浮動小数点演


















等式が成り立つ無誤差変換 (error-free transformation) 技法
を利用することで，既存浮動小数点数を 2つ組み合わせ，例え





と QD の中間となる 3 つの既存浮動小数点数を用いる 3 倍
精度演算 4) も提唱されており，binary64を用いれば Triple-
double(TD) 精度演算が実現できることが判明している．後











































逆に QD 以下の精度であれば，MPFR 212 bits 計算より
も四則演算，特に加減乗算は高速になる．実際，演算単位の
速度比較を行うと，Fig.6 に示す通り，DD 精度では MPFR
106 bits 計算より圧倒的に高速であり，QD 演算では除算を












我々は MPFR や QD をベースとした多倍長精度行列乗算
ライブラリ 15) を作成し公開している．現在，さらなる高速
化，特に DD,QD演算を高速化し，QDライブラリには存在

















今回我々はこの RDD ライブラリを Python から呼び出せ
るよう，RDDパッケージを作成した．rdd.hのインライン関

















_fields_ = [(’val’, ct.c_double * 2)]
# constructor
def __init__(self, x0 = None, x1 = None):
if x0 != None: self.val[0] = x0
else: self.val[0] = 0.0
if x1 != None: self.val[1] = x1
else: self.val[1] = 0.0
# mpfr_set_dd
def mpfr_set_dd(self, prec = None):
old_prec = gmpy2.get_context().precision
if prec != None:
gmpy2.get_context().precision = prec
r = gmpy2.mpfr(’0.0’)





















っており，RDD.py の中では DD 精度だけでなく，TD 精度
(td_float)，QD 精度 (qd_float) も同様のやり方でクラス
化してある．

















x+y x*y x/y sqrt(x)
Milliseconds dd_real vs. MPFR 106 bits











x+y x*y x/y sqrt(x)
Milliseconds
qd_real vs. MPFR 212 bits
qd_real  MPFR 212bits








void dd_matmul_simple(double *ret, int
ret_row_dim, int ret_col_dim, double *a,
int a_row_dim, int a_col_dim, double *b,
int b_row_dim, int b_col_dim)
{
int i, j, k;
int ij_index, ik_index, kj_index;
double ab[DDSIZE];
for(i = 0; i < ret_row_dim; i++)
{
for(j = 0; j < ret_col_dim; j++)
{
ij_index = (i * ret_col_dim + j) * DDSIZE;
rdd_set0(&ret[ij_index]);
for(k = 0; k < a_col_dim; k++)
{
ik_index = (i * a_col_dim + k) * DDSIZE;
kj_index = (k * b_col_dim + j) * DDSIZE;
rdd_mul(ab, &a[ik_index], &b[kj_index]);
// ab := a[i,k] * b[k,j]
rdd_add(&ret[ij_index], &ret[ij_index],










Listing 9: 行列乗算関数呼び出し (Python)
# dd_matmul_simple defined in rdd.c
def dd_matmul_simple(mat_c, c_row_dim, c_col_dim








実装した RDD.pyの性能を確認するため，実正方行列 A =√
2[i + j − 1]ni,j=1， B =
√
3[max(i, j)]ni,j=1 を用いて，行






















row_dim , mid_dim = row_dim_mat_a,
col_dim_mat_a
mid_dim_b, col_dim = row_dim_mat_b,
col_dim_mat_b
zero = xd_zero





mat_c = [zero] * (row_dim * col_dim)
for i in range(0, row_dim):
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for j in range(0, col_dim):
ij_index = i * col_dim + j
mat_c[ij_index] = zero
for k in range(0, mid_dim):
ik_index = i * mid_dim + k
kj_index = k * mid_dim + j









dd_zero = rdd.dd_float(0.0, 0.0)
# 行列データ型 DD
# A := sqrt(2) * [(i + j + 1)]
dd_mat_a = [dd_zero] * (row_dim * mid_dim)
ptr_dd_mat_a = (ct.c_double * (row_dim *
mid_dim * 2))()
for i in range(row_dim):
for j in range(mid_dim):
ij_index = i * mid_dim + j
dd_mat_a[ij_index] = rdd.mpfr_get_dd(
mpfr_sqrt2 * (i + j + 1))
ptr_dd_mat_a[(ij_index) * 2] = dd_mat_a[
ij_index].val[0]
ptr_dd_mat_a[(ij_index) * 2 + 1] =
dd_mat_a[ij_index].val[1]
# B := sqrt(3) * [max(i + 1, j + 1)]
dd_mat_b = [dd_zero] * (mid_dim * col_dim)
ptr_dd_mat_b = (ct.c_double * (mid_dim *
col_dim * 2))()
ptr_dd_mat_c = (ct.c_double * (row_dim *
col_dim * 2))()
for i in range(mid_dim):
for j in range(col_dim):
ij_index = i * col_dim + j
if i > j:
dd_mat_b[ij_index] = rdd.mpfr_get_dd(
mpfr_sqrt3 * (i + 1))
else:
dd_mat_b[ij_index] = rdd.mpfr_get_dd(
mpfr_sqrt3 * (j + 1))
ptr_dd_mat_b[(ij_index) * 2] = dd_mat_b[
ij_index].val[0]




dd_mat_c = xd_mymatmul(dd_mat_a, row_dim,
mid_dim, dd_mat_b, mid_dim, col_dim,
dd_zero)
end_time = time.time()




col_dim, ptr_dd_mat_a, row_dim, mid_dim,
ptr_dd_mat_b, mid_dim, col_dim)
end_time = time.time()






del dd_mat_a, dd_mat_b, dd_mat_c
del ptr_dd_mat_a, ptr_dd_mat_b, ptr_dd_mat_c
librdd.rdd_end();
比較対象は
xd mymatmul ・・・binary64(Double)，DD, TD, QD,
mpmath(mpf), gmpy2(mpfr)の演算子を用いた単純行
列乗算関数
{dtq}d matmul simple ・・・C による行列乗算実装に
基づく単純行列乗算関数
の二つである．計算環境は Intel Core i7-9700K (3.6GHz),
16 GB RAM, Ubuntu 18.04.2 x86 64, GCC 7.3.0, MPFR
4.0.212)/GMP 6.1.214), QD 2.3.221)である．Pythonは 3.6.9
を使用し，mpmath は gmpy2 をバックエンドの自然数カー
ネルとして使用している．
計算時間の一覧をTable 1に示す．各行列サイズ (n)に対し，
上段は xd_mymatmulの計算時間，下段の “C”行は C実装行
列乗算利用時 ({dtq}d_matmul_simple)の計算時間を示す。
Table 1: 正方行列乗算の計算時間 (秒)
212 bits
n Double DD TD QD mpmath gmpy
32 0.004 0.067 0.079 0.092 0.053 0.013
C 0.001 0.006 0.011
64 0.032 0.536 0.635 0.731 0.422 0.107
C 0.007 0.047 0.084
128 0.270 4.258 5.068 5.798 3.406 0.858
C 0.063 0.377 0.669
256 2.214 34.82 41.90 49.87 28.052 7.135
C 0.561 3.034 5.331
倍精度 (binary64)が最も高速であるのは当然であるが，実
際には最適化された Intel Math Kernel や OpenBLAS では
更に高速になる．それでも，DD, TD, QD, mpmath, gmpy2，
いずれの多倍長精度計算結果より高速であることがわかる．多
倍長精度計算の中では gmpy2の高速性が際立つが，C実装に
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