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This study proposes a new logic-driven approach to the development of fuzzy models. We intro-
duce a two-phase design process realizing adaptive logic processing in the form of structural and
parametric optimization. By recognizing the fundamental links between binary (two-valued) and
fuzzy (multi-valued) logic, eﬀective structural learning is achieved through the use of well-established
methods of Boolean minimization encountered in digital systems. This blueprint structure is then
reﬁned by adjusting connections of fuzzy neurons, helping to capture the numeric details of the tar-
get system’s behavior. The introduced structure along with the learning mechanisms helps achieve
high accuracy and interpretability (transparency) of the resulting model.
 2006 Elsevier Inc. All rights reserved.
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In system modelling we encounter two fundamental and somewhat conﬂicting require-
ments as far as models are concerned. First, which is quite obvious, we require that the
model is accurate and comes with high generalization capabilities. Second, the models
should be transparent, meaning that they describe the system in a format that is easily
understood by the user, help reveal the most essential dependencies, and quantify the rela-
tionships at some level of information granularity. Unfortunately, these two requirements0888-613X/$ - see front matter  2006 Elsevier Inc. All rights reserved.
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developing more eﬀective fuzzy modelling techniques.
In addition to this delicate balancing act, what becomes quite apparent in fuzzy mod-
elling are the growing diﬃculties when dealing with multi-variable systems. The transpar-
ency of fuzzy models, usually regarded as some type of rule-based system, amplify these
diﬃculties even further. The ‘‘curse’’ of dimensionality becomes apparent even for quite
small rule-based systems. Under the framework of Computational Intelligence, there have
been numerous hybrid approaches [1–10] to alleviate the problems including neurofuzzy
systems (endowed with their learning abilities) and evolutionary optimization (with their
mechanisms of global optimization). The successes of such hybrid development environ-
ments are limited; we have not reached a state where large models could be built quite eﬃ-
ciently while retaining the semantics of the resulting constructs.
In this study, we propose a signiﬁcant departure from the main design direction by
going back to the development of fuzzy models based on the principles of two-valued
logic. The wealth of design tools of two-valued logic is immense [11–19], with techniques
capable of handling large problems and dealing with hundreds of binary variables. The
underlying objective there is to minimize Boolean functions so that the ensuing realization
could be made as compact as possible. Given the immense experience and eﬀort that went
into the optimization of Boolean functions, it is legitimate to revisit the existing design
paradigm of fuzzy models and eﬃciently apply the technology to this area.
Given the state of the art of handling and simplifying Boolean functions, our objective
is to capitalize on this well-established framework and treat it as an important phase in the
design of fuzzy models. The proposed conceptual setting can be succinctly represented in
the form shown in Fig. 1.
It is instructive to brieﬂy elaborate on the main phases of this scheme:
(1) Fuzzy granulation is the same as encountered in any fuzzy model; we granulate each
system’s variable through a collection of semantically meaningful information gran-
ules (fuzzy sets).
(2) The binarization helps encode these fuzzy sets into a binary format and consists of
two steps, i.e., thresholding and encoding.
(3) Optimization of the binary model, which is realized in terms of well-known tech-
niques of two-valued logic synthesis. The result of such minimization leads to the
underlying structure of the fuzzy model.numeric data
fuzzy granulation
binarization of information granules
simplification of binary expressions
refinement of the fuzzy model
knowledge and generalization
Fig. 1. General design ﬂow of the fuzzy model development.
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duced by the fuzzy granulation) and augmenting the model by fuzzy neurons [20–
22] and optimizing their connections.
This unique combination of the logic-driven architecture of the model along with the
hybrid-learning scheme helps to develop transparent and accurate models while maintain-
ing excellent computational eﬃciency. From the very beginning of the design, the logic
fabric of the structure of the model is present, assuring a large degree of interpretability.
As well, the speciﬁc logic nature of its underlying structure allows direct representation in
the form of fuzzy neural networks that help proceed with parametric reﬁnement of the
model for achieving high levels of accuracy. This design methodology clearly distinguishes
between structural and parametric learning, being viewed as two distinct phases of model
building. In this sense, we do not bias the optimization by attempting to learn structure
and parameters simultaneously.
The paper is organized into seven sections. In Section 2, we give an overview of fuzzy
modelling, carrying the discussion toward details of the approach taken in this study. Sec-
tion 3 proceeds to introduce the two phases in adaptive logic processing for achieving a
balance between accuracy and transparency within the processing core of the fuzzy model;
Section 4 then gives a more detailed overview of the key technologies involved. In Section
5, detailed architectural considerations are included as we identify critical design issues
and propose suitable solutions. Proceeding with experimental studies, in Section 6 we dem-
onstrate the details of the model design process as we conduct comprehensive experiments
to validate the proposed methodologies. Finally, in Section 7 we oﬀer some concluding
comments with future directions. In the paper, we adhere to the standard notation used
in fuzzy sets. In the context of Boolean optimization, we use one of the commonly encoun-
tered tools, Espresso [12]. Outside the realm of Boolean optimization, this tool has also
been investigated in the context of machine learning [23], though largely unrelated to
the work completed in this study.
2. Fuzzy modelling
Although more traditional methods of computing deal with numerical information
directly, it is more natural to abstract the data, creating conceptual entities that embrace
elements of visible similarity, functional adherence, and spatial or temporal proximity.
Information granules become the ‘‘building blocks’’ of a fuzzy model, used to describe
the target system’s behavior and carry out processing at the level that is the most suitable
for the designer of the system as well as pertinent to its potential user. With this processing
paradigm, fuzzy models are inherently able to represent and process uncertainty and
imprecision, things which are quite evident in all aspects of the real world.
2.1. Architecture of the fuzzy model
In this section, we concentrate on the architecture of the fuzzy model and elaborate on its
functional aspects and interaction with the numeric world. The fuzzy model follows the fun-
damentals of fuzzy (granular) modelling. As advocated in [21], fuzzy modelling is realized at
the conceptual level formed by a collection of semantically meaningful information granules
deﬁned in each variable. These are also regarded as linguistic landmarks whose choice
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many variables (that is usually the case), the fuzzy sets are aggregated and give rise to their
granular manifestations in the form of fuzzy relations (Cartesian products of contributing
fuzzy sets). As we require several patches, these are combined together by a union operation.
This gives rise to a two-level topology of the model that captures the geometry of data.
Evidently, the geometry of the model stands in a one-to-one correspondence of its logic
fabric. The essence of this geometry can be captured in the form of AND and OR nodes
(aggregation operations) as illustrated in Fig. 2. This ﬁgure emphasizes the structural nat-
ure of this construct. Considering the speciﬁc information granules shown there, we can
translate it into the description:
ðA1 and B2 and D4Þ or ðA3 and C2Þ or ðD1 and C3Þ;
where each list is composed of fuzzy sets deﬁned in the corresponding spaces (A,B,C, . . .).
These lists form the structure of the fuzzy model.
The AND and OR nodes seen in Fig. 2 can be represented by a variety of operations for
relational computation. The most fundamental logic-based aggregation operations occur
within the realm of two-valued logic, where we have simple AND and OR gates for pro-
cessing binary data. Upon entering the realm of continuous (fuzzy) logic, we require more
sophisticated components for realizing these logic operations, coming in the form of
t-norms and t-conorms, which have the properties of AND and OR gates as their bound-
ary conditions.
The network in Fig. 2 pertains to a single information granule (fuzzy set) existing in the
output space. In case of a number of fuzzy sets existing there, the architecture is augmented
with several of these structures representing logic-based descriptions of their respective out-
put granule. With each one capturing the essence of high-level concepts, together they form
a heterogeneous knowledge base describing behavior of the entire system.
2.2. Modelling scenario
A general fuzzy model has two fundamental functional components: (a) input and out-
put interfaces and (b) a processing core. The interfaces allow interaction between the con-
ceptual, logic-driven structure of the model and the physical world of measured variables.
More speciﬁcally, the input interface realizes perception, where input variables are trans-
formed into an internal format of information granules understood by the logic-processingOR
AND
AND
AND
A1 B2 D4
A3 C2
D1 C3
Fig. 2. Structure of a fuzzy model represented as an aggregation of information granules. Detailed description
given in Section 2.1.
Logic 
processing
core
Y = LP(X, P)
Output interface
y = Dec(Y)
Input interface
X = Enc(x)
x y
Fig. 3. General topology of a fuzzy model, with n = 3, n 0 = 9, and m 0 = 3. Notation detailed in Section 2.2.
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the external world (modelling environment). These actions can be referred to as fuzzy
encoding (input interface) and decoding (output interface) or more traditionally, fuzziﬁca-
tion and defuzziﬁcation. The logic-processing core forms the most important component
of the fuzzy model, consisting of a knowledge base containing the structure and details of
system behavior, realizing inference through granular computation. The overall model is
shown in Fig. 3.
From the functional standpoint, the fuzzy model is a structure of three mappings put in
series, that is the encoder X = Enc(x), logic-processing core Y = LP(X,P), and the decod-
ing part y = Dec(Y). In direct correspondence with system input and output, x and y rep-
resent input and output of the model manifesting at the numeric level, where x 2 Rn and
y 2 R. Internally, X and Y are information granules containing elements in the unit hyper-
cube. Let n 0, m 0 denote the number of information granules deﬁned for input and output
spaces, i.e., X 2 ½0; 1n0 and Y 2 ½0; 1m0 . Finally, we have P, representing some adjustable
parameters of the model.
The experimental data measured from the target system are used as training examples,
taking the form of N input–output pairs, i.e., {x(c), target(c)}, c = 1,2, . . .,N. We require
that y(c), the output of the fuzzy model for the input x(c), is equal to target(c), y(c)  tar-
get(c). In this study, we are primarily concerned with the models internal optimization,
namely the fabrication and optimization of the logic-processing module. Here the original
training data are converted through the model interfaces to an internal format, that is
{X(c),TARGET(c)}, where TARGET denotes the m 0 target states of output information
granules, leading to the requirement Y(c)  TARGET(c). This allows us to focus on the
mapping of the information granules rather than the experimental data, promoting the
interpretability of the model.3. Two-phase model development
Through the interfaces, the processing core of a fuzzy model receives information that
has been abstracted into granules. The primary role of the processing is to optimize a logic
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phases and starts from the structural optimization realized at the Boolean level and then
proceeds with the gradient-based learning.
3.1. Phase 1: Structure discovery
The nature of the information granulation within a fuzzy model deals with partial
(fuzzy) membership to fuzzy sets, with aggregation carried out using t-norms and t-con-
orms. While intermediate membership degrees are conceptually appealing, Boolean char-
acteristic functions could be helpful in the discovery of the core binary experimental
relationships. Given the fundamental link between two-valued and fuzzy logic processing,
there exists here an excellent opportunity to take advantage of existing tools and method-
ologies of logic minimization.
In understanding the relevance and optimization implications of this link, in the fuzzy
modelling we ﬁrst embark on the concept of the canonic realization of Boolean functions
[24]. It states that any Boolean function realizing a mapping {0,1}n to {0,1} can be
uniquely represented as a logic sum of products. We refer to a product as an AND com-
bination of input variables of the function, and sum as the ﬁnal OR aggregation. View that
this is precisely what we are trying to achieve in the continuous domain, using information
granules in the logic-processing realized by the two-level structure seen in Fig. 2.
For building and optimizing structure, this ﬁrst phase of the model exploits Boolean
approximation of the existing data. At this stage we intentionally approximate the degrees
of membership by their Boolean counterparts, complete Boolean optimization, form the
core of the model and then reﬁne it through the use of far more detailed membership
values.
There have been numerous approaches to fuzzy modelling employing evolutionary
methods geared toward structural optimization, cf. [2–6]. However, their success has been
limited, and rely heavily on computationally intensive methods. As well, they often have to
perform numerous experiments (on a case-by-case basis) to determine suitable values for
critical learning parameters, such as the number of rules or the maximum number of rule
arguments. The approach proposed here is not only extremely computationally eﬃcient, it
is also quite natural in freely discovering an optimal or near-optimal structure (rule-base)
with no imposed restrictions. Rather than using a general purpose search tool, the logic
minimization techniques are more intimate with the data, understanding its logic nature
as it strips away redundant information to reveal a concise behavioral description.
3.2. Phase 2: Parametric reﬁnement
It is worth stressing that even though the information granules convey detailed numeric
information in the format of their membership functions, the resulting structure in Fig. 2
does not include any other numeric quantiﬁcation. A calibration of the structure is possi-
ble by equipping it with some parametric ﬂexibility; this leads to increased accuracy in
behavioral approximation, as well as a higher level of interpretability as we gain more
insight into the interaction between system variables and behavioral rules. In the second
phase of core development, the reﬁnement of this nature can be completed by introducing
fuzzy AND and OR neurons [20–22] in place of the existing nodes, of which there is a
direct linguistic correspondence.
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knowledge-based network; here we take advantage of the profound learning abilities of
neural networks with their parametric structures and eﬀective training algorithms, com-
bined with the transparency and logic-oriented processing of the fuzzy model itself. By
endowing the fuzzy neuron-based core with the ability to adjust its connections, it can
learn the ﬁner details of the system, with its foundational structure helping the core from
falling into pitfalls of over-training and data memorization. Thus, when subjected to the
appropriate learning process, this neurofuzzy core can improve upon accuracy, transpar-
ency, robustness and generalization.
4. Key optimization mechanisms
In this section, we provide more detailed overviews of the key technologies employed in
our model development framework, namely logic minimization and fuzzy neural
networks.
4.1. Two-valued logic minimization
Boolean logic minimization is best known as the main part of logic synthesis, which
converts a logic function to a circuit. Logic design consists of the manipulation of a logic
representation without modifying the functionality, with logic minimization seeking a rep-
resentation with a minimal number of implicants and literals. Through binarization of the
information granules formed in the interfaces of a fuzzy model, we are able to realize a
novel application for logic minimization in the form of structural learning; these eﬃcient
tools can help us in sorting through large amounts of data, eliminating redundancy and
producing a simpliﬁed, compact and equivalent result in the form of a logic-based
structure.
4.1.1. Background
In providing some background on logic synthesis, the following deﬁnitions are found in
[16].
The set of binary values are deﬁned as B  {0,1}. Bn can be represented as a binary
n-dimensional hypercube, where each element e = (e1, . . .,en) 2 Bn is called a minterm.
Boolean algebra comes from combining the set B together with the operations + (disjunc-
tion, sum,OR), and Æ (conjunction,product,AND).
A Boolean function f for n variables, x1, . . .,xn, is a mapping f : B
n# {0,1,*}, with *
being a do not care condition for when the value of the function is irrelevant. Each min-
term in Bn tells us values of the function variables, i.e., x1 = e1, x2 = e2, etc. All minterms
for which f has value 1 form the ON-set of the function, with the OFF-set and DC-set (do
not care set) deﬁned as sets of minterms where f is 0 and *, respectively. If a Boolean func-
tion has more than one output, it realizes a mapping f : Bn# {0,1,*}
m, each output having
their own ON, OFF, and DC sets.
Each variable xi has two literals associated with it: xi and its complement xi. The literal
xiðxiÞ represents a Boolean function evaluating to 1 (0) for minterms with ei = 1, and to 0
(1) for minterms with ei = 0. A product term is a Boolean product (AND) of literals, which
evaluates to 1 for a minterm e if each literal included in the product evaluates to 1, other-
wise evaluating to 0. In the former case, the product is said to contain e. Since a product
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referred to as a cube. A sum-of-products is a Boolean sum (OR) of products, evaluating
to 1 for a given minterm if some product contains the minterm.
An implicant of a Boolean function is a cube that contains no minterm in the OFF-set.
A prime implicant is an implicant contained in no other implicant of the function. An
essential prime implicant is a prime implicant containing at least one ON-set minterm
which is not contained in any other prime implicant.
A cover of a Boolean function is a set of implicants interpreted as a sum-of-products,
which evaluates to 1 for all minterms in the ON-set, and none of the OFF-set. The term
prime cover is used to refer to a cover containing only prime implicants.
4.1.2. Minimization algorithms
The problem of two-level logic minimization is to ﬁnd a cover for f that minimizes a
given cost function. Such a cover can be implemented as a minimum-cost sum-of-products
equation. The cost, or size of a cover often includes parameters such as the number of
cubes (products) in the cover, or the number of literals.
The Quine–McCluskey method [11] was one of the ﬁrst exact methods for two-level
logic minimization, based on the observation that the implicants in a minimum-cost cover
can be restricted to prime implicants. The algorithm consists of two steps: (1) generate the
set of all prime implicants; and (2) select a minimum number of prime implicants such that
each minterm in the ON-set is contained. Although exact algorithms are useful, the exact
two-level minimization problem involves computationally intractable problems. In many
cases, getting satisfactory results (near optimal perhaps) in far less time is often more
important, leading to the development of heuristic logic minimization tools.
ESPRESSO-II [12] is a powerful algorithm for heuristic logic minimization, forming the
main component of the Espresso software distribution [25], developed in the 1980s as a
tool for programmable logic array (PLA) design.
The output of ESPRESSO-II is a sum-of-products cover, which in practice is almost
always near minimum in the number of components. The algorithm’s basic goal is to take
a verbose representation of a logic function and produce a condensed representation,
essentially uncovering its underlying structure. ESPRESSO-II’s strategies are implemented
by various procedures called ‘operators’. The algorithm iteratively reﬁnes the cover by
applying three operators in its main loop, continuing until no further improvement is pos-
sible: (1) EXPAND enlarges each implicant of the current cover, in turn, into a prime
implicant. (2) IRREDUNDANT deletes a maximal number of redundant implicants from
the current cover, making it irredundant. (3) REDUCE takes each cube in the current
cover and, in turn, maximally reduces them to smaller cubes such that the resulting set
of cubes is still a cover. This results in a cover that is likely to be made smaller by the fol-
lowing EXPAND step. Once no further improvement is possible, the loop is ended and
MAKESPARSE makes the resulting structure as sparse as possible.
ESPRESSO-II also employs additional operators that can be very useful. ESSEN-
TIALS is used to identify all essential prime implicants before the main loop is entered,
in order to simplify the covering problem. As well, LAST_GASP is applied after the main
loop is exited, to try and escape a sub-optimal local minimum; if successful, the main loop
is entered again.
The source code for the Espresso software is readily available on the Internet [25].
While there may be newer algorithms claiming superiority in one or more speciﬁc problem
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Espresso is still regarded as the standard two-level logic minimization tool in the (VLSI)
design automation community, shown to be quite capable of handling situations involving
high numbers of Boolean variables.4.2. Fuzzy neural networks
Fuzzy neurons seamlessly combine transparent, logic-oriented processing with learning
abilities stemming from their adjustable connections. These adaptive logic-processing ele-
ments connect to each other in forming a heterogeneous fuzzy neural network (FNN). An
n-input single output OR neuron is described in the form:
y ¼ ORðx;wÞ;
where x, w 2 [0, 1]n. The connections, w1,w2,wn are arranged in a vector form (w). Rewrit-
ing the previous expression in a coordinate-wise manner, we obtain:
S
n
i¼1
xitwi;
where the t and s operators are realized by t-norms and t-conorms, respectively. Essen-
tially, the neuron realizes an s–t composition of the corresponding ﬁnite sets x and w.
The AND neuron y = AND(x;w) is governed by the expression:
T
n
i¼1
xiswi:
Computationally, this neuron realizes a t–s composition of x and w.
The role of the connections in both neurons is to weight the inputs and in this way fur-
nish them with required parametric ﬂexibility. In case of OR neurons, the higher the con-
nection, the more essential the associated input. For AND neurons, an opposite situation
holds: lower connection indicates that the respective input is more essential. In general, a
certain thresholding operation can be sought. For any OR neuron, we may consider the
input irrelevant if the associated connection assumes values lower a certain threshold.
An input of the AND neuron can also be eliminated if the connection value exceeds a spec-
iﬁed limit.
This demonstrated parametric ﬂexibility is essential to developing the learning capabil-
ities of fuzzy neural networks formed by these neurons. Combined with their inherent
interpretability, they become excellent candidates for forming the processing core of our
fuzzy model, with the structure derived from results of logic minimization. Such a struc-
ture comes as a realization of logic expressions capturing the behavior of experimental
data representing real-world concepts. It is essentially a rule-based description in the form
of a collection of if-then statements combined together in an OR-wise manner. These rules
directly correspond to a two-layer structure of the FNN, as seen in Fig. 4 for a fully-con-
nected (i.e., structureless) example. The ﬁrst layer consists of AND neurons forming a col-
lection of conditions of the rules, with the output layer of OR neurons aimed at
aggregation of rules having the same conclusion.
Returning to the notation presented in Section 2.2, the network may be fully described
by two matrices of connections. We treat w1,w2, . . .,wh and v1; v2; . . . ; vm0 as vectors of con-
nections for individual neurons. Corresponding to Fig. 4, we have the jth AND neuron
Fig. 4. Generic, fully-connected fuzzy neural network structure along with detailed notation.
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(k = 1,2, . . .,m 0) reads as Yk = OR(z;vk), where z = z1,z2, . . .,zh.
4.2.1. Training the network
To be of any use, a fuzzy neural network’s connections must be properly adjusted dur-
ing an appropriate learning process. A principal idea of parametric learning, no matter
how it is implemented, can be portrayed as follows. Keeping with the notation presented
in Section 2.2, consider the task of learning the nature of a single output information gran-
ule, Yk. For a given collection of N input–output pairs of data {X(c),TARGETk(c)},
c = 1,2, . . .,N, we want to modify the network’s parameters (connections) to minimize
the performance index Q, deﬁned here as a squared error:
QðcÞ ¼ ½Y kðcÞ  TARGETkðcÞ2;
where Yk(c) is the activation level of the output fuzzy set Yk (k = 1,2, . . .,m
0) for a given
training instance c.
In terms of speed and eﬃciency, a gradient-based method of learning is desirable, hav-
ing been well-developed and thoroughly documented in the literature [20,21]. The general
scheme of learning can be qualitatively described as
Dconnections ¼ a @Q
@connections
;
where a denotes a learning rate. Subsequently, the parameters of the network are adjusted
following these increments:
new connections ¼ connectionsþ Dconnections:
In the case of our model, the underlying structure is already pre-deﬁned through logic
optimization, causing the size of the learning problem to be greatly reduced from tradi-
tional fully connected networks. This allows us to concentrate on only the most important
connections rather than training the network from scratch.
In addition to the numeric calibration of the network, the connections of the fuzzy neu-
ral network help prune the original structure, done by applying the thresholding operation
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format:
If conditioni and conditionj and . . . then conclusionk:
The format of the rules varies as each rule may have a diﬀerent number of conditions. In
this setting, the connections of the fuzzy neural network can be interpreted as calibration
factors of the conditions and rules. The connections of the AND neuron modify the mem-
bership functions of the fuzzy sets contributing to the Cartesian product of the overall con-
dition part of the rule. The higher the value of the connection, the less speciﬁc is the fuzzy
set. In the limit, when the connection is equal to 1, we end up with the corresponding fuzzy
input being eliminated from the rule in this way the rule becomes more general. The con-
nections of the OR neuron determine conﬁdence of the rule, meaning that the Cartesian
product (overall condition of the rule) is quantiﬁed in terms of its relevance.
With the details of learning given, it is beneﬁcial to deﬁne a few terms used in measuring
the performance of the networks. With Q deﬁned as above, we use a sum-of-squared-
errors (SSE) measure for an indication of training progress of individual fuzzy output
granules:
QN ¼
XN
c¼1
QðcÞ:
Additionally, we use a root-mean-squared-error (RMSE) formula to measure performance
of the model in terms of its numeric output (decoded from fuzzy output granules) and tar-
get system output:
V ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
N
XN
c¼1
½yðcÞ  targetðcÞ2
vuut :5. Design issues
With a general framework in place for eﬀective fuzzy model development, there are sev-
eral design issues that need to be identiﬁed, considered, and resolved. In this section we
discuss these problems and propose solutions.
5.1. Granular interfacing
As mentioned previously, in the realm of fuzzy modelling information granulation is
carried out as an interface to continuous system variables. These information granules
take the form of semantically meaningful fuzzy sets, distributed fully over each variable’s
universe of discourse. There have been a number of theoretical and practical investigations
into the nature of the interfaces where numerous issues concerning the number of fuzzy
sets, their distribution and ensuing optimization have been discussed, cf. [21]. Apparently,
the optimization of the fuzzy sets standing in these interfaces could be beneﬁcial to the
model and contribute to the enhancement of its quality. Accepting this point of view,
we must emphasize the main focus of this study: the logic processing core of the fuzzy
model and its optimization. In the interest of both simplicity and semantic integrity, by
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although this could certainly be customized if there happened to be an expert who was able
to suggest better interval distributions. Regardless, our main goal here is to construct
semantically meaningful entities, allowing us to attach intuitive linguistic labels such as
low, medium, and high.
Due to the nature of the core, there are still important interfacing issues to be dealt
with. During the two-phase development scheme, we deal with diﬀering types of informa-
tion granules; while we are always processing information at the level of semantic set mem-
bership across each variable’s own universe of discourse, we need to consider both binary
and fuzzy abstractions. Therefore, we require an interface that allows easy transitions
from two to multiple-valued logic during data granulation, and vice-versa. For this task,
triangular membership functions appear to be quite suitable, oﬀering both ﬂexibility and
simplicity; note that we keep them at 1
2
overlap, as is the norm seen in the literature [20].
Fig. 5 shows how they are able to translate smoothly into traditional binary sets. With a
numeric value v existing in a particular continuous variable’s universe of discourse, we cal-
culate a series of fuzzy memberships to fuzzy sets existing in the frame of cognition of the
variable (fuzzy encoding). For a binary set-based abstraction, we ﬁrst determine the fuzzy
set from which v claims the highest membership. The encoding of v is given full member-
ship to the induced binary representation of this ‘‘winning’’ fuzzy set and zero membership
to the rest, realizing a discrete, binary representation.
In order for error-free reconstruction of all possible numeric output values in the data,
purely triangular membership functions used for encoding, i.e., there are no trapezoidal
shapes on the edges of the output space. This results in a slight variation in the interval
sizes, however the binary abstraction is performed as above for numeric target values com-
ing from the training data. For computing a numeric output from the model, we use the
centre of gravity (COG) decoding (defuzziﬁcation) scheme:
Pm0
k¼1Y kSkPm0
k¼1Y k
;
where Si are the modal values of the membership functions on the output variable’s uni-
verse of discourse.Fig. 5. Example interface consisting of triangular fuzzy membership functions and their induced binary
representations (shown with dotted lines).
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In order to take advantage of logic minimization tools for structural learning, we must
build a binary truth table out of the abstracted system data. As mentioned above, here the
values for each variable (input and target output) are represented as simple binary mem-
berships to a few semantically meaningful sets distributed over their universes of discourse;
recall that these sets are mutually exclusive, so a value would have full membership to just
one set in the space, with zero membership to the rest. See Fig. 6 for an illustration of this,
where we have four induced binary sets deﬁned for each input variable, and two for the
output variable, presenting a single input–output training instance for some continuous
system. Table 1 shows the membership values obtained.5.2.1. Binary encoding
We ﬁrst consider a binary coding approach. With each set in a variables space num-
bered, it may be converted to its binary equivalent; for example, a variable broken up into
two granules can be coded with one binary input. Note that we are conﬁned to powers of
two for the number of sets per variable. With this in mind we would limit ourselves to two,
four, or eight sets, noting a well-known suggested upper limit of seven ± two linguistic
terms for a frame of cognition [20].
To encode the results seen in Table 1 we would require four Boolean inputs (x1, . . .,x4)
and one output (y). View that each of the four sets for an input space can be represented
with two bits, where ‘00’ would denote the ﬁrst set (ex. A1), ‘01’ the second, and so forth.
This encoding results in the Boolean function (representing the target system) having a
value of 1 for the minterm (1,0,0,0). With a complete truth table deﬁned, to gain a logic
description for both Y1 and Y2, we can present the Boolean minimizer with both y and its
complement y.
After encoding and subsequent minimization, we would need to decode the binary vari-
ables in order to obtain actual set-based logic descriptions. To accommodate do not cares
within the minimization results, it would be necessary to build a three-level logic equation
for proper representation. Going back to the example, after minimization its feasible to
encounter a product term such as y ¼ x1  x2  x3, where x4 is not present, i.e., it is a do
not care. Because of these possible do not cares there are situations where digits of anY1 Y2
Y
A3A2 A4A1
A
B3B2 B4B1
B
Fig. 6. An example of binarization of information granules for obtaining binary membership from data from a
two-input, one-output continuous system, with input spaces A and B, and an output space Y.
Table 1
Set memberships obtained during binarization in Fig. 6
Set A1 A2 A3 A4 B1 B2 B3 B4 Y1 Y2
Membership 0 0 1 0 1 0 0 0 0 1
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essentially forming a union of sets in the same universe. Thus, the above expression
decodes into a two level product-of-sums equation, Y1 = A3 Æ (B3 + B4). The third level
of logic is constructed when summing the remaining product terms to form the cover.
There are a few drawbacks to the binary coding scheme described above. The ﬁrst,
already mentioned, is the limitation of the number of granules (sets) that may be used
in a variables universe, being two, four, or eight instead of a more ﬂexible range of two
to nine inclusive. Such a limitation is undesired, and could restrict an expert wishing to
design the interface. The second is the necessary binary decoding scheme; view that with
inevitable do not cares we are restricted to certain unions of sets in each variables domain.
For instance, for A in Fig. 6, there are four possible unions if x1 or x2 is a do not care:
(0,*) = A1 [ A2, (1,*) = A3 [ A4, (*,0) = A1 [ A3, and (*,1) = A2 [ A4. This can limit
the logic optimization from ﬁnding appropriate set unions.
5.2.2. Set-based encoding
A more suitable approach is a straight translation of set memberships. For the results in
Table 1 we would directly use those membership values, resulting in an eight inputs
(x1, . . .,x8) and two outputs (y1,y2). While this results in more Boolean variables in com-
parison to binary coding, the logic optimization methodologies are quite capable of eﬃ-
ciently handling large Boolean systems.
View that with each set membership coded as its own Boolean variable, we encounter
the issue of complements. While complements are not often considered in fuzzy models,
they nevertheless retain meaning, e.g., variable A is not low. As well, similar to the binary
decoding scheme mentioned above, we can derive a three-level logic description and avoid
complements altogether if desired; note how one or more negations of binary sets in a uni-
verse can be equivalently represented as a union of the remaining sets; from Fig. 6, notice
how the negation of A1ðA1Þ is equivalent to A2 [ A3 [ A4. Here the logic optimization
algorithms are not limited as with binary coding in expressing set unions to form new,
broader sets when the nature of the data shows these relationships to be pertinent.
Consider these possible logic representations, i.e., three levels with no complements, or
two levels with complements. In the interest of conciseness and knowledge interpretability,
it is advantageous to conceive a hybrid approach in describing states of system variables,
where we use both complements and three levels of logic for decoding. From Fig. 7 exam-
ple, suppose we encountered the product term y1 ¼ x1  x2  x8. Using this hybrid-decoding
scheme, we end up with Y 1 ¼ ðA3 þ A4Þ  B4. View that it is more suitable to state ‘‘A3 or
A4’’ rather than ‘‘not A1 and not A2’’, and that ‘‘not B4’’ is a more concise statement than
‘‘B1 or B2 or B3’’. Interestingly, with the freedom to express these set unions and comple-
ments, the logic minimization is eﬀectively realizing a simple, dynamical form of fuzzy
interface optimization.
5.3. Deriving knowledge-based neural networks
With the minimization of the binary training data, a sum (union) of product terms
(rules) for each output set will make up the result. At this point we essentially have a sev-
eral (m 0) collections of crisp rules describing the concepts captured within each output set.
With AND and OR fuzzy neurons we are able to derive a complete knowledge-based neu-
ral architecture from this structurally optimized core. The hybrid idea of a three-level logic
Fig. 7. Three-layered logic processing topology, forming the core of the fuzzy model. The small circles denote
negations.
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as seen in Fig. 7 for a single fuzzy output granule. The heterogeneousness of the architec-
ture can translate directly into the description:
ðA1 or A4Þ and ðnot B1Þ and C2 or
A3 and ðnot C4Þ or
ðB3 or B4Þ and C1
Note how product terms are now processed with AND neurons, with the aggregative sum
handled by an OR neuron. Also, note that we ﬁx the connections of the ﬁrst hidden layer
of OR neurons. The inputs to these elements are not weighted because they only deal with
fuzzy sets existing in the same universe of discourse, and hence can be viewed as a union of
fuzzy sets to create a new, more general membership function for a particular continuous
variable. The degree of membership to this new fuzzy set is weighted like any other input
when fed into the hidden AND layer, which deals with processing the fuzzy relations
formed from separate variable spaces. In this way, the two-level topology shown in both
Figs. 2 and 4 is preserved.6. Experimental studies
Proceeding with experimental studies, we ﬁrst provide a comprehensive case study con-
cerning a real-world system detailing housing prices in the Boston area (the Boston hous-
ing dataset). We also brieﬂy report on results achieved for several other datasets.
Regarding the execution times given for various modelling tasks, all experiments were
run on a G4 1.33 GHz PowerPC-based system.
Regardless of the data, the underlying goal of the modelling is to realize a knowledge-
based mapping that intuitively describes the behavior (output) of an n-input system, i.e.,
Rn# R. This is completed through the construction and selective aggregation of informa-
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granular interfaces of the model, the mapping takes the form ½0; 1n0 7!½0; 1m0 . It is here
where the learning takes place. With regards to model development, there were no options
to be set for structure discovery: all that the logic minimizer requires is a binary truth table
representing the granulated training data. As for the parametric learning, in all experi-
ments the learning rate, a, was set to 0.01, with the algorithm running for 1200 epochs.
These typical values were found experimentally to be justiﬁable. As well, note that we con-
sider t-norms and t-conorms to be a realized as product and probabilistic sum operations,
respectively.
When discretizing a continuous system into a small number of binary sets, it is diﬃcult to
avoid conﬂicts in the data, i.e., having two or more identical input patterns showing incon-
sistent output patterns. To circumvent this, an evolutionary method of determining optimal
interval widths was investigated for eliminating conﬂicts and forming a blueprint for fuzzy/
binary set distribution. However, it was not accepted because it can easily destroy the
semantic integrity of set labels when largely varying intervals are produced. As well, any
improvement in conﬂict reduction did not warrant the additional computation.
For equal width intervals, the amount of conﬂicting data appears to be reasonable in
many situations; refer to Table 2 for a quantitative analysis of conﬂicts appearing within
the Boston housing data at varying levels of granularity for input and output interfaces.
Out of a group of identical input patterns, the ones with the most common output pattern
are kept, while the others, with diﬀering output, are considered conﬂicting and discarded.
Note the low amounts of conﬂicting data, as well as the trend of decreasing conﬂicts as
output granularity decreases and input granularity increases, an expected result. As a gen-
eral observation, note that the actual number of omitted data points will decrease when
training with only sub-sets of the data, and also with increasing system dimensionality
we see longer and more complex input patterns, often resulting in less conﬂicts. It is also
important to stress that this data is not lost, as we may re-introduce any previously con-
ﬂicting data during parametric learning, where we deal with fuzzy information granules
rather than binary. We may envision that these data points could be more diﬃcult to learn.
As a ﬁnal note, there are times when we may want to distinguish between various ver-
sions of the model during its development. We refer to the logically optimized model with
binary information granules as the binary model; upon introducing fuzzy granules and
t-norm/t-conorm aggregation to this underlying structure, we call this the fuzzy model;
after parameterizing the fuzzy model with the use of fuzzy neurons, we refer to it as the
neurofuzzy model.Table 2
Percentages of data points removed from the Boston housing dataset due to discretization conﬂicts
Input sets Output sets
2 3 4 5 6 7
2 13.6 12.8 18.2 27.1 29.6 34.2
3 5.3 9.5 12.5 18.2 17.8 24.7
4 4.0 5.7 6.3 9.3 11.9 13.8
5 0.6 3.2 3.2 6.7 6.1 8.5
6 0.4 3.4 2.2 2.8 4.2 6.1
7 0.4 2.2 1.8 2.6 3.8 4.7
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Here we conduct a case study on the Boston housing dataset, taken from the UCI
repository of machine learning databases [26]. It concerns a description of real estate in
the Boston area where housing is characterized by a number of features including crime
rate, number of rooms, age of houses, etc. and the median price of houses. The dataset
consists of 506 14-dimensional points, each representing a single attribute (see Table 3).
The construction of the fuzzy model is completed for 304 data points (60%) treated as a
training set, using ten-fold cross-validation (i.e., the experiment is repeated ten times).
The goal is to create a model with three outputs, each representing an information gran-
ule deﬁned on the output space, i.e., the median housing price. These outputs take the
labels of low, medium, and high. We use three granules for each continuous input, assign-
ing these same linguistic labels. Note that the choice of these numbers was arbitrary, seem-
ing like a reasonable number of information granules to use for generating rules and
interpreting the knowledge to be gained. The binary variable CHAS was simply taken
as-is. Overall, we have a total of 37 inputs.
Proceeding with the ﬁrst phase of model development, during binarization the amount
of conﬂicting data was fairly small, amounting to 26.3 ± 2.1 data points: on average less
than 9% of the training set. The discovered structures showed consistency between cross-
validation iterations, with the number of rules (product terms) equalling 22.0 ± 2.4, and
the number of literals at 81.1 ± 11. Note how the data is fairly complex, requiring a large
number of non-parameterized rules to describe its behavioral structure. The performance
results of structural learning are shown in Table 4, for both binary and fuzzy interfaces.
Here we see excellent performance gains with the triangular fuzzy sets. As well, notice
the improved performance from training to testing, showing the high level of robustness
of the fuzzy interface in achieving eﬀective generalization.
Proceeding with parametric optimization, the results (expressed using V) were
3.76 ± 0.38 for training and 4.08 ± 0.37 for testing, both signiﬁcant improvements over
the non-parameterized fuzzy model. To view these improvements visually, refer to the
scatter plots presented in Fig. 8. In addition to the performance gain, the neural augmen-
tation to the model was able to reduce the structural complexity considerably. The overallTable 3
Attributes of the Boston housing data
CRIM Per capita crime rate by town
ZN Proportion residential land zoned for lots over 25000 ft2
INDUS Proportion of non-retail business acres per town
CHAS Charles River dummy variable (1 if tract bounds river; 0 otherwise)
NOX Nitric oxides concentration (parts per 10 million)
RM Average number of rooms per dwelling
AGE Proportion of owner-occupied units built prior to 1940
DIS Weighted distances to ﬁve Boston employment centres
RAD Index of accessibility to radial highways
TAX Full value property-tax rate per $10000
PTRATIO Pupil–teacher ratio by town
B 1000(Bk0.63)
2 Bk is the proportion of African–Americans by town
LSTAT % Lower status of the population
MEDV Median value of owner-occupied homes in $1000s
Table 4
Performance results (expressed using V) for the Boston housing data after structural learning
Sets Fuzzy sets
Training 7.72 ± 0.22 5.95 ± 0.49
Testing 9.24 ± 0.67 6.38 ± 0.56
Fig. 8. Boston housing scatter plots showing system output versus model output for the (a) fuzzy model and (b)
neurofuzzy model.
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testing data) out of the ten training instances was pruned using the thresholding process
detailed in Section 4.2, with performance-optimal thresholds of 0.5 for OR neurons and
0.05 for AND neurons. As a result, the size of the rule-base was simpliﬁed from 21 rules
with 75 literals, to 8 rules with 15 literals. The interpretation of this learnt knowledge
knowledge can be found in Table 5, where they are organized by output fuzzy set and then
by increasing conﬁdence. Here we see a concise logic description: note how the rules quite
intuitive; for instance, we see how for some high price houses, the average number of
rooms is high and the property tax is not high. Another example is how the proportion
of lower status of the population being not low (i.e., medium or high) coincides with low
housing prices. Although the resultant structure of each of the ten networks were not
exactly the same due to the diﬀerent training data, there were many similarities and com-
mon rules among them. We may view the more common rules as occurring more promi-
nently within the experimental data.
Finally, the computational eﬃciency of the model development should be emphasized;
for a single instance of learning the Boston housing dataset, both structural and paramet-
ric optimization were completed together in roughly ten seconds, from raw data to its logic
representation.6.2. Further experiments with real-world data
Several experiments were conducted with other so-called regression datasets found at
the ML repository; again a 60%/40% split of training/testing data was used. Here the
Table 5
Collection of quantiﬁed rules derived from the Boston housing model
If-condition
CRIM Medium
(0.008)
NOX High Medium
(0.000) (0.000)
RM Medium High
(0.003) (0.000)
AGE High
(0.000)
RAD High
(0.000)
TAX Not high
(0.000)
PTRATIO High Not high
(0.000) (0.002)
B Medium
(0.009)
LSTAT Not low Medium Low Low
(0.005) (0.000) (0.001) (0.000)
Then-conclusion
MEDV Low Low Medium Medium Medium Medium High High
Conﬁdence 0.641 0.691 0.555 0.682 0.748 0.999 0.832 0.912
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two to ﬁve per variable space, with the best performing conﬁguration subjected to ten-fold
cross-validation. Any nominal variables encountered were encoded in the form 1-out-of-n.
The results are shown in Table 6, where we report on various performance measures. Note
that the normalization is carried out by dividing V over the range of possible output values
for the respective system (dataset). As well, the CPU time is formed from the times for
both structural and parametric learning. An interesting detail here is that in all cases,
structure discovery through logic minimization amounted to 5% (or less) of total training
time, with the rest of computational eﬀort dedicated toward the gradient-based optimiza-
tion. Further, note that we selected a rather conservative number of learning epochs: the
majority of error reduction occurred within the ﬁrst few hundred.Table 6
Modelling results for several well-known regression datasets
Dataset Abalone Auto-mpg Boston housing Computer hardware
Fuzzy sets per input 3 3 3 3
Output fuzzy sets 2 3 2 5
Total number of inputs 24 23 37 48
Dataset size (N) 4177 392 506 209
Conﬂicting training data 5.8% ± 0.3 8.5% ± 0.8 4.5% ± 0.8 2.5% ± 1.1
CPU time (s) 84.1 ± 24.6 5.20 ± 0.60 11.4 ± 1.8 1.51 ± 0.36
Rules (not pruned) 17.2 ± 3.6 13.6 ± 1.3 20.8 ± 2.4 7.3 ± 1.3
Testing set performance (V) 2.32 ± 0.07 3.07 ± 0.31 3.82 ± 0.40 68.5 ± 30.6
V (normalized) 0.0829 ± 0.0025 0.0814 ± 0.0082 0.0849 ± 0.0089 0.0599 ± 0.0267
Details given in the text.
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cution times. The longest times seen were with the Abalone data, which was expected con-
sidering the size of the dataset (N = 4177). In the interest of seeing the knowledge gained
by the system modelling eﬀorts, we show the derived rule-bases after pruning for each of
the datasets, using similar ordering as with the Boston rule-base: Table 7 for Abalone with
pruning of 0.5 for OR neurons and 0.4 for AND neurons; Table 8 for auto-mpg, with
pruning thresholds of 0.4 and 0.3; Table 9 for the Computer hardware data, with thresh-
olds of 0.5 and 0.4.
Since we have already conducted a detailed case study of the Boston housing data, no
further interpretations are shown, although the model with two fuzzy sets in the output
space performed slightly better than three, as we used previously. However, a point that
should be made here is that for each dataset, the accuracy did not suﬀer to a large degree
when varying the number of sets for input and output, with variations falling within rea-
sonable ranges. This is important, meaning that the user, if he or she desires, may have
some freedom in designing the granular interface without having to worry about poor
accuracy. For instance, the user could want a more detailed linguistic description for
the resulting model, which would require a higher number of sets in the input and/or out-
put spaces.Table 7
Quantiﬁed logic description of the Abalone data
If-condition Then-conclusion Conﬁdence
Length Diameter Whole
weight
Shucked
weight
Shell
weight
Age
High
(0.002)
Low
(0.304)
Low 0.550
Not high
(0.002)
Not med.
(0.000)
Low 0.566
Not high
(0.004)
Medium
(0.002)
Low 0.813
High
(0.010)
High 0.694
Not high
(0.286)
Medium
(0.332)
Not med.
(0.002)
High 0.884
Table 8
Quantiﬁed logic description of the auto-mpg data
If-condition Then-conclusion Conﬁdence
Horsepower Weight Model year Cylinders Mileage
Not 4 (0.000) Low 0.420
Medium (0.206) Not high (0.001) Low 0.457
High (0.005) Low 0.703
Low (0.235) Medium 0.420
4 (0.200) Medium 0.670
Medium (0.008) High (0.000) Medium 0.766
Low (0.000) High (0.092) High 0.825
Table 9
Quantiﬁed logic description of the computer hardware data
If-condition Then-conclusion Conﬁdence
Min. main memory Max. main memory Cache memory Relative performance
Not medium (0.094) Low (0.031) Low 0.853
Low (0.000) Not low (0.101) Medium–low 0.816
Medium (0.033) Medium–low 0.878
Medium (0.004) Medium 0.575
High (0.000) High 1.000
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insight into their nature. For instance, we see in Table 8 how, among other attributes,
weight and the model year have a large eﬀect on automobile mileage, where a high model
year would indicate a newer vehicle. For describing computer hardware performance,
Table 9 shows how important main memory and cache memory are. As well, from Table
7 one can infer which are the most revealing measurements for determining age levels of
abalones.
7. Conclusion
In this study, we have proposed and validated an eﬀective and novel design methodol-
ogy for fuzzy modelling. The heterogeneous development process takes into account the
two fundamental requirements of granular modelling, namely accuracy of the logic
approximation and transparency of the learnt description of the data. The two key tech-
nologies used here for model development, logic minimization and fuzzy neural networks,
are instrumental in achieving overall accuracy with inherent abilities to provide a com-
pletely interpretable architecture.
With the use of heuristic methods of logic minimization in conjunction with neurofuzzy
augmentation, many problems faced by researchers today in the ﬁeld of fuzzy model iden-
tiﬁcation have been overcome. In designing the adaptive processing core, the most critical
component of a fuzzy model, there is no longer any need to rely on methods that provide
inaccurate approximation, diﬃcult interpretability issues, computational complexity, or
limiting parameters (such as choosing a ﬁxed number of rules) that must be experimented
with. As well, we have demonstrated an ability to handle high-dimensional problems while
retaining computational eﬃciency. Employing methods of logic minimization ensures that
the logic-processing nature of the model is fully utilized. Through understanding the logic
nature of real-world data from the very beginning of the design, they reveal an intuitive
and concise structure that directly forms a blueprint for a heterogeneous fuzzy neural net-
work architecture.
There are still a number of issues worth investigating:
• Interpretation mechanisms where emphasis is placed on a more sophisticated pruning
process, where we could consider the importance of various criteria such as accuracy
(how much the pruning aﬀects the performance index) and interpretability, where struc-
tural complexity could be measured by such parameters as the number of rules and/or
literals.
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but is certainly worth detailed consideration, with potential to improve accuracy. They
may be better constructed by capturing the nature of the data: methods such as fuzzy
equalization [27] or various techniques of fuzzy clustering [28] could be of interest here.
• A newer logic minimization tool, BOOM [15], claims superiority over ESPRESSO-II in
a variety of areas. Interestingly, one of the claims made involves being better equipped
to handling sparsely deﬁned, high-dimensional Boolean data. Given that this is pre-
cisely what we get from the granulation of a real-world continuous dataset, BOOM
may well be worth investigating. Although ESPRESSO-II had no problems in quickly
discovering minimal structures for the data experimented with here, BOOM could
prove useful for much larger problems that ESPRESSO-II might struggle with, for
instance when dealing with hundreds of variables.
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