Abstract
Numerical solution of innite-domain boundaryvalue problems requires some special techniques that would make the problem available for treatment on the computer. Indeed, the problem must be discretized in a way that the computer operates with only nite amount of information. Therefore, the original innite-domain formulation must be altered and/or augmented so that on one hand the solution is not changed (or changed slightly) and on the other hand the nite discrete formulation becomes available.
One widely used approach to constructing such discretizations consists of truncating the unbounded original domain and then setting the articial boundary conditions (ABC's) at the newly formed external boundary. The role of the ABC's is to close the truncated problem and at the same time to ensure that the solution found inside the nite computational domain would be maximally close to (in the ideal case, exactly the same as) the corresponding fragment of the original innite-domain solution.
Let us emphasize that the proper treatment of articial boundaries may have a profound impact on the overall quality and performance of numerical algorithms. The latter statement is corroborated by the numerous computational experiments and especially concerns the area of CFD, in which external problems present a wide class of practically important formulations.
In this paper, we review some work that has been done over the recent years on constructing highly accurate nonlocal ABC's for calculation of compress- ible external ows. The approach is based on implementation of the generalized potentials and pseudodierential boundary projection operators analogous to those proposed rst by Calderon. The difference potentials method (DPM) by Ryaben'kii is used for the eective computation of the generalized potentials and projections. The resulting ABC's clearly outperform the existing methods from the standpoints of accuracy and robustness, in many cases noticeably speed up the multigrid convergence, and at the same time are quite comparable to other methods from the standpoints of geometric universality and easiness of implementation.
1 Basic Ideas
Preliminaries
Let us consider two domains: the nite computational domain D in and its innite complement to the entire plane (entire space) D ex ; the domains are separated by the articial boundary , which is supposed to be a simple closed curve (surface). We originally formulate our problem on D in [ D ex ; specically, we are looking for a vector-function u = u(r; t), r represents the space coordinates and t is the time, that satises some (generally speaking, nonlinear) system of partial dierential equations (PDE's) u; @u @t ; ru; . . . 
as well as some boundary conditions at innity (u) ! 0; as r jrj ! 1:
(1b) We will always assume that the problem (1) is uniquely solvable and well-posed. Later on, we will think of u as of the hydrodynamic variables, e.g., velocity components, density, and pressure. In this case, system (1a) is one of the relevant systems of PDE's used in uid dynamics, e.g., the Navier-Stokes equations, and boundary conditions (1b) may reect, e.g., the fact that as the coordinate approaches innity the local ow parameters approach the free-stream ones. We will also assume that in the case of an external ow problem the computational domain D in entirely contains the immersed body(ies), and equations (1a) include the proper boundary conditions at the solid surface(s). In this case, we may think (for simplicity) that D in [ D ex = R n , n = 2 or n = 3. The next step is to assume that in the domain D ex system (1a) is either linear and homogeneous from the very beginning or admits replacement by some linear homogeneous system of PDE's under certain conditions. Analogously, we will assume that boundary conditions (1b) can also be thought of as some linear homogeneous relations. Then, instead of (1) we consider u; @u @t ; ru; . . . 
In (2b) and (2c), L and l are some linear operators, andũ =ũ(r; t) may either coincide with u or be some function of u. For example, system (2b) can be obtained on the basis of (1a) using linearization in D ex . (Note, linearization of the governing equations in the far eld against the constant free-stream background is relevant to many external ows.) Then, u = u u 0 , where u 0 represents the corresponding free-stream parameters. Analogously to (1), we will assume that problem (2) is uniquely solvable and well-posed.
Our nal goal will be to nd the solution u to (2a) on D in . However, we cannot do it directly since system (2a) is not closed if considered separately.
On the other hand, we also cannot directly solve on the computer neither (1) nor (2) because D ex is innite. Consequently, we will need to supplement system (2a) by the special articial boundary conditions (ABC's) at , so that the resulting problem u; @u @t ; ru; . . . 
is closed and its solution on D in is in a certain sense close to the solution of (2) . To construct the ABC's (3b), we will use the linearity of (2b){(2c).
Before proceeding further, let us dene here an important concept of exact ABC's, which we will refer to henceforth. Namely, if the ABC's (3b) are constructed so that the solution to (3) and (2) coincide on D in , then we will call such boundary conditions the exact ABC's. Note, we always assume that the solutions of (1) and (2) are close enough and always treat the exactness of ABC's within the accuracy of replacement of (1) by (2) (e.g., within the accuracy of far-eld linearization). Clearly, we can reformulate the denition of exact ABC's as follows: one should be able to uniquely complement the solution of (3) from D in to D ex so that the resulting function on D in [ D ex solves (2) .
An extensive work has been done by many authors over the recent years towards constructing the exact ABC's for dierent problems, as well as towards developing the eective approximate boundary conditions. A survey of this work can be found, e.g., in the recent review paper by Tsynkov 1 , as well as in the comprehensive reviews by Givoli 2; 3 .
Boundary Equations with Projections
Clearly, the idea of exact ABC's is that the relation (3b) should equivalently replace (2b){(2c). Since the equations (2b){(2c) are linear we can use the apparatus of generalized potentials and boundary projections in order to obtain the desirable boundary conditions. In so doing, B from (3b) appears to be some linear pseudodierential operator.
The generalized potentials and boundary projection operators that we employ for constructing the ABC's were rst proposed by Calderon 4 and then also studied by Seeley 5 . Ryaben'kii 6; 7 (see also the recent paper 8 and the book by Mikhlin, et al. 9 ) had extended and modied the original approach, and also proposed an eective numerical technique for calculation of potentials and projections, this technique is called the dierence potentials method (DPM). Additionally, Ryaben'kii in 10 had for the rst time shown how the generalized potentials and projections could be used for constructing the ABC's for unsteady nite-dierence problems.
We, however, will for the moment restrict ourselves by considering the steady-state problems only, which means u = u(r) andũ =ũ(r): To simplify the notations, we will further omit the tilde that distinguishes between the \linear" and \nonlinear" solutions; it should not cause misunderstandings since hereafter we will mostly concentrate on the \linear part" of (2) . On (4b) which is the key element of our further construction. In the theory of generalized potentials, the solution of the AP (4) plays approximately the same role as the convolution with the fundamental solution plays in the classical potential theory. We will assume that problem (4) is uniquely solvable for any compactly supported right-hand side (RHS) f(r) and well-posed; the corresponding inverse (Green's) operator is denoted G. For any function u(r), r 2 D ex , we also introduce its clear trace 6; 7 on , = Tr u: (5) For the applications considered below (L in (2b) and (4a) is a second-order operator), is chosen as a vector-function with the components u; @u @ , is the normal to . The corresponding space of vector-functions is called the space of clear traces. For any element of this space, we dene the generalized potential with the density :
Here, w = w(r) is an arbitrary function with the only requirement of that it has the clear trace ,
Tr w = , and the RHS for the AP, i.e., the function that the Green operator G operates on in equation (6) , is given by Lw Din = L w; on D in ; 0; on
We also dene the operator P , P = Tr P ; (8) as the trace (5) of the generalized potential (6) ; this operator obviously maps the space of clear traces onto itself. It turns out that P in (8) is a projection, P 2 = P , it is called the Calderon boundary projection. This operator will play a fundamental role in our further analysis. It is possible to show 6; 7 that those and only those that belong to the image of the projection, 2 ImP , i.e., satisfy the boundary equation with projection (BEP) P = ; (9) can be complemented from to D ex so that the complement u = u(r), r 2 D ex solves (2b){(2c). In other words, BEP (9) provides for a complete classication of those and only those densities of generalized potentials that are actually the traces of some solution u = u(r) to (2b){(2c) on D ex . When the BEP (9) is satised, the corresponding complement on D ex can be restored as the potential (6) . Clearly, since ImP contains all those and only those that can be complemented on D ex so that the complement solves (2b){(2c), then equation (9) equivalently replaces system (2b){(2c), which means the BEP (9) serves as a desirable exact ABC of type (3b). We emphasize that these ABC's are usually nonlocal; on the other hand, the algorithm for constructing the ABC's does not impose any essential limitations on the shape of .
BEP (9) provides for a general recipe to construct the exact ABC's. However, any specic problem requires its own special approaches. First, certain assumptions in regard to the behavior of solution have to be done in order to pass from (1) to (2) . For example, to linearize the governing equations one has to assume that the ow perturbations in the far eld are small; this assumption can usually be veried a posteriori. Second, the AP (4), which needs to be actually solved for calculating P , is still formulated on the innite domain. Special techniques must be employed to replace it by some nite-domain AP. Third, in practice the ABC's are to be constructed for the discrete rather than for the continuous formulation of the problem, which means that some additional steps may be required for the actual implementation of BEP (9) . Finally, the numerical process of the DPM 6; 7 , which is used for the actual calculation of ABC's, may also vary in some details from one problem to another. In Section 2, we will delineate the corresponding algorithm for the Navier-Stokes equations. Here, we will briey describe a simpler case of the two-dimensional external inviscid ows.
An Inviscid Example
Tsynkov 11; 12 and Sofronov and Tsynkov 13 consider a nite body (airfoil) immersed in an innite ow of inviscid compressible uid. The ow is governed by the Euler equations and is assumed to be subsonic at innity; for the purpose of numerical solution, the equations are discretized on a nitedierence O-type grid that is generated around the body. The computational domain D in in 11; 12; 13 is formed by the grid; no special assumptions in regard to the shape of its external boundary are done. Outside the computational domain, i.e., in D ex , the Euler equations are linearized against the free-stream background. Moreover, we assume the existence of the velocity potential in the far eld and split the linearized system into elliptic (velocity) and advection (entropy) parts. After the term associated with the circulation of ow around the airfoil is subtracted, the regular part of the potential of velocity perturbations can be described by the Prandtl-Glauert equation
with zero boundary condition at innity:
'(x; y) ! 0; as x 2 + y 2 ! 1:
(10b) Equation (10a) can be easily reduced to the Laplace equation by means of an ane coordinate transform; in so doing, boundary condition (10b) obviously remains intact. To obtain the ABC's for velocity components, we represent the solution to (10) in the form of a generalized potential and then construct the corresponding BEP. We use the AP formulated on a ring-shaped domain fR 1 r R 0 g; the external circle fr = R 0 g encompasses and the internal circle fr = R 1 g lies inside D in . At r = R 1 , we specify homogeneous Dirichlet boundary conditions; at r = R 0 , we specify boundary conditions 
where' k , k = 0; 1; 2; . . ., are the Fourier components of the potential (10) after the transform with respect to the polar angle. It is possible to make sure that this AP is uniquely solvable and well-posed for any RHS concentrated inside the ring. Moreover, it is easy to see that once complemented to the exterior of the ring, the solution to this AP vanishes at innity (compare to (4b)). Numerically, the AP is easy to solve by means of the discrete Fourier transform in polar coordinates. Analogously to the continuous formulations, the ABC's in the discrete form should simply close the system that is solved inside D in . For a second-order scheme employed inside the computational domain, we can always assume that the velocity components on the penultimate coordinate row of the O-type grid are known, whereas the corresponding values on the outermost row 1 should be determined using the ABC's. Therefore, we consider the penultimate coordinate line as the actual articial boundary. Referring the reader to the original work 11; 12; 13 , as well as to Section 2, in which the Navier-Stokes case is analyzed, we skip here the details of the numerical procedure for calculating generalized potentials and projections and setting the inviscid ABC's. We only mention that after the nite-dierence BEP is obtained, it is solved so that the velocity on provided from inside D in coincides with the gradient of the potential (10) in a certain generalized sense. Once the BEP is solved, we can nd the discrete potential density for any data (velocity components) specied on . When this grid density is known, we calculate the generalized potential and nd the trace of its gradient on the outermost coordinate line 1 by means of interpolation; this procedure yields the ABC's for velocities. Finally, the ABC's for thermodynamic parameters are obtained using local relations, specically, the Bernoulli equation and the entropy advection equation.
The technique of 11; 12; 13 for constructing the ABC's was combined with an iterative method 14 by Sofronov for calculating steady solutions to the Euler equations. A few subsonic and transonic airfoil ows have been numerically studied; in the transonic case, local supercritical regions were always kept inside D in so that one could treat the exterior linearized ow in D ex as purely subsonic. Numerical results presented in 13 demonstrate clear superiority of the nonlocal DPM-based ABC's over the standard local techniques based on quasi-one-dimensional characteristic analysis. For a xed computational domain, nonlocal ABC's 11; 12; 13 provide for better accuracy and faster convergence rate than local techniques; the entire numerical algorithm also appears to be more robust. Additionally, when the articial boundary approaches the airfoil, the solution obtained with the technique of 11; 12; 13 appears to be essentially less inuenced by the decrease of the size of computational domain than the solution obtained on the basis of the local boundary conditions. In other words, ABC's 11; 12; 13 allow one to maintain good accuracy of computations for much smaller computational domains than the standard boundary conditions do. These results, along with the geometric universality of ABC's 11; 12; 13 , make this approach useful for calculating external Euler ows.
Analyzing this Euler example, we can see that the principle favorable circumstance that allowed us to relatively easy obtain the ABC's is the availability of a nite-domain AP. This, in turn, is due to the fact that the Poisson equation admits variables separation in polar coordinates. However, one obviously cannot rely on such circumstances in constructing the ABC's for more general cases. For example, the linearized Navier-Stokes equations (see Section 2) and even the linearized Euler equations (without introducing the potential) most likely do not admit the separation of variables in any other coordinate system except in the Cartesian one. Therefore, we need to develop some technique that would generally allow us to approximate the solutions of the innite-domain AP of type (4) by the solutions of a new nite-domain AP. In so doing, we should be able to control the corresponding approximation error so that the resulting ABC's be as close to the exact ones as desired. Below, the procedure for constructing appropriate nite-domain approximations to the AP's of type (4) is described for a particular class of systems of PDE's with constant coecients. For wider classes of systems, the possibility to use the same procedure is corroborated by the numerical experiments.
Systems of Simple Structure
Hereafter in this subsection, we assume that all functions depend on only two space variables, i.e., r = (x; y), x and y being scalars. This assumption allows us to simplify the presentation and at the same time does not imply any loss of generality since the analysis of the case r = (x; y), y being a vector, is straightforward.
Let us consider the system of PDE's @u @x = A @ @y u + f(x; y); 1 < x; y < 1; (12) with respect to a n-component vector-function u = u(x; y). In (12) , A @ @y is a n n matrix, each entry of this matrix is a symbolic polynomial of @ @y . The RHS f(x; y) is a compactly supported ncomponent vector-function, f(x; y) 0 for jx aj > a, jyj > a, a being some positive constant. System (12) can obviously be thought of as a particular class of systems of type (4a); consideration of only the rst-order derivatives with respect to x presents no loss of generality since the higher derivatives can be eliminated by introducing additional variables.
We designate by A(i) the matrix that is obtained by substituting i into A @ @y instead of @ @y . The entries of the matrix A(i) are, therefore, some polynomials of the real variable (the coecients of these polynomials may, generally speaking, be complex).
Denition 1 System (12) is called the system of simple structure if the roots j () of the equation det kA(i) Ik = 0 (I is the n n identity matrix) satisfy the inequalities j< j ()j () > 0; (13) where > 0 does not depend on .
Let now U be a class of n-component vectorfunctions, in which we will be looking for the solutions u(x; y) of system (12) . The inclusion u(x; y) 2 U holds for all those and only those vector-functions that satisfy the following conditions. Each component of the vector-function u(x; y) has continuous derivatives of all those orders that are involved in system (12) .
Vector-function u(x; y) can be represented as a u Y + f Y (x; y); 1 < x; y < 1; (17) with the unknowns u Y = u Y (x; y). In (17) , f Y (x; y) is a n-component vector-function that is periodic in the y direction with the period Y and that coincides with the RHS f(x; y) of system (12) for jyj < Y=2.
Let U Y be a class of n-component vectorfunctions, in which we will be looking for the solutions u Y (x; y) of system (17 
Fourier coecientsû Yk (x) of the function u Y (x; y) are bounded for all k, jû Yk (x)j < 1: (20) Theorem 1 The system of simple structure (12) may have at most one solution u(x; y) 2 U, and system (17) 
where = (z; k; D), and ! 1 as k ! 1.
The importance of Theorem 2 is that it allows us to approximate the solution of the innite-domain AP by the solutions of another problem, which is periodic and, therefore, nite, in all but one Cartesian directions. Recall, to calculate the ABC's we need to know the projection P (see (8) ), which is the superposition of the trace Tr (see (6) ) and the potential P (see (5) ). We, therefore, conclude that in order to obtain the ABC's we do not need to know the potential, i.e., the solution of the AP, everywhere on D ex ; we need to know it only on some neighborhood of . Consequently, the approximation of u by u Y on any nite domain D as the period Y increases (see (23) ) is sucient for achieving our goal of constructing the ABC's.
The proof of Theorem 2 is essentially based on the estimates for one-dimensional fundamental solutions obtained by Godunov and Gordienko in 15 . Specically, let dv dx = A v + f(x) (24) be an abstract system of n ordinary dierential equations (ODE's) with constant coecients, and f(x) be a continuous bounded function. Let also the roots of the characteristic equation detjA Ij = 0 of system (24) satisfy the inequality j<j > 0: (25) We supplement system (24) by the condition of boundedness of its solution v(x) = (v 1 (x); v 2 (x); . . .; v n (x)) T on the entire line 1 < x < 1, kv(x)k const:
Because of the equivalence of norms on a nitedimensional space for a xed n, the choice of the specic norm kv(x)k in (26) is not essential. Hereafter, we will always use the l 1 norm of vectors, i.e., consider as a norm of a vector the sum of absolute values of its components. We now formulate the following result, see 15 . Fundamental solution G(x) of the corresponding linear dierential operator from (24) exists and is unique in the class of functions that meet boundary condition (26) . This fundamental solution is actually a n n matrix that satisfy the inequality
where (n) is some number that depends only on n, and the norms of the matrices G(x) and A are consistent with the chosen vector norm. Note, according to the denition of the fundamental solution, one can represent the solution to (24) , (26) as
We will be looking for the solution of system (12) in the form of the Fourier integral (14a), where the Fourier transformationû(x; ) is subject to the determination. Analogously to (14) , we represent the RHS f(x; y) of system (12) 
Substituting (14a) and (29a) into (12) and using (15), we formally obtain forû(x; ) the following system of ODE's with constant coecients
System (30) depends on as on the parameter. We will supplement this system by boundary condition (16) .
To make sure that the function u(x; y) obtained using (14a) (provided thatû(x; ) satises (30), (16) ) does belong to U and does solve (12), we will rst have to make certain assumptions in regard to the smoothness of the RHS f(x; y) (recall, this function is always supposed to have compact support). Then, we estimate from above the Fourier transformationf(x; ) (see (29a)) and its derivatives by certain rational functions of . Using the estimates for f(x; ), inequality (27) , and representation (28), we can estimate from above the solutionû(x; ) of (30), (16) and its derivatives with respect to x by the (22)-type norm of f(x; y) multiplied by a certain rational function of and a certain exponential function of x. Further, the dierentiability ofû(x; ) with respect to and the estimates for the derivatives (in particular, the rate of decay for big jj) can be obtained by induction with respect to the order of dierentiation. Finally, using the aforementioned estimates we make sure that the inverse Fourier transformation (14a) does exist in U and therefore, provides for the solution to (12) ; using the same estimates, we also make sure that inequality (23) does hold, rst for z = 0 and then for z > 0. This brief outline will be transformed into the full proof of Theorem 2 in a future paper. Here, we will show how to handle the last remaining innite direction, x, and to therefore nally replace the innitedomain AP by a new problem formulated on some bounded domain.
Since we have already replaced the original innite-domain formulation of the AP by the periodic formulation with respect to y, then, instead of solving systems (30) , (16) by substituting (18a) and (32a) into (17) and using (19) .
For each k, k = 0; 1; 2; . . ., system (31) formally needs to be solved on the entire line 1 < x < 1. However, since we need to know the solution of the AP only on some nite neighborhood of , we can always choose a suciently large but still nite segment on the x axis, on which it would be sucient to calculate the solution to (31) . Without loss of generality, we may think that it is the segment (0; X), X > 2a. Since the RHS f(x; y) is compactly supported, system (31) is homogeneous for x 0 and x X. To ensure that boundary condition (20) is met, we have to prohibit for x X all the eigenso- and the matrix products are computed taking into account the multiplicities of these eigenvalues. Clearly, since for the system of simple structure j<j > 0, boundary conditions (33) actually imply that the solutionû Yk (x) vanishes at innity (which is a stronger property than simply boundedness (20) ).
Thus, we have shown how to replace the innitedomain AP for a system of simple structure by the new problem formulated on the rectangle (0; X) ( Y=2; Y=2) for the same RHS so that the solutions of these two problems are arbitrarily close to one another on a xed nite neighborhood of D in . We only have to mention, that the \asymmetric treatment" of the Cartesian directions x and y is caused mostly by the physical concerns. Specically, typical external ow formulations (see Section 2) would bear some natural non-isotropy when we treat the Cartesian direction x as a streamwise and the Cartesian direction y as a cross-stream. In so doing, exact analytic treatment (33) of the Cartesian direction x seems to be most relevant for practical computations, since the periodic treatment for x may result in much larger values of period required for achieving the same accuracy than the periodic treatment for y. On the other hand, for the purposes other than the practical computation of projections, we may consider Fourier representation of the solution to the AP in all Cartesian directions. In particular, this has been done by Tsynkov in 16 when proving the solvability of the AP for the linearized thin-layer equations in the sense of tempered distributions.
To conclude the introductory part of the paper, we will also briey comment on the relation between the systems of simple structure and other equations that can often be encountered in practice.
Wider Classes of Systems
Many systems of equations that are frequently solved in mathematical physics may not appear to be the systems of simple structure. For example, consider the system @u @x = v @v @x = @ 2 u @y 2 + u + f(x; y); 2 R; = const; (34) which is obtained when replacing the equation @ 2 u @x 2 + @ 2 u @y 2 u = f(x; y) (35) by the rst-order system with respect to x. For (34), (35) is the Poisson equation) or when < 0 (equation (35) is the Helmholtz equation), the real part of () for some 's is zero, which means that system (34) is not a system of simple structure. Accordingly, the Poisson equation on R 2 not always has a bounded solution. As for the Helmholtz equation, the condition of vanishing of its solution as r (x 2 + y 2 ) 1=2 ! 1 does not ensure the uniqueness. To select the unique solution, one has to impose a more ne Sommerfeld radiation condition, which, in particular, also implies vanishing of the solution at innity.
As shown above, if the linear dierential operator L from (2b) being represented in the form of (12) implies the inequality (13), i.e., the corresponding system of PDE's meets the Denition 1 of the systems of simple structure, and if the boundary conditions at innity (2c) are actually the conditions of a suciently fast decay, then the ABC's at the articial boundary = @D in can be constructed using the nite-domain AP on the rectangle (0; X) ( Y=2; Y=2). Indeed, under these conditions the innite-domain AP (4) formulated for the RHS (7) can be replaced by the nite-domain AP using Theorem 2 and boundary conditions (33) . If, however, system (2b) represented in the form of (12) is not a system of simple structure, then we can sometimes approximate its solutions by the solutions of a specially chosen system of simple structure. (Note, the representation in the form of (12) , if possible at all, may require the solution with respect to @u=@x after the Fourier transform; in so doing, the entries of A(i) may become rational rather than polynomial functions of ).
Let B = B @ @y ; " be a n n matrix, which approaches the zero matrix as " ! +0, and let the also provides for the system of simple structure (39a). However, in this case we approximate (as " ! +0) the solution composed of incoming waves rather than the one that meets the radiation conditions. Finally, we mention that for a given system of PDE's it is, generally speaking, not always easy to nd a good analogue to the principle of limitary absorption so that the solutions of this system can be approximated by the solutions of a certain system of simple structure. However, the replacement of an innite-domainAP by the periodic problem may still be possible, the validity of such a replacement can be veried a posteriori by means of the numerical experiments as done, e.g., in our work 17 .
ABC's for External Viscous Flows 2.1 Governing Equations
We consider a ow of compressible viscous uid over a nite body or conguration of bodies (e.g., single-element or multi-element airfoil in two space dimensions). The ow is supposed to be uniform and subsonic at innity. As mentioned above, we intend to actually calculate the ow only on some nite computational domain D in (which contains the immersed body(ies)). The innite exterior D ex of the domain D in is truncated, and the equations there along with the boundary conditions at innity are to be replaced by the ABC's at = @D in .
To construct the ABC's, we linearize the governing equations in D ex against the constant freestream background. Generally, to justify the possibility of linearization we have to make sure that rst, the ow perturbations in the far eld are small, and second, the dierential equations that describe these small perturbations are linear. As concerns the rst assumption, it does hold for the external viscous ows, at least when the size of D in is much larger than the size of the immersed body. The linearity of the governing equations for small perturbations is easy to establish for the subsonic ows, i.e., when the free-stream Mach number M 0 is not too close to one. For the transonic ows, it basically requires a special study (see our work 18 and also the recent paper 19 ). The situation appears dierent for three space dimensions, when the far eld is essentially linear, and for two space dimensions, when the consideration of a simplied potential model may formally require to introduce some nonlinear corrections in the transonic limit, i.e., as M 0 ! 1. We, however, always consider the full ow system rather than the potential equation, we also never approach the transonic limit too closely. In so doing, we use the farled linearization for two space dimensions as well. In practice, the validity of the far-eld linearization is always veried by an a posteriori numerical check.
Either can be used (and has actually been used) for constructing the ABC's in two space dimensions for steady-state ows. Hereafter, we will concentrate mostly on this specic case (2D steady-state ows); in the end of the paper, we will also present some recent three-dimensional results (see our work 18; 19 , as well as the earlier papers 20; 21 ) and comment on the possible approaches to treating the timedependent problems.
System (40) represents the linearized dimensionless full Navier-Stokes equations, and system (41) represents the linearized dimensionless thin-layer equations. In (40) and (41), u, v, p, and are the perturbations of the Cartesian velocity components, pressure, and density with respect to the corresponding free-stream parameters, M 0 is the free-stream Mach number, Re is the Reynolds number, P r is the Prandtl number, and is the ratio of specic heats. In both cases we assume that the direction of ow at innity coincides with the positive x direction, and that the gas is perfect. To obtain the dimensionless quantities, we use the following scales: u 0 , for velocity components; 0 , for density; 0 u 0 2 , for pressure; 0 , for viscosity; characteristic size L (typically, airfoil chord), for all distances. Here, the subscript \0" denotes the free-stream parameters.
As mentioned above, to construct the ABC's we need to be able to solve the AP for a nonhomogeneous counterpart to either (40) or (41) driven by a certain compactly supported RHS. In our work 16 we have, in particular, shown that when supplemented by a compactly supported RHS, system (41) is always solvable in the sense of tempered distributions (see, e.g., book 22 by H ormander or 23 by Vladimirov for a detailed description of the concept of distributions and its application to solving the PDE's). We have also shown that if this solution satises the boundary condition (u; v; p; ) ! (0; 0; 0; 0); as r (x 2 + y 2 ) 1=2 ! +1; (42) then it is unique in the class of distributions vanishing at innity. Note, the solvability in S 0 (space of tempered distributions) does not necessarily mean the fulllment of (42) . To make sure condition (42) does hold, we need to do certain assumptions about the RHS f(x; y). From the very beginning, we always think that f is compactly supported and that f 2 L 1 (R 2 ), which is no loss of generality. If we additionally assume that f 2 L 2 (R 2 ) (which basically presents no loss of generality as well), then the solution u (u; v; p; ) to the innite-domain AP (of type (4)) can be represented as u = u (1) + u (2) , where u (1) satises (42) and u (2) 2 L 2 (R 2 ); the latter inclusion can be treated as \a generalized decay at innity". If, however, we require that f(x; y) be suciently smooth on R 2 so that its Fourier transformation with respect to both x and y belongs to L 1 (R 2 ), then we can show (see 16 ) that the solution u to the AP for system (41) meets boundary condition (42) . Similar results for three space dimensions have been obtained in our work 19 . Let us also note that the work 16 is devoted to studying a wider class of formulations than only the steadystate ows, specically, we study there the ows that oscillate in time. The aforementioned solvability results for the steady-state thin-layer equations can be obtained as one consequence of the considerations of 16 . We will briey review the general results of 16 in the end of this paper.
Geometric Setup
Let us now introduce the geometric setup typical for external ow problems in two space dimensions; an example is shown in Figure 1 . We are interested in calculating the ow around an airfoil, the singleelement conguration presented on the gure does not imply any loss of generality since the treatment of external boundary for the multiple immersed bodies would basically be the same. To calculate the ow, we rst generate the grid around the airfoil; for this specic example it will be a C-type curvilinear grid, which actually forms the computational domain D in . The nonlinear ow equations are discretized and solved on this grid inside D in . However, analogously to the continuous case (see Section 1) the discrete system inside D in is subdenite unless we supplement it by some ABC's. Indeed, the stencil of the nite-dierence operator used inside D in cannot, generally speaking, be applied to those nodes of the C-grid that are located near the external boundary, e.g., it cannot be applied to any node of the outermost coordinate row of this grid, since in so doing the part of the stencil may simply \fall out" of the domain. Therefore, the discrete system inside D in without ABC's would merely have less equations than it has unknowns. Consequently, unlike the continuous case, for which to close the system inside D in means to set the ABC's exactly at the continuous external boundary, to close the system inside D in in the discrete framework means to provide for some additional relations between the values of the solution in the nodes located in a certain external part of the grid. For example, if the scheme employed inside D in is written on the 3 3 stencil, which, in particular, corresponds to a widely used second-order central-dierence approach, then the ABC's should provide for the missing relations between the values of the solution on the penultimate and outermost coordinate rows of the C-grid. On Figure 1 , the penultimate coordinate row is designated and the outermost row is designated 1 .
Henceforth, we will treat the penultimate coordinate row of the C-grid as a formal continuous articial boundary. This, in particular, means that the outermost curve 1 belongs already to the area, in which we linearize the governing equations. It also means that if we were looking for the continuous solution on D in , then we would need to construct the ABC's exactly at the penultimate coordinate line . For the discrete formulation, however, we need to obtain missing relations between the values of the solution on and 1 (see above). To do that, we will rst formulate the ABC's of type (9) exactly at and then use the generalized potential (6) for complementing the boundary data from to D ex , the trace of this complement on 1 will provide us with the unknown values of the solution at the outermost coordinate line of the C-grid. In so doing, we not only obtain the desirable missing relations that close the discrete system in D in , but at the same time automatically make sure that these relations are right in the sense that they properly take into account the structure of the solution in the far eld; the latter is true because the complement we construct on D ex is obtained on the basis of (9).
Computation of the Potentials and Projections
In fact, we, of course, cannot calculate directly the continuous generalized potentials (6) and boundary projections (8) ; instead, we calculate their discrete counterparts called the dierence potentials and the dierence boundary projections, respectively. The corresponding numerical procedure is based on application of the DPM 6; 7 . The issues of consistency and convergence for the dierence potentials and their continuous prototypes have been studied by Ryaben'kii in 7 and Reznik in 24 . As described in Section 1, the AP for the nonhomogeneous version of either system (40) or (41) is rst formulated on the entire plane and then truncated so that one needs to solve it only on the rectangular domain D 0 Y = (0; X)( Y=2; Y=2); this auxiliary domain should fully contain both and 1 , see Figure 1 . We will now describe the nite-dierence formulation of the AP and the DPM-based algorithm for calculating the dierence potentials and projections.
Let us introduce in D 0 Y two Cartesian grids, M 0 and N 0 . The grid M 0 will be used for specifying the RHS for the nite-dierence AP, the grid N 0 is the one, on which the solution to this AP will be dened. We also introduce the space F 0 3 f 0 f M 0 of the RHS's for the AP, the space U 0 3 u 0 u N 0 of its solutions, and the nite-dierence operator L h : U 0 7 ! F 0 , which can be a discretization of the left-hand side of either (40) or (41) . Note, in the work 17; 25; 26 we have used the operator L h obtained by the second-order central-dierence approximation of (40) , in so doing the grids M 0 and N 0 coincide except on the lines x = 0 and x = X, where the RHS grid M 0 is simply not dened. In a later work 16; 27; 28 , we have used the operator L h obtained by the second-order approximation of (41) with the central dierences along y and the rstorder dierences along x. In so doing, the RHS grid Note, we omit the superscript \0" for the solutions and the RHS's of the AP when referring these functions to specic grid nodes, see (43) . 
As concerns the RHS's f 0 2 F 0 , they may, generally speaking, dier from zero only for those nodes of the grid M 0 that belong to D in . Instead of (18) and (32) 17 and those that correspond to a more general case of time-periodic ows can be found in 16 . Note, the matrices A k and B k from (47) have order 4, whereas for system (40) these matrices would have order 8 (see 17 ), this is caused by the necessity to introduce additional variables when reducing the order of dierencing with respect to x from the second to the rst.
To complete the formulation of the nitedierence AP on the rectangle D 0 Y , we have to specify the boundary conditions at x = 0 and x = X, i.e., at m = 0 and m = M. Analogously to how it is done in Section 1 for the continuous formulation, we rst note that system (46) where Q k = (A k ) 1 B k , r (k) are the eigenvalues of Q k , I is the identity matrix, and the matrix products are calculated in accordance with the multiplicities of eigenvalues. Discrete boundary conditions (48) are analogous to the continuous boundary conditions (33) . The only dierence is that unlike (33a) and (33b), equations (48a) and (48b) are not symmetric. In formula (48b) (downstream boundary condition), we admit the eigenvalues j(k)j = 1, which in the continuous case would correspond to j<()j = 0. The reason for this asymmetry is that none of the systems (40) and (41) is actually a system of simple structure. For = 0 (k = 0 in the discrete formulation), we have (multiple) eigenvalue with j<()j = 0 (j(k)j = 1) for both (40) and (41) . Unfortunately, neither for the linearized Navier-Stokes nor for the linearized thin-layer equations we are unaware of any good analogues of the principle of limitary absorption (see Section 1) that could have helped us to approximate the solutions of these systems by the solutions of systems of simple structure. We have, therefore, to entirely rely on the numerical experiments as the means to justify the possibility to replace the original AP by the periodic one. The computations that do corroborate the possibility to introduce the periodic formulation are reported in 17 . Moreover, it is also possible to make sure that the matrix Q k for j(k)j = 1 (k = 0) still has a full system of eigenvectors, which means that the corresponding eigensolutions of the homogeneous one-dimensional system are at most oscillatory, but never increasing. Using this fact, one can show (see 17 ) that the resulting solution obtained by means of an inverse Fourier transform still vanishes at innity, even if for a selected nite number of 's (k's) we require only the boundedness (48b) rather than the true decay of the one-dimensional solution in the Fourier space.
Thus, we have nally completed the formulationof the nite-dierence AP, and have, therefore, dened its Green (i.e., inverse) operator G h , G h : F 0 7 ! U 0 . It is easy to see that this AP is uniquely solvable for any compactly supported RHS and well-posed, the well-posedness can be established on the basis of the considerations of 29 . An eective numerical algorithm for solving the AP (more precisely, for solving one-dimensional systems (46) with boundary conditions (48)) is described in our work 30 . This algorithm can be referred to as a version of the wellknown successive substitution technique, but without its \inverse" or \resolving stage". The particular ecacy of the approach of 30 is based on the fact that boundary conditions (48) 
Since is a multi-layered set of nodes, of (49) in a certain sense models of (5). Let us now introduce the space of dierence clear traces that would contain all grid vector-functions of dimension 4 dened on . For each element of this space, we can construct the generalized dierence potential
where w 0 2 U 0 is chosen so that it has the trace , Tr w 0 = , and is arbitrary in the rest. For example, one always may choose w 0 = ; on 0; on N 0 n . As concerns the RHS for the dierence AP, i.e., the function that the discrete
Green operator G h operates on in equation (50) 
Clearly, to calculate the dierence potential P ex (50) , which is analogous to the continuous generalized potential (6), we need to actually solve the dierence AP.
Finally, we dene the operator P , P = Tr P ex ;
(52) as the composition of potential (50) and trace (49) . This operator obviously maps the space of dierence clear traces onto itself. As in the continuous case (compare (52) with (8)), P appears to be a projection, P 2 = P , it is called the dierence boundary (9), in which the Calderon projection P is calculated using the new nite-domain rather than the original innite-domain AP. Here, we, in turn, approximate the solution of the continuous periodic AP by the solution of the nite-dierence periodic AP, which presents the next key step of the entire procedure (we mean the next one after introducing the periodic formulation). This two-step scheme leads us to a somewhat non-standard concept of convergence for the solutions of the dierence AP. Namely, we will consider convergence of the dierence solution to the solution of the innitedomain continuous AP on some nite xed domain (e.g., on any rectangle jx aj < a, jyj < a, where a X=2, a < Y=2) as (h x ; h y ; Y ) ! (0; 0; +1).
We have already discussed the reasons and consequences of considering the convergence on a xednite subdomain only. We should also emphasize that the convergence is considered not only as the grid size vanishes but also as the period Y synchronously grows. Note, to achieve some initially prescribed accuracy, one should increase the period and decrease the grid size consistently. Some estimates connecting the grid size, the period, and the desired accuracy can be found in 17 .
Following the considerations of Section 1, one can conclude that the convergence of the foregoing type is sucient for the purpose of constructing the ABC's. We will, therefore, use the dierence analogues (50), (52) , and (53) to the continues potentials (6), projections (8) , and BEP's (9), respectively, to set the ABC's in the discrete framework. Later on, we will comment on how to choose the specic values of the grid size and the period; in practice, this choice is always done on the basis of the numerical experience.
An Application of the Dierence
Potentials and BEP's for Setting the ABC's Let us denote by the set of those nodes of the C-grid that actually determine the penultimate coordinate line (see Figure 1) ; analogously, nodes 1 will correspond to 1 . Additionally, we introduce on the set of collocation points !, which is also called the collocation grid. This collocation grid will be used for specifying the unknowns; typically, it is coarser than the grid . The size of the collocation grid ! is not arbitrary, it is connected to the size of the Cartesian grid N 0 , some relevant estimates can be found in 7 . For the practical purposes, we often take the total number j!j of nodes of the collocation grid ! proportional to the square root of the total number jj of nodes that constitute the grid boundary . We should also note that the collocation grid is usually not uniform; as a rule, it is more concentrated towards the wake region.
We will approximate the space of clear traces ( We also introduce the operation of continuation of the boundary data from the continuous articial boundary to the grid boundary . Assuming that the size of the Cartesian grid N 0 is reasonably small, one can say that all the nodes are located in some small neighborhood of . Therefore, considering as the given data, we can drop normal from each node to and then use the rst two terms of the Taylor expansion to calculate . We will designate this operation of continuation by , = .
Combining with the previously introduced interpolation R ! , we obtain the operation of continuation of the discrete data ! from to ,
Finally, recall that the actual data on the curve is calculated numerically at the nodes . Therefore, we will further need the operation R ! of onedimensional interpolation along that for a specied = u; @u @ would give ! , ! = R ! . Since both ! and are vector-functions of the same dimension, the interpolation R ! is implemented componentwise.
The nite-dierence boundary projection P of (52) and BEP (53) can be used for setting the ABC's dierently. We will begin with the brief description of the algorithm of 17 , which chronologically has come rst. Substituting the expression = ! ! into the BEP (53), we obtain the following equation (40), we actually solve equation (54) with respect to the normal derivatives @u @ ! (see 17 ) and therefore express the normal derivatives explicitly in terms of u ! . The method we employ for solving equation (54) is based on the application of a certain variational approach, see 17 for more details. Note that in the literature, the operators that express boundary values of normal derivatives of the solution to a PDE or system of PDE's in terms of boundary values of the solution itself are called the Poincar e-Steklov operators 31 or Dirichlet-to-Neumann maps 2; 3 .
Having obtained the discrete Dirichletto-Neumann map S ! by solving (54), we are then able to calculate for any u provided from inside the computational domain D in :
(55) Finally, we use the function of (55) as the density of the generalized dierence potential (50) and interpolate this potential from the grid N ex to the nodes 1 1 using some local formulas of suciently high order 17 . In so doing, we obtain the desirable ABC's in the form u 1 = R 1Nex P ex ! (R ! u ; S ! R ! u ) T u ;
where R 1Nex is the aforementioned interpolation from N ex to 1 . Boundary conditions (56) obviously close the discrete system solved inside D in because they provide for the missing relations between the values of the solution at the penultimate and outermost coordinate rows of the C-grid. Moreover, we are guaranteed that this closure is right from the standpoint of the far-eld asymptotic behavior of the solution since the operator T of (56) is constructed using the resolved form S ! of the boundary projection and the potential (50) . We should also note that since all the operators involved in (56) are linear we can actually calculate the matrix of the operator T in some appropriately chosen basis.
This makes the practical implementation of boundary conditions (56) particularly easy even in spite of their nonlocal nature because this implementation is, in fact, reduced to a matrix-vector multiplication. Note, the simplicity of practical implementation of the DPM-based ABC's is not aected by the shape of articial boundary ; the matrix form (56) of the ABC's always remains the same although for the dierent shapes of and 1 the matrices T are also dierent. Moreover, as could be seen from our previous considerations these dierent matrices T are themselves calculated by means of one and the same (i.e., geometrically universal) numerical algorithm, which simply uses the shape of the articial boundary (more precisely, the actual locations of nodes and 1 ) as the input data. This algorithm requires one solution of the dierence AP per basis vector, as well as some special numerical procedure that includes matrix inversion and multiplication for obtaining S ! . Note, the basis, in which we actually calculate the matrices of all operators, is actually chosen in the space of ! 's, and the interpolation R ! is applied afterwards. It is also important to emphasize that the RHS's for the dierence AP are always concentrated near (see (51)), and the solution of the AP also needs to be known only near and 1 . Therefore, the solution of the dierence AP (direct and inverse Fourier transforms and the solution of systems (46), (48) for all k) requires only O(M J) oating-point operations; a detailed justication of this estimate is contained in 17 , see also 30 .
Further delineation of the foregoing numerical algorithm for calculating the matrix T from (56) can be found in our work 17 . The results of implementation of boundary conditions (56) for ow computations are reported in 25; 26 , some of these results are reproduced and discussed in Section 3 of this paper. Another approach to setting the DPM-based ABC's is based on the direct implementation of boundary projections, this approach has recently been proposed in 27; 28 , see also 16 . The main purpose of introducing the new approach was to reduce the computational cost of the ABC's. In the new methodology, the dierence boundary projection P of (52) is constructed on the basis of the thin-layer system (41) using the operator L h dened in (43) ; the operation ! that we use for the continuation of boundary data from to is the same as described above (it is based on the Taylor expansion). However, unlike the previous case 17; 25; 26 , in which the boundary conditions are driven only by u (see (56)), we now consider both u and @u @ as the input data for the ABC's. Assuming that these data are provided from inside the computational domain D in , we then obtain the density of the generalized dierence potential by rst continuing the boundary data from to and then applying the dierence projection P ,
In other words, we project the arbitrary boundary data provided from inside D in onto the \right manifold" in the sense that of (57) already belongs to the image of the boundary projection P , 2
ImP , and can therefore be represented as a trace of some u Nex that solves the equation L h u Nex = 0 Mex and satises boundary conditions (45), (48) .
To actually nd the aforementioned complement u Nex of on N ex , we need to compute the dierence potential P ex (see (50) ) for the density of (57) (which requires the solution of the dierence AP).
Then, interpolating this potential from N ex to 1 1 , we obtain u 1 . Combining the foregoing steps, we can write the desirable ABC's in the form
Let us now consider an arbitrary function . By denition (see formula (50)), the generalized potential P ex with the density satises on N ex the equation L h P ex = 0 Mex and boundary conditions of the AP (45), (48) . In turn, one can easily show (see 7 ) that any function u Nex that solves the equation L h u Nex = 0 Mex with boundary conditions (45), (48) can be represented as u Nex = P ex , where = Tr u Nex . In our case = Tr P ex = P and therefore P ex = u Nex = P ex = P ex P .
In other words, for any the following relation P ex = P ex P is true. Consequently, instead of (58) Of course, another part of this cost reduction, which is even more essential, is accounted for by the reduction of order n of one-dimensional nitedierence system (46) from the eighth to the fourth. Indeed, we recall that boundary conditions (56) were obtained on the basis of the second-order centraldierence discretization of system (40) and boundary conditions (59) were obtained on the basis of the discretization (43) of system (41) . In so doing, the matrices A k and B k in system (46) have order n = 8 for boundary conditions (56) (see 17 ) and order n = 4 for boundary conditions (59) (see (44) , (47)). According to 30 , the solution of onedimensional problem (46) , (48) for each k costs O(M n 2 ) oating-point operations. Therefore, the solution of the entire AP costs O(M J n 2 ) operations. For both boundary conditions (56) and (59) we have to solve the AP repeatedly, one time per basis vector. Consequently, one can expect that for the same geometry of the discrete sets , 1 , and !, for the same basis in the space of ! 's, and for the same grid N 0 , the computational cost of the matrix T from (59) will be at least four times less that the cost of matrix T from (56). Taking into account the foregoing elimination of S ! from the structure of ABC's, we conclude that the overall improvement of the computational ecacy when going from (56) to (59) will be even more drastic. Our computational experiments do corroborate this theoretical expectations. In fact, we could gain up to a factor of ve in the reduction of cost of the ABC's (56) in comparison with ABC's (59). Moreover, our preliminary estimates show that in the case of three space dimensions this gain may increase.
As mentioned above, along with being computationally cheaper than the original technique (56) the new methodology (59) also appears much simpler from the algorithmic standpoint. At the same time, boundary conditions (59) do posses all the aforementioned favorable properties that are relevant to boundary conditions (56). Namely, they are geometrically universal, easy to implement in practice, and of course, they perform as good as (or even better than) (56) from the standpoints of accuracy, overall ecacy, and robustness (see Section 3).
Implementation of DPM-based ABC's
The ABC's of both types (56) and (59) are designed to close the nite-dierence system solved inside D in , i.e., to make sure that the number of equations solved inside D in is equal to the number of unknowns. Both relations (56) and (59) are spatially nonlocal, which in practical terms means that the matrices T are dense. Although these matrices are, in fact, structural, we have not used this property for practical computations yet. (Qualitative structure of the matrices T can be understood from physical considerations. If the vectors u and u 1 are arranged properly, then we can consider T as being composed of several blocks. Each block of T would correspond to one physical variable (u, v, p, or ) row-wise, i.e., for all nodes , and one physical variable column-wise, i.e., for all nodes 1 , and would have a kind of \diagonal dominance" in the sense that the entries located near the main diagonal will be greater that those located far away from this diagonal. In physical terms, it merely means that each specic node inuences its close neighbors stronger than it inuences the nodes located on the other side of the computational domain.)
So far, we have been discussing the ABC's only from the viewpoint of closing the system solved inside D in so that the closure is consistent with the desirable far-eld behavior of the solution. In practice, however, the construction of a formal closure of the nite-dierence system solved inside D in is not sucient, we also have to combine this closing procedure with the specic solver. The majority of solvers currently used in CFD for calculating the steadystate viscous ows on the basis of nite-dierence discretizations employ various types of pseudo-time iterations. In most cases, the iterations are explicit in time and may be enhanced by dierent techniques for the purpose of accelerating the convergence, e.g., by multigrid.
We have to emphasize that both boundary conditions (56) and (59) are particularly well tted for the combined usage with explicit iterative solvers. Indeed, let us assume that on some time level (which, in particular, may be zero) the solution is already known on the entire C-grid. Then, advancing one time step by means of some explicit technique we obviously cannot obtain the next-level solution also on the entire C-grid. The reason for that is exactly the same as why the original steady-state nitedierence system inside D in would be subdenite without the ABC's | the stencil applied to some external nodes of the C-grid may partially \fall out" of the domain. In other words, when using solely the procedure employed inside D in , we can obtain the solution on the upper time level only at the \in-ternal" nodes of the C-grid. For the case of the stencil 3 3, this \internal" set includes all nodes of the C-grid except for the outermost coordinate row 1 1 . The values of the solution on this outermost coordinate row should therefore be provided by the ABC's so that the solution on the upper time level becomes available everywhere, which makes the next iteration feasible. Looking at boundary conditions (56) and (59) one can see that the desirable complement of the solution on the upper time level can easily be obtained by means of either one of these techniques. When using boundary conditions (56), we simply take u that is already computed on the upper time level and, applying the operator T (matrix-vector multiplication), obtain u 1 . This operation is repeated on every iteration; if the relaxation procedure requires evaluation of the residuals more than once per iteration (e.g., multi-stage Runge-Kutta), then boundary conditions (56) are used as many times per iteration as the residuals need to be evaluated.
The implementation of boundary conditions (59) is analogous. After making one iteration of the Navier-Stokes solver inside D in we know the solution on the upper time level everywhere in the interior of the curve . Therefore, we can take u on the upper time level as done above and also can easily calculate @u @ using the available data. Then, applying the matrix T from (59), we obtain u 1 on the upper time level and therefore make it possible to advance another time step. One can see that in both cases (56) and (59) practical implementation of the DPM-based ABC's is very easy since it is reduced to a matrix-vector multiplication on each iteration. Moreover, the implementation is in no way aected by the shape of articial boundary, although the operators T themselves would, of course, depend on the geometry. The implementation of the DPM-based boundary conditions would obviously require some changes if the solver employed inside D in uses multigrid for the acceleration of convergence. Namely, for the multigrid iterative solver the values of the solution on the outermost coordinate row of the grid should be provided every time the residuals need to be evaluated on every level of multigrid. Since the operators T do depend on the geometry, we may formally need to calculate a separate operator for each subsequent grid. It, however, turns out that at least for some multigrid strategies the numerical process appears to be sensitive only to the ABC's specied at the nest level of multigrid, whereas the sensitivity of the numerical process to the boundary conditions on all the coarser levels is negligible.
In all the computations reported in Section 3, we have used the algorithm 32; 33; 34 by Swanson and Turkel for obtaining the steady-state solutions of the Navier-Stokes equations inside D in . This algorithm is based on the second-order central-dierence approximation in space and Runge-Kutta relaxation in time. In practice, we have always used ve-stage Runge-Kutta time stepping. The code, in which the algorithm of 32; 33; 34 is implemented, allows one to use dierent multigrid strategies for the acceleration of convergence. Depending on the specic computational variant, we used from three to ve levels of multigrid with W-cycles, when one iteration is done on the nest level and two iterations are done on each of the coarser levels of multigrid. As the additional means of convergence acceleration, the algorithm of 32; 33; 34 includes local time stepping and residual smoothing.
The standard treatment of the external boundary in the code 32; 33; 34 is based on the locally-onedimensional analysis of characteristics for the inow part of the boundary and the boundary conditions of extrapolation for the outow part of the boundary. This approach is actually one of the most wellknown and widely used in CFD, its dierent versions have many times been described in the literature, see, e.g., the reviews 1; 2; 3 . The purely local characteristics/extrapolation treatment may or may not be enhanced in the code 32; 33; 34 by the pointvortex correction. This lift-based correction 35 usually improves the results provided by the original local ABC's.
We have experimentally made certain that for the dierent ow regimes (see Section 3, as well as 25; 26 ) computed on the basis of the foregoing multigrid strategy, neither the convergence history nor the calculated solution depend on whether we specify the standard local ABC's (see above) on all levels of multigrid or we specify these boundary conditions on the nest level only and for all the coarser levels simply retain the boundary values provided from the nest level. This gave us reasons to expect that the nonlocal DPM-based ABC's (56) or (59) can also be set on the nest level of multigrid only, whereas the boundary values for all the coarser levels will be provided from the nest one. In all the computations reported below, we used exactly this scheme of implementation of the nonlocal DPMbased ABC's. Numerical results (see Section 3) corroborate the possibility of doing so, at least for those multigrid strategies that we used for our computations.
Finally, we should note that the implementation of the DPM-based ABC's with implicit iterative solvers also seems feasible, at least from the formal standpoint. Although we have never tried to run any numerical experiments, theoretically this implementation would simply mean that the nonlocal relations of type (56) or (59) are incorporated in the system that is solved on the upper time level on each step of the implicit iteration process.
Miscellaneous Issues Important for Calculation of DPM-based ABC's
First, we comment here on the choice of the discretization parameters for the dierence AP. The unknowns for this problem are specied on the Cartesian grid N 0 . The cell size of this grid should be chosen so that the distance between the curves and 1 (see Figure 1) is resolved. In practical computations we usually take the cell size of the grid N 0 to be 3{5 times smaller than the minimal distance between and 1 .
As concerns another important parameter of the dierence AP, the period Y (see Figure 1) , it should be chosen so that to ensure the sucient accuracy of computations. This choice, of course, cannot be done without taking into account the previous computational experience. However, we rst have to choose the unit for measuring Y . It is reasonable to expect that the average diameter of the computational domain D in would make a better unit for measuring the period Y than the characteristic size of the immersed body(ies) (e.g., airfoil chord, see Figure 1 ). Indeed, the nal accuracy will depend on the \extent of convergence", i.e., on how close the solution of the periodic AP has approached the solution of the original nonperiodic AP. Since the size of the computational domain D in actually determines the size of that subdomain in D 0 Y , on which we consider the convergence (e.g., the rectangle jyj < a, jx aj < a), then exactly the size of D in becomes a natural unit for measuring the period Y as the variable that controls the convergence. As mentioned above, the value of the period Y is one of the factors that determine the accuracy of computations. The accuracy, of course, also depends on the actual size of D in . Generally, the DPMbased ABC's allow one to use much smaller computational domains than other available methods do. The specic numerical results will be reported in Section 3; here, we provide only for a qualitative picture. In 25; 26 , we have conducted a series of computations for the relatively small values of the period Y , about 2{4 diameters of D in . It turns out that for a small computational domain (2{3 chords of the airfoil for transonic ow regions), the solution obtained on the basis of the DPM-based ABC's diers within 2{4% from the asymptotic solution obtained in a very large computational domain (about 30{50 chords depending on the specic variant). (Note, when comparing the two solutions, we actually compare the corresponding force coecients: lift, drag, skin friction). These results (see 25; 26 ) can be satisfactory for some cases; however, when the accuracy needs to be improved one has to choose larger periods Y . Clearly, the discrete Fourier transform in the y direction that we have formerly used for the separation of variables does not apply to the stretched grids. Consequently, we will need some other procedure to separate the variables and to therefore reduce the dierence AP to a family of one-dimensional systems (46) with boundary conditions (48) . The separation of variables for a nite-dierence counterpart of system (41) means that the discrete transform should simultaneously diagonalize the dierence approximations to both the rst and the second derivatives with respect to y. We have not studied thoroughly the question of whether or not one can nd a special distribution of nodes in the y direction and some consistent with this distribution discretization so that the diagonalizing transform appears orthogonal. In practice, it turns out that usage of the skew bases solves the problem of simultaneous diagonalization of the rst and the second derivatives and at the same time allows one to still maintain high accuracy of the nal results. Following this idea we rst introduce some second order discretization of the rst derivative with respect to y on the stretched grid, we also take into account the periodicity conditions (45) . In the matrix form, this operation can be represented as a certain (2J + 1) (2J + 1) matrix D, which has three non-zero diagonals, j 1 i j + 1, and also nonzero o-diagonal corner entries. Then, the matrix D 2 represents the second dierence derivative with respect to y. Both these matrices can obviously be diagonalized by the same transform, which is computed in practice with the help of the standard library eigenvalues/eigenvectors subroutines (IMSL). The rest of the algorithm remains the same as described above. The only dierence is that instead of r k and t k in (47) Another means for reducing the computational cost of the DPM-based ABC's is implementation of the algorithm on parallel platforms. There are, generally speaking, a few ways to parallelize the computation of operators T. Since we anyway calculate the matrix of the linear operator in a certain basis, it is possible to calculate independently and, therefore, simultaneously, the columns of this matrix, where each column corresponds to its own basis vector. We, however, have chosen another way of parallelization, which, in our opinion, requires minimal modications of the already developed sequential code. Namely, one-dimensional systems (46) with boundary conditions (48) are obviously independent because they are obtained by the separation of variables (k is a parameter). Therefore, these systems can be solved in parallel on the dierent processors of a multi-processor computer. This approach has been implemented on an eight-processor CRAY Y-MP. Numerical experiments show the reduction of the \wallclock" time required for calculating the operator T of (59) by up to a factor of ve in comparison with the standard single-processor implementation.
Finally, we should note that the treatment of turbulence in the far eld requires special attention. Indeed, the parameter Re in systems (40) and (41) represents the true molecular Reynolds number, therefore these forms of the governing equations apply directly only to the laminar ows. The approximate treatment of turbulence in the far eld for the purpose of constructing the ABC's was proposed in the work 26 . Below, we reproduce some results of this work.
To numerically simulate turbulent ows, we use an algebraic turbulence model (Baldwin{Lomax) incorporated in the code 32; 33; 34 . This model is relevant to describing the ow in the vicinity of the immersed body(ies). In the far eld, we use simpler approach based on the concept of eective turbulent viscosity 36 . The idea is to qualitatively describe turbulent ow (i.e., the process of turbulent mixing) as a laminar ow of model uid having some new \turbulent" viscosity.
To obtain the relation between the molecular and eective turbulent viscosity, we use the following considerations. First, we refer to the incompressible case and consider laminar ow. Here, we have the following distribution of u{velocity (perturbation with respect to the far-eld value u 0 ) 36 
We recall 36; 37 that formula (60) is obtained under the natural assumption that the far-eld solution actually depends neither on the shape of the immersed body nor on the type of ow in its close vicinity but only on one constant W, which is the total drag. (Note that the dimension of W in (60) is that of force per unit length.) For the turbulent case we assume 36; 37 that the mixing length l for the wake ow is proportional to the local width b of the wake, l=b = const. Then, approximately replacing the value of the derivative in the expression for turbulent viscosity, t = l 2 d u d y , by the ratio u max =b, where u max is the maximal deviation of the actual velocity from u 0 (which corresponds to the middle of the wake), we easily obtain t = constbu max , which, in particular, implies that t does not depend on y. We may also assume 36 that analogously to the laminar case the wake-type 
where k = const. Once can easily see from (61) that t = const throughout the whole wake region and therefore, the structure of turbulent wake behind the body (i.e., the prole of mean velocity) appears to be the same as the structure of laminar wake 36 only for some other constant t instead of the true molecular viscosity .
Recall, our purpose is to nd such t that, being substituted into (60), will provide the same wake solution as we would have for the turbulent case. Clearly, t from (61) satises this requirement (see (62)), so, let us now determine the specic value of k. Since the eective viscosity is constant throughout the whole wake region, we assume that in the far eld it preserves the same value as it has in the outer part of the boundary layer near the trailing edge of the immersed airfoil. Using the Clauser conjecture 36 to calculate the latter quantity, and restricting ourselves (for qualitative consideration) by the case of not high longitudinal pressure gradients, we can obtain,
which means that the value of the unknown constant k in (61) may be chosen the same as the value of the Clauser constant, k C = 0:0168.
To independently determine W, we recall that in the case of turbulent ow past a at plate the drag is given by 36
where Re is the actual Reynolds number based on the molecular viscosity and L is the characteristic length. To take into account the compressibility, we multiply equation (63) in accordance with the Tucker conjecture 36 . Then, we introduce an empirical constant , which is the ratio of the pressure and viscous contributions to the total drag (obviously, = 0 for the at plate); for the transonic ows computed below, 5=2. ; which is used for determining the eective turbulent Reynolds number in all the turbulent computations presented in the next section. We emphasize that the proposed treatment of turbulence in the far eld is only qualitative. However, this approach seems to be be justied by the numerical experiments.
3 Numerical Results
Acceleration of Convergence
One of the most important aspects of implementation of any ABC's is the inuence that the boundary conditions exert on the convergence to steady state. Our numerical experiments for both two 25; 26 and three 18; 19 space dimensions show that the nonlocal DPM-based ABC's can essentially speed up the convergence of the multigrid iterations compared to the standard characteristics-based boundary conditions. This positive inuence on the convergence rate is, however, not a general situation. It appears that the acceleration of convergence typically occurs only when the interior iterative solver involves multigrid. Otherwise, the nonlocal highly accurate ABC's either do not inuence the convergence at all or may even slow it down. For example, the observation of the latter kind was done by Ferm in 38 for the nonlocal ABC's 38; 39 (by Gustafsson and Ferm) that are constructed for the Euler ows in ducts using Fourier transform in the cross-stream direction. The same phenomenon also occurs for the external inviscid ows as shown by Ferm in the work 40 , in which he studies the convergence of pseudo-time iterations for the Euler equations supplemented by the nonlocal ABC's 41 (boundary conditions 41 are constructed analogously to 38; 39 for elliptic articial boundaries). To accelerate the convergence of pseudo-time iterations with nonlocal boundary conditions, Ferm in 38; 40 employs the technique of 42 by Engquist and Halpern (or its modication), which allows him to make the convergence at least as fast as it is for the simplest locally-one-dimensional nonreecting boundary conditions that are based on the analysis of characteristics. On the other hand, when boundary conditions 41 are implemented along with some multigrid Euler solver inside the computational domain they no longer slow down the convergence and, therefore, no longer require special acceleration procedures (like the one from 42 ). This has been demonstrated by Ferm in the work 43 , in which he shows that in order to reduce the initial error by a prescribed factor one needs roughly the same number of multigrid cycles for both nonlocal ABC's 41 and the characteristic non-reecting boundary conditions.
As mentioned above, when implemented along with the multigrid algorithm 32; 33; 34 (see Section 2), the DPM-based ABC's are capable of even speeding up the convergence to steady state compared to the standard boundary conditions. Let us reproduce here several graphs from 25 that represent the convergence history for dierent subsonic and transonic laminar ows around the airfoil NACA0012. In the captions to the gures below, denotes the angle of attack.
From Figures 2, 3, 4 , and 5, one can easily see that usage of the DPM-based ABC's can increase the convergence rate of the multigrid iterations by up to a factor of three depending on the specic variant of computations. Note, the subcritical (i.e., fully subsonic) laminar cases that correspond to Figures 2, 3, 4 , and 5 have been computed on the grids with small stretching ratios because near the airfoil surface those grids could be chosen relatively coarse. As a result, we have used global rather than local Courant step for iterations in time. In this respect, one can say that Figures 2, 3, 4 , and 5 demonstrate the inuence exerted by the DPMbased ABC's on a \pure" multigrid (augmented only by residual smoothing).
For the case of two-dimensional turbulent ows that are computed on the grids with much higher stretching ratio and with the local (i.e., chosen cell by cell) Courant step in time, we have not been able to obtain as drastic convergence speedup as for the foregoing laminar cases. The history of convergence for two dierent two-dimensional transonic turbulent cases is presented in Figures 6 and 7 . We however, mention, that for many three-dimensional transonic turbulent cases, the DPM-based ABC's have been able to produce the increase of the convergence rate about as big as shown above for the two-dimensional laminar ows. The corresponding results are reported in our work 18; 19 and will also be briey discussed later in this paper. Returning to Figures 2, 3, 4 , and 5, we see that the convergence rates for two dierent types of ABC's are the same on the initial stage of the iteration process; then, for the DPM-based ABC's the convergence rate remains the same all the time and for the standard boundary conditions it drastically decreases. Therefore, it would be reasonable to assume that the ABC's start to actually inuence the convergence only after the numerical perturbations caused by the immersed body reach the external boundary. In other words, the DPM-based ABC's become most eective from the standpoint of convergence acceleration on the so-called asymptotic stage of the multigrid. The similar type of behavior can be observed for the three-dimensional computations as well (see below).
We, however, have to say that although the acceleration of multigrid convergence provided by the DPM-based ABC's is extremely important for applications, the mechanism of interaction of the nonlocal DPM-based ABC's with multigrid may require an additional study. In fact, neither rigorous mathematical explanation of the convergence speedup nor a denite experimental conclusion of why and when it happens is available as of yet. For our two-and three-dimensional computations, we have used different multigrid strategies (W and V cycles, respectively), also all the three-dimensional cases have been computed with the local time step, and the results are also dierent. Whereas for the twodimensional transonic turbulent ows we did not see much of an increase in the convergence rate, in three dimensions the strongest speedup occurs right for the transonic turbulent cases (see the work 18; 19 and also below). At the same time, the convergence rates for the subsonic turbulent ows in three space dimensions are the same for the ABC's of dierent types 18; 19 . As for the laminar ows, the experiments have been conducted in two space dimensions only.
Analyzing the inuence that nonlocal boundary conditions may exert on the convergence of multigrid iterations, we should also note that many modern multigrid solvers are not optimal themselves. A massive eort is currently underway towards constructing the new nite-dierence schemes, for which the convergence characteristics of multigrid methods would essentially improve. For example, the work in this direction has been done by Ta'asan 44 and Sidilkover 45 . In 44 , Ta'asan devised an essentially optimal multigrid solver for the Euler equations in subsonic regime. Due to the separate treatment of the elliptic and advection parts of the system, this approach allows one to achieve in subsonic regime the convergence rates similar to those that can be obtained when solving the full potential equation. Sidilkover in 45 proposed the so-called genuinely multidimensional high-resolution scheme. This scheme has stability properties much superior to those that are relevant to the standard methods and, therefore, facilitates the construction of a very simple and ecient multigrid algorithm (using Gauss-Seidel relaxation as a smoother) that would apply to the entire range of Mach number. Particular ecacy demonstrated by the DPM-based ABC's when implemented in combination with multigrid gives us reasons to hope that these boundary conditions may essentially contribute in developing the new generation of eective multigrid-based algorithms.
Finally, we should mention that the DPM-based ABC's generally improve the robustness of the entire numerical procedure. In conducting our computational experiments 25; 26 , we have noticed that sometimes the multigrid iterations 32; 33; 34 supplemented by the standard characteristic/extrapolation boundary conditions simply fail to converge, which never happens if these standard ABC's are replaced by the nonlocal DPM-based boundary conditions. In Figures 8 and 9 , we show the history of convergence for the corresponding computations. The similar phenomenon has been observed in three dimensions as well. Namely, for a transonic turbulent ow with separation (see 19 ), the multigrid iteration procedure with standard boundary conditions failed to converge, whereas the DPM-based ABC's have still been able to ensure a fast convergence to steady state.
Accuracy
Another most important outcome of usage of the DPM-based ABC's is the essential increase of accuracy that these boundary conditions provide for in computing the external viscous ows. Below, we compare some numerical results obtained on the basis of boundary conditions (59) for a certain transonic turbulent ow around the airfoil RAE2822 with the results obtained for the same ow regime on the basis of the standard local ABC's (characteristics/extrapolation) enhanced by the point-vortex correction 35 . In Table 1 of the preceding (bigger) grid. This is done in order to completely avoid any possible inuence that the change of the grid near the airfoil surface may exert on the solution. From Table 1 one can see that the corresponding asymptotic values of the force coecients (lift C l , wave drag C d , total drag C D ), i.e., the values obtained for the large (50 chords) computational domain, are very close to one another for the different types of ABC's. However, as the articial boundary approaches the airfoil the discrepancy between the corresponding values increases, and the force coecients obtained on the basis of boundary conditions (59) deviate from their asymptotic values much less than the coecients obtained using local ABC's. In other words, the nonlocal DPM-based ABC's allow one to use much smaller computational domains than the standard boundary conditions do and to still maintain high accuracy of computations. Moreover, from Table 1 one can see that unlike the ABC's (59), which perform well for all coecients, the point-vortex boundary conditions perform much better for the lift coecient C l than they do for the drag coecients C d and C D . This behavior seems reasonable since the point-vortex model is a purely lift-based treatment and does not take into account drag at all.
In Table 2 we also compare the results obtained using the two aforementioned types of ABC's; however, the computations presented in this table were conducted on the dierent grids. One can see that boundary conditions (59) outperform the pointvortex ABC's in these cases as well (C f in Table 2 is the skin friction).
We should also emphasize that the benet of using smaller computational domains and, as a consequence, smaller grids, i.e., the grids with lesser number of nodes, is not only the direct reduction of the computational work because of the grid shrinkage but also the improvement of convergence because the grids may be chosen less stretched.
Entry-Wise Interpolation
The computational overhead associated with the usage of nonlocal ABC's (56) or (59) consists of two parts. The rst part is accounted for by the matrixvector multiplications that we do every time we need to evaluate the residuals (see Section 2). These operations add about 1{2% to the total cost of computations (more precisely, to the cost of the same number of multigrid cycles but without the nonlocal ABC's). Generally, we estimate this additional expense as low (taking into account the benets provided by the DPM-based ABC's), and we do not think that any special eort towards reducing this cost is currently required. Nonetheless, we note that there may still be some room for reducing this cost by using the multiresolution-based techniques (see our work 18; 21 ). Moreover, we should mention that the operation of matrix-vector multiplication is, as a rule, fully vectorizeable, which provides for an additional advantage of using the DPM-based ABC's on the CRAY machines. Furthermore, we expect that the new discretizations that are currently under development (see 44; 45 ) will allow one to use relaxation procedures other than the methods of RungeKutta type that are most widely used now. As a consequence, the overhead associated with the matrixvector multiplications (56) or (59) may be reduced since, for example, the methods of Gauss-Seidel type would require only one such operation per iteration, whereas the multi-stage Runge-Kutta methods require as many multiplications (56) or (59) as the number of stages is. Finally, we mention that the DPM-based ABC's can be implemented directly, i.e., the operation T can be computed explicitly (without rst calculating the matrix in a basis) every time u 1 needs to be updated. This strategy has, in fact, been chosen for all our three-dimensional computations 18; 19; 20; 21 ; the corresponding results will be briey commented on later in this paper.
If the matrix-based strategy is used, then the second part of the total overhead due to the ABC's is accounted for by the computational cost of the operators T themselves (see (56) and (59)). In the case of two space dimensions, we could always keep the corresponding cost at a level of about 10% of the total work required to calculate the steady-state solution using the algorithm 32; 33; 34 with the specic multigrid strategy discussed in Section 2. Basically, this additional expense can be regarded low as well.
As mentioned above, in three space dimensions we have so far been using another strategy that did not require the calculation of matrices T at all. However, in the future we may need it, especially in the view of possible multiple runs. Our preliminary estimates show that in the case of three space dimensions the cost of the operator T may appear higher (in relative terms) than it is for two space dimensions. Therefore, we propose a special approach to decreasing the computational cost of the nonlocal DPM-based ABC's in the framework of massive computations.
Very often in CFD, one needs to calculate dierent ows around the same conguration of bodies; in so doing, the same grid is likely to be used. In particular, this may be the case in three space dimensions, especially as the grid generation for this case typically requires a much more substantial effort than for two space dimensions. As can be seen from our previous considerations, the operators T depend on the geometry, which does not change as long as the grid remains the same. These operators also depend on the coecients of system (40) or (41), for example, on the Mach number M 0 , as well as on the angle of attack . Note, the angle of attack formally appears neither in (40) nor in (41) since we always assume that the free-stream velocity is aligned with the positive x direction. We, however, take into account the angle of attack by rotating the entire computational domain, see Figure 1 .
Suppose now that all the computational experiments that we are going to carry out for some chosen geometry belong to a certain range of the parameters involved, say min max , M 0min M 0 M 0max . Then, we can pick up several points We have implemented this approach numerically for the same transonic turbulent ow around RAE2822 as studied above. To simplify our task on the preliminary stage, we used one-dimensional interpolation separately for and M 0 instead of using the two-dimensional interpolation on the mesh . The results shown in Table 3 corroborate usefulness of the approach based on the interpolation of coecients of the operators T. From this table, we see that the accuracy of the solutions obtained on the basis of the interpolated matrices is almost not worse than the accuracy that we get using the genuine operator T.
Of course, the results of Table 3 are only preliminary, and the issue of the entry-wise interpolation of the matrices T with respect to and M 0 requires a thorough further study. In particular, the approach based on interpolation may have certain limitations on the size of the computational domain, as well as on the actual admissible ranges of the parameters involved. However, the initial results are encouraging. For the repeated computations, this approach can drastically decrease the overall cost of the DPMbased ABC's since it requires one substantial initial eort for calculating the matrices T on the mesh , and then the boundary conditions for each subsequent variant of computations (within the prescribed range) will come for almost no extra computational cost because the cost of interpolation itself is virtually negligible.
Low Mach Number Flows
We nally address another interesting aspect of implementation of the DPM-based ABC's. It is wellknown that many standard explicit solvers for compressible ows encounter diculties when directly applied to calculating the ows with low Mach numbers. The diculties are caused by the \dierent scales" of eigenvalues u and u c (u is the ow velocity and c is the speed of sound, juj c), and result in the severe Courant-type limitations on the time step. One possible cure for this problem is based on the so-called local preconditioning techniques. The idea of these techniques is to change the time-evolving system (multiplying it by some nonsingular matrix-preconditioner) so that the gap between the eigenvalues is narrowed but at the same time the steady state remains unchanged. An approach of this type has been recently proposed by Turkel, Fiterman, van Leer, and Vatsa, see 46; 47; 48 , and has already been implemented in practice on the basis of the code 32; 33; 34 .
It, however, turns out that the standard ABC's incorporated in the code 32; 33; 34 (characteristics/extrapolation) perform poorly for the case of low Mach number ows. On the other hand, boundary conditions (59) in this case demonstrate the same good performance as they show in the case of transonic ows. In Table 4 , we compare numerical results obtained using two dierent types of ABC's for a low Mach number turbulent ow around the airfoil RAE2822. One can see that as in the previous cases, the DPM-based ABC's allow us to maintain high accuracy of computations for small computational domains.
According to the authors of 46; 47; 48 , their preconditioning technique actually performs better if the governing equations are written with respect to some other equivalent set of unknowns rather than (u; v; p; ). As concerns the DPM-based ABC's, we do not reqrite equations (40) or (41) . For those cases presented in Table 4 , we have been able to obtain accurate results without any changes (except in the input data) in the boundary conditions algorithm. We, however, note that in so doing the system matrices (44) become strongly non-symmetric. The accuracy of the results from Table 4 in this case is probably due to the fact that we solve the dierence AP by a direct method. However, for the small free-stream Mach numbers the use of the symmetrizers for the system matrices (for example, those presented in work 49 ) may still be recommended. Moreover, in our work 19 we have constructed the threedimensional DPM-based ABC's for the true incompressible case and then implemented these boundary conditions along with the compressible solver for a very low Mach number (M 0 = 0:01). In this case, the DPM-based boundary conditions performed as well as they do for the higher subsonic and transonic Mach numbers (see 19 ).
Three-Dimensional Flows
So far, we have been mostly describing the twodimensional algorithms and the two-dimensional results. In our work 18; 19 (see also 20; 21 ), we have constructed and implemented the nonlocal DPMbased ABC's for three-dimensional steady-state viscous ows (perhaps, the most important case from the standpoint of current computational practice).
As can be seen from Section 2, the ABC's algorithm basically consists of two parts. The rst part may be called geometrical, it comprises the construction of the grid sets M in , M ex , N in , N ex , , collocation grid !, all the necessary interpolation operations (R ! , R ! , R 1Nex ), and continuation ! .
The second part is computational, it consists of the cross-stream transforms (e.g., discrete Fourier) and the solution of systems (46), (48) .
The principle dierences between the twodimensional case and the three-dimensional case are mostly concentrated in the rst (geometrical) part, whereas the second (numerical) part changes only quantitatively. The computational geometry is obviously more cumbersome for the case of three space dimensions than it is for the case of two space dimensions. Moreover, there is a qualitative dierence between interpolation along the one-dimensional curve, which constitutes the articial boundary in two dimensions and which does not dier from the straight line when it comes to the issue of internal geometry, and interpolation along the two-dimensional curvilinear surface, which constitutes the articial boundary in three dimensions and which has a nontrivial internal geometry. In practice, our computations 18; 19 show that although the geometrical part of the algorithm for three space dimensions is more complicated, it is still universal in the sense that the same procedure serves a variety of articial boundaries with dierent shapes; moreover, this geometrical part also turns out numerically cheap.
The major dierence between the two-and threedimensional cases for the computational part of the algorithm is that we basically add another crossstream direction (in the case of a three-dimensional wing, for example, it may be a span-wise direction). Then, we separate the variables in the AP by transforming in both cross-stream and span-wise directions and obtain a family of one-dimensional systems of type (46) with boundary conditions (48) that formally looks exactly the same although the matrices are of order ve and depend on a pair of parameters (wavenumbers) rather than on only one parameter k. The numerical part of the ABC's algorithm in three space dimensions also appears universal in the sense that it does not depend on the shape of the specic computational domain. The details of the three-dimensional DPM-based algorithm, as well as various computational results, can be found in our recent paper 19 . Here, we reproduce only one numerical example.
We consider a steady-state ow of viscous compressible gas around the ONERA M6 wing. We use the NASA-developed code by Vatsa, et al. 50 to integrate the thin-layer equations on a one-block curvilinear C-O type grid generated around the wing (the geometric setup for three space dimension is delineated in our work 18; 19 ). The code 50 is similar to the one 32; 33; 34 that we used for two-dimensional computations, it is based on the central-dierence nite-volume discretization in space with the rstand third-order articial dissipation. Pseudo-time 51 to improve the convergence to steady state. We implement the DPM-based ABC's on the nest level of multigrid on the nal FMG stage; the boundary data for coarser levels are provided by the coarsening procedure. As mentioned above, the implementation of the ABC's was direct, i.e., it did not require the calculation of the matrices T. Moreover, even on the nest level we implement the DPM-based ABC's only on the rst and the last Runge-Kutta stages, which seems to make very little dierence compared to the implementation on all ve stages; the boundary data for the three intermediate stages are provided from the DPM-based ABC's on the rst stage. Unlike the two-dimensional case, the standard treatment of the external boundary in three dimensions is based on merely the locally one-dimensional characteristics analysis and extrapolation (the point-vortex model is not applicable).
We have conducted the computations for a standard three-dimensional transonic test case for the ONERA M6 wing: M 0 = 0:84; Re 0 = 11:7 10 6 ; = 3:06 . The solution was calculated for two dierent computational domains of the average radii of approximately 10 and 3 root chords of the wing, respectively. The results summarized in Table 5 clearly demonstrate that for the small computational domains the DPM-based ABC's generate much more accurate solutions that the standard (characteristics-based) boundary conditions do. Note, the grids for the dierent domains have dierent dimensions, and the smaller 197 49 33 grid (3 root chords) is now an exact subset of the bigger 203 57 33 grid (10 root chords). This is done in order to eliminate any inuence that the change of the grid in the near eld could possibly exert on the solution.
Besides the improvement of accuracy, the application of the DPM-based ABC's to transonic ow computations on the small (3 root chords) computational domain yielded much higher convergence rate of the residual (continuity equation), as well as much faster convergence of other quantities, including those deemed as sensitive, e.g., the number of supersonic points in the domain. In Figures 10a  and 10b , we show the convergence history for this supercritical ow variant. One can see that the convergence for the standard boundary conditions is poor; therefore the corresponding force coecients in Table 5 are given with the error bands indicated.
For the 10 root chords domain, the DPM-based ABC's also provide for some convergence speedup, although the dierence between the two ABC's techniques is less dramatic here. This is reasonable because one could generally expect that the bigger the computational domain, the smaller is the inuence that the external boundary conditions exert on the numerical procedure. The convergence history for the 10 root chords computations is shown in Figures 11a and 11b .
Note, from Figure 10b one can conclude that on the small domain the two algorithms converge to quite dierent solutions, whereas Figure 11b allows one to assume that on the big domain the nal solutions are close to one another. The data from Table 5 corroborate these conclusions. This behavior again ts into the aforementioned concept that the impact of the ABC's decreases as the domain size increases.
As concerns the computational cost of the threedimensional DPM-based ABC's, we note that by ap- plying this procedure only on the rst and the last Runge-Kutta stages and only on the nest multigrid level, the total number of the required calculations of generalized potential has been brought to a minimum. In so doing, the average cost of application of the DPM-based ABC's adds about 20{25% of the CPU time to the cost of the same procedure with the standard (characteristics-based) boundary conditions. This extra expense is not high (taking into account the improvement of accuracy); moreover, it can often be compensated for and even noticeably prevailed over by the convergence acceleration and the reduction of the domain size. Besides, to ex- plicitly decrease the computational cost associated with the DPM-based ABC's the entry-wise interpolation of boundary operators (see above) and/or the multiresolution-based methodologies (see 18; 21 ) can be used. We expect that the latter can also be employed when implementing the DPM-based ABC's for multi-block grids.
Concluding Remarks
The DPM-based approach provides for a geometrically universal and robust means to set the ABC's for steady-state external ow computations. These ABC's enable one to essentially decrease the size of the computational domain (for the case of steadystate viscous ows) in comparison with the domains that can be used with standard boundary conditions. This implies the possibility to improve the accuracy of computations without increasing their cost or to reduce the total cost of computations without decreasing the accuracy. Moreover, the total computational cost may also be essentially reduced because of the convergence speedup that is accounted for by usage of the DPM-based ABC's. We also emphasize that the DPM-based ABC's apply to the computational domains of irregular shape with equal ease and that the practical implementation of these boundary conditions is easy from the algorithmic standpoint. In particular, it takes a relatively little effort to supplement some already existing code by the new DPM-based ABC's. Altogether, these properties make the DPM-based ABC's a very attractive tool for external ow computations.
The next big challenge would, of course, be extending the DPM-based approach to the case of time-dependent problems. As mentioned above, a particular class of such problems, namely, the uid ows oscillating in time, has been studied in 16 . In practice, this formulation originates, e.g., from the well-known problem of pitching airfoil. Analogously to the steady-state case, the ABC's of 16 also connect the values of the solution at the penultimate and outermost rows of the grid (e.g., C-grid); however, it is done for the entire time interval T equal to one period. To obtain the ABC's in 16 , we rst approximate the data on [t 0 ; t 0 + T] (t 0 is arbitrary) by some periodic in time vector-function in the sense of least squares. The approximant obviously appears to be the Fourier series of the actual data on [t 0 ; t 0 + T ]. Assuming that the period T is known in advance, and that there are no other essential time-dependent eects in the model, we implement the Fourier transform in time and end up with the family of \steady-state" systems. Each member of this family has, generally speaking, complex coecients but can nevertheless be treated analogously to how it is done above, so that the resulting boundary conditions in the frequency domain are obtained in the form (59). Then, implementing the inverse Fourier transform we obtain the ABC's in time domain. When the problem is discretized in time, both direct and inverse transforms are discrete as well, and the aforementioned family of \steady-state" systems is nite, which gives us a way to practically calculate the ABC's. Clearly, the DPM-based ABC's of 16 appear to be nonlocal in both space and time. However, the nonlocality in time is limited by the interval T equal to one period.
As concerns the case of general time-dependent ows, for which we do not do any initial assumptions (like periodicity) about the behavior of the solution, it is, of course, more complicated and more dicult to handle. The main obstacle here is the nonlocality of the ABC's in time. Unlike the periodic case, the exact ABC's for the general time-dependent problem would formally require storing all the preceding information on the articial boundary from t = 0 to t = t final . As the solution develops in time, such boundary conditions would become more and more expensive from the standpoints of both memory and computer time, which is required for processing the constantly growing amount of boundary data. The estimated high computational cost severely limits the possibilities of developing the exact ABC's for time-dependent problems and makes most of the available constructions of such boundary conditions practically infeasible for any long-term runs.
Clearly, the crucial issue for any time-dependent ABC's algorithm is how to eectively restrict the nonlocality of the boundary conditions in time. (In time-periodic formulation of 16 , this restriction was incorporated in the formulation of the problem from the very beginning.) A promising approach based on implementationof the Laplace transform in time and then on usage of special recursion relations for calculating the convolutions with the kernels of nonlocal operators has recently been proposed by Sofronov in 52 . The limitation of this technique is the requirement that the boundary should be of some regular, e.g., linear, shape. There are several other approaches to this problem, none of which has been studied thoroughly yet, although each one may in principle appear useful. One approach is based on the idea of an articial periodic formulation in time.
It is analogous to what we do for the cross-stream space coordinates in the steady-state problem. Basically, we introduce some error, which is controlled by the value of the period, and in so doing obtainnite formulation of the problem which is available for the numerical treatment (see Section 2). Note, the idea of an articial periodic formulation in time was earlier proposed by Lax in 53 . Other possible approaches could be based on some properties of solutions relevant to particular classes of equations (systems). For example, one can make use of lacunas that exist in the solutions of hyperbolic equations, or exploit the exponential decay of coecients of the Green operator as the time interval increases, which is relevant to parabolic equations. More details on these and analogous approaches can be found in the work 10 , in which they have been rst proposed, as well as in the review 1 .
We emphasize that the issue of ABC's for timedependent problems is important not only in CFD, but in many other areas of scientic computing. For example, the problems of computational acoustics and aeroacoustics (Helmholtz, wave, or linearized Euler equations), as well as the problems of electromagnetic waves propagation (Maxwell equations), present signicant mathematical interest and also attract more and more attention of the practitioners. Eective algorithms for handling unbounded domains are required for such problems in both single-mode (Helmholtz-type) and wide-band (as a rule, time domain) formulations. For the time domain algorithms, the restriction of nonlocality of the ABC's in time obviously acquires particular importance and presents a major challenge for the future research. Among many interesting links that connect this problem to other areas of computational mathematics we would like to point out one. Namely, one of the principle elements of the construction of highly accurate and numerically ecient DPM-based ABC's for time-dependent problems would be to calculate the Calderon projections for the schemes that are able of clear capturing the lacunas relevant to the solutions of hyperbolic equations (systems). In turn, the ideas for constructing such schemes seem to be closely related to another group of ideas and techniques associated with the genuinely multidimensional methods. The latter are intensively studied now, especially in CFD, where these methods present a major hope for the drastic increase of eciency of the multigrid solvers (see 45 ).
