Abstract. Numerical schemes are presented for dynamical systems with multiple time-scales. Two classes of methods are discussed, depending on the time interval on which the evolution of the slow variables in the system is sought. On rather short time intervals, the slow variables satisfy ordinary differential equations. On longer time intervals, however, fluctuations become important, and stochastic differential equations are obtained. In both cases, the numerical methods compute the evolution of the slow variables without having to derive explicitly the effective equations beforehand; rather, the coefficients entering these equations are obtained on the fly using short simulations of appropriate auxiliary systems.
Introduction
where f and g are of order one, ε is a small parameter measuring the separation of time-scale in the system, and we have assumed that the phase-space can be decomposed into slow degrees of freedom, x, and fast ones, y. Systems of this type arise, e.g., in molecular dynamics, material sciences, atmosphere-ocean sciences, etc. Standard computational schemes fail due to the wide separation between the O(ε) time-scale one must compute with, and the O(1), or even O(ε −1 ), time-scales one is typically interested in analyzing the solutions.
On analytical grounds, the following is known about (1.1) (see, e.g., [1, 7] and references therein). If the dynamics for Y 
This effective equation is valid on bounded time-intervals, t ∈ [0, T ) with T ≤ ∞; however, this equation becomes invalid if the evolution of X ε t is sought on very large time intervals, of the order of ε −1 . In particular, it is always inappropriate if 4) since in these situations the evolution of X t arises only on the ε −1 -time-scale. Over such long time intervals, fluctuations become important, and the effective equation for X ε t in the limit of small ε on the rescaled time s = tε is a stochastic differential equation, 5) whose coefficients b and σ are expressed in terms of limits of expectations similar to (1.2) -see below.
(1.3) or (1.5) can be used directly to simulate the evolution of X ε t , provided one is able to compute analytically the coefficients B(x), b(x), and σ(x) entering these equations. It might be the case, however, that this cannot be done because the dynamics of the fast variables Y ε t are too complicated. One way to proceed then is to make some suitable approximations on (1.1) to simplify the dynamics of Y ε t so as to make possible the calculation of B(x), b(x), and σ(x) (see, e.g., [6] for application of this philosophy to problems arising in atmosphere-ocean science). Another way, which is what this paper is about, is to estimate B(x), b(x), and σ(x) numerically, via simulation of the equation for Y ε t (or some auxiliary variables, suitably defined) at X ε t = x fixed on the rescaled time-scale τ = t/ε. For small ε, such numerical schemes are advantageous since Y ε t reaches equilibrium on a interval of time which is smaller than the time-step used to evolve X t ; therefore, the simulation of Y ε t is only necessary on a small portion of the time interval one wishes to evolve X t . Note that a similar philosophy is applied in [3, 4, 5] for the deterministic situations on short time intervals; to the best of our knowledge, no schemes of this type have been proposed for the stochastic situations on longer time intervals.
Short time intervals
where (x, y) ∈ R n × R m , and f is a differentiable function. Assume that for each
generates a stationary (ergodic) Markov process with invariant measure µ ε x (dy). (The statement below is rigorous in this case, but one has also in mind situations where the Markovianity, or even the randomness, of Z τ is only approximated, for instance if (2.2) displays deterministic chaos with short memory effects.) Assume in addition
and for any test function ϕ, one has
as ε → 0. HereX ε t satisfies the ordinary differential equation:
where
. This result is a generalization of the one stated in the introductionthe common limit of X ε t andX ε t satisfies (1.3) -and it can be proven by analyzing the backward equation associated with (2.1); see [7] and references therein for details.
A class of numerical schemes can be devised in which one integrates (2.2) and (2.4) to approximate the solution of (2.1). These schemes involve three subroutines whose algorithms need to be decided beforehand and are organized as follows (we use here the terminology proposed in [3] ):
1. A macro-solver for (2.4) will give us the desired evolution of the slow variables X 3. An estimator to evaluate the expectation in (2.5) and obtain the desired estimate of B(X ε t ). The estimator can use, e.g., different replica of (2.2) and evaluate (2.5) through average over this ensemble, or resort to ergodicity and replace the averages in (2.5) by time-averages.
The overall efficiency and accuracy of the schemes will vary depending on which methods one uses in the three subroutines. However, since the philosophy remains the same no matter what methods one chooses, we will here illustrate the technique using simple schemes; forward Euler for both the macro-and the micro-solvers, and the simplest time-averaging as estimator. The macro-solver then readŝ
whereX ε n is the numerical approximation ofX ε n∆t , ∆t is the macro-time-step, and B(x, t, ε) denotes the approximate value ofB(x, t, ε) which needs to be estimated at each macro-time-step. This is done by considering (2.2) with x =X ε n , which if we pick the forward Euler scheme with micro-time-step ∆τ as micro-solver can be expressed asẐ
Since one is primarily interested in the invariant measure associated with this process, the initial condition only affects the rate of convergence to equilibrium; one may for instance takeẐ ε 0,0 = 0 initially, then take the value reached byẐ ε at the previous
where M is the total number of steps used in the micro-solver. Finally, evaluating the expectation in (2.5) via time-averaging amounts to using as estimator
(2.8) (2.8) is the most elementary procedure to evaluate time-averages; it can be improved e.g. by using proper filters which put less weight on the first steps in the micro-solver, which may significantly speed up convergence with M [2] . Note that M must be large enough so that the average in (2.8) is accurate, but it is O(1) in ε, since it depends on the correlation time τ c of Z ε τ .
The efficiency of the method can be assessed as follows. Since in most applications, the size of the phase-space associated with the fast y ∈ R n variables will be much bigger than the one of the slow x ∈ R m variables, i.e. n m, it is natural to compare the number of evaluations of the functions g if (i) ones solves (2.1) by forward Euler, or (ii) one uses (2.6)-(2.8) -in this case, one also needs to compute (2.8), which requires mM function evaluations; we assume that the associated cost is negligible. Since (2.1) must be solved using a micro-time-step δt = ε∆τ , advancing by one macrotime-step ∆t requires R = ∆t/ε∆τ = O(ε −1 ) micro-time-steps; hence, the number of evaluations of g is mR. On the other hand, the number of evaluations of g simply is mM using the scheme based on (2.7). Therefore, as soon as M < R = O(ε −1 ), it becomes advantageous to use the new scheme instead of integrating (2.1) directly.
A more delicate question is the accuracy of the method. It appears that the main difficulty is to estimate how well and how fast the scheme approximate, the invariant measure µ ε x (dz). We will leave a detailed analysis of this question to a future publication.
Long time intervals
Consider now situations where the evolution of X ε t in (2.1) is sought on longer time intervals of the order of O(ε −1 ). Using the rescaled time s = εt, (2.1) becomes
We shall make two additional assumptions, which are unnecessary but simplify the discussion. First we assume that g can be decomposed as
where the leading part, g 1 , is differentiable in y and does not depend on x. Second, we assume that The system in (3.1) is more challenging to handle numerically since the coefficients entering the effective equations for X ε s are expressed in terms of expectations like (3.3), to be computed in the limit of small ε. This is nontrivial. Suppose that, relying on ergodicity, one tries to estimate (3.3) via time-averaging
where Y ε ε 2 τ is computed from (3.1) at X ε t = x fixed. The error square one makes in such a computation is
where τ c is the correlation time of Y ε ε 2 τ ; both τ c and var(f ) are typically O(1) in ε, whereas from (3.3), the expectation of f (x, y, ε) is O(ε). Therefore, the averaging time T necessary to achieve accuracy diverges as ε −2 , i.e. expectations like (3.3) cannot be estimated directly as in (3.4) using a time interval to evolve Y ε t , which is smaller than the time step used to evolve X ε t . Similar difficulties arise also with other procedures than time-averaging -for instance, using different realizations.
The basic idea to compute with accuracy the expectation in (3.3) is to enlarge the system in (3.1). Let Y s satisfẏ
(no superscript ε here, since this dependency is eliminated by rescaling time as τ = s/ε 2 ), and defineỸ
In terms of (
where f ε (x, y, ε) = (∂f /∂ε)(x, y, ε). Furthermore, (3.4) can now be estimated from We are now ready to state the main result which we will use to devise a numerical procedure to integrate (3.1) or, equivalently, (3.6). Consider 
R n ×R n (3.17) can again be improved, e.g. by using proper filters as in the deterministic case, or by using fast Fourier transform techniques, which require M log M operations instead of M 2 for the last two averages in (3.17). Once (3.17) has been evaluated, the last step is to compute the square root (i.e. Cholesky's decomposition) ofâ(X ε n , ε) to getσ(X ε n , ε). The efficiency of the method can be analyzed as in the deterministic case, by comparing the number of evaluations of the functions g and h in (3.1), and of g, G, and h in (3.9) -to that should be added the cost of computing (3.17), which requires mM + mM 2 + 1 2 m 2 M 2 function evaluations, and taking the square root of a(x, ε), which requires 1 6 n 3 operations; we assume that the cost associated with both is negligible. (3.1) must be solved using a micro-time-step δs = ε 2 ∆τ , and R = ∆s/ε 2 ∆τ = O(ε −2 ) micro-time-steps are required to advance by one macrotime-step ∆s; hence, the number of evaluations of g and h is 2mR. On the other hand, the number of evaluations of g, G, and h simply is 3mM using the scheme based on (3.9). Therefore, as soon as M < 3 2 R = O(ε −2 ), it becomes advantageous to use the new scheme instead of integrating (3.1) directly. (Note also that this is the worst case scenario, and it will usually be possible to improve it greatly by taking advantage of the special symmetries of the problem under consideration -for instance, if div x f (x, y, ε) = 0, then b 2 (x, ε) = 0, or if f (x, y, ε) = f (y, ε), then b 2 (x, ε) = 0 and a(x, ε) = a(ε) must be computed only once, etc.)
