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In this paper, we introduce the notion of proximal pointwise contraction and obtain the
existence of a best proximity point on a pair of weakly compact convex subset of a
Banach space and generalize a result of [W.A. Kirk, Mappings of generalized contractive
type, J. Math. Anal. Appl. 32 (1970) 567–570; W.A. Kirk, H.K. Xu, Asymptotic pointwise
contractions, Nonlinear Anal. 69 (2008) 4706–4712].
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Let (X,d) be a metric space. A mapping T : X −→ X is said to be nonexpansive if d(T x, T y) d(x, y) for all x, y ∈ X . If K
is a nonempty, compact and convex subset of a Banach space X , then any nonexpansive mapping of K into K has a ﬁxed
point.
If K is a weakly compact convex subset of a Banach space X , then the question is under what conditions on X and
K does the nonexpansive mapping T : K −→ K have a ﬁxed point. If K possesses normal structure (suﬃcient geometric
condition imposed on the set K ), then the existence of a ﬁxed point is guaranteed. Also, if X is a uniformly convex, or
more generally, a reﬂexive space with normal structure, again the answer is aﬃrmative. For analysis of uniformly convex
and normal structure cases one may refer Browder [4], Göhde [6] and Kirk [8].
There are also some existence theorems for nonexpansive maps on spaces which do not have normal structure. In [7],
Karlovitz has given an example of a classical reﬂexive space which does not have normal structure. Also see [5], for some
other spaces which lack normal structure.
Unlike contraction mappings, the sequence of Picard iterates {Tn(x)} for a nonexpansive mapping need not converge to
the ﬁxed point. In 1969, Belluce and Kirk [3] established some ﬁxed point theorems for nonexpansive mappings which have
diminishing orbital diameters. The notion of generalized contraction (or pointwise contraction) deﬁned below serves as an
example of a nonexpansive mapping which has diminishing orbital diameters. It also helps in replacing the normal structure
condition imposed on the space of consideration.
✩ Expanded version of a talk presented by P. Veeramani in the VII Iberoamerican Conference on Topology and its Applications, Valencia, 25–28 June,
2008.
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Deﬁnition 1.1. Let (X,d) be a metric space. A mapping T : X −→ X is called a pointwise contraction if for each x ∈ X there
exists 0 α(x) < 1 such that
d(T x, T y) α(x)d(x, y) for all y ∈ X .
The pointwise contraction mapping lies in between the contraction mappings and nonexpansive mappings. In 1970,
Kirk [9] offered a thorough discussion on the pointwise contraction mappings. The weak topology plays a crucial role in
proving ﬁxed point theorems for nonexpansive mappings. Since the unit ball in weak∗ topology becomes compact, Kirk
proved the existence of a ﬁxed point for a pointwise contraction map on a weak∗ compact convex subset of a conjugate
Banach space in [9]. Theorem 1.2 of [11] gives the existence of a ﬁxed point on a weakly compact convex subset of a Banach
space for the generalized contraction map. In this paper, we generalize the following result of [11] to a weakly compact
convex pair.
The main result for pointwise contraction map is:
Theorem 1.1. ([11, Theorem 1.2]) Let K be a weakly compact convex subset of a Banach space X and T : K −→ K is a pointwise
contraction. Then there exists a unique ﬁxed point and {Tn(x)} converges to the unique ﬁxed point.
Remark 1.1. Every closed bounded convex subset of a uniformly convex Banach space has normal structure. So the notion
of pointwise contraction introduced by Belluce and Kirk [3], ensures the existence of a unique ﬁxed point without assuming
any geometric condition on the space and also assures the convergence of the iterates to the ﬁxed point. So it helps us to
ﬁnd ﬁxed points on nonuniformly convex spaces and also for spaces which do not have normal structure.
When we do not have a ﬁxed point, we want to ﬁnd an x in the suitable space such that x is in proximity to T x in some
sense. The best proximity pair theorems are being studied in this direction. Indeed, for two subsets A and B of a normed
linear space X , if T : A ∪ B −→ A ∪ B , T (A) ⊆ B and T (B) ⊆ A, we want to ﬁnd suﬃcient conditions on T , A and B to get
the existence of a best proximity pair (x, y) ∈ A × B such that ‖x− T x‖ = ‖y − T y‖ = dist(A, B). For some recent results on
best proximity pair theorems, one can refer to [1,2,10,12,13].
In [1], Eldred et al. introduced the notion of proximal normal structure and used it to study the existence of a best
proximity point for a relatively nonexpansive mapping. In [2], existence and convergence of a best proximity pair for a
cyclic contraction map have been proved.
The main theorem of [1] is:
Theorem 1.2. ([1, Theorem 2.1]) Let (A, B) be a nonempty, weakly compact convex pair in a Banach space X and suppose (A, B) has
proximal normal structure. Let T : A ∪ B −→ A ∪ B satisfy
(1) T (A) ⊆ B and T (B) ⊆ A and
(2) ‖T x− T y‖ ‖x− y‖, for x ∈ A, y ∈ B (that is T is relatively nonexpansive).
Then there exists (x, y) ∈ A × B such that ‖x− T x‖ = ‖y − T y‖ = dist(A, B).
In [2], the cyclic contraction is deﬁned as follows:
Deﬁnition 1.2. ([2]) Let A and B be nonempty subsets of a metric space X . A map T : A ∪ B −→ A ∪ B is a cyclic contraction
map if it satisﬁes
(1) T (A) ⊆ B and T (B) ⊆ A.
(2) For some k ∈ (0,1), we have d(T x, T y) kd(x, y) + (1− k)dist(A, B), for all x ∈ A, y ∈ B .
If A∩ B 	= φ, then dist(A, B) = 0 and T is a contraction on A∩ B and hence from the Banach contraction principle we can
obtain the ﬁxed point. So it is interesting to study when dist(A, B) > 0. In this case, the cyclical contraction map deﬁned
above does not induce A ∩ B 	= φ. A simple existence result for a best proximity point is:
Theorem 1.3. ([2, Proposition 3.2]) Let A and B be nonempty closed subsets of a complete metric space X. Let T : A ∪ B −→ A ∪ B be
a cyclic contraction map, let x0 ∈ A and deﬁne xn+1 = T xn. Suppose {x2n} has a convergent subsequence in A. Then there exists x ∈ A
such that d(x, T x) = dist(A, B).
Motivated by the concept of pointwise contraction and its application in Theorem 1.1, in this paper, we introduce the
notion of proximal pointwise contraction and generalize the result on pointwise contraction, from a weakly compact subset to
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where T is a proximal pointwise contraction but not a cyclic contraction and thus compare our results with the already
known results.
We shall adopt some notions and deﬁnitions from [1].
2. Preliminaries and main results
We say that a pair (A, B) of sets in a Banach space satisﬁes a property if both A and B satisﬁes that property. For
example, (A, B) is convex only if both A and B are convex. (A, B) ⊆ (C, D) ⇐⇒ A ⊆ C and B ⊆ D . Also we shall adopt the
following notations:
δ(A, B) = sup{‖x− y‖: x ∈ A, y ∈ B},
δ(x, A) = sup{‖x− y‖: y ∈ A},
dist(A, B) = inf{‖x− y‖: x ∈ A, y ∈ B}.
Deﬁnition 2.1. ([1]) A pair (A, B) of subsets of a normed linear space is said to be a proximal pair if for each (x, y) ∈ A × B
there exists (x′, y′) ∈ A × B such that
‖x− y′‖ = ‖x′ − y‖ = dist(A, B).
Deﬁnition 2.2. ([1]) A convex pair (K1, K2) in a Banach space is said to have proximal normal structure if for any closed,
bounded, convex proximal pair (H1, H2) ⊆ (K1, K2) for which dist(H1, H2) = dist(K1, K2) and δ(H1, H2) > dist(H1, H2),
there exists (x1, x2) ∈ H1 × H2 such that
δ(x1, H2) < δ(H1, H2), δ(x2, H1) < δ(H1, H2).
Then x1 is a nondiametral point of H1 and x2 is a nondiametral point of H2.
Now we deﬁne the proximal pointwise contraction:
Deﬁnition 2.3. Let A and B be nonempty subsets of a normed linear space X . Let T : A ∪ B −→ A ∪ B be such that T (A) ⊆ B
and T (B) ⊆ A, that is, T is cyclic. The mapping T is said to be a proximal pointwise contraction if for each (x, y) ∈ A × B
there exist 0 α(x) < 1, 0 α(y) < 1 such that
‖T x− T y‖max{α(x)‖x− y‖,dist(A, B)} for all y ∈ B and
‖T x− T y‖max{α(y)‖x− y‖,dist(A, B)} for all x ∈ A.
For example, if A = {(0, x): 0 x 1} and B = {(1, y): 0 y  1}, deﬁne T (0, x) = (1, 12 ), for all (0, x) ∈ A and T (1, y) =
(0, 12 ), for all (1, y) ∈ B , then it is easy to see that T is a proximal pointwise contraction map.
It is clear that the proximal pointwise contraction map is a relatively nonexpansive map.
Next we shall state our main result:
Theorem 2.1. Let (A, B) be a nonempty weakly compact convex pair in a Banach space and suppose that T is a proximal pointwise
contraction map. Then there exists (x, y) ∈ A × B such that ‖x− T x‖ = ‖y − T y‖ = dist(A, B).
Before going into the proof, let us give some preliminaries from [1] required for the proof.
Let (A0, B0) denote the proximal pair obtained from (A, B) which is deﬁned as follows:
A0 =
{
x ∈ A: ‖x− y′‖ = dist(A, B) for some y′ ∈ B},
B0 =
{
y ∈ B: ‖x′ − y‖ = dist(A, B) for some x′ ∈ A}.
We can see the pair (A0, B0) is weakly compact and convex whenever (A, B) is.
To see the nonemptiness: Since (A, B) is nonempty and dist(A, B) = inf{‖x − y‖: x ∈ A, y ∈ B}, there exists a sequence
(xn, yn) ∈ A × B such that
‖xn − yn‖ −→ dist(A, B).
Since (A, B) is weakly compact, (xn, yn) has a weakly convergent subsequence say (xnk , ynk ) ∈ A × B such that xnk w−−→ x ∈ A
and ynk
w−−→ y ∈ B .
By weak lower semicontinuity of norm, we get ‖x − y‖ = dist(A, B). This shows that (A0, B0) is nonempty. Moreover,
dist(A0, B0) = dist(A, B).
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Proof of Theorem 2.1. If A ∩ B 	= ∅ then dist(A, B) = 0 and hence from [11, Theorem 1.2] we will get a ﬁxed point.
So let dist(A, B) > 0. Let (A0, B0) be the proximal pair associated with (A, B).
Let x ∈ A0. Then there exists y ∈ B0 such that ‖x− y‖ = dist(A, B). Then
dist(A, B) ‖T x− T y‖max{α(x)‖x− y‖,dist(A, B)} dist(A, B).
This shows that T (A0) ⊆ B0. Similarly we can show T (B0) ⊆ A0.
Let Γ denote the collection of all nonempty subsets F of A0 ∪ B0 for which F ∩ A0, F ∩ B0 are nonempty, closed, convex,
T (F ∩ A0) ⊆ F ∩ B0, T (F ∩ B0) ⊆ F ∩ A0
and dist(F ∩ A0, F ∩ B0) = dist(A, B). Since A0 ∪ B0 ∈ Γ , Γ is nonempty. Then by using Zorn’s lemma we can get a minimal
element say K ∈ Γ . (For details see [1].)
Let K1 = K ∩ A0 and K2 = K ∩ B0. Then K1 ∪ K2 = K ∈ Γ . If
δ(K1, K2) = dist(K1, K2),
then for x ∈ K1, ‖x− T x‖ = dist(K1, K2) = dist(A, B) and we are ﬁnished. So we suppose that
δ(K1, K2) > dist(K1, K2).
Let x ∈ K1. Then for any z ∈ K2,
‖T x− T z‖max{α(x)‖x− z‖,dist(K1, K2)}.
Since 0 α(x) < 1 and dist(K1, K2) < δ(K1, K2) we can ﬁnd some rx < 1 such that
‖T x− T z‖ rx δ(K1, K2).
This implies that T (K2) ⊆ B[T x; rxδ(K1, K2)]. Hence conv(T (K2)) ⊆ B[T x; rxδ(K1, K2)].
Also, z ∈ convT (K2) implies z = ∑ni=1 λi T zi where λi  0 and ∑ni=1 λi = 1, zi ∈ K2. Since T (K2) ⊆ K1 and K1 is closed
and convex, conv(T (K2) ⊆ K1, which implies
T
(
conv
(
T (K2)
))⊆ conv T (K1).
Similarly, when we ﬁx y ∈ K2, we get
T (K1) ⊆ B
[
T y; ryδ(K1, K2)
]
for some ry < 1 and thus conv T (K1) ⊆ B[T y; ryδ(K1, K2)]. Also we can see
T
(
conv T (K1)
)⊆ conv T (K2).
To show conv T (K1) ∪ conv T (K2) ∈ Γ , we need to show that
dist
(
conv T (K1), conv T (K2)
)= dist(K1, K2) (= dist(A, B)).
Since K is minimal, it follows that (K1, K2) is a proximal pair. Let x ∈ K1. Then there exists y ∈ K2 such that ‖x − y‖ =
dist(K1, K2). Hence,
dist(K1, K2) dist
(
conv T (K1), conv T (K2)
)
 ‖T x− T y‖
max
{
α(x)‖x− y‖,dist(K1, K2)
}
 dist(K1, K2).
Thus dist(conv T (K1), conv T (K2)) = dist(K1, K2). Hence by minimality, we get K1 = conv T (K2) and K2 = conv T (K1).
Let z ∈ K1. Then,
‖z − T x‖ rxδ(K1, K2) and sup
z∈K1
‖z − T x‖ rxδ(K1, K2) < δ(K1, K2).
Hence δ(T x, K1) < δ(K1, K2) which implies that T x is a nondiametral point of K2.
Also for y ∈ K2, we can prove δ(T y, K2) < δ(K1, K2) which implies that T y is a nondiametral point of K1.
The rest of the proof can be argued as in Theorem 2.1 of [1] since the proximal normal structure is used to guarantee
the existence of a nondiametral point. For the sake of completeness we give the proof here.
Since (K1, K2) is a proximal pair, it follows that for (T y, T x) ∈ K1 × K2 there exists (x′, y′) ∈ K1 × K2 such that
‖T x− x′‖ = ‖T y − y′‖ = dist(K1, K2).
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′
2
− z
∥∥∥∥ ‖T x− z‖2 +
‖y′ − z‖
2
 ‖T x− z‖
2
+ δ(K1, K2)
2
 sup
z∈K1
‖T x− z‖
2
+ δ(K1, K2)
2
 δ(T x, K1)
2
+ δ(K1, K2)
2

(
1+ r
2
)
δ(K1, K2).
Therefore supz∈K1 ‖ T x+y
′
2 − z‖ ( 1+r2 )δ(K1, K2).
That is δ(x0, K1) αδ(K1, K2) where x0 = T x+y′2 , α = 1+r2 < 1.
Similarly we can see δ(y0, K2) αδ(K1, K2) where y0 = T y+x′2 and ‖x0 − y0‖ = dist(K1, K2). Deﬁne
L1 =
{
z ∈ K1: δ(z, K2) αδ(K1, K2)
}
,
L2 =
{
z′ ∈ K2: δ(z′, K1) αδ(K1, K2)
}
.
Since (y0, x0) ∈ L1 × L2, Li is a nonempty, closed, convex subset of Ki , i = 1,2 and dist(L1, L2) = dist(K1, K2).
Now let u ∈ L1. For any v ∈ K2,
‖T u − T v‖max{α(u)‖u − v‖,dist(K1, K2)}
 ‖u − v‖
 δ(u, K2) αδ(K1, K2).
Thus, we get
T (K2) ⊆ B
[
T u;αδ(K1, K2)
]∩ K1 := K ′1.
Clearly, K ′1 is closed and convex. Since L1 ⊆ K1, u ∈ L1 implies u ∈ K1 and there exists w ∈ K2 such that ‖u − w‖ =
dist(K1, K2). Hence ‖Tu − T w‖ = dist(K1, K2). w ∈ K2 implies T w ∈ K ′1 and thus, dist(K ′1, K2) = dist(K1, K2) (= dist(A, B)).
Therefore, K ′1 ∪ K2 ∈ Γ . Hence by minimality, K ′1 = K1. Thus K1 ⊆ B[Tu;αδ(K1, K2)]. So for any z ∈ L1,
‖z − T u‖ αδ(K1, K2) ⇒ δ(T u, K1) αδ(K1, K2)
which shows T (L1) ⊆ L2. In a similar manner we can see T (L2) ⊆ L1. Hence L1 ∪ L2 ∈ Γ and δ(L1, L2)  αδ(K1, K2) and
thus a contradiction to minimality of K . 
Remark 2.1. In Theorem 2.1, the proximal pointwise contraction helps us in getting a nondiametral point and replaces
proximal normal structure.
Corollary 2.1. Let (A, B) be a nonempty, closed, bounded convex subset of a reﬂexive Banach space. Let T : A ∪ B −→ A ∪ B be such
that T (A) ⊆ B and T (B) ⊆ A and T is a proximal pointwise contraction map. Then there exists (x, y) ∈ A × B such that ‖x− T x‖ =
‖y − T y‖ = dist(A, B).
For compact maps, we have the following result:
Theorem 2.2. Let (A, B) be a compact subset of a normed linear space X. Let T : A ∪ B −→ A ∪ B such that T is a proximal pointwise
contraction. Then there exists (x, y) ∈ A × B such that ‖x− T x‖ = ‖y − T y‖ = dist(A, B).
Proof. Let A0, B0 be deﬁned as before. Let Γ denote the collection of all nonempty subsets F of A0 ∪ B0 for which F ∩ A0,
F ∩ B0 are nonempty, closed,
T (F ∩ A0) ⊆ F ∩ B0, T (F ∩ B0) ⊆ F ∩ A0
and dist(F ∩ A0, F ∩ B0) = dist(A, B). Then by using Zorn’s lemma we can get a minimal element say K ∈ Γ .
The proof will then follow by arguing as in Theorem 2.1 with T (K i) in place of conv T (K i), i = 1,2. 
Note that the convexity of the pair (A, B) is not required in the proof. If (A, B) is compact and convex, then it possesses
proximal normal structure and in this case best proximity point exists [1].
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Let A = {( 1n , x): 0 x 1, n ∈N} ∪ {(0, x): 0 x 1}, B = {(0, y): 2 y  3}.
Deﬁne on B , T (0, y) = (0,1), 2 y  3.
Now on A deﬁne
T (0, x) = (0,2), 0 x 1,
T
(
1
n
, x
)
=
(
0,2+ x
n + 1
)
, 0 x 1, n ∈N.
Clearly T (A) ⊆ B and T (B) ⊆ A and dist(A, B) = 1.
Claim. T is a proximal pointwise contraction.
Case (i): Let x′ ∈ {(0, x): 0 x 1} and y′ ∈ B .
‖x′ − y′‖ = ∥∥(0, x) − (0, y)∥∥= |x− y| 1,
‖T x′ − T y′‖ = ∥∥T (0, x) − T (0, y)∥∥= 1 = dist(A, B).
Hence it is clear in this case.
Case (ii): Let x′ ∈ {( 1n , x): 0 x 1, n ∈ N} and y′ ∈ B .
‖x′ − y′‖ =
∥∥∥∥
(
1
n
, x
)
− (0, y)
∥∥∥∥ 1+ 1n ,
‖T x′ − T y′‖ =
∥∥∥∥T
(
1
n
, x
)
− T (0, y)
∥∥∥∥= 1+ xn + 1 .
Hence if we deﬁne α(x′) = n(n+1+x)
(n+1)2 , we can see for each x
′ ∈ A, α(x′) < 1 and ‖T x′ − T y′‖max{α(x′)‖x′ − y′‖,dist(A, B)}
showing that T is a proximal pointwise contraction.
Since A and B are compact, by Theorem 2.2, T has a best proximity point (0,1) ∈ A such that ‖(0,1) − T (0,1)‖ = 1 =
dist(A, B).
Remark 2.2. Note that supx′∈A α(x′) = 1. If we have α(x′) = k (where 0 < k < 1) for all x′ ∈ A, that is, if ‖T x′ − T y′‖ 
max{k‖x′ − y′‖,dist(A, B)}, then T is a cyclic contraction map [Deﬁnition 1.2]. But from the above example, it is clear that
we cannot ﬁnd a k ∈ (0,1) such that T is a cyclic contraction.
For if, x = ( 1n ,1) ∈ A and y = (0,2) ∈ B , then d(x, y) = 1 + 1n and d(T x, T y) = 1 + 1n+1 . Suppose there exists 0 < k < 1
such that
d(T x, T y) kd(x, y) + (1− k)dist(A, B)
then substituting the corresponding values,
1+ 1
n + 1  k
(
1+ 1
n
)
+ (1− k).1
⇒ 1+ 1
n + 1  1+
k
n
⇒ k n
n + 1 .
Hence as n −→ ∞, k 1 which is a contradiction. Hence, we see that T is a proximal pointwise contraction map but not a
cyclic contraction map.
Remark 2.3. It is clear from the above example that, though the pair (A, B) is compact, the existence of best proximity
point cannot be obtained from Theorem 1.3 since T is not a cyclic contraction.
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