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Symmetry breaking operators for
real reductive groups of rank one
Jan Frahm and Clemens Weiske
Abstract
For a pair of real reductive groups G′ ⊂ G we consider the space HomG′(π|G′ , τ) of
intertwining operators between spherical principal series representations π of G and τ
of G′, also called symmetry breaking operators. Restricting to those pairs (G,G′) where
dimHomG′(π|G′ , τ) < ∞ and G and G′ are of real rank one, we classify all symmetry
breaking operators explicitly in terms of their distribution kernels. This generalizes pre-
vious work by Kobayashi–Speh for (G,G′) = (O(1, n+ 1),O(1, n)) to the reductive pairs
(G,G′) = (U(1, n+ 1;F),U(1,m+ 1;F)× F ), F = C,H,O and F < U(n−m;F).
In most cases, all symmetry breaking operators can be constructed using one meromor-
phic family of distributions whose poles and residues we describe in detail. In addition
to this family, there may occur some sporadic symmetry breaking operators which we
determine explicitly.
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Introduction
Group representations occur in various branches of mathematics and mathematical physics.
One particular problem in group representation theory is the decomposition of restricted
representations. Given an irreducible representation π of a group G and a subgroup
G′ ⊆ G, the restricted representation π|G′ is in general not irreducible anymore, so one is
interested in a decomposition of π|G′ into irreducible representations of G′.
In the context of finite or compact groups, an irreducible representation π is finite-
dimensional and its restriction π|G′ decomposes into an algebraic direct sum of irreducible
representations τ of G′ which occur with finite multiplicities m(π, τ) ∈ Z≥0.
In the context of real reductive groups, irreducible representations are typically infinite-
dimensional and their restrictions do no longer decompose into direct sums of irreducibles.
However, there still exists a notion of multiplicity which describes the occurrence of a given
irreducible representation τ of G′ inside a restricted representation π|G′ as a quotient,
namely
m(π, τ) = dimHomG′(π|G′ , τ).
The study of these multiplicities turns out to be very fruitful and has recently attracted
a lot of attention.
In contrast to the case of finite or compact groups, the multiplicities for real reductive
groups are not necessarily finite. Therefore, Kobayashi [Kob15] has proposed to single
out settings where only finite multiplicities occur.
Fact I (see [KO13, Theorem C]). Assume that G and G′ are defined algebraically over
R. Then
dimHomG′(π|G′ , τ) <∞
for all smooth admissible representations π of G and τ of G′ if and only if the pair (G,G′)
is strongly spherical, i.e. the homogeneous space (G×G′)/diag(G′) is real spherical.
For a fixed strongly spherical reductive pair (G,G′) one is now interested in deter-
mining the multiplicities m(π, τ). It turns out that for some applications such as uni-
tary branching laws (see e.g. [MO15]) or applications to partial differential equations or
analytic number theory (see e.g. [FS18, MØZ16b, MØ17]) the mere knowledge of the
multiplicities is not sufficient and one needs an explicit description of the operators in
HomG′(π|G′ , τ),
so-called symmetry breaking operators as advocated by Kobayashi in his ABC program
(see [Kob15]). This is the main objective of this paper.
Strongly spherical real reductive pairs have recently been classified in the case of
symmetric pairs by Kobayashi–Matsuki [KM14] and in general by Knop–Krötz–Pecher–
Schlichtkrull [KKPS17] (The complete list can also be found in [Möl17].) In what follows
we restrict to the case where G is of real rank one. Up to central extensions, every simple
real reductive group G of rank one is of the form U(1, n+ 1;F) with F ∈ {R,C,H} and
n ≥ 0 or F = O and n = 1, where we use the interpretation U(1, 2;O) = F4(−20).
Fact II (see [KM14] and [KKPS17]). Up to central extensions, the irreducible strongly
spherical real reductive pairs (G,G′) with G of real rank one and G′ non-compact are given
by
(G,G′) = (U(1, n+ 1;F),U(1,m+ 1;F)× F )
with F ∈ {R,C,H} and 0 ≤ m ≤ n or F = O and 0 ≤ m ≤ n = 1 and F < U(n −m;F)
such that the action of U(1;F)× F on Fn−m by (a, c) · z = azc has an open orbit on the
unit sphere in Fn−m.
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Having fixed the class of groups, we now have to specify a class of representations for
which to study symmetry breaking operators. By the Casselman Embedding Theorem
every irreducible admissible representation of a reductive group occurs as a quotient inside
a principal series representation. Principal series are families of representations induced
from a parabolic subgroup P = MAN . Here we focus on the case of spherical principal
series, i.e. those induced from representations of P which are trivial on M and N . Since
A ∼= R+, its representations are parametrized by a complex number λ ∈ C, and we denote
the corresponding induced representation of G by πλ. In the same way the spherical prin-
cipal series τν (ν ∈ C) of G′ is constructed. The topic of this paper is a full classification
of HomG′(πλ|G′ , τν) for all strongly spherical real reductive pairs (G,G′) with G of rank
one and all (λ, ν) ∈ C.
For the pair (G,G′) = (O(1, n + 1),O(1, n)) of rank one orthogonal groups, sym-
metry breaking operators between spherical principal series were classified by Kobayashi–
Speh [KS15] (see also [KS18] for the vector-valued case). We therefore restrict ourselves to
the strongly spherical pairs (G,G′) = (U(1, n+1;F),U(1,m+1;F)×F ) with F ∈ {C,H,O}
in this paper.
Multiplicities
For F ∈ {C,H,O} we consider the real reductive pairs
(G,G′) = (U(1, n+ 1;F),U(1,m+ 1;F)× F )
with 0 ≤ m < n and F < U(n−m;F) a closed subgroup. We assume that the pair (G,G′)
is strongly spherical.
Let πλ (λ ∈ C) denote the spherical principal series of G. Our normalization is chosen,
such that πλ is unitary for λ ∈ iR and has a finite-dimensional quotient if and only if
λ ∈ ρ + 2Z≥0, where ρ = 12 (p + 2q) with p = n · dimR F and q = dimR F − 1 ∈ {1, 3, 7}.
In the same way we parametrize the spherical principal series τν (ν ∈ C) of G′ and let
ρ′ = 12 (p
′ + 2q) with p′ = m · dimR F (see Section 1.1 for the precise definitions). Note
that for m = 0 we have su(1, 1;F) = so(1, q + 1), so that G′ is a product of an indefinite
orthogonal group and a compact group.
To state our results for the multiplicities dimHomG′(πλ|G′ , τν) we define for m > 0
L = {(−ρ+ q − 1− 2i,−ρ′ + q − 1− 2j) : i, j ∈ Z, 0 ≤ j ≤ i}
and for m = 0
L = {(−ρ+ q − 1− 2i,±(1 + 2j)) : i, j ∈ Z, 0 ≤ j ≤ i},
as well as
S1 = {(−ρ+ q − 1− 2i, ρ′ + 2j) : i, j ∈ Z, 0 ≤ j ≤ i},
S2 = {(−ρ+ q − 1− 2i, ρ′ + 2i) : i ∈ Z≥0},
S3 = {(−ρ+ q − 1, ρ′)}.
Note that S1 ⊆ L for F = C and S2 ∩ L = S3 ∩ L = ∅ for F = H.
Theorem A (Multiplicities). The multiplicities of symmetry breaking operators between
spherical principal series of G and G′ are given by
dimHomG′(πλ|G′ , τν) =
{
1 for (λ, ν) ∈ C2 − L,
2 for (λ, ν) ∈ L,
except in the following three cases:
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(i) For (G,G′) = (U(1, n+ 1),U(1, 1)× F ) we have
dimHomG′(πλ|G′ , τν) =

1 for (λ, ν) ∈ C2 − L,
2 for (λ, ν) ∈ L− S1,
3 for (λ, ν) ∈ S1.
(ii) For (G,G′) = (Sp(1, 2), Sp(1, 1)) we have
dimHomG′(πλ|G′ , τν) =

1 for (λ, ν) ∈ C2 − (L ∪ S2),
2 for (λ, ν) ∈ L,
2i+ 4 for (λ, ν) = (−ρ+ q − 1− 2i, ρ′ + 2i) ∈ S2,
(iii) For (G,G′) = (Sp(1, 2), Sp(1, 1)×U(1)) we have
dimHomG′(πλ|G′ , τν) =
{
1 for (λ, ν) ∈ C2 − (L ∪ S3),
2 for (λ, ν) ∈ L ∪ S3.
Regular symmetry breaking operators
We now describe the explicit construction of all symmetry breaking operators in the
space HomG′(πλ|G′ , τν). For this we realize the representations πλ as smooth sections of
homogeneous line bundles over the flag variety G/P . If τν is realized in the same way
as smooth sections over G′/P ′, P ′ = P ∩G′ a parabolic subgroup of G′, then symmetry
breaking operators in HomG′(πλ|G′ , τν) are given by convolution with a P ′-equivariant
distribution section over G/P followed by restriction to G′/P ′ ⊆ G/P . For our pairs
of groups (G,G′) the distribution kernels can most easily be described on the opposite
unipotent radicalN which can be identified with an open dense subset ofG/P . In this way,
symmetry breaking operators can be classified in terms of certain invariant distributions
on N (see Section 1.3 for details).
For G = U(1, n + 1;F) the group N is a 2-step nilpotent group diffeomorphic to its
Lie algebra n¯ ∼= Fn ⊕ ImF, where ImF = {Z ∈ F : Z = −Z}. We write D′(n¯)λ,ν for those
distributions on n¯ which correspond to symmetry breaking operators in HomG′(πλ|G′ , τν)
and now describe the classification of D′(n¯)λ,ν in detail. For this we may without loss
of generality assume that G′ is embedded in G such that N ∩ G′ corresponds to the
subalgebra n¯′ = Fm ⊕ ImF ⊆ n¯ with Fm ⊆ Fn in the first m coordinates.
Since the distribution kernels on G/P corresponding to symmetry breaking operators
are P ′-equivariant, the support of every such kernel is a union of P ′-orbits in G/P . There
are three such orbits, an open dense orbit OA, an intermediate orbit OB and a closed
orbit OC . Their intersection with the open dense Bruhat cell NP/P ≃ n¯ are given by
OA ∩ n¯ = n¯− n¯′, OB ∩ n¯ = n¯′ − {0}, OC ∩ n¯ = {0}.
For each of the orbits we construct a holomorphic family of distributions which is generi-
cally supported on that orbit and contains all distributions inD′(n¯)λ,ν which are supported
on that orbit, except for (λ, ν) ∈ Si (i = 1, 2, 3) in the cases (i)-(iii) in Theorem A. The
remaining distribution kernels for (λ, ν) ∈ Si are all supported on {0} and will be de-
scribed at the end of the introduction. Symmetry breaking operators whose distribution
kernels are supported on the whole space n¯ are called regular while operators whose ker-
nels have smaller support are called singular. Note that a symmetry breaking operator is
a differential operator if and only if its distribution kernel is supported on {0} ⊆ n¯.
For Re(λ ± ν) > − p′′2 with p′′ = (n −m) · dimR F = p − p′ = 2(ρ− ρ′) we define the
following locally integrable function on n¯ = Fn ⊕ ImF:
uAλ,ν(X,Z) :=
1
Γ(λ+ρ−ν−ρ
′
2 )Γ(
λ+ρ+ν−ρ′
2 )
N(X,Z)−2(ν+ρ
′)|X ′′|λ−ρ+ν+ρ′ ,
4
where N(X,Z) = (|X |4+ |Z|2) 14 is the norm function on n¯ and we have used the notation
X = (X ′, X ′′) ∈ Fm ⊕ Fn−m = Fn.
Theorem B (Regular symmetry breaking operators). uAλ,ν extends to a family of dis-
tributions which depends holomorphically on (λ, ν) ∈ C2 and uAλ,ν ∈ D′(n¯)λ,ν for all
(λ, ν) ∈ C2. Further, uAλ,ν = 0 if and only if (λ, ν) ∈ L.
In Corollary 12.4 we show that SuppuAλ,ν = n¯ if and only if (λ, ν) ∈ C2 − ( // ∪ \\ ),
where
// := {(λ, ν) ∈ C2, λ+ ρ− ν − ρ′ ∈ −2Z≥0},
\\ := {(λ, ν) ∈ C2, λ+ ρ+ ν − ρ′ ∈ −2Z≥0}.
Note that L ⊆ X := // ∩ \\ since q is odd and p′ is even for F = C,H,O. For (λ, ν) ∈ // ∪ \\
the support of uAλ,ν is smaller than n¯ and we now describe these distributions in more
detail.
Singular symmetry breaking operators
Write n¯ = v ⊕ z with v = Fn and z = ImF. Decompose v = v′ ⊕ v′′ with v′ = Fm and
v′′ = Fn−m, so that n¯′ = v′ ⊕ z. We write
p = dim v = n dimR F,
p′ = dim v′ = m dimR F, q = dim z = dimR F− 1.
p′′ = dim v′′ = (n−m) dimR F,
Further, let ∆v′ , ∆v′′ and  denote the Euclidean Laplacians on v
′, v′′ and z, respectively.
For (λ, ν) ∈ \\ with λ+ ρ+ ν − ρ′ = −2l ∈ −2Z≥0 and Re ν ≪ 0 let
uBλ,ν(X,Z) := c
B(λ, ν)N(X,Z)−2(ν+ρ
′)∆lv′′δ(X
′),
where cB(λ, ν) is a meromorphic renormalization parameter defined in (11.1). Further,
for (λ, ν) ∈ // with λ+ ρ− ν − ρ′ = −2k ∈ −2Z≥0 let
uCλ,ν(X,Z) :=
∑
h+i+2j=k
ch,i,j(λ, ν)∆
h
v′∆
i
v′′
jδ(X,Z),
where ch,i,j(λ, ν) are holomorphic functions of (λ, ν) ∈ // defined in (6.2) and (6.3).
Theorem C (Singular symmetry breaking operators). (i) uBλ,ν extends to a family of
distributions which depends holomorphically on (λ, ν) ∈ \\ and uBλ,ν ∈ D′(n¯)λ,ν for
all (λ, ν) ∈ \\ . The support of uBλ,ν is given by
Supp uBλ,ν =
{
n¯′ for (λ, ν) ∈ \\ − (X− L),
{0} for (λ, ν) ∈ X− L
and for λ+ ρ+ ν − ρ′ = −2l the following residue formula holds:
uAλ,ν =
(−1)lπ p
′′
2
2lΓ(p
′′
2 + l)
×

uBλ,ν if m > 0 and l ≤ p
′
2 ,
Γ( 2ν+p
′+2
4 +⌊
2l−p′+2
4 ⌋)
Γ( 2ν+p
′+2
4 )
uBλ,ν if m > 0 and l >
p′
2 ,
Γ(− ν2−⌊
l
2 ⌋)
Γ(−ν−l) u
B
λ,ν if m = 0.
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(ii) uCλ,ν extends to a family of distributions which depends holomorphically on (λ, ν) ∈ //
and uCλ,ν ∈ D′(n¯)λ,ν for all (λ, ν) ∈ // . The support of uCλ,ν is given by
SuppuCλ,ν = {0} for all (λ, ν) ∈ //
and for λ+ ρ− ν − ρ′ = −2k the following residue formulas hold:
uAλ,ν =
(−1)kk!π p+q2
Γ(ν+ρ
′
2 )
×

Γ( 2ν+p
′
4 )
Γ( 2ν+p
′
2 )
uCλ,ν for m > 0,
Γ( ν2−⌊
k
2 ⌋)
2kΓ(ν−k)
uCλ,ν for m = 0.
Using the three families uAλ,ν , u
B
λ,ν and u
C
λ,ν of invariant distributions associated to
the orbits OA, OB and OC we have the following explicit description of D′(n¯)λ,ν ∼=
HomG′(πλ|G′ , τν):
Theorem D (Classification of symmetry breaking operators). The space D′(n¯)λ,ν is given
by
D′(n¯)λ,ν =
{
CuAλ,ν for (λ, ν) ∈ C2 − L,
CuBλ,ν ⊕ CuCλ,ν for (λ, ν) ∈ L.
except in the cases (i), (ii) and (iii) of Theorem A with (λ, ν) ∈ Si.
Theorems C and D show that in almost all cases the holomorphic family uAλ,ν and
its two different renormalizations uBλ,ν and u
C
λ,ν when (λ, ν) ∈ L spans the space of all
symmetry breaking operators. Note that uCλ,ν is supported at the origin, so the associated
symmetry breaking operator is a differential operator. In the cases (i), (ii) and (iii)
of Theorem A with (λ, ν) ∈ Si there appear additional differential symmetry breaking
operators that cannot be obtained as renormalizations of the holomorphic family Aλ,ν .
Following [KS18] we call such operators sporadic symmetry breaking operators and now
describe them in detail.
Sporadic symmetry breaking operators
To define all sporadic differential symmetry breaking operators we treat the three cases in
Theorem A separately. In all three cases the differential operators ∆v′ , ∆v′′ and  do not
generate the algebra ofM ′-invariant differential operators on n¯ with constant coefficients.
The additional generators give rise to sporadic differential symmetry breaking operators.
(i) (G,G′) = (U(1, n+ 1),U(1, 1)× F ). For (λ, ν) ∈ // with λ + ρ − ν − ρ′ = −2k we
have
uCλ,ν =
∑
i+2j=k
2−iΓ(ν2 − j)
i!j!Γ(p2 + i)Γ(
ν
2 − ⌊k2⌋)
∆iv
(
∂
∂Z
)2j
δ(X,Z).
The algebra of M ′-invariant differential operators on n¯ is generated by ∆v and
∂
∂Z
and we obtain another family of distributions by formally replacing 2j by 2j + 1:
vCλ,ν :=
∑
i+2j+1=k
2−iΓ(ν−12 − j)
i!Γ(j + 32 )Γ(
p
2 + i)Γ(
ν−1
2 − ⌊k−12 ⌋)
∆iv
(
∂
∂Z
)2j+1
δ(X,Z).
(ii) (G,G′) = (Sp(1, 2), Sp(1, 1)). Note that n¯ = H ⊕ ImH and n¯′ = ImH. On H and
ImH ⊆ H we consider the usual inner product 〈X,Y 〉 = Re(XY ). With respect to
this inner product we define three differential operators P1, P2, P3 on n¯ in terms of
their symbols
p1(X,Z) = 〈i, XZX〉, p2(X,Z) = 〈j, XZX〉, p3(X,Z) = 〈k, XZX〉.
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Then the algebra of M ′-invariant differential operators on n¯ is generated by ∆v, 
and P1, P2, P3. For k ∈ Z≥0 let
Hk(P1, P2, P3)δ = {q(P1, P2, P3)δ(X,Z) : q ∈ Hk(R3)},
where Hk(R3) denotes the space of homogeneous harmonic polynomials of three
variables of degree k.
(iii) (G,G′) = (Sp(1, 2), Sp(1, 1) × U(1)). The subalgebra u(1) ⊆ sp(1) is spanned by a
single element U of the Lie algebra sp(1) which is identified with ImH ⊆ H. We write
U = U1i+U2j+U3k and note that the only differential operators in Hk(P1, P2, P3)
which are U(1)-invariant occur for k = 0 (then 1 is U(1)-invariant) and for k = 1
(then U1P1 + U2P2 + U3P3 is U(1)-invariant).
Theorem E (Sporadic symmetry breaking operators). (i) For (G,G′) = (U(1, n+ 1),
U(1, 1)× F ) and (λ, ν) ∈ S1 we have
D′(n¯)λ,ν = CuBλ,ν ⊕ CuCλ,ν ⊕ CvCλ,ν .
(ii) For (G,G′) = (Sp(1, 2), Sp(1, 1)) and (λ, ν) = (−ρ+ q− 1− 2i, ρ′+2i) ∈ S2 we have
D′(n¯)λ,ν = CuCλ,ν ⊕Hi+1(P1, P2, P3)δ.
(iii) For (G,G′) = (Sp(1, 2), Sp(1, 1) × U(1)) with u(1) = RU , U = U1i + U2j + U3k ∈
ImH = sp(1), and (λ, ν) = (−ρ+ q − 1, ρ′) ∈ S3 we have
D′(n¯)λ,ν = CuCλ,ν ⊕ C(U1P1 + U2P2 + U3P3)δ.
Functional equations
For λ ∈ R the representations πλ are irreducible and unitarizable if and only if λ ∈
(−ρ+q−1, ρ−q+1) and the corresponding unitary representions form the complementary
series. The invariant inner product can be expressed using the normalized Knapp–Stein
intertwining operators Tλ : πλ → π−λ which are in the non-compact picture on n¯ =
F
n ⊕ ImF given by convolution with the holomorphic family of distributions
1
Γ(λ)
N(X,Z)2(λ−ρ).
Note that the operator Tλ is a differential operator if and only if λ ∈ −Z≥0 (see Section 13
for details).
When a complementary series representation πλ is restricted to G
′, it decomposes into
a direct integral of irreducible unitary representations of G′. We expect the holomorphic
family Aλ,ν ∈ HomG′(πλ|G′ , τν) and its renormalizations to play a key role in this decom-
position (see [MO15] for the case (G,G′) = (O(1, n + 1),O(1,m + 1) × O(n −m))). To
explicitly constuct the direct integral decomposition, compositions of Aλ,ν with Knapp–
Stein intertwining operators Tλ for G or T
′
ν for G
′ will be important. This motivates the
following functional equations:
Theorem F (Functional equations). For (λ, ν) ∈ C2 we have
Aλ,ν ◦ T−λ = π
p+q
2
Γ(2λ+p4 )
Γ(2λ+p2 )Γ(
λ+ρ
2 )
A−λ,ν
and
T ′ν ◦Aλ,ν =
π
p′+q
2
Γ(ν+ρ
′
2 )
×

Γ( 2ν+p
′
4 )
Γ( 2ν+p
′
2 )
Aλ,−ν if m > 0,
Aλ,−ν if m = 0.
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Relation to previous work
The systematic construction and classification of symmetry breaking operators was ini-
tiated by T. Kobayashi [Kob15]. Together with B. Speh [KS15] he classified symmetry
breaking operators between spherical principal series for (G,G′) = (O(1, n+ 1),O(1, n)).
Our work can be seen as an extension of this classification to all strongly spherical re-
ductive pairs (G,G′) with G and G′ of real rank one. The only other strongly spher-
ical pairs where a full classification of symmetry breaking operators between spherical
principal series is known are the pairs (G,G′) = (O(1, n) × O(1, n),O(1, n)) treated by
Clerc [Cle16, Cle17].
The existence of the meromorphic family of distributions uAλ,ν and a generic multi-
plicity one statement were previously obtained by Möllers–Ørsted–Oshima [MØO16] (see
also [Möl17]), but the precise multiplicities also for singular parameters as well as the de-
tailed study of the meromorphic nature of uAλ,ν were missing so far. Only the differential
symmetry breaking operators corresponding to the distributions uCλ,ν were previously con-
structed by Möllers–Ørsted–Zhang [MØZ16a], but in particular the sporadic differential
operators in Theorem E were not known before.
Methods of proof
Our general strategy of classifying symmetry breaking operators follows closely Kobayashi–
Speh [KS15] (see Part I and in particular Section 3.2). This reformulates the problem
of classifying symmetry breaking operators into a classification problem for invariant dis-
tributions on a nilpotent Lie algebra, the nilradical of a parabolic subgroup. However,
whereas in [KS15] the relevant Lie algebra is abelian, in our situation we have to deal with
a 2-step nilpotent Lie algebra which adds combinatorial difficulties to the computations.
The classification strategy essentially consists of two steps: the classification of all
differential symmetry breaking operators (see Part II) and the global study of the dis-
tribution kernels of symmetry breaking operators (see Part III). For the classification of
differential symmetry breaking operators we apply the F-method (see e.g. [Kob13]) which
uses the Euclidean Fourier transform on the nilpotent Lie algebra. Since our Lie algebra
is 2-step nilpotent, this results in a system of polynomial differential equations of order 4
which we solve combinatorially. In contrast to all previous applications of the F-method
where equations of order 2 were solved, we cannot use classical orthogonal polynomials,
but have to systematically solve the equations by hand. In particular, we find that in
three special cases sporadic differential operators occur (see Theorem E).
In the global study of invariant distributions corresponding to symmetry breaking op-
erators we follow a more direct approach to study the meromorphic nature of the family
uAλ,ν . For the localization of all poles and to obtain u
C
λ,ν as renormalization of u
A
λ,ν , we
use polar type coordinates adapted to the nilpotent Lie algebra n¯ and evaluate explicitly
the resulting integrals (see Theorems 9.1 and 10.1). Combined with some combinatorial
computations this gives a direct way to obtain differential symmetry breaking operators
from regular symmetry breaking operators. We remark that, in addition to the combina-
torial construction in Part II, this gives a second and more analytic construction of the
distributions uCλ,ν .
While the (unnormalized) family uBλ,ν is easily obtained from u
A
λ,ν, it is much harder to
find its optimal renormalization and to determine its support. We resolve this problem by
explicitly decomposing the relevant distributions with respect to the decomposition n¯ =
n¯′⊕v′′ (see Theorem 11.1). The resulting renormalization even improves the normalization
used in [KS15] for the corresponding distributions in the sense that our uBλ,ν never vanishes.
The remaining arguments for the full classification of symmetry breaking operators then
work similarly as in [KS15].
Theorem B is shown in Theorem 9.1 and Theorem C is a combination of Theorems 10.1
8
and 11.1. Theorem E follows from Theorems 7.1 and 7.4 and Corollary 7.6, and together
with Theorems 6.1 and 12.1 it implies Theorems A and D. Finally, Theorem F is Theo-
rem 13.6.
Acknowledgements
The second author was supported by the DFG project 325558309.
Notation
For two sets B ⊆ A we use the Notation A−B = {a ∈ A : a /∈ B}. We denote Lie groups
by Roman capitals and their corresponding Lie algebras by the corresponding Fraktur
lower cases.
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Part I
Preliminaries
In this first part we recall from [KS15] the basic theory of symmetry breaking operators
between principal series representations and introduce the necessary notation for rank one
real reductive groups.
1 Symmetry breaking operators between principal se-
ries representations
We recall the basic facts about symmetry breaking operators between principal series
representations from [KS15].
1.1 Principal series representations
Let G be a real reductive Lie group and P a minimal parabolic subgroup of G with
Langlands decomposition P = MAN . For a finite-dimensional representation (ξ, V ) of
M , a character λ ∈ a∗
C
and the trivial representation 1 of N we obtain a finite-dimensional
representation (ξ⊗eλ⊗1, Vξ,λ) of P =MAN . By smooth normalized parabolic induction
this representation gives rise to the principal series representation
πξ,λ := Ind
G
P (ξ ⊗ eλ ⊗ 1)
as the left-regular representation of G on the space
{ϕ ∈ C∞(G, V ) : ϕ(gman) = ξ(m)−1a−(λ+ρ)ϕ(g) ∀man ∈MAN},
where ρ := 12 tr ad |n ∈ a∗C. Let Vξ,λ := G ×P Vξ,λ+ρ → G/P be the homogeneous vector
bundle associated to Vξ,λ+ρ, then πξ,λ identifies with the left-regular action of G on the
space of smooth sections C∞(G/P,Vξ,λ).
Now let G′ < G be a closed reductive subgroup. Similarly we let P ′ = M ′A′N ′ be a
minimal parabolic subgroup of G′. For a finite-dimensional representation (η,W ) of M ′
and ν ∈ (a′
C
)∗ we obtain a finite-dimensional representation (η ⊗ eν ⊗ 1,Wη,λ) of P ′ and
the corresponding principal series representation
τη,ν := Ind
G′
P ′(η ⊗ eν ⊗ 1).
Again we identify τη,ν with the smooth sections C
∞(G′/P ′,Wη,ν) of the homogeneous
vector bundle Wη,ν := G′ ×P ′ Wη,ν+ρ′ → G′/P ′, where ρ′ := 12 tr ad |n′ .
1.2 Symmetry breaking operators
In these realizations the space of symmetry breaking operators between πξ,λ and τη,ν is
given by the continuous linear G′-maps between the smooth sections of the two homoge-
neous vector bundles
HomG′(πξ,λ|G′ , τη,ν) = HomG′(C∞(G/P,Vξ,λ)), C∞(G′/P ′,Wη,ν)).
The Schwartz Kernel Theorem implies that every such operator is given by a G′-invariant
distribution section of the tensor bundle Vξ∗,−λ ⊠Wη,ν over G/P × G′/P ′, where ξ∗ is
the representation contradigent to ξ. Since G′ acts transitively on G′/P ′ we can consider
these distributions as sections on G/P with a certain P ′-invariance:
Theorem 1.1 ([KS15, Proposition 3.2]). There is a natural bijection
HomG′(πξ,λ|G′ , τη,ν) ∼−→ (D′(G/P,Vξ∗,−λ)⊗Wη,ν+ρ′ )P ′ , T 7→ uT .
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1.3 Restriction to the open Bruhat cell
From now on assume M ′ =M ∩G′, A′ = A∩G′ and N ′ = N ∩G′. Since N is unipotent
we obtain a parameterization of the open Bruhat cell NP/P ⊆ G/P in terms of the Lie
algebra n¯ by the map
n¯
exp−→ N −֒→ G −→ G/P,
so that we can consider n¯ as an open dense subset of G/P . Then the restriction
D′(G/P,Vξ∗,−λ) −→ D′(n¯,Vξ∗,−λ|n¯)
can be used to define a g-action on D′(n¯,Vξ∗,−λ|n¯) ∼= D′(n¯) ⊗ Vξ∗,−λ+ρ by vector fields.
Moreover, since Ad(M ′A′) leaves n¯ invariant, the restriction is further M ′A′-equivariant.
If we assume P ′NP = G, i.e. every P ′-orbit in G/P meets the open Bruhat cell NP ,
then symmetry breaking operators can be described in terms of (M ′A′, n′)-invariant dis-
tributions on n¯:
Theorem 1.2 ([KS15, Theorem 3.16]). Assume P ′NP = G, then there is a natural
bijection
HomG′(πξ,λ|G′ , τη,ν) ∼−→ (D′(n¯)⊗ Vξ∗,−λ+ρ ⊗Wη,ν+ρ′ )M
′A′,n′ .
Given a distribution kernel uT , the corresponding operator T ∈ HomG′(πξ,λ|G′ , τη,ν)
is given by
Tϕ(h) = 〈uT , ϕ(h exp( · ))〉. (1.1)
In this paper we will only be concerned with the case of spherical principal series
representations. We therefore let ξ = 1 and η = 1 be the trivial representations and put
πλ = π1,λ and τν = τ1,ν .
For the classification of symmetry breaking operators it will be convenient to also
consider invariant distributions on open subsets of n¯. For an open M ′A′-invariant subset
Ω ⊆ n¯ we therefore use the notation
D′(Ω)λ,ν := (D′(Ω)⊗ V1,−λ+ρ ⊗W1,ν+ρ′)M ′A′,n′ ,
so that Hom(πλ|G′ , τν) ∼= D′(n¯)λ,ν .
Remark 1.3. The space D′(Ω)λ,ν is given by all distributions u ∈ D′(Ω) satisfying
u(Ad(m′a′)X) = a′−λ+ρ+ν+ρ
′
u(X) ∀m′ ∈M ′, a′ ∈ A′, (1.2)
dπ−λ(Y )u(X) = 0 ∀Y ∈ n′. (1.3)
2 Principal series representations of rank one reduc-
tive groups
For F ∈ {C,H,O} let G = U(1, n+ 1;F) denote the group of (n + 2) × (n + 2) matrices
over F preserving the quadratic form
(z0, z1, . . . , zn+1) 7→ −|z0|2 + |z1|2 + · · ·+ |zn+1|2.
Here we assume that n ≥ 1 for F = C,H and n = 1 for F = O, using the interpretation
U(1, 2;O) ∼= F4(−20).
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Let P be the minimal parabolic subgroup of G with Langlands decomposition P =
MAN given by
M =

a a
b
 : a ∈ U(1;F), b ∈ U(n;F)
 ,
A = exp(a) where a = RH, H =
0 11 0
0n
 ,
N = exp(n) where n =

 Z −Z XZ −Z X
X∗ −X∗ 0n
 : X ∈ Fn, Z ∈ ImF
 .
Here, for X = (X1, . . . , Xn) ∈ Fn we write X∗ := (X1, . . . Xn)T . Further, we use the
notation ImF = {Z ∈ F : Z = −Z}. Note that n is the direct sum of the eigenspaces of
ad(H) to eigenvalues +1 and +2. We abbreviate the real dimensions of these eigenspaces
by
p = n dimR F and q = dimR F− 1.
We identify a∗
C
∼= C by λ 7→ λ(H). Then in particular
ρ =
1
2
tr ad |n(H) = p+ 2q
2
.
For λ ∈ C we consider the spherical principal series representation πλ in the notation of
Section 1.1. Due to Johnson and Wallach the composition series of these representations
are well known.
Theorem 2.1 ([JW77, Joh76]). πλ is irreducible if and only if λ /∈ ±(ρ− q+ 1+ 2Z≥0).
πλ contains an irreducible finite-dimensional submodule if and only if λ ∈ −ρ− 2Z≥0.
2.1 The non-compact picture
Let N be the nilradical of the parabolic subgroup opposite to P . Since N is unipotent,
we identify it with its Lie algebra n¯ ∼= Fn ⊕ ImF in terms of the exponential map:
F
n ⊕ ImF→ N, (X,Z) 7→ n¯(X,Z) := exp
 Z2 Z2 X−Z2 −Z2 −X
X∗ X∗ 0n
 .
Since NP is open and dense in G, the restriction of πλ to functions on N is one-to-one.
The resulting realization Iλ ⊆ C∞(n¯) of πλ is called the non-compact picture of πλ. For
g ∈ NMAN we write g = n¯(g)m(g)a(g)n(g) for the obvious decomposition. Then the
G-action in the non-compact picture is given by
πλ(g)f(X,Z) = a(g
−1n¯(X,Z))
−(λ+ρ)f(log n¯(g−1n¯(X,Z))), (2.1)
whenever g−1n(X,Z) ∈ NMAN .
The Lie bracket of n¯ ∼= Fn ⊕ ImF is given by
[(X,Z), (Y,W )] = (0, 4 Im(XY ∗))
and the group multiplication is given by
(X,Z) · (Y,W ) = (X,Z) + (Y,W ) + 1
2
[(X,Z), (Y,W )] = (X + Y, Z +W + 2 Im(XY ∗)).
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We write n¯ = v⊕ z with v := Fn and z := ImF, noting that z is the center of n¯. We endow
v and z with the usual inner product given by
〈X,Y 〉 = Re(XY ∗)
and extend it to n¯ so that v and z are orthogonal. Then for all Z ∈ z we obtain a linear
skew-symmetric map JZ ∈ End(v) characterized by
〈JZX,Y 〉 = 〈Z, [X,Y ]〉.
We note that JZX = −4Z ·X , the scalar multiplication of F on Fn. In particular we have
J2Z = −16|Z|2 · idv.
Remark 2.2. (i) Two-step nilpotent Lie algebras and their corresponding groups which
satisfy the condition J2Z = −16|Z|2 are said to be of H-type and many constructions
in this paper could be carried out in the more general setting of H-type groups.
(ii) Those H-type groups which occur as unipotent radicals of semisimple Lie groups
of rank one are exactly the H-type groups satisfying the J2-condition, namely for
all Z,Z ′ ∈ z with 〈Z,Z ′〉 = 0 there exists Z ′′ ∈ z such that JZJZ′ = JZ′′ (see
[CDKR98]).
We collect some facts that follow directly from the definitions above:
Lemma 2.3. Let X,X ′ ∈ v and Z,Z ′ ∈ z.
(i) 〈JZX,X〉 = 0,
(ii) 〈JZX,X ′〉 = −〈X, JZX ′〉,
(iii) |JZX |2 = 16|Z|2|X |2,
(iv) JZJZ′ + JZ′JZ = −32〈Z,Z ′〉1.
We now compute the representation πλ of P = MAN and w˜0 and the corresponding
derived representation dπλ of g on Iλ. For this we first state some matrix decompositions
which are easily verified.
For (X,Z) ∈ n¯ let
N(X,Z) := (|X |4 + |Z|2) 14
denote the norm function of n¯. Further, let w˜0 = diag(−1, 1,1n), then w˜0 represents the
longest Weyl group element of G with respect to A.
Lemma 2.4. (i) Let m = diag(a, a, b−1) ∈M with a ∈ U(1;F) and b ∈ U(n;F), then
mn¯(X,Z)m
−1 = n¯(aXb,aZa−1).
(ii) Let t ∈ R and a = exp(tH), then
an¯(X,Z)a
−1 = n¯(e−tX,e−2tZ).
(iii) Let (X,Z) 6= (0, 0), then w˜0n¯(X,Z) = n¯(U,V )man with m ∈M , n ∈ N and
U =
(14JZ − |X |2)X
N(X,Z)4
, V =
−Z
N(X,Z)4
, a = exp(2 log(N(X,Z))H).
These decompositions immediately imply the following formulas for the action of P
and w˜0:
Proposition 2.5. (i) For m = diag(a−1, a−1, b) ∈M with a ∈ U(1;F) and b ∈ U(n;F):
πλ(m)u(X,Z) = u(aXb, aZa
−1).
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(ii) For t ∈ R and a = exp(tH):
πλ(a)u(X,Z) = e
(λ+ρ)tu(etX, e2tZ).
(iii) For (S, T ) ∈ n¯:
πλ(n¯(S,T ))u(X,Z) = u(X − S,Z − T − 12 [S,X ]).
(iv) For the action of w˜0 we have
πλ(w˜0)u(X,Z) = N(X,Z)
−2(λ+ρ)u(σ(X,Z)).
where σ : n¯− {0} → n¯− {0} is the inversion given by
σ(X,Z) =
(
(14JZ − |X |2)X
N(X,Z)4
,
−Z
N(X,Z)4
)
.
Note that X ∈ Fn is a row vector, so that matrix multiplication is from the right.
Remark 2.6. The map σ is the inversion defining the Kelvin-transform forH-type groups
(see [CDKR91, Chapter 4]).
To state the action of the Lie algebra g let Ev denote the Euler operator on v and let
Ez be the Euler operator on z. Then
E := Ev + 2Ez
defines the weighted Euler operator on n¯ which takes into account homogeneity with
respect to the action of A (see Lemma 2.4(ii)). For instance, the function N(X,Z) is
homogeneous of degree one with respect to the weighted Euler operator, i.e. EN(X,Z) =
N(X,Z).
Proposition 2.7. (i) The element H ∈ a acts by
dπλ(H) = E + λ+ ρ.
(ii) For S ∈ v:
dπλ(Ad(w˜0S)) = −2〈S,X〉(E + λ+ ρ) + |X |2∂S + 1
4
∂JZS −
1
2
|X |2∂[S,X]
+
1
8
∂[S,JZX] −
1
8
∂J[S,X]X .
(iii) For T ∈ z:
dπλ(Ad(w˜0T )) = −〈T, Z〉(E + Ev + λ+ ρ) +N(X,Z)4∂T + 1
4
|X |2∂JTX
− 1
16
∂JT JZX .
Proof. (i) follows immediately from Lemma 2.4(ii) by differentiation.
Ad (ii): Let S ∈ v. By Proposition 2.5(iii) the derived representation acts by the right-
invariant vector fields dπλ(S) = −∂S− 12∂[S,X]. Conjugation with πλ(w˜0) = πλ(w˜−10 ) gives,
using Proposition 2.5(iv):
πλ(w˜0)dπλ(−S)πλ(w˜−10 )u(X,Z) =
(
〈S,X〉2(E + Ev + λ+ ρ)− ∂(|X|2+ 14JZ)S
+
1
2
∂[S,(|X|2− 14JZ)X] −
2
〈
(|X |2 − 14JZ)X,S
〉
N(X,Z)4
∂(|X|2− 14JZ)X
+
1
8N(X,Z)4
∂J
[S,(|X|2− 1
4
JZ )X]
(|X|2− 14JZ)X
)
u(X,Z).
(2.2)
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Note that for U, S ∈ Fn we have
〈S,U〉U − 1
16
J[S,U ]U = (Re(SU
∗) + Im(SU∗))U = SU∗U,
which is for U = (|X |2 − 14JZX)X equal to
SX∗
(
|X |2 + 1
4
JZ
)(
|X |2 − 1
4
JZ
)
X = N(X,Z)4SX∗X
= N(X,Z)4
(
〈S,X〉 − 1
16
J[S,X]X
)
X,
so that (2.2) is(
2〈S,X〉(ρ+ λ+ E)− |X |2∂S − 1
4
∂JZS +
1
2
|X |2∂[S,X] − 1
8
∂[S,JZX] +
1
8
∂J[S,X]X
)
applied to u(X,Z).
Ad (iii): As in the case before, for T ∈ z the derived representation acts by the
right-invariant vector field dπλ(T ) = −∂T . Then
π(w˜0)dπ(−T )π(w˜0)K(X,Z)
=
(
〈T, Z〉(E + Ev + λ+ ρ)− 1
4
∂JT (|X|2− 14JZ)X −N(X,Z)
4∂T
)
u(X,Z).
2.2 Strongly spherical reductive pairs
In view of Facts I and II we consider strongly spherical real reductive pairs of the form
(G,G′) = (U(1, n+ 1;F),U(1,m+ 1;F)× F ),
where F < U(n −m;F). To avoid arbitrarily large finite groups, we assume throughout
the paper that F is connected. The results for non-connected F can easily be deduced
from our classification using classical invariant theory for the component group F/F0. We
further assume 0 ≤ m < n, excluding the case m = n which leads to the classical theory
of intertwining operators between principal series for the group G. Note that for F = O
we have n = 1 which implies m = 0 and G′ = Spin0(1, 8).
The intersection P ′ := G′ ∩ P is a minimal parabolic subgroup of G′ with Langlands
decomposition M ′A′N ′ given by M ′ = G′ ∩M , A′ = A and N ′ = G′ ∩N . The opposite
parabolic P ′ =M ′A′N
′
has unipotent radical N
′
with Lie algebra n¯′ ∼= Fm⊕ ImF. Again
we write n¯′ = v′ + z with v′ = Fm and z = ImF and we denote by v′′ = Fn−m the
orthogonal complement of n¯′ in n¯, or equivalently v′ in v. Then
p′ = dimR v
′ = m dimR F, and p
′′ = dimR v
′′ = (n−m) dimR F.
Note that for m = 0 the Lie algebra n¯′ = z is abelian and hence g′ ∼= so(1, q + 1).
Remark 2.8. The classification in [KM14] and [KKPS17] (see also [Möl17, Theorem
1.6] for a complete table) shows that the pair (G,G′) is strongly spherical if and only
if M ′A′ = U(1;F) × U(m;F) × F has an open orbit on the unit sphere in v′′ = Fn−m.
We remark that in this case M ′ always acts transitively on the unit sphere in v′′. In
fact, v′′ = Fn−m is of real dimension ≥ 2 and therefore its unit sphere is connected.
Hence, an open orbit of the compact group M ′ on the unit sphere has to be the entire
sphere. Moreover, the action of U(m;F) on Fn−m is trivial, so the group U(1;F)×F acts
transitively on the unit sphere in Fn−m.
In this paper we classify symmetry breaking operators between the spherical principal
series representations πλ of G and τν of G
′.
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2.3 Orbit structure of G/P
The P ′-orbits in G/P will be important in the following since Theorem 1.1 reduces the
classification of symmetry breaking operators to the classification of P ′-invariant distri-
butions on G/P . Note that we have N ′ = w˜0N
′
w˜−10 , so that N
′ acts on w˜0N
′
by left
multiplication.
Proposition 2.9. The P ′-orbits in G/P and their closure relations are
OA p
′′ OB p
′+q OC ,
where
OA = P ′ · w˜0n¯P = w˜0(N −N ′)P,
OB = P ′ · w˜0P = w˜0N ′P,
OC = P ′ · 1n+2P,
for some n¯ ∈ N −N ′. Here X k Y means that Y is a subvariety of X¯ of co-dimension
k.
For the proof of Proposition 2.9 we write X = (X ′, X ′′) ∈ Fm ⊕ Fn−m instead of X
whenever convenient.
Proof of Proposition 2.9. First note that by the Bruhat decomposition G = w˜0NP ⊔ P .
The closed Bruhat cell P clearly becomes the closed orbit OC in the quotient G/P . For
the open Bruhat cell w˜0NP we note that since P
′w˜0 = w˜0P ′ it suffices to describe the
P
′
-orbits in NP/P . The nilpotent group N decomposes as N = N
′
exp(v′′). If we write
u = u′ exp(X) ∈ N with u′ ∈ N ′ and X ∈ v′′, then
n′a′m′ · [u′ exp(X)P ] = (n′u′(m′a′)) exp(Ad(m′a′)X)P,
where we use the notation u′(m
′a′) = (m′a′)u′(m′a′)−1 ∈ N ′. This shows that the P ′-orbits
in NP/P are of the form N
′
exp(Ad(M ′A′)X)P/P with X ∈ v′′ and therefore in one-to-
one correspondence with the Ad(M ′A′)-orbits in v′′. By Remark 2.8 the group Ad(M ′)
acts transitively on the unit sphere in v′′ and by Lemma 2.4(ii) the group Ad(A′) acts on
v′′ by dilations, so the Ad(M ′A′)-orbits in v′′ are v′′ − {0} and {0}. Therefore, the P ′-
orbits in the open Bruhat cell w˜0NP are OA = w˜0N ′ exp(v′′−{0})P = w˜0(N−N ′)P and
OB = w˜0N ′ exp({0})P = w˜0N ′P . Finally, the codimensions are easily determined.
The orbit structure of G/P implies the following:
Corollary 2.10. P ′NP = G. More precisely,
OA ∩N = N −N ′, OB ∩N = N ′ − {1}, OC ∩N = {1}.
Proof. It is clear that OC ∩ N = P ∩ N = {1}. The remaining two identities are easily
verified if one observes that by Lemma 2.4(iii) the map xP 7→ w˜0xP maps (N − {1})P
and (N
′ − {1})P to itself and it further maps w˜0P to 1P and vice versa.
Theorem 1.2 and Corollary 2.10 allow us to reduce the classification of symmetry
breaking operators to the classification of certain invariant distributions on the Lie algebra
n¯.
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3 Invariant distribution kernels
In this section we give a characterization of the invariant distribution kernels on n¯ describ-
ing symmetry breaking operators in terms of a set of differential equations and describe
the strategy that is used in the remaining part of the paper to find all solutions to these
equations.
3.1 Differential equations satisfied by symmetry breaking opera-
tors
With Remark 1.3 as well as Proposition 2.5(iv) and Proposition 2.7 we immediately obtain
the following description of the spaceD′(n¯)λ,ν of distribution kernels of symmetry breaking
operators:
Lemma 3.1. The space D′(n¯)λ,ν is given by all u ∈ D′(n¯) satisfying:
(i) u(aX ′b, aX ′′c, aZa−1) = u(X ′, X ′′, Z) for all a ∈ U(1;F), b ∈ U(m;F) and c ∈ F ,
(ii) (E − λ+ ρ+ ν + ρ′)u(X,Z) = 0,
(iii) Dv(S)u(X,Z) = 0 for all S ∈ v′,
(iv) Dz(T )u(X,Z) = 0 for all T ∈ z,
where for S ∈ v and T ∈ z we put
Dv(S) = 2〈S,X〉(ν + ρ′) + |X |2∂S − 1
2
|X |2∂[S,X] + 1
4
∂JZS +
1
8
∂[S,JZX] −
1
8
∂J[S,X]X ,
Dz(T ) = 〈T, Z〉(ν + ρ′ − Ev) +N(X,Z)4∂T + 1
4
|X |2∂JTX −
1
16
∂JT JZX .
Remark 3.2. In case m > 0 the subspace v′ generates n′, so that the invariance property
in Lemma 3.1(iv) follows from the one in Lemma 3.1(iii). For m = 0 the property in
Lemma 3.1(iii) is trivial since v′ = {0}.
3.2 The classification strategy
Let Ω ⊆ n¯ be open and M ′-invariant. For a closed subset Ω′ ⊆ Ω we write D′Ω′(Ω)λ,ν ⊆
D′(Ω)λ,ν for the subspace of distributions with support contained in Ω′. In particular if
Ω′ = n¯− Ω the following sequence is exact:
0 D′Ω′(n¯)λ,ν D′(n¯)λ,ν D′(n¯− Ω′)λ,ν
For Ω′ = {0} the space D′{0}(n¯)λ,ν consists of those distribution kernels which define
differential symmetry breaking operators. The strategy to determine D′(n¯)λ,ν will be to
classify D′{0}(n¯)λ,ν and D′(n¯− {0})λ,ν separately and finally to study the restriction map
D′(n¯)λ,ν → D′(n¯−{0})λ,ν. This strategy was proposed by Kobayashi–Speh in [KS15] and
successfully applied in the case F = R. Since the classification of differential symmetry
breaking operators is a question of invariant theory and combinatorics, while the clas-
sification of of symmetry breaking operators outside the origin and the continuation of
such operators into the origin is a question of distribution theory, we divide the classifica-
tion into two major parts: the classification of differential symmetry breaking operators
(Part II) and the study of meromorphic families of symmetry breaking operators which
eventually leads to the full classification (Part III).
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Part II
Differential symmetry breaking
operators
The main result of this part is the full classification of differential symmetry breaking
operators between principal series representations for strongly spherical pairs of the form
(G,G′) = (U(1, n+1;F),U(1,m+1;F)×F ) with 0 ≤ m < n and F < U(n−m;F). For this
we use a Euclidean Fourier transform on n¯ which gives an equivalent formulation of the
classification problem in terms of polynomial solutions to a certain system of differential
equations. This approach is essentially the F-method proposed by Kobayashi [Kob13]
which was previously applied in several situations where the nilpotent radical is abelian
(see e.g. [KØSS15, KKP16, KP16]).
4 The Fourier transformed picture
We use the following normalization of the Fourier transform:
F : D′{0}(n¯)→ C[n¯], Fu(X,Z) =
∫
n¯
e−〈X,X
′〉−〈Z,Z′〉u(X ′, Z ′) d(X ′, Z ′).
For a differential operator D on n¯ with polynomial coefficients there exists a unique
differential operator F(D) with polynomial coefficients on the same space such that
F(Du) = F(D)F(u) for u ∈ D′{0}(n¯).
This map has the following properties:
F(〈X,S〉) = −∂S, F(∂S) = 〈X,S〉
and similar for Z. We define
C[n¯]λ,ν := F(D′{0}(n¯)λ,ν).
To characterize the space C[n¯]λ,ν we have to transform the differential equations in
Lemma 3.1. For this let S1, . . . , Sp be an orthonormal basis of v such that S1, . . . Sp′ is
an orthonormal basis of v′ and Sp′+1, . . . , Sp an orthonormal basis of v
′′ and let T1, . . . Tq
be an orthonormal basis of z. Then we define the Euclidean Laplacians on v, v′, v′′ by
∆v := ∂
2
S1
+ · · ·+ ∂2Sp , ∆v′ := ∂2S1 + · · ·+ ∂2Sp′ , ∆v′′ := ∆v −∆v′
and the Euclidean Laplacian on z:
 = ∂2T1 + · · ·+ ∂2Tq .
Proposition 4.1. For S ∈ v and T ∈ z we have
−F(Dv(S)) = 2(ν + ρ′ − 1)∂S − 〈X,S〉∆v − 1
2
∂JZS∆v +
1
4
∂[S,X] + 2PS − 2QS,
−F(Dz(T )) = (Ev + ν + ρ′ − 2)∂T − 〈Z, T 〉(∆2v +)−
1
4
∂JTX∆v +RT
with
PS =
1
16
q∑
j=1
∂JTjJZS∂Tj , QS =
1
16
p∑
i=1
∂J[S,Si]X∂Si , RT =
1
16
q∑
j=1
∂JTjJTX∂Tj .
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To show the proposition, we first prove some technical identities.
Lemma 4.2. For S ∈ v and T ∈ z we have
(i) [∆v, ∂JTX ] = 0,
(ii) [∆v, ∂JZS ] = 0,
(iii) [, ∂[JZS,X]] = −32〈S,X〉.
Proof. Ad (i): Since JT is skew-symmetric we have
[∆v, ∂JTX ] = 2
3∑
i=0
∂JTSi∂Si = 0.
Ad (ii): This is clear since JZS is independent of X ∈ v.
Ad (iii): We have
[, ∂[JZS,X]] = 2
q∑
j=1
∂[JTjS,X]∂Tj
= 2
q∑
j,k=1
〈Tk, [JTjS,X ]〉∂Tj∂Tk
= 2
q∑
j,k=1
〈JTkJTjS,X〉∂Tj∂Tk
=
q∑
j,k=1
〈(JTjJTk + JTkJTj )S,X〉∂Tj∂Tk
= −32
q∑
j,k=1
〈Tj , Tk〉〈S,X〉∂Tj∂Tk
= −32〈S,X〉.
Lemma 4.3. For X ∈ v:
p∑
i=1
J[X,Si]Si = −16qX.
Proof. Since 〈X,Y 〉 = Re(XY ∗), [X,Y ] = 4 Im(XY ∗) and JZX = −4ZX we have
p∑
i=1
J[X,Si]Si = −16
p∑
i=1
Im(XS∗i )Si
= −16
p∑
i=1
(XS∗i )Si + 16
p∑
i=1
〈X,Si〉Si
= −16X
p∑
i=1
S∗i Si + 16X
= −16(q + 1)X + 16X
= −16qX,
where we have used
∑p
i=1 S
∗
i Si = dimR F · 1n.
Proof of Proposition 4.1. Using Lemma 4.2 it is easily seen that
F(|X |2∂S) = 〈S,X〉∆v + 2∂S,
F(|X |2∂[S,X]) = −∂JZS∆v,
F(∂JZS) = −∂[S,X].
We further have
F(∂[S,JZX]) = F
 p∑
i=1
q∑
j=1
〈X,Si〉〈Z, Tj〉∂[S,JTjSi]

=
p∑
i=1
q∑
j=1
∂Si∂Tj 〈Z, [S, JTjSi]〉
=
p∑
i=1
q∑
j=1
(〈Z, [S, JTjSi]〉∂Tj + 〈Tj , [S, JTjSi]〉) ∂Si
= −
p∑
i=1
q∑
j=1
(
〈JTjJZS, Si〉∂Tj + 〈J2TjS, Si〉
)
∂Sj
= −16PS + 16q∂S
and
F(∂J[S,X]X) = F
 p∑
i,j=1
〈X,Si〉〈X,Sj〉∂J[S,Si]Sj

=
p∑
i,j=1
∂Si∂Sj 〈X, J[S,Si]Sj〉
=
p∑
i,j=1
∂Si〈X, J[S,Si]Sj〉∂Sj
= −
p∑
i,j=1
∂Si〈J[S,Si]X,Sj〉∂Sj
= −
p∑
i,j=1
(〈J[S,Si]X,Sj〉∂Si + 〈J[S,Si]Si, Sj〉) ∂Sj
= −16QS + 16q∂S,
where Lemma 4.3 was used in the last step. Then the first identity follows.
For the second identity a short computation shows that
F(Ev) = −Ev − p, F(|X |4∂T ) = 〈Z, T 〉∆2v,
F(|X |2∂JTX) = ∂JTX∆v, F(|Z|2∂T ) = 〈Z, T 〉+ 2∂T .
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Further, we have
F(∂JT JZX) = F
 p∑
i=1
q∑
j=1
〈X,Si〉〈Z, Tj〉∂JT JTjSi

=
p∑
i=1
q∑
j=1
∂Si∂Tj 〈X, JTJTjSi〉
=
p∑
i=1
q∑
j=1
(〈X, JTJTjSi〉∂Si + 〈Si, JTJTjSi〉) ∂Tj
=
p∑
i=1
q∑
j=1
〈JTjJTX,Si〉∂Si∂Tj +
1
2
p∑
i=1
q∑
j=1
〈Si, (JTJTj + JTjJT )Si〉∂Tj
= 16RT − 16p∂T ,
where Lemma 2.3(iv) was used in the last step. Putting these identities together shows
the second formula.
Now applying the Fourier transform to the differential equations of Lemma 3.1 we
obtain:
Lemma 4.4. The space C[n¯]λ,ν is given by all u ∈ C[n¯] satisfying:
(i) (E + λ+ ρ− ν − ρ′)u(X,Z) = 0,
(ii) u(aX ′b, aX ′′c, aZa−1) = u(X ′, X ′′, Z) for all a ∈ U(1;F), b ∈ U(m;F) and c ∈ F ,
(iii)
(
2(ν + ρ′ + q − 2)∂S − (X,S)∆v − 12∂JZS∆v + 14∂[S,X] + 2PS − 2QS
)
u(X,Z) = 0,
for all S ∈ v′,
(iv)
(
(Ev + ν + ρ
′ − 2)∂T − (Z, T )(∆2v +) + 14∂JTX∆v +RT
)
u(X,Z) = 0, for all T ∈
z.
5 Polynomial Invariants
Consider the ring C[n¯]M
′
of polynomials which are invariant under the M ′ action given
in Lemma 4.4(ii), then C[n¯]λ,ν ⊆ C[n¯]M ′ . The first step in the classification of C[n¯]λ,ν is
to find generators of C[n¯]M
′
.
Lemma 5.1. (i) For F = C the group M ′ acts transitively on Sp
′−1 × Sp′′−1 × {1}.
(ii) For F = H with either m < n− 1 or m = n− 1 and F = Sp(1) = U(1;H), the group
M ′ acts transitively on Sp
′−1 × Sp′′−1 × Sq−1.
(iii) For F = O the group M ′ acts transitively on Sp
′−1 × Sp′′−1 × Sq−1.
Here we use the convention S−1 = {0} ⊆ F0.
Proof. Recall that by Remark 2.8 the groupM ′ = U(1;F)×U(m;F)×F acts transitively
on the unit sphere in v′′ = Fn−m.
(i) For F = C we have M ′ = U(1)×U(m)×F with the action on n¯ = Cm⊕Cn−m⊕ iR
given by (a, b, c) · (X ′, X ′′, Z) = (aX ′b, aX ′′c, Z). Since U(m) acts transitively on
Sp
′−1 = S2m−1 and U(1) × F acts transitively on Sp′′−1 by Remark 2.8, the claim
follows.
(ii) For F = H we haveM ′ = Sp(1)×Sp(m)×F with the action on n¯ = Hm⊕Hn−m⊕ImH
given by (a, b, c) · (aX ′b, aX ′′c, aZa−1). Assume first that m < n − 1, then Sp(1)
cannot act transitively on Sp
′′−1, so F has to act transitively on it. Then Sp(m)
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acts transitively on Sp
′−1 = S4m−1, F acts transitively on Sp
′′−1 and Sp(1) acts
transitively on Sq−1 = S2 and the claim follows. For m = n − 1 and F = Sp(1) =
U(1;H), the argument is similar.
(iii) For F = O the group M ′ = Spin(7) acts on v = v′′ = R8 by the spin representation
and on z = R7 by the covering map Spin(7) → SO(7). Clearly the action of SO(7)
on S6 ⊆ R7 is transitive. The stabilizer of a point in S6 is isomorphic to Spin(6) ≃
SU(4) which acts on R8 ≃ C4 by the standard representation and hence transitively
on its unit sphere.
We now determine the ring C[n¯]M
′
of invariants. The most complicated situation
occurs for F = H and m = n− 1. For (X,Z) ∈ v′′ ⊕ z = H⊕ ImH we write
p1(X,Z) := 〈i, XZX〉, p2(X,Z) := 〈j, XZX〉, p3(X,Z) := 〈k, XZX〉.
Lemma 5.2. (i) For F = C, the ring C[n¯]M
′
is generated by |X ′|2, |X ′′|2 and Z.
(ii) For F = H, m = n − 1 and F = {1}, the ring C[n¯]M ′ is generated by |X ′|2, |X ′′|2,
|Z|2 and p1(X ′′, Z), p2(X ′′, Z), p3(X ′′, Z).
(iii) For F = H, m = n− 1 and F = exp(RU) ≃ U(1), U ∈ ImH = sp(1) = u(1;H), the
ring C[n¯]M
′
is generated by |X ′|2, |X ′′|2, |Z|2 and 〈U,X ′′ZX ′′〉.
(iv) In all other cases C[n¯]M
′
is generated by |X ′|2, |X ′′|2 and |Z|2.
Proof. Statements (i) and (iv) follow immediately from Lemma 5.1, so we only consider
the case F = H with m = n−1. HereM ′ = Sp(1)×Sp(n−1)×F acts on Hn−1⊕H⊕ImH
by (a, b, c) · (X ′, X ′′, Z) = (aX ′b, aX ′′c, aZa−1). Assume first that F = {1}, then clearly
|X ′|2, |X ′′|2, |Z|2 and p1(X ′′, Z), p2(X ′′, Z), p3(X ′′, Z) are M ′-invariant. Further, the
transitivity of Sp(n − 1) on the unit sphere in Hn−1 implies that the only invariant
polynomial in X ′ is |X ′|2. It remains to show that the Sp(1)-invariants in H ⊕ ImH are
generated by |X ′′|2, |Z|2 and p1(X ′′, Z), p2(X ′′, Z), p3(X ′′, Z).
The complexification of Sp(1) is SL(2,C). The complexification of H is the direct sum
of two copies of the 2-dimensional complex representation V of SL(2,C). The complexifi-
cation of ImH is the 3-dimensional representation of SL(2,C). The latter representation
can be viewed as the representation of SL(2,C) on the space F2 of homogeneous forms on
V of degree 2. By [KP96, Exercise 7 in §4] the ring C[V ⊕ V ⊕ F2]GL(2,C) of GL(2,C)-
invariant polynomials on V ⊕ V ⊕ F2 is generated by ε0, ε1 and ε2 which are given by
εi(v, w, f) = fi(v, w) with f(sv+ tw) =
∑2
i=0 s
it2−ifi(v, w). An easy computation shows
that ε0, ε1, ε2 correspond to p1, p2, p3. Note that an element λ · I of the center C× · I of
GL(2,C) acts on V by λ and on F2 by λ
−2. It follows that p1, p2 and p3 generate the
ring C[H ⊕ ImH]Sp(1)·R× , where λ ∈ R× acts on H by λ and on ImH by λ−2.
Now let f ∈ C[H ⊕ ImH]Sp(1) be merely Sp(1)-invariant. Since the action of Sp(1) and
R× commute, we may assume that λ ∈ R× acts on f by λm, m ∈ Z. If m is odd then
λ = −1 ∈ R× acts on f by −1, but on the other hand f is invariant under −1 ∈ Sp(1),
so f = 0. If m is even we write m = −2k + 4ℓ with k, ℓ ∈ Z≥0, then f · |X ′′|2k|Z|2ℓ is
R×-invariant and therefore contained in C[H⊕ ImH]Sp(1)·R× which is generated by p1, p2
and p3. This shows (ii).
Finally, (iii) follows by inspecting which polynomial expression in p1, p2 and p3 is
invariant under F = exp(RU).
In particular Lemma 5.2 implies that the degree of every generator of C[n¯]M
′
is even.
Hence the degree of every element of C[n¯]λ,ν is even, so that Lemma 4.4(i) implies:
Corollary 5.3. If C[n¯]λ,ν 6= {0}, then (λ, ν) ∈ // .
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6 Classification of differential symmetry breaking op-
erators: holomorphic families
We first treat the case of polynomials in C[n¯]λ,ν which only depend on |X ′|2, |X ′′|2 and
|Z|2. Note that if C[n¯]M ′ is generated by |X ′|2, |X ′′|2 and |Z|2, then these are in fact all
polynomials in C[n¯]λ,ν .
Let (λ, ν) ∈ // and write λ+ ρ− ν − ρ′ = −2k ∈ −2Z≥0. We define the distribution
ûCλ,ν :=
∑
h+i+2j=k
ch,i,j(λ, ν)|X ′|2h|X ′′|2i|Z|2j , (6.1)
where the scalars ch,i,j(λ, ν) are for m > 0 given by
ch,i,j(λ, ν) =
2−2i−2hΓ(2ν+p
′+2
4 )Γ(
λ+ρ+ν−ρ′
2 + i)
h!i!j!Γ(2ν+p
′+2
4 − j)Γ(p
′′
2 + i)Γ(
λ+ρ+ν−ρ′
2 )
(6.2)
and for m = 0 by
ch,i,j(λ, ν) =
2−iΓ(ν2 − j)
i!j!Γ(p2 + i)Γ(
ν
2 − ⌊k2⌋)
. (6.3)
A close inspection of the gamma factors shows that ch,i,j(λ, ν) is holomorphic in λ and ν
and hence uCλ,ν depends holomorphically on (λ, ν) ∈ // . In the case m = 0 we have v′ = 0
and hence |X ′|2h = 0 for h > 0, so the summation is over i+ 2j = k with h = 0.
Theorem 6.1. Let (λ, ν) ∈ // , then C[n¯]λ,ν ∩C[|X ′|2, |X ′′|2, |Z|2] = CûCλ,ν . In particular,
if C[n¯]M
′
is generated by |X ′|2, |X ′′|2 and |Z|2, then
C[n¯]λ,ν = Cû
C
λ,ν .
The proof of this statement uses the following combinatorial description of differential
symmetry breaking operators:
Proposition 6.2. Let λ+ ρ− ν − ρ′ = −2k ∈ −2Z≥0 and let û ∈ C[n¯] be of the form
û =
∑
h+i+2j=k
ch,i,j |X ′|2h|X ′′|2i|Z|2j ,
with scalars ch,i,j ∈ C. Then û ∈ C[n¯]λ,ν if and only if the following relations are satisfied:
(i) If m > 0 and h+ i+ 2j = k:
h(λ+ ρ+ ν − ρ′ + 2i)ch,i,j = (i+ 1)(2i+ p′′)ch−1,i+1,j , (6.4)
for h > 0 and
jch,i,j = 4(h+1)(h+2)(2h+ p
′+2)ch+2,i,j−1+4(h+1)(i+1)(2i+ p
′′)ch+1,i+1,j−1,
(6.5)
for j > 0.
(ii) If m = 0 and h+ i+ 2j = k:
j(ν + ρ′ − q − 2j)ch,i,j = 2(i+ 1)(i+ 2)(2i+ p)(2i+ p+ 2)ch,i+2,j−1 (6.6)
for j > 0.
To prove the proposition we need some technical identities.
Lemma 6.3. Let h, i, j ≥ 0.
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(i) ∆v|X ′|2h|X ′′|2i = 2h(2h+ p′ − 2)|X ′|2h−2|X ′′|2i + 2i(2i+ p′′ − 2)|X ′|2h|X ′′|2i−2.
For S ∈ v′ we have
(ii) ∂[S,X]|X ′|2h|X ′′|2i|Z|2j = jh+1∂JZS |X ′|2h+2|X ′′|2i|Z|2j−2,
(iii) PS |X ′|2h|X ′′|2i|Z|2j = −2j∂S|X ′|2h|X ′′|2i|Z|2j ,
(iv) QS |X ′|2h|X ′′|2i = q∂S |X ′|2h|X ′′|2i.
For T ∈ z we have
(v) ∂JTX |X ′|2h|X ′′|2i = 0,
(vi) RT |X ′|2h|X ′′|2i|Z|2j = −4j(h+ i)〈Z, T 〉|X ′|2h|X ′′|2i|Z|2j−2.
Proof. Ad (i): This follow from ∆v = ∆v′ +∆v′′ and the well known identity
p∑
i=1
∂2
∂x2i
(x21 + · · ·+ x2p)l = l(l+ p− 2)(x21 + · · ·+ x2p)l−2.
Ad (ii): Clearly
∂[S,X]|X ′|2h|X ′′|2i|Z|2j = 2j〈[S,X ], Z〉|X ′|2h|X ′′|2i|Z|2j−2
= 2j〈JZS,X〉|X ′|2h|X ′′|2i|Z|2j−2
=
j
h+ 1
∂JZS |X ′|2h+2|X ′′|2i|Z|2j−2.
Ad (iii): We have
PS |X ′|2h|X ′′|2i|Z|2j = j
8
∂JZJZS |X ′|2h|X ′′|2i|Z|2j−2 = −2j∂S|X ′|2h|X ′′|2i|Z|2j .
Ad (iv): The statement follows immediately by Lemma 4.3.
Ad (v): Since ∂JTX = ∂JTX′ + ∂JTX′′ this follows from JT |v′ ∈ so(v′) and JT |v′′ ∈
so(v′′).
Ad (vi): We have
RT |X ′|2h|X ′′|2i|Z|2j = j
8
∂JZJTX |X ′|2h|X ′′|2i|Z|2j−2
= − j
4
(
h〈JZX ′, JT , X ′〉|X ′|2h−2|X ′′|2i|Z|2j−2
+ i〈JZX ′′, JT , X ′′〉|X ′|2h|X ′′|2i−2|Z|2j−2
)
.
Now
〈JZX ′, JTX ′〉 = 1
2
(〈JZ+TX ′, JZ+TX ′〉 − 〈JZX ′, JZX ′〉 − 〈JTX ′, JTX ′〉)
= 16|X ′|2〈Z, T 〉
and similarly
〈JZX ′′, JTX ′′〉 = 16|X ′′|2〈Z, T 〉,
which implies the statement.
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Proof of Proposition 6.2. First let m > 0 and S ∈ v′. Using Lemma 6.3 we obtain that
−F(Dv(S))u(X,Z) =
∑
h+i+2j=k
ch,i,j
(
− 2i(2i+ p′′ − 2)〈S,X〉|X ′|2h|X ′′|2i−2|Z|2j
+ 2h(2ν + 2ρ′ − 4j − 2h− p′ − 2q)〈S,X〉|X ′|2h−2|X ′′|2i|Z|2j
− 2h(h− 1)(2h+ p′ − 2)〈JZS,X〉|X ′|2h−4|X ′′|2i|Z|2j
− 2ih(2i+ p′′ − 2)〈JZS,X〉|X ′|2h−2|X ′′|2i−2|Z|2j
+
j
2
〈JZS,X〉|X ′|2h|X ′′|2i|Z|2j−2
)
.
After rearrangement the coefficients of 〈S,X〉 and 〈JZS,X〉 have to vanish separately
since 〈S, JZS〉 = 0, so (6.4) and (6.5) follow.
For m = 0, Dv(S)u(X,Z) = 0, since v
′ = {0}. For T ∈ z we have by Lemma 6.3
−F(Dz(T ))u(X,Z) =
∑
h+i+2j=k
〈Z, T 〉ch,i,j
(
2j(ν + ρ′ − 2j − q)|X |2i|Z|2j−2
− 4i(i− 1)(2i+ p− 2)(2i+ p− 4)|X |2i−4|Z|2j
)
.
As in the previous case, (6.6) follows after regrouping the summands and comparing
coefficients.
Proof of Theorem 6.1. Clearly (6.4) implies that
ch,i,j =
Γ(λ+ρ+ν−ρ
′
2 + i)
h!i!Γ(p
′′
2 + i)Γ(
λ+ρ+ν−ρ′
2 )
ck−2j,0,j .
Then (6.5) becomes
jck−2j,0,j = 16
(
2ν + p′ − 2
4
− j
)
ck−2j+2,0,j−1,
which implies
ck−2j,0,j = 2
4j Γ(
2ν+p′−2
4 )
j!Γ(2ν+p
′−2
4 − j)
ck,0,0.
If m = 0 the proof works analogously.
7 Classification of differential symmetry breaking op-
erators: sporadic operators
We now treat the cases where C[n¯]M
′
is not generated by |X ′|2, |X ′′|2 and |Z|2.
7.1 The complex case
Let F = C, then C[n¯]M
′
is generated by |X ′|2, |X ′′|2 and Z. To simplify the formulas,
we identify Z ∈ ImC = iR with ImZ ∈ R. Let ûCλ,ν be defined as in (6.1). We define an
additional polynomial v̂Cλ,ν ∈ C[n¯] by
v̂Cλ,ν(X,Z) :=
∑
i+2j+1=k
2−iΓ(ν−12 − j)
i!Γ(j + 32 )Γ(
p
2 + i)Γ(
ν−1
2 − ⌊k−12 ⌋)
|X |2iZ2j+1.
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Theorem 7.1. Let (G,G′) = (U(1, n + 1),U(1,m + 1) × F ) be strongly spherical and
(λ, ν) ∈ // with λ+ ρ− ν − ρ′ = −2k ∈ −2Z≥0. Then
C[n¯]λ,ν =
{
CûCλ,ν ⊕ Cv̂Cλ,ν for m = 0 and ν ∈ 1 + 2Z≥0, 0 < ν ≤ k,
CûCλ,ν otherwise.
To show the theorem, we first prove an analog of Proposition 6.2 in this case.
Proposition 7.2. Let λ+ ρ− ν − ρ′ = −2k ∈ −2Z≥0 and let û ∈ C[n¯] be of the form
û =
∑
h+i+j=k
ch,i,j |X ′|2h|X ′′|2iZj
with scalars ch,i,j ∈ C. Then û ∈ C[n¯]λ,ν if and only if the following relations are satisfied:
(i) If m > 0 and h+ i+ j = k:
2h(λ+ ρ+ ν − ρ′ + 2i)ch,i,j = (i+ 1)(2i+ p′′)ch−1,i+1,j (7.1)
for h > 0 and
jch,i,j = 8(h+1)(h+2)(2h+p
′+2)ch+2,i,j−2+8(h+1)(i+1)(2i+p
′′)ch+1,i+1,j−2 (7.2)
for j > 0, where we set ch,i,−1 = 0.
(ii) If m = 0 and h+ i+ j = k:
j(ν + ρ′ − q − j)ch,i,j = 4(i+ 1)(i+ 2)(2i+ p)(2i+ p+ 2)ch,i+2,j−2 (7.3)
for j > 0, where we set ch,i,−1 = 0.
Again we first state some technical identities, which follow in the same way as the ones
in Lemma 6.3.
Lemma 7.3. (i) ∂[S,X]|X ′|2h|X ′′|2iZj = j2(h+1)∂JZS |X ′|2h+2|X ′′|2iZj−2
(ii) PS |X ′|2h|X ′′|2iZj = −j∂S |X ′|2h|X ′′|2iZj
(iii) RT |X ′|2h|X ′′|2iZj = −2j(h+ i)|X ′|2h|X ′′|2iZj−1
Proof of Proposition 7.2. First let m > 0. Combining Lemma 6.3 and Lemma 7.3 we
obtain
−F(Dv(S))u(X,Z) =
∑
h+i+j=k
ch,i,j
(
− 2i(2i+ p′′ − 2)〈S,X〉|X ′|2h|X ′′|2i−2Zj
+ 2h(2ν + 2ρ′ − 2j − 2h− p′ − 2q)〈S,X〉|X ′|2h−2|X ′′|2iZj
− 2h(h− 1)(2h+ p′ − 2)〈JTS,X〉|X ′|2h−4|X ′′|2iZj+1
− 2ih(2i+ p′′ − 2)〈JTS,X〉|X ′|2h−2|X ′′|2i−2Zj+1
+
j
4
〈JTS,X〉|X ′|2h|X ′′|2iZj−1
)
.
Since S and JTS are orthogonal this implies the statement in this case.
Now let m = 0, then combining Lemma 6.3 and Lemma 7.3 we obtain
−F(Dz(T ))u(X,Z) =
∑
h+i+j=k
ch,i,j
(
j(ν + ρ′ − 1− j)|X |2iZj−1
− 4i(i+ 1)(2i+ p′′ − 2)(2i+ p′′ − 4)|X |2i−4Zj+1
)
,
which proves the proposition in this case.
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Now we can prove Theorem 7.1.
Proof of Theorem 7.1. First let m > 0. Then (7.2) implies that ch,i,1 = 0 for all pos-
sible h, i, which implies that all ch,i,j = 0 for odd j. Now the statement follows from
Theorem 6.1.
Let us now consider the case m = 0 and write ci,j = c0,i,j . First it is clear that (7.3)
separates odd and even degrees in Z. For the even degrees in Z the theorem follows in
the same way as Theorem 6.1. Assume ν 6= 2l + 1 for 0 ≤ 2l ≤ k − 1. Then (7.3) implies
that ci,j = 0 first for j = 1 and then recursively for all odd j. Now if ν = 2l+ 1 for some
0 ≤ 2l ≤ k − 1, then (7.3) implies ci,2j+1 = 0 for all j < l and further
c0,i,2j+1 =
Γ(⌊k−12 ⌋+ 32 )Γ(ν−12 − j)Γ(p2 + k − 1− 2⌊k−12 ⌋)
4⌊
k−1
2 ⌋−ji!Γ(j + 32 )Γ(
ν−1
2 − ⌊k−12 ⌋)Γ(p2 + i)
c0,k−1−2⌊ k−12 ⌋,2⌊
k−1
2 ⌋+1
= const× 2
2jΓ(ν−12 − j)
i!Γ(j + 32 )Γ(
p
2 + i)Γ(
ν−1
2 − ⌊k−12 ⌋)
.
7.2 The quaternionic case
Let F = H and m = n− 1, then (G,G′) = (Sp(1, n+1), Sp(1, n)× F ) is real spherical for
all F < Sp(1). The only connected subgroups of Sp(1) are (up to conjugation) F = {1},
U(1) and Sp(1). The case F = Sp(1) was already treated by Theorem 6.1. We now discuss
the case F = {1}, then the statement for F = U(1) will follow easily.
We use the orthonormal basis
S1 = 1, S2 = i, S3 = j, S4 = k
of H and the orthonormal basis
T1 = i, T2 = j, T3 = k
of ImH, so that an element (X,Z) ∈ n¯ is given by
(X,Z) =
4∑
i=1
XiSi +
3∑
j=1
ZjTj,
for real variables Xi and Zj.
We recall the Sp(1)-invariants pj(X,Z) = 〈Tj , XZX〉 on H⊕ ImH from Section 5 and
note the following derivatives for S ∈ H, T ∈ ImH:
∂Spj(X,Z) = 2〈Tj, XZS〉, ∂T pj(X,Z) = 〈Tj , XTX〉.
For a polynomial q ∈ C[p1, p2, p3] in three variables we denote by q(p1, p2, p3) the
polynomial on Hn ⊕ ImH given by
q(p1, p2, p3)(X,Z) = q(p1(X
′′, Z), p2(X
′′, Z), p3(X
′′, Z)).
For l ∈ Z≥0 define the set
Hl(p1, p2, p3) := {q(p1, p2, p3), q ∈ Hl(R3)}.
Theorem 7.4. Let (G,G′) = (Sp(1, n+1), Sp(1, n)) and (λ, ν) ∈ // with λ+ ρ− ν− ρ′ =
−2k ∈ −2Z≥0. Then
C[n¯]λ,ν =
{
CûCλ,ν ⊕H
k
2 (p1, p2, p3) for (n,m) = (1, 0), k > 0 even and ν + ρ
′ = k + 4,
CûCλ,ν otherwise.
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The proof is split into Propositions 7.9 and 7.12.
Remark 7.5. Since dimHℓ(R3) = 2ℓ+ 1 we have for n = 1
dimD′{0}(n¯)λ,ν = k + 2 for (λ, ν) = (−(k + 1), k + 1).
In particular, the dimension can become arbitrarily large while both πλ and τν have at
most 4 composition factors.
We now deduce from Theorem 7.4 (the case F = {1}) the remaining case F = U(1).
Realizing Sp(1) as the group of unit quaternions we have sp(1) = ImH. Then the Lie
algebra of F = U(1) is generated by a single element U which we write as U = U1i +
U2j+ U3k ∈ ImH = sp(1).
Corollary 7.6. Let (G,G′) = (Sp(1, n+1), Sp(1, n)×U(1)), where the Lie algebra u(1) of
the U(1)-factor is generated by U = U1i+U2j+U3k ∈ ImH = sp(1). Then for (λ, ν) ∈ //
with λ+ ρ− ν − ρ′ = −2k ∈ −2Z≥0 we have
C[n¯]λ,ν =
{
CûCλ,ν ⊕ C(U1p1 + U2p2 + U3p3) for (n,m) = (1, 0) and ν + ρ′ = 6,
CûCλ,ν otherwise.
Proof. Since ûCλ,ν is U(1)-invariant, by Theorem 7.4 it suffices to show that
Hℓ(p1, p2, p3)U(1) =

C1 for ℓ = 0,
C(U1p1 + U2p2 + U3p3) for ℓ = 1,
{0} else.
Clearly C[p1, p2, p3]
U(1) is generated by U1p1 + U2p2 + U3p3, so every polynomial in
Hℓ(p1, p2, p3) is of the form f(U1p1 + U2p2 + U3p3) with f ∈ C[t] homogeneous of de-
gree ℓ. Since ∆p[f(U1p1 + U2p2 + U3p3)] = (U
2
1 + U
2
2 + U
2
3 )f
′′(U1p1 + U2p2 + U3p3) this
implies f ′′ = 0, so either f = 0 or ℓ ∈ {0, 1}. For ℓ = 0 the polynomial f is constant and
for ℓ = 1 it is a constant multiple of t and the statement follows.
7.2.1 The case n > 1
To apply the terms occurring in Proposition 4.1 to a general invariant polynomial, we
first prove some basic identities for the invariants p1, p2 and p3.
Lemma 7.7. Let q ∈ C[p1, p2, p3] and write ∆p =
∑3
j=1
∂2
∂p2
j
, then
(i) ∆v(q(p1, p2, p3)) = 4|X |2|Z|2(∆pq)(p1, p2, p3),
(ii) (q(p1, p2, p3)) = |X |4(∆pq)(p1, p2, p3).
Proof. Ad (i): By the product rule we have
∆v(q(p1, p2, p3)) =
4∑
i=1
3∑
j,k=1
∂2q
∂pj∂pk
(p1, p2, p3)
∂pj
∂Xi
(X,Z)
∂pk
∂Xi
(X,Z)
+
3∑
j=1
∂q
∂pj
(p1, p2, p3)∆v(pj(X,Z)).
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For j, k ∈ {1, 2, 3} we have
4∑
i=1
∂pj
∂Xi
(X,Z)
∂pk
∂Xi
(X,Z) = 4
4∑
i=1
〈Tj, XZSi〉〈Tk, XZSi〉
= −4
4∑
i=1
〈Tj , XZSi〉〈ZXTk, Si〉
= −4〈Tj, XZZXTk〉
= 4|X |2|X |2〈Tj , Tk〉
= 4|X |2|Z|2δj,k.
Further, for every j ∈ {1, 2, 3}
∆vpj(X,Z) = 2
4∑
i=1
〈Tj , SiZSi〉 = 0,
where the last step follows from the identity iZi+ jZj+ kZk = Z for Z ∈ ImH which is
easily verified.
Ad (ii): This is similar to (i) using for j, k ∈ {1, 2, 3} the identity
3∑
i=1
∂pj
∂Zi
(X,Z)
∂pk
∂Zi
(X,Z) =
3∑
i=1
〈Tj , XTiX〉〈Tk, XTiX〉
=
3∑
i=1
〈Tj , XTiX〉〈XTkX,Ti〉
= 〈Tj , XXTkXX〉
= |X |4〈Tj , Tk〉
= |X |4δj,k
as well as (pj(X,Z)) = 0 which is clear since pj(X,Z) is linear in Z.
Lemma 7.8. Let q ∈ Hℓ(R3), then for S ∈ v′ we have
(i) ∂S |X ′|2h = 2h〈X ′, S〉|X ′|2h−2,
(ii) ∆v(|X ′|2h|X ′′|2iq(p1, p2, p3)) = 2h(2h+ p′ − 2)|X ′|2h−2|X ′′|2iq(p1, p2, p3)
+ 4i(i+ 2ℓ+ 1)|X ′|2h|X ′′|2i−2q(p1, p2, p3),
(iii) ∂JZS∆v(|X ′|2h|X ′′|2iq(p1, p2, p3))
= 4h(h− 1)(2h+ p′ − 2)〈Z, [S,X ′]〉|X ′|2h−4|X ′′|2iq(p1, p2, p3)
+ 8ih(i+ 2ℓ+ 1)|X ′|2h−2|X ′′|2i−2〈Z, [S,X ′]〉q(p1, p2, p3),
(iv) ∂[S,X](|Z|2jq(p1, p2, p3)) = 2j〈Z, [S,X ′]〉|Z|2j−2q(p1, p2, p3)
+ |Z|2j∂[S,X′]q(p1, p2, p3),
(v) PS(|X ′|2h|Z|2jq(p1, p2, p3)) = − 4hj|X ′|2h−2|Z|2j〈X ′, S〉q(p1, p2, p3)
+
1
8
h|X ′|2h−2|Z|2j∂[JZS,X′]q(p1, p2, p3),
(vi) QS(|X ′|2h|X ′′|2iq(p1, p2, p3)) = 2hq|X ′|2h−2|X ′′|2i〈X ′, S〉q(p1, p2, p3)
+
1
8
h|X ′|2h−2|X ′′|2i∂J[S,X′]X′′q(p1, p2, p3).
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Proof. For the whole proof we remark that q(p1, p2, p3) is homogeneous in X of degree 2ℓ
and homogeneous in Z of degree ℓ.
Ad (i): This is clear.
Ad (ii): This follows by an easy application of the product rule, Lemma 7.7(i) and the
identities ∆v|X ′|2h = 2h(2h+ p′ − 2)|X ′|2h−2 and ∆v|X ′′|2i = 4i(i+ 1)|X ′′|2i−2.
Ad (iii): Here ∂JZS is applied to (ii) using
∂JZS |X ′|2h = 2h〈JZS,X ′〉|X ′|2h−2 = 2h〈Z, [S,X ′]〉|X ′|2h−2.
Ad (iv): This is the product rule.
Ad (v): We compute
PS(|X ′|2h|Z|2jq(p1, p2, p3)
=
1
16
3∑
a=1
∂JTaJZS(|X ′|2h)∂Ta(|Z|2jq(p1, p2, p3))
=
h
8
|X ′|2h−2
3∑
a=1
〈JTaJZS,X ′〉
[
2j〈Ta, Z〉|Z|2j−2q(p1, p2, p3) + |Z|2j∂Taq(p1, p2, p3)
]
=
hj
4
〈J2ZS,X ′〉|X ′|2h−2|Z|2j−2q(p1, p2, p3)
+
h
8
|X ′|2h−2|Z|2j
3∑
a=1
〈Ta, [JZS,X ′]〉∂Taq(p1, p2, p3)
= − 4hj〈S,X ′〉|X ′|2h−2|Z|2jq(p1, p2, p3) + h
8
|X ′|2h−2|Z|2j∂[JZS,X′]q(p1, p2, p3).
Ad (vi): We first note that [S, Si] = 0 whenever Si ∈ v′′, so that
QS =
1
16
p′∑
i=1
∂J[S,Si]X∂Si .
Then clearly ∂J[S,Si]X |X ′′|
2i
= 0. Further, since J[S,Si]|v′ ∈ so(v′) we have ∂J[S,Si]X |X ′|
2h
=
0. Hence
QS(|X ′|2h|X ′′|2iq(p1, p2, p3))
=
1
8
h
p∑
a=1
∂J[S,Sa]X
(〈Sa, X ′〉|X ′|2h−2|X ′′|2iq(p1, p2, p3))
=
1
8
h|X ′|2h−2|X ′′|2i
p′∑
a=1
(
〈Sa, J[S,Sa]X ′〉q(p1, p2, p3) + 〈Sa, X ′〉∂J[S,Sa]X′′q(p1, p2, p3)
)
=
1
8
h|X ′|2h−2|X ′′|2i
−〈X ′, p′∑
a=1
J[S,Sa]Sa
〉
q(p1, p2, p3) + ∂J[S,X′]X′′q(p1, p2, p3)

and the claimed formula follows with Lemma 4.3.
Proposition 7.9. For (G,G′) = (Sp(1, n + 1), Sp(1, n)) with n > 1 and (λ, ν) ∈ // we
have
C[n]λ,ν = Cû
C
λ,ν .
Proof. Let û ∈ C[n¯]λ,ν , then û is an Sp(n − 1) × Sp(1)-invariant polynomial on Hn−1 ⊕
(H⊕ ImH) which is homogeneous of degree 2k. By Lemma 5.2 it can therefore be written
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in the form
û(X ′, X ′′, Z) =
∑
h+i+2j+2ℓ=k
|X ′|2h|X ′′|2i|Z|2jqh,i,jℓ (p1, p2, p3)
with qh,i,jℓ ∈ C[p1, p2, p3] homogeneous of degree ℓ and (λ + ρ) − (ν + ρ′) = −2k. Since
p21 + p
2
2 + p
2
3 = |X ′′|4|Z|2 we can, thanks to the Fischer decomposition, without loss of
generality assume that qh,i,jℓ ∈ Hℓ(R3). This makes the above decomposition unique.
By Lemma 7.8 the differential operator −F(Dv(S)) in Proposition 4.1 applied to û
takes the following form:∑
h+i+2j+2ℓ=k
[
4h(ν + ρ′ − 1)|X ′|2h−2|X ′′|2i|Z|2j〈X ′, S〉
− 2h(2h+ p′ − 2)|X ′|2h−2|X ′′|2i|Z|2j〈X ′, S〉
− 4i(i+ 2ℓ+ 1)|X ′|2h|X ′′|2i−2|Z|2j〈X ′, S〉
− 2h(h− 1)(2h+ p′ − 2)|X ′|2h−4|X ′′|2i|Z|2j〈Z, [S,X ′]〉
− 4hi(i+ 2ℓ+ 1)|X ′|2h−2|X ′′|2i−2|Z|2j〈Z, [S,X ′]〉
+ 12j|X ′|2h|X ′′|2i|Z|2j−2〈Z, [S,X ′]〉+ 14 |X ′|2h|X ′′|2i|Z|2j∂[S,X′]
− 8hj|X ′|2h−2|X ′′|2i|Z|2j〈X ′, S〉+ 14h|X ′|2h−2|X ′′|2i|Z|2j∂[JZS,X′]
− 4hq|X ′|2h−2|X ′′|2i|Z|2j〈X ′, S〉 − 14h|X ′|2h−2|X ′′|2i|Z|2j∂J[S,X′]X′′
]
qh,i,jℓ (p1, p2, p3).
After rearrangement we obtain∑
h+i+2j+2ℓ=k
1
4
|X ′|2h|X ′′|2i|Z|2j∂[S,X′]qh,i,jℓ (p1, p2, p3)
+
∑
h+i+2j+2ℓ=k−1
|X ′|2h|X ′′|2i|Z|2j
[
4(h+ 1)(ν − h− 2j − 1)〈X ′, S〉qh+1,i,jℓ (p1, p2, p3)
− 4(i+ 1)(i+ 2ℓ+ 2)(X ′, S)qh,i+1,jℓ (p1, p2, p3)
+
1
4
(h+ 1)
(
∂[JZS,X′] − ∂J[S,X′]X′′
)
qh+1,i,jℓ (p1, p2, p3)
]
+
∑
h+i+2j+2ℓ=k−2
|X ′|2h|X ′′|2i|Z|2j
[
1
2
(j + 1)〈Z, [S,X ′]〉qh,i,j+1ℓ (p1, p2, p3)
− 2(h+ 1)(h+ 2)(2h+ p′ + 2)〈Z, [S,X ′]〉qh+2,i,jℓ (p1, p2, p3)
− 4(h+ 1)(i+ 1)(i+ 2ℓ+ 2)〈Z, [S,X ′]〉qh+1,i+1,jℓ (p1, p2, p3)
]
= 0. (7.4)
We claim that if q ∈ C[p1, p2, p3] is harmonic, then the polynomials ∂[S,X′]q(p1, p2, p3),
〈X ′, S〉q(p1, p2, p3) and (∂[JZS,X′] − ∂J[S,X′]X′′)qh+1,i,jℓ (p1, p2, p3) are all harmonic in X ′,
X ′′ and Z. In fact, all polynomials are linear in X ′ and hence harmonic in X ′. They
are further harmonic in X ′′ since the operators ∂[S,X′], 〈X ′, S〉, ∂[JZS,X′] and ∂J[S,X′]X′′
commute with the Laplacian ∆v′′ on v
′′. This is obvious for the first three operators
and follows from Lemma 4.2 for the fourth one. Finally, the operators ∂[S,X′], 〈X ′, S〉 and
∂J[S,X′]X′′ also commute with the Laplacian  on z whence the corresponding polynomials
are harmonic in Z. For the remaining polynomial we have by Lemma 4.2
∂[JZS,X′]q(p1, p2, p3) = ∂[JZS,X′]q(p1, p2, p3)− 32〈S,X ′〉q(p1, p2, p3) = 0.
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The polynomial 〈Z, [S,X ′]〉q(p1, p2, p3) is also harmonic inX ′ andX ′′ for the same reasons
as above. It is in general not harmonic in Z, so we decompose it as
〈Z, [S,X ′]〉q(p1, p2, p3) = 〈Z, [S,X ′]〉q(p1, p2, p3)− |Z|
2
2ℓ+ 1
∂[S,X′]q(p1, p2, p3)︸ ︷︷ ︸
q(p1,p2,p3)+:=
+
|Z|2
2ℓ+ 1
∂[S,X′]q(p1, p2, p3)
with q(p1, p2, p3)+ and ∂[S,X′]q(p1, p2, p3) harmonic in X
′, X ′′ and Z. Inserting this into
(7.4) gives
∑
h+i+2j+2ℓ=k
|X ′|2h|X ′′|2i|Z|2j 1
2ℓ+ 1
[
1
4
(2j + 2ℓ+ 1)∂[S,X′]q
h,i,j
ℓ (p1, p2, p3)
− 2(h+ 1)(h+ 2)(2h+ p′ + 2)∂[S,X′]qh+2,i,j−1ℓ (p1, p2, p3)
− 4(h+ 1)(i+ 1)(i+ 2ℓ+ 2)∂[S,X′]qh+1,i+1,j−1ℓ (p1, p2, p3)
]
+
∑
h+i+2j+2ℓ=k−1
|X ′|2h|X ′′|2i|Z|2j
[
4(h+ 1)(ν − h− 2j − 1)〈X ′, S〉qh+1,i,jℓ (p1, p2, p3)
− 4(i+ 1)(i+ 2ℓ+ 2)〈X ′, S〉qh,i+1,jℓ (p1, p2, p3)
+
1
4
(h+ 1)
(
∂[JZS,X′] − ∂J[S,X′]X′′
)
qh+1,i,jℓ (p1, p2, p3)
]
+
∑
h+i+2j+2ℓ=k−2
|X ′|2h|X ′′|2i|Z|2j
[
− 2(h+ 1)(h+ 2)(2h+ p′ + 2)qh+2,i,jℓ (p1, p2, p3)+
− 4(h+ 1)(i+ 1)(i+ 2ℓ+ 2)qh+1,i+1,jℓ (p1, p2, p3)+
+
1
2
(j + 1)qh,i,j+1ℓ (p1, p2, p3)+
]
= 0, (7.5)
where we use the convention qh,i,−1ℓ = 0. Now all terms in square brackets are harmonic
in X ′, X ′′ and Z, so uniqueness of the Fischer decomposition implies that for fixed h, i
and j the sum of the three square brackets with 2ℓ = k−h− i−2j, 2ℓ = k−h− i−2j−1
and 2ℓ = k − h − i − 2j − 2, respectively, vanishes. Since k − h − i − 2j is either even
or odd, this sum contains either only the first and the third square bracket or only the
second one. Further, the first square bracket is of degree 2ℓ = k−h− i−2j in X ′′ whereas
the third square bracket is of degree 2ℓ = k− h− i− 2j− 2 in X ′′, so the square brackets
have to vanish separately. For the first square bracket this implies
∂[S,X′]
(
1
4
(2j + 2ℓ+ 1)qh,i,jℓ (p1, p2, p3)− 2(h+ 1)(h+ 2)(2h+ p′ + 2)qh+2,i,j−1ℓ (p1, p2, p3)
− 4(h+ 1)(i+ 1)(i+ 2ℓ+ 2)qh+1,i+1,j−1ℓ (p1, p2, p3)
)
= 0.
Now [S,X ′] ranges over [v′, v′] = z, so the term in the brackets is independent of T ∈ z.
This implies that for ℓ > 0 the term in the brackets vanishes. For j = 0 this means that
qh,i,0ℓ = 0 whenever ℓ > 0 since q
h,i,−1
ℓ = 0. Inductively, the same equation gives q
h,i,j
ℓ = 0
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whenever ℓ > 0. Since qh,i,h0 = ch,i,j ∈ H0(R3) = C are scalars, û is of the form
û =
∑
h+i+2j=k
ch,i,j |X ′|2h|X ′′|2i|Z|2j
and the rest follows from Theorem 6.1.
7.2.2 The case n = 1
For n = 1 we have v′ = {0} and therefore we only have the differential equation for T ∈ z
in Proposition 4.1. We apply the terms occurring in this equation separately to a general
invariant polynomial.
Lemma 7.10. Let q ∈ Hℓ(R3), then for T ∈ z we have
(i) ∂T (|Z|2jq(p1, p2, p3)) = 2j|Z|2j−2〈T, Z〉q(p1, p2, p3) + |Z|2j∂T q(p1, p2, p3),
(ii) ∂JTX∆v(|X |2iq(p1, p2, p3)) = 4i(i+ 2ℓ+ 1)|X |2i−2∂JTXq(p1, p2, p3),
(iii) RT (|X |2i|Z|2jq(p1, p2, p3)) = − 4ij|X |2i|Z|2j−2〈Z, T 〉q(p1, p2, p3)
− 2(i+ 2j + 2ℓ+ 1)|X |2i|Z|2j∂T q(p1, p2, p3),
(iv) ∆2v(|X |2iq(p1, p2, p3)) = 16(i− 1)i(i+ 2ℓ)(i+ 2ℓ+ 1)|X |2i−4q(p1, p2, p3),
(v) (|Z|2jq(p1, p2, p3)) = 2j(2j + 2ℓ+ 1)|Z|2j−2q(p1, p2, p3).
Proof. Ad (i): This is the product rule.
Ad (ii): Since JT |v′ ∈ so(v′) and JT |v′′ ∈ so(v′′) we have ∂JTX |X ′|2h = ∂JTX |X ′′|2i = 0
and the formula follows from Lemma (7.8(ii)).
Ad (iii): We first compute RT q(p1, p2, p3):
RT q(p1, p2, p3) =
1
16
3∑
a=1
∂JTaJTX
3∑
b=1
∂Tapb(X,Z)
∂q
∂pb
(p1, p2, p3)
=
1
16
3∑
a,b=1
∂JTaJTX∂Tapb(X,Z)
∂q
∂pb
(p1, p2, p3)
+
1
16
3∑
a,b,c=1
∂JTaJTXpc(X,Z)∂Tapb(X,Z)
∂2q
∂pb∂pc
(p1, p2, p3)
= 2
3∑
a,b=1
〈Tb, XTaTaTX〉 ∂q
∂pb
(p1, p2, p3)
+ 2
3∑
a,b,c=1
〈Tc, XZTaTX〉〈Tb, XTaX〉 ∂
2q
∂pb∂pc
(p1, p2, p3)
= − 6
3∑
b=1
∂T pb(X,Z)
∂q
∂pb
(p1, p2, p3)
+ 2
3∑
b,c=1
〈Tc, XZXTbXTX〉 ∂
2q
∂pb∂pc
(p1, p2, p3)
= − 6∂T q(p1, p2, p3) + 2
3∑
b,c=1
〈TbXZXTc, XTX〉 ∂
2q
∂pb∂pc
(p1, p2, p3).
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Now note that Z1Z2Z3 = 〈Z1, Z3〉Z2−〈Z1, Z2〉Z3−〈Z3, Z2〉Z1 modulo R1 for Z1, Z2, Z3 ∈
ImH, so that
〈TbXZXTc, XTX〉 = δb,c|X |4〈Z, T 〉 − 〈Tb, XZX〉〈Tc, XTX〉 − 〈Tb, XTX〉〈Tc, XZX〉.
This gives
3∑
b,c=1
〈TbXZXTc, XTX〉 ∂
2q
∂pb∂pc
(p1, p2, p3)
= 〈Z, T 〉|X |4(∆pq)(p1, p2, p3)− 2∂Z∂T q(p1, p2, p3) = −2(ℓ− 1)∂T q(p1, p2, p3)
and hence
RT q(p1, p2, p3) = −2(2ℓ+ 1)∂T q(p1, p2, p3).
Further, since JTaJT = JT ′ − 16〈T, Ta〉idv for some T ′ ∈ ImF and JT ′ ∈ so(v), we have
∂JTaJTX |X |2i = −32i〈T, Ta〉|X |2i.
Then
RT (|X |2i|Z|2jq(p1, p2, p3))
=
1
16
3∑
a=1
∂JTaJTX
(
2j〈Z, Ta〉|X |2i|Z|2j−2q(p1, p2, p3) + |X |2i|Z|2j∂Taq(p1, p2, p3)
)
= − 2i|X |2i
3∑
a=1
〈T, Ta〉
(
2j〈Z, Ta〉|Z|2j−2q(p1, p2, p3) + |Z|2j∂Taq(p1, p2, p3)
)
+ 4j|X |2i|Z|2j−2
3∑
a,b=1
〈Z, Ta〉〈Tb, XZTaTX〉 ∂q
∂pb
(p1, p2, p3) + |X |2i|Z|2jRT q(p1, p2, p3)
= − 4ij|X |2i|Z|2j−2〈Z, T 〉q(p1, p2, p3)− 2(i+ 2j + 2ℓ+ 1)|X |2i|Z|2j∂T q(p1, p2, p3),
where we have used
∑3
a=1〈Z, Ta〉〈Tb, XZTaTX〉 = 〈Tb, XZ2TX〉 = −|Z|2∂T pb(X,Z) in
the last step.
Ad (iv): This follows simply by applying Lemma 7.8(ii) twice.
Ad (v): Apply the product rule and Lemma 7.7(ii).
Lemma 7.11. Let 0 6= q ∈ Hℓ(R3), then ∂JTXq(p1, p2, p3) = 0 for all T ∈ ImH if and
only if ℓ = 0.
Proof. We have
JT1X = 4(X2S1 −X1S2 +X4S3 −X3S4)
JT2X = 4(X3S1 −X4S2 −X1S3 +X2S4)
JT3X = 4(X4S1 +X3S2 −X2S3 −X1S4).
Since ∆pq = 0 implies ∆vq(p1, p2, p3) = 0 by Lemma 7.7(i) we have
0 =
1
4
(
∂
∂X2
∂JT1X +
∂
∂X3
∂JT2X +
∂
∂X4
∂JT3X
)
q(p1, p2, p3)
=
(
−X1
(
∂2
∂X22
+
∂2
∂X23
+
∂2
∂X24
)
+
(
X2
∂
∂X2
+X3
∂
∂X3
+X4
∂
∂X4
)
∂
∂X1
+ 3
∂
∂X1
)
q(p1, p2, p3)
= (Ev + 3)
∂
∂X1
qj(p1, p2, p3) = (2ℓ+ 2)
∂
∂X1
qj(p1, p2, p3).
Hence ∂
∂X1
q(p1, p2, p3) must vanish, which implies q = 0 or ℓ = 0.
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Proposition 7.12. For (G,G′) = (Sp(1, 2), Sp(1, 1)) and (λ, ν) ∈ \\ with (λ+ ρ)− (ν +
ρ′) = −2k we have
C[n¯]λ,ν =
{
CûCλ,ν ⊕H
k
2 (p1, p2, p3) for k > 0 even and ν + ρ
′ = k + 4,
CûCλ,ν otherwise.
Note that for k = 0 we have CûCλ,ν = H0(p1, p2, p3) = C1.
Proof. As in the proof of Proposition 7.9 we can write û ∈ C[n¯]λ,ν as
û =
∑
i+2j+2ℓ=k
|X |2i|Z|2jqi,jℓ (p1, p2, p3)
with qi,jℓ ∈ Hℓ(R3). By Lemma 7.10 the differential operator −F(Dz(T )) in Proposi-
tion 4.1 applied to û takes the following form:
∑
i+2j+2ℓ=k
[
2j(ν + ρ′ + 2i+ 2ℓ− 2)|X |2i|Z|2j−2〈Z, T 〉
+ (ν + ρ′ + 2i+ 2ℓ− 2)|X |2i|Z|2j∂T
− i(i+ 2ℓ+ 1)|X |2i−2|Z|2j∂JTX − 4ij|X |2i|Z|2j−2〈Z, T 〉
− 2(i+ 2j + 2ℓ+ 1)|X |2i|Z|2j∂T
− 16i(i− 1)(i+ 2ℓ)(i+ 2ℓ+ 1)|X |2i−4|Z|2j〈Z, T 〉
− 2j(2j + 2ℓ+ 1)|X |2i|Z|2j−2〈Z, T 〉
]
qi,jℓ (p1, p2, p3).
After rearrangement we obtain
∑
i+2j+2ℓ=k
(ν + ρ′ − 4j − 2ℓ− 4)|X |2i|Z|2j∂T qi,jℓ (p1, p2, p3)
−
∑
i+2j+2ℓ=k−1
(i+ 1)(i+ 2ℓ+ 2)|X |2i|Z|2j∂JTXqi+1,jℓ (p1, p2, p3)
+
∑
i+2j+2ℓ=k−2
|X |2i|Z|2j
[
2(j + 1)(ν + ρ′ − 2j − 5)〈Z, T 〉qi,j+1ℓ (p1, p2, p3)
− 16(i+ 1)(i+ 2)(i+ 2ℓ+ 2)(i+ 2ℓ+ 3)〈Z, T 〉qi+2,jℓ (p1, p2, p3)
]
(7.6)
As in the proof of Proposition 7.9 we note that for q ∈ Hℓ(R3) the two polynomials
∂T q(p1, p2, p3) and ∂JTXq(p1, p2, p3) are harmonic in X and Z, the latter one due to
Lemma 4.2. We further decompose
〈Z, T 〉q(p1, p2, p3) = 〈Z, T 〉q(p1, p2, p3)− |Z|
2
2ℓ+ 1
∂T q(p1, p2, p3)︸ ︷︷ ︸
q(p1,p2,p3)+:=
+
|Z|2
2ℓ+ 1
∂T q(p1, p2, p3),
35
then (7.6) rewrites as
∑
i+2j+2ℓ=k
|X |2i|Z|2j 1
2ℓ+ 1
[
(2ℓ+ 1)(ν + ρ′ − 4j − 2ℓ− 4)∂T qi,jℓ (p1, p2, p3)
+ 2j(ν + ρ′ − 2j − 3)∂T qi,jℓ (p1, p2, p3)
− 16(i+ 1)(i+ 2)(i+ 2ℓ+ 2)(i+ 2ℓ+ 3)∂T qi+2,j−1ℓ (p1, p2, p3)
]
−
∑
i+2j+2ℓ=k−1
(i+ 1)(i+ 2ℓ+ 2)|X |2i|Z|2j∂JTXqi+1,jℓ (p1, p2, p3)
+
∑
i+2j+2ℓ=k−2
|X |2i|Z|2j
[
2(j + 1)(ν + ρ′ − 2j − 5)qi,j+1ℓ (p1, p2, p3)+
− 16(i+ 1)(i+ 2)(i+ 2ℓ+ 2)(i+ 2ℓ+ 3)qi+2,jℓ (p1, p2, p3)+
]
. (7.7)
Now all terms inside square brackets are both harmonic in X and Z and we can apply the
uniqueness of the Fischer decomposition. Further, a similar argument as in the proof of
Proposition 7.9 comparing degrees then shows that for fixed i and j each square bracket
has to vanish separately for the respective value of ℓ. The second square brackets vanish
if and only if for all i and j
i(i+ 2ℓ+ 1)∂JTXq
i,j
ℓ (p1, p2, p3) = 0.
By Lemma 7.11 this implies that qi,jℓ = 0 whenever i > 0 and ℓ > 0. If we assume that
ℓ = 0, then qi,jℓ = ci,j ∈ H0(R3) = C is scalar and we obtain the distributions ûCλ,ν . We
therefore assume ℓ > 0 for the rest of the proof. Since q(p1, p2, p3)+ = 0 if and only if
q = 0, the last square bracket vanishes if and only if for all i and j:
2(j + 1)(ν + ρ′ − 2j − 5)qi,j+1ℓ = 16(i+ 1)(i+ 2)(i+ 2ℓ+ 2)(i+ 2ℓ+ 3)qi+2,jℓ . (7.8)
Plugging this into the first square bracket further gives
(ν + ρ′ − 4j − 2ℓ− 4)∂T qi,jℓ (p1, p2, p3) = 0. (7.9)
Now for i = 2 we have q2,jℓ = 0 by our previous considerations and the right hand side of
(7.8) vanishes. Thus, either q0,j+1ℓ = 0 or ν + ρ
′ − 2j − 5 = 0. In the latter case, (7.9)
implies that (2j + 2ℓ+ 3)∂T q
0,j+1
ℓ (p1, p2, p3) = 0 and hence q
0,j+1
ℓ = 0 as ℓ > 0.
Summarizing, we have shown that for ℓ > 0 we have qi,jℓ = 0 whenever i > 0 or j > 0.
The only possible solution in addition to ûCλ,ν is therefore
û = q0,0ℓ (p1, p2, p3)
with 2ℓ = k > 0. This polynomial indeed satisfies (7.8), but it only satisfies (7.9) if
ν + ρ′ = 2ℓ+ 4 = k + 4.
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Part III
Classification of symmetry breaking
operators
Using the classification of differential symmetry breaking operators from the previous
part, we now complete the classification of all symmetry breaking operators between
spherical principal series representations for strongly spherical pairs of the form (G,G′) =
(U(1, n+ 1;F),U(1,m+ 1;F)× F ) with 0 ≤ m < n and F < U(n−m;F).
8 Solutions outside the origin
We first determine the space D′(n¯− {0})λ,ν of invariant distributions defined outside the
origin.
Proposition 8.1. For any (λ, ν) ∈ C2, the space D′(n¯−{0})λ,ν is spanned by the non-zero
distribution
1
Γ(λ+ρ+ν−ρ
′
2 )
N(X,Z)−2(ν+ρ
′)|X ′′|λ−ρ+ν+ρ′ .
Remark 8.2. By Lemma A.2, we have for (λ, ν) ∈ \\ and l ∈ Z≥0 given by λ+ρ+ν−ρ′ =
−2l:
1
Γ(λ+ρ+ν−ρ
′
2 )
|X ′′|λ−ρ+ν+ρ′ = (−1)l π
p′′
2
22lΓ(p
′′+2l
2 )
(∆lv′′δ)(X
′′).
Otherwise
Supp
1
Γ(λ+ρ+ν−ρ
′
2 )
|X ′′|λ−ρ+ν+ρ′ = v′′.
The strategy to prove this proposition is to use the action πλ(w˜0) of the longest Weyl
group element w˜0. On the group level this corresponds to switching between the open
dense subsets NMAN and w˜0NMAN of G. The advantage of working on w˜0NMAN is
that the left-action of N ′ on w˜0N is by translations on N .
Proof of Proposition 8.1. First note that since N(X,Z) 6= 0 for all (X,Z) ∈ n¯− {0}, the
involution π−λ(w˜0) from Proposition 2.5(iv) defines a bijection fromD′(n¯−{0}) onto itself.
We first determine the image of D′(n¯−{0})λ,ν under π−λ(w˜0). It is easy to see that every
v ∈ π−λ(w˜0)(D′(n¯ − {0})λ,ν) is M ′-invariant and homogeneous of degree λ − ρ + ν + ρ′.
Further, on homogeneous distributions the differential operators Dv(S) and Dz(T ) are
given by
Dv(S) = π−λ(w˜0)dπ−λ(S)π−λ(w˜0) and Dz(T ) = π−λ(w˜0)dπ−λ(T )π−λ(w˜0)
with dπ−λ(S) = −∂S − 12∂[S,X] and dπ−λ(T ) = −∂T (see the proof of Proposition 2.7).
Hence, every v ∈ π−λ(w˜0)(D′(n¯ − {0})λ,ν) satisfies ∂T v = 0 for all T ∈ z and (∂S +
1
2∂[S,X])v = 0 for all S ∈ v′. This implies that v(X,Z) = v(X ′′) is independent of X ′
and Z. By Remark 2.8 the group M ′ acts transitively on the unit sphere in v′′, so the
M ′-invariance and the homogeneity condition imply by Lemma A.2 that
π−λ(w˜0)(D′(n¯− {0})λ,ν) = C |X
′′|λ−ρ+ν+ρ′
Γ(λ+ρ+ν−ρ
′
2 )
.
Applying π−λ(w˜0) to this distribution shows the claim.
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9 Analytic continuation of invariant distributions
For Re(ν) ≪ 0 and Re(λ + ν) ≫ 0 we define the following locally integrable function on
n¯:
uAλ,ν(X,Z) :=
1
Γ(λ+ρ−ν−ρ
′
2 )Γ(
λ+ρ+ν−ρ′
2 )
N(X,Z)−2(ν+ρ
′)|X ′′|λ−ρ+ν+ρ′ .
In this section we will prove:
Theorem 9.1. uAλ,ν extends to a family of distributions that depends holomorphically on
(λ, ν) ∈ C2 and uAλ,ν ∈ D′(n¯)λ,ν for all (λ, ν) ∈ C2.
To prove this statement we use polar coordinates on the H-type Lie algebra n¯. For
this let
S := {(ω, η) ∈ v⊕ z = n¯ : N(ω, η) = 1}.
By Lemma B.2 there exists a unique smooth measure dS on S so that for all ϕ ∈ Cc(n¯)
we have ∫
n¯
ϕ(X,Z) d(X,Z) =
∫
R+
∫
S
ϕ(rω, r2η)r2ρ−1 dS(ω, η) dr,
where d(X,Z) denotes the Lebesgue measure on n¯ normalized by the inner product.
For (ω, η) ∈ S we write ω′′ = (ωp′+1, . . . , ωp) ∈ v′′.
Lemma 9.2. |ω′′|λ defines a meromorphic family of generalized functions on S with
simple poles for λ ∈ −p′′ − 2Z≥0.
Proof. Let ϕ ∈ C∞c (S) be a test function. Further, choose χ ∈ C∞c (R+) with∫
R+
χ(r)rp+2q−1 dr = 1.
Then we can write∫
S
|ω′′|λϕ(ω, η) dS(ω, η) =
∫
R+
rp+2q−1
∫
S
|rω′′|λ · r−λχ(r)ϕ(ω, η) dS(ω, η) dr.
The formula ϕ˜λ(rω, r
2η) := r−λχ(r)ϕ(ω, η) defines a smooth compactly supported func-
tion on R+ × S ∼= Rp+q − {0}, i.e. ϕ˜λ ∈ C∞c (Rp+q − {0}) ⊆ C∞c (n¯), that depends
holomorphically on λ ∈ C. We then have∫
S
|ω′′|λϕ(ω, η) dS(ω, η) =
∫
Rp+q
|X ′′|λϕ˜λ(X,Z) d(X,Z),
where X = (X ′, X ′′) ∈ Rp′ × Rp′′ ∼= Rp. Now the claim follows from Lemma A.1.
Proof of Theorem 9.1. Let ϕ ∈ C∞c (n¯) be a test function. By Lemma B.2
〈uAλ,ν , ϕ〉 =
1
Γ(λ+ρ−ν−ρ
′
2 )Γ(
λ+ρ+ν−ρ′
2 )
∫
R+
rλ+ρ−ν−ρ
′−1
×
∫
S
|ω′′|λ−ρ+ν+ρ′ϕ((rω, r2η)) dS(ω, η) dr. (9.1)
which extends holomorphically to an entire function in λ and ν by Lemma A.1 and
Lemma 9.2 since the inner integral is an even function of r. By Proposition 8.1, the
restriction of uAλ,ν to n¯ − {0} is contained in D′(n¯ − {0})λ,ν. But for Re ν ≪ 0 and
Re(λ + ν) ≫ 0 the distribution is sufficiently regular, so that the differential equations
hold on all of n¯. Then uAλ,ν ∈ D′(n¯)λ,ν for Re ν ≪ 0 and Re(λ+ ν)≫ 0 and hence for all
(λ, ν) ∈ C2 by analytic continuation.
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Remark 9.3. The normalizing factor Γ(λ+ρ−ν−ρ
′
2 )Γ(
λ+ρ+ν−ρ′
2 ) is chosen such that it has
a simple pole at (λ, ν) ∈ ( // ∪ \\ )− X and a pole of second order at (λ, ν) ∈ X.
Remark 9.4. That the distributions N(X,Z)−2(ν+ρ
′)|X ′′|λ−ρ+ν+ρ′ extend meromorphi-
cally in (λ, ν) ∈ C2 also follows from [MØO16], but Theorem 9.1 gives the precise nor-
malization factor which makes the family of distributions depend holomorphically on
(λ, ν) ∈ C2.
In addition, from (9.1) as well as Remark 8.2 and Lemma A.1 we immediately obtain:
Corollary 9.5. For (λ, ν) ∈ C2 − // we have
SuppuAλ,ν =
{
n¯ for (λ, ν) ∈ C2 − ( // ∪ \\ ),
n¯′ for (λ, ν) ∈ \\ − X.
For (λ, ν) ∈ // we have SuppuAλ,ν ⊆ {0}.
In the following we write Aλ,ν ∈ HomG′(πλ|G′ , τν) for the symmetry breaking operator
corresponding to uAλ,ν via Theorem 1.2.
10 Residues at the origin
Let (λ, ν) ∈ // with λ+ ρ− ν − ρ′ = −2k ∈ −2Z≥0. In Section 6 we found a holomorphic
family of polynomials ûCλ,ν ∈ C[n¯]λ,ν . The corresponding distributions uCλ,ν are for m > 0
given by
uCλ,ν =
∑
h+i+2j=k
2−2i−2hΓ(2ν+p
′+2
4 )Γ(
λ+ρ+ν−ρ′
2 + i)
h!i!j!Γ(2ν+p
′+2
4 − j)Γ(p
′′
2 + i)Γ(
λ+ρ+ν−ρ′
2 )
∆hv′∆
i
v′′
jδ, (10.1)
and for m = 0 by
uCλ,ν =
∑
i+2j=k
2−iΓ(ν2 − j)
i!j!Γ(ν2 − ⌊k2⌋)Γ(p2 + i)
∆iv
jδ, (10.2)
In this section we obtain uCλ,ν as a renormalization of the holomorphic family u
A
λ,ν and
show that it is the only differential symmetry breaking operator that occurs as a renormal-
ization of the family Aλ,ν . Note that in Part II, u
C
λ,ν has been obtained combinatorially
as solution of the differential equations of Lemma 3.1.
Theorem 10.1. Let (λ, ν) ∈ // and k ∈ Z≥0 given by λ+ ρ− ν − ρ′ = −2k.
(i) uCλ,ν ∈ D′(n¯)λ,ν and the following residue formula holds:
uAλ,ν =
(−1)kk!π p+q2
Γ(ν+ρ
′
2 )
×

Γ( 2ν+p
′
4 )
Γ( 2ν+p
′
2 )
uCλ,ν for m > 0,
Γ( ν2−⌊
k
2 ⌋)
2kΓ(ν−k)
uCλ,ν for m = 0.
(ii) The distribution uCλ,ν is non-zero for all (λ, ν) ∈ // and SuppuCλ,ν = {0}.
Proof. First, Supp uCλ,ν ⊆ {0} by definition. To prove uCλ,ν 6= 0 we consider the casem > 0
first. Here the summand of uCλ,ν for i = j = 0 is given by
1
22kk!Γ(p
′′
2 )
∆kv′δ,
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which is always non-zero. Since the distributions ∆h
v′
∆i
v′′

jδ, h, i, j ∈ Z≥0, are linearly
independent, it follows that uCλ,ν 6= 0. For m = 0 one shows that the summand of uCλ,ν for
j = ⌊k2⌋ does not vanish, so we have proven (ii).
To show (i) we abbreviate γ := λ − ρ + ν + ρ′ and γ′ := −2(ν + ρ′). We prove the
claimed residue formula for Re(λ + ν) ≫ 0, the general case then follows by analytic
continuation. By Lemma B.3 and Lemma A.2 we have for 2ρ+ γ + γ′ = −2k ∈ −2Z≥0:
(−1)k 2(2k)!
k!Γ(2ρ+γ+γ
′
2 )
∫
n¯
N(X,Z)γ
′ |X ′′|γϕ(X,Z) dn¯
= (−1)k 4(2k)!
k!Γ(2ρ+γ+γ
′
2 )
∫
R+
r2ρ+γ+γ
′−1
∫ 1
0
xp+γ−1(1− x4) q2−1
×
∫
Sp−1
|ω′′|γ
∫
Sq−1
ϕ(rxω, r2
√
1− x4η) dη dω dx dr.
Since the integral over x, ω and η is an even function in r, by Lemma A.1:
=
d2k
dr2k
∣∣∣∣
r=0
2
∫ 1
0
xp+γ−1(1− x4) q2−1
∫
Sp−1
|ω′′|γ
∫
Sq−1
ϕ(rxω, r2
√
1− x4η) dη dω dx.
By Lemma C.1 and by substituting x4 = y:
=
∑
i+2j=2k
(2k)!
2
∑
|α|=i
1
α!
∑
|β|=j
1
β!
∫ 1
0
y
γ+p+i
4 −1(1− y) q+j2 −1 dy
×
∫
Sp−1
ωα|ω′′|γ dω
∫
Sq−1
ηβ dη
∂i+j
∂Xα∂Zβ
ϕ(0, 0).
Since the integrals over the spheres vanish for odd length mutli-indices α and β we obtain
by evaluation of the x integral:
=
∑
i+2j=k
(2k)!
2
∑
|α|=i
1
(2α)!
∑
|β|=j
1
(2β)!
B
(
γ + p+ 2i
4
,
q
2
+ j
)
×
∫
Sp−1
ω2α|ω′′|γ dω
∫
Sq−1
η2β dη
∂2i+2j
∂X2α∂Z2β
ϕ(0, 0).
Evaluating the integrals over the spheres with Lemma B.1 we obtain:
=
∑
i+2j=k
2−2j−2i+1(2k)!
∑
|α|=i
∑
|β|=j
B
(
γ + p+ 2i
4
,
q
2
+ j
)
π
p
2 Γ(γ+p
′′
2 + |α′′|)
α!Γ(γ+p2 + i)Γ(
p′′
2 + |α′′|)
× π
q
2
β!Γ( q2 + j)
∂2i+2j
∂X2α∂Z2β
ϕ(0, 0)
= π
p+q
2
∑
i+2j=k
∑
|α|=i
∑
|β|=j
2−2j−2i+1(2k)!Γ(γ+p+2i4 )Γ(
γ+p′′
2 + |α′′|)
α!β!Γ(γ+p2 + i)Γ(
p′′
2 + |α′′|)Γ(γ+p+2q+2k4 )
∂2i+2j
∂X2α∂Z2β
ϕ(0, 0)
= π
p+q
2
∑
h+i+2j=k
∑
|α′|=h
∑
|α′′|=i
∑
|β|=j
2−2j−2i−2h+1(2k)!Γ(γ+p+2i+2h4 )Γ(
γ+p′′
2 + i)
α′!α′′!β!Γ(γ+p2 + i+ h)Γ(
p′′
2 + i)Γ(
γ+p+2q+2k
4 )
× ∂
2h+2i+2j
∂X ′2α′∂X ′′2α′′∂Z2β
ϕ(0, 0)
=
〈
π
p+q
2
∑
h+i+2j=k
2−2j−2i−2h+1(2k)!Γ(γ+p+2i+2h4 )Γ(
γ+p′′
2 + i)
h!i!j!Γ(γ+p2 + i+ h)Γ(
p′′
2 + i)Γ(
γ+p+2q+2k
4 )
∆hv′∆
i
v′′
jδ, ϕ
〉
,
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where we have used the Multinomial Theorem C.2 in the last step. Using the duplication
identity Γ(z)Γ(z+ 12 ) =
√
π21−2zΓ(2z) the final expression can be brought into the claimed
form.
Remark 10.2. Although we exclude the case F = R (i.e. q = 0) in our considerations, the
computations in Theorem 10.1(i) also remain valid in this case. The resulting operators
Cλ,ν : C
∞(Rn) → C∞(Rn−1) are the conformally covariant differential operators first
dicovered by A. Juhl [Juh09] which have previously been obtained as residues of Aλ,ν in
[KS15]. However, even in the case q = 0 the proof of Theorem 10.1(i) gives a new and
more direct approach to obtaining Juhl’s operators as residues of a holomorphic family of
distributions than that of [KS15].
Corollary 9.5 together with Theorem 10.1(i) implies the following:
Corollary 10.3. uAλ,ν = 0 if and only if (λ, ν) ∈ L.
Proof. By Corollary 9.5 we know that uAλ,ν = 0 implies (λ, ν) ∈ // . We first consider the
case m > 0. Then by Theorem 10.1(i) we have for (λ, ν) ∈ // with λ+ ρ− ν− ρ′ = −2k ∈
−2Z≥0:
uAλ,ν = (−1)k
π
p+q
2 k!Γ(2ν+p
′
4 )
Γ(ν+ρ
′
2 )Γ(
2ν+p′
2 )
uCλ,ν .
Since uCλ,ν 6= 0 by Theorem 10.1(ii), we have uAλ,ν = 0 if and only if the gamma factor
vanishes which is by the duplication formula for the gamma function equivalent to ν ∈
−ρ′ + q − 1− 2Z≥0. Since (λ, ν) ∈ // this holds if and only if (λ, ν) ∈ L.
Now let m = 0, then by the same arguments uAλ,ν = 0 if and only if the gamma factor
Γ(ν2 − ⌊k2 ⌋)
Γ(ν − k)Γ(ν+ρ′2 )
vanishes. Using the duplication formula this is a constant multiple of
Γ(ν2 − ⌊k2 ⌋)
Γ(ν2 − k2 )Γ(ν2 − k−12 )Γ(ν+ρ
′
2 )
.
Now for k even we have Γ(ν2 − ⌊k2 ⌋) = Γ(ν2 − k2 ), so the gamma factor vanishes if and
only if ν ∈ (−ρ′ − 2Z≥0) ∪ ((k − 1) − 2Z≥0) = (k − 1) − 2Z≥0. This is equivalent to
(λ, ν) = (−ρ + q − 1 − (k + 2ℓ), k − 2ℓ − 1) = (−ρ + q − 1 − 2i,±(ρ′ − q + 1 + 2j)) with
2i = k + 2ℓ ∈ 2Z≥0 and 0 ≤ j ≤ i. For k odd the arguments are similar.
11 Singular symmetry breaking operators
Let (λ, ν) ∈ \\ and l ∈ Z≥0 given by λ + ρ + ν − ρ′ = −2l. We define the following
renormalization factors:
cB(λ, ν) :=

1
Γ(λ+ρ−ν−ρ
′
2 )
if m > 0 and l ≤ p′2 ,
Γ( 2ν+p
′+2
4 )
Γ( 2ν+p
′+2
4 +⌊
2l−p′+2
4 ⌋)Γ(
λ+ρ−ν−ρ′
2 )
if m > 0 and l > p
′
2 ,
1
Γ(− ν2 −⌊
l
2 ⌋)
if m = 0.
(11.1)
For Re ν ≪ 0 we define a family of distributions on n¯ by
uBλ,ν := c
B(λ, ν)N(X,Z)−2(ν+ρ
′)∆lv′′δ(X
′′).
Theorem 11.1. Let (λ, ν) ∈ \\ and l ∈ Z≥0 given by λ− ρ+ ν + ρ′ = −2l.
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(i) uBλ,ν extends to a family of distributions that depends holomorphically on ν ∈ C and
uBλ,ν ∈ D′(n¯)λ,ν for all (λ, ν) ∈ \\ .
(ii) The following residue formula holds:
uAλ,ν =
(−1)lπ p
′′
2
2lΓ(p
′′
2 + l)
×

uBλ,ν if m > 0 and l ≤ p
′
2 ,
Γ( 2ν+p
′+2
4 +⌊
2l−p′+2
4 ⌋)
Γ( 2ν+p
′+2
4 )
uBλ,ν if m > 0 and l >
p′
2 ,
Γ(− ν2 −⌊
l
2 ⌋)
Γ(λ+ρ−ν−ρ
′
2 )
uBλ,ν if m = 0.
(iii) The following identity holds:
uBλ,ν = c
B(λ, ν)
l∑
k=0
22l−2kl!(k + p
′′
2 )l−k
k!
( ∑
i+2j=l−k
(−1)i+j2iΓ(ν+ρ′2 + i+ j)
i!j!Γ(ν+ρ
′
2 )
× |X ′|2iN(X ′, Z)−2(ν+ρ′)−4i−4j
)
∆kv′′δ(X
′′).
(iv) uBλ,ν is non-zero for all (λ, ν) ∈ \\ , more precisely:
Supp uBλ,ν =
{
{0} if (λ, ν) ∈ X− L,
n¯′ otherwise.
Proof. By Remark 8.2 it is clear that the residue formula (ii) holds for Re ν ≪ 0, and then
Theorem 9.1 implies that uBλ,ν extends meromorphically in ν. We now show the identity
(iii) and afterwards deduce (i) and (iv) from it.
Let Re ν ≪ 0 and write N(X,Z)−2(ν+ρ′) = f(|X ′′|2) with f(x) = (x2 +2ax+ b)− ν+ρ
′
2
and a = |X ′|2, b = N(X ′, Z)4. By the Multinomial Theorem (C.2) we have for ϕ ∈ C∞c (n¯):
∆lv′′
(
f(|X ′′|2)ϕ(X,Z)
)∣∣∣∣
X′′=0
=
∑
α∈Zp
′′
≥0
,
|α|=l
l!
α!
(
∂
∂X ′′
)2α (
f(|X ′′|2)ϕ(X,Z)
)∣∣∣∣
X′′=0
.
Since odd powers of partial derivatives applied to f(|X ′′|2) vanish at X ′′ = 0, we see by
successively applying the product rule
=
∑
α,β∈Zp
′′
≥0
,
|α|=l,β≤α
l!(2α)!
α!(2β)!(2α− 2β)!
(
∂
∂X ′′
)2β
f(|X ′′|2) ·
(
∂
∂X ′′
)2α−2β
ϕ(X,Z)
∣∣∣∣
X′′=0
.
Then successively applying Faà di Bruno’s Formula (C.1) yields
=
∑
α,β∈Zp
′′
≥0
,
|α|=l,β≤α
l!(2α)!
α!β!(2α− 2β)!f
(|β|)(0)
(
∂
∂X ′′
)2α−2β
ϕ(X,Z)
∣∣∣∣
X′′=0
.
Again by Faà di Bruno’s Formula (C.1) we have
f (|β|)(x)
∣∣∣
x=0
=
∑
i+2j=|β|
(−1)i+j2i |β|!
i!j!
Γ(ν+ρ
′
2 + i+ j)
Γ(ν+ρ
′
2 )
b−
ν+ρ′
2 −i−jai,
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so we obtain
uBλ,ν = c
B(λ, ν)
∑
α,β∈Zp
′′
≥0
,
|α|=l,β≤α
l!(2α)!|β|!
α!β!(2α − 2β)!
×
∑
i+2j=|β|
(−1)i+j2iΓ(ν+ρ′2 + i+ j)
i!j!Γ(ν+ρ
′
2 )
|X ′|2iN(X ′, Z)−2(ν+ρ′)−4i−4jδ(2α−2β)(X ′′).
Writing α = β + γ and regrouping gives
uBλ,ν = c
B(λ, ν)
l∑
k=0
( ∑
i+2j=l−k
(−1)i+j2iΓ(ν+ρ′2 + i+ j)
i!j!Γ(ν+ρ
′
2 )
|X ′|2iN(X ′, Z)−2(ν+ρ′)−4i−4j
)
×
∑
|γ|=k
l!(l− k)!
(2γ)!
( ∑
|β|=l−k
(2β + 2γ)!
(β + γ)!β!
)
δ(2γ)(X ′′).
Note that
(2β + 2γ)!
(β + γ)!
=
(2γ)!
γ!
p′′∏
h=1
(2γh + 1)2βh
(γh + 1)βh
=
(2γ)!
γ!
p′′∏
h=1
22βh(γh +
1
2 )βh =
22|β|(2γ)!(γ + 12 )β
γ!
,
where we have used the Pochhammer symbol (a)n = a(a + 1) · · · (a + n − 1) and its
multiindex analog (α)β = (α1)β1 · · · (αp′′ )βp′′ . Then the sum over β can be computed
using Lemma C.2 and we obtain
uBλ,ν = c
B(λ, ν)
l∑
k=0
( ∑
i+2j=l−k
(−1)i+j2iΓ(ν+ρ′2 + i+ j)
i!j!Γ(ν+ρ
′
2 )
|X ′|2iN(X ′, Z)−2(ν+ρ′)−4i−4j
)
×
∑
|γ|=k
22l−2kl!(k + p
′′
2 )l−k
γ!
δ(2γ)(X ′′)
= cB(λ, ν)
l∑
k=0
( ∑
i+2j=l−k
(−1)i+j2iΓ(ν+ρ′2 + i+ j)
i!j!Γ(ν+ρ
′
2 )
|X ′|2iN(X ′, Z)−2(ν+ρ′)−4i−4j
)
× 2
2l−2kl!(k + p
′′
2 )l−k
k!
∆kv′′δ(X
′′),
where we have again used the Multinomial Theorem (C.2) in the second step. This shows
(iii) for Re ν ≪ 0 and the general case follows by analytic continuation. Note that the
distributions ∆k
v′′
δ(X ′′) (0 ≤ k ≤ l) are linearly independent.
We now show (i) and (iv) for m > 0. First note that (λ, ν) ∈ L if and only if
ν = −ρ′ + q − 1 − 2j with 2j ≤ l − p′2 − 1 which can only happen if l > p
′
2 . Since both
uAλ,ν and the gamma factor in the residue formula (ii) vanish for precisely those values
of ν, it follows from Theorem 9.1 that uBλ,ν is holomorphic in ν, so we have shown (i).
Now for (λ, ν) /∈ L the gamma factor in the residue formula (ii) is non-zero, so uBλ,ν is a
non-zero multiple of uAλ,ν and therefore Suppu
B
λ,ν = Supp u
A
λ,ν , so that (iv) follows from
Corollaries 9.5 and 10.3 in this case. For (λ, ν) ∈ L with ν = −ρ′+q−1−2j, 2j ≤ l− p′2 −1,
the normalization factor cB(λ, ν) is regular. Now, the term for k = l in the identity (iii)
equals
cB(λ, ν)N(X ′, Z)−2(ν+ρ
′)∆lv′′δ(X
′′).
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Since also N(X ′, Z)−2(ν+ρ
′) is regular with Supp(N(X ′, Z)−2(ν+ρ
′)) = n¯′ by Corollary B.4
and all other terms for 0 ≤ k < l have support contained in n¯′, this implies (iv) for
(λ, ν) ∈ L.
Finally we show (i) and (iv) for m = 0. Here (λ, ν) ∈ L if and only if ν is an odd
integer ≥ −l. These are precisely the poles of Γ(− ν−12 − ⌊ l+12 ⌋). The gamma factor in
the residue formula (ii) can with the duplication formula be rewritten as
Γ(− ν2 − ⌊ l2⌋)
Γ(λ+ρ−ν−ρ
′
2 )
=
Γ(− ν2 − ⌊ l2⌋)
Γ(−ν − l) =
2ν+l+1
√
πΓ(− ν2 − ⌊ l2⌋)
Γ(− ν2 − l2 )Γ(− ν2 − l−12 )
.
Since { l2 , l−12 } = {⌊ l+12 ⌋ − 12 , ⌊ l2⌋} this equals
=
2ν+l+1
√
π
Γ(− ν−12 − ⌊ l+12 ⌋)
and therefore the gamma factor vanishes precisely where uAλ,ν vanishes. It follows that
uBλ,ν is holomorphic on \\ , so we have shown (i). For (λ, ν) /∈ L the same argument as for
m > 0 shows (iv). For (λ, ν) ∈ L the term for k = l in the identity (iii) equals
cB(λ, ν)|Z|−(ν+ρ′)∆lvδ(X).
Since ν is an odd integer, the normalization factor cB(λ, ν) is regular, and since ρ′ = q =
dim z, we have Supp(|Z|−(ν+ρ′)) = n¯′ by Lemma A.1. This implies (iv) for (λ, ν) ∈ L and
the proof is complete.
In the following we write Bλ,ν for the symmetry breaking operator corresponding to
uBλ,ν .
12 Classification of symmetry breaking operators
In this section we give a full classification of symmetry breaking operators between spheri-
cal principal series of G and G′ in terms of the operators Aλ,ν and Bλ,ν and the previously
classified differential symmetry breaking operators (see Part II).
Theorem 12.1. For all strongly spherical pairs of the form (G,G′) = (U(1, n+1;F),U(1,m+
1;F)× F ) with F = C,H,O, 0 ≤ m < n and F < U(n−m;F) we have
D′(n¯)λ,ν =

CuAλ,ν if (λ, ν) ∈ C2 − // ,
D′{0}(n¯)λ,ν if (λ, ν) ∈ // − L,
CuBλ,ν ⊕D′{0}(n¯)λ,ν if (λ, ν) ∈ L.
The rest of this section is devoted to the proof of this statement.
12.1 Continuation of solutions outside of the origin
We first study for which parameters the distribution solutions outside the origin in n¯ can
be extended to the whole n¯, i.e. for which (λ, ν) ∈ C2 the restriction map D′(n¯)λ,ν →
D′(n¯ − {0})λ,ν is onto. Since the latter space is one-dimensional, we can equivalently
determine the cases where the restriction map is trivial.
Proposition 12.2. The following are equivalent:
(i) (λ, ν) ∈ // − L,
(ii) The restriction D′(n¯)λ,ν → D′(n¯− {0})λ,ν is identical zero,
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(iii) D′(n¯)λ,ν = D′{0}(n¯)λ,ν .
The proof of Proposition 12.2 works analogously as the proof of [KS15, Proposition
11.7]. Therefore we need to use the following facts (see [KS15, Lemma 11.10, Lemma
11.11]):
Lemma 12.3. (i) Let dµ be a differential operator on R
n which is holomorphic in µ ∈ C
and let vµ ∈ D′(Rn) be a distribution which is meromorphic in µ, such that for
differential operators di on R
n and distributions vj ∈ D′(Rn) we have the expansions
dµ = d0 + µd1 + µ
2d2 + · · · and vµ = µ−1v−1 + v0 + µv1 + · · · .
If there exists an ε > 0 such that that dµvµ = 0 for all µ ∈ C with 0 < |µ| < ε, then
d0v−1 = 0 and d0v0 + d1v−1 = 0.
(ii) Let E be the weighted Euler-operator on Rp+q which is in coordinates (x1, . . . , xp,
z1, . . . , zq) given by
p∑
i=1
xi
∂
∂xi
+ 2
q∑
j=1
zj
∂
∂zj
.
Let v ∈ D′(Rp+q) be a distribution with Supp v = {0}, then for every integer k ∈ Z,
(E + k)v = 0 if and only if (E + k)2 = 0.
Proof. (i) follows immediatiely from the Laurent expansion of dµvµ.
Ad (ii): Since vµ is supported in the origin, we have
v =
∑
α∈Zp
≥0
,β∈Zq
≥0
wα,βδ
((α,0)+(0,β))
for scalars wα,β ∈ C which are almost all zero. Then by homogeneity and since different
derivatives of the Dirac delta are linearly independent it follows that
(E + k)v =
∑
α∈Zp
≥0
,β∈Zq
≥0
(k − p− 2q − |α| − 2|β|)wα,βδ((α,0)+(0,β)) = 0,
if and only if
(E + k)2v =
∑
α∈Zp
≥0
,β∈Zq
≥0
(k − p− 2q − |α| − 2|β|)2wα,βδ((α,0)+(0,β)) = 0.
Proof of Proposition 12.2. The equivalence of (ii) and (iii) follows directly from the ex-
actness of the sequence
0 D′{0}(n¯)λ,ν D′(n¯)λ,ν D′(n¯− {0})λ,ν,
so it remains to show the equivalence of (i) and (ii). By Proposition 8.1, uAλ,ν |n¯−{0} vanishes
if and only if Γ(λ+ρ−ν−ρ
′
2 ) has a pole, i.e. if and only if (λ, ν) ∈ // . Hence uAλ,ν |n¯−{0} is
a non-zero element of D′(n¯ − {0})λ,ν for all (λ, ν) /∈ // . For (λ, ν) ∈ L, the distribution
uBλ,ν |n¯−{0} is a non-zero element of D′(n¯− {0})λ,ν by Theorem 11.1(iv). So we are left to
show that for (λ0, ν0) ∈ // −L the restriction map D′(n¯)λ0,ν0 → D′(n¯−{0})λ0,ν0 is trivial,
i.e. every w ∈ D′(n¯)λ0,ν0 has Suppw ⊆ {0}. Write λ0 + ρ− ν0 − ρ′ = −2k with k ∈ Z≥0.
For all (λ, ν) ∈ C with λ+ ν = λ0 + ν0, consider the parameter µ = λ+ ρ− ν − ρ′ + 2k.
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Then vλ,ν := Γ(
λ+ρ−ν−ρ′
2 )u
A
λ,ν depends meromorphically on µ and has a simple pole at
µ = 0, such that near (λ0, ν0):
vλ,ν = µ
−1v−1 + v0 + µv1 + . . . ,
for distributions vi ∈ D′(n¯). By Corollary 10.3 the distribution v−1 is non-trivial for
(λ0, ν0) /∈ L. Further,
vλ,ν |n¯−{0} = 1
Γ(λ+ρ+ν−ρ
′
2 )
N(X,Z)−2(ν+ρ
′)|X ′′|λ−ρ+ν+ρ′
which depends holomorphically on (λ, ν) ∈ C2, so v−1|n¯−{0} = 0 and v0|n¯−{0} 6= 0 spans
D′(n¯ − {0})λ0,ν0 by Proposition 8.1. If now w ∈ D′(n¯)λ0,ν0 , then there exists a constant
c ∈ C such that
w|n¯−{0} = cv0|n¯−{0}.
In particular the distribution w′ := w − cv0 ∈ D′(n¯) has support contained in {0}. Now,
by Lemma 3.1(ii) we have
((E + 2ρ+ 2k)− µ · 1)vλ,ν = (E − (λ− ρ− ν − ρ′))vλ,ν = 0,
so Lemma 12.3(i) implies
(E + 2ρ+ 2k)v−1 = 0 and (E + 2ρ+ 2k)v0 − v−1 = 0.
Hence
(E + 2ρ+ 2k)2w′ = (E + 2ρ+ 2k)2w − (E + 2ρ+ 2k)2cv0 = 0,
because also (E + 2ρ+ 2k)w = 0. Lemma 12.3(ii) then implies (E + 2ρ+ 2k)w′ = 0, so
c(E + 2ρ + 2k)v0 = 0 and therefore cv−1 = 0. Since v−1 6= 0 we must have c = 0 and
Suppw = Suppw′ ⊆ {0}, i.e. w|n¯−{0} = 0.
12.2 Proof of the main theorem
We can finally prove Theorem 12.1. Using the exact sequence
0 D′{0}(n¯)λ,ν D′(n¯)λ,ν D′(n¯− {0})λ,ν,
Corollary 5.3 and Proposition 12.2 imply the statement for (λ, ν) /∈ L. For (λ, ν) ∈ L,
Proposition 8.1 implies that dimD′{0}(n¯)λ,ν ≤ dimD′(n¯)λ,ν ≤ dimD′{0}(n¯)λ,ν + 1. Since
uBλ,ν /∈ D′{0}(n¯)λ,ν for (λ, ν) ∈ L due to its support, Theorem 11.1 implies the statement
for (λ, ν) ∈ L.
Combining Theorem 6.1, Corollary 9.5, Corollary 10.3 and Theorem 11.1:
Corollary 12.4. (i) For (λ, ν) ∈ C2:
Supp uAλ,ν =

∅ for (λ, ν) ∈ L,
{0} for (λ, ν) ∈ // − L,
n¯′ for (λ, ν) ∈ \\ − X,
n¯ otherwise.
(ii) For (λ, ν) ∈ \\ :
Supp uBλ,ν =
{
{0} for (λ, ν) ∈ X− L,
n¯′ otherwise.
(iii) For (λ, ν) ∈ // :
Supp uCλ,ν = {0}.
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13 Functional equations
Let Tλ : πλ → π−λ be the normalized Knapp–Stein intertwining operator for G given in
the non-compact picture on n¯ by convolution with
1
Γ(λ)
N(X,Z)2(λ−ρ).
Similarly, we denote by T ′ν : τν → τ−ν the normalized Knapp–Stein intertwining operator
for G′ which is defined for m > 0 by convolution with
1
Γ(ν)
N(X,Z)2(ν−ρ
′),
and for m = 0 by convolution with
1
Γ(ν2 )
|Z|ν−ρ′ .
By Lemma A.1 and Corollary B.4 both Tλ and Tν are holomorphic in the parameters
λ and ν and non-trivial for all λ, ν ∈ C. Since the normalized Knapp–Stein operators
are intertwining, they define maps between spaces of symmetry breaking operators by
composition:
HomG′(πλ|G′ , τν)→ HomG′(π−λ|G′ , τν), A 7→ A ◦ T−λ,
HomG′(πλ|G′ , τν)→ HomG′(πλ|G′ , τ−ν), A 7→ Tν ◦A.
Formulas expressing the image of a symmetry breaking operator under such a compo-
sition map in terms of another symmetry breaking operator are called functional equa-
tions. These equations are particularly interesting if the Knapp–Stein operator or the
symmetry breaking operator is a differential operator. For Tλ this happens precisely for
λ = −k ∈ −Z≥0, where Tλ is given by convolution with (see Corollary B.4)
(−1)k2−kk!π p+q2
Γ(ρ+k2 )
∑
i+2j=k
2−iΓ(p+2i4 )
i!j!Γ(p+2i2 )
∆iv
jδ(X,Z).
Remark 13.1. Similarly for m > 0 and ν = −k ∈ −Z≥0, T ′ν is given by convolution with
(−1)k2−kk!π p
′+q
2
Γ(ρ
′+k
2 )
∑
i+2j=k
2−iΓ(p
′+2i
4 )
i!j!Γ(p
′+2i
2 )
∆iv′
jδ(X ′, Z).
For m = 0 and ν = −2k ∈ −2Z≥0, Lemma A.1 implies that the operator T ′ν is given by
convolution with
(−1)k π
q
2
22kΓ(ρ
′+2k
2 )

kδ(Z).
We choose the maximal compact subgroup K = U(1;F) × U(n + 1;F) of G. The
spherical principal series representations πλ contain a unique (up to scalar multiples) K-
spherical vector 1λ ∈ Iλ which we normalize by 1λ(0) = 1. We first find an explicit
formula for 1λ:
Lemma 13.2. For (X,Z) ∈ n¯ we have
1λ(X,Z) = ((1 + |X |2)2 + |Z|2)−
λ+ρ
2 .
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Proof. By the Iwasawa decomposition G = KAN we can decompose n¯(X,Z) = kan with
k ∈ K, a = exp(tH) ∈ A and n ∈ N . An easy computation shows that
e2t = (1 + |X |2)2 + |Z|2,
then the claim follows.
The intersection K ′ = K ∩ G′ = U(1;F) × U(m + 1;F) × F is a maximal compact
subgroup of G′ and we denote by
1′ν(X
′, Z) = ((1 + |X ′|2)2 + |Z|2)− ν+ρ
′
2
the unique K ′-spherical vector of τν , normalized by 1
′
ν(0) = 1. Note that for m = 0 this
equals |Z|−(ν+ρ′).
We now evaluate the Knapp–Stein operators Tλ and T
′
ν and the symmetry break-
ing operators Aλ,ν on these spherical vectors. The relevant integral in this context was
computed by Frahm–Su [FS18]. To keep this paper self-contained, we include a full proof.
Proposition 13.3 ([FS18, Section 4.2]). For (λ, ν) ∈ C2 with |Re ν| < Reλ+ p′′2 :∫
n¯
N(X,Z)−2(ν+ρ
′)|X ′′|λ−ρ+ν+ρ′ ((1 + |X |2)2 + |Z|2)−λ+ρ2 d(X,Z)
=
π
p+q
2 Γ(2λ+p4 )Γ(
λ+ρ−ν−ρ′
2 )Γ(
λ+ρ+ν−ρ′
2 )
Γ(p
′′
2 )Γ(
2λ+p
2 )Γ(
λ+ρ
2 )
.
Proof. We abbreviate a := −2(ν+ρ′), b := λ−ρ+ ν+ρ′ and c := −2(λ+ρ). Using polar
coordinates we find∫
n¯
N(X,Z)a|X ′′|b((1 + |X |2)2 + |Z|2) c4 d(X,Z)
=
8π
p+q
2
Γ(p
′
2 )Γ(
p′′
2 )Γ(
q
2 )
∫
R3+
((r2+ s2)2+ t2)
a
4 ((1+ r2+ s2)2+ t2)
c
4 rp
′−1sp
′+b−1tq−1 dr ds dt.
We integrate over t first using [GR65, 3.259 (3)]
=
4π
p+q
2 Γ(−a+4b+2q4 )
Γ(p
′
2 )Γ(
p′′
2 )Γ(−a+4b4 )
∫
R2+
(1 + r2 + s2)
c+2q
2 (r2 + s2)
a
2 rp
′−1sp
′′+b−1
× 2F1
(
−a
4
,
q
2
;−a+ c
4
; 1− (1 + r
2 + s2)2
(r2 + s2)2
)
dr ds.
Using polar coordinates on R2 we find
=
4π
p+q
2 Γ(−a+4b+2q4 )
Γ(p
′
2 )Γ(
p′′
2 )Γ(−a+4b4 )
∫ pi
2
0
cosp
′−1 φ sinp
′′+b−1 φdφ
∫ ∞
0
xp+b+a−1(1 + x2)
c+2q
2
× 2F1
(
−a
4
,
q
2
;−a+ c
4
; 1− (1 + x
2)2
x4
)
dx.
Calculating the first integral and using the Euler identity [AAR99, 1, (2.2.7)]
=
2π
p+q
2 Γ(p
′′+b
2 )Γ(−a+4b+2q4 )
Γ(p
′′
2 )Γ(
p+b
2 )Γ(−a+4b4 )
∫ ∞
0
xp+2q+a+b+c−1
× 2F1
(
− c
4
,−a+ c+ 2q
4
;−a+ c
4
, 1− (1 + x
2)2
x4
)
dx.
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Substituting y = 1+x
2
x2
=
π
p+q
2 Γ(p
′′+b
2 )Γ(−a+4b+2q4 )
Γ(p
′′
2 )Γ(
p+b
2 )Γ(−a+4b4 )
∫ ∞
1
(y − 1)− p+2q+a+b+c2 −1
× 2F1
(
− c
4
,−a+ c+ 2q
4
;−a+ c
4
, 1− y2
)
dy.
Expanding the hypergeometric function, using the Euler integral representation [AAR99,
1, (2.3.17)] yields
=
π
p+q
2 Γ(p
′′+b
2 )
Γ(p
′′
2 )Γ(
q
2 )Γ(
p+b
2 )
∫ ∞
0
t−
a+c+2q
4 −1(1 + t)
a
4
∫ ∞
1
(y − 1)− p+2q+a+b+c2 −1(1 + y2t) c4 dy dt.
Evaluating the inner integral using [GR65, 3.254 (2)] we find
=
π
p+q
2 Γ(p
′′+b
2 )Γ(− p+2q+a+b+c2 )Γ(p+2q+a+b2 )
Γ(p
′′
2 )Γ(
q
2 )Γ(
p+b
2 )Γ(− c2 )
∫ ∞
0
t−
a+2q
4
−1(1 + t)
a
4
× 2F1
(
p+ 2q + a+ b
4
,
p+ 2q + a+ b+ 2
4
;
2− c
4
;−t−1
)
dt.
Substituting x = t−1 we have
=
π
p+q
2 Γ(p
′′+b
2 )Γ(− p+2q+a+b+c2 )Γ(p+2q+a+b2 )
Γ(p
′′
2 )Γ(
q
2 )Γ(
p+b
2 )Γ(− c2 )
∫ ∞
0
x
q
2−1(1 + x)
a
4
× 2F1
(
p+ 2q + a+ b
4
,
p+ 2q + a+ b+ 2
4
;
2− c
4
;−x
)
dx.
Then [GR65, 7.512 (5)] yields
=
π
p+q
2 Γ(p
′′+b
2 )Γ(
p+b
4 )Γ(− p+2q+a+b+c2 )Γ(p+2q+a+b2 )
Γ(p
′′
2 )Γ(
p+b
2 )Γ(− c2 )Γ(p+2q+b4 )
× 3F2
(
p+ 2q + a+ b
4
,−p+ 2q + a+ b+ c
4
,
q
2
;
2− c
4
,
p+ 2q + b
4
; 1
)
.
Since −p+ 2q − a− b− c = λ+ ρ+ ν + ρ′ = p+ 2q + b, this is
=
π
p+q
2 Γ(p
′′+b
2 )Γ(
p+b
4 )Γ(− p+2q+a+b+c2 )Γ(p+2q+a+b2 )
Γ(p
′′
2 )Γ(
p+b
2 )Γ(− c2 )Γ(p+2q+b4 )
2F1
(
p+ 2q + a+ b
4
,
q
2
;
2− c
4
; 1
)
.
Then evaluating the hypergeometric function with [AAR99, Theorem 2.2.2] and applying
the duplication formula of the gamma function yields the desired formula.
For the case m = 0 we further need the following integral:
Proposition 13.4. For ν ∈ C with Re ν > 0 we have∫
z
|Z|ν−ρ′(1 + |Z|2)− ν+ρ
′
2 dZ =
π
q
2 Γ(ν2 )
Γ(ν+ρ
′
2 )
.
Proof. Using polar coordinates on Rq the integral is equal to
2π
q
2
Γ( q2 )
∫ ∞
0
rν−1(1 + r2)−
ν+ρ′
2 dr.
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Then substituting r2 = t this is equal to
π
q
2
Γ( q2 )
B
(
ν
2
,
ρ′
2
)
=
π
q
2 Γ(ν2 )
Γ(ν+ρ
′
2 )
.
Corollary 13.5. For the spherical vectors 1λ and 1
′
ν we have
Tλ1λ =
π
p+q
2 Γ(2λ+p4 )
Γ(2λ+p2 )Γ(
λ+ρ
2 )
1−λ, T
′
ν1
′
ν =
π
p′+q
2
Γ(ν+ρ
′
2 )
×

Γ( 2ν+p
′
4 )
Γ( 2ν+p
′
2 )
1′−ν if m > 0,
1′−ν if m = 0,
and
Aλ,ν1λ =
π
p+q
2 Γ(2λ+p4 )
Γ(p
′′
2 )Γ(
2λ+p
2 )Γ(
λ+ρ
2 )
1′ν .
Proof. Since Aλ,ν : πλ → τν is intertwining and since K ′ ⊆ K, the image Aλ,ν1λ of the
spherical vector 1λ must be K
′-invariant, i.e. K ′-spherical. Hence it is enough to compute
Aλ,ν1λ(0) = 〈uAλ,ν ,1λ〉. The last identity follows from Proposition 13.3. The remaining
two identities follow similarly by setting λ− ρ+ ν + ρ′ = 0 in Proposition 13.3 for m > 0,
and for m = 0 by Proposition 13.4.
Since the compositions of symmetry breaking operators and Knapp–Stein operators
are again symmetry breaking operators and these are generically unique, we can read off
the following functional equations by evaluating at the spherical vector and employing
Corollary 13.5.
Theorem 13.6. For (λ, ν) ∈ C2 we have
T ′ν ◦Aλ,ν =
π
p′+q
2
Γ(ν+ρ
′
2 )
×

Γ( 2ν+p
′
4 )
Γ( 2ν+p
′
2 )
Aλ,−ν if m > 0,
Aλ,−ν if m = 0,
Aλ,ν ◦ T−λ = π
p+q
2
Γ(2λ+p4 )
Γ(2λ+p2 )Γ(
λ+ρ
2 )
A−λ,ν .
Remark 13.7. Theorem 13.6 can be combined with the residue formulas Theorem 10.1(i)
and Theorem 11.1(ii) to obtain formulas for the composition of Bλ,ν and Cλ,ν with the
Knapp–Stein operators Tλ and T
′
ν . For example for m > 0, (λ, ν) ∈ X and l, k ∈ Z≥0
given by λ + ρ + ν − ρ′ = −2l, λ + ρ− ν − ρ′ = −2k with l ≥ k we obtain the following
identity involving only differential operators:
T ′k−l ◦ C−k−l− p′′2 ,k−l = (−1)
l+kπ
p′+q
2
l!Γ(2l−2k+p
′
4 )
k!Γ(2l−2k+p
′
2 )Γ(
l−k+ρ′
2 )
C
−k−l− p
′′
2 ,l−k
,
and for (λ, ν) ∈ L with ν ∈ −ρ′ − 2Z≥0 we obtain T ′ν ◦Bλ,ν = 0.
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Appendix
A Homogeneous generalized functions
Let n ≥ 1. For λ ∈ C with Reλ > −n the function
uλ(x) =
|x|λ
Γ(λ+n2 )
is locally integrable and hence defines a distribution uλ ∈ D′(Rn) which is homogeneous
of degree λ.
Lemma A.1 ([GS68] Chapter I, 3.5 and 3.9). The family of distributions uλ ∈ D′(Rn)
extends holomorphically to an entire function in λ ∈ C. For λ /∈ −n − 2Z≥0 we have
Supp uλ = R
n and for λ = −n− 2N ∈ −n− 2Z≥0 we have
u−n−2N (x) = (−1)N π
n
2
22NΓ(n+2N2 )
(∆Nδ)(x),
where ∆ =
∑n
i=1
∂2
∂x2
i
is the Laplacian on Rn.
The following result follows immediately from the classification of homogeneous dis-
tributions on R in [GS68, Chapter I, 3.11]:
Lemma A.2. Let F < O(n) be a compact subgroup which acts transitively on the unit
sphere Sn−1 ⊆ Rn. If u ∈ D′(Rn) is homogeneous of degree λ and invariant under the
action of F , then u is a scalar multiple of uλ.
B Integral formulas
For α ∈ Zp≥0 we write |α| = α1 + · · ·+ αp and α! = α1! · · ·αp!.
Lemma B.1. (i) Let Sp−1 ⊆ Rp be the unit sphere and α ∈ Zp≥0, then∫
Sp−1
ω2α11 . . . ω
2αp
p dω = 2
−2|α|+1 (2α)!π
p
2
α!Γ(p2 + |α|)
.
(ii) For p = p′ + p′′ and ω ∈ Sp−1, α ∈ Zp≥0 we write ω′′ = (ωp′+1, . . . ωp) and α′′ =
(αp′+1, . . . , αp). Then for γ ∈ C with Re γ > −p′′ − 2|α′′| we have∫
Sp−1
ω2α11 . . . ω
2αp
p |ω′′|γ dω = 2−2|α|+1
π
p
2 (2α)!Γ(γ+p
′′
2 + |α′′|)
α!Γ(γ+p2 + |α|)Γ(p
′′
2 + |α′′|)
.
Proof. Ad (i): By the repeated use of the coordinates (−1, 1) × Sm−1 → Sm, (r, η) 7→
ω = (r,
√
1− r2η) with dω = (1− r2)m−22 dr dη and the beta integral we find
∫
Sp−1
ω2α11 . . . ω
2αp
p dω = 2
p−1∏
l=1
Γ(αl +
1
2 )Γ(
p−l
2 + αl+1 + · · ·+ αp)
Γ(p+1−l2 + αl + · · ·+ αp)
=
2
Γ(p2 + |α|)
p∏
l=1
Γ(αl +
1
2 ) = 2
−2|α|+1 (2α)!π
p
2
α!Γ(p2 + |α|)
.
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Ad (ii): Similar as in (i) we find∫
Sp−1
ω2α11 . . . ω
2αp
p |ω′′|γ dω
=
∫ 1
−1
r2α1 (1− r2) γ+p−32 +α2+···+αpdr
∫
Sp−2
ω2α22 . . . ω
2αp
p |ω′′|γ dω
= B
(
α1 +
1
2 ,
γ+p−1
2 + α2 + · · ·+ αp
) ∫
Sp−2
ω2α22 . . . ω
2αp
p |ω′′|γ dω
= . . . =
p′∏
l=1
B
(
αl +
1
2 ,
γ+p−l
2 + αl+1 + . . . αp
)∫
Sp
′′−1
ω
2αp′+1
p′+1 . . . ω
2αp
p dω.
The remaining integral can be evaluated with (i).
Fix p, q ≥ 1 and let S := {(ω, η) ∈ Rp × Rq, |ω|4 + |η|2 = 1} ⊆ Rp+q. By d(X,Z) =
dX dZ we denote the normalized Lebesgue measure on Rp × Rq ∼= Rp+q.
Lemma B.2 ([Cow82, Chapter I]). There exists a unique smooth measure dS on S such
that for every ϕ ∈ C∞c (Rp+q):∫
Rp+q
ϕ(X,Z) d(X,Z) =
∫
R+
rp+2q−1
∫
S
ϕ((rω, r2η)) dS(ω, η) dr.
Lemma B.3. For the measure dS of Lemma B.2 the following integral formula holds for
all ϕ ∈ C∞c (S):∫
S
ϕ(ω, η) dS(ω, η) = 2
∫ 1
0
xp−1(1 − x4) q2−1
∫
Sp−1
∫
Sq−1
ϕ(xω,
√
1− x4η) dη dω dx.
Proof. Let ψ ∈ C∞c (Rp+q). Using polar coordinates we find∫
Rp+q
ψ(X,Z) d(X,Z) =
∫
R+
sp−1
∫
Sp−1
∫
R+
tq−1
∫
Sq−1
ψ(sω, tη) dη dt dω ds.
Now choosing coordinates (s, t) = (rx, r2
√
1− x4) we obtain
= 2
∫
R+
rp+2q−1
∫ 1
0
xp−1(1− x4) q2−1
∫
Sp−1
∫
Sq−1
ψ(rxω, r2
√
1− x4η) dη dω dx dr.
Then Lemma B.2 implies the statement.
For λ ∈ C with Reλ > −(p+ 2q) the function
vλ(X,Z) =
1
Γ(λ+p+2q2 )
(|X |4 + |Z|2)λ4
is locally integrable and hence defines a distribution vλ ∈ D′(Rp+q).
Corollary B.4. The family of distributions vλ ∈ D′(Rp+q) extends holomorphically to
an entire function in λ ∈ C. For λ /∈ −(p+ 2q)− 2Z≥0 we have Supp vλ = Rp+q and for
λ = −(p+ 2q)− 2N ∈ −(p+ 2q)− 2Z≥0 we have
v−(p+2q)−2N (X,Z) =
(−1)N2−NN !π p+q2
Γ(2N+p+2q4 )
∑
i+2j=N
2−iΓ(p+2i4 )
i!j!Γ(p+2i2 )
∆ijδ(X,Z),
where ∆ =
∑p
i=1
∂2
∂X2
i
and  =
∑q
j=1
∂2
∂Z2
j
are the Laplacians on Rp and Rq.
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Proof. Using the polar coordinates (rω, r2η), (ω, η) ∈ S, of Lemma B.2, the distribution
vλ is given by
1
Γ(λ+p+2q2 )
rλ+p+2q−1
which is holomorphic in λ ∈ C by Lemma A.1. For λ /∈ −(p + 2q) − 2Z≥0 we have
Supp rλ+p+2q−1 = R+ and hence Supp vλ = R
p+q. For λ = −(p + 2q) − 2N , N ∈ Z≥0,
Lemma A.1 shows that
1
Γ(λ+p+2q2 )
rλ+p+2q−1 = (−1)N N !
2(2N)!
δ(2N)(r).
Let ϕ ∈ C∞c (n¯). Then by Lemma B.3 and Lemma C.1 we have
d2N
dt2N
∣∣∣∣
t=0
∫
S
ϕ(rω, r2η) dS = 2
∑
i+2j=2N
∑
|α|=i
∑
|β|=j
(2N)!
α!β!
∫ 1
0
xp+i−1(1− x4) q+j2 −1 dx
×
∫
Sp−1
ωα dω
∫
Sq−1
ηβ dη
(
∂
∂X
)α(
∂
∂Z
)β
ϕ(0, 0).
Now the integrals over the spheres vanish for odd-length multiindices and the remaining
integrals can be computed using Lemma B.1, so obtain
=
∑
i+2j=N
∑
|α|=i
∑
|β|=j
2−2i−2j+1π
p+q
2
(2N)!B(p+2i4 ,
q
2 + j)
α!β!Γ(p2 + i)Γ(
q
2 + j)
(
∂
∂X
)2α (
∂
∂Z
)2β
ϕ(0, 0)
which is by the Multinomial Theorem (C.2) equal to
=
〈 ∑
i+2j=N
2−2i−2j+1π
p+q
2
(2N)!Γ(p+2i4 )
Γ(2N+p+2q4 )i!j!Γ(
p
2 + i)
∆iv
jδ, ϕ
〉
.
C Combinatorial identities
We recall Faà di Bruno’s Formula for the higher derivatives of the composition of two
real-valued functions f and g on R:
dn
dxn
[
(f ◦ g)(x)
]
=
∑
k1+2k2+···+nkn=n
n!
k1! · · ·kn!
[
dk1+···+knf
dx
◦ g
]
(x)
n∏
m=1
(
1
m!
dmg
dxm
)km
.
(C.1)
Lemma C.1. Let f ∈ C∞(R2), then
dk
dtk
∣∣∣∣
t=0
f(tx, t2y) =
∑
i+2j=k
k!
i!j!
xiyj
∂i+jf
∂xi∂yj
(0, 0).
Proof. It is clear that the left hand side is an expression of the form∑
i+2j=k
cijkx
iyj
∂i+jf
∂xi∂yj
(0, 0)
with certain non-negative integer coefficients cijk. By riffle shuffle permutation the coef-
ficients cijk are divisible by
(
k
i
)
and the normalized coefficients c˜ijk :=
(
k
i
)−1
cijk satisfy
d2j
dt2j
∣∣∣∣
t=0
ϕ(t2y) = c˜ijk
∂jϕ
∂yj
(0) ∀ϕ ∈ C∞(R).
By Faà di Bruno’s Formula (C.1) we have c˜ijk =
(2j)!
j! . Hence cijk =
(i+2j)!
i!j! .
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For commuting variables x1, . . . , xn and m ∈ Z≥0 the Multinomial Theorem holds:
(x1 + · · ·+ xn)m =
∑
α∈Zn≥0
|α|=m
m!
α1! · · ·αn!x
α1
1 · · ·xαnn . (C.2)
For a ∈ R and n ∈ Z≥0 let (a)n = a(a + 1) · · · (a + n − 1) denote the Pochhammer
symbol. For multiindices α ∈ Nn and x ∈ Rn we further write
(x)α = (x1)α1 · · · (xn)αn .
Lemma C.2. For any x ∈ Rn and m ∈ N we have∑
|α|=m
(x)α
α!
=
(x1 + · · ·+ xn)m
m!
Proof. The proof is by induction on n. For n = 1 the statement is obvious. For the
induction step write x = (x′, xn) ∈ Rn−1 × R = Rn and α = (β, k) with β ∈ Zn−1≥0 and
0 ≤ k ≤ m, then
∑
|α|=m
(x)α
α!
=
m∑
k=0
(xn)k
k!
∑
|β|=m−k
(x′)β
β!
=
m∑
k=0
(xn)k(x1 + · · ·+ xn−1)m−k
k!(m− k)!
=
(x1 + · · ·+ xn−1 + xn)m
m!
,
where, in the last step, we have used the identity
m∑
k=0
(
m
k
)
(a)k(b)m−k = (a+ b)m
which is equivalent to the Vandermonde identity
m∑
k=0
(
a
k
)(
b
m− k
)
=
(
a+ b
m
)
since 1
k! (a)k = (−1)k
(
−a
k
)
.
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