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Given a complex matrix equation AXA∗ = B, where B∗ = ±B, we
present explicit formulas for themaximal andminimal ranksofHer-
mitian (skew-Hermitian) solutions X to the equation as well as the
maximal andminimal ranks of the real matrices X0 and X1 in a Her-
mitian (skew-Hermitian) solution X = X0 + iX1. As applications,
we give the maximal and minimal ranks of the real matrices C and
D in a Hermitian (skew-Hermitian) g-inverse ( A + iB )− = C + iD
of a Hermitian (skew-Hermitian) matrix A + iB.
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1. Introduction
Throughout the paper, Rm×n and Cm×n denote the sets of all m × n real and complex matrices,
respectively; AT , A∗ and r(A) stand for the transpose, conjugate transpose and rank of A ∈ Cm×n,
respectively. The Moore–Penrose inverse of A ∈ Cm×n, symbolized by A†, is deﬁned to be the unique
matrix X ∈ Cn×m satisfying the four matrix equations
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(i) AXA = A, (ii) XAX = X , (iii) (AX)∗ = AX , (iv) (XA)∗ = XA.
Furthermore, EA and FA are the orthogonal projectors EA = Im − AA† and FA = In − A†A onto the null
spaces of A∗ and A, respectively. One of the most important applications of Moore–Penrose inverses is
to derive some closed-form formulas for ranks of partitioned matrices, as well as general solutions of
matrix equations (see Lemma 1.1 and Theorems 2.1 and 3.1 below).
Consider the linear matrix equation
AXA∗ = B, (1.1)
where A ∈ Cm×n and B ∈ Cm×m are given with B∗ = ±B, and X ∈ Cn×n is unknown (matrix). Such
a matrix equation with symmetric pattern appears frequently in matrix theory and applications such
as in statistics, vibration theory, etc., and has been investigated by several authors from different
aspects [1–5,20]. For example, Khatri and Mitra [5] revealed necessary and sufﬁcient conditions for
(1.1) to have a Hermitian solution and gave the general Hermitian solution of (1.1) through generalized
inverses of matrices. Groß [3,4] showed the possible minimal rank for nonnegative-deﬁnite solutions
of (1.1). Through singular value decompositions (SVDs) of matrices, Dai and Lancaster [2] presented
the numerical symmetric solutions to (1.1) over R; Zhang and Cheng [20] derived rank-constrained
Hermitian nonnegative-deﬁnite solutions of (1.1) by using SVDs twice; andWei andWang [19] studied
the rank-constrained least square Hermitian nonnegative-deﬁnite solutions of (1.1).
Notice that solutions to a general matrix equation are not necessarily unique. Hence ranks of
solutions to a general matrix equation may vary with respect to the choice of solutions. In the in-
vestigations to matrix equations and their applications, some restrictions on ranks of solutions, called
rank-constrained or ﬁxed-rank solutions, are preassembly added. In such cases, it is necessary to
know the maximal and minimal possible ranks of the solutions. The aim of this paper is to derive the
maximal andminimal ranks of the Hermitian (skew-Hermitian) solutions to (1.1). Note that a complex
solution X to (1.1) can be written as X = X0 + iX1, where X0 and X1 are two real matrices. Hence we
shall also derive the maximal and minimal ranks of the two real matrices X0 and X1 in a Hermitian
(skew-Hermitian) solution X = X0 + iX1 to (1.1).
It is well known that general solutions of linear matrix equations can always be written in some
matrixpencilswith arbitrary entries. As the rankof amatrix is aﬁnitenonnegative integer, themaximal
and minimal ranks of any matrix pencil with respect to the variable matrices in the pencil always
exist. Extremal ranks of matrix pencils can be used, for example, to derive some algebraic properties
of the pencils, such as, nonsingularity of the pencils, consistency of matrix equations associated with
the pencils, rank invariance and range invariance of the pencils, etc. The method through ranks of
matrices, called the matrix rank method, now plays an important role in characterizing properties
of matrix manipulations, and has been successfully used to solve many problems on equalities and
decompositions of matrices in matrix theory and applications. Some remarkable applications of the
matrix rank method in statistics can be found; e.g., in [8,9,11,13,15–18]. Recently, Tian and Liu [14]
studied extremal ranks of somematrix expressions with symmetric patterns, and showed that for two
givenmatricesA ∈ Cm×m andB ∈ Cm×n theminimal ranksA − BX ∓ X∗B∗ with respect toX ∈ Cn×m
are given by
min
X∈Cn×m
r(A − BX − X∗B∗) = r
[
A B
B∗ 0
]
− 2r(B) (A∗ = A), (1.2)
min
X∈Cn×m
r(A − BX + X∗B∗) = r
[
A B
B∗ 0
]
− 2r(B) (A∗ = −A). (1.3)
Furthermore, Liu and Tian [9] showed through a Hermitian-type SVD that
max
X∈Cn×m
r(A − BX − X∗B∗) = min
{
m, r
[
A B
B∗ 0
]}
(A∗ = A), (1.4)
max
X∈Cn×m
r(A − BX + X∗B∗) = min
{
m, r
[
A B
B∗ 0
]}
(A∗ = −A). (1.5)
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All these rank formulas have simple and closed formswith symmetric patterns and they can be used to
studymatrix pencilswith symmetric patterns. In particular, they can beused to characterize structures
and properties of solutions of matrix equations with symmetric patterns.
In this paper, we continue the work in [6,7,12] on extremal ranks of solutions of some matrix
equations and their applications. We shall consider the following four problems on solutions to the
equation in (1.1):
(I) The maximal and the minimal ranks of a Hermitian solution of (1.1), where B∗ = B.
(II) The maximal and minimal ranks of the two real matrices X0 and X1 in a Hermitian solution
X = X0 + iX1 of (1.1), where B∗ = B.
(III) The maximal and minimal ranks of a skew-Hermitian solution of (1.1), where B∗ = −B.
(IV) Themaximal andminimal ranks of the two realmatricesX0 and X1 in a skew-Hermitian solution
X = X0 + iX1 of (1.1), where B∗ = −B.
As applications, we show the maximal and minimal ranks of the real matrices C and D in a Hermitian
(skew-Hermitian) g-inverse ( A + iB )− = C + iD of Hermitian (skew-Hermitian) A + iB.
We begin with some lemmas on ranks of matrices and matrix equations.
Lemma 1.1 [10]. Let A ∈ Cm×n, B ∈ Cm×k and C ∈ Cl×n. Then
(a) r[A, B] = r(A) + r(EAB) = r(B) + r(EBA).
(b) r
[
A
C
]
= r(A) + r(CFA) = r(C) + r(AFC).
(c) r
[
A B
C 0
]
= r(B) + r(C) + r(EBAFC).
For a complex matrixM = M0 + iM1 ∈ Cm×n, the partitioned matrix
φ(M) =
[
M0 −M1
M1 M0
]
is called the real matrix representation ofM. Onemay verify that the real matrix representation φ(M)
of a complex matrixM has the following properties.
Lemma 1.2. Let M,N ∈ Cm×n. Then
(a) M = N ⇐⇒ φ(M) = φ(N).
(b) φ(M + N) = φ(M) + φ(N), φ(MN) = φ(M)φ(N), φ(kM) = kφ(M), k ∈ R.
(c) φ(M∗) = φT (M),φ(M†) = φ†(M).
(d) φ(M) = K2mφ(M)K−12n , where K2t =
[
0 It−It 0
]
, t = m, n.
(e) r[φ(M)] = 2r(M).
(f) M∗ = M ⇐⇒ φT (M) = φ(M), and M∗ = −M ⇐⇒ φT (M) = −φ(M).
2. Ranks of Hermitian solutions to AXA∗ = B
Theorem 2.1. Let A ∈ Cm×n and B∗ = B ∈ Cm×m be given. Then
(a) [5] The matrix equation
AXA∗ = B, X ∈ Cn×n (2.1)
has a Hermitian solution if and only if
AA†B = B. (2.2)
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In this case, the general Hermitian solution of (2.1) can be written in the parametric form
X = A†B(A†)∗ + FAV + V∗FA, (2.3)
where V ∈ Cn×n is arbitrary.
(b) Under (2.2), the maximal and minimal ranks of Hermitian solutions to (2.1) are given by
max
AXA∗=B
X∗=X
r(X) = min {n, 2n + r(B) − 2r(A)} , (2.4)
min
AXA∗=B
X∗=X
r(X) = r(B). (2.5)
(c) Under (2.2), the rank of Hermitian solutions to (2.1) is invariant if and only if r(A) = n or r(B) = n.
Proof. Applying (1.2) and (1.4) to (2.3) gives
max
AXA∗=B
X∗=X
r(X) = max
V
r
[
A†B(A†)∗ + FAV + V∗FA
]
= min
{
n, r
[
A†B(A†)∗ FA
EA∗ 0
]}
, (2.6)
min
AXA∗=B
X∗=X
r(X) = min
V
r
[
A†B(A†)∗ + FAV + V∗FA
]
= r
[
A†B(A†)∗ FA
EA∗ 0
]
− 2r(FA). (2.7)
It is easy to see from Lemma 1.1(b) that r(FA) = n − r(A). We can also derive by Lemma 1.1 and
elementary block matrix operations (EBMOs) that
r
[
A†B(A†)∗ FA
EA∗ 0
]
= r
⎡⎣A†B(A†)∗ In 0In 0 A∗
0 A 0
⎤⎦− 2r(A)
= r
⎡⎣0 In 0In 0 0
0 0 B
⎤⎦− 2r(A)
= 2n + r(B) − 2r(A).
Substituting these rank equalities into (2.6) and (2.7) yields (2.4) and (2.5). Setting (2.4) and (2.5)
equal to each other leads to (c). 
In what follows, we use (1.2)–(1.5) to derive the extremal ranks of the real and imaginary parts of
Hermitian solutions to (2.1).
Theorem 2.2. Let A = A0 + A1i ∈ Cm×n and B∗ = B = B0 + B1i ∈ Cm×m be given. Then
(a) The matrix Eq. (2.1) has a Hermitian solution if and only if the real matrix equation[
A0 −A1
A1 A0
] [
Y1 Y2
Y3 Y4
] [
AT0 A
T
1−AT1 AT0
]
=
[
B0 −B1
B1 B0
]
(2.8)
has a symmetric solution overR. In this case, the general Hermitian solution of (2.1) can bewritten as
X = X0 + iX1 = 1
2
(Y1 + Y4) + i
2
(
YT2 − Y2
)
, (2.9)
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where YT1 = Y1, YT4 = Y4 and Y3 = YT2 are general solutions of (2.8) overR. Written in parametric
forms, X0 and X1 in (2.8) are given by
X0 = 1
2
[
P1φ
†(A)φ(B)(φ†(A))TPT1 + P2φ†(A)φ(B)(φ†(A))TPT2
]
+ [P1Fφ(A), P2Fφ(A)] [V1V2
]
+
[
VT1 , V
T
2
] [Fφ(A)PT1
Fφ(A)P
T
2
]
, (2.10)
X1 = 1
2
[
P2φ
†(A)φ(B)(φ†(A))TPT1 − P1φ†(A)φ(B)(φ†(A))TPT2
]
− [−P2Fφ(A), P1Fφ(A)] [V1V2
]
+
[
VT1 , V
T
2
] [−Fφ(A)PT2
Fφ(A)P
T
1
]
, (2.11)
where P1 = [In, 0], P2 = [0, In], and V1 and V2 are arbitrary real matrices with appropriate sizes,
or equivalently,
X0 = Re
[
A†B(A∗)†
]
+ [P1Fφ(A), P2Fφ(A)] [V1V2
]
+
[
VT1 , V
T
2
] [Fφ(A)PT1
Fφ(A)P
T
2
]
, (2.12)
X1 = Im
[
A†B(A∗)†
]
− [−P2Fφ(A), P1Fφ(A)] [V1V2
]
+
[
VT1 , V
T
2
] [−Fφ(A)PT2
Fφ(A)P
T
1
]
. (2.13)
(b) Denote
S0 =
{
XT0 = X0 ∈ Rn×n|XT1 = −X1, A(X0 + iX1)A∗ = B
}
,
S1 =
{
XT1 = −X1 ∈ Rn×n |XT0 = X0, A(X0 + iX1)A∗ = B
}
.
Then
(i) The maximal and minimal ranks of the real matrix X0 in a Hermitian solution X = X0 + iX1 to
(2.1) are given by
max
X0∈S0
r(X0) = min
⎧⎨⎩n, r
⎡⎣B0 −B1 A0B1 B0 A1
AT0 A
T
1 0
⎤⎦+ 2n − 4r(A)
⎫⎬⎭ , (2.14)
min
X0∈S0
r(X0) = r
⎡⎣B0 −B1 A0B1 B0 A1
AT0 A
T
1 0
⎤⎦− 2r [A0
A1
]
. (2.15)
(ii) The maximal and minimal ranks of the real matrix X1 in a Hermitian solution X = X0 + iX1 to
(2.1) are given by
max
X1∈S1
r(X1) = min
⎧⎨⎩n, r
⎡⎣B0 −B1 A0B1 B0 A1
AT1 −AT0 0
⎤⎦+ 2n − 4r(A)
⎫⎬⎭ , (2.16)
min
X1∈ S1
r(X1) = r
⎡⎣B0 −B1 A0B1 B0 A1
AT1 −AT0 0
⎤⎦− 2r [A0
A1
]
. (2.17)
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Proof. Assume that X = X0 + iX1 is a Hermitian solution of (2.1). Thenwe obtain from Lemma 1.2(a)–
(c) that
φ(A)φ(X)φT (A) = φ(B), φT (X) = φ(X).
Conversely, assume that Y =
[
Y1 Y2
YT2 Y4
]
satisﬁes
φ(A)YφT (A) = φ(B), YT = Y .
Then applying Lemma 1.2(d) yields
[
K2mφ(A)K
−1
2n
]
Y
[
K2nφ
T (A)K−12m
]
= K2mφ(B)K−12m , that is,
φ(A)K−12n YK2nφT (A) = φ(B).
Hence
Y˜ = 1
2
( Y + K−12n YK2n) =
1
2
[
Y1 Y2
YT2 Y4
]
+ 1
2
[
Y4 −YT2−Y2 Y1
]
= 1
2
[
Y1 + Y4 Y2 − YT2
YT2 − Y2 Y1 + Y4
]
satisﬁes
φ(A)Y˜φT (A) = φ(B), Y˜ T = Y˜ , φ(X˜) = Y˜ ,
where X˜ = 1
2
(Y1 + Y4) + i2 (YT2 − Y2) is Hermitian. Applying Lemma 1.2(a) to this equality, we see
that (2.9) is the general Hermitian solution of (2.1). Observe that the submatrices Y1, Y2 and Y4 in (2.8)
can be written as
Y1 = P1YPT1 , Y2 = P1YPT2 , Y4 = P2YPT2 ,
and from (2.3) the general symmetric solution of (2.8) can be written as
Y = φ†(A)φ(B)(φ†(A))T + 2Fφ(A) [V1, V2] + 2
[
VT1
VT2
]
Fφ(A),
where V1, V2 ∈ R2n×n are arbitrary. Hence,
Y1 = P1YPT1 = P1φ†(A)φ(B)(φ†(A))TPT1 + 2P1Fφ(A)V1 + 2VT1 Fφ(A)PT1 ,
Y2 = P1YPT2 = P1φ†(A)φ(B)(φ†(A))TPT2 + 2P1Fφ(A)V2 + 2VT1 Fφ(A)PT2 ,
Y4 = P2YPT2 = P2φ†(A)φ(B)(φ†(A))TPT2 + 2P2Fφ(A)V2 + 2VT2 Fφ(A)PT2 .
Substituting these into (2.9) yields the real matrices X0 and X1 in (2.10) and (2.11).
Applying (1.2) and (1.4) to (2.10) reveals
max
X0∈S0
r(X0) = min{n, r(M)}, (2.18)
min
X0∈S0
r(X0) = r(M) − 2r[P1Fφ(A), P2Fφ(A)], (2.19)
where
M =
⎡⎢⎢⎣
1
2
[
P1φ
†(A)φ(B)(φ†(A))T PT1 + P2φ†(A)φ(B)(φ†(A))T PT2
]
P1Fφ(A) P2Fφ(A)
Eφ(A∗)PT1 0 0
Eφ(A∗)PT2 0 0
⎤⎥⎥⎦ .
Note that φ(A)φ†(A)φ(B) = φ(B). It is not difﬁcult to derive by Lemma 1.1 that
r[P1Fφ(A), P2Fφ(A)] = r
⎡⎣ P1 P2φ(A) 0
0 φ(A)
⎤⎦− 2r[φ(A)]
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= r
⎡⎢⎢⎣
−A1 0 −A0
A0 0 −A1
0 A0 −A1
0 A1 A0
⎤⎥⎥⎦+ n − 2r[φ(A)]
= r
⎡⎢⎢⎣
−A1 0 0
A0 0 0
0 A0 −A1
0 A1 A0
⎤⎥⎥⎦+ n − 2r[φ(A)]
= r
[
A0
A1
]
+ n − 2r(A),
r(M)
= r
⎡⎢⎣
1
2
[P1φ†(A)φ(B)(φ†(A))T PT1 + P2φ†(A)φ(B)(φ†(A))T PT2 ] P1Fφ(A) P2Fφ(A)
Eφ(A∗)PT1 0 0
Eφ(A∗)PT2 0 0
⎤⎥⎦
= r
⎡⎢⎢⎢⎢⎢⎣
1
2
[P1φ†(A)φ(B)(φ†(A))T PT1 + P2φ†(A)φ(B)(φ†(A))T PT2 ] P1 P2 0 0
PT1 0 0 φ(A
∗) 0
PT2 0 0 0 φ(A
∗)
0 φ(A) 0 0 0
0 0 φ(A) 0 0
⎤⎥⎥⎥⎥⎥⎦
− 2r[φ(A)] − 2r[φ(A∗)]
= r
⎡⎢⎢⎢⎢⎢⎣
0 P1 P2 0 0
PT1 0 0 φ
T (A) 0
PT2 0 0 0 φ
T (A)
− 1
2
φ(B)(φ†(A))T PT1 φ(A) 0 0 0
− 1
2
φ(B)(φ†(A))T PT2 0 φ(A) 0 0
⎤⎥⎥⎥⎥⎥⎦− 2r[φ(A)] − 2r[φT (A)]
= r
⎡⎢⎢⎢⎢⎢⎣
0 P1 P2 0 0
PT1 0 0 φ
T (A) 0
PT2 0 0 0 φ
T (A)
0 φ(A) 0 φ(B) 0
0 0 φ(A) 0 φ(B)
⎤⎥⎥⎥⎥⎥⎦− 2r[φ(A)] − 2r[φT (A)]
= r
⎡⎢⎣ 0 −A
T
1 A
T
0−A1 B0 −B1
A0 B1 B0
⎤⎥⎦+ 2n − r[φ(A)] − r[φT (A)]
= r
⎡⎢⎣B0 −B1 A0B1 B0 A1
AT0 A
T
1 0
⎤⎥⎦+ 2n − 4r(A).
Substituting these two rank equalities into (2.18) and (2.19) implies (2.14) and (2.15). Applying (1.3)
and (1.5) to (2.11) yields
max
X1∈ S1
r(X1) = min{n, r(N)}, (2.20)
min
X1∈ S1
r(X1) = r(N) − 2r [−P2Fφ(A), P1Fφ(A)] , (2.21)
where
N =
⎡⎢⎣
1
2
[P2φ†(A)φ(B)(φ†(A))TPT1 − P1φ†(A)φ(B)(φ†(A))TPT2 ] −P2Fφ(A) P1Fφ(A)−Eφ(A∗)PT2 0 0
Eφ(A∗)PT1 0 0
⎤⎥⎦ .
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With a similar discussion, we have
r[−P2Fφ(A), P1Fφ(A)] = r
[
A0
A1
]
+ n − 2r(A),
r(N) = r
⎡⎣B0 −B1 A0B1 B0 A1
AT1 −AT0 0
⎤⎦+ 2n − 4r(A).
Substituting these two rank equalities into (2.20) and (2.21) yields (2.16) and (2.17). 
Comparing (2.14) and (2.15), (2.16) and (2.17) leads to the following two inequalities
r
⎡⎣B0 −B1 A0B1 B0 A1
AT0 A
T
1 0
⎤⎦− 2r [A0
A1
]
min
⎧⎨⎩n, r
⎡⎣B0 −B1 A0B1 B0 A1
AT0 A
T
1 0
⎤⎦+ 2n − 4r(A)
⎫⎬⎭ ,
r
⎡⎣B0 −B1 A0B1 B0 A1
AT1 −AT0 0
⎤⎦− 2r [A0
A1
]
min
⎧⎨⎩n, r
⎡⎣B0 −B1 A0B1 B0 A1
AT1 −AT0 0
⎤⎦+ 2n − 4r(A)
⎫⎬⎭ ,
that is,
r
⎡⎣B0 −B1 A0B1 B0 A1
AT0 A
T
1 0
⎤⎦ 2r [A0
A1
]
+ n,
r
⎡⎣B0 −B1 A0B1 B0 A1
AT1 −AT0 0
⎤⎦ 2r [A0
A1
]
+ n, 2r(A) r
[
A0
A1
]
+ n.
(2.22)
The third inequality in (2.22) is obvious from Lemma 1.2(e). However, the ﬁrst and second inequal-
ities in (2.22) are not so obvious from the structures of the two 3 × 3 block matrices.
Corollary 2.3. Let A ∈ Cm×n and B∗ = B ∈ Cm×m be given, and assume that (2.1) has a Hermitian
solution. Then
(a) The following statements are equivalent:
(i) Eq. (2.1) has a real symmetric solution.
(ii) r
⎡⎣B0 −B1 A0B1 B0 A1
AT1 −AT0 0
⎤⎦ = 2r [A0
A1
]
.
(iii) The real matrix equation
[
A0
A1
]
Z1 + Z2
[
AT1, −AT0
]
=
[
B0 −B1
B1 B0
]
is solvable for Z1 and Z2.
(b) The following statements are equivalent:
(i) Eq. (2.1) has a real symmetric solution only.
(ii) r
⎡⎣B0 −B1 A0B1 B0 A1
AT1 −AT0 0
⎤⎦ = 4r(A) − 2n.
(iii) r(A) = n and r
⎡⎣B0 −B1 A0B1 B0 A1
AT1 −AT0 0
⎤⎦ = 2n.
(iv) r(A) = n and Im
[
A†B(A∗)†
]
= 0.
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In this case, (2.1) has a unique real symmetric solution X = A†B(A†)∗.
(c) The following statements are equivalent:
(i) Eq. (2.1) has a pure imaginary Hermitian solution.
(ii) r
⎡⎣B0 −B1 A0B1 B0 A1
AT0 A
T
1 0
⎤⎦ = 2r [A0
A1
]
.
(iii) The real matrix equation
[
A0
A1
]
Z1 + Z2
[
AT1, A
T
0
]
=
[
B0 −B1
B1 B0
]
is solvable for Z1 and Z2.
(d) The following statements are equivalent:
(i) Eq. (2.1) has a pure imaginary Hermitian solution only.
(ii) r
⎡⎣B0 −B1 A0B1 B0 A1
AT0 A
T
1 0
⎤⎦ = 4r(A) − 2n.
(iii) r(A) = n and r
⎡⎣B0 −B1 A0B1 B0 A1
AT0 A
T
1 0
⎤⎦ = 2n.
(iv) r(A) = n and Re[A†B(A∗)†] = 0.
In this case, (2.1) has a unique pure imaginary solution X = A†B(A†)∗.
Proof. We only show the equivalence of (i) and (iv) in (b). It can be seen from (2.13) that (2.1) only has
real symmetric solutions if and only if
Im[A†B(A∗)†] = 0 and [−P2Fφ(A), P1Fφ(A)] = 0.
The second equality is equivalent to r(A) = n. In this case, (2.12) can be written as
X0 = Re
[
A†B(A∗)†
]
= Re
[
A†B(A∗)†
]
+ iIm
[
A†B(A∗)†
]
= A†B(A∗)†. 
3. Ranks of skew-Hermitian solutions to AXA∗ = B
The case of B = B∗ was discussed in the previous section. If it is replaced by B = −B∗, then we can
get some similar results as follows; the proofs are omitted.
Theorem 3.1. Let A ∈ Cm×n and −B∗ = B ∈ Cm×m be given. Then
(a) [14] The matrix equation
AXA∗ = B, X ∈ Cn×n (3.1)
has a skew-Hermitian solution if and only if
AA†B = B. (3.2)
In this case, the general skew-Hermitian solution can be written in the following parametric form
X = A†B(A†)∗ + FAV − V∗FA, (3.3)
where V ∈ Cn×n is arbitrary.
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(b) Under (3.2), the maximal and minimal ranks of skew-Hermitian solution to (3.1) are given by
max
AXA∗=B
X∗=−X
r(X) = min {n, 2n + r(B) − 2r(A)} ,
min
AXA∗=B
X∗=−X
r(X) = r(B).
(c) Under (3.2), the rank of skew-Hermitian solutions to (3.1) is invariant if and only if r(A) = n or
r(B) = n.
Theorem 3.2. Let A = A0 + A1i ∈ Cm×n and −B∗ = B = B0 + B1i ∈ Cm×m be given. Then
(a) Eq. (3.1) has a skew-Hermitian solution if and only if the real matrix equation
[
A0 −A1
A1 A0
] [
Y1 Y2
Y3 Y4
] [
AT0 A
T
1−AT1 AT0
]
=
[
B0 −B1
B1 B0
]
(3.4)
has a real skew-symmetric solution overR. In this case, the general skew-Hermitian solution of (3.1)
can be written as
X = X0 + iX1 = 1
2
(Y1 + Y4) − i
2
(
Y2 + YT2
)
, (3.5)
where YT1 = −Y1, YT4 = −Y4 and Y3 = −YT2 are general solutions of (3.4) over R. Written in
parametric forms, X0 and X1 in (3.5) are given by
X0 = 1
2
[
P1φ
†(A)φ(B)(φ†(A))TPT1 + P2φ†(A)φ(B)(φ†(A))TPT2
]
+ [P1Fφ(A), P2Fφ(A)] [V1V2
]
−
[
VT1 , V
T
2
] [Fφ(A)PT1
Fφ(A)P
T
2
]
, (3.6)
X1 = 1
2
[
−P1φ†(A)φ(B)(φ†(A))TPT2 + P2φ†(A)φ(B)(φ†(A))TPT1
]
+ [−P2Fφ(A), P1Fφ(A)] [V1V2
]
+
[
VT1 , V
T
2
] [−Fφ(A)PT2
Fφ(A)P
T
1
]
, (3.7)
where P1 = [In, 0], P2 = [0, In], and V1 and V2 are arbitrary real matrices of appropriate sizes, or
equivalently,
X0 = Re
[
A†B(A∗)†
]
+ [P1Fφ(A), P2Fφ(A)] [V1V2
]
−
[
VT1 , V
T
2
] [Fφ(A)PT1
Fφ(A)P
T
2
]
, (3.8)
X1 = Im
[
A†B(A∗)†
]
+ [−P2Fφ(A), P1Fφ(A)] [V1V2
]
+
[
VT1 , V
T
2
] [−Fφ(A)PT2
Fφ(A)P
T
1
]
. (3.9)
(b) Denote
H0 =
{
XT0 = −X0 ∈ Rn×n|XT1 = X1, A(X0 + iX1)A∗ = B
}
,
H1 =
{
XT1 = X1 ∈ Rn×n|XT0 = −X0, A(X0 + iX1)A∗ = B
}
.
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Then
(i) The maximal and minimal ranks of the real matrix X0 in a skew-Hermitian solution X = X0 + iX1
to (3.1) are given by
max
X0∈ H0
r(X0) = min
⎧⎨⎩n, r
⎡⎣B0 −B1 A0B1 B0 A1
AT0 A
T
1 0
⎤⎦+ 2n − 4r(A)
⎫⎬⎭ ,
min
X0∈ H0
r(X0) = r
⎡⎣B0 −B1 A0B1 B0 A1
AT0 A
T
1 0
⎤⎦− 2r [A0
A1
]
.
(ii) The maximal and minimal ranks of the real matrix X1 in a skew-Hermitian solution X = X0 + iX1
to (3.1) are given by
max
X1∈ H1
r(X1) = min
⎧⎨⎩n, r
⎡⎣B0 −B1 A0B1 B0 A1
AT1 −AT0 0
⎤⎦+ 2n − 4r(A)
⎫⎬⎭ ,
min
X1∈ H1
r(X1) = r
⎡⎣B0 −B1 A0B1 B0 A1
AT1 −AT0 0
⎤⎦− 2r [A0
A1
]
.
Corollary 3.3. LetA ∈ Cm×n and−B∗ = B ∈ Cm×m begiven,andassumethat (3.1)hasa skew-Hermitian
solution. Then
(a) Eq. (3.1) has a real skew-symmetric solution if and only if
r
⎡⎣B0 −B1 A0B1 B0 A1
AT1 −AT0 0
⎤⎦ = 2r [A0
A1
]
.
(b) All the skew-Hermitian solutions of (3.1) are real skew-symmetric if and only if
r
⎡⎣B0 −B1 A0B1 B0 A1
AT1 −AT0 0
⎤⎦ = 4r(A) − 2n,
or equivalently
r(A) = n, and r
⎡⎣B0 −B1 A0B1 B0 A1
AT1 −AT0 0
⎤⎦ = 2n.
(c) Eq. (3.1) has a pure imaginary skew-Hermitian solution if and only if
r
⎡⎣B0 −B1 A0B1 B0 A1
AT0 A
T
1 0
⎤⎦ = 2r [A0
A1
]
.
(d) All the skew-Hermitian solutions of (3.1) are pure imaginary if and only if
r
⎡⎣B0 −B1 A0B1 B0 A1
AT0 A
T
1 0
⎤⎦ = 4r(A) − 2n,
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or equivalently,
r(A) = n and r
⎡⎣B0 −B1 A0B1 B0 A1
AT0 A
T
1 0
⎤⎦ = 2n.
4. Applications
LetA = A0 + iA1 be a squarematrix. AmatrixX is called aHermitian (skew-Hermitian) g-inverse of
A, denoted by A
−
h (A
−
sh) if it satisﬁes AXA = A and X = X∗ (X = −X∗). It is well known that Hermitian
(skew-Hermitian) g-inverse of a square matrix does not necessarily exist. If, however, A is Hermitian
(skew-Hermitian), A
−
h (A
−
sh) does exist. In this section, we give the maximal and minimal ranks of
real and pure imaginary parts in the Hermitian (skew-Hermitian) g-inverse of a Hermitian (skew-
Hermitian) matrix.
Theorem 4.1. Let A∗ = A = A0 + iA1 ∈ Cn×n be given, let {A−h } stand for the set of all Hermitian g-
inverses of A, and denote
U0 =
{
CT = C ∈ Rn×n|C + iD ∈ {A−h }
}
,
U1 =
{
DT = −D ∈ Rn×n|C + iD ∈ {A−h }
}
.
Then
(a) The maximal and minimal ranks of the real matrix C in a Hermitian g-inverse C + iD of A are given
by
max
C∈ U0
r(C) = min
{
n, r(A0) + 2n − r
[
A0 −A1
A1 A0
]}
,
min
C∈ U0
r(C) = r(A0) + r
[
A0 −A1
A1 A0
]
− 2r
[
A0
A1
]
.
(b) The maximal and minimal ranks of the real matrix D in a Hermitian g-inverse C + iD of A are given
by
max
D∈U1
r(D) = min
{
n, r(A1) + 2n − r
[
A0 −A1
A1 A0
]}
,
min
D∈ U1
r(D) = r(A1) + r
[
A0 −A1
A1 A0
]
− 2r
[
A0
A1
]
.
Proof. It follows by replacing B with A in Theorem 2.2. Note that A∗ = A ⇐⇒ φT (A) = φ(A). 
Corollary 4.2. Let A∗ = A = A0 + iA1 ∈ Cn×n be given, and letU0 andU1 be as given in Theorem 4.1.
Then
(a) A has a real symmetric g-inverse if and only if
r
[
A0 −A1
A1 A0
]
= 2r
[
A0
A1
]
− r(A1).
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(b) A has a pure imaginary Hermitian g-inverse if and only if
r
[
A0 −A1
A1 A0
]
= 2r
[
A0
A1
]
− r(A0).
Theorem 4.3. Let −A∗ = A = A0 + iA1 ∈ Cn×n be given, and let {A−sh} stand for the set of all skew-
Hermitian g-inverses of A. Also denote
V0 =
{
CT = −C ∈ Rn×n|C + iD ∈ {A−sh}
}
,
V1 =
{
DT = D ∈ Rn×n|C + iD ∈ {A−sh}
}
.
Then
(a) The maximal and minimal ranks of the real matrix C in a skew-Hermitian g-inverse C + iD of A are
given by
max
C∈ V0
r(C) = min
{
n, r(A0) + 2n − r
[
A0 −A1
A1 A0
]}
,
min
C∈ V0
r(C) = r(A0) + r
[
A0 −A1
A1 A0
]
− 2r
[
A0
A1
]
.
(b) The maximal and minimal ranks of the real matrix D in a skew-Hermitian g-inverse C + iD of A are
given by
max
D∈V1
r(D) = min
{
n, r(A1) + 2n − r
[
A0 −A1
A1 A0
]}
,
min
D∈ V1
r(D) = r(A1) + r
[
A0 −A1
A1 A0
]
− 2r
[
A0
A1
]
.
Proof. It follows by replacing B with A in Theorem 3.2. Note that A = −A∗ ⇔ φ(A) = −φT (A). 
Corollary 4.4. Let −A∗ = A = A0 + iA1 ∈ Cn×n be given, and let V0 and V1 be as given in Theorem
4.3. Then
(a) A has a real skew-symmetric g-inverse if and only if
r
[
A0 −A1
A1 A0
]
= 2r
[
A0
A1
]
− r(A1).
(b) A has a pure imaginary skew-Hermitian g-inverse if and only if
r
[
A0 −A1
A1 A0
]
= 2r
[
A0
A1
]
− r(A0).
Remark 4.5. In addition to Hermitian (skew-Hermitian) g-inverses of Hermitian (skew-Hermitian)
matrices, a matrix X is called a Hermitian (skew-Hermitian) {i, . . . , j}-inverse of A, denoted by A(i,...,j)h
(A
(i,...,j)
sh ) if it satisﬁes the ith, …, jth equations in the deﬁnition of the Moore–Penrose inverse and
X = X∗(X = −X∗). Correspondingly, A(i,...,j)h (A(i,...,j)sh ) can be expanded as
(A0 + iA1)(i,...,j)h = C + iD, (A0 + iA1)(i,...,j)sh = C + iD.
In such cases, it would be interesting to derive the maximal and minimal ranks of the two real
matrices C and D in a Hermitian (skew-Hermitian) {i, . . . , j}-inverse of A0 + iA1.
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