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We show that a standard Z-analytic triangular UHF algebra has a product type
counting cocycle iff it is isomorphic to the odometer triangular UHF algebra. This
result is used to construct an example of a Z-analytic triangular UHF algebra with
nonproduct type counting cocycle, which shows that a locally constant cocycle is
not necessarily of product type.  1998 Academic Press
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1. INTRODUCTION
A UHF algebra A can be viewed as the infinite tensor product } Mni
of full matrix algebras, and as such, a natural class of automorphisms
of A is the class of product type automorphisms. A one-parameter
automorphism group : of A is of product type if there is a sequence of
one-parameter groups of unitaries u (i)t # Mni such that :t is the pointwise
limit of automorphisms of the form Ad(}Ni=1 u
(i)
t ), and we will use the
notation :=Ad(}i=1 ui), to denote it. If, in addition, the automorphism
group : fixes the diagonal D=} Dni of A (where Dni are the diagonal
ni_ni matrices), then : is also implemented by a continuous real-valued
1-cocycle d on the groupoid R supporting A [V1, Theorem 3.5].
We pause to recall a few facts about UHF algebras and their groupoids.
First, a groupoid R supporting a UHF algebra A is an equivalence rela-
tion on the Cantor set [R, page 128], such that A can be realized as an
algebra C*(R) of continuous functions on R, and, in particular, the matrix
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units of the finite-dimensional approximants }Ni=1 Mni of A correspond
to characteristic functions of compact open G-sets of R [R, Proposition
III.1.15]. Second, a continuous real-valued 1-cocycle d on R (to which we
will refer just as a cocycle), is a continuous homomorphism from R to R
(the real numbers), and it implements an automorphism group :d of A
given by pointwise multiplication by the character induced by the cocycle,
namely :dt ( f )(x, y)=exp(itd(x, y)) f (x, y). Third, if we have a product
type automorphism : implemented by a cocycle d, then d can be decom-
posed along the factorization Ad(} ui) of : into a sum  di of cocycles di
on the groupoids supporting Mni . d is said to be a cocycle of product type.
From the above mentioned decomposition of a product type cocycle, it
is clear that d is constant on the supports of the matrix units, and since the
collection of these supports constitutes a base for the topology of R, it
follows that a product type cocycle is locally constant (Theorem 2.10).
It has been a question for some time whether a locally constant cocycle
on a UHF groupoid is necessarily of product type. In this paper we answer
that question in the negative. In fact, we give an example of a locally con-
stant cocycle which is not of product type (and our techniques can be used
to create other similar examples).
Our example is obtained by considering Z-analytic triangular algebras.
These are the algebras supported in the semigroupoid where an integer-
valued cocycle is non-negative. Some Z-analytic algebras have two objects
associated with them: (a) a canonical integer valued cocycle that we call its
counting cocycle; and (b) an ordered Bratteli diagram [PoW, Section 3].
In the main theorem of this paper, Theorem 4.1, we show that a Z-analytic
TUHF algebra has a product type counting cocycle if and only if it has an
associated ordered Bratteli diagram of a specific kind. In the proof of this
theorem, the product type character of the counting cocycle provides,
through Theorem 2.10, a starting point for obtaining a representation of
the Z-analytic TUHF with an ordered Bratteli diagram of the desired kind.
Theorem 4.1 simplifies the task of constructing an example of a Z-analytic
triangular UHF algebra with nonproduct type counting cocycle (Example
5.1). We also compute the counting cocycle of Example 5.1 in terms of
the coordinates of the groupoid, in order to express the locally constant
nonproduct type cocycle explicitly.
Other examples of nonproduct type cocycles have been obtained in
[V2, Examples 3.1 and 3.6]. Both examples are coboundaries. B. Solel [S]
has also obtained an example of a nonproduct type cocycle that corre-
sponds to the standard embedding triangular UHF algebra. All of these
examples are not locally constant. In fact, the standard technique to show
that they are not of product type is to show that they are not locally con-
stant. These proofs increased the interest in the problem we address in this
paper, namely whether there are locally constant nonproduct type cocycles.
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Another important connection between the cocycle d on R and the
automorphism group :d it induces on R involves the spectral subspaces of
:d (see [A1, A2, and Pe, Chapter 8] for the definitions and main results
on spectral subspaces). Indeed, if a cocycle is locally constant, it follows
that the eigenvectors for :d have a dense span in A. This allows us to
translate the question about cocycles into the following question about
automorphisms of UHF algebras: Let : be an automorphism of the UHF
algebra A such that : fixes the diagonal elementwise. If the eigenvectors of
: have a dense span in A, does it follow that : is of product type? The
cocycle that we construct in Section 5 induces an automorphism that
shows that the answer to the previous question is negative.
This paper is organized as follows. Section 2 contains some preliminary
material on standard Z-analytic algebras and their ordered Bratteli diagrams,
and on product type cocycles. In section 3 we characterize the ordered
Bratteli diagrams of an odometer, a certain type of standard Z-analytic
algebra (Theorem 3.5). This result is used in section 4 in the proof of
Theorem 4.1, to which we referred above. We then use this theorem in
Section 5 to construct an example of a standard Z-analytic TUHF algebra
with nonproduct type counting cocycle (Example 5.1), and we express the
cocycle in terms of the groupoid. Finally, in section 6, we use the technique
employed in the proof of Theorem 4.1 to obtain a characterization of
another special type of standard Z-analytic TUHF algebra.
Part of the research for this paper was made while the first author was
visiting Iowa State University. He thanks J. Peters, Y. Poon, B. Wagner,
and their colleagues for their hospitality during his visit. The research for
this paper was concluded when both authors were visiting the University
of New Mexico. The authors thank T. Loring and F. Gilfeather for their
support and hospitality.
2. STANDARD Z-ANALYTIC TAF ALGEBRAS, THE COUNTING
COCYCLE, AND PRODUCT TYPE COCYCLES
In this section we present the main results concerning standard Z-analytic
TAF algebras and product type cocycles, established in [PPW, PoW, and
V2]. For proofs and more details, the reader is advised to consult those
three papers. The appropriate setting here is the class of AF algebras,
although our problem as described in the introduction is confined to the
subclass of UHF algebras.
An AF algebra A is an inductive limit  (An , .n) of finite dimensional
C*-algebras [An : 1n<] with .n : An / An+1 unital C*-embeddings.
A is a UHF algebra if each An can be chosen to be a factor. Using Mm to
denote the set of complex m_m matrices, and writing An=r(n)k=1 Mm(n, k) ,
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we can always choose a system of matrix units [e (nk)ij ] for each Mm(n, k) so
that (a) each .n(e (nk)ij ) is a sum of matrix units of An+1 , and (b) .n(Dn)
Dn+1 , where Dn , the diagonal of An , is the linear span of [e (nk)ii : 1
kr(n), 1im(n, k)].
The algebra D= (Dn , .n) is a maximal abelian self-adjoint subalgebra
of A, called a canonical masa of A. A triangular AF algebra T, or TAF
algebra, is a norm-closed subalgebra of A which satisfies T & T*=D.
We also use the notation TUHF for T if in addition A is UHF. A TAF
algebra T is said to be strongly maximal if the sequences [An] and [.n]
can be chosen so that T= (Tn , .n) with Tn maximal triangular in An
(i.e., Tn & Tn*=Dn and there is no larger subalgebra of An with the
same property). In this case, in fact, one can always arrange that Tn=
r(n)k=1 Tm(n, k) for each n, where Tm(n, k) is the set of upper triangular
matrices in Mm(n, k) . In the sequel, we will assume that every strongly maxi-
mal TAF algebra is given in this form. Finally, we say that a TAF algebra
T is strongly maximal in factors if it is strongly maximal TAF and in addi-
tion each An can be chosen to be a factor. Every such algebra is of course
TUHF, but the converse is not true: a strongly maximal TUHF algebra
need not be strongly maximal in factors [PoW, Remark 4.3 and Example 4.6].
The groupoid R associated with A as described in the introduction
(A$C*(R)) is a subset of X_X, where X denotes the spectrum of D.
If S is a closed subalgebra of A containing D, then there is an open
semigroupoid PR such that S$A(P)=[functions supported on P]
[MS, Theorem 4.1]. S is analytic if P=d &1([0, )) for some (con-
tinuous) real-valued cocycle d on R, and Z-analytic if d can be chosen to
be integer-valued. It follows that every analytic TAF algebra is strongly
maximal TAF [V1]. On the other hand, the following result characterizes
those strongly maximal TAF algebras which are Z-analytic.
Theorem 2.1 [PPW, Theorem 2.2]. Let A=C*(R) for an AF-
groupoid R and let T=A(P) be a strongly maximal TAF subalgebra of A.
For (x, y) # P, define d (x, y)=sup[s: there exist x0=x, x1 , ..., xs= y # X
with (xi&1 , xi) # P for all i], and if ( y, x) # P, define d (x, y)=&d ( y, x).
(a) If T is Z-analytic, then the function d is finite for all (x, y) # R
and d is a homomorphism of R into R (d (x, z)=d (x, y)+d ( y, z)).
(b) If d is finite and continuous, then T is Z-analytic via the cocycle d .
If (b) holds, then T is said to be a standard Z-analytic TAF algebra, and
d is the counting cocycle. However, d does not have to be continuous.
In fact, A. Donsig and A. Hopenwasser have constructed an example of a
non-standard Z-analytic TAF algebra [PPW, Example in Section 2].
4 VENTURA AND WAGNER
The following theorem shows that standard Z-analytic TAF algebras
have a very nice realization.
Theorem 2.2 [PoW, Proposition 2.8 and Theorem 2.9]. Every standard
Z-analytic TAF algebra T can be represented as  (Tn , _n), where Tn is the
set of upper triangular matrices in An=r(n)k=1 Mm(n, k) and _n has the form
_n \
r(n)
k=1
ak+= 
r(n+1)
l=1
\
ql
j=1
ak(l, j)+
with 1k(l, j)r(n). _n is known as a standard embedding. Conversely,
every inductive limit generated by standard embeddings of upper triangular
matrix algebras defines a standard Z-analytic TAF algebra.
One important consequence of Theorem 2.2 is that when a standard
Z-analytic algebra is represented as an inductive limit generated by standard
embeddings, then the value of the counting cocycle is constant on the sup-
ports of the matrix units of the finite dimensional approximants, and it is
attained at every approximant in the sense that if e (n)ij is a matrix unit in
Tn , then the common value of d on e^ (n)ij is j&i (the number of diagonal
matrix units between e(n)ii and e
(n)
jj plus one) (cf. [PoW, Lemma 2.7]).
It also follows from Theorem 2.2 that every standard Z-analytic algebra
has an associated ordered Bratteli diagram, described as follows. First, let
V and W be two non-empty finite sets. An ordered diagram from V to W
consists of a partially ordered set E and surjective maps r: E  W and
s: E  V such that e and e$ are comparable iff r(e)=r(e$). Sometimes we
just write E for (E, r, s). The elements of V and W are the vertices and the
elements of E are the edges of the diagram. In the sequel, it will be con-
venient to denote the vertices in a vertex set V by positive integers, i.e., V
is identified with an ordered k-tuple (1, ..., k). The particular identification
of vertices with integers is arbitrary, but is fixed for each vertex set.
Similarly, we will number the edges so that [e: r(e)= j] is identified with
an ordered l-tuple (1, ..., l). In this case, denoting the number of an edge
e by o(e), we will always number the edges so that o(e)<o(e$) iff e<e$.
Finally, we will also need to consider the corresponding ordered l-tuple
(s(e) : r(e)= j)=(s(1), s(2), ..., s(l)). Note that s(e) appears in the sequence
before s(e$) iff e<e$.
Now an ordered diagram (E, r, s) from V=[1, ..., k] to W=[1, ..., l]
determines a standard embedding _: ki=1 Mm(i) / 
l
j=1 Mn( j) by the
formula
_ \
k
i=1
ai+=
l
j=1 \
qj
p=1
as(e( j, p))+ ,
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where [e( j, p): p=1, ..., qj] is the ordered set of edges e which satisfy r(e)= j,
and n( j)=qjp=1 m(s(e( j, p))). Conversely, every standard embedding
determines an ordered diagram by the reverse correspondence.
Definition 2.3 [Po1, Po2, HPS, PoW]. An ordered Bratteli diagram
(V, E) consists of a vertex set
V=V0 _ V1 _ V2 ... (disjoint union of finite sets),
where V0 is a singleton, and an edge set
E=[(En , rn , sn) : n0],
where (En , rn , sn) is an ordered diagram from Vn to Vn+1 .
Given an ordered Bratteli diagram (V, E), let A0=C, and then use
(En , rn , sn) to define An+1 and standard embeddings _n : An / An+1 for
n0. We will denote  (An , _n) by AF(V, E), following the notation in
[PoW]. Let Tn and Dn be the sets of upper triangular and diagonal
matrices, respectively, in An . Then it follows from Theorem 2.2 that T=
 (Tn , _n) is a standard Z-analytic TAF algebra of A with diagonal
D= (Dn , _n). We will write T=TAF(V, E). Conversely, every standard
Z-analytic algebra T can be represented as TAF(V, E) for some (V, E).
Definition 2.4 [PoW]. Two ordered diagrams (E, r, s) and (E$, r$, s$)
from V to W are said to be order equivalent if there exists an order-preserving
bijection 8: E  E$ such that
r(e)=r$(8(e)) and s(e)=s$(8(e)).
We will write (E, r, s) $ord (E$, r$, s$) for order equivalence.
Note that, given A=ki=1 Mm(i) and B=
l
j=1 Mn( j) , order equiv-
alent diagrams induce identical corresponding standard embeddings from
A to B.
Definition 2.5 [PoW]. Given V1 , ..., Vn+1 and ordered diagrams
(Ei , ri , si) from Vi to Vi+1 (i=1, ..., n), define an ordered diagram (E, r, s)
from V1 to Vn+1 by
E=[(e1 , ..., en) : ei # Ei and r i (ei)=si+1(ei+1), 1i<n],
r(e1 , ..., en)=rn(en), and s(e1 , ..., en)=s1(e1).
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The order on E is defined as follows: two edges (e1 , ..., en) and ( f1 , ..., fn)
in E are comparable if r(e1 , ..., en)=r( f1 , ..., fn), and in this case
(e1 , ..., en)>( f1 , ..., fn) iff there is some i, 1in, such that ei> fi and
ej= fj for i< jn (if i<n). E is called a contraction [HPS] of E1 , ..., En ,
and we write E=En b ... b E1 . Likewise, if (V, E) and (W, F) are two
ordered Bratteli diagrams, then we say that (W, F) is a contraction of
(V, E) if there is a subsequence [V0=Vn0 , Vn1 , Vn2 , ...] such that Vni=Wi
and Fi=Eni+1&1 b ... b Eni .
Definition 2.6 [PoW]. We define two ordered Bratteli diagrams
(V, E) and (W, F) to be order equivalent if there exist strictly increasing
functions f, g: Z+  Z+ and ordered diagrams E$n from Vn to Wf (n) and F $n
from Wn to Vg(n) such that
F $f (n) b E$n $ord Eg( f (n))&1 b } } } b En
and
E$g(n) b F $n $ord Ff (g(n))&1 b } } } b Fn
for all n1. In this case, we write (V, E) $ord (W, F). Note that in par-
ticular, any contraction of an ordered Bratteli diagram is order equivalent
to the original diagram.
Theorem 2.7 [PoW, Theorem 3.7]. Let (V, E) and (W, F) be two
ordered Bratteli diagrams. Then TAF(V, E) is isometrically isomorphic to
TAF(W, F) if and only if (V, E) $ord (W, F).
In the next section, and often in the remainder of the paper, we will be
working with the simplest kind of standard Z-analytic TAF algebra, called
the odometer algebra.
Definition 2.8. T is a an odometer algebra if it is a standard
Z-analytic TAF algebra and it has a single vertex ordered Bratteli diagram
(i.e., each vertex set Vi is a singleton).
The name is derived from the fact that such an algebra is generated by
an odometer dynamical system (see [PoW, 9 4]). Odometer algebras are
always strongly maximal in factors, but not every standard Z-analytic
TUHF algebra which is strongly maximal in factors is also an odometer
algebra [PoW, Example 4.5].
We now provide the basic facts concerning the important class of
product type cocycles. When we represent a UHF algebra as an infinite
tensor product, the groupoid supporting it can be viewed as an equivalence
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relation on X=>i=1 Yi , where each Yi is a finite set such that Yi_Yi is
the finite groupoid supporting the ith factor of the tensor product decom-
position of the UHF algebra.
Definition 2.9 [V2, Definition 2.1]. A continuous real-valued cocycle
d on the UHF groupoid R(>i=1 Yi)_(>

i=1 Yi) is of product type if it
has the form
d(x, y)= :

i=1
d i(x, y)
for x=(xi) and y=( yi), where d i is a real-valued cocycle on Yi_Yi .
The main property of product type cocycles we will need is summarized
in the following theorem.
Theorem 2.10 [V2, Lemma 2.2, V1, Lemma 5.4]. Let d be a product
type cocyle of the UHF groupoid R. Then there is a system of matrix units
[e (n)ij ] in A=C*(R)= MN(i) (where for a fixed n, [e
(n)
ij ] is a system of
matrix units for  ni=1MN(i)) such that d is constant on the support e^(n)ij of
e(n)ij , and therefore d is locally constant.
We close this section with the following simple technical lemma which will
be needed later.
Lemma 2.11. Suppose A=rk=1 Mm(k) , B=
s
l=1 Mn(l) , and TA and
TB are the upper triangular matrices in A and B, respectively. Denote the
matrix units in A by e (k)ij and those in B by f
(l)
ij . Let .: A  B be a unital
C*-embedding which maps matrix units to sums of matrix units and satisfies
.(TA)TB . Fix e=e (k)ii and e$=e
(k)
jj with i< j. Then for each p and l,
card[ f (l)ss : 1sp and f
(l)
ss is a subprojection of .(e)]
card[ f (l)ss : 1sp and f
(l)
ss is a subprojection of .(e$)].
In other words, among the diagonal matrix units of Mn(l) , listed in their
usual order down the diagonal, the mth ‘‘copy’’ of e appears before the mth
‘‘copy’’ of e$.
Proof. The result follows easily by induction, based on the fact that
.(e (k)ij ) is a sum of upper triangular matrix units in B. K
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3. ORDERED BRATTELI DIAGRAMS OF ODOMETERS
In this section we will show that if an ordered Bratteli diagram has a
certain periodic form, then it corresponds to an odometer algebra. This
result will be used in the next section in the proof of the main theorem.
We first need to set some notation, and define two particular conditions
that can be imposed on an ordered Bratteli diagram.
Definition 3.1. If S=(a1 , ..., ak) is an ordered k-tuple, define 2 b S
to be the ordered 2k-tuple (a1 , ..., ak , a1 , ..., ak), and then define m b S
analogously for m # Z+. m b S is called a multiple of S.
Definition 3.2. If (E, r, s) is an ordered diagram from V to W, define
the multiplicity function mE : V_W  N by mE (i, j)=card[e # E : s(e)=i
and r(e)= j].
Definition 3.3. An ordered Bratteli diagram (V, E) has uniform multi-
plicity if for each n # N and each j # Vn+1 , mEn(i, j)=mEn(i $, j) for all
i, i $ # Vn (recall That (En , rn , sn) is an ordered diagram from Vn to Vn+1).
Equivalently, for each n # N and each j # Vn+1 , there is some m # Z+ and
a permutation ? such that (s(e): r(e)= j)=?(m b Vn).
Definition 3.4. An ordered Bratteli diagram (V, E) is vertex order-
periodic if for each n # N there is an ordered k-tuple P=(s1 , ..., sk), si # Vn ,
such that the following property holds: for each j # Vn+1 there is some
mj # Z+ such that (s(e) : r(e)= j)=m j b P. In other words, the sequences
(s(e) : r(e)= j) are all periodic with a common period (namely P).
If in addition the diagram has uniform multiplicity, then this property
can be restated in the following way. For each n # N there is a multiple
qn b Vn and a permutation {n of qn b Vn such that the following property
holds: for each j # Vn+1 there is some mj # Z+ such that (s(e) : r(e)= j)=
mj b ({n(qn b Vn)). In this case, P={n(qn b Vn).
It follows from [E] that if an ordered Bratteli diagram either has
uniform multiplicity or is vertex order-periodic, then it generates a TUHF
algebra. The next result shows that in the vertex order-periodic case, it also
yields an odometer.
Theorem 3.5. T(V, E) is isometrically isomorphic to an odometer
algebra if and only if there is a contraction of (V, E) which is vertex order-
periodic.
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Proof. First assume that T(V, E) is isometrically isomorphic to an
odometer algebra. By Theorem 2.7, this means that (V, E) is order equiv-
alent to a single vertex diagram (W, F). Thus, for each n1, there is a
diagram E$n from Vn to Wf (n) and a diagram F $f (n) from Wf (n) to Vg( f (n))
such that F $f (n) b E$n $ord Gn , where Gn=Eg( f (n))&1 b } } } b En . Define P=
(s(e$) : e$ # E$n), and, for each j # Vg( f (n)) , define mj=mF $f (n)(1, j). Then it
follows directly that (s(e): e # Gnand r(e)= j)=mj b P. Thus, if we define a
sequence [kn] inductively by k1=1 and kn= g( f (kn&1)) for n>1, and
define U0=V0 , G0=E0 , U1=V1 , and Un=Vkn for n>1, then it follows
that the contraction (U, G) of (V, E) is vertex order-periodic.
For the converse, we may assume by Theorem 2.7 that (V, E) is already
vertex order-periodic. We will define a single vertex diagram (W, F) in
such a way that (V, E) and (W, F) are order equivalent. Since each Wn
is a singleton [1], the edge ordering is irrelevant in (W, F), so it is
enough to determine the multiplicity function mFn(1, 1).
For each n1, define the corresponding period P and the numbers mj
as in Definition 3.4 for the diagram from Vn to Vn+1 . Define f (n)=n and
an ordered diagram E$n from Vn to Wf (n)=Wn by defining its edge ordering
in such a way that (s(e$): e$ # E$n)=P (note that the edge ordering may
not be unique). Now define g(n)=n+1 and an ordered diagram F $n
from Wf (n)=Wn to Vg(n)=Vn+1 by defining its multiplicity function to be
mF $n(1, j)=mj for each j. The order of the edges in F $n is arbitrary since
Wn is a singleton. It now follows directly from the construction that
F $n b E$n $ord En .
Finally, define an ordered diagram Fn from Wn to Wn+1 by defining its
multiplicity function to be
mFn(1, 1)= :
j # Vn+1
mF $n(1, j) } mE$n+1( j, 1)
This guarantees that E$n+1 b F $n $ord Fn . K
4. PRODUCT TYPE Z-ANALYTIC TUHF
ALGEBRAS ARE ODOMETERS
In this section we give the proof of the main theorem of the paper. This
is the following:
Theorem 4.1. Suppose T is a standard Z-analytic TUHF algebra,
with counting cocycle d . Then d is of product type iff T is isometrically
isomorphic to the odometer TUHF algebra.
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Proof. If T is isometrically isomorphic to the odometer TUHF
algebra, then T has a single vertex diagram, and that diagram provides a
factorization for the enveloping UHF algebra A as an infinite tensor
product of matrix algebras. Consider a finite-dimensional approximant
An=} ni=1 Mki . The counting cocycle on the support of An has the form
c1+ni=2 (k1k2 } } } k i&1)ci , where ci is the counting cocycle on the support
of the ith factor of the tensor product. Since all the embeddings that apply
to An are standard, the counting cocycle on the support of An coincides
with the restriction of d to the support of An , now viewed as a subalgebra
of A (cf. [PoW, Lemma 2.7]). Thus d =c1+i=2 (k1 k2 } } } k i&1)ci , with
ci the counting cocycle on each factor, and therefore d is of product type.
Conversely, if d is of product type, then by Theorem 2.10 we can express
A as an inductive limit  (An , .n) such that
(a) An=MN(n) ;
(b) T= (Tn , .n), where Tn is the set of upper triangular matrices
in MN(n) ; and
(c) d is constant on the support of the matrix units in the system
associated with  (An , .n).
Thus we can think of d as a function defined on matrix units.
As the first step of this part of the proof, we represent T as an inductive
limit of standard embeddings. In fact, for each n, let Bn be the C*-algebra
generated by d &1([1]) & An and Dn . Note that d &1([1]) & An consists of
those superdiagonal matrix units w in An for which d (w)=1. Then Bn
is a subalgebra of An , and it has the form of a direct sum of matrix
algebras, the diagonal blocks of Bn . It was shown in the proof of [PoW,
Theorem 2.9] that the embedding .n : Bn / Bn+1 is standard and that for
each n, (.k&1 b } } } b .n)(An) is contained in Bk for k large enough. In par-
ticular, A= (Bn , .n) and T= (Tn & Bn , .n). By relabeling, we can
assume that .n(An)Bn+1 for all n.
We are going to show that the ordered Bratteli diagram associated with
T= (Tn & Bn , .n) is vertex order-periodic. Theorem 3.5 then implies
that A is isometrically isomorphic to an odometer algebra.
Let E(i), i=1, ..., s, and F( j), j=1, ..., t, be the diagonal blocks of Bn and
Bn+1 , respectively. Note that BnAn and An is isomorphic to MN(n) for
some N(n). Thus, there are some superdiagonal matrix units w1 , ..., ws&1 in
An (that is, each wk is of the form e (n)j, j+1), such that Bn and [w1 , ..., ws&1]
generate An . Assume wi links E(i) and E(i+1), i.e., wi*wi (resp., wiwi*) is
a diagonal matrix unit in E(i+1) (resp., E(i)).
Because of the choice of An , d has constant value on w^i , which we
denote by d (w^ i). The remainder of the proof depends on the following four
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lemmas. We first make an observation on the embedding .n restricted to
Bn=
s
i=1 E(i).
Lemma 4.2. Given a block F( j) in Bn+1 , then .n(Bn) restricted to F( j)
is a sum of copies of the E(i) blocks. Moreover, each E(i) appears in a given
F( j) with the same multiplicity. In other words, the ordered Bratteli diagram
corresponding to T= (Tn & Bn , .n) has uniform multiplicity.
Proof. The first assertion follows from the fact that .n is standard on
Bn (cf. Theorem 2.2). For the second assertion, notice that wi*wi # E(i+1)
and wi wi* # E(i) appear in F( j) with the same multiplicity, equal to the
multiplicity of wi in F( j) (recall that .n(An)Bn+1). Since .n |Bn is
standard, the multiplicity of wiwi* (resp. wi*wi) in F( j) is the same as the
multiplicity of E(i) (resp. E(i+1)). Thus, the second assertion follows. K
We observe next that the order preservation property of the wi ’s, as
stated in Lemma 2.11, translates into a preservation of the order of the
blocks by .n .
Lemma 4.3. .n : Bn / Bn+1 preserves the order of the blocks E(i),
i=1, ..., s, in Bn in the sense that if p<q, the mth copy of E( p) in F( j)
appears before the mth copy of E(q) in F( j).
Proof. We prove the assertion of the lemma for p and p+1. The
general case follows from this by an easy induction. Consider E( p) and
E( p+1). The mth copy of E( p) contains the mth copy of wpwp*. But
Lemma 2.11 implies that the m th copy of wpwp* precedes the mth copy of
wp*wp , the latter being a diagonal matrix unit in the m th copy of
E( p+1). K
We pause to make the following related definition, which will be used in
Section 6.
Definition 4.4. An ordered Bratteli diagram (V, E) is vertex order-
preserving if the corresponding standard embeddings exhibit the property
described in Lemma 4.3. In terms of the diagram, this means that for each
n # Z+ and each j # Vn+1 , if p<q, then
card[o(e): o(e)k, r(e)= j, and s(e)= p]
card[o(e): o(e)k, r(e)= j, and s(e)=q]
for each k.
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In order to show that the Bratteli diagram of  (Bn , .n) is vertex order-
periodic, we are going to find a multiple of (1, ..., s) which under a certain
permutation gives the basic period of the sequence of copies of the blocks
E(1), ..., E(s) within each block F( j).
For each F( j), let N( j) be the number of E(i) blocks contained in F( j).
Lemma 4.5. Given F( j) and F(k), with N( j)N(k), then F( j) and F(k)
agree on their first N( j) blocks.
Proof. Denote the E(i) blocks in F( j) by B(1), ..., B(N( j)), and the E(i)
blocks of F(k) by C(1), ..., C(N(k)). We will prove the result by induction.
First note that B(1)=C(1)=E(1) by Lemma 4.3. Now assume that
B(r)=C(r) for all r<m, where mN( j). We will show that B(m)=C(m).
There is nothing to prove if B(m)=C(m)=E(1), so we can assume either
B(m){E(1) or C(m){E(1). Without loss of generality assume the former,
so B(m)=E( p) for some p>1.
Let B(l) be the copy of E( p&1) linked to B(m) by a copy of wp&1 .
Note that B(l)=C(l) by the induction hypothesis. Recall that d coincides
with the counting cocycle on the support of Bn+1 . Hence d (wp&1)&1
equals the sum of the numbers of diagonal matrix units in each of the
blocks B(l+1), ..., B(m&1). Now on the corresponding copy u of wp&1 in
F(k) whose final projection is the last diagonal matrix unit of C(l),
d (u)&1 is at least the sum of the numbers of diagonal matrix units in the
blocks C(l+1), ..., C(m&1) (which are the same as the numbers in
B(l+1), ..., B(m&1)). Since that sum is equal to d (wp&1)&1, it follows
that the block C(m) must contain the initial projection of u as its first
diagonal matrix unit. Thus, C(m) is a copy of E( p). K
Now let h be the smallest integer such that the first h blocks of F(1)
contain an equal number of copies of each E(i). By Lemmas 4.2 and 4.5,
hN( j) for all j.
Lemma 4.6. The sequence of copies of E(i) blocks in each F( j) is
periodic, and it consists of a certain number of repetitions of its first h blocks.
Proof. If N( j)=h, there is nothing to prove. So assume N( j)>h, and
let us denote the E(i) blocks in F( j) by B(1), ..., B(N( j)). We will show first
that N( j)2h, and that the blocks B(h+1), ..., B(2h) repeat the blocks
B(1), ..., B(h) in the same order.
Let c be the common number of copies of each E(i) that appear among
the blocks B(1), ..., B(h). Note that the first c copies of each w1 , ..., ws&1 are
linking E(i) blocks among B(1), ..., B(h), and that there are no matrix units
in .n(Bn) linking any of the first h blocks of F( j) with a block among those
following the first h blocks.
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Recall that B(1)=E(1) by Lemma 4.3. We claim that B(h+1)=E(1)
also. Indeed, if B(h+1)=E(l) with l>1, then B(h+1) would be the c+1
copy of E(l), and would be appearing before the c+1 copy of E(1), which
contradicts Lemma 4.3. Thus, B(h+1)=E(1).
Next, for any m>1 such that h+mmin[N( j), 2h], assume that
B(h+1), ..., B(h+m&1) are copies of B(1), ..., B(m&1), respectively. We
will show that B(h+m)=B(m). There is nothing to prove if B(h+m)=
B(m)=E(1), so we can assume that one of these blocks, say B(m), is not
a copy of E(1) (the proof for B(h+m){E(1) is similar). Let E( p) be the
block such that B(m)=E( p), p>1, and let B(l), l<m, be the copy of
E( p&1) linked to B(m). Then B(h+l)=E( p&1), and the argument given
in Lemma 4.5 (involving the value of d on the support of the matrix
unit linking B(l) and B(m)) shows that B(h+m)=B(m)=E( p). Thus,
if N( j)=h+r2h, then the blocks B(h+1), ..., B(h+r) are copies of
B(1), ..., B(r), respectively.
Now suppose r<h. By the definition of h, there must be some block E(q)
which appears fewer times in the sequence of blocks B(1), ..., B(r) than
some other block E(q$). On the other hand, E(q) and E(q$) appear the
same number of times in the sequence B(1), ..., B(h). It then follows that
E(q) must appear fewer times in the entire sequence B(1), ..., B(h+r)=
B(N( j)) than E(q$) since the blocks B(h+1), ..., B(h+r) are copies of
B(1), ..., B(r). But this contadicts Lemma 4.2. Thus, N( j)2h, and
the blocks B(h+1), ..., B(2h) repeat the blocks B(1), ..., B(h) in the same
order.
The lemma is easily established from here by an induction proof, where
the argument just given is used to prove the inductive step. K
To complete the proof of Theorem 4.1, we see that if Vn=(1, ..., s) is the
set of vertices corresponding to Bn=  si=1 E(i), and En is the ordered
diagram from Vn to Vn+1 corresponding to the standard embedding .n :
Bn  Bn+1 , then Lemma 4.6 shows that the ordered N( j)-tuple (s(e): e # En
and r(e)= j) is just a multiple of its first h elements, and Lemma 4.5 shows
that these first h elements are the same for each j. Thus, the ordered
Bratteli diagram corresponding to T= (Tn & Bn , .n) is vertex order-
periodic (and moreover, it also has uniform multiplicity by Lemma 4.2).
Theorem 3.5 then shows that T is isometrically isomorphic to an odometer
algebra. K
5. A LOCALLY CONSTANT NONPRODUCT TYPE COCYCLE
We give an example of a standard Z-analytic TUHF algebra (Example 5.1)
that is not isomorphic to an odometer. It then follows from Theorem 4.1 that
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the counting cocycle corresponding to the TUHF algebra of Example 5.1
is not of product type, yet it is locally constant.
Example 5.1. Let An=M2 } 4n , n=0, 1, 2, ..., and let Tn be the set of upper
triangular matrices in An . Define embeddings jn : An / An+1 on block
matrices by
A B
C D
A B
C D
jn _AC
B
D&= A B
A B
C D
C D
Then T= (Tn , jn) is a TUHF algebra since jn(Tn)Tn+1 .
We claim that T is standard Z-analytic. Indeed, if [e (n)ij ] is a system of
matrix units as described at the beginning of Section 2, then
jn(e (n)ij )=e
(n+1)
ij +e
(n+1)
i+2 } 4n, j+2 } 4n+e
(n+1)
i+4 } 4n, j+4 } 4n+e
(n+1)
i+5 } 4n, j+5 } 4n (5.2)
if 1i, j4n (that is, e (n)ij is in the upper left block of An),
jn(e (n)ij )=e
(n+1)
ij +e
(n+1)
i+2 } 4n, j+2 } 4n+e
(n+1)
i+5 } 4n, j+5 } 4n+e
(n+1)
i+6 } 4n, j+6 } 4n (5.3)
if 4n<i, j2 } 4n (e (n)ij is in the lower right block of An),
jn(e (n)ij )=e
(n+1)
ij +e
(n+1)
i+2 } 4n, j+2 } 4n+e
(n+1)
i+4 } 4n, j+5 } 4n+e
(n+1)
i+5 } 4n, j+6 } 4n (5.4)
if 1i4n and 4n< j2 } 4n (e (n)ij is in the upper right block of An), and
jn(e (n)ij )=e
(n+1)
ij +e
(n+1)
i+2 } 4n, j+2 } 4n+e
(n+1)
i+5 } 4n, j+4 } 4n+e
(n+1)
i+6 } 4n, j+5 } 4n (5.5)
if 4n<i2 } 4n and 1 j4n (e (n)ij is in the lower left block of An).
Thus, if we define d n(e (n)ij )= j&i on the matrix units of An , then (5.2)
and (5.3) imply that d n(u)=d n+1(v) whenever u is a matrix unit in a
diagonal block of An and v is any of the restrictions of u in An+1 (that is,
v is a matrix unit in An+1 and v^u^). But (5.4) and (5.5) imply that
d n+1(v)=d n(u)+k } 4n, k=&1, 0, or 1, if u is a matrix unit in one of the
off diagonal blocks of An and v is a restriction of u in An+1 . However, since
jn(An) is contained in the diagonal blocks of An+1 , it follows from (5.2)
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and (5.3) that d n+1(v)=d n+2(w) whenever v # An+1 is a restriction of a
matrix unit of An and w # An+2 is a restriction of v.
It follows that the increasing sequence of maps d n is eventually locally
constant, so it converges to a continuous function d , and the argument in
the last paragraph shows that d coincides with the counting cocycle corre-
sponding to T. Thus, by Theorem 2.1, T is standard Z-analytic.
However, this example was considered in [PoW, Example 4.5], where it
was shown that T is not isomorphic to an odometer algebra. In fact, the
direct argument given in [PoW] actually proves that there is no contrac-
tion of the corresponding ordered Bratteli diagram which is vertex order-
periodic, so the result also follows from Theorem 3.5. Combined with
Theorem 4.1, this implies that the standard Z-analytic TUHF algebra T
has a counting cocycle d which is locally constant but not of product type.
Example 5.1 thus provides the following result.
Theorem 5.6. A locally constant cocycle on a UHF groupoid need not be
of product type.
Next, we find an expression for the cocycle corresponding to the algebra
T of Example 5.1, in terms of the groupoid supporting the UHF algebra
generated by T.
The unit of the groupoid associated to the UHF algebra  (M2 } 4n , jn)
of Example 5.1 can be identified with X=[0, 1]_>n=1 [0, 1, 2, 3]. Let R
be the UHF groupoid associated with X, that is, R is the equivalence
relation
(xn)t( yn) iff xn= yn for all but finitely many n’s
Let X0=[0, 1] and Xn=[0, 1]_>nk=1 [0, 1, 2, 3], and consider the
integer-valued functions fn on Xn , for n1, defined by
0 if x1=0, 1; or x1=2 and x0=0; or x1=3 and x0=1
f1(x0 , x1)={ 1 if x1=2 and x0=1 (5.7)&1 if x1=3 and x0=0
and
fn(xn&1 , xn)
0 if xn=0, 1; or xn=2 and xn&1=0, 1; or xn=3 and xn&1=2, 3
={ 1 if xn=2 and xn&1=2, 3 (5.8)&1 if xn=3 and xn&1=0, 1
for n>1.
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Let us also consider the integer-valued map d on R defined by
d(x, y)=( y0&x0)+ :

k=1
[2( yk&xk)+ fk( yk&1 , yk)& fk(xk&1 , xk)] 4k&1
(5.9)
We establish first that d is a cocycle associated with a Z-analytic TUHF
algebra. In order to do that, we need to make some observations about d.
Lemma 5.10. If (x, y) # R with xi= yi for i>n, then
d(x, y)=( y0&x0)+ :
n
k=1
[2( yk&xk)+ fk( yk&1 , yk)& fk(xk&1 , xk)] 4k&1
+[ fn+1( yn , yn+1)& fn+1(xn , xn+1)] 4n
Proof. If k>n+1, then yk=xk and yk&1=xk&1 , so the k th term of
(5.9) vanishes. K
Now define
dn(x, y)=( y0&x0)+ :
n
k=1
[2( yk&xk)+ fk( yk&1 , yk)& fk(xk&1 , xk)] 4k&1
(5.11)
and
cn(x, y)=2( yn&xn)+ fn( yn&1 , yn)& fn(xn&1 , xn)
The following lemma is an easy consequence of (5.7) and (5.8). It is proved
by considering cases and applying (5.7) and (5.8) to each of them.
Lemma 5.12. If xk< yk , then ck(x, y)0.
We are now ready to prove that d is associated to a Z-analytic triangular
UHF algebra.
Lemma 5.13. The function d, defined by (5.9), is a continuous integer-
valued cocycle on R that vanishes only on X. Therefore, d &1[0, ) supports
a Z-analytic triangular UHF algebra.
Proof. The cocycle identity can be easily verified. By Lemma 5.10, d is
a finite sum for each (x, y), so d is locally constant.
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We will show that d(x, y)=0 implies that x= y. First, since there is
some n such that xk= yk for k>n, Lemma 5.10 implies that d(x, y)=
dn+1(x, y). Thus, it suffices to show that dn(x, y)=0 implies that xk= yk ,
k=0, ..., n, which we prove using an induction argument.
Clearly d0(x, y)=0 implies x0= y0 . It is also easy to check that
d1(x, y)=0 implies x0= y0 and x1= y1 . Now assume n2 and that
dn&1(x, y)=0 implies xk= yk for k=0, ..., n&1. We will show that
dn(x, y)=0 forces cn(x, y)=0, from which it follows that dn&1(x, y)=0,
so xk= yk for k=0, ..., n&1 by the induction hypothesis. Finally,
xn&1= yn&1 combined with cn(x, y)=0 implies that xn= yn .
First, note that by (5.8), 2zi+ fi (zi&1 , zi) takes only the values 0, 2, 4,
5, and 6. Thus, we always have |dn(x, y)|<2 } 4n. Now if dn(x, y)=0
but cn(x, y){0, we must have |cn(x, y)| 4n&1=|dn&1(x, y)|{0. Hence, if
|cn(x, y)|2, we get a contradiction since |dn&1(x, y)|<2 } 4n&1. Thus, we
only need to consider the case when |cn(x, y)|=1.
If |cn(x, y)|=1, then both 2yn+ fn( yn&1 , yn) and 2xn+ fn(xn&1 , xn) are
either 4, 5, or 6. In each case, it can be proved that dn(x, y)=0 implies
cn(x, y)=0. We will show the case 2yn+ fn( yn&1 , yn)=6 and 2xn+
fn(xn&1 , xn)=5. The case 2yn+ fn( yn&1 , yn)=5 and 2xn+ fn(xn&1 , xn)
=4 is similar, and the other two cases follow by symmetry.
If 2yn+ fn( yn&1 , yn)=6 and 2xn+ fn(xn&1 , xn)=5, then yn=3, yn&1=
2, 3, and either xn=3 and xn&1=0, 1, or xn=2 and xn&1=2, 3. In the
case where xn=3 and xn&1=0, 1, we have that yn&1>xn&1 . Thus, by
Lemma 5.12, cn&1(x, y)0. Hence, |cn&1(x, y) 4n&2+cn(x, y) 4n&1|
4n&1, while |dn&2(x, y)|<2 } 4n&2, a contradiction with dn(x, y)=0 since
the latter implies that |dn&2(x, y)|=|cn&1(x, y) 4n&2+cn(x, y) 4n&1|. In
the case where xn=2 and xn&1=2, 3, we see by (5.8) that |cn&1(x, y)|2.
Thus |dn&1(x, y)||dn&2(x, y)|+|cn&1(x, y)| 4n&2<4n&1=|cn(x, y)| 4n&1,
a contradiction. K
Our next task is to show that d is the counting cocycle corresponding to
the standard Z-analytic TUHF algebra T of Example 5.1. We denote the
Z-analytic TUHF algebra supported on d &1[0, ) by A(d &1[0, )).
Theorem 5.14. Let T be the TUHF algebra of Example 5.1, and let d
be the cocycle defined by (5.9). Then A(d &1[0, )) is isometrically
isomorphic to T, and d corresponds to the counting cocycle of T.
Proof. We follow the method established in [V2] for these situations,
although the specifics of the proof here will be different than the cases
treated in [V2], due to the different nature of the cocycle d. We will define
a system [ f (n)ij ] of matrix units in C*(R), and we will show that [ f
(n)
ij ]
satisfies:
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(1) the embedding given by (5.2), (5.3), (5.4), and (5.5); and
(2) the linear span of the upper triangular matrix units f (n)ij , i j, is
dense in A(d &1[0, )).
Then if [e (n)ij ] is the system of matrix units for  (M2 } 4n , jn) obtained
from the embeddings jn , (1) and (2) imply that there is a linear corre-
spondence f (n)ij W e
(n)
ij which extends to an isometric isomorphism between
A(d &1[0, )) and T.
Consider the integer-valued maps on X defined by
bn(x)=x0+ :
n
k=1
[2xk+ f (xk&1 , xk)] 4k&1 (5.15)
Note that if @ =(i0 , i1 , ..., in) and P(@ ) is the cylindrical set corresponding to
@ , then bn is constant on that set. Denote that value by bn(@ ).
Notice also that dn , defined by (5.11), satisfies dn=$bn , that is
dn(x, y)=bn( y)&bn(x). Thus, if @ =(i0 , i1 , ..., in) and } =( j0 , j1 , ..., jn), then
dn is constant on (P(@ )_P(} )) & R, with value bn(} )&bn(@ ).
From Lemma 5.10, we see that if (x, y) # R satisfies xn+k= yn+k for
k>0, then d(x, y)=dn+1(x, y)=dn+1+k(x, y). Thus, the sequence [dn(x, y)]
is eventually constant and dn(x, y)  d(x, y).
We define a system of matrix units [ f (n)ij ] for the UHF algebra C*(R)
as follows. Let @ , } # Xn , and consider the partial homeomorphism _(@ ; } ):
P(@ )  P(} ) such that
_(@ ; } )(x)= y where yk={jkxk
if 0kn
if k>n
Given @ and } in Xn , set
i=bn(@ )+1, j=bn(} )+1 (5.16)
and let f (n)ij be the characteristic function of the graph _^(@ , } ) of _(@ ; } ). Note
that if i= j and x # P(@ ) and y # P(} ), then dn(x, y)=0. Thus, xk= yk for
k=0, ..., n by the proof of Lemma 5.13, i.e., @ = } . Also, since card(Xn)=
2 } 4n and 0bn(@ )2 } 4n&1, it follows that the map @  i is a bijective
correspondence between the set of vectors [(i0 , ..., in)] and the set of
integers [1, ..., 2 } 4n].
We show first that any f (n)ij with i j is in A(d
&1[0, )).
Lemma 5.17. If (x, y) # f (n)ij , the support of f
(n)
ij , with i< j, then
d(x, y)>0.
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Proof. If (x, y) # f (n)ij =_^(@ , } ), where @ and } are the n-tuples associated
to i and j by (5.16), then xk= yk for k>n, @ =(x0 , ..., xn), } =( y0 , ..., yn),
and dn(x, y)=bn(} )&bn(@ )= j&i>0. From Lemma 5.10 we get
d(x, y)=dn(x, y)+[ fn+1( yn , yn+1)& fn+1(xn , xn+1)] 4n
=( j&i)+[ fn+1( yn , yn+1)& fn+1(xn , xn+1)] 4n
The result is now clear for n=0, so we can assume n1. There is nothing
to show if fn+1( yn , yn+1) fn+1(xn , xn+1), so (5.7) and (5.8) imply that
we only need to consider the case when yn=0, 1 and xn=2, 3 (since
xn+1= yn+1). It then follows from (5.7) and (5.8) that cn(x, y)&2.
On the other hand, cn(x, y) 4n&1=dn(x, y)&dn&1(x, y)>0&2 } 4n&1, so
cn(x, y)&1, a contradiction. Hence, d(x, y)>0. K
We now show that [ f (n)ij : i j] has dense span in A(d
&1[0, )).
Proposition 5.18. A(d &1[0, )) is the closed linear span of [ f (n)ij :
1i j2 } 4n, n=0, 1, 2, ...].
Proof. Lemma 5.17 shows that A(d &1[0, )) contains the closed
linear span of the upper triangular f (n)ij ’s. But the latter is a strongly maxi-
mal triangular algebra. Thus, we must also have the other inclusion. K
Next, we will show that f (n)ij satisfies the embedding given by (5.2), (5.3),
(5.4), and (5.5). We will first need the following result.
Lemma 5.19. Suppose n1. Then bn(x)<4n iff xn=0, 1.
Proof. From bn(x)=bn&1(x)+[2xn+ fn(xn&1 , xn)] 4n&1 and bn&1(x)
<2 } 4n&1, we get that bn(x)<4n iff 2xn+ fn(xn&1 , xn)<4, and from (5.7)
and (5.8) we see that this happens iff xn=0, 1. K
Now consider f (n)ij , and let @ and } be such that f
(n)
ij =_^(@ , } ), the graph
of _(@ ; } ). Recall that i and @ (resp., j and } ) are related by (5.16). From
(5.15) and _^(@ , } )=3k=0 _^((@ , k); (} , k)), we get
f (n)ij = :
3
t=0
f (n+1)ktlt where {kt=bn+1((@ , t))+1=i+(2t+ fn(in , t)) 4
n
lt=bn+1((} , t))+1= j+(2t+ fn( jn , t)) 4n
First, if 1i, j4n, then in= jn=0 if n=0 and Lemma 5.19 implies that
in , jn # [0, 1] if n1, so from (5.7) and (5.8) we get
fn+1(in , t)= fn+1( jn , t)={ 0 if t=0, 1, 2&1 if t=3
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Hence,
lt& j=kt&i={2t } 4
n
5 } 4n
if t=0, 1, 2
if t=3
so (5.2) is satisfied.
Similarly, 4n<i, j2 } 4n will give in= jn=1 if n=0 and in , jn # [2, 3] if
n1, so (5.7) and (5.8) yield that fn+1(in , t)= fn+1( jn , t)=0 for t=0, 1, 3,
and fn+1(in , 2)=1. Thus, lt& j=kt&i=2t } 4n for t=0, 1, 3 and l2& j=
k2&i=5 } 4n, from which we see that (5.3) is satisfied.
Finally, for the case when 1i4n and 4n< j2 } 4n (the case
4n<i2 } 4n and 1 j4n is verified similarly for formula (5.5)), we get
that in=0, jn=1 if n=0, and in # [0, 1], jn # [2, 3] if n1. Thus,
fn+1(in , t)={ 0 if t=0, 1, 2&1 if t=3 while fn+1( jn , t)={
0 if t=0, 1, 3
1 if t=2
Therefore, kt=i+2t } 4n and lt= j+2t } 4n for t=0, 1, while k2=i+4 } 4n,
l2= j+5 } 4n, k3=i+5 } 4n, and l3= j+6 } 4n. It follows that (5.4) is
satisfied.
In order to finish the proof of Theorem 5.14, we need to show that d
corresponds to the counting cocycle on T. For this, note that the cocycle
dn , defined on the support of M2 } 4n , coincides with the counting cocycle
corresponding to the upper triangular matrices of M2 } 4n (by (5.16)).
As dn  d, we see that d corresponds to the counting cocycle for T
(cf. Theorem 2.1). K
From the proof of Theorem 5.14, we also obtain the following results.
Corollary 5.20. The cocycle defined by (5.9) cannot be written as a
sum of cocycles dn , where dn depends only on the nth coordinate xn .
Corollary 5.21. The cocycle defined in (5.9) is locally constant but not
of product type.
In the last part of this section, we translate Theorem 5.6 and Theorem
5.14 into the language of automorphisms. We recall that if d is a cocycle
on the UHF groupoid R, then d induces an automorphism : on A=
C*(R) such that for f # Cc(R) (=span of the matrix units for A),
(:t f )(x, y)=exp(itd(x, y)) f (x, y)
We say that f is an eigenvector for : if d is constant on the support of f.
We will show that the automorphism induced by the cocycle d defined
by (5.9) has a set of eigenvectors with dense span in A. Thus, it provides
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an example of an automorphism that (a) fixes the diagonal pointwise;
(b) is not of product type; and (c) the span of its eigenvectors is dense in
the UHF algebra.
Recall that if [e (n)ij ] is a set of matrix units as stipulated in Section 2,
then the set [e^ (n)ij ] of supports of the matrix units (viewed as characteristic
functions of compact open G-sets) forms a basis for the topology of R
[R, Proposition I.2.13].
Lemma 5.22. If d is a locally constant cocycle on R, then the span of the
eigenvectors for :, the automorphism group induced by d, is dense in A.
Proof. Let (x, y) # R. Then since d is locally constant, there exists a
matrix unit e in A such that (x, y) # e^ and d is constant on e^ (so e is an
eigenvector for :). Now if f is any matrix unit in a system of matrix units
for A, then f is compact open, so we can find a finite cover [e^1 , ..., e^n] for
f consisting of supports of matrix units where d is constant. Since all the
sets involved are supports of matrix units within the same system, we can
assume that [e^1 , ..., e^n] is a partition of f , so f =ni=1ei . It follows that the
span of eigenvectors for : is dense in A. K
Theorem 5.23. There exists a one-parameter automorphism group : on a
UHF algebra A such that
(a) :t fixes the diagonal D of A elementwise.
(b) :t is not of product type.
(c) The span of the set of eigenvectors of : spans A.
Proof. Let : be the automorphism group induced by the cocycle d
defined by (5.9). (a) follows from [V1, Theorem 3.6]. (c) follows from
Lemma 5.22. Finally, if : were of product type, then the factorization of :
as Ad(  i=1 ui) would provide a decomposition for d as  di of cocycles
di on the groupoids supporting the matrix factors. Thus d would be of
product type, contradicting Corollary 5.21. K
6. A CHARACTERIZATION OF STANDARD Z-ANALYTIC TUHF
ALGEBRAS WHICH ARE STRONGLY MAXIMAL IN FACTORS
In this section we use some of the techniques in the proof of Theorem 4.1
to give a characterization of standard Z-analytic TUHF algebras which are
strongly maximal in factors. This is of course a weaker condition than the
one given in Theorem 3.5 which characterizes odometers.
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Theorem 6.1. Suppose T is a standard Z-analytic TUHF algebra. Then
T is strongly maximal in factors if and only if T has an ordered Bratteli
diagram which has uniform multiplicity and is vertex order-preserving.
Proof. First suppose that T is strongly maximal in factors. Then we
can express A as  (An , .n) such that An=MN(n) and T= (Tn , .n),
where Tn is the set of upper triangular matrices in MN(n) . Let d be the
counting cocycle which generates T. Now in contrast to the proof of
Theorem 4.1, d need not be constant on the matrix units of An . However,
d is locally constant, so for each (x, y) # R there is some matrix unit e with
(x, y) # e^ such that d is constant on e^. We can thus proceed just as in
Theorem 4.1 by defining Bn to be the C*-algebra generated by [matrix
units e: e^d &1([1])] & An and Dn . As shown before in the proof of [PoW,
Theorem 2.9], A= (Bn , .n), T= (Tn & Bn , .n), each embedding
.n : Bn / Bn+1 is standard, and we can assume that .n(An)Bn+1 for
all n.
At this point, the proofs of Lemmas 4.2 and 4.3 hold without modifica-
tion in this case as well. Thus, the ordered Bratteli diagram corresponding
to T= (Tn & Bn , .n) has uniform multiplicity and is vertex order-
preserving.
Conversely, suppose that  (Tn & An , .n) is a presentation of T corre-
sponding to a uniform multiplicity and vertex order-preserving diagram
(V, E). We will define factors Fn and embeddings n : Fn  Fn+1 such that
S= (Tn & Fn , n) is isomorphic to T. By [PeW, Corollary 1.14], it is
sufficient to define C*-embeddings \n : An  Fn and {n : Fn  An+1 which
map upper triangular matrices to upper triangular matrices and which
satisfy {n b \n=.n and \n+1 b {n=n for all n.
For each n, write Vn=(1, ..., k(n)) and An=k(n)i=1 MN(n, i) . Let Fn be
a factor isomorphic to MM(n) , where M(n)=k(n)i=1 N(n, i). Then let
\n : An  Fn be the standard embedding defined by the formula
\n \
k(n)
i=1
Ai+=_
A1
A2
. . .
Ak(n)&
\n clearly maps upper triangular matrices to upper triangular matrices.
Now define {n : Fn  An+1 on the diagonal blocks of Fn & \n(An) such
that {n b \n=.n (simply map each block to a sum of blocks). Since the
diagram corresponding to .n has uniform multiplicity, {n can then be
extended to a C*-embedding on Fn with the following property: if e is a
matrix unit in Fn such that ee* is in block Ap of Fn and e*e is in block Aq ,
then the image of {n(e) in each factor of An+1 is a sum of matrix units ej
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such that ejej* lies in the j th copy of Ap and ej*ej lies in the j th copy of Aq .
For example, if
.n(ABC)
=_
A
&_
A
&
A B
B A
C C
B B
C C
then define {n by
A U V
{n _W B X&Y Z C
=_
A U V
&_
A U V
&
A U V W B X
W B X A U V
Y Z C Y Z C
W B X W B X
Y Z C Y Z C
It follows that {n maps upper triangular matrices to upper triangular
matrices since the diagrams corresponding to both .n and \n preserve the
vertex order. Now for the last step of the proof, simply define n=
\n+1 b {n . K
This theorem is more difficult to apply than Theorem 3.5, which charac-
terizes odometers. Given an ordered Bratteli diagram which is not vertex
order-preserving, it may not be easy to determine whether or not the
diagram is order equivalent to some other diagram which is vertex order-
preserving. Moreover, the theorem cannot be strengthened with a condi-
tion along the lines of Theorem 3.5. In other words, if T(V, E) is a
standard Z-analytic TUHF algebra which is strongly maximal in factors,
then it is not necessarily true that there is a contraction of (V, E) which
is vertex order-preserving. For example, the ordered Bratteli diagram
corresponding to the embeddings
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.n(AB)=_
A
B
B
A&_
A
B
B
A&
is not vertex order-preserving, and it is easy to see that every contraction
is also not vertex order-preserving. However, it is vertex order-periodic,
and therefore T is isomorphic to an odometer, which has a diagram which
is (trivially) vertex order-preserving.
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