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Abstract
Leo Harrington surprisingly constructed a machine which can learn any computable function
f according to the following criterion (called Bc∗-identi)cation). His machine, on the successive
graph points of f, outputs a corresponding in3nite sequence of programs p0; p1; p2; : : : ; and, for
some i, the programs pi; pi+1; pi+2; : : : each compute a variant of f which di6ers from f at
only 3nitely many argument places. A machine with this property is called general purpose. The
sequence pi; pi+1; pi+2; : : : is called a )nal sequence. For Harrington’s general purpose machine,
for distinct m and n, the 3nitely many argument places where pi+m fails to compute f can be
very di6erent from the 3nitely many argument places where pi+n fails to compute f. One would
hope though, that if Harrington’s machine, or an improvement thereof, inferred the program
pi+m based on the data points f(0); f(1); : : : ; f(k), then pi+m would make very few mistakes
computing f at the “near future” arguments k + 1; k + 2; : : : ; k + ‘, where ‘ is reasonably
large. Ideally, pi+m’s 3nitely many mistakes or anomalies would (mostly) occur at arguments
x  k, i.e., ideally, its anomalies would be well placed beyond near future arguments. In the
present paper, for general purpose learning machines, it is analyzed just how well or badly
placed these anomalies may be with respect to near future arguments and what are the various
tradeo6s. In particular, there is good news and bad. Bad news is that, for any learning machine
M (including general purpose M), for all m, there exist in3nitely many computable functions f
such that, in3nitely often M incorrectly predicts f’s next m near future values. Good news is
that, for a suitably clever general purpose learning machine M, for each computable f, for M
on f, the density of any such associated bad prediction intervals of size m is vanishingly small.
Considered too is the possibility of providing a general purpose learner which additionally learns
some interesting classes with respect to much stricter criteria than Bc∗-identi3cation. Again there
is good news and bad. The criterion of )nite identi)cation requires for success that a learner M
on a function f output exactly one program which correctly computes f. Bcn-identi)cation is
just like Bc∗-identi3cation above except that the number of anomalies in each program of a 3nal
sequence is 6n. Bad news is that there is a 3nitely identi3able class of computable functions C
such that for no general purpose learner M and for no n, does M additionally Bcn-identify C.
Ex-identi)cation by M on f requires that M on f converges, after a few output programs, to
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a single 3nal program which computes f. A reliable learner (by de3nition) never deceives by
false convergence; more precisely: whenever it converges to a 3nal program on a function f, it
must Ex-identify f. Good news is that, for any class C that can be reliably Ex-identi3ed, there
is a general purpose machine which additionally Ex-identi3es C! c© 2001 Elsevier Science
B.V. All rights reserved.
1. Introduction
The learning situation often studied in inductive inference [11] may be described
as follows. A learner receives as input, one at a time, the successive graph points
of a function f. As the learner is receiving its input, it conjectures a sequence of
programs as hypotheses. To be able to learn the function f, the sequence of programs
conjectured by the learner must have some desirable relation to the input function f. By
appropriately choosing this desirable relation one gets di6erent criteria of successful
learning. One of the 3rst such criteria studied is called Ex-identi)cation [10, 3, 7].
The learner is said to Ex-identify a function f i6 the sequence of programs output
by it on f, after a few output programs, converges to a single 3nal program which
computes f. 1 A learner is said to Ex-identify a class i6 it Ex-identi3es each function
in the class. A class of functions is Ex-identi)able i6 some machine Ex-identi3es the
class.
Even though one cannot Ex-identify the class of all the computable functions [10],
there are large and useful classes of functions which can be Ex-identi3ed. For ex-
ample, any recursively enumerable class of computable functions such as the class of
polynomials or the class of primitive recursive functions [18] is Ex-identi3able.
BJarzdiKnLs [2] and Case and Smith [7] considered a generalization of Ex-identi3cation
called Bc-identi3cation. In Bc-identi3cation of a function f by a machine M one
requires that the sequence of programs output by M on f either converges to a program
for f, or the sequence of programs is in3nite, with all but 3nitely many of them being
(possibly di6erent) programs for f. Case and Smith [7] also considered the variants of
the Ex and Bc-identi3cation criteria in which the 3nal programs need not be perfect, but
are allowed to have some anomalies or mistakes in their predictions of I=O behavior.
For n a natural number, if the 3nal programs are allowed to make at most n errors, then
the criteria of inference are called Exn and Bcn, respectively. If the 3nal programs are
allowed to make at most 3nitely many errors, then the criteria of inference are called
Ex∗ and Bc∗ respectively.
Harrington [7] constructed a machine which Bc∗-identi3es each computable function!
In the present paper, we call machines which do this general purpose. However, on
in3nitely many computable functions, the 3nal programs output by Harrington’s ma-
chine become more and more degenerate, i.e., the 3nite sets of anomalies in successive
1 In general more formal de3nitions are given in Section 2 below.
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3nal output programs, in general, grow in size without bound. We note that this is a
property of any general purpose learner, and, in fact, the number of anomalies grows
faster than any computable bound (Theorem 4 in Section 3 below).
Since the programs output by any general purpose learning machine make large
numbers of mistakes (on in3nitely many computable functions), it would be interesting
to study how these errors are distributed. For example, in real life one probably cares
more about “near future errors” than “distant future errors”. Based on this motivation
in Section 4 below we de3ne new criteria of inference called Bcnm. Informally, for a
machine to Bcnm-identify a function f, for its 3nal programs, their predictions on the
next m inputs should have at most n errors. In Section 4 we completely resolve the
relationship between di6erent Bcnm criteria of inference (Corollary 23 in Section 4). In
particular, we show that for any learning machine M, (including general purpose M),
for all m, there exist in3nitely many computable functions f such that, in3nitely often
M incorrectly predicts f’s next m near future values (Corollary 24)! Thus there is an
ostensibly unpleasant cost to general purpose learning. As we will see, though, this
can, be assuaged at least in some interesting respects described below.
In contrast to the result mentioned above that any general purpose learning ma-
chine M predicts next m values wrongly in3nitely often, we show that the density
of such bad prediction intervals can be made very small (Theorem 28 in Section 5
below).
A reliable learner (by de3nition) never deceives by false convergence; more pre-
cisely: whenever it converges to a 3nal program on a function f, it must Ex-identify
f [12, 3, 6]. For example, r.e. classes of computable functions (such as the class of
polynomial functions and the class of primitive recursive functions [18]) as well as the
class of total run time functions can be reliably Ex-identi3ed [3, 7]. On a further posi-
tive note, we show that for every reliably Ex-identi3able class of computable functions
S, there is a general purpose learning machine which Ex-identi3es S (Theorem 30
in Section 5 below)!
The criterion of )nite identi)cation requires for success that a learner M on a
function f output exactly one program which correctly computes f. Learning by 3nite
identi3cation can be thought of as one-shot learning. We show, by contrast to the
result in the immediately above paragraph (Theorem 30), that there is a class S
which is 3nitely identi3able, yet for all n, no general purpose learner can additionally
Bcn-identify S (Corollary 36 in Section 5 below).
Freivalds and Wiehagen [9] showed that there exists a machine which can identify
all the recursive functions if, in addition to the graph of the input function, it is given
an arbitrary upper bound on the size of the minimal program computing the input
function as additional information. Freivalds et al. [8] further showed that in some
(but not all) acceptable programming systems, the above machine can produce a 3nal
program of size within the upper bound given as additional information. Machines, as
in above, exhibit a di6erent kind of general purpose behaviour. We will not deal with
above type of general purpose learners in this paper.
We now proceed formally.
458 J. Case et al. / Theoretical Computer Science 259 (2001) 455–473
2. Notation and Preliminaries
Recursion-theoretic concepts not explained below are treated in [18]. N denotes
the set of natural numbers. ∗ denotes a non-member of N and is assumed to satisfy
(∀n∈N )[n¡∗¡∞]. Let ∈;⊆;⊂;⊇;⊃, respectively denote membership, subset, proper
subset, superset and proper superset relations for sets. Empty set is denoted by ∅.
Cardinality of a set S is denoted by card(S). So “card(S)6∗” means that card(S) is
3nite. We let min(S) and max(S), respectively, denote the minimum and maximum
element in S. We take min(∅) to be ∞ and max(∅) to be 0.
〈·; ·〉 denotes a 1–1 computable mapping from pairs of natural numbers onto natural
numbers. 1; 2 are the corresponding projection functions. 〈·; ·〉 is extended to n-tuples
in a natural way.
 denotes the empty function. , with or without decorations (decorations are sub-
scripts, superscripts, primes and such), ranges over partial functions. (x)↓ denotes
that (x) is de3ned. (x)↑ denotes that (x) is not de3ned. For a∈N ∪{∗}, 1 =a2
means that card({x | 1(x) = 2(x)})6a. 1 =a2 means that ¬ [1 =a2]. (If 1 and 2
are both unde3ned on input x, then, as is standard, we take 1(x)= 2(x).) If =af,
then we often call a program for  as an a-error program for f. We let domain ()
and range (), respectively, denote the domain and range of the partial function .
We let f; g and h, with or without decorations, range over total functions. R denotes
the class of all computable functions, i.e., total computable functions with arguments
and values from N . C and S, with or without decorations, range over subsets of
R. ’ denotes a )xed acceptable programming system [15–19]. ’i denotes the partial
computable function computed by program i in the ’-system. Note that in this paper
all programs are interpreted with respect to the ’-system. We let  be an arbitrary
Blum complexity measure [4] associated with the acceptable programming system ’;
many such measures exist for any acceptable programming system [4]. Let ’i; s be
de3ned as follows:
’i; s(x)=
{
’i(x) if x¡s and i(x)6s;
↑ otherwise:
For a given partial computable function , we de3ne MinProg() to denote min({i |
’i = }).
Let zeroext() denote a function de3ned as follows:
zeroext()(x)=
{
(x) if x∈ domain ;
0 otherwise:
2.1. Function identi)cation
We 3rst describe inductive inference machines. We assume, without loss of gen-
erality, that the graph of a function is fed to a machine in canonical order. For any
partial function  and n∈N such that, for all x¡n, (x)↓, we let [n] denote the
3nite initial segment {(x; (x)) | x¡n}. Clearly, [0] denotes the empty segment. We
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let  denote the empty segment. SEG denotes the set of all 3nite initial segments,
{f[n] |f∈R ∧ n∈N}. We let  and , with or without decorations, range over SEG.
Let || denote the length of . We often identify (partial) functions with their graphs.
Thus for example, for =f[n] and for x¡n, (x) denotes f(x). A learning machine
(also called an inductive inference machine (IIM)) [10] is an algorithmic device that
computes a mapping from SEG into N ∪ {?}. Intuitively, “?” above denotes the case
when the machine may not wish to make a conjecture. Although it is not necessary to
consider learners that issue “?” for identi3cation in the limit, it becomes useful when
the number of mind changes a learner can make is bounded. In this paper, we assume,
without loss of generality, that once an IIM has issued a conjecture on some initial
segment of a function, it outputs a conjecture on all extensions of that initial segment.
This is without loss of generality because a machine wishing to emit “?” after making
a conjecture can instead be thought of as repeating its previous conjecture. We let
M, with or without decorations, range over learning machines. Since the set of all
3nite initial segments, SEG, can be coded onto N , we can view these machines as
taking natural numbers as input and emitting natural numbers or ?’s as output. We
say that M(f) converges to i (written: M(f)↓= i) i6 (∀∞n)[M(f[n])= i]; M(f) is
unde3ned if no such i exists. The next de3nitions describe several criteria of function
identi3cation.
Denition 1 (Gold [10]; Blum and Blum [3] and Case and Smith [7]). Let a∈N ∪
{∗}. Let f∈R.
(a) M Exa-identi)es f (written: f∈Exa(M)) just in case, there exists an i such that
M(f)↓= i and ’i =af.
(b) M Exa-identi)es S i6 M Exa-identi3es each f∈S.
(c) Exa= {S⊆R | (∃M)[S⊆Exa(M)]}.
We often write Ex for Ex0.
By de3nition of convergence, only 3nitely many data points from a function f had
been observed by an IIM M at the (unknown) point of convergence. Hence, some
form of learning must take place in order for M to learn f. For this reason, hereafter
the terms identify, learn and infer are used interchangeably.
Denition 2 (BJarzdiKnLs [2] and Case and Smith [7]). Let a∈N ∪{∗}. Let f∈R.
(a) M Bca-identi)es f (written: f∈Bca(M)) i6, for all but 3nitely many n∈N ,
’M(f[n]) =af.
(b) M Bca-identi)es S i6 M Bca-identi3es each f∈S.
(c) Bca = {S⊆R | (∃M)[S⊆Bca(M)]}.
We often write Bc for Bc0.
Some relationships between the above criteria are summarized in the following
theorem.
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Theorem 3 (Case and Smith [7], Blum and Blum [3] and BJarzdiKnLs [2]).
Ex0⊂Ex1⊂ · · · ⊂Ex∗⊂Bc⊂Bc1⊂ · · · ⊂Bc∗=2R:
Since R∈Bc∗, we often call a machine which Bc∗-identi3es R a general purpose
learning machine.
We let I range over identi3cation criteria de3ned above. There exists an r.e. sequence
M0;M1;M2; : : : ; of inductive inference machines such that, for all criteria I of inference
considered in this paper, one can show that [11]
for all C∈ I, there exists an i∈N such that C⊆ I(Mi).
We assume M0;M1;M2; : : : to be one such sequence of machines.
3. General purpose machines and their mistakes
Unfortunately, the programs output by Harrington’s machine become more and more
degenerate, i.e. the 3nite set of anomalies in 3nal programs output grows in size without
bound. In fact the 3nite sets of anomalies cannot even be bounded by a computable
function as the next theorem shows.
Theorem 4. Suppose R⊆Bc∗(M). Let g be a computable function. Then there exist
in)nitely many f∈R such that; for in)nitely many n; ’M(f[n]) =g(n)f.
Proof. Suppose M and g are as given in the hypothesis. We will construct one f such
that for in3nitely many n, ’M(f[n]) =g(n)f. The construction can be easily modi3ed to
produce in3nitely many distinct such f. By Kleene Recursion Theorem [18], there
exists an e such that ’e may be de3ned as follows. Let ’e(0)= e. Let x0 = 1. Go to
stage 0.
Stage s
1. Let h=zeroext(’e[xs]).
2. Search for ns¿xs and a set Ss such that (a) ’M(h[ns])(y)↓, for all y∈ Ss,
(b) min(Ss)¿ns, and (c) card(Ss)¿g(ns).
3. If and when such ns, Ss are found, let
’e(y)= 1 + ’M(h[ns])(y), if y∈ Ss.
’e(y)= h(y), if y6max(Ss) and y =∈ Ss.
4. Let xs+1 =1 + max(Ss).
Go to stage s+ 1.
End stage s
We 3rst claim that step 2 succeeds in every stage. This is so since M Bc∗-identi3es
all computable functions, and in particular h. Thus, there exist ns and Ss such that
(a) ’M(h[ns])(y)↓, for all y∈ Ss, (b) min(Ss)¿ns, and (c) card(Ss)¿g(ns). It follows
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that ’e is total. Let f=’e. Now for all s, ’M(f[ns])(x) =f(x), for all x∈ Ss. Thus,
’M(f[ns]) =g(ns)f. Theorem follows.
4. Predicting near future values
Based on Theorem 4, it would be interesting to study how the anomalies of the
programs outputted by a machine are distributed. For example, in real life one probably
cares more about “near future errors” than “distant future errors”. This leads us to the
following de3nition.
Denition 5. Let m; n∈N and f∈R.
(a) M Bcnm-identi)es f(written: f∈Bcnm(M)), i6, for all but 3nitely many x, card({z¡
m |’M(f[x])(x + z) =f(x + z)})6n.
(b) M Bcnm-identi)es C, if it Bc
n
m-identi3es each f∈C.
(c) Bcnm= {C | some M Bcnm-identi3es C}.
Intuitively, one can view Bcnm-identi3cation of a function by a machine as follows.
At any stage, the learning machine predicts the next m values. At all but 3nitely many
stages, at least m− n out of the m predictions are correct.
In this section we resolve the relationship between di6erent Bcnm-identi3cation
criteria.
Following four propositions follow directly from the de3nitions.
Proposition 6. For m¿n; Bcn⊆Bcnm.
Proposition 7. Suppose m¿n and k ∈N . Then Bcnm⊆Bcn+km+k .
Proposition 8. Suppose m¿n¿k. Then Bckm⊆Bcnm.
Proposition 9. Suppose m¿k¿n. Then Bcnm⊆Bcnk .
Proposition 10. For all m¿0; Bc=Bc0m.
Proof. Clearly, for m¿1, Bc⊆Bc0m⊆Bc01. NV′′ de3ned by Podnieks [13] is identical
to Bc01. The proposition follows from NV
′′=Bc [13, 7].
The following theorem shows some advantages of having to predict fewer correct
values in the near future.
Theorem 11. Suppose m′¿m. Then; Bc1m − Bcm
′−m
m′ = ∅.
Proof. Let
Zk = {x | k ·m′¡x¡k ·m′ + m};
Ek = {k ·m′}∪ {x | k ·m′ + m6x¡(k + 1) ·m′}
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and
Uk =Zk ∪Ek = {x | k ·m′6x¡(k + 1) ·m′}:
We now consider the following two properties de3ned on total functions.
(PropA) f satis3es PropA i6 for all k, for all x∈Zk ; f(x)= 0.
(PropB) f satis3es PropB i6 for all k, for all x∈Ek; f(x)=f(k ·m′).
Let C= {f∈R |f satis3es PropA and PropB}.
The above class is easily seen to be in Bc1m. We now show that C =∈Bcm
′−m
m′ .
Suppose by way of contradiction that MBcm
′−m
m′ -identi3es C. Let 0 =. In the
following construction, in stage s we will de3ne s+1. Domain of s will be
⋃
k¡s Uk .
Also, lims→∞ s(x)↓. Suppose f is de3ned as follows:
f(x)= lim
s→∞ s(x):
Then, f will be in C, and M does not Bcm
′−m
m′ -identi3es f.
For all k, let errk0 = 0. Intuitively, at the beginning of stage s, for k¡s, err
k
s denotes
the number of inputs in Ek on which M(s[k ·m′]) has been currently diagonalized
against. We will have errks =0, for k¿s.
Go to stage 0.
Stage s
1. For k6s, let Convks =card({x∈Ek |’M(s[k ·m′]); s(x)↓}).
2. Let Cands= {k6s |Convks¿max({errk
′
s | k6k ′6s})}.
If Cands= ∅, then let Cs= s. Otherwise, let Cs be the minimum element in Cands.
3. For k¡Cs, let errks+1 = err
k
s .
Let errCss+1 =Conv
Cs
s .
For k¿Cs, let errks+1 =0.
4. For x∈ ⋃k¡Cs Uk , let s+1(x)= s(x).
For x∈ECs , let s+1(x)= 1+max({’M(s[Cs ·m′])(x) | x∈ECs ∧’M(s[Cs ·m′]); s(x)↓}).
For x∈ZCs ∪
⋃
Cs¡k¡s+1Uk , let s+1(x)= 0.
5. Go to stage s+ 1.
End stage s
Claim 12. For all s; the following three properties hold:
(a) for all x∈⋃k¡Cs Uk ; s+1(x)= s(x);
(b) for all k¡Cs; errks+1 = err
k
s ; and
(c) either Cs= s; or err
Cs
s+1¿max({errks |Cs6k6s}).
Proof. Follows directly from construction.
Claim 13. lims→∞ errks↓ for every k. Thus; lim inf Cs goes to in)nity; and lims→∞
s(x)↓.
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Proof. We show the claim by induction on k. Suppose, for k ′¡k, lims→∞ errk
′
s ↓. Let
t¿k be a stage such that, for all k ′¡k, for all s¿t, errk
′
s =err
k′
t . Thus, by Claim 12(b
and c), for all s¿t, Cs¿k. Hence, by Claim 12(b and c), for all s¿t, errks6err
k
s+1.
Since errks is bounded by m
′ − m+ 1, lims→∞ errks↓. Thus, using Claim 12, it follows
that lim inf Cs goes to in3nity, and thus lims→∞ s(x)↓.
Let
f(x)= lim
s→∞ s(x):
We claim that f∈C and M does not Bcm′−mm′ -identify f. Note that f clearly satis3es
PropA and PropB. We thus just need to show that f∈R and M does not Bcm′−mm′ -
identify f.
Let errk denote lims→∞ errks . Let r6m
′ − m + 1, be the largest value such that
errk = r, for in3nitely many k.
Let t1; t2 be large enough so that, t2¿t1, and
(i) for all k¿t1, errk6r;
(ii) for all k6t1, for all s¿t2, errks =err
k
t2 .
Thus, in particular for all s¿t2, errCss 6r.
Claim 14. For all s¿t2; if errCss = r; then for all s
′¿s; Cs′¿Cs;
Proof. Suppose by way of contradiction that s′¿s is the 3rst stage in which Cs′6Cs.
Then errCs′s′ ¿err
Cs
s , by the condition for selection of Cs′ in step 2 of the construction.
This in turn implies that errCs′s′ ¿r. A contradiction to the choice of t2.
It follows from Claims 12 and 14 that, if s¿k2 and errCss = r, then s+1[(Cs +
1) ·m′]⊆f. Moreover, since errCss = r, for in3nitely many s, it follows that⋃
{s|s¿t2 ∧ errCss = r}
s+1[(Cs + 1) ·m′] =f:
Since the left-hand side of the above equation is computable, it follows that f is
computable.
Furthermore, for all s¿t2, for all k¿t1, Convks6r (otherwise err
Cs
s would be at least
r + 1).
Thus, for all Cs¿t1, such that errCss = r, we have ’M(f[Cs ·m′])(x) =f(x), for all
x∈ECs . It follows that M does not Bcm
′−m
m′ -identify f. Theorem follows.
The next theorem shows some advantages of being allowed to predict more wrong
values in the near future.
Theorem 15. For all n∈N; Bcn+1 − Bcnn+1 = ∅.
Proof. Let Zf = {x |f((n+ 2) · x) =0}.
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Let C= {f | [card(Zf)=∞∧ (∀∞x∈Zf)[’f((n+2) · x) =n+1f]]∨ [0¡card(Zf)¡∞∧
’f((n+2) ·max(Zf)) =
n+1f]}.
It is easy to verify that C∈Bcn+1. We now show that C =∈Bcnn+1. Suppose by way
of contradiction, MBcnn+1-identi3es C. Then, by operator recursion theorem [5], there
exists a computable, 1–1, increasing p such that p(0)¿0, and ’p(i) may be described
in stages as follows.
Below, let ’sp(y) denote ’p(y) de3ned before stage s. Let Xk = {x | (n + 2) · k¡x¡
(n+2) · (k+1)}. Intuitively, for the diagonalizing function f constructed, for in3nitely
many k, for all x∈Xk , ’M(f[(n+2) · k+1])(x) =f(x).
We will de3ne variables qis (for i6n+2), s, and E
i
s (for i6n+1) in the construction.
Intuitively, for the diagonalizing function f which we will construct, think of qis (for
i6n+1) as elements of Zf. s is an approximate initial segment of f at the beginning
of stage s. The domain of s will be {x | x¡(n + 2) · (1 + qn+2s )}. Eis denotes a set
of k’s such that qis¡k6q
i+1
s and ’M(s[(n+2) · k+1]) makes at least n+ 1− i convergent
errors on inputs from Xk (with respect to s).
For i6n+2, let qi0 = i. Initial segment 0, with domain {x | x¡(n+2) · (qn+20 + 1)}
is de3ned as follows:
0(x)=


p(qi0) if x= q
i
0 · (n+ 2); for some i¡n+ 2;
0 if x¡(n+ 2) · (qn+20 + 1) and x is not of form qi0 · (n+ 2);
for any i¡n+ 2:
For i6n+ 1, let ’0p(qis) = s[(n+ 2) · (1 + q
i+1
s )].
For i¡n + 1, let Ei0 = ∅, and let En+10 = {qn+2s }. In stage s, we will de3ne s+1
and qis+1, for i6n + 2, and correspondingly de3ne E
i
s+1, for i6n + 1. This will be
done is such a way, so that (a) (∀x)(∀∞s)[s+1(x)= s(x)], and (b) f de3ned as
f(x)= lims→∞ s(x), is the diagonalizing function.
For all s, we will satisfy the following invariants:
(A) For i6n; qis¡q
i+1
s .
(B) For all i6n+ 1, ’sp(qis) = s[(n+ 2) · (q
i+1
s + 1)].
(C) For all i6n+1, for all k ∈Eis; card({x∈Xk |’sM(s[(n+2) · k+1])(x)↓ = s(x)})¿n+
1− i.
(D) For all i6n+ 1; Eis⊆{x | qis¡k6qi+1s }.
Go to stage 0.
Stage s
1. Let Cands= {i¡n + 1 | (∃k ∈Ei+1s )[card({x∈Xk |’M(s[k · (n+2)+1]); s(x)↓})¿n + 1
− i]}.
2. If Cands is empty, then let Cs= n+ 1. Else, let Cs=min(Cands).
3. If Cs¡n+1, then let ks ∈ECs+1s be such that card({x∈Xks |’M(s[ks · (n+2)+1]); s(x)↓})
¿n+ 1− i.
If Cs¡n + 1 and there exists an x∈Xks such that s(x)=’M(s[ks · (n+2)+1]); s(ys)↓,
then let ys be one such x. Else, let ys= ↑.
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4. For i6Cs, let qis+1 = q
i
s.
For Cs¡i6n+ 2, let qis+1 = q
n+2
s + i − Cs.
5. Let
s+1(x)=


s(x) if x¡(n+ 2) · (1 + qn+2s )
and x =ys;
’M(s[ks · (n+2)+1]); s(ys) + 1 if x=ys;
p(qis+1) if (n+ 2) · (1 + qn+2s )6x
and x¡(n+ 2) · (1 + qn+2s+1 )
and x= qis+1 · (n+ 2);
for some i¡n+ 2;
0 if (n+ 2) · (1 + qn+2s )6x
and x¡(n+ 2) · (1 + qn+2s+1 )
and x is not of form
qis+1 · (n+ 2);
for any i¡n+ 2:
6. For i¡Cs, let Eis+1 =E
i
s.
If Cs¡n+ 1, then let E
Cs
s+1 =E
Cs
s ∪{ks}.
For Cs¡i¡n+ 1, let Eis+1 = ∅.
Let En+1s+1 = {k | qn+1s+1¡k6qn+2s+1}.
7. For i6n+ 1, let ’s+1p(qis+1)
= s+1[(n+ 2) · (qi+1s+1 + 1)].
8. For Cs¡i6n+ 1, let ’p(qis) follow ’p(qCss+1)
on inputs ¿(n+ 2) · (qi+1s + 1).
(* Note that above implies that ’p(qis) =
1’p(qCss+1)
, since ’p(qis) and ’p(qCss+1)
may
di6er only on ys. *)
9. Go to stage s+ 1.
End stage s
It is easy to verify that invariants (A)–(D) are satis3ed. Also, note that step 7
is consistent since, for i6Cs, s[(n + 2) · (qi+1s + 1)]⊆ s+1[(n + 2) · (qi+1s+1 + 1)] (by
invariant (D), if Cs¡n+ 1, then ks¿qCs+1s and thus ys¿(n+ 2) · (qCs+1s + 1)).
Claim 16. For each s; the following are satis)ed:
(a) For i6Cs; qis+1 = q
i
s.
(b) For Cs¡i6n+ 2; qis+1¿q
n+2
s .
(c) qis6q
i
s+1.
(d) For i¡j; if qis¡q
j
s′ ; then s6s
′ or qis= q
i
s′ .
(e) s[(n+ 2) · (qCs+1s + 1)]⊆ s+1[(n+ 2) · (qCs+1s + 1)].
(f) For all Cs¡i6n+ 1; ’p(qis) =
1’p(qCss ).
Proof. Parts (a)–(e) follow by induction on stages. For (f) see note in step 8.
Claim 17. For all s and for all i¡n+ 1; card({x |’p(qis)(x)↓ =’p(qi+1s )(x)})61.
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Proof. If for all s′¿s, qi+1s′ = q
i+1
s , then clearly, ’p(qis) =’
s
p(qis)
= s[(n + 2) · (qi+1s +
1)]⊆’s
p(qi+1s )
⊆’p(qi+1s ).
So suppose s′¿s is the least number such that qi+1s′ = qi+1s . Then, by construction of
s′ and steps 7 and 8 in stage s′ − 1, the only possible member of {x |’p(qis)(x)↓ =
’p(qi+1s )(x)} is ys′−1. Claim follows.
By inductively applying the above claim we get:
Corollary 18. For all s and for all i¡j6n+1; card({x |’p(qis)(x)↓ =’p(qjs)(x)})6j−i.
Let C6n + 1, be the least value such that Cs=C for in3nitely many s. Thus, for
i6C, lims→∞ qis↓, and for C¡i6n + 1, lims→∞ qis↑. For i6C, let qi = lims→∞ qis.
Claim 16(c) and invariant (B) thus imply that ’p(qC) is total. Let f=’p(qC). Note that
for all x∈Zf, f(x)=p(x) and x= qjs, for some s∈N and j6n+1 (by construction).
Claim 19. f∈C.
Proof. Suppose qjs¿qC , and j6n + 1. Then, we must have j¿C, and thus by
Claim 16(d), qCs = q
C . Thus, by Corollary 18 we have that, for all qjs¿qC , ’p(qC) = j−C
’p(qjs). Thus f∈C.
Let s be such that, for all s′¿s, qCs = q
C . Let EC =
⋃
s′¿s E
C
s . Note that E
C is
in3nite.
Claim 20. For all k ∈EC; for all x∈Xk; ’M(f[(n+2) · k+1])(x) =f(x).
Proof. For all k ∈EC , ’M(f[(n+2) · k+1]) converges on at most n+1−C elements in Xk
(otherwise step 3 in the construction would make Cs′¡C, for some s′¿s). Moreover,
due to invariant (C), for all k ∈EC , ’M(f[(n+2) · k+1)] makes at least n+1−C convergent
errors in Xk . It follows that, for k ∈EC , for each x∈Xk , ’M(f[(n+2) · k+1])(x) =f(x).
Since, EC is in3nite it follows from above claim that M does not Bcnn+1-identify f.
Theorem follows.
As a corollary to the above theorem, if one looks at the errors committed by a
general purpose machine on the next n inputs, then for in3nitely many functions, at
in3nitely many positions, the machine commits n errors in predicting the next n inputs.
Hence, there is an ostensibly unpleasant cost to general purpose learning. However, as
we shall see, this can be assuaged at least in some interesting respects (Theorems 28
and 30 in Section 5 below).
Corollary 21. Suppose m¿n and m′¿n′. If n¿n′; then Bcnm − Bcn
′
m′ = ∅.
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Proof. Theorem 15 shows that Bcn
′+1 − Bcn′n′+1 = ∅. Now since Bcn
′+1⊆Bcn⊆Bcnm
(latter inclusion by Proposition 6) and Bcn
′
m′ ⊆Bcn
′
n′+1 (by Proposition 9), Corollary
follows.
Corollary 22. Suppose m′¿n′ and m¿n¿0. If m′− n′¿m− n; then Bcnm−Bcn
′
m′ = ∅.
Proof. If n′¡n, then corollary follows from Corollary 21. So suppose n6n′.
Theorem 11 shows that Bc1m−n+1 − Bcm
′−m+n−1
m′ = ∅ (note that m′¿m − n + 1). Now,
Bc1+n−1m ⊇Bc1m−n+1 (by Proposition 7), and Bcn
′
m′ ⊆Bcm
′−m+n−1
m′ (since n
′6m′ − m +
n− 1, and by Proposition 8). Corollary follows.
The following corollary resolves all relationships among the Bcnm-criteria.
Corollary 23. Suppose m¿n and m′¿n′. Then: Bcnm⊆Bcn
′
m′ i8 [n=0 or [n
′¿n and
m′ − n′6m− n]].
Proof. If n¿n′ then Corollary 21 shows that Bcnm − Bcn
′
m′ = ∅. If m′ − n′¿m− n and
n¿0, then Corollary 22 shows that Bcnm − Bcn
′
m′ = ∅.
If n=0, then Bcnm=Bc⊆Bcn
′
m′ .
If n′¿n and m′−n′6m−n, then Bcnm⊆Bcn
′
m+n′−n (by Proposition 7) and Bc
n′
m+n′−n⊆
Bcn
′
m′ (by Proposition 9). Corollary follows.
Corollary 24. For all m¿n; R =∈Bcnm.
Thus, no general purpose learning machine can guarantee that anomalies are not
concentrated in the near future.
5. Desirable properties achievable by general purpose learners
Since the errors committed by programs output by a general purpose learner can
be arbitrarily bad, we look at how this may be assuaged for suitable general purpose
learners, and we also determine some additional nice properties a general purpose
learner can satisfy.
One can think of a program for a computable function as a predictive explanation
for the function’s I=O behavior [3, 7] Popper’s Refutability Principle [14] essentially
says that explanations with mistakes should be refutable. As pointed out in [7] (see also
[6]), an erroneous predictive explanation (program) for a computable function satis3es
Popper’s Principle if it computes a total function. 2 The following theorem says that one
can construct a general purpose learner which, on computable function input, almost
always outputs programs for total functions; hence, it almost always outputs predictive
explanations which satisfy Popper’s Principle.
2 Then the halting problem [18] does not stand in the way of algorithmically locating the mistakes.
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Theorem 25. There exists a machine M; such that; for all f∈R; (i) MBc∗-identi)es
f; and (ii) (∀∞n)[’M(f[n]) ∈R].
Proof. De3ne M as follows. M on f[n], outputs a program pn such that ’pn may be
de3ned as follows:
’pn(x)
1. Let Sx = {p6n |f[n]⊆’p;x}.
2. If Sx = ∅, then let ’pn(x)= 0.
3. Else let p=min(Sx).
4. Dovetail steps 5 and 6 until one of them succeeds. If step 5 succeeds, before step
6 (if ever) then go to step 7. If step 6 succeeds, before step 5 (if ever) then go to
step 8.
5. Search for s such that ’p; s(x)↓.
6. Search for p′¡p, and s such that, (∀y¡n)[’p′ ; s(y)=f(y)] and ’p′ ; s(x)↓.
7. Let ’pn(x)=’p(x), and halt.
8. Let ’pn(x)=’p′(x).
End
We claim that above M witnesses the theorem. Suppose f∈R. Let q be the least
program for f. Let m¿q be large enough so that, for all q′¡q, there exists a y¡m
such that ’q′(y) =f(y). Let pn=M(f[n]), and consider the de3nition of ’pn above.
Claim 26. (∀n¿m)[’pn =∗f]. Thus; MBc∗-identi)es f.
Proof. Note that for large enough x, min(Sx)= q. Also, by de3nition of m, search in
step 6 cannot succeed for any p′¡p= q. Also, for p= q, there exists an s such that
search in step 5 succeeds. Thus, for large enough x; ’pn(x)=’q(x)=f(x).
Claim 27. (∀n¿m)[’pn ∈R].
Proof. Note that, for n¿m, min(Sx)¿q. If min(Sx) = q then clearly step 5 succeeds.
If min(Sx)¿q then step 6 of ’pn(x) would eventually succeed since p
′= q and large
enough s satisfy the requirement for success of step 6. Thus, ’pn(x) would be de3ned
at step 8 (if not earlier de3ned due to step 2 or 7).
Theorem follows from above claims.
The following shows that even though a general purpose machine may be locally
bad for in3nitely many positions, one can ensure that these bad positions have low
density.
Theorem 28. For all n; there exists a machine M such that;
(a) MBc∗-identi)es R; and
(b) for all f∈R; limx→∞ card({k|k6x∧ (∀z6n)[’M(f[k])(k+z) =f(k+z)]})x+1 =1.
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Proof. Suppose M′ Bc∗-identi3es R. Suppose h is a monotonic non-decreasing com-
putable function such that limx→∞ h(x)=x=0. Let M be de3ned as follows.
M(f[m]) outputs a program pm de3ned as follows.
’pm(y)
1. If y¡m, then ’pm(y)=f(y).
2. If y¿m+ n, then ’pm(y)=’M′(f[m])(y).
3. If m6y6m+ n, then search for a p¡h(m) such that f[m]⊆’p, and ’p(y)↓. If
and when such a p is found, let ’pm(y)=’p(y).
End
Due to step 2, ’M(f[m]) =∗’M′(f[m]). Thus, M Bc∗-identi3es R. Now 3x f∈R. Fix
x. Consider m6x such that ’M(f[m])(m + z) =f(m + z), for some z6n. For these m
one of the following two conditions must hold.
Case 1: For all p¡h(m), [f[m]*’p or ’p(m+ z)↑ for some z6n].
Case 2: There exists a p¡h(m) such that f[m]⊆’p and ’p(m + z)↓ =f(m + z),
for some z6n.
Case 1 can hold for only for h(m)6MinProg(f). Each p¡h(x), can result in Case 2
for at most n+ 1 di6erent m (since if w is the least number such that ’p(w) =f(w),
then for Case 2 to happen, w − n6m6w). Thus, Case 2 can happen for a total of at
most h(x)∗ (n+1) di6erent m6x. Let c be such that h(c)¿MinProg(f). Thus, Case 1
or Case 2 can happen for at most c + h(x) ∗ (n + 1) di6erent m. Now, limx→∞ (c +
h(x) ∗ (n+1))=(x+1)=0 (since c and n are constants and limx→∞ h(x)=x=0). Since
f was arbitrary computable function, theorem follows.
Since general purpose learners are always quite erroneous (of course the density of
erroneous, near future intervals can be made small), it is interesting to consider which
classes a general purpose learner may additionally identify in a better or stricter sense.
Denition 29 (Minicozzi [12]; Blum and Blum [3]; Case; Jain and Ngo Manguelle
[6]).
(a) M is said to be reliable i6, for all f such that M(f)↓, M Ex-identi3es f.
(b) M is said to reliably Ex-identify C, i6 M is reliable and M Ex-identi3es C.
(c) RelEx= {C | some machine reliably Ex-identi3es C}.
Intuitively, reliable machines do not deceive us by converging falsely. As noted
above, r.e. classes of computable functions (such as the class of polynomial functions
and the class of primitive recursive functions) as well as the class of total run time
functions can be reliably Ex-identi3ed.
The following theorem shows that for any class S in RelEx, one can create a
general purpose learning machine which Ex-identi3es S!
Theorem 30. Suppose S∈RelEx. Then there exists an M such that M Bc∗-identi)es
R and Ex-identi)es S.
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Proof. Suppose MH is a machine which Bc∗-identi3es R. Below P ranges over 3nite
sets of programs. Let Prog be a recursive function such that ’Prog(P;f[n]) may be de3ned
as follows.
’Prog(P;f[n])(x)
1. If there exists a y6x and i; j∈P such that
i(y)6x; j(y)6x and ’i(y) = ’j(y):
Then let ’Prog(P;f[n])(x)=’MH (f[n])(x).
2. Else, search for an i∈P such that ’i(x)↓. If and when such an i is found, let
’Prog(P;f[n])(x)=’i(x).
End
Claim 31. For all f∈R; for all n; for all P;
[(∃p∈P)[’p=f]∧ (∀p∈P)[’p⊆f]]⇒ [’Prog(P;f[n]) =f]:
Proof. Fix f∈R, and n∈N . Suppose, (∃p∈P)[’p=f]∧ (∀p∈P)[’p⊆f]. Fix any
input x. Since (∀p∈P)[’p⊆f], ‘If’ clause in step 1 of ’Prog(P;f[n])(x) fails. Also, there
exists a p′ ∈P, such that ’p′(x)↓. It follows that search in step 2 of ’Prog(P;f[n])(x),
succeeds. Thus, ’Prog(P;f[n])(x)↓. ’Prog(P;f[n])(x)=f(x) now follows from the hypothesis
that (∀p∈P)[’p⊆f].
Claim 32. For all f∈R; for all but )nitely many n; for all P;
(∃p∈P)[’p=f]⇒ [’Prog(P;f[n]) =∗f]:
Proof. Fix f∈R. Let n0 be such that, for all n¿n0; ’MH (f[n]) =∗f.
Suppose there exists a p∈P such that ’p=f. If, (∀p∈P)[’p⊆f], then by
Claim 31 ’Prog(P;f[n])=f.
If, (∃p∈P)[’p*f], then using (∃p∈P)[’p=f], it follows that, there exist i; j∈P;
x0; y0 ∈N , such that y06x0, and i(y0)6x0, j(y0)6x0 and ’i(y0) =’j(y0). Thus,
for all x¿x0, ’Prog(P;f[n])(x)=’MH (f[n])(x). It follows that, for n¿n0, ’Prog(P;f[n]) =
∗
’MH (f[n]) =
∗f.
We now show the theorem using above claims. Suppose M′ RelEx-identi3es S.
Without loss of generality assume S=Ex(M′), and for all n; M′(f[n])6n. Let
SB(f[n])=max({M′(f[x]); card({m¡n−1 |M′(f[m]) =M′(f[m+1])})}). Note that
if M′(f)↓, then limn→∞ SB(f[n])↓¿M′(f); if M′(f)↑, then lim inf n→∞ SB(f[n])
=∞. Also SB(f[n])6n.
Now M(f[n]) outputs Prog(Pfn ; f[SB(f[n])]), where P
f
n = {i6SB(f[n])|’i; n⊆f}.
Claim 33. If f∈S then M Ex-identi)es f.
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Proof. Supposef∈S. Thus, limn→∞ SB(f[n])↓. Let SB(f) denote limn→∞ SB(f[n]).
Note that SB(f)¿MinProg(f). Let n0 be such that, for all n¿n0, SB(f[n])=
SB(f), and (∀p6SB(f) |’p*f)[’p;n0*f]. It follows that for all n¿n0; Pfn = {p
6SB(f) |’p⊆f}. Since MinProg(f)6SB(f), it follows that MinProg(f)∈Pfn .
Thus, M(f)↓=Prog(Pfn0 ; f[SB(f)]). Now, using Claim 31 we have that
’Prog(Pfn ;f[SB(f)]) =f. Claim follows.
Claim 34. If f∈R−S; then M Bc∗-identi)es f.
Proof. Suppose f∈R−S. Then, lim inf n→∞ SB(f[n])=∞. Now 3x n0 such that
(i) for all n¿n0; SB(f[n])¿MinProg(f), and
(ii) for n¿n0, for all P; (∃p∈P)[’p=f]⇒ [’Prog(P;f[n]) =∗f].
Note that by Claim 32, n0 satisfying (ii) exists. Note that by (i), and de3nition of P
f
n ,
for all n¿n0, P
f
n contains MinProg(f).
It follows from (ii) that, for all n¿n0, [’Prog(P;f[n]) =∗f]. This proves the claim.
Theorem follows from Claims 33 and 34.
On the other hand, Corollary 36 below shows that RelEx cannot be replaced by
3nite identi3cation.
Denition 35 (Gold [10]). (a) M )nitely identi)es f, i6 there exists an n and a p
such that, ’p=f;M(f[m])= ?, for m¡n, and M(f[m])=p, for m¿n.
(b) M 3nitely identi3es C, i6 M 3nitely identi3es each f∈C.
(c) C is 3nitely identi3able i6 some M 3nitely identi3es C.
Let S0 = {f |’f(0) =f}. Note that S0 is 3nitely-identi3able.
Corollary 36. Suppose n∈N and M Bc∗-identi)es R. Then there exists an f∈S0
such that M does not Bcn-identify f.
Proof. Suppose M is as given in the hypothesis. Let g(x)= n. Then, proof of
Theorem 4 gives an f∈S0, such that for in3nitely many x, ’M(f[x]) =nf.
It would be interesting to study what other useful properties a suitable general
purpose learner can be made to satisfy.
6. Conclusions
Harrington [7] surprisingly constructed a general purpose learner, i.e., a machine
which Bc∗-identi3es all the computable functions. However, the programs output by
Harrington’s machine become more and more degenerate, i.e., in general, the 3nite set
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of anomalies in each 3nal program grows without bound. In this paper we showed that
this is unavoidable (Theorem 4 above).
Since the programs output by any general purpose learning machine make large
number of errors on in3nitely many functions, it is interesting to study how these
errors are or can be distributed. Based on this motivation we de3ned new criteria
of inference called Bcnm, and completely resolved the relationship between di6erent
Bcnm criteria of inference. Among other results, we showed that any general purpose
learning machine is poor in predicting near future values. In particular any general
purpose learning machine M predicts the next n values wrongly in3nitely often. In
contrast, though, we show that the density of such bad prediction points can be made
vanishingly small (Theorem 28 above).
We constructed a general purpose learning machine M such that, on any computable
function input, all but 3nitely many of the programs output by M are for total functions.
Hence, almost all of its conjectures satisfy Popper’s Refutability Principle.
We also showed that for every class of computable functions, S, which can be Ex-
identi3ed by a reliable machine [12, 3, 6] (see de3nition in Section 5 above), some gen-
eral purpose learning machine additionally Ex-identi3es S. We further show, though,
that reliable identi3cation in the just above statement cannot be replaced by 3nite
identi3cation.
It would be interesting to study which other useful properties a general purpose
learner can or cannot have.
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