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Abstract
We consider the Kolmogorov equation associated with the stochastic Navier–Stokes equations in
3D, we prove existence of a solution in the strict or mild sense. The method consists in finding
several estimates for the solutions um of the Galerkin approximations of u and their derivatives.
These estimates are obtained with the help of an auxiliary Kolmogorov equation with a very irregular
negative potential. Although uniqueness is not proved, we are able to construct a transition semigroup
for the 3D Navier–Stokes equations. Furthermore, this transition semigroup has a unique invariant
measure, which is ergodic and strongly mixing.
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Résumé
On considère l’équation de Kolmogorov associée à l’équation de Navier–Stokes stochastique en
dimension 3 ; on prouve l’existence d’une solution stricte ou mild. La méthode consiste à démontrer
de nombreuses estimations a priori pour les solutions um des approximations de Galerkin de u et de
ses derivées. Ces estimations sont obtenues à l’aide d’une équation de Kolmogorov auxiliaire avec
un potentiel négatif très irrégulier. Bien que nous ne soyons pas en mesure de prouver l’unicité, nous
avons pu construire un semigroupe de transition pour les équations de Navier–Stokes stochastiques
en dimension 3. De plus, ce semigroupe de transition a une unique mesure invariante qui est aussi
ergodique et fortement mélangeante.
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1. IntroductionWe are concerned with the stochastic Navier–Stokes equations in dimension 3 with
Dirichlet boundary conditions:
dX(t, ξ)= [ν0
X(t, ξ)− (X(t, ξ) · ∇)X(t, ξ)]dt
−∇p(t, ξ)dt +√QdW, t > 0, ξ ∈O,
divX(t, ξ)= 0, t > 0, ξ ∈O,
X(t, ξ)= 0, t > 0, ξ ∈ ∂O,
X(0, ξ)= x(ξ), ξ ∈O,
(1.1)
where O is an open bounded domain of R3 with smooth boundary ∂O. We have denoted
by X the velocity, by p the pressure and by ν0 the viscosity.
We set:
H = {x ∈ (L2(O))3: divx = 0 in O, x · n= 0 on ∂O},
where n is the outward normal to ∂O, and V = (H 10 (O))3 ∩H.
The norm and inner product in H will be denoted by | · | and (· , ·), respectively.
Moreover W is a cylindrical Wiener process taking values on H and the operator
Q ∈L(H) is nonnegative, symmetric, of trace class and such that KerQ= {0}.




H 2(O))3 ∩ (H 10 (O))3 ∩H,
where P is the orthogonal projection of (L2(O))3 onto H and by b the operator:
b(x, y)= P ((x · ∇)y), b(x)= b(x, x), x, y ∈ V.
Recall that we have the identity:
b(x, y)= P (div(x ⊗ y)), x, y ∈ V.
Now we can write problem (1.1) in the form:{
dX(t, x)= (AX(t, x)+ b(X(t, x)))dt +√QdW(t),
X(0, x)= x. (1.2)
It is well known that, in the deterministic case, i.e., when Q= 0, there exists a global weak
solution (in the PDE sense) in H but uniqueness of such solution is an open problem. On
another hand, when considering smoother initial data, there exists a unique solution but it
is not known if it is globally defined. (See for instance [1,7,10,21–23,27,28,31,34].)
The stochastic equation (1.2) has also been studied by many authors (see [2,3,6,8,9,18,
20,29,32,33]). It is well known that there exists a global solution of the martingale problem
in H . The problem of pathwise uniqueness of such a solution seems to be as difficult as in
the deterministic case.
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The uniqueness of the law might be less difficult. Having in mind the theory developped
in [30], it is possible that even if several solutions exist the law is uniquely defined. Nothing
is known on this problem for Eq. (1.2). Following the ideas in [30], we need to solve the
following Kolmogorov equation (see [14] for an introduction to Kolmogorov equation in







]+ (Ax + b(x),Du),
u(0)= ϕ,
(1.3)
where ϕ is a real function defined on H .
Formally, u(x, t) = E[ϕ(X(t, x))] is a solution of (1.3). This formula is very difficult
to use since very little information is available on X. In this article, we shall consider a







]+ (Ax + b(x),Dv)−K|Ax|2v,
v(0)= ϕ
(1.4)










The exponential factor inside the expectation is very helpful and compensates the lack of
a priori estimates for the solutions of the Navier–Stokes equations. Note that we do not
use this formula and do not wish to give a precise meaning to it. In fact, we only use the
Galerkin approximations of (1.4) and the corresponding formula in finite dimension. These
are well defined and allow the derivation of a priori estimates on the solutions of (1.3).
This trick provides a powerfull tool to study the Kolmogorov equation. We show that it
is possible to construct a solution to (1.3) in the strict or mild sense. Up to now, we are not
able to prove uniqueness so that we cannot conclude that the law of the solutions to (1.1)
is uniquely defined. This problem will be investigated in a future paper.
However, using the existence of martingale solutions and of an invariant law, we prove
that it is possible to associate to (1.1) a Markovian transition semigroup. Our a priori
estimates easily show that this semigroup is strong Feller so that, using a previous result
of Flandoli [17], we can state that there exists a unique invariant measure which is ergodic
and strongly mixing.
These results are obtained under the assumption that the noise is at the same time
nondegenerate and sufficiently smooth, see (2.15) and (2.16) below. Our method strongly
uses the nondegeneracy of the noise and, although the noise
√
QW is rather smooth in
space, our work is in the same spirit as the ergodicity result of [19] in the 2D case. It is
now known that, in the 2D case, this assumption can be relaxed and a noise acting on a
finite-dimensional space can be considered [5,15,25,24]. A clever coupling argument is
used to prove that. We hope that in the future a similar technique can be used in the 3D
case.
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The article is organized as follows. We first set some notations, define the Galerkin
approximations of (1.3), (1.4) and recall well-known facts. The a priori estimates
are derived in three steps. Section 3 (respectively 4, 5) gives estimates on Galerkin
approximations of (1.2) (respectively (1.4), (1.3)). The construction of solutions is given in
Section 6 and, finally, Section 7 contains the construction of the transition semigroup and
proves the ergodicity result.
2. Preliminaries
It will be convenient to use fractional powers of the operator A as well as their
domains D((−A)α) for α ∈ R. Recall that, thanks to the regularity theory of the
Stokes operator, D((−A)α) is a closed subspace of the Sobolev space (H 2α(O))3 and
| · |D((−A)α) = |(−Aα) · | is equivalent to the usual (H 2α(O))3 norm.
The counterpart for the existence of a global solution in the deterministic case is given
by the following classical result whose proof will be briefly recalled in Section 7.
Proposition 2.1. For any x ∈ H , there exists a martingale solution of Eq. (1.2) with
trajectories in C([0, T ];D((−A)−α)) and L∞(0, T ;H) ∩ L2(0, T ;D((−A)1/2) for any
α > 0 and T > 0.
2.1. Functional spaces
Let E be any Banach space and ϕ :D(A)→E. For any x,h ∈H we set:





ϕ(x + sh)− ϕ(x)),
provided the limit exists. The limit is intended in E. Successive derivatives are defined in
a natural way. Let us define several functional spaces.
• Cb(D(A);E) is the space of all continuous and bounded mappings from D(A)
(endowed with the graph norm) into E. We set:
‖ϕ‖0 := sup
x∈D(A)
∣∣ϕ(x)∣∣, ϕ ∈ Cb(D(A);E).





(|Ax| + 1)k <+∞.
• For any k ∈ N, C1k (D(A);E) is the space of all ϕ ∈ Ck(D(A);E) which are
continuously differentiable and such that
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‖ϕ‖k,A,1 := sup |A
−1Dϕ(x)|
k
<+∞.x∈D(A) (|Ax| + 1)
• For any k ∈ N, C2k (D(A);E) is the space of all ϕ ∈ C1k (D(A);E) which are twice




(|Ax| + 1)k <+∞.
For instance the function ϕ(x)= |Ax|2 belongs to C2k (D(A);R) for any k  2.
• For any k ∈ N, C3k (D(A);E) is the space of all ϕ ∈ C2k (D(A);E) which are three




(|Ax| + 1)k <+∞.
• For any k ∈ N, γ ∈ (0,1), C1k (D((−A)γ );E) is the space of all ϕ ∈ Ck(D(A);E)
such that
‖ϕ‖k,(−A)γ ,1 := sup
x∈D(A)
|(−A)−γDϕ(x)|
(|Ax| + 1)k <+∞.
• For any k ∈ N, γ ∈ (0,1), C2k (D((−A)γ );E) is the space of all ϕ ∈ C1k (D(A);E)
such that
‖ϕ‖k,(−A)γ ,2 := sup
x∈D((−A)γ )
‖(−A)−γD2ϕ(x)(−A)−γ ‖
(|Ax| + 1)k <+∞.
• For any k ∈ N, γ ∈ (0,1), C3k (D((−A)γ );E) is the space of all ϕ ∈ C3k (D(A);E)
such that
‖ϕ‖k,(−A)γ ,3 := sup
x∈D(A)
‖D3ϕ(x) · ((−A)γ ·, (−A)γ · (−A)γ ·)‖
(|Ax| + 1)k <+∞.
2.2. Galerkin approximations
We introduce the usual Galerkin approximations of Eqs. (1.2) and (1.3). For m ∈N, we
define the projector Pm onto the first m eigenvectors of A and set bm(x)= Pmb(Pmx), for








Xm(0, x)= Pmx = xm, (2.1)









]+ (Ax + bm(x),Dum),
um(0)= ϕ.
(2.2)
We can extend the definition of um(t, x) to any x ∈ H by setting um(t, x)= um(t,Pmx).
Eq. (2.2) has a unique solution given by







If ϕ is a C1 function then for any h ∈H we have:





) · ηhm(t, x)], (2.4)
where ηhm is the solution of the equation:
d
dt
ηhm(t, x)=Aηhm(t, x)+ b′m
(
Xm(t, x)
) · ηhm(t, x),
ηhm(0, x)= Pmh.
(2.5)
Note that b′m(Xm(t, x)) · ηhm(t, x)= bm(Xm(t, x), ηhm(t, x))+ bm(ηhm(t, x),Xm(t, x)).
Moreover, since KerQ= {0}, Dum(t, x) can be expressed in terms of ϕ (instead of Dϕ)
thanks to the Bismut–Elworthy formula, see [4,16],

















Clearly, in order to prove the existence of Du(t, x) for some ϕ we need an estimate of
ηhm(t, x) uniform in m. We were not able to find such estimate using Eq. (2.5), so we









]+ (Ax + bm(x),Dvm)−K|Ax|2vm,
vm(0)= ϕ,
(2.7)
where K > 0 is fixed, which contains a “very negative” potential term.
Eq. (2.7) has a unique solution given by the Feynman–Kac formula









Clearly, the function um can be expressed in terms of the function vm by the variation of
constants formula:
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u (t, ·)= Smϕ +K
t∫
Sm
(|Ax|2u (s, ·)) ds. (2.9)m t
0
t−s m
We have similar formulae for the differential of vm. If ϕ is a C1 function on H , for x ∈H ,
h ∈H , we have:


























Moreover, since KerQ = {0}, from [13] we know that for any ϕ ∈ Cb(H), Smt ϕ is
differentiable in any direction h ∈H and we have:








































Our goal is to find estimates for the derivatives of um(t, ·) through corresponding
estimates for vm(t, ·) and then to pass to the limit in Eq. (2.2).
In order to estimate the second derivative of um, we introduce the solution ζ hm(t, x) of
d
dt
ζ hm(t, x)=Aζhm(t, x)+ b′m
(
Xm(t, x)
) · ζ hm(t, x)+ 2b(ηhm(t, x)),
ζ hm(0, x)= 0.
(2.12)
Then, by differentiation of (2.10), we have for a C2 function ϕ on H ,





































































) · ζ hm(t, x))). (2.13)
We can also differentiate (2.11) and derive for a C1 function on H









































































































































Finally, by differentiation of (2.14), we can give a formula for D3Smt ϕ(x) in terms of
D2ϕ and θhm(t, x) :=D3Xm(t, x) · (h,h,h) which is the solution of the following equation:
d
dt
ζ hm(t, x)=Aθhm(t, x)+ b′m
(
Xm(t, x)
) · θhm(t, x)+ 3b(ζ hm(t, x)ηhm(t, x))
+ 3b(ηhm(t, x)ζ hm(t, x)),
θhm(0, x)= 0.




(−A)1+gQ]<+∞, for some g > 0 (2.15)
and∣∣Q−1/2x∣∣ cr ∣∣(−A)rx∣∣, ∀x ∈D((−A)r), for some r ∈ (1,3/2) and cr > 0. (2.16)
Note that these two conditions are compatible, for instance if we take Q= (−A)−α,α > 0,
then conditions (2.15) and (2.16) are equivalent to:
r ∈ (1,3/2), α < 2r, g < α − 5
2
.
Therefore they are fulfilled taking α ∈ (5/2,3). Assumptions (2.15), (2.16) also hold if Q
and A commute and the eigenvalues of Q, (qk)k∈N, satisfy,
a0k
−4  qk  a1k−5/3−ε,
for two constants a0 and a1 and ε > 0.
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Let 0 < ε < g/2. Then we have:E
(∣∣(−A)1+εZ(t)∣∣2)= Tr[(−A)1+2εQ]<+∞.
Consequently, using the factorization method (see [12, Section 5.3]), it follows that for any











∣∣(−A)1+εZm(t)∣∣k) c(k, ε, T ). (2.19)
It is also not difficult to check that
E
(∣∣AZm(t)−AZm(s)∣∣2) c|t − s|g/2, t, s ∈ [0, T ] (2.20)
for any m ∈ N. Here and in the following, c(·), ci(· , · , ·) or Ki(·) denote constants
depending only on their arguments. Also, c denotes a generic constant which may change
from one line to another.
2.3. Estimates on the nonlinear term
Let 0 < α < β < γ. Then the following interpolatory estimate is well known:∣∣(−A)βx∣∣ c∣∣(−A)αx∣∣(γ−β)/γ−α∣∣(−A)γ x∣∣(β−α)/γ−α, x ∈D((−A)γ ) (2.21)
as well as the Agmon estimate:
|x|L∞(O)  c
∣∣(−A)1/2x|1/2|Ax|1/2, x ∈D(A). (2.22)
Moreover (b(x, y), y) = 0, whenever the left-hand side makes sense. We shall use the
following estimates on the bilinear operator b(x, y) (see [10,31]).














b(x, y), (−A)1/2z) c(∣∣(−A)1/2x∣∣1/2|Ax|1/2|Ay|
+ ∣∣(−A)1/2y∣∣1/2|Ay|1/2|Ax|)|z| c|Ax||Ay||z|,
(iv)
∣∣(bm(x), (−A)δx)∣∣ c∣∣(−A)δ/2x∣∣1/2+δ∣∣(−A)(1+δ)/2x∣∣5/2−δ, for δ > 1/2.
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(x · ∇y)zdξ  |x|L3(O)|∇y|L6(O)|z|
 c|x|1/2∣∣(−A)1/2x∣∣1/2|Ay||z|,
by the Sobolev embeddings H 1(O)⊂ L6(O), H 1/2(O)⊂ L3(O) and by (2.21).





by Agmon’s inequality (2.22).
For (iii) we have,(
b(x, y), (−A)1/2z)= ((−A)1/2b(x, y), z) ∣∣(−A)1/2b(x, y)∣∣|z| c∣∣b(x, y)∣∣
H 1(O)|z|
and ∣∣b(x, y)∣∣
H 1(O)  c
(|x|L∞(O)|y|H 2(O) + |x|H 2(O)|y|L∞(O))
 c
(∣∣(−A)1/2x∣∣1/2|Ax|1/2|Ay| + ∣∣(−A)1/2y∣∣1/2|Ay|1/2|Ax|)|z|,
thanks again to Agmon’s inequality.
Let us prove finally (iv). We first consider the case when δ  1 (recall that δ > 1/2). We
use a modification of (iii)∣∣(bm(x), (−A)δx)∣∣ c|x|L∞(O)|x|H 1(O)∣∣(−A)δx∣∣.
Consequently, by the Agmon inequality we obtain
|x|L∞(O)  c
∣∣(−A)δ/2x∣∣−1/2+δ∣∣(−A)(1+δ)/2x∣∣3/2−δ.




Now we consider the case δ > 1. We again use a modification of (iii)∣∣(bm(x), (−A)δx)∣∣= ∣∣((−A)1/2bm(x), (−A)δ−1/2x)∣∣
 c|x|L∞(O)|x|H 2(O)
∣∣(−A)δ−1/2x∣∣.
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Then, using the interpolatory inequalities|x|H 2(O) 
∣∣(−A)δ/2x∣∣δ−1∣∣(−A)(1+δ)/2x∣∣2−δ,∣∣(−A)δ−1/2x∣∣ c∣∣(−A)δ/2x∣∣2−δ∣∣(−A)(1+δ)/2x∣∣δ−1,
we find again (iv). ✷
3. A priori estimate I








0 |Xm(τ,x)|2 dτ ∣∣(−A)3/2Ym(s, x)∣∣2 ds






0 |AXm(s,x)|2 ds∣∣AXm(t, x)∣∣2  |Ax|2 + c sup
s∈[0,T ]
∣∣AZm(s)∣∣2, (3.2)
for any m ∈N, t ∈ [0, T ] and x ∈D(A).
Proof. Let us set:
Ym =Xm −Zm,
then Ym is the solution of the equation{ d
dt












∣∣AYm(t, x)∣∣2 + ∣∣(−A)3/2Ym(t, x)∣∣2
= (bm(Ym(t, x)+Zm(t)),A2Ym(t, x)) c∣∣A(Ym(t, x)+Zm(t))∣∣2∣∣(−A)3/2Ym(t, x)∣∣
 c
∣∣A(Ym(t, x)+Zm(t))∣∣4 + 12 ∣∣(−A)3/2Ym(t, x)∣∣2.
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Therefored
dt








∣∣AXm(t, x)∣∣2(∣∣AYm(t, x)∣∣2 + sup
s∈[0,T ]
∣∣AZm(s)∣∣2).
A standard comparison lemma yields (3.1). Finally (3.2) follows using (2.19)
since Xm = Ym +Zm. ✷

























0 |AXm(τ,x)|2 dτ ∣∣(−A)3/2ηhm(s, x)∣∣2 ds
 |Ah|2. (3.6)





∣∣ηhm(t, x)∣∣2 + ∣∣(−A)1/2ηhm(t, x)∣∣2  (b(ηhm(t, x),Xm(t, x)), ηhm(t, x))
+ (b(Xm(t, x), ηhm(t, x)), ηhm(t, x))
 c




∣∣ηhm(t, x)∣∣2 + ∣∣(−A)1/2ηhm(t, x)∣∣2  c∣∣AXm(t, x)∣∣2∣∣ηhm(t, x)∣∣2,
890 G. Da Prato, A. Debussche / J. Math. Pures Appl. 82 (2003) 877–947
so that (3.4) follows by a comparison result.




∣∣(−A)1/2ηhm(t, x)∣∣2 + ∣∣Aηhm(t, x)∣∣2  c∣∣AXm(t, x)∣∣2∣∣(−A)1/2ηhm(t, x)∣∣2, (3.7)
(3.5) follows. Finally, taking the scalar product of (2.5) by A2ηhm(t, x), and using
Lemma 2.1 we find:
d
dt
∣∣Aηhm(t, x)∣∣2 + ∣∣(−A)3/2ηhm(t, x)∣∣2  c∣∣AXm(t, x)∣∣2∣∣Aηhm(t, x)∣∣2. (3.8)
The result follows. ✷
Lemma 3.3. For any ε > 0 there exists c(ε) > 0 such that for any m ∈ N, t ∈ [0, T ] and
any x,h ∈D(A) we have:
e−c
∫ t










0 |AXm(τ,x)|2 dτ ∣∣(−A)1−εηhm(s, x)∣∣ds  c(ε)|h|. (3.11)





∣∣(−A)1/2ηhm(t, x)∣∣2)+ t∣∣Aηhm(t, x)∣∣2
 ct
∣∣AXm(t, x)∣∣2∣∣(−A)1/2ηhm(t, x)∣∣2 + ∣∣(−A)1/2ηhm(t, x)∣∣2,
thus by integration we find, taking into account (3.4),
e−c
∫ t
0 |AXm(s,x)|2 ds t











0 |AXm(τ,x)|2 dτ ∣∣(−A)1/2ηhm(s, x)∣∣2 ds  |h|2. (3.12)
Similarly, multiplying (3.8) by t2 yields





∣∣Aηhm(t, x)∣∣2)+ t2∣∣(−A)3/2ηhm(t, x)∣∣2 ct2
∣∣AXm(t, x)∣∣2∣∣Aηhm(t, x)∣∣2 + 2t∣∣Aηhm(t, x)∣∣2.




0 |AXm(s,x)|2 ds t2











0 |AXm(τ,x)|2 dτ s
∣∣Aηhm(s, x)∣∣2 ds  2|h|2. (3.13)
Interpolating from (3.6) and (3.13), we deduce (3.9) which, integrating in t, yields (3.10).
Interpolating from (3.12) and (3.13), we deduce:
e−c
∫ t
0 |AXm(s,x)|2 ds∣∣(−A)1−εηhm(t, x)∣∣2  c(ε)t2(−1+ε)|h|2,
which, integrating in t yields (3.11). ✷
Lemma 3.4. There exists c > 0 such that, for any m ∈ N, t ∈ [0, T ], x ∈ D(A) and









∣∣(−A)3/2ζ hm(s, x)∣∣2 ds
 c|Ah|4. (3.14)
Moreover, for any σ ∈ (3/4,1) there exists c(σ ) > 0 such that
e−K
∫ t
0 |AXm(s,x)|2 ds∣∣Aζhm(t, x)∣∣2  c∣∣(−A)1/2h∣∣∣∣(−A)σh∣∣. (3.15)
Proof. The first part of the proof is similar to that of Lemma 3.2. We take the scalar product
of (2.12) with A2ζ hm(t, x), and use Lemma 2.1 to get:
d
dt
∣∣Aζhm(t, x)∣∣2 + ∣∣(−A)3/2ζ hm(t, x)∣∣2
 c
(∣∣AXm(t, x)∣∣2∣∣Aζhm(t, x)∣∣2 + ∣∣(−A)1/2ηhm(t, x)∣∣∣∣Aηhm(t, x)∣∣3). (3.16)
It follows:
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e−2c
∫ t









∣∣(−A)1/2ηhm(s, x)∣∣∣∣Aηhm(s, x)∣∣3 ds. (3.17)
Now (3.14) follows from Lemma 3.2 provided we take c sufficiently large.
Let us prove (3.15). By (3.9) we have:
e−2c
∫ t
0 |AXm(τ,x)|2 dτ ∣∣Aηhm(t, x)∣∣3  c(σ )(t2(−1+σ)−1/2 + 1)∣∣(−A)1/2h∣∣∣∣(−A)σh∣∣2





0 |AXm(τ,x)|2 dτ ∣∣(−A)1/2ηhm(s, x)∣∣∣∣Aηhm(s, x)∣∣3 ds
 c
∣∣(−A)1/2h∣∣2∣∣(−A)σh∣∣2. ✷
Lemma 3.5. There exists c > 0 such that
e−c
∫ t




0 |AXm(τ,x)|2 dτ ∣∣Aζhm(s, x)∣∣2 ds
 c
∣∣(−A)1/2h∣∣4,
for any m ∈N, t ∈ [0, T ], x ∈D(A) and h ∈D(A).





∣∣(−A)1/2ζ hm(t, x)∣∣2 + ∣∣Aζhm(t, x)∣∣2
 c
∣∣AXm(t, x)∣∣∣∣(−A)1/2ζ hm(t, x)∣∣∣∣Aζhm(t, x)∣∣
+ c∣∣(−A)1/2ηhm(t, x)∣∣∣∣Aηhm(t, x)∣∣∣∣Aζhm(t, x)∣∣
 c
∣∣AXm(t, x)∣∣2∣∣(−A)1/2ζ hm(t, x)∣∣2 + 12 ∣∣Aζhm(t, x)∣∣2
+ c∣∣(−A)1/2ηhm(t, x)∣∣2∣∣Aηhm(t, x)∣∣2.
Therefore
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e−2c
∫ t








0 |AXm(τ,x)|2 dτ ∣∣(−A)1/2ηhm(s, x)∣∣2∣∣Aηhm(s, x)∣∣2 ds.
Now, from (3.5) it follows that
e−2c
∫ t










0 |AXm(τ,x)|2 dτ ∣∣Aηhm(s, x)∣∣2 ds∣∣(−A)1/2h∣∣2.
The conclusion follows applying (3.5) again. ✷
Lemma 3.6. There exists c > 0 such that
e−c
∫ t




0 |AXm(τ,x)|2 dτ ∣∣(−A)3/2θhm(s, x)∣∣2 ds  c|Ah|6,
for any m ∈N, t ∈ [0, T ], x ∈D(A) and h ∈D(A).
Proof. The proof is similar to that of Lemmas 3.2 and 3.4. ✷
4. A priori estimates II
We now get bounds on the Feynman–Kac semigroup Smt in the spaces Cmk (D(A),R).
Lemma 4.1. Let k ∈N, ϕ ∈Ck(D(A);R) and ε = (3−2r)/2 where r ∈ (1,3/2) is defined
in (2.16). Then there exists c > 0 such that if K is sufficiently large we have:∥∥Smt ϕ∥∥k,A,1  c(tε−1 + 1)‖ϕ‖k,A, t > 0,
for all m ∈N.
Proof. Let h ∈ H. We are going to estimate DSmt ϕ(x) · h using identity (2.11). We set
DSmt ϕ(x) · h := I1 + I2, where






















































































0 |AXm(s,x)|2 ds(1+ ∣∣AXm(t, x)∣∣)2k] c(1+ |Ax|)2k,

















∣∣AXm(t, x)∣∣2ξ(t)dt + e−K2 ∫ t0 |AXm(s,x)|2 ds(Q−1/2m ηhm(t, x),dW(t)),
and consequently, by the Itô formula,
dξ2(t)=−K∣∣AXm(t, x)∣∣2ξ2(t)dt + 2ξ(t)e−K2 ∫ t0 |AXm(s,x)|2 ds(Q−1/2m ηhm(t, x),dW(t))
+ e−K
∫ t
0 |AXm(s,x)|2 ds∣∣Q−1/2m ηhm(t, x)∣∣2 dt .






0 |AXm(τ,x)|2 dτ ∣∣Q−1/2m ηhm(s, x)∣∣2 ds
]
.
Recalling assumption (2.16) and the interpolatory estimate (2.21) we find:∣∣Q−1/2x∣∣2  cr ∣∣(−A)rx∣∣2  c|Ax|6−4r∣∣(−A)3/2x∣∣4r−4, x ∈D((−A)3/2).
Consequently, using the Hölder inequality and taking into account Lemma 3.2, we find that
E








































0 |AXm(τ,x)|2 dτ ∣∣(−A)3/2ηhm(s, x)∣∣2 ds
)]2r−2
 ct3−2r |Ah|2,
















where ε = (3− 2r)/2. Consequently
I1  ct−1+ε|Ah|
(|Ax| + 1)k.






















































by Lemmas 3.1, 3.2. Consequently, if K is sufficiently large, we find:∣∣DSmt ϕ(x) · h∣∣ c‖ϕ‖k,A(1+ |Ax|)k(1+ tε−1)|Ah|,
so that ‖Smt ϕ‖k,A,1  c‖ϕ‖k,A(1+ tε−1). ✷
Lemma 4.2. Let k ∈ N and ϕ ∈ C1k (D(A);R). Then there exists c > 0 such that if K is
sufficiently large we have:∥∥Smt ϕ∥∥k,A,1  c(‖ϕ‖k,A,1 + ‖ϕ‖k,A), t  0,
for all m ∈N.





























0 |AXm(s,x)|2 ds∣∣Aηhm(s, x)∣∣(1+ ∣∣AXm(t, x)∣∣)k).
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∣∣Aηhm(s, x)∣∣∣∣AXm(s, x)∣∣ds(1+ ∣∣AXm(t, x)∣∣)k
)
.













































0 |AXm(s,x)|2 ds(1+ ∣∣AXm(t, x)∣∣)4k)]1/4
 c‖ϕ‖k,A|Ah|
(|Ax| + 1)k,
by Lemmas 3.1 and 3.2. The conclusion follows. ✷
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Lemma 4.3. Let k ∈N and ϕ ∈C1k (D(A);R) such that Dϕ ∈ Ck+1(D(A);H). Then there
exists c > 0 such that, if K is sufficiently large, we have:∥∥DSmt ϕ∥∥k+1,A  c(‖Dϕ‖k+1,A + ‖ϕ‖k,A), t  0,
for all m ∈N.
Proof. We use notation of Lemma 4.2 writing DSmt ϕ(x) · h= I1 + I2. However now we
need to estimateDSmt ϕ(x) ·h in terms of |h| (instead of |Ah| as before). So, for the estimate
of the factor (Aηhm(s, x),AXm(s, x)) which appears in I2 we have to proceed differently.


















































































0 |AXm(s,x)|2 ds(1+ ∣∣AXm(t, x)∣∣)4k)]1/4
G. Da Prato, A. Debussche / J. Math. Pures Appl. 82 (2003) 877–947 899
 c‖ϕ‖k,A|Ax||h|
(|Ax| + 1)k,thanks to (3.1) and (3.4).































































(|Ax| + 1)k(|Ax| + c(ε)).



















0 |AXm(s,x)|2 ds∣∣ηhm(t, x)∣∣2)]1/2
 c‖Dϕ‖k+1,A
(|Ax| + 1)k+1|h|,
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by Lemmas 3.1 and 3.2. Therefore∣∣DSmt ϕ(x) · h∣∣ c|h|(|Ax| + 1)k+1(‖ϕ‖k,A +‖Dϕ‖k+1,A)
and the result follows. ✷
Lemma 4.4. Let k ∈ N and ϕ ∈ C1k (D(A);R). Then there exists c > 0 such that, if K is
sufficiently large, we have:∥∥Smt ϕ∥∥k,(−A)1/2,1  c(1+ t−1/2)‖ϕ‖k,A,1, t  0,
for all m ∈N.
Proof. The proof is similar to that of Lemma 4.3 (we write again DSmt ϕ(x) · h= I1 + I2),
but simpler since we need now to estimate DSmt ϕ(x) · h in terms of |(−A)1/2h|.


























by Lemmas 3.1 and 3.3.










0 |AXm(t,x)|2 ds∣∣Aηhm(s, x)∣∣2)1/2
 c‖ϕ‖k,A,1
(
1+ |Ax|)k(t−1/2 + 1)∣∣(−A)1/2h∣∣,
thanks to (3.9).
Consequently∣∣DSmt ϕ(x) · h∣∣ c(‖ϕ‖k,A + ‖ϕ‖k,A,1(t−1/2 + 1))(1+ |Ax|)k∣∣(−A)1/2h∣∣
and the result follows. ✷
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Lemma 4.5. Let k ∈N, ε = (3−2r)/2 and ϕ ∈ C1k (D(A);R). Then there exists c > 0 such
that, if K is sufficiently large, we have:∥∥Smt ϕ∥∥k,A,2  c(‖ϕ‖k,A + ‖ϕ‖k,A,1)(t−1+ε + 1), t  0,
for all m ∈N.
Proof. We use identity (2.14) that we write as D2Smt ϕ(x) · (h,h) =
∑7
i=1 Ii , and the
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Now the conclusion follows gathering estimates (4.2)–(4.8). ✷
Lemma 4.6. Let k ∈ N and ϕ ∈ C2k (D(A);R). Then there exists c > 0 such that, if K is
sufficiently large, we have:∥∥Smt ϕ∥∥k,A,2  c(‖ϕ‖k,A + ‖ϕ‖k,A,1 + ‖ϕ‖k,A,2), t  0,
for all m ∈N.
Proof. The proof is similar to the previous one and is based on the Hölder inequality
applied to (2.13). ✷
Lemma 4.7. Let k ∈ N and ϕ ∈ C2k (D((−A)1/2);R). Then there exists c > 0 such that, if
K is sufficiently large, we have:∥∥Smt ϕ∥∥k,(−A)1/2,2  c(‖ϕ‖k,A + ‖ϕ‖k,(−A)1/2,1 + ‖ϕ‖k,(−A)1/2,2), t  0,
for all m ∈N.
Proof. Again, we use (2.13) that we write as D2Smt ϕ(x)(h,h)=
∑6
i=1 Ii and the Hölder










































(|Ax| + 1)k∣∣(−A)1/2h∣∣2, (4.9)




























(|Ax| + 1)k∣∣(−A)1/2h∣∣2, (4.10)
by Lemmas 3.1 and 3.2.
















































(|Ax| + 1)k∣∣(−A)1/2h∣∣2, (4.11)
thanks to Lemmas 3.1 and 3.2.
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(|Ax| + 1)k∣∣(−A)1/2h∣∣2, (4.12)
thanks to Lemmas 3.1 and 3.2.





0 |AXm(s,x)|2 ds(1+ ∣∣AXm(t, x)∣∣)k∣∣(−A)1/2ηhm(t, x)∣∣2)
 c‖ϕ‖k,(−A)1/2,2
(|Ax| + 1)k∣∣(−A)1/2h∣∣2, (4.13)
by Lemmas 3.1 and 3.2.









(|Ax| + 1)k∣∣(−A)1/2h∣∣2, (4.14)
by Lemmas 3.1 and 3.5. The result follows. ✷
Lemma 4.8. Let k ∈ N, σ > 3/4 and ϕ ∈ C2k (D(A);R). Then there exists c > 0 such that
if K is sufficiently large we have∥∥(−A)−1/2D2Smt ϕ(−A)−σ∥∥k,A  c(σ )(1+ t−3/2+σ )‖ϕ‖k,A,2, t  0,
for all m ∈N.
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Proof. We follow the same line and notation as for the Lemma 4.7. The terms I1, I2 and
I4 of (2.13) are estimated by (4.9), (4.10) and (4.12), respectively.












































1+ |Ax|)k(t−1+σ + 1)∣∣(−A)1/2h∣∣∣∣(−A)σh∣∣,
by (3.9) and (3.5).





0 |AXm(s,x)|2 ds(1+ ∣∣AXm(t, x)∣∣)k∣∣Aηhm(t, x)∣∣2).
And by (3.9) we have that
|I5| ‖ϕ‖k,A,2
(
1+ |Ax|)kE(e−K ∫ t0 |AXm(s,x)|2 ds∣∣Aηhm(t, x)∣∣2)
 c‖ϕ‖k,A,2
(
1+ |Ax|)k∣∣(−A)1/2h∣∣∣∣(−A)σh∣∣(t−3/2+σ + 1).
























Gathering all these estimates, we obtain (ii). ✷
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The following two results can be proved by similar arguments as above, the proofs
involve easy but tedious estimates.
Lemma 4.9. Let 0 < ε˜ < ε, k ∈N and ϕ ∈ C2k (D(A);R) such that
‖ϕ‖0 + ‖ϕ‖k,(−A)1/2,1 + ‖ϕ‖k,(−A)1/2,2 <+∞,
where γ = r − 1/2+ ε˜. Then there exists c(ε˜) > 0 such that, if K is sufficiently large, we
have:∥∥Smt ϕ∥∥k,(−A)γ ,3  c(ε˜)(t−1+ε˜ + 1)(‖ϕ‖0 + ‖ϕ‖k,(−A)1/2,1 + ‖ϕ‖k,(−A)1/2,2), t  0,
for all m ∈N.
Lemma 4.10. Let k ∈N and ϕ ∈C3k (D(A);R) such that
‖ϕ‖0 + ‖ϕ‖k,(−A)γ ,1 + ‖ϕ‖k,(−A)γ ,2 +‖ϕ‖k,(−A)γ ,3 <+∞,
where γ = r − 1/2 + ε˜. Then there exists c > 0 such that, if K is sufficiently large, we
have:∥∥Smt ϕ∥∥k,(−A)γ ,3  c(‖ϕ‖0 + ‖ϕ‖k,(−A)γ ,1 + ‖ϕ‖k,(−A)γ ,2 + ‖ϕ‖k,(−A)γ ,3), t  0,
for all m ∈N.
5. A priori estimates III
We now use the results of the preceeding two sections to get uniform estimates on the
approximated solutions to the Kolmogorov equation. The results of Section 4 will be used
for definite values of k and it will always be implicitly assumed that K is chosen such that
all these results hold. Note that we always impose on K to be large, there is no restriction
requiring that it is bounded above.
We recall that um(t)= Ptϕ is the solution of Kolmogorov equation (2.2) and that




(|Ax|2um(s, ·)) ds. (5.1)
Proposition 5.1.
(i) If ϕ ∈ Cb(D(A);R), then um(t) ∈ C12 (D(A);R) for all t > 0, m ∈N and we have:∥∥um(t)∥∥2,A,1  c(1+ tε−1)‖ϕ‖2,A + c‖ϕ‖0, t > 0.
where ε = (3− 2r)/2 and r ∈ (1,3/2) is defined in (2.16).
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(ii) If ϕ ∈ Cb(D(A);R) ∩ C12 (D(A),R) then um(t) ∈ C12 (D(A);R) for all t > 0, m ∈ N
and we have ∥∥um(t)∥∥2,A,1  c(‖ϕ‖2,A,1 + ‖ϕ‖0), t  0.
Proof. (i) By (5.1) and Lemma 4.1, it follows that





1+ (t − s)ε−1)∥∥|Ax|2um(s)∥∥2,A ds.
Clearly ‖|Ax|2um(s)‖2,A  ‖um(s)‖0  ‖ϕ‖0, by (2.3). Thus (i) follows.
To prove (ii) we use Lemmas 4.2 and 4.1 to estimate the first and the second term of
(5.1), respectively,





1+ (t − s)ε−1)∥∥|Ax|2um(s)∥∥2,A ds
 c
(‖ϕ‖2,A,1 + ‖ϕ‖2,A + ‖ϕ‖0). ✷
Proposition 5.2. Let ϕ ∈ Cb(D(A);R) ∩ C12 (D(A);R) ∩ C24 (D(A);R). Then um(t) ∈
C24 (D(A);R) for all t > 0, m ∈N and we have:∥∥um(t)∥∥4,A,2  c(‖ϕ‖0 + ‖ϕ‖2,A,1 + ‖ϕ‖4,A,2), t  0.
Proof. We use (5.1) to derive




By Lemmas 4.5 and 4.6 we deduce that





(t − s)−1+ε + 1)(∥∥|Ax|2um(s)∥∥4,A + ∥∥|Ax|2um(s)∥∥4,A,1)ds.
Clearly ∥∥|Ax|2um(s)∥∥4,A  ∥∥um(s)∥∥0  ‖ϕ‖0.
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Moreover A−1D(|Ax|2um(s))= 2um(s)Ax + |Ax|2A−1Dum(s) and so∥∥|Ax|2um(s)∥∥4,A,1  2‖ϕ‖0 + ∥∥um(s)∥∥2,A,1  c(‖ϕ‖2,A,1 + ‖ϕ‖0),
by Proposition 5.1(ii). We deduce the result. ✷
Proposition 5.3. Let ϕ ∈ Cb(D(A);R) ∩ C12 (D(A);R) and Dϕ ∈ C4(D(A);H). Then
Dum(t) ∈C6(D(A);H) for all t > 0, m ∈N and we have:∥∥Dum(t)∥∥6,A  c(‖ϕ‖0 + ‖ϕ‖2,A,1 + ‖Dϕ‖4,A), t  0.






The first term in the right-hand side is estimated by Lemma 4.3:∣∣DSmt ϕ(x)∣∣ c(‖Dϕ‖4,A + ‖ϕ‖3,A)(|Ax| + 1)4. (5.3)







































= L1 +L2 +L3.
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0 |AXm(τ,x)|2 dτ ∣∣Aηhm(s, x)∣∣ds
)
 c(α)
(‖ϕ‖2,A,1 + ‖ϕ‖0)(|Ax| + 1)4∣∣(−A)αh∣∣, (5.4)
for any α > 0 by Proposition 5.1, and Lemmas 3.1, 3.3.






0 |AXm(τ,x)|2 dτ ∣∣(AXm(s, x),Aηhm(s, x))∣∣ds
]
.
Now, by proceeding as for the estimate of I2 in Lemma 4.3 we find:
|L2| c|h|
(|Ax| + 1)‖ϕ‖0. (5.5)


























0 |AXm(τ,x)|2 dτ ∣∣AXm(s, x)∣∣4)1/2]ds
 c|h|(|Ax| + 1)3‖ϕ‖0, (5.6)
by Lemma 3.3, Lemma 3.1 and (2.3).
We deduce from (5.2) and (5.4)–(5.6), that∣∣(−A)−αDum(t, x)∣∣ c(|Ax| + 1)4(‖ϕ‖0 + ‖ϕ‖2,A,1 + ‖Dϕ‖4,A). (5.7)
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0 |AXm(τ,x)|2 dτ ∣∣AXm(s, x)∣∣2





















0 |AXm(τ,x)|2 dτ ∣∣(−A)αηhm(s, x)∣∣ds
)
 c
(‖ϕ‖0,A + ‖ϕ‖2,A,1 + ‖Dϕ‖4,A)(|Ax| + 1)6|h|,
by Lemma 3.3 and (5.7). The result follows. ✷
Proposition 5.4. Let ϕ ∈Cb(D(A);R)∩C12(D(A);R)). Then um(t) ∈C13 (D((−A)1/2);R)for all t > 0, m ∈N and we have:∥∥um(t)∥∥3,(−A)1/2,1  c(t−1/2 + 1)(‖ϕ‖0 + ‖ϕ‖2,A,1).
Proof. The first term of (5.2) is estimated by Lemma 4.4. We split the second term as the









































0 |AXm(τ,x)|2 dτ ∣∣AXm(s, x)∣∣ds)1/2)
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 c
(‖ϕ‖2,A,1 + ‖ϕ‖0)(|Ax| + 1)3∣∣(−A)1/2h∣∣, (5.8)by Proposition 5.1, and Lemmas 3.1, 3.3.


















































∣∣(−A)1/2h∣∣(|Ax| + 1)3, (5.9)





Then um(t) ∈C26 (D((−A)−1/2);R) for all t > 0, m ∈N and we have:∥∥um(t)∥∥6,(−A)1/2,2  c(‖ϕ‖0 + ‖ϕ‖2,A,1 + ‖ϕ‖4,A,2 + ‖ϕ‖2,(−A)1/2,1 + ‖ϕ‖2,(−A)1/2,2).
Proof. Differentiate (5.1) two times yields





(|Ax|2um(s))(x) · (h,h)ds. (5.10)
The first term is estimated by Lemma 4.7,
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∣∣D2Smt ϕ(x) · (h,h)∣∣ c(‖ϕ‖2,A + ‖ϕ‖2,(−A)1/2,1 +‖ϕ‖2,(−A)1/2,2)
× (1+ |Ax|)2∣∣(−A)1/2h∣∣2, t  0.
For the second one we have:
t∫
0







































0 |AXm(τ,x)|2 dτ (AXm(t − s, x),Aηhm(t − s, x))
× um
(
















0 |AXm(τ,x)|2 dτ ∣∣AXm(t − s, x)∣∣2Dum(s,Xm(t − s, x))











































0 |AXm(τ,x)|2 dτ (AXm(t − s, x),Aηhm(t − s, x))
×Dum
(
s,Xm(t − s, x)








0 |AXm(τ,x)|2 dτ ∣∣AXm(t − s, x)∣∣2D2um(s,Xm(t − s, x))








0 |AXm(τ,x)|2 dτ (AXm(t − s, x),Aζhm(t − s, x))
× um
(










0 |AXm(τ,x)|2 dτ ∣∣AXm(t − s, x)∣∣2Dum(s,Xm(t − s, x))
































0 |AXm(τ,x)|2 dτ ∣∣AXm(s, x)∣∣4 ds]1/2



























by Lemmas 3.1 and 3.5.






































by Lemmas 3.1 and 3.2.































0 |AXm(τ,x)|2 dτ ∣∣Aηhm(s, x)∣∣4 ds
]1/4





















∣∣AXm(τ, x)∣∣2 dτ)2 ds]1/4
 ct3/4‖ϕ‖0|Ax|
∣∣(−A)1/2h∣∣,
by Lemmas 3.1 and 3.2.
For S4 we have by Proposition 5.1,
|S4| c






0 |AXm(τ,x)|2 dτ (1+ ∣∣AXm(s, x)∣∣)2∣∣AXm(s, x)∣∣2






(‖ϕ‖2,A,1 + ‖ϕ‖0)(1+ |Ax|)4∣∣(−A)1/2h∣∣2,
by Lemmas 3.1 and 3.2.

















by Lemmas 3.1 and 3.2.








0 |AXm(τ,x)|2 dτ ∣∣Aηhm(s, x)∣∣2)ds  c‖ϕ‖0∣∣(−A)1/2h∣∣2,
by Lemmas 3.1 and 3.2.
For S7 we have by Proposition 5.1
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|S | ct1/2(‖ϕ‖ + ‖ϕ‖ ) t∫ E(e−K ∫ s0 |AXm(τ,x)|2 dτ ∣∣AX (s, x)∣∣7 2,A,1 0
0
m
× (1+ ∣∣AXm(s, x)∣∣)2∣∣Aηhm(s, x)∣∣2)ds
 ct1/2
(‖ϕ‖2,A,1 + ‖ϕ‖0)(1+ |Ax|)3∣∣(−A)1/2h∣∣2.
For S8 we have by Proposition 5.2,
|S8| c








0 |AXm(τ,x)|2 dτ ∣∣AXm(t − s, x)∣∣2(1+ ∣∣AXm(s, x)∣∣)4
× ∣∣Aηhm(t − s, x)∣∣2)ds
 ct1/2
(‖ϕ‖0 + ‖ϕ‖2,A,1 + ‖ϕ‖4,A,2)(1+ |Ax|)6∣∣(−A)1/2h∣∣2,
by Lemmas 3.1 and 3.2.








0 |AXm(τ,x)|2 dτ ∣∣AXm(s, x)∣∣∣∣Aζhm(t − s, x)∣∣)ds
 ct1/2‖ϕ‖0|Ax|
∣∣(−A)1/2h∣∣2,
by Lemmas 3.1, 3.2 and 3.4.
Finally, for S10 we have by Proposition 5.1,
|S10| c






0 |AXm(τ,x)|2 dτ ∣∣AXm(s, x)∣∣2
× (1+ ∣∣AXm(s, x)∣∣)2∣∣Aζhm(s, x)∣∣)ds
 ct1/2
(‖ϕ‖2,A,1 + ‖ϕ‖0)(1+ |Ax|)4∣∣(−A)1/2h∣∣2,
by Lemmas 3.1, 3.4. We obtain the result. ✷
Finally, using Lemma 3.6 and differentiating (2.14) we obtain in a similar way the
following two results.
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Proposition 5.6. Let ϕ ∈ Cb(D(A);R) ∩ C12 (D(A);R) ∩ C24 (D(A);R) ∩ C36 (D(A);R).










and Dϕ ∈ C4(D(A);H), where γ ∈ (1/2,1]. Then um(t) ∈ C38 (D((−A)γ );R) for all
t > 0, m ∈N and we have:
∥∥um(t)∥∥8,(−A)γ ,3  c(‖ϕ‖0 + ‖ϕ‖2,A,1 + ‖Dϕ‖4,A + ‖ϕ‖4,A,2 + ‖ϕ‖6,(−A)1/2,2
+ ‖ϕ‖6,A,3 + ‖ϕ‖8,(−A)γ ,3
)
, t > 0.
Proposition 5.8. Let ϕ ∈Cb(D(A);R)∩C12 (D(A);R)∩C24 (D(A);R) and σ > 3/4. Thenfor all t > 0, m ∈N and we have:∥∥(−A)−1/2D2um(t)(−A)−σ∥∥6,A  c(σ )(t−3/2+σ + 1)(‖ϕ‖0 +‖ϕ‖2,A,1 + ‖ϕ‖4,A,2).
Proof. We use (5.10) and (5.11). The first term of (5.10) is estimate by Lemma 4.8. All
the terms of (5.11) are treated as in the proof of Proposition 5.5. ✷
Proposition 5.9. Let ϕ ∈ Cb(D(A);R) ∩ C12 (D(A);R) ∩ C24 (D(A);R). Then for all
t1, t2 > 0, m ∈N and x ∈D(A) we have:
∣∣um(t1, x)− um(t2, x)∣∣ c(‖ϕ‖0 + ‖ϕ‖2,A,1 + ‖ϕ‖4,A,2)(|Ax| + 1)9
× (|t1 − t2|g/2 + ∣∣A(et1A − et2A)x∣∣).
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(x)= E[(bm(Zm(t − s, x)),Dum(s,Zm(t − s, x)))]
and then for t1 < t2 we have:

















s,Zm(t1 − s, x)
))












s,Zm(t2 − s, x)
))]
ds
= T1 + T2 + T3.
For the first term we have, taking into account (2.20),
|T1| ‖ϕ‖2,A,1E
((∣∣AZm(t1, x)∣∣+ ∣∣AZm(t2, x)∣∣+ 1)2∣∣AZm(t1, x)−AZm(t2, x)∣∣)
 c‖ϕ‖2,A,1
(|Ax| + 1)2(|t1 − t2|g/2 + ∣∣A(et1A − et2A)x∣∣).









∥∥um(s)∥∥3,A,1E(∣∣AZm(t2 − s, x)∣∣2(1+ ∣∣AZm(t2 − s, x)∣∣)3)ds
 c
(‖ϕ‖0 + ‖ϕ‖2,A,1)E( t2∫
t1
(∣∣AZm(t2 − s, x)∣∣+ 1)5(s−1/2 + 1)ds)
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 c
(‖ϕ‖0 + ‖ϕ‖2,A,1)(t1 − t2)1/2(|Ax| + 1)5,by Proposition 5.4 and (2.19).
Finally, to estimate T2 we notice that from Lemma 2.1 and Proposition 5.8, for
y1, y2 ∈D(A), we have:
∣∣(b(y1),Dum(s, y1))− (b(y2),Dum(s, y2))∣∣

∣∣(−A)1/2(b(y1)− b(y2))∣∣∣∣(−A)−1/2Dum(s, y1)∣∣
+ ∣∣(−A)1/2b(y2)∣∣∣∣(−A)−1/2(Dum(s, y1)−Dum(s, y2))∣∣
 c





s−1/2 + 1)(‖ϕ‖0 + ‖ϕ‖2,A,1)(|Ay1| + |Ay2|)∣∣A(y1 − y2)∣∣(1+ |Ay1|)3
+ c(s−3/4 + 1)(‖ϕ‖0 + ‖ϕ‖2,A,1 + ‖ϕ‖4,A,2)|Ay2|2(|Ay1| + |Ay2| + 1)3
× ∣∣A(y1 − y2)∣∣
 c
(‖ϕ‖0 +‖ϕ‖2,A,1 + ‖ϕ‖4,A,2)(|Ay1| + |Ay2| + 1)5∣∣A(y1 − y2)∣∣(s−3/4 + 1).
We deduce:
|T2| c





s−1/2 + 1)E[(∣∣AZm(t1 − s, x)∣∣+ ∣∣AZm(t2 − s, x)∣∣+ 1)5
× ∣∣A(Zm(t1 − s, x)−Zm(t2 − s, x))∣∣]ds
 c
(‖ϕ‖0 +‖ϕ‖2,A,1 + ‖ϕ‖4,A,2)(|Ax| + 1)7|t1 − t1|g/2,
since
E
(∣∣A(Zm(t1 − s, x)−Zm(t2 − s, x))∣∣2) c(|t1 − t1|g + ∣∣A(e(t1−s)Ax − e(t2−s)Ax)∣∣)
 c|t1 − t2|g
(
1+ (t1 − s)−g |Ax|2
)
.
The result follows. ✷
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6. Construction of a solution to the Kolmogorov equation6.1. Strict solution
In this section, we assume that ϕ satisfies all the assumptions of Propositions 5.3, 5.5











Thanks to the estimates derived in Section 5, we are able to use a compactness argument
to construct a solution to (1.3).
Theorem 6.1. Assume that ϕ fulfills (6.1) and (6.2). Then there exists a function u : [0, T ]×
D(A)→R such that:
(i) u is continuous and bounded on [0, T ] ×D(A), where D(A) is endowed with the
graph norm of A.
(ii) u is continuous on [0, T ] ×KR for all R > 0, where KR = {x ∈D(A): |Ax| R}
is endowed with the topology of H.
(iii) u(t, ·) ∈C12 (D(A);R) and supt∈[0,T ] ‖u(t, ·)‖2,A,1 <+∞.






u(t, x + sh)− u(t, x))=Du(t, x) · h
for t ∈ [0, T ], x ∈D(A), h ∈H and it results
sup
t∈[0,T ],|h|1
∥∥Du(t, ·) · h∥∥6,A <+∞.
(v) u(t, ·) ∈C24 (D(A);R) and supt∈[0,T ] ‖u(t, ·)‖4,A,2 <+∞.
(vi) u(· , x) is almost surely differentiable for all x ∈D(A).
(vii) dudt (t, x)= 12 Tr[QD2u(t, x)]+ (Ax+ b(x),Du(t, x)) for all x ∈D(A), and for a.e.
t ∈ [0, T ].
(viii) u(· ,0)= ϕ.
We call u a strict solution of (1.3).
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Proof. Let us set:k(ϕ)= ‖ϕ‖0 + ‖ϕ‖2,A,1 + ‖ϕ‖4,A,2 + ‖ϕ‖6,(−A)1/2,2
+ ‖ϕ‖6,A,3 + ‖ϕ‖8,(−A)γ ,3 + ‖Dϕ‖4,A.
Let us write some estimates of different norms of um(t, ·)= um(t). First, by (2.3) we have:∣∣um(t, x)∣∣ ‖ϕ‖0, m ∈N, (t, x) ∈ [0, T ] ×H. (6.3)
Moreover, by Propositions 5.3, 5.5 and 5.7 we have respectively for m ∈ N,
(t, x) ∈ [0, T ] ×D(A), ∣∣Dum(t, x)∣∣ ck(ϕ)(|Ax| + 1)6, (6.4)∥∥(−A)−1/2D2um(t, x)(−A)−1/2∥∥ ck(ϕ)(|Ax| + 1)6, (6.5)∥∥D3um(t, x) · ((−A)−γ ·, (−A)−γ ·, (−A)−γ ·)∥∥ ck(ϕ)(|Ax| + 1)8. (6.6)
















where (ei)i∈N is an orthonormal basis of H, by (6.5) it follows that, recalling assumption
(2.15),
∣∣Tr[QmD2um(t, x)]∣∣ ck(ϕ)(|Ax| + 1)6 ∞∑
i=1
∣∣(−A)1/2Q1/2m ei∣∣2
= ck(ϕ)(|Ax| + 1)6 Tr[QA]<+∞. (6.7)
Moreover, by (6.4) and Lemma 2.1 we find:∣∣(Ax + bm(x),Dum(t, x))∣∣ ck(ϕ)(|Ax| + 1)6|Ax|(1+ ∣∣(−A)1/2x∣∣)
 ck(ϕ)
(|Ax| + 1)8. (6.8)
Finally, taking into account (2.2), we find that∣∣∣∣dumdt (t, x)
∣∣∣∣ ck(ϕ)(|Ax| + 1)8, m ∈N, (t, x) ∈ [0, T ] ×D(A). (6.9)
We now use all these estimates to construct a solution by a compactness argument. It is
splitted in several lemmas. We first study the convergence of (um).
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Lemma 6.2. Assume that ϕ fulfills (6.1) and (6.2). Then there exists a subsequence
(umk )k∈N of (um) and a function u continuous and bounded on [0, T ] ×D(A), such that
for any R > 0,
lim
k→∞umk (t, x)= u(t, x) uniformly on [0, T ] ×KR.
Consequently u is continuous on [0, T ] ×KR (where KR is endowed with the topology of
H) for all R > 0 and it is weakly continuous on [0, T ] ×D(A) (where D(A) is endowed
with the topology of the graph of A).
Proof. For any R > 0 we set KR = {x ∈D(A): |Ax|R}. Since the embedding of D(A)
in H is compact, KR is a compact subset of H.
Let t, s ∈ [0, T ], x, y ∈KR. Then by (6.4) and (6.9) it follows that∣∣um(t, x)− um(s, y)∣∣ ∣∣um(t, x)− um(t, y)∣∣+ ∣∣um(t, y)− um(s, y)∣∣
 ck(ϕ) sup
z∈KR, τ∈[0,T ]





 ck(ϕ)(1+R)8[|x − y| + |t − s|].
The conclusion follows from the Ascoli–Arzelà theorem and a diagonal extraction
argument. ✷
Now we study the convergence of the sequence (Dumk ).
Lemma 6.3. Under the assumptions of Lemma 6.2 the subsequence (umk )k∈N converges to
a function u continuous and bounded on [0, T ] ×D(A), such that:
(i) For all t ∈ [0, T ], u(t, ·) ∈C12 (D(A);R) and
lim
k→∞A
−1Dumk (t, x)=A−1Du(t, x) uniformly on [0, T ] ×KR.
(ii) For any (t, x) ∈ [0, T ] × D(A), there exists the directional derivative Dhu(t, x) :=
Du(t, x) · h in any direction h ∈H and
lim
k→∞Dumk (t, x) · h=Du(t, x) · h, x ∈D(A), h ∈H, (6.10)∣∣Du(t, x) · h∣∣ ck(ϕ)(|Ax| + 1)6|h|, x ∈D(A). (6.11)
(iii) For all t ∈ [0, T ], (A · +b(·),Du(t, ·)) ∈ C7(D(A);R) and




Ax + bmk (x),Dumk(t, x)
)
= (Ax + b(x),Du(t, x)), x ∈D(A), h ∈H. (6.12)
Proof. Let t ∈ [0, T ], x ∈D(A). Then by (6.5) we have:
∣∣(A−1/2Dum(t, x)−A−1/2Dum(t, y), h)∣∣
 sup
z∈KR,τ ∈[0,T ]
∥∥A−1/2D2um(τ, z)A−1/2∥∥∣∣A1/2h∣∣∣∣A1/2(x − y)∣∣
 ck(ϕ)(1+R)6∣∣A1/2h∣∣∣∣A1/2(x − y)∣∣.
Therefore
∣∣A−1/2Dum(t, x)−A−1/2Dum(t, y)∣∣
 ck(ϕ)(1+R)6∣∣A1/2(x − y)∣∣, t  0, x, y ∈H. (6.13)
Consequently, since KR is compact for the norm of D((−A)1/2), there exists a sequence
(umtk
) extracted from (umk ) and v(t, x) such that
A−1Dumtk → v(t, x) in KR.
Necessarily v(t, x) coincides with the Gateaux derivative A−1Du(t, x) and consequently
all the sequence (umk ) converges to v(t, x). Moreover, letting m→∞ in (6.13) we see that
the Gateaux derivatives is continuous in x so that u is Fréchet differentiable as required.
By Proposition 5.1 we get a uniform bound on um in C12 (D(A);R) and easily deduce that
u ∈ C12 (D(A);R).
Let us prove (ii). Let h ∈H and let (hj ) be a sequence in D(A) such that hj → h. Then
we have:
∣∣Dumk (t, x) · h−Du(t, x) · h∣∣

∣∣Dumk (t, x) · h−Dumk (t, x) · hj ∣∣+ ∣∣Dumk (t, x) · hj −Du(t, x) · hj ∣∣
+ ∣∣Du(t, x) · h−Du(t, x) · hj ∣∣
 ck(ϕ)|h− hj |
(|Ax| + 1)6 + ∣∣Dumk (t, x) · hj −Du(t, x) · hj ∣∣,
in view of (6.4). Consequently (6.10) and the conclusion follows. Finally, (iii) follows from
(ii) and (6.4). ✷
Let us study now the convergence of the sequence (D2umk(t, x)).
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Lemma 6.4. Under the assumptions of Lemma 6.2 the subsequence (umk )k∈N converges to
2a function u continuous and bounded on [0, T ] ×D(A), such that u(t, ·) ∈ C4 (D(A);R)
and






]→ Tr[QD2u(t, x)], t  0, x ∈D(A). (6.15)
Proof. Let t ∈ [0, T ], x, y ∈Kr. Then by (6.6) we have, for any h ∈H ,
∣∣(D2umk (t, x)−D2umk (t, y) · (h,h))∣∣ cκ(ϕ)(1+R)8∣∣(−A)γ (x − y)∣∣∣∣(−A)γ h∣∣2,
so that
∥∥(−A)−γ (D2umk (t, x)−D2umk (t, y))(−A)−γ ∥∥ cκ(ϕ)(1+R)8∣∣(−A)γ (x − y)∣∣.
To prove (6.14) we proceed as above and deduce that u is twice continuously Fréchet
differentiable and D2umk(t, x)→D2u(t, x) in L(D(A−γ )) for all t ∈ [0, T ], x ∈ D(A).
By Proposition 5.2, we easily prove that u ∈ C24 (D(A);R).
To prove (6.15) we take the limit easily in the term Tr[QmD2um(t, x)]. Indeed











D2u(t, x) · (Q1/2ei,Q1/2ei)
∣∣∣∣∣









The first term converges to 0 by (2.15) and (6.14). Moreover, using again (6.5) and (2.15),
we see that the second term also goes to zero. ✷
It is now easy to conclude the proof of Theorem 6.1. ✷
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6.2. Mild solutionAlthough there are many functions satisfying the assumptions (6.1), (6.2), it is useful
to require conditions on the initial datum ϕ of Eq. (1.3) only involving the two first
derivatives. This will be particularly helpful in the next section. However, we have to
weaken the notion of solution.






where Z(t) is given by (2.17), and recall that it is the semigroup associated to the following









Theorem 6.5. Assume that ϕ ∈ Cb(D(A);R) ∩ C12 (D(A);R) ∩ C24 (D(A);R) or
ϕ ∈ C1,1b (D(A);R). Then there exists a function u : [0, T ] ×D(A)→R such that:
(i) u is continuous and bounded on [0, T ] ×D(A).
(ii) For any x ∈D(A), t → u(t, x) is continuous on [0, T ].
(iii) For any R > 0, u is continuous on [0, T ] × KR , where KR is endowed with the
topology of D((−A)1/2).
(iv) For any t ∈ [0, T ], u(t, ·) ∈ C12 (D(A);R) and supt∈[0,T ] ‖u(t, ·)‖2,A,1 <+∞.
(v) For any x ∈ D(A), t > 0, the directional derivative Du(t, x) · h exists in any
direction h ∈D((−A)1/2) and
sup
tδ, |(−A)1/2h|1
∥∥Du(t, ·) · h∥∥3,A  c(δ),
for any δ > 0.
(vi) For any t ∈ [0, T ], u(t, ·) ∈ C24 (D(A);R) and supt∈[0,T ] ‖u(t, ·)‖4,A,2 < +∞.
Moreover for σ > 3/4,
sup
tδ





We call u a mild solution to Eq. (1.3).
Proof. Let us fix ϕ ∈ Cb(D(A);R) ∩ C12 (D(A);R) ∩ C24 (D(A);R). We deduce from
Propositions 5.4, 5.8 and 5.9 that for any σ > 3/4, δ > 0, R > 0, there exists C(R, δ,ϕ)
such that
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∣∣um(t1, x)− um(t2, y)∣∣ C(R, δ,ϕ)(|t1 − t2|g/2 + ∣∣(−A)1/2(x − y)∣∣),
and ∣∣(−A)−1/2(Dum(t, x)−Dum(t, y))∣∣ C(R, δ,ϕ)∣∣(−A)σ (x − y)∣∣,
for x, y ∈KR, t1, t2 ∈ [δ, T ].
Arguing as before we can construct a subsequence (umk )k∈N such that
umk (t, x)→ u(t, x), A−1Dumk (t, x)→A−1Du(t, x)
uniformly in [δ, T ] ×KR for any δ > 0,R > 0.
Moreover, for any t > 0, x ∈D(A) the directional derivative Du(t, x) · h exists in any
direction h ∈D((−A)1/2) and
Dumk (t, x) · h→Du(t, x) · h,
and, by Proposition 5.4∣∣Du(t, x) · h∣∣ c(‖ϕ‖0 + ‖ϕ‖2,A,1)(|Ax| + 1)3∣∣(−A)1/2h∣∣(t−1/2 + 1).







for t > 0, x ∈D(A).
Note that, by a similar computation as in the proof of Proposition 5.9, Rt−s(b,Du(s, ·))
is an integrable function. Moreover we can define u(0, x)= ϕ(x) and (6.16) holds also at
t = 0. Finally, by Proposition 5.9, for any x ∈D(A), u(·, x) is a continuous function on
[0, T ].
Clearly, if ϕ ∈ C1,1b (D(A);R), all the results of Propositions 5.4 and 5.9 still hold.
Indeed these results are obtained in a finite-dimensional space and ϕ can be approximated
by functions in Cb(D(A);R) ∩ C12 (D(A);R) ∩ C24 (D(A);R). We deduce that the above
argument holds also in this case. This ends the proof of Theorem 6.5. ✷
7. Construction of a transition semigroup
Assume that ϕ fulfills the assumptions of Theorem 6.5. Then there exists a subsequence
(mk) of N such that
umk(t, x)→ u(t, x), uniformly in [δ, T ] ×KR for any δ > 0, R > 0,
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where u is a mild solution of the Kolmogorov equation (1.3). Since we have not proved the
uniqueness for (1.3), the solution u may depend on the choice of (mk).
In order to construct a transition semigroup Ptϕ for ϕ ∈ Bb(D(A);R),1 we need to
select a suitable solution of (1.3). To this purpose we shall use the fact that we know the
existence of a martingale solution as well as a stationary solution of (1.2). The stationary
solution will provide a candidate for the invariant law of Pt .
In order to emphasize the dependence on the initial datum, we shall denote by uϕm the
solution of (2.2).
The main result of the paper is the following.
Theorem 7.1. There exists a Markov semigroup (Pt )t0 on Bb(D(A);R) and, for every
x ∈D(A), a martingale solution X(t, x) of the stochastic Navier–Stokes equations (1.2)
in a probability space (Ωx,Fx,Px) such that







, x ∈D(A), t  0,












ds, x ∈D(A), t1, t2  0.
Furthermore, (Pt )t0 is Markovian, stochastically continuous and has a unique invariant
measure ν which is ergodic and strongly mixing.
Remark 7.2. We shall see that the martingale solution X(t, x) belongs to D(A), dt × Px -
almost surely. Consequently ϕ(X(t, x)) makes sense for ϕ ∈Cb(D(A);R).
Remark 7.3. We shall also obtain that if ϕ fulfills (6.1), (6.2) (respectively
ϕ ∈ C1,1b (D(A);R)), then Ptϕ is a strict (respectively mild) solution of the Kolmogorov
equation (1.3). In this sense, the right-hand side of (1.3) is the infinitesimal generator of
(Pt )t0.
To prove Theorem 7.1 we need first to show further a priori estimates on the Galerkin
approximations Xm(t, x) of (1.2).
Lemma 7.4. For any δ ∈ (1/2,1 + g], there exists a constant c(δ) > 0 such that for any
x ∈H , m ∈N, and t ∈ [0, T ]:
1 Bb(D(A);R) is the space of all Borel bounded mappings from D(A) into R.
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(i) E







(1+ |(−A)δ/2Xm(s, x)|2)γδ ds  c(δ),
with γδ = 22δ− 1 if δ  1 and γδ =
2δ+ 1
2δ− 1 if δ > 1.
Proof. (i) is well known and follows from the Itô formula applied to |Xm(t, x)|2. To prove









(1+ |(−A)δ/2Xm(s, x)|2)γδ ds
= 2(γδ − 1)E
t∫
0
(bm(Xm(s, x)), (−A)δXm(s, x))
(1+ |(−A)δ/2Xm(s, x)|2)γδ ds




(1+ |(−A)δ/2Xm(s, x)|2)γδ ds Tr
[
Q(−A)δ]















By (2.16) we know that Q1/2m (−A)δ/2 is a bounded operator. It follows that the three last
terms in the right-hand side of (7.1) are bounded. We deduce that
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E







(1+ |(−A)δ/2Xm(s, x)|2)γδ ds + c(δ). (7.2)
Finally, if δ > 1, setting γδ = (2δ + 1)/(2δ − 1), we see that the left-hand side of (7.2) is
bounded. If δ  1 the same holds setting γδ = (2δ + 1)/(2δ − 1) − 1 = 2/(2δ − 1) and
using (i). ✷
It is well known that Lemma 7.4(i) can be used to prove that the family of laws
(L(Xm(· , x)))m∈N is tight inL2(0, T ;D((−A)s/2)) for s < 1 and inC([0, T ];D((−A)−α))
for α > 0. Thus, by the Prokhorov theorem, it has a weakly convergent subsequence
(L(Xmk (· , x)))k∈N. We denote by νx its limit. By the Skohorod theorem there ex-
ists a stochastic process X(· , x) on a probability space (Ωx,Fx,Px) which belongs to
L2(0, T ;D((−A)s/2)) for s < 1 and in C([0, T ];D((−A)−α)) for α > 0, satisfying (1.2)
and such that for any x ∈D(A),




([0, T ];D((−A)−α)), Px-a.s. (7.3)
The following lemma is essential, it enables us to select one solution of the Kolmogorov
equation, related to the martingale solution X(t, x), which will be very important in our
construction of a transition semigroup Pt , since we do not know if uniqueness holds.
Lemma 7.5. There exists a sequence (mk)k∈N such that for any ϕ in C1,1b (D(A);R) or in
Cb(D(A);R)∩C12 (D(A);R)∩C24 (D(A);R), we have that
uϕmk (t, x)→ uϕ(t, x), uniformly in [δ, T ] ×KR for any δ > 0,R > 0,













uϕ(t, x)dt, x ∈D(A), t1, t2 ∈ [0, T ]. (7.4)







, x ∈D(A), t ∈ [0, T ]. (7.5)
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Proof. Since the convergence in (7.3) holds in L2(0, T ;D((−A)s/2)), it can be assumed
that the subsequence is chosen in such a way that
Xmk (t, x)→X(t, x) in D
(
(−A)s/2), dt × Px-a.s. in [0, T ] ×Ωx. (7.6)
We are going to prove that there exists a subsequence of (mk), still denoted (mk), such that





, A(t, x)= X(t, x)
(1+ |(−A)3/8X(t, x)|2)2 .
By (7.6) and by dominated convergence
Amk(t, x)→A(t, x) in L2
(
Ωx × [0, T ];D
(
(−A)3/8)). (7.8)





(1+ |(−A)3/8Xm(s, x)|2)4 ds  c. (7.9)
By (7.9), (Am) is bounded in L2(Ωx × [0, T ];D((−A)7/8)), so that a subsequence
(Amk), converges weakly to A ∈ L2(Ωx × [0, T ];D((−A)7/8)). This implies that
X(t, x) ∈D((−A)7/8) almost surely ω ∈Ωx and t ∈ [0, T ].






















∣∣(−A)7/8(Amk(t, x)−A(t, x))∣∣2 dt
)s−3/4
,
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which, thanks to (7.9) and (7.8), shows thatAmk(t, x)→A(t, x) in L2
(
Ωx × [0, T ];D
(
(−A)s/2)),
for s ∈ (3/4,7/4) and, after another extraction of a subsequence,
Amk(t, x)→A(t, x) in D
(
(−A)s/2),
almost surely ω ∈Ωx and t ∈ [0, T ]. By (7.6) we deduce:
Xmk(t, x)→X(t, x) in D
(
(−A)s/2),
for s ∈ (3/4,7/4), almost surely ω ∈Ωx and t ∈ [0, T ].
Arguing similarly with δ = 1+ g, γδ = (3+ 2g)/(1+ 2g) and
Bm(t, x)= Xm(t, x)
(1+ |(−A)(1+g)/2Xm(· , x)|2)(3+2g)/(1+2g) ,
shows that
Xmk(t, x)→X(t, x) in D
(
(−A)s/2),
for s ∈ (3/4,2+ g), almost surely ω ∈Ωx and t ∈ [0, T ]. Therefore (7.7) is proved.
Let now ϕ ∈ Cb(D(A);R) and let t1, t2 ∈ [0, T ]. Then, by the dominated convergence
















Let D ⊂ D(A) be a countable dense subset of D(A). By a diagonal extraction, we can
assume that the subsequence (mk) is chosen independently of x ∈D. Thus (7.10) holds for
any x ∈D and ϕ ∈ Cb(D(A);R).




Then, using the argument of the preceeding section, (uϕmk )k∈N =(Ex [ϕ(Xmk(· , x))])k∈N
has a subsequence which converges uniformly on [δ, T ] ×KR, δ > 0,R > 0 to a function
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for any x ∈ D(A), t1, t2 ∈ [0, T ]. By the continuity properties of uϕ with respect to t
ϕand x , we deduce that two subsequences of (umk )k∈N have the same limit so that the whole
sequence (uϕmk )k∈N converges to uϕ . Thus (7.4) is proved.









and (7.5) is proved as well. ✷
We can now define for ϕ ∈ C1,1b (D(A);R) or in Cb(D(A);R) ∩ C12 (D(A);R) ∩
C24 (D(A);R):
Ptϕ(x)= uϕ(t, x), t ∈ [0, T ], x ∈D(A).
Then, by Propositions 5.1 and 5.2, we know that Ptϕ ∈ Cb(D(A);R) ∩ C12 (D(A);R) ∩
C24 (D(A);R). Hence we can define PsPtϕ for s  0. Our aim is to prove that (Pt )t0 is a
one-parameter semigroup. We need several results before. First we observe that, since Q is
nondegenerate, then Pmkt has a unique invariant measure νmk . Then we prove the following
result which will be usefull for that purpose.
Lemma 7.6. There exists a constant C1 such that for any k ∈N,∫
H
[∣∣(−A)1/2x∣∣2 + |Ax|2/3 + ∣∣(−A)1+g/2x∣∣(1+2g)/(10+8g)]νmk (dx) < C1.








]+ (Ax + bmk (x),Dϕ),
then
Lmk |x|2 = TrQmk − 2
∣∣(−A)1/2x∣∣2




Lmk |x|2 dνmk = TrQmk − 2
∫
H
∣∣(−A)1/2x∣∣2 dνmk . (7.12)
We now take ϕ = 1/(1+ |(−A)1/2x|2), then
Dϕ = 2Ax
(1+ |(−A)1/2x|2)2














(|Ax|2 + (bmk (x),Ax)).
We have, by Lemma 2.1,









(1+ |(−A)1/2x|2)2 + c
∣∣(−A)1/2x∣∣2.












∣∣(−A)1/2x∣∣2 dνmk (x) (7.13)













by (7.12) and (7.13).
Similarly, we now take
ϕ = 1
(1+ |(−A)(1+g)/2x|2)2/(1+2g) .
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By Lemma 2.1(iv) with δ = 1+ g, we have
∣∣(bmk (x), (−A)1+gx)∣∣ 12 ∣∣(−A)1+g/2x∣∣2 + c∣∣(−A)(1+g)/2x∣∣2(3+2g)/(1+2g).








By integration we get:∫
H
|(−A)1+g/2x|2
(1+ |(−A)(1+g)/2x|2)(3+2g)/(1+2g) dνmk (x) c. (7.15)













1+ ∣∣(−A)(1+g)/2x∣∣2)1/3 νmk (dx))(19+14g)/(20+16g) c,
thanks to (7.14) and (7.15). ✷
By Lemma 7.6, the sequence (νmk )k∈N is tight on D(A) and there exists a subsequence,
which we still denote by (νmk )k∈N, and a measure ν on D(A) such that νmk converges
weakly to ν. Moreover ν(D((−A)1+g/2)= 1.
Let us take ϕ ∈ C1,1b (D(A);R) or in Cb(D(A);R)∩C12 (D(A);R)∩C24 (D(A);R). By








for any t  0. The right-hand side clearly converges to
∫
H ϕ(x)ν(dx). Concerning the left-
hand side we have:









∣∣Pmkt ϕ(x)− Ptϕ(x)∣∣+ cR−2/3‖ϕ‖0.
This converges to zero since we know by Theorem 6.5 that Pmkt ϕ converges to Ptϕ






This says that ν is an invariant measure if we know that Pt is a semigroup.
The following result, which proves that an irreducibility property holds for Pt in D(A),
is in the spirit of [17] where a similar result is proved in H . Here we need to work in D(A)
and use the following form of irreducibility.
Lemma 7.7. Let x0 ∈D(A), ε > 0 and ϕ ∈ C1,1b (D(A);R) be such that ϕ(x)= 1 for x in
BD(A)(x0, ε), the ball in D(A) of center x0 and radius ε. Then for any t > 0 and x ∈D(A)
we have Ptϕ(x) > 0.
Proof. Step 1. Let T > 0, x ∈ D(A) and xT ∈ D((−A)3/2) be given. There exist
w ∈ W 1,∞(0, T ;D((−A)1/2)) and x¯ ∈ C([0, T ];D(A)) ∩ L2(0, T ;D((−A)3/2)), such
that













(ii) x¯(T )= xT .









ds, t ∈ [0, T ∗].
This follows from a fixed point argument. Moreover, it is not difficult to see that
x¯ ∈ L2(0, T ∗;D((−A)3/2)), so that x¯(t) ∈ D((−A)3/2) a.e. and we may change T ∗ so
that x¯(T ∗) ∈D((−A)3/2).
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Now we set w = 0 on [0, T ∗] and define x¯ on [T ∗, T ] as follows:x¯(t)= T − t
T − T ∗ x¯(T
∗)+ t − T
∗











ds, t ∈ [T ∗, T ].
It is now easy to check that w, x¯ satisy the desired properties.






ds, t ∈ [0, T ],
clearly z¯(t) ∈ C([0, T ];D((−A)σ )) for any σ < 3/2. Then y¯m := Pm(x¯ − z¯) satisfies the
equation { dy¯m
dt
=Ay¯m + bm(y¯m + z¯)+ gm,
y¯m(0)= Pmx,
where





We claim that there exists c > 0 such that for any z ∈ L∞(0, T ;D(A)) and n ∈N satisfying
|z− z¯|L∞(0,T ;D(A))  1 (7.17)
and
ec(|x¯|L∞(0,T ;D(A))+|z¯|L∞(0,T ;D(A))+1)4T
[|z− z¯|L∞(0,T ;D(A)) + |gm|L4(0,T ;D((−A)1/2))]
 1
2
[|x¯|L∞(0,T ;D(A))+ |z¯|L∞(0,T ;D(A))], (7.18)
the solution of { dym
dt
=Aym+ bm(ym + z),
ym(0)= Pmx,
satisfies
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|y¯m − ym|L∞(0,T ;D(A))  ec(|x¯|L∞(0,T ;D(A))+|z¯|L∞(0,T ;D(A))+1)4T
× [|z− z¯|L∞(0,T ;D(A)) + |gm|L4(0,T ;D((−A)1/2))]. (7.19)





































(t − s)−1/2(∣∣Ay¯m(s)∣∣+ ∣∣Az¯(s)∣∣+ ∣∣Aym(s)∣∣+ ∣∣Az(s)∣∣)






M = |x¯|L∞(0,T ;D(A))+ |z¯|L∞(0,T ;D(A)),
K = |z¯|L∞(0,T ;D(A)),
T = inf{t ∈ [0, T ]: ∣∣Aym(t)∣∣ 2M}.
G. Da Prato, A. Debussche / J. Math. Pures Appl. 82 (2003) 877–947 941
Then, taking into account that by (7.17) |Az|K + 1, we have for t ∈ [0,T ] that∣∣Arm(t)∣∣ c(M +K + 1) t∫
0





Now, by the Hölder inequality we find:





+ c(M +K + 1)T 1/2|z− z¯|L∞(0,T ;D(A))+ cT 1/4|gm|L4(0,T ;D((−A)1/2)),




c(M +K + 1)4T 2|z− z¯|4L∞(0,T ;D(A)) + cT |gm|4L4(0,T ;D((−A)1/2)
]
 ec(|x¯|L∞(0,T ;D(A))+|z¯|L∞(0,T ;D(A))+1)4T
[|z− z¯|L∞(0,T ;D(A))+ |gm|L4(0,T ;D((−A)1/2)]4,
for a large constant c. It follows by (7.18) that
∣∣Arm(t)∣∣ 12M on [0,T ]
so that T = T and the (7.19) follows.
Step 3. We have:
lim
n→∞gm = 0 in L





)= Pm(b(x¯, (I − Pm)x¯)− b((I − Pm)x¯,Pmx¯)),
we have, thanks to the inequality |(−A)1/2b(x, y)|  c|Ax||Ay| which follows from
Lemma 2.1, ∣∣(−A)1/2gm∣∣ c|Ax¯|∣∣A(I − Pm)x¯∣∣ cλ−1/8m ∣∣(−A)9/8x¯∣∣2,
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where λm is the mth eigenvalue of −A. Therefore, taking into account that by (2.21),∣∣(−A)9/8x¯∣∣ c|Ax¯|3/4∣∣(−A)3/2x¯∣∣3/4,
it follows that
|gm|L4(0,T ;D((−A)1/2)  cλ−1/8m |x¯|2L8(0,T ;D((−A)9/8))
 cλ−1/8m |x¯|3/2L∞(0,T ;D(A))|x¯|1/2L2(0,T ;D((−A)3/2)).
Therefore (7.20) follows.
Step 4. Let x0 ∈D(A) and ε > 0. We take xT ∈D((−A)3/2) such that∣∣A(x0 − xT )∣∣ ε6 .
By (7.20), we can choose m0 ∈N such that for any mm0 we have:




∣∣(I − Pm)z¯∣∣L∞(0,T ;D(A))  cλ−1/4m |z¯|L∞(0,T ;D((−A)5/4))  ε6 (7.22)
and ∣∣(I − Pm)AxT ∣∣ λ−1/2m ∣∣(−A)3/2xT ∣∣ ε6 . (7.23)
Let z ∈C([0, T ];D(A)) be such that










Then by (7.19) it follows that ∣∣A(y¯m(T )− ym(T ))∣∣ ε6
and consequently, recalling that y¯(T )+ z¯(T ) = xT and taking into account (7.21)–(7.24)
we find∣∣A(ym(T )+ zm(T )− x0)∣∣ ∣∣A(ym(T )− y¯m(T ))∣∣+ ∣∣A(xT − x0)∣∣+ ∣∣A(I − Pm)xT ∣∣
+ |z− z¯|L∞(0,T ;D(A)) +
∣∣(I − Pm)z¯∣∣L∞(0,T ;D(A))  ε.
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Step 5. Conclusion. Recall that Xm(t, x) and Z(t) are the solutions of (2.1) and (2.17),
respectively. Let x0 ∈D(A) and ε > 0. Then by Step 4 there exists m0 ∈N and η > 0 such
that, for mk m0,
P
(
Xmk (T , x) ∈BD(A)(x0, ε)
)
 P
(|Z− z¯|L∞(0,T ;D(A))  η).
Note that, since Ker Q= {0}, we have:
P











T ϕ(x)→ PT ϕ(x)
when mk →∞, we deduce:
PT ϕ(x) P
(|z− z¯|L∞(0,T ;D(A))  η)> 0. ✷
The following results is a straightforward consequence of Lemma 7.7, as already
observed in [20].
Corollary 7.8. The support of ν is D(A).


















( |A(x − x0)|2
ε2
)
ν(dx) > 0. ✷
We are now in position to prove that (Pt )t0 is a one-parameter semigroup, i.e., that
Pt+sϕ = PsPtϕ, s, t  0,
for any ϕ ∈C1,1b (D(A);R) or in Cb(D(A);R)∩C12 (D(A);R)∩C24 (D(A);R).
By Lemma 7.5 we know that there exists a sequence (mk) such that for any t, s  0 and
any ϕ ∈ C1,1b (D(A);R) or in Cb(D(A);R)∩C12(D(A);R)∩C24 (D(A);R), we have
P
mk
t+sϕ(x)→ Pt+sϕ(x), x ∈H, (7.26)
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andP
mk
t (Psϕ)(x)→ Pt (Psϕ)(x), x ∈H, (7.27)
uniformly on KR for any R > 0.
Let us define:










]+ (Ax + bmk (x),Du˜mk ),
u˜mk (0)= Psϕ,
and
vmk (t)= u˜mk (t)− uϕmk (t + s).









]+ (Ax + bmk (x),Dvmk ),
vmk (0)= Psϕ − Pmks ϕ.





v2mk (t, x) νmk (dx) 0,
and so, for any t  0, ∫
H
v2mk (t, x) νmk(dx)
∫
H
v2mk (0, x) νmk(dx). (7.28)




By the same argument as in Section 6 and (7.27) we deduce that a subsequence vm˜k







]+ (Ax + b(x),Dv),
v(0)= 0,
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the convergence being uniform on [δ, T ] ×KR for any δ > 0 and R > 0. In particular, for
any t > 0,
vm˜k (t, ·)→ v(t, ·) uniformly on any ball in D(A).
We have, thanks to Lemma 7.6,∫
H
v2m˜k (0, x) νm˜k (dx)
∫
|Ax|R












v2m˜k (0, x)+ cR−2/3‖ϕ‖20.
We deduce: ∫
H
v2m˜k (0, x)νm˜k (dx)→ 0.
Similarly,∣∣∣∣ ∫
H



















The second term converges to 0 since v(t, ·) belongs to Cb(D(A);R). The first term
converges to 0 as well by the same argument as above. We deduce from (7.28) that∫
H
v2(t, x)dν  0
and for any t  0
v(t, x)= 0, ν-almost surely.
Since v is continuous on D(A) we deduce from Corollary 7.8 that v = 0 and the whole
sequence (vmk ) converges to 0. We have proved that for any t, s  0,
P
mk
t (Psϕ)− Pmkt+sϕ→ 0.
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Therefore, by (7.26), (7.27)Pt+sϕ = Pt (Psϕ)
for ϕ ∈ Cb(D(A);R)∩C12 (D(A);R)∩C24 (D(A);R) or in C1,1b (D(A);R).
Now we can extend the definition of (Pt )t0 to all Bb(H). Indeed we have:
‖Ptϕ‖0  ‖ϕ‖0, t ∈ [0, T ],
and, since by [26], C1,1b (D(A);R) is dense in UCb(D(A);R), the space of all uniformly
continuous and bounded on D(A), we can extend (Pt )t0 to UCb(D(A);R).
It is well known that the measure
νtx, x ∈D(A), t ∈ [0, T ]
is well defined by the formula〈
νtx, ϕ
〉= Ptϕ(x), ϕ ∈ UCb(D(A);R)
and that Pt can be extended to Bb(D(A);R) by this formula.
It is easy to check that (Pt )t0 is a Markovian semigroup and that it is stochastically
continuous (this follows from Theorem 6.5(ii)). Moreover, by (7.16), ν is an invariant
measure for (Pt )t0.




for any ϕ ∈ Cb(D(A),R) and thus for any ϕ ∈ Bb(D(A),R). Therefore (Pt )t0 is a Strong
Feller semigroup. It follows from Lemma 7.7 that it is also irreducible. We deduce from
Doob’s theorem that the measure ν is strongly mixing and it is the unique invariant measure
of (Pt )t0.
References
[1] P. Auscher, P. Tchamitchian, Espaces critiques pour le système des équations de Navier–Stokes incompress-
ibles, Preprint, 1999.
[2] A. Bensoussan, Stochastic Navier–Stokes equations, Acta Appl. Math. 38 (3) (1995) 267–304.
[3] A. Bensoussan, R. Temam, Équations stochastiques du type Navier–Stokes, J. Funct. Anal. 13 (1973) 195–
222.
[4] J.M. Bismut, Large Deviations and the Malliavin Calculus, Birkhäuser, 1984.
[5] J. Bricmont, A. Kupiainen, R. Lefevere, Exponential mixing for the 2D stochastic Navier–Stokes dynamics,
Commun. Math. Phys. 230 (1) (2002) 87–132.
[6] Z. Brzezniak, M. Capinski, F. Flandoli, Stochastic partial differential equations and turbulence, Math.
Models Methods Appl. Sci. 1 (1) (1991) 41–59.
[7] M. Cannone, Ondelettes, Paraproduit et Navier–Stokes, Diderot éditeur, 1995.
[8] M. Capinski, N. Cutland, Statistical solutions of stochastic Navier–Stokes equations, Indiana Univ. Math.
J. 43 (3) (1994) 927–940.
G. Da Prato, A. Debussche / J. Math. Pures Appl. 82 (2003) 877–947 947
[9] M. Capinski, D. Gatarek, Stochastic equations in Hilbert space with application to Navier–Stokes equations
in any dimension, J. Funct. Anal. 126 (1) (1994) 26–35.
[10] P. Constantin, C. Foias, Navier–Stokes Equations, in: Chicago Lectures in Math., Vol. 9, Univ. of Chicago
Press, 1988.
[11] G. Da Prato, A. Debussche, Dynamic programming for the stochastic Navier–Stokes equations, Math.
Model. Numer. Anal. 34 (2000) 459–475.
[12] G. Da Prato, J. Zabczyk, Stochastic Equations in Infinite Dimensions, in: Encyclopedia Math. Appl.,
Cambridge Univ. Press, 1992.
[13] G. Da Prato, J. Zabczyk, Differentiability of the Feynman–Kac semigroup and a control application, Rend.
Mat. Accad. Lincei 8 (1997) 183–188.
[14] G. Da Prato, J. Zabczyk, Second Order Partial Differential Equations in Hilbert Spaces, in: London Math.
Soc. Lecture Note Ser., Vol. 293, Cambridge Univ. Press, 2002.
[15] W. E, J.C. Mattingly, Y.G. Sinai, Gibbsian dynamics and ergodicity for the stochastically forced Navier–
Stokes equation, Commun. Math. Phys. 224 (2001) 83–106.
[16] K.D. Elworthy, Stochastic flows on Riemannian manifolds, in: M.A. Pinsky, V. Wihstutz (Eds.), Diffusion
Processes and Related Problems in Analysis, Vol. II, Birkhäuser, 1992, pp. 33–72.
[17] F. Flandoli, Irreducibility of the 3D stochastic Navier–Stokes equation, J. Funct. Anal. 149 (1997) 160–177.
[18] F. Flandoli, D. Ga¸tarek, Martingale and stationary solutions for stochastic Navier–Stokes equations, Probab.
Theory Related Fields 102 (1995) 367–391.
[19] F. Flandoli, B. Maslowski, Ergodicity of the 2D Navier–Stokes equation under random perturbations,
Commun. Math. Phys. 171 (1995) 119–141.
[20] F. Flandoli, M. Romito, Partial regularity for the stochastic Navier–Stokes equations, Trans. Amer. Math.
Soc. 354 (6) (2002) 2207–2241.
[21] G. Furioli, P.G. Lemarié-Rieusset, E. Terraneo, Unicité dans L3(R3) et d’autres espaces fonctionnels limites
pour Navier–Stokes, Rev. Mat. Iberoamericana 16 (3) (2000) 605–667.
[22] T. Kato, Strong Lp -solutions of the Navier–Stokes equation in Rm, with applications to weak solutions,
Math. Z. 187 (4) (1984) 471–480.
[23] H. Koch, D. Tataru, Well posedness for the Navier–Stokes equations, Adv. Math. 157 (1) (2001) 22–35.
[24] S. Kuksin, A. Piatnitski, A. Shirikyan, A coupling approach to randomly forced PDE’s II, Commun. Math.
Phys. 230 (1) (2002) 81–85.
[25] S. Kuksin, A. Shirikyan, A coupling approach to randomly forced PDE’s I, Commun. Math. Phys. 221
(2001) 351–366.
[26] J.M. Lasry, P.L. Lions, A remark on regularization in Hilbert spaces, Israel J. Math. 55 (1986) 257–266.
[27] P.G. Lemarié-Rieusset, Solutions faibles d’énergie infinie pour les équations de Navier–Stokes dans R3,
C. R. Acad. Sci. Paris Sér. I Math. 328 (12) (1999) 1133–1138.
[28] J. Leray, Sur le mouvement d’un liquide visqueux remplissant l’espace, Acta Math. 63 (1934) 193–248.
[29] R. Mikulevicius, B. Rozovskii, Stochastic Navier–Stokes equations for turbulent flows, Preprint, University
of Southern California, CAMS 01-09, 2001.
[30] D.W. Stroock, S.R.S. Varhadan, Multidimensional Diffusion Processes, Springer-Verlag, 1979.
[31] R. Temam, Navier–Stokes Equations, North-Holland, 1977.
[32] M. Viot, Solutions faibles d’équations aux dérivées partielles stochastiques non-linéaires, Thèse de Doctorat,
Paris VI, 1976.
[33] M.I. Vishik, A. Fursikov, Mathematical Problems of Statistical Hydromechanics, Kluwer, 1979.
[34] W. von Wahl, The Equations of Navier–Stokes and Abstract Parabolic Equations, Vieweg, Braunschweig,
1985.
