We consider Broyden's 1965 method for solving nonlinear equations. If the mapping is linear, then a simple modification of this method guarantees global and Qsuperlinear convergence. For nonlinear mappings it is shown that the hybrid strategy for nonlinear equations due to Powell leads to R-superlinear convergence provided the search directions form a uniformly linearly independent sequence. We then explore this last concept and its connection with Broyden's method. Finally, we point out how the above results extend to Powell's symmetric version of Broyden's method.
1. Introduction. Let F: R" -*■ R" be a mapping with domain and range in real «-dimensional Euclidean space R", and consider the problem of finding a solution to the system of equations Fix) = 0 by Broyden's [1] method.
In this paper we show that a simple modification of Broyden's method leads to global and ß-superlinear convergence if F is an affine function with nonsingular coefficient matrix. This improves on a result of Broyden [2] which gives local and R-superlinear convergence to the unmodified method. For future reference, recall (for more information see [7, Chapter 9] ) that if a sequence {xk} converges to x*, then {xk} converges Z?-superlinearly to x* if lim ||xk -x*||1/k = 0, k-»-+°o and that {xk} converges ß-superlinearly to x * if there is a sequence {ak} converging to zero such that n**+i -**[l<akll*fc-**ll, k>0.
Clearly, ß-superlinear convergence implies Z?-superlinear convergence but the converse does not hold.
If F is not affine, the above modification of Broyden's method fails to be globally convergent, although an improvement of a result of Broyden, Dennis and Moré [3] , shows that it is locally and superlinearly convergent under very reasonable conditions.
In order to ensure the global convergence of Broyden's method we follow Powell's [8] hybrid method. For this algorithm Powell proved a global convergence result, but did not analyze the rate of convergence. In this paper we show that if the sequence {xk} generated by the hybrid method converges to a point x* then F'(x*)rF(jc*) = 0 where F\x*) denotes the Jacobian matrix of F at x*. Thus if F\x*) is nonsingular then Fix*) = 0, and under this condition, we show that in general {xk} converges Rsuperlinearly to x*.
The hybrid method requires "special iterations" which guarantee that the Jacobian approximations in Broyden's method do not differ radically from the true Jacobians.
Powell's [8] special iterations guarantee this by making sure that the directions generated by the algorithm are uniformly linearly independent. In Section 5 we examine this concept and show that the various definitions in the literature are equivalent. This leads to particularly easy proofs of the results of Powell [8] on the behavior of the matrices generated by Broyden's update.
Finally, in Section 6 we discuss the extension of the previous results to Powell's [10] symmetric form of Broyden's update.
As far as notation is concerned, we assume that R" is equipped with the usual inner product Oc, y) = xTy and ||*|| denotes the l2 vector norm or the corresponding operator norm in Z,(Z?")-the linear space of all real matrices of order zz. We shall also use the Frobenius norm 0-1) U\\F = [tncciATA)]1>2
and the fact that for any A and B in L{R"), 0-2) \\AB\\F<\\A\\\\B\\F.
2. Broyden's Method. Let F: R" -* Rn be given. In its simplest form Broyden's method is of the form (2-1) xk+l=xk-BklFixk),
where, given an approximation BQ to F'(x0), the matrices {Bk} are generated by (2-2) Bk+i =Bk+iyk-Bksk)sTJ\\sk\\2 and (2-3) yk = fixk+1) -Fixk), sk =xk + x -xk.
The motivation for Broyden's method is that the matrices generated by (2.2) are good approximations to the Jacobian matrices and thus (2.1) resembles Newton's method, but with the difference that (2.2) only requires one function evaluation and 0(n2) arithmetic operations while the Jacobian matrix requires the evaluation of zz2 partial derivatives. Moreover, (2.1) can be carried out in 0(n2) operations while Newton's method requires 0{n3).
There are two ways to compute xk+x in 0(n2) arithmetic operations. In the first method the inverse of {Bk} can be computed by the Sherman-Morrison formula as (24> Hk+i=Hk+(skHkyk)slHkl(sk, Hkyk), while in the second method a QR factorization of Bk is carried along; for example, see the technique of Gill and Murray [6] . Either method can be done in 0(n2) arithmetic operations per iteration but the latter method is recommended for stability reasons.
Further information and motivation for Broyden's method can be found in the License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use survey paper [5] ; in particular, that paper contains a discussion of the following result of Broyden, Dennis and Moré [3] .
Theorem 2.1. Let F: R" -> R" be continuously differentiable in an open convex set D, and assume that F{x*) = 0 and F'ix*) is nonsingular for some x* ED. In addition, suppose that F' is Lipschitz continuous at x*, and consider Broyden's method as defined by (2.1), (2.2) and (2.3). Then Broyden's method is locally and Q-superlinearly convergent at x*.
To be more precise, the conclusion of this theorem means that there is an e > 0 and a S > 0 such that if ||jc0 -jc*ff < e and ||50 -F'(jc*)|| < 5, then Broyden's method is well defined, and if {xk} is the sequence generated, then either xk = x* for some k at which place the iteration stops, or {xk} converges ß-superlinearly to x*.
Broyden's method is sometimes modified by defining {xk} by (2.1) and (2.2) but instead of (2.3), (2.5) yk = F{xk + sk) -F{xk)
for some nonzero vector sk. The proof of Theorem 2.1 shows that this version of
Broyden's method is locally and linearly convergent if sk satisfies a relationship of the form llSfcll < t? max{||;cfe+1 -x*||, ||*fc -**||} provided xk,xk+x belong to D. However, superlinear convergence will be lost unless the direction of sk is chosen with some care. For example, the choice sk = \\F{xk+x)\\u for some fixed vector u leads to local and linear convergence, but rarely to.superlinear convergence. In this connection note that under the assumptions of Theorem 2.1, Dennis and Moré [4] proved that if the sequence xk generated by (2.1) converges to x* then {xk} converges ß-superlinearly to x* if and only if
fc-*+o= H*/c+l -*fcll This explains why the choice sk = \\F{xk+x)\\u rarely leads to superlinear convergence. However, in Section 5 we will show that if the direction of sk is chosen so that {sfc/||sfc||} is uniformly linearly independent, then the matrices {Bk} generated by (2.2) converge to F'ix*) and thus (2.6) holds. Hence, in this case we also have ß-superlinear convergence, but note that if sk ^xk+x -xk, then the computation of (2.2) would require an additional function evaluation unless F{xk + sk) is used at some other stage of the calculation. shows that e > 0 and S > 0 can be chosen so that if |bc0 -x*\\ < e and ||Z?0 -F'(x*)\\ < S, then \\Bk -F'(x*)\\ < 28 for all k > 0. Certainly S can be further restricted so that 9k = 1 satisfies either (3.3) or (3.4). However, even if 9k = 1 is not chosen, we still have local and superlinear convergence. Theorem 3.4. Let F: R" -*■ R" satisfy the assumptions of Theorem 2.1, and consider Broyden's method as defined by (2.1), (2.3), (3.2) azztf (3.4). Then Broyden's method is locally and superlinearly convergent at x*.
This result follows from a modification to the proof of Theorem 2.1 as given by Broyden, Dennis and Moré [3] , so we will omit its proof. Note that since Theorem 3.4 lets us choose any 9k which satisfies (3.4), this gives a certain amount of stability to Broyden's method. 4 . Powell's Hybrid Method. In view of Example 3.3, Broyden's method must be modified in order to achieve global convergence. In this section we outline a modification due to Powell [8] which achieves this aim; for a more thorough presentation see the original papers [8] , [9] .
Powell's hybrid method was designed to find solutions to F(x) = 0 where F: R" -*■ R" is continuously differentiable in some open set D, but we are not able or willing to calculate the Jacobian matrix. Basically, the method attempts to minimize the functional \¡j: Rn -*R" defined by is a good approximation to ii(xk + p) for \\p\\ < Ak. Below we specify how a correction pk is determined with ||pk|| < Ak. Once this is done then the next iterate is given by xk+1 = xk + pk if Hxk + Pk) < Wxk), (4.3) = xk otherwise.
Thus to complete the description of the /cth iteration we need to define pk, Ak+1, and
The correction pk can either be chosen by an ordinary iteration or by a special iteration. The idea behind the choice of pk in an ordinary iteration is that the Newton direction of F
is suitable if \\pk\\ < Afc. Otherwise pk should be chosen as a convex combination of pk and some multiple of the steepest (or gradient) direction of <I>k,
which reduces <i>k in some sense. Hence, if llpj^ll < Afc then pk = pk , but if llpj^H > Ak we examine <i>k on the ray along pk . It is not difficult to verify that on this ray <I>k stops decreasing at (4-6) Pk = (\\PkWl\\JkPkW)2PÏ-Thus, if ||pk|| > Ak then it is reasonable to choose Pk -\Pkl\\PkW-If llPfcll < Ak we can decrease <i>k further by proceeding toward pk; in this case we choose pk as the convex combination of pk and pk which minimizes <i>k subject to \\pk\\ < Ak. Hence, if \\pk\\ > Afc and ||pk|| < Ak, then pk is determined by finding a £ (0, 1) such that ||(1 -a)pk + arfu = Ak and setting pk = (1 -a)pk + apk . To change the step-bound Afc in an ordinary iteration we test whether or not This completes the description of how the correction vector pk is calculated and how the step-bound Afc+1 is changed in an ordinary iteration. Special iterations are needed because sometimes it is convenient not to define pk by the procedure outlined above. This is particularly true if Jk+X is determined from Jk by Broyden's method; see the discussion after Eq. (4.8). At this point the particular method for determining pk in a special iteration is not important but we assume that ||pk|| < Ak and that at most zz consecutive special iterations are necessary. Finally, in a special iteration Ak+i = V
The matrix Jk + X is determined from xk, pk and Jk in such a way that for some fixed y > 0, There are several ways to define {Jk} so that (4.8) is satisfied. We will be particularly interested if it is determined by Broyden's method:
and 9k is chosen so that/fc + 1 is nonsingular and \9k -1| < 9. In this case, however, Proof. We first assume that there is an infinite number of successful Newton iterations. In this case, since (4.7) implies that H*(**+l)ll<(l -p)\\Fixk)\\ whenever the kth iteration is a successful Newton iteration, and since for all iterations ||F(xk+1)|| < l|F(xfc)||, it follows that if there are an infinite number of successful Newton iterations then {l|F(xfc)||} converges to zero and hence, F(x*) = 0.
Suppose now that there is a /c0 > 0 such that if k > k0 then the /cth iteration is not a successful Newton iteration. In this case, if k corresponds to an ordinary iteration, then Afc+1 < p2Ak tf tne iteration is unsuccessful, or Ak + 1 < pAfe if the iteration is successful. Moreover, in the latter instance Afc = \\xk + x -xk\\ since pk =£ pk'. Hence, in an ordinary iteration k with k > /c0, Ak+l <max{p2Ak,/i|Ufc + 1 -xk\\}.
A special iteration sets Afc+1 = Afc, and there are at most zz consecutive special iterations. Thus, since {||xfc+1 -JCk||} converges to zero, it follows that {Afc} and hence, {pk} converges to zero. Now (4.8) guarantees that {Jk} converges to F'ix*), and then It now follows from (4.14) and the definitions of Xk and pk that (4.12) holds.
To prove (4.13) note that IH^fc + Pk)W -UHxk)+Jkpk\\\<rik\\pk\\, and since cc2 -j32 < lev -]3|{|a -ß\ + 2\ß\}, inequality (4.13) follows immediately from the definitions of \¡j and 4>.
It is now easy to prove that eventually all the ordinary iterations are successful.
Note that ||pk|| < \\pk\\ and therefore, <4-15) \\Pk\\<<?\\p$\\.
Hence (4.12) implies that
Next note that l|F(xfc)|| < o\\pk\\ so that (4.13) and (4.15) imply that This shows that eventually all the ordinary iterations of the algorithm are successful and concludes the proof. Example 4.4. Let f:R-*Rbe defined by f(x) = x, and consider Powell's hybrid method with p = px -p2 =0.5 and p = 2. Assume that xk = (l/2)fc and Afc > 0.5; we will show that it is possible to choose {/k} so that xk+2 = (l/2)fc+ ï and Ak + 2 = Ak.
To see this, note that if Jk = 2 then pk = pk is successful and hence, xk+x = (l/2)fc + 1. Since the iteration is successful, we are allowed to take Ak+1 = 2Ak. Now choose Zk+i = -2~k. Then pk = pk, but in this case the step is unsuccessful and moreover, xk+2 = xk+x and Ak+2 = (l/2)Ak+1.
Hence, xk+2 = (l/2)fe+1 and Ak+2 = Ak so that the same pattern can be repeated. Thus {xk} converges to jc* = 0 but the rate of convergence is not superlinear. This modification would guarantee that {/k} is only calculated from a sequence {pk} which converges to zero if {xk} converges.
Another solution would be to modify the definition of the step-bound and require
if the /cth step is unsuccessful, and Afc+1 £ [||pk||, p||pkll] if the step is successful. In this case
Ak+1 <max.{p2Ak,p||xk+1 -xk\H}, and thus if {xk} converges then Ak converges to zero and hence, {pk} must also converge to zero. This choice of step-bound is analogous to the one used in Powell's [10] hybrid method for unconstrained minimization.
Note that the second solution is actually a modification of the hybrid method and thus requires new proofs for the previous three results. This can be done, so from a theoretical point of view both modifications appear to be equally reasonable. Therefore, it would be interesting to compare numerically the above two approaches.
5. Uniform Linear Independence. The purpose of this section is to study the concept of uniform linear independence and to show that most of the definitions available in the literature are, in fact, equivalent. As our starting point, we take a definition that Ortega and Rheinboldt [7] used in the study of iterative methods for unconstrained minimization. j=k+l But zk+1 is arbitrary, so for any given ||x|| = 1 it can be chosen so that (Z -Pk)zk+X = x. Thus the above expression implies that x = ^J'k^l(u., z^iu,. To bound the coefficients <«y, zy> note that (5.6) implies that l|z-+1|| < ||z-|| and thus, \(Uj, z¡>\ < ||zk + 1|| < ||(7 -PkyH < (1 -a)"1.
Hence, (5.3) holds with y = (1 -a)-1.
Assume that (c) holds and let ||x|| = 1 be given. Then (5.3) implies that Ak is of full rank and that Akz=x, z = (z?k+1,. . . ,Tjk+m).
Since \\A^x\\ < ||z|| if Akz = x, we have that |L4¿"jc|| < azz1/27 and therefore, ||.4+|| < m1l2y. Thus (d) holds with p = m1^2y.
If (d) holds and ||jc|| = 1, then since Ak has full rank, x = Ak(Akx). Hence, 1 = ||x||2 =(aTx,A+x)<p\\aTX\\.
It follows that (a) holds with ß = l/(m1/2p).
As noted before, (a) is due to Ortega and Rheinboldt [7] . Conditions (b) and (c)
were used by Powell [8] , [10] As an initial step in analyzing (5.7), we will need the following simple result.
Lemma 5.5. Let {4>k} and {8k} be sequences of nonnegative numbers such that '¡'k+m < a<t>k + 5fe f°r some fixed inteSer m>\ and a&(0, 1). If {8k} is bounded, then {¡pk} is also bounded, and if in addition, {8k} converges to zero, then {<¡>k} converges to zero. Proof. Assume first that m = 1. It can then be verified that <t>k<ak4>0 + ¿ ee*-% z'=o so that if S is a bound for {5k}, then <pk < ak<p0 + 8(1 -a)-1. It follows that {<¡>k} is bounded; a similar argument shows that if {5k} converges to zero then {0k} also converges to zero. If m > 1 let <pk = 4>km+i for any integer 0 < i < m -1. Then 4>k+x < a<pk + 8km+i, and thus the above argument shows that if {5fc} is bounded, then {0k} is bounded for any 0 < i < m -1, and therefore, {<pk} is bounded. Similarly, if {Sk} converges to zero, then {<¡>k} also converges to zero.
The following two results are due to Powell [8] , but since he used version (c) of Since {ek} converges to zero, the result follows from Lemma 5.5. The proofs of Theorems 5.6 and 5.7 are similar to those presented by Powell [10] for the symmetric form of Broyden's update. However, here the assumptions are weaker, and our formulation clearly shows that these results do not depend on the particular algorithms which generate {xk} and {pk}.
Finally we note that Powell [8] where the parameter 0k is chosen so that Bk+X is nonsingular. In this section we point out how the results of the previous section are changed if (3.2) is replaced by (6.1).
For the motivation and derivation of this update in the case 0k = 1 we refer to the survey article [5] . In this paper we follow Powell [11] and outline how 0k can be chosen so that Bk + X is nonsingular and (3.4) holds for some 0. However, we emphasize that in this paper 0k need only satisfy (3.4).
It is now natural to consider the symmetric analogue of Broyden's method in which the sequence {xk} is defined by (2.1), (2.3) and {Bk} is generated by (6.1) and (3.4) with BQ symmetric and nonsingular. This method is known as the Powell-symmetric-Broyden algorithm. Theorem 6.1. Let F: Rn -*■ R" satisfy the assumptions of Theorem 2.1 and in addition, suppose that F'(x*) is symmetric. Then the Powell-symmetric-Broyden algorithm is locally and superlinearly convergent at x*. This result is due to Broyden, Dennis and Moré [3] if 0k = 1 ; if 0k is just restricted by (3.4), the proof is very similar, so it is omitted. with J0 symmetric; the only difference is that now F'ix) is assumed to be symmetric for x in D.
7. Concluding Remarks. It is interesting to compare our results with those obtained for Powell's 1970 hybrid method [10] for the unconstrained minimization of a functional / Powell [12] shows that if update (6.1) is used without special iterations, then there is global and superlinear convergence. However, his results do not apply to the functional i// defined by (4.1) because he assumes that the gradient of the functional can be calculated exactly. It is an open question whether Theorems 4.1 and 4.2 hold for the sequence {Jk} defined by (5.7) if no special iterations are performed, but our numerical experiments show that in most cases special iterations are numerically desirable.
Thomas [14] in his Ph.D. thesis shows that if Powell's 1970 hybrid method is slightly modified then, with special iterations, the sequence {V/(xk)} converges to zero, while Powell only shows that this holds for some subsequence. It would be interesting to show that a similar result holds for the hybrid method of this paper so that in Theorem 4.1 we actually obtain the convergence of {||/krZ;l(jck)||} to zero.
