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Abstract
For positive integers n and k with n > k, an (n, k, 1)-design is a pair (V,B) such that
V is a set of n points and B is a collection of k-subsets of V called blocks such that each
pair of points occur together in exactly one block. If we weaken this condition to demand
only that each pair of points occur together in at most one block, then the resulting
object is a partial (n, k, 1)-design. A completion of a partial (n, k, 1)-design (V,A) is a
(complete) (n, k, 1)-design (V,B) such that A ⊆ B. Here, for all sufficiently large n, we
determine exactly the minimum number of blocks in an uncompletable partial (n, k, 1)-
design. This result is reminiscent of Evans’ now-proved conjecture on completions of
partial latin squares.
1 Introduction
For positive integers n, k and λ with n > k, an (n, k, λ)-design is a pair (V,B) such that V
is a set of n points and B is a collection of k-subsets of V called blocks such that each pair of
points occur together in exactly λ blocks. If we weaken this condition to demand only that
each pair of points occur together in at most λ blocks, then the resulting object is a partial
(n, k, λ)-design. A completion of a partial (n, k, λ)-design (V,A) is a (complete) (n, k, λ)-design
(V,B) such that A ⊆ B. The leave of a partial (n, k, 1)-design (V,A) is the graph L having
vertex set V and the edge set E(L) = {xy : x, y ∈ V such that {x, y} * A for all A ∈ A}.
It is obvious that if an (n, k, 1)-design exists then n(n − 1) ≡ 0 (mod k(k − 1)) and n ≡
1 (mod (k − 1)). We call integers n satisfying these restrictions k-admissible. Wilson [12]
showed that, for each integer k > 3, there exists an (n, k, 1)-design for each sufficiently large
k-admissible value of n. Our main result in this paper is to show that, for each sufficiently large
k-admissible order n, all partial (n, k, 1)-designs with at most n−1
k−1
−k+1 blocks are completable
and that this bound is tight.
Theorem 1. Let k > 3 be a fixed integer. There is an integer n0 such that for all k-admissible
integers n > n0, any partial (n, k, 1)-design having at most
n−1
k−1
− k + 1 blocks is completable.
Furthermore, for all k-admissible integers n > (k − 1)2 + 1 there is a partial (n, k, 1)-design
with n−1
k−1
− k + 2 blocks that is not completable.
The existence of the uncompletable designs claimed in Theorem 1 is easily proved (see
Lemma 2(a)). For sufficiently large n, Theorem 1 establishes a generalisation of a conjecture of
the second author, who conjectured in [8] that any partial (n, 3, 1)-design having at most n−5
2
blocks is completable. Theorem 1 also nicely complements recent results of Nenadov, Sudakov
and Wagner [9]. They show that there exist ǫ, n0 > 0 such that we can add blocks to any
1
partial (n, k, 1)-design (V,A) with n > n0 and |A| 6 ǫn
2 to obtain another partial (n, k, 1)-
design whose leave has at most 21k3
√
|A|n edges. They also show that we can add points and
blocks to such a design to obtain a (complete) (n1, k, 1)-design such that n1 6 n+ 7k
2
√
|A|.
Theorem 1 is also reminiscent of a well known conjecture of Evans. A partial latin square of
order n is an n×n array in which each cell is either empty or contains an element of {1, . . . , n},
and each element of {1, . . . , n} occurs at most once in each row and column. A latin square is
a partial latin square with no empty cells. Evans [5] conjectured that every partial latin square
of order n with at most n− 1 filled cells can be completed. This bound is tight because there
is a partial latin square of order n with n filled cells that is not completable for each n > 2.
Smetaniuk [10] and Anderson and Hilton [1] independently proved Evans’ conjecture for all n.
There are few completion results available for partial (n, k, λ)-designs. Colbourn [2] has
shown that it is NP-complete to decide whether a given partial (n, 3, 1)-design can be completed.
In [3] it is observed that (n, 3, 1)-designs in which some fixed point is in every block and (n, 3, 1)-
designs consisting of an odd number of disjoint blocks are easily seen to be completable. It is
then shown that an (n, 3, 1)-design is completable if it has two points x and y such that one
block contains both x and y and each other block contains either x or y.
2 Preliminaries
For a family A of subsets of a set V and an element x ∈ V , we let Ax = {A ∈ A : x ∈ A}. A
Kk-decomposition of a graph G is a set of copies of Kk in G whose edge sets partition E(G).
An (n, k, 1)-design is equivalent to a Kk-decomposition of Kn and a partial (n, k, 1)-design is
equivalent to a Kk-decomposition of some subgraph of Kn. Finding a completion of a partial
(n, k, 1)-design is equivalent to finding a Kk-decomposition of its leave, and throughout the
remainder of the paper we will often view completions in this way. If a graph G has a Kk-
decomposition, then we must have |E(G)| ≡ 0 (mod
(
k
2
)
) and degG(x) ≡ 0 (mod k − 1) for each
x ∈ V (G). We call graphs that obey these necessary conditions Kk-divisible.
For a set A of vertices we use KA to denote the complete graph with vertex set A. For a
graph G and a subset S of V (G), we denote by G[S] the subgraph of G induced by S. We also
denote the minimum degree of G by δ(G) and the complement of G by G. For graphs G and
H we denote by G∪H the graph with vertex set V (G)∪V (H) and edge set E(G)∪E(H) and
denote by G − H the graph with vertex set V (G) and edge set E(G) \ E(H). For a positive
integer r, a Kr-factor of a graph G is a set of copies of Kr in G whose vertex sets partition
V (G). For vertices x and y of a graph G, we use MG(x, y) to denote the mutual neighbourhood
NG(x) ∩NG(y) of x and y.
In Lemma 2(a) below, we show that the uncompletable designs claimed in Theorem 1 do
indeed exist. It is natural to seek to strengthen Theorem 1 to state that, for all sufficiently
large k-admissible integers n, any Kk-divisible graph G of order n whose complement has at
most (n−1
k−1
− k + 1)
(
k
2
)
edges is Kk-decomposable. In Lemma 2(b) we show that this claim is
false for many values of k.
Lemma 2.
(a) Let k > 3 be an integer. For all k-admissible integers n > (k − 1)2 + 1 there is a partial
(n, k, 1)-design with n−1
k−1
− k + 2 blocks that is not completable.
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(b) Let k > 6 be an integer such that k ≡ 2 (mod 4). For all k-admissible integers n >
k
2
(k − 1)2 + 1 there is a Kk-divisible graph G of order n such that
|E(G)| =
(
n−1
k−1
− 1
4
(k2 − k − 2)
) (
k
2
)
<
(
n−1
k−1
− k + 1
) (
k
2
)
and G is not Kk-decomposable.
Proof . We first prove (a). Let (V,A) be a partial (n, k, 1)-design with |A| = n−1
k−1
− k+ 2 such
that n−1
k−1
− k + 1 blocks each contain some fixed point y ∈ V and the remaining block, say A,
is disjoint from every other block in A. So |Ay| =
n−1
k−1
− k + 1. Suppose for a contradiction
that (V,B) is a completion of (V,A). In (V,B) each point lies in exactly n−1
k−1
blocks. Thus
|By \ Ay| = k − 1. But |By \ Ay| > k because each pair in {{x, y} : x ∈ A} must occur in a
different block. This is a contradiction.
We now prove (b). Let V be a set of n vertices and let y ∈ V . Let t = n−1
k−1
− k
2
(k − 1) and
let A1, . . . , At be k-subsets of V such that Ai ∩ Aj = {y} for all distinct i, j ∈ {1, . . . , t}. Let
A0 be a (
k
2
(k − 1) + 1)-subset of V such that A0 is disjoint from Ai for all i ∈ {1, . . . , t}. Let
G be the graph KV −
⋃t
i=0KAi. Using the fact that KV is Kk-divisible since n is k-admissible,
it is routine to check that G is Kk-divisible. Furthermore,
|E(G)| = t
(
k
2
)
+
(
k(k−1)/2+1
2
)
=
(
n−1
k−1
− 1
4
(k2 − k − 2)
) (
k
2
)
<
(
n−1
k−1
− k + 1
) (
k
2
)
.
Now suppose for a contradiction there is a Kk-decomposition D of G. We have degG(y) =
n− 1− t(k− 1) = k
2
(k− 1)2, so y is a vertex of exactly k
2
(k− 1) copies of Kk in D. But y must
be a vertex of at least |A0| =
k
2
(k−1)+1 copies of Kk in D because each edge in {xy : x ∈ A0}
must occur in a different copy of Kk. This is a contradiction.
Observe that the construction from the proof of Lemma 2(b) cannot be converted into
a counterexample to Theorem 1 because, by Fisher’s inequality [4], Kk(k−1)/2+1 is not Kk-
decomposable. Lemma 2(a) establishes the second part of Theorem 1. The rest of the paper
is devoted to proving the first part of Theorem 1. The basis of our approach is the following
result.
Theorem 3 ([6]). Let k > 3 be a fixed integer. There exists a positive constant γ such that,
for all sufficiently large integers n, every Kk-divisible graph G with n vertices and minimum
degree δ(G) > (1− γ)n has a Kk-decomposition.
Often, simply applying Theorem 3 to the leave of a partial (n, k, 1)-design with few blocks
will show it to be completable. However, this approach will not work if the leave contains
vertices of low degree. In these situations we follow [9] in deleting copies of Kk from the leave
until the vertices that began with low degree become isolated. We can then remove the isolated
vertices and apply Theorem 3 to the resulting graph to show that the original partial (n, k, 1)-
design is completable. We will make use of the following well known theorems of Tura´n and of
Hajnal and Szemere´di.
Theorem 4 ([11]). Let r > 2 be an integer. If a graph H has more than r−2
2r−2
|V (H)|2 edges,
then it contains a copy of Kr.
Theorem 5 ([7]). Let r be a positive integer. If a graph H has |V (H)| ≡ 0 (mod r) and
δ(H) > r−1
r
|V (H)|, then it contains a Kr-factor.
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The following simple inductive argument encapsulates the basics of our approach. Given a
graph G on an indexed vertex set {z1, . . . , zs} and two edges zizj and zi′zj′ of G where i < j
and i′ < j′, we say that zizj lexicographically precedes zi′zj′ if either i < i
′ or i = i′ and j < j′.
Lemma 6. Let k > 3 be a fixed integer and let γ be a positive constant that verifies Theorem 3
for this value of k. For all sufficiently large integers n the following holds. Let G be a Kk-
divisible graph of order n, let S = {z1, . . . , zs} be an indexed subset of V (G), and suppose
that
(i) |NG(x) \ S| > (1− γ)n + (k − 2)|NG(x) ∩ S| for each x ∈ V (G) \ S;
(ii) either NG(z) = ∅ or |NG(z) \ S| > (k − 1)γn+ (k − 2)|NG(z) ∩ S| for each z ∈ S;
(iii) for any i, j ∈ {1, . . . , s} such that i < j and zizj ∈ E(G) we have
|MG(zi, zj) \ S| > (k − 3)γn+ (k − 2)ℓG(zizj)
where ℓG(zizj) = |NG(zi)∩{z1, . . . , zj−1}|+|NG(zj)∩{z1, . . . , zi−1}| is the number of edges
of G[S] that are adjacent to zizj and lexicographically precede it.
Then G has a Kk-decomposition.
Proof . We prove the result by induction on the quantity σ(G) =
∑
x∈S degG(x). Let s = |S|.
If σ = 0, then the vertices in S are isolated and degG(x) > (1− γ)n > (1 − γ)(n− s) for each
x ∈ V (G) \ S and hence the result follows by applying Theorem 3 to the graph obtained from
G by deleting the vertices in S. So we may assume that σ(G) > 0.
We consider two cases according to whether G[S] is empty. In each case we form a new
graph G′ from G by deleting some number of copies of Kk in G and then complete the proof by
showing that G′ satisfies the inductive hypotheses. Note that, because of the way we form G′,
it is automatically Kk-divisible. In what follows it will be useful to observe that (i) implies that
the vertex x is nonadjacent to at most γn vertices in G (including itself) for each x ∈ V (G)\S.
Case 1: Suppose that G[S] is not empty. Let zizj, where i < j, be the lexicographically first
edge in G[S]. Let H be the subgraph of G induced by MG(zi, zj)\S. Then |V (H)| > (k−3)γn
by (iii). We claim that there is a subset B∗ of V (H) such that H [B∗] is a copy of Kk−2. If k = 3,
this is immediate because |V (H)| > 0. If k > 4, then degH(x) > |V (H)| − γn >
k−4
k−3
|V (H)| for
each x ∈ V (H) by (i) and so it follows from Theorem 4 that such a B∗ exists. Let G′ = G−KB
where B = B∗ ∪ {zi, zj}. Note that σ(G
′) < σ(G), so it suffices to show that G′ satisfies (i),
(ii) and (iii).
Observe that |NG′(x) \ S| = |NG(x) \ S| − (k − 3) and |NG′(x) ∩ S| = |NG(x) ∩ S| − 2 for
each x ∈ B∗, and NG′(x) = NG(x) for each x ∈ V \ (S ∪ B
∗). Thus G′ satisfies (i) because G
satisfies (i). Also, |NG′(z) \ S| = |NG(z) \ S| − (k − 2) and |NG′(z) ∩ S| = |NG(z) ∩ S| − 1 for
each z ∈ {zi, zj}, and NG′(z) = NG(z) for each z ∈ S \ {zi, zj}. Thus G
′ satisfies (ii) because G
satisfies (ii). If G′[S] is empty, then G′ satisfies (iii) trivially. Otherwise, let zi′zj′ be an arbitrary
edge in G[S] where i′ < j′. If {i′, j′} ∩ {i, j} = ∅, then MG′(zi′, zj′) \ S = MG(zi′, zj′) \ S and
ℓG′(zi′zj′) = ℓG(zi′zj′). Otherwise either i
′ = i and j′ > j or i′ = j by our definition of i and j.
Then |MG′(zi′ , zj′) \ S| > |MG(zi′ , zj′) \ S| − (k − 2) and ℓG′(zi′zj′) = ℓG(zi′zj′) − 1. Thus G
′
satisfies (iii) because G satisfies (iii).
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Case 2: Suppose that G[S] is empty. Let i be the smallest element of {1, . . . , s} such that
N(zi) 6= ∅, and let H be the subgraph of G induced by NG(zi). By (ii), |V (H)| > (k − 1)γn
and, because G is Kk-divisible, |V (H)| = t(k−1) for some integer t. By (i), for each x ∈ V (H),
we have degH(x) > |V (H)| − γn >
k−2
k−1
|V (H)|. So Theorem 5 implies that there is a partition
{B∗1 , . . . , B
∗
t } of V (H) such that H [B
∗
j ] is a copy of Kk−1 for each j ∈ {1, . . . , t}. Let G
′ =
G−
⋃t
j=1KBj where Bj = B
∗
j ∪ {zi} for each j ∈ {1, . . . , t}.
Observe that |NG′(x) \ S| = |NG(x) \ S| − (k − 2) and |NG′(x) ∩ S| = |NG(x) ∩ S| − 1 for
each x ∈ V (H), and NG′(x) = NG(x) for each x ∈ V \ (S∪V (H)). Thus G
′ satisfies (i) because
G satisfies (i). Also, NG′(zi) = ∅ and NG′(z) = NG(z) for each z ∈ S \ {zi}. Thus G
′ satisfies
(ii) because G satisfies (ii). Furthermore, G′[S] is empty and so G′ satisfies (iii) trivially.
Note that |NG(x) ∩ S| in condition (i) and (ii) of Lemma 6 is at most s, and ℓG(zizj) in
condition (iii) is at most 2s. This will be useful to remember when we apply Lemma 6 in the
proof of Theorem 1.
3 Proof of main result
Suppose that (V,A) is a partial (n, k, 1)-design with |A| = n−1
k−1
−k+1 and that L is its leave. One
important situation in which we cannot complete (V,A) by applying Lemma 6 to L is when there
is a point y ∈ V which is in nearly every block in A. Then degL(y) = (k−1)(|A\Ay|+k−1) and
completing (V,A) will necessarily involve finding a Kk−1-factor in L[NL(y)]. Lemma 7 below
allows us to accomplish this task. It is simpler and more natural to consider the complement
and state the result in terms of an equitable colouring of a union of cliques. A proper colouring
of a graph G with colour set C is an assignment ϕ : V (G)→ C of colours from C to the vertices
of G such that adjacent vertices receive different colours. The colour class of a colour c ∈ C
under ϕ is the set ϕ−1(c) of all vertices to which ϕ assigns colour c.
Lemma 7. Let k and b be nonnegative integers with k > 3, let V be a set of (k− 1)(b+ k− 1)
vertices, and let A be a set of subsets of V such that |A| 6 b, |A| 6 k for all A ∈ A and
|A∩A′| 6 1 for all distinct A,A′ ∈ A. The graph G with vertex set V and edge set
⋃
A∈AE(KA)
has a proper colouring with b+ k − 1 colours such that each colour class has order k − 1.
Proof . Let C be a set of b + k − 1 colours. For the duration of this proof we call a proper
colouring legal if its colour set is (a subset of) C and each of its colour classes has order at
most k − 1. Let v1, . . . , v(k−1)(b+k−1) be a degeneracy ordering of the vertices in V , that is, an
ordering such that vi is a vertex of minimum degree in G[{v1, . . . , vi}] for each i ∈ {1, . . . , (k−
1)(b + k − 1)}. Let Vi = {v1, . . . , vi} and Gi = G[Vi] for each i ∈ {1, . . . , (k − 1)(b + k − 1)}.
Clearly G1 has a legal colouring. We assume that there is a legal colouring ϕj−1 of Gj−1 for
some j ∈ {2, . . . , (k − 1)(b+ k − 1)} and proceed to show that we can find a legal colouring of
ϕj of Gj . Let C
† = {c ∈ C : |ϕ−1j−1(c)| = k − 1} and let C
‡ be the set of colours in C that are
assigned by ϕj−1 to vertices adjacent in Gj to vj .
If C \ (C† ∪ C‡) is nonempty, then we can extend ϕj−1 to a legal colouring ϕj of Gj by
assigning any colour in C \ (C† ∪ C‡) to vj . So we may assume that C
† ∪ C‡ = C. Since
j − 1 < (b+ k − 1)(k − 1), it follows from the definition of C† that |C†| < b+ k − 1 and hence
that C‡ \ C† 6= ∅. Let c‡ be a colour in C‡ \ C†. We claim that there is a vertex u ∈ Vj−1 such
that ϕj−1(u) ∈ C
† \C‡ and each set in Au is disjoint from ϕ
−1
j−1(c
‡). If this claim is true we can
let ϕj be the colouring of Gj such that ϕj(vj) = ϕj−1(u), ϕj(u) = c
‡, and ϕj(x) = ϕj−1(x) for
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each x ∈ Vj−1 \ {u}. Since ϕj−1(u) /∈ C
‡ and each set in Au is disjoint from ϕ
−1
j−1(c
‡), it can be
seen that ϕj is a proper colouring and since c
‡ /∈ C† it can be seen that ϕj is a legal colouring.
So it suffices to prove our claim.
Let m = max{|A ∩ Vj| : A ∈ A} and let A1 ∈ A be a set such that |A1 ∩ Vj| = m. Let
r = min{|Ax| : x ∈ Vj} and let y ∈ Vj be a vertex such that |Ay| = r. Observe that
|C‡| 6 degGj(vj) 6 degGj (y) 6 r(m− 1) (1)
where the second inequality follows from the degeneracy ordering and the last inequality follows
because |Ay| = r and |A∩ Vj| 6 m for each A ∈ Ay. Because C
† ∪C‡ = C and |C| = b+ k− 1
we have
|C† \ C‡| = b+ k − 1− |C‡|. (2)
Now, by the definitions of C† and C‡, we have
j > |C‡|+ (k − 1)|C† \ C‡|+ 1 > (k − 1)(b+ k − 1)− r(k − 2)(k − 1) + 1, (3)
where the second inequality follows by first substituting (2) and then using (1) and m 6 k. It
follows that r > 1, for otherwise we would have the contradiction j > |V |.
Now, because |Ax| > r for each x ∈ A1 ∩ Vj , we have b > m(r − 1) + 1. Substituting this
fact together with (1) into (2), we see that |C† \ C‡| > k + r −m. Hence |C† \ C‡| > 1 using
r > 1 and m 6 k. For any c ∈ C† \ C‡, the vertices in ϕ−1j−1(c) ∪ {vj} form an independent set
in Gj and so the sets in {Ax : x ∈ ϕ
−1
j−1(c) ∪ {vj}} are pairwise disjoint. Thus, since |Ax| > r
for each x ∈ ϕ−1j−1(c) ∪ {vj} and |ϕ
−1
j−1(c)| = k − 1, we have b > r(|ϕ
−1
j−1(c)|+ 1) = rk.
Because A contains at most b sets of size at most k, using the definition of r, we have
bk >
∑
x∈Vj
|Ax| > rj. Substituting (3) into bk > rj and simplifying we see that
0 >
(
(k − 1)(r − 1)− 1
)(
b− r(k − 2)
)
+ 2r.
It follows that r = 1, for otherwise r > 2 and the right hand side of the above expression is
positive, recalling that b > rk. So by (1) we have |C‡| 6 m − 1 6 k − 1 and hence, by (2),
|C† \C‡| > b. Let V ∗j−1 = {x ∈ Vj−1 : ϕj−1(x) ∈ C
† \C‡} and note that |V ∗j−1| > b(k − 1) using
|C† \ C‡| > b and the definition of C†. Let A‡ = {A ∈ A : ϕ−1j−1(c
‡) ∩ A 6= ∅}. To establish our
claim it suffices to show that there is a vertex in V ∗j−1 that is not in
⋃
A∈A‡(A∩ V
∗
j−1). For each
A ∈ A‡ we clearly have |A ∩ V ∗j−1| 6 k − 1 since |A| 6 k and ϕ
−1
j−1(c
‡) ∩ V ∗j−1 = ∅. Further, if
vj ∈ A, then |A ∩ V
∗
j−1| 6 k − 2 since vj /∈ V
∗
j−1. Thus, we have
∣∣⋃
A∈A‡(A ∩ V
∗
j−1)
∣∣ 6 b(k − 1)− 1 < |V ∗j−1|
where the first inequality follows because |A‡| 6 |A| 6 b and at least one set in A contains vj
since r = 1. Thus our claim holds and the proof is complete.
We observed in Lemma 2(b) that, to guarantee a Kk-decomposition of a graph G of k-
admissible order whose complement has at most (n−1
k−1
− k + 1)
(
k
2
)
edges, we require more than
simply G beingKk-divisible. It is through Lemma 7 that our proof uses the stronger assumption
that G is the leave of a partial (n, k, 1)-design. The conclusion of Lemma 7 does not hold if
we merely require that G be a graph of order (k − 1)(b+ k − 1) with at most b
(
k
2
)
edges, even
if we further demand that G be Kk-divisible. For example, for any integer k > 6 such that
6
k ≡ 2 (mod 4), if we take b = 1
4
(k2 − k + 2), then the graph consisting of a copy of Kk(k−1)/2+1
and (k−1)(b+ k
2
−1)−1 isolated vertices has exactly b
(
k
2
)
edges and is Kk-divisible, but clearly
does not have a proper colouring with b + k − 1 colours. With Lemma 7 in hand we are now
in a position to prove our main result.
Proof of Theorem 1. Let γ be a fixed constant such that 0 < γ < 1
3k
and γ verifies Lemma 6
for the given value of k. Let (V,A) be a partial (n, k, 1)-design with |A| 6 n−1
k−1
− k + 1.
Throughout the proof we assume that n is large relative to γ and k and employ asymptotic
notation with respect to this regime. Let L be the leave of (V,A). Let y be a point such that
|Ay| > |Ax| for each x ∈ V and let A
′ = A \ Ay. Let b be the nonnegative integer such that
|Ay| =
n−1
k−1
− k + 1− b, and note that |A′| 6 b.
Observe that |A| = k for each A ∈ A′, |A ∩ A′| 6 1 for all A,A′ ∈ A′ and L[NL(y)] =
KNL(y) −
⋃
A∈A′ KA∩NL(y). Thus, since degL(y) = (k − 1)(k + b − 1), we can apply Lemma 7
to find a proper colouring of the complement of L[NL(y)] in which each colour class has order
k − 1. Thus, there is a partition B′ of NL(y) such that |B
′| = k + b − 1 and L[B′] is a copy of
Kk−1 for each B
′ ∈ B′. Let B = {B′ ∪ {y} : B′ ∈ B′}.
Let L′ be the graph obtained from L by deleting the vertex y and any edges incident to it.
It suffices to show that we can apply Lemma 6 to find a Kk-decomposition D of L
′, because
then to complete (V,A) we can add the blocks in B along with blocks corresponding to the
copies of Kk in D. Observe that
L′ = KV \{y} −
⋃
A∈Ay∪B
KA\{y} −
⋃
A∈A′
KA,
and that each element of V \ {y} is in exactly one set in {A \ {y} : A ∈ Ay ∪B}. Thus we have
degL′(x) = n− 2− (k − 1)|A
′
x| − (k − 2) for each x ∈ V \ {y}.
Define S = {x ∈ V \ {y} : |A′x| >
1
k
γn} and s = |S|. Note that
∑
x∈V \{y} |A
′
x| 6 bk because
|A′| 6 b and |A| = k for each A ∈ A′. So we have 1
k
sγn 6 bk by the definition of S. This
implies s 6 1
γn
bk2, and so definitely s = O(1) since b < n−1
k−1
. It remains to show that L′ and S
satisfy conditions (i), (ii) and (iii) of Lemma 6.
(i). Consider any x ∈ V \ (S ∪ {y}). Then
|NL′(x) \ S| > n− s− 2−
k−1
k
γn− (k − 2) = (1− k−1
k
γ)n−O(1)
where the inequality follows from the definition of S and the equality holds because k, s = O(1).
Hence, condition (i) of Lemma 6 holds, noting that |NL′(x) ∩ S| 6 s = O(1).
(ii). Consider any z ∈ S. We have |A′z| 6
1
2
|A| because |A′z| 6 |Az| 6 |Ay| and |A
′
z| 6
|A| − |Ay|. Then,
|NL′(z) \ S| > n− s− 1− (k − 1)|A
′
z| − (k − 2) >
1
2
n− O(1)
where the second inequality follows because |A′z| 6
1
2
|A| < n−1
2(k−1)
and k, s = O(1). Thus
condition (ii) of Lemma 6 holds because γ < 1
3k
and |NG(z) ∩ S| 6 s = O(1).
(iii). Let zi and zj be any two elements in S such that i < j and zizj ∈ E(L
′). This implies
|A′zi ∩ A
′
zj
| = 0. We have |A′zi| + |A
′
zj
| 6 2
3
|A| because |A′zi|, |A
′
zj
| 6 |Ay| and |A
′
zi
| + |A′zj | 6
|A| − |Ay|. Then,
|ML′(zi, zj) \ S| > n− s− 1− (k − 1)(|A
′
zi
|+ |A′zj |)− 2(k − 2) >
1
3
n− O(1)
7
where the second inequality follows because |A′zi| + |A
′
zj
| 6 2
3
|A| < 2(n−1)
3(k−1)
and k, s = O(1).
Thus condition (iii) of Lemma 6 holds because γ < 1
3k
and ℓL′(zizj) 6 2s− 1 = O(1).
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