The family of Clayton copulas is one of the most widely used Archimedean copulas for dependency measurement. A major drawback of this copula is that when it accounts for negative dependence, the copula is nonstrict and its support is dependent on the parameter. The main motivation for this paper is to address this drawback by introducing a new two-parameter family of strict Archimedean copulas to measure exchangeable multivariate dependence. Closed-form formulas for both complete and d−monotonicity parameter regions of the generator and the copula distribution function are derived. In addition, recursive formulas for both copula and radial densities are obtained. Simulation studies are conducted to assess the performance of the maximum likelihood estimators of d−variate copula under known marginals. Furthermore, derivativefree closed-form formulas for Kendall's distribution function are derived. A real multivariate data example is provided to illustrate the exibility of the new copula for negative association.
Introduction
A wide variety of absolutely continuous closed-form Archimedean copulas have been proposed in the literature ( [25] , [32] , [7] ) for modeling bivariate distributions, though very few of them are constructed to span all degrees of dependence. Such copulas are called comprehensive ( [6] ) and they attain both lower and upper Fréchet-Hoe ding bounds ( [21] , [22] , [11] , [12] ), and independence. Frank ([10] ) and Clayton ([26] , [4] ) families are the only one-parameter bivariate Archimedean copulas that are comprehensive. It should be noted that here we consider the Clayton copula given in [32] , C θ (u, v) = max u −θ + v −θ − , Despite the above mentioned drawbacks, the Clayton copula is a d-dimensional Archimedean, comprehensive copula. Indeed, it is well-known that, for θ → ∞, the Clayton copula ( [5] ) attains Fréchet-Hoe ding upper bound which is, however, not Archimedean ( [32] , p. 112). When θ = , the Clayton copula represents independence. In addition, the Clayton copula attains the minimum value of τ C (− / ( d − ), see [29] ) and τ d (− / d− − , see [17] and [30] ). It should be noted that here we consider the d−dimensional Clayton copula given in [29] , i.e. C θ (u) = max Based on the discussion thus far, it is of interest to search for a comprehensive strict Archimedean copula that can be used for properly capturing multivariate dependence. With this in mind, we consider an inverse Archimedean generator that arises as a weighted average of two opposite inverse generators from the Clayton family. Technical details and analysis of this copula family are organized in subsequent sections as follows. In Section 2, we begin by introducing a new Archimedean generator function to obtain a better understanding of the copula structure and its admissible parameter region. In Section 3, we discuss the properties of the new generator including d−monotonicity, stochastic ordering, Kendall's tau, and as well as tail dependency coe cients. In Section 4, we discuss likelihood estimators by providing recursive formulas for the copula density and obtain coverage probabilities for the likelihood estimators. In addition, a closed-form formula for Kendall's distribution function is derived to use as a tool for goodness-of-t testing. Section 5 contains data analysis. Section 6 provides a summary of results. The proofs of all the results can be found in the Appendix.
The new generator
In this section, we consider a two-parameter strict Archimedean generator function ψ β,θ : [ , ∞] → [ , ] which satis es ψ β,θ ( ) = and ψ β,θ (∞) = limx→∞ ψ β,θ (x) = , and it is a strictly decreasing continuous function on , inf x : ψ β,θ (x) = . Let S β,θ (x) = ( + β + θx) and T β,θ (x) = S β,θ (x) − β then ψ β,θ can be de ned by
where β and θ are parameters such that ≤ β ≤ and ≤ θ or β < and βθ − β + θ + ≥ . These parameter constraints are formalized by Theorem 2.1. The proof of Theorem 2.1 is given in the Appendix.
Theorem 2.1.
The generator de ned in ( . ) is a valid generator to construct a strict bivariate Archimedean copula when its parameters satisfy the condition ≤ β ≤ and ≤ θ or β < and βθ − β + θ + ≥ . The inverse generator denoted by φ β,θ ≡ ψ where ≤ u ≤ , ≤ v ≤ , and
where β ≤ and γ ≥ .
One may be able to show that the generator function ψ β,γ is completely monotone when ≤ β ≤ and ≤ γ. The proof can be obtained by using the result: if f is completely monotone and g is a positive function with a completely monotone derivative, then f • g is completely monotone ([8] ). In addition, it is easy to show that C β,γ accommodates the full range of dependence in terms of Kendall's tau, τ C . However, C β,γ is not comprehensive, since it does not contain the independence copula Π. Furthermore, the lower and upper tail dependence coe cients can, respectively, be obtained as λ L = − /γ , and λ U = − /γ . When the parameter β = , the outer power generator is exactly the generator of the copula number 12 given in Table 4 .1 in [32] . Moreover, when γ = and β = − /δ for δ > , the outer power generator reduces to the generator of copula number 16 given in Table 4 .1 in [32] .
The properties of the new generator
In this section, we mainly focus on the conditions for d−monotonicity, stochastic ordering, Kendall's tau, and tail dependence.
. Condition for d−monotonicity
In this sub-section, we want to nd the parameter region that satis es d−monotonicity of the strict Archimedean generator ψ β,θ (x) for β < . For this purpose, Theorem 3.1, along with Propositions 3.1 and 3.2 will be used. Theorem 3.1 provides necessary and su cient conditions for an Archimedean generator ψ to generate d−dimensional Archimedean copulas for d ≥ . Note that Theorem 3.1 is a combination of Theorem 2.2 and Proposition 2.3 given in [29] . Proposition 3.1 (proof is straightforward and is omitted) provides a recursive formula to obtain the k th derivative of ψ β,θ (x), whereas Proposition 3.2 provides the boundary conditions of the generator ψ β,θ (x). The proof of Proposition 3.2 is given in the Appendix.
Theorem 3.1 (McNeil and Nešlehová, 2009)
is decreasing and convex on ( , ∞) . 
where ≤ x ≤ ∞, and ψ ( )
. Simpli ed formulas for the derivatives of ψ β,θ (x) will be given in the Appendix for up to d = . Using the recursive formula given in Proposition 3.1, one may be able to justify d−monotonicity of the generator ψ β,θ (x) for given parameter values. 
Clearly, from Theorem 2.1 and Theorem 3.1, when β < the strict generator ψ β,θ (x) is −monotone in the parameter region (− ) ψ ( ) β,θ ( ) ≥ , i.e., ψ β,θ (x) ≥ , and ψ β,θ (x) is decreasing and convex on ( , ∞) when β < and βθ − β + θ + ≥ . Then, ψ 
For simplicity, when β < the parameter region that satis es d−monotonicity of the generator ψ β,θ (x) for up to d = is plotted in Figure 1 . When θ > and β → −∞, the boundaries of all curves are approaching θ = / (d − ) for d ≥ . Similarly, when θ < and β → − , the boundaries of all curves are approaching
Furthermore, the boundary of the d = curve has a vertical asymptote at β = − , whereas all other boundary curves pass through the points at (β, θ) such that β = − and θ = ± / (d − ). It should also be noted from Figure 1 , if d−monotonicity fails at dimension k = d for given parameter values then surely it will fail at any dimension k > d. This observation is clearly noted in ( [29] , p. 7). Furthermore, in Figure  1 , one can see that the d−monotonicity parameter region is shrinking when the dimension becomes large. This phenomenon can easily be seen from the Clayton copula when the copula is negatively associated. However, it is not necessary for a copula to be negatively associated in order to see its parameter region shrinking with increasing dimension. For example, when β < , the copula C β,θ is not always negatively associated, see ( . ) and remark 3.1. Remark 3.1. The su cient condition needed for negative (or positive) dependence of an Archimedean copula is the convexity (or concavity) of − ln ψ (x), see ([25] , p. 157). Let y (x) = − ln ψ β,θ (x) for x ∈ [ , ∞] , and then the rst two derivatives of y (x) are, respectively, y ( ) (x) = /T β,θ (x) > , and
. Now, it is clear from the rst equality of y ( ) (x) , that the copula can be positively dependent when θ > and − ≤ β ≤ or θ < and β ≤ − . But the second equality of y ( ) (x) says that the copula associated with the generator ψ β,θ (x) is negatively (or positively) dependent when the parameter θ < (or θ > ). Furthermore, from the rst equality of y ( ) (x), the copula can be negatively dependent when θ > and β is a su ciently large negative value such that S β,θ (x) < , or when θ < and β is a su ciently small negative value such that S β,θ (x) > . Hence, clearly it is not true for all x in [ , ∞]. Because, the parameter θ is directly attaching to x and serves as a scalar, whereas the parameter β serves as a location parameter to stretch or shrink the θx quantity. Remark 3.2.
In Figure 1 , the horizontal line at θ = − represents the parameter region for the copula number 16 given in Table 4 .1 in [32] . The horizontal line at θ = represents the parameter region for the new one-parameter copula associated with generator φ β (t) presented in Section 2.2. 
. Condition for complete monotonicity
If ψ β,θ (x) is completely monotone on [ , ∞), and it is continuous there, then ψ β,θ (x) has derivatives of all orders that alternate in sign, i.e., (− )
β,θ (x) ≥ for all x in the interior of [ , ∞) and k = , , , ... ( [34] ). Completely monotone generators are useful to construct asymmetric extensions of Archimedean copulas such as nested Archimedean copulas (see [19] and references there in) and Khoudraji-transformed Archimedean copulas (see [28] ). The following theorem, Theorem 3.3 provides the parameter region that satis es complete monotonicity of the generator ψ β,θ (x). The proof is given in the Appendix.
Theorem 3.3.
The strict Archimedean generator ψ β,θ (x) is completely monotone in the parameter region ≤ β ≤ and < θ < ∞.
. Stochastic ordering
Let Y and Z be random variables.
is a non-decreasing function of z for all y, and vice versa ( [32] ). SI property encompasses the RTI (right tail increasing), LTD (left tail decreasing), and PQD (positive quadrant dependence). The following theorem, Theorem 3.4, due to [3] , provides the necessary condition for an Archimedean copula to be SI in terms of its generator function.
Theorem 3.4 (Capéraà and Genest, 1993) Let Y and Z be random variables whose copula C is Archimedean with a strict generator ψ in Ψ . If ψ is di erentiable, then SI(Y /Z) or SI(Z/Y) if and only if ln −ψ ( ) (x) is convex on ( , ∞)
. Now, we can state the following theorem, Theorem 3.5, based on Theorem 3.4 in terms of the new copula function C β,θ . The proof is given in the Appendix. 
Let X and Y be random variables with an Archimedean copula C generated by ψ in Ψ . The population version of Kendall's tau, τ C for X and Y is given by ([14] , [15] )
In our data analysis given in Section 5, we use the following sample version of Kendall's tau for bivariate margins given in [17] ,
where X , ..., Xn is a random sample with X i = (X i , X i ), and it is exactly the well-known Kendall's tau for bivariate margin given in [32] with a notation analogues to the multivariate version of Kendall's tau de ned in Section 3.5, equation (3.7). Let (X, Y) be a random pair with the new copula given in remark 2.2. For θ > , β < , and βθ −β +θ+ ≥ , Kendall's tau, τ C given in ( . ) can be simpli ed to
where Φ (., ., .) is a Hurwitz-Lerch zeta function ( [33] ) de ned by
Furthermore, to evaluate Kendall's tau as a summation formula for θ < and β < , asymptotic expansion of the Hurwitz-Lerch zeta function given in [9] can be used. For computational purposes, we rely on numerical integration. However, it is relatively easy with symbolic manipulation software such as MAPLE to compute Kendall's tau values. Besides, it may not be necessary to compute τ C β,θ for this copula when θ < and β < , see remark 4.1.
In particular, when θ = , the formula ( . ) reduces to the simple formula given in ( . ). Hence, we can easily compute the range of τ C for the copula associated with the generator ψ β (t) given in Section 2.1.
Furthermore, the copula C β,θ is comprehensive, since the copula contains the independence copula Π due to lim θ→ φ β,θ (t) = ( − β) ln t, where β < , and it accommodates the full range of dependence in terms of Kendall's tau due to lim β→−∞ τ C β,θ= = lim β→ − τ C β,θ=− = − , lim θ→∞ τ C β,θ = for |β| ≤ , and, lim θ→ + τ C β,θ = for < β ≤ , and lim θ→ τ C β,θ = for β < . 23] ), see also [30] and [17] , is given by
. Kendall's tau
is an Archimedean copula with generator ψ and the random variable R for the radial distribution de ned in [29] , then C (u) has the same distribution as ψ (R) ( [17] ) and the formula for τ d can be simpli ed to
Moreover, C (u) has a density if and only if F R (r) does (see ( . ) in Section 4 for F R (r)). In this case,
where ψ (d) (r) denotes d th derivative of ψ (r) . There is no explicit formula for E [ψ (R)] with our new copula C β,θ given in ( . ). However, it is feasible to evaluate E [ψ (R)] numerically for the copula C β,θ , for example by substituting t = ψ (r) for t ∈ [ , ].
In our data analysis given in Section 5, we use the sample version of d−dimensional Kendall's tau τ d:n de ned in [17] ,
where X , ..., Xn is a random sample with X i = (X i , ..., X id ). For more details of the non-parametric estimator, τ d:n , we refer the interested reader to [17] .
. Tail dependence
Lower and upper tail dependence can be quanti ed by the lower and upper tail dependence coe cients ( [25] ), respectively. These coe cients can be written in terms of the copula C. Particularly, if C is a bivariate Archimedean copula with strict generator function ψ, the tail dependence coe cients, λ L and λ U can respectively be written as ( [32] ) λ L = lim t→∞ ψ ( t) /ψ (t) , and
Hence, for the new copula, the lower and upper tail dependence coe cients are, respectively, λ L = − /|θ| , and λ U = .
The proof is given in the Appendix. It is noted that in contrast to the Clayton copula, the new copula can have lower tail dependence when the copula is negatively associated. One such association is depicted in Figure 2 when τ C β=− ,θ= = − . .
The maximum likelihood estimator
In this section, our main focus is to construct recursive formulas for the copula density, observed information matrix to assess the coverage probabilities, and an explicit formula for Kendall's distribution function.
. Recursive formulas for the copula density
It is well-known that Archimedean copulas are symmetric and associative. In general, other symmetric copulas are not associative. The associative property can be used to construct multivariate d−dimensional Archimedean copulas given by the following general form 
where
the density function of the d−dimensional
Archimedean copula family can recursively be obtained as
, and the parameters β, θ satisfy the conditions given in Theorem 3.2 and Theorem 3.3. Alternatively, the density function can recursively be obtained using the d th derivative of the Archimedean generator (see [20] ) given in Proposition 3.1. It should be noted that when β ≠ the support of the copula given in (4.3) does not depend on the parameters. Remark 4.1. 1. When β < , the copula C β,θ (u) satis es the relation C /β,−θ (u) = C β,θ (u), and it can easily be justi ed by the last relation given in Section 2.1. Hence, it is su cient to study the copula C β,θ (u) for θ ≥ .
2. Let us consider two opposite members of the Clayton copula, C θ (u) and C −θ (u). Then the new copula given in ( . ) can be seen as a weighted average, since it is a solution of the equation, C −θ
d , where β and θ are parameters.
. Simulation
Here we brie y discuss the simulation steps and relevant formulas using the method introduced in [29] . Therefore, let us de ne the radial distribution and radial density of the new copula family respectively as , θ = − . ) , (β = − . , θ = − . ) , (β = − . , θ = − . ) and (β = − , θ = ) respectively. The corresponding scatter plots of Clayton copula are plotted in the upper row in Figure 2 . We used 1000 simulated pairs of (u, v) from each copula plotted in Figure 2 . These plots clearly indicate that the Clayton copula has zero density on the lower (u, v) values when the copula is negatively associated. However, the new family of copula has non-zero density when the copula is negatively associated due to the extra parameter β of the model. 
. Likelihood estimators and information matrix
In this sub-section, we estimate the copula parameters based on the likelihood method assuming known margins (Genest et al., 1995) . Consider a random sample U i with its realizations u i , i ∈ { , ..., n}, from the copula C β,θ (u), the log-likelihood function can be written as l (β, θ; u) = l (β, θ; u , ..., un) = n i= ln c β,θ (u i ), (4.6) where
The maximum likelihood estimators β and θ can thus be obtained by solving the nonlinear normal equations, ∂l (β, θ; u) /∂β = and ∂l (β, θ; u) /∂θ = . The elements of the observed information matrix, I (β, θ) are ∂ l (β, θ; u) /∂β , ∂ l (β, θ; u) /∂θ∂β, and ∂ l (β, θ; u) /∂θ . Under regularity conditions ( [27] ), the maximum likelihood estimator, θ = β, θ is consistent and satis es the asymptotic normality
, where N denotes the bivariate normal distribution, I(θ) is the observed information matrix of θ, and the θ = (β, θ) is the true parameter vector. Remark 4.2.
1. For an initial guess of the parameter vector, we have chosen arbitrary values that are in the admissible parameter region. We omit a formal procedure for selecting the initial guess for the parameter vector in the present paper and defer it to future research.
2. When estimating the parameter θ of the Clayton family for data with negative Kendall's tau values, we keep the lower bound for the estimator θ = − / (d − ) .
3. If we did not impose the d−monotonicity parameter constraint in the estimation process, the maximum likelihood estimators of the new copula may jump into an inadmissible parameter region especially when the sample sizes are small. In such a case our simple suggestion is to use the copula with a conditional estimator β|θ = ± / (d − ) for d ≥ .
. Coverage probability
In this sub-section, we compute the approximate coverage probabilities to assess the performance of the maximum likelihood estimators, β and θ de ned in Section 4.3. Here, we report the coverage probabilities when τ C < since our main interest lies in the d−monotonicity parameter region, speci cally when the copula variables are negatively associated. These coverage probabilities are based on 500 simulated random samples from the copula given in ( . ). The random samples are generated by the simulation method described in Section 4.2. In this simulation study, we set our sample sizes to be n ∈ { , } in dimensions d ∈ { , , , , }. The copula parameters are numerically chosen for the dependencies τ C ∈ {− . , − . } for d = and τ C ∈ {− . , − . } for d = . For the remaining dimensions, 5, 6, and 7, the dependencies − . , − . , and − . are chosen respectively. It should be noted that the lower bounds for τ C are − . , − .
, − . , − . , and − . for the dimensions 3, 4, 5, 6, and 7 respectively. The approximate coverage probabilities for the maximum likelihood estimation method with intended con dence levels 90%, 95%, and 99% are given in Table 1 . The approximate ( − α) % con dence intervals for parameters, β and θ are calculated by using β − Z α/ SE β , β + Z α/ SE β and θ − Z α/ SE θ , θ + Z α/ SE θ respectively, where − α is the con dence level, and SE β and SE θ are, respectively, asymptotic standard errors of β and θ, which are taken from the observed information matrix described in Section 4.3. The coverage probabilities given in Table 1 are the proportion of cases among 500 replications that the true parameter is contained in the computed con dence interval. Based on this study, it is clear that the maximum likelihood estimators are not signi cantly biased either to over or under estimate the copula parameters. Furthermore, one can clearly see that when the sample sizes increase, the approximate coverage probabilities for the parameters under the maximum likelihood method approach the intended coverage probabilities.
. Kendall's distribution function
Kendall's distribution function was originally introduced by Genest and Rivest ( [16] ) as a goodness-of-t criterion for bivariate Archimedean copulas. Later Barbe et al. ([2] ) extended it to obtain Kendall's distribution Parameter n = -.
function for multivariate copulas given by
, i ≥ and φ (t) is the inverse Archimedean generator. To obtain Kendall's distribution function for the copula C β,θ (u), we use the i th derivative, 8) of the inverse Archimedean generator given in ( . ). Then using ( . ) Kendall's distribution function for the copula C β,θ (u) can be obtained from, 9) where
It should be noted that the second summation given ( . ) is the same as the summation given in Proposition 3.2, except the parameter β is replaced with βt θ . For example, when d = , the formula ( . ) reduces to
Illustrative example
In this example we consider the association among six variables of index data for 152 countries in the year 2014. More information about the data can be found in http://www.heritage.org/index/download. The variables in the data set are population (in millions), GDP growth rate (%), GDP per capita (PPP), unemployment (%), in ation (%), and public debt (% of GDP). We estimate the model parameters using empirical copula data given in Figure 3 . The empirical copula data are obtained by ranking the observations within each sample and then scaled to lie between zero and one by dividing (n + ). For our simplicity, we label these variables respectively as 1,...,6. 
Pairwise estimates
The pairwise estimates of Kendall's tau for the index data are computed non-parametrically and parametrically using ( . ) and ( . ), which are respectively given in the left and right panels below. Based on the non-parametrically estimated Kendall's tau τ :
values, nine pairs of variables are negatively correlated with the lowest value being τ : ( , ) = − . whereas six pairs of variables are positively correlated with the highest positive value being τ : ( , ) = . .
The estimated Kendall's tau for the bivariate margins from the new copula using the invariance property of likelihood estimators also indicates that the same nine pairs of variables are negatively correlated and the other six pairs of variables are positively correlated. Most of the estimated Kendall's tau values from the new copula are very close to the non-parametrically estimated τ : values, except for the pair ( , ).
Estimates for 6-dimensional data
The non-parametrically computed −dimensional Kendall's tau, τ : using ( . ) for the index data is − .
. Hence, it surely indicates that these variables are considerably negatively associated noting that the minimum value for τ = − .
. Likelihood estimates for the six variable economic index data are given in Table 2 . For comparison purposes, we consider ve commonly available parametric copulas that can have negative dependence along with the new copula. In addition, to guard against possible model mis-speci cation due to permutation symmetry of Archimedean copulas, we include the estimated values of equi-correlated Gaussian and equicorrelated Student's copula in Table 2 . Among them Ali-Mikhail-Haq, Eyraud-Farlie-Gumbel-Morgenstern, Frank, and MB9E ( [25] ) are not suitable for this data set, since the degree of dependence of these copulas were insu cient to account for the association observed in the data set. Kendall's tau for bivariate margins for the new copula using both ( . ) and the values given in Table 2 is, τ C ± SE τ C = − .
± . × − . The estimated −dimensional Kendall's tau, τ for the new copula using ( . ) is, τ ± SE τ = − . ± . × − . It is much closer to the empirical Kendall's tau value,
= − . , than that of the Clayton copula in which τ = − .
. Here, the standard errors of the estimator, τ C and τ are computed by the delta method and the relevant computing are tedious with the new copula but straightforward.
Furthermore, the computed goodness-of-t criterion values, AIC and BIC, given in Table 2 , indicate that the new copula is quite competitive with both Gaussian and Student's copula for the given data set. Certainly, the new copula has given an improved t than that of the Clayton copula which can also be justi ed by the t with Kendall's distribution function given in Figure 4 . The Kendall's distribution t is hard to see since the association among six variables of the data is considerably negative. Therefore, a magni ed plot is embedded in the same gure to visualize the Kendall's distribution t for both Clayton and the new copulas.
Conclusion
We have introduced a two-parameter absolutely continuous strict Archimedean copula based on the Clayton family. The new copula is rich enough not only to capture the full range of multivariate Archimedean dependence but also to model the various dependencies including the lower tail. In contrast to other copulas that we investigated in the present paper, the new copula family enjoys the advantage of being parsimonious in multivariate modeling because of the closed-form formulas for d−monotonicity and complete monotonicity parameter region, and explicit formulas for the copula distribution and Kendall's distribution functions. Speci cally, having recursive formulas for copula density and radial distribution functions makes the likelihood inference straightforward and convenient for lower dimensions though it will be computationally more intensive when the dimensions become large. However, among other closed-form multivariate Archimedean copulas, the special bene t from the new family is the exibility for modeling negatively correlated multivariate dependence. Applicability, exibility and better tness of the proposed family for modeling multivariate data have been demonstrated and illustrated by analyzing a real multivariate data set.
