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Abstract
A distance for mixed nominal, ordinal and continuous data is developed by applying the
Kullback–Leibler divergence to the general mixed-data model, an extension of the general
location model that allows for ordinal variables to be incorporated in the model. The distance
obtained can be considered as a generalization of the Mahalanobis distance to data with a
mixture of nominal, ordinal and continuous variables. Moreover, it includes as special cases
previous Mahalanobis-type distances developed by Bedrick et al. (Biometrics 56 (2000) 394)
and Bar-Hen and Daudin (J. Multivariate Anal. 53 (1995) 332). Asymptotic results regarding
the maximum likelihood estimator of the distance are discussed. The results of a simulation
study on the level and power of the tests are reported and a real-data example illustrates the
method.
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1. Introduction
The estimation of a statistical distance between populations arises in many
multivariate analysis techniques. In discriminant analysis, for example, the classiﬁca-
tion rule based on the classical Fisherian linear discriminant function for classifying an
observation into one of two or more distinct multivariate normal populations reduces
to a comparison of so-called Mahalanobis distances (e.g., [16, p. 31]). This approach is
a common one in pattern recognition (e.g., [9]). Whereas distance measures for
continuous data are well developed [21], those for mixed discrete and continuous data
are less so because of the lack of a standard model for such data.
Krzanowski [10,11] was the ﬁrst to consider the development of mixed-data
distances based on Matusita’s distance [17]. Another distance was obtained by Bar-
Hen and Daudin [3], who applied the Kullback–Leibler divergence [12, pp. 6–7] to
the general location model [19] and derived a distance that specializes to the
Mahalanobis distance in the absence of nominal variables. Krusin´ska [9] proposed a
weighted Mahalanobis distance for mixed data as the weighted sum of the
Mahalanobis distance for continuous variables and a Mahalanobis-type distance for
discrete variables introduced by Kurczyn´ski [13]. More recently, Bedrick et al. [4]
derived a Mahalanobis distance for the mixed ordinal and continuous data using the
grouped continuous model [2]. However, no distance measure has yet been
developed for data with mixed nominal, ordinal and continuous variables. Such a
distance must account for not only the different levels of measurement in the
variables but also the various types of associations among the variables. The aim of
this paper is to develop a statistical distance that can be used for data consisting of a
mixture of variable types. Speciﬁcally, the problem of generalizing the Mahalanobis
distance to data with mixed nominal, ordinal and continuous variables is considered.
The approach adopted in the paper uniﬁes previous work on the problem by Bedrick
et al. [4] and Bar-Hen and Daudin [3].
To develop the distance, a model for the joint distribution of the mixed variables,
called the general mixed-data model and ﬁrst proposed by de Leon and Carrie´re [5], is
described in Section 2. A general distance measure for mixed nominal, ordinal and
continuous data is then developed in Section 3 by applying the Kullback–Leibler
divergence to the general mixed-data model, and the asymptotic distribution of its
maximum likelihood estimate (MLE) is obtained. In addition, a large-sample test of
hypothesis concerning two mixed-variate populations is derived in Section 4. The
ﬁnite-sample performance of the test is investigated via simulations in Section 5.
Finally, a real-data example is presented in Section 6 to illustrate the distance
measure.
2. General mixed-data model
Let x ¼ ðX1;y; XSÞT be the binary representation of u ¼ ðU1;y; UDÞT ; a vector
of nominal variables with Ud having sd possible states ðd ¼ 1;y; DÞ; so that there
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are a total of S ¼QDd¼1 sd states for u: Each Xs in x is deﬁned as either 0 or 1
depending on whether u falls in state s or not ðPSs¼1 Xs ¼ 1Þ: By the general location
model, the distribution of x is modelled by a product multinomial distribution
½x; p ¼QSs¼1 pxTðsÞxs ; where p ¼ ðp1;y; pSÞT is the vector of state probabilities
ðPSs¼1 ps ¼ 1Þ; and xðsÞ is the vector x with Xs ¼ 1:
Let y ¼ ðY1;y; YCÞT and y ¼ ðY 1 ;y; Y QÞT be vectors of continuous and
unobservable latent variables, respectively. By the general location model, the
conditional distribution ½y; y j xðsÞ is modelled as multivariate normal with mean gs












The CS  1 stacked vector of state means of y is denoted as l: The latent
relationship between y and the vector of ordinal variables z ¼ ðZ1;y; ZQÞT is
deﬁned by the threshold model by which Zq ¼ acqq if and only if acq	1q oY qpacqq ;
where fa0q ¼ 	N; a1q;y; aLqq ; aLqþ1q ¼ þNg are the unknown cutpoints or thresh-
olds, and a1qoa2qo?oa
Lqþ1
q are the ordinal scores for Zq; q ¼ 1;y; Q: Note that
the set of thresholds as well as the scores vary for each ordinal variable in z but is
constant across states. Without loss of generality, it is assumed that a
cq
q ¼ cq; cq ¼
1;y; Lq þ 1:
Then, under the general location model, the conditional distribution ½y j xðsÞ; y is
multivariate normal with mean ls þ RTyyR	1ðy	 lsÞ and covariance matrix R 	
RTyyR
	1Ryy  DRD; where D ¼ diagðd1;y; dQÞ is the diagonal matrix of condi-
tional standard deviations and R ¼ ðrqq0 Þ is the symmetric matrix of conditional
polychoric correlations [6] of z; given xðsÞ and y: Similar to the usual development of
latent variable models, it may be assumed without loss of generality that R ¼ R;
the correlation matrix of y: To avoid over-parameterizing the model, state S is ﬁxed
as a reference state and ls and l

s ðsaSÞ are deﬁned as ls ¼ n þ ns and ls ¼ n þ ns ;
where n ¼ lS and n ¼ lS; the means of y and y; respectively, and ns and ns are the
effects of state s ¼ 1;y; S 	 1; relative to that of state S:
Let l ¼ ðc1;y; cQÞT be a possible value of z: By a suitable transformation, it can
be shown that
½z ¼ l j x ¼ xðsÞ; y ¼
Z
Slðs;yÞ
fQðv jRÞ dv; ð2Þ
where fQð jRÞ is the Q-dimensional normal density with mean 0 and covariance matrix
R; and Slðs;yÞ ¼ fðv1;y; vQÞ : ncq	1sq ovqpncqsq ; q ¼ 1;y; Qg; with ncqsq ¼ gcqq 	 tsq 	
bTq y: Here, g
cq
q ¼ acqq =dq 	 ðnq=dq 	 bTq nÞ; tsq is the qth element of ss ¼ D	1ns 	 Bns;
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and bTq is the qth row of B ¼ D	1RTyyR	1; cq ¼ 1;y; Lq: Note that tSq  0 8q; and the
extreme cutpoints are taken as g0q ¼ 	N and gLqþ1q ¼ þN:
The joint density ½x; y; z of x; y and z can thus be written as
½x ¼ xðsÞ; y; z ¼ l ¼ ps  fCðy	 ls j RÞ
Z
Slðs;yÞ
fQðv jRÞ dv: ð3Þ
This joint density is called the general mixed-data model with parameter hT ¼
ðhT1 ; hT2 ; hT3 Þ; where hT1 ¼ ðp1;y; pS	1Þ; hT2 ¼ ðlT ; fvechðRÞgT Þ; hT3 ¼
ðcT ; fvechðRÞgT ; bT ; sTÞ; with bT ¼ ðbT1 ;y; bTQÞ; sT ¼ ðsT1 ;y; sTS	1Þ; and vechðRÞ
and vechðRÞ are the vectors containing the upper diagonal elements of R and R;
respectively.
The general location model is obtained from the general mixed-data model by
setting Q ¼ 0; and hence, the former may be viewed as a special case of the latter.
Similarly, the general mixed-data model reduces to the conditional grouped
continuous model [2] when S ¼ 1: Therefore, the general mixed-data model uniﬁes
these two mixed-data models into a single model.
2.1. Maximum likelihood estimation
Given a mixed-variable random sample ðxTi ; yTi ; zTi ÞT ; i ¼ 1;y; N; deﬁne the sets
AðsÞ ¼ fi j xi ¼ xðsÞg and Bðc1;y; cQÞ ¼ fi j Ziq ¼ cq; cq ¼ 1;y; Lq þ 1; q ¼
1;y; Qg: Using (3), the likelihood function can be written as























q¼1 eqþQFQðy; ncq	eqiðs;lÞq;y jRÞ;
where fNC ðy1;y; yN j h2Þ is the usual multivariate normal likelihood, FQð jRÞ is the




q 	 tsq 	 bTq yiðs;lÞ: The index ‘‘iðs; lÞ’’ comes fromAðsÞ-Bðc1;y; cQÞ;
and refers to the ith unit in state s such that Z1 ¼ c1;y; ZQ ¼ cQ: Note that n0iðs;lÞq ¼
	N and nLqþ1
iðs;lÞq ¼ þN; q ¼ 1;y; Q:
The usual MLE for a multinomial model given by #ps ¼ ns=N is obtained as #h1
while #h2 is the usual MLE for a multivariate normal sample which consists of #ls ¼
ys ¼
P




iðsÞ ðyiðsÞ 	 ysÞðyiðsÞ 	
ysÞT=N; where ys is the sth state mean, s ¼ 1;y; S: The MLE #h3 can be obtained via
iterative techniques such as the Fletcher–Powell algorithm. Details for implementing
this are found in de Leon and Carrie´re [5].
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Using standard large-sample results on MLE, it can be easily shown that #h is
consistent for h and satisﬁes #h 	 h!L NPð0; 1NI	1P ðhÞÞ as N-N; where IPðhÞ is the
usual expected Fisher information matrix based on all the observations. Large-
sample standard errors for the MLEs are obtained from the diagonals of I	1P ð#hÞ=N
(see de Leon and Carrie´re [5] for more details).
3. A generalized Mahalanobis distance
In this section, a distance is derived for mixed nominal, ordinal and continuous
data as modelled by the general mixed-data model described in Section 2. The
distance includes as special cases previous generalizations of the Mahalanobis
distance to mixed data proposed by Bedrick et al. [4] and Bar-Hen and Daudin [3].
Suppose ðxTg ; yTg ; zTg ÞT is a random vector from the mixed-variate population PðgÞ
deﬁned by the general mixed-data model with parameter hg containing pg; lg and sg;
for g ¼ 1;y; G; and c; b; vechðRÞ; and vechðRÞ: Note that this implies that the
populations differ only in their locations. As well, it is assumed that the reference
states in each of the populations are the same with ng ¼ n and ng ¼ n 8g: This
approach is similar to that adopted earlier by Poon and Lee [20] and Lee et al. [15].
The following formal deﬁnition of the Kullback–Leibler divergence given by
Kullback [12, p. 6] is presented for later use.
Deﬁnition 3.1. Let cg; cg0 and l be three probability measures absolutely continuous
with respect to each other, and assume there exist generalized probability densities fg
and fg0 ; the respective Radon–Nikodym derivatives of cg and cg0 with respect to l:
The divergence measure between fg and fg0 deﬁned as
Dgg0 ¼
Z
½ fgðwÞ 	 fg0 ðwÞ log fgðwÞ
fg0 ðwÞ dl;
is called the Kullback–Leibler divergence.
Here, Dgg0 possesses all the properties of a distance except for the triangle
inequality, and is therefore not considered a distance [12, Chapter 2].
When fg isNðlg;RÞ and fg0 isNðlg0 ;RÞ; then Dgg0 ¼ ðlg 	 lg0 ÞTR	1ðlg 	 lg0 Þ; the
Mahalanobis distance between two multivariate normal populations. In this respect,
Dgg0 can be considered as a generalization of the Mahalanobis distance. Bar-Hen and
Daudin [3] used Dgg0 to generalize the Mahalanobis distance to mixed binary and
continuous data modelled by the general location model, and derived the asymptotic
distribution of its MLE.
Theorem 3.1 below is obtained by applying Deﬁnition 3.1 to the general mixed-
data models for PðgÞ and Pðg
0Þ:
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Theorem 3.1. The Kullback–Leibler divergence between PðgÞ and Pðg
0Þ is given by

















ðsgs 	 sg0sÞTR	1ðsgs 	 sg0sÞ:
Proof. Suppose yg is the latent variable underlying zg; and that ðxTg ; yTg ; yTg Þ follows
the general location model with parameters pg; ðlTg ; lTg ÞT ; and C; where lTg ¼
ðlTg1 ;y; lTgS Þ is the QS  1 stacked vector of state means of yg and C is as deﬁned in
(1). Using results in Kullback [12, Chapter 6] and Proposition 2.1 in Bar-Hen and


























¼ lgs 	 lg0s
 T
R	1 lgs 	 lg0s
 
þ lgsy 	 lg0sy
 T
ðDRDÞ	1
 lgsy 	 lg0sy
 
;
where lgsy ¼ lgs 	DBlgs; with D and B as deﬁned in Section 2, g ¼ g0; g00: Since
lgs ¼ n þ ngs and lgs ¼ n þ ngs for saS; it follows that lg0sy 	 lg00sy ¼ ng0s 	
DBng0s 	 ðng00s 	DBng00sÞ: Expression (4) is now immediate by noting from Section 2
that sgs ¼ D	1ngs 	 Bngs for g ¼ g0; g00: &
Remark 3.1. With Q ¼ 0; Dgg0 ¼ D1gg0 þ D2gg0 is the distance proposed by Bar-Hen and
Daudin [3] while with S ¼ 1; Dgg0 ¼ D2gg0 þ D3gg0 corresponds to that by Bedrick et al.
[4]. Thus, Theorem 3.1 generalizes these two previous Mahalanobis-type distances
for mixed data.
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Remark 3.2. Dgg0 can be considered an extension of the Mahalanobis distance since it
reduces to it for Q ¼ 0; S ¼ 1: Note also that Dgg0 ¼ Dg0g for any g; g0:
Remark 3.3. Note that when the nominal variables are independent of the
continuous and ordinal variables, Dgg0 is simply the sum of the distances
corresponding to each variable type.
Given random samples ðxTgi; yTgi; zTgiÞT ; i ¼ 1;y; ng; g ¼ 1;y; G; the MLE of Dgg0


















ð#sgs 	 #sg0sÞT #R	1ð#sgs 	 #sg0sÞ;
with the unknown parameters simply replaced by their MLEs. The asymptotic
distribution of #Dgg0 under the hypothesis that hg ¼ hg0 is derived in the following
section.
4. Asymptotic results
Consider the problem of constructing a statistical test of
H : hg ¼ hg0 against K : hgahg0 : ð5Þ
The following theorem derives a large-sample test of (5). Note that H is equivalent to
H 0 : Dgg0 ¼ 0:
Theorem 4.1. Suppose PðgÞ and Pðg
0Þ are mixed-variate populations defined by the








-d as ng-N; ng0 -N; where doN and P is the total number of unknown
parameters.
Proof. The proof is similar to that of Proposition 3.1 of Bar-Hen and Daudin [3].
Let h be the common value of hg and hg0 under H: Similar to Bar-Hen and
Daudin [3], a ﬁrst-order Taylor series expansion of #Dgg0 at a neighborhood
ARTICLE IN PRESS
A.R. de Leon, K.C. Carrie`re / Journal of Multivariate Analysis 92 (2005) 174–185180






















ð#hg0 	 hg0 Þ þ
X
g;g0
oð jj #hg 	 hg jj Þ
¼ ð#hg 	 #hg0 ÞTIPðhÞð#hg 	 #hg0 Þ;
under H; where oð jj #hg 	 hg jj Þ!p 0 as #hg-hg for g ¼ g; g0:
















P ð#hg 	 #hg0 Þ!
L
NPð0; IPÞ;
and the result follows immediately. &
Remark 4.1. Theorem 4.1 generalizes Proposition 3.1 of Bar-Hen and Daudin [3] to
the general mixed-data model. In fact, Proposition 3.1 is obtained by taking Q ¼ 0 in
Theorem 4.1.
Remark 4.2. A two-sample test for mixed data distributed according to the
conditional grouped continuous model is obtained from Theorem 4.1 by taking
S ¼ 1: Similar tests based on likelihood ratio and generalized Wald statistics are
discussed by Lapidus [14, Chapter 4] and by Aﬁﬁ and Elashoff [1].
The level and power of the test described in Theorem 4.1 are evaluated through
simulations in the next section.
5. Simulation study
In the simulations, general mixed-data models with C ¼ L ¼ Q ¼ 1 and S ¼ 2 are
considered. The parameter is then hTg ¼ ðpg; lTg ; s2; g; b; tgÞ; where lTg ¼ ðmg1; mg2Þ
with mgs the sth state mean of Yg; g is the standardized cutpoint a for the latent
variable Y g underlying Zg; and tg is the effect of state 1 on Zg relative to that of state

















	 bng; where ng ¼ mg1 	 m2; ng ¼ mg1 	 m2; with m2 ¼ mg2; m2 ¼ mg2; and
mgs ¼ EðY g j xg ¼ xðsÞÞ; for g ¼ 1; 2; and s ¼ 1; 2: Note also that Zg ¼ 2 if Y g4a and
Zg ¼ 1 if Y gpa: Similar to Bar-Hen and Daudin [3], the following ﬁve cases are
considered:
(0) no differences between populations with respect to all three variable types;
(a) there is difference between populations only with respect to nominal vector x;
(b) there is difference between populations only with respect to continuous variable Y ;
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(c) there is difference between populations only with respect to ordinal variable Z;
(d) populations are different with respect to all three variable types.
To assess the size and power of the w2 test in Theorem 4.1, random samples of
various sizes ðn1; n2Þ ¼ ð50; 25Þ; ð50; 100Þ; ð100; 100Þ; and ð100; 150Þ were generated
from the general mixed-data models with ðs2;r; aÞT ¼ ð1; 0:5; 1ÞT and
ðpg; mg1; mg2; mg1; mg2ÞT ; g ¼ 1; 2; given by (0) ð0:5; 0; 0:5; 0; 0:5ÞT for both populations,
(a) ð0:5; 0; 0:5; 0; 0:5ÞT for population 1 and ð0:75; 0; 0:5; 0; 0:5ÞT for population 2, (b)
ð0:5; 0; 0:5; 0; 0:5ÞT for population 1 and ð0:5; 0:5; 0:5; 0; 0:5ÞT for population 2, (c)
ð0:5; 0; 0:5; 0; 0:5ÞT for population 1 and ð0:5; 0; 0:5; 0:5; 0:5ÞT for population 2, and
(d) ð0:5; 0; 0:5; 0; 0:5ÞT for population 1 and ð0:75; 0:5; 0:5; 0:5; 0:5ÞT for population 2.
Observe that case (0) is taken as having the true parameter conﬁgurations for both
populations under the null hypothesis H : D12 ¼ 0: For each combination of case
and ðn1; n2Þ above, 1000 replications were generated in S-PLUS. Hypothesis H is
then rejected if and only if n1n2 #D12=ðn1 þ n2Þ4w27:05 ¼ 14:1; the 95th percentile of the
w2 distribution with seven degrees of freedom. Results of the simulated levels and
powers of the test are displayed in Table 1.
Three observations are apparent from the table. First, the power of the test
increases with the total sample size n1 þ n2: Second, the test tends to be liberal when
the total sample size is small, conﬁrming an earlier ﬁnding reported by Bar-Hen and
Daudin [3]. However, given large enough samples, the test is able to attain the
nominal level. Finally, as was similarly reported by Bar-Hen and Daudin [3], the
power of the test is higher when differences exist with respect to all three variables
than when the difference is only with respect to just one variable.
6. Example
In this section, real data are used to illustrate the distance developed in this paper.
The data come from Koepsel et al. [8] (also in [7, pp. 680–683]) and concern the
occurrence and non-occurrence of perforation of the appendix. Data from a total of
181 surgery patients are included in the analysis, and four variables are considered.
The same data were analyzed by Nakanishi [18] in the context of variable selection in
mixed-data discriminant analysis.
For the purpose of this example, variable X3 as deﬁned in Fisher and Van Bell [7, p.
680] is transformed into an ordinal variable Z with 2 levels (long or short duration). The
states of xT ¼ ðX1; X2Þ correspond with the patient’s perforation status, with x ¼ xð2Þ if
perforation is present and x ¼ xð1Þ otherwise. The following variables are included:
Y :¼ time in hours from physician contact to surgery;
Z :¼ duration in hours of symptoms prior to physician contact
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Patients were grouped according to sex (i.e., male or female), and the interest is to see
whether there is a difference between these two groups. Only those subjects with waiting
times to surgery exceeding 0 but not exceeding 60 h were included in the analysis. In
addition, the waiting times to surgery were transformed using their natural logarithms.
Normal probability plots of the transformed waiting times indicate that the assumption
of normality is satisﬁed.
The data set is summarized with respect to the discrete variables x and Z in
Table 2. The values of the continuous variable Y are not shown in the table but
can be obtained from Fisher and Van Bell [7, p. 680]. The general mixed-data
model was ﬁt to this data set and MLEs of the parameters were calculated. These
estimates are presented in Table 3 with their corresponding large-sample standard
errors.
From Table 3, #D12 is found to be equal to 0.0396, and upon comparison with the
5% level critical value 14.1 obtained from the w2 distribution with seven degrees of
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Table 1
Empirical size and power of w2 test in Theorem 4.1 for C ¼ L ¼ Q ¼ 1 and S ¼ 2 based on 1000 Monte
Carlo samples
Source of difference Sample size
x Y Z n1 n2 Power
(0) D12 ¼ D21 ¼ 0
No No No 50 25 0.112
No No No 50 100 0.109
No No No 100 100 0.054
No No No 100 150 0.048
(a) p1 ¼ 0:5; p2 ¼ 0:75
Yes No No 50 25 0.201
Yes No No 50 100 0.3
Yes No No 100 100 0.481
Yes No No 100 150 0.579
(b) m11 ¼ 0; m21 ¼ 0:5
No Yes No 50 25 0.146
No Yes No 50 100 0.193
No Yes No 100 100 0.275
No Yes No 100 150 0.371
(c) m11 ¼ 0; m21 ¼ 0:5
No No Yes 50 25 0.126
No No Yes 50 100 0.217
No No Yes 100 100 0.324
No No Yes 100 150 0.365
(d) Differences in all three variables
Yes Yes Yes 50 25 0.287
Yes Yes Yes 50 100 0.483
Yes Yes Yes 100 100 0.733
Yes Yes Yes 100 150 0.849
Note: The parameters under H : D12 ¼ D21 ¼ 0 (i.e., under case (0)) are p1 ¼ p2 ¼ 0:5;m11 ¼ m22 ¼ m11 ¼
m21 ¼ 0; m12 ¼ m22 ¼ m12 ¼ m22 ¼ 0:5 with s ¼ 1;r ¼ 0:5:
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freedom, the test fails to reject the null hypothesis H that there is no difference due to
sex. This conclusion agrees with those of Nakanishi [18].
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