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Resumo
Um sistema de operadores S, contido em uma C∗-álgebra unital
A, é um subespaço vetorial de A fechado por adjunção e contém a
unidade da álgebra. Uma aplicação positiva ϕ : S → B, em que B
é uma C∗-álgebra unital qualquer, é uma função linear que associa
elementos positivos em S a elementos positivos em B. Dizemos que
ϕ é completamente positivo se, para cada n ∈ N, e para cada matriz
positiva [xij ]ni,j=1 em Mn(S), tem-se que [ϕ(xij)]ni,j=1 é positivo em
Mn(B). Nessa dissertação queremos mostrar, entre outras coisas, que
se ϕ : S → B(H) é completamente positivo, então podemos estendê-lo
a uma aplicação completamente positiva ϕ˜ : A → B(H) com mesma
norma que ϕ, teorema de extensão que chamamos de Teorema de Hahn-
Banach não comutativo
Palavras-chave: Sistema de operadores. Aplicações completa-
mente positivas. Teorema de extensão. C∗-álgebra unital.
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Abstract
An operator system S, contained in a unital C∗-algebra A is a vector
subspace of A closed under addition and containing the algebra unit.
A positive map ϕ : S→ B, where B is a unital C∗-algebra, is a linear
transformation that sends positive elements in S to positive elements in
B. We say that ϕ is a completely positive map if, for each n ∈ N, and
for every positive matrix [xij ]ni,j=1 in Mn(S), we have that [ϕ(xij)]ni,j=1
is positive inMn(B). In this dissertation we show, among other things,
that if ϕ : S→ B(H) is a completely positive map, then we can extend
it to a completely positive map ϕ˜ : A→ B(H) with the same norm as
ϕ, a theorem regarded as a non-commutative Hahn-Banach Extension
Theorem. Keywords: Operator system. Completely positive map.
Extension theorem. C∗-algebra.
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Lista de Símbolos
• N = {1, 2, . . .} conjunto dos números naturais
• C conjunto dos números complexos
• A,B,C C∗-álgebras
• Mn(A) C∗-álgebra de matrizes de ordem n com entradas em A
• In matriz identidade em Mn(C)
• M espaço de operadores em uma C∗-álgebra
• S sistema de operadores em uma C∗-álgebra
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• B(H) C∗-álgebra dos operadores limitados em H
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• B00 conjunto dos operadores de posto finito de B(H)
• B1 ideal dos operadores trace-class de B(H)
• B2 ideal dos operadores Hilbert-Schmidt de B(H)
• X, Y espaços de Banach
• L(U, V ) espaço vetorial das transformações lineares T : U → V
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• X,Y espaços topológicos
• C(X) conjunto das aplicações contínuas f : X → C
• σ(a) espectro de um elemento a em uma C∗-álgebra
• C∗(a, 1) C∗-álgebra gerada por a e pela unidade em uma C∗-álgebra
• B(X,Y) espaço de Banach dos operadores limitados T : X→ Y
• C0(X) conjunto das aplicações contínuas f : X → C que se anu-
lam no infinito
• Re(a) parte real de um elemento a ∈ A, Re(a) = a+ a
∗
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• Im(a) parte imaginária de um elemento a ∈ A, Im(a) = a− a
∗
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• a = Re(a) + iIm(a), para todo a ∈ A
• GL(A) conjunto dos elementos invertíveis da C∗-álgebra A
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Introdução
O estudo das aplicações completamente positivas foi motivado, ini-
cialmente, pela tecnicalidade fornecida pelo estudo das dilatações em
espaços de Hilbert. Quando conseguimos escrever um operador limi-
tado definido em um espaço de Hilbert como a restrição de um outro
operador sob um outro espaço de Hilbert que contém o primeiro, então
dizemos que aquela restrição é uma contração do segundo, ou que o se-
gundo operador é, grosso modo, uma dilatação do primeiro. Sz.-Nagy
mostrou que um operador, com norma menor do que ou igual a um,
pode ser dilatado para um operador unitário; nesse sentido operado-
res com essa propriedade começaram a ser chamados de contração. O
enunciado deste teorema é dado abaixo e sua demonstração pode ser
encontrada, por exemplo, em (Paulsen, Teorema 1.1).
Teorema de Sz.-Nagy. Se T ∈ B(H) é uma contração, isto é
‖T‖ ≤ 1, então existe um espaço de Hilbert K que contém H como
subespaço, e existe um operador unitário U tal que, para todo n ∈ N,
é válido que Tn = PHUn|H, em que PH é a projeção de K sobre H.
Com esse resultado, segue imediatamente um elegante resultado
atribuído a von Neumann :
Desigualdade de von Neumann. Se T é uma contração num
espaço de Hilbert então para todo polinômio p é válido que
‖p(T )‖ ≤ sup{‖p(z)‖; z ∈ C, |z| ≤ 1}.
Trabalhos de Sarason, Sz.-Nagy e Foias mostraram que muitos resul-
tados clássicos sobre funções analíticas, incluindo a teoria Nevanlinna-
Pick, o Teorema de Nehari e o Teorema de Caratheodory são consequên-
cias destes resultados que envolvem operadores de contração.
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Empolgado com essa teoria de dilatação, foi que Stinespring deu iní-
cio à teoria dos operadores completamente positivos como meio de obter
caracterização e existência de operadores de dilatação, descobrindo, as-
sim, certa proximidade entre as aplicações completamente positivas e
as medidas positivas. Posteriormente, Arveson contribuiu grandemente
para o desenvolvimento dessa teoria. Um dos seus legados é a demons-
tração de um tipo de teorema de extensão Hahn-Banach, no caso não
comutativo, o qual é um dos resultados principais dessa dissertação.
Muito se deve ao estudo das aplicações completamente positivas,
como por exemplo a contribuição dada à teoria de produtos tensoriais
de C∗-álgebras, ao estudo das C∗-álgebras nucleares, e também à aná-
lise harmônica não comutativa na qual estas aplicações se encontram
camufladas como funções positivas.
Na década de 1980, motivados em grande parte pelo trabalho de
Wittstock e Haagerup, pesquisadores começaram a estender muitos re-
sultados da teoria das aplicações completamente positivas para a família
das aplicações completamente limitadas. Na medida em que as primei-
ras são o análogo de medidas positivas, as aplicações completamente
limitadas são o análogo de medidas limitadas.
Dois problemas famosos que fazem uso dessa família de funções são:
Conjectura de Kadison e Conjectura de Halmos. Enquanto a primeira
deseja mostrar que todo homomorfismo de uma C∗-álgebra na álge-
bra dos operadores limitados em um espaço de Hilbert é semelhante
a um ∗-homorfismo, a segunda conjectura que todo operador polino-
mialmente limitado é semelhante a uma contração. Para a conjectura
de Kadison existe um contraexemplo devido a Pisier, enquanto que a
outra conjectura permanece em aberto.
Os domínios e imagens das aplicações completamente positivas e li-
mitadas são os chamados sistemas ou espaços de operadores, que nada
mais são do que subespaços vetoriais de um espaço de operadores defi-
nidos em um espaço de Hilbert, possuindo certas propriedades.
O último problema desse trabalho dará uma caracterização abstrata
para os sistemas de operadores. Devido a Choi e Effros, este teorema
tem um impacto semelhante ao da construção GNS (Gelfand-Naimark-
Segal) na qual é possível enxergar C∗-álgebras, objetos abstratos, como
objetos concretos em espaços de operadores. Tal resultado nos permite
buscar paralelos entre a teoria dos espaços de Banach e a teoria das
aplicações completamente positivas, e consequentemente ligações inte-
ressantes com a teoria das C∗-álgebras e álgebras de von Neumann.
No primeiro capítulo desse trabalho, nosso foco será dar embasa-
mento à teoria das aplicações completamente positivas. A primeira
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seção será dedicada à C∗-álgebra de matrizes. Nela fixaremos uma C∗-
álgebra A qualquer e mostraremos que a álgebra das matrizes Mn(A) é
uma C∗-álgebra. Na segunda seção definiremos os sistemas de opera-
dores e espaços de operadores, e abordaemos o assunto das aplicações
positivas definidas em tais conjuntos. Depois, na terceira seção defini-
remos e demonstraremos resultados sobre as aplicações completamente
positivas. Na quarta seção, nosso foco serão as aplicações positivas cujo
domínio ou contradomínio são C∗-álgebras comutativas, e nessa seção
veremos que esta será uma condição suficiente para que tais aplicações
sejam completanente positivas. Por fim, na quinta seção, dedicamos ao
Teorema de Stinespring, que tem o objetivo de caracterizar todas as
aplicações completamente postivas. Veremos uma relação importante
entre elas e os ∗-homomorfismos, a saber, que aplicações completamente
positivas são canto"de ∗-representações.
No segundo capítulo, falaremos de três importantes teoremas de
extensão ligados à essa teoria: Teorema de Krein, Teorema de Arveson,
Teorema de Wittstock. Tais teoremas generalizam o Teorema de Hahn-
Banach, para o caso não-comutativo, ou seja, ao invés do contradomínio
da aplicação ser o corpo dos complexos, trabalharemos com álgebras de
matrizes complexas, inicialmente, e depois com espaços de operadores
definidos em espaços de Hilbert. Dado um sistema de operadores S
numa C∗-álgebra A, e uma aplicação completamente positiva ϕ : S →
B(H), queremos encontrar uma aplicação completamente positiva ϕ˜ :
A → B(H), que é uma extensão de ϕ, de modo que ‖ϕ‖ = ‖ϕ˜‖. Para
termos sucesso, será importante tratar da topologia BW , que é um
enfraquecimento da topologia usual em B(S,B(H)).
No último capítulo demonstraremos o Teorema de Choi-Effros, que
mencionamos anteriormente.
Em vários momentos dos três capítulos, será necessário o uso da
teoria do produto tensorial algébrico entre espaços vetoriais. Por essa
razão, o Apêndice A trata de resultados do produto tensorial que serão
usados ao longo desse estudo sobre aplicações completamente positivas.
Para a demonstração do Teorema de Arveson, apresentada no se-
gundo capítulo, faz-se necessário um estudo da teoria dos operadores
trace-class e Hilber-Schmidt, os quais serão abordados no Apêndice B
deste trabalho. Mostraremos que o espaço de Banach dos operado-
res limitados definidos em espaço de Hilbert, B(H), é isometricamente
isomorfo ao espaço dual dos operadores trace-class.
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Capítulo 1
Aplicações completamente
positivas
Neste primeiro capítulo apresentaremos os sistemas de operadores
em uma C∗-álgebra, e trataremos das aplicações positivas, das aplica-
ções completamente positivas e das aplicações completamente limita-
das em C∗-álgebras. Nosso ponto de partida será considerar uma C∗-
álgebra A, mostrar que Mn(A) é uma C∗-álgebra e caracterizar seus
elementos positivos. Finalizaremos demonstrando o Teorema de Sti-
nespring, uma caracterização das aplicações completamente positivas,
o qual mostra que existe uma relação interessante entre essa família de
funções e as ∗-representações de C∗-álgebras.
1.1 C∗-álgebra de matrizes
Essa seção é composta de resultados básicos que serão utilizados ao
longo desse estudo sobre aplicações completamente positivas. Sempre
consideramos nossa C∗-álgebra A incluída na álgebra dos operadores
lineares limitados B(H), em que H é um espaço de Hilbert, ou seja,
A ⊆ B(H) (tal resultado, conhecido como construção GNS, pode ser
encontrado em (Murphy, Teorema 3.4.1)). A partir do próximo pará-
grafo até o final da seção, consideramos o espaço vetorial das matrizes
Mn(A), e objetivamos tornar Mn(A) uma C∗-álgebra e caracterizar
seus elementos positivos.
Sejam A uma C∗-álgebra e n um número natural. Podemos conside-
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rar o espaço vetorial Mn(A) das matrizes de ordem n com entradas em
A, com as operações de adição e produto por escalar da forma usual.
Dada A ∈ Mn(A), escrevemos A = [aij ]ni,j=1, ou seja, a entrada (i, j)
dessa matriz é ocupada pelo elemento aij ∈ A, e muitas vezes para
simplificar ou quando não há perigo de confusão denotamos tal ma-
triz simplesmente por [aij ]ij ou [aij ] . Podemos, facilmente, dar uma
estrutura de ∗-algébra para esse espaço de matrizes. Para isso basta
considerar, para cada A,B ∈ Mn(A), o produto e involução definidos
da seguinte forma:
[aij ].[bij ] =
[
n∑
k=1
aik.bkj
]
, [aij ]
∗ = [a∗ji].
Queremos agora introduzir uma norma nesse espaço algébrico de matri-
zes de forma a torná-lo uma C∗-álgebra. Para fazer isso vamos começar
com a C∗-álgebra dos operadores limitados B(H).
Lembre-se que Hn é um espaço de Hilbert cujo produto interno
definido usualmente é
〈(ξ1, ξ2, . . . , ξn), (η1, η2, . . . , ηn)〉 :=
n∑
i=1
〈ξi, ηi〉,
em que (ξ1, ξ2, . . . , ξn) ∈ Hn e (η1, η2, . . . , ηn) ∈ Hn. Denotamos fre-
quentemente (ξi)ni=1 := (ξ1, ξ2, . . . , ξn), ou simplesmente (ξi)i. Observe
que ‖(ξi)i‖2 = ‖ξ1‖2 + · · ·+ ‖ξn‖2.
Seja [Tij ] ∈Mn(B(H)) e defina a aplicação T : Hn → Hn por
T (ξj)
n
j=1 =
 n∑
j=1
Tijξj
n
i=1
.
é fácil notar que T é linear. Queremos mostrar que T ∈ B(Hn), mais
precisamente, T é limitado com ‖T‖ ≤ ∑ni=1∑nj=1 ‖Tij‖. Para isso,
note que para qualquer ξ = (ξ1, ξ2, . . . , ξn) ∈ Hn, temos
‖ξ‖ = ‖(ξ1, 0, . . . , 0) + (0, ξ2, 0 . . . , 0) + · · ·+ (0, 0, . . . , 0, ξn)‖
≤ ‖(ξ1, 0, . . . , 0)‖+ ‖(0, ξ2, 0 . . . , 0)‖+ · · ·+ ‖(0, 0, . . . , 0, ξn)‖
= ‖ξ1‖+ · · ·+ ‖ξn‖.
Tomando η = (ηi)i ∈ Hn qualquer, tem-se
‖T (ηj)nj=1‖ ≤
∥∥∥∥∥∥
n∑
j=1
T1jηj
∥∥∥∥∥∥+ · · ·+
∥∥∥∥∥∥
n∑
j=1
Tnjηj
∥∥∥∥∥∥ ≤
n∑
i=1
n∑
j=1
‖Tijηj‖
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≤
n∑
i=1
n∑
j=1
‖Tij‖‖ηj‖ ≤
 n∑
i=1
n∑
j=1
‖Tij‖
 ‖η‖.
Portanto, T é limitado e ‖T‖ ≤∑ni=1∑nj=1 ‖Tij‖.
Queremos mostrar que a aplicação
ϕ : Mn(B(H)) −→ B(Hn)
[Tij ] 7−→ T
é um ∗-isomorfismo. Sejam [Tij ], [Sij ] ∈Mn(B(H)), ξ, η ∈ Hn e λ ∈ C.
Observe que
ϕ([Tij ] + λ[Sij ])ξ = ϕ([Tij + λSij ])ξ =
(
n∑
k=1
(Tik + λSik)ξk
)
i
=
(
n∑
k=1
Tikξk
)
i
+ λ
(
n∑
k=1
Sikξk
)
i
= ϕ([Tij ])ξ + λϕ([Sij ])ξ
= (ϕ([Tij ]) + λϕ([Sij ])ξ.
Como tal igualdade vale para todo ξ ∈ Hn, segue que ϕ([Tij ]+λ[Sij ]) =
ϕ([Tij ]) + λϕ([Sij ]), e portanto ϕ é linear.
Agora,
ϕ([Tij ][Sij ])ξ = ϕ
[ n∑
l=1
TilSlj
]
ij
 ξ =
=
(
n∑
k=1
(
n∑
l=1
T1lSlk
)
ξk, . . . ,
n∑
k=1
(
n∑
l=1
TnlSlk
)
ξk
)
=
=
(
n∑
l=1
T1l
(
n∑
k=1
Slkξk
)
, . . . ,
n∑
l=1
Tnl
(
n∑
k=1
Slkξk
))
=
= ϕ([Tij ]) (ϕ([Sij ])ξ) .
Como tal igualdade vale para todo ξ ∈ Hn, segue que ϕ([Tij ][Sij ]) =
ϕ([Tij ]) ◦ ϕ([Sij ]), e assim ϕ preserva produto.
Para mostrar que ϕ preserva estrela, ou seja, ϕ([Tij ]∗) = ϕ([Tij ])∗,
lembre que para todo operador limitado S ∈ B(K), em que K é um es-
paço de Hilbert, existe um único operador em B(K), o qual denotamos
geralmente por S∗, tal que 〈Sξ, η〉 = 〈ξ, S∗η〉, para quaisquer ξ, η ∈ K
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- veja (Sunder, Corolário 2.4.3).
Portanto, para ξ, η ∈ Hn, vale que
〈ϕ([Tij ])ξ, η〉 =
〈(
n∑
k=1
T1kξk, . . . ,
n∑
k=1
Tnkξk
)
, (η1, . . . , ηn)
〉
=
=
n∑
l=1
〈
n∑
k=1
Tlkξk, ηl
〉
=
n∑
l=1
n∑
k=1
〈ξk, T ∗lkηl〉 =
n∑
k=1
〈
ξk,
n∑
l=1
T ∗lkηl
〉
=
=
〈
(ξ1, . . . , ξn),
(
n∑
l=1
T ∗l1ηl, . . . ,
n∑
l=1
T ∗lnηl
)〉
= 〈ξ, ϕ([T ∗ji])η〉.
Assim ϕ([Tij ])∗ = ϕ([T ∗ji]) = ϕ([Tij ]
∗), e ϕ preserva estrela.
Note também que ϕ é injetiva. De fato, se ϕ([Tij ]) = 0, então
ϕ([Tij ])ξ = 0 para todo ξ ∈ Hn. Escolha ξ = (0, . . . , 0, ξj , 0, . . . , 0) em
que ξj é tomado arbitrariamente em H e ocupa a j-ésima posição do
vetor ξ. Assim ϕ([Tij ])ξ = (T1jξj , . . . , Tnjξj) = 0. Portanto Tij = 0
para todo i, j, ou seja, [Tij ] = 0. Logo ϕ é injetiva.
Finalmente provemos que ϕ é sobrejetiva. Seja T ∈ B(Hn). Para
cada i ∈ {1, 2, . . . , n} defina o operador Vi : Hn → H pondo Vi(ξj)j =
ξi, para todo (ξj)j ∈ Hn. Note que tal operador é limitado, pois
‖Vi(ξj)j‖ = ‖ξi‖ ≤ ‖(ξj)j‖, ou seja, ‖Vi‖ ≤ 1. Defina, para cada j ∈
{1, 2, . . . , n}, o operador Uj : H→ Hn, pondo Uj(ξ) = (0, . . . , ξ, . . . , 0)
em que ξ se encontra na j-ésima posição do vetor. Tal operador é
limitado pois ‖Uj(ξ)‖ = ‖(0, . . . , ξ, . . . , 0)‖ = ‖ξ‖, ou seja, ‖Uj‖ = 1.
Considere a matriz [Qij ] := [ViTUj ] ∈ Mn(B(H)). Seja ξ = (ξi)ni=1 ∈
Hn. Denote ξ(k) := (0, . . . , 0, ξk, 0, . . . , 0) o vetor em Hn em que ξk
está na k-ésima posição e seja Tξ(k) := (ηk1 , . . . , η
k
n). Então
ϕ([Qij ])ξ =
 n∑
j=1
Qijξj
n
i=1
=
 n∑
j=1
ViTUjξj
n
i=1
=
n∑
j=1
(
Vi(η
j
1, . . . , η
j
n)
)n
i=1
=
n∑
j=1
(ηj1, . . . , η
j
n)
=
n∑
j=1
Tξ(j) = T
 n∑
j=1
ξ(j)
 = Tξ.
Como essa igualdade vale para todo ξ ∈ Hn, segue que T = ϕ([Qij ]).
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Assim ϕ é sobrejetiva.
Provamos que ϕ : Mn(B(H)) → B(Hn) é um ∗-isomorfismo e por-
tanto podemos tornarMn(B(H)) uma C∗-álgebra, já que B(Hn) é uma
C∗-álgebra. Para fazermos isso basta induzir uma norma por meio de
ϕ, ou seja, defina, para todo [Tij ] ∈Mn(B(H)), ‖[Tij ]‖ := ‖ϕ([Tij ])‖ =
‖T‖. Note que essa norma não depende da escolha de H, pois toda
∗-álgebra admite no máximo uma norma que a torna uma C∗-álgebra
- o leitor pode encontrar esse resultado em (Murphy, Corolário 2.1.2).
Lembre-se da contrução GNS: dada uma C∗-álgebra A qualquer,
existem um espaço de Hilbert H e uma ∗-representação fiel (injetiva)
pi : A→ B(H) em que pi(A) é uma C∗-subálgebra em B(H). Considere
a aplicação pi(n) : Mn(A)→ Mn(B(H)) que associa uma matriz [aij ] a
matriz [pi(aij)]. Não é difícil notar que pi(n) é um ∗-homomorfismo inje-
tivo já que pi o é. Com isso em mãos, podemos supor queMn(A) é uma
∗-subálgebra de Mn(B(H)) e para mostrar que é uma C∗-subálgebra
resta-nos mostrar que é fechado. Note que Mn(A) ⊆ Mn(B(H)) =
B(Hn). Considere uma sequência (Tm)m∈N em Mn(A) tal que Tm →
T ∈ Mn(B(H))). Escreva Tm = [Tmij ]. Seja ε > 0. Existe m0 ∈ N, tal
que para todo m ∈ N e m > m0, é válido que
‖Tm − T‖ = sup
‖ξ‖≤1
‖(Tm − T )(ξ)‖ < ε.
Vamos mostrar que Tmkj → Tkj para quaisquer k, j. Seja ξj ∈ H com
‖ξj‖ ≤ 1, e ξ = (0, . . . , ξj , . . . , 0) ∈ Hn em que ξj ocupa a j-ésima
posição do vetor ξ. Logo
‖(Tm − T )(ξ)‖2 = ‖[Tmij − Tij ](ξ)‖2 =
∥∥∥∥∥
(
n∑
k=1
(Tmik − Tik)(ξk)
)
i
∥∥∥∥∥
2
= ‖(Tmij − Tij(ξj))ni=1‖2 =
n∑
i=1
‖(Tmij − Tij)ξj‖2.
Portanto Tmkj → Tkj para quaisquer j, k e como A é fechado em
B(H) segue que Tkj ∈ A para quaisquer k, j. Assim Mn(A) é uma
C∗-álgebra. Daí temos o seguinte resultado:
Proposição 1.1 Se A é uma C∗-álgebra então Mn(A) é uma C∗-
álgebra.
Relembramos ao leitor que numa C∗-álgebra A, um elemento a ∈ A
é positivo se, e somente se, existe b ∈ A tal que a = b∗b - o leitor pode
encontrar esse resultado em (Murphy, Teorema 2.2.4 e Teorema 2.2.5).
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A proposição anterior nos permite falar de elementos positivos em
Mn(A). Chamaremos de matriz positiva todo elemento positivo da
C∗-álgebra Mn(A).
Queremos mostrar que se A ∈ Mn(A) é positivo, então pode ser
expresso como uma soma finita de matrizes da forma [a∗i aj ], em que
ai ∈ A. Note que
[a∗i aj ] =

a∗1a1 a
∗
1a2 · · · a∗1an
a∗2a1 a
∗
2a2 · · · a∗2an
...
...
. . .
...
a∗na1 a
∗
na2 · · · a∗nan
 =
=

a∗1 0 · · · 0
a∗2 0 · · · 0
...
...
. . .
...
a∗n 0 · · · 0


a1 a2 · · · an
0 0 · · · 0
...
...
. . . 0
0 · · · · · · 0

é positivo, pois é fácil ver que esta última matriz é a adjunta da ante-
penúltima.
Dada uma matriz positiva A = [aij ], existe uma matriz C = [cij ] tal
que A = C∗C, ou seja, aij =
∑n
k=1 c
∗
kickj , donde [aij ] =
∑n
k=1[c
∗
kickj ]
como queríamos. Reciprocamente, uma matriz que é soma de matrizes
da forma [a∗i aj ] é positiva, pois toda matriz da forma [a
∗
i aj ] é positiva,
e uma soma de elementos positivos em uma C∗-álgebra é positivo - veja
(Murphy, Lema 2.2.3).
Temos, portanto, a seguinte proposição:
Proposição 1.2 Um elemento de Mn(A) é positivo se, e somente se,
pode ser escrito como uma soma finita de matrizes da forma [a∗i aj ].
Além disso, podemos obter uma outra caracterização para as ma-
trizes positivas, a saber:
Proposição 1.3 Uma matriz A = [aij ] ∈ Mn(A) é positiva se, e so-
mente se,
n∑
i=1
n∑
j=1
x∗i aijxj ≥ 0, quaisquer que sejam x1, x2, . . . , xn ∈ A.
(A é uma C∗-álgebra unital).
Demonstração. Suponha A = [aij ] ≥ 0. Escreva aij =
∑n
k=1 c
∗
kickj
conforme visto anteriormente. Note que
n∑
i=1
n∑
j=1
x∗i aijxj =
n∑
i=1
n∑
j=1
x∗i
(
n∑
k=1
c∗kickj
)
xj
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=n∑
i=1
n∑
j=1
(
n∑
k=1
x∗i c
∗
kickjxj
)
=
n∑
i=1
n∑
j=1
(
n∑
k=1
(ckixi)
∗ckjxj
)
=
n∑
k=1
 n∑
i=1
n∑
j=1
(ckixi)
∗ckjxj

=
n∑
k=1
( n∑
i=1
ckixi
)∗ n∑
j=1
ckjxj
 ≥ 0.
Reciprocamente, suponha que
n∑
i=1
n∑
j=1
x∗i aijxj ≥ 0, quaisquer que
sejam x1, x2, . . . , xn ∈ A. Primeiro mostraremos que a matriz A é
autoadjunta. Note que
n∑
i=1
n∑
j=1
x∗i aijxj =
 n∑
i=1
n∑
j=1
x∗i aijxj
∗ = n∑
i=1
n∑
j=1
x∗ja
∗
ijxi.
Fixe k, l ∈ {1, 2 . . . , n} e considere xi = 0 sempre que i 6= k, l. Assim
sendo, temos que x∗kaklxl + x
∗
l alkxk = x
∗
ka
∗
lkxl + x
∗
l a
∗
klxk. Tomando
xk = xl = 1 obtemos akl − a∗lk = a∗kl − alk. Por outro lado, xk =
√−1
e xl = 1 obtemos a∗lk− akl = a∗kl− alk. Segue que a∗lk = akl. Como isso
vale para todo k, l = 1, 2 . . . , n, tem-se que a matriz A é autoadjunta.
Vamos mostrar agora que A é positivo. Como A é autoadjunto
podemos escrever A = T − S como uma diferença de elementos po-
sitivos em Mn(A), em que TS = ST = 0 - veja (Kreyszig, Teorema
3.10-3) ou ainda, veja o teorema do cálculo funcional contínuo em
(Murphy, Teorema 2.1.13). Denote T = [tij ] e S = [sij ], e observe que
aij = tij−sij . Desse fato e da hipótese, temos que
∑n
i
∑n
j=1 x
∗
i sijxj ≤∑n
i=1
∑n
j=1 x
∗
i tijxj , quaisquer que sejam x1, x2, . . . , xn ∈ A. Escre-
vendo S2 = [bij ] temos bij =
∑n
k=1 sikskj . Denotanto S
3 = [rij ],
então S3 = S2S e assim rij =
∑n
l=1 bilslj =
∑n
l=1 (
∑n
k=1 sikskl) slj =∑n
l=1
∑n
k=1 siksklslj .
Afirmação 1:
∑n
i=1
∑n
j=1 x
∗
i rijxj = 0, ∀x1, x2, . . . , xn ∈ A.
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Como S é positivo segue que S3 é positivo pelo cálculo funcional
contínuo. Temos então que
n∑
i=1
n∑
j=1
x∗i rijxj ≥ 0,
conforme foi visto no ínicio da demonstração dessa proposição. Observe
que
n∑
i=1
n∑
j=1
x∗i rijxj =
n∑
i=1
n∑
j=1
x∗i
(
n∑
l=1
n∑
k=1
siksklslj
)
xj
=
n∑
i=1
n∑
j=1
n∑
l=1
n∑
k=1
x∗i siksklsljxj =
n∑
i=1
n∑
j=1
n∑
l=1
n∑
k=1
(skixi)
∗sklsljxj
=
n∑
l=1
n∑
k=1
( n∑
i=1
(skixi)
∗
)
skl
 n∑
j=1
sljxj
 = n∑
l=1
n∑
k=1
y∗ksklyl,
em que yl =
∑n
j=1 sljxj . Como TS = 0, segue que
n∑
i=1
n∑
j=1
x∗i rijxj =
n∑
l=1
n∑
k=1
y∗ksklyl ≤
n∑
l=1
n∑
k=1
y∗ktklyl
=
n∑
k=1
y∗k
(
n∑
l=1
tklyl
)
=
n∑
k=1
y∗k
 n∑
j=1
(
n∑
l=1
tklslj
)
xj
 = 0
e assim fica demonstrada a Afirmação 1.
Afirmação 2:
∑n
i=1
∑n
j=1 x
∗
i rijyj = 0, ∀x1, x2, . . . , xn, y1, y2, . . . , yn ∈
A.
Fixe λ ∈ C e escreva, para cada i = 1, 2, . . . , n, zi = xi + λyi. Da
Afirmação 1, segue que
0 =
n∑
i=1
n∑
j=1
z∗i rijzj =
n∑
i=1
n∑
j=1
(xi + λyi)
∗rij(xj + λyj) =
n∑
i=1
n∑
j=1
x∗i rijxj + |λ|2
n∑
i=1
n∑
j=1
y∗i rijyj+
+ λ
n∑
i=1
n∑
j=1
y∗i rijxj + λ
n∑
i=1
n∑
j=1
x∗i rijyj
15
= λ
n∑
i=1
n∑
j=1
y∗i rijxj + λ
n∑
i=1
n∑
j=1
x∗i rijyj .
Escolhendo λ = 1 obtemos
n∑
i=1
n∑
j=1
y∗i rijxj +
n∑
i=1
n∑
j=1
x∗i rijyj = 0.
Escolhendo λ =
√−1 obtemos
−
n∑
i=1
n∑
j=1
y∗i rijxj +
n∑
i=1
n∑
j=1
x∗i rijyj = 0.
Portanto
∑n
i=1
∑n
j=1 x
∗
i rijyj = 0 e está provada a Afirmação 2.
Afirmação 3: S3 = 0.
Lembre que S3 = [rij ]. Fixe k, l ∈ {1, 2, . . . , n}. Escolha xk = 1,
yl = 1 e xi = yi = 0 quando i 6= k, l. Usando a Afirmação 2 obtemos
rkl = 0. Portanto S3 = 0.
Como S é positivo e S3 = 0, segue, do cálculo funcional contínuo
que S = 0. Assim A = T − S = T é positivo como queríamos. 
Proposição 1.4 T ∈ B(H) é positivo se, e somente se, 〈Tξ, ξ〉 ≥ 0
para todo ξ ∈ H.
Demonstração. Suponha que 〈Tξ, ξ〉 ≥ 0 para todo ξ ∈ H. Note que
〈(T−T ∗)ξ, ξ〉 = 〈Tξ, ξ〉−〈ξ, T ξ〉 = 〈Tξ, ξ〉−〈Tξ, ξ〉 = 0. Logo 〈Tξ, ξ〉 =
〈T ∗ξ, ξ〉, para todo ξ ∈ H. É fácil mostrar que quando isso ocorre
para operadores S,R ∈ B(H) então é válido que 〈Sζ, η〉 = 〈Rζ, η〉,
para quaisquer ζ, η ∈ H (tome arbitrariamente ζ, η ∈ H e aplique o
vetor ξ = ζ + η em 〈Tξ, ξ〉 = 〈T ∗ξ, ξ〉 e depois ξ = ζ + iη). Segue
desse fato que T ∗ = T . Como vimos no transcorrer da demonstração
da proposição anterior, podemos escrever T como diferença de dois
elementos positivos, T = T+ − T−, de modo que T+T− = 0 = T+T−.
Como 〈Tξ, ξ〉 ≥ 0, segue que 〈T+ξ, ξ〉 ≥ 〈T−ξ, ξ〉, para todo ξ ∈ H.
O cálculo funcional contínuo nos garante que T 3− ≥ 0. Tome η ∈ H
arbitrário e escolha ξ = T−η. Então 0 ≤ 〈T 3−η, η〉 ≤ 0. Logo 〈T 3−η, η〉 =
0, para todo η ∈ H. Como observamos anteriormente, devemos ter
T 3− = 0. Novamente pelo cálculo funcional contínuo, temos T− = 0.
Daí T = T+ ≥ 0.
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Reciprocamente, suponha que T ≥ 0. Escreva T = S∗S. Então
〈Tξ, ξ〉 = 〈S∗Sξ, ξ〉 = 〈Sξ, Sξ〉 ≥ 0 para todo ξ ∈ H. 
O resultado a seguir será importante para a demonstração de alguns
resultados que envolvem aplicações completamente positivas.
Proposição 1.5 Sejam A uma C∗-álgebra com unidade 1 e elementos
a, b, p ∈ A, em que p é autoadjunto. Então são válidas as seguintes
proposições
i) ‖a‖ ≤ 1 se, e somente se, a matriz
[
1 a
a∗ 1
]
é positiva em
M2(A);
ii) a∗a ≤ b se, e somente se,
[
1 a
a∗ b
]
é positivo em M2(A);
iii) se
[
p a
a∗ p
]
é positivo em M2(A) então a∗a ≤ ‖p‖p.
Demonstração.
i. Pense em A ⊆ B(H). Suponha que ‖a‖ ≤ 1. Sejam ξ, η vetores
quaisquer em H. Note que〈[
1 a
a∗ 1
](
ξ
η
)
,
(
ξ
η
)〉
= 〈ξ, ξ〉+ 〈aη, ξ〉+ 〈ξ, aη〉+ 〈η, η〉
(1.1)
≥ 〈ξ, ξ〉 − 2‖a‖‖ξ‖‖η‖+ 〈η, η〉
pois |〈aη, ξ〉+ 〈ξ, aη〉| ≤ |〈aη, ξ〉|+ |〈ξ, aη〉| ≤ 2‖a‖‖η‖ξ‖, e assim
−2‖a‖‖ξ‖‖η‖ ≤ 〈aη, ξ〉+ 〈ξ, aη〉 ≤ 2‖a‖‖ξ‖‖η‖.
Além disso,
〈ξ, ξ〉−2‖a‖‖ξ‖‖η‖+〈η, η〉 ≥ 〈ξ, ξ〉−2‖ξ‖‖η‖+〈η, η〉 = (‖ξ‖−‖η‖)2 ≥ 0.
Logo, a matriz do enunciado é positiva.
Suponha agora que a matriz é positiva. Afirmamos que se ‖a‖ > 1
então existem vetores ξ, ζ ∈ H com norma 1 tais que 〈aξ, ζ〉 < −1.
Como ‖a‖ > 1, existe um vetor ξ ∈ H com norma 1 tal que ‖aξ‖ > 1.
Considere o seguinte vetor de norma um, η = ‖aξ‖〈aξ,aξ〉aξ. Note que
〈aξ,−η〉 = 〈aξ,− ‖aξ‖〈aξ, aξ〉aξ〉 = −‖aξ‖ < −1.
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Portanto, se ‖a‖ > 1, a matriz do enunciado não pode ser positiva, pois
para esses vetores ξ,−η, teremos 1.1 estritamente negativo.
ii. Suponha que a matriz em questão seja positiva. Sejam ξ1, ξ2 ∈ H
e denote ξ = (ξ1, ξ2) ∈ H ×H. Então〈[
1 a
a∗ b
]
ξ, ξ
〉
= 〈ξ1, ξ1〉 + 〈aξ2, ξ1〉 + 〈ξ1, aξ2〉 + 〈bξ2, ξ2〉 ≥ 0.
Tome ξ1 = −aξ2 e a expressão anterior fica igual a
0 ≤ 〈bξ2, ξ2〉 − 〈aξ2, aξ2〉 = 〈(b− a∗a)ξ2, ξ2〉.
Assim a∗a ≤ b.
Supondo que a∗a ≤ b temos que
〈ξ1, ξ1〉+ 〈aξ2, ξ1〉+ 〈ξ1, aξ2〉+ 〈bξ2, ξ2〉
≥ 〈ξ1, ξ1〉+ 〈aξ2, ξ1〉+ 〈ξ1, aξ2〉+ 〈a∗aξ2, ξ2〉
= 〈ξ1 + aξ2, ξ1〉+ 〈ξ1 + aξ2, aξ2〉
= 〈ξ1 + aξ2, ξ1 + aξ2〉 ≥ 0,
e assim a matriz em questão é positiva.
iii. Suponha que ‖p‖p − a∗a não seja positivo. Então existe um
vetor ξ ∈ H tal que 〈(‖p‖p − a∗a)ξ, ξ〉 é um número complexo que
não está no eixo real não negativo. Como ‖p‖p − a∗a é autoadjunto
segue que 〈(‖p‖p− a∗a)ξ, ξ〉 é um número real, nesse caso estritamente
negativo. Assim ‖p‖〈pξ, ξ〉 < 〈a∗aξ, ξ〉 = ‖aξ‖2. Note que〈[
p a
a∗ p
](
ξ1
ξ2
)
,
(
ξ1
ξ2
)〉
=
〈pξ1, ξ1〉+ 〈aξ2, ξ1〉+ 〈ξ1, aξ2〉+ 〈pξ2, ξ2〉 (1.2)
Podemos ter p = 0. Nesse caso, escolha ξ2 = ξ e ξ1 = −aξ. En-
tão 1.2 fica igual a 〈aξ,−aξ〉 + 〈−aξ, aξ〉 = −2‖aξ‖2 e é estritamente
negativo pois ‖p‖〈pξ, ξ〉 < ‖aξ‖2. Mas isso contradiz a positividade da
matriz.
Agora para o caso em que p é não nulo escolha ξ1 = − 1‖p‖aξ e
ξ2 = ξ. Assim 1.2 fica igual a
〈pξ1, ξ1〉 − 2‖p‖‖aξ‖
2 + 〈pξ2, ξ2〉 < ‖p‖‖ξ1‖2 − 2‖p‖‖aξ‖
2 +
1
‖p‖‖aξ2‖
2
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= ‖p‖ 1‖p‖2 ‖aξ‖
2 − 2‖p‖‖aξ‖
2 +
1
‖p‖‖aξ‖
2 = 0,
contrariando novamente a positividade da matriz. 
Observação 1.6 Dado [Tij ] ∈Mn(B(H)), queremos mostrar que
‖[Tij ]‖ ≤
 n∑
i,j=1
‖Tij‖2
1/2 .
Par ver isso, basta notar que para todo ξ = (ξ1, . . . , ξn) ∈ Hn, é válido
que
‖[Tij ]ξ‖2 =
∥∥∥∥∥∥
 n∑
j=1
T1jξj , . . . ,
n∑
j=1
Tnjξj
∥∥∥∥∥∥
2
=
n∑
k=1
〈
n∑
i=1
Tkiξi,
n∑
j=1
Tkjξj
〉
=
n∑
k=1
n∑
i,j=1
〈Tkiξi, Tkjξj〉
≤
n∑
k=1
n∑
i,j=1
‖Tki‖‖ξi‖‖Tkj‖‖ξj‖
=
n∑
k=1
(
n∑
i=1
‖Tki‖‖ξi‖
)2
≤
n∑
k=1
( n∑
i=1
‖Tki‖2
)1/2( n∑
i=1
‖ξj‖2
)1/22
= ‖ξ‖2
n∑
i,j=1
‖Tij‖2.
Portanto ‖[Tij ]‖ ≤
(∑n
i,j=1 ‖Tij‖2
)1/2
.
1.2 Aplicações positivas
Nessa seção falaremos sobre um dos objetos principais desse traba-
lho, os sistemas de operadores, que nada mais são do que subespaços
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vetoriais de uma C∗-álgebra fechados por adjunção e que contém a uni-
dade da álgebra. Também procuremos demonstrar algumas proprieda-
des fundamentais de aplicações positivas cujos domínios são sistemas
de operadores e contradomínios as C∗-álgebras. Lembre-se do Teorema
de Hahn-Banach que se V é um subespaço vetorial de um espaço de
Banach X, e se ϕ : V→ C é um funcional linear limitado, então existe
uma extensão linear limitada ϕ˜ : X→ C, de ϕ, de modo que ‖ϕ‖ = ‖ϕ˜‖
- veja a demonstração deste teorema em (Kreyszig, Teorema 4.3-2). No
próximo capítulo demonstraremos uma versão não comutativa para este
teorema. Nosso objetivo nessa seção é usar Teorema de Hahn-Banach
para mostrar que uma aplicação positiva ϕ : S ⊆ A → C, em que S
é um sistema de operadores, pode ser estendida para uma aplicação
positiva ϕ˜ : A→ C com mesma norma de ϕ.
Definição 1.7 Um espaço de operadores M de uma C∗-álgebra A é
um subespaço vetorial de A. Um sistema de operadores S de uma C∗-
álgebra A com unidade é um subespaço vetorial contendo a unidade e
fechado por adjunção, ou seja, se x ∈ S então x∗ ∈ S.
Observação 1.8 A partir de agora, S será sempre um sistema de ope-
radores e M um espaço de operadores, salvo quando mencionarmos o
contrário.
Podemos escrever um elemento autoadjunto h de S como uma dife-
rença de dois elementos positivos em S, a saber
h =
1
2
(‖h‖.1 + h)− 1
2
(‖h‖.1− h).
Para mostrar que tais elementos são positivos considere a C∗-álgebra
C∗(h, 1) gerada por h e pela unidade da álgebra. Pelo cálculo funcional
contínuo, existe um ∗-isomorfismo isométrico pi : C∗(h, 1) → C(σ(h)),
tal que pi(1) = 1 e pi(h) = z : σ(h)→ C é a função inclusão. Pensando
em ‖h‖.1 + h e ‖h‖.1− h como funções, fica fácil perceber que tais ele-
mentos são positivos, pois acrescentando à função inclusão sua norma,
obtemos uma função não negativa; valendo o mesmo para −h. Note
ainda que ‖h‖.1 + h e ‖h‖.1− h pertencem a S.
Definição 1.9 Se B é uma C∗-álgebra, dizemos que uma aplicação
linear ϕ : M → B é positiva se ϕ(p) é positivo para todo p ∈ M
positivo.
Exemplo 1.10 Um ∗-homomorfismo pi : A → B é positivo. De fato,
se a ∈ A é positivo então existe x ∈ A tal que a = x∗x. Portanto
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pi(a) = pi(x∗x) = pi(x∗)pi(x) = pi(x)∗pi(x) é positivo, e assim pi é uma
aplicação linear positiva.
Agora vamos demonstrar alguns resultados importantes que envol-
vem aplicações positivas.
Proposição 1.11 Se ϕ : S→ B é positiva então ϕ(x∗) = ϕ(x)∗, para
todo x ∈ S.
Demonstração. Seja p ∈ S positivo. Então ϕ(p∗) = ϕ(p) = ϕ(p)∗.
Seja h ∈ S autoadjunto. Podemos escrever h = p1 − p2 como diferença
de positivos em S. Portanto
ϕ(h∗) = ϕ(p∗1 − p∗2) = ϕ(p∗1)− ϕ(p∗2) = ϕ(p1)∗ − ϕ(p2)∗ =
= (ϕ(p1)− ϕ(p2))∗ = (ϕ(p1 − p2))∗ = ϕ(h)∗.
Seja x ∈ S qualquer e escreva x = h1 + ih2 como combinação linear de
autoadjuntos em S, ou seja x = x+x
∗
2 + i
x−x∗
2i . Portanto
ϕ(x∗) = ϕ(h∗1 − ih∗2) = ϕ(h1)∗ − iϕ(h2)∗ = (ϕ(h1) + iϕ(h2))∗ = ϕ(x)∗,
donde ϕ(x∗) = ϕ(x)∗ para todo x ∈ S como queríamos. 
Proposição 1.12 Uma aplicação positiva ϕ : S → B é limitada e
‖ϕ‖ ≤ 2‖ϕ(1)‖.
Demonstração. Se p ∈ S é positivo então segue, do cálculo funcional
contínuo, que 0 ≤ p ≤ ‖p‖. Portanto 0 ≤ ϕ(p) ≤ ‖p‖ϕ(1) e assim
‖ϕ(p)‖ ≤ ‖p‖‖ϕ(1)‖ - para a verificação dessa última desigualdade veja
(Murphy, Teorema 2.2.5). Seja h ∈ S autoadjunto. Então escrevemos
h como diferença de dois elementos positivos em S, ou seja,
h =
1
2
(‖h‖.1 + h)− 1
2
(‖h‖.1− h).
Denote h1 = 12 (‖h‖.1+h), h2 = 12 (‖h‖.1−h) e observe que ‖h1‖ ≤ ‖h‖,‖h2‖ ≤ ‖h‖, h = h1 − h2, e que
−‖h2‖ ≤ −h2 ≤ h ≤ h1 ≤ ‖h1‖.
Portanto
− ‖h‖‖ϕ(1)‖ ≤ −‖h2‖‖ϕ(1)‖ ≤ −‖h2‖ϕ(1) = ϕ(−‖h2‖) ≤ ϕ(−h2) ≤
≤ ϕ(h) ≤ ϕ(h1) ≤ ϕ(‖h1‖) = ‖h1‖ϕ(1) ≤ ‖h‖ϕ(1) ≤ ‖h‖‖ϕ(1)‖,
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ou seja,
−‖h‖‖ϕ(1)‖ ≤ ϕ(h) ≤ ‖h‖‖ϕ(1)‖.
Como h é autoadjunto, segue que ϕ(h) é autoadjunto pelo resultado an-
terior, e pelo cálculo funcional contínuo temos que ‖ϕ(h)‖ ≤ ‖h‖‖ϕ(1)‖.
Seja x ∈ S. Como S é um sistema de operadores, podemos escrever
x = h1 + ih2 como uma combinação linear de elementos autoadjuntos
de S, a saber x = (x+ x∗)/2 + i(x− x∗)/2i, e assim
‖ϕ(x)‖ ≤ ‖ϕ(h1)‖+ ‖ϕ(h2)‖ ≤ (‖h1‖+ ‖h2‖)‖ϕ(1)‖ ≤ 2‖x‖‖ϕ(1)‖.
Segue ‖ϕ(x)‖ ≤ 2‖x‖‖ϕ(1)‖ para todo x ∈ S, ou seja, ϕ é limitada e
‖ϕ‖ ≤ 2‖ϕ(1)‖. 
Proposição 1.13 Seja ϕ : S → C um funcional linear. Então ϕ é
positivo se, e somente se, ‖ϕ‖ = ϕ(1).
Demonstração. Suponha que ϕ seja positivo. Vimos na demonstra-
ção do resultado anterior que, para todo elemento autoadjunto, h ∈ S
é válido que ‖ϕ(h)‖ ≤ ‖h‖ϕ(1). Seja x ∈ S qualquer. Então existe
λ ∈ C, |λ| = 1, satisfazendo |ϕ(x)| = ϕ(λx). Denotanto y = λx temos
‖y‖ = ‖x‖. Escreva y = Re(y) + iIm(y) = y+y∗2 + iy−y
∗
2i e observe
que Re(y), Im(y) ∈ S e são autoadjuntos. Então |ϕ(x)| = ϕ(y) =
ϕ(Rey)) + iϕ(Imy) ∈ R. Usando a Proposição 1.11 temos que ϕ(Rey)
e ϕ(Imy) são números reais, e portanto ϕ(Imy) = 0. Logo
|ϕ(x)| = ϕ(Rey) ≤ ϕ(1)‖Rey‖ ≤ ϕ(1)‖y‖ = ϕ(1)‖x‖.
Portanto |ϕ(x)| ≤ ϕ(1)‖x‖ para todo x ∈ S. E daí ‖ϕ‖ ≤ ϕ(1). Como
ϕ(1) ≤ ‖ϕ‖ segue que ‖ϕ‖ = ϕ(1).
Reciprocamente, suponha que ‖ϕ‖ = ϕ(1). Se ϕ(1) = 0 então
‖ϕ‖ = 0 e portanto ϕ = 0, ou seja, ϕ é positivo. Caso ϕ(1) 6= 0 então
defina ψ : S→ C por ψ = 1ϕ(1)ϕ. Então ψ é linear, ψ(1) = 1ϕ(1)ϕ(1) = 1
e ‖ψ‖ = 1. Vamos mostrar que ψ é positivo. Seja x ∈ S positivo. Então
existe a ∈ R tal que σ(x) ⊆ [0, a]. Note que ψ(x) ∈ [0, a]. De fato,
se p(x) = x − a2 é polinômio então segue do Teorema do Mapeamento
Espectral, encontrado em (Murphy, Teorema 2.2.14), que
σ(p(x)) = p(σ(x)) ⊆ p([0, a]) ⊆
[
−a
2
,
a
2
]
e assim temos que σ(x− a2 .1) ⊆ [−a2 , a2 ]. Como x− a2 .1 é autoadjunto
segue que ‖x− a2 .1‖ ≤ a2 . Portanto∣∣∣ψ(x)− a
2
∣∣∣ = ∣∣∣ψ(x)− a
2
ψ(1)
∣∣∣ = ∣∣∣ψ (x− a
2
)∣∣∣ ≤ ‖ψ‖ ∥∥∥x− a
2
∥∥∥ ≤ a
2
.
Portanto ψ(x) ∈ [0, a]. Como ψ é positivo segue que ϕ é positivo. 
22
Teorema 1.14 Sejam A uma C∗-álgebra, S um sistema de operadores
de A e ϕ : S → C um funcional linear positivo. Então existe uma
extensão linear positiva ϕ˜ : A→ C de ϕ com ‖ϕ˜‖ = ‖ϕ‖.
Demonstração. Como ϕ é contínuo segue do Teorema de Hahn-
Banach que podemos estender ϕ para um funcional linear contínuo ϕ˜ :
A→ C com ‖ϕ˜‖ = ‖ϕ‖. Como ‖ϕ˜‖ = ‖ϕ‖ = ϕ(1) e como ϕ(1) = ϕ˜(1),
segue do resultado anterior que ϕ˜ é positivo. 
1.3 Aplicações completamente positivas
As aplicações completamente positivas são um dos objetos mais
importantes apresentados nesse estudo. Vimos na seção anterior que
podemos estender uma aplicação positiva definida em um sistema de
operadores, para uma aplicação positiva cujo domínio é a C∗-álgebra
em questão. No próximo capítulo, um dos nossos objetivos será fazer
o mesmo para as aplicações completamente positivas através do Teo-
rema de Arveson, conhecido também como Teorema de Hahn-Banach
não comutativo. Agora vamos simplesmente definir essa nova família
de funções, dar alguns exemplos e obter propriedades a ela relacionadas.
Para dar início se faz necessária a seguinte observação:
Observação 1.15 Se A é C∗-álgebra, e M é espaço de operadores e
S é sistema de operadores em A, então Mn(M) e Mn(S) são espaço e
sistema de operadores em Mn(A), respectivamente.
Definição 1.16 Uma aplicação ϕ : M → B é dita completamente
positiva se, para todo n ∈ N, a aplicação
ϕ(n) : Mn(M) −→ Mn(B)
[aij ] 7−→ [ϕ(aij)]
é positiva. Quando existir n ∈ N tal que ϕ(n) é positiva então ϕ é dita
n-positiva.
Duas observações a respeito da aplicação ϕ(n) são mencionadas a
seguir, e serão utilizadas na demonstração de alguns resultados, ainda
nesse capítulo, e no próximo capítulo.
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Observação 1.17 Se ϕ : S→ B é uma aplicação linear contínua então
a aplicação ϕ(n) : Mn(S) → Mn(B) também é contínua com ‖ϕ(n)‖ ≤
n‖ϕ‖ pois, com o auxílio da Observação 1.6, é válido que
‖ϕ(n)(A)‖ = ‖[ϕ(aij)]‖ ≤
 n∑
i=1
n∑
j=1
‖ϕ(aij)‖2
1/2
≤ ‖ϕ‖
 n∑
i=1
n∑
j=1
‖aij‖2
1/2 ≤ n‖ϕ‖‖A‖.
Observação 1.18 Não é difícil notar que se ϕ é uma aplicação com-
pletamente positiva então ϕ(n) também é.
Exemplo 1.19 Um ∗-homomorfismo pi entre C∗-álgebras é completa-
mente positivo, pois pi(n) é também um ∗-homomorfismo, logo positivo.
Exemplo 1.20 Um funcional linear positivo f : S → C é completa-
mente positivo. De fato, se A = [aij ] é positivo em Mn(S), note que
para qualquer x = (x1, . . . , xn) ∈ Cn temos
〈f (n)(A)x, x〉 = 〈[f(aij)]x, x〉 = f
 n∑
i=1
n∑
j=1
xixjaij
 ≥ 0,
pois se escrevermos A = B∗B temos que
n∑
i=1
n∑
j=1
xixjaij = x
∗Ax = x∗B∗Bx = (Bx)∗(Bx) ≥ 0.
Evidentemente existem aplicações positivas que não são completa-
mente positivas:
Exemplo 1.21 Seja ϕ : M2(C) → M2(C) a aplicação que fornece a
transposta de uma matriz, ϕ(A) = At. Tal função é positiva pois
ϕ(B∗B) = (B∗B)t = Bt(Bt)∗ ≥ 0. Considere as matrizes canôni-
cas E11, E12, E21, E22 de M2(C), ou seja, para cada i, j = 1, 2, a
matriz Eij possui o número 1 na entrada (i, j) e zero nas demais. Note
que a matriz abaixo possui espectro igual a {0, 1} e portanto é positiva
em M4(C) ∼= M2(M2(C)),
E =
(
E11 E12
E21 E22
)
=

1 0 0 1
0 0 0 0
0 0 0 0
1 0 0 1
 .
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Contudo
ϕ(2)(E) =
(
ϕ(E11) ϕ(E12)
ϕ(E21) ϕ(E22)
)
=

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

não é positiva.
Exemplo 1.22 Note que se ϕ : A → B e ψ : B → C são funções
completamente positivas então ψ ◦ ϕ : A→ C também é pois
(ψ ◦ ϕ)(n)([aij ]) = [(ψ ◦ ϕ)(aij)] =
= [ψ(ϕ(aij))] = ψ
(n)([ϕ(aij)]) = ψ
(n)(ϕ(n)[aij ]).
Exemplo 1.23 Seja ϕ como no exemplo anterior. Se b ∈ B então
L : A → B definido por L(a) = b∗ϕ(a)b também é completamente
positiva pois se [aij ] ∈Mn(A) é positiva tem-se que
L(n)([aij ]) = [L(aij)] = [b
∗ϕ(aij)b] =
b∗ 0 · · · 0
0 b∗ · · · 0
...
...
. . . 0
0 0 · · · b∗
 [ϕ(aij)]

b 0 · · · 0
0 b · · · 0
...
...
. . . 0
0 0 · · · b
 ≥ 0.
A desigualdade acima se verifica pois dado um elemento x positivo em
uma C∗-álgebra qualquer Y, existe y ∈ Y tal que x = y∗y e portanto
qualquer que seja z ∈ Y, temos z∗xz = z∗y∗yz = (yz)∗(yz) ≥ 0.
Proposição 1.24 Sejam S ⊆ A um sistema de operadores e ϕ : S→ B
uma aplicação linear limitada. Então ‖ϕ(k)‖ ≤ ‖ϕ(n)‖ para todo k ≤ n.
Se ϕ(n) é positiva então ϕ(k) é positiva, para todo k ≤ n.
Demonstração. Para cada matriz A ∈Mk(S) denote
A
′
=
[
A 0
0 0
]
∈Mn(S).
É fácil notar que a aplicação A 7→ A′ é um ∗-homomorfismo injetivo.
Portanto ‖A‖ = ‖A′‖. Note também que
ϕ(n)(A
′
) =
[
ϕk(A) 0
0 0
]
,
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e como antes, também temos ‖ϕ(n)(A′)‖ = ‖ϕ(k)(A)‖. Logo
‖ϕ(k)(A)‖ = ‖ϕ(n)(A′)‖ ≤ ‖ϕ(n)‖‖A′‖ = ‖ϕ(n)‖‖A‖.
Como essa desigualdade vale para qualquer A ∈ Mk(S), temos que
‖ϕ(k)‖ ≤ ‖ϕ(n)‖ .
Suponha agora que ϕ(n) : Mn(S) → Mn(B) seja positivo. Já sabe-
mos que existe uma espaço de HilbertH de modo queMn(B) = B(Hn).
Seja ξ = (ξ1, . . . , ξk) ∈ Hk. Seja A ∈ Mk(S) positivo. Pelo mesmo ∗-
homomorfismo visto anteriormente, segue A
′
é positivo. Como ϕ(n)(A
′
)
é positivo, temos
〈ϕ(k)(A)ξ.ξ〉 = 〈ϕ(n)(A′)(ξ1, . . . , ξk, 0. . . . , 0), (ξ1, . . . , ξk, 0. . . . , 0)〉 ≥ 0.
Como isso vale para todo ξ ∈ Hk, segue que ϕ(k) é positivo. 
Proposição 1.25 Se S é um sistema de operadores de uma C∗-álgebra
A e ϕ : S→ B é 2-positiva e unital, então
i) ϕ é contrativa;
ii) se a ∈ S e a∗a ∈ S então ϕ(a)∗ϕ(a) ≤ ϕ(a∗a).
Demonstração.
i. Seja a ∈ S com ‖a‖ ≤ 1. Então
[
1 a
a∗ 1
]
é positivo em M2(S) pela
Proposição 1.5 (i), e como ϕ(a∗) = ϕ(a)∗ pela Proposição 1.11 e ϕ é
2-positiva, temos que
[
1 ϕ(a)
ϕ(a)∗ 1
]
é positivo. Pela Proposição 1.5
(iii) segue que ϕ(a)∗ϕ(a) ≤ 1, e assim ‖ϕ(a)‖2 = ‖ϕ(a)∗ϕ(a)‖ ≤ 1, ou
seja, ‖ϕ‖ ≤ 1, e portanto ϕ é contrativa.
ii. Basta notar que
[
1 a
0 0
]∗ [
1 a
0 0
]
=
[
1 a
a∗ a∗a
]
é positiva em
M2(S) e assim
[
1 ϕ(a)
ϕ(a)∗ ϕ(a∗a)
]
é positiva, e pela Proposição 1.5 (ii)
temos que ϕ(a)∗ϕ(a) ≤ ϕ(a∗a). 
Proposição 1.26 Uma aplicação linear ϕ : A → B é n-positiva se, e
somente se,
n∑
i=1
n∑
j=1
y∗i ϕ(x
∗
i xj)yj ≥ 0,
∀ x1, x2, . . . , xn ∈ A e ∀ y1, y2, . . . , yn ∈ B.
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Demonstração. Suponha que ϕ seja n-positiva. Sejam x1, . . . , xn ∈
A e y1, . . . , yn ∈ B. A matriz [x∗i xj ] ∈ Mn(A) é positiva pela dis-
cussão feita anteriormente à Proposição 1.2, e portanto ϕ(n)([x∗i xj ]) =
[ϕ(x∗i xj)] ∈Mn(B) é positivo. Segue da Proposição 1.3 que
n∑
i=1
n∑
j=1
y∗i ϕ(x
∗
i xj)yj
é positivo em B.
Suponha agora que
n∑
i=1
n∑
j=1
y∗i ϕ(x
∗
i xj)yj seja positivo em B, para
quaisquer x1, x2, . . . , xn ∈ A, y1, y2, . . . , yn ∈ B. Seja [aij ] ∈ Mn(A)
positivo. Escreva essa matriz como uma soma de matrizes positivas,
ou seja, [aij ] =
∑n
k=1[c
∗
kickj ], pela Proposição 1.2. Portanto,
n∑
i=1
n∑
j=1
y∗i ϕ(aij)yj =
n∑
i=1
n∑
j=1
y∗i ϕ
( n∑
k=1
c∗kickj
)
yj
=
n∑
k=1
( n∑
i=1
n∑
j=1
y∗i ϕ(c
∗
kickj)yj
)
≥ 0.
Como isso vale para quaisquer y1, y2, . . . , yn ∈ B, tem-se pela Proposi-
ção 1.3 que [ϕ(aij)] ∈Mn(B) é positivo, ou seja, ϕ(n)([aij ]) é positivo.
Portanto ϕ é n-positivo. 
A seguir mostramos a recíproca do Teorema de Stinespring, o qual
será demonstrado no final desse primeiro capítulo.
Proposição 1.27 Sejam A uma C∗-álgebra, H e K espaços de Hilbert,
pi : A → B(H) um ∗-homomorfismo e V : K → H uma aplicação
linear limitada. Então ϕ : A → B(K) definido por φ(a) = V ∗pi(a)V é
completamente positivo.
Demonstração. Seja A = [aij ] positiva em Mn(A). Então existe
B = [bij ] ∈Mn(A) tal que A = B∗B, ou seja,
aij =
n∑
k=1
b∗kibkj , ∀ i, j = 1, 2, . . . , n.
Note que
ϕ(n)([aij ]) = [ϕ(aij)] = [V
∗pi(aij)V ]
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=[
V ∗
(
n∑
k=1
pi(b∗ki)pi(bkj)
)
V
]
=
n∑
k=1
[V ∗pi(b∗ki)pi(bkj)V ].
Para cada k = 1, 2, . . . , n, a matriz
Pk = [pi(b
∗
ki)pi(bkj)]ij = [pi(bki)
∗pi(bkj)]ij ,
emMn(B(H)), é um operador deB(Hn) e é positivo pela discussão feita
anteriormente à Proposição 1.2. Considere a soma direta de n cópias
de V , a saber v := V ⊕· · ·⊕V : Kn → Hn definida por v(k1, . . . , kn) =
(V (k1), . . . , V (kn)) para todo (k1, . . . , kn) ∈ Kn. Uma conta simples
mostra que v∗ = V ∗ ⊕ · · · ⊕ V ∗ e que [V ∗pi(b∗ki)pi(bkj)V ] = v∗Pkv .
Segue que v∗Pkv é positivo em B(Kn) pois
〈(v∗Pkv)ξ, ξ〉 = 〈Pk(vξ), vξ〉 ≥ 0, ∀ ξ ∈ Kn.
Portanto ϕ(n)([aij ]) é uma soma finita de matrizes positivas, logo po-
sitiva. Dessa forma ϕ é completamente positiva. 
Definição 1.28 Uma aplicação ϕ : M → B é dita completamente
limitada se ‖ϕ‖cb := sup
n∈N
‖ϕ(n)‖ <∞.
Proposição 1.29 Uma aplicação completamente positiva ϕ : S → B
é completamente limitada e ‖ϕ(1)‖ = ‖ϕ‖ = ‖ϕ‖cb.
Demonstração. Primeiramente note que
‖ϕ(1)‖ ≤ ‖ϕ‖ ≤ sup
n
‖ϕ(n)‖ = ‖ϕ‖cb.
Para mostrar que ϕ é completamente limitada e concluir a demonstra-
ção dessa proposição vamos mostrar que ‖ϕ‖cb ≤ ‖ϕ(1)‖. Fixe n ∈ N
e considere A = [aij ] ∈ Mn(S) tal que ‖A‖ ≤ 1 e considere a matriz
identidade I ∈Mn(S). Pela Proposição 1.5 a matriz
P =
[
I A
A∗ I
]
é positiva em M2(Mn(S)) ∼= M2n(S). Seja ϕ(2n) : M2n(S) → M2n(B).
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Então
ϕ(2n)(P ) =

ϕ(1) · · · ϕ(0) ϕ(a11) · · · ϕ(a1n)
...
. . .
...
...
. . .
...
ϕ(0) · · · ϕ(1) ϕ(an1) · · · ϕ(ann)
ϕ(a∗11) · · · ϕ(a∗n1) ϕ(1) · · · ϕ(0)
...
. . .
...
...
. . .
...
ϕ(a∗1n) · · · ϕ(a∗nn) ϕ(0) · · · ϕ(1)

=
[
ϕ(n)(I) ϕ(n)(A)
ϕ(n)(A)∗ ϕ(n)(I)
]
≥ 0.
Mas pela Proposição 1.5 (iii) temos ‖ϕ(n)(A)‖ ≤ ‖ϕ(n)(I)‖ = ‖ϕ(1)‖.
Assim ‖ϕ(n)‖ ≤ ‖ϕ(1)‖ para todo n natural, ou seja, ‖ϕ‖cb ≤ ‖ϕ(1)‖
como queríamos. 
Na demonstração da próxima proposição usaremos conceitos rela-
cionados com o produto tensorial algébrico entre espaços de Hilbert.
O leitor poderá encontrar a teoria completa para o produto tensorial
algébrico entre espaços vetoriais em (Wegge-Olsen, T.2), por exemplo.
Dados dois espaços vetoriais H e K, denotamos o produto tensorial
algébrico de tais espaços por H  K. Se tais espaços são de Hilbert,
podemos munir H K com o único produto interno 〈., .〉 que satisfaz
〈ξ1 ⊗ η1, ξ2 ⊗ η2〉 = 〈ξ1, ξ2〉〈η1, η2〉, ∀ξ1 ⊗ η1, ξ2 ⊗ η2 ∈ H  K, e após
isso podemos ainda completá-lo para torná-lo um espaço de Hilbert.
Denotamos tal completamento por H⊗K. Para se certificar disso veja
por exemplo a Proposição 4.14.
Agora, se T : H → H, R : K → K, são tais que T ∈ B(H) e
R ∈ B(K), então existe uma único operador linear T ⊗ R : H ⊗K →
H⊗K, T ⊗R ∈ B(H⊗K), tal que T ⊗R(ξ ⊗ η) = T (ξ)⊗R(η), para
quaisquer ξ ∈ H, η ∈ K (veja Proposição 4.15) . Se A,B são ∗-álgebras
então existe único produto e existe única involução sobre A  B, de
modo que (a1 ⊗ b1)(a2 ⊗ b2) = a1a2 ⊗ b1b2 e (a ⊗ b)∗ = a∗ ⊗ b∗ (veja
Proposição 4.16). Com isso em mãos vamos demonstrar o resultado
que segue:
Proposição 1.30 Sejam B uma C∗-álgebra e {Eij} base canônica de
Mn(C). Uma aplicação ϕ : Mn(C) → B é completamente positiva se,
e somente se, [ϕ(Eij)]ij é positiva em Mn(A).
Demonstração. Suponha que A = [ϕ(Eij)]ij ∈Mn(B) seja positivo.
Existe um único B = [bij ] ∈ Mn(A) positivo tal que B2 = A veja
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(Murphy, Teorema 2.2.1). Então ϕ(Eij) =
∑n
k=1 b
∗
kibkj . Seja H um
espaço de Hilbert tal que B ⊆ B(H). Defina o operador V : H →
Cn ⊗ Cn ⊗H por
V (η) =
n∑
j=1
n∑
k=1
xj ⊗ xk ⊗ bkjη,
em que {xi} é a base ortonormal padrão de Cn. Considere a aplicação
pi : Mn(C) −→ B(Cn ⊗ Cn ⊗H)
T 7−→ T ⊗ 1⊗ 1 ,
que é um ∗-homomorfismo pelos comentários feitos nos dois parágrafos
que antecedem essa proposição.
Note que para todo ξ, η ∈ H tem-se
〈(V ∗pi(T )V )η, ξ〉 =
= 〈(T ⊗ 1⊗ 1)V η, V ξ〉
=
〈
(T ⊗ 1⊗ 1)
n∑
j=1
n∑
k=1
xj ⊗ xk ⊗ bkjη,
n∑
i=1
n∑
l=1
xi ⊗ xl ⊗ bliξ
〉
=
〈
n∑
j=1
n∑
k=1
Txj ⊗ xk ⊗ bkjη,
n∑
i=1
n∑
l=1
xi ⊗ xl ⊗ bliξ
〉
=
n∑
j=1
n∑
k=1
n∑
i=1
n∑
l=1
〈Txj , xi〉〈xk, xl〉〈bkjη, bliξ〉
=
n∑
j=1
n∑
k=1
n∑
i=1
〈Txj , xi〉〈bkjη, bkiξ〉 =
=
n∑
j=1
n∑
k=1
n∑
i=1
〈(T1j , . . . , Tij , . . . , Tnj), (0, . . . , 1, . . . , 0)〉〈bkjη, bkiξ〉
=
n∑
j=1
n∑
k=1
n∑
i=1
Tij〈bkjη, bkiξ〉
=
n∑
j=1
n∑
k=1
n∑
i=1
Tij 〈b∗kibkjη, ξ〉
=
n∑
j=1
n∑
i=1
Tij
〈
n∑
k=1
b∗kibkjη, ξ
〉
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=〈
n∑
j=1
n∑
i=1
Tijϕ(Eij)η, ξ
〉
= 〈ϕ(T )η, ξ〉.
Portanto ϕ(T ) = V ∗(T ⊗ 1 ⊗ 1)V = V ∗pi(T )V , e ϕ é completamente
positiva pela Proposição 1.27.
Para mostrar a outra implicação suponha que ϕ : Mn(C)→ A seja
completamente positiva. Mostremos que E = [Eij ] ∈ Mn(Mn(C)) é
positiva e assim obtemos a positividade de ϕ(n)(E) = [ϕ(Eij)]. Não é
difícil observar que E é autoadjunta e que E2 = nE; donde obtemos
que
〈Ex, x〉 = 1
n
〈E2x, x〉 = 1
n
〈Ex,Ex〉 ≥ 0, ∀ x ∈ Cn2 .
Isso significa que E é positivo. Portanto [ϕ(Eij)] ∈ Mn(A) é postivo
como queríamos. 
Para o leitor que não está familiarizado com os conceitos relaciona-
dos com o produto tensorial algébrico entre espaços vetoriais, daremos
uma outra demonstração para a volta do resultado anterior:
Demonstração. Note que se A = [ast]st, B = [bst]st ∈ Mn(C) en-
tão A =
∑n
s,t=1 astEst e B =
∑n
s,t=1 bstEst, AB = [
∑n
r=1 asrbrt]st e
portanto temos AB =
∑n
s,t=1(
∑n
r=1 asrbrtEst) =
∑n
s,t,r=1 asrbrtEst e
A∗B =
∑n
s,t,r=1 arsbrtEst. Seja k ∈ N qualquer. Sejam B1, B2, . . . , Bk
em Mn(C) e ξ1, ξ2, . . . , ξk ∈ H. Escreva para cada l ∈ {1, 2, . . . , k},
Bl = [b
l
st]st e note que B
∗
iBj =
∑n
s,t,r=1 b
i
rs.b
j
rtEst. Defina o seguinte
vetor ηtr =
∑k
j=1 b
j
rtξj em H. Denotanto ξ = (ξ1, ξ2, . . . , ξk), obtemos
〈[ϕ(B∗iBj)]ξ, ξ〉 =
=
k∑
i,j=1
〈ϕ(B∗iBj)ξj , ξi〉 =
n∑
s,t,r=1
〈
ϕ
 k∑
i,j=1
birs.b
j
rtEst
 ξj , ξi〉 =
n∑
s,t,r=1
〈
k∑
i=1
birsϕ
 k∑
j=1
bjrtEst
 ξj , ξi〉
=
n∑
s,t,r=1
〈
ϕ
 k∑
j=1
bjrtEst
 ξj , k∑
i=1
birsξi
〉
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=n∑
r=1
(
n∑
s,t=1
〈ϕ (Est) ηtr, ηsr〉
)
=
n∑
r=1
〈[ϕ(Est)]st ηr, ηr〉 ≥ 0
em que ηr = (η1r, η2r, . . . , ηnr) ∈ Hn. Finalmente, dada uma ma-
triz B ∈ Mk(Mn(C)) positiva, escreva B como uma soma de matrizes
da forma [B∗iBj ]
k
i,j=1 tal como vimos na Proposição 1.2, e obtemos
〈ϕ(k)(B)ξ, ξ〉 ≥ 0, ou seja, ϕ(k) é positiva e como k foi tomado arbitra-
riamente, segue que ϕ é completamente positiva. 
Exemplo 1.31 Sejam a1, a2, . . . , an ∈ A. Defina ϕ : Mn(C) → A por
ϕ(eij) = a
∗
i aj. Então segue do resultado anterior que ϕ é completa-
mente positiva pois [ϕ(eij)] = [a
∗
i aj ] ≥ 0.
1.4 Aplicações positivas entre álgebras co-
mutativas
Nesta seção demonstraremos que uma condição suficiente para que
uma aplicação positiva ϕ : A → B seja completamente positiva é que
uma das álgebras seja comutativa. Sabemos que se uma C∗-álgebra
é comutativa então é C∗-isomorfa a C0(X) em que X é um espaço
topológico localmente compacto e Hausdorff - veja (Murphy, Teorema
2.1.10). Quando a álgebra em questão tem unidade, X é compacto e
então a álgebra é C∗-isomorfa a C(X). Vamos começar pelo caso mais
simples em que a álgebra do contradomínio é comutativa.
Proposição 1.32 Sejam A,B C∗-álgebras. Se B é comutativa então
qualquer aplicação positiva ϕ : A→ B é completamente positiva.
Demonstração. SejamX um espaço topológico localmente compacto
e Hausdorff tal que B = C0(X) e n ∈ N. Tome x1, x2, . . . , xn ∈ A,
y1, y2, . . . , yn ∈ B. Note que n∑
i=1
n∑
j=1
y∗i ϕ(x
∗
i xj)yj
 (t) = n∑
i=1
n∑
j=1
y∗i (t)ϕ(x
∗
i xj)(t)yj(t)
=
n∑
i=1
n∑
j=1
ϕ(yi(t)x
∗
i xjyj(t))(t)
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= ϕ
 n∑
i=1
n∑
j=1
yi(t)x
∗
i xjyj(t)
 (t)
= ϕ
( n∑
i=1
yi(t)x
∗
i
) n∑
j=1
yj(t)xj
 (t)
= ϕ
( n∑
i=1
(yi(t)xi)
)∗ n∑
j=1
yj(t)xj
 (t) ≥ 0.
Portanto
∑n
i=1
∑n
j=1 y
∗
i ϕ(x
∗
i xj)yj é positivo para todo n ∈ N, e segue
que ϕ é completamente positiva pela Proposição 1.26. 
Queremos agora mostrar que uma aplicação positiva, entre C∗-
álgebras, é completamente positiva se a álgebra do domínio é comu-
tativa e tem unidade. Para isso precisamos de alguns resultados au-
xiliares. Lembramos novamente ao leitor o cálculo funcional contínuo,
sendo agora necessários mais detalhes:
Dado uma elemento normal a de uma C∗-álgebra com unidade 1A,
o cálculo funcional contínuo é um ∗-isomorfismo isométrico de C∗(a, 1)
em C(σ(a)), em que a é levado na aplicação inclusão z : σ(a)→ C e a
identidade da álgebra 1A é levada na identidade da álgebra das funções
contínuas definidas no espectro de a, C(σ(a)). Dada uma f ∈ C(σ(a))
a representamos em C∗(a, 1) como f(a). Portanto se f, g ∈ C(σ(a))
temos que (fg)(a) = f(a)g(a), (f+g)(a) = f(a)+g(a) e f(a) = f(a)∗,
decorrente do cálculo funcional ser ∗-homomorfismo. Note que a função
unidade 1 : σ(a)→ C, 1(x) = 1 ∈ C para todo x em σ(a), corresponde
a 1(a) = 1A, e a função inclusão z : σ(a) → C, z(x) = x ∈ σ(a),
corresponde a z(a) = a.
Vamos provar alguns resultados que nos permitirão demonstrar que
toda aplicação positiva ϕ : C(X) → B é completamente positiva, em
que X é um espaço topológico compacto e Hausdorff.
Seja C = C(X,Mn(C)) o espaço vetorial das aplicações contínuas
de um espaço topológico compacto X na C∗-álgebra das matrizes com-
plexas. Para F ∈ C e x ∈ X escrevemos F (x) = [fij(x)] ∈ Mn(C).
Note que C tem estrutura ∗-algébrica se munido com as operações
(F.G)(x) = F (x)G(x), (F+G)(x) = F (x)+G(x) e F ∗(x) = [fji(x)]ij =
(F (x))∗, x ∈ X. Observe também que para cada i, j ∈ {1, 2 . . . , n} te-
mos fij ∈ C(X) pois para quaisquer x, y ∈ X tem-se
‖fij(x)− fij(y)‖ ≤ ‖[fkl(x)− fkl(y)]kl‖ = ‖F (x)− F (y)‖.
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Note ainda que C tem unidade 1C : X → Mn(C), em que 1C(x) = In
para todo x ∈ X. Portanto, se H ∈ C é invertível então existe G ∈ C tal
que HG = GH = 1C, ou seja, H(x)G(x) = G(x)H(x) = In para todo
x ∈ X e H(x) é uma matriz invertível para todo x ∈ X. Se agora temos
x ∈ X e H ∈ C então σ(H(x)) ⊆ σ(H). De fato, se λ ∈ σ(H(x)) então
H(x) − λIn = (H − λ1C)(x) não é invertível, e devemos ter H − λ1C
não invertível em C, ou seja, λ ∈ σ(H). Portanto σ(F (x)) ⊆ σ(F ) para
todo x ∈ X e F ∈ C.
Lema 1.33 C = C(X,Mn(C)) é uma C∗-álgebra com norma definida
por ‖F‖ = sup{‖F (x)‖; x ∈ X}, e é C∗-isomorfa a Mn(C(X)).
Demonstração. Primeiro, mostremos que ‖.‖ é norma. Como X é
compacto segue que ‖F‖ < ∞. Claramente temos ‖F‖ ≥ 0 e, F = 0
se, e somente se, ‖F‖ = 0. Se λ ∈ C então ‖(λF )(x)‖ = |λ|‖F (x)‖ ≤
|λ|‖F‖ para todo x ∈ X e temos ‖λF‖ ≤ |λ|‖F‖. Consequentemente
‖F‖ =
∥∥∥∥ 1λ (λF )
∥∥∥∥ ≤ 1|λ| ‖λF‖ para λ 6= 0, e portanto |λ|‖F‖ ≤ ‖λF‖.
Assim ‖λF‖ = |λ|‖F‖. Observe que se λ = 0 então a igualdade anterior
é trivialmente verificada. Note que se F,G ∈ C então ‖F (x) +G(x)‖ ≤
‖F (x)‖ + ‖G(x)‖ ≤ ‖F‖ + ‖G‖ para todo x ∈ X. Assim ‖F + G‖ ≤
‖F‖+ ‖G‖. Então ‖.‖ é norma sobre C.
Ainda, ‖F ∗‖ = sup{‖(F (x))∗‖;x ∈ X} = sup{‖F (x)‖;x ∈ X} =
‖F‖. Observe que para cada x ∈ X, temos ‖(FG)(x)‖ = ‖F (x)G(x)‖ ≤
‖F (x)‖‖G(x)‖ ≤ ‖F‖‖G‖, ou seja, ‖FG‖ ≤ ‖F‖‖G‖. Até aqui prova-
mos que C é uma ∗-álgebra normada.
Vamos mostrar que com essa norma, C é uma ∗-álgebra de Banach.
Seja (Fk)k∈N uma sequência de Cauchy em C e ε > 0. Então existe um
número natural N tal que para todo m, k ≥ N tem-se ‖Fk − Fm‖ < ε.
Em outras palavras, ‖Fk(x) − Fm(x)‖ < ε e temos para cada x ∈ X
que sequência (Fk(x))n∈N é de Cauchy e convergente para um F (x) ∈
Mn(C) pois Mn(C) é completo. Vamos mostrar que (Fk)n∈N converge
uniformemente para a função F : X →Mn(C). Fixe x ∈ X. Existe um
m0 ∈ N tal que se m ≥ m0 então ‖Fm(x)− F (x)‖ < ε. Sejam k ≥ N e
m ≥ max{m0, N}. Então
‖Fk(x)− F (x)‖ ≤ ‖Fk(x)− Fm(x)‖+ ‖Fm(x)− F (x)‖ < 2ε.
Assim ‖Fk−F‖ = sup{‖Fk(x)−F (x)‖; x ∈ X} ≤ 2ε para todo k ≥ N
e a sequência (Fk)k∈N converge uniformemente para F . Resta mostrar
que F é contínua. Para isso note que
‖F (x)− F (y)‖ ≤ ‖F (x)− FN (x)‖+
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+ ‖FN (x)− FN (y)‖+ ‖FN (y)− F (y)‖
≤ 2‖FN − F‖+ ‖FN (x)− FN (y)‖,
para quaisquer x, y ∈ X.
Fixado x ∈ X existe um aberto U de X tal que se y ∈ U temos
‖FN (x) − FN (y)‖ < ε pois FN é contínua. Portanto se y ∈ U temos
‖F (x)− F (y)‖ < 3ε. Segue que F ∈ C(X,Mn(C)). Logo C é Banach.
Assim C é uma ∗-álgebra de Banach. Mas como
‖F ∗F‖ = sup{‖(F ∗F )(x)‖; x ∈ X} = sup{‖F ∗(x)F (x)‖; x ∈ X} =
= sup{‖F (x)‖2; x ∈ X} = (sup{‖F (x)‖; x ∈ X})2 = ‖F‖2,
segue que (C, ‖.‖) é uma C∗-álgebra.
Finalmente observamos que a aplicação
T : C(X,Mn(C)) −→ Mn(C(X))
F 7−→ [fij ]
é um ∗-isomorfismo, e, portanto, C(X,Mn(C)) e Mn(C(X)) são C∗-
isomorfos. 
Observação 1.34 Queremos mostrar que F ∈ C(X,Mn(C)) e F (x)
invertível para todo x ∈ X é uma condição necessária e suficiente para
que F seja invertível. Suponha que F ∈ C(X,Mn(C)) e que F (x) seja
invertível para todo x ∈ X. Por (Murphy, Teorema 1.2.3) é sabido
que a aplicação inv : GL(Mn(C)) → Mn(C), A 7→ A−1, é contínua
já que a álgebra Mn(C) é de Banach e unital. Portanto a aplicação
composição G = inv ◦ F , x 7→ (F (x))−1, é contínua já que F também
é contínua. Note que (F · G)(x) = F (x)G(x) = F (x)(F (x))−1 = In =
1C(x) para todo x ∈ X. Então FG = 1C. Analogamente, temos
GF = 1C. Assim, F é invertível. Reciprocamente, suponha que F seja
contínua e invertível. Logo, existe G ∈ C(X,Mn(C)), de modo que
FG = GF = 1C. Então F (x)G(x) = G(x)F (x) = In para todo x ∈ X.
Portanto F (x) é invertível para todo x ∈ X.
Lema 1.35 Se X é um espaço topológico compacto e Hausdorff então
C(X,Mn(C))+ = C(X,Mn(C)+), em que o símbolo + representa os
elementos positivos da C∗-álgebra em questão.
Demonstração. Seja F ∈ C(X,Mn(C))+, ou seja, F = G∗G para
algum G ∈ C(X,Mn(C)). Note que para todo x ∈ X, temos F (x) =
G∗(x)G(x) = (G(x))∗G(x) ≥ 0. Temos portanto que C(X,Mn(C))+ ⊆
C(X,Mn(C)+).
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Tome agora F ∈ C(X,Mn(C)+). Note que F é autoadjunto. De
fato, F ∗(x) = (F (x))∗ = F (x), para todo x ∈ X, ou seja, F = F ∗.
Vamos mostrar que o espectro de F é formado por elementos positivos.
Seja λ ∈ σ(F ), ou seja, F − λ1C é não invertível. Como tal função é
contínua, segue da Observação 1.34 que existe um x ∈ X de modo que
F (x) − λIn é não inversível, ou seja, λ ∈ σ(F (x)) ⊂ R+. Assim F é
positivo. 
Proposição 1.36 Sejam X espaço topológico compacto Hausdorff e
ϕ : C(X)→ A positiva. Então ϕ é completamente positiva.
Demonstração. Seja n um número natural. Tome F ∈ Mn(C(X))
tal que F = f.T em que f ∈ C(X) e T = [Tij ] ∈ Mn(C). Note que
ϕ(n)(F ) = ϕ(n)([fTij ]) = [ϕ(fTij)] = [ϕ(f)Tij ] = ϕ(f)T. Supondo T
positivo, escreva T = M∗M em que M = [aij ] ∈ Mn(C). Supondo
f ≥ 0 então ϕ(f) ≥ 0 e podemos denotar ϕ(f) = b∗b ∈ A. Observe que
ϕ(n)(F ) ∈Mn(A) é positivo pois
ϕ(n)(F ) = ϕ(f)T = b∗b [aji][aij ]
=
[
n∑
k=1
b∗bakiakj
]
ij
=
[
n∑
k=1
(akib
∗)(akjb)
]
ij
= [ajib
∗][aijb] = [aijb]∗[aijb] ≥ 0.
Sejam ε > 0 e F ∈Mn(C(X))+ = C(X,Mn(C))+ = C(X,Mn(C)+).
Como ϕ é positiva então é contínua pela Proposição 1.12. Segue daí
que ϕ(n) é contínua pela Observação 1.17. Assim existe um δ > 0 tal
que se ‖G−F‖ ≤ δ então ‖ϕ(n)(G)−ϕ(n)(F )‖ < ε. Como F é contínua
então para cada x ∈ X, existe uma vizinhança aberta Vx de x tal que
para todo y ∈ Vx temos ‖F (x) − F (y)‖ < δ2 . Pela compacidade de X
podemos considerar {Vxi}ki=1 uma cobertura finita para X. Note que se
y, z ∈ Vxi então ‖F (y)−F (z)‖ < δ. Tome {pi}ki=1 uma partição da uni-
dade subordinada a {Vxi}ki=1, ou seja, pi : X → [0, 1] ⊆ R é contínua,
pi = 0 em X − Vxi e
∑k
i=1 pi = 1 em X - veja mais sobre partição da
unidade em (Willard, 20.C). Denote G =
∑k
i=1 piF (xi) ∈ Mn(C(X)).
Observe que pi(x) > 0 implica x ∈ Vxi , donde segue ‖F (x)−F (xi)‖ < δ.
Então
‖F (x)−G(x)‖ = ‖F (x)
k∑
i=1
pi(x)−
k∑
i=1
pi(x)F (xi)‖
≤
k∑
i=1
pi(x)‖F (x)− F (xi)‖ < δ,
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para todo x ∈ X pois podemos supor, sem perda de generali-
dade, que x ∈ Vx1 , . . . , Vxl , e x /∈ Vxl+1 , . . . , Vxk , para algum l ≤ k,
e usamos ainda que pi(x) ≤ 1. Portanto ‖F − G‖ ≤ δ e daí temos
‖ϕ(n)(F ) − ϕ(n)(G)‖ < ε. Note que ϕ(n)(G) = ∑ki=1 ϕ(pi)F (xi) ≥ 0.
Isso mostra que ϕ(n)(F ) é limite de uma sequência de elementos po-
sitivos em Mn(A), e como o conjunto dos elementos positivos de uma
C∗-álgebra é fechado, segue que ϕ(n)(F ) é positivo. Já que n foi tomado
de forma arbitrária então ϕ é completamente positivo. 
1.5 Teorema de dilatação de Stinespring
Na Proposição 1.27, tinhamos um ∗-homomorfismo pi : A → B(H)
e uma aplicação limitada V : K → H, e foi possível mostrar que a
aplicação ϕ : A → B(K), ϕ = V ∗piV , é uma aplicação completamente
positiva. Queremos agora dar uma recíproca para esse resultado, o
Teorema de Stinespring, ou seja, mostraremos que toda aplicação com-
pletamente positiva unital do tipo ϕ : A → B(H) é, em certo sentido,
canto"de uma ∗-representação pi : A → B(K), em que K é um espaço
de Hilbert contendo"H. O leitor poderá encontrar a demonstração
desse teorema em (Paulsen, Teorema 4.1) ou em (Davidson, Teorema
IX.4.3), no caso em que a álgebra A é unital, e em (Lin, Teorema 2.1.5)
no caso em que a álgebra é não unital, fazendo-se o uso nesse caso do
conceito da unidade aproximada para uma C∗-álgebra. Demonstra-
remos o Teorema de Stinespring fundamentados nas ideias abordadas
naquelas duas primeiras referências.
Teorema 1.37 Sejam A uma C∗-álgebra unital e ϕ : A→ B(H) com-
pletamente positiva. Então existem um espaço de Hilbert K, um ∗-
homomorfismo unital pi : A → B(K) e um operador limitado V : H →
K com ‖ϕ(1)‖ = ‖V ‖2 tal que ϕ(a) = V ∗pi(a)V , para todo a ∈ A.
Demonstração. Vamos demonstrar esse teorema em quatro partes.
Parte 1: (Construção de K). Considere o produto tensorial algé-
brico AH e defina a aplicação T : (AH)× (AH)→ C por
T
 m∑
i=1
ai ⊗ ξi,
n∑
j=1
bj ⊗ ηj
 = m∑
i=1
n∑
j=1
〈ϕ(b∗jai)ξi, ηj〉.
Note que T está bem definida pela propriedade universal do produto
tensorial algébrico; veja a demonstração da Proposição 4.5. Observe
que, pelo modo como T foi definido, T é linear na primeira entrada e
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conjugado-linear na segunda entrada. Sabemos que a matriz [a∗i aj ] ∈
Mn(A) é positiva para quaisquer escolhas de a1, a2, · · · , an ∈ A. Para
mostrar que T é semi-positivo-definido seja
∑n
i=1 ai ⊗ ξi ∈ A  H e
denote ξ = (ξ1, ξ2, . . . , ξn) ∈ Hn. Como ϕ é completamente positivo
tem-se ϕ(n)([a∗i aj ]) ≥ 0. Assim
T
 n∑
i=1
ai ⊗ ξi,
n∑
j=1
aj ⊗ ξj
 = n∑
i=1
n∑
j=1
〈ϕ(a∗jai)ξi, ξj〉
=
n∑
j=1
〈
n∑
i=1
ϕ(a∗jai)ξi, ξj
〉
= 〈ϕ(n)[a∗jai]ξ, ξ〉 ≥ 0.
Lembre que para formas sesquilineares semi-positivo-definidas vale a
desigualdade de Cauchy-Schwarz : |T (u, v)|2 ≤ T (u, u)T (v, v). Com
base nesse fato observe que
N := {v ∈ AH; T (v, v) = 0}
= {v ∈ AH; T (v, u) = 0, ∀u ∈ AH}
é uma subespaço vetorial de AH. E daí a aplicação 〈u+N, v+N〉 =
T (u, v) sobre o espaço quociente (AH)/N define um produto interno
sobre o mesmo. Seja K o completamento de (A  H)/N na norma
induzida por 〈 , 〉. Então (K, 〈, 〉) é um espaço de Hilbert.
Parte 2: (Construção do homomorfismo). Para cada a ∈ A defina
a aplicação
fa : A⊗H −→ A⊗H
n∑
i=1
bi ⊗ ξi 7−→
n∑
i=1
abi ⊗ ξi .
Observe que fa é linear por construção, e está bem definida pela propri-
edade universal do produto tensorial algébrico; veja a demonstração da
Proposição 4.5. Note que para quaisquer a, b ∈ A temos fa ◦ fb = fab.
Provemos agora que para quaisquer v, w ∈ A⊗H e para todo a ∈ A é
válido que
T (v, fa∗(w)) = T (fa(v), w).
Para isso escreva v =
∑n
j=1 bj ⊗ ξj , w =
∑m
i=1 ci ⊗ ηi e observe que
T (fa(v), w) = T
 n∑
j=1
abj ⊗ ξj ,
m∑
i=1
ci ⊗ ηi

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=m∑
i=1
n∑
j=1
〈ϕ(c∗i abj)ξj , ηi〉 =
m∑
i=1
n∑
j=1
〈ϕ((a∗ci)∗bj)ξj , ηi〉
= T
 n∑
j=1
bj ⊗ ξj ,
m∑
i=1
a∗ci ⊗ ηi
 = T (v, fa∗(w)).
Provemos agora que T (fa(v), fa(v)) ≤ ‖a‖2T (v, v). Considere v =∑n
j=1 bj ⊗ ξj ∈ A ⊗ H, ξ = (ξ1, . . . , ξn) ∈ Hn e [cij ] = [b∗i a∗abj ] ∈
Mn(A), a ∈ A. Note que
T (fa(v), fa(v)) = T (v, fa∗(fa(v))) = T (v, fa∗a(v))
= T
 n∑
j=1
bj ⊗ ξj ,
n∑
i=1
(a∗abi)⊗ ξi
 = n∑
i=1
〈
n∑
j=1
ϕ(b∗i a
∗abj)ξj , ξi)
〉
= 〈ϕ(n)[cij ]ξ, ξ〉.
Além disso observe que para A = (a∗a).1Mn(A), temos que
[cij ] =

b∗1 0 . . . 0
b∗2 0 . . . 0
...
...
. . .
...
b∗n 0 . . . 0
A

b1 b2 . . . bn
0 0 . . . 0
...
...
. . .
...
0 0 . . . 0
 .
Claramente, ‖A‖ = ‖a∗a‖ = ‖a‖2 e A ∈Mn(A) é positiva. Consequen-
temente, pelo Teorema de Gelfand-Naimark tem-se A ≤ ‖a‖2.1Mn(A).
Assim
0 ≤ [cij ] ≤

b∗1 0 . . . 0
b∗2 0 . . . 0
...
...
. . .
...
b∗n 0 . . . 0
 ‖a‖2.1Mn(A)

b1 b2 . . . bn
0 0 . . . 0
...
...
. . .
...
0 0 . . . 0

= ‖a‖2[b∗i bj ],
donde 0 ≤ ϕ(n)([cij ]) ≤ ‖a‖2ϕ(n)[b∗i bj ] e portanto
T (fa(v), fa(v)) = 〈ϕ(n)[cij ]ξ, ξ〉 ≤ ‖a‖2〈ϕ(n)[b∗i bj ]ξ, ξ〉
= ‖a‖2
n∑
i=1
〈
n∑
j=1
ϕ(b∗i bj)ξj , ξi〉 = ‖a‖2T (v, v).
39
Segue da desigualdade acima e do fato de T ser semi-positivo-definido
que se v ∈ N então fa(v) ∈ N . Isso nos permite afirmar que a aplicação
linear pia : K → K definida por pia([v]) = [fa(v)], ∀ [v] ∈ K, está bem
definida. Note que pia é limitada pois
‖pia([v])‖2 = ‖[fa(v)]‖2 = T (fa(v), fa(v)) ≤ ‖a‖2T (v, v) = ‖a‖2‖[v]‖2.
Podemos definir então pi : A→ B(K) por pi(a) = pia.
Parte 3: (pi é ∗-homomorfismo unital).
Sejam v, u ∈ AH e b ∈ A. Então note que
〈pi(b)([v]), [u]〉 = 〈[fb(v)], [u]〉
= T (fb(v), u) = T (v, f
∗
b (u)) = 〈[v], pi(b∗)([u])〉.
Portanto temos que pi preserva estrela. Note que pi preserva produto
pois
pi(ab)([v]) = [fab(v)] = [fa(fb(v))]
= pi(a)(pi(b)[v]) = (pi(a) ◦ pi(b))[v].
Portanto pi é unital pois pi(1)[v] = [f1(v)] = [v] para todo [v] em K.
Parte 4 : (Construção da aplicação limitada V )
Defina a aplicação linear
V : H −→ K
ξ 7−→ [1⊗ ξ] .
Então V é limitada pois
‖V (ξ)‖2 = 〈[1⊗ ξ], [1⊗ ξ]〉 = T (1⊗ ξ, 1⊗ ξ)
= 〈ϕ(1∗1)ξ, ξ〉 ≤ ‖ϕ(1)‖‖ξ‖2.
Além disso temos ‖V ‖2 = sup{〈ϕ(1)ξ, ξ〉; ‖ξ‖ ≤ 1} = ‖ϕ(1)‖; veja
(Kreyszig, Teorema 9-2-2). Finalmente concluimos nossa demonstração
mostrando que para todo ξ, η ∈ H, tem-se
〈(V ∗pi(a)V )ξ, η〉 = 〈pi(a)V (ξ), V (η)〉 = 〈pi(a)[1⊗ ξ], [1⊗ η]〉
= 〈[fa(1⊗ ξ)], [1⊗ η]〉 = 〈[a⊗ ξ], [1⊗ η]〉
= T (a⊗ ξ, 1⊗ η) = 〈ϕ(a)ξ, η〉.
Assim temos ϕ(a) = V ∗pi(a)V para todo a ∈ A como queríamos. 
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Observação 1.38 Note que, se a aplicação completamente positiva
ϕ do Teorema de Stinespring for unital, então o operador V é uma
isometria e podemos encará-lo como a aplicação que inclui H em K.
Noutras palavras, H é um subespaço de Hilbert de K e podemos escre-
ver K = H⊕H⊥. Portanto V ∗ é a projeção de K sobre H e para todo
a ∈ A, é válido que
ϕ(a) = PHpi(a)|H,
em que PH é a projeção de K sobre H. Assim, a ∗-representação pi é
uma dilatação de ϕ. Haja vista que a recíproca deste teorema é válida,
nesse sentido dizemos que aplicações completamente positivas são canto
de ∗-representações.
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Capítulo 2
Teoremas de Extensão
O Teorema de Hahn-Banach, ou um dos seus corolários, afirma que
se X é um espaço vetorial normado e F é um subespaço vetorial de X,
então um funcional linear limitado ϕ : F → C pode ser estendido para
um funcional linear limitado ϕ˜ : X → C com mesma norma, ou seja,
‖ϕ‖ = ‖ϕ˜‖.
No primeiro capítulo usamos o Teorema de Hahn-Banach para mos-
trar que um funcional linear positivo, definido em um sistema de opera-
dores, pode ser estendido para um funcional linear positivo, ambos com
mesma norma, o Teorema 1.14. Nesse segundo capítulo, queremos dar
uma versão mais geral para o Teorema de Hahn-Banach, o Teorema
de Arveson. Dado um sistema de operadores S numa C∗-álgebra A,
mostraremos que podemos estender uma aplicação completamente po-
sitiva ϕ : S ⊆ A → B(H) para uma aplicação completamente positiva
ψ : A → B(H), ambas de mesma norma. Primeiramente mostramos o
caso em que o contradomínio de tal aplicação é a álgebra das matrizes
complexas Mn(C). Depois fazemos o mesmo quando o contradomínio
é a álgebra dos operadores limitados B(H), e para isso teremos que
enfraquecer a topologia em B(S,B(H)).
2.1 Teorema da extensão de Krein
Sejam {e1, e2 . . . , en} a base canônica de Cn e A = [Ars]rs ∈Mn(C).
Então para cada i, j ∈ {1, 2, . . . , n} temos que
〈[Ars]ej , ei〉 = 〈(A1j , . . . , Anj), ei〉 = Aij .
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Considere um sistema de operadores S e uma aplicação linear ϕ : S→
Mn(C). Para cada a ∈ S, denote ϕ(a)ij como sendo a entrada (i, j) da
matriz complexa ϕ(a) e defina a aplicação sϕ : Mn(S)→ C por
sϕ([aij ]ij) =
n∑
i=1
n∑
j=1
ϕ(aij)ij =
n∑
i=1
n∑
j=1
〈ϕ(aij)ej , ei〉.
Observe que a linearidade de ϕ e a linearidade na primeira entrada do
produto interno, garantem que sϕ é linear.
Seja e = (e1, e2, . . . , en) ∈ Cn
2
. Usando a identificação dada pelo
isomorfismo Mn(Mn(C)) ∼= Mn2(C), notamos que
〈ϕ(n)([aij ])e, e〉 = 〈[ϕ(aij)]e, e〉
=
n∑
r=1
n∑
k=1
〈ϕ(ark)ek, er〉 =
n∑
r=1
n∑
k=1
ϕ(akr)kr.
Temos, portanto, que sϕ([aij ]) = 〈ϕ(n)([aij ])e, e〉.
Observe que a aplicação G : L(S,Mn(C)) → L(Mn(S),C), definida
por G(ϕ) = sϕ, é linear, pois para λ ∈ C e [aij ] ∈ Mn(S), quaisquer,
tem-se
G(ϕ+ λψ)|[aij ] = sϕ+λψ([aij ])
=
1
n
〈(ϕ+ λψ)(n)([aij ])e, e〉
=
1
n
〈[(ϕ+ λψ)(aij)]e, e〉
=
1
n
〈[ϕ(aij)]e, e〉+ 1
n
λ〈[ψ(aij)]e, e〉
= sϕ([aij ]) + λsψ[aij ]
= G(ϕ)|[aij ] + λG(ψ)|([aij ]).
Observação 2.1 No último exemplo do Apêndice-A, é demonstrado
que para uma C∗-álgebra A tem-se Mn(A) ∼= A  Mn(C). Lá é ob-
servado que um elemento em AMn(C), pode ser escrito unicamente
como
∑n
i,j=1 aij⊗Eij , em que aij ∈ A e {Eij}mi,j=1 é a base canônica em
Mn(C). Em suma, cada elemento [aij ] ∈ Mn(A) é igual, por meio do
isomorfismo mencionado anteriormente, a
∑n
i,j=1 aij ⊗ Eij . Usaremos
a identificação Mn(A) = AMn(C), no transcorrer dessa seção.
Seja s : Mn(S) → C linear. Defina aplicação ϕs : S → Mn(C) por
ϕs(a) = [s(a⊗Eij)]ij , em que, para cada k, l ∈ {1, 2, . . . , n}, a⊗Ekl é
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matriz emMn(S) com a ocupando a entrada (k, l) e as demais entradas
da matriz a⊗ Ekl são ocupadas pelo zero. É fácil ver que ϕs é linear.
Vamos mostrar que as aplicações
G : L(S,Mn(C)) −→ L(Mn(S),C)
ϕ 7−→ sϕ
e
F : L(Mn(S),C) −→ L(S,Mn(C))
s 7−→ ϕs
são inversas entre si. Note que
(F ◦G)(ϕ) = F (G(ϕ)) = F (sϕ) = ϕsϕ
e pela definição dada para sϕ, segue que
(ϕsϕ(a))ij = n.sϕ(a⊗ Eij) = ϕ(a)ij ,
e, portanto (F ◦G)(ϕ) = ϕ. Além disso, observe que
(G ◦ F )(s) = G(F (s)) = G(ϕs) = sϕs ,
e como
sϕs [aij ] =
n∑
i=1
n∑
j=1
ϕs(aij)ij =
n∑
i=1
n∑
j=1
s(aij ⊗ Eij) = s([aij ]),
temos (G ◦ F )(s) = s. Portanto, os espaços vetoriais L(S,Mn(C)) e
L(Mn(S),C) são isomorfos.
Lema 2.2 Sejam S um sistema de operadores em uma C∗-álgebra A,
e ϕ : S→ Mn(C) uma aplicação linear. Então as seguintes afirmações
são equivalentes
i) ϕ é completamente positiva;
ii) ϕ é n-positiva;
iii) sϕ é positiva.
Demonstração. (iii) =⇒ (i). Suponha que sϕ : Mn(S) → C é
positiva. Pelo Teorema 1.14 podemos estender tal aplicação para s :
Mn(A) → C positiva. Lembre que os espaços vetoriais L(A,Mn(C)) e
L(Mn(A),C) são isomorfos. Seja ψ : A → Mn(C) associado a s, ou
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seja, ψ = ψs. Note que ψ estende ϕ linearmente, pois qualquer que
seja a ∈ S, temos
(ψs(a))ij = s(a⊗ Eij) = sϕ(a⊗ Eij) = ϕ(a)ij = ϕ(a)ij .
Vamos mostrar agora que ψ é completamente positiva. Sejam m ∈ N
e [a∗i aj ] positivo em Mm(A). Queremos provar que ψ
(m) : Mm(A) →
Mm(Mn(C)) é positivo. Seja x = (x1, . . . , xm) ∈ Cnm, em que xj =∑n
k=1 λjkek ∈ Cn. Note que
〈ψ(m)[a∗i aj ]x, x〉 = 〈[ψ(a∗i aj)]x, x〉
=
〈
∑m
j=1 ψ(a
∗
1aj)xj
...∑m
j=1 ψ(a
∗
maj)xj
 ,
 x1...
xm
〉
=
m∑
i=1
m∑
j=1
〈ψ(a∗i aj)xj , xi〉
=
n∑
k=1
n∑
l=1
m∑
i=1
m∑
j=1
λjkλil〈ψ(a∗i aj)ek, el〉
=
n∑
k=1
n∑
l=1
m∑
i=1
m∑
j=1
λjkλil〈ψs(a∗i aj)ek, el〉
=
n∑
k=1
n∑
l=1
m∑
i=1
m∑
j=1
λjkλilψs(a
∗
i aj)lk
=
n∑
k=1
n∑
l=1
m∑
i=1
m∑
j=1
λjkλils(a
∗
i aj ⊗ Elk)
=
m∑
i=1
m∑
j=1
s
(
n∑
k=1
n∑
l=1
λjkλil.a
∗
i aj ⊗ Elk
)
=
m∑
i=1
m∑
j=1
s
(
a∗i aj ⊗
n∑
k=1
n∑
l=1
λjkλil.Elk
)
Para cada i = 1, 2, . . . , n, denote por Ai a matriz em Mn(C) com pri-
meira linha (λi1, . . . , λin) e as outras entradas zero. Então
A∗iAj = [λilλjk]lk =
n∑
k=1
n∑
l=1
λilλjkElk.
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Dessa forma
〈ψ(m)[a∗i aj ]x, x〉 =
m∑
i=1
m∑
j=1
s(a∗i aj ⊗A∗iAj)
= s
 m∑
i=1
m∑
j=1
a∗i aj ⊗A∗iAj

= s
( m∑
i=1
ai ⊗Ai
)∗ m∑
j=1
aj ⊗Aj
 ≥ 0.
Segue que ψ é completamente positivo e como ψ estende ϕ temos ϕ
aplicação completamente positiva.
é óbvio que (i) implica (ii) e para mostrar que (ii) implica (iii), seja
[aij ] ∈ Mn(S) positivo. Sabemos que sϕ([aij ]) = 〈ϕ(n)[aij ]e, e〉. Mas
por hipótese ϕ(n) é positivo e portanto sϕ é positivo. 
Teorema 2.3 (Teorema de Krein) Sejam A uma C∗-álgebra, S um
sistema de operadores e ϕ : S→ Mn(C) uma aplicação completamente
positiva. Então existe um aplicação completamente positiva ψ : A →
Mn(C) que estende ϕ tal que ‖ψ‖ = ‖ϕ‖.
Demonstração. Como ϕ : S → Mn(C) é completamente positivo,
então sϕ : Mn(S) → C é positivo pelo lema anterior. Estenda sϕ para
uma aplicação positiva s : Mn(A)→ C, segundo o Teorema 1.14. Então
s possui uma correspondente ψ = ψs : A → Mn(C). Já vimos na de-
monstração anterior que ψ estende ϕ e como s é positivo temos também
pelo lema anterior que ψ é completamente positivo. Pela Proposição
1.29 segue que ‖ϕ‖ = ‖ϕ)(1)‖ = ‖ψ(1)‖ = ‖ψ‖. 
2.2 Teorema da extensão de Arveson
Queremos demonstrar um teorema mais geral que o Teorema 2.3.
Nesse teorema tínhamos uma aplicação completamente positiva ϕ :
S → Mn(C) e conseguimos encontrar uma aplicação completamente
positiva ψ : A→ Mn(C) tal que ψ|S = ϕ e ‖ϕ‖ = ‖ψ‖. Nosso objetivo
agora é fazer o mesmo para aplicações completanente positivas do tipo
ϕ : S→ B(H). Vamos enfraquecer a topologia em B(S,B(H)), no qual
S será um sistema de operadores fechado, com o propósito de tornar as
bolas fechadas em B(S,B(H)), compactas. Será também preciso utili-
zar um pouco da teoria dos operadores trace-class e Hilbert-Schmidt,
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que o leitor poderá encontar no segundo apêndice, no qual objetivamos
demonstrar que o espaço dos operadores limitados definidos sobre um
espaço de Hilbert H, B(H), é igual ao espaço dual do espaço dos ope-
radores Trace-Class B1(H). Vamos começar construindo a topologia
BW em B(X,Y∗).
2.3 A Topologia BW
Sejam X e Y espaços de Banach. Fixe x ∈ X e y ∈ Y. Considere a
aplicação x⊗ y : B(X,Y∗) → C definida por x⊗ y(L) = L(x)(y), para
todo L ∈ B(X,Y∗). Vamos mostrar que x⊗ y é linear. De fato, sejam
L,G ∈ B(X,Y∗) e λ ∈ C. Então
x⊗ y(L+ λG) = (L+ λG)(x)(y) = (L(x) + λG(x))(y)
= L(x)(y) + λG(x)(y) = x⊗ y(L) + λx⊗ y(G).
Portanto x⊗ y é um funcional linear. Note que x⊗ y ∈ B(X,Y∗)∗ pois
‖x⊗ y(L)‖ = ‖L(x)(y)‖ ≤ ‖L(x)‖‖y‖ ≤ ‖L‖‖x‖‖y‖,
ou seja, x ⊗ y é limitado com norma ‖x ⊗ y‖ ≤ ‖x‖‖y‖. Para mostrar
que ‖x⊗ y‖ = ‖x‖.‖y‖ precisaremos da observação abaixo.
Observação 2.4 Se X é um espaço de Banach e se x ∈ X é não nulo,
então podemos encontrar um funcional linear contínuo f : X → C tal
que ‖f‖ = 1 e |f(x)| = ‖x‖. De fato, considere V = span{x}. Defina
um funcional f : V → C tal que f(x) = ‖x‖. Se y ∈ V então existe
λ ∈ C tal que y = λx. Assim |f(y)| = |f(λx)| = |λ||f(x)| = |λ|‖x‖ =
‖λx‖ = ‖y‖. Portanto ‖f‖ = 1. Assim, por Hahn-Banach, podemos
estender tal funcional para um funcional linear contínuo f˜ : X→ C tal
que ‖f˜‖ = 1 e |f˜(x)| = ‖x‖.
Usamos, portanto, a observação anterior para garantir que existem
f ∈ X∗, g ∈ Y∗ tais que |f(x)| = ‖x‖ e |g(y)| = ‖y‖ e ‖f‖ = ‖g‖ = 1.
Seja Lf,g : X→ Y∗ definida por Lf,g(z) = f(z)g. Observe que
‖Lf,g(z)‖ = ‖f(z)g‖ = |f(z)|‖g‖ = |f(z)| ≤ ‖f‖‖z‖ = ‖z‖,
ou seja, ‖Lf,g‖ ≤ 1. Mas x ⊗ y(Lf,g) = (Lf,g(x))(y) = (f(x)g)(y) =
f(x)g(y).Desta forma tem-se que |x⊗y(Lf,g)| = |f(x)||g(y)| = ‖x‖.‖y‖.
Isso quer dizer que ‖x⊗ y‖ = ‖x‖‖y‖, como queríamos demonstrar.
47
Sejam x1, x2 ∈ X, y ∈ Y, λ ∈ C. Então (x1 + λx2) ⊗ y = x1 ⊗ y +
λ(x2 ⊗ y) pois, para todo L ∈ B(X,Y∗),
(x1 + λx2)⊗ y(L) = L(x1 + λx2)(y) = (L(x1) + λL(x2))(y)
= L(x1)(y) + λL(x2)(y) = x1 ⊗ y(L) + λ(x2 ⊗ y)(L).
Analogamente, x⊗ (y1 + λy2) = x⊗ y1 + λ(x⊗ y2).
Considere o conjunto
Z = span{x⊗ y; x ∈ X, y ∈ Y } ⊆ B(X,Y∗)∗.
Lema 2.5 B(X,Y∗) é isometricamente isomorfo a Z∗.
Demonstração. Para cada L ∈ B(X,Y∗) pode-se definir (devido
à propriedade universal do produto tensorial) uma aplicação FL : K =
span{x⊗ y; x ∈ X, y ∈ Y } → C da seguinte maneira
FL
(
n∑
i=1
xi ⊗ yi
)
=
n∑
i=1
L(xi)(yi) =
n∑
i=1
xi ⊗ yi(L).
Evidentemente FL é linear, e é limitada pois∣∣∣∣∣FL
(
n∑
i=1
xi ⊗ yi
)∣∣∣∣∣ =
∣∣∣∣∣
n∑
i=1
(xi ⊗ yi)(L)
∣∣∣∣∣ =
∣∣∣∣∣
(
n∑
i=1
xi ⊗ yi
)
(L)
∣∣∣∣∣ ≤
≤
∥∥∥∥∥
n∑
i=1
xi ⊗ yi
∥∥∥∥∥ ‖L‖,
ou seja, ‖FL‖ ≤ ‖L‖. Agora, para quaisquer x ∈ X e y ∈ Y, temos
que ‖L(x)(y)‖ = ‖FL(x ⊗ y)‖ ≤ ‖FL‖‖x ⊗ y‖ = ‖FL‖‖x‖‖y‖. Assim,
‖L(x)‖ ≤ ‖FL‖‖x‖, ou seja, ‖L‖ ≤ ‖FL‖. Portanto ‖L‖ = ‖FL‖.
Podemos estender FL, continua e linearmente, para F˜L : Z → C de
forma que ‖F˜L‖ = ‖FL‖. é fácil ver que FL+λM = FL+λFM , quaisquer
que sejam L,M ∈ B(X,Y∗) e λ ∈ C. Portanto F˜L+λM = F˜L + λF˜M ,
pois tais aplicações são contínuas e assumem o mesmo valor em K, que
é denso em Z. Com isso em mãos, podemos definir a aplicação linear
F : B(X,Y∗) −→ Z∗
L 7−→ F˜L
Note que F é isométrica pois ‖F (L)‖ = ‖F˜L‖ = ‖FL‖ = ‖L‖. Para
concluir vamos mostrar que F é sobrejetiva. Seja f ∈ Z∗. Para cada
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x ∈ X considere fx : Y→ C linear, fx(y) = f(x⊗ y). Note que fx ∈ Y∗
pois
|fx(y)| = |f(x⊗ y)| ≤ ‖f‖‖x⊗ y‖ = ‖f‖‖x‖‖y‖.
Seja L : X→ Y∗ definida por L(x) = fx. Note que L é linear pois
L(x1 + λx2)(y) = fx1+λx2(y) = f((x1 + λx2)⊗ y) =
= f(x1 ⊗ y) + λf(x2 ⊗ y) = fx1(y) + λfx2(y) =
= L(x1)(y) + λL(x2)(y).
Observe que L é contínua pois ‖L(x)‖ = ‖fx‖ ≤ ‖f‖‖x‖ e portanto
‖L‖ ≤ ‖f‖. Assim L ∈ B(X,Y∗). Observe que
F (L)(x⊗ y) = L(x)(y) = fx(y) = f(x⊗ y).
Como F (L) e f são aplicaçõs lineares então também são iguais em K.
Mas como são contínuas, e como K é denso em Z, segue que F (L) = f .
Assim F é sobrejetiva. Portanto F é o isomorfismo isométrico que de-
sejávamos. 
Observação 2.6 Munimos B(X,Y∗) com a topologia BW , ou seja,
com a topologia fraca-∗ de Z∗. Noutras palavras, queremos dizer que
uma rede (Lλ)λ converge para L em B(X,Y∗) na topologia BW se, e
somente se, a rede (F (Lλ))λ converge para F (L) em Z∗, ∗-fracamente.
2.4 Teorema de Arveson
Lema 2.7 Seja (Lλ)λ rede em B(X,Y
∗) limitada. Então Lλ → L em
B(X,Y∗) na topologia BW se, e somente se, Lλ(x) → L(x) em Y∗,
∗-fracamente, para todo x ∈ X.
Demonstração. Suponha que Lλ → L na topologia BW , ou seja,
F (Lλ)→ F (L) ∗-fracamente. Se x ∈ X, y ∈ Y, então F (Lλ)(x⊗ y)→
F (L)(x ⊗ y), ou seja, Lλ(x)(y) → L(x)(y) e portanto Lλ(x) → L(x)
∗-fracamente em Y ∗, para todo x ∈ X.
Reciprocamente, suponha que Lλ(x)(y)→ L(x)(y) para todo x ∈ X,
y ∈ Y, ou seja, F (Lλ)(x⊗ y)→ F (L)(x⊗ y). Assim para todo q ∈ K,
combinação linear de elementos da forma x ⊗ y, tem-se que F (Lλ)(q)
converge para F (L)(q). Seja ε > 0. Como a rede Lλ é limitada então
existe um número real a > 0 tal que ‖Lλ‖ < a, para todo λ. Seja
z ∈ Z. Tome q, uma combinação linear de elementos da forma x ⊗ y,
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tal que ‖z − q‖ < ε
2(a+ ‖L‖) . Note que existe um λ0 tal que, para
todo λ > λ0, tem-se ‖F (Lλ))(q) − F (L)(q)‖ < ε
2
. Portanto F (Lλ)(z)
converge para F (L)(z) pois para todo λ > λ0 tem-se que
|F (Lλ)(z)− F (L)(z)| =
= |F (Lλ)(z)− F (Lλ)(q) + F (Lλ)(q)− F (L)(q) + F (L)(q)− F (L)(z)|
‖F (Lλ)(z − q)‖+ ‖F (Lλ)(q)− F (L)(q)‖+ ‖F (L)(q)− F (L)(z)‖
≤ ‖z − q‖(a+ ‖L‖) + ε
2
= ε. 
Note que se dois espaços de Banach Y e Z são isometricamente
isomorfos por uma aplicação f : Y → Z, então B(X,Y) e B(X,Z)
são isometricamente isomorfos pela aplicação E : B(X,Y) → B(X,Z),
E(T ) = f ◦ T . De fato, E é claramente linear, e é sobrejetiva pois
f é invertível; como ‖E(T )‖ = ‖f ◦ T‖ ≤ ‖f‖‖T‖ = ‖T‖ e ‖Tx‖ =
‖f(Tx)‖ ≤ ‖f ◦T‖‖x‖ para todo x ∈ X, segue que ‖T‖ ≤ ‖f ◦T‖, e E
é isométrica.
Utilizaremos agora a teoria dos operadores trace-class B1(H) que
o leitor poderá encontrar no Apêndice B. Aqui, através do Teorema
5.21, sabemos que a aplicação p : B(H) → B1(H)∗ tal que para
todo B ∈ B(H), p(B) = EB : B1(H) → C é definida por EB(T ) =
tr(BT ) = tr(TB), é um isomorfismo isométrico. Assim, B(X,B(H)) e
B(X,B1(H)
∗) são isometricamente isomorfos pela aplicação
E : B(X,B(H)) −→ B(X,B1(H)∗)
T 7−→ p ◦ T .
Definição 2.8 Diremos que uma rede Lλ converge para operador L ∈
B(X,B(H)) na topologia BW se a rede E(Lλ) converge para E(L) em
B(X,B1(H)
∗) na topologia BW .
Observação 2.9 Para cada par ξ, η ∈ H defina, a aplicação linear
Rξ,η ∈ B(H), por Rξ,η(ζ) = 〈ζ, η〉ξ. Afirmamos que todo operador de
posto finito T ∈ B00 é uma soma finita de operadores da forma Rξ,η de
posto um. De fato, considere uma base ortonormal para imagem de T ,
{e1, e2, . . . , ek}. Então para cada x ∈ H, existem únicos λx1 , λx2 , . . . , λxk
tais que T (x) = λx1e1 + λ
x
2e2 + . . . + λ
x
kek. Para cada j = 1, 2 . . . , k,
considere a aplicação λj : H → C definida por λj(x) = λxj . Para
mostrar que tal aplicação é linear, sejam x, y ∈ H e λ ∈ C. Note
que
∑k
i=1 λ
x+λy
i ei = T (x + λy) = T (x) + λT (y) =
∑k
i=1(λ
x
i + λλ
y
i )ei.
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Portanto λj(x+ λy) = λ
x+λy
j = λ
x
j + λλ
y
j = λj(x) + λλj(y), e assim λj
é linear para todo j = 1, 2, . . . , k. Além disso λj é um funcional linear
limitado, pois para cada x ∈ H, temos
|λj(x)|2 ≤
k∑
i=1
|λxi |2 = ‖
k∑
i=1
λxi ei‖2 = ‖T (x)‖2 ≤ ‖T‖2‖x‖2.
Portanto λj é limitado com ‖λj‖ ≤ ‖T‖. Assim, pelo Teorema de
Riesz, veja (Sunder, Teorema 4.2.1), existe um único yj ∈ H tal que
λj(x) = 〈x, yj〉, para todo x ∈ H. Portanto T (x) =
∑k
i=1 λ
x
i ei =∑k
i=1〈x, yi〉ei =
∑k
i=1Rei,yi(x), ou seja, T =
∑k
i=1Rei,yi .
Observação 2.10 Queremos mostrar que todo operador de posto fi-
nito é trace-class. Como 〈Rξ,η(ζ), y〉 = 〈〈ζ, η〉ξ, y〉 = 〈ξ, η〉〈ξ, y〉 =
〈ζ, 〈y, ξ〉η〉 para quaisquer ζ, y ∈ H, então R∗ξ,η(y) = 〈y, ξ〉η para
todo y ∈ H. Denotanto Lξ,η = (R∗ξ,η ◦ Rξ,η), obtemos Lξ,η(x) =
(R∗ξ,η ◦ Rξ,η)(ζ) = 〈ζ, η〉〈ξ, ξ〉η. Note que o operador em B(H) defi-
nido por
f(ζ) =
〈ζ, η〉‖ξ‖η√〈η, η〉
é a raíz quadrada de Lξ,η, ou seja, f2 = Lξ,η. Então
‖Rξ,η‖1 =
∑
n
〈|Rξ,η|en, en〉 =
∑
n
〈fen, en〉 =
∑
n
〈en, η〉√〈η, η〉‖ξ‖〈η, en〉.
Portanto
‖Rξ,η‖1
‖η‖ =
∑
n
〈en, η‖η‖ 〉√〈η, η〉 ‖ξ‖〈η, en〉
Escolha uma base ortonormal {en} contendo η/‖η‖. Portanto
‖Rξ,η‖1 = ‖ξ‖ 〈η, η〉√〈η, η〉
e assim Rξ,η ∈ B1.
Observação 2.11 Dada uma base ortonormal qualquer {en}, escreva
η =
∑
n〈η, en〉en. A Proposição 5.19 no Apêndice B nos diz que B1 é
ideal de B(H). Assim para um operador A ∈ B(H) temos
tr(ARξ,η) =
∑
n
〈ARξ,ηen, en〉
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=
∑
n
〈(〈en, η〉ξ), en〉
=
∑
n
〈en, η〉〈Aξ, en〉
=
∑
n
〈Aξ, 〈η, en〉en〉
= 〈Aξ,
∑
n
〈η, en〉en〉 = 〈Aξ, η〉.
Lema 2.12 Sejam X espaço de Banach e Lλ uma rede limitada em
B(X,B(H)). Então a rede converge para L em B(X,B(H)) na topo-
logia BW se, e somente se, 〈Lλ(x)ξ, η〉 converge para 〈L(x)ξ, η〉, para
quaisquer x ∈ X e ξ, η ∈ H.
Demonstração. Suponha que Lλ convirja para L na topologia BW .
Assim E(Lλ) converge para E(L) em B(X,B1(H)∗) na topologia BW .
Pelo lema anterior vale que para qualquer x ∈ X, a rede E(Lλ)(x)
converge para E(L)(x) ∗-fracamente. Portanto, a rede E(Lλ)(x)(T )
converge para E(L)(x)(T ), para todo x ∈ X e para todo T ∈ B1(H).
Observe que
E(Lλ)(x)(T ) = (p ◦ Lλ)(x)(T )
= (p(Lλ(x)))(T ) = ELλ(x)(T )
= tr(Lλ(x)T ).
Analogamente, E(L)(x)(T ) = tr(L(x)T ). Considere o operador T ∈
B1(H), T = Rξ,η. Sabemos, pela Observação 2.10 encontrada no
Apêndice B, que tr(BRξ.η) = 〈Bξ, η〉 para todo B ∈ B(H). Temos por-
tanto que 〈Lλ(x)ξ, η〉 converge para 〈L(x)ξ, η〉, para quaisquer x ∈ X e
ξ, η ∈ H.
Reciprocamente, suponha que 〈Lλ(x)ξ, η〉 converge para 〈L(x)ξ, η〉,
para quaisquer x ∈ X e ξ, η ∈ H. Queremos mostrar que Lλ converge
a L, em B(X,B(H)), na topologia BW. Em outras palavras, queremos
mostrar que E(Lλ) converge a E(L), em B(X,B1(H)∗), na topologia
BW. Vamos usar o lema anterior mostrando que, para todo x ∈ X, a
rede E(Lλ)(x) converge ∗-fracamente para E(L)(x) em B1(H)∗. Como
estamos supondo que 〈Lλ(x)ξ, η〉 converge para 〈L(x)ξ, η〉, para quais-
quer x ∈ X e ξ, η ∈ H, segue que E(Lλ)(x)(Rξ,η) converge para
E(L)(x)(Rξ,η). Então E(Lλ)(x)(F ) converge para E(L)(x)(F ) para
todo F ∈ B00, pois todo operador de posto finito é uma combinação
linear finita de elementos da forma Rξ,η. Mas B00 é denso em B1 na
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norma ‖.‖1 pelo Teorema 5.19(4) . Seja T ∈ B1(H). Considere F ∈ B00
arbitrariamente próximo de T . Usando o Teorema 5.19(5) na última
desigualdade abaixo, temos que
|E(Lλ(x)(T )− E(L)(x)(T )| ≤
≤ |E(Lλ)(x)(T − F )|+ |E(Lλ)(x)(F )
− E(L)(x)(F )|+ |E(L)(x)(F − T )|
= |tr(Lλ(x)(T − F ))|+ |E(Lλ)(x)(F )
− E(L)(x)(F )|+ |tr(L(x)(T − F ))|
≤ ‖Lλ(x)‖‖T − F‖1 + |E(Lλ)(x)(F )
− E(L)(x)(F )|+ ‖L(x)‖‖T − F‖1.
Como a rede Lλ é limitada então a rede E(Lλ)(x)(T ) converge para
E(Lλ)(x)(T ). 
Definição 2.13 Fixado um número real positivo r, definimos CPr(S,H)
como sendo o conjunto formado pelos elementos completamente posi-
tivos de
Br(S,H) = {L ∈ B(S,B(H)); ‖L‖ ≤ r}.
Observação 2.14 Lembre que se X é um espaço normado então a
bola unitária de X∗ é um espaço compacto e Hausdorff com topologia
fraca ∗, segundo o Teorema de Alaoglu, que pode ser encontrado em
(Sunder, Teorema 1.6.9). Munindo B(S,B(H)) com a topologia BW
temos que Br(S,H) é compacto pelo Teorema de Alaoglu. Para mostrar
que CPr(S,H) é compacto vamos provar que tal conjunto é fechado na
topolgia BW. Para isso vamos demonstrar as observações que seguem.
Observação 2.15 Se H é um espaço de Hilbert, x ∈ H, (xλ)λ é uma
rede tal que 〈xλ, y〉 converge para 〈x, y〉 para todo y ∈ H e existe um
r ∈ R tal que ‖xλ‖ ≤ r, então ‖x‖ ≤ r. Se x = 0 está provado. Caso
contrário, tome y =
‖x‖x
〈x, x〉 e suponha que ‖x‖ > r. Então existe um
λ tal que |〈x, y〉| − |〈xλ, y〉| ≤ |〈xλ, y〉 − 〈x, y〉| < ‖x‖ − r. Portanto
r < 〈xλ, y〉 ≤ ‖xλ‖‖y‖ = ‖xλ‖, um absurdo.
Observação 2.16 Se Lλ é uma rede em B(S,B(H)), L ∈ B(S,B(H)),
se existe r ∈ R tal que ‖Lλ‖ ≤ r, e se a rede 〈Lλ(a)x, y〉 converge para
〈L(a)x, y〉 para todo a ∈ S e para quaisquer x, y ∈ H, então ‖L‖ ≤ r.
De fato, suponha que ‖L‖ > r. Então existe a ∈ S com ‖a‖ = 1 tal
que ‖L(a)‖ > r. Analogamente, existe x ∈ H com ‖x‖ = 1 tal que
‖L(a)(x)‖ > r. Note que para todo λ temos que ‖Lλ(a)(x)‖ ≤ ‖Lλ‖ ≤
r, o que é um absurdo pela observação anterior.
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Observação 2.17 Seja L ∈ B(S,B(H)). Considere também (Lλ)λ
uma rede em B(S,B(H)). Se [aij ] ∈ Mn(S) e 〈Lλ(a)x, y〉 converge
para 〈Lλ(a)x, y〉 para todo a ∈ S e para quaisquer x, y ∈ H, então
〈[Lλ(aij)]ξ, η〉 converge para 〈[L(aij)]ξ, η〉, para quaisquer ξ, η ∈ Hn. é
sóobservar que a rede
〈[Lλ(aij)]ξ, η〉 =
n∑
i=1
n∑
j=1
〈Lλ(aij)ξj , ηi〉
converge para
n∑
i=1
n∑
j=1
〈L(aij)ξj , ηi〉 = 〈[L(aij)]ξ, η〉.
Lema 2.18 Se S é fechado, então CPr(S,H) é compacto na topologia
BW.
Demonstração. Vamos mostrar que CPr(S,H) é fechado. Consi-
dere uma rede (Lλ)λ em CPr(S,H) convergente a L ∈ B(S,B(H)).
Como S ⊆ A é fechado, então é um espaço Banach e podemos usar o
lema anterior pois a rede (Lλ)λ é limitada. Daí a rede 〈Lλ(a)x, y〉 é
convergente a 〈L(a)x, y〉 para todo a ∈ S e para quaisquer x, y ∈ H.
Pela Observação 2.16 segue que ‖L‖ ≤ r. Resta mostrar que L é com-
pletamente positivo. Sejam n ∈ N qualquer e [aij ] ∈ Mn(S) positivo.
Como a rede 〈Lλ(a)x, y〉 é convergente a 〈L(a)x, y〉 para todo a ∈ S e
para quaisquer x, y ∈ H, então segue da Observação 2.17 que a rede
〈[Lλ(aij)]ξ, ξ〉 converge para 〈[L(aij)]ξ, ξ〉 para todo ξ ∈ Hn. Mas como
a rede 〈[Lλ(aij)]ξ, ξ〉 possui somente elementos não negativos, qualquer
que seja ξ, segue que 〈[L(aij)]ξ, ξ〉 é positivo para todo ξ ∈ Hn. As-
sim L é completamente positivo. Portanto CPr(S,H) é fechado na
topologia BW, e é compacto pois Br(S,H) é compacto. 
Teorema 2.19 (Teorema de Arveson) Sejam A uma C∗-álgebra, S um
sistema de operadores em A e ϕ : S → B(H) uma aplicação comple-
tamente positiva. Então existe uma aplicação completamente positiva
ϕ˜ : A→ B(H) que estende ϕ e ‖ϕ‖ = ‖ϕ˜‖.
Demonstração. Seja F ⊆ H subespaço vetorial de dimensão finita.
Considere VF : F → H a aplicação inclusão, ou seja, definida por
VF(f) = f para todo f ∈ F. Defina a aplicação ϕF : S → B(F) por
ϕF(a) = V
∗
Fϕ(a)VF. é fácil ver que ϕF é completamente positiva. Note
que ‖ϕF(a)‖ = ‖V ∗Fϕ(a)VF‖ ≤ ‖ϕ‖‖a‖. Assim ‖ϕF‖ ≤ ‖ϕ‖. Para
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cada F, existe nF ∈ N tal que B(F) ∼= MnF(C). Existe portanto, pelo
Teorema 2.3, o Teorema de Krein, ϕ˜F : A → B(F) completamente
positiva estendendo ϕF e ‖ϕ˜F‖ = ‖ϕF‖ ≤ ‖ϕ‖. Para cada F, podemos
escrever H = F ⊕ F⊥. Defina ψF : A → B(H) por ψF(a)(f + f⊥) =
ϕ˜F(a)(f). Note que ‖f+f⊥‖2 = ‖f‖2+‖f⊥‖2 e assim ‖f‖ ≤ ‖f+f⊥‖.
Portanto
‖ψF(a)(f + f⊥)‖ = ‖ϕ˜F(a)(f)‖ ≤ ‖ϕ˜F(a)‖‖f‖ ≤ ‖ϕ˜F(a)‖‖f + f⊥‖
e ‖ψF(a)‖ ≤ ‖ϕ˜F(a)‖ ≤ ‖ϕ˜F‖‖a‖, ou seja, ‖ψF‖ ≤ ‖ϕ˜F‖ = ‖ϕF‖ ≤
‖ϕ‖. Observe que tal aplicação é completamente positiva pois se [aij ] ∈
Mn(A) é positivo e ξ = (ξ1, . . . , ξn) ∈ Hn é vetor qualquer com ξi =
fi + f
⊥
i , então
〈ψ(n)F [aij ]ξ, ξ〉 =
= 〈[ψF(aij)](ξ1, . . . , ξn), (ξ1, . . . , ξn)〉
= 〈[ϕ˜F(aij)](f1, . . . , fn), (f1 + f⊥1 , . . . , fn + f⊥n )〉
= 〈[ϕ˜F(aij)](f1, . . . , fn), (f1, . . . , fn)〉+
+ 〈[ϕ˜F(aij)](f1, . . . , fn), (f⊥1 , . . . , f⊥n )〉
= 〈[ϕ˜F(aij)](f1, . . . , fn), (f1, . . . , fn)〉 ≥ 0,
já que ϕ˜F é completamente positivo.
Considere agora o conjunto dirigido {F; F ⊆ H} tal que F tem
dimensão finita e F1 ≤ F2 se, e somente se, F1 ⊆ F2. Então a rede
(ψF)F está contida em CP‖ϕ‖(A,H) ⊆ B(A,B(H)) que é compacto
na topologia BW . Portanto, existe uma subrede de (ψF)F, a saber
(ψFµ)µ ⊆ CP‖ϕ‖(A,H), que converge ∗-fracamente, ou seja, converge
na topologia BW para uma operador completamente positivo ψ : A→
B(H). Vamos mostrar que ψ estende ϕ. Sejam a ∈ S e x, y ∈ H. Seja
F = span{x, y}. Seja F1 ≥ F, ou seja, F ⊆ F1. Então
〈ϕ˜F1(a)(x), y〉 = 〈ϕF1(a)(x), (y)〉 = 〈V ∗F1ϕ(a)VF1(x), y〉 = 〈ϕ(a)x, y〉.
Então 〈ϕ(a)x, y〉 = 〈ϕ˜F1(a)(x), y〉 para todo F1 ≥ F. Seja µ0 tal que
Fµ0 ≥ F. Se µ ≥ µ0 tem-se que Fµ ≥ Fµ0 ≥ F e assim
〈ϕ(a)x, y〉 = 〈ϕ˜Fµ(a)(x), y〉 = 〈ψFµ(a)(x), y〉 → 〈ψ(a)(x), y〉,
pelo Lema 2.12. Portanto ψ estende ϕ como queríamos. Pela Observa-
ção 2.16, temos que ‖ψ‖ ≤ ‖ϕ‖. Daí ‖ψ‖ = ‖ϕ‖ pois ψ é uma extensão
de ϕ. 
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2.5 Teorema da extensão de Wittstock
Objetivamos, agora, demonstrar um teorema de extensão ainda
mais geral que os vistos anteriormente. Até aqui o domínio de nossa
aplicação ϕ era um sistema de operadores. Agora, ao invés de conside-
rarmos uma aplicação completamente positiva ϕ : S→ B(H), tomare-
mos uma aplicação completamente limitada ϕ : M→ B(H), em que M
é um espaço de operadores. Lembre-se que um espaço de operadores de
uma C∗-álgebra é simplesmente um subespaço vetorial da mesma, e que
ϕ, sendo completamente limitada, implica que ‖ϕ‖cb := supn∈N ‖ϕ(n)‖
é finito. Começamos exibindo o ∗-isomorfismo canônico shue que
será extremamente útil na demonstração do Teorema de Wittstock.
2.6 ∗-Isomorfismo canônico Shue
Seja A ∈Mm(Mn(A)). Escreva A = [Aij ]mi,j=1 em que Aij ∈Mn(A).
Então podemos escrever Aij = [aijkl]nk,l=1, em que aijkl ∈ A, e assim
temos
A =
[
[aijkl]
n
k,l
]m
i,j
.
Considere a aplicação
T : Mm(Mn(A)) −→ Mn(Mm(A))[
[aijkl]
n
k,l=1
]m
i,j=1
7−→
[
[aijkl]
m
i,j=1
]n
k,l=1
.
é fácil notar T é uma aplicação linear e inversível. Além disso tem-se
que T preserva adjunto pois para todo A ∈Mm(Mn(A)) temos
T (A∗) = T
([
[aijkl]
n
k,l=1
]m
i,j=1
∗)
= T
([
[ajikl]
n
k,l=1
∗
]m
i,j=1
)
= T
([
[ajilk
∗]nk,l=1
]m
i,j=1
)
=
[
[ajilk
∗]mi,j=1
]n
k,l=1
= T (A)∗,
e para mostrar que T preserva produto, sejam A =
[
[aijkl]
n
kl
]m
ij
e B =[
[bijkl]
n
kl
]m
ij
pertencentes a Mm(Mn(A)). Note que
T (AB) = T
[ m∑
r=1
[airkl]
n
k,l=1[brjkl]
n
k,l=1
]m
i,j=1

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=m∑
r=1
T
([
[airkl]
n
k,l=1[brjkl]
n
k,l=1
]m
i,j=1
)
=
m∑
r=1
T
[ n∑
s=1
airksbrjsl
]n
k,l=1
m
i,j=1

=
m∑
r=1
n∑
s=1
T
([
[airksbrjsl]
n
k,l=1
]m
i,j=1
)
=
m∑
r=1
n∑
s=1
[
[airksbrjsl]
m
i,j=1
]n
k,l
=
n∑
s=1
[ m∑
r=1
airksbrjsl
]m
ij
n
kl
=
n∑
s=1
[
[aijks]
m
ij [bijsl]
m
ij
]n
kl
=
[
n∑
s=1
[aijks]
m
ij [bijsl]
m
ij
]n
kl
=
[
[aijkl]
m
ij
]n
kl
[
[bijkl]
n
ij
]n
kl
= T (A)T (B).
Portanto T é um ∗-isomorfismo entre C∗-álgebras, e consequentemente
preserva norma e positividade. Isso segue do seguinte teorema cuja
demonstração se encontra em (Murphy, Teorema 3.1.5): Sejam A,B
C∗-álgebras, e ϕ : A→ B um ∗-homomorfismo. Então ϕ é injetivo se,
e somente se, ϕ é isométrico.
Definição 2.20 Dados m,n ∈ N e uma C∗-álgebra A, definimos o
∗-isomorfismo canônico shue por
T : Mm(Mn(A)) −→ Mn(Mm(A))[
[aijkl]
n
k,l=1
]m
i,j=1
7−→
[
[aijkl]
m
i,j=1
]n
k,l=1
.
2.7 Teorema de Wittstock
Lema 2.21 Sejam A, B C∗-álgebras com unidade 1, e sejam M um
espaço de operadores em A e ϕ : M→ B linear. Defina um sistema de
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operadores
SM =
{[
λ1 a
b∗ µ1
]
; λ, µ ∈ C, a, b ∈M
}
⊆M2(A),
e seja Φ : SM →M2(B) definido da seguinte forma
Φ
([
λ1 a
b∗ µ1
])
=
[
λ1 ϕ(a)
ϕ(b)∗ µ1
]
.
Se ϕ : M → B é completamente contrativa, ou seja, ϕ(n) é contrativa
para todo n natural, então Φ é completamente positiva.
Demonstração. Seja m ∈ N. Considere [Sij ]mi,j=1 ∈ Mm(SM) ⊆
Mm(M2(A)). Para cada par i, j ∈ {1, 2 . . . ,m}, denote
Sij =
[
λij aij
b∗ij µij
]
∈ SM.
Podemos escrever
[Sij ]
m
i,j=1 =
[
[aijkl]
2
k,l=1]
]m
i,j=1
em que Sij = [aijkl]2k,l=1 e assim aij11 = λij , aij12 = aij , aij21 = b
∗
ij e
aij22 = µij . Portanto
T ([Sij ]
m
i,j) = T
([
[aijkl]
2
k,l=1]
]m
i,j=1
)
=
[
[aijkl]
m
i,j=1]
]2
k,l=1
=
 [aij11]mi,j=1 [aij12]mi,j=1
[aij21]
m
i,j=1 [aij22]
m
i,j=1
 =
 [λij ]mi,j=1 [aij ]mi,j=1
[b∗ij ]
m
i,j=1 [µij ]
m
i,j=1
 . (2.1)
Observe também que
Φ(m)([Sij ]
m
i,j=1) = [Φ(Sij)]
m
i,j=1 =
[[
λij ϕ(aij)
ϕ(bij)
∗ µij
]]m
i,j
.
e procedendo como antes temos
T (Φ(m)[Sij ]) =
 [λij ]mi,j=1 [ϕ(aij)]mi,j=1
[ϕ(bij)
∗]mi,j=1 [µij ]
m
i,j=1
 . (2.2)
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Para mostrar que Φ é completamente positivo basta supor que para
cada m ∈ N, 2.1 é positivo, e mostrar que 2.2 é positivo. Denotando
A = [aij ], B = [bji], H = [λij ], K = [µij ], então A = B pois a matriz
2.1, sendo positiva, é autoadjunta, e pela Proposição 1.3 temos que
H,K são positivos. Seja ε > 0 e considere os seguintes operadores
Hε = H + εI e Kε = K+ εI. Considere o polinômio p(x) = x+ ε. Seja
λ ∈ σ(H). Então p(λ) = λ + ε > 0. Pelo Teorema do Mapeamento
Espectral, veja (Murphy, Teorema 2.1.14), sabemos que σ(Hε) = σ(H+
εI) = σ(p(H)) = p(σ(H)) ⊂ R+. Como 0 /∈ σ(Hε) segue que Hε é
invertível. Analogamente, Kε é invertível. Pelo Teorema de Gelfand-
Naimark, a raíz quadrada de tais operadores ainda é invertível. Note
que [
Hε A
A∗ Kε
]
=
[
H A
A∗ K
]
+
[
εI 0
0 εI
]
≥ 0,
e [
I H
−1/2
ε AK
−1/2
ε
K
−1/2
ε A∗K
−1/2
ε I
]
=
[
H
−1/2
ε 0
0 K
−1/2
ε
] [
Hε A
A∗ Kε
] [
H
−1/2
ε 0
0 K
−1/2
ε
]
≥ 0,
e assim ‖H−1/2ε AK−1/2ε ‖ ≤ 1 pela Proposição 1.5. Agora, não é difícil
mostrar que se R,S são matrizes complexas de ordem n e C ∈Mn(A),
então ϕ(n)(RCS) = Rϕ(n)(C)S. Usando esse fato e denotando X =
ϕ(m)(H
−1/2
ε AK
−1/2
ε ), temos[
Hε ϕ
(m)(A)
(ϕ(m)(A))∗ Kε
]
=
[
H
1/2
ε 0
0 K
1/2
ε
] [
I X
X∗ I
] [
H
1/2
ε 0
0 K
1/2
ε
]
.
Haja vista que ϕ é completamente contrativa, temos portanto que
‖ϕ(m)(H−1/2ε AK−1/2ε )‖ ≤ 1, e novamente pelo Proposição 1.5, a matriz[
I X
X∗ I
]
é positiva e assim a matriz[
Hε ϕ
(m)(A)
(ϕ(m)(A))∗ Kε
]
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é positiva para todo ε > 0. Podemos portanto tomar uma sequência
de elementos positivos que converge à 2.2, e como numa C∗-álgebra o
conjunto dos elementos positivos é fechado, segue que 2.2 é positivo
como queríamos. 
Teorema 2.22 (Teorema de Wittstock) Sejam A uma C∗-álgebra com
unidade, M um espaço de operadores de A e ϕ : M → B(H) comple-
tamente limitada. Então existe uma extensão completamente limitada
ψ : A→ B(H) de ϕ tal que ‖ϕ‖cb = ‖ψ‖cb.
Demonstração. Suponha inicialmente que ‖ϕ‖cb = 1. Sejam SM e
Φ : SM → M2(B(H)) como no lema anterior. Como ‖ϕ‖cb = 1, então
ϕ é completamente contrativa e pelo mesmo lema Φ é completamente
positiva. Note que M2(B(H)) = B(H2) e pelo Teorema de Extensão
de Arveson tem-se que existe uma extensão completamente positiva
Ψ : M2(A) → M2(B(H)) de Φ. Defina ψ : A → B(H) da seguinte
forma
Ψ
([
0 a
0 0
])
=
[ ∗ ψ(a)
∗ ∗
]
.
Se a ∈M, então ψ estende ϕ pois[ ∗ ψ(a)
∗ ∗
]
= Ψ
([
0 a
0 0
])
= Φ
([
0 a
0 0
])
=
[
0 ϕ(a)
0 0
]
.
Vamos mostrar que ψ é completamente contrativa. Fixe n ∈ N e seja
A = [aij ] ∈Mn(A). Note que
Ψ(n)
([[
0 aij
0 0
]]n
i,j
)
=
[
Ψ
([
0 aij
0 0
])]n
i,j
=
[[ ∗ ψ(aij)
∗ ∗
]]n
i,j
,
e analogamente como vimos na demonstração do lema anterior temos
T
([[ ∗ ψ(aij)
∗ ∗
]]n
i,j
)
=
[ ∗ ψ(n)(A)
∗ ∗
]
.
Como Ψ é completamente positivo e unital segue que Ψ(n) é também
completamente positivo e unital. Assim, pela Proposição 1.25, Ψ(n) é
contrativa. Logo
‖ψ(n)(A)‖ ≤
∥∥∥∥[ ∗ ψ(n)(A)∗ ∗
]∥∥∥∥ =
∥∥∥∥∥T
([[ ∗ ψ(aij)
∗ ∗
]]n
i,j
)∥∥∥∥∥
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=∥∥∥∥∥
[[ ∗ ψ(aij)
∗ ∗
]]n
i,j
∥∥∥∥∥ =
∥∥∥∥∥Ψ(n)
([[
0 aij
0 0
]]n
i,j
)∥∥∥∥∥
≤
∥∥∥∥∥
[[
0 aij
0 0
]]n
i,j
∥∥∥∥∥ =
∥∥∥∥∥T
([[
0 aij
0 0
]]n
i,j
)∥∥∥∥∥ .
Portanto
‖ψ(n)(A)‖ ≤
∥∥∥∥∥T
([[
0 aij
0 0
]]n
i,j
)∥∥∥∥∥ =
∥∥∥∥[ 0 A0 0
]∥∥∥∥ = ‖A‖.
Isso quer dizer que ‖ψ(n)‖ ≤ 1 para todo n natural. Devemos ter
portanto ‖ψ‖cb ≤ 1 e como ψ é uma extensão de ϕ, ‖ψ‖cb = 1.
Considere agora ϕ : M → B(H) completamente limitado e não
nulo. Seja ψ : M → B(H) definido por ψ(a) = ϕ(a)‖ϕ‖cb . Evidente-
mente ψ é completamente limitado e ‖ψ‖cb = 1. Então existe uma
aplicação completamente limitada ψ˜ : A → B(H) tal que ψ˜|M = ψ
e ‖ψ˜‖cb = ‖ψ‖cb = 1. Note que a aplicação ϕ˜ : A → B(H) definida
por ϕ˜(a) = ‖ϕ‖cbψ˜(a) é tal que ‖ϕ˜‖cb = ‖ϕ‖cb, ϕ˜|M = ϕ, e é clara-
mente completamente positiva pois ψ˜ é completamente positiva., como
queríamos. 
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Capítulo 3
Teorema de Choi-Effros
Na construção GNS, consideramos uma C∗-álgebra unital e a en-
xergamos como uma C∗-subálgebra de um espaço de operadores em
um determinado espaço de Hilbert. Quando assim o fazemos, mui-
tas propriedades relacionadas a ela são mais facilmente demonstradas.
Um exemplo é quando a quocientamos por um ideal bilateral, e por
meio da construção GNS podemos perceber que o resultado é uma
C∗-subálgebra de um espaço de operadores. Nesse capítulo queremos
definir os espaços ∗-vetoriais e enxergá-los como sistemas de operadores
em uma determinada C∗-álgebra cuja construção é feita no transcorrer
da demonstração do Teorema de Choi-Effros.
Definição 3.1 Um espaço ∗-vetorial é um par (S, ∗), em que S é um
espaço vetorial complexo e ∗ : S → S é uma aplicação involutiva e
conjugado-linear, isto é, (x∗)∗ = x e (x + λy)∗ = x∗ + λy∗, quaisquer
que sejam x, y ∈ S e λ ∈ C.
Definição 3.2 Dado um espaço ∗-vetorial S, dizemos que um elemento
de x ∈ S é autoadjunto se x∗ = x. Os conjunto formado pelos elementos
autoadjuntos de S será denotado por Sh = {x ∈ S; x∗ = x}.
Podemos observar que para cada elemento x ∈ S existem y, z ∈ Sh
tais que x = y + iz, em que y = (x+ x∗)/2 e z = (x− x∗)/2i.
Definição 3.3 Um subconjunto C de Sh é chamado cone de S se 0 ∈ C,
se para qualquer λ número real estritamente positivo tem-se que λx ∈ C
para todo x ∈ C e dados se x, y ∈ C tem-se que x+ y ∈ C. Quando S
possui um cone C, então escrevemos S = (S, C) que representa o espaço
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S munido com o cone C. Diremos que (S, C) é um espaço ∗-vetorial
ordenado.
Definição 3.4 Uma unidade de ordem e em (S, C) é um elemento de
Sh tal que para todo x ∈ Sh existe um número real estritamente positivo
r tal que re+ x ∈ C. A unidade de ordem e é chamada de unidade de
ordem arquimediana quando para qualquer x ∈ Sh, se re+ x ∈ C para
todo número real r estritamente positivo, então x ∈ C.
Vamos agora listar três observações simples, porém importantes, a
respeito de e, uma unidade em (S, C).
Observação 3.5 Como e ∈ Sh então existe um número real positivo r
tal que re+ e ∈ C. Como C é cone em S temos que
e =
1 + r
1 + r
· e = 1
1 + r
· (re+ e) ∈ C.
Observação 3.6 Note que se s ≥ r > 0 e re + x ∈ C então se + x =
se+ re− re+ x = (s− r)e+ re+ x ∈ C, pois C é cone.
Observação 3.7 Se x ∈ Sh então existe um número real positivo r tal
que re+x ∈ C. Como −x ∈ Sh existe s positivo tal que se−x ∈ C. Seja
t = max{r, s}. Logo te+x, te−x ∈ C e como x = (te+x)/2−(te−x)/2,
tem-que Sh = C − C.
Note que, para um espaço ∗-vetorial S e n ∈ N, podemos tornar
Mn(S) um espaço ∗-vetorial. Para isso basta definir uma nova aplicação
∗ : Mn(S)→Mn(S) nesse espaço de matrizes, por [xij ]∗ij := [x∗ji]ij , para
cada matriz [xij ] em Mn(S).
Para cada A = [aij ] ∈ Mm×n(C) e X = [xij ] ∈ Mn×k(S) definimos
o produto a esquerda de X de forma usual
A.X =
[
n∑
l=1
ailxlj
]
ij
∈Mm×k(S),
e similarmente o definimos o produto a direita de X.
Definição 3.8 Um espaço ∗-vetorial é dito matricialmente ordenado
quando
i) Para todo número natural n existe um cone Cn em Mn(S)h;
ii) Para todo número natural n tem-se Cn ∩ −Cn = {0};
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iii) Quaisquer que sejam m e n números naturais e A ∈ Mn×m(C)
tem-se A∗CnA ⊆ Cm.
Muitas das terminologias que usamos quando estudamos sistema
de operadores serão usadas no contexto dos espaços ∗-vetoriais. Por
exemplo, se S1 e S2 são espaços ∗-vetoriais e se, para cada n ∈ N,
tem-se que C1n e C
2
n são cones de Mn(S1) e Mn(S2), respectivamente,
então ϕ : S1 → S2 é uma aplicação completamente positiva se para
cada [xij ] ∈ C1n tem-se [ϕ(xij)] ∈ C2n.
Quando ϕ : S1 → S2 é completamente positivo e invertível e sua
inversa for também completamente positiva, dizemos que ϕ é um iso-
morfismo de ordem completo.
Observação 3.9 Vamos considerar, a partir de agora, o produto ten-
sorial algébrico S  Mn(C) = Mn(S), entre espaços vetoriais. Uma
demonstração para essa igualdade encontra-se na primeira parte do
último exemplo do Apêndice-A, trocando A por S.
Daqui em diante, In ∈Mn(C) é a matriz identidade.
Definição 3.10 Em um espaço ∗-vetorial matricialmente ordenado S,
um elemento e ∈ Sh é chamado unidade de ordem matricial se para
todo n número natural, tem-se que a matriz e⊗ In é unidade de ordem
em (Mn(S), Cn). É chamado de unidade de ordem matricial arqui-
mediana se, para todo n ∈ N, e ⊗ In for unidade arquimediana em
(Mn(S), Cn).
Se S é um espaço ∗-vetorial, então considere uma aplicação linear
ϕ : S→Mn(C). Defina o funcional linear sϕ : Mn(S)→ C por
sϕ([xij ]) =
n∑
i=1
n∑
j=1
〈ϕ(xij)ej , ei〉,
tal como fizemos no início do capítulo anterior, porém omitimos agora
o termo 1n . Se s : Mn(S) → C é um funcional linear, definimos a
aplicação linear ϕs : S→Mn(C) por
ϕs(x) = [s(x⊗ Eij)]ij ,
em que {Eij}ni,j=1 é a base canônica de Mn(C), e x ∈ S. Vimos no
capítulo anterior que tais operações são mutuamente inversas, ou seja,
ϕsϕ = ϕ e sϕs = s (Observe que a demonstração desse fato depende
apenas da estrutura vetorial de S)
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Proposição 3.11 Sejam S um espaço ∗-vetorial ordenado matricial-
mente, s : Mn(S)→ C um funcional linear e ϕ = ϕs. Então as seguin-
tes afirmações são equivalentes:
i) s(Cn) ≥ 0 ;
ii) ϕ é n-positiva;
iii) ϕ é completamente positiva.
Demonstração. Suponha que s(Cn) ≥ 0. Considere vetores b =
(b1, . . . , bn) e a = (a1, . . . , an) em Cn . Então para todo x ∈ S temos
〈ϕ(x)b, a〉 = 〈[s(x⊗ Eij)]b, a〉 =
=
〈(
n∑
i=1
s(x⊗ E1i)bi, . . . ,
n∑
i=1
s(x⊗ Eni)bi
)
, (a1, . . . , an)
〉
=
n∑
j=1
(
aj
n∑
i=1
s(x⊗ Eji)bi
)
=
n∑
j=1
n∑
i=1
s(aj(x⊗ Eji)bi)
= s([aixbj ]ij) = s(a
∗xb).
Sejam [xij ] ∈ Cm e v1, . . . , vm ∈ Cn. Denote v = (v1, v2, . . . , vm) ∈
Cnm. Então
〈[ϕ(xij)]mi,j=1v, v〉 =
m∑
i=1
m∑
j=1
〈ϕ(xij)vj , vi〉 =
m∑
i=1
m∑
j=1
s(v∗i xijvj) =
= s
 m∑
i=1
m∑
j=1
v∗i xijvj
 = s(v∗[xij ]v) =
= s

 v
1
1 . . . v
1
m
...
. . .
...
vn1 . . . v
n
m
 [xij ]
 v
1
1 . . . v
n
1
...
. . .
...
v1m . . . v
n
m


que é positivo por hipótese, usando também a terceira parte da Defini-
ção 3.8. Temos, portanto, que a matriz [ϕ(xij)]mij é positiva. Como isso
vale para cada m número natural, então ϕ é completamente positiva.
As outras implicações são análogas àquelas registradas no Lema 2.2.

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Proposição 3.12 Sejam S um espaço ∗-vetorial ordenado matricial-
mente, e ∈ S unidade de ordem matricial arquimediana e X ∈ Mn(S).
Então
‖X‖n = inf
{
r;
[
r. e⊗ In X
X∗ r. e⊗ In
]
∈ C2n
}
é uma norma sobre Mn(S) e Cn é um suconjunto fechado de Mn(S)
na topologia induzida pela norma ‖.‖n.
Demonstração. Faremos o caso n = 1 e perceba que os outros casos
são absolutamente análogos. Vamos mostrar inicialmente que ‖.‖1 é
norma sobre S. A seguir fazemos as afirmações do que queremos pro-
var e em seguida a demonstração.
Afirmação 1 : ‖x‖1 ≥ 0,∀x ∈ S.
Sejam x ∈ S e r um número real tais que
r
[
e 0
0 e
]
+
[
0 x
x∗ 0
]
=
[
re x
x∗ re
]
∈ C2.
Note que tal r existe pois e ∈ S é unidade de ordem matricial, e,
portanto, a matriz e⊗ In é unidade de ordem em M2(S).
Considere a matriz A =
[
1 0
0 −1
]
∈M2(C). Então
[
re −x
−x∗ re
]
= A∗
[
re x
x∗ re
]
A ∈ C2.
Portanto[
re x
x∗ re
]
+
[
re −x
−x∗ re
]
= 2r
[
e 0
0 e
]
= 2r(e⊗ I2) ∈ C2.
Suponha por contradição, que r seja estritamente negativo. Então a
matriz −2r
[
e 0
0 e
]
= −2r(e ⊗ I2) ∈ C2, pois C2 é cone. Mas pelo
segundo item da Definição 3.8 devemos ter C2 ∩ −C2 = {0}. Como
2r(e⊗ I2),−2r(e⊗ I2) ∈ C2 então r = 0, que é um absurdo. Portanto
r ≥ 0 e assim ‖x‖1 ≥ 0 para todo x ∈ S.
Afirmação 2 : ‖x‖1 = 0 se, e somente se, x = 0
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Suponha que ‖x‖1 = 0. Seja ε > 0. Então existe um número real
r tal que 0 < r < ε e
[
re x
x∗ re
]
∈ C2. Da Observação 3.6 temos
que
[
εe x
x∗ εe
]
∈ C2 para todo ε > 0.
Sejam λ ∈ C e ε > 0. Então
[1, λ]
[
εe x
x∗ εe
] [
1
λ
]
= ε(1 + |λ|2)e+ λx+ (λx)∗ ∈ C1,∀ε > 0.
Como e é arquimediano, segue que λx+ (λx)∗ ∈ C1, para todo λ ∈ C.
Escolhendo λ = 1 e depois λ = −1 temos x+ x∗ ∈ C1 e −x− x∗ ∈ C1.
Assim x + x∗ = 0. Escolhendo λ = i e λ = −i obtemos x − x∗ = 0.
Portanto x = 0.
Suponha agora que x = 0. Queremos determinar
‖x‖1 = inf{r; r(e⊗ I2) ∈ C2}.
Note que 0(e⊗ In) ∈ C2. Suponha que exista r < 0 tal que r(e⊗ In) ∈
C2. Cono −r > 0 e e ⊗ In ∈ C2, segue que −re ⊗ In ∈ C2. E como
C2 ∩ −C2 = {0}, devemos ter r = 0, um absurdo. Logo ‖x‖1 = 0.
Afirmação 3 : ‖λx‖ = |λ|‖x‖, ∀λ ∈ C, ∀x ∈ S.
Sejam x ∈ S e 0 6= λ ∈ C. Suponha que ‖λx‖ < |λ|‖x‖. Da
definição de ínfimo de um conjunto, existe um número real r tal que
r < |λ|‖x‖ − ‖λx‖ + ‖λx‖ = |λ|‖x‖ e
[
re λx
λx∗ re
]
∈ C2. Note que[
0 1
|λ|/λ 0
] [
re λx
λx∗ re
] [
0 |λ|/λ
1 0
]
=
[
re |λ|x∗
|λ|x re
]
∈ C2 e
conforme já vimos antes também temos que
[
re |λ|x
|λ|x∗ re
]
∈ C2.
Portanto |λ|
[
1
|λ|re x
x∗ 1|λ|re
]
∈ C2 e assim
[
1
|λ|re x
x∗ 1|λ|re
]
∈ C2, o
que é um absurdo pois r|λ| < ‖x‖. Logo ‖λx‖ ≥ |λ|‖x‖.
Suponha que ‖λx‖ > |λ|‖x‖. Então existe um número real r tal que
r < (‖λx‖|λ| −‖x‖) + ‖x‖ = ‖λx‖|λ| tal que
[
re x
x∗ re
]
∈ C2. Sejam α, β ∈
C. Note que
[
0 β
α 0
] [
re x
x∗ re
] [
0 α
β 0
]
=
[ |β|2re αβx∗
αβx |α|2re
]
∈
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C2. Queremos chegar a uma contradição mostrando que existem α, β ∈
C tais que
[ |λ|re λx
λx∗ |λ|re
]
=
[ |β|2re αβx
αβx∗ |α|2re
]
, pois contradiz com
|λ|r < ‖λx‖. Queremos encontrar α, β tais que αβ = λ e |α|2 =
|β|2 = |λ|. Escreva λ na sua forma trigonomérica, ou seja, λ =
|λ|(cos θ + i sin θ). Seja β = √|λ|(cos(θ/2) + i
mthrmsen(θ/2)) uma das duas raízes quadradas de λ e seja α = β. En-
tão βα = λ. Como isso gera um absurdo, devemos ter ‖λx‖ ≤ |λ|‖x‖.
Afirmação 4 : ‖x+ y‖ ≤ ‖x‖+ ‖y‖, ∀x, y ∈ S
Suponha que existam x, y ∈ S tais que ‖x + y‖ > ‖x‖ + ‖y‖.
Portanto, da definição de ‖y‖, existe um número real r tal que r <
‖y‖ + (‖x + y‖ − ‖x‖ − ‖y‖) = ‖x + y‖ − ‖x‖ e
[
re y
y∗ re
]
∈ C2.
Como r + ‖x‖ < ‖x + y‖ então existe um número real s tal que
s < ‖x‖ + (‖x + y‖ − r − ‖x‖) = ‖x + y‖ − r e
[
se x
x∗ se
]
∈ C2.
Observe que
[
(s+ r)e x+ y
x∗ + y∗ (s+ r)e
]
=
[
se x
x∗ se
]
+
[
re y
y∗ re
]
∈ C2,
no entanto s+ r < ‖x+ y‖, um absurdo. Logo para quaisquer x, y ∈ S
temos que ‖x+ y‖ ≤ ‖x‖+ ‖y‖.
Afirmação 5: ‖x∗‖ = ‖x‖
Suponha por contradição que ‖x‖ < ‖x∗‖. Então existe um número
real r tal que r < (‖x∗‖− ‖x‖) + ‖x‖ = ‖x∗‖ e
[
re x
x∗ re
]
∈ C2. Note
que [
0 −1
1 0
] [
re x
x∗ re
] [
0 1
−1 0
]
=
[
re −x∗
−x re
]
∈ C2
Além disso temos
[
1 0
0 −1
] [
re −x∗
−x re
] [
1 0
0 −1
]
=
[
re x∗
x re
]
∈ C2.
Isso significa afirmar que ‖x∗‖ ≤ r < ‖x∗‖, um absurdo. Logo devemos
ter ‖x∗‖ ≤ ‖x‖ para todo x ∈ S. Assim ‖x‖ = ‖(x∗)∗‖ ≤ ‖x∗‖. Segue
que ‖x‖ = ‖x∗‖ para todo x ∈ S.
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Afirmação 6: C1 é fechado na topologia induzida pela norma ‖.‖1.
Vamos mostrar que C1 é fechado na norma ‖.‖1. Seja (xn) sequência
em C1 convergente a x ∈ S. Como ‖xn−x‖ → 0 então ‖x∗n−x‖ → 0 pois
x∗n = xn para todo n ∈ N. Mas ‖x∗n−x∗‖ = ‖(xn−x)∗‖ = ‖xn−x‖ → 0.
Portanto x = x∗. Seja ε > 0. Existe um número natural k tal que
‖x− xk‖ < ε. Logo [
εe x− xk
x− xk εe
]
∈ C2.
Assim
[1, 1]
[
εe x− xk
x− xk εe
] [
1
1
]
= 2εe+ 2x− 2xk ∈ C1
Como xk ∈ C1 então εe+ x ∈ C1 para todo ε > 0 e como e é arquime-
diano segue que x ∈ C1. 
Corolário 3.13 Seja S é um espaço ∗-vetorial matricialmente orde-
nado com unidade arquimediana e. Dado x ∈ S, então ‖x‖ ≤ 1 se, e
somente se, E =
[
e x
x∗ e
]
∈ C2.
Demonstração. Se a matriz E está em C2, então segue, da defini-
ção que demos para ‖x‖, que ‖x‖ ≤ 1. Suponha que ‖x‖ ≤ 1. Se
‖x‖ < 1 então existe um r ∈ R tal que ‖x‖ < r < 1 e
[
re x
x∗ re
]
∈ C2.
Como 1 > r temos
[
e x
x∗ e
]
∈ C2. Suponha então que ‖x‖ = 1.
Então para todo número natural n existe rn número real tal que rn <
‖x‖ + 1/n = 1 + 1/n tal que
[
rne x
x∗ rne
]
∈ C2. Portanto En =[
(1 + 1/n)e x
x∗ (1 + 1/n)e
]
∈ C2. Note que ‖En−E‖ = 1
n
∥∥∥∥[ e 00 e
]∥∥∥∥,
ou seja, En converge para E e como C2 é fechado segue que E ∈ C2.

Lema 3.14 Sejam (S, C) um espaço ∗-vetorial ordenado matricialmente
com unidade arquimediana, e a /∈ C. Então existe um funcional linear
ϕ : S → C tal que ϕ(p) ≥ 0, para todo p ∈ C, e ϕ(a) /∈ {z = α + iβ ∈
C; α ≥ 0 e β = 0}.
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Demonstração. Vamos demonstrar esse lema em dois casos. Pri-
meiramente suponha que a seja autoadjunto, a = a∗. Como a /∈ C e
como C é fechado, existe uma bola aberta B, centrada em a, tal que
B ∩ C = ∅. Como S é normado então B é um conjunto convexo e
podemos usar o Teorema de Separação de Hahn-Banach, veja (Sunder,
Teorema 1.6.12), existe um funcional linear ψ : S → C e existe um
λ ∈ R tal que Re(ψ(x)) < λ ≤ Re(ψ(p)) para todo x ∈ B e para todo
p ∈ C. Note que λ ≤ 0, pois 0 ∈ C. Defina o funcional ϕ : S → C por
ϕ(a) =
ψ(a) + ψ(a∗)
2
, para todo a ∈ S. é fácil ver que tal funcional
é linear. Note que se p ∈ C temos ϕ(p) = Re(ψ(p)) ≥ λ. Observe
também que ϕ(a) = Re(ψ(a)) < λ ≤ 0, ou seja, ϕ(a) < 0. Então se
λ = 0 o lema está demonstrado. Suponha que λ < 0 e vamos mostrar
que ϕ é positivo. De fato, se existir p ∈ C tal que ϕ(p) < 0, escolha um
número real positivo t tal que t >
λ
ϕ(p)
. Assim Re(ψ(tp)) = ϕ(tp) < λ
o que é um absurdo pois, sendo C um cone, temos tp ∈ C. Fica então
demonstrado que se a é autoadjunto então existe um funcional linear
positivo ϕ : S→ C tal que ϕ(a) < 0.
Vamos agora considerar o caso em que a não é autoadjunto. Escreva
a = Re(a) + iIm(a). Observe que Re(a) e Im(a) são autoadjuntos, e
que Im(a) 6= 0 porque Im(a) = a− a
∗
2i
e a 6= a∗. Note que ψ(a) =
ψ(Re(a)) + iψ(Im(a)) para todo funcional linear ψ : S → C, além
disso se ψ é positivo temos ψ(Re(a)), ψ(Im(a)) ∈ R, pois Re(a), Im(a)
são autoadjuntos. Vamos encontrar um funcional linear positivo ψ
tal que ψ(Im(a)) 6= 0. Para isso suponha primeiro que Im(a) /∈ C.
Conforme vimos anteriormente, existe um funcional linear positivo ψ
tal que ψ(Im(a)) < 0 e a demonstração do lema, nesse caso, está
concluída. Caso Im(a) ∈ C então −Im(a) /∈ C pois C ∩ −C = {0} e
Im(a) 6= 0. Considere um funcional positivo ψ tal que ψ(−Im(a)) < 0.
Então ψ(Im(a)) > 0. Eis nosso ψ. 
Teorema 3.15 (Teorema de Choi-Effros) Sejam S um espaço ∗-vetorial
ordenado matricialmente e e ∈ S unidade de ordem matricial arquime-
diana. Então existem um espaço de Hilbert H, um sistema de operado-
res S˜ ⊆ B(H) e um isomorfismo de ordem completa ϕ : S → S˜ tal que
ϕ(e) = IH.
Demonstração. Considere, para cada n ∈ N, o conjunto Pn das
aplicações completamente positivas ϕ : S → Mn(C) tal que ϕ(e) = In.
Observe que Pn é não vazio, para todo n ∈ N. Considere, para cada
n ∈ N, a C∗-álgebra ⊕ϕMϕn formada pela soma direta de cópias de
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Mn(C), indexada pelo conjunto das aplicações completamente positivas
ϕ : S → Mn(C). Feito isso, considere a C∗-álgebra A = ⊕n(⊕ϕ Mϕn).
Defina a aplicação
J : S −→ A
x 7−→ ⊕n(⊕ϕ ϕ(x)) .
Observe que J está bem definida pois, para cada x ∈ S, existe um
r ∈ R tal que
[
re x
x∗ re
]
∈ C2, já que o elemento e é unidade de ordem
matricial. Assim, para qualquer ϕ ∈ Pn, tem-se que
[
rIn ϕ(x)
ϕ(x)∗ rIn
]
é
positivo em M2(Mn(C)). Daí, ‖ϕ(x)‖ ≤ r pela Proposição 1.5. Temos,
portanto, que para cada x ∈ S existe um r ∈ R tal que ‖J(x)‖ =
sup
n ϕ
‖ϕ(x)‖ ≤ r.
Note que J(S) é uma sistema de operadores pois é um subespaço
vetorial, haja vista que J é uma transformação linear, e possui a uni-
dade da álgebra A, a saber J(e) = ⊕n(⊕ϕ In), e claramente preserva
estrela, pois cada ϕ preserva estrela. Nosso objetivo é mostrar que a
aplicação J : S→ J(S) é o isomorfismo do enunciado do teorema.
Perceba que J é injetiva pois cada aplicação ϕ ∈ Pn é uma isometria
(logo injetiva) pela Proposição 1.29.
Vamos mostrar que J é completamente positivo. Sejam m ∈ N e
[xij ] ∈ Cm. Então J (m)([xij ]) = [J(xij)] = [⊕n ⊕ϕ ϕ(xij)]. Sejam
x1, x2, . . . , xm ∈ A, xi = ⊕n ⊕ϕ Ai, em que i = 1, 2 . . . , n. Note que
m∑
i=1
m∑
j=1
x∗i · ⊕n ⊕ϕ ϕ(xij) · xj =
m∑
i=1
m∑
j=1
(⊕n ⊕ϕ A∗i ) · ⊕n ⊕ϕ ϕ(xij) · (⊕n ⊕ϕ Aj) =
m∑
i=1
m∑
j=1
⊕n ⊕ϕ A∗iϕ(xij)Aj =
⊕n ⊕ϕ
 m∑
i=1
m∑
j=1
A∗iϕ(xij)Aj
 ,
é positivo, devido à Proposição 1.3 e porque cada aplicação ϕ é comple-
tamente positiva. Pela mesma Proposição 1.3, segue que J (m)([xij ]) =
[J(xij)] = [⊕n ⊕ϕ ϕ(xij)] é uma matriz positiva para todo m ∈ N.
Assim, J é completamente positivo.
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Para mostrar que a inversa de J é completamente positiva preci-
samos provar que se [J(xij)]mij é positivo então [xij ]
m
ij também o é. E
para mostrar isso, usamos a contrapositiva dessa afirmação, ou seja,
supomos que exista n ∈ N tal que [xij ]nij=1 não é positivo, e pre-
cisamos mostrar que existem k ∈ N e ϕ ∈ Pk tais que [ϕ(xij)]nij=1
não é positivo. Segue do lema anterior que existe um funcional linear
s : Mn(S)→ C tal que s(Cn) ≥ 0 e s([xij ]) não é número real positivo.
Seja ϕs : S→Mn(C), tal como vimos no início do capítulo anterior te-
mos 〈[ϕ(xij)]f, f〉 = s([xij ]), em que f = (e1, e2, . . . , en) ∈ Cn
2
, donde
{ei}ni=1 é base canônica de Cn. Portanto [ϕ(xij)] não é positivo. Ob-
serve que ϕs é completamente positivo pela Proposição 3.11.
Seja ϕ(e) = P positivo em Mn(C). Suponha que P seja invertível.
Escreva P = A∗A. Então (A−1)∗PA−1 = (A∗)−1PA−1 = In. Defina
a aplicação completamente positiva ψ(x) = (A−1)∗ϕ(x)A−1 e note que
ϕ(e) = In. Note que
〈[ψ(xij)](Aei)ni=1, (Aei)ni=1〉 =
n∑
i=1
n∑
j=1
〈ψ(xij)Aej , Aei〉 =
n∑
i=1
n∑
j=1
〈ϕ(xij)ej , ei〉 = s([xij ])  0.
Suponha agora que P é não-invertível e considere a dim(ker(P )⊥) =
k < n. Assim dim(ker(P )) = n− k. Considere a projeção Q ∈ Mn(C)
sobre ker(P )⊥. Afirmamos que existem matrizes A ∈ Mn×k(C) e D ∈
Mk×n(C) tais que A∗PA = Ik e AD = Q. De fato, considere uma
base de autovetores ortonormais para P . Tal base possui n− k vetores
de ker(P ) e, como os vetores são ortonormais, segue que os outros k
vetores restantes estão em ker(P )⊥. Ordene essa base de forma que
podemos escrever a matriz de P com relação a essa base na forma[
L 0
0 0
]
em que L é a matriz diagonal formada pelos autovalores não
nulos. Evidentemente temos L invertível e positiva em Mk(C). Assim
existe C ∈ Mk(C) tal que C∗LC = Ik. Seja B∗ = [C∗ 0] ∈ Mn×k(C).
Note que B∗
[
L 0
0 0
]
B = Ik e que B[C−1 0] =
[
Ik 0
0 0
]
. Lembre
do curso de álgebra linear que podemos escrever
[
L 0
0 0
]
= R∗PR
em que R invertível, R∗ = R−1, e R é a matriz de mudança de base,
da base canônica para a base mencionada anteriormente. Portanto
(RB)∗P (RB) = Ik, e denotamos A = RB ∈ Mn×k(C). Analogamente
R∗QR =
[
Ik 0
0 0
]
= B[C−1 0] e assim Q = (RB)[C−1 0]R−1. Fica
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demonstrado que se P não é invertível então existem matrizes A ∈
Mn×k(C) e D ∈Mk×n(C) tais que A∗PA = Ik e AD = Q.
Seja x ∈ S com ‖x‖ ≤ 1. Então
[
e x
x∗ e
]
∈ C2 e consequente-
mente
[
P ϕ(x)
ϕ(x)∗ P
]
é positivo emM2(Mn(C)). Portanto ϕ(x)∗ϕ(x) ≤
‖P‖P , e para todo η ∈ Cn temos 〈ϕ(x)∗ϕ(x)η, η〉 ≤ 〈‖P‖Pη, η〉. Logo,
se Pη = 0 então ϕ(x)η = 0 para todo x ∈ S. Mostremos agora
que Qϕ(x)Q = ϕ(x), qualquer que seja x ∈ S. De fato, se ξ + η ∈
ker(P )⊥ ⊕ kerP = Cn então Qϕ(x)Q(ξ + η) = Qϕ(x)ξ. Note também
que ϕ(x)(ξ+η) = ϕ(x)ξ já que η ∈ ker(P ). Para mostrar o que deseja-
mos, resta provar que ϕ(x)ξ ∈ ker(P )⊥. Seja η ∈ ker(P ). Suponha que
x é autoadjunto. Note que 〈ϕ(x)ξ, η〉 = 〈ξ, ϕ(x)∗η〉 = 〈ξ, ϕ(x∗)η〉 =
〈ξ, ϕ(x)η〉 = 0. No caso em que x não é autoadjunto, basta escrever
x = Re(x) + iIm(x) para concluir o mesmo. Portanto Qϕ(x)Q = ϕ(x)
para todo x ∈ S.
Com isso em mãos, definimos uma aplicação completamente positiva
ψ : S→Mk(C) por ψ(x) = A∗ϕ(x)A. Note que ψ(e) = Ik. Concluimos
observando que [ψ(xij ]  0 pois
n∑
i=1
n∑
j=1
〈ψ(xij)Dej , Dei〉 =
n∑
i=1
n∑
j=1
〈ϕ(xij)Qej , Qei〉
=
n∑
i=1
n∑
j=1
〈ϕ(xij)ej , ei〉 = s([xij ])  0. 
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Capítulo 4
Apêndice A - Produto
tensorial algébrico
4.1 Definição e unicidade
Definição 4.1 Um produto tensorial entre dois espaços vetoriais E e
F é um par (pi, T ) tal que T é um espaço vetorial, pi : E×F → T é uma
aplicação bilinear, e para todo espaço vetorial U , e para toda aplicação
bilinear ψ : E × F → U , existe uma única aplicação linear ϕ : T → U
que faz o seguinte diagrama comutar
E × F pi //
ψ ##
T
ϕ

U
ou seja, ϕ ◦ pi = ψ.
Observação 4.2 Dizemos que (pi, T ) é um produto tensorial entre os
espaços vetoriais E e F , ou que (pi, T ) é um produto tensorial do espaço
vetorial E × F .
Proposição 4.3 O produto tensorial entre espaços vetoriais E e F é
único, a menos de isomorfismo.
Demonstração. Sejam (pi1, T1) e (pi2, T2) produtos tensoriais entre
E,F . Então existem únicas aplicações lineares ϕ1 : T1 → T2 e ϕ2 :
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T2 → T1 tais que os diagramas abaixo comutam,
E × F pi1 //
pi2
##
T1
ϕ1

T2
E × F pi2 //
pi1
##
T2
ϕ2

T1
ou seja, ϕ1◦pi1 = pi2 e ϕ2◦pi2 = pi1. Assim ϕ1◦ϕ2◦pi2 = pi2 e ϕ2◦ϕ1◦pi1 =
pi1. Evidentemente, os diagramas abaixo também comutam
E × F pi1 //
pi1
##
T1
idT1

T1
E × F pi2 //
pi2
##
T2
idT2

T2
.
Temos, portanto, que idT1 ◦ pi1 = pi1 e ϕ2 ◦ ϕ1 ◦ pi1 = pi1, e obtemos da
nossa definição de produto tensorial que idT1 = ϕ2◦ϕ1. Analogamente,
idT2 = ϕ1 ◦ ϕ2. Em outras palavras, T1 e T2 são isomorfos. 
4.2 Construção de um produto tensorial
Considere espaços vetorias E e F . Seja o espaço vetorial de todas
as combinações lineares formais e finitas de E × F , a saber
CE×F =
{
n∑
i=1
λi(ei, fi); λi ∈ C, ei ∈ E, fi ∈ F, n ∈ N
}
.
Vamos definir também os seguintes conjuntos em CE×F
N1 = {(e1 + e2, f)− (e1, f)− (e2, f); e1, e2 ∈ E, f ∈ F},
N2 = {(e, f1 + f2)− (e, f1)− (e, f2); e ∈ E, f1, f2 ∈ F},
N3 = {λ(e, f)− (λe, f); λ ∈ C, e ∈ E, f ∈ F},
N4 = {λ(e, f)− (e, λf); λ ∈ C, e ∈ E, f ∈ F}.
Denote por N o espaço gerado pela união dos conjuntos N1, N2, N3, N4
e defina o espaço quociente
E  F := CE×F /N.
Considere a aplicação quociente pi : CE×F → E  F , definida por
pi(x) = [x] = x + N , que leva x na classe de x, para todo x ∈ CE×F .
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Considere também a aplicação inclusão i : E × F → CE×F , e defina
pi := pi ◦ i : E × F → E  F . Para cada (e, f) ∈ E × F denotamos
pi(e, f) = pi ◦ i(e, f) = [(e, f)] =: e⊗ f , e se x˜ ∈ E  F então
x˜ =
n∑
i=1
λi(ei, fi) +N =
n∑
i=1
λi ((ei, fi) +N) =
n∑
i=1
λi(ei ⊗ fi).
Note pi é bilinear pois se anula em elementos de N1, N2, N3, N4, vistos
em E × F , já que para todo x˜ ∈ N temos pi(x˜) = x˜+N = N = 0EF ,
o elemento neutro de E  F . Assim
(e1 + e2)⊗ f = e1 ⊗ f + e2 ⊗ f,
e⊗ (f1 + f2) = e⊗ f1 + e⊗ f2,
λ(e⊗ f) = λe⊗ f,
λ(e⊗ f) = e⊗ λf.
Observação 4.4 A partir de agora, sempre que escrevermos pi, faz-se
referência a aplicação bilinear canônica pi : E × F → E  F , pi(e, f) =
e ⊗ f , que mencionamos anteriormente. Sempre que escrevermos N ,
faz-se referência ao conjunto definido anteriormente.
Proposição 4.5 (pi,E  F ) é um produto tensorial entre E e F .
Demonstração. Sejam U um espaço vetorial e ψ : E × F → U
uma aplicação bilinear. Vamos definir a aplicação ψ˜ : CE×F → U
por ψ˜ (
∑n
i=1 λi(ei, fi)) =
∑n
i=1 λiψ(ei, fi). Evidentemente ψ˜ é linear,
e é fácil ver que N ⊆ ker(ψ˜) pois ψ é bilinear. Vamos definir agora
ϕ : E  F → U por
ϕ
(
n∑
i=1
λiei ⊗ fi
)
= ψ˜
(
n∑
i=1
λi(ei, fi)
)
.
Perceba que ϕ está bem definida pois se
∑n
i=1 λiei ⊗ fi = 0 tere-
mos
∑n
i=1 λi[(ei, fi)] = 0 e então [
∑n
i=1 λi(ei, fi)] = 0. Portanto∑n
i=1 λi(ei, fi) ∈ N , e daí
ϕ
(
n∑
i=1
λiei ⊗ fi
)
= ψ˜
(
n∑
i=1
λi(ei, fi)
)
= 0,
pois já observamos que N ⊆ ker(ψ˜).
Como ϕ ◦ pi(e, f) = ϕ(e⊗ f) = ψ˜(e, f) = ψ(e, f) para todo (e, f) ∈
E × F , então o seguinte diagrama comuta
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E × F pi //
ψ
%%
E  F
ϕ

U
.
Suponha também que exista Φ linear, que no lugar de ϕ no diagrama
acima, é tal que Φ ◦ pi = ψ. Então Φ = ϕ pois
Φ
(
n∑
i=1
ei ⊗ fi
)
=
n∑
i=1
Φ(ei ⊗ fi) =
n∑
i=1
Φ ◦ pi(ei, fi) =
=
n∑
i=1
ψ(ei, fi) = ψ˜
(
n∑
i=1
(ei, fi)
)
= ϕ
(
n∑
i=1
ei ⊗ fi
)
.
Como ϕ é a única aplicação linear que faz o diagrama acima comu-
tar, segue que (pi,E  F ) é produto tensorial de E × F . 
4.3 Propriedades
Proposição 4.6 Dados espaços vetoriais E,F,G e os produtos tenso-
riais (E  (F  G), pi1) e (E  (F  G), pi2), então (E  F )  G e
E  (F G) são isomorfos.
Demonstração. Começamos definindo a aplicação
ψ2 : E × (F G)→ (E  F )G por
ψ2
(
e,
n∑
i=1
fi ⊗ gi
)
=
n∑
i=1
(e⊗ fi)⊗ gi,
que está bem definida por um raciocínio análogo ao feito na demons-
tração da proposicão anterior, e é fácil demonstrar que tal aplica-
ção é bilinear. Com base nisso, existe uma única aplicação linear
ϕ2 : E  (F G)→ (E  F )G que faz o diagrama abaixo comutar
E × (F G) pi2 //
ψ2 ((
E  (F G)
ϕ2

(E  F )G
,
ou seja, ϕ2 ◦ pi2 = ψ2. Note que
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ϕ2
(
n∑
i=1
ei ⊗ (fi ⊗ gi)
)
=
n∑
i=1
ϕ2(ei ⊗ (fi ⊗ gi)) =
=
n∑
i=1
ϕ2(pi2(ei, fi ⊗ gi)) =
n∑
i=1
ψ2(ei, fi ⊗ gi) =
=
n∑
i=1
(ei ⊗ fi)⊗ gi.
Analogamente, definimos ψ1 : (E  F )×G→ E  (F G) por
ψ1
(
n∑
i=1
ei ⊗ fi, g
)
=
n∑
i=1
e⊗ (fi ⊗ g)
que é trivialmente bilinear. Portanto, existe uma aplicação linear ϕ1
que faz o diagrama abaixo comutar
(E  F )×G pi1 //
ψ1 ((
(E  F )G
ϕ1

E  (F G)
ou seja, ϕ1 ◦ pi1 = ψ1. Analogamente, também temos
ϕ1
(
n∑
i=1
(ei ⊗ fi)⊗ gi
)
=
n∑
i=1
ei ⊗ (fi ⊗ gi).
Segue que
(ϕ2 ◦ ϕ1)
(
n∑
i=1
(ei ⊗ fi)⊗ gi
)
= ϕ2
(
n∑
i=1
ei ⊗ (f1 ⊗ gi)
)
=
n∑
i=1
(ei ⊗ f1)⊗ gi,
e assim ϕ2 ◦ ϕ1 = id(EF )G. Do mesmo modo, obtemos ϕ1 ◦ ϕ2 =
idE(FG). Portanto temos que os espaços vetoriais (E  F )  G e
E  (F G) são isomorfos. 
Definição 4.7 Uma base B = {ei}i∈I de um espaço vetorial E, em
que I é um conjunto de índices, é um subconjunto de E, de modo
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que qualquer elemento do espaço E é uma combinação linear finita
de elementos de B e qualquer subconjunto finito de B é linearmente
independente.
Proposição 4.8 Se {ei}i∈I e {fj}j∈J são bases para os espaços veto-
riais E e F , respectivamente, então {ei ⊗ fj}i∈I,j∈J é base de E  F .
Demonstração. Sejam e ∈ E e f ∈ F . Existem ali , bkj ∈ C, eil ∈
{ei}i∈J e fkj ∈ {fj}j∈J tais que e =
∑n
l=1 alieli e f =
∑m
l=1 bkjfkj .
Portanto
e⊗ f =
n∑
l=1
m∑
k=1
alibkj (eli ⊗ fkj ),
e assim {ei ⊗ fj}i∈I,j∈J gera E  F . Suponha agora que
n∑
l=1
m∑
k=1
ali,kj (eli ⊗ fkj ) = 0 (4.1)
em que ali,kj ∈ C. Para cada l ∈ {1, 2, . . . , n} e para cada k ∈
{1, 2, . . . ,m} definimos os seguintes funcionais lineares deli : E → C,
deli (ei) = δli,i e dfkl : F → C, dfkj (fj) = δkj ,j . Defina a aplicação
deli × dfkl : E × F → C por
deli × dfkl (ei, fj) = deli (ei)dfkl (fj)
que é evidentemente bilinear. Logo existe uma aplicação linear deli ⊗
dfkl , que faz o seguinte diagrama comutar
E × F pi //
deli
×dfkl %%
E  F
deli
⊗dfkl

C
.
Em outras palavras, deli ⊗ dfkl (ei ⊗ fj) = deli (ei)dfkl (fj). Aplicando
deli ⊗ dfkl em 4.1 obtemos ali,kj = 0. Portanto {ei ⊗ fj}i∈I,j∈J é base
de E  F . 
Observação 4.9 Note, pela demonstração do resultado anterior, que
se {ei}i∈I e {fj}j∈J são conjuntos linearmente independentes dos es-
paços vetoriais E e F , respectivamente, então {ei⊗ fj}i∈I,j∈J é linear-
mente independente.
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Observação 4.10 Todo elemento
∑n
i=1 ei⊗fi ∈ EF pode ser escrito
supondo que {ei}ni=1 ou {fi}ni=1 sejam conjuntos linearmente indepen-
dentes. De fato, basta considerar uma base {bj}mj=1 obtida pelo espaço
gerado pelos elementos do conjunto {fi}ni=1 por exemplo, e após isso,
escrever, para cada i ∈ {1, 2, . . . , n}, fi =
∑m
j=1 λijbj , para alguns
λij ∈ C. E assim
n∑
i=1
ei ⊗ fi =
n∑
i=1
ei ⊗ m∑
j=1
λijbj

=
m∑
j=1
(
n∑
i=1
λijei ⊗ bj
)
.
Em alguns casos será interessante considerar {bj} um conjunto orto-
normal.
Proposição 4.11 Se E,F são espaços vetoriais,
∑n
i=1 ei ⊗ fi = 0, e
{ei}ni=1 é um conjunto linearmente independente, então fi = 0 para
todo i ∈ {1, 2 . . . , n}
Demonstração. Suponha que exista um elemento não nulo em {fi}ni=1.
Então considere uma base {bj}j∈J para espaço gerado pelo conjunto
{fi}ni=1. Assim cada fi pode ser escrito como uma combinação linear
finita de elementos de {bj}j∈J . Portanto, podemos escrever
∑n
i=1 ei⊗fi
como uma combinação linear finita de elementos do conjunto {ei⊗ bj},
que por hipótese resulta em zero. Mas isto é um absurdo já que {ei}ni=1
e {bj}j∈J são conjuntos linearmente independentes, ou seja, {ei ⊗ bj}
também é um conjunto linearmente independente. 
Proposição 4.12 Sejam E1, E2, F1, F2 espaços vetoriais e aplicações
lineares f1 : E1 → F1 e f2 : E2 → F2. Então existe uma única aplicação
linear f1 ⊗ f2 : E1 E2 → F1  F2 tal que f1 ⊗ f2(e1 ⊗ e2) = f1(e1)⊗
f2(e2), para todo e1 ∈ E1 e para todo e2 ∈ E2.
Demonstração. Defina a aplicação ψ : E1 × E2 → F1  F2 por
ψ(e1, e2) = f1(e1) ⊗ f2(e2). Como f1 e f2 são lineares então fica fácil
perceber que ψ é bilinear. Portanto existe uma única aplicação linear
f1 ⊗ f2 que faz o seguinte diagrama comutar
E1 × E2 pi //
ψ &&
E1  E2
f1⊗f2

F1  F2
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ou seja, f1 ⊗ f2(e1 ⊗ e2) = f1(e1)⊗ f2(e2), como queríamos. 
Proposição 4.13 Se ϕ : E → C e ψ : F → C são funcionais li-
neares (conjugado-lineares), então existe uma única aplicação linear
(conjugado-linear) ϕ ψ : E  F → C tal que ϕ ψ(e, f) = ϕ(e)ψ(f),
para quaisquer e ∈ E, f ∈ F .
Demonstração. Sejam ϕ : E → C e ψ : F → C são funcionais linea-
res. De maneira análoga ao que fizemos na demonstração do resultado
anterior, existe uma única aplicação linear ϕ ψ : E ⊗ F → C tal que
ϕ ψ(e⊗ f) = ϕ(e)ψ(f), para quaisquer e ∈ E, f ∈ F .
Suponha, então, que ϕ : E → C e ψ : F → C são funcionais
conjugado-lineares. é fácil notar que Φ : E → C, Ψ : F → C, definidas
por Φ(e) = ϕ(e), Φ(f) = ψ(e), são lineares. Logo, existe uma única
aplicação linear Φ  Ψ : E  F → C de modo que (Φ  Ψ)(e ⊗ f) =
Φ(e)Ψ(f), para quaisquer e ∈ E, f ∈ F . Portanto, a aplicação g :
E  F → C, definida por g(x) = (ΦΨ)(x) , é conjugado-linear.
Além disso, temos g(e ⊗ f) = (ΦΨ)(e⊗ f) = ϕ(e)ψ(f). Como g é
conjugado-linear, segue facilmente a unicidade. 
4.4 Produto tensorial entre espaços de Hil-
bert
Proposição 4.14 Se H e K são espaços de Hilbert, então existe um
único produto interno 〈. , .〉HK : H K ×H K → C, de modo que
para quaisquer ξ1, ξ2 ∈ H e η1, η2 ∈ K, tem-se
〈ξ1 ⊗ η1, ξ2 ⊗ η2〉HK = 〈ξ1, ξ2〉〈η1, η2〉.
Demonstração. Denotamos por J o espaço vetorial das aplicações
conjugado-lineares ϕ : HK→ C. Para cada ξ ∈ H e para cada η ∈ K
definimos as aplicações hξ : H → C, kη : K → C por hξ(ξ′) = 〈ξ, ξ′〉
e kη(η
′
) = 〈η, η′〉. Considere também ψ : H × K → J definida por
ψ(ξ, η) = hξ  kη, (é fácil notar que ψ está bem definida e que é
bilinear). Existe, portanto, uma única aplicação linear L que faz o
seguinte diagrama comutar
H ×K pi //
ψ
%%
H K
L

J
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ou seja, L(ξ ⊗ η) = ψ(ξ, η) = hξ  kη. Defina a aplicação desejada
〈. , .〉HK : H  K × H  K → C por 〈x, y〉HK = L(x)(y). Note
que tal aplicação é linear na primeira entrada e conjugado-linear na se-
gunda entrada, pois L é linear e L(x) é conjugado-linear. Para mostrar
que é um produto interno, resta provar que é uma aplicação positiva-
definida. Seja
∑n
i=1 ξi⊗ηi ∈ HK de modo que {ηi}ni=1 é um conjunto
ortonormal. Então
〈
n∑
i=1
ξi ⊗ ηi,
n∑
j=1
ξj ⊗ ηj
〉
=
=
n∑
i=1
n∑
j=1
〈ξi ⊗ ηi, ξj ⊗ ηj〉 =
n∑
i=1
n∑
j=1
L(ξi ⊗ ηi)(ξj ⊗ ηj) =
=
n∑
i=1
n∑
j=1
hξi  kηi(ξj ⊗ ηj) =
n∑
i=1
n∑
j=1
hξi(ξj)kηi(ηj) =
=
n∑
i=1
n∑
j=1
〈ξi, ξj〉〈ηi, ηj〉 =
n∑
i=1
〈ξi, ξi〉 ≥ 0.
Observe que se o resultado acima é zero então ξi = 0 para todo
i ∈ {1, 2, . . . , n} e assim ∑ni=1 ξi ⊗ ηi = 0. Portanto, 〈. , .〉HK é um
produto interno sobre H K. A unicidade segue facilmente. 
Sendo H⊗K o completamento de HK segundo o produto interno
da proposição anterior, enunciamos a seguinte proposição:
Proposição 4.15 Se H, K são espaços de Hilbert, T : H → H, S :
K → K são operadores limitados, ou seja, T ∈ B(H) e S ∈ B(K),
então existe um único operador limitado T ⊗ S ∈ B(H ⊗ K) tal que
T ⊗ S(ξ ⊗ η) = Tξ ⊗ Sη, para todo ξ ∈ H e para todo η ∈ K.
Demonstração. Começamos considerando os operadores identidade
idH : H → H e idK : K → K. Note que existem únicos operadores
idH  S : H  K → H  K e T  idK : H  K → H  K tais que
idHS(ξ⊗η) = ξ⊗Sη e TidK(ξ⊗η) = Tξ⊗η, para quaisquer ξ ∈ H
e η ∈ K. Vamos mostrar que idH  S é limitado. Seja
∑n
i=1 ξi ⊗ ηi ∈
H K, já considerando {ξi}ni conjunto ortonormal. Note que
∥∥∥∥∥(idK  S)
(
n∑
i=1
ξi ⊗ ηi
)∥∥∥∥∥
2
=
∥∥∥∥∥
n∑
i=1
ξi ⊗ Sηi
∥∥∥∥∥
2
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=〈
n∑
i=1
ξi ⊗ Sηi,
n∑
j=1
ξj ⊗ Sηj
〉
=
n∑
i=1
n∑
j=1
〈ξi ⊗ Sηi, ξj ⊗ Sηj〉
=
n∑
i=1
n∑
j=1
〈ξi, ξj〉〈Sηi, Sηj〉 ≤ ‖S‖2
n∑
i=1
‖ηi‖2
= ‖S‖2
n∑
i=1
〈ηi, ηi〉 = ‖S‖2
n∑
i=1
n∑
j=1
〈ξi, ξj〉〈ηi, ηj〉
= ‖S‖2
n∑
i=1
n∑
j=1
〈ξi ⊗ ηi, ξj ⊗ ηj〉
= ‖S‖2
〈
n∑
i=1
ξi ⊗ ηi,
n∑
j=1
ξj ⊗ ηj
〉
= ‖S‖2
∥∥∥∥∥
n∑
i=1
ξi ⊗ ηi
∥∥∥∥∥
2
.
Portanto idKS é limitado com ‖idKS‖ ≤ S. Analogamente se prova
que T idK é limitado com ‖T idK‖ ≤ ‖T‖. Agora podemos estender
tais operadores para os operadores limitados idH⊗S : H⊗K→ H⊗K
e T ⊗ idK : H ⊗K → H ⊗K, e note que T ⊗ S(ξ ⊗ η) := (T ⊗ idK ◦
idH ⊗ S)(ξ ⊗ η) = Tξ ⊗ Sη, para todo ξ ∈ H e para todo ξ ∈ K. A
prova da unicidade de tal operador é elementar. 
4.5 Produto tensorial entre álgebras
Proposição 4.16 Se A e B são duas ∗-álgebras então existe uma única
multiplicação em A  B, · : A  B × A  B → A  B, de modo que
(a1 ⊗ b1).(a2 ⊗ b2) = a1a2 ⊗ b1b2, e existe uma única involução ∗ :
AB→ AB de modo que (a⊗ b)∗ = a∗ ⊗ b∗.
Demonstração. Seja J := L(AB) o espaço vetorial das aplicações
lineares f : A  B → A  B. Para cada a0 ∈ A e para cada b0 ∈ B,
considere La0 : A → A e Lb0 : B → B, definidas por La0(a) = a0a,
Lb0(b) = b0b. Seja La0 ⊗ Lb0 ∈ J e defina a aplicação ψ : A × B → J
por ψ(a, b) = La⊗Lb, que claramente é bilinear. Portanto, existe uma
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única aplicação linear ϕ que faz o seguinte diagrama comutar
A×B pi //
ψ
$$
AB
ϕ

J
ou seja, ϕ(a⊗b) = ψ(a, b) = La⊗Lb. Defina . : AB×AB→ AB
por x.y := ϕ(x)(y) e note que
(a1 ⊗ b1).(a2 ⊗ b2) = ϕ(a1 ⊗ b1)(a2 ⊗ b2)
= (La1 ⊗ Lb1)(a2 ⊗ b2)
= La1(a2)⊗ Lb1(b2)
= a1a2 ⊗ b1b2.
Vamos agora definir a aplicação involução em A B, ∗ : A B →
AB, por (
n∑
i=1
ai ⊗ bi
)∗
=
n∑
i=1
a∗i ⊗ b∗i .
Note que tal aplicação é conjugado-linear. Observe também que está
bem definida. De fato, suponha que
∑n
i=1 ai ⊗ bi = 0. Podemos consi-
derar uma base {ei}mi=1 para espaço gerado pelos elementos do conjunto
{bj}nj=1. Assim existem λij ∈ C tais que para cada j ∈ {1, 2 . . . , n},
bj =
∑m
i=1 λijei. Portanto
0 =
n∑
j=1
aj ⊗ bj =
n∑
j=1
(
aj ⊗
m∑
i=1
λijei
)
=
m∑
i=1
 n∑
j=1
λijaj ⊗ ei
 ,
ou seja,
∑n
j=1 λijaj = 0 para todo i ∈ {1, 2 . . . ,m}. Note que
n∑
j=1
a∗j ⊗ b∗j =
n∑
j=1
(
a∗j ⊗
m∑
i=1
λije
∗
i
)
=
m∑
i=1
 n∑
j=1
λija
∗
j ⊗ e∗i

=
m∑
i=1
 n∑
j=1
λijaj
∗ ⊗ e∗i
 = 0.
Portanto a aplicação ∗ está bem definida. 
84
Proposição 4.17 Sejam A,B,C álgebras. Se ψ : A×B→ C é multi-
plicativa, ou seja, ψ(a1a2, b1b2) = ψ(a1, b1)ψ(a2, b2), para todo ai ∈ A,
bi ∈ B, i = 1, 2, e se ψ é bilinear, então existe uma única aplicação
linear e multiplicativa ϕ : A  B → C de modo que ϕ(a ⊗ b) = ψ(a, b)
para todo a ∈ A e para todo b ∈ B. Se A,B,C são *-álgebras e se ψ
preserva estrela, então ϕ preserva estrela. 
Demonstração. Como ψ é bilinear, já sabemos que existe uma única
aplicação aplicação ϕ : AB→ C de modo que ϕ(a⊗b) = ψ(a, b) para
todo a ∈ A e para todo b ∈ B. Vamos mostrar que ϕ é multiplicativa.
Note que
ϕ
( n∑
i=1
ai ⊗ bi
) m∑
j=1
a
′
j ⊗ b
′
j

= ϕ
 n∑
i=1
m∑
j=1
(ai ⊗ bi)(a′j ⊗ b
′
j)
 = n∑
i=1
m∑
j=1
ϕ
(
(ai ⊗ bi)(a′j ⊗ b
′
j)
)
=
n∑
j=1
m∑
i=1
ϕ
(
aia
′
j ⊗ bib
′
j
)
=
n∑
i=1
m∑
j=1
ψ
(
aia
′
j , bib
′
j
)
=
n∑
i=1
m∑
j=1
ψ(ai, bi)ψ(a
′
j , b
′
j) =
(
n∑
i=1
ϕ(ai ⊗ bi)
) m∑
j=1
ϕ(a
′
j ⊗ b
′
j)
 .
Portanto ϕ é multiplicativa.
Suponha agora que ψ preserve estrela. Para a ∈ A e b ∈ B, temos
(ϕ(a⊗b))∗ = (ψ(a, b))∗ = ψ((a, b)∗) = ψ(a∗, b∗) = ϕ(a∗⊗b∗) = ϕ((a⊗b)∗).
Como ϕ é linear, segue que preserva estrela. 
Exemplo 4.18 Se A é uma C∗-álgebra então A e AC são ∗-isomorfos.
De fato, seja ψ : A × C → A definida por ψ(a, λ) = λa. é fácil notar
que ψ é bilinear e multiplicativa. Portanto, existe uma aplicação linear
e multiplicativa ϕ : A  C → A tal que ϕ(a ⊗ λ) = ψ(a, λ) = λa, para
todo a ∈ A e para todo λ ∈ C. Como ϕ é linear, temos
ϕ
(
n∑
i=1
ai ⊗ λi
)
=
n∑
i=1
λiai.
Note ainda que ψ preserva estrela, logo ϕ preserva estrela. Dado a ∈ A
então ϕ(a⊗ 1) = a, e ϕ é sobrejetiva. Suponha que ϕ (∑ni=1 ai ⊗ λi) =
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∑n
i=1 λiai = 0. Observe que
∑n
i=1 ai⊗λi =
∑n
i=1 λiai⊗1 = 0, ou seja,
ϕ é injetiva. Portanto, A e AC são ∗-isomorfos pelo ∗-homomorfismo
ϕ : A C→ A.
Observação 4.19 Sejam A uma C∗-álgebra, a ∈ A e x ∈ AMn(C).
Considere {Eij}ni,j=1 a base canônica de Mn(C). Existem m ∈ N,
ai ∈ A, Ai ∈Mn(C), tais que Ai = [airs]nr,s=1, i = 1, . . . ,m, e
x =
m∑
i=1
ai ⊗Ai =
m∑
i=1
(
ai ⊗
n∑
k=1
n∑
s=1
aiksEks
)
=
n∑
k=1
n∑
s=1
(
m∑
i=1
aiksai ⊗ Eks
)
.
Isso quer dizer que existem únicos bks ∈ A tais que
x =
n∑
k,s=1
bks ⊗ Eks.
Exemplo 4.20 Mn(A) e AMn(C) são *-isomorfos. De fato, defina
a aplicação ψ : AMn(C)→Mn(A) por
ψ
 n∑
i,j=1
aij ⊗ Eij
 = [aij ]ni,j=1.
Observe que ψ é multiplicativa pois
ψ
 n∑
i,j=1
aij ⊗ Eij
 n∑
k,m=1
bkm ⊗ Ekm
 =
= ψ
 n∑
i,j=1
n∑
k,m=1
(aij ⊗ Eij)(bkm ⊗ Ekm)
 =
= ψ
 n∑
i,j=1
n∑
k,m=1
aijbkm ⊗ EijEkm
 =
= ψ
 n∑
i,j=1
n∑
k,m=1
aijbkm ⊗ δjkEim
 =
= ψ
 n∑
i,m=1
 n∑
j=1
aijbjm ⊗ Eim
 =
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= n∑
j=1
aijbjm
n
i,m=1
=
= [aij ]
n
i,j=1[bij ]
n
i,j=1 =
= ψ
 n∑
i,j=1
aij ⊗ Eij
ψ
 n∑
k,m=1
bkm ⊗ Ekm
 .
Vamos mostrar que ψ preserva estrela. Seja
∑n
i,j=1 aij ⊗ Eij ∈
AMn(C). Denote bji := a∗ij e note que
ψ
 n∑
i,j=1
aij ⊗ Eij
∗ = ψ
 n∑
i,j=1
a∗ij ⊗ E∗ij
 = ψ
 n∑
i,j=1
bji ⊗ Eji
 =
= ψ
 n∑
i,j=1
bij ⊗ Eij
 = [bij ]ni,j=1 = [a∗ji]ni,j=1 = [aij ]∗ =
= ψ
 n∑
i,j=1
aij ⊗ Eij
∗ ,
e portanto ψ preserva estrela. E como é fácil ver que ψ é injetiva e
sobrejetiva, segue que é um ∗-isomorfismo.
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Capítulo 5
Apêndice B - Operadores
trace-class e
Hilbert-Schmidt
5.1 Decomposição Polar
As demonstrações dos teoremas dessa seção podem ser encontradas
em (Sunder, Seção 4.2).
Definição 5.1 Seja H espaço de Hilbert e considere B(H) o espaço de
Banach dos operadores limitados T : H→ H. Um operadorW ∈ B(H)
é chamado de isometria parcial se W ∗W é uma projeção.
Teorema 5.2 Para um operador W ∈ B(H), as seguintes condições
são equivalentes:
1. W é uma isometria parcial;
2. W = WW ∗W ;
3. W |ker⊥W é uma isometria.
Observação 5.3 Para uma isometria parcial W ∈ B(H) é válido que
‖W‖ ≤ 1 pois H = ker⊥W ⊕ kerW e W |ker⊥W é uma isometria.
Observação 5.4 Se T ∈ B(H), lembre-se que |T | = (T ∗T )1/2 ∈ B(H)
é um operador positivo.
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Teorema 5.5 Todo operador T ∈ B(H) admite uma decomposição
T = W |T | tal que
1. W ∈ B(H) é uma isometria parcial;
2. ker(T ) = ker(W ) = ker(|T |).
Teorema 5.6 Se T = WA uma decomposição de T , em que A é po-
sitivo e W é uma isometria parcial, então as seguintes proposições são
válidas:
1. Se T = V B é outra decomposição de T como produto de uma
isometria parcial V e um operador positivo B, tal que ker(B) =
ker(V ), então W = V e B = A = |T |;
2. Se T = U |T | é decomposição de T , em que U é uma isometria
parcial, então |T | = U∗T .
Definição 5.7 A decomposição T = W |T |, em que W é isometria
parcial, é chamada de decomposição polar de T .
5.2 Operadores trace-class e Hilbert-Schmidt
Proposição 5.8 Se {en}, {fm} são bases ortonormais de H e A ∈
B(H) então
∑
n ‖Aen‖2 =
∑
m ‖A∗fm‖2 =
∑
n
∑
m |〈Aen, fm〉|2.
Demonstração. Pela identidade de Parseval, veja (Sunder, Propo-
sição 2.3.5), temos para cada n que ‖Aen‖2 =
∑
m |〈Aen, fm〉|2. Da
mesma forma, para cada m vale que ‖A∗fm‖2 =
∑
n |〈en, A∗fm〉|2.
Portanto∑
n
‖Aen‖2 =
∑
n
∑
m
|〈Aen, fm〉|2 =
∑
n
∑
m
|〈en, A∗fm〉|2
=
∑
m
∑
n
|〈en, A∗fm〉|2 =
∑
m
‖A∗fm‖2. 
Proposição 5.9 Seja A ∈ B(H) e denote |A| = √A∗A. Então a soma∑
n〈|A|en, en〉 independe da base ortonormal {en}.
Demonstração. De fato, se {en} e {fm} são bases ortornormais de
H então∑
n
〈|A|en, en〉 =
∑
n
〈√
A∗A en, en
〉
=
∑
n
〈√√
A∗A en,
√√
A∗Aen
〉
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=
∑
n
∥∥∥∥√√A∗A en∥∥∥∥2 = ∑
n
∑
m
∣∣∣∣〈√√A∗A en, fm〉∣∣∣∣2
=
∑
m
∑
n
∣∣∣∣〈√√A∗A en, fm〉∣∣∣∣2 = ∑
m
∥∥∥∥√√A∗A fm∥∥∥∥2
=
∑
m
〈|A|fm, fm〉. 
Definição 5.10 Um operador A ∈ B(H) é chamado trace-class se
existe uma base ortonormal {en} tal que
∑
n〈|A|en, en〉 < ∞. O con-
junto de tais operadores será denotado por B1 := B1(H).
Definição 5.11 Para cada A ∈ B1 definimos a trace-norm ‖A‖1 =∑
n〈|A|en, en〉.
Definição 5.12 Um operador A ∈ B(H) é chamado Hilbert-Schmidt
se |A|2 ∈ B1 e denotamos por ‖A‖2 :=
(∑
n〈|A|2en, en〉
)1/2
=
√‖|A|2‖1.
O conjunto de tais operadores será denotado por B2 := B2(H).
Proposição 5.13 Para cada A ∈ B2, as seguintes proposições são ver-
dadeiras:
1. ‖A‖2 = (
∑
n ‖Aen‖2)1/2;
2. ‖A∗‖2 = ‖A‖2;
3. ‖A‖ ≤ ‖A‖2;
4. Se T ∈ B(H) então AT, TA ∈ B2 e ‖AT‖2, ‖TA‖2 ≤ ‖T‖‖A‖2;
5. B2 é ideal de B(H) e ‖.‖2 é norma sobre B2.
Demonstração.
1.∑
n
‖Aen‖2 =
∑
n
〈Aen, Aen〉 =
∑
n
〈A∗Aen, en〉
=
∑
n
〈
√
A∗A
2
en, en〉 =
∑
n
〈|A|2en, en〉 = ‖A‖22.
2. Usando o item 1. e a Proposição 5.8 temos
‖A∗‖2 =
(∑
n
‖A∗en‖2
)1/2
=
(∑
n
‖Aen‖2
)1/2
= ‖A‖2.
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3. Seja e ∈ H tal que ‖e‖ = 1. Considere uma base ortonormal
{en} que contenha e. Assim ‖Ae‖ ≤
√∑
n ‖Aen‖2 = ‖A‖2. Portanto
‖A‖ ≤ ‖A‖2.
4. Seja {en} base ortonormal e T ∈ B(H). Então ‖TAen‖2 ≤
‖T‖2‖Aen‖2. Usando o item 1., nós podemos concluir que
‖TA‖2 =
(∑
n
‖TAen‖2
)1/2
≤
(∑
n
‖T‖2‖Aen‖2
)1/2
= ‖T‖‖A‖2 <∞.
Logo TA ∈ B2 e ‖TA‖2 ≤ ‖T‖‖A‖2. Note que pelo o que acabamos
de mostrar vale que ‖T ∗A∗‖2 ≤ ‖T ∗‖‖A∗‖2 = ‖T‖‖A‖2 < ∞. Tam-
bém ‖T ∗A∗‖2 = ‖(T ∗A∗)∗‖2 = ‖AT‖2. Assim AT ∈ B2 e ‖AT‖2 ≤
‖T‖‖A‖2.
5. Sejam A,B ∈ B2. Então {‖Aen‖}, {‖Ben‖} ∈ l2. Usando a
desigualdade triangular para l2 temos que(∑
n
(‖Aen‖+ ‖Ben‖)2
)1/2
≤
(∑
n
‖Aen‖2
)1/2
+
(∑
n
‖Ben‖2
)1/2
= ‖A‖2 + ‖B‖2.
Assim
‖A+B‖22 =
∑
n
‖Aen +Ben‖2 ≤
∑
n
(‖Aen‖+ ‖Ben‖)2
≤ (‖A‖2 + ‖B‖2)2 <∞.
Agora se λ ∈ C então λA ∈ B2 pelo item 1., e portanto temos que B2
é um subespaço vetorial de B(H), e pelo item anterior segue que B2 é
ideal de B(H). 
Corolário 5.14 Todo operador Hilbert-Schmidt é compacto.
Demonstração. Pelo primeiro item da Proposição 5.13 a identidade
em B(H) não pertence a B2. Assim B2 é ideal próprio de B(H), e
portanto B2 ⊆ B0, em que B0 é o ideal dos operadores compactos de
B(H).
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Proposição 5.15 Se A ∈ B(H) então são equivalentes:
1. A ∈ B1;
2. |A|1/2 ∈ B2;
3. A é produto de dois operadores Hilbert-Schmidt;
4. |A| é o produto de operadores Hilbert-Schmidt.
Demonstração. 1 ⇒ 2. Se A ∈ B1 então
∑
n〈|A|en, en〉 < ∞.
Portanto (
∑
n〈(|A|1/2)2en, en〉)1/2 = (
∑
n〈|A|en, en〉)1/2 <∞.
2 ⇒ 3. Seja A = W |A| a decomposição polar de A. Então A =
(W |A|1/2)|A|1/2. Como por hipótese |A|1/2 ∈ B2, segue do quarto item
da Proposição 5.13 que W |A|1/2 ∈ B2. Portanto, A se escreve como
produto de dois operadores Hilbert-Schmidt.
3⇒ 4 Se A = BC em que B,C ∈ B2, note que para a decomposição
polar A = W |A| , tem-se que (W ∗B)C = |A|, ou seja, |A| é produto de
dois operadores Hilbert-Schmidt.
4 ⇒ 1 Suponha que |A| = BC em que B,C ∈ B2. Note que
〈|A|en, en〉 = 〈Cen, B∗en〉 ≤ ‖Cen‖‖B∗en‖. Assim A ∈ B1, pois, pela
Desigualdade de Holder, temos∑
n
〈|A|en, en〉 ≤
∑
n
‖Cen‖‖B∗en‖ ≤
√∑
n
‖Cen‖2
√∑
n
‖B∗en‖2
= ‖C‖2‖B∗‖2 = ‖C‖2‖B‖2 <∞. 
Proposição 5.16 Seja A ∈ B1 e considere {en} uma base ortonormal.
Então
∑
n |〈Aen, en〉| < ∞,
∑
n〈Aen, en〉 ∈ C e independe da escolha
da base.
Demonstração. Seja A ∈ B1. Escreva A = C∗B como produto de
operadores Hilbert-Shmidt tal como vimos na Proposição 5.15. Seja
λ ∈ C qualquer. Note que para qualquer ξ ∈ H vale que
0 ≤ ‖(B − λC)ξ‖2 = 〈(B − λC)ξ, (B − λC)ξ〉
= ‖Bξ‖2 − λ〈Bξ,Cξ〉 − λ〈Cξ,Bξ〉+ |λ|2‖Cξ‖2.
Escolhendo λ = |〈Cξ,Bξ〉|〈Cξ,Bξ〉 obtemos |〈Cξ,Bξ〉| ≤ 12 (‖Bξ‖2+‖Cξ‖2), para
todo ξ ∈ H. Portanto∑
n
|〈Aen, en〉| =
∑
n
|〈Ben, Cen〉| ≤ 1
2
∑
n
‖Ben‖2 + 1
2
∑
n
‖Cen‖2
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=
1
2
‖B‖22 +
1
2
‖C‖22 <∞.
Note também que
Re(〈Aen, en〉) = 1
2
(〈Ben, Cen〉+ 〈Cen, Ben〉)
=
1
4
(‖(B + C)en‖2 − ‖(B − C)en‖2) .
Somando essa última expressão em n, obtemos
Re
(∑
n
〈Aen, en〉
)
=
1
4
(‖B + C‖22 − ‖B − C‖22)
Observe que para um número complexo z vale que Re(iz) = −Im(z),
e como iA = C∗(iB), temos que
− Im
(∑
n
〈Aen, en〉
)
= Re
(∑
n
〈iAen, en〉
)
=
1
4
(‖iB + C‖22 − ‖iB − C‖22) .
Isso mostra que
∑
n〈Aen, en〉 não depende da base ortonormal es-
colhida. 
Definição 5.17 Para cada A ∈ B1 definimos tr(A) :=
∑
n〈Aen, en〉,
o traço de A.
Observação 5.18 Para cada par ξ, η ∈ H defina, a aplicação linear
Rξ,η ∈ B(H), por Rξ,η(ζ) = 〈ζ, η〉ξ, que é trace-class, segundo a Ob-
servação 2.10. Se T ∈ B(H) é normal e compacto então, para todo
n, existe λn ∈ σ(T ) − {0}, e existe base ortonormal {en} tal que
T (x) =
∑
nRλnen,en(x), para todo x ∈ H. Chamaremos tal decom-
posição de decomposição espectral de T . Você pode encontrar esse
resultado em (Sunder, Proposição 4.3.2).
Teorema 5.19 .
1. B1 é um ideal de B(H) e ‖.‖1 é norma em B1.
2. Todo operador trace-class é compacto. Se A ∈ B(H) é compacto
e {λn}n são autovalores de |A| então A ∈ B1 se, e somente se,
‖A‖1 =
∑
n λn <∞.
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3. A aplicação traço tr : B1 → C é um funcional liner positivo. Se
A ∈ B1 é positivo e tr(A) = 0 então A = 0.
4. B1 contém os operadores de posto finito B00 como subespaço
denso na norma ‖.‖1.
5. Se A ∈ B1 e T ∈ B(H) então tr(AT ) = tr(TA) e |tr(T |A|)| ≤
‖T‖.‖A‖1. Também |tr(TA)| ≤ ‖T‖‖A‖1.
6. Para todo A ∈ B1, tem-se ‖A‖1 = ‖A∗‖1.
7. Se A ∈ B1 e T ∈ B(H) então ‖AT‖1 ≤ ‖T‖‖A‖1 e ‖TA‖1 ≤
‖T‖‖A‖1.
Demonstração. 1. Sejam A,B ∈ B1. Seja T ∈ B(H). Escreva
A = XY produdo de dois operadores Hilbert-Schmidt. Então TA =
(TX)Y é produto de dois operadores Hilbert-Schmidt, pois B2 é ideal
de B(H); e portanto TA ∈ B1. Analogamente, AT ∈ B1. Considere as
decomposições polares A = W |A|, B = V |B| e A+B = U |A+B|. Como
B2 é ideal de B(H) e como cada operador trace-class pode ser escrito
como produto de dois operadores Hilbert-Shmidt, então B1 ⊆ B2 ⊆ B0.
Segue que A,B ∈ B2, ou seja, A + B ∈ B2, ou seja, |A + B| ∈ B2 e
portanto |A + B| ∈ B0. Temos então que A + B ∈ B1 e ‖A + B‖1 ≤
‖A‖1 + ‖B‖1, pois∑
n
〈|A+B|en, en〉 =
∑
n
〈(A+B)en, Uen〉
=
∑
n
(〈Aen, Uen〉+ 〈Ben, Uen〉)
=
∑
n
(〈|A|en,W ∗Uen〉+ 〈|B|en, V ∗Uen〉)
=
∑
n
(|A|1/2en, |A|1/2W ∗Uen〉+ 〈|B|1/2en, |B|1/2V ∗Uen〉)
≤
∑
n
(‖|A|1/2en‖‖|A|1/2W ∗Uen‖+ ‖|B|1/2en‖‖|B|1/2V ∗Uen‖)
≤ ‖|A|1/2‖22 + ‖|B|1/2‖22 = ‖A‖1 + ‖B‖1.
Logo B1 é ideal de B(H). Como as outras propriedades de norma são
facilmente verificadas pelo definição dada para ‖.‖1, então ‖.‖1 é norma
em B1.
2. A compacidade de um operador trace-class segue do fato que
podemos escrevê-lo como produto de dois operadores Hilbert-Schmidt.
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Seja A ∈ B0 ⊆ B(H) e considere sua decomposição polar A = W |A|.
Como B0 é ideal de B(H) segue que |A| = W ∗A é compacto. Considere
sua diagonalização espectral dada por |A| = ∑mRλmem,em . Se A ∈ B1
então
∞ > ‖A‖1 =
∑
n
〈|A|en, en〉
=
∑
n
〈∑
m
Rλmem,emen, en
〉
=
∑
n
∑
m
〈Rλmem,emen, en〉
=
∑
n
∑
m
〈〈en, em〉λmem, en〉 =
∑
n
〈λnen, en〉 =
∑
n
λn.
Reciprocamente, se ‖A‖1 =
∑
n λn <∞ então A ∈ B1.
3. Note que seA ∈ B1 ⊆ B(H) é positivo então tr(A) =
∑
n〈Aen, en〉 ≥
0 e assim tr é um funcional linear positivo. Seja A =
∑
nRλnen,en
sua diagonalização espectral. Se supormos tr(A) = 0, temos tr(A) =∑
n λn = 0 e como cada λn é positivo, pois A é positivo, segue que
λn = 0 para todo n ∈ N. Logo, A = 0.
4. Seja A ∈ B1 e A = W |A| sua decomposição polar. Então
|A| ∈ B0 e podemos considerar sua diagonalização espectral dada por
|A| = ∑k Rλkek,ek . Para cada n ∈ N, considere o seguinte operador em
B(H) definido por
An = W
(
n∑
k=1
Rλkek,ek
)
.
Portanto,
A−An = W
(∑
k>n
Rλkek,ek
)
é a decomposição polar de A−An e assim |A−An| =
∑
k>nRλkek,ek .
Mas como ‖A‖1 =
∑
n λn <∞, segue que ‖A−An‖1 =
∑
k>n λk coon-
verge a zero quando n tende a infinito. Logo, o conjunto dos operadores
de posto finito B00 é denso em B1 na norma ‖.‖1.
5. Seja A ∈ B1. Escreva A = C∗B como produto de operadores
Hilbert-Schmidt. Já vimos que
Re(trC∗B) = Re(trA) =
1
4
(‖B + C‖22 − ‖B − C‖22)
95
=
1
4
(‖B∗ + C∗‖22 − ‖B∗ − C∗‖22) = Re(tr((C∗)∗B∗)) = Re(trCB∗).
Já vimos também que
−Im(trA) = −Im(trC∗B) = 1
4
‖iB + C‖22 −
1
4
‖iB − C‖22.
Consequentemente,
− Im(tr(C∗)∗B∗) = 1
4
‖iB∗ + C∗‖22 −
1
4
‖iB∗ − C∗‖22
=
1
4
‖ − iB + C‖22 −
1
4
‖iB + C‖22 = Im(trC∗B)
e, portanto
tr(C∗B) = Re(trC∗B) + iIm(trC∗B)
= Re(tr(CB∗)− iIm(tr(CB∗) = tr(CB∗).
Agora, se T ∈ B(H) então TA = T (C∗B) = (CT ∗)∗B é produto de
dois Hilbert-Schmidt, e como antes, temos
tr(TA) = tr((CT ∗)∗B) = tr((CT ∗)B∗) = tr(C(BT )∗)
= tr(C∗BT ) = tr(AT ).
Para mostrar a segunda parte basta observar que
|tr(T |A|)| =
∣∣∣∣∣∑
n
〈T |A|en, en〉
∣∣∣∣∣ =
∣∣∣∣∣∑
n
〈|A|1/2en, |A|1/2T ∗en〉
∣∣∣∣∣
≤
∑
n
‖|A|1/2en‖.‖|A|1/2T ∗en‖
≤
√∑
n
‖|A|1/2en‖2
√∑
n
‖|A|1/2T ∗en‖2
= ‖|A|1/2‖2.‖|A|1/2T ∗‖2 ≤ ‖|A|1/2‖22‖T ∗‖ = ‖|A|1/2‖22‖T‖
= ‖A‖1‖T‖.
Finalmente, considerando a decomposição polar A = W |A| temos que
|tr(TA)| = |tr((TW )|A|)| ≤ ‖TW‖‖A‖1 ≤ ‖T‖‖A‖1.
6. Seja A ∈ B1. Considere a decomposição polar A = W |A|. Lem-
bre também que A∗ = |A|W ∗. Note que AA∗ = W |A|A∗ = W |A|2W ∗.
Como |A∗| = √AA∗, temos |A∗|2 = AA∗ = W |A|2W ∗. Mas
W |A|W ∗)2 = W |A|W ∗W |A|W ∗
96
= W |A|W ∗AW ∗ = WA∗AW ∗ = W |A|2W ∗
e assim |A∗| = W |A|W ∗, pela unicidade da raíz. Então
‖A∗‖1 = tr(|A∗|) = tr(W |A|W ∗) =
tr(W ∗W |A|) ≤ ‖WW ∗‖‖A‖1 ≤ ‖A‖1.
Como a desigualdade anterior vale para todo A ∈ B1, e como pela
mesma desigualdade temos A∗ ∈ B1, então ‖A‖1 = ‖(A∗)∗‖1 ≤ ‖A∗‖.
Logo ‖A‖1 = ‖A∗‖ como queríamos.
7. Sejam A ∈ B1 e T ∈ B(H). Escreva A = W |A| e TA = U |TA|
decomposições polares. Logo |TA| = U∗TA = (U∗TW )|A|. Portanto
‖TA‖1 = tr(|TA|) = tr((U∗TW )|A|)
≤ ‖U∗TW‖‖A‖1 ≤ ‖T‖A‖1.
Procede-se analogamente para mostar que ‖AT‖1 ≤ ‖T‖‖A‖1. 
Podemos para cada A ∈ B1 ⊆ B(H) definir a aplicação ϕA : B0 →
C por ϕA(C) = tr(AC) = tr(CA), para todo C ∈ B0. Vamos mostrar
que o dual dos operadores compactos sobre um espaço de Hilbert H é
o espaço vetorial normado dos operadores trace-class (B1, ‖.‖1). Note
que ϕA ∈ B∗0 e ‖ϕA‖ ≤ ‖A‖1, pois considerando a decomposição polar
A = W |A|, tem-se
|ϕA(C)| = |tr(AC)| = |tr(CA)| = |tr(CW |A|)|
≤ ‖CW‖‖A‖1 ≤ ‖C‖‖A‖1,
para todo C ∈ B0.
Teorema 5.20 A aplicação
p : B1 −→ B∗0
A 7−→ ϕA
é um isomorfismo isométrico de (B1, ‖.‖1) no dual dos operadores cam-
pactos de B(H).
Demonstração. Vamos mostrar inicialmente que p é linear. Sejam
A,B ∈ B1, T ∈ B0, λ ∈ C. Da linearidade da aplicação traço segue
que p(A+ λB)(T ) = ϕA+λB(T ) = tr((A+ λB)T ) = tr(AT + λBT ) =
tr(AT ) + λtr(BT ) = ϕA(T ) + λϕB(T ) = (p(A) + λp(B))(T ). Assim
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p é linear. Além disso, p é limitada, pois ‖p(A)‖ = ‖ϕA‖ ≤ ‖A‖1, ou
seja, ‖p‖ ≤ 1. Vamos mostrar que p é sobrejetiva, isométrica e assim
concluir a prova.
Seja φ ∈ B∗0. Defina a aplicação
[. , .] : H2 −→ C
(g, h) 7−→ φ(Rg,h).
Perceba que se g, h, k ∈ H e λ ∈ C então
Rg+λk,h(x) = 〈x, h〉(g + λk)
= 〈x, h〉g + λ〈x, h〉k = Rg,h(x) + λRk,h(x)
para todo x ∈ H. Portanto Rg+λk,h = Rg,h + λRk,h. Também temos
Rg,k+λh(x) = 〈x, k + λh〉g
= 〈x, k〉g + λ〈x, h〉g
= Rg,k(x) + λRg,h(x)
para todo x,∈ H, ou seja, Rg,k+λh = Rg,h+λRg,h. Consequentemente,
[g + λh, k] = φ(Rg+λh,k)
= φ(Rg,k + λRh,k)
= φ(Rg,k) + λφ(Rh,k)
Também
[g, h+ λk] = φ(Rg,h+λk) = φ(Rg,h + λRg,k)
= φ(Rg,h) + λφ(Rg,k) = [g, h] + λ[g, k]
Fica demonstrado que a aplicação [., .] é linear na primeira en-
trada e conjugado linear na segunda entrada. Note que é limitada pois
‖[g, h]‖ = ‖φ(Rg,h)‖ ≤ ‖φ‖‖Rg,h‖ ≤ ‖φ‖‖g‖‖h‖, e assim ‖[., .]‖ ≤ ‖φ‖.
Noutras palavras, [., .] é uma forma sesquilinear. Portanto existe um
único operador A ∈ B(H) tal que φ(Rg,h) = [g, h] = 〈Ag, h〉 para todo
g, h ∈ H, veja (Sunder, Proposição 2.4.4). Vamos mostrar que A ∈ B1
e que φ = ϕA. Seja C ∈ B00, ou seja, operador pertencente ao con-
junto operados limitados de posto finito. Considere n ∈ N e operadores
Rgk,hk de posto um , e C =
n∑
k=1
Rgk,hk ∈ B00. Então
φ(C) = φ
(
n∑
k=1
Rgk,hk
)
=
n∑
k=1
φ(Rgk,hk) =
n∑
k=1
〈Agk, hk〉. (5.1)
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Mas note que se {em} é uma base ortornormal de H, temos
tr(AC) =
∑
n
〈ACem, em〉 =
∑
m
〈
A
(
n∑
k=1
Rgk,hk
)
em, em
〉
=
n∑
k=1
∑
m
〈ARgk,hkem, em〉 =
n∑
k=1
tr(ARgk,hk)
=
n∑
k=1
〈Agk, hk〉 = φ(C).
Vamos mostrar que A é trace-class. Considere sua decomposição polar,
A = W |A|. Para cada n ∈ N considere o operador limitado
Cn =
(
n∑
k=1
Rek,ek
)
W ∗.
Note que ‖∑nk=1Rek,ek‖ ≤ 1, pois dado x ∈ H temos que
∥∥∥∥∥
n∑
k=1
Rek,ekx
∥∥∥∥∥
2
=
∥∥∥∥∥
n∑
k=1
〈x, ek〉ek
∥∥∥∥∥
2
=
n∑
k=1
|〈x, ek〉|2 ≤
∞∑
k=1
|〈x, ek〉|2 = ‖x‖2;
para essa última igualdade veja (Sunder, Proposição 2.3.5). Como
‖W ∗‖ = ‖W‖ ≤ 1, segue que |φ(Cn)| ≤ ‖φ‖‖Cn‖ ≤ ‖φ‖. Note também
que Rek,ek ◦W ∗ = Rek,Wek , para todo k = 1, 2 . . . , n, pois (Rek,ek ◦
W ∗)(x) = Rek,ek(W
∗x) = 〈W ∗x, ek〉ek = 〈x,Wek〉ek = Rek,Wek(x),
para todo x ∈ H. Portanto, segue de 5.1 que
‖φ‖ ≥ |φ(Cn)| =
∣∣∣∣∣φ
[(
n∑
k=1
Rek,ek
)
W ∗
]∣∣∣∣∣ =
∣∣∣∣∣
n∑
k=1
φ(Rek,ek ◦W ∗)
∣∣∣∣∣ =
=
∣∣∣∣∣
n∑
k=1
φ(Rek,Wek)
∣∣∣∣∣ =
∣∣∣∣∣
n∑
k=1
〈Aek,Wek〉
∣∣∣∣∣ =
∣∣∣∣∣
n∑
k=1
〈|A|ek, ek〉
∣∣∣∣∣ .
Como |A| é operador positivo, temos que 〈|A|ek, ek〉 é positivo. En-
tão a sequência {∑nk=1〈|A|ek, ek〉}n∈N é crescente e limitada superi-
ormente por ‖φ‖, logo convergente para seu supremo, a saber ‖A‖1.
Portanto ‖φ‖ ≥ ‖A‖1, e A ∈ B1. Vimos que se C ∈ B00 então
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φ(C) = tr(AC) = ϕA(C). Então φ e ϕA se igualam num conjunto denso
de (B0, ‖.‖) e por isso, φ = ϕA, e assim p é sobrejetiva. Além disso p é
isométrica pois para todo A ∈ B1 temos ‖p(A)‖ = ‖ϕA‖ = ‖φ‖ ≥ ‖A‖1.
Assim ‖A‖1 ≤ ‖p(A)‖ ≤ ‖A‖1‖ e ‖p‖ = 1. 
Segue do Teorema 5.20 que o espaço dos operadores trace-class
(B1, ‖.‖1) é Banach. Agora, para cada B ∈ B(H) podemos definir
o funcional linear EB : B1 → C pondo EB(A) = tr(AB) = tr(BA),
para todo A ∈ B1. Dado A ∈ B1, considere sua decomposição po-
lar A = W |A|. Segue que |EB(A)| = |tr((BW )|A|)| ≤ ‖BW‖‖A‖1 ≤
‖B‖‖A‖1, ou seja, EB é limitada com ‖EB‖ ≤ ‖B‖. Vamos mostrar que
o dual dos operadores trace-class e o espaço de Banach dos operadores
limitados B(H) são os mesmos.
Teorema 5.21 A aplicação
p : B(H) −→ B1(H)∗
B 7−→ EB
é um isomorfismo isométrico entre a álgebra dos operadores limitados
e o dual dos operadores trace-class.
Demonstração. Para começar note que ‖p(B)‖ = ‖EB‖ ≤ ‖B‖ e p é
um operador linear limitado com ‖p‖ ≤ 1. Seja ε > 0 e seja B ∈ B(H).
Escolha um vetor g ∈ H com norma ‖g‖ = 1 tal que ‖Bg‖ > ‖B‖ − ε
e escolha um vetor h ∈ H com norma ‖h‖ = 1 tal que 〈Bg, h〉 = ‖Bg‖,
por exemplo h = Bg ‖Bg‖〈Bg,Bg〉 . Considere o operador de posto um Rg,h.
Já vimos que tal operador tem norma ‖Rg,h‖ = 1. Portanto ‖EB‖ ≥
‖B‖ pois ‖EB‖ ≥ |tr(BRg,h)| = 〈Bg, h〉 = ‖Bg‖ > ‖B‖ − ε. Assim p é
uma isometria. Vamos mostrar que p é sobrejetivo. Seja E ∈ B∗1. Como
na demonstração do Teorema 5.20, existe um operador B ∈ B(H) tal
que 〈Bg, h〉 = E(Rg,h) para quaisquer g, h ∈ H. Exatamente como na
demonstração do Teorema 5.20 podemos concluir que tr(BT ) = E(T )
para todo operador T de posto finito. Mas EB(T ) = tr(BT ) = E(T )
e como o conjunto dos operadores de posto finito é denso em B1 segue
que E = EB . Assim p é sobrejetiva como desejávamos. 
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