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Chapter 1 
Introduction 
When light interacts with matter, the photons may be absorbed or scattered, or may 
not interact with the material. If the frequency of an incident photon corresponds to the 
energy gap between the ground state and an excited state of a molecule, the photon may 
be absorbed and the molecule gets transition to the higher excited state. There are 
limitations imposed by the laws of quantum mechanics. The condition for the absorption 
of electromagnetic radiation by a molecule for a transition from a lower energy state, E,, 
to a higher energy state, E/, is that the frequency of the absorbed radiation must be related 
to the change in energy by E/- E, = hv, where v is radiation frequency and h is Planck's 
constant. This phenomenon is referred to as induced absorption. The specific 
wavelengths of radiation that are absorbed in each region of the electromagnetic spectrum 
depend on the energy difference between the eigenstates of a molecule. Molecular 
spectroscopy is a means of probing molecules and most often involves the absorption of 
electromagnetic radiation. Absorbed ultraviolet and visible radiation results in transitions 
amongst electronic eigenstates and absorption of infrared radiation results in changes in 
vibrational and rotational eigenstates. Absorption of microwave radiation results in 
transitions in rotational eigenstates [1]. 
Also a molecule in an excited energy state can spontaneously emit electromagnetic 
radiation, returning to some lower energy level. The emitted radiations are detected in 
emission spectroscopy. It is also possible for the photon to interact with the molecule and 
scatter from it. In this case, there is no need for the photon to have an energy which 
matches the difference between two energy levels of the molecule. The main scattering 
phenomenon used for molecular spectroscopy is Raman scattering. 
The energy changes detected in vibrational spectroscopy are those that cause nuclear 
motion. Molecules consist of atoms of certain masses which are coimected by elastic 
bonds. Atoms in a molecule perform periodic motions. Motions of the atoms relative to 
each other are a superposition of so-called normal vibrations. All atoms are vibrating 
with the same phase and frequency. Their amplitudes are described by normal 
coordinates. Normal vibrations define the vibrational spectrum of the molecule. These 
spectra depend on the masses of the atoms, their geometrical arrangement, and the 
strength of their chemical bonds. Molecular aggregates such as crystals or complexes 
behave like 'super molecules' in which the vibrations of the individual components are 
coupled. In a first approximation, the normal vibrations are not coupled and they do not 
interact. However, the elasticity of bonds does not strictly follow Hook's law. Therefore, 
overtones and combinations of normal vibrations appear [2]. 
Infrared and Raman spectroscopies are the most important tools for observing 
vibrational spectra. Depending on the nature of the vibration, which is determined by the 
symmetry of the molecule, vibrations may be active or forbidden in the infrared or 
Raman spectrum. The IR and Raman spectra of two molecules are different, if these 
molecules have different constitutions, isotopic distributions, configurations, 
conformations and their environments. These also include the infrared and Raman optical 
activity of the molecule. A molecule can be identified by its IR and Raman spectra which 
are its fingerprints. The spectra of a molecule show certain bands which are typical of 
particular groups of atoms and are defined by definite ranges of frequencies and 
intensities in the IR and the Raman spectra. These may be employed for the 
determination of the molecular structure. The intensities of bands in the spectrum of a 
mixture are usually proportional to the concentration of the individual components. IR 
and Raman spectra can usually be recorded non-destructively. After the spectra have 
been recorded, the sample can be recovered and used for other purposes. The time needed 
to record a vibrational spectrum is of the order of seconds to minutes [3]. 
The spectrum provides information on the energy differences amongst various 
eigenstates of a molecule. However, it does not provide any information on the actual 
eigenstates involved in the transitions. Quantum mechanics is needed to analyze a 
spectrum in terms of assigning an absorption in a spectrum to a specific transition in 
eigenstates of a molecule. Therefore, quantum computation is valuable tool in studying 
the properties of molecules. With its extension to biomolecules, the range of possible 
applications of computational vibrational spectroscopy has been greatly expanded. It does 
not replace experiment, which remains the final arbiter of truth of Nature. Furthermore, to 
make new drugs, new materials one has to go into the laboratory. However, computation 
has become so reliable in some respects that workers in general are employing it before 
embarking on an experimental project. The day may come when to obtain a grant for 
some kinds of experimental work, one will have to show to what extent he has 
computationally explored the feasibility of the work. 
1.1 Molecular vibrations of polyatomic molecules 
Vibrations in polyatomic molecules can be quite complicated. The motion of a pair of 
nuclei many times cannot be isolated from the motion of other closely surrounding nuclei 
in the molecule. For this reason, the characteristic absorption of a particular functional 
group in a molecule is assigned to a range of characteristic frequencies where it can in 
general be found in an infrared spectrum. In order to analyze the vibrations of a molecule, 
it is helpful to determine the number of degrees of freedom available to vibration [4]. 
A molecule has as many degrees of freedom as the total degrees of freedom of its 
individual atoms. Each atom has three degrees of freedom corresponding to the Cartesian 
coordinates (x, y, z) necessary to describe its position relative to other atoms in the 
molecule. A molecule of n atoms has 3n degrees of freedom. For non-linear molecules, 
three degrees of freedom describe rotation and three translations; the remaining 3n-6 are 
vibrational degrees of freedom which is equal to number of fundamental vibrations in a 
molecule. Linear molecules have 3n-5 degrees of freedom, only two degrees of freedom 
are required to describe rotation. These 3n-6 or 3n-5 vibrational degrees of freedom 
correspond to the internal coordinates of a molecule comprised of bond lengths and bond 
angles and dihedral angles. As an example, a water molecule has a total of 9 degrees of 
freedom: 3 translational, 3 rotational (since it is non-linear), and 3 internal coordinates. 
The three internal coordinates correspond to the two 0-H bond lengths and the bond 
angle. 
According to the character of the vibration, normal vibrations can be divided into two 
principle groups. 
Stretching vibrations: In this type of vibrations, the atoms move essentially along the 
bond axis, so that the bond length increases or decreases periodically. As this type of 
vibration corresponds to one dimensional motion, there will be (n-1) stretching vibrations 
for non-cyclic systems. During stretching vibrations, bond angles change only if it is 
required to do so by the center of gravity resisting displacement. Stretching vibrations are 
of two types: symmetric and asymmetric. These are normally denoted by 'u'. Fig 1.1 
illustrates the symmetric and asymmetric stretching vibrations of water molecule. 
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Fig. 1.1 Normal modes of vibration of water molecule. 
Bending vibrations: In this type, there occurs a change in bond angles between bonds 
with a common atom. For example, twisting, rocking and torsional belong to this type. In 
these, there occurs a change in bond angles with reference to a set of coordinates 
arbitrarily setup within the molecule. The bending vibrations are also called deformation 
vibrations. There will be 2n-5 bending vibrations for non-cyclic and linear molecules. 
These appear at low frequencies, whereas stretching vibrations appear at higher 
frequencies. The force constants of deformation vibrations are generally less than those 
of the stretching vibrations. Due to the smaller force constants, the deformation vibrations 
are more sensitive to envirormiental influence. Deformation vibrations are of two types: 
In-plane and out-of-plane deformation. In-plane deformation vibrations include 
scissoring and rocking vibrations shown in Fig. Out-of-plane deformation vibrations 
include twisting and wagging vibrations. This may also comprise symmetric and 
asymmetric vibrations. For example, the atoms in a CH2 group, commonly found in 
organic compounds can vibrate in six different ways: symmetrical and asymmetrical 
stretching, scissoring, rocking, wagging and twisting which are shown in Fig 1.2 
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Fig 1.2 Vibrational modes for a CH2 group (+ and 
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1.2 Summary of work 
Infrared and Raman spectroscopy techniques have been proved to be versatile for the 
investigation of vibrational spectra of the molecules. Quantum chemical calculations are 
efficient for performing vibrational calculations of molecules. In the present 
investigation, vibrational analysis of amino acids: L-asparagine, and L-glutamic acid was 
carried out using FT infrared spectra, Raman spectra, ab initio Hartree-Fock and density 
functional theory. 
Amino Acids are the chemical units or "building blocks" of the body that make up 
proteins and contain both amine and carboxyl functional groups. Protein substances make 
up the muscles, tendons, organs, glands, nails, and hair. Growth, repair and maintenance 
of all cells are dependent upon them. Next to water, protein makes up the greatest portion 
of our body weight. Amino Acids that must be obtained from the diet are called "essential 
amino acids" other amino acids that the body can manufacture from other sources are 
called "non essential amino acids" [5]. 
The amino acids L-asparagine, L-glutamic acid which have been studied in the present 
work are all non-essential amino acids. Asparagine is required for the proper functioning 
of the nervous system and plays an important role in the synthesis of ammonia. Glutamic 
acid is an excitatory neurotransmitter for the central nervous system, the brain and spinal 
cord; important in the metabolism of sugars and fats; aids in the transportation of 
potassium into the spinal fluid; acts as fuel for the brain; helps correct personality 
disorders, and is used in the treatment of epilepsy, mental retardation, muscular 
dystrophy, and ulcers [6]. 
The molecules studied in the present work were taken in the solid form. The Raman 
spectra of the molecules were recorded in the region 60-4000 cm"' using micro Raman 
system from Jobin Yvon Horibra LABRAM-HR with 632.8 nm line of He-Ne laser 
source and a CCD detector. FTIR spectra were recorded in the region 400-4000 cm" on 
a MAGNA 550 Fourier Transform Infrared Spectrometer of the Nicolet Instruments 
Corporation, USA. Theoretical calculations were performed using GAMESS-US 2008 
program package. Geometry optimization was performed to obtain equilibrium structure 
of the molecules utilizing ab initio Hartree-Fock and density functional theories. 6-
311G(d,p) basis set was used in both calculations. It was observed that DFT predicted 
much lower potential energy for optimized structures than the HF method in both 
molecules. The optimized parameters such as bond lengths and bond angles were 
compared with the experimental data obtained from XRD technique which were found in 
close agreement. The optimized structures of both molecules were, thereafter, used to 
determine vibrational frequencies. Theoretical results, so obtained, enabled us to make 
detailed assignments of experimental IR and Raman spectra of both the molecules. The 
potential energy distribution (PED) values were calculated by using the GAMES S 
program. Animation of normal modes of both molecules was observed using the 
MacMolPlt molecular visualization software for better analysis of the vibrations. The 
calculated frequencies have been scaled by using appropriate scaling factors. Generally, 
experimental and scaled theoretical frequencies have found to be in good agreement in 
the low frequency region. The high frequency region shows deviations due to neglect of 
anharmonicity and presence of inter-molecular hydrogen bonding in the solid sample 
whereas theoretical calculations have been performed on single molecule. 
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Chapter 2 
Theoretical Background 
Computational vibrational spectroscopy 
A relatively young field, computational vibrational spectroscopy is now used in all 
aspects of the physical and biological science. This method has been used in the 
interpretation of experimental data allowing for the more rational design of new 
experiments. Computational methods also allow access to information beyond that 
obtainable by experimental techniques. Indeed, computer-based approaches of the study 
of chemical and biological phenomena may represent the most powerfial tool available to 
scientists allowing for studies at an unprecedented level of detail. 
The main tools available for computational vibrational spectroscopy are molecular 
mechanics (MM), ab initio Hartree-Fock (HF) method, semiempirical (SE) calculations, 
density functional theory (DFT) and molecular dynamics (MD). DFT calculations are 
usually faster than ab initio HF, but slower than SE. Very large molecules can be studied 
only with MM, because other methods would take too long time. Biomolecules molecules 
with unusual structures are best investigated with ab initio HF and DFT calculations since 
the parameterization inherent in MM or SE methods are unreliable. The energies of 
molecules can be calculated by MM, SE, ab initio HF and DFT. The method chosen 
depends very much on the particular problem. Vibrational spectra are most reliably 
calculated by ab initio methods. In this chapter, ab initio HF and DFT will be discussed 
because only these two have been used in the present investigations. 
2.1 Hartree-Fock theory 
In computational chemical physics, the Hartree-Fock (HF) method is an approximate 
method for the determination of the ground-state wavefunction and energy of a many-
body quantum system. Solving the Schrodinger equation for an atom with N electrons is 
a formidable computational task because of the electron-electron repulsion terms, l/ry. In 
order to calculate the electron repulsion of one electron, the wave functions for the other 
electrons must be known and vice-versa. The best atomic orbitals are obtained by a 
numerical solution of the Schrodinger equation. The procedure first introduced by D.R. 
Hartree is called self-consistent field SCF. The procedure was further improved by 
including electron exchange by V. Fock and J.C. Slater. The orbitals obtained by a 
combination of these procedures are called Hartree-Fock self consistent field orbitals [1]. 
The first assumption in Hartree-Fock theory is the Born-Oppenheimer 
approximation. This reduces the Schrodinger equation for a molecular system to only the 
electronic motion for a particular nuclear configuration. The Hamiltonian for the 
molecular system with the Bom-Oppenheimer approximation is given as 
1 eleamns midei elearons _ nudeinudei _ _ deorms electrons i 
^ a A a 'm A>B B "-AB ">* * 'ab 
It is convenient to express the Born-Oppenheimer Hamiltonian as only the operator 
parts in terms of the electrons, H'''^"'''""', and add the inter-nuclear repulsion potential to 
the electronic energy, E*'^ '^ '™""^  to obtain the energy of the molecule, E. 
1 electrons nuclei electrons _ electrons elearons i 
W'-'-=-l I V ^ 2 S - + Z Z - (2.2) 
^ a A a ^Aa ">>> * ab 
IT electronic electronic ^^ -p electronic electronic f'y '5\ 
nudeinudei _ _ 
^ _ ^electronic ^ y y ^A^B (2.4) 
A>B B RAB 
The many-electron wavefunction \|/ for an N-electron molecule is written in terms of 
one-electron space wavefunctions, fj and spin functions, a or p. It is assumed that the N-
electron molecule is a closed-shell molecule (all the electrons are paired in the occupied 
molecular orbitals) [2]. The many-electron wavefunction \|/ for an N-electron molecule is 
ijf = Ml)aUT,p fy^{N)P (2.5) 
The HF-SCF approach assumes that any one electron moves in a potential that is a 
spherical average due to the other electrons and the nuclei of the molecule. The potential 
from the nuclei is set by the initial configuration of the molecule, and the potential from 
the other electrons are determined from initial approximate wavefunctions resulting in the 
Hartree-Fock Hamiltonian, H'^ 
^ 1 nuclei ^ Nil 
H^ff(l)= V] - X ^ + Y[^J,{\)-k,i\)] (2.6) 
'\A 
The first two terms in Eq. (2.6) correspond to the kinetic energy operator of the 
electron and the attraction between one electron and the nuclei of the molecule. These 
first two terms constitute what is called the core Hamiltonian. The next term, J^(l),is the 
coulomb operator. 
JA^)- ^fji'^i-dr, (2.7) 
1^2 
The Coulomb operator accounts for the smeared-out electron potential with an 
electron density of | / (2)p. The factor of 2 arises because there are two electrons in each 
spatial orbital. The last term in Eq. (2.6) is the exchange operator 
^ rfl(M^dT, (2.8) 
The exchange operator has no physical interpretation as it takes into account the 
effects of spin correlation. 
The Schrodinger equation is now solved for the one electron,/(I) from 
H'H\)f,{\) = ^ ,m) (2.9) 
Where e, corresponds to the orbital energy of the electron ascribed by/i(l). The 
molecular orbital wavefunctions / , are eigenfunctions of the Hartree-Fock Hamiltonian 
operator, H'^^ ,and is chosen to be orthogonal causing many integrals in the expression to 
vanish. 
The true Hamiltonian and wavefiinction of a molecule includes the coordinates of all 
N electrons. The Hartree-Fock Hamiltonian includes the coordinates of only one electron 
and is a differential equation in terms of only one electron. As can be seen from 
Eqs. (2.7) and (2.8), the Hartree-Fock Hamiltonian depends on its eigenfunctions that 
must be known before Eq. (2.9). The solution of the Hartree-Fock equations must be 
done in an iterative process. The energy of the molecule in terms of the Hartree-Fock 
approach, E"' ' , is determined as follows. 
NI2 Nil Nil nuclei nuclei _ , 
The first summation in Eq. (2.10) is over all the orbital energies of the occupied 
molecular orbitals. The terms Jy and Kjj and are determined by operating the Coulomb 
operator (Eq. 2.7) and the exchange operator (Eq. 2.8) ony;(l) and multiplying the result 
by/*(l)and integrating overall space. The last summation term in Eq. (2.10) refers to the 
inter-nuclear repulsion potential for a particular nuclear configuration. 
The spatial one-electron wavefunctions,/(«;, are represented as a linear combination 
of atom-centered functions ( atomic orbitals), <zi^ ,^ called the linear combination of atomic 
orbitals (LCAO) approximation. The functions {^,^  constitute a basis set. The index k refers 
to the specific atomic orbital wavefunction, and the index / refers to its contribution to a 
specific molecular orbital given by 
f.in) = t,c,cp„ (2.11) 
k 
The best representation of the molecular orbital occurs when an infinite sum of 
atomic orbitals is made, but in practice only a finite sum is used. The coefficients 
correspond to the contribution of each atomic orbital to the corresponding molecular 
orbital. 
The energy of a given electron in a molecular orbital of the molecule, s^, is 
calculated as a function of the coefficients for that molecular orbital, Cjk.. Substituting Eq. 
(2.11) is into Eq. (2.9), we get 
j:cJ^''<p,=e,Y,c,<p,. (2.12) 
k k 
In order to calculate H"^^, an initial guess to the coefficients for the other molecular 
orbitals fi must be made. Multiplying Eq. (2.12) by J^ (where; =1, 2, 3,..., N') and 
integrating yields the following expression which are called the Roothaan-Hall equations. 
X c , ( / / J - ^ , 5 ^ ) = 0 (2.13) 
k 
The terms H^ are called the Fock matrix. 
Hf-{<p^\H'^M (2.14) 
The term Sjk is the overlap matrix. 
S,k = M<Pk) (2.15) 
Using Variational Theory, the coefficients are optimized by taking the derivative 
of £•, with respect to each coefficient and setting it equal to zero, we get the equation 
da{Hf-e,S^,) = 0 (2.16) 
The optimized coefficients obtained from Eq. (2.16) for each molecular orbital are 
compared to the initial guess for the coefficients. If there is a difference, the computation 
is repeated with the new optimized coefficients. If there is no significant difference the 
computation is terminated. This iterative process is called a self-consistent field. 
In the case of a closed-shell molecule where all of the electrons in the occupied 
molecular orbitals are paired, the wavefunction representation is given as in equation 
(2.5). Numerous cancellations will occur when integrating over these spin wavefunctions 
due to the orthonormality of the spin functions a and p. Electrons with like spins will 
interact and electrons with unlike spins will not interact. The function represented in Eq. 
(2.5) is termed a restricted Hartree-Fock (RHF) wavefunction. 
There are two commonly used procedures for open-shell molecules. One procedure 
for open-shell molecules is to use an RHF wavefunction as in a closed-shell molecule. 
The difficulty with this approach is that the lone electron in the molecular orbital will 
interact only with the other electrons in the molecule with the same spin. To relax this 
constraint on the solution, each electron in molecular orbital is given a different spatial 
function. The relaxing of the constraint that electrons must occupy molecular orbitals in 
pairs is called the unrestricted Hartree-Fock (UHF) wavefunctions. Variational energies 
calculated using UHF wavefunctions are generally lower than those calculated using 
RHF wave functions. One difficulty, however with UHF wave functions is that they may 
not be eigenfunctions of the total squared spin angular momentum operator, 5' , whereas 
RHF wavefunctions are eigenfunctions. This can lead to impure spin states for the 
molecule. In practice, the 5"^  expectation value is calculated for a UHF wavefunction. If 
the value results in the true value of the^ S(S+1), the UHF wavefunction is a reasonable 
molecular wavefunction. Often though, the UHF wavefunction is used as a first 
approximation to the true molecular wavefunction even if a significant discrepancy exists 
due to the lower variational energy obtained. 
The next thing to be specified is the kind of functions, ^^ ,^ to be used for the LCAO 
approximation in equation. Typically, in modem Hartree-Fock calculations, the one-
electron wavefunctions are approximated by a linear combination of atomic orbitals. 
These atomic orbitals are called Slater-type orbitals. Furthermore, it is very common for 
the "atomic orbitals" in use to actually be composed of a linear combination of one or 
more Gaussian-type orbitals, rather than Slater-type orbitals, in the interests of saving 
large amounts of computation time [3]. 
Various basis sets are used in practice, most of which are composed of Gaussian 
functions. In some applications, an orthogonalization method such as the Gram-Schmidt 
process is performed in order to produce a set of orthogonal basis fimctions. This can 
save computational time when the computer is solving the Roothaan-Hall equations by 
converting the overlap matrix effectively to an identity matrix. However in most modern 
computer programs for molecular Hartree-Fock calculations, this procedure is not 
followed due to the high numerical cost of orthogonalization and the advent of more 
efficient, often sparse, algorithms for solving the generalized eigenvalue problem, of 
which the Roothaan-Hall equations are an example. 
2.2 Density Functional Theory (DFT) 
All ab initio methods begin with a Hartree-Fock approximation that gives the spin-
orbitals. Later, the electron correlation is taken into account. The results of HF 
calculations are reliable but the calculations are computationally intensive and cannot be 
readily applied to large molecules. DFT methods provide results comparable to CI and 
MP2 computational results; the difference is that DFT computations can be done on 
molecules with 100 or more heavy atoms. Therefore, Density functional theory has 
become very popular in recent years. 
10 
In HF method, the computation starts with an exact Hamiltonian. An approximate 
wavefunction is written as a product of one-electron functions. The solution is improved 
by optimizing the one-electron functions and by increasing the flexibility of the final 
wavefunction representation. In DFT method, calculations start with a Hamiltonian 
corresponding to an idealized many-electron system for which an exact wavefunction is 
known. The solution is obtained by optimizing the ideal system closer to the real system 
[4]. 
2.2.1 Hohenberg-Kohn Theorem 
The basis DFT is the theorem of Pierre Hohenberg and Walter Kohn [5]. According to 
Hohenberg and Kohn theorem for molecules with a nondegenerate ground state, the 
ground-state molecular energy, wave function, and all other molecular electronic 
properties are uniquely determined by the ground-state electron probability density po(x, 
y, z), a function of only three variables [6]. The goal of DFT is to design functional 
connecting the electron density with the energy. 
The ground-state electronic wave function of an n-electron molecule is an eigen 
function of the purely electronic Hamiltonian which in atomic units has the form 
^ = 4t^^E-W + I Z - (2.17) 
•^ /=I (=1 ;=l i>J ^,j 
v(^) = - Z ^ (2.18) 
Where, v(^), a function of onlyx,,>',,z,, is the potential energy of interaction 
between the nuclei and the ith electron. The electronic Schrodinger equation is solved for 
fixed locations of the nuclei. In DFT, v(^) is known as the external potential acting on the 
ith electron because the charges that produce it are external to the system of electrons. 
If the external potential V(A;) and the number of electrons n are known, the solution of 
electronic Schrodinger equation will give the electronic wave functions and allowed 
energies of the molecule. Hohenberg and Kohn have proved that for systems having non-
degenerate ground-state, both v(rj and n are determined by the ground-state electron 
probability p^ (r). Therefore, the ground-state wave function and energy are determined 
by the ground-state electron density. 
The probability density p for finding an electron in the neighborhood of point 
(x„x,2,) is 
2 
MO = « Z \--^W'Kr.h,-,r„,m^,,....,m^„\dr^....dr^ (2.19) 
allm. 
Integration of (2.19) over all space and using the normalization of v ,^ we get 
\p^{r)dr = n. The PoC/") determines the external potential and the number of electrons n. 
Hence, /7(,(r) determines the molecular electronic Hamiltonian and so determines the 
ground-state wave function, energy, and other properties. The ground-state electronic 
energy EQ is thus a functional of the function p^ir), and can be written as E^ = E^ip^]. 
The purely electronic Hamiltonian (2.17) is the sum of electronic kinetic-energy 
terms ( f ) , electron-nuclear attractions (F^J, and electron-electron repulsions (V^J. 
Average of each of these is a molecular property, so one can write these averages as 
functional of p^. The ground-state electronic energy E^ is 
E, = E,[p,]= T[p,] + V,,[p,] + VJp,] (2.20) 
Where electron-nuclear attractions 
V.e=Mt<n)Wo)=jPoir)dr (2.21) 
1=1 
Hence ^^ [p^ ] is known, but the functinals f [/JQ ] and V^^ [p^ ] are unknown. We have 
EO = ESP,]= lp,(r)dr+T[p,]+ Z^[p,]= \p,(r)dr + F[p,] (2.22) 
Practically Eq. (2.21) fails to calculate ^g fromPo, since the functional F[/?o] is unknown. 
2.2.2 Kohn-Sham method. 
The draw back of Hohenberg-kohn was its inability to calculate E^ from p^ because 
the functional F[/7O] in this theorem is unknown. In addition, it does not explain how to 
find Po without first finding the wave fiinction. In 1965 Kohn and Sham devised a 
practical method for finding p^ and for finding Eg from Pg [7]. 
Kohn and Sham considered a system of n non-interacting electrons (reference 
system) such that the external potential-energy function v//;) experienced by each 
electron makes the ground-state electron density p^^) of the reference system equal to 
that of the reference molecule p„(r) in which we are interested. Making use of 
Hohenberg-Kohn theorem, v^r,), is uniquely determined. 
The Hamiltonian for the reference system is 
^>=Z[-^^-+^.(0]-Z^r (2.23) 
'=1 ^ ,=1 
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where h, = — Vf + v^r,) (2.24) 
is the Kohn-Sham Hamiltonian. 
The results of non-interacting particles and Pauli's exclusion principle show that the 
ground-state wave function i//^ Q of the reference system is the antisymmetrized product of 
the lowest-energy Kohn-Sham spin-orbitals uf of the reference system and the spatial 
A fa-
part 6^ ^ (A;) of each spin-orbital being an eigenfunction of h, , that is 
</^s.o^k^2 "« I' ^,= ^ ^iO^. (2-25) 
K ef=efe'l' (2.26) 
where a^ is a spin function and^ ",'" 's Kohn-Sham orbital energies. 
Kohn and Sham modified the Hohenberg-Kohn theorem in the following way: 
They defined Ar and Arg^[p] as 
^T{p\^T{p\-TXp\ (2.27) 
^UPWAPV-^^^^^"^^^ drAr (2-28) 
The second term in Eq. (2.28) represents the classical electrostatic interelectronic 
repulsion energy (in atomic units). 
Using the Eq. (2.27) and (2.28) the Hohenberg-Kohn theorem becomes 
EXp]=lp(r)v{r)dr + T,lp]+ 1 J j^^^ lM^ dr,dr,+ Af[p] +AF^J/?] (2.29) 
or E, = E^[p] = lp(r)v(r)dr + T,[p]+^ Jj£(!lM!k) dr.dr, + E,,[p] (2.30) 
where E,,[p]= Af [p] + AF,Jp] (2.31) 
is known as Exchange-correlation energy functional. 
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The key to KS DFT calculation is to get a good approximation to E^^. The fictitious 
system of non-interacting electrons is defined to have the same electron density as that in 
the ground-state of the molecule; p^ = p ^ . The electron probability density of an n-
particle system for which wave function is a Slater determinant of the spin-orbitals 
u"" = O^'a. is 
P = A = l t e ' ' (2.32) 
(=1 
Using the definition of external potential, v(r^) = -y]-^ the first term in equation, we 
• ^ r 
have \p{r)\{r)dr = - ^ Z„ [^('1)^10 ^ i^ which is easily evaluated if p{r) is known. The 
a 
average ground-state electronic kinetic energy is given by the expression 
UP] = -\J:,(0-'(^)^'\0^(1)) (2-33) 
Therefore, Eq. (2.34) becomes 
£o=-Z-.K'V'-,4t(^"«|^<|^'(l)>+^ jj^^^^^^^ dr.dr,^ E^\p\ (2.34) 
a ^ 1=1 ^ hi 
If we can find the KS orbitals ^^ and the fijnctional E'^ ^ [ p ] only then we can 
find £•(, from p .The electronic energy including the nuclear repulsion is found by adding 
the intemuclear repulsion F^^ to (2.34). 
The Kohn-Sham orbitals that minimize the Eq. (2.34) for the molecular ground-state 
energy satisfy: 
[ - j ^ M — + J ^ ^ ' ' 2 + v , , ( l ) ] e^{\)=e^er{\) (2.35) 
The exchange-correlation potential v^ ^ is defined as the funcfional derivative of the 
exchange-correlation energy E^^ as 
^xc 7 -7- (2.36) 
5p{r) 
The functional derivative of most DFT functionals is obtained from the following 
formula. For a functional defined by 
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,/ ;/ b 
F[p] =\\\g{x,y,z,p,p^,p^,p^)dx dy dz 
where /? is a function of x, y, and z that vanishes at the limits of the integral, and where 
P.= 
dp_ y, z etc., the functional derivative can be shown to be given by 
If f^^is known, its functional derivative can be easily obtained from (2.36) and 
(2.37), and so v^ ,^ is known. 
Kohn-Sham method is also unable to say what the correct functional ^^Jp] is. 
Therefore both E^^ in (2.34) and v^ ^ in (2.40) and (2.36) are unknown. 
The Kohn-Sham orbitals 6*^*^  are orbitals for fictitious reference system of 
noninteracting electrons, these orbitals have no physical significance other than in 
allowing the exact molecular ground-state p to be calculated from them. The density-
functional (DF) molecular wave function is not a Slater determinant of spin-orbitals. In 
fact, there is no DF molecular wave function. However, one finds that the occupied 
Kohn-Sham orbitals resemble molecular orbitals calculated by the Hartree-Fock method, 
and the Kohn-Sham orbitals can be used in qualitative MO discussions of molecular 
properties [8-9]. Various approximate functionals£'^^[/7]are used in molecular DFT 
calculations. 
2.2.3 Local-density approximation (LDA): 
Local-density approximations are a class of approximations to the exchange-
correlation energy functional ^^Jp] in DFT that depend solely upon the value of the 
electronic density at each point in space. Many approaches can yield local 
approximations to the exchange-correlation energy. The successful local approximations 
are derived from the homogeneous electron gas (HEG) model. 
According to Hohenberg and Kohn if for a spin-unpolarized system/? varies 
extremely slowly with position, a local-density approximation for the exchange-
correlation energy functional E^XP^ is written as£'^ /''^  
ET{p\-\p{r)s^Xp)dr (2.38) 
where p is the electronic density and £xc, the exchange-correlation energy density in a 
homogeneous electron gas with electron density/?, is a function of the density alone. 
15 
Homogeneous electron gas: 
The homogeneous electron gas model is constructed by placing A^  interacting electrons 
in to a volume, V, with a positive background charge keeping the system neutral. N and V 
are then taken to infinity in the manner that keeps the density (p = N / V) finite. The total 
energy consists of contributions fi-om the kinetic energy and exchange-correlation energy, 
and the wave fianction is expressible in terms of plane waves. In particular, for a constant 
density p, the exchange energy density is proportional to p '. 
Exchange-correlation potential: 
The exchange-correlation potential corresponding to the exchange-correlation energy 
for a local density approximation is given by [10]. 
v'-™ = 
Sp dp 
(2.39) 
In finite systems, the LDA potential decays asymptotically with an exponential form. 
This is in error. The true exchange-correlation potential decays much slower in a 
Coulombic manner. The LDA provides a poor description of electron-rich species such as 
anions where it is often unable to bind an additional electron, erroneously predicating 
species to be unstable [11]. 
Eqs. (2.38) and (2.39) were suggested by Kohn and Sham as approximations to 
^^^and v^ i^n Kohn-Sham equations. This procedure is called as local density 
approximation (LDA). The exchange-correlation density £^^(p)can be decomposed into 
exchange and correlation terms linearly, 
£.c(P) = £M + £c(P) 
where 
r i \ 
^AP) 
\n J 
K (p(or 
(2.40) 
(2.41) 
The correlation par\s^[p) has been calculated and results have been expressed as a 
very complicated function s ^ of p by Vosko, Wilk, and Nusair (VWN) [12-13]. 
Thus 
sXp)-£r{p) (2.42) 
where e,. is a known function. 
Finally we have 
^IM ^ IDA LDA 
xc ^x c ' vr =-[(%)/.«] LDA _ VWN ' c c (2.43) 
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E'f' = \ps,dr = -^f 11 ' \\p(r)fdr (2.44) 
The functionals E, and E,.: 
In order to develop approximate functionals for use in KS DFT, the functional E^^ is 
written as the sum of an exchange-energy functional ^^ and a correlation-energy 
functional E^, 
E = E + E (2.45) 
Using Hartree-Fock method for molecules with the Hartree-Fock orbitals replaced by 
the Kohn-Sham orbitals for a closed-shell molecule, we get 
n n 
The factor 1/4 comes due to summation over the electrons 
^ . - - ^ Z I(^''(1)^;(2)|XJ^;(1)^'^(2)> (2.46) 
^ 1=1 7=1 
Since £_^ is now defined, we can define the correlation-energy functional £^as the 
difference between £^ ^ and ^^; that is E^^E^^-E^. Poor results are obtained for 
molecular properties while using Eq. (2.51) for evaluating £'^  and to findi?^. Thus, in 
practice it is the best to model for both E^ and E^, because this leads to cancellation of 
errors and better results. Both i^^and^^are negative, with |£'^|»|£'^|.The definition of 
E^ in DFT differs from that used in Hartree-Fock theory, but analysis and calculations 
show that these two are nearly equal [14]. 
The X„ Method: 
In this approximation the correlation contribution to£'^^is omitted (since |£ '^|»|£'J) 
and the exchange contribution is taken as 
£, « E'"^ I - ^'IpW'dr (2.47) 
where a values from 2/3 to 1 have been used. The Z^ method is a special case of DFT. 
2,2.4 The Local-Spin-Density Approximation (LSDA). 
The LSDA gives better results than the LDA for molecules with open-shell 
configuration and molecular geometries near dissociation. In LSDA electrons with 
opposite spins that are paired with each other are given different KS orbitals unlike in 
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LDA where both are given the same spatial KS orbital. This is not required in theorems 
of Hohenberg, Kohn, and Sham, and if the exact functional E^^ [p] were known, one 
would not do so. In case of KS DFT calculations, where E^^are approximate, it is better to 
have different KS orbitals for electrons with different spins. The generalization of 
density-functional theory that allows different orbitals for electrons having different spins 
is called spin-density-functional theory. 
The extension of density functionals to spin-polarized systems is straightforward for 
exchange, where the exact spin-scaling is known, but for correlation, further 
approximations must be employed. A spin polarized system in DFT employs two spin-
densities, p " and p^ for spina and spiny^ with/)= p" + p'^, and the form of the local-
spin-density approximation (LSDA) is 
E'r [P"'P']= lp(r)sjp'',p')dr. (2.48) 
For the exchange energy, the exact result is known in terms of the spin-unpolarized 
functional [15], 
E.[p\p'] = \(E^[2p''yE^[2pq (2.49) 
The spin-dependence of the correlation energy density is approached by introducing 
the relative spin-polarization, 
aO = 4 ^ ^ ^ ^ (2^50) 
here,4'= 0 corresponds to the paramagnetic spin-unpolarized situation with equal 
aandfi spin densities where as .^  = ±1 corresponds to the ferromagnetic situation where 
one spin density vanishes. The spin correlation energy density for a given values of the 
total density and relative polarization, f^(/7,<^), is constructed so to interpolate the 
extreme values. Several forms have been developed in conjunction with LDA correlation 
functionals [16] 
It is expected that p" = p^ for species in which all the electrons are paired and 
molecular geometries are in the equilibrium region, and spin-DFT will take the form of 
ordinary DFT. 
Exchange-correlation potential 
The exchange-correlation potential corresponding to the exchange-correlation energy 
for a local-spin-density approximation is given by 
v"= '"^ ^ (2.51) 
Sp" 
Similarly, we can define exchange-correlation potential for spin-J3 electrons (vf.). 
Gradient-corrected and hybrid functionals 
Both LDA and LSD A are suitable only for those systems in which p varies slowly 
with position. However, for systems in which p varies with position, not only p but its 
gradients are also included in the integrand. Thus 
Er[p",p']=ff(p"(rlp'(^)yp"ir)yp'(r))dr (2.52) 
The letters GGA stands for generalized-gradient approximation. E^f'^ is usually split into 
exchange and correlation parts, which are modeled separately: 
^GGA ^ ^GGA _^ ^GGA (2.53) 
Some commonly used gradient-corrected exchange functionals ^^ are Perdew and 
Wang's 1986 functional, designated PW86 or PWx86, Becke's 1988 functional, denoted 
B88, Bx88, Becke 88, or B, and Perdew and Wang's 1991exchange functional PWx91. 
Commonly used gradient-corrected correlation functionals E^ include the Lee-Yang-
Parr (LYP) functional, the Perdew 1986 correlation functional (P86 or Pc86), the Perdew-
Wang 1991 parameter free correlation functional (PW91 or PWc91), and the Becke 
correlation functional called Bc95 or B96. The Perdew-Burke-Emzerhof (PBE) exchange 
and correlation functional has no parameters [17]. 
Hybrid functional 
Hybrid functionals are a class of approximations to the exchange-correlation energy 
functional in DFT that incorporate a portion of exact exchange from Hartree-Fock theory 
with exchange and correlation from other sources (ab initio, such as LDA, or empirical). 
The exact exchange energy fimctional is expressed in terms of the Kohn-Sham orbitals 
rather than the density, so is termed an implicit density functional. The hybrid approach 
to constructing density functional approximations was introduced by Axel Becke in 1993 
[18]. Hybridization with Hartree-Fock (exact) exchange provides a simple scheme for 
improving many molecular properties, such as atomization energies, bond lengths and 
vibration frequencies, which tend to be poorly described with simple "ab initio" 
functionals. 
A hybrid exchange-correlation functional is usually constructed as a linear 
combination of the Hartree-Fock exact exchange functional (E"'') and any number of 
exchange and correlation explicit density functionals. The parameters determining the 
weight of each individual functional are typically specified by fitting the functional's 
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predictions to experimental or accurately calculated thermo chemical data. For example, 
the popular B3LYP (Becke, three-parameter, Lee-Yang-Parr) [19-20] exchange-
correlation functional is: 
7B3LYP ET+a,{E"/-£';''') +a^{Ef' -£f^) + a,(£f^ -E'f') (2.54) 
whereto = 0.20, a^ = 0.72, and a^ = 0.81 are the three empirical parameters determined 
by fitting the predicted values to a set of atomization energies, ionization potentials, 
proton affinities, and total atomic energies; £'f^ '^  and ff'^'^are generalized gradient 
approximations: the Becke 88 exchange functional and the correlation functional of Lee, 
Yang and Parr, and E'f'^ is the VWN local-density approximation to the correlation 
functional. The hybrid B3LYP functionals are most widely used for molecular 
calculations. This is due to the accuracy of the B3LYP resuhs obtained for a large range 
of compounds; particularly organic molecules. This approximation gives also good 
results for vibrational spectra. 
As an improvement on the B3LYP, B3PW91, and B1B96 hybrid functionals, Becke 
[21] and Schmider [22] proposed the hybrid functional 
E =£^^^+c£"' '"+£'^^^ (2.55) 
XC X XX C ^ ' 
Where, c^ is a parameter and E^^ and E°'^^ are certain GGA functionals that contain 
three to six parameters, respectively. 
Several other functionals containing parameters fit to experimental molecular data 
have been proposed. The 21-parameter Van Voorhis-Scuseria exchange-correlation 
fiinctional VSXC has no mixing of exact exchange and performs slightly better than 
B3LYP for calculating atomization energies but slightly worse for bond lengths [23]. 
Gradient corrected and hybrid fiinctionals give not only good equilibrium geometries, 
vibrational frequencies, and dipole moments, but also generally accurate molecular 
atomization energies. 
2.3 Basis sets 
One of the approximations inherent in all the ab initio methods is the introduction of a 
basis set. A basis set is a mathematical description of the orbitals within a system used to 
perform the theoretical calculations. A basis set can also be defined as a set of functions 
used to create the molecular orbitals which are expanded as a linear combination of such 
functions with the weights or coefficients to be determined. Usually, these functions are 
atomic orbitals. It is of prime importance to make the basis set as small as possible 
without compromising the accuracy, therefore many publications are dedicated to this 
problem [24-26]. 
The quantum-chemical calculations for molecules are carried out using LCAO MO 
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(linear combination of Atomic orbitals-Molecular Orbitals) approximation. This means 
that molecular orbitals are formed as a linear combination of atomic orbitals, 
<t>. =t'„ X, (2.56) 
where the coefficients C ,^ are known as the molecular orbital expansion coefficients. 
The basis functions X\ XN ^^e also chosen to be normalized.;};^ refers to an arbitrary 
basis function in the same way that (Z>, refers to an arbitrary molecular orbital. 
At early stage of the method development, the Slater Type Orbitals (STOs) were used 
as basis functions due to their similarity to hydrogen- like orbitals. However, it turned out 
that the Slater functions are difficult to calculate. 
Later, it was realized by Frank Boys inl950 that one should use Gaussian-type 
functions (GTFs) instead of STOs for the atomic orbitals in an LCAO wave function 
because it is easier to calculate overlap and other integrals with Gaussian basis functions. 
This led to huge computational savings. Gaussian offers a wide range of basis sets, which 
may be classified by the number and types of basis functions that they contain. Basis sets 
assign a group of basis functions to each atom within a molecule to approximate its 
orbitals. These basis functions, themselves, are composed of a linear combination of 
Gaussian functions; such basis functions are referred to as contracted functions, and the 
component Gaussian functions are referred to as primitives. A basis function consisting 
of a single Gaussian fimction is termed uncontracted. The shape of an STO orbital could 
be approximated by summing up a number of GTOs: 
GTO (a,/, m ,n ; x, y, z) = Ne-"''x' y" z" (2.57) 
where N is normalization constant, a is exponent, x, y and z are the cartesian coordinates 
and/, m and n are the exponents at cartesian coordinates, r^ = x^ +y^ +z^. 
Since gaussian GTOs are not really orbitals, but simpler functions, in recent literature 
they are frequently called gaussian primitives. The various types of basis sets are 
discussed in detail as follows. 
Minimal Basis Sets 
The minimal basis set is the smallest possible set, i.e., it contains only one function per 
occupied atomic orbital in the ground state. The most popular minimal basis sets are the 
STO-nG, where n denotes the number of primitives in the contraction. Minimal basis sets 
use fixed-size atomic-type orbitals. The ST0-3G basis set is a minimal basis set 
(although it is not the possible basis set). It uses three gaussian primitives per basis 
function, which accounts for the "3G" in its name. "STO" stands for "Slater-Type 
Orbitals," and the ST0-3Gbasis set approximates Slater orbitals with gaussian functions. 
Commonly used minimal basis sets of this type are: 
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. ST0-3G 
. ST0-4G 
. ST0-6G 
. ST0-3G* - Polarized version of ST0-3G 
Split-valence basis sets 
During molecular bonding, it is the valence electron which principally takes part in 
the bonding. In recognition of this fact, it is common to represent valence orbitals by 
more than one basis function, (each of which can in turn be composed of a fixed linear 
combination of primitive Gaussian functions). Basis sets in which there are multiple basis 
functions corresponding to each valence atomic orbital, are called valence double, triple, 
quadruple-zeta,... basis sets. Split valence basis sets, such as 3-2IG and 6-3IG have two 
(or more) sizes of basis functions for each valence orbital. The double zeta basis sets, 
form all molecular orbitals from linear combinations of two sizes of functions for each 
atomic orbital. Similarly, triple split valence basis sets, like 6-3IIG, uses three sizes of 
contracted functions for each orbital-type. 
In Poples terminology [27-29], where the basis set structure is given for the whole 
molecule rather than particular atom, the notation emphasizes also a split valence (SV) 
nature of these sets. Symbols like n-ijG or n-ijkG can be encoded as: n- number of 
primitives for the iimer shells; ij or ijk- number of primitives for contractions in the 
valence shell. The ij notations describe sets of valence double zeta quality and ijk valence 
triple zeta quality. The contractions related to valence shells are frequently augmented 
with other functions. The most popular are the polarization [30-31] and diffuse functions 
[32-34]. 
Polarization Basis Sets 
Split valence basis sets allow orbitals to change size, but not to change shape. 
Polarized basis sets remove this limitation by adding orbitals with angular momentum 
beyond what is required for the ground state to the description of each atom. 
For the Poples basis sets the notation used is: n-ijG*, or n-ijkG** when polarization 
Gaussians are added to a standard basis set on heavy atoms and n-ijG**, or n-ijkG** are 
obtained by adding polarization p-type gaussian on the hydrogens. At present, the most 
precise marmer used for the basis sets with polarization functions is n-ijkG(a,b), where a 
is the number and type of Gaussian on heavy atoms, and b-on the hydrogens (for 
example, 6-311G(3d,2f,2p)). So far, the only polarized basis set, we have used is 6-3IG 
(d). Its name indicates that it is the 6-3IG basis set with d functions added to heavy 
atoms. This basis set is very common for calculations involving up to medium-sized 
systems. Another popular polarized basis set is 6-3IG (d, p), which adds p functions to 
hydrogen atoms in addition to the d functions on heavy atoms. 
Diffuse Basis Sets 
Diffuse functions are large-size versions of s- and p-type functions (as opposed to the 
standard valence-size functions). They allow orbitals to occupy a large region of space. 
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Basis sets with diffuse functions are important for systems where electrons are relatively 
far from the nucleus: molecules with lone pairs, anions and other systems with significant 
negative charge, systems in their excited states, systems with low ionization potentials, 
description of absolute acidities, and so on. For the Poples basis sets the following 
notation is used; n-ij+G, or n-ijk+G when 1 diffuse s-type and p-type Gaussians are 
added to a standard basis set on heavy atoms. The s-and p-type functions has the same 
exponents in this case. The n-ij++G, or n-ijk++g are obtained by adding 1 diffuse s-type 
and p-type Gaussian on heavy atoms and 1 diffuse s-type Gaussian on hydrogen's. The 6-
31+G(d) basis set is the 6-31G(d) basis set with diffuse function added to heavy atoms. 
The double plus version, 6-311++ G (d), adds diffuse functions to the hydrogen atoms as 
well. Diffuse functions on hydrogen atoms seldom make a significant difference in 
accuracy[35]. 
The number of contractions used to represent a single Slater atomic orbital is a 
measure of the basis set's quality. In the minimal basis set only one basis function 
(contraction) per Slater atomic orbital is used. DZ basis sets have two basis functions per 
orbital, etc. In the present work 6-3IG and 6-311G basis sets were used for geometry 
optimization as well as frequency calculations. 
2.4 Geometry Optimization 
The way the energy of a molecular system varies with small changes in its structure is 
specified by its potential energy surface. It is a mathematical relationship linking 
molecular structure and the resultant energy. For a diatomic molecule, it is a two-
dimensional plot with the intemuclear separation on the x-axis, and the energy at that 
bond distance on the y-axis, producing a curve. For large molecules, the surface has as 
many dimensions as there are degrees of freedom within the molecule. 
Geometry optimization is a method of finding the minima on the potential energy 
surface by predicting the equilibrium structures of molecular systems. Optimizations to 
minima are also called minimizations. There are several mathematical methods used to 
obtain the local minimum of a function of several variables. If a molecule has several 
conformations, then it is mandatory to repeat the local minimum search for each possible 
conformation to locate the global minimum. However, this is not possible for large 
molecules due to the large number of conformations. Also the true global- minimum 
equilibrium geometry might correspond to a highly unconventional structure. For 
example, high-level calculations that use large basis sets and electron correlation show 
that, for vinyl cation, the classical structure lies about 4 kcal/mol higher than the true 
equilibrium structure which has a three-center bond [36]; the infrared spectrum of the 
vinyl cation also shows the three-center bond structure to be more stable [37]. The ethyl 
cation has a similar symmetrical bridge structure [38]. A vibrational-frequency 
calculation must be preceded by a geometry optimization using the same method and 
basis set as used for frequency calculation. "Frequencies" calculated at a point that is not 
a stationary point are not true vibrational frequencies. 
Some procedures to find a local minimum in U require only repeated calculation of U 
at various values of its variables, but these procedures are very inefficient. More efficient 
procedures require repeated calculations of both U as well as its derivatives. The set of 
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3N-6 first partial derivatives of U with respect to each of its variables constitute a vector 
in a "space" of 3N-6 dimensions, called the gradient of U. At both minima and the saddle 
points the gradient of U vanishes. Since the gradient is negative of forces, the forces are 
also zero at such a point. A point on the potential energy surface where the forces are 
zero is called a stationary point. All successful optimizations locate a stationary point, 
although not always the one that was intended. 
The key to efficient geometry optimization lies in the calculation of the gradient. The 
SCF energy expression 
E„, = Z^, + ^ i i P.HT^ Vm (2-58) 
/=i •^  r = l .v= 
and its derivatives with respect to the nuclear coordinates would seem to involve the 
derivatives of the //^"''and (ri'jrw) integrals (which occur inf,), the derivatives of V^^, 
and the derivatives of the SCF coefficients c^ , (which occur in P„). However, the terms 
involving the derivatives of thec^,'^ turn out to add up to zero, leaving only the 
derivatives of the integrals and of F^^. The derivatives of the integrals are readily 
calculated, since the derivatives of a Gaussian type function with respect to a nuclear 
coordinate is another GTF. The derivatives of Fj^ ^ are trivial. Thus an analytical formula 
for the gradient of the ab initio SCF energy is known [39]. Once the SCF energy U and 
wave function have been found for some chosen geometry, the time needed to 
analytically calculate the energy gradient is roughly equal to the time needed to do the 
SCF wave function and energy calculation. 
There are some energy minimization methods which use the energy gradient as well 
as the second derivatives of U. The set of second derivatives 
d'u d'u d'u dV ^ 
-—T' ~:,—::;—' > ~~i—•> > when arranged in a square array form a matrix 
dq, dq.dq^ dq^dq^ d q^ 
called the Hessian or the force constant matrix. Newton and Raphson developed an 
efficient method to find a local minimum of a function of several variables. This method 
approximates the function by a Taylor-series expansion that is terminated after the 
quadratic terms, and uses accurately evaluated first and second partial derivatives of the 
function. As it is very costly in computer time to carryout the analytical calculation of the 
second order derivatives in an ab initio SCF calculation, a modified form of the Newton-
Raphson procedure, called the quasi-Newton method is used. In this method one starts 
with an estimate for the Hessian instead of calculating it directly and gradually improves 
this estimate using gradient information calculated at each step in the optimization cycle. 
To optimize the geometry, one starts with a guess for the equilibrium structure. The 
guessed structure is based on typical values for bond lengths, bond angles estimated from 
a method such as the VSEPR method, and dihedral angles guessed based on experience 
with similar compounds. 
After guessing the geometry, one searches for the minimum nearest the initially 
assumed geometry. One chooses a basis set and uses the SCF (or some other) method to 
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approximately solve the electronic Schrodinger equation to find U and its gradient at the 
guessed initial geometry. Using the calculated values of U and Vt/(and perhaps 
information about the Hessian) the geometry optimization program changes the 3N-6 
nuclear coordinates to a new set that is likely to be closer to a minimum than the initial 
set, and the SCF U and Vf/are calculated at this new structure. Using the results of the 
new calculation, a further improved set of nuclear coordinates is calculated, and the SCF 
calculation is repeated at the new geometry. The process is repeated until V (7 differs 
negligibly from zero, indicating that a minimum (at which Vf/is zero) may have been 
found. Typically, about 3N-6 to 2(3N-6) repetitions of the SCF and gradient calculations 
are needed to find a minimum. The availability of analytical gradients makes possible the 
efficient determination of the ab initio equilibrium geometry of small and medium-size 
molecules, and the introduction of analyfical gradients into ab initio calculations (by 
Pulay in 1969) has been called a "revolution" [40]. 
Some methods of geometry optimization can converge to a stationary point that is not 
a minimum, but a saddle point. To be sure that one has found a minimum and not a 
saddle point, it is essential to test the nature of the stafionary point found by the geometry 
optimization. This is done by doing a frequency calculation at the geometry found. If it 
will be a true minimum, all the calculated frequencies will be real and for a first-order-
saddle point, one calculated frequency will be imaginary. The convergence rate of the 
optimization is affected by the choice of the coordinates used in the search. One choice is 
the Cartesian coordinates of the nuclei. Another choice is to use bond distances, bond 
angles, and dihedral angles, which constitute the internal coordinates. 
In the molecular-mechanics method, analytical evaluation of the second derivatives 
of U is rapid provided the molecule is not very large. Instead of the quasi-Newton 
method, one can use the Newton-Raphson method, in which the Hessian is accurately 
calculated instead of being estimated. The molecular-mechanics method allows geometry 
optimization for molecules containing thousand of atoms. For such large molecules, the 
Newton method is too computationally demanding, since one must deal with a large 
Hessian matrix. For very large molecules, molecular-mechanics geometry optimization 
often uses a modification of the Newton-Raphson method called the block-diagonal 
Newton-Raphson method. Here, one makes the approximation that = 0 
dq^dgj 
whenever g, and ^^  are Cartesian coordinates of different atoms. This approximation puts 
the Hessian matrix in block-diagonal form, where each block is 3 x 3 and contains 9 
second partial derivafives that involve only the coordinates of a particular atom. This 
allows us to deal with the atoms one at a time. For a 1000-atom molecule instead of 
having to deal with a Hessian containing 3000^ = 9 xlO^ elements (or 2994^elements 
after vibrations and rotations are removed), we deal with 1000 matrices, each containing 
only 3^  =9 elements. 
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2.5 Potential Energy Distribution (PED) 
The interpretation of the experimental spectra is based on the fact that if theoretical 
wave numbers and intensities of the bands are close to that of experimental one, then 
forms of the theoretically calculated vibrations describe the real vibrations of the 
molecule with a good approximation. Information about the form of vibrations of the 
molecule is obtained from normal vibrational analysis. The form of vibrations can be 
described by the elements of Potential Energy Distribution (PED) matrix. 
The frequencies of normal vibrations can be obtained within the harmonic approximation 
by solving the Equation [41 ] 
FqLc, = LqA (2.59) 
Where Fq is the force constant matrix expressed in "mass weighted" Cartesian 
coordinates q given by 
q = M'''' Ax (2.60) 
where M is diagonal matrix of atomic masses, x's are Cartesian coordinates. Ax's are 
nuclear displacements from the equilibrium positions, A is diagonal matrix of eigen 
values A,i, which are given by 
h = 4n^c\\ (2.61) 
where c is the speed of light in cm"' and Vj is the wave number of ith normal vibration in 
cm"' 
Lq is the matrix of forms of normal vibrations, 
Fq can be obtained from the matrix of quadratic force constants expressed in Cartesian 
coordinates Fx from the equation 
Fq = M'''^ FxM'''^  (2.62) 
Then Eq. 2.64 can be rewritten as 
M^^FxM'^ 'Lq = LqA (2.63) 
The normal vibrations are best described using the normal coordinates Q. In the normal 
coordinates, the kinetic energy and potential energy operators adopt the diagonal form. 
The normal coordinates (Q) might be expressed by "mass weighted" Cartesian 
coordinates given by 
q = Lq Q (2.64) 
Deformations of a molecule during vibrations (such as bond stretching, bending and 
torsion of angles) may be expressed in internal coordinates S, which can be defined for 
each molecule. 
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Matrix B allows transformation between Cartesian and internal coordinates 
S = BX (2.65) 
Force constants matrix in internal coordinates (Fs) is connected with force constant 
matrix in Cartesian coordinates (Fx) by equation 
FX = B '^FSB (2.66) 
Pulay [42] proposed the procedure, where the normal coordinates are expressed by 
internal coordinates (S) using a transformation matrix Ls 
S=LsQ (2.67) 
Ls matrix can be obtained from Lq matrix 
Ls=BM"'Lq (2.69) 
The elements of Ls matrix are eigen vectors of the Wilson's equation 
GFsLs=ALs (2.70) 
and the G matrix 
G ^ B M ' B ^ (2.71) 
Such transformations of the force constants with respect to the cartesian coordinates 
to the force constants with respect to the molecule-fixed internal coordinates allowed the 
normal-coordinate analysis to be performed. 
Usually, the forms of normal vibrations are expressed by vectors of potential energy 
distribution matrix (PED) [43]. Elements of this matrix FED are defined by the formula: 
PED (i, j) = = = (2.72) 
Yl.FXk,l)LXk,i)L,{Ui) 
k I 
where i is number of normal coordinates,], k, 1 are number of internal coordinates. 
The PED matrix could be calculated from (2.74). The PED(i,j) values of PED 
matrix elements determine a percent of participation of vibration performed along ith 
internal coordinate in the potential energy of i-th normal vibration. 
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Chapter 3 
Experimental Techniques 
Vibrational spectroscopy involves different methods, the most important of which are 
Infrared and Raman spectroscopies. Depending on the nature of the vibration, which is 
determined by the symmetry of the molecule, vibrations may be active or forbidden in the 
infrared or Raman spectrum. They are widely used to provide information on the 
chemical structure and physical forms, to identify substances from the characteristics 
spectral patterns, and to determine quantitatively or semi-quantitatively the amount of a 
substance in a sample. Samples can be examined in a whole range of physical states; for 
example, as solids, liquids or vapours, in hot or cold states, in bulk, or as microscopic 
particles. The techniques are very wide ranging and provide solutions to a host of 
interesting and challenging analytical problems. Raman scattering is less widely used 
than infrared absorption, largely due to problems with sample degradation and 
fluorescence. However, recent advances in instrument technology have simplified the 
equipment and reduced the problems substantially. These advances, together with the 
ability of Raman spectroscopy to examine aqueous solutions, samples inside glass 
containers and samples without any preparation, have led to a rapid growth in the 
application of the technique [1]. 
Infrared spectroscopy is widely used in both research and industry as a simple and 
reliable technique for measurement, quality control and dynamic measurement. It is of 
especial use in forensic analysis in both criminal and civil cases, enabling identification 
of polymer degradation for example. It is perhaps the most widely used method of 
applied spectroscopy. Infrared spectroscopy has been highly successful for applications 
in chemical physics. 
3.1 Infrared Spectroscopy 
Infrared spectroscopy is the most commonly used spectroscopic method. There are a 
number of reasons for its great success. The method is rapid, sensitive, easy to handle and 
provides many different sampling techniques for gases, liquids and solids. Important 
aspects are the convenient qualitative and quantitative evaluation of the spectra.The 
infrared portion of the electromagnetic spectrum is divided into three regions; the near-, 
mid- and far-infrared, named for their relation to the visible spectrum. The far-infrared, 
approximately 400-10 cm' , lying adjacent to the microwave region, has low energy and 
may be used for vibrational and rotational spectroscopy. The mid-infrared, approximately 
4000-400 cm" may be used to study the fundamental vibrations and associated rotational-
vibrational structure. The higher energy near-IR, approximately 14000-4000 cm'' can 
excite overtone or harmonic vibrations. 
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When a beam of electromagnetic radiation of intensity IQ is passed tlirough a 
substance, it can be either absorbed or transmitted, depending upon its frequency, v, and 
the structure of the molecule it encounters. Electromagnetic radiation is energy; thus 
when a molecule absorbs radiation it gains energy as it undergoes a quantum transition 
from one energy state (Ejnitiai) to another (Efmai)- The frequency of the absorbed radiation 
is related to the energy of the transition by Planck's law; Efmai - Ejnitiai = AE = hv/X. If a 
transition exists that is related to the frequency of the incident radiation by Planck's 
expression, the radiation can be absorbed. If the frequency does not satisfy the Planck's 
expression, then the radiation will be transmitted. A plot of the frequency of the incident 
radiation verses some measure of the percent radiation absorbed by the sample is the 
absorption spectrum of the compound. 
Infrared spectroscopy exploits the fact that molecules have specific frequencies at 
which they rotate or vibrate corresponding to discrete energy levels (vibrational modes). 
These resonant frequencies are determined by the shape of the molecular potential energy 
surfaces, the masses of the atoms and, by the associated vibronic coupling. 
The Requirements for Infrared Radiation Absorption 
For a molecule to absorb infrared radiation, it has to fulfill certain requirements which 
are as follows: 
1. Correct Wavelength of Radiation: 
A molecule absorbs radiation only when the natural frequency of vibration of 
some part of a molecule (i.e. atoms or group of atoms comprising it) is the same as 
the frequency of the incident radiation. For example, the natural frequency of 
vibration of HCl molecule is about 2890 cm"V When IR radiation is permitted to pass 
through a sample of HCl and the transmitted radiation is analyzed by the IR 
spectrometer, it is observed that part of the radiation which has a frequency of 2890 
cm"' has been absorbed by HCl molecule whereas the remaining frequencies of the 
radiation are transmitted. Thus, the frequency 2890 cm'' is characteristics of HCl 
molecule. 
2. Electric Dipole moment: 
The fact that a molecule vibrates does not itself insure that the molecule will 
exhibit an IR spectrum. For a particular vibrational mode to absorb infrared radiation, 
the motion associated with that mode must produce a change in the dipole moment of 
the molecule. HCl, for example, with a center of positive charge at the H atom and a 
center of negative charge at CI atom, has moment. The magnitude of the dipole 
moment changes as the HCl bond stretches, so this vibration absorbs IR radiation. We 
say that the vibration is IR active. The N2 molecule, on the other hand, has no dipole 
moment. Further, stretching the N-N bond does not produce a change in dipole 
moment, so the vibration is infrared inactive. It is important to realize that there are 
molecules that, although possessing no permanent dipole moment, still undergo 
vibrations that cause changes in the value of dipole moment from 0 to non-zero value. 
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An example is CO2 which has no permanent dipole moment because the individual 
bond dipoles exactly cancel. However, when CO2 undergoes a bending vibration, its 
dipole moment changes from zero to some non-zero value. This vibration produces a 
change in dipole moment and is IR active [2]. 
3.2 Raman Spectroscopy 
When a beam of light of frequency VQ illuminates the material, a small fraction of it 
is scattered in all directions. The spectrum of the scattered light is found to consist of line 
of the same frequency (v^) as the incident beam (Rayleigh), and also certain weak lines 
of changed frequencies i.e. 1/ = Vg + v^.Such scattering of radiation with change of 
frequency is called the Raman scattering, after the Indian scientist C. V. Raman [1] who, 
with K. S. Krishnan, observed the phenomenon in liquids by means of sunlight in 1928. 
In the spectrum of the scattered radiation, the new lines are termed Raman lines, or 
bands, and collectively are said to constitute a Raman spectrum. Lines corresponding to 
wavenumbers v - v^- i/^ and v = v^ + v^ are referred to Stokes and anti-Stokes lines 
receptively. The anti-Stokes Raman lines are much weaker compared to the Stokes 
Raman lines. The scattered photons have frequency shifts (10-4000 cm'') which is 
characteristics of the vibrational or rotational energies of the molecule. This phenomenon 
had been predicted theoretically by A. Samekal [2] in 1923. Very shortly after the paper 
of Raman and Krishnan was published, Landsberg and Mandelstam [3], in Russia, 
reported the observation of light scattering with change of frequency in quartz. Cabannes 
[4] and Rocard [5], in France, confirmed Raman and Krishnan's observations. 
The scattering of radiation without change of frequency had been known for some 
time prior to the discovery of the Raman effect. Where such scattering arises from 
scattering centers, like molecules, which are very much smaller than the wavelength of 
the incident radiation, it is called Rayleigh scattering, after Lord Rayleigh [6], who 
explained the essential features of this phenomenon in terms of classical radiation theory 
in 1871. Rayleigh scattering always accompanies Raman scattering and so will always be 
observed with Raman scattering, unless selective filters are employed. The Raman effect 
together with Rayleigh scattering is shown in Fig 3.1. 
The condition for a molecule to be Raman active is a change in the polarization 
(deformation) of the electron cloud during the interaction with the incident radiation. In 
case of Raman scattered radiation, the magnitude of the field vector E of the exciting 
radiation is modulated by the molecular vibrations. The induced dipole moment ju' is 
M' = aE+-pE^ + -yE'-^ (3.1) 
2 6 
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Fig 3.1 Energy level diagram showing Rayleigh and Raman lines. 
where a is the molecular polarizability, a three-dimensional quantity, whereas the 
dipole moment is a two-dimensional quantity. At commonly employed field strength 
values (laser output up to 1 kW per line), Eq. (3.1) can be reduced to its linear term. Non-
linear terms have to be taken into account only in case of very high intensity of the 
exciting light (above 1 MW per line). Based on this situation, the conventional Raman 
effect is often referred as "linear Raman effect", in contrast to "non-linear Raman effects" 
(hyper-Raman effect, stimulated Raman effect, coherent anti-stokes Raman spectroscopy 
-CARS) observed with very strong laser excitation. 
The Raman method is the complementary method to IR spectroscopy, where the 
excited vibrational state is directly approached. The Raman spectrum is the plot of 
Raman intensity versus Raman shift. Raman band parameters are the band position in the 
spectrum (Raman shift), the intensity of the band and the band shape. As in the case of 
the IR spectrum, the features of a Raman spectrum (number of Raman bands, their 
intensities and their shapes) are directly related to the molecular structure of a compound. 
The complementary nature of IR and Raman spectra is based on the different excitation 
conditions: change of dipole moment (vector quantity) in the case of an IR spectrum, 
change of polarization (tensor quantity) in the case of a Raman spectrum. Since a tensor 
is a three-dimensional quantity, the depolarization ratio/9 can be obtained by measuring 
Raman spectra with polarized light having polarization directions parallel and 
perpendicular to the optical plane. It is given by 
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'-t (3.2) 
where /^  and /j^areparallelandperpendicular components of intensity. 
The qualitative analysis by group frequencies and the quantitative analysis 
procedures for single and multicomponent analysis are, in principle, the same as in IR. A 
severe limitation in the application of Raman is the fluorescence phenomenon. 
Fluorescence is 10' times stronger than Raman scattering. 
3.2.1 Raman Spectrometer 
Raman spectrometers are used to analyze light scattered by molecules. A major 
advantage of Raman spectroscopy is the high spatial resolution that can be obtained, 
typically of the order of I^m compared to approximately lO^m with FTIR. In 
conventional Raman experiments, the sample is illuminated by monochromatic light. The 
registration of low intensity Raman scattering in the presence of strong Tyndall and 
Rayleigh scattering implies special requirements for Raman spectrometers. A Raman 
spectrometer has to combine very good filter characteristics for eliminating Rayleigh and 
Tyndall scattering with high sensitivity for detecting very weak Raman bands. The block 
diagram of Fig 3.2 shows the components of Raman spectrometer. 
Detection system 
Sounsof 
monochmnatic 
radiation 
Fig 3.2 The schematics of a Raman spectrometer 
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3.2.2 Source of monochromatic radiation. 
In the earliest work on Raman spectra the primary radiation source was the mercury 
arc. Mercury has its most intense Hne at 4358 A with other lines at approximately 2537, 
3650, 4057, 5461, 5770 and 5790A. To obtain relative monochromatic radiation at 4358 
A, these other wavelengths were eliminated with appropriate glass filters or solutions. 
However, it was discarded due to several disadvantages. The source to be used for the 
excitation of Raman spectra should be highly monochromatic and it should also give a 
high irradiance at the sample. As the scattering efficiency is proportional to the fourth 
power of frequency, one prefers to work with a high frequency source. However, to 
reduce fluorescence low frequency is preferred. The gas laser meets these requirements 
perfectly and, in addition, provides radiation which is self-collimated and plane polarized. 
Most gas lasers can provide a number of discrete wave numbers of varying power, and 
dye lasers can provide an excitation wave number which is variable over a limited range. 
The highly directional and intense laser allows one to record the spectrum down up to 10 
cm''from the exciting line. The fluorescence is also expected to be less, as most of the 
lasers operate much lower than that of the mercury source used in earlier stages. If one 
laser makes the substance to fluoresce, one can use another one which gives a good 
Raman spectrum. The commonly used sources are He-Ne laser (632.8 nm), Argon ion 
laser (488 and 514.5 nm), krypton laser (647.1, 568.2, 530.8, 520.8, 482.5, 476.2 nm) and 
Argon-Krypton mixed laser (488, 514.5, 647.1 nm). In the present investigation, He-Ne 
laser (632.8 nm) was used. 
A laser beam may be focused to produce a beam of much smaller diameter by 
making it to pass through a lens. The small-diameter beam will be confined to a short 
length before beginning to diverge again. The region in which the beam is most 
concentrated is called a focal cylinder whose diameter D and length are given by 
nd nd 
Where, X is the wavelength of the radiation, d is diameter of the unfocussed laser 
beam and f is the focal length of the lens. Diffraction prevents the volume of the cylinder 
tending to be zero. For/l= 5000 A, d = 0.15 cm, f = 10 cm, D= 4.24 xlO'^cm, L = 1.13 
cm, the volume of the focal cylinder is aboutlO'^cml The ratio ^ «36, and thus the area 
of the focused beam is about 10'^  that of the unfocused beam and so the irradiance or 
power per unit area at the sample is increased bylO^ Focused laser beams are, therefore, 
normally used for the production of Raman spectra except in special circumstances 
where, for example, the high irradiance may be harmful to the sample [7]. 
3.2.3 Sample Device 
Here the main task is how to illuminate the sample and collect the scattered radiation 
for subsequent dispersion. Usually, the sample is placed outside the sample cavity with a 
typical arrangement is shown in Fig 3.3. 
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Fig 3.3 Sample illumination geometry in Raman Spectrometer 
The lens Li focuses the laser beam into the sample, and Lj collects the scattered 
radiation and matches this to the dispersing system. The additional concave mirrors Mi 
and M2 together increase the observed intensity of scattering by 8-10 times. The mirror 
Ml multipasses the laser beam through the focus into the sample, increasing the effective 
intensity of illumination by 4 to 5 times. The mirror M2 doubles the solid angle of 
scattered radiation fed to the dispersing system. When the lens Li focuses the beam, the 
volume of the portion having high irradiance is only about 10"^  cm''. Therefore, in 
principle the sample required is of this volume. 
Only a fraction of power inside the cavity of the laser itself passes out through the 
end mirror and, in principle, therefore, it would be advantageous to put the sample inside 
the laser cavity. In practice this is possible only for non-absorbing samples of excellent 
optical quality; otherwise the losses in the sample will stop the system lasing. Filters and 
optical devices such a polarizer, polarization analyzer, etc, may be inserted into the 
incident laser beam or in the scattered laser beam. For example, before focusing, the laser 
beam may pass through an interference filter to suppress unwanted laser or plasma 
frequencies (especially if they are likely to cause photochemical decomposition). The 
scattered beam may pass through polarization analyser and then through a crystal quartz 
wedge which acts as a polarization scrambler and ensures that natural light is incident on 
the slit of the spectrometer, in this way, possible errors in polarization measurements due 
to differential transmissions by the spectrometer of light of different polarizations are 
avoided [7]. 
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3.2.4 Monochromator 
The monochromator is the main part of a grating Raman instrument. In a 
monochromator the different wavelengths of Hght are dispersed into beams traveHng in 
sHghtly different directions only a narrow wave number band is allowed to reach the 
detector at a time. It can either be based on a diffraction grating or prism. The 
monochromator used often is the one based on grating. The most important property of 
any monochromator is its ability to distinguish lights of nearby wavelengths forming 
neighboring line images. This depends essentially upon factors like resolving power, slit 
width etc. 
Single monochromators are not used in Raman spectrometers because of their 
insufficient performance in eliminating Rayleigh and Tyndall scattering. Instead, double 
or even triple monochromator systems are well suited. Two identical monochromators are 
placed in such a way that their angular dispersions are co-added (additive mode).The slit 
between the monochromators (intermediate slit) acts as a filter to prevent stray light from 
the first monochromator entering the second one. In general, entrance, intermediate and 
exit slit widths in a double monochromator Raman spectrometer is of the same size. A 
triple monochromator is preferred when very low frequency Raman bands (frequency 
range close to laser frequency) have to be recorded. In addition to their very low stray 
light level, triple monochromators in additive mode have high angular dispersion and 
permit the recording of Raman spectra with very good resolution [8]. Fig 3.4 shows the 
optical lay out of a double monochromator. 
Fig 3.4 Optical lay out pf a double monochromator: Gi, G2, - diffraction gratings; Mi, 
M2-plane mirrors; Si, S2, Sa-slits; M3, M4, M5, Me-concave mirrors. 
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3.2.5 Detection Devices 
Detectors are crucial parts of Raman spectrometers due to the low intensity of Raman 
bands. The dispersed radiation is detected photoelectrically. The exit slit allows only a 
narrow band to reach the'photomultiplier tube and the rotation of the grating allows the 
successive bands to reach the detector. To reduce thermal emission contributing a noise 
element in the signal, the photomultiplier tube is cooled. The photomuhiplier has a high 
efficiency and uniform response over the 4000 to 800 A range. The output of the 
photomultiplier tube is amplified and fed to the chart recorder which can be operated in 
the photon counting mode or direct current mode. The direct mode is used at higher level 
signal. The sensitivity of photomultipliers is limited by their dark current (residual 
electrical detector signal observed in the absence of any light). The dark current increases 
with temperature, i.e., cooling increases the signal to noise ratio of photomultipliers. 
Liquid Na cooling provides the best performance, but for routine Raman experiments 
Peltier cooling is often sufficient. In the present case, a Peltier CCD (charged couple 
device) was used as a detector [8]. 
3.2.6 Sample handling technique 
Powdered sample: The Raman spectrum of a polycrystalline sample is usually 
recorded by taking the finely powdered sample in a capillary tube. The tube can be 
suitably placed in the sample compartment of the instrument. If the sample is a coloured 
one, the absorption of the exciting radiation leads to overheating and decomposition of 
the sample. To avoid this, the powered specimen is pressed into a pellet and pasted on a 
holder and rotated. The relative motion between the laser and sample surface avoids the 
local overheating and decomposition. This method often gives a ten-fold increase in gain. 
To record the spectrum of moisture sensitive sample, a small quantity of it is evacuated, 
sealed and then placed in the sample compartment. 
3.3 Fourier Transform Infrared Spectroscopy 
3.3.1 Principle of Fourier Transform Spectroscopy (FTIR) 
In case of conventional spectroscopy, also known as frequency domain spectroscopy, 
the radiant energy, G (co), is recorded as a function of frequency co, whereas in case of 
time domain spectroscopy the changes in radiant power, f (t), is recorded as a fiinction of 
time t. The mathematical procedure, which is employed to convert the IR interferogram 
(intensity versus time, also called time domain) to an IR spectrum (intensity versus 
frequency, also called frequency domain), is called Fourier transformation. 
Mathematically, the Fourier transform of a function f (t) is defined as 
G ( c o ) = ^ ] / ( O e - ' d t (3.3) 
Then the inverse relation is 
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.ax)= \G{(o)e- dco (3.4) 
Eq. (3.1) and (3.2) are said to be Fourier transform pair. 
To illustrate the use of Fourier transform, consider the superposition of two sine 
waves, Figures 3.5 (a) and 3.5 (b), of the same amplitude but of slightly different 
frequencies. Fig 3.5 (c) represents the superposed wave. The Fourier transform of the 
individual sine waves and the superposed wave trains gives the frequencies in the 
frequency domain and are represented in Figs 3.5 (d), 3.5 (e) and 3.5 (f). 
Time domain Frequency domain 
(a) 
vl frequency (d) 
(b) 
v2 frequency 
(e) 
(c) 
vl v2 frequency (f) 
Fig. 3.5 (a) A sine wave; (b) sine wave of slightly differing frequency; (c) sum of the 
sine waves in (a) and (b); (d)-(f): the frequency domain spectra of the waves 
In the same way, complicated time domain spectra could be transformed into 
frequency domain spectra. The actual calculation of the Fourier transform of such signal 
systems is done by means of high speed computers [9]. 
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3.3.2 Advantages of FTIR spectrometer over dispersive instruments 
Fourier transform infrared spectroscopy is preferred over dispersive or filter methods 
of infrared spectral analysis for several reasons: 
• It is a non-destructive technique 
• It provides a precise measurement method which requires no external calibration 
• It can increase speed, collecting a scan every second 
• It can increase sensitivity - one second scans can be co-added together to ratio out 
random noise 
• It has greater optical throughput 
• It is mechanically simple with only one moving part 
Basically, the advantage of Fourier transform spectrometers arises from the three 
major concepts known as the Fellgett advantage, Jacquinot advantage and Connes 
advantage. 
Felgett advantage 
The first advantage is high speed and sensitivity [10]. An interferometer receives 
information from the entire range of a given spectrum during each time element of a scan, 
whereas a conventional grating spectrometer receives information from only the very 
narrow region which lies within the exit slit of the instrument. Thus, the interferometer 
receives information about the entire spectral range during the entire scan, while the 
grating instrument receives information only in a narrow band at a given time. This is a 
statement of Fellgett or multiplex advantage. The time needed by the movable mirror for 
one scan cycle varies between 0.01 and 1 s, depending on the spectral resolution as well 
as the detector response. Typically, 20-200 scans are accumulated in one measurement to 
acquire a sufficient signal-to-noise ratio. The number of accumulations depends on the 
experimental conditions and can be much higher if few spectral effects have to be 
studied. 
Suppose one is interested in measuring a broad spectrum between the wave- numbers 
cr, and cr^ with a resolution Jcr. The number of spectral elements M in the broad band is 
then 
^^'''-VsJ'% (3.5) 
If a grating instrument is used, the signal-to-noise ratio would be 
YNX -^ (VM) ' (3-6) 
where, M is the number of spectral elements and T is the total time required for a scan 
from <j| to a2. 
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For an interferometer, the signal-to-noise ratio would be 
% oc ry^ (3.7) 
with the same constant of proportionality as in Eq. (3.4). Comparing Eqs. 3.4 and 3.5, 
the ratio of [yxj] for interferometer to the I % j for grating is 
4T^=M>^ (3.8) 
S/\ 
This equation predicts that the interferometer has a much higher signal-to-noise ratio 
than the grating or prism instruments. If CTJ- cr, is of the order of mean wave number or, 
then by considering Eqs. (3.3) and (3.4), M is of the order of the resolving power R. 
Thus, if high resolving power is sought, say 10''-10^, the interferometer will have a better 
1/ 
signal-to-noise ratio than the grating spectrometer by a factor of about Z?'^ .^ 
Jacquinot advantage 
The high efficiency of FTIR spectrometers is mainly due to the so-called Jacquinot 
advantage, i.e. the optical throughput is no longer limited by a relatively narrow 
monochromator slit. Interferometers have circular apertures, whose diameter depends 
only on the desired spectral resolution. In general, the beam cross section of an FT 
instrument is usually 75 to 100 times larger than the slit opening of a dispersive 
instrument. Correspondingly, a much larger amount of IR radiation reaches the detector 
of an FT instrument. The diameter of the aperture in FT instruments is limited by the 
chosen spectral resolution. The better the resolution required the smaller the computer-
controlled diameter of the aperture, and eventually the signal at the detector. 
Another important advantage of FTIR spectrometers is their outstanding frequency 
accuracy (Cormes advantage), the basis for all achievements in difference spectroscopy. 
This accuracy of spectral frequencies is due to the precise and stable collection of the 
interferogram signal, triggered by the helium-neon laser. Accuracy in wave number of 
better than 0.01 cm"' can be achieved [8]. 
These advantages, along with several others, make measurements made by FTIR 
extremely accurate and reproducible. Thus, it is a very reliable technique for 
identification of any sample. The sensitivity benefits enable identification of even the 
smallest of contaminants. This makes FTIR an invaluable tool for quality control or 
quality assurance applications whether it is batch-to-batch comparisons to quality 
standards or analysis of an unknown contaminant. In addition, the sensitivity and 
accuracy of FTIR detectors, along with a wide variety of software algorithms, have 
dramatically increased the practical use of infrared for quantitative analysis. Quantitative 
method scan be easily developed and calibrated and can be incorporated into simple 
procedures for routine analysis. 
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Thus, FTIR technique has brought significant practical advantages to infrared 
spectroscopy. It has made possible the development of many new sampling techniques 
which were designed to tackle challenging problems which were impossible by older 
technology. It has made the use of infrared analysis virtually limitless. 
3.3.3 Apodization 
Apodization is a mathematical operation to reduce unwanted oscillation and noise 
contribution from the interferogram and to modify the basic Fourier transform integral. 
The interferogram is usually multiplied by a function, the apodization function, which 
removes false sidelobes introduced into transformed spectra because of the finite optical 
path displacements. The false sidelobes look like feet in the spectrum; so, the word 
apodization is appropriate (apod or apodal means no feet). The main apodization function 
used for illustration is the triangular function [11]. 
When the sample is placed in the beam from a continuous source, the measured 
interferogram is the sum of the interferogram of the source with no sample present and 
the interferogram due to the sample. Because the energy is being absorbed by the sample, 
these two interferograms are 180° out of phase. The effect of apodization may be 
considered separately for the source and the sample interferogram. The interferogram due 
to a broad band continuous source has the appearance of an intense spike about zero 
retardation about which can be seen modulations that die out rapidly to an unobservable 
low amplitude. On the other hand, the interferogram caused by a sample with narrow 
absorption lines will show appreciable modulation even at large retardations. When the 
measured interferogram is triangularly apodized, the background spectrum due to the 
source is usually affected appreciably since its interferogram has very little information at 
high retardation. On the other hand, the narrow absorption lines will be apodized and will 
have a sinc'^x line shape. It should be noted that not everyone apodizes his data. 
Sometimes, the spectral features are so distinct that sidelobes are unimportant, and, as 
will be seen, apodization broadens lines, which makes it more difficult to observe sharp 
spectral features. If real-time analysis is being performed, it is not always easy to 
program the apodizing function and operations into the small computers. Nonetheless, 
mathematic data processing is extremely useful, instructive, and easy under almost all but 
the above mentioned conditions [12]. Some commonly used apodization functions are 
given in Fig 3.6. 
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Fig. 3.6 Series of apodization functions and their corresponding instrument line shape 
functions, in each case the equations representing the shapes of the apodization and ILS 
functions are given, together with the full width at half-height, Ai)i/2, and amplitude of the 
largest side lobes, S, as a percentage of the maximum excursion, (a) Boxcar truncation; 
(b) trapezoidal; (c) triangular; and (d) triangular squared. 
3.3.4 Fourier Transform Infrared Spectrometer 
Fourier transform spectrometers have recently replaced dispersive instruments for 
most applications due to their superior speed and sensitivity. They have greatly extended 
the capabilities of infrared spectroscopy and have been applied to many areas that are 
very difficult or nearly impossible to be analyzed by dispersive instruments. Instead of 
viewing each component frequency sequentially, as in a dispersive IR spectrometer, all 
frequencies are examined simultaneously in FTIR spectroscopy. A simplified optical 
layout of a typical FTIR spectrometer is illustrated in Fig 3.7. There are three basic 
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spectrometer components in an FT system: radiation source, interferometer, and a 
detector. The same types of radiation sources are used for both dispersive and Fourier 
transform spectrometers. However, the source is more often water-cooled in FTIR 
instruments to provide better power and stabiHty. 
Movable 
mirror 
Detector Fixed 
iniffor 
Source 
Reference 
Fig 3.7 Schematics of FTIR spectrometer 
The IR Radiation sources 
Ideal source is a black body radiator. As it is difficult to have a perfect black body 
radiator, a source which will approximate to it is used. The most common radiation 
sources are thermal ones. In the NIR region and visible Fourier transform spectroscopy 
quartz-halogen lamps are mainly used. 
The absorption bands of most thermally resistant window materials in the MIR range 
make it necessary to use emitters which are stable towards the constituents of the 
atmosphere, especially to oxygen. For MIR Nernst glower and Globar are commonly 
used. 
Nernst Glower: It consists of a hollow rod which is about 2 mm in diameter and 30 mm 
in length. The glower is rare earth oxides such as zirconium, thorium and cesium. At 
room temperature the Nernst glower is an insulator; it has to be preheated in order to 
become a conductor. Glower is generally heated to a temperature between 1000 to 
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ISOO^C. It provides maximum radiation at about 7100 cm~'(1.4|^). It has very good 
emissivity in the shorter wavelength region. The main disadvantage of Nernest Glower is 
that it is mechanically unstable and has a short lifetime. 
Globar source: It is a low resistance rod of silicon carbide which is about 50 mm in 
length and 4 mm in diameter. When it is heated to a temperature between 1300 and 
nOO^C, it strongly emits radiation in the IR region. It emits maximum radiation 
at5200 cm"'. 
Unlike Nernest glower, it is self-starting. As its temperature coefficient is positive, it 
can be conveniently controlled with a variable transformer. The main disadvantage is that 
it is a less intense source than the Nernest glower. 
In the FIR region, the mercury arc lamp is most frequently used. Its spectrum is 
emitted from the plasma as well as from the red glowing silica wall. The subject of 
infrared sources has been reviewed by Cann [13]. 
Interferometer 
The heart of any FTIR spectrometer is an interferometer. The components of an 
interferometer are shown in the Fig 3.8. The Michelson interferometer basically consists 
of a beam splitter and two flat mirrors. One of the mirrors is fixed in one interferometer 
arm, the other mirror is movable in the second interferometer arm. The functionality of a 
Michelson interferometer is based on a collimated IR beam. The latter is directed to the 
beam splitter, which divides the beam into two parts of equal intensity (in the ideal case). 
The divided beams are reflected, by the fixed and the movable mirrors, back to the beam 
splitter, where they recombine and interfere [8]. 
The displacement of the movable mirror causes changes in the optical path length 
between the two beams, so that the conditions for constructive and destructive 
interference, as well as all intermediate states between the two, are consecutively met. 
For monochromatic sources, if the path lengths differ by an integral number including 
zero of wavelengths, one gets constructive interference of the two beams. Destructive 
interference results when the difference in path lengths is half odd integral number of 
wavelengths. 
The mathematical procedure, which is employed to convert the IR interferogram 
(intensity versus time, also called time domain) to an IR spectrum (intensity versus 
frequency, also called frequency domain), is called Fourier transformation. Sample and 
reference interferograms are separately transformed. Afterwards, the ratio of both is 
automatically calculated and displayed as instrument-independent IR transmission 
spectrum. 
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Fig 3.8 Interferometer arrangement of Fourier transform spectrometer. 
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Beam splitters 
In the Michelson interferometer, between the fixed mirror and the movable mirror is 
a beam splitter, where a beam of radiation from an external source can be partially 
reflected and partially transmitted to the moveable mirror. It is practically impossible to 
have a beam splitter to have and ideal characteristics of 50 % reflectance and 50 % 
transmittance [14]. 
Potassium bromide (KBr) is almost universally used as a substrate material in FTIR 
beamsplitters. Although these beamsplitters are referred to as being made out of KBr, this 
material does not split the beam since it transmits in the infrared. Instead, a thin film 
coating of germanium is sandwiched between pieces of KBr, and it is this Ge coating that 
splits the beam. It acts similarly to a partially silvered that reflects light but is still 
partially transparent. The KBr acts as a substrate for the beamsplitters coating, and to 
protect it from the environment. So, these devices are properly called Ge on KBr 
beamsplitters. Ge on KBr beamsplitters are usable from 4000 to 400 cm"', covering the 
mid-infrared very well. KBr is reasonably hard, and can be manufactured to the 
tolerances needed for a good beamsplitters. The only drawback to KBr is that it will 
absorb water from the atmosphere. This is one reason why it is essential that all FTIR 
spectrometer benches be purged with dry nitrogen to maintain a low relative humidity, or 
be sealed to keep water out altogether. 
The reflectance of beamsplitters is determined by the refractive index (n), the 
thickness of the film (d in cm), the angle of incidence of the beam (6) and the wave 
number of the radiation v (cm"'). 
In the far infrared region below 400 cm"', self-supporting, taut sheets of Mylar or 
polythene can be used for beam splitters. From about 400 to 3800 cm"', germanium-film 
beam splitters on various transparent substrates are often used. From about 2000 to 
16,000 cm"', iron oxide (Fe2 O3) films on different substrates are excellent. In addition to 
dielectric the beam splitters, there are wire-screen beam splitters. There are commercially 
available wire grids which can be used for wave numbers as high as about 900 cm"'[15]. 
Infrared Detectors 
A detailed treatment of infrared detectors has been given by Smith et al. [16]. Useful 
reviews have been published by Putley [17] and by Levinstein [18]. 
The infrared detector is a transducer. Its purpose is to intercept a beam of infrared 
radiation and convert it into the form of an electrical signal which can be processed to 
generate a spectrum. The responsivity of a detector is a measure of its sensitivity. The 
reponsivity of a detector depends on the factors such as the wavelength of the radiation 
and the temperature of the detector. There are two basic types, thermal detectors which 
measure the heating effects of radiation and respond equally well to all wavelengths, and 
selective detectors whose response is markedly dependent on the wavelength. 
Examples of thermal detectors include thermocouples, bolometers and pyroelectric 
detectors. A thermocouple has a junction of two dissimilar metals. When incident 
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radiation is absorbed at tiie junction, the temperature rise causes an increase in the 
electromotive potential developed across the junction leads. A bolometer is a detecting 
device which depends on a change of resistance with temperature. Czemy et al. [19] have 
constructed self-absorbing bolometers of thin evaporated films of bismuth or antimony 
on collusions substrates. The transmittance of a very thin film can be written 
approximately 
T^  1 + — a d 
\ c J 
(3.9) 
in terms of its thickness and d and electrical conductivity. The reflectivity of the film is 
approximately 
R - 1 + -
iTrda 
(3.10) 
The product cr d is recognized as the resistance per square of the film. The absorption 
of the film, 1-T-R, reaches a maximum value of 50% when the thickness is adjusted to 
give a film resistance of 188.5n/sq. With this resistance the film reflects 25 % and 
transmits 25 % of the incident radiation. A film of bismuth 0.01^ thick has a resistance of 
188.5n/sq. Thin-film bolometers of the self- absorbing type would seem to be ideal for 
detection of the far infrared. 
The standard detector in routine FTIR instruments is the pyroelectric DTGS 
(deuterated triglycine sulfate) detector, which is a thermal detector and whose response in 
the MIR range is wavelength independent. The detector operates at ambient temperature 
and shows good linearity across the whole transmittance scale. The DTGS detector 
responds to signal frequencies of up to several thousand Hz, hence the time needed to 
scan one spectrum at a resolution of 4 cm"' is of the order of Is [8]. 
The most important type of selective detector is the photoconductive cell which has a 
very rapid response and a high sensitivity. An example is the mercury cadmium telluride 
(MCT) which is cooled with liquid nitrogen. The MCT (mercury cadmium telluride) 
detector is much more sensitive and faster than the DTGS detector. The operation of 
MCT detectors is based on an internal photo effect. Each IR radiation quantum excites 
one bound electron of the detector material to a free state, i.e. the electrical conductivity 
of the MCT detector element increases. A serious drawback of the MCT detector is its 
spectral working range. Low energy photons are not able to promote the bound electrons 
to the free state (low wave number cut-off of MCT detector at 600 cm"'). In some MCTs 
this cut-off is even higher (750 cm"') due to absorption in the detector optical window. 
Due to its low operating temperature, the detector element is covered by a vacuum 
enclosure with an optical window in front of the detector element. The vacuum housing 
makes the MCT detector rather expensive. Furthermore, the MCT detector shows 
nonlinear response, which can be minimized by special electronics and software. The 
time needed to scan one spectrum is only 0.01 s, i.e. rates of 100 scans per second are 
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achieved. The MCT is the detector of choice for experiments in conditions of low 
radiation levels. 
Sample handling techniques 
Recording of IR spectra of solid samples are more difficult because the particles 
reflect and scatter the incident radiation and therefore transmittance is always low. Three 
different techniques are employed commonly in recording the spectra. 
1. Mull technique. Mulls are prepared by thoroughly grinding 2-5 mg of a solid in a 
smooth agate mortar. Grinding is continued after the addition of 1 or 2 drops of 
the mulling oil. The suspended particles must be less than 2|im to avoid excessive 
scattering of radiation. The mull is examined as a thin film between flat salt 
plates. Nujol is commonly used as a mulling agent. When hydrocarbon bands 
interfere with the spectrum, Fluorolube or hexachlorobutadiene may be used. The 
use of both Nujol and Fluorolube mull makes possible a scan, essentially free of 
interfering bands over the 4000-250 cm'' region. The main disadvantage of this 
technique is the interference due to the absorption bands of the mulling agent. The 
absorption bands of Nujol are found at 719, 1376, 1462, and 2915 cm"'which 
interfere with certain important group frequencies. For best results, the size of the 
sample particles must be less than that of the wavelength of radiation used. 
2. Pellet technique. Pellets are used for solid samples that are difficult to melt or 
dissolve in any suitable solvent, or which have to be measured in their native solid 
state. The sample is finely ground and mixed with dry potassium bromide (or 
other alkali halide) powder. 
Grinding and mixing can be done with an agate mortar and pestle or with a 
vibrating mill. The mixture is then pressed into a transparent disk in an evacuable die 
for 2 min at a pressure of 0.6 GPa (6 tons cm"'^ ). Without evacuation (e. g. when moist 
air is present during pressing), it is impossible to obtain highly transparent pellets. 
The size of the ground particles should not exceed 2 jum, otherwise scattering losses 
may result. IR spectra obtained by the pellet technique often exhibit bands at 3450 
and 1640 cm'' due to adsorbed moisture. Without the addition of an internal standard 
the pellet technique is not suitable for quantitative measurements because the 
thickness is not precisely reproducible and the size of the IR bands depends on the 
dispersion of the sample [9]. 
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Chapter 4 
Vibrational Spectra, ab-initio Hartree-Fock and DFT Study of 
L-asparagine 
4.1 Introduction 
Amino acids are the molecular building blocks of peptides and proteins. They can be 
defined separately by the unique characteristics rendered to each amino acid molecule as 
a result of the varying reactive abilities of their side chains. Studies of vibrational spectra 
of amino acids by Raman and infrared spectroscopies are useful in obtaining information 
regarding the molecular conformation and the nature of hydrogen bonding in biologically 
important substances. The results of investigations are used in biophysical studies 
involving proteins, enzymes, and their reactions. Asparagine is one of the 20 primary 
amino acids and is a non-essential amino acid. Among other biological substances, 
asparagine is also important one which plays a vital role in the metabolic control of some 
cell functions in nerve and brain tissue, and is used by many plants as a nitrogen reserve 
source [1]. 
L-asparagine (LAG) has been studied by Lopez Navarrete et al. [2]. They have 
measured infrared and Raman spectra of LAG and its derivatives in solid form. The 
vibrational assigrmients made by them on the basis of isotopic shifts are limited to only 
few fundamental vibrations of the molecule. Further more, they have performed normal 
coordinate analysis by using the MNDO semiemperical method in order to support these 
assignments. To study the same molecule in H2O and D2O solutions Lopez Navarrete 
et.al [3] have used Raman spectroscopy and the self-consistent reaction field (SCRF) 
theory. In order to evaluate the equilibrium structure, quadratic force field, vibrational 
wavenumbers and infrared intensities of this molecule in a polar medium, they have made 
use of ab initio methodology at the RHF/6-31 + G* level. Monee Rassolian etal [4] have 
reported ab initio structural analysis of LAG. They have used semiemperical AMI and 
RHF/3-21G level of theory. Moreno et al. [5] performed polarized first-order Raman 
scattering of LAG monohydrate at 300 k to obtain the general assignments of its phonon 
spectra. 
It seems that vibrational analysis of L-asparagine (LAG) using ab initio HF and DFT 
has not been performed, so the present investigation was undertaken to study the 
vibrational spectra of this molecule in detail and to identify the various normal modes 
with greater wave number accuracy. Ab initio density functional theory and Hartree-Fock 
calculations have been performed to support our wave number assignments. The 
calculated PED values enabled us to get a detailed insight into the nature of the normal 
modes and to make an unambiguous assignment of the vibrational spectra of LAG. The 
calculated frequencies have been scaled by appropriate scaling factors. Generally, 
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experimental and scaled theoretical frequencies have found to be in good agreement in 
the low frequency region. The high frequency region shows deviations due to neglect of 
anharmonicity and presence of inter-molecular hydrogen bonding in the solid sample 
whereas theoretical calculations have been performed on single molecule. 
4.2 Experimental details 
L-Asparagine (LAG) in the solid state was purchased from the Sigma-Aldrich 
Chemical Company, USA with a stated purity of greater than 98% and it was used as 
such without further purification to record the spectra. The FTIR spectrum of this 
compound was recorded in the region 400-4000 cm"' on a MAGNA 550 Fourier 
Transform Infrared Spectrometer of the Nicolet Instruments Corporation, USA. Fig. 4.1 
shows the FTIR spectrum of LAG. Raman spectrum was recorded in the region 60-4000 
cm"' using micro Raman system from Jobin Yvon Horibra LABRAM-HR with 632.8 nm 
line of He-Ne laser source and a CCD detector. The Raman spectrum of LAG is shown in 
Fig 4.2. 
4.3 Computational details 
Theoretical calculations were performed at Hartree-Fock (HF) and DFT (B3LYP) 
levels using GAMESS-US 2008 program package. The optimized equilibrium structure 
of LAG was calculated using the basis set 6-311G(d, p) in both HF and DFT. The 
optimized structure of LAG was, thereafter, used to determine vibrational frequencies. 
Theoretical results, so obtained, have enabled us to make detailed assignments of 
experimental spectra of LAG. The potential energy distribution (FED) values were 
calculated by using the GAMESS program. Animation of normal modes of LAG was 
observed using the MacMolPlt [6] molecular visualization software for better analysis of 
the vibrations. Geometrical parameters and frequencies of the various vibrational modes 
of LAG determined by theoretical calculations were found to be close to the experimental 
values. 
4.4 Results and discussion 
Molecular structure 
Geometry optimization, in case of DFT, predicted the optimized structure having 
energy -492.34 Hartree while, for HF, the predicted structure has energy -489.79 Hartree. 
In both methods basis set 6-311 G(d, p) was used. The optimized geometrical parameters 
such as bond length and bond angles are in close agreement with experimental values 
obtained from XRD [7]. The molecular structure and numbering scheme of L-asparagine 
is shown in Fig 4.3. The geometrical parameters are collected in Table 4.1. 
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Figure 4.3 Molecular structure and numbering scheme for L-asparagine. 
55 
Table 4 .1: Geometrical parameters of L-asparagine, bond length (A) and bond angle (°) 
Structural 
parameters 
Bond length (A) 
C2-O, 
C2=03 
C2-C4 
C4-N , 
N5-H6 
N5-H7 
C4-H8 
C4—C9 
C9-H10 
C9-H,, 
C9-C12 
C,2=Oi3 
C,2-Ni4 
N,4-H,5 
N,4-H,6 
Bond angle (°) 
C2—C4—C9 
C4-C9-N,2 
C9-C12-O13 
C12-N14-H16 
Hi6-Ni4-H,5 
C,2-N,4-H,5 
Experimental 
values from 
XRD 
1.23 
1.21 
1.57 
1.49 
1.03 
1.01 
1.08 
1.52 
1.08 
1.08 
1.51 
1.21 
1.33 
0.99 
0.99 
109.27 
111.70 
120.99 
118.52 
119.19 
122.27 
Calculated values 
DFT/6-311G(d,p) 
1.35 
1.20 
1.52 
1.46 
I.Ol 
1.01 
1.10 
1.52 
1.09 
1.09 
1.52 
1.22 
1.36 
1.00 
1.00 
110.02 
112.32 
123.37 
118.43 
119.16 
122.33 
HF/6-311G(d,p) 
1.31 
1.18 
1.52 
1.45 
1.00 
0.99 
1.08 
1.53 
1.08 
1.08 
1.52 
1.19 
1.35 
0.99 
0.99 
110.7 
111.65 
120.13 
117.07 
115.25 
117.07 
4.5 Vibrational spectral analysis 
LAG has 17 atoms and 45 normal modes of vibration. Theoretical frequencies have 
been calculated utilizing the energy minimized structure obtained by geometry 
optimization. FED values were obtained in terms of internal coordinates of LAG and 
were used to determine the dominant contribution of each vibration in the normal mode. 
In order to improve the agreement between calculated and experimental frequencies, 
calculated values were scaled down using scaling factors 0.9248 in HF/6-311G(d,p)), 
0.9613 (above 800 cm"') and 1.12 (below 800 cm"') in DFT/6-311 G(d,p)) [8]. The 
computed vibrational frequencies, their activities and FED values have been used to 
identify the vibrational modes unambiguously. The vibrational analysis of the spectra of 
LAG is performed on the basis of characteristic group vibrations of amino, carboxylic, 
methylene, carbonyl group in addition to the skeletal vibrations. The frequencies 
(experimental and calculated) along with corresponding vibrational assignments for LAG 
are presented in Table 4.2. Assignments of bands are based on calculated frequencies, 
FED values of modes and earlier reported spectral analysis of L-asparagine and other 
related molecules. FED values are given in Table 4.3. 
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Table 4.2: Vibrational assignments for L-asparagine 
Norrnal 1 > WlliliXl 
mode 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
Experimental 
frequency 
Raman 
3351 w 
2940 vs 
2900 w 
1620 s 
1561 w 
1519W 
1416 vvs 
1357 s 
1329 vs 
1261m 
1234 m 
1151 s 
1112s 
1069 s 
984 w 
939 vvs 
908 w 
894 w 
874 m 
835 s 
798 s 
752 vs 
684 vw 
660 w 
641 vw 
607 s 
537 vs 
518m 
480 m 
448 s 
372 w 
324 m 
285 w 
251m 
• (cm ') 
FTIR 
3358 vs 
3068 s 
2970 vw 
2930 w 
2834 m 
1681 s 
1653 m 
1607 s 
1582 w 
1500 vvs 
1427 m 
1398 vs 
1362 s 
1328 vs 
1255 vvs 
1165 m 
1159s 
1113s 
1077 m 
991 vs 
945 m 
912 m 
884 m 
848 s 
761 m 
690 s 
660 m 
634 vs 
593 vs 
542 vvs 
456 w s 
Calculated frequency (cm ') 
DFT/6-311G(d,p) 
Unsealed 
3756 
3724 
3589 
3574 
3494 
3089 
3039 
2920 
1818 
1761 
1653 
1620 
1459 
1445 
1391 
1363 
1330 
1278 
1268 
1214 
1161 
1141 
1088 
1046 
973 
896 
883 
847 
742 
670 
642 
607 
563 
533 
500 
409 
365 
345 
320 
253 
210 
158 
Scaled 
3611 
3580 
3450 
3436 
3359 
2969 
2921 
2807 
1748 
1693 
1589 
1557 
1403 
1389 
1337 
1310 
1279 
1229 
1219 
1167 
1116 
1097 
1046 
1006 
935 
861 
849 
814 
831 
750 
719 
680 
631 
597 
560 
458 
409 
386 
358 
283 
235 
177 
HF/6-311G 
Unsealed Scaled 
4049 
3912 
3816 
3793 
3729 
3245 
3215 
3197 
2015 
1949 
1802 
1787 
1603 
1566 
1547 
1507 
1450 
1414 
1331 
1314 
1280 
1235 
1188 
1163 
1041 
970 
958 
904 
816 
804 
762 
662 
630 
600 
558 
495 
254 
403 
374 
332 
293 
169 
3745 
3618 
3529 
3506 
3449 
3000 
2973 
2957 
1863 
1802 
1666 
1653 
1482 
1448 
1431 
1392 
1341 
1308 
1230 
1215 
1184 
1142 
1099 
1076 
963 
897 
886 
836 
755 
744 
705 
612 
583 
555 
516 
458 
420 
373 
346 
307 
271 
156 
Vibrational assignment'' 
v(0,-H,7) 
Vas(NH2) 
Vs(NH2) 
Vas(NH2) 
Vs(NH2) 
Vas(CH2) 
V5(CH2) 
1)(C4-H8) 
^)(C2=03), P(0,-H,7) 
U(C,2=0,3) 
sciss(NH2) 
sciss(NH2) 
sciss(CH2) 
P(CH2) 
V(C,2-N,4) 
T(C4-H8) 
P(O-H) 
P(C9-H,o),P(C4-H8) 
T(CH), P(C4-H8) 
T(C-H) 
v(C2-0,), p(O-H) 
V(C4-N5),V(Q-C4) 
P(NH), v(C,2-N,4) 
T(N5-C4-C2-0,) 
T(NH),V(C9-C4) 
t(NH) 
V(C4-N5), P(H,o-C9-C4) 
V(C,2-C9) 
T ( C O O H ) , T(OH) 
V(C,2=0,3) 
T(OH) 
T(OH) 
P(C2-03) 
P(C2-0,) 
T(NH) 
T(C9-HIO) 
T(NH) 
P(N,4-C,2-C9), T(NH) 
P(N5-C4-C2) 
P(C,2-C9-C4) 
T(NH2) 
P(C9-C4-C2), P(C,2-C9-C4) 
57 
43 
44 
45 
192vs 
161 m 
135 vvs 
94 
56 
39 
105 
63 
44 
100 
75 
35 
92 
69 
32 
T ( C C C C ) 
T(skel) 
T(skel) 
* Abbreviations: vs-very strong; s-strong; ms-medium strong; w-weak; vw-very weak; sh-shoulder. 
'' Abbreviations: v-stretciiing; Vj-symmetric stretching; Vas-anti-symmetric stretciiing; p- in-plane bending; 
sciss-scissoring, i-torsiona! 
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Table 4.3: Calculated harmonic vibrational frequencies (cm'') for L-asparagine at 
B3LYP/6-3I1G (d, p) along with potential energy distribution (PED) values obtained by 
using GAMESS-US 2008 quantum computation package. 
Normal Calculated frequencies PED (%) 
mode from GAMESS-2008 
P(O,-H,7)(100) 
i)(H,5N,4) (57), D(N,4H,6) (43) 
a)(H,5N,4)(43),i)(H,6N,4)(57) 
u(H7N5)(63),u(H6N5)(37) 
D(H6N5)(63),u(H7N5)(37) 
u(H„C9) (78), u(H,oC9) (22) 
v(H,oC9) (78), u(H„C9) (22) 
i)(H8C4)(100) 
v(03C2) (86) 
x)(0,3C,2) (76) 
p(H7-N5-H6) (82) 
p(H,6-N,4-H,5) (82) 
p(Hn-C9-H,o)(77) 
P(H„-C9-Hio) (24), T(Hu-C9-H,o-C4) (18), 
P(H8-C4-C2) (13), P(H6-N5-C4)(10) 
U(N,4-C,2) (20), U(C,2-C9) (11), t)(0,3-C,2-C9) (10) 
T(H8-C4-C2 -N5) (59), P(H,0-C9-C4) (12) 
p(H,7-0,-C2) (39), p(03-C2-0,) (12), v(C2-0,) (11) 
p(H,o-C9-C4)(28), P(H8-C4-C2) (17), T(H7-N5- H6-C4) (14), 
P(H6-N5-C4)(12) 
T(H„-C9-H,O-C4) (40), p(H8-C4-C2) (31), v(Nu-Cu) (11) 
p(H,o-C9-C4) (22), T (H8-C4-C2-N5) (17), 
T(H,O-C9-C4-N5) (16), p(H6-N5-C4)(15) 
;>(C2-0,) (37), p(H,7-OrC2) (22) 
D(N5-C4) (32), V (C9-C4) (17), p(H,7-0,-C2) (10), 
T)(C2-O,)(10) 
P(H,5-N,4-C,2) (52), u(N,4-C,2) (24), a)(0,3-C,2) (10) 
T(N5-C4-C2 -O,) (16), t(0,3-C,2-C9-C4) (14), 
v(N,-C,) (13), V (C9-C4) (11), T(H,O-C9-C4-N5) (11) 
T(H7-N5-H6-C4) (41), 1)(C9-C4) (24) 
T(H7-N5-H6-C4) (22), P(H6-N5-C4) (12) 
i)(N5-C4)(18),p(H,o-C9-C4)(10) 
D(C,2-C9) (44), D(C4-C2) (18), D(C2-0,) (12) 
T (C4-C2-0,-03) (32), T (H,7-0,-C2-03) (2 1 ), 
T(N5-C4-C2-O,)(10) 
30 670 u(0,3-C,2-C9-C4)(17),p(0,3-C,2-C9)(16), 
T(N,4-C,2-C9-C4) (13),T(H,O-C9-C4-N5) (12), 
P(03-C2-0,)(12) 
31 642 T(H,7-OrC2-03) (29), p (O3-C2-O,) (18) 
32 607 T(H,7-0]-C2-03)(41),p(0,3-C,2-C9)(18), 
T(H,5-N,4-C,2-C9)(11) 
33 563 p(03-C2-0,)(33),P(0,3-C,2-C9)(19),D(C4-C2)(ll), 
P(N,4-C,2-C9)(11) 
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1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
3756 
3724 
3589 
3574 
3494 
3089 
3039 
2920 
1818 
1761 
1653 
1620 
1459 
1445 
1391 
1363 
1330 
1278 
1268 
1214 
1161 
1141 
1088 
1046 
973 
896 
883 
847 
742 
34 533 P ( C 4 - C 2 - 0 , ) ( 2 7 ) , P ( N M - C , 2 - C 9 ) ( 1 7 ) , P ( N 5 - C 4 - C 2 ) ( 1 1 ) 
35 500 T(N,5-N,4-C,2-C9)(43),r(N,4-C,2-C9-C4)(14), 
T(O,3-C|2-C9-C4)(]0) 
36 409 T(C9-C4-C2 -0.) (29), P(C4-C2 -O,) ( 1 5), T(H6-N5-C4-C2) 
(14), T(H,o-C9-C4-N5) (13), T(N5-C4-C2-0,) (11) 
i(H6-N5-C4-C2) (52), P(N,4-C,2-C9) (23) 
P(N,4-C,2-C9) (23), T(H6-N5-C4-C2) (23), 
T(C9-C4-C2-0,)(15),U(C9-C4)(11) 
P(N5-C4-C2) (52) 
P(C,2-C9-C4) (26), P(C9-C4-C2) (19), P(N5-C4-C2) (13), 
P(C4-C2-0,)(11),P(0,3-C,2-C9)(11) 
T(H,6-N,4-H,5-C,2) (79), T(H,5-Nu-C,2-C9) (23) 
P(C9-C4-C2)(38),p(C,2-C9-C4)(37) 
t(C,2-C9-C4-C2) (93) 
T(N5-C4-C2-0,) (47), t(N,4-C,2-C9-C4) (31), 
T(O,3-C,2-C9-C4)(20) 
45 39 T ( C 9 - C 4 - C 2 - 0 , ) (46), T(N |4 -C,2-C9-C4) (30), 
T(0,3-Ci2-C9-C4)(21) 
Abbreviations: v-stretching; P- in-plane bending; x-torsional 
37 
38 
39 
40 
41 
42 
43 
44 
365 
345 
320 
253 
210 
158 
94 
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L-asparagine molecule consists of amino, methylene and carboxylic groups. The 
vibrational modes of the molecule are classified into these group vibrations in addition to 
skeletal vibrations. Spectral analysis of the molecule is mainly based on these 
characteristic group vibrations which generally appear in the specific region of the 
spectrum. The vibrations related to each characteristic group of the molecule are 
discussed in the following sections. 
NH2 vibrations: L-asparagine possesses two NH2 groups. This group has symmetric and 
asymmetric types of stretching vibrations. The asymmetric NH2 stretching and their 
symmetric counterpart are usually expected in the region 3380-3350 cm''[9]. However, 
the protonation of NH2 can shift the band position to the range 3300-3100 cm'' and 3100-
2600 cm"' for asymmetric and symmetric stretching modes respectively, as observed in 
amino acid derivatives [10].The strong broad band observed at 3358 cm" in FTIR 
spectrum and the weak band at 3351cm"'in Raman spectrum have been assigned to 
asymmetric stretching vibration of NH2 (mode 4).The assignment has been made on the 
basis of calculated PED and comparison with reported results [2].The asymmetric 
frequencies calculated at HF and B3LYP levels using 6-311G(d,p) basis set after scaling 
are 3436 cm''and 3506 cm"". The lowering of experimental asymmetric stretching 
wavenumber indicates the formation of strong intra and intermolecular N-H 0 
bonding of NH2 groups with the oxygen atoms of carboxylic or carbonyl group. The 
vibrational modes of NH2 scissoring usually appear in the region 1590-1650 cm" [11-12]. 
In our case, the NH2 scissoring modes are identified at 1607cm"' and 1582cm"' in FTIR 
and at 1620 cm"' and 1561cm"'in Raman spectrum. Theoretically calculated wavenumber 
for these modes are 1589 cm"' and 1557 cm"'. Hence, there is a good agreement between 
the experimental and calculated wavenumbers. 
The NH bending vibration appears as a very strong band at 991cm"'in IR spectrum but 
with weak intensity in Raman spectrum. Calculated HF and DFT wavenumbers for this 
mode of vibration are 1046 cm"' and 1099 cm"' having 52% PED. 
C-H vibrations: The asymmetric CH2 stretching mode (UasCH2) is expected in the region 
near 2925 cm"' and the symmetric stretching mode (UsCH2) around 2850 cm"'[13-14]. 
The molecule under investigation shows the presence of CH2 vibrations in the expected 
region. The FTIR weak band at 2970cm"' has been is designated to CH2 asymmetric 
stretching vibration. It has appeared with very strong intensity in the Raman spectrum. 
The assignment is confirmed by the PED contribution of 78 % for UasCH2. In the 
harmonic DFT calculations, the scaled frequency obtained for this mode is 2969 cm"'. 
This result compares well with those reported for amino acids such as 1-alanine, 2926 
cm''[15] and cysteine, 2968 cm''[16]. Similarly, the weak peaks observed at 2930 cm"' in 
IR and at 2900 cm"' in Raman are assigned to CH2 symmetric stretching vibrations. 
Calculated wavenumber for UsCH2 bands is 2921 cm"' having 78 % PED. The 
experimental observation at 2834 cm"' is assigned to C-H stretching vibration which has 
100 % PED contribution. The corresponding band in Raman spectra is absent. CH2 
scissoring and bending vibrations have 77 % and 24 % contributions of PED in normal 
modes 13 and 14. The bands at 1500 cm"' and 1427 cm"' in FTIR (1519 cm"', 1416 cm"' 
in Raman spectrum) have been assigned to CH2 scissoring and bending vibrations and 
these assignments are supported by earlier results [3]. 
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C=0 vibrations: The IR spectra of carboxylic acids in the soUd state always show strong 
bands near 1700 cm"' corresponding to u(C=0) vibration [3-5]. Two bands that have 
appeared in FTIR at 1681 cm"' and 1653 cm"', with strong and medium intensities, are 
assigned to C=0 stretching vibrations. The theoretically computed values of for these 
modes are 1748 cm"' and 1693 cm"' contributing 86 % and 76 % to PED and showed very 
good agreement with experiment. Another carboxylic group vibration is C-0 stretching, 
u(C2-0i), for which theoretically calculated wavenumber is 1116 cm". This C-0 
stretching mode has been assigned to strong bands observed in both FTIR and Raman 
spectra at 1113 cm"' and 1112 cm"' respectively. 
Skeletal vibrations: The assignments of C-C stretching vibrations have been made on 
the basis of the calculated PED and literatures [3-17]. The molecule under investigation 
shows stretching, bending and torsional C-C vibrations. Raman bands at 835 cm" and 
251 cm"' have assigned to C-C stretching and bending vibrations whereas the one at 192 
cm"' has been designated to C-C-C-C torsional vibration which contributes 93 % in PED. 
Modes 38 and 40 also contribute significantly to C-C bending vibrations. Theoretically 
calculated wavenumbers for these vibrations are 386 cm"' and 283 cm" . The bands 
observed at 448 cm'' and 324 cm"' were assigned as the C-C bending vibrations. The 
identification of C-N stretching frequency is a very difficult task, since the mixing of 
bands is observed in this region. In the present work, the strong bands observed in Raman 
spectrum at 1357cm"'and 1069cm"' have been assigned to C-N stretching vibrations. 
These bands are appearing with strong absorption in the infrared spectrum. These 
assignments are supported by [18]. 
4.6 Conclusion 
In the present work, an attempt has been made for proper frequency assignments for 
the molecule L-asparagine. The equilibrium geometries and harmonic frequencies of L-
asparagine were determined and analyzed at the Hartree-Fock and density functional 
level of theory utilizing the basis set 6-31 lG(d, p). Optimized molecular structure of L-
asparagine obtained by theoretical calculations Kas good agreement with the 
experimentally determined structure. The difference between the observed and scaled 
wavenumber values of most of the fundamentals is generally small. Deviations between 
the observed and the calculated frequencies may be due to the fact that the experimental 
values were recorded in the presence of intermolecular interactions. Therefore, 
vibrational assignments for L-asparagine have been made to a high degree of accuracy 
with only reasonable deviations from experimental values. 
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Fig.4.4: Certain important vibrations of L-asparagine 
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Chapter 5 
Vibrational Spectra, ab-initio Hartree-Fock and DFT of 
L-glutamic acid 
5.1 Introduction 
Glutamic acid is one of the 20 primary amino acids [1]. It is synthesized by the body 
and is metabolically the most active. Glutamic acid is an excitatory neurotransmitter for 
the central nervous system, the brain and spinal cord; important in the metabolism of 
sugars and fats; aids in the transportation of potassium into the spinal fluid; acts as fuel 
for the brain; helps in correcting personality disorders and is used in the treatment of 
epilepsy, mental retardation, muscular dystrophy and ulcers [2]. This molecule can be 
found as a protein component or in free form, and it plays an essential role in the 
metabolic control of cell functions in nerve and brain tissue. It is also an important 
nitrogen reserve substance. 
Vibrational spectroscopy is a very important method for the study of structure and 
properties of biological systems. In the past two decades, ab-initio quantum mechanical 
calculations of molecular structure and force field have contributed much to our 
understanding of the vibrational spectra of organic compounds. Owing to the low 
symmetry and also because of the limited information about the molecular parameters, 
reliable theoretical calculations for such molecule is difficult. Therefore, it is necessary 
that, vibrational assignments may be carried out using both experimental and theoretical 
methods. 
Ramirez et al. [3] have calculated the harmonic force field for glutamic acid using 
semiempirical MNDO method and performed normal coordinate calculations. Shurvell et 
al. [4] have studied the Raman spectra of aqueous solutions of L(+)-glutamic acid by 
varying the pH range (0.5-12.5). In this work, the amino acid L-Glutamic acid (LGA) has 
been studied both from structural and vibrational point of view. Raman and IR spectra of 
this amino acid have been recorded. Quantum chemical calculations have been performed 
using the GAMESS-US 2008 program [5] in order to support the assignments. Due to 
large size of rnolecule, neglect of anharmonicity and presence of inter-molecular 
hydrogen bonding in the solid sample, the high frequency region shows deviations, while 
theoretical calculations have been performed on single molecule present in gas phase. 
5.2 Experimental details 
The compound LGA in the solid form was obtained from the Sigma-Aldrich 
Chemical Company (USA) with a stated purity of greater than 99% and it was used as 
such without further purification. The Raman spectrum of LGA was recorded in the 
region 60-4000 cm ' using a micro Raman system from Jobin Yvon Horibra LABRAM-
HR. Trace of the Raman spectrum of LGA is shown in Fig. 5.1. FTIR spectrum of this 
compound was recorded in the region 400-4000 cm~' on a MAGNA 550 Fourier 
Transform Infrared Spectrometer of the Nicolet Instruments Corporation, USA. Fig. 5.2 
shows the trace of FTIR spectrum of LGA. 
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5.3 Computational details 
The entire calculations were performed at Hartree-Fock (HF) and density functional 
theory (DFT) levels on an IBM Pentium rV/1.6 GHz personal computer using GAMESS-
US 2008 [5] program package, invoking gradient geometry optimization [6]. Initial 
geometry generated from standard geometrical parameters was minimized without any 
constraint in the potential energy surface at HF and DFT levels, adopting the standard 6-
311G(d,p) basis set. We have utilized the gradient corrected density functional theory 
(DFT) [7,8] with the three-parameter hybrid functional (B3) [9] for the exchange part and 
the Lee-Yang-Parr (LYP) correlation function [10], for the computation of molecular 
structure and vibrational frequencies. The optimized structure of LGA was, thereafter, 
used to determine vibrational frequencies. Theoretical results, so obtained, have enabled 
us to make detailed assignments of experimental IR and Raman spectra of LGA. The 
potential energy distribution (PED) values were calculated by the GAMESS program. 
MacMolPJt []]] molecular visualization software was used for animation of normal 
modes of LGA. Geometrical parameters and frequencies of the various vibrational modes 
of LGA determined by theoretical calculations were found to be close to the experimental 
values. 
5.4 Results and discussion 
Molecular geometry 
Fig. 5.3 shows the optimized molecular structure and numbering scheme for LGA. 
Geometry optimization of LGA predicts two structures having minimum energies -552 
Hartree and -549 Hartree corresponding to the basis set 6-31 lG(d,p) used in HF and DFT 
methods respectively. The optimized bond lengths and angles are collected in Table 5.1. 
The optimized geometrical parameters are in close agreement with experimental data 
[12]. 
^' ''^ ifc' 
<ia.i 
Figure 5.3: Molecular structure and numbering scheme for L-glutamic acid 
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Table 5.1: Geometrical parameters of LGA, bond length (A) and bond angle (°) 
Structural 
parameters 
Bond length (A) 
C3-O, 
C3=02 
C3-C4 
C4-C5 
C5-C6 
C6-C7 
Cv-Og 
C7=09 
C4-N10 
Bond angle (°) 
0 , - C 3 - 0 2 
C3-C4-C5 
C4-C5-C6 
Cs-C(,—C^ 
Ce-Cr-Og 
C3-C4-C10 
Experimental 
value^ 
1.27 
1.24 
1.55 
1.56 
1.54 
1.57 
1.24 
1,19 
1.45 
127 
110 
117 
114 
122 
109 
Calculated value 
DFT/6-311G(d,p) 
1.35 
1.20 
1.53 
1.54 
1.52 
1.50 
1.35 
1.20 
1.45 
122.95 
109.26 
111.76 
112.95 
126.28 
112.91 
HF/6-311G(d,p) 
1.32 
1.18 
1.51 
1.54 
1.52 
1.50 
1.32 
1.18 
1.44 
122.86 
107.50 
112.64 
112.94 
126.01 
107.95 
5.5 Vibrational spectral analysis 
LGA has 19 atoms and 51 normal modes of vibration. Theoretical frequencies have 
been calculated utilizing the energy minimized structure obtained from optimization. 
PED values were obtained in terms of internal coordinates of LGA and were used to 
ascertain the dominant vibration in each normal mode. In order to improve the agreement 
between calculated and experimental frequencies, calculated values were scaled down 
using scaling factors 0.9248 (for HF/6-311 G(d,p)) and 0.9613 (for B3LYP/6-311G(d,p)) 
[13]. These vibrational assignments are based on potential energy distributions (PEDs) of 
the various modes, their animated modes observed using MacMolPh [11] and 
assignments reported in literatures. The experimental and calculated frequencies along 
with corresponding vibrational assignments for LGA are given in Table 5.2. Calculated 
PED values are given in Table 5.3. 
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Table 5.2: Vibrational assignments for L-glutamic acid 
Norme 
mode 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
Experimental 
il frequency^  (cm"') 
Raman 
3068 w 
3015 s 
2990 s 
2969 vvs 
2932 w s 
1657 m 
1615 w 
1434 vs 
1405 vs 
1376 w 
1349 m 
1308 m 
1214m 
1146 m 
1125 m 
1085 m 
1059 w 
967 m 
941 vs 
918 s 
864 vvs 
800 vs 
760 vs 
706 s 
574 m 
535 vs 
500 s 
FTIR 
3078 b 
1648 ms 
1615s 
1515 ms 
1429 sh 
1413 s 
1383 s 
1352 ms 
1316 ms 
1266 vs 
1240 vs 
1215 vs 
1154 ms 
1128VS 
1082 vs 
1057 VS 
974 ms 
950 ms 
919 s 
874 s 
812 vs 
762 s 
710 vs 
675 ms 
548 s 
512 vs 
463 w 
Calculated frequency 
DFT/6-311G(d,p) 
Unsealed 
3752 
3745 
3559 
3487 
3097 
3069 
3047 
3036 
3029 
1819 
1816 
1671 
1500 
1471 
1417 
1411 
1366 
1347 
1332 
1302 
1267 
1259 
1170 
1169 
1134 
1128 
1077 
1022 
962 
949 
892 
837 
791 
754 
674 
660 
633 
Scaled 
3607 
3600 
3421 
3352 
2977 
2950 
2929 
2919 
2912 
1748 
1746 
1606 
1442 
1414 
1362 
1356 
1313 
1295 
1280 
1252 
1218 
1210 
1068 
1123 
1090 
1084 
1035 
982 
924 
912 
857 
805 
760 
725 
648 
634 
608 
HF/6-311G(d,p) 
Unsealed 
4116 
4114 
3839 
3747 
3243 
3217 
3207 
3188 
3181 
2013 
2007 
1783 
1617 
1590 
1587 
1565 
1501 
1471 
1439 
1424 
1388 
1363 
1292 
1278 
1259 
1225 
1176 
1144 
1020 
985 
922 
898 
847 
844 
719 
696 
689 
Scaled 
3806 
3805 
3550 
3465 
2999 
2975 
2966 
2948 
2942 
1862 
1856 
1649 
1495 
1470 
1468 
1447 
1388 
1360 
1331 
1317 
1284 
1261 
1195 
1182 
1164 
1133 
1088 
1058 
943 
911 
853 
830 
783 
781 
665 
644 
637 
Vibrational assignment^  
v(08-H) 
v(0,-H) 
Vas(NH2) 
Vs(NH2) 
Vas(CH2) 
Vas(CH2) 
Vs(CH2) 
Vs(CH2),Vs(CH2) 
v(C4-H),Vs(CH2) 
V(C3=02) 
V(C7=09) 
sciss(NH2) 
sciss(CH2) 
sciss(CH2) 
co(CH2) 
P(C4-H), T(NH2) 
co(CH2), T ( H C N C ) 
P(0,-H),a(CH2),P(CC0) 
a(CH2), T(HCCC) 
P(08-H), T(HCNC), P ( C C H 
a(CH2), a(NH2), p(0,-H) 
T(C4-H), P(CCH), o)(CH2), 
P(08-H) 
v(C7-08), T(HCHC), (OS-H; 
v(C-N) 
p(CCH),v(C7-08) 
v(C4-NH2),P(COO), 
v(C3-0H) 
V(C5-C6) 
y(skel),T(C4-NH2) 
C0(NH2),V(C4-C3) 
V(C5-C4),V(C4-NH2), 
T(HCCC) 
V(C6-C7), C0(NH2) 
v (skel), co(NH2) 
y(skel),p(CH2) 
y(0,-H), y(skel) 
y(08-H) 
v(C3-OH),P(C3=0) 
P(C=0),y(0,-H) 
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37 500 s 463 w 
38 414 s 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
387 w 
322 vw 
283 vw 
239 w 
197 vw 
170vw 
147 m 
124 m 
94 vvs 
633 
594 
536 
504 
462 
393 
300 
264 
234 
221 
122 
91 
68 
34 
19 
608 
571 
515 
484 
444 
378 
288 
254 
225 
212 
117 
87 
65 
32 
18 
689 
636 
563 
555 
503 
415 
351 
272 
252 
227 
115 
105 
85 
52 
32 
637 
588 
521 
513 
465 
384 
325 
252 
233 
210 
106 
97 
79 
48 
30 
(3(C-0),y(0,-H) 
Y(Oi-H), T(CCOO) 
Y(skel),y(08-H) 
|3(C00), p(C3=0) 
P(C7-0H) 
y (skel), P(COO), 
P(C4-NH2) 
p(C3=0), 5(skel) 
p(skel) 
T ( H N C H ) , P (C4-NH2) 
T ( H N C H ) , P(skel), T(CCOC 
T ( C C C C ) , P(skel) 
T ( C C C C ) , P(skel) 
y(skel),y(C3=0),p(C00) 
y(C3=0), T ( C C C C ) 
y(skel),y(C,-0) 
Sciss- scissoring, co- wagging, o- twisting, 5-deformation, p-roci<ing, y-out-of-plane bending, p- in-plane 
bending, T- torsion 
'Abbreviations: vs-very strong; s-strong; ms-medium strong; w-weak; vw-very weak; sh-shoulder, b-broad. 
''Abbreviations: v-stretching; Vs-symmetric stretching; Vas-anti-symmetric stretching; P- in-plane bending; y-
out-of-plane bending; sciss-scissoring; co-wagging; p-rocking; t-twisting. 
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Table 5.3: Calculated harmonic vibrational frequencies (cm' ) for L-glutamic acid at 
B3LYP/6-311G (d, p) along with potential energy distribution (PED) values obtained 
using GAMESS-US 2008 quantum computation package. 
, , , Calculated 
^^ ^ (cm'') 
v(H,9-Og)(100) 
v(Hi,-O,)(100) 
v(Hi3-Nio)(64),v(H,4-N,o)(36) 
v(Hi4-N,o)(64),v(Hi3-N,o)(36) 
v(H,6-C5)(64),v(H,5-C5)(22) 
v(H,7-C6)(60), v(H,8-C6)(26), v(H,6-C5)(13) 
v(H,5-C5)(56),v(H,6-C5)(18),v(H,8-C6)(13), 
V(H,2-C4) (12) 
v(H,8-C6)(56),v(H,7-C6)(30) 
v(Hi2-C4)(85),v(H,5-C5)(14) 
v(C3-02) (66), v(09-C7) (62) 
v(09-C7)(62),v(C3-02)(25) 
P(H,4-N,o-H,3)(91) 
v(H,6-C5-H,5)(94) 
P(H,8-C6- H,7) (99) 
P(H,7-C6-C7) (19), T(H,8-C6- H ,7 -C7) (18), 
T(H,6-C5- His-Ce) (10), v(C7-C6) (11) 
P(H,2-C4- N,o) (60), p (H,3-N,o-C4) (15) 
T(H,6-C5- H,5-C6) (38), T(HI2-C4- N,O-C3) (17) 
P(Hn-Or C3) (22), T(H,6-C5- His-Cg) (21), 
P(C3-C2- Oi) (20), T(H,2-C4- N ,O-C3) (11) 
P(H,5-C5-C6) (31), T(H,5-C5-C6-C4) (14) 
P(H,9-0g- Cy) (27), T(H,2-C4- N,O-C3) (19), 
P(H,7-C6-C7)(13) 
x(H,8-C6- H,7-C7) (20), P(H,3-N,o-C4) (12), 
T(H,7-C6-C7-C5) (10), P(Hu-Oi- C3) (10) 
T(H,2-C4- N,o-C3) (35), T (H ,6 -C5- H,5-C6) (13), 
V (H,5-C5-C6) (12), T(H,g-C6- H,7-C7) (18), 
P(Hi9-O8-C7)(10) 
23 1170 v(08-C7) (19), T(H,8-C6- Hn-Cy) (16), 
P(H]9-08-C7) (1 1) 
v(N,o- C4) (20) 
P(Hn-C6-C7)(22),v(O8-C7)(20) 
v(N,o-C4)(20), P(C3-02-0,) (13), P(02-C3-0,) (17), 
P(Hn-Oi-C3)(14) 
V(C6-C5)(61) 
T(H,5-C5- C6-C4) (29), T(HI7-C6-C7-C5) (1 1), 
T(H,4-N,o-Hi3-C4)(IO) 
P(H,3-N,o-C4) (16), x(Hi4-N,o-H,3-C4) (14), 
V(C4-C3)(10) 
V(C5-C4) (33), V(N,0-C4) (21), T(H,7-C6-C7-C5) (13) 
V(C6-C7)(34), T(HI4-N,O-HI3-C4) (20) 
V(C4-C3)(23),T(H,4-N,0-H,3-C4)(14),V(C6-C7)(13) 
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1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
3752 
3745 
3559 
3487 
3097 
3069 
3047 
3036 
3029 
1819 
1816 
1671 
1500 
1471 
1417 
1411 
1366 
1347 
1332 
1302 
1267 
1259 
24 
25 
26 
27 
28 
29 
30 
31 
32 
1169 
1134 
1128 
1 
1077 
1022 
962 
949 
892 
837 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
791 
754 
674 
660 
633 
594 
536 
504 
462 
393 
300 
264 
234 
221 
122 
91 
68 
34 
19 
T(H,7-C6-C7-C5) (28),T(H,5-C5-C6-C4) (26), 
P(H,5-C5-C6) (14), T (09-C7-C6-C5) (10) 
T(C4-C3-02-0,) ( 3 3 ) , T ( H , , - 0 , - C 3 - 0 2 ) (20), 
T(N,0-C4-C3-O2)(10) 
T(H,9-08-C7-09) (73) 
P(02-C3-0,) (41), P(C4-C3-02) (16), P(09-C7-C6) (10) 
P(09-C7-C6) (30),T(H„-O,-C3-O2) (28) 
x(Hn-0,-C3-02) (46), T ( C 4 - C 3 - 0 2 - O I ) (14) 
T(09-C7-C6-C5) (26), T ( 0 8 - C 7 - 0 6 - C 5 ) (17), 
T(H,9-08-C7-09) (14) 
P(C3-02-0,)(24),P(C4-C3-02)(13) 
P(08-C7-C6)(53), 
T(C5-C4-C3-02) (22), P(C3-02-0,) (14),U(C4-C3) (14), 
P(Nio-C4-C3) (19), T(N,O-C4-C3-02) (13) 
P(C4-C3-02) (36), P(Nio-C4-C3) (23), 
T ( C 5 - C 4 - C 3 - O 2 ) ( 1 0 ) 
P(C7-C6-C5) (27), P(C6-C5-C4) (21), P ( 0 9 - C 7 - C 6 ) (15), 
P ( C 5 - C 4 - C 3 ) ( 1 2 ) 
x(H,3-N,o-C4-Hi2) (50), P(N,O-C4-C3) (18) 
T(HI3-N,O-C4-H,2) (36), P(C5-C4-C3) (15), 
T(C4-C3-02-Ol) (11), P(C6-C5-C4) (11) 
T(C6-C5-C4-C3) (47), P(C5-C4-C3) (12), 
P(C7-C6-C5)(11) 
T(C6-C5-C4-C3) (32), P(C7-C6-C5) (19), 
P(C6-C5-C4)(14) 
T(C7-C6-C5-C4) (58), T(N,o-C4-C3-02) (20), 
T(08-C7-C6-C5) (20), T(C5-C4-C3-02) (-15), 
P(C5-C4-C3)(11) 
T(C5-C4-C3-02) (68), T(C7-C6-C5-C4) (18), 
T(Nio-C4-C3-02)(10) 
T(08-C7-C6-C5) (41), T (09 -C7-C6-C5) (38), 
T(C6-C5-C4-C3) (15), T(C7-C6-C5-C4) (13) 
Abbreviations: v-stretching; p- in-plane bending; x-torsionai 
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Fig. 5.4: Certain important vibrations of L-glutamic acid 
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The vibrational analysis of the spectra of LGA is performed on the basis of 
characteristic vibrations of amino, carboxylic, methylene and carbonyl group. In addition 
to these vibrations, skeletal modes also appear in the spectra. These modes are discussed 
in following sections. 
NH2 vibrations 
The title molecule LGA, under investigation possesses one amino (-NH2) functional 
group. The amino group has symmetric and asymmetric stretching vibrations which are 
expected in the region 3000-3200 cm"'. When an NH2 mode is participating in hydrogen 
bonding resonances can occur that lower the NH2 stretching wavenumber. The lowering 
of asymmetric and symmetric stretching wavenumbers from the computed wavenumber 
and the broadening of mode in the infrared spectrum indicate the formation of strong 
intra and intermolecular N-H....0 hydrogen bonding of NH2 group with oxygen atoms. 
The asymmetric stretching mode of NH2 group occurs at 3078 cm'' in IR spectrum as a 
broad band and at 3068 cm'' in Raman spectrum as a weak band. However, the 
symmetric stretching mode of NH2 group does not appear in IR but appear as a strong 
band in the Raman spectrum. DFT predicted value for this band is 3352 cm''. Calculated 
PED values for modes 3 and 4 predict that these two are pure modes. The computed NH2 
scissoring vibration at 1606 cm'' (mode 12) which has 91% PED has been recorded in 
FTIR at 1515 cm''. In FTIR spectrum, there is a very strong peak at 1057 cm'' whereas 
Raman spectrum shows a weak peak at 1059 cm"'. This band corresponds to the 
stretching vibration, v(C-NH2). The calculated scaled frequency for this mode is 1084 
cm"' having 20% PED. The wagging mode of NH2 group occurs at 919 cm"' and 918 cm' 
both in IR and Raman as a strong band and its calculated frequency of 924 cm' matches 
well with the experimental values. 
CH2 vibrations 
LGA shows the presence of CH2 stretching vibrations in the region which is close to 
the characteristic region for the ready identification of these vibrations. The three strong 
bands observed at 2990 cm'', 2969 cm"' and 2932 cm'' in the Raman spectrum of LGA 
have been assigned to stretching vibrations of CH2. In the harmonic calculations (DFT), 
the scaled frequencies obtained for these vibrations are 2977 cm'', 2950 cm'' and 2929 
cm''. These assignments match very well with the reported results [14]. The bands 
observed at 1429 cm"' and 1413 cm'' in FTIR and at 1434 cm'' and 1405 cm'' in Raman 
spectrum have been assigned to CH2 wagging and C-H bending vibrations respectively. 
Navarrete et al. has proposed similar assignments [15]. Theoretically calculated 
frequencies (unsealed) for these vibrations are 1417 cm' and 1411 cm''. Thus, there is 
close agreement between the experimental and theoretical wavenumbers. Modes 19 and 
21 have been assigned to CH2 twisting vibrations having PED values 31% and 20% 
respectively. Calculated unsealed frequencies for these modes are 1332 cm'' and 1267 
cm" . The strong band at 1215 cm"' in FTIR, which appears as a medium band at 1214 
cm"' in Raman spectrum, has been assigned to C-H out of plane deformation. 
CO vibrations 
The C=0 stretching vibrations in LGA have main contribution in the modes 10 and 
11, with B3LYP/6-311G(d,p) predicted scaled frequencies of 1748 cm"' and 1746 cm"' 
having 66% and 62% PED contributions respectively. Corresponding to these modes, in 
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FTIR spectrum there is one medium and one strong peak at frequencies 1648 cm and 
1615 cm'', while in Raman they appear at 1657 cm'' and 1615 cm''. The IR and Raman 
bands at 1154 cm"' and 1146 cm' have been assigned to C-0 stretching vibration. The 
very strong band in Raman at 94 cm'' is assigned to C-0 out of plane bending and it has 
theoretical value 34 cm''. 
Skeletal vibrations 
The absorption bands arising from C-N and C-C stretching vibrations are generally 
measured in the region 1150-850 cm'' [16-17].The medium bands at 974 cm'' and 967 
cm' in IR and Raman spectrum have been assigned to C-C stretching vibration (mode 
27). The theoretical scaled wavenumber of this band is 1035 cm'' and the calculated PED 
of 61% confirms this assignment. The C-C stretching also contributes to the strong bands 
observed at 874 cm'' and 812 cm'' in IR and 864 cm'' and 800 cm'' in Raman spectrum. 
In the harmonic calculations (DFT), the frequencies obtained for these C-C stretching 
vibrations are 912 cm'' and 857 cm''. The C-N stretching mode in LGA appears at 1125 
cm'' and 1128 cm"' in the Raman and IR spectra respectively and is very close to the 
theoretically calculated value 1123 cm'. The low frequency region is dominated by 
skeletal vibrations. 
5.6 Conclusion 
In the present work an attempt has been made for proper frequency assignments of the 
molecule LGA using FTIR, Raman spectra and quantum mechanical vibrational 
calculations. The equilibrium geometries and harmonic frequencies of LGA were 
determined and analyzed at the HF and DFT levels of theory utilizing the basis set 6-
311G(d,p). Optimization of the molecular structure was performed to reach the absolute 
minimum of the potential energy surface. Optimized molecular structure of LGA, 
obtained by theoretical calculations, has good agreement with the experimentally 
determined structure. Differences between the observed and the calculated frequencies 
may be due to the fact that the experimental values were recorded in the presence of 
intermolecular interactions. 
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