Abstract. For a risk-averse multistage stochastic optimization problem with a finite scenario tree, we introduce a new scenario decomposition method and we prove its convergence. The method is applied to a risk-averse inventory and assembly problem. In addition, we develop a partially regularized bundle method for nonsmooth optimization.
Introduction
In the last decade the theory of coherent risk measures established itself as an alternative to expected utility models of risk averse preferences in stochastic optimization. This theory was initiated in [1, 3] and further developed in numerous publications (see, e.g., [9, 10, 20, 25, 26] and the references therein). Recently, increased attention is paid to dynamic measures of risk, which allow for risk-averse evaluation of streams of future costs or rewards (see, e.g., [2, 7, 11, 18, 19, 25, 27, 29] ).
When used in stochastic optimization models, dynamic risk measures lead to a new class of problems, which are significantly more complex than their risk-neutral counterparts (see [26, 27, 28, 30] ). Decomposition, an established and efficient approach to risk-neutral multistage stochastic optimization problems (see [6, 13, 22] and the references therein), cannot be directly applied to risk-averse models. With dynamic risk measures, the main feature facilitating decomposition, the integral form of the objective function, is absent. Our main objective is to overcome this difficulty by exploiting specific structure of dynamic risk measures, and to develop new decomposition methods that extend the ideas of earlier approaches to risk-neutral problems. We initiated this research in [16] , where we developed risk-averse counterparts of the primal (Benders-type) decomposition methods.
In this paper we develop generalizations of scenario decomposition methods, in the spirit of [17] . The key to success is the use of dual properties of dynamic measures of risk. In sections 2 and 3 we formally define a multistage risk-averse stochastic optimization problem and we discuss its properties. Section 4 discusses nonanticipativity constraints. In section 5 we advance the duality theory of dynamic measures of risk, by identifying the properties that are essential for our decomposition approach. In section 6 we present the main idea of our new decomposition methods. In section 7 we analyze properties of the master (coordination) problem of the method. Finally, section 8 is devoted to the application of two versions of our methods, with several coordination algorithms, to an inventory planning and assembly problem. In the development of efficient master algorithms we modify the bundle method, to better exploit the specificity of the problem at hand. The resulting algorithm, which we call the partial bundle method, is discussed in the appendix.
A Multistage Risk-Averse Problem
Let (Ω, F, P ) be a probability space with a sigma algebra F and probability measure P . Consider a filtration {∅, Ω} = F 1 ⊂ F 2 ⊂ · · · ⊂ F T = F. A random vector x = (x 1 , . . . , x T ), where each x t has values in R nt , t = 1, . . . , T , is called a policy. If each x t is F t -measurable, t = 1, . . . , T , a policy x is called implementable. A policy x is called feasible, if it satisfies the following conditions: B T x T −1 + A T x T = b T , x 1 ∈ X 1 , x 2 ∈ X 2 , x 3 ∈ X 3 , . . .
In these equations, for every t = 1, . . . , T , the matrices A t of dimensions m t ×n t , the matrices B t of dimensions m t × n t−1 , and the vectors b t of dimensions m t are F t -measurable data. Each set X t is a random convex and closed polyhedron which is measurable with respect to F t (in the sense of measurability of multifunctions; see [4] ). Suppose c t , t = 1, . . . , T , is an adapted sequence of random cost vectors. Each policy x results in a cost sequence
Our intention is to formulate and analyze a risk-averse multistage stochastic programming problem, to minimize a dynamic measure of risk, (Z 1 , . . . , Z T ), over all implementable and feasible policies x. In order to define the functional (·), we recall some basic concepts of the theory of dynamic measures of risk. We follow the development given in [26, 28, 27, 30] .
Consider spaces Z t of F t -measurable random outcomes. As F 1 is trivial, Z 1 = R. For Z, Z ∈ Z T we denote by Z Z the pointwise partial order meaning Z t (ω) ≤ Z t (ω) for a.e. ω ∈ Ω. Let 1 ≤ t ≤ T − 1. A coherent conditional risk measure is a function ρ t : Z t+1 → Z t satisfying the following axioms:
(A4) Positive Homogeneity: If γ ≥ 0 and Z ∈ Z t+1 , then ρ(γZ) = γρ(Z).
We assume that the smaller the realizations of Z, the better; for example Z may represent a random cost. An example of coherent conditional risk measure is the conditional mean-upper semideviation model defined by
with an F t -measurable κ t ∈ [0, 1]. See [30, page 277] for the details showing that the mean upper semideviation is a coherent conditional risk measure, and for other examples of conditional risk measures.
Suppose we observe a random sequence Z t , t = 1, . . . , T , adapted to the filtration {F t }. Its risk can be evaluated by using the following dynamic coherent measure of risk
where each ρ t : Z t+1 → Z t is a coherent conditional measure of risk. See [27] for this construction and [24] for the derivation of form (4) from abstract principles of monotonicity and time consistency of dynamic risk measures. Our problem is to minimize (4) with each Z t given by (2) , over all implementable and feasible policies x. In order to complete the problem formulation, we need to be more specific about the spaces Z t , the spaces of random vectors in which the components x t of the policy live, as well as integrability conditions on the problem data A t , B t , b t and c t , so that Z t ∈ Z t for all t = 1, . . . , T . In this paper, we assume that all sigma-algebras are finite. We discuss it in the next section.
Scenario Trees and Recursive Risk Evaluation
In the finite distribution case, the possible realizations of data form of scenario tree. It has nodes organized in levels which correspond to stages 1, . . . , T . At level t = 1 we have only one root node ν = 1. Nodes at levels t = 2, . . . , T correspond to elementary events in F t . Each node ν at level t = 2, . . . , T is connected to a unique node a(ν) at level t − 1, called the ancestor node, which corresponds to the elementary event in F t−1 that contains the event associated with ν. Thus, every node ν at levels t = 1, . . . , T − 1 is connected to a set C(ν) of nodes at level t + 1, called children nodes, which correspond to elementary events in F t+1 included in the event corresponding to ν. We denote by Ω t the set of all nodes at stage t = 1, . . ., T . We have the relations Ω t+1 = ∪ ν∈Ωt C(ν) and C(ν) = {η ∈ Ω t+1 : ν = a(η)}. The sets C(ν) are disjoint, i.e., C(ν) ∩ C(ν ) = ∅ if ν = ν . A scenario is a path s from the root to a node at the last stage T . By construction, there is one-to-one correspondence between the scenarios and the set Ω T = Ω. Let S(ν) be the sets of scenarios passing through node ν. They satisfy the recursive relation:
As the nodes of the tree correspond to events defining nested partitions of Ω, the measure P can be specified by conditional probabilities
Every node ν at level t has a history: the path (ν 1 , . . . , ν t−1 , ν) from the root to ν. The probability of the node ν is thus the product of the corresponding conditional probabilities
In particular, when t = T , formula (5) describes the probability of a scenario ν ∈ Ω T . For every node ν ∈ Ω t , an F t -measurable random variable Z has identical values on all scenarios s ∈ S(ν). It can, therefore, be equivalently represented as a function of a node at level Ω t , which we write Z Ωt . Consider a conditional measure of risk ρ t (·). Its value is F t -measurable, and thus we can consider its representation as a function of a node at level t. It follows from [27, Thm. 3.2] that for every F t -measurable nonnegative function Γ a stronger version of (A4) holds:
Let ν ∈ Ω t , and let 1 ν be the characteristic function of the event ν. Setting Γ = 1 ν in the last equation, for all Z t+1 , W t+1 ∈ Z t+1 we obtain
In the last equation we multiplied both sides by 1 ν . We see that W t+1 plays no role here. The value of ρ t (Z t+1 ) at elementary events associated with node ν depends only on the values of Z Ω t+1 t+1 at nodes η ∈ C(ν). We denote the vector of these values by Z C(ν) t+1 , and we write the conditional risk measure equivalently as ρ
Let us define the random variables
They are F t -measurable, and thus we only need to consider their values V ν t associated with scenarios s ∈ S(ν). It follows that the value of the measure of risk (4) can be written on the scenario tree in a recursive manner:
Nonanticipativity Constraints
A standard approach to multistage stochastic programming is based on scenario decomposition. With every scenario s in the tree, we associate a sequence of decision vectors
Such a collection of sequences forms a policy which is not necessarily implementable, unless it satisfies a certain linear equation, called the nonanticipativity constraint. It requires that the process x be adapted to the filtration {F t }. Abstractly, we can write
For the scenario model, the nonanticipativity constraint can be written as a system of linear equations at the nodes of the tree. For every node ν at level t = 1, . . . , T − 1 the values x s t
should be identical for all s ∈ S(ν). Direct specification of (9) yields
Other constraints of problem (1)- (2)- (3) decompose by scenario:
where for each s ∈ Ω we have
In (12) (10) and (12). (13) Then, Lagrange multipliers λ s t are associated with the nonanticipativity constraints (10) , and the following Lagrangian function is constructed:
The problem min
decomposes into scenario subproblems, one for each s ∈ Ω. We shall not go into these details here; the reader can find them in [30, Sec. 3.2.4] . The dual problem is to find the optimal values of Lagrange multipliers associated with (10) . It can be solved by nonsmooth optimization methods or by augmented Lagrangian methods. As the constraints (10) are redundant, we can restrict the multipliers to the subspace defined by the equations
In the scenario tree case, these conditions translate into
Again, the reader is referred to [30, Ch. 3] for the details. The difficulty with the scenario decomposition in the risk-averse setting is the definition and nonlinear character of the dynamic risk measure (4) . If a policy x is not implementable, the sequence {Z t } is not adapted to the filtration {F t } and formula (4) makes no sense, because of the definition of ρ t as a function acting on F t+1 -measurable random variables. We cannot just substitute the dynamic risk measure for the objective function in (13).
Transition Multikernels and Their Compositions
We first recall the dual representation of conditional measures of risk. By [27, Remark 4.3] , for every t = 1, . . . , T − 1 and every node ν ∈ Ω t there exists a convex closed set A t (ν) of probability distributions on C(ν) such that
In fact, A t (ν) = ∂ρ ν t 0 . We shall call a mapping K : Ω t ⇒ P(Ω t+1 ) a transition multikernel. It is convex, if for all ν ∈ Ω t the set K(ν) is convex. It is closed, if for all ν ∈ Ω t the set K(ν) is closed. The transition multikernels A t associated with the conditional risk measures ρ t (·) are convex and closed. They also satisfy the conditions
For t = 1 there is only one node ν = 1 ∈ Ω 1 , and thus A 1 is simply a set probability distributions on Ω 2 . If a kernel µ t is a selection of A t , that is, µ t (ν) ∈ A t (ν) for all ν ∈ Ω t , we shall simply write µ t ∈ A t . The value of µ(ν) at an node η ∈ C(ν) will be written as µ(ν, η).
Compositions of transition multikernels are germane for our analysis. Let us start from a composition of a measure q t ∈ P(Ω t ) with a kernel µ t ∈ A t It is a measure on Ω t+1 given by the following relations:
If we have a set of probability distributions Q t ⊂ P(Ω t ) and a transition multikernel A t satisfying (18), we can define their composition A t • Q t as the following set of probability distributions on Ω t+1 :
Lemma 1 Suppose Q t is a convex and compact set of probability measures on Ω t and a transition multikernel A t satisfies ( (18) and is convex and compact. Then the set Q t+1 = A t • Q t is convex and compact.
, α ∈ (0, 1).
By the convexity of Q t , we have q t ∈ Q t , and thus the set A t •{q t } is included in Q t+1 . To show that q t+1 ∈ Q t+1 , it is sufficient to prove that q t+1 ∈ A t • {q t }. This amounts to verifying for all η ∈ Ω t+1 the following relation:
Let η ∈ Ω t+1 and ν = a(η). Observe that q (21) is trivial. It remains to consider the case of q t (ν) > 0. Define
.
The left hand side of (21) can be written as follows
Due to the convexity of A t , the right hand side is an element of A t • {q t }, which proves (21) . The compactness of Q t+1 follows from the compactness of Q t and A t .
We can now prove a useful dual representation of a dynamic measure of risk.
Theorem 2 Suppose a dynamic risk measure (·) is given by (4) with conditional risk measures ρ t (·) satisfying conditions (A1)-(A4). Then for every adapted sequence Z 1 , . . . , Z T we have the relation
where
is a convex and closed set of probability measures on Ω.
Proof. Recursive composition of transition multikernels µ t yields a sequence of sets of measures:
with Q 1 = {1}. Each Q t is a set of probability measures on Ω t . Lemma 1 implies that they are all convex and compact. The multikernel representation (17) allows us to rewrite the definition of a dynamic risk measure (4) as follows:
All the maximum operations can be put at the beginning, and we obtain:
. . , T . Each of them is an element of the corresponding set Q t . Consider the product
Suppose µ t ∈ A t and ν ∈ Ω t . Then µ t (ν) is a probability distribution on C(ν). Since Z t is
has identical values on the nodes η ∈ C(ν). Therefore,
Recalling the definition (19), we conclude that
Applying this relation recursively to all terms of (26), we obtain the identity
as postulated.
Duality and Decomposition
An advantage of formula (22) is that it remains well-defined also for sequences {Z t }, which are not adapted to the filtration {F t }. This allows for the development of the corresponding duality theory and decomposition.
Consider the extended problem formulation corresponding to to the risk-neutral formulation (13) . The nonanticipativity constraints (10) can be compactly written as a system of linear equations x = Πx, where Π is the projection on the implementable subspace:
Employing the dual representation of the dynamic measure of risk (·), we obtain the following problem:
RRR (29), we obtain the following Lagrangian function:
It is sufficient to consider λ such that Πλ = 0, because any shift of λ by by a vector in the range of Π does not affect the last term. More specifically, we require that
Under this condition, the Lagrangian simplifies:
The dual function is defined as follows:
and the dual problem is to find
The function under the "max − inf − max" operations is bilinear in x and q, the set Q T is convex and compact, and the set X is convex. Therefore, we can exchange the inner "inf" and "max" operations to write the dual problem as follows:
It is convenient to replace the measure q with its density δ with respect to p. Clearly, δ lives in a convex compact set
The dual problem takes on the form:
The problem in brackets has the same structure as in the risk-neutral case, but with scenario costs re-scaled by δ s .
Theorem 3 If Problem (28)-(30)
has an optimal solution then the dual problem (36) has an optimal solution, and the optimal values of both problems coincide.
The theorem follows from the duality theory in convex programming (see, e.g., [23, Thms. 4.7 and 4.8] . No constraint qualification is needed, because the constraints (29) are linear and the sets X s , s ∈ Ω, are convex closed polyhedra. Observe that the inner problem (in brackets) in (36) decomposes into individual scenario subproblems min
These subproblems can be readily solved by specialized techniques, exploiting the structure of the deterministic version of the dynamic problem in question.
Master Problem
Let us denote by Ψ s (λ s , δ s ) the optimal value of problem (37). The main difficulty is to solve the dual problem: max
As each L s (·, ·) is concave and piecewise-linear, problem (38) is a convex programming problem.
The optimal value of the scenario subproblem (37) is a composition of the linear map (λ s , δ s ) → δ s c s + λ s with the support function of the set X s . Using rules of subdifferential calculus we obtain
x s is a solution of (37) .
As the objective of (38),
is a sum of terms that have no variables in common, we get
Therefore, to calculate a subgradient at a point (λ, δ) we need to solve subproblems (37) and apply formula (40). In principle, problem (38) can be solved by any nonsmooth optimization method. One simple possibility would be the cutting plane method (see, e.g., [12, 23] ); another choice is the bundle method (see [12, 14, 15, 23] ). The essence of the bundle method is the application of regularization with respect to the decision variables, which are in our case λ and δ, similarly to the proximal point method. This allows to localize the iterations and makes the bundle method more reliable for problems of higher dimension, where the cutting plane method becomes very slow.
Here, the specificity of problem (38) is that regularization is mainly needed for the nonanticipativity multipliers λ. The densities δ are restricted to live in a compact set ∆; in the extreme case of the risk-neutral problem we simply have ∆ = { (1, 1, . . . , 1)}. We therefore propose a partial bundle method, which employs regularization with respect to the variables λ only. Exactly as the bundle method, it collects for every scenario s optimal solutions x sj of the scenario subproblems and corresponding solutions (λ sj , δ sj ) of the master problem at iterations j ∈ J s . The set J s may be the set of all previous iterations, or its subset determined by the cut selection rules of the bundle method. The method also has the regularization centerλ, which is updated depending on the success of the current iteration, and uses a regularization coefficient r > 0.
The master problem of the partial bundle method has the following form max vs,λ,δ s∈Ω
After its solution, the regularization centerλ, the regularization coefficient r, and the sets of cuts are updated in exactly the same way as in the bundle method (see [15, 23] ). Convergence analysis of the partial bundle method is nontrivial and lengthy. As these details would take us far away from the main topic of our presentation; we outline the analysis in the Appendix, for the basic problem of minimizing a convex function of two decision vectors, without the complications of dealing with the sum of functions, over s ∈ Ω. Our master problem (41) uses disaggregated subgradients, as in [5, 21] : each v s is an upper bound on the corresponding function Ψ s (λ s , δ s ). The interested readers are refereed to [8] .
8 Numerical Illustration
The Model
Our aim is to illustrate the scenario decomposition approach and the methods discussed in previous sections on the following inventory and assembly problem. A product line consists of a several different models. Each model has its own list of parts, but different models may have some parts in common. At the first stage, we decide how many units of each part will be bought. After the purchase is done, the actual demand for the different models is revealed. Then we decide how many units of each model will be produced, while keeping within the constraints defined by the numbers of parts available.
There is a penalty for each unit of unsatisfied demand and there is a "storage cost" associated to each unit that is produced over the demand. The storage cost involves product depreciation and is a random variable which will become known only after the second stage decisions have been made. It is assumed that all the products will eventually be sold and the storage cost is paid only once.
Let x i be the number of parts of type i that will be purchased and let y j be the number of units of model j that will be produced. Random demand for product j is denoted by D j and random unit storage cost is denoted by H j . Other problem parameters, which are deterministic, are: r j -selling price of product j, c i -cost of part i, l j -penalty for uncovered demand of product j.
Our goal is to minimize the negative of the profit, which is composed of three parts:
As the components Z 2 and Z 3 are random, and our decisions y depend on the demand vector observed, we express the production problem as a three stage risk-averse optimization problem. In fact, there are no third-stage decisions: only random cost evaluation.
At stages 1 and 2 we use the conditional mean-semideviation risk measures of the first order of the form (3) with coefficients κ 1 ∈ [0, 1] and κ 2 ∈ [0, 1], respectively Assume that there are N possible demand realizations each occurring with corresponding probability p s . Moreover, suppose that each demand realization s there are N s possible storage cost realizations each occurring with probability p sη , η = 1, . . . , N s . For given decisions y s at node s, the cost equals:
In this case a straightforward linear programming formulation of the problem is the following:
for all s = 1, . . . , N and η = 1, . . . , N s .
In the problem above,
is the sth realization of product demands, and H sη i is the storage cost of product i under demand realization s and storage realization η. The variable ρ s represents the value of the conditional risk measure ρ 2 (Z 2 + Z 3 ) at node s, and the value of the risk measure ρ 1 (·) is calculated directly in the objective function. The variables ζ represent cost realizations in the corresponding scenarios. The variables σ and γ represent the upper semideviations of the costs at stage 1 and 2, respectively. Finally, v s and w s represent over-and under-production in node s. The size of the linear programming representation of the production problem shows the importance of developing efficient methods to solve multi stage risk-averse problems. We applied to our problem the cutting plane, the classical bundle, and the partial bundle method. Whenever possible, we compared the results obtained by these methods with the result of solving the linear programming problem (42) directly by a simplex algorithm. For the scenario decomposition methods, we considered two versions. One was the full threestage version, which is most general and applies also to problems involving decisions at the last stage and general non-polyhedral measures of risk. Another version was a model with a truncated two-stage tree, in which the problems at the second stage are risk-averse problems themselves. This was possible due to the polyhedral structure of the mean-semideviation risk measure and to the absence of third stage decisions.
The Partial Bundle Method
To obtain explicitly the master problem of the partial bundle method for our application we need to calculate the set ∆ appearing in (41). The structure of the subdifferential of the mean upper semideviation is well known (see [30] page 278), namely,
and
where 1 is the vector with all entries equal to 1. Let ∂ρ 2 (0) := ∂ρ
, where • denotes the Hadamard product of vectors. Thanks to the structure of the subdifferentials (43) and (44) the set ∆ is polyhedral, and so, ∆ = δ s η s=1,...,N,η=1,...,Ns such that
The master problem of the partial bundle method for our application is:
At every iteration j of the partial bundle method the obtained subgradient have the following form
, where x sj := (z sj , y sj ) is the optimal solution of subproblem (37) for scenario s at iteration j with z sj and y sj corresponding to the first and second-third stage components of x sj . Also, c s is the cost vector of the first stage scenario s, and Q s is the matrix of second stage scenario costs corresponding to the first stage scenario s. In our example c s = c and the rows of Q s are (q sη ) = r , l , (H sη ) , for every s = 1, . . . , N , η = 1, . . . , N s .
After a few algebraic simplifications we derive from (37) the individual scenario subproblems for each scenario s = 1, . . . , N ,
where each y sj component of x sj in (45) has been subdivided according to (42), i.e., x := (z, y) := (z, u, v, w). Similarly, α s , β s are the corresponding z, y components of δ s .
The Truncated Tree Method
In order to obtain the truncated two-stage tree method we need to find an efficient way of evaluating the second stage upper semideviation risk measure. Applying (17), we obtain for every s = 1, . . . , N ,
where ∂ρ 
The main idea of the truncated tree method is that instead of minimizing (4) subject to (1) and (2), we will minimize
subject to (1) and (2), and
We consider the truncated problem as a two stage problem and apply to it the same dual analysis that we did before. At the end we obtain formulation (38) with a few key differences. First, the λ and δ refer to the random variables Z 1 and Z 2 and have no components directly relating to either Z 2 or Z 3 . More importantly, the individual scenario subproblems should take into consideration the cost of new random variable Z 2 and thus (37) is replaced by
where z s and y s are the decision variables corresponding to the first and second stage scenarios. By substituting (49) and (52) into (38) we obtain the following problem formulation for our application
where Ψ s (λ s , δ s ) is the optimal value of the following problem
At every iteration j of the truncated tree partial bundle method the obtained subgradient have the following form
where for every s = 1, . . . , N , ∈ ∂ρ 1 (0) , where ∂ρ 1 (0) was shown in (43). Therefore the master problem of partial bundle method for the truncated tree application is:
After a few algebraic simplifications we derive from (37) the individual truncated tree scenario subproblems for each scenario s = 1, . . . , N ,
where each decision variable y sj from (52) has been subdivided according to (42), i.e. x := (z, y) := (z, u, v, w).
Following this we compared the total running time, total number of iterations, and the average time per iteration of each method. Table 1 shows the comparison of all the methods on a problem with 10 parts and 5 products, for different numbers of first-stage and secondstage scenarios.
The classical cutting plane method was too inefficient and failed to converge in a reasonable amount of time on most instances while being outperformed by all the other methods when it converged. For this reason we omitted it from Table 1 . Clearly, on small problems it is much better to solve directly the linear programming formulation (42). The usefulness of the bundle methods is shown when we consider large problems. For example on the instance with 200 first-stage scenarios, with each followed by 200 second-stage scenarios, the general bundle and the partial truncated tree methods outperformed the linear programming formulation. More important is the case with 300 first-stage scenarios, with 300 second-stage scenarios after each of them, where the linear programming approach failed to converge, but the truncated tree and partial truncated tree methods were able to give a solution. In this case the meager memory requirements of these methods allowed us to obtain a solution even when the linear program was too big for our computer memory. In general, we saw the partial truncated tree method outperforming the truncated tree method but this might be problem specific. Notice that the truncated tree method moves the calculation of the second stage risk measure from the master problem to the subproblems resulting in a smaller master problem but larger subproblems. This is the main difference between the truncated tree and general bundle methods. In larger instances, the dimension of the master problem affects the number of iterations necessary to find a solution, as well as time to solve the master problem at each iteration. For these reason, the truncated tree method with its simpler master problem outperforms the general bundle method on the largest instances.
Step 3. Solve the master problem (61). Denote by (x k+1 , y k+1 ) and z k+1 its solution and set f k (x k+1 , y k+1 ) := z k+1 .
Step 4. If f k (x k+1 , y k+1 ) = f (v k , w k ) then stop (the point (v k , w k ) is an optimal solution); otherwise continue.
Step 5. If Step 2 was a null step then go to Step 6. Else (Step 2 was a descent step) remove from the set of cuts J k some (or all) cuts whose Lagrange multipliers λ k j at the solution of (61) are 0.
Step 6. Increase k by one, and go to Step 1.
A.2 Convergence
First we prove that if the algorithm gets stuck at a w-center then it will approximate an optimal solution.
Lemma 4 Let f * be an optimal solution to (58) and suppose that the sequence, (x k , y k ) , obtained by the partial bundle method consists of only null steps from iteration t on. Then
