Abstract. In this paper, Cramér type moderate deviations for the maximum of the periodogram and its studentized version are derived. The results are then applied to a simultaneous testing problem in gene expression time series. It is shown that the level of the simultaneous tests is accurate provided that the number of genes G and the sample size n satisfy G = exp(o(n 1/3 )).
Introduction
Let X 1 , X 2 , · · · be a sequence of random variables. Define the periodogram ordinates for {X n } at the standard frequencies ω j = 2πj/n by I n (ω j ) = 1 n When {X n } are independent and identically distributed (i.i.
d.) random variables with
Var(X 1 ) = σ 2 and E|X 1 | 2+δ < ∞ for some δ > 0, Davis and Mikosch (1999) shows that lim n→∞ P max 1≤j≤q I n (ω j )/σ 2 − log q ≤ y = exp(− exp(−y)).
(1.1)
The main purpose of this paper is to study the Cramér type moderate deviations for the maximum of the periodogram and its studentized version. That is, what is the largest possible a n so that P max 1≤j≤q I n (ω j )/σ 2 − log q ≥ y 1 − exp(− exp(−y)) → 1 (1.2) uniformly in y ∈ [− log q, a n ], or for the studentized periodogram, what is the largest possible b n so that
− log q ≥ y 1 − exp(− exp(−y)) → 1 (1.3) uniformly in y ∈ [− log q, b n ]. We shall show that a n depends on the moment condition of {X n }. For example, if E|X 1 | 2+δ < ∞, δ > 0, the largest possible value of a n is δ 2 log n, but a n can be chosen o(n 1/3 ) if the moment generating function of X 1 is finite.
However, the situation becomes totally different for the studentized periodogram. We shall prove that b n = o(n 1/3 ) provided that EX Theoretical results for the simultaneous tests and simulation study are discussed in Section 3.
Main results
Throughout this paper, we assume {X n } are i.i.d. random variables. Our first result is the moderate deviation for the maximum of the periodogram for y ≤ c log n for some c > 0. Such type of moderate deviation for the partial sums of {X n } has been studied in literature, e.g. by Michel (1976) , Amosova (1982) , Petrov (2002) and Wu and Zhao (2008) . Theorem 2.1 (i) Suppose that for some c > 0,
as n → ∞. Then we have
uniformly in y ∈ [− log q, c log n], where σ 2 = Var(X 1 ).
(ii) If for some σ > 0 (2.2) holds uniformly in y ∈ [− log q, c log n] with some c > 0, then we have
Theorem 2.1 (ii) shows that condition (2.1) is nearly optimal and hence the range depends on the moment assumption. On the other hand, when the moment generating function exists, the range can be extended to o(n 1/3 ).
We next consider the maximum of the studentized periodogram. Theorem 2.3 below shows that the moment conditions in Theorems 2.1 and 2.2 can be significally reduced for the studentized version.
Since the variance σ 2 of X 1 is typically unknown, what used in practice is actually the studentized periodogram. So the result in Theorem 2.3 is more appealing and useful than Theorems 2.1 and 2.2. Theorem 2.3 also shares similar properties with selfnormalized partial sums of independent random variables, which usually requires much less moment assumptions; see, Shao (1997 Shao ( ,1999 
where 
where
, and its null distribution F n,g (x) = P(f g ≤ x|H 0,g ), where q = [(n − 1)/2]. Under the null hypothesis and the assumption that ε 1,g , · · · , ε n,g are i.i.d normal random variables, the exact distribution for f g can be found in Fisher (1929) : 
. Use the method of Benjamini and Hochberg (1995) to control the False Discovery Rate (FDR) at θ. Consider the set of ordered p values P (1) , · · · , P (G) and let
Reject the null hypothesis for the time series indexed by S = {i :
In many applications such as those arising from bioinformatics, the noise can be remarkably non-Gaussian (Ahdesmäki et al. (2005) 
, the model in (3.1) without periodic parts, and focused on testing
Let the true p value be P true g
enough. The required accuracy between the estimated p value and the true p value is
i.e.
where Recall that F n,g (x) = P(f g ≤ x|H 0,g ). By examining the proof of Theorem 2.3, we can get the following corollary.
Corollary 3.1 Suppose that min 1≤g≤G Var(ε 1,g ) ≥ κ for some κ > 0 which does not depend on G. Further assume that max 1≤g≤G Eε
The following lemma shows that we can replace 1 − exp(− exp(−y)) by f n ((y + log q)/q).
It follows from Corollary 3.1 and Lemma 3.1 that Theorem 3.1 Suppose the conditions in Corollary 3.1 are satisfied and G = exp(o(n 1/3 )).
Then (3.5) holds. 
Simulation study
In this section, we carry out a simple simulation study to assess the finite sample performance. We generate 2000 genes with 100 periodic genes for different sample sizes n. Consider
ε t,g will be taken as We only give the simulation study when ω (g) is of the form of ω i for some 1 ≤ i ≤ q. To do this, we let ω (g) = 2π/10, n = 20, 50 and β = 1. The results are summarized in Table 1 , where Tot.=total count identified using FDR; Pos.= the number of true positives identified using FDR; Z=the number of true periodic genes among the smallest 100 p-values genes. We note that when the tails of ε t,g are heavier than that of Gaussian random variable, the empirical FDR (EFDR) are lower than the target FDR, while most of periodic genes can still be found. There are no significant differences between Gaussian noise and other noises when n is large moderately (n = 50). Powers increase as n increases. Overall Fisher's statistic is relatively robust to the noise, as indicated by our theorem. We refer to Wichert, Fokianos and Strimer (2004) for some real data analysis. 
Proofs
Throughout, we let C denote positive constant, and its value may be different in different contexts. For two real sequences {a n } and {b n }, write a n = O(b n ) if there exists a constant C such that |a n | ≤ C|b n | holds for large n, a n = o(b n ) if lim n→∞ a n /b n = 0.
Proof of Theorem 2.1. (i) (Sufficiency) By n k=1 e ikω j = 0 for 1 ≤ j ≤ q, we can assume that EX 1 = 0. Also, for convenience, we assume σ 2 = 1. For y ∈
[− log q, c log n], set x = √ y + log q. We start with trunction of X k at two levels. Let ε n = (log n) −1 and ε > 0 be a small number which will be specified later. Define
Then we have
The independence between X l and {X k , k = l}, 1 ≤ l ≤ n, implies that 
where I 2d is a 2d × 2d identity matrix and C 0 is a positive constant. Suppose that
Then for all n ≥ n 0 (n 0 is given below)
n , δ n min(c −1
n ], with any δ n → 0 and δ n min(c −1
N is a centered normal random vector with covariance matrix I 2d . · d is defined
· is the spectral norm for the matrix. C is a positive constant which depends only on d and C 0 . o (1) is bounded by c 1,1 (δ 3 n + β n + c n ), c 1,1 is a positive constant depending only on d.
where c 1,2 and c 1,3 are positive constants depending only on d.
Let d ≥ 1 be a fixed integer and
we can see that
where I 2d is 2d × 2d identity matrix and · is the spectral norm. It is easy to see that (2.1) implies E|X 1 | p < ∞ for any 2 < p < 2c + 2. Thus we have
Letting c n = 2ε n (log q) −1/2 , B n = n in Lemma 4.1 and δ n log n → ∞ with δ n being defined in Lemma 4.1, we have for any 0 ≤ η < 1,
uniformly in x ∈ [ √ log q, (c + 1) log n]. Observing that
by (4.7),
uniformly in y ∈ [0, c log n]. So, combining (4.2)-(4.7), we prove that
uniformly in x ∈ [ √ log q, (c + 1) log n]. To establish the lower bound, we observe
Similarly to (4.3) and by (4.7), we have
uniformly in x ∈ [ √ log q, (c + 1) log n]. For the first term in (4.9), we have
uniformly in 1 ≤ i, j ≤ q and y ∈ [0, c log n]. These two inequalities together with (4.9)-(4.11) yield that
uniformly in y ∈ [0, c log n]. It is easy to see that (2.1) implies that
for ε n = (log n) −1 and x ∈ [ √ log q, (c + 1) log n]. Hence, by (4.8), (4.12) and for ε sufficiently small, we have for any M > 0,
By (1.1), we have for any fixed y ∈ R,
Thus, it follows that lim sup
This proves (i) by (4.13) and (4.14).
(ii) (Necessity) By (2.2), we have
This implies that
where X s n = X n −X c n and {X c n } is an independent copy of {X n }. For z = (z 1,1 , z 1,2 . . . , z q,1 , z q,2 ) ∈ R 2q , let
Then it is easy to see that max 1≤j≤q 
which implies that n . Define
Then, by Lemma 4.2 below (taking N l = ∅ and d = 1), we have
The remaining proof follows similar arguments as in the proof of Theorem 2.1.
Proof of Theorem 2.3. Recall that
n k=1 e ikω j = 0 for 1 ≤ j ≤ q. Without loss of generality, we can assume that EX 1 = 0 and EX 2 1 = 1. By the fact e ikω j 1 = e −ikω j 2 for
for j 1 + j 2 = n. Hence, when n is odd, 18) where
where w k,i,j = cos(ω j k) cos(ω j i) + sin(ω j k) sin(ω j i). Note that ω j k = ω k j and ω j i = ω i j. Since | n l=1 e ilλ | = | sin(λn/2)|/| sin(λ/2)| when λ/π is not an integer, we get n j=1 w k.i.j = n j=1 cos((ω k − ω i )j) = 0. So, (4.18) implies that, when n is odd,
Similarly, when n is even, we have
By the self-normalized moderate deviation Theorem 3.1 in Shao (1997), we have
In view of (4.18) and (4.19) , it suffices to show that
Let λ = λ n be a positive number which will be specified later. Let H be a subset of {1, · · · , n}. Put
Noting that for any real numbers s and t and nonnegative number c and x ≥ 1, 
Repeating the above arguments m times with m = [x 2 /2], we have for x > 4,
n . Then
To estimate Z l , we need the following lemma.
Lemma 4.2 Suppose that E|X 1 | 3 < ∞ and 0 ≤ x ≤ ε ′ n n 1/6 , where ε ′ n → 0 is any sequence of constants. Let 0 < ε n → 0 and ε n = ε
Proof. Recall that n k=1 e ikω j = 0 for 1 ≤ j ≤ q. We have for n large,
Also, simple calculations show that
. By taking c n = 2dε n /x, B n = √ n and δ n /ε n → ∞ in Lemma 4.1,
]. This proves Lemma 4.2.
From Lemma 4.2, we have for 0 
where m l is the cardinality of {j 1 , · · · , j l }, and hence
This together with q n → ∞ shows that 
We next estimate the lower bound for P M n ≥ xV n . For ε
Similarly to (4.27), we have
For the first term on the right hand side of (4.30), we
We only deal with the first term above, while other terms can be proved similarly.
It is easy to see that sup Proof of Lemma 3.1. This lemma follows immediately by Theorem 2.3 and f n ((x + log q)/q) = P max 1≤j≤q I n (ω j ) q −1 q j=1 I n (ω j ) − log q ≥ x , where {X k } are i.i.d. N(0, 1) random variables.
Proof of Theorem 3.1. Let C g = {P g < θ/(3G), P true g > θ/(2G)} and define
F (x) = exp(− exp(−x)). Let x n satisfy 1 − F (x n ) = θ/(2.5G). So x n ∼ log G. By (4.41) and the definition of x n , we can see that on C g , it holds P true g > θ/(2G) > 1 − F n,g ((x n + log q)/q) for n large. By the monotonicity of distribution function we have qf g − log q ≤ x n . This together with Corollary 3.1 and Lemma 3.1 yields
Note that on H g C c g we have P g ≥ θ/(3G). We can show that qf g −log q ≤ y n , where 1 − F (y n ) = θ/(4G), so y n ∼ log G. In fact, by Lemma 3.1, f n (q −1 (y n + log q))
and hence, f n (f g ) = P g > f n (q −1 (y n +log q)) for n large, which implies qf g −log q ≤ y n .
It follows from Corollary 3.1 and Lemma 3.1 that
The theorem is proved.
