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1. INTRODUCTION 
Throughout this paper, X,, will be an irreducible, null-recurrent, Markov 
chain with a denumerable set Q for its state space. When convenient, we may 
assume that 52 is labelled with the nonnegative integers. Our main purpose 
is to investigate the asymptotic behavior of the quantity 
where B C Q is a finite nonempty set, {Z-(X)} the invariant measure (unique 
modulo a multiplicative constant), and 
V,=min{K>O:X,EB}. 
An interpretation of E,(n) will be given in Section 5. Our main results are as 
follows. 
THEOREM 1. For any jinite nonempty set B C Sz we have 
n-1 
EB(n) - 40) x Pj I n-cd 
j=O 
where 
Qn = ~OV{O} > m). 
THEOREM 2. In any normal null chain we have, for any two Jinite non- 
empty sets A and B C Sz, 
lirn C~=l [E’(k) - ‘,(‘)I 
n+oo c”,=‘, (=j7fco qkejq.) = v(o)z ‘W) - C(A)I (14 
where the capacity of . is C(.). (See Section 3 for the definition of normal 
chain and capacity.) 
1 Here and in the sequel, f(n) -g(n) means f(n)/g(n) + 1. 
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In general, Theorem 2 is the best we can do on the asymptotic behavior 
of E,(n) - E,(n). However, under some smoothness conditions on the qn , 
we can improve upon the result. 
COROLLARY 1. If the chain is normal, and if 
where 0 < OL < 1 and L( a) is a slowly varying function, then 
-G(n) - E.&) 
~+tt Cy$ q,_l-j4j 
= n-(O)2 [C(B) - C(A)]. 
(1.3) 
(1.5) 
There is one large class of recurrent chains in which we can establish that 
(1.5) always holds. 
THEOREM 3. In any spatially aperiodic, recurrent, random walk on the 
integer lattice points in d-dimensions, (1.5) is always valid. 
REMARK. If we want to start our count at 0 instead of at 1 (i.e., we con- 
sider 
then we simply replace E,(n + 1) with 
A simple computation based on Eq. (2.1) shows that es(n) = Es(n + l), 
n >, 0, and thus we can translate all of our results on E,(n) to give results on 
‘es(n). For example, Theorem 3 becomes the assertion that 
~52 cy=‘=, 4,~jqj 
eB(n) - eA(n) = x(O)2 [C(B) - C(A)] 
in every aperiodic recurrent random walk. 
For recurrent processes, the continuous analogue of 
eB*(n) = eB(n) - r(B) 
(14 
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was investigated by Spitzer [l] for two-dimensional Brownian motion; there 
he established that (1.1) and (1.5) held. In Problem 10 of Chapter 7 of [2], 
Spitzer inquires as to whether or not (1.6) holds in every aperiodic recurrent 
random walk with eB*(n) in place of e,(n). We believe that in this problem 
eB*(n) should actually be e,(n), and granting this change, Theorem 3 then 
answers the question in the affirmative. 
The quantities eB(n) and E,(n) can be defined for transient processes which 
have an invariant measure. For three-dimensional Brownian motion, the 
asymptotic behavior of eB*(n) was investigated by Spitzer in [l]. These 
results were extended to certain other continuous time processes by Getoor [3] 
and to discrete-time Markov chains by the present author in [4]. 
2. PROOFOFTHEOREM 1 
Observe that 
But 
r(x) P$( V, = j; Xj = y) = n(y) Pu( V, > j; Xj = x), 
where here and in the following, h refers to quantities on the dual chain. 
Recall that this is the chain with transition matrix 
Consequently, 
P(x, Y) = T(Y) P(Y, 4 4v. 
Thus, 
To establish the theorem, we must show that 
43(4 - -qo}W (2.2) 
for every finite nonempty set B. We proceed by induction on the size of B. 
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If B = {z], then 
n-1 
Jq21(n) = 44 z WM >i). 
j=O 
But by Lemma 3.2 of [5] (applied to the dual chain), 
n-1 n-1 
44 2 w%) >j) - 40) 2 ~omo) > j) = E{o}(n)7" 
j=O j-0 
and thus (2.2) holds for all one-point sets B. Now assume we have esta- 
blished (2.2) for all sets A having exactly Y points, and let B == A U {z], 
where z $ A but is otherwise arbitrary. From the relation 
PXI’,~a)-P,(~~I;.n)-+~P,(~~=k;xk=z)f,(V,~n~ k), 
I<=1 
n> 1, (2.3) 
we deduce as in (2.1) that 
k=l 
12.3 1. (2.4) 
By the induction assumption, EA(n) N I?, and to conclude the proof, 
we must therefore show that 
&&2v,>w,(v/# >n -j)?T(z) -0. (2.5) 
3-l 
Since 
and 
we have, by a well-known result on Norhind summation (see [6], p. 64) and 
the previous result for one-point sets, 
This completes the proof. 
2 Observe that qn = ii,, . 
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We note in passing that using Eq. (2.1) and Theorem 1, we find that the 
following extension of Lemma 3.2 of [5] is valid. 
COROLLARY 2. For any$nite nonempty set B we have 
lim CL, [CzsB I p,(vB >j)l = 1 
n+m cy==, 40) ~OW{O) >A . (2.6) 
3. PROOF OF THEOREM 2 AND COROLLARY 1 
To establish Theorem 2, we need to make use of several facts on the 
recurrent potential and boundary theory as developed by Kemeny and Snell 
in [7], [8], and [9]. We will also need some results on the time-dependent 
aspects of these chains as given in [5]. For convenience, and easy reference 
later, we summarize below the pertinent facts. 
A recurrent Markov chain is normal if the series 
converge for all x, y. In every normal chain, the limits 
(3.1) 
(3.2) 
exist for all finite sets B, and likewise for the dual chain. (See [7].) Here 
HB(x, y) = P,(X, = y) for x $ B, and HB(x, y) = S,, if x E B, while 
G,(x, y) = 0 if x or y is in B, and 
for x, y E Q - B.3 When the chain is normal, there is a two-sided potential 
operator K(x, y) with the property that ([9], Sec. 2) 
44 qx, Y) = T(Y) QY, x). (3.3) 
3 HB is the “Hitting Probability” for B,‘while GB is the “Greens function” for B. 
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Moreover, by Theorem 3 of [9], we know that for each finite set B there is a 
constant C(B), called the capacity of B, such that for any y E B, 
(W) (Y) = C(B) X(Y), w&J (Y) = C(B)> Y E B, (3.4) 
where 
Lgy) = $g . 
REMARK. The potential operator K is defined as 
WY) = C(%Y> + [ety, 0) g - W,Y)] 
relative to some reference state 0. This operator, and consequently C(B), need 
not be nonnegative. We always have C({O}) = 0. There are normal chains in 
which C(B) = 0 for all finite sets B. Such chains are called degenerate. In a 
nondegenerate chain (Theorem 7 of [9]), one can choose 0 in such a way that 
C(B) > 0 for all sufficiently large B. Finally, we remark that C(B) is really a 
closer analogue of Robin’s constant than of the logarithmic capacity. 
From (3.3), we see at once that 
C(B) = X&Z, = “hki, = c(B). (3.5) 
In Section 3 of [9], it is shown that 
(I - HB) K =- -. G, -t dsn, (3.6) 
where dB(x) = fiB(x) and that 
K(Z, - z/g) = [C(B) -- C(A)] 1 + (4 - d.& (3.7) 
where I is the column vector all of whose entries are 1. 
For each recurrent chain there is a way of completing the state space Q to 
form a compact metric space Q*. (For details, see [8].) If we do this for the 
dual chain, we obtain (a usually different) space 8*. The functions He(., y) 
and G,(*, y) extend to L2* as continuous functions. From results in [8] 
(Theorem 7.1), we know that there is a probability measure /3 on Q*, called 
the basic measure, such that 
Q(f) = s D* G,(t, ~1 ,‘W% l h+) = s R* ff.&> x) PW. (3.8) 
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In [5] (Theorem 3.1), it was shown that for any finite nonempty set B, the 
limits 
lim c~="=o P,( VB > j) 
n+m C$J Sj 
= h&,(x; B) 
always exist in a normal chain, and moreover (Theorem 4.2 of [S]) 
XEB, 
(3.9) 
(3.10) 
where6 is the basic measure for the dual chain. From (3.8) and (3.10) we have 
n(O)-l M,(x; B) = dB(x), ~$4 
~-(0)-l M,,(x; B) = lo(x), x E B. (3.11) 
We now establish the following: 
LEMMA 3.1. Suppose A C B, where A is nonempty and B is jinite. Then 
ids [C(B) - C(A)] = 2 z-(z) II??&; B) M&z; A). (3.12) 
EB-A 
PROOF. It is readily seen that GB = &A - fiB&A and thus 
1 vB = GA - ABGA . Consequently, 
dB(Z) - dA(z) = - @+)@ . (3.13) 
Since fiA = fjBfiA , we have 
@B - ‘A) (Y) = 2B<1 - &) (Y), 
from which we obtain 
fwB - IA) (4 = 2 e4 Y) 
@B(l - E?,)] (Y) 
Y a(Y) 
= zlB(t)z (I - EI,) ct, Y) &> d n(z)-1 
t Y 
= [>,(I - fiA) Rl (d 
44 . 
(3.14) 
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By (3.6) (applied to the dual chain) we then have 
(3.15) 
However, by (3.7) the left-hand side of (3.15) is 
[C(B) - C(41 + (4 - d,4) (4, 
which by (3.13) is just 
C(B) - C(A) - A* . 
Hence from (3.15) we obtain 
C(B) - C(A) =ZA&t) &A(t) = z n(t) ZBO) &(t). (3.16) 
* IeB-A 
But by (3.11) we have 
2 +) lB@) G@) = do)-’ 2 +) MO@, B) &I@, A), 
tsB-A IEB-A 
and thus 
7f(O)2 [C(B) - C(A)] = 2 n(t) &(t; B) Jzj(c A). 
E&A 
But then 
n(O)2 [C(B) - C(A)] = 2 r(t) n;r,(t; B) h!&(t; A), 
E&A 
and since 
e(B) - C(A) = C(B) - C(A), 
we see that (3.12) holds. 
To carry out the proof of Theorem 2 we shall also need the following: 
LEMMA 3.2. Suppose {u,), (b,), and {cn} are three sequences of positive 
numbers bounded above by 1 and such that CF==, b, t CO. If 
then 
lim a0 + *-- + a, 
n-tm b, + ... + b, = 8, (3.17) 
(3.18) 
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PROOF. Set A, = a, + ... + a, and B, = b, + ... + b, . From (3.17) 
we then have that for any E > 0 there is an no(c) such that, for n > no, 
1 2 (5 cjukvi - fl$ c,b,_j) 1 =1 m$o cn-mAm - B go cn-dn / k=O j=o j=O 
Since 
f$ c,-, I A, - flBrn I < cons& 
W&=0 
and 
we see that (3.18) holds. 
We may now complete the proof of Theorem 2. Suppose first that A C B. 
Since 
we have 
E,(n) - E,(n) =2 c; 
k=l ZEB-A z 
n-1 
= 2 -J$ 7T(.z) P,(V, > k) P,(V, > n - k - l), 
k=O z&--A 
(3.19) 
and thus 
z[&,(m) -E,(m)] = c +)z [zP,(r; >j)p,(vA > m -i,] ’ 
m=l 7&B-A m=o j=o 
(3.20) 
If we set cj = p,( V, >j), bj = qj , and aj = I’,( VA >j) in Lemma 3.2, 
then we may conclude from (3.9) that 
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Now set cj = Q~ , aj = P,( V, > i), and bj = qj in the lemma and conclude 
that 
Thus by (3.19) we have 
By Lemma 3.1, the right-hand side is just ~(0)~ [C(B) - C(A)]. This esta- 
blishes (1.2) for all finite nonempty sets A, B with A C B. Applying (3.21) 
to B = A u C and A, and then to B and C, and subtracting, we see that (1.2) 
holds for all finite nonempty sets A and C. This completes the proof. 
To establish Corollary 1, we make use of Theorem 5.1 of [5] (for K = 0), 
which asserts that whenever (1.3) holds in a normal chain, we have 
7&‘02 n~-lL(n) 
= M,(z; D) 
for every finite nonempty set D. Now by a well-known Abelian theorem 
(Theorem 42, p. 99 of [6]),4 we then have 
,im c;=,, p,( VB > k) P:( VA > n - k) 
C& Q&-j 
= &io(z; B) M,(z; A), (3.23) nim 
and moreover 
(3.24) 
To establish the corollary, first suppose that A C B. Then from (3.19), 
(3.23), and Lemma 3.1, we know that (1.5) holds for A and B; the result 
for general finite nonempty A, B then follows from this result by subtraction. 
4. PROOF OF THEOREM 3 
We observe first of all that every aperiodic recurrent random walk on the 
integer lattice points in d-dimensions constitutes a normal null chain 
(see T 28.1 of [2]). The invariant measure is V(X) = 1 for all x and 
4 The proof of this result when we include a slowly varying function is the same. 
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C(X, y) = C(y, x). Consequently, K(x, y) = C(x, y) > 0, and thus C(B) > 0. 
Moreover, every recurrent random walk, except those which are left- or 
right-continuous with infinite variance, is nondegenerate, and in fact, 
C(B) > 0 for all sets B having more than one point. (See discussion on p. 366 
of PI.1 
The establishment of Theorem 3 rests essentially on the results of Kesten 
and Spitzer (Theorem 4a and Corollary 1 of [IO]) that for any finite non- 
empty set B in an aperiodic recurrent walk, 
lim pz'v;n> ') = M,(x; B), 4n+1 7-f 1, n-+03. n-cc (4.1) 
REMARK. Since I& qn = co, the limit of the quantity on the left in (4.1) 
must be the same as the corresponding weak limit in (3.9). Since the dual 
chain of a random walk is a random walk, (4.1) also applies to it. 
Let A, B be arbitrary finite nonempty sets, and set a, = Pz( VA > n), 
b, = Ij3c( V, > n), 01 = n/lo(x; A), /3 = A&,(X; B). Then we must have 
lim CtO akb,-k = ~~ 
n+m C&o 9k9,-k . (4.2) 
To see this, observe that by (4.1), f or each E > 0 there is an n, such that 
But we also have that for any m > 0, 
we have 
Hence, (4.2) holds 
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We may now easily complete the proof of Theorem 3. From (3.19) and the 
above discussion, we have that if A C B, then 
which by Lemma 3.1 is just .rr(O)2 [C(B) - C(A)].j Hence, for any two finite 
nonempty sets A and B, we have 
lim BB@) - ‘%bl _ lim EAuBb) - EA(n) 
M il) 
== r(O)a [C(B) - C(A)], 
which establishes the theorem. 
Let us observe that for a one-dimensional aperiodic random walk with 0 
mean and finite variance, u2, we have 
lim [Es(n) - EA(n)] = 2aa[C(B) - C(A)]. 
n&FX 
To see this, observe that in such a random walk we have by Equation 4 on 
p. 382 of [2]. 
2 qp N gg(] - t)-19, 
*=A) 
and so by Corollary 1, we have CT=0 qkqnpk N 2a2. By an argument very 
similar to that used to derive P32.3 in [2] we may show that in a two-dimen- 
sional aperiodic random walk with 0 mean and finite covariance matrix Q, 
n-0 
- 271 1 Q )lj2 (1 - t)-’ In [&I-‘. 
Hence, by Corollary 1, in every such random walk we have 
EB(n) - EA(n) - (Txyz [C(B) - C(A)]. 
Finally, we remark in passing that when the partial sums, S, , of a one- 
dimensional aperiodic random walk are attracted to a stable law of exponent 01, 
1 < pi < 2, then it can be shown that 
2 qnt" N 
L(l/(l - t)) (1 - t)+ 
7%=0 .fm w - (lb)) ’ 
6 It is important to point out that the capacity defined for normal chains becomes, in 
this case, the same capacity as defined by Spitzer for random walks. 
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where L is a slowly varying function, and thus 
Here 
and h = /3 tan (rra/2), where - 1 <p < 1. 
5. ANINTERPRETATION OFE~(~) 
Suppose at time 0 we put J&(X) particles in state x, where (A,(x)) are inde- 
pendent Poisson variates with means n(x), and then allow these particles to 
move independently of each other according to the transition law P. As 
was shown by Derman [l I], this system then maintains itself in macroscopic 
equilibrium in the sense that at time n the number of particles in the various 
states are again independent Poisson variates with means n(x). In such a 
system, let N,(A) be the number of &tinct particles which enter A during the 
time interval [I, 2, ..., 721. Then it is easily seen that EA(n) = E&(A), and 
thus Theorem 1 asserts that for any two finite sets A, B, EA$(A) - EN,(B). 
However, stronger facts are true. 
THEOREM 4. For any $nite nonempty set A, 
and 
PROOF. Let I,(A) denote the number of particles which enter A for the 
first time at time n. By Lemma 7.1 of [4] we know that the I,(A), n > 1, are 
independent, Poisson distributed random variables. Since 
N,(A) = I&4) i-- .‘. + I,(A) and Var I,(A) = E&(A) 
we obtain, by appealing to the well-known theorem of Abel-Dini, that 
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Thus, by the Strong law of large numbers, 
p ]im N,(A) - EN,(A) 
t n-m EN,(A) 
=o) = 1. 
Equation (5.1) now follows from Theorem 1 and the above expression. 
Equation (5.2) follows at once from Theorem 1 and the fact that a normalized 
Poisson variate is asymptotically normal when its mean becomes infinite. 
For random walks, there is another interpretation of Es(n) as was pointed 
out by Spitzer ([I], or problem 10 of Chapter 7, [2]). Let 
B,={x:xESj+Bforsomej,l <j<rzn), 
and let ] B, / = cardinality of B, . Then E,(n) = E 1 B, 1. That is, E,(n) 
is the expected area “swept out” by time n in translating the set B by the 
random walk. 
6. THE POSITIVE RECURRENT CASE 
We conclude the paper with a few remarks on the quantity Es(n) in the 
case of a positive recurrent chain. Here, matters are really quite simple. We 
will assume that V(X) is normalized so that Cs T(X) = 1. Theorem 1 is a 
triviality, since E,(n) T 1 in every positive recurrent chain. Using the expres- 
sion in (3.19) for Ee(rz) - E,(n) for the case when A C B, we have 
By Corollary 1, p. 240 of [7], we know that every ergodic chain is normal, 
and since a(O) = (E,V~O$-l, we have from Lemma 3.1 and the above, 
2 L&(n) - EA@)] = C(B) - C(A) (6.1) 
in every such chain. From this, we can easily obtain the following. 
THEOREM 5. In every ergodic chain, (6.1) ho& for any two finite non- 
empty sets A and B. 
REMARK. If A C B, then by monotone convergence, 
~44 [&I/A - &Yd = 2 [&s(n) - EA(fi)l = C(B) - C(A). 
cz n 
(6.2) 
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By subtraction, we then see that (6.2) holds for any two finite nonempty 
sets A, B. According to [9] whenever the chain is strongly ergodic (i.e., 
EOV1$ < co), then Cz n(x) E,V, < 00. From (6.2) we see that in such 
chains one has the stronger fact (due to Kemeny and Snell) that 
Thus we may view Theorem 2 as an extension of (5.5) to the class of all 
normal chains. 
Finally, observe that when Zzn(x) < co, then (with probability one) 
there are only a finite number of particles, N*, in the system of particles 
described in Section 5. In this case, it is readily seen that 
P gili N,(A) = N*) -= I. 
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