The propagation of remotely generated superinertial internal tides constitutes a difficulty for the modelling of regional ocean tidal variability which we illustrate in several ways.
First, the M2 tidal solution inside a control region located along the Southern California Bight coastline is monitored while the extent of the numerical domain is increased (up to 512×512 km). While the amplitude and phase of sea level averaged over the region is quasi-insensitive to domain size, a steady increase of kinetic energy, predominantly baroclinic, is observed with increasing domain size. The increasing flux of energy into the control region suggests that this trend is explained by the growing contribution from remote generation sites of internal tide which can propagate up to the control region.
Increasing viscosities confirms this interpretation by lowering baroclinic energy levels and limiting their rate of increase with domain size. Doubling the grid spacing allows consideration of numerical domains 2 times larger. While the coarse grid has lower energy levels than the finer grid, the rate of energy increase with domain size appears to be slowing for the largest domain of the coarse grid simulations.
Forcing the smallest domain with depth-varying tidal boundary conditions from the simulation in the largest domain produces energy levels inside the control region comparable to those in the control region for the largest domain, thereby confirming the feasibility of a nested approach.
In contrast, simulations forced with a subinertial tidal constituent (K1) show that when the propagation of internal tide is limited, the control region kinetic energy is mostly barotropic and the magnitudes of variations of the kinetic energy with domain size are reduced.
Introduction
The oceanic input of tidal energy by astronomical forcing occurs at large spatial scales and the bulk of the response is a barotropic motion which sweeps over the ocean with phase speed exceeding 100 m s −1 . In the deep ocean the associated sea level fluctuations and depth-uniform currents are of the order of 1 m and 1 cm s −1 , respectively. Tide gauges and satellite altimetry have allowed a detailed mapping of the barotropic response and a better understanding of its dissipation, one third of which is due to the production of baroclinic tidal motion (Egbert and Ray, 2003) .
Baroclinic tidal fluctuations are produced when barotropic currents flow across a bathymetric slope and isopycnals are disturbed (Garrett and Kunze, 2007) . Guided by maps of barotropic tidal dissipation from satellite altimetry (Egbert and Ray, 2001 ), observational campaigns near internal tide generation hotspots and numerical simulations have improved our understanding of the generation process over the last decade (Klymak et al., 2006 , Huijts, 2006 and Carter et al., 2008) . A small fraction of the energy dissipates locally. Most of the energy radiates away as a low mode internal wave (Laurent and Garrett, 2002) . For the semidiurnal tide, wavelengths are about 150 km and group speeds are below <3 m s shelf variability is that currents do not tend to follow the spring neap cycle. and thus is one of the most energetic sites in the Southern California Bight.
97
There have been few other numerical studies of the tidal variability in the 98 area.
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The numerical setup is described in section 2. Section 3 describes the reflections.
162
The simulations were spun up from rest with the forcing ramped up to 3. M2 sea level response 
M2 g4
Figure 4: Volume averaged kinetic energy in the control region for runs on domain g4. A 24h running mean has been applied. Full lines are the total kinetic energy, the circled and triangled lines are the baroclinic and barotropic kinetic energy, respectively. The gray line is the total kinetic energy for the barotropic experiment.
where ω is the tidal frequency and δφ = tan −1 (δA/A). With δA = 2 mm 225 and A = 50 cm, the phase perturbation is approximately:
4. M2 kinetic energy 
where:
The spin up of barotropic kinetic energy is fast with 85% of the final en- experiment are comparable to that of the simulation in domain g4 (Fig. 5) .
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The total energy is weaker by approximately 4% and reflects a decrease in 
where u = (u, v), η is the sea level, p s is the pressure at z = 0, ρ is the 302 density minus its time average (which has a vertical structure), and, p is the 303 hydrostatic pressure:
From left to right, the terms involved in (3) are the time rate of change of 305 kinetic energy, the divergence of the pressure work, the surface and interior
306
conversions between kinetic energy and potential energy, and, the interior where ρ s is the density at the surface) average in time to zero.
311
The barotropic kinetic energy budget is obtained after multiplication of 312 the depth-integrated momentum equations by the depth-averaged flow:
wherew is the vertical velocity associated with the depth-averaged flow:
Dissipative effects have been ignored here for simplicity. The barotropic en- 
Subtracting (5) from (3) leads to the baroclinic kinetic energy budget:
In the preceding budget we have assumed that the total energy dissipation barotropic field (measured by C) is as a result slightly larger than the actual 332 production of baroclinic kinetic energy (measured by C ′ ), as seen in Fig. 6 .
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To summarize, the kinetic energy budgets can be written in the following 
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The control volume barotropic kinetic energy budget shows a balance 357 between the flux divergence and conversion C (Fig. 6, left) . The magnitude tivity in the neighborhood of the control region (Fig. 7) . For domain g1,
365
there is a well-defined area of baroclinic energy production located over the As explained in section 5.1, C ′ and C are nearly equal and their sensitiv-377 ity to domain size are therefore found to be comparable (Fig. 6) . Changes 
where δρ = ρ 4 − ρ 1 and δw =w 4 −w 1 . From domain g1 to domain g4,
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C decreases by about 1.9 MW (Fig. 6, left) . Changes in density are such 
401
Changes in the barotropic dynamics could also affect the remote (i.e. 6. On the choice of grid cell size and viscosity. In light of the continuing increase of kinetic energy, the size of the numer-424 ical domain should ideally be increased until no further increase was seen.
425
The grid spacing was increased to 2 km, to allow simulations with domains 
431
For numerical domains of comparable area, the control region kinetic 432 energy is lower by as much as 20% with 2 km grid spacing than with 1 km 433 spacing (Fig. 9) . This is consistent with past research which has shown 434 that the use of coarser grids reduces the production of internal tide (Zaron which is believed to occur via scattering off bathymetry into small scale 440 internal waves (Müller and Bühler, 2009 
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The total amount of energy inside the control region is less (15% for the 473 largest domain g4) than that with the base choice of viscosities (Fig. 10) .
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This decrease is the reflection of an equal drop of baroclinic energy. Along (Brink, 1991; Dale and Sherwin, 1996) . For barotropic runs, the control region kinetic energy (gray in Fig. 11) 516 varies very weakly with domain size, to within less than 1% of its average 517 level. For baroclinic runs, the kinetic energy is predominantly barotropic 518 inside the control region, with a ratio of barotropic to total energy between 519 67% and 73% (Fig. 11 ). This is a marked difference with the M2 case, where wave sources located more than 1000 km away from the control region.
571
We expect the issue posed by contributions from remotely generated fluc-572 tuations to be generic even though our conclusions are specific to the particu- Finally, the tidal response for a subinertial constituent (K1) was com- 
