The main goal of this paper is to develop accuracy estimates for stochastic programming problems by employing stochastic approximation (SA) type algorithms. To this end we show that while running a Mirror Descent Stochastic Approximation procedure one can compute, with a small additional effort, lower and upper statistical bounds for the optimal objective value. We demonstrate that for a certain class of convex stochastic programs these bounds are comparable in quality with similar bounds computed by the sample average approximation method, while their computational cost is considerably smaller. 
Introduction
Consider the following Stochastic Programming (SP) problem
where X ⊂ R n is a nonempty bounded closed convex set, ξ is a random vector whose probability distribution P is supported on set ⊂ R d and F : X × → R.
A basic difficulty of solving such problems is that the objective function f (x) is given implicitly as the expectation and as such is difficult to compute to high accuracy. A way of solving problems (1.1) is by using randomized algorithms, based on Monte Carlo sampling. There are two competing approaches of this type, namely, the Sample Average Approximation (SAA) and the Stochastic Approximation (SA) methods. Both approaches have a long history. The basic idea of the SAA method is to generate a sample ξ 1 , . . . , ξ N , of N realizations of ξ and to approximate the "true" problem (1.1) by replacing f (x) with its sample average approximationf N (x) := N −1 N t=1 F(x, ξ t ). Recent theoretical studies (cf., [2, 15, 16] ) and numerical experiments (e.g., [5, 6, 17] ) show that the SAA method coupled with a good deterministic algorithm for minimizing the constructed SAA problem could be reasonably efficient for solving certain classes of SP problems. The SA approach originates from the pioneering work of Robbins and Monro [13] and was discussed in numerous publications since. An important improvement was developed in Polyak [11] and Polyak and Juditsky [12] , where a robust version of the SA method was introduced (the main ingredients of Polyak's scheme, long steps and averaging, were in a different form proposed already in Nemirovski and Yudin [7] ). Yet it was believed that the SA approach performs poorly in practice and cannot compete with the SAA method. Somewhat surprisingly it was demonstrated recently in Nemirovski et al. [9] that a proper modification of the SA approach, based on the Nemirovski and Yudin [8] mirror-descent method, can be competitive and can even significantly outperform the SAA method for a certain class of convex stochastic programs. For example, when X in (1.1) is a simplex of large dimension, the Mirror Descent Stochastic Approximation builds approximate solutions 10-40 times faster than an SAA based algorithm while keeping similar solution quality.
An important methodological property of the SAA approach is that, with some additional effort, it can provide an estimate of the accuracy of an obtained solution by computing upper and lower (confidence) bounds for the optimal value of the true problem (cf., [6, 10] ). The main goal of this paper is to show that, for a certain class of stochastic convex problems, the Mirror Descent SA method can also provide similar bounds with considerably less computational effort. More specifically we study in this paper the following aspects of the Mirror Descent SA method.
-Investigate different ways to estimate lower and upper bounds for the objective values by the Mirror Descent SA method, and thus to obtain an accuracy certificate for the attained solutions. -Adjust the Mirror Descent SA method to solve two interesting application problems in asset allocation, namely, minimizing the expected disutility (EU) and minimizing the conditional value-at-risk (CVaR). These models are widely used in practice, for example, by investment companies, brokerage firms, mutual funds, and any business that evaluates risks (cf., [14] ). -Understand the performance of the Mirror Descent SA algorithm for solving stochastic programs with a feasible region more complicated than a simplex. For the EU model, the feasible region is the intersection of a simplex with a box constraint and we will compare two different variants of SA methods for solving it. For the CVaR problem, the feasible region is a polyhedron and we will discuss some techniques to explore its structure.
The paper is organized as follows. In Sect. 2 we briefly introduce the Mirror Descent SA method. Section 3 is devoted to a derivation and analysis of statistical upper and lower bounds for the optimal value of the true problem. In Sect. 4 we discuss an application of the Mirror Descent SA method to the expected disutility and conditional value at risk approaches for the asset allocation problem. A discussion of numerical results is presented in Sect. 5. Finally, proofs of technical results are given in the Appendix.
We assume throughout the paper that for every ξ ∈ the function F(·, ξ) is convex on X , and that the expectation
E[F(x, ξ)] = F(x, ξ)d P(ξ )
( 1.2) is well defined, finite valued and continuous at every x ∈ X . That is, the expectation function f (x) is finite valued, convex and continuous on X . For a norm · on R n , we denote by x * := sup{x T y : y ≤ 1} the conjugate norm. By x p we denote the p norm of vector x ∈ R n . In particular, x 2 = √ x T x is the Euclidean norm of x ∈ R n . By X (x) := arg min y∈X x − y 2 we denote metric projection operator onto X . For the process ξ 1 , ξ 2 , . . . , we set ξ t := (ξ 1 , . . . , ξ t ), and denote by E |t or by E[·|ξ t ] the conditional, ξ t being given, expectation. For a number a ∈ R we denote [a] + := max{a, 0}. By ∂φ(x) we denote the subdifferential of a convex function φ(x).
The mirror descent stochastic approximation method
In this section, we give a brief introduction to the Mirror Descent SA algorithm as presented in [9] . We equip the embedding space R n , of the feasible domain X of (1.1), with a norm · . We say that a function ω : X → R is a distance generating function with respect to the norm · and modulus α > 0, if the following conditions hold: (i) ω is convex and continuous on X , (ii) the set
is convex, and (iii) ω(·) restricted to X o is continuously differentiable and strongly convex with parameter α with respect to · , i.e.,
Note that the set X o always contains the relative interior of the set X . With the distance generating function ω(·) are associated the prox-function 1 V :
the prox-mapping P x : R n → X o defined as 4) and the constant
Let x 1 be the minimizer of ω(·) over X . This minimizer exists and is unique since X is convex and compact and ω(·) is continuous and strictly convex on X . Observe that x 1 ∈ X o , and since x 1 is the minimizer of ω(·) it follows that (x − x 1 ) T ∇ω(x 1 ) ≥ 0 for all x ∈ X . Combined with the strong convexity of ω(·) this implies that 6) and hence
Throughout the paper we assume existence of the following stochastic oracle. It is possible to generate an iid sample ξ 1 , ξ 2 , . . . , of realizations of random vector ξ , and we have access to a "black box" subroutine (a stochastic oracle): given x ∈ X and a random realization ξ ∈ , the oracle returns the quantity F(x, ξ) and a stochas-
We also make the following assumption.
(A1) There are positive constants Q and M * such that for any x ∈ X :
is the variance of the random variable F(x, ξ).
When speaking about Stochastic Approximation as applied to minimization problem (1.1), one usually does not care about how the values of f (·) are observed. The only things that matter are the observations of the gradient, these being the only information used by the basic SA algorithm (2.10), see below. We, however, are interested in building upper and lower bounds on the optimal value and/or value of f (·) at a given solution, and in this respect, it does matter how these values are observed. Conditions (2.8)-(2.9) of assumption (A1) impose restrictions on the magnitudes of noises in the unbiased observations of the values of f (·) and the subgradients of f (·) reported by the stochastic oracle.
The description of the Mirror Descent SA algorithm is as follows. Starting from point x 1 , the algorithm iteratively generates points x t ∈ X o according to the recurrence 10) where γ t > 0 are deterministic stepsizes. Note that for ω(x) := 1 2 x 2 2 , we have that
In that case, the Mirror Descent SA method is referred to as the Euclidean SA. Now let N be the total number of steps. Let us set
Note that N t=1 ν t = 1, and hencex N is a convex combination of the iterates x 1 , . . . , x N . Herex N is considered as the approximate solution generated by the algorithm in course of N steps. The quality of this solution can be quantified as follows (cf., [9, p. 1583] 
(2.12)
In implementations of the SA algorithm different stepsize strategies can be applied to (2.10) (see [9] ). We discuss now the constant stepsize policy. That is, we assume that the number N of iterations is fixed in advance, and γ t = γ, t = 1, . . . , N . In that casex
(2.13)
By choosing the stepsizes as
with a (scaling) constant θ > 0, we have in view of (2.12) that
with ω,X given by (2.7). This shows that scaling the stepsizes by the (positive) constant θ results in updating the estimate (2.15) by the factor of max{θ, θ −1 } at most. By Markov's inequality it follows from (2.15) that for any ε > 0,
It is possible to obtain finer bounds for the probabilities in the left hand side of (2.16) when imposing conditions more restrictive than conditions of assumption(A1). Consider the following conditions.
(A2) There are positive constants Q and M * such that for any x ∈ X : 
The following result has been established in [9 
It follows from (2.19) that the number N of steps required by the algorithm to solve the problem with accuracy ε > 0, and a (probabilistic) confidence 1 − β, is of order O ε −2 log 2 (1/β) . Note also that in practice one can modify the Mirror Descent SA algorithm so that the approximate solutionx N is obtained by averaging over a part of the trajectory (see [9] for details).
Accuracy certificates for SA solutions
In this section, we discuss several ways to estimate lower and upper bounds for the optimal value of problem (1.1), which gives us an accuracy certificate for obtained solutions. Specifically, we distinguish between two types of certificates: the online certificates that can be computed quickly when running the SA algorithm, and the offline certificates obtained in a more time consuming way at the dedicated validation step, after a solution has been obtained.
Online certificate
Consider the numbers ν t and solutionx N , defined in (2.11), functions 
It follows that
That is, on average f N and f N give, respectively, a lower and an upper bound for the optimal value of problem (1.1). In order to see how good are the bounds f N and f N let us estimate expectations and probabilities of the corresponding errors. Proof of the following theorem is given in the Appendix.
In particular, in the case of constant stepsize policy (2.14) we have 
Estimates of the above theorem show that as N grows, the observable quantities f N and f N approach, in a probabilistic sense, their unobservable counterparts, which, in turn, approach each other and thus the optimal value of problem (1.1). For the constant stepsize policy (2.14), we have that all estimates given in the right hand side of (3.8) are of order O(N −1/2 ). It follows that under assumption (A1) and for the constant stepsize policy, the difference between the upper f N and lower f N bounds converges on average to zero, with increase of the sample size N , at a rate of O(N −1/2 ). Note that for the constant stepsize policy (2.14) and under assumption (A2), the bounds (3.9)-(3.11) combine with (3.2) to imply that
, with ω,X defined by (2.7) and
, with
Theorem 1 shows that for large N the online observable random quantities f N and f N are close to the upper bound f * N and lower bound f N * , respectively. Besides this, on average, f N indeed overestimates Opt, and f N indeed underestimates Opt. To save words, let us call random estimates which on average under-or overestimate a certain quantity, on average lower, respectively, upper bounds on this quantity. From now on, when speaking of "true" lower and upper bounds-those which always (or almost surely) under-, respectively, over-estimate the quantity, we add the adjective "valid". Thus, we refer to f * N and f N * as valid upper and lower bounds on Opt, respectively. Recall that f * N is also a valid upper bound on f (x N ).
Remark 1
Recall that the SAA approach also provides a lower on average boundthe random quantityf N SAA , which is the optimal value of the sample average problem (cf., [6, 10] ). Suppose the same sample ξ t , t = 1, . . . , N , is applied for both SA and SAA methods. Besides this, assume that the constant stepsize policy is used in the SA method, and hence
That is, for the same sample the lower bound f N is smaller than the lower bound obtained by the SAA method. However, it should be noted that the lower bound f N is computed much faster thanf N SAA , since computing the latter one amounts to solving the sample average optimization problem associated with the generated sample. Moreover, we will discuss in the next subsection how to improve the lower bound f N . From the computational results, the improved lower bound is comparable to the one obtained by the SAA method.
Remark 2 Similar to the SAA method, in order to estimate the variability of the lower bound f N , one can run the SA procedure M times, with independent samples, each of size N , and consequently compute the average and sample variance of M realizations of the random quantity f N . Alternatively, one can run the SA procedure once but with N M iterations, then partition the obtained trajectory into M consecutive parts, each of size N , for each of these parts calculate the corresponding SA lower bound and consequently compute the average and sample variance of the M obtained numbers.
The latter approach is similar, in spirit, to the batch means method used in simulation output analysis [3] . One advantage of this approach is that, as more iterations being run, the mirror-descent SA can output a solutionx N M with much better objective value thanx N . However, this method has the same shortcoming as the batch means method, that is, the correlation among consecutive blocks will result in a biased estimation for the sample variance.
Offline certificate
Suppose now that the Mirror Descent SA method is terminated after N iterations. Given a solutionx N obtained by this method, the objective value f (x N ) can be estimated by Monte Carlo sampling. That is, an iid random sample ξ j , j = 1, . . . , K , (independent of the random sample used in computingx N ) is generated and f (x N ) is estimated by ub
Since this procedure does not require computing prox-mapping and the like, one can use here a large sample size K . Of course, we can expect that ub K is a better upper bound on f (x N ) than the online counterpart f N of the valid upper bound f * N .
We now demonstrate that the online lower bound f N can also be improved in the validation step. Given an iid random sample 13) and hence construct the following lower bound on Opt:
Clearly, by definition we have that lb N ≥ f N . We would also like to provide some intuition regarding how the incorporation of the linear termˆ L (x;x N ) into the definition of lb N improves the online lower bound f N . Indeed, if L is big enough, thenˆ L (x;x N ) will be a "close" approximation to the linear function L (x;x N ) described above. Moreover, if N is big enough, it follows from the optimality condition that min x∈X g(x N ) T (x −x N ) should not be too negative and hence that min x∈X L (x;x N ) will be close to f (x N ). As a result, if both L and N are large, we can expect that the value ofl 
Remark 3 It should be noted that although
, the expected value of the maximum of these two quantities is not necessarily ≤ f (x). Therefore the expected value of lb N is not necessarily ≤ Opt, i.e., we cannot claim that lb N is a lower on average bound on Opt. Theoretical justification of the lower bound lb N is provided by the following theorem showing that lb N is "statistically close" to a valid lower bound on Opt, provided that N and L are sufficiently large.
Proof of Theorem 2 is given in the Appendix.
Theorem 2
Suppose that assumption (A1) holds and let the constant stepsizes (2.14) be used. Then
Moreover, under assumption (A2), we have that for all Ω ≥ 0:
Applications in asset allocation
In this section, we discuss an application of the Mirror Descent SA method to solving asset allocation problems based on the expected disutility (EU) and the conditional value-at-risk (CVaR) models.
Minimizing the expected disutility
We consider the following stochastic utility 3 model:
Here X := X ∩ X , where where c j and b j , j = 1, . . . , m, are certain constants. Note that by varying parameters r and l i , u i we can change the feasible region from a simplex to a box, or the intersection of a simplex with a box. Note that since the set X is compact and f (x) is continuous, the set of optimal solutions of (4.1) is nonempty, provided that X is nonempty. A simpler version of problem (4.1), in which X is assumed to be a standard simplex, has been considered in [9] . For solving this problem, we consider two variants of the Mirror Descent SA algorithm: Non-Euclidean SA (N-SA) and Euclidean SA (E-SA), which differ from each other in how the norm · and the distance generating function ω(·) are chosen.
Non-Euclidean SA
In N-SA for solving the EU model, the entropy distance generating function
coupled with the · 1 norm is employed. Note that here X o = {x ∈ X : x > 0} and for n ≥ 3,
Also observe that for any x ∈ X , x > 0, and
where the first inequality follows by Cauchy's inequality. Therefore the modulus of ω, with respect to the · 1 norm, satisfies α ≥ r −2 . Note that here D ω,X can be overestimated while α being underestimated since X ⊆ X , therefore, the stepsizes computed according to (2.14) in view of these estimates may not be optimal. Of course, the quantity D ω,X can be estimated more accurately, for example, by computing min x∈X ω(x) explicitly. We will also discuss a few different ways to fine-tune the stepsizes in Sect. 5. For the entropy distance generating function (4.3), the prox-mapping P v (z) (defined in (2.4) ) is r times the optimal solution to the optimization problem
where
In some cases problem (4.4) has an explicit solution, e.g., if l i = 0 and u i ≥ r, i = 1, . . . , n (in that case the constraints z i ≤ u i are redundant). In general, we can solve (4.4) as follows. Let λ ≥ 0 denote the Lagrange multiplier associated with the constraint n i=1 x i ≤ 1 and consider the corresponding Lagrangian relaxation of (4.4): 
While inequality (4.7) can be easily checked, the root-finding problem (4.6) is usually solved to certain precision by using bisection, and each bisection step requires O(n) operations.
Euclidean SA
In the E-SA approach to order to solve the EU model, the Euclidean distance generating function ω(
Moreover a procedure similar to the one given in Subsect. 4.1.1 can be developed for computing the prox mapping P x (y), which is given here by the metric projection
As it was noted in [9, Example 2.1], if X is a standard simplex, N-SA can be potentially O( √ n/ log n) times faster than E-SA. The same conclusion seems to be applicable to our current situation, although certain caution should be taken since the error estimate (2.14) now also depends on l, u and r .
Minimizing the conditional value-at-risk
The idea of minimizing CVaR in place of Value-at-Risk (VaR) is due to Rockafellar and Uryasev [14] . Recall that VaR and CVaR of a random variable Z are defined as
and hence
The problem of interest in this subsection is:
where ξ is a random vector with meanξ := E[ξ ] and covariance matrix , and
We assume that Y is nonempty and, moreover, contains a positive point. For simplicity we assume in the remaining part of the paper that ξ has continuous distribution, and hence ξ T y has continuous distribution for any y ∈ Y . In view of the definition of CVaR in (4.9), our problem becomes:
where X := Y × R and x := (y, τ ). Apparently, there exists one difficulty to apply the Mirror Descent SA for solving the above problem-in (4.12), the variables are y and τ , so that the feasible domain Y × R of the problem is unbounded, while our Mirror Descent SA requires a bounded feasible domain. However, we will alleviate this problem by showing that the variable τ can actually be restricted into a bounded interval and thus the Mirror Descent SA method can be applied.
we need is to find an interval which covers all points VaR 1−β (−ξ T y), y ∈ Y . Now, let Z be a random variable with finite mean μ and variance σ 2 . By Cantelli's inequality (also called the one-sided Tschebyshev inequality) we have
Assuming that Z has continuous distribution, we obtain
which implies that
Combining inequality (4.13) and (4.14) we obtain
Note also that if Z is symmetric and β ≤ 0.5, then the previous inclusion can be strengthened to
From this analysis it clearly follows that we lose nothing when restricting τ in (4.12) to vary in the segment In the case when ξ is symmetric and β ≤ 0.5, this segment can be can be further reduced to:
Note that the quantities μ and μ can be easily computed by solving the corresponding linear programs in (4.18). Moreover, although σ can be difficult to compute exactly, it can be replaced with its easily computable upper bound max i ii .
It is worth noting that an alternative upper bound for τ can be obtained in some cases: given an initial point y 0 ∈ Y , we have
where y * is an optimal solution of problem (4.11) and the second inequality follows from (4.10). Therefore, if the value of CVaR 1−β (−ξ T y 0 ) can be computed or estimated (e.g., by Monte-Carlo simulation), we can restrict the variable τ in (4.12) to be
To apply the Mirror Descent SA to problem (4.11), we set X = Y × T and define the stochastic oracle by setting 
(we always can take D y = max[1/2, √ ln(n)]) and equip X and its embedding space R n y × R τ ⊃ X with the distance generating function and the norm as follows:
Note that with this setup, X o = {(y, τ ) ∈ X : y > 0}. Besides this, it is easily seen that n i=1 y i ln y i , restricted on Y , is strongly convex, modulus 1, w.r.t. · 1 , whence ω is strongly convex, modulus α = 1, on X . An immediate computation shows that D ω,X = 1, and therefore ω,X = √ 2. Finally, we set
It is easy to verify that with this M * , our stochastic oracle satisfies (2.9).
Indeed, from the formula for G(x, ξ) we have
as required in (2.9). Further, for x ∈ X we have |F(
where the concluding inequality is due to D y ≥ 1/2 and ω,X = √ 2. We see that assumption (A1) is satisfied with M * given by (4.20) and Q = ω,X M * = √ 2M * .
Numerical results

More implementation details
-Fine-tuning the stepsizes: In Sect. 2, we specified the constant stepsize policy for the Mirror Descent SA method up to the "scaling parameter" θ . In our experiments, this parameter was chosen as a result of pilot runs of the Mirror Descent SA algorithm with several trial values of θ and a very small sample size N (namely, N = 100). From these values of θ , we chose for the actual run the one resulting in the smallest online upper bound f N on the optimal value.
-Bundle-level method for solving SAA problem: We also compare the results obtained by the Mirror Descent SA method with those obtained by the SAA coupled with the bundle-level method (SAA-BL) [4] . Note that the SAA problem is to be solved by the Bundle-level method; in our experiments, the SAA problems were solved within relative accuracy 1.e-4 through 1.e-6, depending on the instance.
Computational results for the EU model
In our experiments, we fix l i = 0 and u i = u for all 1 ≤ i ≤ n. The experiments were conducted for ten random instances which have the same dimension n = 1000 but differ in the parameters u and r , and the function φ(·). A detailed description of these Table 3 Changing u instances is shown in Table 1 . Observe that for the first five instances, we fix r = 100 but change u from 0.05 to 50. For the next five instances, we assume u = +∞ but change r from 1.0 to 5, 000.0.
Here we highlight some interesting findings based on our computational results. More numerical results can be found the end of this paper.
-The effect of stepsize factor θ : Our first test is to verify that we can fine-tune the stepsizes by using a small pilot. In this test, we chose between eight different stepsize factors, namely, 0.005, 0.01, 0.05, 0.1, 0.5, 1.0, 5, 10 for both N-SA and E-SA. First, we used short pilot runs (M = 100) to select the "most promising" value of the stepsize factor θ , see the beginning of Sect. 5.1. Second, we directly tested which one of the outlined eight values of θ results in the highest quality solution for the sample size N = 2, 000. The results are presented in the columns "Inferred θ ," resp., "Best θ ," of Table 2 . As we can see from this table, the inferred θ 's are very close to the best ones for all test instances and the same conclusion also holds for the E-SA. -The effect of changing u: In Table 3 , we report the objective values of EU-1-EU-5 evaluated at the solutions obtained by N-SA, E-SA and SAA when the sample size Table 4 Changing r is N = 2, 000. In this table,f (x * ) denotes the estimated objective value (using sample size K = 10, 000) at the obtained solution x * . Due to the assumption that ξ is normally distributed, the actual objective value f (x * ) can be also computed. Moreover, a close examination reveals that the optimal value of problem (4.1) can be computed efficiently (see [9] ); it is shown in the last column of Table 3 . One interesting observation from this table is that the performance of N-SA is slightly better than that of E-SA even for EU-1 whose feasible region is actually a box instead of a simplex, so that there are no theoretical reasons to prefer N-SA to E-SA. One other observation from this table is that the solution quality of N-SA significantly outperforms that of E-SA for the two largest values of u. The possible explanation is that the feasible region appears more like a simplex when u is big. -The effect of changing r : Table 4 shows the objective values of EU-6 to EU-10 evaluated at the solutions obtained by N-SA, E-SA and SAA when the sample size is N = 2, 000. In this table,f (x * ) and f (x * ), respectively, denote the estimated objective value (using sample size K = 10, 000) and the actual objective value at the obtained solution x * , and "opt" denotes the optimal value of problem (4.1).
Recall that the feasible regions for these five instances are simplices. So, as expected, N-SA consistently outperforms E-SA for all these instances. It is interesting to observe that the objective values achieved by N-SA can be smaller than those by SAA for large r . Note that the SAA problem has been solved to a relatively high accuracy by using the Bundle-level method. For example, for EU-10, the SAA problem was solved to accuracy 0.7e-005. -The lower bounds: Table 5 shows the lower bounds on the objective values of EU-1 to EU-10 obtained by N-SA, E-SA and SAA when the sample size is N = 2, 000. In Table 5 , the lower bounds f N and lb N are the online and offline bounds defined in Sect. 3. The lower bound for SAA is defined as the optimal value of the corresponding SAA problem. As we can see from this table, the lower bound for SAA is always better than the online lower bound f N for the SA methods (as it should be in the case of constant stepsizes, see Remark 1). However, the offline lower bound lb N can be close or even better than the lower bound obtained from SAA. Moreover, we estimate the variability of the online lower bounds in the way discussed in Sect. 3.1 and the results are reported in Table 6 . In particular, the second and third column of this table show the mean and the standard deviation obtained from M = 10 independent replications of N-SA, each of which has the same 
We also computed an estimate of the standard deviation of F(x * , ξ):
Note that the standard deviation off (x * ), as an estimate of f (x * ), is estimated byσ √ K . Table 7 compares the deviations for N-SA and SAA computed in the above way. From this table, we observe that for instances with either a larger u or larger r , the values ofσ corresponding to the solutions obtained by N-SA can be significantly smaller than those by SAA. One possible explanation is that, if the true problem has a large set of optimal (nearly optimal) solutions (which is typical for high dimensional problems), the solutions produced by the mirror-descent SA method tend to have less variability. Indeed, after a closer examination, we observe that the solutions computed by the mirror descent SA algorithm typically have a larger number of non-zero entries than those computed by the SAA approach, possibly due to the averaging operation (See Columns 4 and 7 in Table 7 ). As a result, the mirror descent SA generates more diversified portfolios which are known to be more robust against uncertainty.
Computational results for the CVaR model
In this subsection, we report some numerical results on applying the Mirror Descent SA method for the CVaR model (4.11). Here the return ξ is assumed to be a normal random vector. In that case random variable −ξ T y has normal distribution with mean −ξ T y and variance y T y, and Table 9 Comparing SA and SAA for the CVaR model where ρ :=
and z β := −1 (1 − β) with (·) being the cdf of the standard normal distribution. Consequently the optimal solution for (4.11) can be easily obtained by replacing the objective function of (4.11) with the right hand side of (5.1). Clearly, the resulting problem can be reformulated as a conic-quadratic programming program, and its optimal value thus gives us a benchmark to compare the SA and SAA methods.
Two instances for the CVaR model are considered in our experiments. The first instance (CVaR-1) is obtained from [18] . This instance consists of the 95 stocks from S&P100 (excluding SBC, ATI, GS, LU, and VIA-B) and the meanξ and covariance ξ were estimated using historical monthly prices from 1996 to 2002. The second one (CVaR-2), which contains 1, 000 assets, was randomly generated by setting the random return ξ =ξ + Qζ , where ζ is the standard Gaussian vector,ξ i is uniformly distributed in [0.9, 1.2], and Q i j is uniformly distributed in [0, 0.1] for 1 ≤ i, j ≤ 1, 000. The reliability level β, the bound for expected return R, and the optimal value for these two instances are reported in Table 8 .
The computational results for the CVaR model are reported in Table 9 , wherê f (x * ) and f (x * ), respectively, denote the estimated objective value (using sample size K = 10, 000) and the actual objective value at the obtained solution x * . We conclude from the results in Table 9 that the Mirror Descent SA method can generate good solutions much faster than SAA. The lower bounds derived for the SA method are also comparable to those for the SAA method.
Appendix
We will need the following result (cf., [9, Lemma 6.1]).
Lemma 1 Let
We denote here
. Since x t is a function of ξ t−1 and ξ t is independent of ξ t−1 , we have that the conditional expectations
and hence the unconditional expectations E [δ t ] = 0 and E [Δ t ] = 0 as well.
Part (i) of Theorem 1: Proof
Proof of (3.5) . If in Lemma 1 we take v 1 := x 1 and ζ t := γ t G(x t , ξ t ), then the corresponding iterates v t coincide with x t . Therefore, we have by (5.1) and since
(5.
3)
It follows that for any u ∈ X :
it follows that
Let us estimate the second term in the right hand side of (5.4). Let
Observe that Δ t is a deterministic function of ξ t , whence u t and v t are deterministic functions of ξ t−1 . By using Lemma 1 we obtain
Moreover,
and hence it follows by (5.6) that
Observe that by similar reasoning applied to −Δ t in the role of Δ t we get
(5.8)
Moreover, E |t−1 [Δ t ] = 0 and u t , v t and x t are functions of ξ t−1 , while E |t−1 Δ t = 0 and hence
We also have that E |t−1 Δ t 2 * ≤ 4M 2 * , and hence in view of condition (2.9) it follows from (5.7) and (5.9) that
(5.10)
Therefore, by taking expectation of both sides of (5.4) and using (2.9) together with (5.10) we obtain the estimate (3.5).
Proof of (3.6) . In order to prove (3.6) let us observe that f N − f * N = N t=1 ν t δ t , and that for 1 ≤ s < t ≤ N ,
Moreover, by condition (2.8) of assumption (A1) we have that E |t−1 δ 2 t ≤ Q 2 , and hence
Since E[Y 2 ] ≥ E|Y | for any random variable Y , inequality (3.6) follows from (5.11).
Proof of (3.7) . Let us now look at (3.7). We have
We already showed above (see (5.11) ) that
Invoking (5.7), (5.8), we get
(5.14)
where the last inequality follows by (2.7). It follows that
By similar reasons,
These two inequalities combine with (5.13), (5.14) and (5.12) to imply (3.7). This completes the proof of part (i) of Theorem 1.
Preparing to prove part (ii) of Theorem 1:
To prove part (ii) of Theorem 1 we need the following known result; we give its proof for the sake of completeness. 
We also have that exp{x} ≤ x + exp{9x 2 /16} for all x (this can be verified by direct calculations), and hence
(5.17)
Besides this, we have λx ≤ 
Combining the latter inequality with (5.17), we get
Going back to φ t , the above inequality reads
Now, since φ τ is a deterministic function of ξ τ and using (5.18), we obtain for any κ ≥ 0:
By Markov's inequality, we have for κ > 0 and Ω ≥ 0:
Together with (5.19) this implies for Ω ≥ 0:
Case B: Observe first that if η is a random variable such that E[exp{|η|}] ≤ exp{1}, then
Besides this, when 0 ≤ t ≤ 1/2, invoking Cauchy's and the Hölder's inequalities we have
It is immediately seen that s 4 ≤ (4/e) 4 
where the concluding inequality is given by (5.20) (note that we are in the case when
. From the resulting recurrence we get
whence for every Ω ≥ 0, denoting Proof of (3.10) Proof of (3.11) . Now by (5.12) and (5.14) we have 
. 
It follows that
lb N − Opt ≤ max f N (x * ),
