Abstract. We consider solutions to divergence form partial differential equations that model steady state heat conduction in random two-phase composites. The coefficient representing the conductivity takes two scalar values. Optimal bounds on the L 2 norm of the gradient of the solution are found. The optimal upper bound is given in terms of the volume fraction occupied by each conducting phase. The optimal lower bound is independent of the volume fractions of the component conductors. The bounds follow from a Stieltjes integral representation for the L 2 norm of the gradient. Maximizing sequences of configurations are found using the corrector theory of homogenization.
Introduction. Consider a bounded region Ω of R
N with a sufficiently regular boundary containing two isotropic conductors subjected to a constant applied temperature gradient E in R N . Here we consider any dimension N greater than or equal to 2. The conductivities of the two materials are written as α and β, and the indicator function of the β phase is denoted by χ, where χ = 1 inside the β phase and 0 otherwise. We suppose that the set occupied by the β phase is Lebesgue measurable and that β > α. The local conductivity of the two-phase conductor is described by a(χ) = α(1 − χ) + βχ. The temperature T inside the two-phase conductor is the solution of −div (a(χ)∇T ) = 0 (1.1) subject to the boundary condition T = E · x. Since the coefficient a(χ) is bounded and measurable, the equilibrium equation (1.1) is interpreted in the weak sense. Here we recall that the weak solution of (1.1) is defined to be the function T in W 1, 2 (Ω) that satisfies Ω a(χ)∇T · ∇ϕ dx = 0 (1.2) for all functions ϕ in W 1,2 0 (Ω). We suppose that the composite is random in that we specify only the volume fraction θ of the β phase and consider the ensemble of configurations that satisfy this isoperimetric constraint. The set of conductivities associated with this class is denoted by ad θ and is written over the class ad θ . We provide optimal upper and lower bounds on the quantity ∇T and we give the following optimal inequality. Theorem 1.1 (optimal inequality for the L 2 norm of the gradient). For any admissible conductivity a(χ) in ad θ the associated temperature gradient ∇T satisfies
meas(Ω) × |E|
2 ≤ ∇T 2 2 ≤ U (θ, E), (1.6) where U (θ, E) depends upon the contrast λ and is given by
and for λ ≥ 2
The upper bound is attained by a suitable extremal sequence of configurations in ad θ . The lower bound is attained by a configuration made up of parallel layers of the β conductor with layer normals orthogonal to E. These results hold for all bounded domains Ω of R N , N ≥ 2 with Lipschitz boundary. Extremal sequences of configurations that attain the upper bound are found to be given by the well-known finite rank laminar microstructures. This class of configurations is known to give extremal effective conductivity properties; see [7] and [9] . They also arise in the study of minimization problems for integral functionals of the form Ω W (∇φ) dx with nonconvex energy densities W ; see [1] , [3] , [4] , and [6] .
It is shown here that only laminates of the first and second rank appear in extremal sequences of configurations. In order to describe a second rank laminate we introduce two characteristic functions, one for each scale of oscillation. We consider the periodic function χ 1 (t) defined on the real line with period 0 ≤ t ≤ 1 such that χ 1 = 1 for 0 ≤ t ≤ θ 1 and χ 1 = 0 elsewhere. Similarly we introduce the unit periodic function χ 2 such that χ 2 = 1 for 0 ≤ t ≤ θ 2 and χ 2 = 0 elsewhere. We introduce unit vectors n 1 and n 2 representing layer directions and put 
The sequence of temperature gradients associated with laminates of rank one or two is written as {∇T ε L } ε>0 , where
and T ε L = E · x on the boundary of Ω. In general, we may consider any sequence of configurations {χ ε } ε>0 indexed by ε and the associated sequence of temperature gradients {∇T ε } ε>0 satisfying −div (a(χ ε )∇T ε ) = 0 and T ε = E · x on the boundary of Ω. A sequence of configurations {χ ε } ε>0 is said to be a maximizing sequence if
A configuration is said to be minimizing if the associated temperature T satisfies
The next result identifies configurations that minimize the L 2 norm of the gradient. It is easily shown that the temperature for this configuration is given by T = E · x everywhere in Ω; see section 4.
We now identify maximizing sequences of configurations. 
given by a laminate of the first rank in ad θ with layer normal n 1 parallel to E and θ 1 = 1 − θ. The geometry for minimizing configurations is independent of the volume fraction of the β phase and the contrast λ. On the other hand, for λ > 2, we see that the maximizing sequences of configurations change from laminates of rank one to laminates of rank two when the volume fraction of the β phase drops below 1 − 1 λ−1 . When this happens the extremal configuration of α and β phases changes topology and the α phase occupies a connected set, while the β phase is in the form of thin rectangular inclusions.
In view of the applications, it is important to control the temperature gradient, as regions containing large temperature gradients are most often the first to suffer damage during service. Theorem 1.2 provides rigorous rules of thumb for the design of configurations for minimizing the L 2 norm of the temperature gradient, i.e., minimizing configurations are given by layering the two conductors in strips parallel to the applied field E. On the other hand, the upper bound given in Theorem 1.1 provides the best possible upper bound on the L 2 norm of the temperature gradient when only the volume fraction of the β phase is known. We point out that the upper bound goes to infinity with the contrast λ.
The basic idea behind our approach is to encode the constraint given by the equilibrium condition (1.1) directly into the cost functional ∇T 2 2 . To do this we follow Golden and Papanicolaou [5] and introduce a scattering theory formalism to express ∇T in terms of the solution operator for (1.1). We then substitute the representation for ∇T into the L 2 norm to obtain the desired Stieltjes representation for ∇T 2 2 in terms of a matrix valued measure. Using perturbation theory we see as in [5] that there are an infinite number of constraints on the matrix valued measure. We judiciously choose a subset of these constraints associated with the first and second moments of the measure. Our choice is motivated by the corrector theory of homogenization for laminates of finite rank given by Briane [2] . Subject to these constraints we extremize the Stietljes representation formula over all associated matrix valued measures to obtain the bounds given in Theorem 1.1. The attainability of the upper bound is established by comparing it to the limits of the L 2 norms associated with laminates of rank one or two. The comparison is facilitated using an explicit Stieltjes integral representation formula for these limits. We are confident that the approach developed here will be successful for investigating analogous problems in the elasticity setting.
The paper is organized as follows. In section 2 we review the recent results of Briane [2] that give the explicit form of corrector matrices for laminates of finite rank. We apply this theory to write the limit of the L 2 norms for finite rank laminates as Stieltjes functions. In section 3 we develop a Stieltjes representation formula for the L 2 norm of the gradient for any admissible configuration. In section 4 we use the representation formula to obtain the bounds stated in Theorem 1.1 and to establish their optimality.
Correctors and the L
2 norm for layered materials. In this section we obtain an explicit formula for
We start by reviewing the notion of H convergence due to Spagnolo [10] and Murat and Tartar [8] . We consider the sequence of conductivities {a(χ ε )} ε>0 associated with the sequence of configurations {χ ε } ε>0 . The sequence {a(χ ε )} ε>0 is said to H converge to A if for any function
In fact more can be said about the convergence of the sequence {∇u ε } ε>0 . There exists a matrix field P ε , called a corrector, for which
where
Tartar [11] and Murat and Tartar [8] prove there always exists such a sequence of correctors P ε . We choose layering directions n 1 and n 2 so that they are orthogonal to each other and put χ
ε 2 ). We invoke Theorem 2.1 of Briane [2] , and a straightforward calculation shows that the correctors are of the form
where the constant matrices P 1 , P 2 , and P 3 are given by
3) and (2.4)
where I is the N × N identity and n 1 ⊗ n 1 and n 2 ⊗ n 2 are the rank one matrices n [7] , [8] . For the boundary value problem treated here we have that
From the corrector theory we have
It is evident from the formulas describing P ε that the sequence {P ε } ε>0 is uniformly bounded in L ∞ (Ω; R N ×N ). Thus we appeal to Theorem 3 of Murat and Tartar [8] 
We note that because of the separation of scales, the sequence of products {χ
where the matrix C L is given by
Here we note that the total volume fraction of the β phase is given by θ = (1− θ 1 )(1 − θ 2 ), and we can rewrite (2.8) as
where the matrix valued measure µ is given by
Equations (2.9) and (2.10) provide the desired Stieltjes integral formula for the limit given in (2.7).
Stieltjes integral representation formula for the L
2 norm. In this section we develop a representation formula for ∇T 2 2 , where T is the solution of (1.1) and T = E · x on the boundary of Ω. Motivated by perturbation theory we shall first rewrite the constraint given by (1.1). To this end we introduce the solution operator (−∆)
0 (Ω) for the problem given by w ∈ W 1,2 0 (Ω) and
and we introduce the operator P defined by P = ∂ xi (∆) −1 ∂ xj . It is easily checked that the operator P is a projection from L 2 (Ω; R N ) into the subspace E. We introduce the field perturbation φ = T − E · x and rewrite the conductivity a(χ) as a positive perturbation from the uniform state α, i.e., a(χ) = α + (β − α)χ. Expanding T and a(χ) in (1.1) gives
Dividing both sides by α, applying (−∆) −1 to both sides, and manipulating gives (3.4) where Λ = P χ. From this we obtain the desired expression
It is clear that the equilibrium constraint (1.1) is now explicitly encoded in the formula for ∇T as given by (3.5). The next step is to rewrite ∇T 2 2 in a way that exploits the spectral properties of the operator Λ. To do this we expand the energy dissipation denoted by Q in two different ways. Here
Expanding a(χ) as a(χ) = α + χ(β − α) and substitution into (3.6) gives
We expand ∇T as ∇T = ∇φ + E in (3.6) to obtain
Here the first equality in (3.8) follows from (1.2), and the second follows from expansion of a(χ) and Ω ∇φ · E dx = 0. Eliminating Q using (3.7) and (3.8) gives
(3.9) For vector fields η and ψ in L 2 (Ω; R N ) we introduce the bilinear form η, ψ defined by
and η, ψ is an inner product for the Hilbert space H defined by
Substitution of (3.5) into (3.9) gives
It is easily seen that Λ is a positive symmetric operator on H with norm less than or equal to 1. From spectral theory we immediately obtain the existence of a projection valued measure R(dz) with support on [0, 1] for which
Collecting our results we arrive at the Stieltjes integral representation formula given by the following theorem.
Theorem 3.1 (Stieltjes integral representation formula).
and It is evident from Theorem 3.1 that the geometric information is stored in the measure µ while the ratio of conductivities is contained in f (z). The extremal behavior of ∇T 
with the equivalent problems given by
Here the set A θ is the set of measures µ given by (3.15) associated with any configuration of the β phase described by a characteristic function χ subject to the isoperimetric The goal here is to find a suitable choice for A θ that delivers optimal bounds. We start by examining constraints on the measure µ L (dz) associated with laminates of the second rank defined in (2.10). One readily sees that 
Next, for comparison, we apply perturbation expansions to look for constraints on µ(dz). Expansion about λ = 1 gives 
= Λe
i , e j . We note that constant vectors lie in the null space of the operator P , and we introduce χ = χ − θ to find that We now state the following theorem. 
where (4.22) to discover that (µ 1 , . . . µ N ) lies in V θ , and the theorem is proved.
We now establish the explicit formulas for the bounds given by the following theorem.
Theorem 4.2 (bounds on the L 2 norm of the gradient).
Before establishing the theorem we note that the lower bound meas(Ω)|E| 2 can be found directly. Indeed, we can write T = φ + E · x, where φ = 0 on the boundary of Ω. Then expanding ∇T Here it is evident that for (ν 1 , . . . , ν N ) fixed the maximum occurs when E lies in the eigenspace of the largest eigenvalue of M . Without loss of generality we assume that
is the largest eigenvalue of M , and we choose e 1 = E/|E| to find that B = sup We conclude by proving Theorems 1.2 and 1.3. To prove Theorem 1.2 we show that the lower bound A is attained by configurations made up of layers of the β phase with layer normals orthogonal to E. We recall (1.2) and write it in the equivalent form α∆T = 0 in the α phase, β∆T = 0 in the β phase, and β∇T · n = α∇T · n on the layer interface. (4.33) When n is perpendicular to E we easily see that the affine function T = E · x is a solution of (4.33) and optimality follows. To prove Theorem 1.3 we first suppose that that 1 − θ ≤ 1/(λ − 1) and show that the upper bound B is saturated by a laminate of rank one. We refer to formulas (2.7), (2.9), and (2.10) and choose n 1 parallel to E and set θ 1 = 1 − θ and θ 2 = 0 to obtain follows from (2.7), (2.9), and (2.10).
