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Abstract
We consider the problem of quantization of the bosonic membrane via the large N limit of its
matrix regularizations HN in Fock space. We prove that there exists a choice of the Fock space
frequency such that HN can be written as a sum of a non-interacting Hamiltonian H0,N and the
original normal ordered quartic potential. Using this decomposition we obtain upper and lower
bounds for the ground state energy in the planar limit, we study a perturbative expansion about
the spectrum of H0,N , and show that the spectral gap remains finite at N = ∞ at least up to
the second order. We also apply the method to the U(N)-invariant anharmonic oscillator, and
demonstrate that our bounds agree with the exact result of Brezin et al.
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1 Introduction
Let us consider the classical internal energy of the bosonic membrane, which in a light-cone
description in orthonormal gauge can be written as (for more details see e.g. [1])
M
2 =
ˆ
Σ

~p2
ρ
+ ρ
∑
i<j
{xi, xj}

 d2ϕ, (1.1)
with the constraints
d∑
i=1
{xi, pi} = 0, (1.2)
where the integral is performed over a 2-dimensional compact manifold Σ and {f, g} := 1
ρ(ϕ)(∂1f∂2g−
∂2f∂1g) denotes the Poisson bracket. It is convenient to use the mode expansions xi(ϕ) =
xiαYα(ϕ), pj(ϕ) = pjαYα(ϕ) in terms of the eigenfunctions {Yα}∞α=1 of the Laplace operator on
Σ, where the zero modes are subtracted. This allows to rewrite M2 as an infinite sum over the
internal modes
M
2 = piαpiα +
1
2
gαβγgαβ′γ′xiβxiβ′xjγxjγ′ , (1.3)
gαβγ :=
ˆ
Yβǫ
ab∂aYα∂bYγd
2ϕ, i = 1, ..., d, α, β, γ = 1, ...,∞. (1.4)
It has been shown by Goldstone and Hoppe [2, 3] that the full field-theoretic Hamiltonian
(1.3) admits a regularization procedure, where the classical phase-space variables xi(ϕ), pj(ϕ)
are replaced by n-dimensional matrices, the Poisson bracket by the matrix commutator and
integrals over Σ by the matrix trace. The original volume-preserving diffeomorphisms symmetry
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of Σ, represented by (1.2), is recovered in the n → ∞ limit from the SU(n) invariance of its
matrix regularizations. The family of n-dimensional matrix models constructed in this way reads
HN = Tr(~P
2)− (2πn)2n
d∑
i<j
Tr([Xi,Xj ]
2), (1.5)
with the SU(n) invariance constraints
d∑
i=1
[Xi, Pi] = 0, (1.6)
where Pi,Xi are hermitian traceless n × n matrices. The scaling factor in front of the quartic
potential is chosen in such a way that limN→∞HN =M2.
Using a basis of su(n), Ta, a = 1, ..., n
2 − 1 := N , with Tr(TaTb) = δab and [Ta, Tb] =
i~n
1√
n
f
(n)
abcTc, ~n =
1
2πn , f
(n)
abc =
2πn
3
2
i
Tr(Ta [Tb, Tc]), we can rewrite HN (and the constraints)
in terms of d(n2 − 1) canonical pairs pia, xia (Xi = xiaTa, Pi = piaTa) as a finite sum over the
matrix modes, cp.(1.3),
HN (p, x) = piapia +
1
2
f
(n)
abc f
(n)
ab′c′xibxib′xjcxjc′, (1.7)
f
(n)
abcxibpjc = 0. (1.8)
In contrast to string theory, the Hamiltonian of the membrane with its quartic interaction
makes the problem of quantisation rather difficult. One approach, which was proposed in the
literature many years ago [2, 3], is to take advantage of the symmetry preserving matrix regu-
larizations (1.5)/(1.7), quantize it for finite N and then take the limit N → ∞. While it has
been proved that all finite N expressions are well defined Schrödinger operators 1 with purely
discrete spectrum [4, 5], it seems that almost nothing is known about the large N limit (apart
from the case d = 1, where the quartic potential vanishes [7]). In particular, it is interesting to
ask whether the spectrum remains purely discrete in the limit and how it scales with N and d. In
this paper we study the large N behaviour of the canonically quantized family of Hamiltonians
(1.7) based on a Fock space description in order to approach those questions.
According to common knowledge, in order to quantize a system with many degrees of freedom
one should rescale the quartic interaction by the suitable power2 of n to make the quadratic part
competitive at large n. This can be realized as a rescaling of the classical phase-space variables
preserving the canonical Poisson-commutation relations (and the form of the constraints), i.e.
xia → N−αxia, pia → Nαpia, which leads to the following classical energy
HN (p, x) = piapia +N
−γ 1
2
f
(n)
abc f
(n)
ab′c′xibxib′xjcxjc′ , (1.9)
where by abuse of notation we denote the rescaled operator N−2αHN by the same symbol HN
and γ := 6α. The canonically quantized expression corresponding to (1.9 ) is a priori ill-defined
in the large n limit due to possible divergences coming from the infinite vacuum energy and
therefore it needs to be renormalized by subtracting a multiple of the identity operator. This is
a rather common property of quantum models with many degrees of freedom, so in order to see
1See [6] for a discussion of the spectrum, including the supersymmetric version of the model and related issues
2The power of n for a quartic interaction it is usually argued to be −1, (the t’ Hooft coupling [8]), however note
that due to the definition of f
(n)
abc
which contains an explicit factor of n
3
2 , the coupling constant in front of our potential
should be multiplied by n−4. In Section 4 we will show that this also follows from our construction
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the general pattern let us consider a whole class of Hamiltonians parametrized by a sequence of
real tensors c
(N)
IJKL, I, J,K,L = 1, ..., N :
HN (p, x) =
∑
I∈JN
pIpI +
∑
I∈JN
ω20IxIxI +N
−γ ∑
I,J,K,L∈JN
c
(N)
IJKLxIxJxKxL, (1.10)
where JN is the index set having the form of a cartesian product of two discrete sets JN = D×Kn,
with |D| = d = const, |Kn| = N ր ∞. For instance, for the Membrane Matrix Mod-
els (MMM) (1.7) we have N = n2 − 1, Kn = {1, ..., n2 − 1}, D = {1, ..., d}, ω0I = 0 and
cIJKL ≡ c(bi)(b′i′)(cj)(c′j′) = 12fabcfab′c′δii′δjj′ .
It is known that a Fock space description of local Hamiltonians of the form p2+ q2+V (x) is
rather inconvenient due to the occurence of terms containing only annihilation or only creation
operators, which implies that the so-called single trace sector is not invariant under the action
of the Hamiltonian and the true vacuum is not a simple gaussian in the variables xI (see [9] for a
review). Therefore the problem of finding eigenvalues becomes in most cases extremely difficult
due to the rapidly increasing with N number of relevant degrees of freedom. We will however
show that despite all of that, one can get certain spectral properties of local Hamiltonians (1.10)
using Fock space methods, such as upper and lower bounds for the spectrum in the planar limit,
as well as a qualitative picture of the subtle interplay between the quadratic terms and the
interaction leading to a redefinition of the vacuum energy and mass. The tools described in this
paper are of high relevance especially for multi matrix-models where other methods based on
the diagonalisation of the matrix degrees of freedom and integrating out the "angle" variables
are not directly applicable, like for the Membrane Matrix Models (MMM).
The rest of the paper is organized as follows. In the next section we will introduce the
notion of optimized Fock space providing a very convenient decomposition of the quantum
Hamiltonian corresponding to (1.10) and giving directly the gaussian variational bound for the
ground state energy. The idea consists in tuning the frequencies of the harmonic oscillators,
whose eigenfunctions are used as a basis of the corresponding Fock space. We give an algorithm
how to choose an optimal set of these frequencies such that the form of the Hamiltonian (1.10)
expressed in the language of creation and annihilation operators is the simplest possible. This
almost trivial observation (usually not spelled out explicitly in the literature though, see however
[10]), based on the fact that the optimal Fock space frequencies in the quantum representation
of (1.10) are not always the ω0I ’s, is the starting point of our study of the MMM (1.9), a system
where there is no obvious choice of a basis consisting of harmonic oscillators since all the ω0I ’s
are equal to zero. Thus one has to explore the quartic potential in more detail, which gives birth
to a mass term (quadratic in xI) in a properly chosen Fock space. In Section 3 we consider a toy
model, the U(n)-invariant anharmonic oscillator (AO), and present Fock space-based techniques
to get upper and lower bounds for the ground state energy in the planar limit, which agree with
the exact answer [11, 12, 13, 14, 15, 16]. In Section 4 we apply the method to the MMM. Finally,
in Section 5 we show that the perturbative expansion suggested by the optimized Fock space
decomposition serves as a very good approximation for the vacuum energy and for the spectral
gap of the AO at least up to the third order, even in the strong-coupling regime g →∞, restoring
the correct scaling of the spectrum with the coupling constant ∝ g 13 . We also observe that the
MMM contains a small hidden parameter (an effective coupling constant) and we perform the
corresponding expansion, which turns out to be consistent with our lower and upper bounds for
the vacuum energy, justifying the validity of the planar limit for this model. In particular, we
find that the effective coupling constant is proportional to 1
d−1 , hence the perturbative expansion
has better convergence properties in higher dimensions. Moreover, the perturbation series for
the first SO(d)× SU(n) invariant excited state indicates that the spectral gap is finite at large
4
n.
Although the purely bosonic model (4.14) is interesting on its own, more attention has been
recently paid to its supersymmetric extensions, in particular for d = 9 dimensions (resp. for
d = 9 matrices), see e.g. [17] and [6] for a more recent review of this topic. Remarkably, the
spectrum of the supersymmetric version of (4.14) turns out to be continuous and equal to the
interval [0,∞), [18]. However, there have been also evidence of existence of discrete eigenvalues
embedded in the continuous spectrum [19, 20]. In particular, zero energy normalizable states
are of high importance for the supermembrane as well as in the context of the BFSS conjecture
of M-Theory [21]. Despite a number of profound results concerning zero energy eigenfunctions,
e.g. an explicit construction in the pure fermionic sector for the n = 2 model [22], large x
behaviour [23], or existence results on compact regions [24], the question posed in the full
generality remains open. We believe that the approach discussed in this paper can shed new light
on this problem since our results correspond to the purely bosonic sector of the supermembrane
and our construction can be possibly extended to the fermionic sectors allowing to study the
embedded part of the spectrum of the supermembrane. Moreover, as our method simplifies
the Fock space representation of the Hamiltonian, it should also allow to optimize cut-off Fock
space algorithms for studying various quantum mechanical systems related to (Super)Yang-Mills
theories, introduced in [25].
2 Optimized Fock space
The canonically quantized Hamiltonian (1.10) becomes formally a Schrödinger operator acting
on ⊗NI=1L2(R, dxI) with the classical coordinates replaced by operators in the usual way, i.e.
pI = −i∂I and xI being the multiplication operator. Since we are interested in the large N
limit, it is convenient to embed ⊗NI=1L2(R, dxI) in the standard bosonic Fock space Hω, defined
as the Hilbert space generated by states of the form
ψ{I1,...,Ik} := a
†
I1
(ωI1)...a
†
Ik
(ωIk)Ψ0(ω), k finite, (2.1)
where
aI(ωI) =
1√
2
(
∂I√
ωI
+
√
ωIxI
)
,
a†I(ωI) =
1√
2
(
− ∂I√
ωI
+
√
ωIxJ
)
, (2.2)
with
[aI(ω), a
†
J (ω)] = δIJI. (2.3)
We denote the norm and scalar product in Hω by ||.|| and 〈., .〉 respectively. The vacuum state
Ψ0(ω) has the form of an infinite productΨ0(ω) := Π
∞
I=1ψωI (xI) with ψωI (xI) :=
4
√
ω
π
e−
1
2
ωIx
2
I , aI(ωI)Ψ0(ω) =
0 ∀I.
Then
pI(ωI) = − i
√
ωI√
2
(aI − a†I),
xI(ωI) =
1√
2ωI
(aI + a
†
I). (2.4)
Since ⊗NI=1L2(R, dxI) is isomorphic to the subspace Hω,N ⊂ Hω generated by the firstN creation
operators a†I , I = 1, ..., N , the action of HN can be naturally extended to the whole Fock space
5
by taking the tensor product of HN with the identity acting on H⊥ω,N . Therefore the operator
induced on Hω by HN has the form
HN =

∑
I
pIpI +
∑
I
ω20IxIxI +N
−γ ∑
I,J,K,L
c
(N)
IJKLxIxJxKxL

⊗ IH⊥
ω,N
. (2.5)
HN is well defined for finite N (if c
(N)
IJKL are finite), but in general not for N = ∞. In order
to assure that the domain of HN contains more than the zero vector, one has to subtract
the divergent ground state energy by adding a multiple of the identity operator βN I to the
Hamiltonian. We expect that for γ large enough (and c
(N)
IJKL not too pathological) one should
get at least a finite limit of ||(HN + βN I)ψ|| for a generic ψ ∈ H and some βN . This is
unfortunately not always the case since the kinetic energy contains terms proportional to aIaI
and a†Ia
†
I , which are divergent at large N because e.g. ||
∑
I a
†
Ia
†
Iψ|| → ∞ for every non-zero
ψ ∈ Hω. As a consequence, in order to simplify the large N behaviour of the theory one should
cancel such terms by finding corresponding counter-terms in the potential. We will see that
this is possible for a relatively large class of models including all models with a large symmetry
group, e.g. SO(n) symmetric vector models or U(n)/SU(n) symmetric matrix models, where the
interaction has the form of a trace. The idea is that the sequence of the Fock space frequencies
{ωI} has to be adjusted to the Hamiltonian, i.e. the choice of the subspaceHω ⊂ ⊗∞I=1L2(R, dxI)
where the limit is taken, depends on the operator and in most cases the optimal choice is not
the natural choice ωI = ω0I (especially when all ω0I = 0 like for the MMM).
Let us see how it works in detail. HN rewritten in terms of aI and a
†
I becomes (for the sake
of transparency, we leave out the IH⊥
ω,N
part of (2.5))
HN ≡ TN + V (2)N + V (4)N =
1
2
∑
I
ωI(2a
†
IaI − a†Ia†I − aIaI + I) +
1
2
∑
I
ω20I
ωI
(2a†IaI + a
†
Ia
†
I + aIaI + I)
+
N−γ
4
∑
IJKL
cIJKL√
ωIωJωKωL
(aIaJaKaL + a
†
IaJaKaL + aIa
†
JaKaL + aIaJa
†
KaL + aIaJaKa
†
L
+a†Ia
†
JaKaL + a
†
IaJa
†
KaL + a
†
IaJaKa
†
L + aIa
†
Ja
†
KaL + aIa
†
JaKa
†
L + aIaJa
†
Ka
†
L
a†Ia
†
Ja
†
KaL + a
†
Ia
†
JaKa
†
L + a
†
IaJa
†
Ka
†
L + aIa
†
Ja
†
Ka
†
L
+a†Ia
†
Ja
†
Ka
†
L).
(2.6)
We rewrite the quartic potential using the commutation relations (2.3)
V
(4)
N = N
−γ 1
4
∑
IJK
1
ωK
√
ωIωJ
(
1
2
a†IaJc(IJKK) +
1
4
(aIaJ + a
†
Ia
†
J)c(IJKK)
)
(2.7)
+
N−γ
4
∑
I,J
1
ωIωJ
(cIIJJ + cIJIJ + cIJJI)I+N
−γ : VN : (2.8)
≡ N−γA(N)IJ a†IaJ +N−γ
1
2
A
(N)
IJ (aIaJ + a
†
Ia
†
J)+ (2.9)
+N−γf(N)I+N−γ : VN :, (2.10)
where we have defined A
(N)
IJ :=
∑
K
c
(N)
(IJKK)
8ωK
√
ωIωJ
and f(N) :=
∑
I,J
c
(N)
IIJJ
+c
(N)
IJIJ
+c
(N)
IJJI
4ωIωJ
, {(I1, ..., Ik)} :=∑
π∈Sk{Iπ(1), ..., Iπ(k)} denotes the symmetrization and :: is the normal ordering with respect to
Ψ0(ω). We get
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HN + βN I =
∑
I,J
{((ωI + ω
2
0I
ωI
)δIJ +N
−γA(N)IJ )a
†
IaJ +
1
2
(N−γA(N)IJ − (ωI +
ω20I
ωI
)δIJ)(aIaJ + a
†
Ia
†
J)}
(2.11)
+
(
1
2
∑
I
(ωI +
ω20I
ωI
) +N−γf(N) + βN
)
I+N−γ : VN :
(2.12)
≡
∑
I,J
(
A
(N+)
IJ a
†
IaJ +
1
2
A
(N−)
IJ (aIaJ + a
†
Ia
†
J)
)
+N−γ : VN :,
(2.13)
where we have chosen βN := −12
∑
I(ωI +
ω20I
ωI
) − N−γf(N) and have introduced two more
matrices A
(N+)
IJ := N
−γA(N)IJ + (ωI +
ω20I
ωI
)δIJ and A
(N−)
IJ := N
−γA(N)IJ − (ωI −
ω20I
ωI
)δIJ .
Let us now assume that there exists a sequence {ω˜I}, called the optimized Fock space frequencies
(and Hω˜ called the optimized Fock space), s.t.
lim
N→∞
A
(N−)
IJ = 0, ∀I, J, (2.14)
i.e. that the matrix A
(N)
IJ is diagonal at large N (this is in fact the case for the mentioned above
SO(n) symmetric vector models or U(n)/SU(n) symmetric matrix models3 ). The smallest
γ for which it is possible we call γcrit. From eq. (2.14) we get that limN→∞N−γA
(N)
IJ =
diag((ω˜1 − ω
2
0I
ω˜1
), (ω˜2 − ω
2
0I
ω˜2
), ...) and thus limN→∞A
(N+)
IJ = diag(2ω˜1, 2ω˜2, ...). Moreover the
sequence βN exhibits a very nice property given in the following lemma.
Lemma 1. (Optimized Fock space decomposition) Assume that A
(N−)
IJ ≃ O( 1N ). Then
the optimized Fock space frequencies ω˜I coincide with the optimized gaussian vacuum frequencies
at large n and −βN
N
converges to the upper gaussian variational bound e
(0)
0,N for the ground state
energy of HN
N
as n → ∞. Moreover, the Hamiltonian (2.5) admits the following decomposition
in Hω˜
HN =
(
2
N∑
I=1
ω˜Ia
†
IaI +
1
N−γ
: VN : +Ne
(0)
0 I
)
⊗ IH⊥
ω˜,N
+RN , (2.15)
where e
(0)
0 = − limn→∞ βNN = limn→∞ e
(0)
0,N is given by the condition limn→∞A
(N−)
IJ = 0, and
limn→∞ ||RNψ|| = 0, ∀ψ ∈ Hω˜.
Proof. By noting that 〈Ψ0(ω),HNΨ0(ω)〉 = −βN and using the variational principle we get that
the optimized gaussian frequencies satisfying
0 =
∂βN
∂ωI
=
1
2
(1− ω
2
0I
ω2I
)− N
−γ
4ω2I
∑
J
1
ωJ
(c
(N)
IIJJ + c
(N)
JJII + c
(N)
IJJI + c
(N)
JIIJ + c
(N)
IJIJ + c
(N)
JIJI), (2.16)
or equivalently
ω2I = ω
2
0I +
N−γ
8
∑
J
1
ωJ
c
(N)
(IIJJ), (2.17)
3One way to see it is to notice that for these models all double contractions of the tensor defining the quartic
interaction produce Kronecker deltas, i.e. c
(N)
IJKK
∝ δIJ
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converge to the solutions of (2.14). Moreover, the rest term RN originates from the matrix A
(N−)
IJ ,
which means that RN ≃ const.N
∑
I(aIaI + a
†
Ia
†
I) and therefore ||RNψ||ω˜ → 0 ∀ψ ∈ Hω˜.
Note that this result does not imply that the system described by the Hamiltonian (1.10)
becomes necessarily a system of decoupled harmonic oscillators despite that according to Lemma
1
lim
N→∞
〈ψ, (HN + βN I)φ〉 = 〈ψ, 2
∑
I
ω˜Ia
†
IaIφ〉, (2.18)
∀φ,ψ ∈ Hω˜ containing a finite number of elementary excitations (2.1). This means that, in order
to avoid such a trivialisation, one has to employ states with infinitely many oscillatory modes
and treat the optimized Fock space as the first step towards the correct quantum description of
the model. This is the case for the two considered here matrix models, as we will see in the next
sections, where the relevant space of interest is the space of SU(n) invariants.
3 U(n)-invariant anharmonic oscillator
Let us consider the U(n) symmetric matrix model
2HN = Tr(P
2) + Tr(M2 +
2g
n
M4), (3.1)
where M is a hermitian n× n matrix and P its conjugate momentum. Since the exact value of
the ground state energy of the model is known and even the U(n) symmetric sector has been
solved in the large n limit one could expect that the Fock space approach should allow to rederive
these results. Unfortunately, due to various technical difficulties, such as the fact that the Fock
space representation of the Hamiltonian (3.1) does not annihilate the Fock space vacuum and
does not preserve the single trace sector, there has been no exact solutions based on a Fock
space formalism for this model so far. Nevertheless, one can still get some information about
the spectrum using Fock space methods, which is of high importance for models where other
methods fail. The Hamiltonian (3.1) is an excellent laboratory for testing our large N techniques
before approaching the Membrane Matrix Models (1.5), since it exhibits all the properties which
make the quantization of a system with a large number of degrees of freedom cumbersome.
Let us start with the optimized Fock space decomposition for (3.1). By expanding M and P in
the basis {Ta}n2a=1 consisting of N := n2 generators of U(n) with normalisation Tr(TaTb) = δab,
satisfying the completeness relation
(Ta)ij(Ta)kl = δjkδil, (3.2)
we arrive at M = Taxa, P = Tapa (N = n
2 − 1, KN = {1, ..., n2 − 1}, d = 1, ω0I = 1) and
2HN = papa + xaxa + cabcdxaxbxcxd, (3.3)
with cabcd =
2g
n
Tr(TaTbTcTd). The action of HN in the Fock space Hω, given in terms of the
creation and annihilation operators, becomes (assuming that ωa = ω ∀a)
2HN =
∑
a,b
(
A
(N+)
ab a
†
aab +
1
2
A
(N−)
ab (aaab + a
†
aa
†
b)
)
+
2g
n
: TrM4 : −βN I. (3.4)
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As mentioned previously, the matrix A
(N)
ab is diagonal
4 and
A
(N+)
ab = (ω +
1
ω
+
4g
ω2
)δab +
2g
n
δa0δb0, (3.5)
A
(N−)
ab = (−ω +
1
ω
+
4g
ω2
)δab +
2g
n
δa0δb0, (3.6)
βN = −n
2
2
(ω +
1
ω
+
2g
ω2
+O(
1
n3
)). (3.7)
The condition limn→∞A
(N−)
ab = 0 (or equivalently limn→∞
∂βN
∂ω
= 0) implies the equation
ω3 = ω + 4g, (3.8)
whose real solution ω˜ is obviously different than the natural choice ω = 1 suggested by the
original quadratic term. As we will see in Section 5, ω˜ provides a crude approximation of the
spectral gap for this model. According to Lemma 1, the Hamiltonian in the optimized Fock
space Hω˜ takes the following form
2HN = 2
∑
a
ω˜a†aaa +
2g
n
: TrM4 : +n2e
(0)
0 I+RN , (3.9)
where ||RNψ|| → 0 ∀ψ ∈ Hω˜. Inserting ω˜ to (3.7) gives the gaussian variational upper bound
for the ground state energy
e
(0)
0 (g)
2
=
ω˜
4
+
1
4ω˜
+
g
2ω˜2
, (3.10)
which is in an excellent agreement with the result of [11] (even for a large coupling g), where
the authors obtained the exact value. Asymptotically, for large g, they have e0(g) ≃ 0.58993g 13 .
Our variational bound
e
(0)
0 (g)
2 ≃ 0.59527g
1
3 is at most ≈ 9h wrong (see Table 1).
3.1 Spectral bounds
In order to produce a lower bound for the spectrum, one has to take into account the interaction
term 1
n
: VN :. This involves quite technical, but instructive estimates of matrix elements of the
Hamiltonian between U(n) invariant wave functions, which we present in this subsection.
Proceeding along the lines of [26] we introduce a basis of the U(n) invariant subspace I(n)ω˜ ⊂
Hω˜ spanned by U(n)-invariant linear combinations of the first N = n2 creation operators, called
the partitions basis
ψλ := Nλ(a†)λΨ0(ω˜) ≡ NλTr(a†λ1)Tr(a†λ2)...T r(a†λm)Ψ0(ω˜), (3.11)
where Tr(a†λi) := Tr(Tb1 ...Tbλi )a
†
b1
...a†bλi
and λ = (1λ1 , 2λ2 , ...,mλm) is a partition of a certain
natural number k = |λ| :=∑i iλi. The partitions basis becomes orthonormal at N =∞ for the
properly chosen normalisation factors Nλ ∝ n−
|λ|
2 (generically), see [7].
As shown in [26], the matrix elements of the Hamiltonian (3.9) in the partitions basis contain
three groups of divergent terms
1. the vacuum expectation value (Ψ0,HNΨ0) ∝ n2 corresponding to our βN I,
4A
(N)
IJ
≃ O(1) and thus γcrit = 0. Note also that we perform the calculation for 2HN instead of HN in order to
match it with the conventions from Section 2 and in the end we divide the results by 2 to compare them with the
work of Brezin et al.
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2. (ψλ,HNψδ) ∝ n, where λ2 = δ2 ± 1, coming from the Tr(a†2 + a2) part of HN ,
3. (ψλ,HNψδ) ∝ n, where λ4 = δ4 ± 1, coming from the 1nTr(a†4 + a4) part of HN .
Renormalization of HN is based on a proper choice of basis (in particular the vacuum) such
that the second and third group of divergent matrix elements would be "absorbed" into the first
one as a constant shift of the whole spectrum. The divergent vacuum energy can be then easily
subtracted. According to Lemma 1, the proper choice of the Fock space frequencies allows to
absorb Group 2 into the ground state energy by eliminating the Tr(a†2 + a2) part from the
description. Then, for the suitable βN , the only divergent matrix elements of HN + βN I belong
to Group 3 but they are much more difficult to handle since the resulting vacuum is no longer
a standard Fock vacuum (there are no counterterms which would cancel Tr(a†4 + a4) after an
appropriate choice of the Fock space frequencies as it happened with Tr(a†2+ a2) ). In order to
approach this problem let us point out that in the planar limit one can interpret Tr(a†4) and
Tr(a4) as composite creation-annihilation operators
A := Tr(TaTbTcTd)aaabacad (3.12)[
A,A†
]
= 4n4I+O(n2). (3.13)
Intuition suggests that one should treat A and A† in a special way in the Fock space description.
This can be realized as follows. Let us introduce a new basis, completely equivalent to the
partitions basis, consisting of
ψλ,k := Nk,λ(a†)λ(A†)kψ0, k = 0, 1, 2..., λ4 = 0, (3.14)
where Nk,λ ∝ Nλn−2k. It turns out that the states ψλ,k exhibit very useful properties, which we
explore below.
Lemma 2. The action of the operator
HN = αa
†
aaa +
β
n
(A+A† + γTr(a†a†aa)) (3.15)
on the states ψλk, asymptotically
5, at large n, becomes
HNψλ,k =
(
Ω
n4
B†B + (e˜0n2 +G(λ))I
)
ψλ,k (3.16)
with G(λ) = α|λ|+ βγ∑i=2 iλi, Ω = α+ βγ and e˜0 = − β2α+βγ and B = A+ βn3α+βγ I
Proof. First we prove that
a†aaaψλk ≃
(
1
n4
A†A+ |λ|
)
ψλ,k (3.17)
5 All operator inequalities are meant here in the usual sense, i.e. H1 ≥ H2 iff 〈ψ,H1ψ〉 ≥ 〈ψ,H2ψ〉 ∀ψ ∈
Dom(H1) ⊂ Dom(H2). Also, terms of orderO( 1n ) are meant in the sense of norm inHω˜ and asymptotically equal terms
differ by terms of order at most O( 1
n
). We call an operator TN to be of order O(n
k) iff ||TNψ|| ≤ const.(ψ)nk, ∀ψ ∈ Hω.
The key observation which allows to compute the leading terms at large n (i.e. of order O(1), O(n) and O(n2) ) is
the fact that they originate from Wick contractions of adjacent operators sitting in one U(n)/SU(n) trace, resp.
corresponding to planar contractions in the diagramatic representation (see Section 5) and we refer to the large n
limit taken by neglecting all non-planar contributions, resp. all subleading terms (i.e. of order O( 1
n
) and lower) as the
planar limit. In Section 5 we give a perturbative justification of this limit up to the third order
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Indeed, a†aaaψλk = (4k + |λ|)ψλk and
1
n4
A†Aψλk =
Nk,λ
n4
A†[A, (a†)λ(A†)k]Aψ0 =
Nk,λ
n4
(
A†[A, (a†)λ](A†)k +A†(a†)λ[A, (A†)k]
)
ψ0
(3.18)
=
Nk,λ
n4
A†[A, (a†)λ](A†)kψ0 + 4kψλ,k +O(
1
n2
)
(3.19)
One has to show that the first term in (3.19) converges to 0 in norm at large n ∀λ. According
to Wick’s theorem we have 4 cases
• single contractions: we get n− 12 from the fact that the partition λ has been shortened by
1. Then we are left with three annihilation operators acting on (A†)kψ0, which prolongs
λ by 1 and thus gives a factor of n
1
2 as well as n2 (at most, when we perform a planar
contraction, resp. when adjacent indices of U(N) are contracted) from the contraction
with A†. The total factor is then n−2 → 0;
• double contractions: we get n1 (at most) from the double contraction, n−1 from the fact
that the partition λ has been shortened by 2. Then we are left with two annihilation
operators acting on (A†)kψ0, which prolongs λ by 2 and thus gives a factor of n1 as well
as one more n1 (at most) from the contraction with A†. The total factor is then n−2 → 0;
• triple contractions: we get n2 (at most) from the triple contraction, n− 32 from the fact that
the partition λ has been shortened by 3. Then we are left with one annihilation operator
acting on (A†)kψ0, which prolongs λ by 3 (and thus gives a factor of n
3
2 ). The total factor
is n−2 → 0;
• quadrupole contractions: we get n3 (at most) from the quadrupole contraction, n−2 from
the fact that the partition λ has been shortened by 4 and n2 coming from the fact that k
has increased by 1. The overall factor becomes then n−4n3n−2n2 = n−1 → 0,
which proves (3.17). Then we observe (using a similar justification as above) that at large n we
get
1
n
(a†a†aa)ψλ,k ≃
( ∞∑
k=2
λk + 4k
)
ψλ,k ≃
( ∞∑
k=2
λk +
1
n4
A†A,
)
ψλ,k. (3.20)
After introducing a new operator B = A+ βn
3
α+βγ I, we obtain
HNψλ,k =
(
Ω
n4
A†A+
β
n
(A+A†) +G(λ)I
)
ψλ,k =
(
Ω
n4
B†B + (e˜0n2 +G(λ))I
)
ψλ,k. (3.21)
Now we come back to the full Hamiltonian, which can be rewritten as
HN = ω˜(1− ǫ)a†aaa +
g
4nω˜2
(A+A† + 4Tr(a†a†aa)) (3.22)
+ǫω˜a†aaa +
g
nω˜2
(Tr(a†a†a†a) + Tr(a†aaa)) (3.23)
+
g
2nω˜2
: Tr(a†aa†a) : +
e
(0)
0
2
n2I, (3.24)
for some 0 < ǫ < 1. The first part of the Hamiltonian i.e. (3.22) is exactly of the form considered
in Lemma 2, while the first term in (3.24) is of order O( 1
n
), hence it does not contribute to the
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planar limit, see Section 5. Now we will determine for which values of ǫ the middle part of HN
namely (3.23) is asymptotically non-negative, which will allow to bound the whole Hamiltonian
from below by an operator of the form (3.22).
Lemma 3. Let ω, δ > 0. Then the operator
Hn = ωa
†
aaa +
δ
n
(
Tr(a†a†a†a) + Tr(a†aaa)
)
(3.25)
is non-negative definite at large n if ω
δ
> 2.
Proof. Consider the following non-negative definite operator ((abc) := Tr(TaTbTc))
(α(ǫab)aaab + β(ǫab)a
†
aab)
†(α(ǫcd)acad + β(ǫcd)a†cad) ≥ 0, α, β ∈ R. (3.26)
After multiplying the parentheses, using the completeness relation (3.2), and noting that (a†a) ≥
1
n
(a†a†aa) +O( 1
n
) we get
−αβ
n
((a†aaa) + (a†a†a†a)) ≤ 1
n
(α2 + β2)(a†a) +O(
1
n
) (3.27)
By taking −αβ < 0 and choosing the optimal constants α, β we get
1
n
(Tr(a†a†a†a) + Tr(a†aaa)) ≥ −2Tr(a†a) +O( 1
n
) (3.28)
and thus Hn ≥ δ(ωδ − 2)a†aaa +O( 1n) ≥ O( 1n) provided ωδ > 2.
Using Lemma 2 with α = ω˜(1 − ǫ), β = g
4ω˜2
and γ = 4 and Lemma 3 with ω = ω˜ǫ, δ = g
ω˜2
and ǫ > g
ω˜3
we get quite a useful bound.
Theorem 1. The Hamiltonian of the U(n) invariant anharmonic oscillator (3.1) is bounded
below at large n by the following operator
H−N :=
Ω
n4
B†B +
∑
λ
G(λ)Pλ +
1
2
(
e
(0)
0 + e˜0
)
n2I+O(
1
n
) (3.29)
with G(λ) = α|λ| + 4β∑i=2 iλi, Ω = α + 4β and e˜0 = − 2β2α+4β , α = ω˜(1 − ǫ), β = g4ω˜2 , B =
A+ βn
3
α+4β I and ǫ >
g
ω˜3
, where Pλ is the orthogonal projection onto the subspace span(ψk,λ), k =
0, 1, ... with λ4 = 0.
Since H−N ≥ 12
(
e
(0)
0 + e˜0
)
n2I + O( 1
n
), we can easily find a lower bound for e02 (and for the
whole spectrum) in the planar limit
e
(lower)
0
2
:=
e
(0)
0
2
− β
2
α+ 4β
. (3.30)
This also shows the mechanism how the 1
n
Tr(a†4 + a4) part of the Hamiltonian (so terms of
order O(n)) shifts the whole spectrum by const.n2. We refer the reader to Table 1 for several
numerical values.
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Table 1: Comparison of the exact ground state energies e0 [11] with the optimized Fock space ground
state energy (the gaussian upper bound e
(0)
0 /2) and the lower bound e
(lower)
0 /2 from Section 3.1 for
several values of the coupling constant g, at n =∞.
g e
(0)
0 /2 e
(lower)
0 /2 e0
0.01 0.505 0.505 0.505
0.1 0.543 0.542 0.542
0.5 0.653 0.651 0.651
1.0 0.743 0.740 0.740
50 2.235 2.214 2.217
1000 5.968 5.907 5.915
g →∞ 0.59527 g 13 0.589075 g 13 0.58993 g 13
4 Membrane Matrix Models
We will start with the optimized Fock space decomposition for the MMM (1.9) and obtain an
upper bound for the ground state energy for arbitrary d. Later, we will produce a lower bound for
the spectrum based on a direct generalization of Theorem 1 (and the preceding lemmas) to the
multi-matrix case. We restrict the Hamiltonian to the constrained by (1.8) subspace of Hω i.e.
to the SU(n)×SO(d) invariant sector and thus it is natural to assume that the optimized Fock
space frequencies are all the same ω˜I ≡ ω˜aI iI = ω˜ ∀I, I = (aI , iI), aI = 1, ..., n2−1, iI = 1, ..., d
and consider only Fock spaces with all the frequencies equal. Using
cIJKL =
1
2
faaIaKfaaJaLδiI iJ δiK iL (4.1)
with f
(n)
abc =
2πn
3
2
i
Tr(Ta [Tb, Tc]) and the completeness relation
(Ta)ij(Ta)kl = δjkδil − 1
n
δijδkl, (4.2)
we get
∑
K
c
(N)
KKIJ
ωK
√
ωIωJ
=
∑
K
c
(N)
IJKK
ωK
√
ωIωJ
= (2π)2n4δaIaJ δiI iJ
d
ω2
, (4.3)
∑
K
c
(N)
KIJK
ωK
√
ωIωJ
=
∑
K
c
(N)
IKKJ
ωK
√
ωIωJ
= −(2π)2n4δaIaJ δiI iJ
1
ω2
, (4.4)
c
(N)
KIKJ = c
(N)
IKJK = 0, (4.5)∑
IJ
c
(N)
IIJJ
ωIωJ
= (2π)2n4(n2 − 1) d
2
ω2
, (4.6)
∑
IJ
c
(N)
IJJI
ωIωJ
= −(2π)2n4(n2 − 1) d
ω2
, (4.7)
(4.8)
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and therefore
f(n) =
π2d(d− 1)(n2 − 1)
ω2
n4, (4.9)
A
(N)
IJ =
4π2(d− 1)
ω2
n4δIJ , γcrit = 2, (4.10)
A
(N±)
IJ =
4π2(d− 1)
ω2
n4
(n2 − 1)2 δIJ ± ωδIJ . (4.11)
Then the condition (2.14) is equivalent to
ω = lim
n→∞(n
2 − 1)−2A(N)II = limn→∞n
−4∑
K
c
(N)
(IIKK)
8ωKωI
= (2π)2
1
ω2
(d− 1), (4.12)
which shows that ω˜ = 3
√
4π2(d− 1). Therefore for the choice ω = ω˜, βN = −12d(n2 − 1)ω˜ −
π2d(d−1)(n2−1)
ω˜2
the renormalized Hamiltonian becomes
HN + βN I = 2ω˜
∑
i,a
a†iaaia + n
−4 : VN : +RN (4.13)
= 2ω˜
∑
i,a
a†iaaia +
4π2
n
(Tr(abcd)− Tr(acbd)) : xiaxibxjcxjd : +RN , (4.14)
where RN ∝ 1n2
∑
i,a(a
†
iaa
†
ia + aiaaia) ∝ O( 1n2 ), hence ||RNψ|| → 0 ∀ψ ∈ Hω˜, and the ground
state energy for the optimized Fock space approximation (i.e. the gaussian upper bound) is
given by
e
(0)
0 = − limn→∞
βN
n2
=
ω˜d
2
+
π2d(d− 1)
ω˜2
=
3d(d − 1) 13π 23
2
4
3
. (4.15)
Let us point out that the scaling given by γcrit leads in fact to ’t Hooft’s scaling, since the
quartic potential in the rescaled Hamiltonian (4.14) is multiplied by 1
n
. Moreover, this is the
only scaling for which the optimized Fock space frequency is non-trivial, i.e. 0 < ω˜ < ∞ (cp.
(3.8) for the AO, where ’t Hooft’s coupling is the only one leading to a non-trivial redefinition of
the optimized mass/frequency). As we will see in Section 5, 4ω˜ provides a crude approximation
for the mass gap in the SU(∞)× SO(d) invariant sector.
4.1 Spectral bounds
In this section we will present estimates for matrix elements of various parts of the Hamiltonian
(4.14) leading to a lower bound for the ground state energy in the planar limit, which is a direct
generalisation of the procedure introduced in Section 3.1 for the AO. In order to obtain a lower
bound for the spectrum, one has to take into account the quartic interaction term n−4 : VN :
in the SO(d) × SU(n) invariant sector. As for the AO, one can show that the only divergent
matrix elements of HN+βN I (4.14) in the appropriately modified partitions basis of the space of
invariants are those coming from the operators Tr(a†4), T r(a4) due to the fact that the optimal
choice of the Fock space frequencies (4.12) eliminates the Tr(a†2 + a2) part from the game.
As previously, a special treatment of the Tr(a†4 + a4) part of HN is the main point of our
construction.
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Let us introduce two composite annihilation operators
A := Tr(abcd)aaiabiacjadj ≡ (iijj), (4.16)
B := Tr(abcd)
(
1
d+ 1
aaiabiacjadj − 1
2
aaiabjaciadj
)
≡ 1
d+ 1
(iijj) − 1
2
(ijij), (4.17)[
A,A†
]
= 2dn4(d+ 1) +O(n2), (4.18)[
B,B†
]
=
d(d + 2)(d − 1)
d+ 1
n4 +O(n2), (4.19)[
A,B†
]
=
[
B,A†
]
= O(n2), (4.20)
and the following SU(N)×SO(d) invariant states, keeping the dependence on A and B explicit,
cp. (3.14),
ψklΛ := NklΛ(a†)Λ(A†)k(B†)lψ0, NklΛ ∝ n−
|λΛ|+4k+4l
2 (4.21)
where Λ = {λΛ, IΛ} is a partition of some k ∈ N equipped with the SO(d) invariant structure
of the state ψklΛ, i.e. λΛ ⊢ k. IΛ is a sequence containing the information about SO(d) indices
"compatible" with the SU(n) partition structure6 , e.g. for λ = (22), i.e. λ2 = 2, λi = 0, i 6= 2,
a possible I could be I = (ii, jj), but not I = (ij, ij). The corresponding states ψklΛ would be
then
ψklΛ = NklΛTr(ab)Tr(cd)a†iaa†iba†jca†jd(A†)k(B†)lψ0, IΛ = (ii, jj), (4.22)
and the not allowed state
ψklΛ = NklΛTr(ab)Tr(cd)a†iaa†jba†ica†jd(A†)k(B†)lψ0, IΛ = (ij, ij). (4.23)
We denote the subspace spanned by ψklΛ by I(n)ω˜ . Note that the basis (4.21) is not orthonormal
and at large n we have the orthogonality relation
〈ψklΛ, ψk′l′Λ′〉 = δkk′δll′δλΛλΛ′G(IΛ, IΛ′), (4.24)
where G(IΛ, IΛ′) is the Gram matrix of (4.21) restricted to span(ψklΛ) with k, l, λΛ fixed.
The normal ordered quartic potential in (4.14) can be rewritten as
Vn =
π2
nω˜2
(
(i†i†j†j†) + (iijj) − (i†j†i†j†)− (ijij)
)
(4.25)
+
2π2
nω˜2
(
(i†i†jj) + (i†j†ji) − 2(i†j†ij)− : (i†ji†j) : +1
2
: (i†ij†j) : +
1
2
: (i†jj†i)) :
)
(4.26)
+
2π2
nω˜2
(
(i†i†j†j) + (j†i†i†j) − 2(i†j†i†j) + (i†ijj) + (j†iij) − 2(i†jij)
)
, (4.27)
and therefore it is useful to introduce the following operators asymptotically stabilizing the
subspaces span(ψklΛ, ψk+1,l−1,Λ, ψk−1,l+1,Λ)λΛ=λ (which means that they only mix up the SO(d)
6The Hamiltonian asymptotically stabilizes a subspace of SU(n) × SO(d) invariants, where contractions between
SO(d) indices do not occur between different SU(n) traces. One way to see this is to use (4.25)-(4.27) and the
completeness relation (4.2) and note that the only terms violating the invariance of this subspace are those coming
either from the " 1
n
part" of the completeness relation or from contractions between non-adjacent indices producing
subleading terms in n.
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indices and not the SU(n) partition structure)
1
n
S1 :=
1
n
Tr(abcd)a†aia
†
biacjadj ≡
1
n
(i†i†jj), (4.28)
1
n
S2 :=
1
n
Tr(abcd)a†aia
†
bjacjadi ≡
1
n
(i†j†ji), (4.29)
1
n
S3 :=
1
n
Tr(abcd)a†aia
†
bjaciadj ≡
1
n
(i†j†ij), (4.30)
(4.31)
as well as
1
n
T1 :=
1
n
Tr(abcd)a†aiabiacjadj ≡
1
n
(i†ijj), (4.32)
1
n
T2 :=
1
n
Tr(abcd)a†aiabjacjadi ≡
1
n
(i†jji), (4.33)
1
n
T3 :=
1
n
Tr(abcd)a†aiabjaciadj ≡
1
n
(i†jij), (4.34)
(4.35)
which change also the SU(n)-partition structure (the λΛ part). Now we come back to the full
Hamiltonian, which can be rewritten in terms of the recently introduced operators
HN = 2(1 − ǫ)ω˜(i†i) + 2π
2
ω˜2n
(
d− 1
2(d+ 1)
(A+A†) +B +B† + S1 + S2 − 2S3
)
(4.36)
+2ǫω˜
[
(i†i) +
π2
nω˜3ǫ
(
T1 + T
†
1 + T2 + T
†
2 − 2(T3 + T †3 )
)]
(4.37)
+
π2
nω˜2
:
(
(i†ij†j) + (i†jj†i))− 2(i†ji†j)
)
: +e
(0)
0 n
2
I, (4.38)
for some 0 < ǫ < 1, cp. (3.22)-(3.24). Following the strategy established for the AO, we will
express the action of the first part of the Hamiltonian, i.e. (4.36) in terms of A,B and the
representation of S1+S2−2S3 in the finite dimensional blocks Pλ,k,lIω˜ := span(ψklΛ)λΛ=λ, then
we will determine for which value of ǫ the middle part (4.37) is non-negative, which will allow to
bound the full Hamiltonian from below by an operator of the form as in (4.36) modulo terms of
order O( 1
n
) which do not affect the divergent vacuum energy in the planar limit. Let us perform
this in several steps.
Lemma 4. The action of the operator
HN = ωa
†
iaaia +
1
n
(ǫ1(A+A
†) + ǫ2(B +B†) + g(S1 + S2 − 2S3)) (4.39)
on the states ψklΛ, asymptotically at large n, becomes
HNψklΛ =
[
Ω1A˜
†A˜+Ω2B˜†B˜ +Ω3(B˜†A˜+ A˜†B˜) + (e˜0n2 + gG(λΛ) + ω|λΛ|)I
]
ψklΛ, (4.40)
where G(λΛ) is the finite dimensional representation of S1 + S2 − 2S3 in PλΛ,k,lIω˜,
Ω1 = Ω1(ω, g) =
g
n4
(
1
d
+
2
d(d+ 1)
− 2(d + 3)
d(d+ 1)2
)
+
2ω
d(d+ 1)n4
, (4.41)
Ω2 = Ω2(ω, g) =
4g(d + 3)
d(d − 1)(d+ 2)n4 +
4ω(d+ 1)
d(d− 1)(d + 2)n4 , (4.42)
Ω3 = Ω3(ω, g) =
4g
d(d + 1)n4
, (4.43)
n2e˜0 = n
2e˜0(ω, ǫ1, ǫ2, g) = Ω1α
2 +Ω2β
2 + 2Ω3αβ + 2
ǫ1α
n
+ 2
ǫ2β
n
, (4.44)
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and A˜ = A+ αI, B˜ = B + βI with(
α
β
)
= − 1
n
(
Ω1 Ω3
Ω3 Ω2
)−1(
ǫ1
ǫ2
)
. (4.45)
Proof. Repeating the argument from Lemma 1, as the SO(d) structure does not affect the order
in n, one gets immediately that
a†iaaiaψklΛ ≃
[
4
n4
(
1
2d(d+ 1)
A†A+
d+ 1
d(d− 1)(d + 2)B
†B
)
+ |λΛ|
]
ψklΛ, d > 1. (4.46)
Using the relations (holding at large n)
[S1, (i
†i†j†j†)] ≃ 2n(d+ 1)(i†i†j†j†), (4.47)
[S1, (i
†j†i†j†)] ≃ 4n(i†i†j†j†), (4.48)
[S2, (i
†i†j†j†)] ≃ 4n(i†i†j†j†), (4.49)
[S2, (i
†j†i†j†)] ≃ 4n(i†j†i†j†), (4.50)
[S3, (i
†i†j†j†)] ≃ 2n(i†j†i†j†) + 2n(i†i†j†j†), (4.51)
[S3, (i
†j†i†j†)] ≃ 4n(i†i†j†j†), (4.52)
one can express the action of S1, S2, S3 in terms of A
†A,B†B and A†B +B†A
1
n
S1ψklΛ ≃
(
1
dn4
A†A+G1(λΛ)
)
ψklΛ, (4.53)
1
n
S2ψklΛ ≃ a†iaaiaψklΛ ≃
[
4
n4
(
1
2d(d + 1)
A†A+
d+ 1
d(d− 1)(d + 2)B
†B
)
+ |λΛ|
]
ψklΛ, (4.54)
1
n
S3ψklΛ ≃
[
d+ 3
d(d+ 1)2n4
A†A− 2
d(d+ 1)n4
(B†A+A†B)− 4
d(d− 1)(d + 2)n4B
†B +G3(λΛ)
]
ψklΛ,
(4.55)
where G1(λΛ), G3(λΛ) are the finite dimensional representations of S1, S3 in the subspaces
PλΛ,k,lIω˜ corresponding to the partition Λ. Now, by combining (4.53)-(4.55), one can express
the action of S1 + S2 − 2S3 in terms of A†A,B†B,A†B +B†A and the finite dimensional repre-
sentation G(λΛ) of
1
n
(S1 + S2 − 2S3) in PλΛ,k,lIω˜, which determines Ω1,Ω2,Ω3.
In order to get rid of the linear terms in A+A† and B +B† we introduce two new operators
A˜ = A+ αI, B˜ = B + βI, (4.56)
and require that the coefficients in front of the A,B-linear terms are zero, which gives exactly
(4.45) as well as the shift of the vacuum energy e˜0.
Note that in the planar limit, S2−S3 ≥ 0, because S2 ≃ (ǫij)†(ǫij) and S3 ≃ (ǫji)†(ǫij), (ǫij) =
(ǫab)a†iaa
†
jb, and thus
(αd†ǫij + βd
†
ǫji)(αdǫij + βdǫji) = (α
2 + β2)S2 + 2αβS3. (4.57)
By taking (α2 + β2) = 1 and 2αβ = −1 we get S2 − S3 ≥ 0. It turns out that the operator
S1 − S3 is not positive definite, i.e. the eigenvalues of G(λ) can be negative. Since the operator
in Lemma 4 will be used as a lower bound for the full Hamiltonian, one has to assure that (4.39)
is non-negative definite. This is the case when ω ≥ g3 because asymptotically S1 + S2 − 2S3 =
S1 + 2(S2 − S3)− S2 ≥ −S2 ≃ −na†iaaia =: −n(i†i).
We also need further bounds.
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Lemma 5. We have
1
n
S1 ≤ d(i†i) +O( 1
n
). (4.58)
Proof. Consider the following non-negative operator
0 ≤ (α(ǫkk)δij + β(ǫji))†(α(ǫkk)δij + β(ǫji)), α, β ∈ R (4.59)
where (ǫji) := Tr(TǫTaTb)ajaaib. Multiplying the parentheses and using the completeness rela-
tion (4.2) gives asymptotically
(dα2 + 2αβ)S1 + β
2S2 ≥ 0, α, β ∈ R. (4.60)
Therefore by taking β = −αd2 − ǫ, ǫ > 0 and α > 0 we get at large n
1
n
S1 ≤
(αd2 + ǫ)
2
2ǫα
(i†i). (4.61)
The optimal value of the constant is minα,ǫ>0
(αd
2
+ǫ)2
2ǫα = d.
Using the last lemma we can prove
Lemma 6. Let g > 0. Then the operator
HN = (i
†i) +
g
n
(T1 + T
†
1 + T2 + T
†
2 − 2(T3 + T †3 )) (4.62)
is non-negative definite at large n for g <
√
d
2(d−1) .
Proof. Using a similar strategy as in Lemma 5, we consider another non-negative operator of
the form K†ǫijKǫij with
Kǫij := (α(ǫkk)δij + β(ǫij) + γ1(ǫk
†k)δij + γ2(ǫi†j) + γ3(ǫj†i)). (4.63)
By computing K†ǫijKǫij explicitly and using the completeness relation (4.2) we get at large n
1
n
[
(α(γ1d+ γ2 + γ3) + γ1β)(T1 + T
†
1 ) + βγ2(T2 + T
†
2 ) + βγ3(T3 + T
†
3 )
]
(4.64)
≥ 1
n
[
−(α2d+ 2αβ)S1 − β2S2 − (γ21d+ 2γ1γ2 + 2γ1γ3)(i†ij†j)− 2γ2γ3(i†ji†j)− (γ22 + γ23)(i†jj†i)
]
(4.65)
≥ − [α2d2 + 2αβd+ β2 + γ21d+ 2γ1γ2 + 2γ1γ3 + 2γ2γ3 + d(γ22 + γ23)] (i†i) +O( 1n),
(4.66)
where in the last step we employ the large n relations
(i†ij†j) =: (i†ij†j) : +n(i†i), (4.67)
(i†ji†j) =: (i†ji†j) : +n(i†i), (4.68)
(i†jj†i) =: (i†jj†i) : +dn(i†i), (4.69)
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the fact that 0 ≤ 1
n
S2 ≤ (i†i) and Lemma 5. Constrained minimization of the constant in (4.66)
min
α,γ1,γ2,γ3,β
[
α2d2 + 2αβd+ β2 + γ21d+ 2γ1γ2 + 2γ1γ3 + 2γ2γ3 + d(γ
2
2 + γ
2
3)
]
=
2(d− 1)√
d
, (4.70)
(α(γ1d+ γ2 + γ3) + γ1β) = 1, (4.71)
βγ2 = 1, βγ3 = −2, (4.72)
gives the bound
1
n
(T1 + T
†
1 + T2 + T
†
2 − 2(T3 + T †3 )) ≥ −2
d− 1√
d
(i†i) +O(
1
n
). (4.73)
As a consequence, HN ≥ (1− 2g d−1√
d
)(i†i) ≥ O( 1
n
), provided g <
√
d
2(d−1) .
Lemma 6 implies that the operator in (4.37) is non-negative for ǫ > 2π
2(d−1)
ω˜3
√
d
. The operator
π2
nω˜2
:
(
(i†ij†j) + (i†jj†i))− 2(i†ji†j)) : is of order O( 1
n
) and thus it does not contribute to the
planar limit. Finally by using Lemma 4 with ǫ1 =
π2(d−1)
(d+1)ω˜2
, ǫ2 =
2π2
ω˜2
, g = 2π
2
ω˜2
and ω = 2(1− ǫ)ω˜
we get the following bound.
Theorem 2. The Hamiltonian of the MMM (4.14), asymptotically at large n, is bounded below
by the following non-negative operator
H−N := Ω1A˜
†A˜+Ω2B˜†B˜ +Ω3(B˜†A˜+ A˜†B˜) + (e
(0)
0 + e˜0)n
2
I+
∑
λ,λ4=0,k,l
(gG(λ) + ω|λ|)Pλ,k,l +O( 1
n
)
(4.74)
where Ω1 := Ω1(ω,
2π2
ω˜2
), Ω2 := Ω2(ω,
2π2
ω˜2
),Ω3 := Ω3(
2π2
ω˜2
), e˜0 := e˜0(ω, ǫ1, ǫ2,
2π2
ω˜2
) as well as A˜, B˜
are defined in Lemma 4.
Proof. It remains to prove that H−N ≥ 0 at large n. Note that H−N can be rewritten, after
performing a Bogoliubov transformation
A˜ = (cos(x)Aˆ+ sin(x)Bˆ)
√
2d(d + 1), (4.75)
B˜ = (− sin(x)Aˆ+ cos(x)Bˆ)
√
d(d+ 2)(d − 1)
d+ 1
, (4.76)
with [Aˆ, Aˆ†] = [Bˆ, Bˆ†] = n4I + O(n2) and [Bˆ, Aˆ†] = [Aˆ, Bˆ†] = O(n2), as a sum of non-negative
operators. Indeed, by demanding that the mixed terms Aˆ†Bˆ + Bˆ†Aˆ vanish, one finds the value
of x such that
H−N = Ω˜1Aˆ
†Aˆ+ Ω˜2Bˆ†Bˆ +
∑
λ,λ4=0,m
(gG(λ) + ω|λ|)Pλ + (e(0)0 + e˜0)n2I+O(
1
n
), (4.77)
for some Ω˜1 > 0, Ω˜2 > 0. Moreover, gG(λ) + ω|λ| ≥ 0 ∀λ since ω > g.
Since H−N ≥ (e(0)0 + e˜0)n2I+O( 1n), we get a lower bound for e0 in the planar limit 7
e
(lower)
0 := e
(0)
0 + e˜0. (4.78)
We refer the reader to Table 3 for several numerical values.
7In Section 5 we give a perturbative argument, by constructing a perturbative series up to the third order in a
certain effective coupling constant, that the planar limit is valid for this model, i.e. the neglected operators of order
O( 1
n
) do not affect the ground state energy.
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5 Perturbative expansion
We have seen that the Hamiltonian of an interacting model with a quartic interaction satisfying
the assumption in Lemma 1 can be rewritten as a sum of a non-interacting Hamiltonian Hˆ0,N :=
H0,N +Ne
(0)
0 I and a normal ordered interaction (w.r.t. the optimized Fock vacuum Ψ0(ω˜))
HN = Hˆ0,N +
1
Nγ
: VN : . (5.1)
This suggests a possible perturbative expansion around the spectrum of Hˆ0,N . Denote the
eigenvalues and eigenstates of Hˆ0,N by E
(0)
k,N and ψ
(0)
k,N respectively, where the index k takes values
in the appropriate index space JN . Using the standard technique of stationary perturbations in
quantum mechanics (Rayleigh-Schrödinger perturbation theory), i.e. assuming that the actual
eigenvalues and eigenstates of the full Hamiltonian, Ek,N and ψk,N , can be expanded in a power
series in ǫN := ǫN
−γ , where ǫ is a book keeping parameter 8, one can compute a first few terms
of the perturbative expansion for finite N , take the limit N → ∞, and in the end put ǫ = 1.
The corrections to the eigenvalue Ek,N of HN up to the third order read
Ek,N = E
(0)
k,N + ǫNE
(1)
k,N + ǫ
2
NE
(2)
k,N + ǫ
3
NE
(3)
k,N +O(ǫ
4), (5.2)
E
(1)
k,N = 〈ψ(0)k , : VN : ψ(0)k 〉, (5.3)
E
(2)
k,N = 〈ψ(0)k , : VN :
Q0
E
(0)
k,N − Hˆ0,N
: VN : ψ
(0)
k 〉, (5.4)
E
(3)
k,N = 〈ψ(0)k , : VN :
Q0
E
(0)
k,N − Hˆ0,N
: VN :
Q0
E
(0)
k,N − Hˆ0,N
: VN : ψ
(0)
k 〉 (5.5)
−E(1)k,N 〈ψ(0)k , : VN :
Q0
(E
(0)
k,N − Hˆ0,N )2
: VN : ψ
(0)
k 〉, (5.6)
where Q0 is the orthogonal projection on span(ψ
(0)
k )
⊥ and Q0
E
(0)
k,N
−Hˆ0,N
:= Q0(E
(0)
k,N − Hˆ0,N)−1Q0.
It is of course not clear whether the series converges, not even if separate terms do in the limit
n → ∞ and one usually expects that such a series is only asymptotic. However we shall see
below that the first three terms turn out to provide an astonishingly accurate approximation for
the ground state energy and the spectral gap for the AO and to be consistent with the bounds
obtained for the MMM. We will also show that the spectral gap for the MMM remains finite at
large n at least up to the 2nd order.
Another important aspect of the considered here perturbative expansion is that it establishes
a natural connection between the calculation presented in the previous sections and the planar
limit in gauge field theories. In the next subsection we will give examples of planar and non-
planar contributions (resp. leading and subleading) to the vacuum energy using a diagramatic
representation of certain terms popping up in the above perturbative series (5.3), which also
justifies why one can neglect the operators of order O( 1
n
) in (3.24) and (4.38), at least in the
vacuum energy calculations.
5.1 Vacuum energy corrections
Let us remind that the 0th term gives the gaussian variational upper bound and point out
that the 1st order term is always zero. We will see that (at least up to 3rd order) the leading
8In fact ǫ is not only a book keeping parameter but also a manifestation of the silent assumption about the existence
of a small parameter hidden in the model, which in general does not have to exist. However, we will see that for both
matrix models such a parameter exists.
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terms of the perturbative contributions to the vacuum energy for the models considered in this
note correspond to connected planar diagrams in the diagramatic representation and they are
proportional to n2. Let us compute the second and third order corrections to the ground state
energy of the AO (3.1). We put E0,N = Ne0 and E
(0)
0,N = Ne
(0)
0
• 2nd order correction for the AO
e
(2)
0,N
2
= lim
n→∞
ǫ2N
N
〈ψ0, : VN : Q0
E
(0)
0,N − Hˆ0,N
: VN : ψ0〉 = (5.7)
− lim
n→∞
g2ǫ2
64n4ω˜5
〈ψ0, AA†ψ0〉 = − g
2ǫ2
16ω˜5
, (5.8)
where we have used that Hˆ0,NA
†ψ0 = (4ω˜ +Ne
(0)
0 )A
†ψ0.
Let us point out the connection between our perturbative expansion and the topological
expansion with the leading, genus 0 order, being the planar limit. The contraction occuring
in (5.8) has the form Tr(TaTbTcTd)Tr(Ta˜Tb˜Tc˜Td˜)δab˜δba˜δdc˜δcd˜ and it can be represented
graphically as
ab
c d
a˜b˜
c˜ d˜
where a ring with 4 outgoing branches represents the trace of a product of 4 matrices Ta,
a circle at the end represents an annihilation operator while a square stands for a creation
operator carrying the indicated index. Thin lines between vertices represent Kronecker
deltas resp. Wick contractions between annihilation and creation operators. It is clear that
the maximal power of n is attained when adjacent indices in the two traces are contracted,
which corresponds exactly to the drawn above planar contraction. If one contracts e.g. b
with b˜ and a with a˜ instead then the contribution to (5.8) is subleading and the resulting
diagram cannot be drawn in the plane without intersections of the contraction lines.
• 3rd order correction for the AO
e
(3)
0,N
2
= lim
n→∞
ǫ3N
N
〈ψ0, : VN : Q0
E
(0)
0,N − Hˆ0,N
: VN :
Q0
E
(0)
0,N − Hˆ0,N
: VN : ψ0〉 (5.9)
= lim
n→∞
g3ǫ3
45n5ω˜8
〈ψ0, A(a†a†aa)A†ψ0〉 = g
3ǫ3
42ω˜8
. (5.10)
A graphical representation of this contribution has the following form
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ab
c d
a˜b˜
c˜ d˜
e
fg
h
where the bottom circle represents the operator (a†a†aa) = Tr(TeTfTgTh)a
†
ea
†
fagah. If
one replaces it with the operator : (a†aa†a) : Tr(TeTfTgTh)a
†
ea
†
gafah then the resulting
diagram is no longer planar and it leads to a subleading contribution to (5.10).
These corrections decrease the error of determining the ground state energy at large g to
1.5h and 1.1h resp. (see Table 2).
Table 2: Comparison of the exact ground state energies e0 [11] with the optimized Fock space ground
state energies up to 3rd order of the perturbation expansion e
(0)
0 /2, e
(2)
0 /2, e
(3)
0 /2 for several values of
the coupling constant g for the AO.
g e
(0)
0 /2 e
(2)
0 /2 e
(3)
0 /2 e0
0.01 0.505 0.505 0.505 0.505
0.1 0.543 0.542 0.542 0.542
0.5 0.653 0.651 0.651 0.651
1.0 0.743 0.740 0.740 0.740
50 2.235 2.214 2.219 2.217
1000 5.968 5.907 5.922 5.915
g →∞ 0.59527 g 13 0.589075 g 13 0.59062 g 13 0.58993 g 13
For the MMM one can easily repeat the calculation
• 2nd order correction for the MMM
e
(2)
0,N = − limn→∞
1
n4
π4
8ω˜5
〈ψ0, ((iijj) − (ijij))
(
(k†k†l†l†)− (k†l†k†l†)
)
ψ0〉 = −6d(d − 1)π
4
8ω˜5
(5.11)
• 3rd order correction for the MMM
e
(3)
0,N = limn→∞
1
n5
π6
32ω˜8
〈ψ0, {(iijj) − (ijij)}{S1 + S2 − 2S3}{(i†i†j†j†)− (i†j†i†j†)}ψ0〉
(5.12)
= d
(
d2 + 10d− 11) π6
8ω˜8
,
(5.13)
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where we have used the asymptotic formulas (4.47)-(4.52). A diagramatic representation of
these contributions is qualitatively the same as for the AO, which leads to the conclusion
that the operator : ((i†ij†j) + (i†jj†i) − 2(i†ji†j)) : in (4.38) is negligible in the planar
limit.
The reader is referred to Table 3 for several numerical values, which show that the proposed
perturbative expansion is consistent with our upper and lower bounds. One can see that the
operators Tr(a†4), T r(a4), i.e. A,A† for the AO and (iijj), (ijij), (i† i†j†j†), (i†j†i†j†) for the
MMM are the main sources of corrections to the vacuum energy for both models.
Table 3: Comparison of the ground state energies for the MMM in the 0th, 2nd and 3rd order as well
as the lower bound e
(lower)
0 found in Section 4.1
d 3 9 15 25 35
e
(0)
0 9.653 45.968 92.324 184.158 289.562
e
(2)
0 9.351 45.609 91.912 183.679 289.030
e
(3)
0 9.439 45.646 91.944 183.709 289.060
e
(lower)
0 9.349 45.583 91.887 183.658 289.013
5.2 Spectral gap corrections
The spectrum of the singlet sector for the AO consists of a divergent vacuum energy and an
infinite family of equally spaced excited states i.e. with a constant, finite energy gap ω(g)
[14, 15, 16]:
Eλ = e0n
2 + ω(g)
∑
j
jλj . (5.14)
The degeneracy of an energy level Ek = n
2e0 + kω(g) is given by the number of partitions of k.
This result is restored in our perturbative expansion, even in the 0th order, so for U(n) invariant
eigenstates of Hˆ0,N = ω˜(a
†a) + e
(0)
0
2 n
2
I.
For later convenience we choose the second excited eigenstate of Hˆ0,N , i.e. ψλ = Nλ(a†a†)Ψ0(ω˜),
λi = 0, i 6= 2, λ2 = 1, as a starting point for the perturbative expansion. The first order cor-
rection is of order O(1)
E
(1)
λ = limn→∞
g
ω˜2n
〈ψλ, (a†a†aa)ψλ〉 = lim
n→∞N
2
λ
g
ω˜2n
〈ψλ, (aa)(a†a†aa)(a†a†)ψλ〉 = g
ω˜2
. (5.15)
The second and third order contributions E
(2)
λ , E
(3)
λ obtained in this way diverge like n
2. How-
ever, the divergent parts are exactly equal to the corresponding corrections to the vacuum energy
and thus the renormalized energies are finite.
E
(2)
λ,R := limn→∞(E
(2)
λ − e(2)0 n2) (5.16)
= lim
n→∞

 g2
42ω˜4n2

16〈ψλ, (a†aaa) Q0
E
(0)
λ,N − Hˆ0,N
(a†a†a†a)ψλ〉+ 〈ψλ, A Q0
E
(0)
λ,N − Hˆ0,N
A†ψλ〉

 − e(2)0 n2


(5.17)
= −5g
2
ω˜5
, (5.18)
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and similarly the 3rd order renormalized term
E
(3)
λ,R := limn→∞(E
(3)
λ − e(3)0 n2) =
310g3
32ω˜8
. (5.19)
Therefore the spectral gap ω(g) up to the third order becomes
ω(g) =
1
2
(2ω˜ + E
(1)
λ,R + E
(2)
λ,R + E
(3)
λ,R) = ω˜ +
g
ω˜2
− 5g
2
2ω˜5
+
155g3
32ω˜8
. (5.20)
Table 4 shows several numerical values. The accuracy of our approximation is very good,
also in the strong coupling limit g → ∞. The reason why it works so well is the following. In
the optimized Fock space formulation the Hamiltonian takes the form, cp. (3.22)-(3.24),
HN + βN I = ω˜
[
(a†a) +
g
4ω˜3
(interaction terms)
]
, (5.21)
hence the effective coupling constant is not g, but g˜ := g
4ω˜3
. By using eq.(3.8), one gets maxg g˜ =
1
16 , attained in the limit g → ∞, which shows that the system in the optimized Fock space is
coupled weakly even if the coupling g in the original formulation is strong. Let us also point out
that each order in g˜ gives the correct scaling of the spectrum as
ω˜g˜k ∝ g
k
ω˜3k−1
∝ g 13 , g →∞. (5.22)
Table 4: Comparison of the exact value of the spectral gap ω(g) [13] with the perturbative expansion
in the optimized Fock space ω(0) = ω˜, ω(1), ω(2), ω(3).
g ω(g) ω(0) ω(1) ω(2) ω(3)
2 2.454 2.166 2.592 2.382 2.463
50 6.811 5.905 7.340 6.468 6.878
200 10.76 9.319 11.62 10.20 10.88
1000 18.37 15.90 19.85 17.39 18.58
Let us repeat the calculation for the MMM. As the starting point for the perturbation
expansion we choose an analogue of the previously considered for the AO ψλ, i.e. the first
SO(d)×SU(n) invariant excited state of Hˆ0,N = 2ω˜(i†i)+ e(0)0 n2I, namely ψΛ = NΛ(i†i†)Ψ0(ω˜)
and thus E
(0)
Λ = 4ω˜ + e
(0)
0 n
2. The first order correction reads
E
(1)
Λ = limn→∞
2π2
ω˜2n
〈ψΛ, (S1 + S2 − 2S3)ψΛ〉 = 4π
2
ω˜2
(d− 1), (5.23)
and the second order is again divergent with the singular part equal to the corresponding cor-
rection to the vacuum energy e
(2)
0 n
2. Thus the renormalized contribution
E
(2)
Λ,R := limn→∞(E
(2)
Λ − e(2)0 n2) = limn→∞[−
1
4ω˜
4π4
ω˜4n2
〈ψΛ, (T1 + T2 − 2T3)(T †1 + T †2 − 2T †3 ), ψΛ〉
(5.24)
− 1
8ω˜
π4
ω˜4n2
〈ψΛ, ((iijj) − (ijij))((k†k†l†l†)− (k†l†k†l†)), ψΛ〉 − e(2)0 n2] (5.25)
= −40π
4
ω˜5
(d− 1)− π
4
ω˜5
(d2 + 7), (5.26)
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is finite at latge n. Table 5 contains several numerical values of the renormalized energies
E
(k)
Λ,R =
∑k
i=0(E
(i)
Λ − e(i)0 n2), k = 1, 2. It is apparent that the perturbative series has better
convergence properties for higher dimensions d, which can be justified by localizing an expansion
parameter in the Hamiltonian, cp. (4.36)-(4.38),
HN + βN I = 2ω˜
[
(i†i) +
π2
ω˜3
(interaction terms)
]
, (5.27)
hence the effective coupling constant is g˜ := π
2
ω˜3
= 14(d−1) .
Table 5: The perturbative expansion for the renormalized energy (the vacuum energy subtracted) of
the first SO(d)× SU(n) invariant excited state for the MMM at large n
d 3 9 15 25 35
E
(0)
Λ,R 17.16 27.24 32.82 39.29 44.12
E
(1)
Λ,R 21.45 34.05 41.03 49.11 55.15
E
(2)
Λ,R 16.09 31.92 39.57 48.09 54.34
6 Concluding remarks
We have seen in Section 2 that the special choice of the Fock vacuum (resp. Fock space fre-
quencies, ω˜I) eliminates one of the divergent parts of the Hamiltonian, i.e. Tr(a
2+ a†2) ∝ O(n)
and minimizes the vacuum expectation value 〈Ψ0(ω),HNΨ0(ω)〉 = e(0)0 n2 providing a rigorous
upper bound for the ground state energy at large n in a concise way for a rather general family
of Hamiltonians with a quartic potential (1.10). A further study of the remaining divergent
operators, i.e. 1
n
Tr(a†4 + a4) allows to produce astonishingly good lower bounds for the ground
state energy for the AO as well as for the MMM (Theorems 1 and 2) in the planar limit. A
similar mechanism shall lead to the true vacuum in Fock space, however the task is rather chal-
lenging. Our results suggest that one should consider bases consisting of non-linear coherent
states instead of polynomials in simple U(n)/SU(n) invariants (3.11), (4.21), which would fully
capture the divergent behaviour of 1
n
Tr(a†4 + a4). For instance, a possible vacuum state φ0 for
the operator 1
n4
B†B from Lemma 2 has the following form
φ0 := N eγ˜C†ψ0, [A,C†] = I, γ˜ = − βn
3
α+ βγ
, (6.1)
and C can be found recursively as an infinite sum of single-trace operators with increasing length,
C =
∑
k=0Ck, C0 =
1
4n4
A.
Nevertheless, the two considered here matrix models admit a perturbative formulation, which
provides evidence for the validity of the planar limit and it seems to be efficient in approximating
the spectrum, including the strong-coupling regime for the AO, allowing to rederive the well-
knwon result of Brezin et al [11] for the ground state energy with high accuracy. In particular,
the Hamiltonian for the Membrane Matrix Models (1.7), originally not containing a quadratic
term, gains an effective mass in the optimized Fock space and can be treated as a perturbation of
a non-interacting Hamiltonian by the original normal ordered quartic potential with the effective
coupling constant g˜ = 14(d−1) , which means that the model contains a small hidden parameter.
This is perhaps not surprising in the context of the established validity of 1/D expansions
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(where D = d + 1 is the dimension of space-time) in various Yang-Mills theories, see [27, 28].
Our numerical results, Table 3 and 5, show that the perturbative expansion is stable, especially
for higher dimensions of the embedding space, the results are more accurate for larger values
of d, and that it leads to a finite energy gap at least up to the second order. One expects that
cancellations of the vacuum contributions (corresponding to vacuum diagrams), like in formulas
(5.16), (5.19) and (5.24), should occur in any order, depending on the validity of the linked
cluster theorem for this model. Therefore one can conjecture that the spectrum of the properly
rescaled family of Membrane Matrix Models (4.14) in the large n limit remains purely discrete
with a finite spectral gap and a divergent vacuum energy, i.e. a generic energy level EΛ can be
written as
EΛ = e0n
2 + eΛ, 0 < eΛ <∞. (6.2)
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A SU(2) Matrix Models
We will demonstrate that our method is useful also for finite N by comparing the spectrum
computed in the optimized Fock space with the existing results. Consider the n = 2 Matrix
Model
Hd = piapia +
1
2
f
(2)
abcf
(2)
ab′c′xibxib′xjcxjc′ , (A.1)
Using the Pauli matrices σa, a = 1, 2, 3, normalized as follows
Tr(σaσb) = δab, [σa, σb] = i
√
2σc, (A.2)
as a representation of the su(2) algebra, we get f
(2)
abc =
2π·2 32
i
Tr(σa[σb, σc]) = 8πǫabc. Therefore
Hd = piapia + 32π
2ǫabcǫab′c′xibxib′xjcxjc′, (A.3)
In order to compare our computation with the spectrum of the "standard" SU(2) model
H˜d = piapia +
1
2
ǫabcǫab′c′xibxib′xjcxjc′, (A.4)
we need to employ the formulas (4.11) with the interaction part divided by the factor 64π2 and
put γcrit = 0, i.e.
f˜(2) =
f(2)
64π2
=
3d(d − 1)
4ω2
, (A.5)
A˜
(2±)
IJ =
A
(2±)
IJ
64π2
=
(
d− 1
ω2
± ω
)
δIJ , (A.6)
−β˜ = 3dω
2
+
3d(d − 1)
4ω2
. (A.7)
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Therefore the optimized frequency ω˜ solving ∂β˜
∂ω
, resp. A˜
(2−)
IJ = 0 and the variational upper
bound become
ω˜ = (d− 1) 13 , (A.8)
e
(0)
0 = −β˜(ω˜) =
9
4
d(d − 1) 13 . (A.9)
The optimized Fock space decomposition for (A.4) takes the form
H˜d = 2ω˜a
†
iaaia + e
(0)
0 I+ : V :, (A.10)
One can perform a perturbative expansion according to (5.3), treating : V := 12ǫabcǫab′c′ :
xibxib′xjcxjc′ : as a perturbation. Table 6 contains a comparison of the exact ground state
energies for d = 2, [29], and d = 3, [30], with our computation.
Table 6: Comparison of the ground state energy of the d = 2, 3 SU(2) Matrix Model obtained per-
turbatively with the "exact" values eexact0 (obtained by the Rayleigh-Ritz method; note the rescaling
by 2) with our perturbative expansion in the optimized Fock space up to 2nd order
d 2 3
e
(0)
0 4.500 8.504
e
(2)
0 4.219 8.238
eexact0 4.230 8.233
B Trivial instructive example
Let us demonstrate the technique of getting a lower bound for the ground state energy applied
in Section 4.1 and 3.1 on the following trivial example
HN =
N∑
a=1
(ωa†aaa + γ(aaaa + a
†
aa
†
a)), (B.1)
acting on the Hilbert space of su(n) (N = n2− 1) invariant wave functions embedded naturally,
as described in Section 2, in the infinite tensor product of L2 spaces. Performing a Bogoliubov
transformation from a†a, aa to a new pair of canonical creation-annihilation operators b
†
a, ba
a†a = αba + βb
†
a, (B.2)
aa = αb
†
a + βba, (B.3)
with
α = sinx (B.4)
β = cos x, x ∈ R, (B.5)
allows to rewrite HN in the standard form
Hn =
N∑
a=1
(ω + 4αβ)b†aba + (ωα
2 + 2αβγ)NI, (B.6)
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provided αβ = − γ
ω
, resp. x = −12 arcsin
(
2γ
ω
)
. Therefore the rescaled ground state energy is
given explicitly (as the whole spectrum of HN ) and it satisfies the following
e0 := ωα
2 + 2αβγ = −2γ
2
ω
+ ω[sin(
1
2
arcsin(
2γ
ω
))]2 ≥ −γ
2
ω
. (B.7)
This essentially shows what happens if one uses a ’wrong’ basis for a given Hamiltonian with
infinitely many degrees of freedom. The original divergent terms aaaa + a
†
aa
†
a ∝ O(n) can be
eliminated after switching to the correct Fock space generated by b†a at the cost of producing a
divergent multiple of the identity operator as in (B.6).
Another method of getting a lower bound for e0 is based on our considerations from Section
4.1 and 3.1. Let us introduce a pair of composite creation-annihilation operators
A := aaaa (B.8)
[A,A†] = 2NI+O(1). (B.9)
Using the same argument as in Lemma 2, one can show that at large n
a†aaa ≃
1
N
A†A+
∑
λ2=0
|λ|Pλ (B.10)
hence
HN ≃ ω
N
A†A+ γ(A† +A) + ω
∑
λ2=0
|λ|Pλ. (B.11)
Let us introduce a new operator B = A − ǫI , which allows to complete the first two terms of
(B.11) to a full square
HN ≃ ω
N
B†B + ω
∑
λ2=0
|λ|Pλ + e˜0NI, (B.12)
with e˜0 = 2γǫ +
ω
N
ǫ2, provided ǫ = −Nγ
ω
. Now it follows that HN ≥ e˜0NI+O( 1n) and the true
rescaled ground state energy is bounded from below by e˜0
e0 ≥ e˜0 = −γ
2
ω
, (B.13)
which agrees with the exact computation (B.7). This shows again that a special treatment of
divergent matrix elements of the Hamiltonian (||A†ψλ|| ∝ O(n)) allows to produce a reasonable
lower bound for the divergent part of the ground state energy in the planar limit, i.e. after
ignoring terms of order O( 1
n
).
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