England is in love with the disorder and flux which have never ceased to intrigue her scientists and to inspire her philosophers, not as anomalies, but as a reflection of life itself.
T he subject of probability was, of course, motivated initially by its applications. However, there have been earnest attempts to convert it into a branch of pure mathematics, a development suggested by the axiomatic basis of the theory and reinforced by a preoccupation with possible measure-theoretic pathologies. Excesses in this direction led to a reaction, marked by the appearance of the journals Journal of Applied Probability (1963) and Advances in Applied Probability (1968) in Britain and Annals of Applied Probability (1991) in the United States, plus, of course, explicit mention of applications in the titles of the key Russian and German probability journals.
Natural pragmatism had in fact kept the development of the subject fairly continuous in Britain-see the opening quotation, whose reference to England should, as often, be taken as meaning Britain (or even the Anglo-Celtic population of the entire British Isles). The journals JAP and AAP thus found a natural home there, although the foundation and operation of the Applied Probability Trust with which they are associated owes everything to Joe Gani's untiring energy. (See Gani 1988 for his own account.) This survey is largely restricted to the post-war (World War II) surge of development, which began with the activity of people such as Bartlett, Daniels, D. G. Kendall, and Moran. However, there is, of course, a considerable body of classic earlier work. Much of this has a clear biological slant, such as the studies by Galton and Watson of surname extinction and branching processes, Fisher's studies of genetic models (notably Fisher 1937 , which still reverberates in the literature), and the treatments by Kermack and McKendrick (1927) of epidemic models. The war itself gave impetus to stochastic modelling of an operational research character, such as E. A. Milne's study of the optimal distribution of fragmentation of anti-aircraft shells.
The view taken in this article is a personal one rather than an attempt at an exhaustive enumeration, although fairness has been a goal throughout. Coverage of some more recent applications has not been attempted, despite their interest and substance, e.g., finance and artificial neural nets. By its nature, the survey is concerned with models and not with inference. So, for instance, the statistical methods of time series analysis (to which British authors have contributed prolifically) are excluded. The stochastics of time series models are indeed interesting but have long been clarified in the familiar linear stationary case (the only distinctive British contribution being perhaps that of Yule 1927 , with his suggestion of the linear autoregression).
The author is aware that he is over-represented in the reference list. This is a consequence purely of a spread of interests-one of the few favourable to him, some would say.
THE IMMEDIATE POST-WAR SURGE
A consciousness of stochastic processes and their many applications as a coherent subject had developed by the end of the war, particularly in the minds of a group of workers who greatly stimulated subsequent development, and not merely in Britain. One manifestation of this was the publication in 1949 of a special issue of the Journal of the Royal Statistical Society (B 11 No.2) devoted to a Symposium on Stochastic Processes. Papers were presented by Moyal, Bartlett, and D. G. Kendall (listed individually in the references), and Arley led off a vigorous discussion. Moyal's (1949) paper was a huge one, surveying on the one hand a good part of physics (classical, quantum, and statistical) and on the other a good part of contemporary probability theory (e.g., Brownian motion, stochastic integrals, and spectral and orthogonal representations). An attempt was then made to bridge these by considering various models of stochastic dynamics, feeling for a route that Nelson and others were to take later. Bartlett's (1949) much briefer paper was remarkable for the powerful and economical operator formalism for Markov processes which it introduced (although this had been foreshadowed by Palm 1943 , as Bartlett acknowledged when he became aware of the fact). Few could see the point of this, then or later-certainly not referees, who demanded rigour when insight was the issue. Forty years later the formalism emerged as the natural tool for one approach to large-deviation theory; see §6. Little wonder that Bartlett had trouble dressing up his few short lines of insight, when one considers the elaborate and lengthy mechanics of present-day treatments of the large-deviation principle. The paper went on to discuss epidemic models in particular; see §3. His attachment to transform methods is illustrated again in Bartlett and Kendall (1951) .
War work had diverted David Kendall from his intended contemplative vocation as an astronomer. His symposium paper (1949) gave an overall treatment of stochastic population models, supplementing some of the material of his 1948 papers with a technical analysis of a number of variations. So, he dealt with the question of extinction when birth and death rates show a specified time-dependence, and gave an analysis of fluctuations in age distribution. He also made some observations on a case that still resists complete solution, the vector birth/death process, of which type-mutation and sexual reproduction offer the most obvious examples.
Daniels had established his pioneering qualities in the formulation and analysis of stochastic models well before this. His years at the Woollen Industries Research Association had revealed to him the abundance of fundamental problems generated by the textile industry, and his 1945 paper on the strength of bundles of threads is a classic to which we shall return in §2.
Another rider on this wave was Moran, an Australian who began as a pure mathematician in Britain but who then wrote widely in probability, statistics, and applications. The selection of his papers 1947-1954, listed in the references, demonstrates the interest in biological and physical applications which later found substantial expression in his genetic work, for example; but the very significant books he published during the next few years were to a high degree products of this period. Note particularly his texts on the stochastic processes of storage (1959), the statistical processes of evolution (1962) , and the text jointly with M. G. Kendall (1963) on geometric probability, a foundation-stone of the subject.
Bartlett likewise produced one of the first texts (1955, revised 1966, 1978) on stochastic processes, beginning a unification of the field. Its flavour was applied, in that it considered, for example, population and epidemic models. It also considered topics equally important for application and theory: e.g., first passage, and the Markov operator formalism mentioned above. These developments have very much associated Bartlett with stochastic processes, particularly in the minds of those who themselves arrived on the scene in the forties and fifties. It is then something of a surprise to realise, on looking back, that Bartlett's remarkable contributions in this area have been almost incidental to his continuing (and undervalued) inferential interests. Indeed, when studying a stochastic model, Bartlett tended to consider its probabilistic and its inferential aspects almost simultaneously. This is evident in his publications on population processes, stationary time series, point processes, spatial processes, epidemics, and (long a fascination for him) psychological factor models.
In following subsequent work, it is convenient to separate the various areas of application-although authors, of course, do not respect such boundaries. Operational research models might seem a special class, privileged in this context. However, as Kelly (1979) , Whittle (1986) , and others have emphasised, they lie closer to classic physical and population models than is often realised.
PHYSICAL APPLICATIONS
The textile industry is a rich source of fundamental problems, and Henry Daniels' years at the Woollen Industries Research Association (WIRA) gave him a lasting stimulus. His paper (1945) on the strength of bundles of threads is a classic. The question (but posed probablistically) is whether the parting of one fibre in a bundle under tension leads to runaway failure or to stabilisation at a new load-accepting configuration. This was the first advance in the study of failure in structures made of composite or directed materials, nowadays so important, continued by Richard Smith, among others (see, e.g., R. L. Smith 1980 Smith , 1982 R. L. Smith and H. M. Taylor 1984) . One class of such structures is now known as "Daniels' systems." Daniels' treatment required evaluation of the probability that a stochastic function of time should sometime cross a prescribed curved boundary, a study to which he returned repeatedly (see, e.g., Daniels 1963 Daniels , 1989 Daniels , 1996 . This was a topic to which Durbin (1985 Durbin ( , 1992 made contributions now recognised as path-breaking.
A topic much considered in the 1950s and 1960s was that of spatial processes, now termed "random fields," stochastic functions of space (or space and time). The novel structural problems these posed opened up new theory, but investigation was often in terms of particular models. Whittle (1954) considered the spatial analogue of an autoregression; a linear difference equation in the process variable driven by white noise. The novelty was that the purely spatial process does not in general show the analogue of the "arrow of time." Hammersley (1967) tried to transfer the notion of a martingale to the spatial case with his definition of "harnesses." However, it was Hammersley who early helped clarify the concept of a random field, and in particular, a Markov random field. A central result was the HammersleyClifford Theorem (Hammersley and Clifford 1970) , which stated the necessary and sufficient condition on the "potential" (essentially, the joint distribution of field variables) of a process on an arbitrary graph for the conditional property characterising Markov structure to hold. The argument was quite a heavy one; Moussouris, in Oxford at this time, extended its application (1974) . Besag (1974) produced a simpler proof, but by this time Grimmett (1973) , Preston (1973) , and Sherman (1973) had all produced their own proofs. However, the theorem was in fact an immediate consequence of a simple factorisation lemma for random fields deduced much earlier by a Manchester research student, David Brook (1964) . The implication is made explicit in Whittle (1986) .
Finite-order temporal autoregressions generate autocorrelation functions which decay exponentially with lag (for large lag, be it understood). Akaike (1960) had examined data on the roughness of airfields which demonstrated spatial autocorrelations decaying as a power law. He explained this as a consequence of the repeated injection of random variation (from wear) and then repeated smoothing (by grading of the surface). Whittle (1962) analysed a corresponding linear spatio-temporal model, in which the field was subject to the continued injection of white noise and the continued smoothing of a spatial diffusion. Despite the finiteness of its order, this model produced spatial autocorrelations with power-law tails of rational index. The topic has of course greatly developed since, with the study of "1/f noise," self-similar processes, fractals, and long-range dependence.
Cox, sharing Daniels' formative experience in WIRA (but writing for publication first in 1984), had in fact observed the same phenomenon in the spinning of woollen yarn. Thickness variation along the finished yarn also shows power-law decay in its autocorrelation, but it is repeated stretching rather than repeated smoothing which modifies the injected random variation. This mechanism plainly leads to a self-similar process if continued indefinitely, so that a power law is inevitable.
The phenomenon of polymerisation has proved a fertile ground for physical and stochastic modelling. Daniels (1941 Daniels ( , 1952 Daniels ( , 1970 had already begun the statistical study of molecular configuration. However, of deeper interest is polymerisation as a collective phenomenon. In a classic treatment, Stockmayer (1943 Stockmayer ( , 1944 ) combined a deterministic dynamic model for the degree of bonding with an equilibrium Gibbs distribution to deduce the statistics of aggregation and the time at which polymerisation (passage from the many molecules of the sol state to the dominating macromolecule of the gel state) would take place. Gordon (1962) and Good (1963) studied the same process by a branching process model, in which the degree of bonding corresponded to the critical parameter (expected number of immediate progeny), which determines whether the number of ultimate progeny will be finite or infinite. Whittle saw neither of these approaches as corresponding to a clear physical model, and proposed instead a reversible spatio-temporal model of association and dissociation whose equilibrium statistics could be determined. A sequence of papers beginning in 1965 is summarised in Whittle (1986 Whittle ( , 1994 .
However, the spatial element is weak in these processes because the "atoms" are regarded as vertices of a graph rather than as particles stationed in physical space. The graph itself corresponds to the physical configuration and its components to the molecules. The model can be seen as a mean field version of a truly spatial model, whose conclusions are in fact consistent with those of a model in a Euclidean space of sufficiently many dimensions. Grimmett treats a number of truly spatial "random-cluster" problems; see, e.g., his paper of 1995.
Probabilists not normally associated with polymerisation considerations (e.g., Kingman 1982 , 2000 and Aldous 1999 ) have more recently become aware of the beauties of the problems generated in the earlier version of a coagulation model proposed by Smoluchowski (1916) . They consider a process of pure association (so, without dissociation) and are interested in the statistics of passage to the coalescent; the configuration reached when steric constraints prohibit further bonding. Kingman had the very different genetic application in mind, to which we shall turn in the next section.
Hammersley (1963) had also considered the configurational statistics of long-chain polymers. This was related to his long preoccupation with self-avoiding random walks (see Hammersley and Morton 1954) . It was through applications such as this that he saw how pervasive was the concept of a subadditive process, a theme developed by Hammersley and Welsh (1965) with further applications. Their conjecture of an ergodic theorem for such processes was proved by Kingman (1969) , who went on (1973, 1976) to develop both their theory and their application A genuinely spatial model is the percolation model, associated particularly with Hammersley, and first set out explicitly by Broadbent and Hammersley (1957) . This considers "flow" through the arcs of a lattice (usually cubic) which is random in that arcs have (independently) probability p of being nonconducting. The model shows critical effects, which were analysed by Hammersley in a sequence of some 20 papers, listed in Grimmett (1989) , now the standard work on the subject. These have been followed up avidly by both probabilists and physicists because the percolation model can be seen as the simplest representative of a whole class of interesting statistical-mechanical models. Grimmett himself has a long list of contributions to the subject, of which we note his 1984 and 1991 papers for especially significant advances. The two 1984 papers with Kesten are noteworthy in that they relate percolation problems to those of random electrical nets and obtain the remarkable evaluation of the expected resistance (between two widely separated nodes) in such a net.
Bartlett's interest in physical applications was implicit in much of his work. It is explicit in earlier work with Moyal (1961) in his paper on path integrals and also in his review paper (1962) .
The topic of spatial processes (random fields) recurs in this last paper, as it does in a sense in his papers (1954, 1963, 1967) on point and line processes. "Nearestneighbour models" (Markov random fields) are discussed in a number of short notes and in the three-part paper which began in 1971.
Cox was clearly the most eminent statistical scientist (to use the term that has become current, and which fits him perfectly) of his generation in the United Kingdom. However, he has advanced applied probability in passing.
In the present context, we may mention his suggestion of the doubly-stochastic Poisson process (Cox 1955a ) and the elegant text on point processes (Cox and Isham 1981) . A notable development of point processes was the class of self-exciting processes proposed by Hawkes and now known under his name (see Hawkes 1971 and references) .
Spatial processes might be seen as somewhat akin to geometric probability, already mentioned in connection with Moran. David Kendall's "shape theory," motivated originally by his interest in configurations of standing stones, gives a distinctively original twist to these topics; see Kendall et al. (1999) for a recent exposition of the work. Kendall (1974) made another free-standing contribution. This paper predicted a "circle of confusion" for homing birds in the vicinity of their target, explained by the fact that Brownian motion in more than one dimension will show an effective repulsion from any given point.
POPULATION AND BIOLOGICAL MODELS
We have already mentioned Kendall's population models (1948, 1949) , which were reviewed in Bartlett (1955) and were given a new twist by Kingman (1969) in a paper to which we shall return. However, from the 1950s, interest shifted to the phenomenon of epidemics, intrinsically nonlinear and so more graphic in their dynamics.
Quantitative models for the spread of infection are obviously important, and certainly must be stochastic unless one can assume that numbers in all relevant categories are large. Bartlett (1949) set up dynamic equations for the so-called "recurrent" case (in which a low level of infecteds will be associated with a rise in the number of susceptiblesby immigration, for example) and deduced the possibility of quasiperiodic infection, consistent with observations on measles in closed communities.
In the nonrecurrent case, one can ask whether an epidemic will occur-an epidemic being defined as the event that more than a prescribed proportion of the population ultimately becomes infected. Kermack and McKendrick (1927) had proved a classic threshold theorem for the deterministic model; this stated that an epidemic could not occur unless the initial number of susceptibles exceeded the ratio of the removal rate (of infecteds) to the infection rate. Bailey (1953) evaluated the distributions of the total number of infecteds numerically but missed the point that a stochastic threshold theorem was evident in the fact that his distributions were sometimes J-shaped (when the infection soon died out) and sometimes U-shaped (when there was a positive probability that the infection could get a grip). Whittle (1955) developed this observation to prove the stochastic threshold theorem, which is indeed just a statement that the "birth rate" of the population of infecteds must exceed its "death rate." The proof requires more than this observation, however, because the "birth rate" varies with the number of susceptibles, and the event that the infection shall ultimately die out implies nothing on the proportion of susceptibles that have by that time succumbed. Theory up to this point is well presented in Bailey (1957) . Kendall (1957b) considered a phenomenon that one might think analogous to the propagation of an infection: the propagation of a rumour. However, Daley and Kendall (1965) showed that it differs enough that there is no threshold effect. Bartlett (1949 Bartlett ( , 1956 Bartlett ( , 1957 Bartlett ( , 1960 was mostly concerned with recurrent epidemics. As mentioned above, a feature of these is the possible occurrence of a quasiperiodicity, analogous to that in predator-prey models. Bartlett particularly investigated the effect of community size on period and on the probability of extinction of the infection. However, an interesting theoretical point emerges in his papers of 1956 and 1960b. He approximates the nonlinear stochastic dynamics by regarding transitions over a short time interval as equivalent to the superposition of conditionally independent Poisson streams. The approximation deduced in this way is exactly that delivered by a large-deviation treatment (see Whittle 1996, p. 397) .
Daniels returned to the epidemic model repeatedly (see, e.g., 1965, 1972, 1990 ), using his well-known approximating ingenuity to deduce information on the distribution of the total size of an epidemic and of the size and time of peaking. Gani (e.g., 1967 Gani (e.g., , 1978 Gani (e.g., , 1987 ) considered a number of special epidemic models. His work over a period of time is collected in Gani and Daley (1999) . Coupling techniques were used by Ball (1983) to derive a general form of the threshold theorem and by W. S. Kendall and Saunders (1983) to study two-type epidemics. Ball (1986) also obtained a number of exact results on the total size and severity of epidemics.
It is natural to consider the spread of an infection in a spatially-distributed population. This brings one to the general question of spatial propagation-of, e.g., an infection, a rumour, or a gene. The papers by Fisher (1937) and Kolmogorov et al. (1937) had both considered the wave of advance of an advantageous gene, and the same reaction-diffusion equation, in the same year. Both papers demonstrated that all velocities above a certain value were mathematically possible, but the Russian paper showed also that this minimal value was the physically meaningful one. Kendall (1965) considered the corresponding deterministic infection model. He demonstrated a threshold theorem, in that propagation was not possible unless the population density exceeded a critical value and that, if this condition is satisfied, the velocity of propagation is again bounded below. Mollison (1970 Mollison ( , 1977 demonstrated that any translation-invariant Markovian stochastic process which spreads by contact in a finite-dimensional Euclidean space (or on an embedded regular lattice) has finite velocity if the contact distribution is exponentially bounded and that this is also a necessary condition for populations whose total numbers grow exponentially. Much material is collected in Mollison (1996) . Daniels (1977 Daniels ( , 1995 also obtained results in this context, using the saddlepoint techniques he had employed (1982) so effectively in statistical and probabilistic contexts. For a consideration of spatial epidemics with recovery, see Grimmett et al. (1998) .
At a much finer biological scale, ion channels constitute a particularly interesting mechanism which demands a sophisticated stochastic model. Hawkes and coworkers made the fundamental contributions in the analysis of such models; see Hawkes (1977, 1982) and Hawkes et al. (1990) for key references. These results have been strengthened and given a more general setting by Ball and coworkers; see Ball and Sansom (1988) , Ball et al. (1991) , and Ball (1997) .
The subject of genetics provides a natural source of fascinating stochastic models. One of the most interesting questions concerns the reconstruction of ancestral trees from present-day chromosomal data-a problem in inference that demands a clear probabilistic analysis before it can be tackled. On p. 167 of the discussion following the paper presented by Edwards (1970) , the author suggested reconstruction by backwards recursion in time of a conditional distribution; Kingman (1982) formulated such an approach in the more explicit form of the coalescent. Donnelly and Tavaré (1986, 1995) and Donnelly (1991) extended the coalescent model and established its robustness as a description of population genealogy. The Donnelly-Tavaré-Griffiths sampling formula derived in the 1986 paper has proved to have much wider probabilistic applications; see Donnelly (1986) and Donnelly and Grimmett (1993) . Many of the genetic processes are intrinsically infinite-dimensional, an aspect that has received attention by Donnelly and Kurtz (1996, 1999 ). Kingman's lasting interest in genetics is manifested also in his publications of 1961 and 1980.
QUEUES AND RELATED TOPICS
The stochastic behaviour of a queue was as intensively studied in Britain as elsewhere in the 1950s. Also as elsewhere, the interest generated by this essentially stochastic phenomenon, simple but multifaceted, varied as periods of ever-heavier analysis alternated with moments of insight. One can argue that the problem first found its right setting when embedded in the larger theory of queueing networks, discussed in the next section. An approach that has a similar effect is that followed by Dobrushin and his colleagues, of giving the problem a statistical-mechanical character by considering large parallel ensembles of identical queues. Analysis of performance when, for example, arriving customers may choose the currently shortest queue in some set, is vastly simplified by this stratagem. Kendall (1951 Kendall ( , 1953 ) gave a simplified account of the Pollaczek-Khintchine equilibrium analysis of the M/G/1 queue by achieving a Markov formulation of the problem. Cox (1955b) virtually reversed this argument. He saw that there were general classes of queueing problems for which the distributions sought (of waiting time, queue size, etc.) had a rational moment generating (or probability generating) function. This rationality could be seen as a evidence of a structure that would be Markov if suitable supplementary variables were introduced, at least if one were willing to accept the idea of complex transition rates. Lindley (1952) saw that Khintchine's analysis of the M/G/1 queue could be extended to the GI/G/1 queue, in that one could derive an integral equation (the Lindley equation) for the probability density of a random variable related to the equilibrium waiting time. W. L. Smith (1953) was diverted from other pursuits to give a Wiener-Hopf determination of the solution. He also (Smith 1955 ) fastened on the regenerative aspects that Kingman was later to see as significant.
The book by Cox and Smith (1961) gave a typically early and clean review of the subject. It also solved versions of problems that were to become continuing themes in the literature: the optimal service policy (in an averagecost sense) for queues with customers of several classes, the machine interference problem, and the treatment of nonexponential service times (and so of the insensitivity question) by the method of stages. Kendall's papers of 1960 and 1964 related analysis of queues to the now more general topic of Markov processes with the property of geometric ergodicity. Loynes (1962a Loynes ( , 1964 gave the first treatment of a queue in terms of sample paths, rather than distributions, allowing him to analyse cases of nonindependent interarrival and service times. His papers (1962b, 1965 ) exploited this generalisation. Kingman (1966) then achieved one of those moments of insight when he demonstrated that the Lindley-Smith approach, the earlier work of Pollaczek and the later application of Spitzer's identity all worked because of a simple algebraic property of the underlying random walk. His analysis also demonstrated that the property unfortunately failed to hold in the multiserver case.
Kingman saw the heavy traffic regime both as practically important and as revealing the essential properties of queues and queue disciplines; see his papers (Kingman 1961 (Kingman , 1962 (Kingman , 1965 (Kingman , 1982a . The subsequent work on "Brownian networks" by M. Harrison and others in the United States is a natural development of this line of thinking. Kelly makes the pertinent observation that heavy traffic approximations are natural in manufacturing applications in a way that they are not in communication applications (for example), because in the former case the system can be optimised to run at almost full capacity. Cox and Bloomfield (1972) investigated the other extremelow traffic. The study of queue discipline also led Kingman to his theory of regenerative phenomena (1972) , which applied to Cox point processes and to Type II counters as well as to queues. He also argued later (see, e.g., Kingman 1975) for the relevance of this theory and the more subtle local time theory of "fictitious" phenomena to applications. Bingham and Dunham (1997) found a novel use for the Kingman theory in the analysis of a very different but classic problem: the estimation of Avogadro's number from count data.
Queues, or at least the simplest ones, can be seen as random walks modified by special boundary conditions. There are other topics of this nature. Gani unified the theories of dams and of inventory control in his study (1957) of storage systems; see his paper of 1969 for later work. The companion paper by Kendall (1957a) studied two topics in the theory of dams: equilibrium behaviour for dams with a gamma input and the distribution of time to first emptiness. Bingham (1975) later clarified a whole literature and set these matters in a wider context when he saw that the Wiener-Hopf factorisation required for solution of these problems (via a continuous-time version of Spitzer's identity) could be achieved if the jumps in the process have only one sign. Cox's (1962) book on renewal theory was virtually a companion volume to the Cox/Smith work on queues, and gave a similarly clear account of current theory. Operations research considerations were foreshadowed in its treatment of failure models and replacement strategies. The investigation of queues in OR contexts of course continues apace; see, e.g., Stidham and Weber (1989) and Weber and Weiss (1994) .
NETWORKS, TELECOMMUNICATION
Networks are now a central feature of modern technology, occurring in processing, queueing, communication, computer, distribution, and traffic contexts. An extensive theory has been built up on the basis of the stochastic models of such networks that are required for performance evaluation and optimisation.
One of the first real advances was the discovery of Jackson networks: a class of queueing networks, that are soluble in that the equilibrium distribution of their state has a known, simple, and meaningful form. These were first discovered for the case of simple queues in series by R. R. P. Jackson (1954) in a U.K. National Health Service study of patient flow, and then in a much more general case by J. R. Jackson (1963) in a U.S. study of jobshop queueing. They are repeatedly rediscovered. The paper by Whittle (1967) might be dismissed as, at best, an early rediscovery, were it not for two points. One is that the paper identifies the partial balance property of a Jackson network; this implies an insensitivity property, to be discussed later. The other is that the corresponding treatment of open networks (Whittle 1968) shows how the analytic solution for the equilibrium distribution identifies the location and character of bottlenecks (choke points) in the net. Kingman (1969) evaluated the equilibrium distribution for a number of variants of the Jackson network. However, the tour de force of this paper was the corresponding evaluation for a network that was radically non-Jackson, in that occupation of a site inhibited further migration into that site.
The reversibility and network themes were picked up at speed by Kelly, whose early work was incorporated into his monograph (1979) . This generalised Jackson networks in a number of ways (the labelling of customers by type allowing a programming of their passage through the network) and demonstrated the common ground of these network models with other operational research and genetic models. Reversibility arguments gave an almost immediate demonstration of the fact that the output of a Jackson network has the same independent-stream Poisson character as its input, a property taken as the defining characteristic of the more general "quasireversible" systems.
Kelly moved to the telecommunications context when, in 1985, he established working contacts with British Telecom and Bell Labs. Telecommunications present the two (ever less distinct) cases of voice transmission (associated with loss networks and the formulation of good acceptance and routing rules) and packet transmission (associated with random access channels and so with the formulation of congestion-avoiding protocols). His paper (Kelly 1985a ) on blocking probabilities in circuit-switched networks showed what meaningful consequences can follow from an essentially Gibbsian analysis. In his RSS read paper, Kelly (1985b) , saw the essence of a number of the outstanding problems as being contention, which is perhaps another way of saying that these are resource allocation problems of a particularly sophisticated nature. The question of effective random access protocols raised there stimulated the subsequent papers by Kelly and MacPhee (1987) and Aldous (1987) , which demonstrated that nothing slower than exponential back-off will stabilise a network with no upper bound on the number of users. These papers are cited in theoretical computer science areas and, as far as hard practice is concerned, were cited by Jacobson and Karels (see Jacobson 1988) in their development of the "Transmission Control Protocol" (TCP), now part of the ubiquitous TCP/IP Internet protocols).
A striking advance in the solution of the routing problem for loss networks was made with the development of "dynamical alternative routing" (DAR); see Gibbens (1988) and Gibbens et al. (1995) . This technique demands virtually no computation or knowledge of the state of the network in that, if a direct route is not available, it randomly seeks for a two-link route until one is found. Its performance is nevertheless almost optimal, and the rule has been built into the electronics of British Telecom's current systems.
This degree of directed activity had by now attracted a number of able younger workers to what became known as the Stochastic Networks Group in Cambridge, among them Richard Gibbens, Phil Hunt, Neil Laws, Graham Louth, Ian MacPhee, Peter Key, Ilze Ziedins, and Stan Zachary. The work on loss networks by Kelly and his coworkers, Gibbens, Hunt, and Louth, is summarised in Kelly (1991) . The scale asymptotics of loss networks has proved to be a continuing theme for the group as for others; see, e.g., Whittle (1988) , Zachary (1996) , and Zachary and Ziedins (2002) .
The introduction of state-dependent routing rules such as DAR brings a qualitatively new level of integration to the functioning of the network. This, however welcome for performance, must be taken account of by an increased sophistication of network design. Kelly (1988) laid the basis for such a refinement by calculating proper shadow prices for increase of capacity at various points of the system. Key (1988) continued the analysis to application.
The resource allocation problem extends to the real-time allocation of frequencies for cellular phone systems and the real-time allocation of network capacity to the many types of traffic (e.g., audio, video, computer) now existing. Nowadays, a given type of traffic is characterised by its "bandwidth;" roughly, the minimal processing rate needed to make buffer saturation for that traffic-type improbable, the buffer size being determined on cost or delay grounds. Gibbens and Hunt (1991) made an influential early contribution; Kelly (1996) then brought ideas nearer to application by using large deviation insights to simplify statistical descriptions of communication traffic. Courcoubetis and Weber (1996) demonstrated in a much-quoted paper the simplicity of characterisation that results from an important limiting regime.
More recently, Kelly et al. (1998) , Courcoubetis et al. (2000) , and Kelly (2001) show how mathematical methods are being used to address current issues concerning the stability and fairness of rate control algorithms for the Internet-another manifestation of the issues that arise for systems operating in a highly integrated fashion.
A property which emerges in several contexts is that of insensitivity, remarked early in the derivation of the Erlang distribution. This had been investigated by Matthes and König, among others, but their semi-Markov formalism remained forbidding. Whittle (1986 and references) adopted instead a technique in which the state space of a given Markov process is enriched in a particular way (an extension of the well-known method of stages). It follows then quite readily that for every balance relation satisfied by the original process, one can assert an invariance (under the enrichment) of some distributional aspect of the original state variable.
OPTIMISATION, SCHEDULING, AND CONTROL
This section does no more than sample a miscellany of topics whose proper coverage would demand a separate article. The multi-armed bandit would belong among them, but its particular history earns it a separate section. As one sees from the pages of the Journal of Applied Probability or the Annals of Applied Probability, a substantial proportion of applied probability models have OR overtones, in that they are concerned with the optimisation of production or some other economic activity. Early examples of this emphasis are to be seen in the evolution of machine-minding policies in Cox and Benson (1951) , replacement policies in Cox (1959 Cox ( , 1962 , and service policies in Cox and Smith (1962) . Whittle's (1970 Whittle's ( , 1992 approach to probability via expectation was motivated partly by the fact that it is an expectation which is to be optimised in the great majority of cases. His other general text (Whittle 1982 (Whittle , 1983 was directed explicitly to the dynamic case.
The much greater sophistication of current scheduling studies is reflected in Weber's work; see, e.g., the rich vein of study opened by Coffman et al. (1993) . This shows that an evaluation of the average-case behaviour of binpacking algorithms leads to methods of proving stability of Markov chains.
There has been a British interest in the stochastic aspects of control from relatively early days. Whittle (1963) studied the optimisation of prediction and control for stochastic models subject to LQG (linear/quadratic/Gaussian) assumptions, using generating function methods (demanding canonical factorisations) for the stationary case. Kalman (1960) was on a more fundamental track when he took the approach of using recursive methods (demanding solution of the Riccati equation) for the Markov case. Jacobson (1975) generalised the Kalman approach to the risksensitive LEQG case, in which the criterion function is the exponential of a quadratic cost function. However, the imperfect-observation version of this model resisted treatment until Whittle (1981) found a generalised certaintyequivalence principle. This material was developed in Whittle (1990) , which also explored the canonical factorisation associated with extremisation of a path integral. All this work then generalised remarkably to models that admitted a large-deviations treatment; see Whittle (1990 Whittle ( , 1991 Whittle ( , 1996 . This also marked the happy completion of a circle because it turned out to provide the natural application of the operator formalism that Bartlett had pioneered in 1949.
Jacobson was a member of the influential control group headed by David Mayne at Imperial College, responsible for so much of the high-class work on optimal stochastic control in Britain. This included also Mark Davis, Martin Clarke, and Richard Vintner. Their specialist line of work was long regarded as distinct from that of the applied probabilists, but the difference is now seen as more one of emphasis than substance. Mark Davis's early interest seemed to be principally in questions of rigour, although his texts (1977, 1984a, 1993 ) make clear their practical motivation. His later introduction of piecewise deterministic processes (1984b) combines practical interest with mathematical ingenuity, as does his study of the effect of switching costs on portfolio optimisation (see, e.g., Davis and Norman 1990, Davis and Zariphopoulou 1993) , which has indeed affected investment practice. Piecewise deterministic processes constitute a significant class of models, whose theory has been further studied by Dempster (1991) and Dempster and Ye (1995) .
Bather is a statistically based researcher who from the beginning tackled simply posed but difficult stochastic optimisation problems. Although these defied solution, he extracted insight by ingenious approximation and comparison techniques; see, for example, his papers (Bather 1963 (Bather , 1966 (Bather , 1969 on the optimisation of policies for dams and inventories. The study of special problems led him to deeper considerations (Bather 1973 ) and wider perspectives (Bather 2000) . His joint studies with Chernoff (Bather and Chernoff 1965, 1967) of optimal space-ship navigation deduced the stochastic analogues of the bangbang rules known to be optimal for the deterministic case, and enormously reduced this very difficult problem. They also led to the first full analysis (Bather 1970 ) of the relation between optimal stopping for Brownian motion and a free boundary problem for the heat equation.
THE MULTI-ARMED BANDIT
The multi-armed bandit problem is celebrated for the long challenge it posed. The problem is a natural one: a dynamic version of the optimal allocation of resources over a given set of reward-yielding activities. In the simplest version, the activities are independent "projects" that develop by Markov rules, the resource is attention, which can be devoted to only one project at a time. This simplest case had resisted analysis, however, to the point of being regarded by some as intrinsically insoluble.
It was then something of a triumph when Britain produced first a solution and then a series of insights that both simplified and extended understanding. Gittins, working first with ICI and then at Cambridge, had in fact solved the problem by the late 1960s. The initial publication of his results (Gittins and Jones 1974) attracted very little attention; it was first after an RSS discussion meeting (Gittins 1979 ) that realisation of the significance of his work began to spread. The essence of the solution was definition of the Gittins Index, a function of project and its state, defined as a fair price for purchase of the project in that state if the price offer is to remain open in the future. The optimal policy for the multiproject situation is to concentrate on the project of currently greatest index. Gittins regarded truth of this assertion as almost self-evident. His colleagues, initially sceptical, became intuitively convinced by his suggestion but could not be truly convinced by his proof, which required a convoluted interchange argument.
Restimulated by the RSS meeting, Whittle managed to produce a proof of optimality by explicit solution of the dynamic programming equation, both for closed (Whittle 1980) and open (Whittle 1981) populations of projects and also for so-called superprocesses (for which operation of the projects involves internal decisions as well as choice of project). The considerable insight produced by this line of attack was incomplete at just one point: A truly economical proof would be available if one could only establish that there was an optimal policy that had the so-called write-off property (e.g., that if there were a project that gave a guaranteed rate of reward, then the other projects would be successively and permanently abandoned once their states had entered some "write-off" set). Tsitsiklis (1986) later found a simple proof of this conjecture, so completing a concise proof of the optimality of the Gittins index policy.
However, the ultimate in economy and elegance was reached sometime after that by Weber (1992) , who produced a brief and purely verbal proof of optimality. Winkler rightly used Erdös's term, "God's proof," to characterise it.
Prominent among contributors to the topic, both before the 1979/1980 developments and after them, was Glazebrook; the references give a small sample of his work. Gittins (1989) produced a text that gave a definitive and unified account of the state of the theory at that date. He was very conscious of the natural question: To what extent could his solution be extended to dynamic allocation processes that allowed more general evolution rules under a more general pattern of resource allocation? Gittins had himself considered such generalisations; Whittle considered a particular one in his treatment of "restless bandits" (1988b). These generalise the simple model in that projects may evolve even in the absence of attention (although then by different rules). Whittle's treatment relied on a phenomenon already evident in the optimal service discipline for multiclass queues derived by Cox and Smith: the simplification of the solution in the undiscounted ("averageoptimal") case. Although the paper demonstrated a simple formalism which considerably generalised the Gittins index, the mathematical treatment was incomplete. These deficiencies were made good in a powerful paper by Weber and Weiss (1990) . The alternative "achievable region" approach seems to provide an effective treatment of this and other radical variants of the problem (see Glazebrook et al. 1996 Glazebrook et al. , 1999 , and subsequent work by Niño-Mora).
