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ABSTRACT
HIGH VOLTAGE TRANSMISSION LINE ROUTE
SELECTION BY GOAL PROGRAMMING TECHNIQUE
Name : El-Habash, Bilal Abdul-Latif 
University of Dayton. 1988
Advisor : Dr. B.M. Schmidt
High voltage transmission line route selection is decided by the need 
of minizing its cost, social and environmental criteria. This can be done by 
Incorporating the following programs. The K-th shortest paths and the 
Zero-One integer goal programs. In the first program the K least costly 
routes are found, then these routes subjected to social and environmental 
criteria using the second program to select the best route among the K-least
cost routes.
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Chapter I
INTRODUCTION
GENERAL
The transmission line system is the higher voltage network connecting 
generating stations or substations to load centers. When a utility recognizes 
the need for a new transmission line or augmentation of an existing line, a 
number of alternative routes are tentatively selected and are subjected to 
technical and economical analysis. However, recently the choice of a 
transmission line route may be determined in many situations by the need to 
minimize its social and environmental impact.
As a consequence of increased attention to the environment, the lead 
time from planning to commissioning of a transmission line has been 
lengthened considerably. This is to allow for preparation and publicizing of an 
impact statement and sometimes for a public enquiry. Such a lead time for a 
major line is now of the same order as that of a large power station in some 
cases [1].
The social and environmental impact has been considered in the U.S.A. 
since 1970, and in Australia since 1972. They initiated the practice of 
requiring an enquiry as to environmental effects as part of the planning for
1
2new developments. Following this approach many transmission lines of 
different voltage levels in different parts of the world were selected after 
their environmental impact was assessed [2].
The choice of a route requires a comparative analysis of feasible 
routes based on planning, responses of involved parties (restraints), and the 
capacity of regional landscape types to accept transmission lines [1,3].
The relative significance of evaluation objectives or factors will vary 
greatly from one society to another.
The selection of the best transmission line route must be based on the
nature of the land it passes through and the ability of the land unit to absorb 
the visual impact of the tower and lines. Design principles, planning, 
maintenance, implementations, cost scenic quality and the capacity of the 
landscape to absorb the lines must all be taken into account [4,5].
THE AIM OF THE PROJECT
1 he objective of this thesis is to apply multiobjectives programming to 
selecte a transmission line route and to select an alternative of four concepts
of interconnection network of six states.
This is accomplished by:
a- Finding the K-shortest route (l.e. K=J) based on the cost (economical) 
criteria. This cost Is proportional to the length of a proposed 
transmission line and the number of the angles in that route. The
5Double Sweep Method will be used to determine the K-shortest paths 
program [4,6,7,8].
b- Developing social and environmental crlterlal which are to be used to 
assess the suitability of each chosen route [2,9,10].
c- Subjecting the desired routes found in (a) above to the social 
environmental criteria of (b) above by using the Zero-One goal 
program [11,12,13,14]. The implicit enumeration method is used to 
solve the Zero-One goal program [6,15,16]. This will help to select the 
route with least environmental Impact or to find the best route that 
has best technical objectives.
d- Applying the above methodology to the following local applications:
1- Selecting a transmission line route between Qatif to Awwamiyah 
Grid Station in the Saudi Consolidated Electric Company 
(SCECO) East network.
2- Selecting the best interconnection transmission concept between 
several networks that have different frequency systems.
e- Presenting an alternative method "TOPSIS" to select the best
transmission line.
4THESIS OUTLINE
Chapter two covers a literature review of all methods: Double Sweep 
Method, Implicit Enumeration Method and TOPSIS method. Chapter three 
covers programming formulation of the three methods and examples. Then In 
chapter four discusses the development of social environmental cost, technical 
and economical objectives. Chapter five presents applications to Zero-One 
Coal program. In chapter six conclusion and future work are presented.
Chapter II
LITERATURE REVIEW
THE DOUBLE SWEEP METHOD
The double sweep method will be used to determine the K-shortest 
paths from a given node to all other nodes of a network. It is selected from 
other methods, such as, the Jacobi Method, and the Gauss-Seidel Method. 
Hence, it offers an extremely effective procedure for finding the K-Shortest 
Paths, and requiring less numbers of iteration to converge than others [7].
The solution procedure of the double sweep method Involves the use of 
two special algebraic operations. These operations are performed on vectors 
rather than on single numbers, and this is the reason why are called 
"generalized operations". The vectors to be considered must all have the same 
dimension, and have finite as well as infinite elements, but it is required that 
the finite elements be strictly in an increasing order and proceed the infinity 
elements. A result of this requirement is that all the finite elements of the 
vector are numerically different [7,17]. The following are examples of 
acceptable vecotrs:
A = (-4i. 0, 7, oo)
B = (3, 4, «>)
5
bOn the other hand the following vectors are not acceptable:
C = (-4. 3, 3. 9)
D = (-9, 0. 9)
The generalized operations are now discussed. The first operation is referred 
to as a generalized minimization and the second one as a generalized addition; 
that is, they can be performed on only two vectors at a time.
The following notation will be used:
R the set of real numbers
R the set consisting of the elements of R plus the element <»
oo
K the desired number of path lengths
S(K) the set of vectors of dimensions K with elements from
arranged in strictly increasing order 
MIN. the operation of identifying the J-th element of a given set.
2.1.1 Generalized Minimization:
Let A,B, and C be three vectors from S(K). That is: 
A — (aj,a2>...> a^),
B — (bj,b2,...,
aj <a2<... <ak; a. in R^ 
b, < bo < ... < b^; b. in R„
C = (c ,c , 
1 2
c ). 
k
c < c < ... < c ; c in R
1
1 k i
Let T + be the set formed with the elements of the vectors A and B. 
The generalized minimization ffi is defined by AffiB = C where Cj = MINj(T+),
for j=l.....K.
7As an illustration, let us consider the vector A = (-4, 0, 1. <*») and B = 
(1, 7, 8, 9). The set formed with the elements of vectors A and B is given by 
(-4, 0, l.oo, 1, 7, 8, 9). The element of this set can be arranged in strictly 
increasing order as follows: -4, 0, 1, 7, 8, 9, <». Since the vectors under 
consideration have dimension equal to 4, the generalized minimization of A 
and B is given by the vector C = (-4, 0, 1, 7), which contains the four minimal
elements of the set under consideration.
2.1.2 Generalized Addition:
Let A,B, and C be three vectors from S(K).
Let TX be the set formed with cross sums of the elements of the vectors A 
and B. The generalized addition ® Is defined by A « B=C, where Cj = 
MIN.(TX), foir j=l.....K.
As an illustration, let us consider the two vectors A and B used to 
explain the generalized addition. The cross sums of the elements of these two 
vectors are as shown in Fig. 2.1.2.
The set consisting of cross sums is therefore defined as 
[-3,1,2,oo,3,7,8,oo,4.8.9,oo,5,9,10.oo]. Also, the elements of this set can be 
arranged in strictly increasing order as follows:- 3,1,2,5.4,5,7,8,9, lO.oo. Then 
the generalized addition of A and B is equal to C = [-3,1,2,3]. Since K = 4.
a2.1.3 Computational Methodology:
Let A be any vector in S(K), and define F = [0, «>, ... °°] and V =
[00,00........ 00], both in S(K); then it is obvious that the following relations always
hold:
A © V = A
A © V = V
A ® F = A
The computational aspects of the double sweep method can be 
summarized as follows:
Elements of A
-4 0 1 00
1 -3 1
7 3 7
elements of B 8 4 8
9 5 9
2 00
8 00
9 00
10 00
Figure 2.1.2. Generalized addition.
9Assume that all nodes in the network are numbered 1 through n, and
that the length of each arc (i,j) is equal to d-j. Now, define:
D = [d , °o, <»,..., oo] in S(K) 
ij ij
D=[D ] 
ij
L = [L..], where L^. = D.. for i>j; L.. = V for i<j (lower matrix)
U = [Ujj]. where U.. = D.. for i<j; = V for i>j (upper matrix)
In these definitions D.j, L... and U.. are vectors from S(K), and D,L,
and U are matrices whose entries are vectors from S(K).
Let EQm be a vector in S(K) containing the initial estimates of the
K-shortest path lengths from the origin to node m. It is assumed that the first
element of E is equal to zero when m is the source node. All the vectors om
EQm, m = 1,2,....n, can be arranged in any array E(O) as follows:
E<°> = £Eol,Eo2.....EonJ
Note that E(O) is actually a vector whose entries are elements of S(K). At the 
w-th single sweep, the double-sweep algorithm constructs a vector E(w),
defined as follows:
E(w) = [E ., E . ..... E ]v 1 wl w2 wnJ
where ^wm is an element of S(K) containing the current estimates of the K 
shortest path lengths from the origin to node m. The generation of the vector 
of estimates is accomplished by the following pair of recursive relationships:
E(2r+1) = E(2r) © E(2r+1) ® L (2.1)
E(2r+2) = E(2r+1) © E(2r+2) ® U (2.2)
These relationships are used in alternating fashion, for each value r = 0,1,2,...
The solution converges to an optimum when the estimates remain unchanged
10
after two successive applications of the relationships. The operation definedin 
Eqn. (2.1) is called a backward sweep and the one defined in Eqn. (2.2) is called 
a forward sweep. In both of these equations, the generalized addition is 
performed first.
Once the path lengths are obtained, a tracing procedure is used to
identify the corresponding paths. In order to describe the tracing procedure,
suppose that it is desired to find the path (or paths) from the origin to node i,
corresponding to the m-shortest path length. Let Hm- be this path length, and
let J be a node Incident to node 1. Then,
H . = H.. d., (2.3)mi ti lj
where dj. is the length of the arc (j,i) and Htj is the t-shortest path lengths, 
t<m, corresponding to node j. Thus the tracing procedure performs a node 
search at each node i in order to identify the node j for which Eqn. (2.3) is 
satisfied. Once j is found, the same procedure is repeated until the origin node
is reached.
If only paths without cycles are desired, the previous tracing 
procedure should be modified, the modification consists of a test to inspect if 
a node has already been considered by the backward relationship of Eqn.(2.3) 
when the node becomes a candidate to belong in path under consideration.
THE IMP1 ICIl ENUMERATION METHOD
This method is developed to solve the goal progamming problem which 
requires either ZERO or ONE as values for the decision variables. The method
11
is basically a combination of Balas’ additive algorithm [13] and Glover’s 
backtracking procedure [14]. The solution combinations are evaluated by 
introducing one decision variable at a time. When no further variables can be 
added to improve the solution beyond the current optimal solution the solution 
is "fathomed". Then, a backtracking technique is instituted to evaluate other 
combination in a systematic fashion. The optimal ZERO-ONE solution is the 
upper bound solution when all possible combinations are evaluated.
The general goal programming model is [10]:
k m
Minimize Z = F F P (w n + w P ) 
k=l i=l k ik i ik i
subject to
(2.2.1)
i=l,m (2.2.2)F a x+n-p=b 
j=l ij j i i i 
Xj, nj, Pj > 0 
X. = 0 or 1
where, P^ is the primitive priority weight assigned to goal i; w.^ are numerical 
(differential) weights assigned to the deviational variables of goal i at a given 
priority level k, n. and p^ represent the negative and positive deviations; a^ is 
the technological coefficient of Xj in goal i; and b. is the ith goal level (right 
hand side value).
In order to present the solution procedure in a systematic manner, let 
us define the following variables:
A represents the set of all decision variables, (X j, X2,— X^)
12
V represents the set of all decision variables given a specific 
value of either zero or ONE at the qth step. For example,
= (2, -1, 3) would represent the subscript of those 
variables specified to be either zero or one at step # 3. If 
a subscript has a minus sign the associated variables is set 
to zero. Thus, Vj = (2, -1, 3) means the X2 = 1, Xj = 0 and 
Xj = I at step # 3.
(A-Vq)
I
Uqk
represents the set of free variables i.e. those that have not
entered the solution as yet after the qth step.
represents the set of decision variables which could
possible improve the solution at the qth step.
represents the set of under attainment of goals at various
priority levels (Pp P%------P^) at the qth step.
X represents the best feasible solution vector thus far found.
The general procedure will be summarized as follows:
We begin with V set empty. We identify a decision variable which will
improve the solution "I" set. To select the one best variable for entry, the sum
of coefficients of each variable in I is calculated in the goal constraints o
where under attainments of the highest priority goal exist. Thus to minimize 
the negative deviations, the variable with the largest positive sum is selected 
as the entering variable. If the goal is to minimize the positive deviations, we 
store at V the variable of which, by being raised to "I" preceded by a (+) sign.
13
When a variable has been assigned a value of zero, its subscript will be 
preceded by a (-) sign. We continue this process until a partial solution is 
fathomed (Ignored): 1 = 0. At this point we backtrack. Every element in V 
which has not yet been replaced with its complement in that partial solution 
will be referred to as "positive" and every element in V which has been 
complented will be referred to as "negative". This means assigning a value of
zero to the last variable added to the solution of V set.
Table 2.2.1 shows all possible solutions, feasible and non-feasible for 
four (4) variables. A sample problem for the implicit enumeration method will 
be presontod in the next chapter.
1ECHN1CJUE FOR ORDER PREFERENCE BY
SIMILARITY TO IDEAL SOLUTION (TOPSIS)
This method is suggested by Hwang A Yoon and employed in 1981.
An alterntive to be evaluated by n attributes can be represented as a
point in n-dimensional space. Geometrical relationships among m points can 
be constructed. For instance, the choice between two points can be measured 
by the euclidean distance. We can imagine two artificial (infeasible)
alterntives: the ideal alternative as the one which has the best level for all
attribute values. The solutions from TOPSIS are defined to be those which
closest to the ideal point as well as farthest from the negative-ideal point. 
Simultaneously it can be demonstrated in the following steps [19]:
14
TABLE 2.2.1. Possible Solutions: Feasible and Non-Feasible Solutions for Four
Variables.
Solutions * Xj X2 Xj X^
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
0
0
0
0
0
0
0
0
1
1
1
1
1
1
1
1
0
0
0
0
1
1
I
I
0
0
0
0
I
1
1
1
0
0
1
1
0
0
1
1
0
0
1
1
0
0
1
1
0
1
0
1
0
1
0
1
0
1
0
1
0
1
0
1
15
Step 1: Construct the normalized decision matrix.
Let us assume x.j is thi value of alternative i with respect to J. Then
the normalized decision value can be calculated as
LL
v (e1 2 m
k=l lj
k = 1,—m 
j = 1,—n
(2.5.1)
Step 2: Construct the weighted normalized decision matrix.
Let w be a set of weighted = (o , o .... o .... o ). This matrix
1 J
can be obtained by multiplying each row of the normalized decision matrix 
with its associated weight w.. An element of the new matrix can be
calculated as
v.. = or..
»J J B
i = 1, ... m; j = 1...... n (2.3.2)
Note: The sum of the value of all o. = 1 (unit)
Step 5: Determine ideal and negative-ideal solutions.
Let the ideal solution A & the negative-ideal solution A be defined
as
A = {Vj, v2, ... v. . ... vn) (2.3.3)
where
Vj - {max v.. or min V..} as required of desired set attributes 
(taken the largest or smallest element "v^” for each attribute)
or
A = {Vj, v2> ... v. , ... v (2.5.4)
16
where
v7 = {min or max v.^} as required of desired set attributes 
(taken the smallest or largest element "Vj.’' for each attributes). 
[The opposite formation of the ideal aitc .
Step A: Calculate the separation measure.
The separation of each alterntive from the ideal is given by:
* n * 2 1/2
Si = f fl (Vij “Vj ) 1 i=1.2. ...m (2.3.5)
or similarly the separation from the negative-ideal is given by
n - 2 1/2
S = { F (v -v. )} i = 1.2. ...m (2.3.6)
i J=1 l] l
Step 5: Calculate the relative closeness to the ideal solution.
M
The relative closeness of Aj with respect to A is defined as
C* = S[/(S*+ S~), 0 < c* < 1, 1=1, 2. ... m (2.3.7)
Chapter III
PROGRAMMING FORMULATION
K-SHORTEST PATHS PROGRAM
3.1.1 K-Shortest Paths Programming Formulation:(Double-Sweep Method)
Find
n = number of nodes
k = shortest path numbers.
1. E(o) = [E01, Eo2, . EOn]
E(o) = a vector containing the initial estimate of the shortest path 
lengths from original to node n.
2. D = D^ = Distance Matrix
L = Lower of Distance Matrix
U = Upper of Distance Matrix.
3. Backward sweep =» E(l) = E(0) © E(l) ® L
4. Forward sweep => E(2) = E(2) © E(2) ® U
5. E(o) = [E ,, E — E J
E(6)) = a vector containing the current estimate of the k shortest 
lengths from the original to node n.
17
IB
6. H . = path length mi
Hfc. = the t-shortest path length, t< m 
d- = arc length (ji)
Tracing procedure => Hmj = Htj + d.j. 
See the example I-A in section 3.1.3.
19
3.1.2 Flow Chart
backward
S
forward
•weep
sweep
}
}
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3.1.5 Sarnplo Problem 1 1: Semple Problem for the
Double-Sweep Method
Consider the network represented in Fig. I-Al. The following 
hypothetical input information is assumed. It is desired to investigate the 
three shortest path lengths fron node 1 to node 4.
For example, K = 3 and n = 4. An acceptable arbitrary choice for the 
vectors of initial estimates is given by EQ1 = [0, 21, 22], EQ2 = EQj = EQ4 = [20, 
21. 22]. If choosing finite estimates is difficult or impossible, all the entries 
can be set equal to «>, with the exception of the estimate of the shortest path 
length for the source node, which must be always equal to zero.
The distance matrix D, and the matrices L and U consist of 16 
elements, each element being a vector from S(3), arranged as follows:
D11
°21
°12
°22
°13
°23
°14
°24
D = [D..]1 IJ = °31 °32 D33 D34
D41 °42 D43 °44
V V V V
°21 V V V
L = [L..]L ir = °31 °32 V V
°41 D42 °43 V
21
Source
Figure I-A1. Network for sample problem.
22
V D 12 D13 D1A
V V °23 D24
u = [Uij] = V V V D3A
V V V V
The vectors can be obtained by enlarging
accommodate K-l - 2 Infinite values. The array [d
the network:
0 2 5 16
oo 0 2 3
= oo 2 0 10
5 OO OO °_
The D, L, and U matrices are given as follows:
D L U
0
oo
oo
2
OO
oo
5
oo
oo
16
OO
oo
oo 0 2 3
oo oo oo OO
oo oo oo oo
oo 2 0 10
oo oo oo oo
oo oo oo oo
5 oo oo 0
OO oo oo oo
OO oo oo oo
__
r- “1
oo oo oo oo
oo oo oo oo
oo oo oo oo
oo oo oo oo
oo oo oo oo
oo oo oo oo
oo 2 oo oo
oo OO oo oo
oo oo oo oo
5 oo oo oo
OO OO oo oo
OO oo oo oo
__ —J
oo
oo
oo
2
OO
OO
5
OO
oo
16
OO
oo
oo oo 2 3
oo oo oo oo
oo oo oo oo
oo OO oo 10
oo oo oo oo
oo oo oo oo
oo oo oo oo
oo oo oo oo
oo oo oo oo
J
23
As an illustration, consider the case r = 0. The backward sweep 
produces a vector of estimates, E( 1), given by
E(l) = E(0) © E(l) ® L
The genralized addition E(l) ® L is equal to
25 22 OO oo
26 23 oo oo
27 24 oo oo
After performing the backdward sweep, the result obtained Is E(l) - E(0). The 
conputational details of the evaluation of E( 1) will not be discussed in detail. 
The steps involved in the operation (E(l) ® L resemble those of the 
right-multiplication of a vector by a matrix, with the elements of the product 
being identified in a backward fashion. In our case, however, the arrays 
consists of K-tuples from S(K) instead of single elements from R , and the © 
and ® operations are used Instead of the regular + and X operations, 
respectively. Once a given element of E( 1) ® is computed, it is compared 
against the corresponding element of E(0) by means of a generalized 
minimization, in order to produce the corresponding element of E(l). In Fig. 
I-A2 we display the arrays E(0), L, E(l) ® L, and indicate how to obtain the 
elements of E(l) in the backward sweep under consideration.
24
E(l) 21
2?
L
E(l) ®L
(®)
E(0)
E(l)
Figure 1-A2. Backward sweep for sample problem.
25
The first forward sweep is performed next. The corresponding 
operation is indicated by
E(2) = E(l) © E(2) ® U
Similarly, the generalized addition E(2) ® U is given by the following vector 
of elements in S(3)
OO 2 4 5
oo 23 5 14
oo 24 22 15
Then, the new vector of estimates, E(2), is given by
0 2 4 5
21 20 5 14
22 21 20 15
In this case, we perform a sequence of steps similar to the ones 
described for the generalized addition E(l) ® L, but considering E(2) ® U 
instead, and computing the elements in a forward fashion, as shown in Fig.
I-A3.
Proceeding in this fashion, it is possible to obtain the results 
summarized in Table I-A 1. For r = 2. both the backward and forward sweeps 
yield the same solution. As previously explained, this indicates that the 
solution is optimal.
26
OO
oo
2
OO
OO
16
OO
OO
oo
3
OO
oo
io'
oo
oo
E(2)
4
5
22
20
21
22
4
5
20
5
14
15
2o"
21
22
5“
14
15
E(2) ® U
©
E(l)
E(2)
Figure I-A3. Forward sweep for sample problem.
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TABLE I-Al. Results for Sample Problem - Double-Sweep Method.
r Type of Pass Vector of Estimates
0 20 20 20
0 Backward 21 21 21 21
22 22 22 22
0 2 4 5
0 F orward 21 20 5 14
22 21 20 15
0 2 4 5
1 Backward 10 6 5 14
19 7 20 15
0 2 4 5
1 Forward 10 6 5 9
19 7 8 10
0 2 4 5
2 Backward 10 6 5 9
14 7 8 10
0 2 4 5
2 Forward 10 6 5 9
14 7 8 10
28
The results from the application of the tracing procedure described 
recursively by Eqn. (2.3) are shown in Fig. I-A4, for the shortest, 2nd shortest, 
and 3rd shortest paths from node 1 to node h. Notice that the second-shortest 
path length corresponds to a path with a cycle. A complete written program
for the K-Shortest Path is attached to this thesis.
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Shortest 2nd shortest 3rd shortest
©
Figure I-A4. Paths for sample problem.
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ZERO-ONE GOAL PROGRAM
3.2.1 Zero-One Goal Programming Formulation
L = number of priority levels 
o
n - negative deviation variable at priority level 1.1 = l.L. 
o
p = positive deviation variable at priority level 1.1 = l.L. 
o
d = positive or negative deviation variable at priority level 1. 
wv ' = weight associated with positive or negative deviation
variable at priority 2., 1 = l.L.
S™ = The cofactor of the variable k corresponding to m objective. 
= 1, if variable k is chosen: zero, otherwise.
gm = goal of the m objective.
MIN Z = (nj+Pj) . w(1) d(a)...... w(L)d(L)] (5.2.1)
Subject to:
k 4 12
E S X -d =g 2 = 2.L (5.2.2)
k=l k k
X + 
k
(1)n
1
(5.2.3)
X|< = 0 or 1; k=l,k.
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3.2.2 F low Chart
NC = Number Of constraints
NV = Nianber of varl ables
NP = Number of priority
SIJ - The coefficient of XJ
bJI » The Weight associated with 
P| or n,
gl » Tho goal* or tho R.M9 values
VJ » The sot of deolelon variable 
that have been assigned
a value of 0 or 1 at the
Jth step.
UJh3 The set of under attainment 
of goals at various priority 
level k ((}, at
the Jth step .
J = The set of deolelon
variables whloh oould
possibly Improve the
solution at the Jth etap.
Losate the right moat positive 
element In V , Raplaoe It with 
Its (negative) complements , 
and drop any elements to 
the right (book traek)
(»TO
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3.2.3 Sample Problem I-B: Sample Problem for
Implicit Enumeratlon Method
Problem is to Minimize:
MIN Z = [(n1 + n2), (p3 + p^), p5]
Subject to:
3Xj + X2 + rij -pj = 1
2Xj + 4X2 + 3Xj + n2 -p2 = 3
Xj + 3X2 + n5 -p3 = -1
2Xj +2X2 + X3 + n4 -p^ = 2
4Xj + X2 + 2Xj + -p3 = 0
X. = 0 or 1 for all j.
Note the Following:
1) The coefficients in the technological matrix are positive.
2) If some of the coefficients are negative, introduce complementary 
variable to make all the coefficients in the Model positive as follow: 
MIN Z = (Pj)
Subject eq: 2Xj -2X2 + nj -Pj = 0
Introduce new variable as follow:
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The above equation ensures us that if Xj =0 then X^ = 1, and vice
versa new model will be
Minimize Z = [(n + p ), p ]
2 2 1
Subject to: 2Xj -2X2 n2 -Pj - 0 
X1 +Xh + n2 + p2 = 1
The complementary relationships are assigned the priority factory PQ 
and the original goals are subject to it.
Solution Procedure
The initial solution for the zero-one goal programming problem Is to 
assume that all decision variables are zero. Then, the following can be
determined for the initial solution:
A =(1.2.3) 
vo = <D
A - VQ = (1.2.5)
Uok = (A.l.°)
Step 1:
Identify a decision variable which will improve the solution indicated 
by Ug. Since Ug| = 4, the first priority goal is underattained. Since Pj is 
assigned to n^ and n2, any decision variables that can minimize these negative 
deviations would become candidates for entry. Thus, 1Q = (1,2,3). To select
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the one best variable for entry, the sum of coefficients of each variable in Ig 
is calculated in the goal constraints where underattainments of the highest 
priority goal exist. For example, the first and second constraints are the only 
ones containing the Pj variables, and n2, so they are the only constraints 
considered for Pj. Then, the variable with the largest positive sum Is selected 
as the entering variable.
The sums of coefficients of the three variables are: (3+2) = 5 for Xj, 
(1+4) = 5 for X2, and (0+3) = 3 for Xj. Since there is a tie between Xj and X2- 
X j is selected arbitrarily as the entering variable. Thus, the results of the 
first iteration are:
Vj =(+l)
I, =(2,3)
U1(< = (1,2,4).
The positive sign in front of 1 in Vj indicates that a value of 1 has been 
assigned to Xj. When a variable has been assigned a value of 0, its subscript 
will be preceded by a negative sign.
Step 2:
The result of the first iteration indicates that the first priority goal 
has not been fully achieved. Since the underattainment of the Pj goal exists 
in the second goal constraint, coefficients of X2 and X^ are compared in that 
constraint. It should be evident that X2 is the entering variable, as its 
coefficient (4) is greater than that of Xj(3). The results of the second
iteration are:
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V2 =(+l, +2)
A -V2 = (3)
12 = 4» (fathomed)
U2k = (0. 7, 5)
The solution indicates that the Pj goal has been fully attained, but 
underattainments still exist at P2 and Pj levels. In determining the I set, 
each remaining free variable is evaluated as to whether or not it will improve 
Uqk. At this point, Xj will neither improve nor detract the goal attainment at 
the P2 level. However, its addition will further worsen the goal attainment at 
the Pj level by 2. Thus, = 0 and this solution is fathomed.
Step 3:
Since the second solutionis fathomed, a back-tracking procedure 
should be initiated. The backtracking can be accomplished by assigning a 
value of 0 to the last variable added to the solution set V2 (X2 in this case). In 
general, when fathomed, the rightmost positive element in is made 
negative, and elements to its right, if any, are dropped. The third solution
becomes:
V, = (fl. -2)
A - V3 = (3)
13 = (3)
UJk = (1,2,4)
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The variable retained in Vj so that this variable is excluded from further 
consideration as a free variable. Now, with the practice we have had, the 
remaining steps can be presented without any lengthy explanations.
Step 4:
V4 = (+l,-2, +3) 
a-v4 = o 
14 = <t> (fathomed)
U4k = (0. 3. 6)
Step 3:
V5 = (+l. -2, -3)
A - V5 = «J>
1^ = <t> (fathomed)
U5k =(1.2. 4)
Step 6:
v6 = (-1)
A - V6 = (2,3)
16 = (2.3)
= (4. 1. 0)
Step 7:
V-, =(-». >2)
A - V? = (3)
17 = <t> (fathomed)
U?k = (0. 4. 1)
Y1
Step B;
V0 = (-1. -2)
A - V0 = (3)
I0 = (3)
U0k =(4.1.0)
Step 9:
V9 = (-1. -2, +3)
A - V9 = 0
Ig = 4> (fathomed)
Ugk = (1. 1. 2)
Step 10;
V1Q = (-1, -2, -3)
A-V^O
110 = 4> (fathomed)
U10 = (4. 1.0).
There are a couple of points which deserve attention. First, in step 6,
when Xj was assigned a value of 0, and were removed from V^. The
rule is that when the rightmost positive element in Vq is made negative, then
all variables to the right of it are removed from V and become free q
variables. Secondly, the signs of all variables of VjQ are negative in step 10. 
When this occurs and Vq has been fathomed, a complete enumeration has been
made.
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3 STEP NUMBER 3
(4) EXPLICIT ENUMERATIONS SEQUENCE # 4
Figure I-B. Entire enumeration process.
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The optimal solution is the one which has the best U^. Step 4 yielded 
the best solution: Xj = 1, X? = 0, Xj = 1, and = (0, 3, 6). In the 
enumeration procedure presented above, six separate combinations were 
explicitly evaluated at Steps 0, 1,2, 4, 7, and 9, as shown in Fig. I-B. Since 
the number of solution combinations for the zero-one problem is 2n (n = 
number of decision variables), in the illustrative problem (2^ = B) two solution 
combinations were eliminated by this solution approach. Although this does 
not amount to much for this particular problem, this procedure can reduce the 
computation time for a large problem by a substantial amount. The entire 
enumeration process Is shown in Fig. I-B.
1 he zero-one goal program In Fortran Is attached to this thesis.
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1 ECHN1CJIJE FOR ORDER PREFERENCE BY
SIMILARITY TO IDEAL SOLUTION PROGRAM
3.3.1 Topsis Programming Formulation
Xj. = The coefficient value of the variable j.
r j j = Normalized decision matrix
w. = weight of each objective i 
*
A = Ideal solution 
*
S. = Relative closeness to the ideal 
J
Vj = Ideal solution of each j objective, 
nj = number of attributes or objectives 
nj - number of column (variables)
Steps
1) r =
AL
ij n 2 1/2
C.E. x..lj=i ij
2) a) vjj = wnj rjj
b) Vj A vj (The lowest A the highest values of v jj)
* 2 1/2
3) a) S = { £ (v -v) } 
J J=1 iJ i
- 2 1/2
b) S =( £ (v -v.) } 
J J=1 IJ i
4) C. =s./(s.+sj j j j r
0<C* <1 j = 1. 2. ... m
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3.3.2 Flowchart
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3.3.3 Sample Problem I-C: Sample Problem for Topsis
To find the relative choice route closeness to the ideal solution of the
data in Table I-C-l, steps will be followed to come up with the results. There 
are four routes subjected to ten (1) attributes (objective), it Is desired k to
select one of them that closeness to the Ideal solution.
Steps
Step 1: Construct the normalized decision matrix:
1/2
}
m 2 1/2
m
(a) Find { £ 
k=l U
(b) Find r = X /( £ X } 
ij ij k=l ij
See Table I-C-2 for calculation result.
Step 2: If there is a weight. Then construct weighted normalized decision
matrix. V = w r (where w Is the normalized weight). Each row 
ij n ij n
(Attributes) has a weight value. This value should be normalized to all 
attributes. The sum of all normalized weights of the attributes should 
be equal to one. Therefore the normalized weight for each
n
attribute = o / £ o .
i 0) i
See Table I-C-3 for the calculation result.
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TABLE I-C-l. Input Data.
Attributes
X1
Routes Ideal solution
X4X2 X3
I 1 1 1 1 1
II 1 1 3 3 1
III 1 t 4 3 1
IV 1 1 2 2 1
V I 1 2 4 1
VI 1 2 4 4 1
VII 1 1 3 3 I
VIII 1 2 3 3 1
IX 3 3 2 2 1
X 1 2 3 4 1
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TABLE I-C-2. Calculated Data.
Attributes
m 2 1/2
*k, y
HI rI2 rI3 rI4 °n
I 2.000 0.5 0.5 0.5 0.5 0.029
11 4.472 .224 .224 .671 .671 0.088
III 5.196 .192 .192 .770 .577 0.265
IV 3.162 .316 .316 .632 .632 0.029
V 4.690 .213 .213 .426 .853 0.029
VI 6.083 .164 .328 .657 .657 0.118
VII 4.472 .224 .224 .671 .671 0.029
VIII 4.796 .208 .417 .625 .625 0.118
IX 5.099 .588 .588 .392 .392 0.029
X 5.477 .182 .365 .547 .730 0.029
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T ABLE I-C-3. Normalized Weight Matrix.
Attributes *11 VI2 *13 *14
I 0.014 0.014 0.014 0.014
II 0.019 0.019 0.059 0.059
III 0.050 0.050 0.203 0.152
IV 0.009 0.009 0.018 0.108
V 0.006 0.006 0.012 0.025
VI 0.019 0.038 0.077 0.077
VII 0.006 0.006 0.019 0.019
VIII 0.024 0.049 0.073 0.073
IX 0.155 0.155 0.103 0.103
X 0.005 0.010 0.016 0.021
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Step 5: Determine the ideal solution A and the negative ideal solution as
follows:
* M » *
Set A =[VjV2.......V1Q]
where V, is the smallest value of V.. at each attribute 
I ij
and Set A- = [Vj V~...... V1Q]
where V, is the largest value of V.. at each attribute.
I IJ
See Table I-C-4.
Step 4: Calculate the separation value as follows:
Relative closeness to the ideal alternative
m * 2 1/2
s. = {.£ (V -VJ }
J J=1 Ij I 
Relative closeness to negative ideal alternative
m - 2 1/2
S. = {.F (V - V J j 
J J=1 Ij I
Table I-C-5.
Step 5: Calculate the relative closeness to the ideal alternative:
C* = ST/(s“ + S J 
i j j r
See Table I-C-6. That shows the route that has highest value among the
others. This route is the closeness to the ideal.
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TABLE l-C-4. Normalized the Ideal Value.
Attributes
»
VI vi
I 0.014 0.014
II 0.019 0.059
III 0.050 0.203
IV 0.009 0.018
V 0.006 0.025
VI 0.019 0.077
VII 0.006 0.019
VIII 0.024 0.073
IX 0.155 0.155
X 0.005 0.021
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TABLE I-C-5. Comparison of Relative Closeness to the Ideal and to the 
Negative Ideal.
Routes s“(3) S"(3)
1 0.000 0.177
2 0.031 0.166
3 0.183 0.053
4 0.145 0.072
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TABLE I-C-6. The Solution.
»
Route Cj rank
x1 1.0 1
X2 .84 2
Xj .23 4
X4 .33 3
Chapter IV
DF VH.OPMENT OF SOCIAL, ENVIRONMENTAL. COST
TECHNICAL & ECONOMICAL OBJECTIVES
INTRODUCTION
The relative significance of evaluation objectives or factors will vary 
greatly from one society to another. For an example, most of transmission 
lines in Saudi Arabia are concerned almost exclusively with visual impact, and 
government regulations.
4.1.1 Developing Social and Environmental Cost Objectives
Before deciding to select the route of transmission line, the engineers 
know all the alternatives of connecting two power points. As we mentioned, 
the field inspection gives us a brief description about the land, people, 
property and environment factors. Those factors or objectives, as shown in 
Table 4.1.1, can be given corresponding priority levels and weights. These 
levels and weights could be different from one objective to another or could be
the same for that route.
To build a table as shown in 4.1.1 for known routes, the factors are 
preferred to be in an ordered sequence. It means that the priority level of each
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objective is already known. Then we will fill the prefactor of each route. The 
way is simple for each corresponding objective. Let say, crossing of oil pipes, 
one of the objectives, the first route has a zero prefactor since it does not 
cross pipes, the second route has two crossings we will put 2 or 4 or 10.
The prefactor can be arranged from 1 to 4 or from 1 to 10 or any 
range. It depends on the number of routes. So if there are 4 routes the range
is from 1 to 4 and so on.
Then we fill the weight of each objective. This will help if two 
objectives have the same priority levels, then the only way to differentiate 
between these two objectives is by giving two different individual weights to 
each of them, see Table 4.1.1 [9,17]. This table forms the basic data for 
zero-one goal programming that will be described in chapter five.
4.1.2 Developing Technical and Economical Objectives
Another view of looking at the selecting of transmission line route is 
to look at the project from technical and managerial objectives [5]. These 
objectives of course vary from one area to another, but it will not have big 
difference. Experienced engineers develop the objectives that subjected to 
transmission lines route planning which include: operation, maintenance and 
management. I hese objectives are more critical than the objectives first. 
These backgrounds refer to reliability, stability, contamination, operation, 
fault isolation, voltage level, cost management and other.
In order to prepare Table 4.1.2 for all alternatives, priority levels are 
given to each objective. This may be obtained as a result of a questionnaire
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TABLE 4.1.1. The Social and Environmental Objectives.
NO. PRIORITY OBJECTIVE (FACTORS)
lev wei
1 Disruption to human settlement
2 Disruption due to crossing of T.L. (# of crossing)
3 Disruption due to parallel of T.L. (length)
4 Disruption to agricultural practices (even trees)
5 Disruption to rail roads (crossing or parallel)
6 Disruption to high-way (crossing)
7 Disruption to communication
8 Disruption to air port border
9 Disruption to visual impact
10 Disruption to oil pipes
1 1 Disruption to existing projects
12 Disruption to wet land traversed
13 Disruption to irrigation wells and wind mills
14 Disruption to occupied building
15 Disruption to cemeteries
16 Disruption to rivers, streams, or ponds traversed
17 Disruption to property bisected
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distributead to onqineers and other personnel who have technical experience or 
the project. The data collected is averaged.
The way to assign the priorities in Table 4.1.2 is to look at objectives, 
factors or constraints. The most critical one will, of course, hove highest 
priority. 1 ho highest moane the less the number given l.e. priority one means 
the highest level given to that objectives.
Then a weight is given to each objective. Here, the most critical 
objectives will have the largest number under the weight. The weight values 
are important if two objectives or more have one priority. Then they will help 
to differentiate between one objective and another.
Finally care must be taken in preparing and assigning priority levels as 
any erroneous data may lead to a decision which is unlikely to be the most
suitable.
4.1.3 Scoring the Technological Coefficient of the Routes (a^p or (s^)
The technological coefficient can be scored for each constraint 
(objective) for each route J. The scoring will be determined and decided by an 
engineering committee or by experienced engineers. The range of scoring is
recommended to be from 1 to n when n is the number of routes. Some of the
constraints (objectives) are listed in Table 4.1.1 and Table 4.1.2.
In Chapter five, more discussion about scoring the technological
coefficient will be presented.
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TABLE 4.1.2. The Technical and Commerical Objectives.
Objective functions Priority Level Priority Weight
Generation Reliability
Power Flow
Fault Isolation
Implementation
Operation
Reactive Power Control
Short Circuit Impact
Stability
Right of Way
Voltage Level
Contamination
New 1 echnology
Ground Current
Cost of the Project
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IMPLEMENTATION
The objective is to select the best route or a best variable that 
satisfies our enquiry. Therefore the first program used to select number of 
variables or routes among many. That depends on one objective which is cost 
"money". After we limit the choices to four or three variables. The zero-one 
goal programming is used to select the best route satisfies all of the selected 
objectives as close as possible. Implicit enumeration method is used to solve 
this integer goal programming. Another method "TOPSIS" is also used to 
select value closest to the ideal solution. In this thesis, the methods are not
compared but included for further study.
Chapter V
APPLICATIONS
There are several applications to the zero-one goal program. In this 
chapter we will discuss two applications. The first one concerns selecting one 
transmission line route out of four routes. They are subjected to environment 
disruption objective like appearance crossing roads and cities, communication 
disruption and others. And the second one is selecting one alternative out of 
four concepts of interconnection power system of six states due to technical 
and economical objectives.
QATIF STATION TO AWWAMIAH GRID STATION
5.1.1 General
SCECO Fast made a survey to four routes to connect Qatif station and
Awwamiah Grid station with a 69 kV transmission line. The layout of the four
routes shown in Fig. 5.1.1
SCFCO's aim is to select one route that satisfies the social and
environmental objectives as listed in Table 4.1.1.
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5.1.2 Description of the Four Routes
Route I: The shortest path among the four, however for most of its route,
it is parallelling to oil pipes. It also crosses some pipes and goes
along with an 8-meter wide road to link Awwamiah station, see
Fig. 5.1.1.
Route II: This path goes along an existing 250 kV transmission line, crosses
some pipes, crosses a fence, and then joins the route 1 path again
as shown in Fig. 5.1.1.
Route III: It is as route II except that it goes straight until the existing 69
kV transmission line, and then goes along with it. At the same
time it goest parallel to a long fence and crosses many pipes.
This route goes along the 8-meter wide road, see Fig. 5.1.1.
Route IV: It starts from the substation along with 10-meter wide highway.
Then it crosses pipes, and goes parallel to an existing 69 kV
transmission line. Then it crosses existing 250 kV transmission
line, crosses many pipes, and then goes along with existing 69 kV
same as route III as shown in Fig. 5.1.1.
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Figure 5.1.1. R.O.Ws 69 kV transmission line. Qatif BSP to Awwamiyah grid
station.
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5.1.3 Priorities and Weights to Each Route
5.1.3.1 Priorities
1 he objectives that listed in Table 4.1.1 will be given priorities. 
These priorities will be implemented by an engineering committee. Table
4.1.1 shows a desired priority of each objective. For example, attention was 
to transmission lines that cross or run parallel to either pipes or other lines, 
because of the induced currents and magnetic fields. Therefore priority one is 
given to the above objective. While disruption to communication has lower 
effect, therefore priority four is given to that objective.
5.1.3.2 Weights
A wieght will be given to each objective or constraints. It is 
important whenever we have two objectives having the same priority level. 
The difference in the wieght value will differentiate between such objectives. 
In the application 5.1, two objectives have same priority but, have different 
weights (see Table 5.1.1.).
5.1.4 Cost Impact
A study of cost per unit length of installing an overhead 
transmission line is the base to estimate the total cost of installing each 
route. This will be found if the total length and the number of angles in each
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route are defined. The K-shortest path program uses these defined 
information as listed in Table 5.1.4.1 and shown in Fig. 5.1.4.1 and gives the 
K-least cost routes in sequence as shown in Table 5.1.4.2.
5.1.5 Mathematical Model
In this section we formulate the mathematical model for this
situation.
If we look at Table 5.1.1, there are seven priority levels, and four 
variables (routes). The wieight values are listed in Table 5.1.1.
It is desired to select the route that has minimum disruptions to the 
objectives.
This means that the positive deviation on the subjected constraints 
should be minimized. Of course the priority level one is used for system 
constraint see Eqn. (2.2.1) and Eqn. (2.2.2). And the other priority is listed as
shown in Table 5.1.1.
The mathematical model can be written as follows:
Minimize Z = [(Pj+nj), (p2+p3), (P1Q), (Pg+Pg). (P7). (P6+P5)l 
Subject to
Gj= XI + X2 + X3 + X4 f nj - Pj = 1
G2= Xj + X2 + 3X3 + 3X4 + n2 - P2 = 1
It I
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TABLE 5.1.1. The Social and Environmental Objectives
X1 X2 X3 X4 No.
—
 Priority Objective Goal
lev wei
1 1 1 1 1 1 1 Constraint objective 1
1 1 3 3 2 2 3 Disruption due to crossing of T.L.
(tf of crossing) 1
1 1 4 3 3 2 9 Disruption due to parallel of T.L.
(length) 1
I 1 2 2 4 4 1 Disruption to high-way 1
1 1 2 5 7 I Disruption to communication 1
1 2 (i h 6 7 4 Disruption to existing project 1
1 1 3 3 7 6 1 Disruption to visual impact 1
1 2 3 3 8 5 4 Disruption to oil pipes crossing
(# of crossing) 1
3 3 2 2 9 5 9 Disruption to oil pipes parallel
(total length) 1
1 2 3 4 10 3 1 Cost* 1
* Cost of route 1 (XI) is the cheapest therefore cofactor 1 is given under X^of
cost constraint.
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Figure 5.1.4.1. Network of application I.
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rom node
1
1
2
1
2
3
4
5
TABLE 5.1.4.1. Input Data.
To node Total cost (including angle cost)
2
3
3
4
4
5
5
6
17
23.B
43.8
13.7
19.5
36.6
48.2
8
iA
TABLE 5.1.4.2. The 4th Shortest Paths from Node 1 to Node 6.
Path Cost Node Sequence
2
3
4
67
74
92
99
6
6
6
6
3
3
4
4
1
2
2
I
1
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5.1.6 Result
The test results reveal that route I, which is the cheapest, emerges as 
the least disruptive to environment. The result conforms with what 
SCECO-East planners expect. Obviously if priority and weight levels are 
changed the result is likely to change.
Results obtained here have shown the suitability of the program to 
solve a large scale problem such as the one described in the following section.
INTERCONNECTION OF DIFFERENT FREQUENCY SYSTEMS
5.2.1 General
Six States (countries) are located in one geographical area. These 
have expressed their interest to interconnect their power networks.
The overall picture of the problem is described as follows:
(1) The power system in state II operates at frequency of 60 Hz,
while the systems in the other five states operate at 50 Hz. 
Therefore, any interconnection between state II and another 
state must be asynchronous, i.e. High Voltage Direct Current -
HVDC - ties must be used.
(2) The distances involved are relatively large.
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(3) State III is separated from the other countries by water, 
making the use of submarine cables essential.
Four concepts have been developed and analyzed. One implements a 
country-country topology, while the other throe Implement a common 
transmission link arrangement. The interconnections in these concepts range 
from 50 Hz interconnections to a multi-terminal DC system, see the four 
concepts, schematic diagram Figs. 5.2.1.1, 5.2.1.2. 5.2.1.3, and 5.2.1.4.
Concept 1:
This concept implements the neighbour-to-neighbour topology. It is 
shown in Fig. 5.2.1.1. Each of the States: I, III, IV and V are connected to 
State II. Since State II is a 60 Hz system and the other systems are 50 Hz, the 
ties from State II must be asynchronous, i.e. they must incorporate DC links.
Concept 2:
The major characteristic of this concept is the building of a common 
400 kV AC transmission link operating at 50 Hz from State I through State II 
to State V. This intertie would be a double-circuit line, about 1270 km from
one end to the other. State II would be connected to the intertie through back 
to back HVDC terminals. Conceptually this is a very simple arrangement, as 
shown in Fig. 5.2.1.2.
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Figure 5.2.1.1. Concept 1 - schematic
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Figure 5.2.1.2. Concept 2 - schematic
G8
Concept 3:
This concept is the same as concept 2, except that a three-terminal 
HVDC system interconnects State 11, 1 and the rest of the 50 Hz AC system.
The three HVDC terminals are to be located at B,A,C. The interconnection
from C to State III, IV and V is by means of AC interties as shown in Fig.
5.2.1.3.
Concept 6:
This concept has five-terminal HVDC system. The five utility systems 
are interconnected completely by asynchronous ties; this is in contrast to 
Concept 2, in which the entire 50 Hz system is synchronously interconnected. 
As in the other concepts State VI is connected to State V by a 50 Hz AC link 
this shown in f- lg. 5.2.1.4.
5.2.2. Technical and Economical Constraints
To enable assessment of the technical feasibility of the four 
interconnection concepts, they were subjected to engineering analysis.
The studies showed that subject, to some minor modifications, all four 
concepts perform satisfactorily under normal conditions and under the 
contingency conditions examined.
In order to estimate the capital cost of each of the four 
interconnection concepts a set of unit costs for each item of equipment was 
developed.
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AC T/L
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DC T/L
STATE V
STATE VI
Figure 5.2.1.3. Concept 3 - schematic.
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Figure 5.2.1,4. Concept 4 - schematic
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Based on per-unit costs, the total capital cost of transmission lines 
and substations in each concept is computed, then the costs of all the facilities 
are summed to provide the total capital costs for each concept.
5.2.3 Comparison of Interconnection Concepts
5.2.3.1 Introduction
The comparison of the four concepts discussed above has been further 
developed by using a weighted scoring approach.
The comparison takes into consideration the following aspects:
1. Technical
2. Economic
3. Implementation
4. Operation and Management
5. Miscellaneous.
5.2.3.2 Approach to Weighting and Scoring
Weights were assigned to the factors to be used in comparing the four
interconnection concepts based on the following considerations.
15
1. The four concepts have been found to be technically feasible, 
and the solutions to any technical problems found have been 
included in the capital costs, except for sepecial requirements 
for multi terminal DC transmission such as DC switchgear and 
substations and metallic ground return. I echnical aspects have 
therefore been assigned a weight to 30% (3rd priority).
2. Given the technical feasibility of all four concepts the economic
factors are clearly the most important. These aspects were 
assigned a weight of 35% (2nd priority).
3. Any implementation problems can be solved, and therefore a 
weight of 12% was assigned (5th priority).
4. The finding that the concepts are all technically feasible implies
that they are all capable of being managed and controlled. 
Accordingly, Operation and Management was assigned a weight
of 15% (4th priority).
5. Other miscellaneous items were assigned a total weight of 8%
(6th priority).
The concepts were awarded scores ranged from 1 to 4 In respect of 
each factor. 7ho less the score the best the selection. Therefore if a concept 
is given score 1, this means least technical problems, least cost, or easiest to
operate.
The weights and scores given for the various sub-headings are shown in
the following sections and in the comparison table (Table 5.2.3.1).
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5.2.3.3 Technical
5.2.3.3.1 Loadflow:
Weight 8
Scores Concept 1 2
Concept 2 2
Concept 3 2
Concept 4 2
The loadflow studies carried out revealed no power flow problems 
with any concept under normal or contingency conditions.
5.2.3.3.32 Reactive Power and Voltage Control:
Weight 7
Scores Concept 1 2
Concept 2 2
Concept 3 2
Concept 4 2
Long high-voltage AC transmission lines and high-voltage AC cables 
generate considerable amounts of reactive power at no load or when lightly 
loaded. Under heavy loading they may become consumers of reactive power.
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I hlo may load tu problems of voltage control under varying loading conditions. 
For this reason fixed shunt reactors are required in all concepts, and in 
addition static var compensators (SVCs) are required in Concepts 2 and 3. 
These SVCs provide local automatic voltage control, hence giving some 
operational advantage.
5.2.3.3.3 Short-Circuit Levels:
Weight 6
Scores Concept 1 2
Concept 2 2
Concept 3 2
Concept 4 1
The presence of AC interconnections will tend to result in increased 
fault levels in the interconnected systems. On the other hand, the 
contribution of a DC link to a fault Is normally limited to the rated current of 
the link and is not normally significant. The results of the short-circuit 
studies carried out Indicate that although there are significant increases In
fault level at some locations due to Interconnection where there are AC
interconnections, in no case does the fault level exceed the capacities of 
available switchgear.
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5.2.3.3,4 Stability:
Weight 9
Scores Concept 1 2
Concept 2 3
Concept 3 2
Concept A I
In general the presence of DC links tends In limit tho sproad of 
system disturbances, whereas large AC systems such as the 50 Hz network of 
Concept 2 may facilitate the spread of disturbances from one system to
another.
Studies were carried out assess the transient stability of 
interconnected synchronous network. No study was carried out for Concept 4 
because only State VI and V are interconnected synchronously or for Concept 3 
because it could be deduced from the results for Concept 2 that the transient 
stabllityof Concept 3 would also be satisfactory.
5.2.3.3.5 Insulation Problems:
Weight 5
Scores Concept 1 2
Concept 2 2
Concept 3 4
Concept 4 4
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Large numbers of flashovers due to insulation contamination have 
been experienced on high-voltage transmission lines in coastal regions. 
Concepts 1 and 2 involve no voltage higher than 400 kV AC. Concepts 3 and 4 
involve 500 kV DC overhead lines. The risk of flashovor with those lines is 
greater than with the 400 kV AC lines because of the higher voltage and 
because a contaminated insulator is more likely to flashover under direct 
voltage stress than under alternating voltage stress.
5.2.3.3.6 Ground Current:
Weight 4
Scores Concept 1 1
Concept 2 1
Concept 3 4
Concept 4 4
Under certain contingency conditions the DC links in Concepts 3 and 
4 would be operated in a monopolar mode using the ground as a return path. 
This may lead to problems of corrosion, interference etc. particularly in an 
area congested with underground pipelines such as the coast region. This 
problem will be minimized by the use of metallic ground return thereby 
slightly increasing the cost of the DC links.
i
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5.2.3.3.7 Fault Insolation:
Weight 3
Scores Concept 1
Concept 2
Concept 3
Concept 4
In the absence of commercially available DC circuit breakers, a
fault anywhere on the DC interties in Concepts 3 and 4 effectively closes 
down one pole of the entire intertie until the fault is cleared or the faulty line
section is isolated. In contrast a faulted section of the common AC link of
Concept 2 can be isolated rapidly by conventional AC switchgear leaving the 
other sections of the intertie in service. Successful field tests have recently 
been carried out on prototype DC circuit breakers. DC circuit breakers 
should, therefore, be commercially available in the near future. However, 
their costs was not included in the costs of Concepts 3 and 4.
5.2.33 I conomic
5.2.33.1 Cost:
Weight 9
Scores Concept 1 2
13
2Concept 2 
Concept 3 3
Concept 4 1
The estimation Is evaluated based on the per-unit cost of the four
concepts.
5.2.3.4.2 Generation Reliability
Weight 5
Scores Concept 1 1
Concpet 2 2
Concept 3 2
Concept 4 2
From the point of view of generation reliability analysis only two 
alternative topologies need be considered. Topology 1 corresponds to the 
neighbour-to-neighbour interconnections of Concept 1 while Topology 2 
corresponds to the common transmission link of Concepts 2, 3 and 4.
Reliability analysis reveal that risk indices are in most cases better 
for Topology 1 with neighbour-to-neighbour interconnections than for 
Topology 2 with a common transmission link.
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5.2.3.4.3 Right-of-Way Requirements:
Weight 3
Scores Concept 1 1
Concept 2 3
Concept 3 3
Concept 4 2
Concept 1, the neighbour-to-neighbour concept, requires a lower 
total length of overhead line than the concepts involving a common 
transmission link. The difference In the width of right-of-way required for 
DC gives Concept 4 some advantage.
5.2.3.5 Implementation
5.2.3.5.1 Time Phasing:
Weight 8
Scores Concept 1 i
Concept 2 2
Concept 3 2
Concept 4 2
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It is likely that the proposed interconnection will be implemented in 
stages. Concept 1, the nelghbour-to-neighbour scheme lends itself most 
readily to phased construction.
5.2.5.5.2 Project Engineering and Management:
Weight 4
Scores Concept 1 1
Concept 2 2
Concept 3 2
Concept 4 2
Concept 1 may be easier to negotiate because it Involves two
countries at a time.
5.2.5.6 Operation and Management
Scores
5.2.5.6.1 Control and Operation:
Weight 8
Concept 1 2
Concept 2 1
Concept 3 2
Concept 4 2
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Current state-of-the art in automatic generation control gives 
Concept 2 a distinct advantage. Problems associated with multi-asynchornous 
ties have been resolved in theory, but are not proven in practice.
5.2.3.6.2 Maintenance:
Weight 5
Scores Concept 1 2
Concept 2 1
Concept 3 3
Concept 4 3
The maintenance of sophisticated DC converter installations will 
require highly specialised staff. This feature is exacerbated in the concepts 
with converter equipment in a number of different locations which are a 
considerable distance apart. Furthermore DC switchgear will lead to further 
maintenance complications.
5.2.3.6.3 Management:
Weight 2
Scores Concept 1 3
Concept 2 1
Concept 3 2
Concept A 1
85
1 he management of the Interconnection Is more straightforward 
where the entire Interconnection may be owned and controlled by a Joint 
authority. In the case of Concept 1, that part of the State II network which 
forms part of the interconnection must remain under the ownership and 
control of State II. The concepts which use an all DC backbone (Concept 4) or 
an all AC backbone (Concept 2) should be easier to manage than the mixed 
backbone of Concept 3.
5.2.3.7 Miscellaneous
5.2.3.7.1 Availability of Proven Technology:
Weight 4
Scores Concept 1 1
Concept 2 1
Concept 3 3
Concept 4 3
The schemes involving AC links in conjunction with back-to-back 
DC links where frequency conversion is required, concepts 1 and 2, make use 
of proven technology. On the other hand Concepts 3 and 4 involve 
multi-terminal DC transmission with three terminals in Concept 3 and five 
terminals in Concept 4. Although the feasibility of multi-terminal DC 
transmission (MTDC) is widely recognized In the engineering literature there Is 
at present no MTDC system in operation.
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Satisfactory operation under fault conditions of a multi-terminal 
scheme such as those propsed in Concepts 3 and 4 may require DC circuit 
breakers which are not yet available commercially although prototypes have 
been tested successfully.
5.2.3.7.2 Technology New to the Region:
Weight 2
Scores Concept 1 2
Concept 2 2
Concept 3 4
Concept 4 4
All four concepts involve the Introduction of HVDC technology, 
which is new to the region. In Concepts 1 and 2 only back-to-back links for 
frequency conversion are involved, while Concepts 3 and 4 Incorporate
multi-terminal DC transmission.
5.2.3.7.3 Voltage Levels New to the Region:
Weight 1
Scores Concept 1 1
Concept 2 1
Concept 3 4
Concept 4 4
85
The highest transmission voltage already in use in the region is 400 
kV. Concepts 1 and2 do not require a voltage higher than 400 kV. However, 
the DC transmission lines in Concepts 5 and 4 are 500 kV.
5.2.3.7.4 Tapping to Supply Local Loads:
Weight 5
Score Concept 1 1
Concept 2 2
Concept 3 5
Concept 4 4
The proposed interconnections will traverse areas which are at
present underdeveloped. The possibility of supplying futurte developments in 
these areas from the interconnection is considered here. Concept 1 is most 
suitable for this purpose, as AC lines may be tapped using present technology. 
In Concept 2 the50 Hz AC line should not be used to supply loads at State II, 
where 60 Hz is the standard frequency. The DC lines of Concepts 3 and 4 do 
not lend themselves to tapping to supply local loads.
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5.2.3.7.5 Power Wheeling:
Weight 3
Score Concept 1 4
Concept 2 2
Concept 3 3
Concept 4 3
In Concept 1, the exchange of power between systems remote from 
one another requires wheeling through the State II system. In Concept 2, there 
are two back-to-back converters connecting the State II system to the 
backbone. State II may therefore use the backbone to reduce loading of its
own lines.
5.2.4 Summary
The priority, weight and the socre are summarized in Table 5.2.3.1. 
Also the goal values are listed for each corresponding constraint in the same
table.
This table is the base of studying the interconnection problem for
six countries.
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5.2.5 Mathematical Model
MIN Z = [(nj+Pj). (9pg+5p10+3pj p. (8p2+7p3+6pZ|+9p5+5p6+4p7+3p0), 
0p12+z,pi3). (8p14+5p15+2p16), (4p17+2p18+p19+5p20+5p21)]
Subject to:
XI + X2 + X3 + X4 + nj - pj = 1
2X1 + 2X2 + 2X3 + 2X4 + n2~p2 = 1
2X1 + 2X2 + 2X3 + 2X4 + n3-p3 = 1
2X1 + 2X2 + 2X3 + 1X4 + n4 - p4 = 1
• »
Xj + 2X2 + 3X3 + 4X4 = n2g-P20 = 1 
4X1 + 2X2 + 3X3 + 3X4 + n2j-p21 = 1
Xj, X2. Xj, and X^ = 0 or 1.
5.2.6 Result
As a result of using zero-one goal programming on the data of Table 
5.2.3.1, Concept four emerges as the best choice among the four concepts. 
However concept one will emerge as the best choice if we consider the 
technical constraint as first priority.
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TABLE 5.2.3.1. Comparison of Interconnection Concepts.
Factor (constraint) 1 Weight
Concepts
Goal1 2 3 4
SYSTEM CONSTRAINT (Priority I)
TECHNICAL (Priority III) 30%
1 1 1 1 1 1
1. Loadflow 8 2 2 2 2 1
2. Reactive power and voltage control 7 2 2 2 2 1
3. Short-circuit levels 6 2 2 2 1 1
4. Stability 9 2 3 2 1 1
5. Insulation problems 5 2 2 4 4 1
6. Ground current 4 1 1 4 4 1
7. Fault isolation
ECONOMIC (Priority II) 35%
3 1 1 4 4 1
8. Cost 9 2 2 3 1 1
9. Generation reliability 5 1 2 2 2 1
10. Right-of-way requirements
IMPLEMENTATION (Priority V) 12%
3 1 3 3 2 1
11. Time phasing 8 1 2 2 2 1
12. Project engineering and management
OPERATION AND MANGEMENT 
(Priority IV) 15%
4 1 2 2 2 1
13. Control & Operation 8 2 1 2 2 1
14. Maintenance 5 2 1 3 3 1
15. Management
MISCELLANEOUS (Priority VI) 8%
2 3 1 2 1 1
16. Availability of proven technology 4 1 1 3 3 1
17. Technology new to the region 2 2 2 4 4 1
18. Voltage levels new to the region 1 1 1 4 4 1
19. Tapping to supply local loads 5 1 2 3 4 1
20. Power wheeling 3 4 2 3 3 1
Chapter VI
SUMMARY AND CONCLUSIONS
When a utility recognises the need for a new transmission line or 
augmentation of an existing line, a number of routes are selected and are 
subjected to technical and economical analysis. The route which will recently 
minimize the cost of the transmission line is normally chosen. However 
recently the choice of a transmission route may be determined, in many 
situations, by the needs to minimize its social and environmental impact. The 
first objective, that of minimizing the cost of the line can be quantified. The 
minimization of the social and environmental impact is difficult to quantify 
and may be in conflict with the first objective.
A two stage solution procedure was developed in this thesis. Stage one 
considers only the economic criteria. This tage selects the least cost K paths 
(e.g. K = 4). In stage two the K alternatives are evaluated on their social and 
environmental impact. The evaluation is achieved by means of a goal 
programming (GP) model.
The two-stage solution procedure developed is summarized below:
1. Draw a network diagram of the available route segments, with
arc and turn costs included.
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2. Apply the alternate formulation algorithm to the above network 
to arrive at a network which is compatible with the K shortest 
path algorithm.
3. Apply the K shortest path algorithm to the alternate network to 
determine the K least costly alternatives.
4. Use the zero-one integer goal programming model to select the
alternative which causes the least amount of social and
environmental disruption. If two or more alterntives present 
equal amounts of social and environmental disruption, the model 
selects the least costly alternative.
5. Should none of the alternatives investigated in step 3 be found 
acceptable from a social-environmental standpoint, the value of 
K is increased and the K shortest path algorithm is repeated. 
Then, step 4 is repeated.
Ihe two-stage solution procedure uses economic, social, and
environmental decision criteria in the selection of the "best" transmission line
route among the several alternatives available. The term "best” in this case is 
relative, and depends upon the values of the particular decision-making body. 
For this reason, managerial input in the selection process is crucial.
It is management's job to select the environmental and social 
objectives to be considered, and to determine the relative Importance among 
them. Management can also specify the relative Importance between the cost 
of the transmission lino route and the social and environmental disruption
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caused by its presence. The relative Importance can be implicitly treated In 
the solution procedure by varying the value of K in stage 1.
The two-stage solution method was applied to two different problems. 
The first problem is a small scale problem that involves the selection of the 
best transmission route to supply a Grid Substation in SCECO East network. 
The selection process is made from among four different routes with different 
costs and environmental impact. The result of the selection was in agreement
with the findings of the SCECO-East concerned department.
The second application was a typical decision-making process 
cortcerning the interconnection of six power networks. A choice is made from 
among four viable interconnection concepts. In this application stage two of 
the procedure was used to determine the concept with the least technical 
problems as well as the easiest to implement and operate. The factors taken 
in consideration are technical, economical, implementation, operation and 
management and miscellaneous items. The weights and priority level of each 
of these factors were compiled as a result of discussions and meetings with 
engineers and personnel who have good experience and knowledge of the 
concepts. The result obtained by the integer zero goal programming agreed 
with the result obtained by other means.
The two-phase solution procedure is somewhat analogous to the 
natural decision-making process. First, it sorts through the many alternatives 
available and selects the few which appear to be the most promising. It then 
evaluates the remaining alternatives in more detail, based on its own value 
system, and selects the alternative which most nearly satisfies its multiple and
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often conflicting objectives. This solution procedure is consistent with sound 
managerial decision-making process, and its superior computational efficiency 
should make it a valuable tool to management in the route selection process.
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APPENDIX A
K-Shortest Paths Program
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C
C
c
1
2
3
4
5
6
7
8 
9
10
11
12
13
14
15
16
17
18
4
600
5
2
45
C5
10
9
700
19
20 
21
22
23
24
25
26
C
C
C
27
C
C
C
C
C
C
28 110
29
30
THIS COMING PROGRAM IS TO FIND THE SHORTEST PATH BETWEEN 
TWO POINTS.
INTEGER KSRT 
CHARACTER *4 IPRO 
WRITE(6,4)
FORMAT (' ENTER KSRT OR EXIT TO QUIT')
READ(5,5)IPRO
FORMAT (A4)
IF(IPRO.EQ.'EXIT') GO TO 9
IF(IPRO.EQ.'KSRT') GO TO 45
WRITE (6,2)
FORMAT('UNIDENTIFIED ALGORITHM*****EXECUTTON TERMINATED') 
GO TO 9 
CALL KSHORT 
WRITE(6,10)
FORMAT (' NOTHING WRONG WITHIN MAIN PROGRAM')
GO TO 600
CONTINUE
WRITE(6,700)
FORMAT(1H1,////,30X,' THE PROGRAM IS SOLVED'/)
STOP
END
SUBROUTINE KSHORT
DIMENSION LLEN(50),LINC(50),LVAL(50)
COMMON S(50,50),D(50,50),ROWUSD(50),COLUSD(50),TREE(50,2), 
1UP(5O,5O),NP(50),INFSTC(50,3),NODES,INF,LEVEL,M,N,MAX
INTEGER ULEN(50),UINC(50),UVAL(50),START,VAL 
INTEGER PEND,NPRO
COMMON /BLK1/ MU,ML,LLEN,LINC,LVAL,ULEN,UINC,UVAL 
COMMON /BLK2/ K
COMMON /BLK4/ START(51),INC(50),VAL(50)
INF IS DEFINED.
INF=99999999
AS THE INPUT NETWORK IS READ IN ,THE VARIABLES AND 
THE ARRAYS NEEDED BY DSWP AND TRACE ARE CREATED.
FORMAT (213)
J=0
MU=0
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31 ML=0
32 NPREV=0
33 N=0
34 WRITE(6,1111)
35 1111 FORMAT(' ENTER NODES,NARCS')
36 1 READ(5,110)NODES,NARCS
37 DO 30 I =1,NARCS
38 WRITE(6,2222)
39 2222 FORMAT('ENTER NB,NA,LEN AS MANY AS NARCS ')
40 READ(5,800)NB,NA,LEN
41 800 FORMAT(313)
42 IF(NA.GT.N) N=NA
43 IF(NB.GT.N) N=NB
44 IF(NA.EQ.NPREV) GO TO 10
45 IF(NA.EQ.NPREV+1) GO TO 3
46 L1=NPREV+1
47 L2=NA-1
48 DO 2 L=L1,L2
49 START L=0
50 ULEN(L)=O
51 2 LLEN(L)=O
52 3 IF(J.EQ.O) GO TO 5
53 ULEN(NPREV)=JU
54 LLEN(NPREV)=JL
55 5 START(NA)=J+1
56 JU=0
57 JL=O
58 NPREV=NA
59 10 J=J+1
60 INC(J)=NB
61 VAL(J)=LEN
62 IF(NB.GT.NA) GO TO 20
63 MU=MU+1
64 UINC(MU)=NB
65 UVAL(MU)=LEN
66 JU=JU+1
67 GO TO 30
68 20 ML=ML+1
69 LINC(ML)=NB
70 LVAL(ML)=LEN
71 JL=JL+1
72 30 CONTINUE
73 START(NPREV+1)=J+1
74 ULEN(NPREV)=JU
75 LLEN(NPREV)=JL
p
C THE (K,NS,IMAX) AND (NF.PMAX) DATA RECORDS ARE
C ARE SUCCESSIVELY READ.
76 40 READ(5,801)NPRO,I1,12,13
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77 801 FORMAT (A4,3I3)
78 IF (NPRO.EQ.PEND) GO TO 100
79 IF (13.EQ.O) GO TO 50
80 K=I1
81 NS=I2
C
C THE K SHORTEST DISTINCT PATH LENGTHS FROM NODES VS 
C TO ALL OF THE NETWORK ARE CALCULATED.
C
82 CALL DSWP (NS,13)
83 GO TO 40
C UP TO PMAX OF THE PATHS HAVING THE K SHORTEST PATH
C LENGTHS FROM NODE NS TO NODE NF ARE DETERMINED.
C
84 50 CALL TRACE
85 GO TO 40
86 100 RETURN
87 END
88
89
90
91
92
93
94
95
96
97
98
99 
100
101
102
103
104
105
106
C
C
SUBROUTINE DSWP (NS,IMAX)
DIMENSION LLEN(50),LINC(50),LVAL(50)
COMMON S(50,50),D(50,50),ROWUSD(50),COLUSD(50),TREE(50,2), 
1UP(50,50),NP(50),INFSTC(50,3).NODES,INF,LEVEL,M,N,MAX
INTEGER ULEN(50),UINC(50),UVAL(50),X
COMMON /BLK1/ MU,ML,LLEN,LINC,LVAL,ULEN,UINC,UVAL
COMMON /BLK2/ K
COMMON /BLK3/ X(50,5)
N1=N-1
C
C THE INTIAL APPROXIMATION MATRIX X IS FORMED.
C
C
DO 20 1=1,N 
DO 20 J=1,K
20 X(1,J)=INF 
X(NS,1)=O 
ITNS=1
C
C THE CURRENT X IS MODIFIED THROUGH MATRIX MULTIPLICATION WITH 
C THE LOWER TRIANGULAR PORTION OF THE ARC LENGTH MATRIX.
C
30 IFIN=ML 
INDX=1
DO 40 III=1,N1 
I=-III+N1+1
IF(LLEN(I).EQ.O) GO TO 40 
IS=IFIN-LLEN(I)+1
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108
109
110
111
112
113
114
115
116
117
118
119
120
121
122
123
124
125
126
CALL XMULT(I,IS,IF,IN,LINC,LVAL,INDX)
IFIN=IS-1
40 CONTINUE
IF (ITNS.EQ.l) GO TO 50 
C
C TEST FOR CONVERGENCE.
C
IF (INDX.EQ.l) GO TO 100 
C
C THE CURRENT X IS MODIFIED THROUGH MATRIX MULTIPLICATION WITH 
C THE UPPER TRIANGULAR PORTION OF THE ARC LENGTH MATRIX.
C
50 ITNS=ITNS+1 
IS=1 
INDX =1 
DO 60 1=2,N
IF (ULEN(I).EQ.O) GO TO 60 
1FIN=IS+ULEN(I)-1
CALL XMULT(I,IS,IF,IN,UINC,UVAL,INDX)
IS=IFIN+1
60 CONTINUE 
C 
C
C TEST FOR CONVERGENCE.
C
IF (INDX.EQ.l) GO TO 100 
ITNS=ITNS+1
C
C
C A TEST IS MADE TO SEE IF TOO MANY ITERATION HAVE BEEN PERFORMED
C
C
IF (ITNS.LT.IMAX) GO TO 30 
WRITE (6,900) IMAX
900 FORMAT ('NUMBER OF ITERATION',15)
GO TO 200
C
C
C THE SOLUTION MATRIX X IS PRINTED OUT ON UNIT 6, TOGETHER WITH 
C THE VALUE FOR K,NS,AND ITNS.
C
C
127 100 WRITE (6,901) K,NS
128 901 FORMAT (1H1,10X,1K=1,13,IX,'SHORTEST PATH LENGTHS 
+'FROM NODE',I4//12X,'TO',1X,'NODE',//)
129 DO 130 1=1,N
130 130 WRITE (6,902) I,(X(I,J),J=1,K)
131 902 FORMAT (' ',I3,6X,(1019))
100
132 WRITE (6,903) ITNS
133 903 FORMAT(//1HO,'NUMBER OF ITERATIONS REQUIRED FOR',
+1CONVERGENCE=',15)
134 200 RETURN
135
C
END
C
136 SUBROUTINE XMULT(I,IS,IFIN,INC,VAL,INDX)
137 DIMENSION INC(50)
138 COMMON S(50,50),D(50,50),R0WUSD(50),C0LUSD(50),TREE(5O,2)  
1UP(50,50),NP(50),INFSTC(50,3),NODES,INF,LEVEL,M,N,MAX
139 INTEGER VAL(50),A(5),X
140 COMMON /BLK2/ K
141 COMMON /BLK3/ X(5O,5)
c
c
C INTIALIZE TO CURRENT K SHORTEST PATH LENGTHS FOR NODE I, 
C IN STRICTLY INCREASING ORDER.
C
C
142 DO 10 J=1,K
143 10 A(J)=X(I,J)
144 MAX=A(K)
C
C EACH NODE OF INC INCIDENT TO NODE I IS EXAMINED.
C
C
145 DO 100 L=IS,IFIN
146 I1=INC(L)
147 IV=VAL(L)
C
C
C TEST TO SEE WHETHER IXV IS TOO LARGE TO BE INSERTED INTO A.
C
C
148 DO 90 M=1, K
149 IX=X(I1,M)
150 IF(IX.GE.INF) GO TO 100
151 IXV=IX+IV
152 IF(IXV.GE.MAX) GO TO 100 
C
C IDENTIFY THE POSTION INTO WHICH IXV CAN BE INSERTED.
C
153
154
155
156 30
DO 30 JJJ=2,K 
J=-JJJ+K+2
IF (IXV-A(J-l)) 
CONTINUE
157 J=1
158 50 JJ=K
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192 20 KK=1
193 LAB=X(NF,JJ)
194 IF (LAB.EQ.INF) GO TO 200
195 LL=LAB
196 P(1)=NF
197 30 LAST=0
C
C NODES INCIDENT TO NODE P(KK) ARE SCANNED.
198
C
40 NT=P(KK)
199 IS=START(NT)
200 DO 45 ND=NT,40
201 IF(START(ND+1).NE.O) GO TO 48
202 45 CONTINUE
203 48 IF=START(ND+I )-l
204 II=IS+LAST
205 50 IF(II.GT.IF) GO TO 90
206 NI=INC(II)
207 NV=VAL(II)
208 LT=LAB-NV 
C
C A TEST IS MADE TO SEE IF THE CURRENT PATH CAN BE 
C EXTENDED BACK TO NODE NI
C
C
209 DO 60 J=1,K
210 IF (X(NI,J)-LT) 60,180,70
211 180 DO 181 IA=1,KK
212 IF (NI-P(IA)) 181,70,181
213 181 CONTINUE
214 GO TO 80
215 60 CONTINUE
216 70 11=11+1
217 GO TO 50
218 80 KK=KK+1
219 IF (KK.GT.50) GO TO 190
220 P(KK)=NI
221 Q(KK)=II-IS+1
222 l’V(KK)’-NV
223 l.AII~LT
C
C TEST ARE MADE TO SEE IF THE CURRENT PATH CAN BE 
C EXTENDED FURTHER.
224 s IF(LAB.NE.O) GO TO 30
225 IF(NI.NE.NS) GO TO 30 
C
C A COMPLETE PATH FROM NS TO NF HAS BEEN GENERATED 
C AND IS PRINTED OUT ON UNIT 6
226 NPH=NPH+1
103
227
228
229
230
231
232
233
234
235
236
237
238
239
240
241
WRITE (6,902) NPH,LL,(P(J),J=1,KK)
902 FORMAT(1X,14,18,5X,(2015))
IF(NPH.GE.PMAX) GO TO 200
90 LAST=Q(KK)
P(KK)=O
LAB=LAB+PV(KK)
KK=KK-1
IF(KK.GT.O) GO TO 40 
C
C THE EXPLORATION OF THE CURRENT JJ-TH DISTINCT PATH 
C LENGTH IS ENDED.
C
JJ=JJ+1
IF(JJ.GT.K) GO TO 200 
GO TO 20
190 WRITE(6,903)
903 FORMAT(1H0,'NUMBER OF ARCS IN PATH EXCEEDS 50') 
200 RETURN
END
APPENDIX B
Zero-One Integer Goal Program
104
105
THIS PROGRAM PERFORMS THE MODIFIED BALASIAN 
IMPLICIT ENUMERATION ALGORITHM FOR ZERO-ONE 
GOAL PROGRAMMING. IT ENUMERATS EITHER 
EXPLICITLY OR IMPLICITLY ALL POSSIBLE 
SOLUTION COMBINATIOS BY MAKING USE OF A 
VARIABLE SELECTION AND A BACKTRACKING.
C ZERO-ONE INTEGER GOAL PROGRAM 
C 
C 
C 
C 
C 
C 
C 
C
1 REAL NEG
2 INTEGER X,VSET,XMIN
3 COMMON/R1/ A(100,100),B(100),XWGHTN(100),XWGHTP(100)
4 COMMON/R2/ NEGX(100,2),JOUSED(100)
5 COMMON/I1/ X(100),JPN(IOO),JPP(IOO),NC,NV,NP
6 DIMENSION SUM(100,100),PREU(100),IMPROV(IOO),TEMP(100),
+ JVS(IOO),VSET(1OO),UMIN(100),XMIN(100),
+ KPRIO(IOO)
7 CHARACTER*28 LIST(21)
8 DATA SUM/10000*0.0/,TEMP/100*0.0/
9 DATA POS,NEG,DATA/0.0,0,0.0/
C ....................................................................................................................................
C . THIS SECTION READS INPUT AND PRINTS OUT
C . THE ECHO OF INPUT IF WANTED.(I.E.,IPRI=I) .
C ...................................... .. ...........................................................................................
10 WRITE (6,621)
11 READ (5,*) IPRI
12 IF (IPRI.EQ.O) GO TO 1
13 WRITE (6,627)
14 WRITE (6,622)
15 1 READ (5,*) NC,NV,NP
16 DO 3 1=1,100
17 KPRIO(I)=0
18 JPN(I)=-1
19 JPP(I)=-1
20 XWGHTN(I)=0.0
21 XWGHTP(I)=0.0
22 DO 2 J=l,100
23 A(I,J)=0.0
24 2 CONTINUE
25 3 CONTINUE
C IC=0.0
26 IJ=0.0
27 IF (IPRI.EQ.O) GO TO 5
28 WRITE(6,*) NC,NV,NP
29 WRITE(6,623)
30 NCC=NC+1+1
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31 5 DO 55 LL=1,NCC
32 READ(5,*) SIGNED,IROW,LVLPRT,WGHT
33 KPRIO(LL)=LVLPRT
34 IF (SIGND.EQ.DATA) GO TO 10
35 IF (SIGNED.NE.NEG) GO TO 6
36 JPN (IROW)=LVLPRT
37 XWGHTN(IROW)=WGHT
38 GO TO 7
39 6 IF(SIGND.NE.POS) GO TO 900
40 JPP(IROW)=LVLPRT
41 XWGHTP(IROW)=WGHT
42 7 IF(IPRI.EQ.O) GO TO 55
43 WRITE(6,624) SIGND,IROW,LVLPRT,WGHT
44 55 CONTINUE
45 10 IF(IPRI.EQ.O) GO TO 11
46 WRITE(6,625)
47 11 DO 999 1=1,NC
48 READ(5,888) LIST(I),(A(I,J),J=1,NV)
49 888 FORMAT(A28,4F4.1)
50 WRITE (6,997) LIST(I),(A(I,J),J=1,NV),KPRIO(1 + 1)
51 997 FORMAT(//,A28,3X,4(F8.4,3X),2X,13,/)
52 999 CONTINUE
53 12 DO 988 1=1,NC
54 DO 988 J=1,NV
55 IF(A(I,J)) 16,988,988
56 988 CONTINUE
57 GO TO 17
C RECORD THE VARS WHICH HAVE NEGATIVE COEFF.S
C
58 16 IJ=IJ+1
59 NEGX(IJ,1)=J
60 NEGX(IJ,2)=I
C GO TO 15
61 GO TO 12
62 17 IF(IPRI.EQ.O) GO TO 18
63 WRITE(6,626)
64 18 READ(5,*) (B(I),I=1,NC)
65 IF(IPRI.EQ.O) GO TO 19
66 WRITE(6,602) (B(I),1=1,NC)
C MODIFY THE FORMULATION IF NEGATIVE COEFF.S EXIST
67 19 IF(IJ.NE.O) CALL COMPX(IJ)
C ADJUST RIGHT HAND SIDE VALUE AND COEFFICENT OF A(I,J)
68 20 DO 30 1=1,NC
69 IF(XWGHTN(I)-1) 21,21,22
70 21 IF(XWGHTP(I)-1) 30,30,24
71 22 B(I)=XWGHTN(I)*B(I)
72 DO 23 J=1,NV
73 23 A(I,J)=XWGHTN(I)*A(I,J)
74 GO TO 21
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75 24 B(I)=XWGHTP(I)*B(I)
76 DO 25 J=1,NV
77 25 A(I,J)=XWGHTP(I)*A(I,J)
78
C
30 CONTINUE
C . IN THISSECTION, THEVALUE OF SUM(K,J), THE SUMO OF
C THE COEFFICIENTS FOR VARIABLE J AT PRIORITY LEVEL
C
C
K, IS COMPUTED FOR LATER USE.
79 DO 35 K=1,NP
80 DO 35 J=1,NV
81 35 SUM(K,J)=0
82 DO 45 K=1,NP
83 IMPROV(K)=0
84 DO 42 J=1,NV
85 DO 40 1=1,NC
86 IF(JPN(I).NE.K) GO TO 40
87 SUM(K,J)=SUM(K,J)+A(I,J)
88 40 CONTINUE
89 IF(SUM(K,J)) 42,42,41
90 41 IMPROV(K)=1
91 42 CONTINUE
92 45 CONTINUE
C INITIALIZE BASIC VARIABLES
93 UMIN(1)=999999
94 DO 50 IS=1,NV
95 JVS(IS)=O
96 X(IS)=O
97 VSET(IS)=O
98
C
C
50 CONTINUE
C THIS SECTION CALCULATES THE UNDERACHIEVEMENTS
C OF ALL PRIORITY LEVELS FOR ALL X=0
C UVAL(K) IS THE UNDERACHIEVEMENT OF PRIORITY
C LEVEL K. PREU(K) IS SET EQUAL TO THIS AS
C A BASIS FOR COMPARISON IN DETERMINING WHETHER .
c
c
OR NOT TO INTRODUCE VARIABLES.
99
c
IEL=O
100 ISTEP=1
101 100 DO 110 K=1,NP
102 110 PREU(K)=UVAL(K)
103 WRITE(6,*)(PREU(KQ),KQ=1,NP)
c VARIABLE SELECTION AND COMPUTATION START.
104 DO 300 K=1,NP
108
105
106
107
108
109
110 
111 
112
113
114
115
116
117
118
119
120
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123
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
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IF(IMPROV(K).EQ.O) GO TO 300
200 JASGN=0 
SMAX=0.0 
DO 210 JQ=1,NV 
IF(X(JQ).EQ.1) GO TO 210
IF(JVS(JQ).EQ.-l .OR. JVS(JQ).EQ.l) GO TO 210
IF(SUM(K,JQ).LE.SMAX) GO TO 210
JASGN=JQ
SMAX=SUM(K,JQ)
210 CONTINUE
IF(JASGN.EQ.O) GO TO 260
C TEMPORALILY ASSIGN 1 TO CHOSEN X AND TEST IF IT IMPROVES. 
X(JASGN)=1 
DO 220 KK=1,K 
TEMP(KK)=UVAL(KK)
IF(TEMP(KK)-PREU(KK)) 250,220,240
220 CONTINUE
C
C IF NOT RESET X AND MARK THE VARIABLE.
C
240 X(JASGN)=0 
JVS(JASGN)=1 
GO TO 200
C
C IF IT IMPROVES, ASSIGN IT IN VEST AND TEST NEXT PRIORITY. 
C
250 IEL=IEL+1
VSET(IEL)=JASGN 
DO 255 KL=1,NP
IF(KL.LE.K) PREU(KL)=TEMP(KL)
IF(KL.GT.K) PREU(KL)=UVAL(KL)
255 CONTINUE
ISTEP=ISTEP+1 
IF(PREU(K)) 260,260,200
C
C CLEAR JVS TO EVALUATE NEXTPRIORITY
C
260 DO 270 KM=1,NV
1E(JVS(KM).EQ.1) JVS(KM)«O
270 CONTINUE 
300 CONTINUE
C
C SET NEW BOUNDARY VALUE UMIN(K) IF SATISFIED.
C
WRITE(6,*)(PREU(KQ),KQ=1,NP)
DO 320 K=1,NP
IF(PREU(K)-UMIN(K)) 350,320,400 
320 CONTINUE
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140 GO TO 400
141 350 DO 360 K=1,NP
142 360 UMIN(K)=PREU(K)
143 DO 370 J=1,NV
144 370 XMIN(J)=X(J)
145 IOPT=ISTEP
C 
C 
C 
C 
C 
c 
c 
c 
c 
c
146 400 NB=NV
147 410 IF(VSET(NB).GT.0) GO TO 420
148 IF(NB.EQ.l) GO TO 500
149 NB=NB-1
150 GO TO 410 
C
C EXCLUDE THE LAST VARIABLE ASSIGNED FROM VSET
C
NOW THE BACKTRACING ROUTINE IS BEGUN. THIS SECTION 
ASSIGNS A VALUE OF ZERO TO THE LAST ASSIGNED VARIABLE 
AND METHODICALLY SEARCHES FOR OTHER SOLUTIONS WHICH 
ARE BETTER THAN THOSE FOUND TO DATE.
THE LAST VARIABLE ASSIGNED A VALUE OF ONE IS SET 
EQUAL TO ZERO. THIS IS SIGNIFIED BY SETTING VSET(NB) 
EQUAL TO (MINUS) THE INDEX OF THIS VARIABLE. NB IS 
THE VARIABLE ENTERED IN THE SET OF ASSIGNED VARIABLES.
151 420 JX=VSET(NB)
152 X(JX)=0
153 VSET(NB)=-1*VSET(NB)
154 JVS(JX)=-1
155 IF(NB.EQ.NV) GO TO 440
156 NBP1=NB+1
157 DO 430 I=NBPI,NV
158 IF(VSET(I).EQ.O) GO TO 430
159 JT=IABS(VSET(I))
160 X(JT)=O
161 JVS(JT)=0
162 VSET(I)=0
163 430 CONTINUE
164 440 IEL=NB
165
c
GO TO 100
C
c
THE FINAL RESULTS ARE PRINTED OUT.
166 500 WRITE(6,628)
167 WRITE(6,603) ISTEP,IOPT
168 WRITE(6,604)
169 DO 520 J=1,NV
170 WRITE(6,605) J,XMIN(J)
171 520 CONTINUE
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172 WRITE(6,606)
173 DO 540 K=1,NP
174 WRITE(6,607) K,UMIN(K)
175 540 CONTINUE
176 WRITE(6,608)
177 WRITE(6,609)
178 DO 590 K=1,NP
179 WRITE(6,610) K,UMIN(K)
180 590 CONTINUE
181 WRITE(6,611)
182 STOP
C ERROR HANDLING ROUTINE.
183 900 WRITE(6,690) SIGND
184 STOP
C FORMAT SECTION
185 602 FORMAT(1H0,6F12.3,/)
186 603 FORMAT(//,10X,16,1 TOTAL SOLUTION COMBINATIONS WERE',
+'EVALUATED.',/,10X,'THE OPTIMAL SOLUTION WAS ON THE',
+ 16,1TH1,1 COMBINATION1,//)
187 604 FORMAT (//,10X,'THE VALUES OF THE SOLUTION VARIABLES', 
+'ARE LISTED BELOW',/,10X,53('-'),//)
188 605 FORMAT(13X,2HX(,I3,4H)= ,13)
189 606 FORMAT(////,10X,'THE UNDERACHIEVEMENTS ARE AS',
+'FOLLOWS:',/,10X,37('-'),//)
190 607 FORMAT(/,13X,'THE UNDERACHIEVEMENTS OF LEVEL',
+13,3H,IS,F12.3)
191 608 FORMAT(///,11X,'ANALYSIS OF OBJECTIVE FUNCTION', 
+/,11X,3O('-')
192 609 FORMAT(///,13X,8HPRIORITY,15X,17HUNDER-ACHIEVEMENT,/)
193 610 FORMAT(17X,13,10X,F15.3)
194 611 FORMAT(///,36('*'),/,'**END OF JOB**')
195 621 F0RMAT(/,'ENTER 1 IF YOU WANT ECHO PRINT OF INPUT.1,
+'OTHERWISE ENTER 0',/,' ** INTERACTIVE USER',
+'SHOYLD ENTER 1**',/)
196 627 FORMAT(/,' THE INPUT DATA INSERTED ACCORDING TO',
+'THE INSTRUCTION TO BE GIVEN.',/)
197 622 FORMAT(//,' NO. OF CONSTRAINTS,NO. OF VARIABLES,',
+ 'NO. OF PRIORITY LEVELS ARE,',//)
198 623 FORMAT(///,' SIGN OF DEVIATION, ROW NO. OF DEVIATION', 
+ '.PRIORITY LEVEL, AND',/,1 WEIGHTING FACTOR ',
+'PER A LINE./,' FOUR DATA ITEM FOR A DEVIATION CAN BE' 
+'INPUT AS MANY AS NEEDED. ',//)
199 624 FORMAT(1HO,A4,215,F16.8)
200 625 FORMAT(///,' DESCRIPTION OF THE OBJECTIVES1,T35,'X(1)' 
+',6X,'X(2)',7X,'X(3)',7X,'X(4)',3X,'PRIORITY LEVEL',/)
201 626 FORMAT(//,' RHS VALUES OF CONSTRAINTS. ',//)
202 628 FORMAT(//,36('*'),/,'Z1GP OUTPUT',29('*'),//)
203 690 FORMAT(' ERROR IN SIGN OF DEVIATION. RUN ABORTED.',5X,
204 END
Ill
C
C
C
C
c
THIS SUBROUTINE DETERMINES UVAL(K), WHICH IS
UNDER ACHIEVEMENT OF PRIORITY LEVEL K, FOR
THE SET OF ASSIGNED VARIABLES.
205 FUNCTION UVAL(NPR)
206 INTEGER X
207 COMMON/R1/A(100,100),B(100),XWGHTN(100),XWGHTP(100)
208 COMMON/I1/X(100),JPN(IOO),JPP(IOO),NC,NV,NP
209 DIMENSION U(100)
210 U(NPR)=0.0
211 DO 100 1=1,NC
212 IF(JPN(I).NE.NPR .AND. JPP(I).NE.NPR) GO TO 100
213 TOT=0.0
214 DO 10 J=1,NV
215 10 TOT=A(I,J)*X(J)+TOT
216 DT=TOT-B(I)
217 IF(DT) 20,100,30
218 20 IF(JPN(I).EQ.NPR) U(NPR)=U(NPR)-DT
219 GO TO 100
220 30 IF(JPP(I).EQ.NPR) U(NPR)=U(NPR)+DT
221 100 CONTINUE
222 UVAL=U(NPR)
223 RETURN
224 END
225 SUBROUTINE COMPX(IMAX)
226 INTEGER X
227 COMMON/R1/A(100,100),B(100),XWGHTN(100),XWGHTP(100)
228 COMMON/R2/NEGX(100, 2),JCUSED(100)
229
c
COMMON/I1/X(100),JPN(IOO),JPP(IOO),NC,NV,NP
c PRIORITY LEVEL IS INCREASED BY 1
230 DO 100 1=1,NC
231 IF(JPN(I).NE.-l) JPN(I)=JPN(I)+1
232 IF(JPP(I).NE.-l) JPP(I)=JPP(I)+1
233 100 CONTINUE
234 JCNT=O
c RARARRANGE THE CONSTAINTS AND PRIORITY LEVELS
235 DO 200 I=1,IMAX
236 JFLAG=0
237 IR=NEGX(I,2)
238 JC=NEGX(I,1)
239 CALL SEARCH(JC,JCNT,JFLAG)
c MAKE A(I,J) POSITIVE BY INTRODUCING COMPLEMENTARY VARS
240 A(IR,NV+JCNT)=-A(IR,JC)
241 A(TR,JC)«O.
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242
C
B(IR)=B(IR)+A(IR,NV+JCNT)
ADD NEW CONSTRAINTS
243 IF(JFLAG.NE.0) GO TO 200
244 A(NC+JCNT,JC)=1
245 A(NC+JCNT,NV+JCNT)-1
246 B(NC+JCNT)=1
c ADD DEVS TO SYSTEM CONSTRAINTS
247 JPN(NC+JCNT)=1
248 JPP(NC+JCNT)=1
249 XWGHTN(NC+JCNT)=1
250 XWGHTP(NC+JCNT)=1
251 200 CONTINUE
C WRITE MODIFIED FORMULATION
252 WRITE(6,600) JCNT
253 600 FORMAT(1H0,' **TOTAL',15,' COMLEMENTARY VARS
+'INTRODUCE./,2X,'COMPLEMENTARY VARSs',5X,',
+'ORIGINAL VARS',/)
254 DO 300 J=1,JCNT
255 NVJ=NV+J
256 WRITE(6,610) NVJ,JCUSED(J)
257 610 FORMAT(7X,'X(',12,')',15X,'X(',12,')1)
258 300 CONTINUE
C UPDATE NC,NV,NP
259 NC=NC+JCNT
260 NV=NV+JCNT
261 NP=NP+1
262 RETURN
263 END
264 SUBROUTINE SEARCH(JC,JCNT,JFLAG)
265 COMMON/R2/ NEGX(100,2),JCUSED(IOO)
266 IF(JCNT.EQ.O) GO TO 150
267 DO 100 JJC=1,JCNT
268 IF(JCUSED(JJC).EQ.JC) GO TO 200
269 100 CONTINUE
C ADD NEW COMPLENTARY VAR IN JCUSED.
270 150 JCNT=JCNT+1
271 JCUSED(JCNT)=JC
272 RETURN
273 200 JFLAG=1
274 RETURN
275 END
APPENDIX C
7 echnique for Order Preference by Similarity to 
Ideal Solution Program
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31 280 CONTINUE
32 DO 180 1=1,NI
33 AJMAX=W(I,1)
34 DO 170 J=2,NJ
35 IF(AJMAX-VV(I,J)) 155,170,170
36 155 AJMAX=W (I, J )
37 170 CONTINUE
38 VNEG(I)=AJMAX
39 180 CONTINUE
C
C CALCULATE S* AND S-
40 DO 7 1=1,NI
41 DO 7 J=1,NJ
42 DVS(I,J)=(VV(I,J)-VN(I))**2
43 7 DVSN(I,J)=(VV(I,J)-VNEG(I))**2
44 DO 8 J=1,NJ
45 SUMD(J)=0.0
46 SUMDD(J)=0.0
47 DO 8 1=1,NI
48 SUMDD(J)=SUMDD(J)+DVSN(I,J)
49 8 SUMD(J)=SUMD(J)+DVS(I,J)
50 DO 9 J=1,NJ
51 SN(J)=SQRT (SUMDD(J))
52 9 S(J)=SQRT (SUMD(J))
C CALCULATE C*
53 DO 16 J=1,NJ
54 16 C(J)=SN(J)/(S(J)+SN(J))
C OUTPUT ************************
55 WRITE (6,222)
56 222 FORMAT (///,20X,'THE COEFACTORS OF THE ROUTES')
57 DO 555 1=1,NI
58 555 WRITE (6,*)(A(I,J),J=1,NJ)
59 WRITE (6,557)
60 557 FORMAT(///,7X,'THE VALUE OF NORMALIZED MATRIX, 
+((SUM OF X **2)**.5) AND NORMALIZED WEIGHT')
61 DO 533 L=1,NI
62 533 WRITE (6,*)(R(L,N),N=1,NJ),SUMM(L),WN(L)
63 WRITE (6,558)
64 558 FORMAT(//,3X,'THE VALUE OF NORMALIZED WEIGHT', 
+'MATRIX VV(I,J)',/)
65 DO 577 1=1,NI
66 577 WRITE (6,*)(W(I,J),J=1,NJ)
67 WRITE (6,559)
68 559 FORMAT (//,3X,'THE NORMALIZED IDEAL AND NEGATIVE 
+'IDEAL VALUE')
69 DO 560 1=1,NI
70 560 WRITE (6,*) VN(I),VNEG(I)
116
71 WRITE (6,561)
72 561 FORMAT(//,3X,'THE SEPARATION S(J),AND SN(J)')
73 DO 562 J=1,NJ
74 562 WRITE (6,*) J,S(J),SN(J)
75 WRITE (6,564)
76 564 FORMAT(///,3X,'THE SOLUTION (CLOSNESS TO THE IDEAL VALUE)')
77 DO 570 J=1,NJ
78 570 WRITE (6,*) J,C(J)
79 WRITE (6,301)
80 301 FORMAT(//////,3X,'THE END OF THE RESULT',////)
81 STOP
82 END
