Abstract. This short paper studies distributed consensus algorithms with focus on their robustness against communication errors. We report simulation results to verify and assess existing algorithms. GacsKurdyumov-Levin and simple majority rule are evaluated in terms of convergence rate and speed as a function of noise and network topology.
Introduction
The overall objective of our research is to analyze robustness characteristics of features of self-organization in networks. We recognize any feature of a network as feature of self-organization if it is capable of performing actions aimed at maintaining the network function in a completely distributed manner. Each node has only local view, and simple rules are applied. Systems presenting such features are recognized as "having an ability of self-organization." We use the term robustness as ability of the system (or an algorithm as part of the system) to maintain a certain level of network function despite changes or noise in the environment and/or changes in system structure, including partial failure.
This short paper is our first step in this research direction. It studies selforganizing consensus algorithms in networks with focus on robustness toward communication errors between nodes. Consensus algorithms can be applied to a broad spectrum of tasks, ranging from distributed version management over analysis of social networks to forecasting of crowd behavior.
Our work is inspired by an article of Moreira et al. [1] . That paper studies the impact of noise leading to communication errors on distributed consensus. Gacs-Kurdyumov-Levin (GKL) [2] and simple majority rule (SMR) [3, 4] are tested for convergence under different noise levels in a small-world network [5] . It was shown that noise can actually improve performance of simple algorithms in certain setups [1] . The work at hand slightly extends that work using almost the same modeling assumptions but investigating a larger set of parameters. 
Setup and Notation
The system is modeled as a cellular automata graph [6] . Given is a onedimensional grid of n nodes where each node is connected to its k closest neighbors. At a time t = 0, nodes are initially assigned with a random binary state σ whose value is either +1 (white color) or −1 (black color). At every time step t > 0, all nodes update their state following a given consensus rule based on their own state and their neighbors' states. The network is expected to converge within 2n time steps to a single value, which corresponds to the initial majority of value distribution [1] . The state of node i at time t is called σ i [t]; the state that node i receives for the state of node j is calledσ
Consensus Algorithms
Let us describe the GKL and SMR rules. According to GKL, a node i computes its new state σ i [t + 1] using its current state σ i [t] and the current state of the first and third nearest neighbors to the left or right from the node. The current value defines the side from which the neighbors are chosen. We have [1] 
where the nodes i−1 and i−3 are the first and third neighbors to the left (nodes i + 1 and i + 3 are to the right). The update function G is [1]
Using SMR, a node calculates its new value on basis of its current state and the state of its closest k neighbors from both sides. i.e.,
Noise
Noise is quantified by a noise parameter η ∈ [0, 1]. Noise-free environments are modeled using η = 0; random dynamics is η = 1 [1] . Communication errors caused by noise are then modeled as follows [1] :
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Contributions and Methodology
We extend some parts of the results reported in [1] by using a larger set of system parameters. As network topologies, we apply the commonly used Watts-Strogatz and Newman-Watts-Strogatz models [7] on a one-dimensional grid and vary the number of neighbors from 2 to 5. The noise parameter η/2 is varied from 0 to 1. Moreover, we consider k = 2 . . . 5 neighbors in SMR. Every set of conditions is run 1 000 times with both synchronous and asynchronous update functions. The simulation engine is built with the programming language Python and uses the NetworkX software package (networkx.lanl.gov).
As performance metrics we measure the convergence rate (fraction of converged networks out of 1 000 simulations) and convergence speed (number of steps until network converges to a single state normalized by the overall number of steps within one simulation).
There appear "noise artifacts" at certain noise levels. These artifacts are ignored in [1] , i.e., a network is considered as converged even if not all nodes have the same value. We only consider the consensus to be converged if really all nodes have the same state. Therefore our simulations assume somewhat more difficult conditions.
Simulation Results
For illustration, Figs. 1 and 2 show the evolution of the nodes' states over time for given starting conditions. These plots basically resemble previous results [1] . a) Noiseless conditions. b) Noisy conditions (η = 0.05). Figs. 3 and 4 show the convergence rate and speed with different parameters and network models. The curves can be interpreted as follows:
-Using GKL, low and medium noise levels lead to a convergence rate of about 50%, while no and high noise tend to prevent consensus (Fig. 3a) . . SMR rule in a network of n = 100 nodes with rewiring probability 0.9.
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-With Newman-Watts-Strogatz networks (Fig. 4b) , there is an extra peak in convergence rate for high noise levels using SMR with synchronous update.
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-Both GKL and SMR have weaker performance than in [1] , which is due to the fact that we did not mitigate "noise artifacts" in measuring convergence.
In future work, the simulation engine will be used for robustness analysis with respect to other types of faults and in two-dimensional topologies.
