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Abstract—In this note we construct minimax observers for linear sta-
tionary DAEs with bounded uncertain inputs, given noisy measurements.
We prove a new duality principle and show that a finite (infinite) horizon
minimax observer exists if and only if the DAE is `-impulse observable
(`-detectable) . Remarkably, the regularity of the DAE is not required.
I. INTRODUCTION
Consider a linear Differential-Algebraic Equation (DAE):
dpFxptqq
dt
“ Axptq ` fptq , yptq “ Hxptq ` ηptq , (1)
where F,A P Rmˆn and H P Rpˆn are given matrices and f , η
are deterministic noises. We will be interested in solutions for which
pFxp0q, f, ηq are a priori unknown elements of a bounding set E8 :“Ş
t1ą0tpx0, f, ηq : ρpx0, f, η, t1, Q0, Q,Rq ď 1u where
ρpx0, f, η, t1, Q0, Q,Rq :“ xJ0Q0x0`
`
ż t1
0
pfJptqQfptq ` ηJptqRηptqqdt , (2)
and Q0, Q,R are symmetric positive definite matrices. Intuitively,
pFxp0q, f, ηq P E8 implies that the initial state Fxp0q is bounded
and the noise signals pf, ηq have bounded energy, i.e. bounded L2
norm. The latter is a standard assumption in robust control [1].
In this paper we extend the classical results on minimax observers
(see [1]–[4]) to DAEs. Namely, we estimate a linear function t ÞÑ
Lxptq, L P R1ˆn of the state trajectory of (1), based on the output
y. Since (1) contain uncertain terms f, η, it follows that, even if F
was invertible, there could be various state trajectories x of (1), and
hence several values of Lxptq, which are consistent with y. For the
case of rectangular F , the DAE (1) may have several solutions. This
introduces an additional source of uncertainty. Hence, the best we
can do is to construct a function t ÞÑ xLxptq such that for all state
trajectories x of (1), which are consistent with y and correspond to
pFxp0q, f, ηq P E8, Lxptq lies in the interval rxLxptq´r, xLxptq`rs,
and r is as small as possible. A dynamical system whose output isxLx and whose input is y is called a minimax observer. In what
follows we take Lx“`JFx for some ` P Rm. The reason for this
is that the state vector x of (1) may contain components which are
free, possibly discontinuous, exogenous variables. The estimation of
the latter is problematic even for LTI systems [5], if the observer is
required to be an LTI system. In contrast, Fx is always continuous
and it is subject to a differential equation.
1) Contribution: Our main contribution is a new duality principle
(Theorem 2). This result allows us (i) to find necessary and sufficient
conditions for existence of a minimax observer xLx for finite and
infinite time horizons (Theorems 1,2), and (ii) to show that xLx can
be represented as an output of a time-varying linear system in the
finite horizon case (Theorem 3), and as an output of a stable LTI
system in the case of infinite time horizon (Theorem 4). Finally we
prove that for bounded f and η with possibly unbounded L2 norm,
the estimation error remains bounded.
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2) Motivation: The need for estimating the state of a general DAE
arises in many applications, as it has been demonstrated by various
authors, e.g., [6]–[13]. In this paper we extend the classical minimax
framework to DAEs of the form (1). One motivation is to provide
control-theoretic grounds for solving an issue of approximation and
state estimation for Partial Differential Equations (PDEs), described
in [14]. This issue may be resolved by using our results to incorporate
PDE’s approximation error into the estimation process, see Section IV
for an example.
3) Related work: To the best of our knowledge, the results of
this paper are new. Its preliminary version appeared in [15]. With
respect to [15] the main differences are: (i) new (necessary and suf-
ficient) conditions for existence of minimax observers (Theorem 2),
(ii) detailed proofs. Duality principle for non-stationary DAEs was
introduced in [16], provided Fxp0q “ 0. It was then used to derive
a sub-optimal observer. In contrast, our duality theorems hold for
DAEs with uncertain Fxp0q “ x0 and the constructed observers are
optimal in that the worst-case estimation errors associated with the
observers are minimal (see Definitions 3-4). The algorithm of [17]
constructing a finite horizon minimax observer by using projectors
FF` is a special case of the one of this paper. Minimax observers
for discrete time DAEs were considered in [18].
We note that some papers (see [19] for an overview) derive
observers for regular DAEs by converting it to the Weierstrass
canonical form. If DAE has index j, then the resulting ODE depends
on the derivatives of the noise of order j ´ 1, and so the observer
would require bounds for them [20]. In contrast, our observer is
independent of DAE’s index and works for bounded f and η. The
papers [8], [9] present design of H8-observers which force H8-norm
of the “error system” to be less than a given number. In contrast, (i)
minimax observers of this paper minimize a different error measure,
(ii) unlike [9] we allow for non-regular DAEs, and (iii) unlike [8]
we present necessary and sufficient conditions for observer existence
(`-detectability, Theorem 2). Sufficient existence conditions (partial
impulse observability) for the asymptotic functional observer for (1)
were proposed in [11] provided f “ 0, η “ 0. In contrast, we deal
with noisy systems and present necessary and sufficient conditions.
Design of unknown input observers for DAEs was considered in [10].
Since we deal with bounded unknown inputs and estimate just a
part of DAE’s state, our results do not compare directly with [10].
In this paper we consider deterministic noise, stochastic or fuzzy
uncertainties have been addressed for example in [21], [22].
4) Outline of the paper: The definitions of minimax observers are
formulated in Section II. The main results are presented in Section III.
The application of the observers to PDEs is given in Section IV. The
proofs are given in Section V.
5) Notation: In denotes the n ˆ n identity matrix; for a matrix
A, A` denotes its Moore-Penrose pseudoinverse. Let I :“ r0, ts,
0 ă t P R or I :“ r0,`8q. Denote by ACpI,Rnq, L2pI,Rnq,
L2locpI,Rnq respectively the set of all absolutely continuous, the set
of all square integrable, and the set of all locally square integrable
functions of the form f : I Ñ Rn. Recall that f : I Ñ Rn is locally
square integrable if its restriction to any compact interval I1 Ď I
is square integrable. We write ACpIq, L2pIq and L2locpIq referring
to ACpI,Rnq, L2pI,Rnq and L2locpI,Rnq respectively, when Rn
is clear from the context. We say that fptq “ gptq holds almost
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2everywhere (a.e.) on I if fptq ‰ gptq only on a subset of I of
measure zero. We identify linear time invariant (LTI) systems 9x “
Ax`Bu, y “ Cx`Du, with the tuple of matrices pA,B,C,Dq. By
convention, the infimum of an empty set will be `8. Let I “ r0, t1s,
0 ă t1 P R. For any v P L2pI,Rkq, define δt1pvq P L2pI,Rkq
by δt1pvqpsq “ vpt1 ´ sq a.e. For any τ ą 0, positive definite
matrices S0, S1 P Rmˆm, S2 P Rpˆp, vector g0 P Rm, and functions
g P L2locpI,Rmq, h P L2locpI,Rpq, where I contains r0, τ s, define
ρpg0, g, h, τ, S0, S1, S2q :“ gJ0 S0g0`
`
ż τ
0
pgJptqS1gptq ` hJptqS2hptqqdt. (3)
The quantity ρpx0, f, η, t1, Q0, Q,Rq defined in (2) is a special case
of the notation defined in (3) applied to τ “ t1, g0 “ x0, f “ g,
h “ η, Q0 “ S0, Q “ S1, R “ S2.
II. PROBLEM STATEMENT
We begin with a precise definition of DAE’s solution on the interval
I of the form I “ r0, t1s, 0 ă t1 P R or I “ r0,`8q.
Definition 1: A solution of (1) on I is a tuple px, f, y, ηq P
L2locpI,RnqˆL2locpI,RmqˆL2locpI,RpqˆL2locpI,Rpq such that: Fx
is absolutely continuous and Fxptq “ Fxp0q` şt
0
pAxpsq` fpsqqds
for all t P I and yptq “ Hxptq ` ηptq a.e. on I . Denote the set of
all solutions on I by BIpF,A,Hq.
Let us fix the symmetric positive definite matrices Q0, Q,R.
Definition 2: A solution px, f, y, ηq P BIpF,A,Hq is said to be
admissible if ρpFxp0q, f, η, t1, Q0, Q,Rq ď 1 for all t1 P I . Denote
the set of all admissible solutions by E E pIq.
Remark 1: The map px0, f, ηq ÞÑ ρpx0, f, η, t1, Q0, Q,Rq is a
norm of the space Ht1 :“ Rm ˆ L2pI,Rmq ˆ L2pI,Rpq and
E pt1q :“ tpx0, f, ηq : ρpx0, f, η, t1, Q0, Q,Rq ď 1u is the unit
ball of Ht1 induced by this norm.
Next, we define finite horizon minimax observers. Fix a time 0 ă
t1 P R and set I “ r0, t1s. Fix ` P Rm. To define an observer we
rely upon classical results [2]–[4] on minimax (worst-case) estimators
(observers) which state that for general linear equations the minimax
observer is linear in outputs y [3]. The latter suggests that an estimate{`JFxpt1q of the true value `JFxpt1q, which is computed by the
minimax observer, should be linear in y. It is then natural to model
the effect of applying minimax observers to outputs as continuous
linear functionals, generated by functions U P L2pI,Rpq as follows:
OU pt1, yq :“
ż t1
0
yJptqUptqdt , @y P L2pI,Rpq .
Hence, given y, we compute the estimate {`JFxpt1q of the true value
`JFxpt1q by selecting a function Uand evaluating OU pt1, yq. In
order to select U optimally we introduce a cost function σ measuring
the worst-case estimation error:
σpU, `, t1q :“ sup
px,f,y,ηqPEE pIq
p`JFxpt1q ´OU pt1, yqq2 . (4)
Definition 3: We say that pU P L2pI,Rpq is a minimax observer on
I “ r0, t1s, if σˆ :“ σppU, `, t1q “ infUPL2pI,Rpq σpU, `, t1q ă `8.
If σpU, `, t1q ă `8, then the estimation error satisfies p`JFxpt1q´
OU pyqp1tqq2 ď σpU, `, t1q for any admissible solution px, f, y, ηq P
E E pIq. If, in addition, U is a minimax observer on I , then the error
bound σpU, `, t1q is the smallest possible. We show below that if there
exists a function U P L2pI,Rpq with finite worst-case error, then
there also exists the minimax observer pU , and it can be implemented
as an output of a linear system.
Consider now the infinite horizon case, i.e. I “ r0,`8q. Similarly
to the finite horizon case, observers of interest are devices which map
outputs y to estimates {`JFxptq of `JFxptq, and {`JFxptq is a linear
and continuous function of y|r0,tq. To model such observers we define
F – the set of all maps U : tpτ, sq | τ ą 0, s P r0, τ su Ñ Rp such
that @τ ą 0, the function Upτ, ¨q : r0, τ s Q s ÞÑ Upτ, sq belongs to
L2pr0, τ s,Rpq. An element U P F maps output y P L2locpI,Rpq to
a function OU pyq defined as:
OU pyq : I Q t ÞÑ OU pyqptq :“
ż t
0
yJpsqUpt, sqds .
Now, to construct {`JFxptq we take U P F and compute OU pyq. To
select U optimally we define the worst-case estimation error:
σpU, `q :“ lim sup
tÑ8
σpUpt, ¨q, `, tq . (5)
Definition 4: We say that qU P F is an infinite horizon minimax
observer, if
σpqU, `q “ inf
UPF σpU, `q ă `8. (6)
If σpU, `q ă `8, then for any  ą 0, for large enough t, the
estimation error satisfies p`JFxptq ´ OU pyqptqq2 ď σpU, `q `  for
any admissible solution px, f, y, ηq P E E pr0,`8qq. If, in addition,
U is an infinite horizon minimax observer, then the error bound
σpU, `q is the smallest possible. We will be interested in infinite
horizon minimax observers which can be represented by stable LTI
systems.
Definition 5: U P F is said to be represented by an LTI system
pAo, Bo, Co, 0q, if for any y P L2locpI,Rpq, where I “ r0, t1s, 0 ă
t1 P R or I “ r0,`8q, it holds that @t P I : OU pyqptq “ Cosptq,
where 9sptq “ Aosptq `Boyptq, sp0q “ 0.
Note that pAo, Bo, Co, 0q represents an element U of F , if and only
if Upt, sq “ BJo eAJo pt´sqCJo for all t ą 0, s P r0, ts. Moreover, we
will prove that if there exist a U P F with finite worst-case estimation
error, then there exist an infinite horizon minimax observer qU , which,
in addition, can be represented by a stable LTI system.
III. MAIN RESULTS
A. Duality and existence of minimax observers
We show that the minimax observer is related to the solution of
an optimal control problem for the dual DAE:
dpFJqptqq
dt
“ AJqptq ´HJuptq . (7)
To this end, we need to define what we mean by a solution of (7).
Definition 6: Let I be an interval of the form I “ r0, t1s, 0 ă t1 P
R or I “ r0,`8q. A pair pq, uq P L2locpI,Rmq ˆ L2locpI,Rpq is a
solution of (7) on I , if FJq is absolutely continuous and FJqptq “
FJqp0q`şt
0
pAJqpsq´HJupsqqds for all t P I . Denote the set of all
solutions on I by BIpFJ, AJ, HJq and define D`pIq :“ tpq, uq P
BIpFJ, AJ, HJq | FJqp0q “ FJ`u.
Definition 7 (`-impulse observability): The tuple pF,A,Hq is `-
impulse observable, if D`pr0, t1sq ‰ ∅ for some 0 ă t1 P R.
We define now the following cost function for (7). Fix 0 ă t1 P R
and let I be an interval of the form I “ r0, τ s for some t1 ď τ P R,
or I “ r0,`8q. For any pq, uq P D`pIq, define
Jpq, u, t1q :“ ρpqpt1q, q, u, t1, Q¯0, Q´1, R´1q , (8)
where Q¯0 :“ F pFJ` ´ MoptqJQ´10 pFJ` ´ MoptqFJ with
Mopt “ P pPQ´10 P q`PQ´10 FJ` and P “ pIm ´ pFJq`FJq
and ρ is defined in (3) with τ “ t1, g0 “ qpt1q, g “ q, h “ u,
S0 “ Q¯0, S1 “ Q´1, S2 “ R´1. We can now state the following
theorem relating existence of minimax observers to minimizing the
cost function (8).
Theorem 1: The following statements are equivalent:
3(i) pF,A,Hq is `-impulse observable,
(ii) there exists U P L2pr0, t1s,Rpq such that σpU, `, t1q ă `8,
(iii) there exists a minimax observer pU on r0, t1s, such that pU “
δt1pu˚q and σppU, `, t1q “ Jt˚1 , where pq˚, u˚q P D`pr0, t1sq is
a solution of the dual control problem: Jt˚1 :“ Jpq˚, u˚, t1q “
infpq,uqPD`pIq Jpq, u, t1q.
Moreover, for any U P L2pr0, t1s,Rpq,
σpU, `, t1q “ infpq,uqPD`pIq,u“δt1 pUq Jpq, u, t1q . (9)
In particular, the set tpq, uq P D`pIq | u “ δt1pUqu is not empty, if
and only if σpU, `, t1q ă `8.
Next, we present the notion of `-detectability and a new duality
principle for the infinite horizon case.
Definition 8 (`-detectability): The tuple pF,A,Hq is `-detectable,
if there exists pq, uq P D`pr0,`8qq such that limtÑ8 FJqptq “ 0.
Note that definition 8 implies that D`pr0, t1sq ‰ ∅ for some 0 ă
t1 P R: indeed, for pq, uq from the definition 8 it follows that its
restriction pq|r0,t1s, u|r0,t1sq onto r0, t1s belongs to D`pr0, t1sq and
hence for any t1 ą 0 D`pr0, t1sq ‰ H. Hence, `-detectability implies
`-impulse observability by definition 7.
Theorem 2: The following statements are equivalent:
(i) pF,A,Hq is `-detectable,
(ii) there exists an infinite horizon minimax observer qU , such thatqUpt1, sq “ δt1pu˚qpsq, 0 ď s ď t and σpqU, `q “ J8˚, where
pq˚, u˚q P D`pr0,`8q satisfies
J˚8 :“ lim sup
τÑ8
Jpq˚, u˚, τq
“ lim sup
τÑ8
inf
pq,uqPD`pr0,τsq
Jpq, u, τq ă `8 . (10)
The assumption Q0, Q,R ą 0 is essential for Theorems 1 – 2.
Remark 2: Note that pF,A,Hq is `-impulse observable for all
` P Rm, if and only if it is impulse controllable in the sense
of [7]. The latter can be characterized in terms of pF,A,Hq. If
rank
“
FJ AJ HJ
‰J “ n, then pF,A,Hq is `-impulse ob-
servable for all ` P Rm if and only if pF,A,Hq is impulse
observable in the sense of [8], [12], [13]. The latter is equivalent
to rank
”
F A
0 H
0 F
ı
“ n ` rank F . We stress that the condition above
characterizes when it is true that for all `, pF,A,Hq is `-impulse
observable. Hence, this condition does not involve `. In contrast, the
conditions which characterize `-impulse observability of pF,A,Hq
for a given ` will depend on that vector `. From [6, Lemma 4.3.7] it
follows that pF,A,Hq is `-detectable for all those ` P Rm for which
it is `-impulse observable ô @λ P C,Reλ ě 0 : rank “ λF´A
H
‰ “
maxsPC rank
“
sF´A
H
‰
.
B. Observer design
Below we present algorithms for computing minimax observers.
Recall from [24] the notion of LTI systems associated with (7).
Definition 9: Let Aa P Rnˆˆnˆ, Ba P Rnˆˆk, Ca P Rpm`pqˆnˆ,
Da P Rpm`pqˆk for some nˆ, k ą 0. The LTI system S “
pAa, Ba, Ca, Daq is said to be associated with (7), if the following
conditions hold:
1) Either k “ 1 and “DaBa ‰ “ 0 or Da is full column rank.
2) Let Cs and Ds be the matrices formed by the first m rows of
Ca and Da respectively. Then FJDs “ 0 and Rank FJCs “
nˆ.
3) Let I be an interval of the form I “ r0, t1s, 0 ă t1 P R
or I “ r0,`8q. Then pq, uq P BIpFJ, AJ, HJq if and only
if there exists pp, gq P ACpI,Rnˆq ˆ L2locpI,Rkq such that
9p “ Aap`Bag a.e. and r qu s “ Cap`Dag a.e.
The matrix M :“ pFTCsq` is called the state map of S .
Associated LTI systems allow us to represent solutions of DAEs as
outputs of linear systems. Recall from [24, Theorem 2-3] that there
exists an LTI system S “ pAa, Ba, Ca, Daq associated with (7)
and that all LTI systems which are associated with (7) are feedback
equivalent.
The matrix M allows us to relate the state trajectories of (7)
and the state trajectories of S : from [24, Theorem 1] it follows
that for any pq, uq P BIpFJ, AJ, HJq, for v :“ MFJq and
g :“ Da` pr qu s ´Cavq, 9v “ Aav `Bag a.e. and r qu s “ Cav `Dag
a.e. Consequently (see [24, Corollary 1]) it follows that pF,A,Hq is
`-impulse observable if and only if FJ` P ImFJCs. An algorithm
for computing the associated LTI was discussed in [24, Proof of
Th.1] and it is summarized in Algorithm 1. This algorithm was im-
plemented, the Matlab function DAE2Lin implementing Algorithm
1 is available in the file main TA3.m of the supplemenatry material
of this report. Now we describe how to construct a minimax observerpU on the interval I “ r0, t1s, t1 ą 0. Let S “ pAa, Ba, Ca, Daq
be an LTI system associated with (7). Consider the equation:
9P ptq“AJaP ptq ` P ptqAa´KJptqpDJa SDaqKptq ` CJa SCa ,
P p0q “ pFJCsqJQ¯0FJCs, S “
”
Q´1, 0
0, R´1
ı
,
Kptq“
"pDJa SDaq´1pBJa P ptq `DJa SCaq if Da ‰ 0 ,
0 P R1ˆnˆ if Da “ 0 .
(12)
where Cs is as in Definition 9. Note that (12) is well defined, as
either Da is full column rank, and so DJa SDa is invertible, or Ba “
0, Da “ 0, k “ 1. Let u˚ P L2pI,Rpq, v˚ P ACpI,Rnˆq be such
that
u˚psq “ pCu ´DuKpt1 ´ sqqvpsq ,
9vpsq “ pAa ´BaKpt1 ´ sqqvpsq, vp0q “MpFJ`q , (13)
where Cu and Du are the matrices formed by the last p rows of Ca
and Da respectively, and K is as in (12).
Theorem 3 (Minimax observer: finite horizon): If pF,A,Hq is
`-impulse observable, then pUpsq “ u˚pt1 ´ sq is a finite hori-
zon minimax observer on I “ r0, t1s. Moreover, σppU, `, t1q “
`JFMJP pt1qMFJ` and O pU pt1, yq “ `JFMJrpt1q, where r P
ACpI,Rnˆq, rp0q “ 0 and
9rptq “ pAa ´BaKptqqJrptq ` pCu ´DuKptqqJyptq a.e. (14)
Note that `-impulse observability can easily be checked, see Algo-
rithm 2 below. The Matlab function IsObservable implementing
Algorithm 2 is available in the file main TA3.m of supplementary
material of this report.
Algorithm 2 Checking `-impulse observability
Input: pF,A,H, `q
Output: Yes, if pF,A,Hq is `-impulse observable, No otherwise
1: Use Algorithm 1 to compute an LTI system S “
pAa, Ba, Ca, Daq associated with (7).
2: Let Cs be the matrix formed by the first m rows of Ca.
Check if ` belongs to impFTCsq, for example, by checking if
FTCspFTCsq`` “ `.
3: If ` P impFTCsq, return Yes, otherwise return No.
Theorem 3 yields an algorithm for computing the finite horizon
minimax estimate. This algorithm is presented in Algorithm 3 below.
4Algorithm 1 Computation of the associated LTI system [24, Proof
of Th.1].
Input: pF,A,Hq
Output: LTI system S “ pAa, Ba, Ca, Daq associated with the
dual system (7) and the state map M.
1: Compute the SVD decomposition FT “ UΣV T of FT and
assume that Σ “ diagpσ1, . . . , σr, 0, . . . , 0q P Rnˆm, r “
rank F , U P Rnˆn, V P Rmˆm, UTU “ In, V TV “ Im.
S “ diagp 1?
σ1
, . . . ,
1?
σr
, 1, . . . , 1looomooon
n´r
qUT ,
T “ V diagp 1?
σ1
, . . . ,
1?
σr
, 1, . . . , 1looomooon
m´r
q.
Note that SFTT “
„
Ir 0
0 0

.
2: Let rA P Rrˆr , B1 P Rrˆp, G P Rrˆκ, rD P Rpn´rqˆκ, κ “
m´ r ` p, rC P Rpn´rqˆr , be such that
SATT “
„ rA A12
A21 A22

, SHT “ ´
„
B1
B2

G “ “A12, B1‰ , rD “ “A22, B2‰ and rC “ A21.
3: Consider the linear system
9p “ rAp`Gq, z “ rCp` rDq. (11)
Using the algorithms discussed in [25, Section 4.5, page 241],
compute a full row rank matrix V and a matrix rF P Rκˆr , where
κ is the number of columns of G, such that
‚ imV is the largest output nulling controlled invariant sub-
space of (11), and
‚ p rA`G rF qpimV q Ď imV .
For instance, pV , rF q can be computed by applying the Matlab
function vstar from [26] to p rA,G, rC, rDq.
4: Let L P Rκˆk be such that imL “ ker rDXG´1pVq, and either
k “ RankL, or L “ p0, . . . , 0qT P Rκ.
For instance, using Matlab functions invt,ints,ker of [26], the
function call intspinvtpG,V q, kerp rDqq will return L.
5: Define
C¯ “
„
T 0
0 In
 „
IrrF

and D¯ “
„
T 0
0 In
 „
0
L

,
Aa “ PV p rA`G rF qV , Ba “ PV GL, Ca “ C¯V ,
Da “ D¯, M “ pFJCsq`,
where PV “ V `, and Cs is the matrix formed by the first m
rows of Ca.
Algorithm 3 Finite horizon minimax state estimate O pU pt1, yq
Input: pF,A,H, `q and the observed output signal
y P L2pr0, t1s,Rpq
Output: Minimax estimate O pU pt1, yq
1: Use Algorithm 1 to compute the linear system S “
pAa, Ba, Ca, Daq associated with (7) and the state map M.
2: Compute P and K by solving (12) and find rptq by solving (14).
The numerical approximations of P and r may be done by using
Mo¨bius time integrators [27].
3: Return O pU pt1, yq “ `JFMJrpt1q.
Next, we present an algorithm for computing an infinite horizon
minimax observer pU . To this end, recall from [24] the notion of
a stabilizable LTI system associated with the DAE (7). Let S “
pAa, Ba, Ca, Daq be an LTI system associated with (7) and consider
the stabilizability subspace Vg of S . From [28] it then follows that
Vg is Aa-invariant and imBa Ď Vg . Hence, there exists a basis
transformation T such that T pVgq “ im “ Il 00 0 ‰, l “ dimVg and
in this new basis, TAaT´1 “ “Ag ‹0 ‹ ‰, TBa “ “Bg0 ‰, CaT´1 “”
CJg‹
ıJ
, where Ag P Rlˆl, Bg P Rlˆk, Cg P Rpn`mqˆl.
Definition 10: The LTI systemSg “ pAg, Bg, Cg, Dgq with Dg “
Da is called a stabilizable LTI system associated with (7). The matrix
Mg “ r Il 0 sTM is called the associated state map.
The LTI systemSg is a restriction ofS to the subspace Vg . It follows
that Sg is stabilizable. Moreover, since all associated LTI systems of
(7) are feedback equivalent, all stabilizable associated LTI systems
of (7) are feedback equivalent. From the discussion after Lemma 1 of
[24] it follows that the LTI Sg and the map Mg can be computed
from the matrices F,A,H . For the convenience of the reader, we
present the algorithm in Algorithm 4 below. The Matlab function
Lin2StabLin implementing Algorithm 4 can be found in the file
main TA3.m in supplementary material of this report.
Algorithm 4 Stabilizable associated linear system [24, Lem.1 and
discussion after].
Input: pF,A,Hq
Output: Stabilizable LTI systemSg “ pAg, Bg, Cg, Dgq associated
with (7) and the state map Mg .
1: Use Algorithm 1 to compute the LTI system S “
pAa, Ba, Ca, Daq associated with (7) and the state map M.
2: Compute the controllability matrix R of S ,
3: Compute a matrix V2 such that imV2 is largest Aa-invariant
subspace such that the restriction of Aa to imV2 is stable. If
we use the Matlab tool [26], then V2 can be taken as the first
component of the output of the subsplitpAaq.
4: Let Vg be any matrix whose columns form a basis of
im
“
R, V2
‰
. Then V is full column rank, and from [29,
Theorem 4.30, page 96] it follows that imVg equals the largest
stabilizable subspace Vg of S .
In Matlab, Vg can be taken as the output of orthp“R,V2‰q.
5: Ag “ PVgAaVg, Bg “ PVgBa, Ca “ CgVg, Mg “ PVgM,
where PVg “ Vg` .
Note that by [24], pF,A,Hq is `-detectable if and only if FT ` P
impFTCsq and MpFT `q belongs to the stabilizability subspace Vg
of S . This remark yields the following algorithm, presented in
Algorithm 5, for checking `-detectability.
Algorithm 5 Checking `-detectability
Input: pF,A,H, `q
Output: Yes, if pF,A,Hq is `-detectable, No otherwise
1: Use Algorithm 3 to compute an LTI system S “
pAa, Ba, Ca, Daq associated with (7) and the state-map M.
2: Use Steps 2-4 of Algorithm 4 to compute a full column rank
matrix Vg such that imVg is the largest stabilizable subspace Vg
of S .
3: Like in Step 2 of Algorithm 2, check if ` P imFTCs, where Cs
is the matrix formed by the first m rows of Ca. If ` R imFTCs,
then quit the algorithm and return No.
4: If ` P imFTCs, then check if MpFT `q P imVg . The latter
can be done, for example, by checking if VgVg` pMpFT `qq “
MpFT `q.
5: If MpFT `q P imVg , then return Yes, otherwise return No.
The Matlab function IsDetectable implementing Algorithm 5 can
be found in the file main TA3.m of the supplementary material of
5this report.
Let Sg “ pAg, Bg, Cg, Dgq and Mg be as in Definition 10.
Consider the following algebraic Riccati equation:
0 “ PAg `AJg P ´KJpDJg SDgqK ` CJg SCg ,
K “
" pDJg SDgq´1pBJg P `DJg SCgq if Dg ‰ 0 ,
0 P R1ˆl if Dg “ 0 ,
S “
”
Q´1 0
0 R´1
ı
.
(15)
Note that either Dg “ Da is full column rank, and so, by positive
definiteness of Q,R, DJg SDg is invertible, or Bg “ 0, Dg “
0, k “ 1. If P “ PT ą 0 is a solution of (15), then let
u˚ P L2locpr0,`8q,Rpq, v˚ P ACpr0,`8q,Rlq be such that
u˚ptq “ pCˆu ´ DˆuKqv˚ptq ,
9v˚ptq “ pAg ´BgKqv˚ptq , v˚p0q “MgpFJ`q ,
(16)
where Cˆu and Dˆu are the matrices formed by the last p rows of Cg
and Dg respectively. Define
Ao “ pAg ´BgKqJ, Bo “ pCˆu ´ DˆuKqJ, Co “ `JFMTg .
Theorem 4 (Minimax observer: infinite horizon): Assume that
pF,A,Hq is `-detectable. Then the following holds:
(i) Ao is a Hurwitz matrix and (15) has a unique symmetric positive
definite solution P ,
(ii) qU P F , where qUpt, sq “ u˚pt ´ sq, t ě s ě 0, is an infinite
horizon minimax observer.
(iii) the minimax error is σpqU, `q “ `JFMJg PMgFJ`,
(iv) qU can be represented by the LTI system pAo, Bo, Co, 0q, i.e.
O qU pyqptq “ Corptq where r P ACpr0,`8q,Rlq solves
9rptq “ Aorptq `Boyptq and rp0q “ 0, a.e. (17)
Remark 3: We stress that one does not need to solve (17) several
times in order to compute the minimax observer O qU pyqptq for various
`i, i “ 1 . . . s. Indeed, Ao and Bo do not depend on `, since
they depend only on the matrices Ag, Bg, Cg, Dg of the associated
stabilizable LTI Sg and on the weight matrices Q and R. In turn,
Sg depends only on the matrices F,A,H , see Algorithm 4. Hence,
it is sufficient to define Co “ LFMTg where L “
”
`1
...
`s
ı
, provided
pF,A,Hq is `i-detectable, i “ 1 . . . s.
Lemma 1: Assume pF,A,Hq is `-detectable and let qU be the infi-
nite horizon minimax observer from Theorem 4. For any px, f, y, ηq P
E E pr0,`8qq, the estimation error eptq “ `JFxptq ´ O qU pyqptq
satisfies
dr
dt
“ pAg ´BgKqJrptq ` pCg ´DgKqJ ” fptq´ηptq ı ,rp0q “ pCg ´DgKqJ “ Fxp0q0 ‰ ,
eptq :“ `JFxptq ´ O qU pyqptq “ `JFMJg rptq .
(18)
In particular, if f “ 0, η “ 0, then limtÑ8 eptq “ 0. If f, η
are bounded, i.e. suptą0tfJptqfptq, ηJptqηptqu ă `8, then the
estimation error eptq is bounded, i.e. suptą0 eJptqeptq ă `8. If f P
L2pr0,`8q,Rnq, ν P L2pr0,`8q,Rpq, then e P L2pr0,`8q,Rq.
This lemma reveals the following important points: (i) the infinite
horizon minimax observer from Theorem 4 behaves like an asymp-
totic observer in the absence of noises; (ii) if the noise signals
are of bounded energy (i.e. they are in L2pr0,`8q), then the
estimation error is of bounded energy; (iii) if the noise signals are
just bounded, then the estimation error is bounded too, i.e., the
upper bound of the error is proportional to the upper bound of the
noises. The discussion above allows us to formulate an algorithm for
computing an infinite horizon state estimate (see Algorithm 6). The
Matlab function DAEInfHorionsObs in the file main TA3.m
in the supplementary material of this report implements Steps 1 – 3
Algorithm 6.
Algorithm 6 Infinite horizon minimax state estimate O qU pyqpq
Input: pF,A,H, `q and the observed output y P L2locpr0,`8q,Rpq
Output: Infinite horizon minimax state estimate O qU pyqpq.
1: Use Algorithm 4 to compute the stabilizable LTI system Sg “
pAg, Bg, Cg, Dgq associated with (7) and the state map Mg .
2: Compute the solution P of (15) and compute the feed-
back matrix K from (15). In Matlab, the command
carepAg, Bg, CgSCTg , CgSDTg , DTg SDgq can be used to cal-
culate P and K.
3: Set Ao “ pAg ´ BgKqJ, Bo “ pCˆu ´ DˆuKqJ, Co “
`JFMTg .
4: Solve the differential equation (17) to find rptq.
5: Return O qU pyqpq “ Cor.
IV. NUMERICAL EXAMPLE
Consider the following infinite-dimensional system with outputs,
determined by the partial differential equation (PDE) of heat transfer:
dV ptq
dt
“ AV ptq ` uptq , y “ CV ` wptq , (19)
where V ptq and uptq take values in the space H :“ L2pr´1, 1s,Rq,
i.e., V ptq is itself a function from r´1, 1s to R, and Av “ ´c d
2
dυ2
v
for all v P H such that Av P H . Moreover, w P L1locpr0,`8q,Rpq,
C : H Ñ Rp is given by: Cφ “ ş1´1 gpυqφpυqdυ for some g P
L2pr´1, 1s,Rpq, φ P H . We say that a pair pV, u, y, wq solves (19)
if V : r0,`8q Ñ H is a Frechet differentiable function such that
AV ptq is defined, and (19) holds a.e., and V ptqp´1q “ V ptqp1q “ 0.
Physically, V ptqpzq represents the temperature at time t P r0,`8q at
point z P r´1, 1s. The constant c in the definition of the operator A
is the thermal diffusivity, in this example it is taken to be c “ 0.033
m
s2
. From the control perspective, V is a state, u,w are noises and y is
a measured output. We take gpυq “ psinppin1υq, sinppin2υqqqT and
p “ 2, for other choices of g and p the discussion is similar. Based on
y and assuming that u and w satisfy
ş8
0
}wptq}2R2 `}uptq}2Hdt ď 1,}.}H denotes the standard norm on H , we would like to estimate
V ptq from y.
We recast the problem of estimating V as the minimax estimation
problem for DAEs as follows (see [14] for the details): consider the
basis tφku8k“0 of H , where φk “ Pk`1 ´ Pk, k ě 1, with Pi
denoting the ith Legendre polynomial, i ě 0. Fix an integer N ą 0
and define
@ψ P H : PN pψq “ “xψ, φ1y, . . . , xψ, φNy‰T
@z “ pz1, . . . , zN qT P RN : P`N pzq “
Nÿ
k“1
zkφk
MˆN “ pxφi, φjyqNi,j“1, AN “ pxAφi, φjyqNi,j“1
MN “ ΛN pxφi, φjyqNi,j“1, ΛN “ p2i` 1
2
δi,jqNi,j“1
CN “ “PN psinppin1υqq, PN psinppin2υqq‰T ,
where x¨, ¨y is the standard inner product in H and δi,j is the
Kronecker delta symbol for all i, j ě 1. Consider the DAE (1) with
F “
»–MN , 00 0
0 0
fifl , A “
»–ΛNAN , ΛNIN 0
0
“
INu 0
‰
fifl , H “ „CTN
0
T
.
6Assume pV, u, y, wq solve (19). From [14] it follows that the tuple
px, f, y, νq is a solution of (1), provided a “ Mˆ´1N PNV , em “
PNAe, e “ V ´ P`NPNV , and x “ paT , eTmqT , and ν “ Ce `
w, where f1 “ ΛNPNu, f “ “fT1 , fT2 , fT3 ‰T for some f2 P
L2locpr0,`8q,RN q, f3 P L2locpr0,`8q,RNuq. Moreover, if V and
its partial derivatives are bounded (which is the case for physically
meaningful solutions), then by [14], there exist Q ą 0, R ą 0
such that
ş8
0
fT ptqQfptq` νT ptqRνptqdt ď 1. The intuition behind
this is as follows: the component aptq of xptq represents the first
N coordinates of V ptq w.r.t the basis tφku8k“1, and em models the
impact of e, the error of approximating V by its projection onto the
first N basis functions tφkuNk“1, onto aptq. For this reason, em is
included into the state of DAE. The latter allows to incorporate the
projection error e into the estimation process. The smaller em is, the
closer the behavior of (1) is to that of (19).
The algebraic equations a ` f2 “ 0 and r INu 0 s em ` f3 “ 0
together with
ş8
0
fTQfptq ` νT ptqRνptqdt imply that the L2 norm
of a and of the first Nu components of em is uniformly bounded,
i.e. these functions live in an ellipsoid. Note that the expressions for
Q,R provided by [14, Eq. (3.12) and (3.13)] are very conservative,
and, in practice, Q,R are found by tuning.
The minimax observer for (1) can be used to estimate the state of
(19) as follows. Assume that (1) is `-detectable for ` P t`iuNui“1,
where ei is the ith standard basis vector in R2N`Nu . Let qUi
denote the minimax observer corresponding to ` “ `i according to
Theorem 4, and let ~ONupyq “ pO qU1pyq, . . . ,O qUNu pyqqT . Define
~ˆVNupyqptq “ P`NuM´1Nu ~ONupyqptq. If pV, u, y, wq is a solution of
(19), then, as noted above, the tuple px, f, y, νq solves (1), and
P`Nup`T1 Fxptq, . . . , `TNuFxptqq “ P`NuPNuV ptq, the projection of
V to the first Nu basis functions. By noting that O qUipyq is the
minimax estimate of `Ti Fx, we derive that ~ˆVNupyqptq is the minimax
estimate of the vector P`NuPNuV ptq. This latter estimate is “good”
if the minimax error σpqUi, `iq is “small”.
For the simulations we chose N “ 40, n1 “ 30, n2 “ 31,
Nu “ 10. Note that the entries of MˆN , and AN can be computed
analytically (see [30, Example 7.2, p. 121]) so that A,F,H can be
computed numerically. The numerical values of the matrices F,A,H
can be found in the file DAE matrices.mat (Matlab format) or in
the files F matrix.txt, A matrix.txt, H matrix.txt (csv text
formal) of the supplementary material of this report. If we check
rank
“
FT AT HT
‰T , then it follows that its rank is less than
its number of columns. Hence, by Remark 2, there exists ` such
that pF,A,Hq is not `-impulse observable for this `. Thus, the
observer proposed in [8] is inapplicable as it requires to solve a linear
equation [8, eq. (5c)] which has no solution if there exists an ` for
which pF,A,Hq is not `-impulse observable . Note that [9] is not
applicable either: by [9, Remark 1], existence of a filter in the sense
of [9] implies that the DAE at hand is regular, which is not the case.
However, using Algorithm 2 - 5, it can be checked numerically that
pF,A,Hq is `-impulse observable and `-detectable (Def.7-8) only
for ` “ `i “ ei, i “ 1, . . . , Nu, i.e we can estimate (with finite
worst-case error!) only the first Nu components of Fx.
To generate the outputs we took an input utrueptqpυq “
u1ptq sinppin1υq ` u2ptq sinppin2υq with u1ptq “ 10cosp5tq and
u2ptq “ 10sinp3tq, initial condition Vtruep0qpυq “ 0.2 sinppin1υq`
0.2 sinppin2υq, and noise wtrueptq “ 0.01e´0.001pi2ctcosp100tq.
Then we computed the exact solution pVtrue, utrue, ytrue, wtrueq
of (19) by using eigen-basis of the operator A, i.e.,
Vtruept, υq “ z1ptq sinppin1υq ` z2ptq sinppin2υq and
ytrueptq “ pz1ptq, z2ptqqT ` wtrueptq, 9zi “ ´cn21pi2zi ` uiptq,
i “ 1, 2. As noted, pVtrue, utrue, ytrue, wtrueq yields
a solution of (1), namely pxtrue, ftrue, ytrue, µtrueq and
Fxtrueptq “ ř2i“1 ziptqΛNPN psinppiniυqq.
We applied Algorithm 5 to check that the DAE at hand
is `-detectable for all standard unit vectors of RNu . We used
the Matlab function IsDetectable from the file main TA3.m
in the supplementary material of this report to check `-
detectability. We then applied Algorithm 6 to compute infi-
nite horizon minimax observer ~ONupytrueqptq for (1) to es-
timate Fxtrueptq on r0, 5s. To this end we set Q “
diagp10´5INu , 10´3IN´Nu , 10´3IN , 0.1INuq, R “ 400Ip. We
used the Matlab function DAEInfiniteHorizonObs from the
file main TA3.m of the supplementary material to calculate the
matrices Ao, Bo, Co of the minimax observer. These matrices can be
found in the files Ao matrix.txt, Bo matrix.txt, Co matrix.txt
(csv text format) and Observer.mat (Matlab data file format)
included in the supplementary material of this report. The re-
sults of the intermediate steps of the computation can also be
found in the supplementary material. More precisely the matri-
ces of the LTI S “ pAa, Ba, Ca, Daq associated with the
dual system (7) and the state map M can be found in the
csv text files Aa matrix.txt, Ba matrix.txt, Ca matrix.txt,
Da matrix.txt, LMAP matrix.txt of the supplementary mate-
rial of this report. The matrices of the stabilizable associated LTI
Sg “ pAg, Bg, Cg, Dgq and the state map Mg can be found in
the csv text files Ag matrix.txt, Bg matrix.txt, Cg matrix.txt,
Dg matrix.txt, LMAPg matrix.txt of the supplementary mate-
rial of this report. The solution P of (15) and the gain K can be
found in the csv text files P matrix.txt and K matrix.txt of the
supplementary material.
It turns out that ~ONupytrueqptq is quite close to Fxtrueptq
component-wise. Specifically, Figure 1 shows that the minimax esti-
mate O qUipytrueqptq tracks the components `Ti Fxtrueptq, i “ 4, 10
of DAE’s state vector quite well. Note that Fxtrueptq represents
the coordinates of the true solution Vtrue with respect to the basis
tφku8k“0. Hence, it does not itself represent a physical quantity and
therefore it has no measurement unit.
We also compared ~ˆVNupyqptq, the minimax estimate of the vector
P`NuPNuVtrueptq against Vtrueptq, and they were in a good agree-
ment. In particular, on Figure 1 we present the plots of t ÞÑ V ptqpz0q
versus t ÞÑ ~ˆVNupyqptqpz0q for z0 “ ´0.25. Note that ~ˆVNupyqptqpz0q
represents an estimate of a physical quantity, namely, the temperature
at time t at point z0.
V. PROOFS
Proof of Theorem 1: Let us prove that the set tpq, uq P D`pIq |
u “ δt1pUqu is not empty, if and only if σpU, `, t1q ă `8. This will
also prove piq ô piiq. Take w P L2pIq such that FJw is absolutely
continuous and FJwpt1q “ FJ`. Define bpw,Uqptq :“ dF
Jwptq
dt
`
AJwptq´HJUptq. Clearly, bpw,Uq P L2pIq. Now, let px, f, y, ηq P
E E pIq. Then, integrating by parts (see [16, F.(2.1)]), we find:
`JFxpt1q ´OU pt1, yq “ pFxp0qqJpF`qJFJwp0q`
`
ż t1
0
pwJptqfptq ´ UJptqηptq ` bJpw,Uqptqxptqqdt . (20)
Let L denote a differential operator associated to (1): pLxqptq “`
Fxp0q, dpFxq
dt
´ Axptq˘ with domain DpLq :“ tx P L2pIq |
Fx P ACpIq, dFx
dt
P L2pIqu. Define the adjoint of L, namely
7Fig. 1. Comparing {`Ti Fxptq :“ O qUi pytrueqptq versus `Ti Fxtrueptq, i “
4, 10 and Vtrueptqpz0q versus ~ˆVNu pyqptqpz0q for z0 “ ´0.25.
L1pg0, gqptq “ ´ dFJgdt ´ AJg , pg0, gq P DpL1q, where the domain
DpL1q of L1 is given by:
DpL1q :“ tpg0, gq P Rm ˆ L2pIq | FJg P ACpIq, dF
Jg
dt
P L2pIq ,
FJgpt1q “ 0, g0 “ F`JFJgp0q ` d, FJd “ 0u .
Now we claim that σpU, `, t1q ă `8 ô L1pg0, gq “ bpw,Uq
for some pg0, gq P DpL1q. Note that equality L1pg0, gq “ bpw,Uq
implies that, by definition of L1 and w, q :“ w ` g veri-
fies dpF
Jqq
dt
“ ´AJq ` HJU and FJqpt1q “ FJ`, so that
pδt1pqq, δt1pUqq P D`pIq, and vice versa, if pδt1pqq, δt1pUqq P
D`pIq then g :“ q ´ w, g0 “ F`JFJgp0q verifies L1pg0, gq “
bpw,Uq. Thus, it suffices to prove the above claim. To this
end, recall the definition of E pt1q (Remark 1). We note that
suppFxp0q,f,ηqPE pt1qpFxp0qqJpF`qJFJwp0q `
şt1
0
wJptqfptqdt ă
`8 by Cauchy-Swartz inequality in L2pIq. Thus, by (4) and (20),
we have that σpU, `, t1q ă `8 ô spb, Uq ă `8, where
spb, Uq :“ sup
tpx,ηq:pLx,ηqPE pt1qu
ż t1
0
pbJpw,Uqptqxptq´UJptqηptqqdt .
To compute spb, Uq we recall from convex analysis [31] that the
support function sEpxq :“ supvPE xJv of the ellipsoid E :“ tv :
vJQ0v ď 1u equals to pxJQ´10 xq 12 . Analogously, the support func-
tional sE pt1qpg0, g, vq :“ suppx0,f,ηqPE pt1q gJ0 x0`
şt1
0
pgJf`vJηqdt
of the ellipsoid E pt1q equals to pρpg0, g, v, t1, Q´10 , Q´1, R´1qq 12 .
Now we note that spb, Uq equals to the support function of the pre-
image of E pt1q with respect to the operator px, ηq ÞÑ pLx, ηq. The
latter can be computed by using Young-Fenhel conjugate (see [16,
F.(2.5),Lemma 2.2]):
s2pb, Uq “ inf
g0,g,v
tρpg0, g, v, t1, Q´10 , Q´1, R´1q | pg0, gq P DpL1q,
v P L2pIq, “ L1pg0,gq
v
‰ “ “ bpw,Uq
U
‰u .
This equality implies that spb, Uq ă `8 ô L1pg0, gq “ bpw,Uq
for some pg0, gq P DpL1q.
Let us now prove (9). If σpU, `, t1q “ `8, then from the dis-
cussion above both sides of (9) are `8. Assume σpU, `, t1q ă `8.
Take pp, uq P D`pIq such that U “ δt1puq. Set w :“ δt1ppq. Then
bpw,Uq “ 0 in (20) and so we get:
pσpU, `, t1qq 12 “ sE1pt1qpw0, w, Uq :“
sup
px0,f,ηqPE1pIq
twJ0 x0 `
ż t1
0
pwJptqfptq ´ UJptqηptqqdtu , (21)
where w0 :“ pF`qJFJwp0q, E1pt1q is the set of all px0, f, ηq P
E pt1q such that Lx “ px0, fq for some x P DpLq, and sE1pt1q is
the support function of E1pt1q. Thus, to compute σpU, `, t1q it suffices
to compute right hand side of (21). From [16, F.(2.6),Lemma 2.2]:
s2E1pt1qpw0, w, Uq “
inf
pg0,gqPkerL1
ρpw0 ` g0, w ` g, U, t1, Q´10 , Q´1, R´1q , (22)
where kerL1 “ tpg0, gq P DpL1q : L1pg0, gq “ 0u. We claim that the
right-hand side of (22) equals to infpq,vqPD`pIq,v“δt1 pUq Jpq, v, t1q.
Indeed, since g0 “ F`JFJgp0q ` P d˜, d˜ P Rm, P “ pIm ´
pFJq`FJq it follows that we can fix g and eliminate d˜ by mini-
mizing the 1st term of ρ w.r.t. d˜. We get:
inf
tg0|pg0,gqPkerL1u
}Q´ 120 ppF`qJFJwp0q ` g0q}2 “
“ inf
d˜PRm
}Q´ 120 ppF`qJFJpwp0q ` gp0qq ´ P d˜q}2
“ }Q´ 120 ppF`qJFJpwp0q ` gp0qq ´ P dˆq}2 “
“ pwp0q ` gp0qqJQ¯0pwp0q ` gp0qq ,
where dˆ :“ pPQ´10 P q`PQ´10 pF`qJFJpwp0q ` gp0qq. Now, to
prove the above claim we note that tpq, vq | v “ u, pq, vq P
D`pIqu “ tpδt1pg ` wq, uq | pg0, gq P kerL1u. In other words,
if pq, uq P D`pIq then q is a sum of p “ δt1pwq and δt1pgq provided
L1pg0, gq “ 0. This allows us to write:
inf
tg|pgˆ0,gqPkerL1u
rpwp0q ` gp0qqJQ¯0pwp0q ` gp0qq`ż t1
0
pwptq ` gptqqJQ´1pwptq ` gptqqdts “ inf
pq,uqPD`pIq,u“δt1 pUq
r
pqpt1qqJQ¯0qpt1q `
ż t1
0
qJptqQ´1qptqdts ,
where gˆ0 “ F`JFJgp0q ` P dˆ. Thus, the right-hand side
of (22) equals infpq,vqPD`pIq,v“δt1 pUq Jpq, v, t1q. The latter and (21)
prove (9). To prove piiq ô piiiq we note that, by Definition 3, piiiq
implies that σppU, `, t1q ă `8 and then piiq follows. Now, assume
that piiq holds and pq˚, u˚q P D`pIq denotes a minimizer of J over
the affine set D`pIq. Then, by (9), pU “ δt1pu˚q is a minimizer for
σpU, `, t1q and so piiiq holds by Definition 3.
Proof of Theorem 2: To prove piq ñ piiq we assume that
pF,A,Hq is `-detectable. Then (7) is behaviorally stabilizable from
` (according to the terminology of [24]) and vice-versa. Then by [24,
Theorem 6] there exists pq˚, u˚q P D`pr0,`8qq such that (10)
holds. Let us prove that qUpt, sq “ u˚pt ´ sq verifies (6). To this
end, from (9) it follows that for any u P L2pr0, τ s,Rpq:
σpu, `, τq ě inf
pq,vqPD`pr0,τsq
Jpq, v, τq . (23)
Take any U P F . Then by using (23) and (10) and (5) we get:
σpU, `q ě lim sup
τÑ8
inf
pq,vqPD`pr0,τsq
Jpq, v, τq “ J˚8 . (24)
Apply (9) to qUpτ, ¨q. Then σpqUpτ, ¨q, `, τq “
infpq,vqPD`pr0,τsq,v“u˚|r0,τs Jpq, v, τq ď Jpq˚, u˚, τq, so that
σpqU, `q ď lim supτÑ8 Jpq˚, u˚, τq “ J8˚. This and (24) implies
8that σpqU, `q ď J8˚ ď σpU, `q. Since J8˚ ă `8 by (10) it follows
that σpqU, `q ă `8 and so qU verifies (6).
To prove piiq ñ piq let qU P F be an infinite hori-
zon minimax observer. Then, by Definition 3, σpqU, `q :“
lim suptÑ8 σpqUpt, ¨q, `, tq ă `8. Hence, there exists t˜ ą
0 such that for all t ą t˜: σpqUpt, ¨q, `, tq ă `8.
Now, by (9) of Theorem 1 we get that σpqUpt, ¨q, `, tq “
infpq,uqPD`pr0,tsq,u“δtp qUpt,¨qq Jpq, u, tq for all t ą t˜, and so
lim suptÑ8 infpq,uqPD`pr0,tsq,u“δtp qUpt,¨qq Jpq, u, tq ă `8. The lat-
ter and [24, Theorem 6] implies that (7) is behaviorally stabilizable
from ` that, as noted above, implies piq.
Proof of Theorem 3: Assume that v, u˚ are defined by (13).
Set q˚psq “ pCs ` DsKpt1 ´ sqqvpsq, s P I . From [24, Theorem
5] it then follows that Jpq˚, u˚, t1q “ infpq,uqPD`pIq Jpq, u, t1q and
Jpq˚, u˚, τ1q “ `JFMJP pt1qMFJ`. From Theorem 1 it follows
that pU is indeed the minimax observer on I and σppU, `, t1q “
Jpq˚, u˚, t1q “ `JFMJP pt1qMFJ`. Finally, let r be the solution
of (14). Then d
dt
prJptqvpt1 ´ tqq “ yJptqu˚pt1 ´ tq “ yJptqpUptq,
and by integrating both sides, O pU pt1, yq “ `JFMJrpt1q.
Proof Theorem 4: If pF,A,Hq is `-detectable, then (7) is
behaviorally stabilizable from ` (according to the terminology of [24])
and vice-versa. Hence, the statement of piq follows from [24, Lemma
2]. From [24, Theorem 6] it follows that if v˚ P ACpr0,`8q,Rlq
is a solution of 9v˚ “ pAg ´ BgKqv˚ , v˚p0q “ MgpFJ`q and
pq˚, u˚q P L2locpr0,`8q,Rmq ˆ L2locpr0,`8q,Rpq are such that”
q˚
u˚
ı
“ pCg ´DgKqv˚, then pq˚, u˚q P D`pr0,`8qq and J8˚ “
lim suptÑ8 Jpq˚, u˚, tq “ lim suptÑ8 infpq,uqPD`pr0,tsq Jpq, u, tq
and J8˚ “ `JFMJg PMgFJ`. From piiq, Theorem 2 it then follows
that piiq, piiiq hold true. Now, to prove pivq we note that from the
above discussion u˚ptq “ pCu ´ DuKqepAg´BgKqtMgFJ` and
thus pAo, Bo, Coq represents qU .
Proof of Lemma 1: Let pq˚, u˚q P D`pr0,`8qq be such
that pq˚J, u˚JqJ “ pCg ´ DgKqp, 9p “ pAg ´ BgKqp, pp0q “
MgpFJ`q. Define g : r0, ts ÞÑ pFxqJpsqpFJq`FJq˚pt ´ sq “
xJpsqFJq˚ptq. Since q˚ and Fx are both absolutely continuous, g
is absolutely continuous. Note that Axpsq ` fpsq is in the range of
F a.e. and so FF`pAxpsq ` fpsqq “ Axpsq ` fpsq a.e. Hence,
dgpsq
ds
“ fJpsqq˚pt´ sq ` pypsq ´ ηpsqqJu˚pt´ sq a.e.
Integrate both sides of the above equality and use qUpt, sq “ u˚pt´sq:
gptq´O qU pyqptq “ gp0q`
ż t
0
r q˚Jpt´sq u˚pt´sq s
”
fpsq
´ηpsq
ı
ds . (25)
Note that gptq “ `JFxptq, and hence the left-hand side of (25) is
the estimation error eptq. It is easy to see that the right-hand side of
(25) equals `JFMJg rptq where r solves (18).
VI. CONCLUSIONS
We have presented an original solution of the minimax observer
design problem for linear DAEs. It is “application friendly” as (i)
it relies upon well developed tools (e.g. Riccati equations), (ii)
it imposes easy to check necessary and sufficient conditions (`-
detectability) on pF,A,Hq and (iii) it is optimal for L2 inputs and
provides bounded estimation error for merely bounded inputs.
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