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【拡散過程の積分観測モデル】
拡散過程のパラメトリック・モデルに対する統計推測問題はこれまでに多
く研究されてきた．本研究では，拡散過程自体を観測せず，その積分値
を高頻度観測する場合の統計推定の漸近理論を紹介する．このようなモ
デルは株価モデルとして重要な確率ボラティリティ・モデルや，溶媒中の
微粒子運動の方程式であるLangevin方程式の統計推測へ応用される．
積分観測モデル
𝑝次元確率過程(𝑋, 𝑌) = (𝑋𝑡 , 𝑌𝑡) 0≤𝑡≤1が以下の方程式を満たすとする：
𝑋𝑡 = 𝑋0 +  
0
𝑡
𝑏 𝑠, 𝑋𝑠, 𝑌𝑠 𝑑𝑠 +  
0
𝑡
𝑎 𝑠, 𝑋𝑠, 𝑌𝑠, 𝜎∗ 𝑑𝑊𝑠 ,
Y𝑡 =  
0
𝑡
𝑋𝑠𝑑𝑠 .
𝑊𝑡 0≤𝑡≤1 : 多次元標準ブラウン運動， 𝜎∗ : 未知パラメータ
観測が Y  𝑘 𝑛 𝑘=0
𝑛
で与えられた時に𝑑次元未知パラメータ𝜎∗を推定する問
題を考える．
【最尤型推定量の構築】
拡散過程𝑋𝑡の方程式の係数𝑎, 𝑏が一般の関数である時，観測 𝑌  𝑘 𝑛 𝑘=0
𝑛
の確率密度関数の計算が困難であるため，最尤推定量の計算も困難と
なる．ここでは尤度関数の近似計算を行い，パラメータの最尤型推定量
を構築する．
0 < 𝛿 < 1/4に対して， L = 𝑛1−𝛿 , 𝑠𝑚 =  𝑚 𝐿 (0 ≤ 𝑚 ≤ 𝐿)とおく． 𝑌𝑡の
観測区間[0,1]をdisjointな区間{ 𝑠𝑚−1, 𝑠𝑚 }𝑚=1
𝐿 に分けて，それぞれの区
間で尤度関数の近似関数を構築する．
𝑡𝑘 =  𝑘 𝑛 , 𝑝𝑚 = max{𝑘; 𝑡𝑘 < 𝑠𝑚−1}と定め， 𝑎
𝑗を拡散係数𝑎の𝑗番目の
行ベクトルとする． [𝑠𝑚−1, 𝑠𝑚)上において𝑎(𝑠, 𝑋𝑠, 𝑌𝑠, 𝜎)を
 𝑎𝑚
𝑗
𝜎 = 𝑎𝑗 𝑠𝑚−1, 𝑛 𝑌𝑡𝑝𝑚 − 𝑌𝑡𝑝𝑚−1 , 𝑌𝑡𝑝𝑚 , 𝜎
と近似する．
この時，𝑈𝑚 = Ytl
j
− 2Ytl−1
j
+ Ytl−2
j
l;tl∈ 𝑠𝑚−1,𝑠𝑚
に対する疑似対数尤度
関数𝐻𝑛(𝜎)を
𝐻𝑛 𝜎 = −
1
2
 
𝑚=2
𝐿
(𝑈𝑚
⊤𝑆𝑚
−1 𝜎 𝑈𝑚 + log det 𝑆𝑚 𝜎 ))
で定める．ただし，𝐾𝑚 = 𝐾𝑚,𝑖.𝑗 𝑖,𝑗,
𝐾𝑚,𝑖,𝑗 = 𝑛
−3  2 3 𝛿𝑖,𝑗 +  1 6 𝛿𝑖,𝑗−1 +  1 6 𝛿𝑖−1,𝑗 ,
𝑆𝑚 𝜎 =
 𝑎𝑚
1 2 𝜎 𝐾𝑚 ⋯  𝑎𝑚
1 ⋅  𝑎𝑚
𝑝
𝜎 𝐾𝑚
⋮ ⋱ ⋮
 𝑎𝑚
𝑝
⋅  𝑎𝑚
1 𝜎 𝐾𝑚 ⋯  𝑎𝑚
𝑝 2
𝜎 𝐾𝑚
.
すると最尤型推定量  𝜎𝑛を
 𝜎𝑛 = argmax𝜎𝐻𝑛 𝜎
と定めることができる．
【局所漸近混合正規性（LAMN)】
さらにこの統計モデルに対して重要な性質であるLAMNが成立する．
LAMNは推定量の漸近的最適性を論じる上で重要な役割を果たす．
Jeganathan (1983)は統計モデルがLAMNを満たす時，任意の推定量𝑉𝑛
に対してminimax inequality:
lim
𝛼→∞
liminfn→∞ sup
u ≤𝛼
E𝜃0+  𝑢 𝑛 𝑛 𝑉𝑛 − 𝜃0 −  𝑢 𝑛
2
≥ 𝐸 Γ−  1 2𝑁
2
を示した．ただし， E𝜃はP𝜃,nに関する期待値を表す．
この不等式は推定量の漸近分散の下界を与えており，上の不等式で統
合を達成する推定量は漸近分散が最小になる．
【Langevin方程式】
積分観測モデルの応用例として，溶媒中の微粒子運動の方程式である
以下のLangevin方程式が挙げられる：
𝑚𝑋𝑡 = − 
0
𝑡
𝛻𝑞 𝑌𝑠 + 𝛾𝑋𝑠 𝑑𝑠 + 𝜎𝑊𝑡 ,
Y𝑡 =  
0
𝑡
𝑋𝑠𝑑𝑠 .
ただし𝑋𝑡 , 𝑌𝑡は粒子の速度と座標を表し，𝑚は質量，𝑞はポテンシャル，
𝛾は抵抗係数，𝑊𝑡はブラウン運動を表す．
 拡散過程の積分観測モデルにより，粒子の位置座標の離散データか
らLangevin方程式のパラメータ𝜎が推定可能になる
【確率ボラティリティ・モデル】
このモデルは確率過程𝑉𝑡が株価過程𝑋𝑡の変動の大きさ（ボラティリティ）
を定めており，それがランダムに変化するのでこのモデルは確率ボラテ
ィリティ・モデル(Heston model)と呼ばれる．
観測は𝑋の離散観測: {𝑋  𝑘 𝑛}𝑘=0
𝑛 で与えられ，確率ボラティリティ・モデル
のパラメータを係数に含む𝑉𝑡が観測されないため，統計推定が困難にな
る．
しかし，
 
𝑘=𝑘1+1
𝑘2
𝑋  𝑘 𝑛 − 𝑋  𝑘−1 𝑛
2
≈  
 𝑘1 𝑛
 𝑘2 𝑛
𝑉𝑡𝑑𝑡
と𝑉𝑡の積分値を観測変数で近似することができるので近似的にパラメー
タ推定が可能になる．
𝑋𝑡 =  
0
𝑡
𝑉𝑠𝑑𝑊𝑠
1 ,
𝑉𝑡 =  
0
𝑡
(𝛼 − 𝛽𝑉𝑠) 𝑑𝑠 + 𝜎 
0
𝑡
𝑉𝑠𝑑𝑊𝑠
2 .
【最尤型推定量の漸近的性質】
係数𝑎のなめらかさや非退化性等の一定の条件の下，
𝑛(  𝜎𝑛 − 𝜎∗) → Γ
−  1 2𝑁.
ただし， Γは確率行列で，N ∼ 𝑁 0, 𝐼𝑑 ⊥ Γ.
Definition (LAMN)
可測空間(𝑍𝑛, 𝐴𝑛)上の確率測度の族{𝑃𝜃,𝑛}𝜃が𝜃 = 𝜃0でLAMNを満たす
とは， ∃Γ𝑛, ∃Γ: 𝑑 × 𝑑正定値確率行列，
∃𝑁𝑛, ∃𝑁: 𝑑次元確率ベクトル s.t.
log
𝑑𝑃𝜃0+  𝑢 𝑛,𝑛
𝑑𝑃𝜃0,𝑛
− 𝑢⊤ Γ𝑛𝑁𝑛 −
1
2
𝑢⊤Γ𝑛𝑢 → 0
in P𝜃0,𝑛-probability, 𝑁 ∼ 𝑁 0, 𝐼𝑑 , 𝑁 ⊥ Γ and
ℒ 𝑁𝑛, Γ𝑛 𝑃𝜃0,𝑛 → ℒ 𝑁, Γ
for any u ∈ ℝ𝑑 を満たすことである．
