A PASport to Cellular Proliferation  by Zlotorynski, Eitan & Agami, Reuven
ing this function of K56 acetylation? Chen 
and colleagues propose the existence of 
a repair-specific histone chaperone that 
binds acetylated H3K56 and would accept 
the histone dimer H3K56Ac-H4 from Asf1 
for deposition into new chromatin at the 
repaired double-strand break. Based 
on the work of Li et al. (2008), CAF-1 or 
Rtt106 are both excellent candidates. The 
mechanism by which H3K56 acetylation-
dependent chromatin reassembly leads to 
checkpoint recovery remains unclear, but 
Chen et al. (2008) propose that the patch 
of repaired chromatin bearing acetylated 
H3K56 signals locally for inactivation of 
nearby checkpoint machinery. It will be 
interesting to see if Rtt101/Mms1/Mms22, 
a protein complex that functions down-
stream of acetylated H3K56 (Collins et 
al., 2007) and rescues stalled replication 
machinery, also plays a role in checkpoint 
recovery. Dephosphorylation of γH2A (or 
the γH2AX equivalent in other eukaryotes) 
by the HTP phosphatase complex after 
the removal of γH2A-H2B dimers from 
the DNA-damage locus (Figure 1B) is also 
required for checkpoint exit (Keogh et al., 
2006). Because γH2A-H2B dimers are 
removed in the absence of H3K56 acetyla-
tion, how γH2A dephosphorylation relates 
to the H3K56 acetylation mark and check-
point exit also remains to be determined.
Li et al. (2008) suggest that the spe-
cific recognition of acetylated H3K56 by 
CAF-1 and Rtt106 extends the “histone 
code” hypothesis (Strahl and Allis, 2000) 
to include nucleosome assembly. As the 
histone H3K56Ac-H4 dimers are likely to 
be also di-acetylated at histone H4 lysine 
5 and lysine 12 as well as acetylated at 
histone H3 lysine 9 (Tyler et al., 1999), it 
is possible that multiple marks are rec-
ognized for newly assembled chromatin 
by histone chaperones. It will be of con-
siderable interest to determine whether 
the same combinations of marks signal 
chromatin deposition in different chro-
matin contexts such as heterochroma-
tin, euchromatin, promoters, transcribed 
regions, and sites of DNA damage.
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The use of alternative polyadenylation sites produces mRNA isoforms with different 3′ untranslated 
regions. A recent report in Science (Sandberg et al., 2008) suggests that alternative polyadenylation 
is connected to microRNA-mediated regulation of gene expression as part of a global program for 
cellular proliferation.The 3′ untranslated regions (3′UTRs) of 
messenger RNAs (mRNAs) serve as dock-
ing platforms for microRNAs (miRNAs) 
and RNA-binding proteins, which control 
mRNA stability, localization, and transla-
tion (de Moor et al., 2005; Filipowicz et al., 
2008). The use of alternative polyadeny-
lation sites to produce alternative mRNA 
isoforms provides another layer of regula-
tion, although the global effect of alterna-
tive polyadenylation on gene expression 
and its impact on cellular processes are 
poorly understood. New work, recently 
reported in Science, provides evidence 
that a global switch in the use of alter-
native polyadenylation sites is part of a 
defined program for cellular proliferation 
(Sandberg et al., 2008).
About half of mammalian genes have 
alternative sites of polyadenylation, and 
the choice of the polyadenylation site dif-
fers depending upon the tissue in which 
the gene is expressed (Zhang et al., 2005). 
Alternative polyadenylation can occur in 
two distinct modes: one mode is splicing 
dependent (termed 3′ exon switching), 
whereas the other mode is splicing inde-
pendent and occurs through the differen-
tial use of polyadenylation sites (PAS) in 
the terminal exon (termed tandem UTRs) 
(Figure 1A). In their recent work, Sandberg 
et al. developed a quantitative method to 
compare the use of alternative 3′UTRs 
and performed a genomic analysis of the 
composition of 3′UTR isoforms during T 
cell activation. For genes that display 3′ 
exon switching, the authors measured the 
relative expression of alternatively spliced 
terminal exons. For genes with tandem 208 Cell 134, July 25, 2008 ©2008 Elsevier Inc.
UTRs, they compared the 
expression of the common, 
proximal part of the 3′UTR 
(between the stop codon and 
proximal PAS) relative to the 
expression of the extended 
3′UTR region (between the 
proximal and distal PAS). 
Interestingly, the patterns 
of splicing-dependent and 
-independent alternative poly-
adenylation differed markedly 
between resting and stimu-
lated primary T cells from 
mice. Whereas the pattern of 
3′ exon switching showed no 
overall trend following T cell 
activation, in 86% of the genes 
with tandem UTRs that under-
went alternative polyadenyla-
tion, stimulation decreased 
the use of extended 3′UTR 
regions. This reduction in 
the use of extended 3′UTRs 
was not associated with sig-
nificant changes in median 
mRNA levels, indicating that 
the effect is due to a switch in 
PAS usage. Analysis of human 
T and B lymphocytes and 
human monocytes yielded 
similar results, demonstrating 
that the global switch occurs 
in diverse types of mouse and 
human immune cells.
Activation of hematopoi-
etic cells is often associated 
with a dramatic increase in 
proliferation, which led the 
authors to hypothesize that 
the decrease in the use of distal PAS 
isoforms, which leads to shorter 3′UTRs, 
might be associated with cellular pro-
liferation. To address this, the authors 
measured the expression of a large set 
of genes associated with proliferation 
and the relative expression of tandem 
3′UTRs from hundreds of individual 
samples. Indeed, a strong correlation is 
found between shorter 3′UTRs and cel-
lular proliferation. One possible outcome 
of alternative polyadenylation is a change 
in levels of protein expression. To assess 
this possibility, Sandberg et al. placed 
several genes with tandem UTRs down-
stream of a luciferase reporter gene. 
They used a heterologous PAS from 
SV40 in order to distinguish the effects of 
the UTR from the efficiency of polyade-
nylation. (The proximal PAS was deleted 
in the full-length 3′UTRs to ensure the 
usage of the distal PAS.) In all cases, 
the reporters containing the full-length 
3′UTR yielded lower luciferase activity in 
stimulated T cells than did the reporters 
containing only the common segment of 
the 3′UTR. Therefore, sequences within 
these extended 3′UTRs reduce protein 
production in the stimulated cells.
How might longer 3′UTRs reduce 
gene expression? It has been previ-
ously suggested that mRNA isoforms 
containing targets for specific miRNAs 
might be underrepresented in tissues 
that express these miRNAs (Legendre et 
al., 2006). Indeed, the extended 3′UTR 
region of Hip2, one of the 
genes tested by Sandberg et 
al., contains seed matches 
for miR-21 and miR-155, both 
of which are expressed in 
activated T cells. Overall, lev-
els of Hip2 mRNA were very 
similar between naive and 
activated T cells. However, 
upon T cell activation the 
relative level of the extended 
3′UTR region decreased, 
while protein levels increased 
substantially. Interestingly, in 
reporter assays the elimina-
tion of the seed matches for 
both miR-21 and miR-155 
from the extended 3′UTR 
of Hip2 increased expres-
sion to levels similar to those 
observed for a reporter 
bearing only the proximal 
region of the 3′UTR. Thus, 
in activated T lymphocytes 
the extended 3′UTR of Hip2 
reduces protein expression 
by harboring target sites for 
miR-21 and miR-155. These 
results show that changes 
in PAS usage can control 
the impact of a miRNA (Fig-
ure 1B). Further support for 
this model comes from the 
observation that genes with 
tandem UTRs that are poten-
tially targeted by T cell miR-
NAs exhibited a reduction in 
the expression of their distal 
PAS isoform in stimulated T 
cells, relative to genes that 
do not harbor miRNA target sequences. 
Importantly, Sandberg et al. found that 
genes with tandem UTRs whose expres-
sion increases following T cell activation 
were more likely to be targeted by miR-
NAs exclusively in their extended 3′UTR 
than were genes with tandem UTRs that 
display decreased expression. How-
ever, substantiation of this model awaits 
assessment of the effect of miR-21 and 
miR-155 on Hip2 protein expression, 
performed using a full-length 3′UTR 
containing both endogenous polyade-
nylation sites. Additional examples of 
interactions between extended 3′UTRs 
and miRNAs are needed to assess 
whether this is a general phenomenon. 
Lastly, the switch in PAS usage may also 
figure 1. Impact of mRnA Polyadenylation on Posttranscriptional 
Regulation
(A) Alternative polyadenylation sites. Top: alternative splicing of terminal 
exons (3′ exon switching); bottom: multiple polyadenylation sites along the 
same terminal exon (tandem 3′ untranslated regions [3′UTRs]).
(B) Changes in polyadenylation site usage can control the impact of a miRNA. 
Full-length 3′UTRs contain more target sequences for the binding of miRNA-
induced silencing complexes (miRISC). Therefore, switching expression from 
a full-length 3′UTR to a shorter 3′UTR may make the mRNA no longer subject 
to regulation by particular miRNAs.
(C) RNA-binding proteins (RBPs) might also affect polyadenylation site usage 
in specific cellular conditions. For example, RBP binding to the polyadenyla-
tion site might render the mRNA inaccessible to polyadenylation factors.Cell 134, July 25, 2008 ©2008 Elsevier Inc. 209
influence association with RNA-binding 
proteins that alter gene expression (Fig-
ure 1C; Kedde et al., 2007).
The reported link between the use of 
shorter 3′UTR isoforms, avoidance of 
regulation by miRNAs, and enhanced 
cellular proliferation is consistent with 
several previous observations. Global 
downregulation of miRNA expression is 
common in cancer (Lu et al., 2005) and 
promotes cellular transformation and 
tumorigenesis (Kumar et al., 2007); miR-
NAs influence many aspects of cellular 
proliferation and cell-cycle progression 
(reviewed in Carleton et al., 2007). More-
over, many genes have been evolution-
arily selected for enrichment or depletion 
of miRNA binding sites through changes 
in the lengths of their 3′UTRs, and the 
avoidance of miRNA target sites is cor-
related with spatial and temporal coex-
pression of mRNAs and miRNAs (Stark 
et al., 2005).210 Cell 134, July 25, 2008 ©2008 Elsevier 
Molecular networks often adapt to per-
form different tasks in different organ-
isms. For example, the small GTP-
binding Ras proteins that are implicated 
in nutrient uptake in the budding yeast 
Saccharomyces cerevisiae have evolved 
into central regulators of growth and 
proliferation in metazoans. In this issue 
of Cell, Bassermann and coworkers 
describe a similarly striking example of 
“molecular bricolage,” a clever adapta-
tion of materials at hand for a new pur-
pose. The authors show that the con-
served regulatory network consisting 
of the phosphatase Cdc14, the ubiquitin 
ligase anaphase-promoting complex or 
cdc14B and AP
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Mitotic exit in budding yeast is re
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cells to control the cell cycle in rThe work by Sandberg et al. points to 
a dynamic interplay between alternative 
polyadenylation of mRNAs and regula-
tion by miRNAs. The coexpression of 
genes with miRNAs that target them 
might be required in specific cell types 
in certain circumstances. Shifting gene 
expression to shorter 3′UTR isoforms, 
which are devoid of target sequences for 
the specific miRNAs, is a mechanism to 
avoid an undesirable decrease in protein 
expression (Figure 1B). It is also conceiv-
able that specific RNA-binding proteins 
are involved in this process (Figure 1C). 
Future experiments should determine 
the molecular mechanisms governing 
this global switch in PAS usage.
RefeRences
Carleton, M., Cleary, M.A., and Linsley, P.S. 
(2007). Cell Cycle 6, 2127–2132.
de Moor, C.H., Meijer, H., and Lissenden, S. Inc.
cyclosome (APC/C), and the Polo-like 
kinase 1 (Plk1)—long implicated in con-
trolling mitotic exit in budding yeast—is 
repurposed in human cells to mediate 
the DNA-damage-induced G2 cell-cycle 
block.
The goal of cell division is to generate 
two daughter cells genetically identical 
to the mother cell. To minimize genetic 
instability, eukaryotes have developed 
surveillance mechanisms called check-
points (Figure 1) consisting of highly 
conserved signal transduction pathways 
that monitor cell-cycle progression and 
delay the process when key events go 
wrong to allow for error correction. The 
c/c Tackle DnA
ean Institute of Oncology, IFOM-IEO Campus, V
ampus.it
gulated by the proteins Cdc14, AP
08) show that this network of prote
esponse to DNA damage.(2005). Semin. Cell Dev. Biol. 16, 49–58.
Filipowicz, W., Bhattacharyya, S.N., and Sonen-
berg, N. (2008). Nat. Rev. Genet. 9, 102–114.
Kedde, M., Strasser, M.J., Boldajipour, B., Vri-
elink, J.A., Slanchev, K., le Sage, C., Nagel, R., 
Voorhoeve, P.M., van Duijse, J., Orom, U.A., et 
al. (2007). Cell 131, 1273–1286.
Kumar, M.S., Lu, J., Mercer, K.L., Golub, T.R., 
and Jacks, T. (2007). Nat. Genet. 39, 673–677.
Legendre, M., Ritchie, W., Lopez, F., and Gau-
theret, D. (2006). PLoS Comput Biol 2, e43. 
10.1371/journal.pcbi.0020043.
Lu, J., Getz, G., Miska, E.A., Alvarez-Saavedra, 
E., Lamb, J., Peck, D., Sweet-Cordero, A., Ebert, 
B.L., Mak, R.H., Ferrando, A.A., et al. (2005). Na-
ture 435, 834–838.
Sandberg, R., Neilson, J.R., Sarma, A., Sharp, 
P.A., and Burge, C.B. (2008). Science 320, 
1643–1646.
Stark, A., Brennecke, J., Bushati, N., Rus-
sel, R.B., and Cohen, S.M. (2005). Cell 123, 
1133–1146.
Zhang, H., Lee, J.Y., and Tian, B. (2005). Ge-
nome Biol. 6, R100.G2 checkpoint is an important com-
ponent of the DNA-damage response, 
which delays entry into mitosis in the 
presence of DNA lesions. During the 
G2 block, numerous proteins including 
the ATR kinase collaborate to activate 
the kinase Chk1, which maintains a cell-
cycle arrest through inhibition of mitotic 
cyclin-dependent kinase (Cdk1) activity. 
Chk1 inactivates the Cdc25 protein to 
ensure that Cdk1 remains in an inactive 
state (Figure 1). Cell-cycle reentry fol-
lowing DNA repair is mediated by Plk1, 
whose kinase activity triggers the deg-
radation of a series of targets, including 
Claspin, an adaptor protein required by 
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