The present work is an extended abstract from a series of lectures addressed to introduce elements of the theory of position-dependent mass systems in both, classical and quantum mechanics.
Motivation
The study of systems endowed with position-dependent mass (PDM) is a subject of great interest in many branches of physics. Among others, the examples include dynamical systems in curved spaces with either constant curvature [1, 2] or non-constant curvature [3] , geometric optics [4] , semiconductor theory [5, 6] , motion of rockets [7] , raindrop problem [8] , variable mass oscillators [9] , inversion potential for NH3 in density theory [10] , evolution of binary systems [11] , effects of galactic mass loss [12] , neutrino mass oscillations [13] , and the problem of a rigid body against a liquid free surface [14] .
Despite the large number of models used to describe the dynamics of PDM systems, the principles of the underlying theory are not fully understood. In the classical picture a position-dependent mass function m(x) gives rise to 'forces quadratic in the velocity' which lead to nonlinear differential equations of motion in the Newtonian approach [15, 16] . In turn, the Hermiticity of the Hamiltonian of a quantum system is part of the problem to solve if the mass depends on the position [17] . Nevertheless, the difficulties appearing in both pictures can be faced by using the factorization method together with Lie algebraic tools [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] . * Extended abstract of "Algebraic approach to position-dependent mass systems in both classical and quantum pictures", a series of three lectures delivered by the author in the VIII School on Geometry and Physics, 24 June-8 June 2019, organized by the Department of Mathematical Physics of the University of Bia lystok, in Bia lowieża, Poland (http://wgmp.uwb.edu.pl/wgmp38/part_s.html).
Classical picture
The one-dimensional dynamical law for a system with position-dependent mass m(x) > 0 that is acted by a force F depending on position x, velocityẋ, and time t, may be written as [16] :
where p = m(x)ẋ is the linear momentum. Hereafterḟ and f ′ stand for time and position derivatives of f respectively. Let us rewrite the Newton equation (1) in the standard form
We immediately see that the term quadratic in the velocity corresponds to the thrust of the system, so that Eq. (2) indicates how this term alters the velocity. Indeed, asẋ 2 ≥ 0, the system is accelerated (decelerated) if the rate m ′ (x) is negative (positive). Thus, a particle suffering a spatial variation of its mass is acted by a net force F net that results from the combination of the external force F and the thrust −m ′ (x)ẋ 2 .
Applying the D'Alembert principle and assuming that the external force is derivable from a scalar potential function V(x) that does not depend on either velocity or time, from (1) we arrive at the Lagrange equation
where R and T are the reacting thrust and kinetic energy, given by
In turn, the Hamiltonian H can be obtained from the Legendre transformation
However, as the Hamiltonian's time rate of changeḢ = Rẋ is cubic in the velocity, the variable mass system is dissipative [27] . That is, the Hamiltonian (4) is not a constant of motion. Yet, it may be shown [16] that the proper invariant acquires the form
where the constant m 0 is in mass units to get I expressed in energy units. Using integration by parts in the latter result we arrive at the expression
Clearly, the second term at the right hand side of (6) is just what the Hamiltonian H lacks to be a constant of motion. The invariant I can be expressed as a modification of the Hamiltonian (4) due to an effective potential
with
For the sake of completeness let us introduce a new "mass" term µ(x) = m 2 (x)/m 0 as well as a new "momentum" variable π = µẋ. The invariant (23) is simplified to H eff = π 2 2µ +V eff , and the equations of motion can be expressed in conventional forṁ
where the Poisson bracket
defines the time-variation of any smooth function h depending on x and π:
In particular, if h = H eff , from (11) we have d dt H eff = 0. Besides, from (10) one gets {x, π} x,π = 1, so that x and π are conjugate variables.
To summarize the results of this section let us emphasize that, although the dynamical law for a particle that suffers a spatial variation of its mass includes forces quadratic in the velocity, the Lagrangian can be written in the standard form L = p 2 2m(x) − V(x), in correspondence with the conditions studied in [27] . The construction of the related Hamiltonian also leads to the standard form H = p 2 2m(x) + V(x). That is, a simple description of this kind of systems starts by replacing the (constant) mass m 0 by the appropriate function of the position m(x) in the conventional expressions of L and H. Moreover, although H is not time-independent, it is possible to construct an energy constant of motion I = H eff leading to dynamical equations that have the form of the Hamilton ones. Further details concerning the Lagrangian and Hamiltonian formulations for PDM systems can be consulted in [16, 27] . Additional results on the matter can be found in [28] [29] [30] [31] [32] [33] .
Algebraic approach
The dynamical problem (9) may be studied in two general forms [16] . First, given a specific potential V(x) acting on the mass m(x), the related phase trajectories are found. Second, given an algebra which rules the dynamical law of the mass, the potential and phase trajectories are constructed in a purely algebraic form. The second approach has been successfully applied in previous works [16, [18] [19] [20] [21] [22] [23] [24] [25] and will be revisited in this section. The keystone is to notice that the factorization method introduced in [19, 20] can be extended to the case of PDM classical systems that obey the dynamical law (1) . Indeed, working in the (x, π)-plane, the factorization of the Hamiltonian (23) leads in a natural form to the identification of a pair of time-dependent integrals of motion Q ± which, in turn, allows the construction of the phase trajectories (x(t), π(t)) associated to the canonical equations. Following [16] , let us look for a couple of complex functions A + (x, π; t), A − (x, π; t), and a constant ǫ such that the Hamiltonian (23) becomes factorized
where
Now, we ask the functions (13) to close a deformed Poisson algebra by demanding that {A − , A + } be expressed in terms of the powers of √ γH eff . In the simplest case we have
and J(x) = µ(x)/m 0 . The function f is obtained from (16) through f 2 (x) = 1 −γg 2 (x). However, the potential allowing the above equations is not arbitrary since it depends on the g-function as follows
In other words, given the mass µ(x), the Pöschl-Teller potential (17) is such that the factors (13) satisfy the deformed Poisson algebra (15) . Details concerning the time-dependent integrals of motion Q ± as well as further properties of the potentials (17) can be consulted in [16] . For other systems see, e.g., [20] [21] [22] [23] [24] [25] .
Quantum picture
Let us consider the one-dimensional Hamiltonian
where the mass m > 0 and the potential V are functions of the position, K a is the kinetic term of H a and P fulfills [X, P ] = i , with X the position operator. As indicated above, the Hermiticity of the Hamiltonian H a is part of the problem to solve. In the present case the parameter a defines the ordering of the mass and momentum operators, so it must be properly chosen [16, 18, 22, [34] [35] [36] . Following [17, 22] , the parameter a is kept arbitrary, with no more assumptions on a particular ordering of P and m. In position-representation, the eigenvalue equation
can be reduced to a simpler form by considering the point transformation
where s stands for a bijection that defines the Jacobian of the transformation J := s ′ (x) = m(x)/m 0 , and
The straightforward calculation gives rise to the Hamiltonian
with an effective potential 
At this stage the main simplification is the avoiding of the mass ordering in the kinetic term of the effective Hamiltonian. Then, the techniques used to solve the eigenvalue equation of the constant mass systems may be applied to investigate the spectral problem defined by Eq. (22) .
A further simplification is obtained if either (i) a = −1/4 or (ii) the mass function m(x) is such that V is defined by mass-independent null terms [17] . On the other hand, when the identity V is defined by massdependent null terms [17] . In particular, a constant mass m(x) = m 0 reduces the effective potential (23) to the initial one V in y-representation.
Algebraic approach
Let us factorize the Hamiltonian (18) in the form
with ǫ a constant (in energy units) to be determined,
and β a solution of the Riccati equation
For arbitrary m and β the product between the factorization operators obeys the commutation rule:
Demanding the commutator (28) to close a given algebra we are in position of getting concrete realizations of the operators A, B.
In the simplest case one has [A, B] = − ω 0 , so that the β-function is defined in terms of the ordering parameter and the mass function: x + β 0 . Then, up to an additive constant, the operators A and B are reduced to the conventional ladder operators of the harmonic oscillator, as expected. For other forms of the mass function m(x) and the appropriate ordering parameter a, the potential (30) represents a wide family of PDM potentials with the energy spectrum of the harmonic oscillator [17] . On the other hand, the introduction of (29) into (26) generates the ladder operators for such PDM oscillators. The construction of the corresponding generalized coherent states is also feasible [17] .
Other PDM quantum systems can be studied through the commutator (28) by identifying the appropriate algebra. For instance, we may look for operators A and B such that the commutator (28) is associated with the su(1, 1) Lie algebra. The potential (30) is in such case associated with a family of singular oscillators [26] . Additional constructions of coherent states for PDM systems have been reported in Refs. [37] [38] [39] [40] [41] [42] [43] [44] [45] . Further details concerning the properties of quantum systems with position-dependent mass can be consulted in, e.g., [46] [47] [48] [49] [50] [51] [52] [53] [54] [55] [56] [57] [58] [59] [60] [61] [62] [63] [64] .
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