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We present the Complex Envelope Variable Approximation (CEVA) as the very useful and com-
pact method for the analysis of the essentially nonlinear dynamical systems. It allows us to study
both the stationary and non-stationary dynamics even in the cases, when any small parameters are
absent in the initial problem. It is notable that the CEVA admits the analysis of the nonlinear
normal modes and their resonant interactions in the discrete systems without any restrictions on
the oscillation amplitudes. In this paper we formulate the CEVA’s formalism and demonstrate some
non-trivial examples of its application. The advantages of the method and possible problems are
briefly discussed.
I. INTRODUCTION
Modern level of scientific researches and technologies
more frequently lead to the problems, the core of which
associates with the nonlinear dynamical processes. It
concerns with the macro- as well as micro- and nano-
scale phenomena. If the first is the traditional scope of
the nonlinear dynamics, the second is the new impetuous
developed direction of the nonlinear studies. Generally
speaking the nonlinear dynamics takes part in so large
number of the sciences and technologies that the fact
leads to formation of some inter-disciplinary ”nonlinear
science”1–3. However, in spite of that the nonlinear dy-
namics is required in everywhere, these problems remain
very complex and are far from the completion. Diversity
and complexity of the nonlinear dynamics lead to the te-
dious and to frequently ambiguous approximations. More
one difficulty originates from that the numerical proce-
dures do not allow to extrapolate the results obtained in
one task into another one. This is one of the reasons why
the interest to the problems, which would seem multiple
studied, retain up to date.
There are many analytical and numerical methods,
which cover the analysis of the nonlinear problems4? –11.
The significant part of the most widely used approaches
to the study of the nonlinear problems are the meth-
ods, which based on the asymptotic expansion of the
solution into series of a small parameter. In particu-
lar, the method of the multiscale expansion is based on
the separation of the time scales, the ratio of which is
determined by a small parameter11,12. An elementary
example can be found in the beating phenomenon in
the system of the weakly coupled identical oscillators.
The process of the energy transfer from one oscillator
to another one is determined by the frequency gap be-
tween in- and out-of-phase modes. In such a formula-
tion this problem nearly relates to the slowly varying
envelope approximation, which has been considered by
Van der Pol13,14. If the oscillators have the nonlinear
characteristics, not only the slow energy transfer, but
the energy capture on one of oscillators (energy local-
ization) becomes possible15. Here one should empha-
size that the description of the energy transfer and lo-
calization has been made in the terms of the complex
representation of the variables16? , that is near analogue
to the second quantization formalism17,18. Such an ap-
proach in the combination with the multiscale expansion
turns out to be very successful in the investigation of the
wide class of the nonlinear problems: the coupled nonlin-
ear oscillators15,19, the forced nonlinear oscillators20–22,
the energy transfer and localization in the 1D nonlinear
lattices21,23,24, the mode coupling and energy localization
in the carbon nanotubes25,26, the synchronization of the
self-excited oscillators27 and the classic analogue of the
superradiant quantum transition28, the nonlinear passive
control and energy sink29,30, the problem of rotation sta-
bility of coupled pendulums31. In a number of cases the
complex representation of the variables allows us to find
the stationary single-frequency solution (nonlinear nor-
mal modes) for the essentially nonlinear systems with-
out any assumptions about oscillation amplitudes and
without using any small parameter24,32. Thus, the large
advantage of this approach is that we obtain the main
approximation, which satisfies to the initial essentially
nonlinear problem. The non-stationary dynamics can be
studied in terms of the slowly changed envelopes. One
should note that no restriction on the varying amplitude
of the non-stationary oscillations arises, but the main re-
quirement is a frequency closeness of the non-stationary
and stationary solutions. In particular, such conditions
allow us to study the nonlinear mode interactions in the
discrete extended systems, if the lengths of the latter are
large enough23,24,32. In such a case the slow time scale is
naturally appeared from the smallness of the inter-mode
frequency gap.
Generally speaking, the approach discussed below is
a hybrid one. Actually, it is formally similar to the
Van der Pol slow varying envelope approximation13,14,
and, in some meaning, is close to the harmonic balance
method7. On the other hand the multiple scale expan-
sion is the essential constituent of the consideration of the
non-stationary dynamics, but the post-factum revealing
the small parameter makes it close to semi-inverse meth-
ods. Taking into account mentioned above we will re-
fer to the discussed approach as the ”Complex Envelope
Variable Approximation” (CEVA). The current work is
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2aimed to describe the CEVA’s formalism in a general case
(section II) and to demonstrate some examples, in which
the CEVA’s advantages can be revealed (section III). The
section IV contains the short discussion and conclusions.
II. THE COMPLEX ENVELOPE VARIABLE
APPROXIMATION
Let us consider the nonlinear dynamical system the
evolution of which is determined by the equation
d2u
dt2
+ F (u) = 0 (1)
where u is the function of time t and F is a nonlinear
function of u. First of all we should note that we do not
single out any parts, which contain a small parameter.
As it was emphasized in Introduction we want to study
the slow processes which are not dictated by the external
factors. In this way, it is convenient to introduce the new
dynamical variables:
Ψ =
1√
2
(√
ωu+ i
1√
ω
du
dt
)
, (2)
where ω is the frequency, which should be determined
as the function of the oscillation amplitude. The inverse
transformation is well known:
u =
1√
2ω
(Ψ + Ψ∗) ;
du
dt
= −i
√
ω
2
(Ψ−Ψ∗) (3)
Using these variables one can rewrite equation (1) as fol-
lows:
i
dΨ
dt
− ω
2
(Ψ−Ψ∗)− 1√
2ω
F
(
1√
2ω
(Ψ + Ψ∗)
)
= 0(4)
In the number of the nonlinear systems we interest our-
selves in the single-frequency stationary solution of equa-
tion (1). In order to get it we suppose next form of the
solution:
Ψ = ψe−iωt. (5)
This representation corresponds to the first term of the
Fourier series and ψ is assumed as a constant. Expanding
function F into the Taylor series and averaging equation
(4) over the period 2pi/ω allows us to extract the secular
term. Finally we get the equation for function ψ in the
form:
ω
2
ψ − 1√
2ω
Φ˜ (ψ,ψ∗;ω) = 0. (6)
At first glance equation (6) is not more simple than the
initial one. However, for the number of the actual sys-
tems function Φ˜ has the noteworthy structure:
Φ˜ (ψ,ψ∗;ω) =
∞∑
k=0
ck
(√
2
ω
)2k+1
|ψ|2kψ (7)
FIG. 1. The amplitude-frequency dependence in accordance
to equation (12) (red solid curve) and exact value ω0 (black
dashed curve).
As it is shown in Appendix, some ”good” nonlinearities
admit the representation of the infinite sum in equation
(7) in the term of the special functions. Equation (6)
should be considered as the amplitude-frequency rela-
tion, taking into account the relationship between com-
plex value ψ and the oscillation amplitude. The latter
follows from the first of equations (3) and expression (5).
If A is the oscillation amplitude, the modulus of value ψ
can be written as follows:
|ψ| =
√
ω
2
A (8)
In such a case, equation (6) should be written in the form:
ω2
2
A− Φ(A) = 0. (9)
This equation allows us to find oscillation frequency ω:
ω =
√
2
A
Φ(A) (10)
This relation exhausts the stationary problem of the free
oscillations of the system with one degree of freedom.
In order to illustrate this procedure efficiency, we find
the amplitude-frequency relation for the most known
nonlinear system - the pendulum. In such a case function
F in equation (1) is sinu. It was shown early21 the re-
spective ”secular” term in equation (6) is read as follows
ω
2
ψ − 1√
2ω
J1
(√
2
ω
|ψ|
)
ψ
|ψ| = 0, (11)
where J1 is the Bessel function of first order. It is easy
to see that according to relation (8), the argument of the
Bessel function is the oscillation amplitude A. Therefore,
expression (10) transforms into form
ω =
√
2
A
J1(A). (12)
Figure 1 shows the comparison of frequency (12) with the
exact value ω = pi/2K(sin2 (A/2)) (K is the full elliptic
integral of first kind). Analysing figure 1 one can con-
clude that approximation (12) is well enough in the wide
interval of the oscillation amplitudes excluding a vicinity
of the limiting value A = pi. It is the expected result be-
cause the motion with the amplitude A = pi corresponds
3to the separatrix and evidently does not belong to the
category of the single-frequency solutions (5).
The stationary state with complex amplitude ψ and
corresponding frequency ω has the energy
E =
ω
2
|ψ|2 −G(ψ;ω), (13)
where function Φ˜ is coupled with G by the relation
Φ˜ =
∂G
∂ψ∗
(14)
Let us consider energy (13) as the Hamilton function
of the system, which is parametrized by frequency ω:
H =
ω
2
|ψ|2 −G (ψ;ω) (15)
The equation of motion can be obtained as follows:
i
dψ
dτ
= − ∂H
∂ψ∗
. (16)
The latter leads to the time-dependent version of equa-
tion (6):
i
dψ
dτ
+
ω
2
ψ − 1√
2ω
Φ˜ (ψ;ω) = 0 (17)
It is just the right time now to ask the question: what is
a time scale of variable τ? First of all, function ψ is the
envelope for single-frequency oscillations e−iωt, therefore,
it should be slowly changing. In opposite case the aver-
aging made above turns out to be invalid. So, we can
only consider the non-stationary motions with frequen-
cies, those weakly distinct from the frequency of station-
ary solutions. In such a sense, the development of non-
stationary equations is similar to the slowly varying enve-
lope approximation13,14, and the slowness is determined
by the structure of the equations obtained. We should
consider a slow motion, but we are not bound by the val-
ues of the amplitude variation. I.e., only the request is
that the specific time of the changing amplitude should
be essentially large than the oscillation period.
Let us introduce the polar representation of function
ψ.
ψ = aeiδ (18)
Variables a2 and δ form the canonical set for Hamil-
ton function (15). Therefore, the equations of motion in
terms of polar variables should be represented in form:
da
dτ
= − 1
2a
∂H
∂δ
;
dδ
dτ
=
1
2a
∂H
∂a
(19)
We use the pendulum in order to make certain that
equations (19) actually describe the slow-time evolution
of the system under a small disturbance of the pendu-
lum stationary oscillations. The Hamilton function of
the pendulum can be written as follows:
H =
ω
2
a2 − J0
(√
2
ω
a
)
. (20)
Let us ψ = (a+ α) eiδ, where a is solution of equation
(6) and α  a is a disturbance. Taking into account
equations (19), we get
dα
dτ
= 0 (21)
dδ
dτ
≈ 1
a
(
ω
2
a− 1√
2ω
J1
(√
2
ω
a
))
+
1
ωa
J2
(√
2
ω
a
)
α+
J1
(√
2
ωa
)
√
2aω3/2
−
3J2
(√
2
ωa
)
2a2ω
α2
The first of equations (21) shows that the amplitude of
the disturbed motion is not change. The first term in
the right hand side of equations (21) is equal to zero
and varying of phase δ turn out to be proportional to
∆ω ∼ αdω/da. Due to that α = const, it means that
the disturbed solution runs off with constant velocity
from the initial solution: δ ∼ ∆ω τ . One should em-
phasize that the time scale of variable τ is controlled by
the smallness of the right hand side of equations (21).
The latter can be determined by the smallness of either
disturbance’s amplitude (α  a ) or smoothness of the
oscillation frequency (dω/da ω/a).
As a conclusion of this section, let us check that equa-
tions (19) correctly predict the frequency changing in the
limit of small amplitude a. Assuming a→ 0 and ω → 1,
and taking into account the relations between modulus
of complex function and the oscillations’ amplitude, we
get
dδ
dτ
≈ α
2
8
=
A2
16
. (22)
The sign of the correction is positive because solution (5)
contains e−iωt. Correction (22) accords with the expan-
sion of exact pendulum frequency ω ≈ 1−A2/16.
In the next section we consider some examples and
generalizations of the procedures discussed above. Before
do it, let us formulate the standard steps for development
of the evolution equations in the framework of the CEVA.
i) Introduce of the complex variables (2).
ii) Rewrite initial equation (1) in terms of complex
variables.
iii) Extract the secular term for the single-frequency
solution (5)
iv) Use relation (8) in order to determine the stationary
amplitude-frequency relation.
v) Find the Hamilton function corresponding to the
stationary solution.
vi) Develop the non-stationary equations in accordance
with the relations (16) or (19).
4III. EXAMPLES AND APPLICATIONS
A. Forced damped oscillation of pendulum
The effect of the external forcing and dissipative pro-
cesses often takes an important role in the dynamics of
the nonlinear systems. Therefore, we start this sections
considering the forced oscillations of the pendulum with
the viscous friction. Let us suppose that the pendulum
undergoes the effect of external field F (t) = f cosωt. The
stationary equation of motion can be written in terms of
complex variable ψ as follows:
ω
2
ψ − 1√
2ω
J1
(√
2
ω
|ψ|
)
ψ
|ψ| + i
ν
2
ψ = − f
2
√
2ω
, (23)
where ν is the coefficient of the viscous friction. Using
relation (8), it is easy to find the amplitude-frequency
relation for the non-dissipative system (ν = 0):
ω2 =
2
A
(J1 (A)− f) . (24)
However, function ψ becomes complex for non-zero fric-
tion. Assuming ψ = x + iy, we should separate the real
and imagine parts of equation (23). After some manipu-
lations we can write the amplitude-frequency relation in
the form:
2
ω
(
x2 + y2
)
= A2 =
f2
ν2ω2 + (ω2 − Ω2)2 (25)
y
x
= tan δ = − νω
ω2 − Ω2 ,
where Ω = Ω(A) =
√
2J1(A)/A is the frequency of free
oscillations with the amplitude A. One should note that
the first equation of (25) is the transcendent equation
with respect to amplitude A. It can be solved numeri-
cally and the result is represented in figure 2. It is note-
worthy that the amplitude-frequency relation (25) looks
absolutely similar to its linear analogue, with the dif-
ference that the frequency of non-linear free oscillations
with amplitude A plays the role of own frequency of the
linear oscillator. The expression for phase shift δ also has
the same form as for the linear system.
B. Escape from a potential well
We illustrate the non-stationary nonlinear dynamics
considering the escape from potential well under effect of
single-frequency external field F = f cosω t without fric-
tion. The transition of the pendulum from oscillations
to the rotation gives the very clear example of such pro-
cesses. Writing function ψ in polar form (18) one can
ascertain that the energy of forced oscillation is repre-
sented as follows:
Hf =
ω
2
a2 − J0
(√
2
ω
a
)
+
af cos δ√
2ω
(26)
FIG. 2. Amplitude-frequency relations (12, 24, 25) for the
free and forced oscillation of the pendulum without and with
friction (black, blue and red curves, respectively). Amplitude
of the external force f = 0.075 and friction ν = 0.055.
We would like to find what combinations of the force’s
frequency ω and amplitude f lead to the rotation of the
pendulum, if the initial conditions are zero. Such a prob-
lem is non-trivial even in the case of the simple parabolic
potential33. In order to determine the boundaries of os-
cillations in the plane ”frequency - force amplitude” one
should analyse the possible non-stationary trajectories
corresponding to Hamilton form (26). Let us consider
the phase space in the terms {a, δ} assuming the fre-
quency ω and force amplitude f as the parameters. Be-
cause hamiltonian (26) does not contain the variables,
which depends on the ”fast” time t, the stationary oscil-
lations correspond to the stationary points on the phase
plane {δ, a}. There are three stationary states in the low-
frequency region in Fig. 2 and only one stationary state
occurs if the frequency is larger than some value ω∗. The
latter can be found as the root of the equation:
dω
dA
=
f −AJ2(A)√
2A3/2
√
J1(A)− f
= 0 (27)
Figure 3 shows the phase portraits of the system (26)
with the different values of frequency ω and the con-
stant value of the force amplitude f . Figure 3(a) rep-
resents the phase portrait with single stationary state
at the phase δ = 0. The thick blue curve, which passes
through zero valued amplitude, separates the trajectories
closed around the stationary point from the transit-time
ones. This trajectory is called the Limiting Phase Tra-
jectory (LPT). In the problem under consideration the
LPT describes the escape from the potential well, if the
maximum of the LPT exceeds the limiting angle of the
oscillations (i.e., pi). Such a case is observed in panel (b)
of figure 3. The value of the threshold frequency can be
evaluated from the condition
Hf (a = 0, δ = 0) = Hf
(
a =
√
ω
2
pi, δ = 0
)
. (28)
This condition corresponds to the high-frequency bound-
ary of the escape from the well. One should notice that
5a b
c d
FIG. 3. The phase portraits of system (26) at force amplitude f = 0.2 and different values of frequency ω. Panels (a-d)
correspond to ω = 0.9, 0.81, 0.776, 0.75, respectively. The Limiting Phase Trajectories and separatrix are shown as thick blue
and black dashed curves, respectively. Red points correspond to the stationary states.
the phase portrait on panel (b) contains three stationary
points, therefore, the respective frequency is smaller then
frequency ω∗ mentioned above. Decreasing frequency ω
we can obtain the phase portrait depicted on panel (c) of
figure 3. The specific feature of this phase portrait is that
the LPT coincides with the separatrix crossed the unsta-
ble stationary point at δ = pi. No possibility to escape
the potential well at this frequency and at smaller ones
(see fig. 3(d)) occurs because trajectory, which starts at
a = 0 can not reach the limiting angle pi. The frequency
corresponding to the phase portrait on panel (c) can be
evaluated by solving of the equation
Hf (a = 0, δ = 0) = Hf (a = au, δ = pi), (29)
where au corresponds to the unstable stationary point.
Thus solving equations (28) and (29), we can deter-
mine the domain of the force’s frequency and amplitudes,
where the escape from the potential well is possible. It
is noteworthy that, in order to do it, we do not need
in solving the non-stationary equations (19), but we can
find the domain’s boundaries analysing the variation of
the phase portrait at various values of f and ω.
Nevertheless, if we want to estimate the time of the
escape from the well, we need in the integration of the
non-stationary equation along the LPT. Actually, the es-
cape time can be estimated as follows:
T =
∫ T
0
dt =
∫ √ω
2 pi
0
da
da/dt
(30)
From the first of equations (19) we get
da
dt
=
f sin δ
2
√
2ω
(31)
Taking into account that the LPT passes through zero
amplitude, the expression for cos δ can be found from
energy (26):
cos δ =
√
2ω
af
(
1− ω
2
a2 − J0
(√
2a√
ω
))
(32)
Finally, combining equations (30 – 32), we can write the
period of the escape from the well as follows:
T =
∫ pi
0
√
2ωAdA√(
− (ω2A)2 − J0(A) + f2A+ 1)((ω2A)2 + J0(A) + f2A− 1) (33)
6FIG. 4. The time of the escape from potential well on the
ω − f plane. Contours correspond to the constant periods of
the escape from the well, which are signed in the plot legend
in right.
The last expression can be estimated numerically at fixed
values ω and f . Figure 4 shows the contours of the con-
stant escape time, which have been calculated accord-
ingly to expression (33). The uncoloured region corre-
sponds to (ω − f) domain, where the transition to rota-
tion of pendulum is unreachable.
C. Instability of the rotation of coupled pendula
In this section we would like to perform the stability
analysis for the in-phase rotation of two coupled pendula.
More detail description should be looked over31.
The energy of two coupled pendula is determined as
follows:
H =
∑
j=1,2
(
1
2
(
dqj
dt
)2
+ σ(1− cos qj) + β
2
(1− cos (qj − q3−j))
)
. (34)
(In order to allow the mutual rotation of the pendula, we
assume 2pi− periodical interpendulum potential, which is
similar to the interaction of the coaxial arranged dipoles.)
The equations of motion have the form
d2qj
dt2
− β sin (q3−j − qj) + σ sin qj = 0; j = 1, 2. (35)
Let us introduce the in-phase mode θ1 = (q1 + q2)/2
and the out-of phase mode θ2 = (q1− q2)/2. The respec-
tive equations of motion
d2θ1
dt2
+ σ cos θ2 sin θ1 = 0, (36)
d2θ2
dt2
+ β sin 2θ2 + σ cos θ1 sin θ2 = 0.
admit the exact solutions (θ1 = θ1(t), θ2 = 0) and
(θ1 = 0, θ2 = θ2(t)).
If energy E of in-phase motion exceeds the value 2σ,
the pendula undergo the synchronous rotation with pe-
riod
T = 2
√
2
K
(
2σ
E
)
√
E
, (37)
where K is the complete elliptic integral of the first kind.
However, the numerical simulations show that the in-
phase rotation turn out to be unstable at some values
of coupling parameter β. The difference of the rotation
velocities of the pendula exhibits some periodic pertur-
bations, an example of which is shown in figure 5(a).
The panel (b) of figure 5 shows the range of coupling
parameter β with unstable rotations of the pendula in
dependence on the rotation energy. At the first glance
the existence of instability in the in-phase rotation con-
tradicts to the limiting cases of the extremely large and
extremely small coupling. Actually, if the coupling is neg-
ligible, the pendula are independent and no instability in
the rotation occurs. From the other end, when coupling
constant β →∞, two pendula can be considered as a sin-
gle pendulum with the doubled mass and no instability
occurs again.
Let us assume that the energy of the in-phase rotation
is large enough (E  2σ). In such a case we can represent
the obvious solution of the first of equation (36) as follows
θ1 = ωrt+ λ sinωt, (38)
where ωr = 2pi/T is the rotation frequency and λ =
σ/ω2r  1.
In order to analyse the stability of the in-phase rota-
tion, we should consider the out-of-phase variable as a
small perturbation. Taking into account solution (38),
we can write
d2θ2
dt2
+ (2β + σ cosωrt) sin θ2 = 0. (39)
(Considering θ2 as a small perturbation we assume that
cos θ2 ≈ 1.)
7a b
FIG. 5. (a) The data of numerical simulations of the in-phase rotation of coupled pendula. The behaviour of the difference of
the pendulums velocities in the unstable range of the in-phase rotation. (b) The range of the coupling constant β(E), where
the unstable in-phase rotation occurs, is coloured gray. Blue and red points were obtained in the direct numerical simulations.
The black lines show the threshold values, corresponding to relations (42, 43).
Equation (39) is the well-known equation of the para-
metrically excited pendulum. It is common knowledge
that the first parametric resonance occurs at the fre-
quency, which is one-half of the own one. Thus we should
estimate the perturbation with frequency Ω = ωr/2.
Representing out-of-phase perturbation in the complex
form accordingly expression (7), extracting the ”carrier”
exponential e−iΩt and discriminating the secular term,
we can write the stationary equations for the modulus
and the phase of the perturbation:
σ
aJ2
(√
2
Ωa
)
sin 2δ = 0 (40)
Ω
2 a− 1√2Ω2βJ1
(√
2
Ωa
)
− σ√
2Ω
[
J1
(√
2
Ωa
)
−
√
2Ω
a J2
(√
2
Ωa
)]
cos 2δ = 0,
where Jn is the Bessel function of order n. These equa-
tions describe the stationary out-of-phase oscillations
coupled with the in-phase rotation of the pendula. The
amplitude and phase of such oscillations should be deter-
mined numerically. However, we can write the energy of
such oscillations as follows
H =
Ω
2
a2−2β
(
1− J0
(√
2
Ω
a
))
−σJ2
(√
2
Ω
a
)
cos2δ.
(41)
Taking into account this expression, one should analyse
the non-stationary trajectories on the phase plane at the
different values of coupling parameter β.
Figure 6 shows the phase portraits of the system with
rotation energy E = 5.0 at three specific values of β. Fig.
6(a) represents the phase plane of the system when the
coupling parameter β is smaller than the bottom thresh-
old of the instability. One can see that there is only
stationary solution a = 0 for any values of phase δ. Any
trajectories, which are close to the stationary state can
not rise and the rotation is stable.
However, if coupling constant β exceeds some thresh-
old, new stationary point with a 6= 0 and phase δ = 0
appears. Simultaneously the trajectory, which separates
the sets of the closed and transit-time trajectories, forms.
The fact is important that this trajectory pass through
zero value of the amplitude a, therefore any perturba-
tions, which start from zero amplitude evolve along this
a b
c
FIG. 6. (Color online) The phase plane of system (41) at
three values of coupling parameter β (a) β = 0.7, (b) β = 0.9,
(c) β = 1.2275. E = 5.0, σ = 1.
trajectory. This trajectory is the aforementioned LPT.
Fig. 6(b) shows the phase portrait after formation of
the stationary solution and the LPT. One should notice
that from the viewpoint of the rotational instability, it
is not the fact of the existence of the stationary point
that matters, but the appearance of the Limiting Phase
8Trajectory.
In order to determine the threshold of the instability,
one should note that the latter arises via the formation of
the stationary solution at the point (a = 0, δ = 0). This
needs in the condition ∂2H2/∂a
2 = 0 at this point. Solv-
ing this equation with respect to the coupling parameter,
we get the bottom threshold value as follows
βl =
1
4
(
2Ω2 − σ) . (42)
While the coupling parameter grows the amplitude of
the stationary solution as well as the LPT increase too.
However, when the LPT’s low edges reach the phase value
δ = ±pi/2, the next bifurcation happens. Namely, the
symmetrical pair of the unstable stationary solutions ap-
pear in the points (a = 0, δ = ±pi/2). Simultaneously,
the LPT transforms to the separatrix crossing these un-
stable states. Figure 6(c) shows the phase plane after
second bifurcation. Because of the same branch of the
separatrix passes through both unstable points, no small-
amplitude trajectories can grow. The value of the cou-
pling parameter corresponding to this bifurcation can be
estimated from the criterion of stationary point creation
with phase δ = ±pi/2, that leads to
βt =
1
4
(
2Ω2 + σ
)
. (43)
The thresholds (42, 43) are shown in figure 5(b) by the
black lines. One can notice the excellent fit these values
with the data of the numerical simulations.
Three problems discussed above exhaust the list of the
examples, by which we would like to illustrate the appli-
cations of the CEVA, but many another applications of
the method discussed above can be found in34.
IV. DISCUSSION
In spite of the list of the possible applications of the
CEVA can be continued we would like to discuss the
method’s peculiarities. First of all, one should notice that
the CEVA is close to such widely used methods as the
Van der Pol one, the multiscale expansion, and the har-
monic balance approximation. Like two first methods the
CEVA uses the envelope functions for the description of
the stationary as well as non-stationary dynamics. Nev-
ertheless, due to application of the complex variables the
final results are more clear and understandable. More-
over, in the number of cases we can get the frequency
spectrum (or the frequency-amplitude relation) without
tedious calculations for large amplitude oscillations (see,
for example, Appendixes), and we can do it even in the
presence of the external forces and the friction. In fact,
no assumption about the smallness of amplitude or the
presence of any small parameter is needed. The natural
restriction for this procedure arises from the requirement
of the sufficient smoothness of the the frequency as the
function of the oscillation amplitude. In other words, the
single-frequency approximation has to be sufficient and
the influence of higher harmonics should be neglegible.
Really, the accounting the third harmonic in the frame-
work of the CEVA is possible29, but above we restricted
by the single-harmonic description. The natural sequence
of the single-frequency description is that the CEVA is
the insufficient in the neighbourhood of separtrix solu-
tions. The disadvantage of the CEVA is that the using
the stationary solution in the form (5) and averaging the
equations (4) lead to that only symmetric part of the po-
tential makes the contribution into oscillation frequency.
Solving this problem is the subject of further researches.
While the stationary equations are clear enough, the
development of the non-stationary equations in the
framework of the CEVA need in additional accuracy. The
reason is that the ”slowness” of the non-stationary equa-
tions depends on a smallness of the right hand side of
equations (16,19). At the same time, the amplitude of the
disturbed solution can be essentially different than the
amplitude of the stationary oscillation, but the frequency
should be approximately the same. By what manner we
can satisfy so opposite requirements? As an example we
should point the resonant interaction of the nonlinear
normal modes. Actually, the frequencies of modes with
close wave number are close (see Appendix A) if their
amplitudes are equal. However, amplitude of their sum
in dependence of the phase difference can be almost re-
double or turns out to be small. Due to smallness of
the frequency difference the transition from one state to
another one describes by the slow non-stationary dynam-
ical equations. (This process is an analogue of the well
known beating in the system of two weakly coupled iden-
tical oscillators.) Thus, we need in the careful control
of the time scale of the non-stationary equations. An-
other problem with the non-stationary equations, which
are deduced accordingly to relations (16,19), associates
with the complexity of them. They admit the analyti-
cal solution only for the exceptional cases even for the
simplest power potentials. However, some simplification
originates from the existence of the additional integral of
motion, which is analogue of the quantum-mechanical oc-
cupation number. For example, in the case of N-particle
lattice this integral is X =
∑ |ψj |223. In the number of
cases the presence of this integral allows us to reduce the
dimensionality of the phase space and to do the analysis
by the phase plane method.
One should emphasize that the using of Hamilton func-
tion (15) in the space of the envelopes turns out to be very
successful, because it allows us to make some principal
findings without solving the non-stationary equations. It
was demonstrated in the analysis of the in-phase rota-
tion instability of the coupled pendula. The analogous
results were obtained in35 by essentially large efforts. In
this work we do not discuss the analysis of the inter-
action of the nonlinear normal modes, because of this
problem has been described in the number of papers for
the discrete dynamical systems of various origin (cou-
9pled oscillators, coupled self-excited oscillators, nonlinear
chains, carbon nanotubes). Only one remark should be
made about transition to the infinite degrees-of-freedom
systems. It was demonstrated that the continualization
of the non-stationary equations for the discrete systems
leads to the specific nonlinear Schro¨dinger equation. The
latter turns out to be the complex analogue of the well-
known sine-Gordon equation in the case of the Frenkel-
Kontorova or the Sine-lattice models24,34 , or describes
the specific breather solution for the circumferential flex-
ure oscillations of the carbon nanotubes25,34.
Appendix A: The dispersion relation for 1D
Sine-lattice
In the Appendix we clarify the derivation of the sta-
tionary equation in terms of complex variables. We will
use the chain of the interacting particles with 2pi-periodic
potential (so called sine-lattice24,36? ). The Hamilton
function of the chain can be written as follows:
H =
N∑
j=1
(
1
2
(
dϕj
dt
)2
+ β (1− cos (ϕj+1 − ϕj)) + σ (1− cosϕj)
)
, (A1)
where ϕj is the displacement j− th particle from ground
state, N is the number of the particles, β and σ are the
constants.
The respective equations of motion are read as
d2ϕj
dt2
− β (sin (ϕj+1 − ϕj)− sin (ϕj − ϕj−1)) (A2)
+σ sinϕj = 0.
Let us expand the trigonometric functions into Taylor
series and replace the variables ϕj accordingly to expres-
sions (3):
i
dΨj
dt
− ω
2
(
Ψj −Ψ∗j
)
+
1√
2ω
∞∑
k=0
(−1)k
(2k + 1)!
(
1√
2ω
)2k+1
× (A3)(
β
(
(Ψj+1 −Ψj + cc)2k+1 − (Ψj −Ψj−1 + cc)2k+1
)
− σ (Ψj + Ψ∗j)2k+1) = 0
In order to find the stationary single-frequency solution
one should represent functions Ψj (t) = ψje
−iωt with
modulus ψj which does not depend on the time. It is
easy to show that substituting this expression into equa-
tion (A3) and averaging it over period 2pi/ω leads to the
equation
ω
2
ψj +
β√
2ω
(
J1
(√
2
ω
|ψj+1 − ψj |
)
ψj+1 − ψj
|ψj+1 − ψj | − (A4)
J1
(√
2
ω
|ψj − ψj−1|
)
ψj − ψj−1
|ψj − ψj−1|
)
− σ√
2ω
J1
(√
2
ω
|ψj |
)
ψj
|ψj | = 0,
where J1 is the Bessel function of the first order. As-
suming the periodic boundary conditions and taking into
account relation (8) one can see that the plane wave
ψj = χe
iκj with κ = 2pik/N , k = 0, 1, . . . , N/2 and
χ =
√
ω/2A is the exact solution of equation (A4), if
frequency ω is determined by expression
ω2 =
2
A
(
σJ1 (A) + 2βJ1
(
2A sin
κ
2
)
sin
κ
2
)
(A5)
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Appendix B: Estimation of the frequencies of simple
non-linear oscillator
In order to demonstrate the efficiency of the CEVA
in the estimation of the amplitude-frequency relation for
the stationary oscillations, we made the calculation for
the simple one degree-of-freedom system:
d2x
dt2
+ x+ x3 + x5 = 0 (B1)
Following the procedure of section 2, it is easy to show
that the frequency of the stationary oscillations is deter-
mined as follows:
ω1 =
√
1 +
3
4
A2 +
5
8
A4 (B2)
These results we compare with the data, which have been
obtained in works37 and38 by different methods. The
final expression for the frequency in work37 was obtained
by some intuitive considerations:
ω2 =
√
1 + 0.83A2 + 0.51783A4 (B3)
In spite of that this expression is extremely similar to
equation (B2), we suppose that the choice of the numeri-
cal coefficients is rather intuitive37. The respective values
of the oscillation frequency are shown in Table 1 as ω2.
The method of high-order harmonic balance was used
in work38. After some tedious calculations the values
of the oscillation frequency for different amplitudes have
been obtained. They are represented in Table 1 as ω3.
The main problem of the last two work is that even
a little changing the initial equation (B1) (for example,
a varying of the numerical coefficients) can cause ardu-
ously predictable effect on the final result and, in order to
estimate it, we should perform the full calculation more
times. Table 1 and figure 7 represent the comparative
analysis of the data, which were calculated by expres-
sions (B2) and reprinted from works37 and38. The rel-
ative errors have been calculated with respect to exact
values (ωe) (see Table 1).
δj =
ωj − ωe
ωe
, (j = 1, 2, 3) (B4)
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