Technological developments and the trend to go higher and higher in frequency give rise to the need for true space-time rain field models for testing the dynamics of fade countermeasures. There are many models that capture the spatial correlation of rain fields. Worth mentioning are those models based on cell ensembles. However, the rain rate fields created in this way need the introduction of the time variable to reproduce their dynamics. In this paper, we have concentrated on addressing the time domain effects while we have relied on existing spatial rain field models for creating initial fields, which are propagated (advected) according to proposed models and assumptions, some of which have been drawn from a combined use of a concurrent weather radar and a network of rain gauges. The dynamic modeling presented simulates the advection of a synthetically generated rain field according to dynamic, spatially correlated advection fields extracted from the analysis of weather radar images. Experimental data and model fits have been presented as well. Further ideas on how to improve the realism of the generated dynamic fields have also been presented. Furthermore, the limitations of radar data, especially those related to their limited time resolution, for the required space-time models have been pointed out. These can be overcome by using data from a network of rain gauges. However, it is important to be aware of the similarities and differences between these two sources. A comparative study of these two data sets has also been presented.
INTRODUCTION
A current objective in the modeling of rain-induced propagation effects for radiocommunication applications above about 10 GHz is the development of space-time models of rain fields, usable in dynamic simulators capable of reproducing both the time autocorrelation and the space cross-correlation properties of rain-induced attenuation [1] [2] [3] [4] [5] . Unlike in hydrology and similar applications, in radio, the effect of rain needs to be considered on an instantaneous basis. Thus, very short integration times are employed to estimate the rain intensity or rain rate, typically of 1 min.
Rain gauge and weather radar are probably the two most widely available sensors used to measure precipitation. However, the knowledge on rainfall fields provided by these two instruments separately does not fulfill the requirements for radiocommunication applications, thus, there is interest in developing methodologies for characterizing and modeling rain fields by merging radar and rain gauge data. In this sense, several proposals have been reported, mainly found in the hydro-meteorological literature. Among those, it is worth mentioning [6] [7] [8] [9] [10] [11] [12] [13] . In the work reported here, these references have been taken into account but always bearing in mind the special requirements for radio systems.
In this paper, the characteristics of a concurrent radar plus network of rain gauge experiment are discussed, and the advantages and shortcomings of both sensor types are discussed in the light of the requirements of the space-time models to be developed.
RAIN FIELD MODELING AND REQUIREMENTS
In this section, the basic features of a space-time rain field model oriented toward the simulation of the dynamics of the attenuation due to rain undergone by several simultaneous radio links at frequencies above 10 GHz are presented. The objective of this section is pointing out the required inputs for developing a model of this type. Here we use the model presented in [14] , as an example. The discussions below should put in perspective the type of empirical information required and what can be expected from two similar but, at the same time, very different sources of empirical data: a weather radar and a network of rain gauges.
Rain field modeling
The simulator in [14] starts off with an initial scenario containing rain cells (rain field, RF). This represents the scenario at nT sim with n 5 0, that is, at the beginning of the simulation, where T sim is the simulation step, typically, 10 min. An advection field, AF, is generated and applied to this initial RF and to consecutive ones, thus making the rain field advance according to the time-varying AF. The general schematic diagram of this simulator is shown in Figure 1 .
This simulator makes a number of underlying assumptions:
Advection is the only physical process that drives the movement of the rain field. Advection is the variation of a scalar at a given point due to a vector field.
No rain sources or sinks exist. A rain shift or advection vector is assigned to each pixel in the simulated scenario. The rain field is treated as an M Â N image made up of pixels, 1 Â 1 km 2 in size. The contents (rain rate) of the ij pixel are shifted by a distance, r ij , and an angle, j ij , which are the results of summing the previous advection vector at time (nÀ1)T sim with a newly generated, that is, at time nT sim , increment, Dr ij and Dj ij . Adjacent pixels undergo correlated increments.
Both the sets of M Â N increments, Dr ij (magnitude) and Dj ij (direction), can be described by means of Gaussian distributions with the given spatial cross-correlation and time autocorrelation properties. Figure 1 , the simulator contains three branches converging in a pixel shift and combines the module to produce each new RF image for each nT sim . At the bottom is the initial rain field, at n 5 0. This RF is generated using well-recognized rain cell models such as Excell [15] or Hycell [16] . Figure 2 illustrates one such exponential cell, where R E is the peak intensity, a E and b E are the distances along the Ox and Oy axes for which the peak decays by a 1/e factor and R 2 is the minimum value considered. The initial RF is created following Goldhirsh's approach [17] , where synthetic scenarios with exponential rain cells are generated according to given rules while fitting the yearly cumulative distributions corresponding to the former ITU-R climatic regions. One example of an initial RF is shown in Figure 3 . Two main areas can be distinguished in it, one is the overall window and the other is the observation window. In the case of Figure 3 , a West-East advection has been assumed. Thus, the observation window is situated at the right of the overall window. The contents of the overall window will be shifted from left to right during the simulation process at the same time that advection vectors are applied to each pixel at each simulation step and the results combined as discussed below. Once the contents of the overall window have all been shifted right, the simulation is finalized. If longer simulation periods need to be simulated, larger overall windows must be created in the first place. The overall window shall be much larger than the observation window, and will be the only possible origin of rain. The observation window will represent the actual simulated scenario and will be located within the overall window in such a way that the advection process will shift the initial rain cells into the observation window for the duration of the simulated period, for example, 6 h. The observation window, the duration of the simulation and the advection vector will define the size of the overall window or the initial RF (Figure 3) . We have to emphasize that the overall window size, when using Goldhirsh's approach, only allows the generation of initial RFs at mid-scale. For this reason, simulation durations will be limited by the size of the overall window and the advection velocity considered.
Rain field generation. Coming back to
In the lowest branch in Figure 1 , an additive noise source could be optionally added to further increase the realism of the initial RF. One possible way randomizing the initial RF could be using the UVIGO-DLR model, also called two-rain type model, as discussed in [18] . The area of each exponential cell can be sliced into two regions corresponding to the intense and steady rain types, as schematically represented in Figure 4 . For those points located on the intense rain areas, samples of this type of rain are drawn with the corresponding generator defined in the model. The same is done for those points on steady rain areas of the cell. Figure 5 illustrates a randomized rain field generated inside a window of 20 Â 20 km 2 using the proposed approach. The spatial cross-correlation properties of the new, randomized field are still mostly preserved as the exponential cell structure is used as the basis for the whole randomization process. This option is still under evaluation and requires further in detail analysis.
Also on the lowest branch, the image produced at nT sim is fed back to be used, together with the advection information, to generate the next RF at (n11)T sim . Note that both the initial RF and AF are only used once, that is, both switches in the middle and lower branches are on position 1. After that, both switches are turned to position 2.
Advection field generation.
In the middle branch, the advection information is generated. The AF has been defined in the polar coordinates: r ij (magnitude) and j ij (direction) at each ij pixel. The process starts off by defining a general advection trend (prevailing wind) identical at all pixels: (r initial , j initial ). This is modified by local increments, Dr ij and Dj ij . The bi-dimensional low-pass filter in the feedback loop is used to introduce the needed autocorrelation between the advection vectors at nT sim and (n11)T sim , that is, the rate of variation of r ij and j ij .
A two-parameter Weibull distribution, W(a, b), and a normal distribution, N(m, s), have been proposed for r initial and j initial , respectively, in [19] [20] [21] . In [22] a value of 42 km/h has been proposed for parameter a and 2.36 for b. This means that the initial velocity has an average of 37.2 km/h and that the probability that r initial exceeds 80 km/h is only 1%. In [22] a normal distribution for j initial with parameters m 5 251 and s 5 651 has been proposed. These are the distributions used.
Finally, the top branch represents the local advection increments, Dr ij and Dj ij . These are first generated according to the two Gaussian distributions fitted to measured advection vectors extracted from the radar images as, for example, those in Figure 6 . Several image processing algorithms are available for extracting the advection in the radar images. Two techniques have been mainly used in this work, one called the Optical Flow Technique [23] and the other called the Polynomial Expansion Technique [24] .
Such increments have been shown to fit quite well two Gaussian distributions [14] except for the extreme parts of the tails as shown in Figure 7 . The bi-dimensional low-pass filter on this branch forces the given spatial cross-correlation properties, which can be modeled by negative exponential or by polynomial functions [14] as in the example of Figure 8 . An advection increment field, AIF, is generated for each nT sim . Figure 8 implies that the spatial correlation properties of the advection increments are isotropic, that is, the spatial correlations of Dr and Dj are independent of the values of r and j. However, this assumption still needs validation.
Each new rain field, that is, RF[(n11)T sim ] is the result of shifting each pixel in the previous rain field, RF(nT sim ), by its corresponding advection field, AF, element (r ij , j ij ). After this, the new position of each pixel, in general, will not match up to a nominal pixel position, as shown in Figure 9 (a). Thus, its rain rate will be spread out over several pixels. This approach inherently takes into account the pixel convergence and divergence, thus giving rise to locally increasing and decreasing rain rates (although, the overall amount of rain in the image remains constant). This is illustrated in Figure 9 (b). This convergence or divergence of pixel rain rates could produce a rearrangement of the total rain in the field including the 'birth' of new cells and the 'death' of existing cells.
Requirements
For creating and parameterizing the above model, rain radar images have been used. The information provided by the radar is updated every 10 min while the pixel size is 1 Â 1 km 2 . The question arises about whether the above time and space resolutions are sufficiently large for capturing the space-time dynamics of the phenomenon. The extraction of advection increments, Dr ij and Dj ij , their distributions and spatial cross-correlation seems to provide coherent results, which have allowed its modeling by using standard distributions and functions. However, it has been observed that the time autocorrelations of the pixel advection increments are uncorrelated for the refresh rate of the radar, that is, 10 min. This leads to the need to look deeper into this point. This also means that, in the current implementation, the bi-dimensional low-pass filter in the middle branch is not implemented. (a) Owing to advection, the rain rate in a given pixel, P i , at time TÀ1 will be shifted and may not match a nominal pixel location. Its rain rate will be spread out over several pixels, Q j , at time T. (b) Pixels P 1 , P 2 , P 3 and P 4 at time TÀ1 are shifted to their new position at time T. Parts of their respective rain rates are assigned to pixel Q at time T.
It is the opinion of the authors that a dense network of rain gauges may be the appropriate source for characterizing the autocorrelation of the advection vector variations. In addition, such a network can provide more detailed reconstructions of the time evolution of the spatial structure of the rain field.
Below the initial results are presented, where the capabilities of such a network of rain gauges and how they compare with those of the radar are shown. The only limitation being that the size of the images produced in this way will be far smaller. On the positive side, their update rate will be much faster.
In the following sections, the similarities and differences of the data obtained with the two sensors (weather radar and network of rain gauges) are investigated as we try to identify the best suited source of experimental data for extracting the required space-time model parameters.
RADAR-RAIN GAUGE NETWORK COMPARISONS

Data characteristics
In this section, details of a combined radar and network of rain gauge network are provided together with characteristics of the data obtained from both sources. Plan Position Indicator (PPI), C-Band, Doppler weather radar images are being recorded at Cerceda (Figure 10(a) ) in the North-West of Spain (43.1690 N, 8.5261 W). This radar specially focuses on rain fronts coming in from the Atlantic. The images contain reflectivity, Z, values in dBZ, where Z 5 10 log 10 (z), with z in mm 6 m À3 . The space resolution of the data is 1 Â 1 km 2 , while the time resolution is 10 min [14] . In the vicinity of the radar, at distances ranging from 10 to 40 km, a network of 17 tipping bucket rain gauges has been deployed. This network covers an area of roughly 360 km 2 ( Figure 10(b) ). The gauge catchment area is of 200 cm 2 , the recordings are carried of with a 1 s resolution, each tip corresponding to 0.1 mm of rain.
Although the space and time resolutions of both sources are very different, still a relationship must exist between the measurements carried out with the radar and the rain gauges. Radar reflectivity, z ðmm 6 m À3Þ , can be converted into rain rates, R (mm h À1 ). Several empirical relationships are available in the literature [25] . The expression z ¼ 238R 1:5 is considered by the radar operators as the most appropriate for the type of rain seen by this radar and is the one used throughout this paper. Still the relationship between the two types of measurements is not straightforward as will be shown next. Currently, work is in progress on the dynamic calibration of the z-R relationship from these joint radar-rain gauge rainfall observations. Figure 11 illustrates a radar image, its contoured version indicating the location of the 17 gauges and, finally, a contoured image created from the network of rain gauge data. The images are not totally matching, but this is to be expected due to the different nature of the sensors. Below, the differences and similarities in the information gathered with these two data sources are further illustrated. However, it must be pointed out that while the radar provides us with one image every 10 min, the network of rain gauges can provide a maximum update rate of one image per second. The space-time variability of the RF, in this case, can be studied much more easily.
Generation of rain field images using the network of rain gauges
The rain gauge network can provide rain field images although of a smaller geographical extension. In the following figures only the interpolation within the area defined by the outermost rain gauges has been performed. The available network layout is very much defined by the topographic configuration of this region where there is a very ragged coastline including several wide river mouths. This has prevented the configuration of the network in a square or rectangular shape. This, thus, has hindered the generation of better pictures. The separations between gauges are, on average, of 3-4 km, which should provide a level of detail smaller than those obtained from the radar, nevertheless, the update rate is much faster which should provide information being missed with the radar (Figure 11 ).
Influence of integration time on rain gauge data
Integration time plays an important role in the characteristics of the data obtained from the rain gauges due to the smoothing effects introduced [26] . Rain rates from the rain gauges have been derived through running-mean filtering over linearly interpolated, accumulated rain [18, 27] , as is illustrated in Figure 12 . While many studies, mostly in the fields of hydrology or meteorology, use large accumulation times (hours, days, etc.), in the radiocommunication context, a much Figure 11 . Radar image converted to rain rate, contoured rain radar image and contour plot using rain gauge network data. The locations of the gauges used in this example are represented by black dots.
higher resolution (seconds, a few minutes, etc.), to really estimate the instantaneous rain rate is desirable for linking rain rate to rain-induced radio link attenuation. Figure 13 illustrates rain rate time-series obtained with the radar for the location corresponding to one of the gauges (S02) and the rain rates derived from this gauge using different integration times. It can be observed how the obtained rain intensity values decrease as the integration time increases. However, the match between radar and rain gauge peak values is very much dependent on the integration time used. It can also be observed how the level of detail in the rain events vanishes as the integration time increases.
Looking into the correlation between radar and the rain gauge derived intensities, the results illustrated in Figure 14 (a) have been obtained. In the figure, the average daily cross-correlation coefficients between all rain gauge time-series and the time-series at their equivalent radar pixels have been plotted. The data correspond to 4 months or recordings. It can be observed that the correlation is the maximum for integration times between 10 and 30 min. The same conclusion can be reached if the difference between radar and rain gauge time-series is computed for different integration times as shown in Figure 14(b) . In this figure, the average daily RMSE (Root Mean Square Error/Difference) has been plotted for the same data set.
In the following, the results presented correspond to an integration time of 10 min, which is consistent with the 10 min refresh time of the radar.
Comparison between spatial correlation in radar and rain gauges
The cross-correlations of daily time-series between pairs of rain gauges and between the timeseries corresponding to the rain gauge locations and their radar image equivalent pixels have been calculated and compared to show their similarities and differences. Thus, in Figure 15 four examples of daily cross-correlations between all pairs of gauges (17 Â 16) and between their equivalent radar image pixels have been plotted. The expected result should be such that the identical values would be found for both data sources and, that the overall fitted curve would be a unit-slope straight line. As it is clearly shown in the figures, this is not always the case and a Figure 12 . Rain gauge data processing for obtaining rain rates with various integration times (1, 10, 60 min). The accumulated rain is linearly interpolated and a running-mean filter is applied to the accumulated series.
day-to-day variability is apparent, indicating that the degree of similarity may change depending on the type of rain prevailing during a particular day. These results were obtained by considering a static z-R relationship to convert radar reflectivity data into the rain rate data. A study on the impact of a dynamic radar calibration on this similarity has not been carried out yet. On the other hand, the difference in detail of the two types of measurements has an influence as well. The effect of the integration time is again studied from a different point of view, and comparisons made between both data sources. Figure 16 , corresponding to October 23, 2006 , shows how the daily cross-correlation coefficients between rain gauges increase with integration time. The figure also shows how the correlation coefficients decrease with the separation between study points, both for the rain gauges and the radar pixels. An exponential regression fit is also shown for the rain gauge and radar cross-correlations. The negative exponential curves found in the fittings are given in Table I .
Advection field estimation using rain gauge data
We have seen in the previous section that advection information (direction and speed) can be extracted from the radar images. The other possible source of advection information can be the network of rain gauges. To investigate this, the same event has been tracked down at different rain gauge locations and their cross-correlations computed. This allows observing the pass of the event over the surface of the network.
This particular geographical region is located on Spain's Atlantic coast where most rain events show a West or North-West direction. Thus, specific paths through the network have been selected to follow the movement of the rain events. In Figure 17 an approximately West Northwest-East gauge diagonal is shown together with the relative locations of the various gauges and a radar snapshot of an event that took place on February 1, 2008. The particular event illustrated is observed at gauges S02, S15, S07 and S06 as it progresses over the network (Figure 18 ). Finally, we illustrate how an event can be tracked along a given gauge diagonal and the advection speed extracted. Figure 19 illustrates a closer look at the event as seen at the four gauges of the diagonal in Figure 17 . Figure 20 shows all the possible cross-correlations with respect to the first gauge: S02-S02, S02-S015, S02-S07 and S02-S06. It can be clearly shown how the correlation peak is offset with respect to the S02-S02 reference, thus reflects the advance of the event.
Taking into account the times and the separations between gauges, the following velocities have been calculated: V S02-S15 5 7.56 km/h, V S02-S07 5 14.28 km/h, V S02-S06 5 26.15 km/h. The average velocity being 16.00 km/h. These velocities are not the maximum values, only they are components along the specified diagonal. 
CONCLUSIONS
Current technological developments, especially as we go higher in frequency, give rise to the need for true space-time rain field models for testing the dynamics of fade countermeasures. There is an important number of spatial models that capture the spatial correlation of rain fields. The most important ones are those based on exponential or Gaussian cells whose numbers and characteristics (peak intensity and radius) are based on well-defined laws reproducing the local annual probability of rain rate. Moreover, realistic fields can be created taking into account inter-cell and inter-cluster distance distributions (e.g., the MultiEXCELL model [5] ). However, these fields that faithfully reproduce the existing static characteristics still cannot reproduce the dynamics. In this paper, we have concentrated on addressing the time domain effects while we have relied on existing spatial rain field models for creating initial fields that are propagated (advected) according to proposed models and assumptions, some of which have been drawn from a combined use of a concurrent weather radar and a network of rain gauges.
Thus, a complete space-time rain rate field model has been presented where an initial rain field created according to the methodology presented by Goldhirsh [17] which, in turn, is based on the EXCELL model [15] , is advected according to dynamic, spatially correlated advection fields extracted from the analysis of weather radar images. Experimental data and model fits have been presented as well. Further ideas on how to improve the realism of the generated dynamic fields have also been presented.
Furthermore, the limitations of radar data, especially those related to their limited time resolution, for the required space-time models have been pointed out. These can be overcome by using data from a network of rain gauges. However, it is important to be aware of the similarities and differences between these two sources. A comparative study of these two data sets has also been presented.
