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AN ESTIMATE OF THE FIRST NON-ZERO EIGENVALUE OF THE
LAPLACIAN BY THE RICCI CURVATURE ON EDGES OF GRAPHS
TAIKI YAMADA
Abstract. We define the distance between edges of graphs and study the coarse Ricci
curvature on edges. We consider the Laplacian on edges based on the Jost-Horak’s
definition of the Laplacian on simplicial complexes. As one of our main results, we obtain
an estimate of the first non-zero eigenvalue of the Laplacian by the Ricci curvature for a
regular graph.
1. Introduction
The Ricci curvature is one of the most important concepts in Riemannian geometry.
There are some definitions of the generalized Ricci curvature and Ollivier’s coarse Ricci
curvature is one of them (see [13], [14]). It is formulated by the Wasserstein distance
on a metric space (X, d) with a random walk m = {mx}x∈X , where mx is a probability
measure on X . The coarse Ricci curvature is defined as, for two distinct points x, y ∈ X ,
κ(x, y) := 1− W (mx, my)
d(x, y)
,
where W (mx, my) is the 1-Wasserstein distance between mx and my. This definition was
applied to graphs around 2010 and many researchers are focused on this. In 2010, Lin, Lu
and Yau [11] defined the Ricci curvature on vertices of graphs by using the coarse Ricci
curvature of the lazy random walk and they studied the Ricci curvature of product space
of graphs and random graphs. In 2012, Jost and Liu [9] studied the relation between the
Ricci curvature and the local clustering efficient. Recently, the Ricci curvature on graphs
was applied to directed graphs [18] and internet topology [2] and so on. In this paper, we
study the Ricci curvature on edges of graphs.
The study of the graph Laplacian has a long and prolific history. In 1847, Kirchhoff [10]
was first defined the graph Laplacian on real valued functions. In the early 1970s, Fiedler
[4] studied the relation between the first non-zero eigenvalue and the connectivity of a
graph. After he was focused on the graph Laplacian, there has been many papers about
the graph Laplacian and its spectrum. In 1935, Bottema [1] introduced the normalized
the graph Laplacian and studied the relation between the normalized graph Laplacian and
the transition probability operator on graphs. Moreover, in 2009, Ollivier [13] obtained
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an estimate of the first non-zero eigenvalue of the normalized graph Laplacian by a lower
bound of the coarse Ricci curvature.
The graph Laplacian was generalized to simplicial complexes by Eckmann [3] as the
discrete version of the Hodge theory. This graph Laplacian is called the higher order
combinatorial Laplacian. In 2013, Jost and Horak [8] developed a general framework for
Laplace operators defined by the combinatorial structure of a simplicial complex. This
includes all graph Laplacians defined before, and they showed in [8] that the spectrum
of the graph Laplacian on vertices coincides with that of the graph Laplacian on edges.
Considering the Ricci curvature on edges, we obtain the following theorem.
Theorem 1.1. Let G be a d-regular graph and λ1 the first non-zero eigenvalue of the
Laplacian on edges. Suppose that κ(e, e′) ≥ κ for any e, e′ ∈ E and for a real number
κ > 0. Then we have
λ1 ≥ κ+
2
d
− 1,(1.1)
where κ(e, e′) is the Ricci curvature on e and e′ and the Laplacian here is defined by
Jost-Horak (see Definition 3.4).
The estimate of Theorem 1.1 is optimal. In fact, any star graph satisfies equality of
(1.1) (see Remark 4.4).
This paper is organized as follows. In the 2nd section, we define the Ricci curvature
on edges of a graph and we prove some properties of the Ricci curvature. In the 3rd
section, for a 1-dimensional abstract simplicial complex, we prove some properties of the
Laplacian on edges defined in [8]. Moreover, we prove Theorem 1.1. In the 4th section,
we treat some examples of graphs, and calculate the Ricci curvature and the eigenvalue
of the Laplacian. In the 5th section, considering weighted graphs, and we generalize the
results proved in the previous sections.
acknowledgment
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2. Properties of Ricci curvature on edges of graphs
Before we define the Ricci curvature on edges, we present some preliminaries.
In this paper, G = (V,E) is an undirected connected simple finite graph, where V is the
set of the vertices and E the set of edges. That is,
(1) for any two vertices, there exists a path connecting them,
(2) there exists no loop and no multiple edge,
(3) the number of vertices and edges is finite.
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For x, y ∈ V , we write (x, y) as an edge connecting x and y. We denote the set of vertices
of G by V (G) and the set of edges by E(G).
Definition 2.1. (1) Two distinct edges e and e′ are connected if they have a com-
mon vertex.
(2) A path connecting two edges e and e′ is a sequence of edges {ei}ni=0 such that ei
and ei+1 are connected for 0 ≤ i ≤ n− 1 and e0 = e, en = e′. We call n the length
of the path.
The distance d(e, e′) between two edges e, e′ ∈ E is defined to be the length of a shortest
path connecting e and e′.
For any x ∈ V , the neighborhood of x is defined as Γ(x) := {y ∈ V | (x, y) ∈ E} and
the degree of x, denoted by dVx , is the number of edges connecting v, i.e., d
V
x = |Γ(x)|.
Similarly, we define the degree of an edge as following.
Definition 2.2. For any e ∈ E, the neighborhood of e is defined as
Γ(e) := {e¯ ∈ V | e and e¯ are connected and e 6= e¯.} .
The degree of e, denoted by de, is the number of edges connecting e, i.e., de = |Γ(e)|.
Moreover, G is a d-regular graph if every edge has the same degree d.
With these definitions, we define the Ricci curvature on edges.
Definition 2.3. For any edge e ∈ E, we define a probability measure me on E by
me(e¯) =


1
de
, if e¯ ∈ Γ(e),
0, otherwise.
(2.1)
This defines a random walk m = {mx}x∈X .
Definition 2.4. For two probability measures µ and ν on E, the 1-Wasserstein distance
between µ and ν is written as
W (µ, ν) = inf
A
∑
e¯,e¯′∈E
A(e¯, e¯′)d(e¯, e¯′),
where A : E ×E → [0, 1] runs over all maps satisfying

∑
e¯′∈E A(e¯, e¯
′) = µ(e¯),∑
e¯∈E A(e¯, e¯
′) = ν(e¯′).
Such a map A is called a coupling between µ and ν.
Remark 2.5. There exists a coupling A that attains the Wasserstein distance (see [7],
[16] and [17]).
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One of the most important properties of the Wasserstein distance is the Kantorovich-
Rubinstein duality as stated as follows.
Proposition 2.6 (Kantorovich, Rubinstein). For two probability measures µ and ν on
E, the 1-Wasserstein distance between µ and ν is written as
W (µ, ν) = sup
f :1−Lip
∑
e¯∈E
f(e¯)(me(e¯)−me′(e¯)),
where the supremum is taken over all functions on G that satisfy |f(e)− f(e′)| ≤ d(e, e′)
for any e, e′ ∈ E.
Definition 2.7. For any two distinct edges e, e′ ∈ E, the Ricci curvature of e and e′
is defined as
κ(e, e′) = 1− W (me, me′)
d(e, e′)
.
If we apply some properties of the Ricci curvature on vertices proved in [5] and [9] to
the Ricci curvature on edges, then we obtain the following results.
Proposition 2.8. If κ(e, e′) ≥ κ0 for any edges e and e′ with d(e, e′) = 1, then
κ(e, e′) ≥ κ0 for any pair of edges (e, e′).
Theorem 2.9. For any edges e and e′ with d(e, e′) = 1, we have
κ(e, e′) ≥ −2
(
1− 1
de
− 1
de′
)
+
=


−2 + 2
de
+
2
de′
, if de > 1 and de′ > 1
0, otherwise.
Theorem 2.10. For any edges e ∈ E and e′ ∈ Γ(e), we have
κ(e, e′) ≤ |Γ(e) ∪ Γ(e
′)|
max {de, de′}.
3. Properties of the Laplacian on edges in the case dimG = 1
First we review the definition of the cohomology. Let K be an abstract simplicial
complex and Si(K) the set of all i-faces of K. We say that a face F is oriented if we
choose an ordering on its vertices and write [F ].
The i-th chain group Ci(K,R) of K with coefficients in R is a vector space over the real
field R with basis Bi(K,R) = {[F ] | F ∈ Si(K)}, and the i-th cochain group C i(K,R) is
defined as the dual of the i-th chain group.
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Definition 3.1. For the cochain groups, the simplicial coboundary maps δi : C
i(K,R)→
C i+1(K,R) are defined by
(δif)([v0, · · · , vi+1]) =
i+1∑
j=0
(−1)jf([v0, · · · , vˆj , · · · , vi+1])
for f ∈ C i(K,R), where vˆj means that the vertex vj has been omitted.
Note that the one-dimensional vector space C−1(K,R) is generated by the identity
function on the empty simplex. The δi are the connecting maps in the augmented cochain
complex of K with coefficients in R, i.e, the sequence of the vector spaces with the linear
transformations
· · · δi+1←−− C i+1(K,R) δi←− C i(K,R) δi−1←−− · · · δ1←− C1(K,R) δ0←− C0(K,R) δ−1←−− C−1(K,R)← 0
It is easy to show that δiδi−1 = 0, thus the image of δi−1 is contained in the kernel of δi.
We define the reduced cohomology group by
H˜ i(K,R) := ker δi/ im δi−1.
In order to define the Laplacian, we define the boundary of the oriented face and the inner
product.
Definition 3.2. Let F ′ = {v0, · · · , vi+1} be an (i+1)-face ofK and F = {v0, · · · , vˆj , · · · , vi+1}
an i-face of F ′. The boundary of the oriented face [F ′] is
∂[F ′] =
∑
j
(−1)j [v0, · · · , vˆj, · · · , vi+1],
and the sign of [F ] in the boundary of [F ′] is denoted by sgn([F ], ∂[F ′]) and is equal to
(−1)j .
Definition 3.3. The inner product on the space C i(K,R) is
(f, g)Ci =
∑
F∈Si(K)
w(F )f([F ])g([F ])(3.1)
for f , g ∈ C i(K,R), where w : ⋃i=0 Si(K)→ R+ is a function with w(∅) = 0. We call w
the weight function on K.
For the innner product on C i(K,R), the adjoint δ∗i : C
i+1(K,R) → C i(K,R) of the
coboundary operator δi is defined by
(δif1, f2)Ci+1 = (f1, δ
∗
i f2)Ci,
for every f1 ∈ C i(K,R) and f2 ∈ C i+1(K,R). The adjoint operator δ∗i is expressed as
(δ∗i f)(F ) =
1
w(F )
∑
F ′∈Si+1(K):F∈∂F ′
sgn([F ], ∂[F ′])f([F ′])
for f ∈ C i+1(K,R).
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Definition 3.4 (Horak, Jost, [8]). We define the Laplace operators on C i(K,R) as
follows.
(1) The i-dimensional combinatorial up Laplace operator or simply i-up Laplace oper-
ator is defined by
Lupi (K) := δ∗i δi.
(2) The i-dimensional combinatorial down Laplace operator or simply i-down Laplace
operator is defined by
Ldowni (K) := δi−1δ∗i−1.
(3) The i-dimensional combinatorial Laplace operator or simply i-Laplace operator is
defined by
Li(K) := Lupi (K) + Ldowni (K) = δ∗i δi + δi−1δ∗i−1.
Remark 3.5. Since their operators are all self-adjoint and non-negative, the eigenvalues
are real and non-negative. In addition, since δiδi−1 = 0 and δ
∗
i−1δ
∗
i = 0, we have
imLdowni ⊂ kerLupi ,
imLupi ⊂ kerLdowni .
Thus, λ is a non-zero eigenvalue of Li if and only if it is a non-zero eigenvalue of Lupi or
Ldowni .
We represent the Laplace operators by the matrix form. Let Di be the matrix corre-
sponding to the operator δi, D
T
i its transpose and Wi the diagonal matrix representing
their scalar product on C i, then the operators Lupi (K) and Ldowni (K) are expressed as
Lupi (K) = W−1i DTi Wi+1Di
and
Ldowni (K) = Di−1W−1i−1DTi−1Wi.
Since a graph is a 1-dimensional abstract simplicial complex and we haveW−1 = w(∅) = 0,
we obtain Ldown0 (G) = 0 and Lup1 (G) = 0. As the result, it is sufficient to consider the
following Laplace operator:
L0(G) = Lup0 (G) =W−10 DT0W1D0
and
L1(G) = Ldown1 (G) = D0W−10 DT0W1.
By the matrix form, λ is a non-zero eigenvalue of L0(G) if and only if it is a non-zero
eigenvalue of L1(G).
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Remark 3.6. IfW0 andW1 are the identity matrix, then the 0-Laplace operator L0(G)
corresponds to the graph Laplacian, so the operator does not depend on the orientation
of faces. On the other hand, the 1-Laplace operator L1(G) depends on the orientation
of faces. However, the 1-Laplacian has the same spectrum as the 0-Laplacian, except for
the multiplicity of the eigenvalue 0, so the spectrum of L1(G) does not depend on the
orientation of faces.
IfW1 is the identity matrix and if w(vi) is the degree of vi, then the obtained operator is
called the normalized combinatorial Laplace operator and is denoted by ∆0. On the other
hand, we want to obtain an estimate of the first non-zero eigenvalue of the 1-Laplacian by
the Ollivier’s Ricci curvature. In order to do so, we assume that W0 is an identity matrix
and w(ei) = 1/dei, and the obtained operator is denoted by L′1.
Before we obtain an estimate of the eigenvalues of the Laplacian, we decompose the
Laplacian into the diagonal component and the other part
L′1 = Diag(L′1) + Ldown,
where
(Ldownf)(e) =
∑
e′∈E(G):v=e∩e′
sgn([v], ∂[e])sgn([v], ∂[e′])me(e
′)f(e′)
de
de′
.
Ollivier proved an estimate of the first non-zero eigenvalue of the normalized graph Laplace
operator ∆0 by the Ollivier’s Ricci curvature as follows.
Theorem 3.7 (Ollivier, [13]). On (V (G), d,m), if κ(x, y) ≥ κ for any (x, y) ∈ E and
for a positive real number κ, then the first non-zero eigenvalue of the normalized graph
Laplace operator ∆0 satisfies
λ1 ≥ κ,
However, this theorem does not hold for L′1 in general. A star graph is such a counter
example (see Example 4.3).
Proof of Theorem 1.1. Let f be an eigenfunction with respect to λ1. Fix any two edges
e = (x, y), e′ = (y, z) ∈ E(G) with d(e, e′) = 1.
Case 1. If e and e′ are not contained in any triangle, then we orient edges e¯ ∈ Γ(e)∪Γ(e′)
as follows (see Figure 1).
(1) If e¯ = e, or if e¯ and e are connected by x, then we orient e¯ with sgn([x], ∂[e¯]) = −1.
(2) If e¯ and e are connected by y, or if e¯ and e′ are connected by y, then we orient e¯
with sgn([y], ∂[e¯]) = 1.
(3) If e¯ = e′, or if e¯ and e are connected by z, then we orient e¯ with sgn([z], ∂[e¯]) = −1.
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Figure 1. Orientation of Γ(e) ∪ Γ(e′)
Then we obtain

(Ldownf)(e) =
∑
e¯∈Γ(e)me(e¯)f(e¯) = λ1f(e)−
2
d
f(e),
(Ldownf)(e′) =
∑
e¯′∈Γ(e′)me′(e¯
′)f(e¯′) = λ1f(e
′)− 2
d
f(e′).
(3.2)
If f is a constant function, then λ1 = 1 + 2/d. In this case, there is nothing to prove. In
fact, by the definition of the Ricci curvature, we see κ ≤ 1. So, we have
κ+
2
d
− 1 ≤ 2
d
< λ1.
Thus we assume that f is not a constant function and by scaling f if necessarily,
sup
e,e′∈E:d(e,e′)=1
|f(e)− f(e′)| = 1.(3.3)
By Proposition 2.6 and (3.2), we have
d(e, e′)(1− κ) ≥ W (me, me′)
≥
∑
e¯∈Γ(e)∪Γ(e′)
f(e¯)(me(e¯)−me′(e¯))
=
∑
e¯∈Γ(e)
me(e¯)f(e¯)−
∑
e¯′∈Γ(e′)
me′(e¯′)f(e¯′)
≥ λ1f(e)−
2
d
f(e)− λ1f(e′) +
2
d
f(e′)
= −
(
2
d
− λ1
)
(f(e)− f(e′)).
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By the symmetry of e and e′, we obtain
|f(e)− f(e′)| ≤ 1− κ|2/d− λ1|.
Then, the above inequality holds for any edge, which together with (3.3), implies
λ1 ≥ κ +
2
d
− 1.
Case 2. If e and e′ are contained in a triangle, then we put e0 := (x, z). We orient the
edge e0 with sgn([x], ∂[e0]) = 1, and orient other edges e¯ ∈ (Γ(e) ∪ Γ(e′)) \ {e0} in the
same way as Case 1 (see Figure 2).
Figure 2. Orientation of Γ(e) ∪ Γ(e′)
Then we obtain


(Ldownf)(e) =
∑
e¯∈Γ(e)me(e¯)f(e¯) = λ1f(e)−
2
d
f(e),
(Ldownf)(e′) =
∑
e¯′∈Γ(e′)\{e0}
me′(e¯′)f(e¯′)−
1
d
f(e0) = λ1f(e
′)− 2
d
f(e′),
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If f is a constant function, then λ1 = 0. This is a contradiction. Thus f is not a constant
function. By scaling f if necessarily, we assume (3.3). We focus on e0. By (3.4), we have
λ1f(e0) =
2
d
f(e0) +
1
d
f(e) +
∑
e¯∈Γ(e)\(Γ(e′)∪{e′})
me(e¯)f(e¯)−
1
d
f(e′)−
∑
e¯′∈Γ(e′)\(Γ(e)∪{e})
me′(e¯′)f(e¯′)
=
2
d
f(e0) +
2
d
f(e) +
∑
e¯∈Γ(e)\Γ(e′)
me(e¯)f(e¯)−
2
d
f(e′)−
∑
e¯′∈Γ(e′)\Γ(e)
me′(e¯′)f(e¯′)
=
2
d
f(e0) + λ1f(e)− λ1f(e0)−
2
d
f(e0)
= λ1(f(e)− f(e′)).
Thus we obtain
f(e0) = f(e)− f(e′).(3.5)
By Proposition 2.6 and (3.5), we have
d(e, e′)(1− κ) ≥ W (me, me′)
≥
∑
e¯∈(Γ(e)∪Γ(e′))
f(e¯)(me(e¯)−me′(e¯))
=
∑
e¯∈Γ(e)\{e0}
me(e¯)f(e¯)−
∑
e¯′∈Γ(e′)\{e0}
me′(e¯′)f(e¯′)
= λ1f(e)−
2
d
f(e)− 1
d
f(e0)− λ1f(e′) +
2
d
f(e′)− 1
d
f(e0)
≥ λ1f(e)−
2
d
f(e)− λ1f(e′) +
2
d
f(e′)− 2
d
f(e0)
= −
(
2
d
− λ1
)
(f(e)− f(e′))− 2
d
(f(e)− f(e′)).
By the symmetry of e and e′ and d(e, e′) ≥ 1, we obtain
|4/d− λ1||f(e)− f(e′)| ≤ 1− κ
Then, the above inequality holds for any edge, which together with (3.3), implies
λ1 ≥ κ+
4
d
− 1.
This completes the proof.

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4. Example
In this section, we treat some examples of graphs and calculate the eigenvalues of L′1
and the Ricci curvature.
Example 4.1 (Complete graphKn). LetKn denote the complete graph with n vertices.
While the Ricci curvatures on vertices ofKn are equal to (n−2)/(n−1), the Ricci curvature
on edges ofKn is equal to 1/2. On the other hand, the first non-zero eigenvalue of L′1(Kn)
is equal to n/2(n− 2).
Figure 3. Complete graph
Example 4.2 (Cycle Cn). The Ricci curvatures on vertices and those on edges of the
cycle Cn with length n ≥ 4 are all zero. On the other hand, the eigenvalues of L′1(C4)
are 0, 1 and 2, and the eigenvalues of L′1(C5) are 0 and (5±
√
5)/4.
Figure 4. Cycle
Example 4.3 (Complete bipartite graph Kn,m). While the Ricci curvatures on vertices
of any complete bipartite graph Kn,m are all zero, the Ricci curvatures on edges e =
(x, y), e′ = (y, z) ∈ E(Kn,m) is
dVy − 2
m+ n− 2.
If n = 1, then K1,m is called the star graph, and the Ricci curvatures on edges of K1,m are
(m− 2)/(m− 1).
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Remark 4.4. The first non-zero eigenvalue λ1 of L′1(K1,m) is equal to 1/(m− 1). So,
if m ≥ 3, then λ1 is smaller than the Ricci curvatures. Since the degree of any edge is
m− 1, we have
κ+
2
d
− 1 = 1
m− 1 = λ1.
Figure 5. Complete bipartite graph and star graph
Example 4.5 (Tree T ). While the Ricci curvature on vertices x, y ∈ V (T ) is −2(1 −
1/dVx − 1/dVy ), the Ricci curvature on edges e = (x, y), e′ = (y, z) ∈ E(T ) is
κ(e, e′) =
dVy
min {de, de′}+
2dVy − 2
max {de, de′} − 2.
If T is a d-regular tree, then the Ricci curvature on edges is (−d+ 2)/(2d− 2).
5. Relation between a weight function and a weighted graph
The i-Laplacian depends on the weight function w. On the other hand, the Ricci
curvature depends on the Wasserstein distance. If we figure out a relation between the
weight function and the Wasserstein distance, then we obtain an estimate of the non-zero
eigenvalues of i-Laplacian in more general setting. So, we consider a weighted graph G
that has the weight corresponding the weight function. Let G be a weighted undirected
graph, and we generalize definitions of the distance, the degree, and a probability measure.
Definition 5.1. For two edges e0 and en, let {ei}ni=0 be the shortest path connecting
e0 and en. The distance between e0 and en is defined by
d(e0, en) =
n∑
j=1
w(vj),
where vj is a vertex such that ej−1 and ej are connected by vj.
Definition 5.2. For any edge e, the degree of e is defined by
de =
∑
e¯∈Γ(e)
w(e¯).
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Definition 5.3. For any edge e, a probability measure me is defined by
me(e¯) =


w(e¯)
de
, if e¯ ∈ Γ(e),
0, otherwise.
By this definition, the operator Ldown is expressed as
(Ldownf)(e) =
∑
e¯∈Γ(e):e∩e¯=v
w(e¯)
w(v)
sgn([v], ∂[e])sgn([v], ∂[e¯])f(e¯)
=
∑
e¯∈Γ(e):e∩e¯=v
me(e¯)sgn([v], ∂[e])sgn([v], ∂[e¯])
de
w(v)
f(e¯).
We obtain lower and upper bounds of the Ricci curvature on a weighted graph.
Theorem 5.4. For any edges e and e′ with d(e, e′) = 1, we have
κ(e, e′) ≥ −2
(
1− w(e
′)
de
− w(e)
de′
)
+
Theorem 5.5. We assume that the weight function on V is a constant, say w0. For
any two edges e and e′ with d(e, e′) = 1, we have
κ(e, e′) ≤ w∩
max {de, de′},
where w∩ :=
∑
e¯∈Γ(e)∩Γ(e′)w(e¯).
Remark 5.6. Theorems 5.4 and 5.5 are proved in the same way as those of Theorems
2.9 and 2.10. If w(v) = 1, w(e) = 1/de, and |Γ(e)| = de for any vertex v and any edge e,
these results coincide with Theorems 2.9 and 2.10.
Hereafter, we assume that the weight function on E is a constant, say w1. We generalize
the estimate of the first non-zero eigenvalue of Ldown1 as follows.
Theorem 5.7. Let λ1 be the first non-zero eigenvalue of Ldown1 . Suppose that κ(e, e′) ≥
κ for any e, e′ ∈ E and for a real number κ > 0. Then, we have
λ1 ≥ {d(κ− 1) + 2}
w1
w0
.
Remark 5.8. Theorem 5.7 is proved in the same way as that of Theorem 1.1. If w0 = 1,
Γ = d and w1 = 1/d, the result coincides Theorem 1.1.
14 T. YAMADA
References
[1] O. Bottema, U¨ber die Irrfahrt in einem Straßennetz, Math. Z. (ISSN: 1432-1823) 39 (1935) 137–145
[2] C.-C. Ni, Y.-Y. Lin, J. Gao, D. Gu, E. Saucan, Ricci curvature of the Internet topology, Pro-
ceedings of the IEEE Conference on Computer Communications, INFOCOM 2015, IEEE Computer
Society (2015)
[3] B. Eckmann, Harmonische Funktionen und Randwertaufgaben in einem Komplex, Comment. Math.
Helv. 17 (1) (1944) 240–255.
[4] M. Fiedler, Algebraic Connectivity of Graphs, Czechoslovak Math. J, 23(2) (1973) 298–305.
[5] B. Frank, J. Jost, and S. Liu, Ollivier-Ricci curvature and the spectrum of the normalized graph
Laplace operator, arXiv preprint arXiv:1105.3803 (2011).
[6] B. Frank, and J. Jost, Bipartite and neighborhood graphs and the spectrum of the normalized
graph Laplacian, arXiv preprint arXiv:0910.3118 (2009).
[7] D. A. Levin, Y. Peres and E. L. Wilmer, Markov chains and mixing times, With a chapter by
James G. Propp and David B. Wilson. American Mathematical Society, Providence, RI, 2009.
[8] D. Horak and J. Jost, Spectra of combinatorial Laplace operators on simplicial complexes, Ad-
vances in Mathematics 244 (2013) 303–336.
[9] J. Jost and S. Liu, Ollivier’s Ricci curvature, local clustering and curvature-dimension inequalities
on graphs, Discrete and Computational Geometry 51.2 (2014), 300–322.
[10] G. Kirchhoff, U¨ber dief Auflo¨sung der Gleichungen, auf welche man bei der untersuchung der
linearen verteilung galvanischer Stro¨me gefu¨hrt wird, Ann. Phys. Chem. 72 (1847) 497–508.
[11] Y. Lin, L. Lu and S. T. Yau, Ricci curvature of graphs, Tohoku Math. J. 63 (2011) 605–627.
[12] Y. Lin and S. T. Yau, Ricci Curvature and eigenvalue estimate on locally finite graphs, Math.
Res. Lett. 17 (2010) 343–356.
[13] Y. Ollivier, Ricci curvature of Markov chains on metric spaces, J. Functional Analysis. 256 (2009)
810–864.
[14] Y. Ollivier, A survey of Ricci curvature for metric space and Markov chains, Probabilistic approach
to geometry 57 (2010) 343–381.
[15] A.Tannenbaum, C. Sander, L. Zhu, R. Sandhu, I. Kolesov, E. Reznik,Y. Sen-
babaoglu,and T. Georgiou, Ricci curvature and robustness of cancer networks, arXiv preprint
arXiv:1502.04512 (2015).
[16] C. Villani, Topics in Mass Transportation, Graduate Studies in Mathematics, Amer. Mathematical
Society 58 (2003).
[17] C. Villani, Optimal transport, Old and new, Grundlehren der Mathematishen Wissenschaften 338,
Springer, Berlin (2009).
[18] T. Yamada, Classification of directed regular Ricci-flat graphs , arXiv:1602.07779 (2016).
(T. Yamada) Mathematical Institute in Tohoku University
Sendai 980-8578
Japan
E-mail address : mathyamada@dc.tohoku.ac.jp
