Abstract-A new context-aware data-and patient-centric paradigm for ubiquitous healthcare is central to deliver personalized healthcare solutions to the elderly and the physically challenged. However, this new paradigm requires real-time inthe-field processing of wirelessly collected vital signs using inherently complex physiological models and analysis of the processed information (derived physiological parameters) under context (e.g., location, ambient conditions, current physical activity) to extract knowledge about the health condition of patients. As the computational capabilities of biomedical sensor nodes are insufficient to run these models, an innovative resource provisioning framework that harnesses the computing capabilities of under-utilized electronic devices in the vicinity (e.g., smart phones, laptops, tablets, DVRs, medical terminals) to form a mobile computing grid is presented. The framework is imparted with self-optimization and self-healing capabilities for efficiency and robustness under uncertainty, respectively. The proposed mobile grid management framework serves as a key enabling technology for Internet-of-Things-(IoT-) based next-generation ubiquitous healthcare solutions.
I. INTRODUCTION
The rapid growth of non-invasive sensing and low-power wireless communication technologies has enabled continuous monitoring of mobile patients using compact biomedical sensor nodes. These small wearable devices -limited in memory, energy, and computation and communication capabilitiesare capable of continuously monitoring vital signs such as blood pressure, temperature, Electrocardiogram (ECG), Electromyogram (EMG), oxygen saturation, and CO 2 concentration. Recently, researchers have developed signal processing algorithms/models that are inherently compute intensive to extract non-measurable physiological parameters (e.g., heartrate variability, vascular stiffness, peripheral resistance, pulsetransfer time) from these vital signs in order to gain valuable knowledge about the psychophysiological condition.
In addition, context awareness -defined as the state of knowledge of external and internal entities that cause a change in the user's situation -is crucial for appropriate interpretation of the vital sign data [1] , [2] . Deriving contextual information pertaining to individuals (e.g., physical activity, location) as well as a group of individuals (e.g., degree and pattern of mobility, immediate environmental conditions) requires collaborative in-network processing of heterogeneous sensor data from numerous sources. However, simultaneously executing compute-intensive models for deriving physiological parameters and algorithms for acquiring context awareness in real time requires computing capabilities that go beyond those of an individual sensor node's and/or hand-held device's.
In this paper, we propose to exploit the heterogeneous computing and storage capabilities of static/mobile electronic devices in the vicinity as well as computing clusters in remote datacenters in order to form a hybrid static/mobile computing grid. This heterogeneous computing grid can be harnessed to enable innovative data-and compute-intensive ubiquitous healthcare applications [3] by collectively processing massive amounts of vital sign and sensor data in vivo. The electronic devices referred to here are desktop and laptop computers, Digital Video Recorders (DVRs), mobile and static medical terminals, tablets, and smart-phones as shown in Fig. 1 .
There are numerous research challenges associated with the realization of our envisioned approach due to the inherent uncertainty in the heterogeneous computing infrastructure in terms of network connectivity and device availability. This uncertainty can be attributed to unpredictable node mobility, varying rate of battery drain depending on usage, hardware failures. In order to realize our envisioned approach for ubiquitous healthcare, we make the following significant contributions: 1) a novel energy-aware resource allocation framework for handling resource discovery, service request arrivals, and optimal (in terms of energy consumption) workload task distribution and management; 2) the innovative concept of application waypoints to monitor continuously the effect of the aforementioned uncertainties on application performance.
Applications are made up of one or more workloads, which is usually composed of multiple tasks whose order of execution is specified by a workflow. As different workloads (e.g., compute-intensive physiological models, algorithms for acquiring context awareness) have different computational, storage, and deadline requirements, waypoints impart the desired robustness and help us eliminate unrealistic assumptions such as accurate knowledge of workload performance on different mobile hardware and software platforms. In this paper, we also present a detailed case study on how a computeintensive machine-learning-based activity recognition solution (for context awareness) [4] can leverage the proposed framework for uninterrupted operation (ubiquitous) and near-realtime performance.
Our aforementioned contributions overcome the primary impediments to the advancement of in-vivo health monitoring and intervention, namely, i) insufficient computing capabilities on individual sensor nodes and hand-held devices, ii) prohibitive communication cost and response time involved in enabling real-time psychophysiological analysis using only the wired-grid and/or cloud-computing approaches [5] , and iii) the lack of robust mechanisms to ensure application Quality of Service (QoS) under uncertainties. A major prior research effort, mHealth [3] , envisions a standardized unified architecture to enable data-and patient-centric ubiquitous monitoring. However, it does not emphasize on real-time processing and analysis of vital-sign data under context as well as uncertainty handling, which are key to enable ubiquitous care. In addition, prior efforts [6] - [10] , have aimed at integrating mobile devices into the wired-grid and cloud computing infrastructure mainly as service requesters. In contrast, we exploit mobile devices as service providers and address energy-aware resource management and uncertainty handling for ensuring application QoS even in highly dynamic and unpredictable environments.
The rest of the paper is organized as follows. In Sect. II, we present our resource provisioning framework for mobile grids. In Sect. III, we describe our experimental methodology, results, and a simple case study. Finally, in Sect. IV, we present our conclusions and plans for future work.
II. PROPOSED SOLUTION
The energy-aware resource provisioning engine will impart self-optimization to our framework while the uncertainty handling mechanism will bestow the self-healing capability.
A. Resource Management Framework
Logical roles: In our solution, the entities of the mobile grid may at any time play one or more of the following three logical roles as shown in Fig. 1: i) service requester, which places requests for workloads that require additional data and/or computing resources from other devices, ii) service provider, which can be a data provider, resource provider, or both, and iii) broker, which processes the requests from the requesters, determines the set of service providers that will provide or process data, and distributes the workload tasks among them. Data providers provide vital sign and contextual data while resource providers lend their computational (CPU cycles), storage (volatile and non-volatile memory), and communication (i.e., network interface capacity) resources for processing data. The broker -an additional role played by some of the service providers -is aided by a novel energyaware resource allocation engine, which will distribute the workload tasks optimally among the service providers. This way, we ensure that the data providers do not drain valuable energy and, in turn, maximize their lifetime as the sensor data that they provide is crucial for ubiquitous healthcare applications. We advocate the use of multiple brokers -each servicing a different subset of data providers simultaneously -in order to avoid a single point of failure and to provide redundancy in case some brokers fail.
We advocate the use of a distributed self-election mechanism for assigning the appropriate number of brokers. Distributed broker self-election is a non-trivial challenge as too many brokers can cause network congestion with excessive control overhead (i.e., communication messages between brokers and data/service providers) while too few can compromise robustness when brokers fail. We leverage our prior experience in distributed adaptive sampling in wireless sensor networks [11] where we were faced with the problem of selective representation to reduce communication overhead while still minimizing the error in reconstruction of the underlying phenomenon. Our self-election mechanism works as follows: each service provider will determine the potential size of its resource pool, i.e., the number of service advertisements it has received. Then, all the service providers advertise this number and determine their rank in their neighborhood in terms of their influence (potential size of their resource pool). The service providers use a pre-determined rank threshold (depending on the network size and density) to elect themselves as brokers.
Service discovery: Service discovery at the brokers is achieved through voluntary service advertisements from the service providers. Service advertisements will include information about the current position, amount of computing (in terms of normalized CPU cycles), memory [Bytes] , and communication [bps] resources, the start and end times of the availability of those resources, and the available battery capacity (e adv n
[Wh]) at each service provider n. The broker is aware of the power drawn by the workload tasks of a specific application when running on a specific class of CPU and memory as well as network resources at each service provider as the information about the different types of devices is known in advance.
Workload management: Each broker is composed of two components, namely, workload manager and scheduler/optimizer, as shown in the top of Fig. 1 . The workload manager tracks workload requests, allocates workload tasks among service providers, and aggregates results. The optimizer identifies the number of service providers available for the requested duration and determines the optimal distribution of tasks among them. The optimizer shares the workload submitted by the data providers among the available service providers based on one of several possible policies. The tasks of a workload may be distributed among the available service providers based on a policy that aims at minimizing the battery drain. Another policy may just place emphasis on response time without considering battery drain. Our framework applies to applications exhibiting data parallelism (in which data is distributed across different parallel computing nodes that perform the same task) as well as to applications exhibiting task parallelism (in which parallel computing nodes may perform different tasks on different data).
B. Resource Allocation Engine
When a service requester needs additional data or computing resources, it submits a service request to the nearest broker and also specifies δ max [h], the maximum duration for which it is ready to wait for a service response. The resource allocation engine at the broker determines 1) A = {a ij } N ×N , the associativity of data provider i with service provider j, 2) U = {u n } 1×N (with u n ∈ {1, 0}), the list of resource providers to use, 3)
, the duration for which the services of each service provider will be used for data collection, and
, the duration for which the resources of each service provider will be used for computation and/or for multi-hop communication as a relay node. The objective of the optimization problem is maximization of minimum residual battery capacity at all the service providers while ensuring that the service response is delivered within δ max . This objective maximizes the lifetime of every single service provider and, thus, maintains the heterogeneity of the resource pool for longer periods.
The set of service providers and the duration for which each of their capabilities are availed are determined by considering the trade-offs among the cost (in terms of battery drain) e data n
[Wh] for transferring the data locally from data providers to the resource providers, the computational cost e comp n [Wh] for availing the computational capabilities of the resource providers for servicing the request and for aggregating and generating the final response. δ d n for a service provider n depends on the amount of data it has to transmit (ω n [Bytes] as a data provider) or aggregate (
as a resource provider) and the availed communication capability. δ s n for a service provider n depends on the amount of data it has to process and the availed computing capabilities. The constraints to the optimization problem ensure that i) only a resource provider is chosen to perform the computing, ii) the consumer's deadline for service response is met, iii) a service provider is utilized only for the duration for which its services are advertised to be available, and iv) the advertised battery capacity (e adv n ) is not exceeded.
C. Uncertainty Awareness
We identify the different sources of uncertainties and bestow the resource allocation engine with the desired self-healing properties to guarantee application QoS (in terms of response time) even in the highly dynamic computing environment.
Sources of uncertainty: Inaccuracy in the estimation of task completion times is one of the sources of uncertainty that affect application QoS. This is especially true when the workload task (e.g., a new model for computing heart-rate variability from ECG) is submitted by the data provider along with the data and whose behavior is not known in advance at the broker. The uncertainty can be reduced to a certain extent in our biomedical application scenario by profiling the behavior of the workloads (physiological models) in advance. However, some models exhibit radically different behaviors depending on different types of inputs (e.g., sorted/unsorted, dense/sparse). Inaccurate estimation of the availability (duration) of service providers is another source of uncertainty. The optimization problem may over or under provision computing resources due to the aforementioned reasons. Over-provisioning would result in unnecessary wastage of energy (battery drain) while under-provisioning would result in violation of QoS.
Waypoints: We introduce the novel idea of application waypoints, at which the service providers report to the broker with their estimate of their residual task completion time. Application waypoints could be also seen as indicators of progress and performance. While reporting to the broker, the service providers also specify the next waypoint, i.e., the time at which the broker can expect to hear again from the service provider. If the broker does not receive feedback about the estimated residual task completion time from the service provides at these specified waypoints, it marks these service providers as failed after a timeout and assigns additional resources to take over the incomplete tasks. Also, the frequency of waypoints (depicted as hollow triangles along the x-axes in Fig. 2) is high when the trajectory of the estimated residual task completion time deviates from the optimal trajectory.
In addition to reporting the workload tasks' progress to the broker at the waypoints, the service providers also raise Fig. 2 . Illustration of the use of under-or over-provisioning alerts to convey to the broker that it has (a) under-provisioned or (b) over-provisioned resources and the subsequent correction.
under-or over-provisioning alerts whenever the trajectory of estimated residual task completion time deviates significantly from the optimal trajectory. These alerts are depicted as solid-red triangles in Figs. 2(a) and (b). The aforementioned acceptable degree of deviation is high at the beginning of the execution of a workload task and is low towards the end. These varying degrees of acceptable deviation over time give rise to an acceptable uncertainty region, depicted as a blue-shaded cone in Figs. 2(a) and (b). Figure 2 (a) depicts an example scenario when under-provisioning of computing resources causes the trajectory of the estimated task completion time to violate the acceptable uncertainty region while Fig. 2(b) depicts an alternative scenario when over-provisioning of resources causes the trajectory of the estimated task completion time to violate the acceptable uncertainty region. Proxies: The brokers play a very important role in handling uncertainties caused by the unavailability of service providers or by the inaccuracy of task-completion-time estimates. In order to ensure that the unavailability of a broker (due to poor connectivity or hardware failure) does not lead to the failure of the entire system, each broker shares with all of its active data and service providers a list of alternate brokersreferred to as proxies -ranked according to their proximity (primary key) and physical addresses (secondary key). In case of an broker failure the service providers collaborate with the pre-specified proxy until the end of all active workload tasks. The brokers also share their current state informationnamely, data providers and service requests that are currently being served as well as the list of service providers currently employed -with their proxies to handle any unexpected failures. This approach has been exploited previously in grid computing when federating different grids, each with its own resource broker [12] , [13] .
III. PERFORMANCE EVALUATION
In the following sections, first, we present details about our small-scale prototype and our experiment methodology. Then, we discuss specific experiment scenarios and the results that demonstrate the self-optimization and self-healing properties of our proposed framework.
A. Testbed and Experiment Methodology
Heterogeneous devices: The testbed consists of Androidbased mobile devices with heterogeneous capabilities, namely, Samsung Galaxy Tab, Motorola Atrix 2, and HTC Desire HD, with significantly different computational capabilities and battery capacities. In our prototype, communications among the broker and service providers happen over Comet Space [14] , a scalable peer-to-peer content-based coordination (tuple) space developed at the Cloud and Autonomic Computing Center, Rutgers University.
The workload: The mobile application that we used for validating the self-optimization and self-healing properties of the framework is distributed object recognition. In this application, the service requester (which is also the data provider) submits an image of any object that needs to be recognized while also specifying a deadline. The predominant workload in this application is matrix multiplication and the most fundamental workload task is vector multiplication, which is assigned to the different service providers. Distributed object recognition is representative of the wide range of data-intensive and data-parallel bio-medical applications that our framework can support. The time taken by the different mobile devices to complete all the workload tasks when operating in isolation is in the order of hundreds of seconds. However, for near-realtime performance, the delay needs to be in the order of tens of seconds and this clearly motivates the need to divide the tasks among service providers in the vicinity for speed up.
Application profiling: As the objective of the optimization problem is maximization of minimum residual battery capacity, the amount of battery drain experienced by service providers as a result of running workload tasks needs to be calculated. However, the usage of actual Watt-hour (Wh) values will result in unfair usage of resources in devices with a higher battery capacity. Hence, in order to deal with the heterogeneity of mobile devices with different battery capacities and to ensure fairness, in our prototype, the residual battery capacity percentage is used to make allocation decisions. As the voltage values do not show significant variability, we determined the current drawn in mA, the total time taken for the workload completion, and the time taken to complete one task.
B. Self-optimization
Competing approaches: To assess the self-optimization capability of our framework, we compare it against two competing approaches: i) Round-robin, in which the workload tasks are divided equally among all the available service providers and ii) CometCloud [15] , a pull-based task-scheduling mechanism in which the service providers voluntarily pull tasks from the broker, work on them, report the result, and pull the next task to work on.
Round-robin is chosen for comparison to show the gains (in terms of application response time and battery drain) that can be achieved by exploiting the heterogeneity in computing capabilities of service providers. CometCloud inherently exploits the heterogeneity in computing capabilities as it schedules tasks on a First-Come-First-Served (FCFS) basis resulting in progressively faster devices completing a correspondingly higher number of tasks over time. It is also robust to service provider failures or loss in connectivity as it is purely pullbased. However, due to lack of self-optimization, there is usually unfair battery drain at the service providers.
Experiment setup: We performed an experiment using three different service providers (a Samsung Galaxy Tab, a Motorola Atrix 2, and a HTC Desire HD) with different computational capabilities and battery capacities. The workload tasks are divided among these service providers based on the result of our resource allocation engine (with a deadline of 100s) as well as on the two aforementioned competing scheduling mechanisms. The results in Fig. 3(a) (workload completion times) were obtained from one run while the results in Fig. 3(b) (residual battery capacity) were obtained from 100 consecutive runs of the same workload on the service providers (to achieve a significant battery drain). While the division of tasks among the service providers remains the same for all 100 runs as far as Round-robin and CometCloud are concerned, the number of tasks to be worked on by the different service providers when our framework is used is determined by the resource allocation engine in every run.
Observations: Figure 3 (a) shows the performance of the three approaches in terms of workload completion time. It can be observed that Round-robin misses the deadline and is the slowest of the three as it does not identify and exploit the heterogeneity of the available service providers in terms of their computational capabilities. CometCloud is the fastest as the tasks are distributed on a FCFS basis. Our framework meets the specified deadline by exploiting the heterogeneity of the service providers. The main difference in performance between our solution and CometCloud can be observed in Fig. 3(b) , which shows the residual battery capacity after 100 consecutive runs. CometCloud does not exploit the heterogeneity of devices in terms of battery capacity resulting in asymmetric battery drain.
C. Self-healing
Experiment setup: We performed an experiment with four service providers -two Samsung Galaxy Tabs (with e adv = 95% and 70%), a Motorola Atrix 2 (with e adv = 80%), and a HTC Desire HD (with e adv = 90%) -to demonstrate the selfhealing capability of our resource provisioning framework. The workload tasks were divided among the service providers based on the result of our resource allocation engine (with a deadline of 120s). One of the Samsung Tabs was disassociated from the broker at the time instant 30s to show how the broker uses the application waypoints as well as the service advertisements to identify anomalies (such as node failure, disassociation, etc.) and reacts to it by reallocating incomplete tasks to the available service providers.
Observations: Initially, the workload tasks are divided among three of the four service providers based on the result of our resource allocation engine. The second Galaxy Tab is not chosen initially due to its low residual battery capacity compared to the other devices. Figure 3(c) shows the trend of estimated task completion times as seen at the broker over time. At the beginning of the workload execution, the task completion times follow the estimated task completion time. However, when one of the service provider (a Galaxy Tab) fails, the trajectory of the task completion time violates the acceptable uncertainty region. This violation is detected by the broker in the "detection zone" (the acceptable uncertainty region) and it reallocates the incomplete tasks among the available three service providers so to ensure that the workload is completed within the original estimated time (as seen in the so-called "recovery zone"). During this reallocation, the second Galaxy Tab is used despite its low residual battery capacity as the other two devices alone cannot complete all the tasks within the specified deadline.
D. Case Study: Real-time Context-aware Health Monitoring
We present a case study to clarify how our mobile grid management framework serves as a key enabling technology for Internet-of-Things-(IoT-) based next-generation ubiquitous healthcare solutions. A new patient-centric paradigm for ubiquitous healthcare characterized by pervasive continuous vital sign data collection, real-time processing of monitored data to derive meaningful physiological parameters, and contextaware data-centric decision making, is central to deliver personalized healthcare solutions to the elderly and the physically challenged. For example, insights into the cardiac health of a subject can be acquired by correlating the Heart Rate Variability (HRV), which can be derived from ECG data, with contextual information such as state of exertion or rest identified using physical activity recognition, which employs real-time distributed sensing and compute-intensive learningbased techniques. In addition to HRV, analysis of the "PQRST pattern" in ECG can provide more insights into the onset of cardiac diseases.
HRV can be determined via frequency-or time-domain analysis of ECG data. We use Shimmer biomedical sensor nodes interfaced with ECG daughter cards for ECG data collection. Similarly, triaxial acceleration as well as angular velocity values (used in physical activity recognition) are obtained from accelerometers and gyroscopes on Shimmer nodes attached to arms and legs. In [4] , we proposed a windowbased algorithm to recognize on the fly various physical activities using kinematic sensor data and a supervised learning approach based on Support Vector Machines (SVMs). We extract meaningful features -such as mean, standard deviation, maximum, peak-to-peak, root-mean-square, and correlation between pair of accelerometer and gyroscope axes -from the raw data and train a SVM to the type of activities that need to be recognized. In the real-time activity recognition phase, which follows this training phase, we work with data collected over a window of duration ∆s (typically less than 10 seconds). We extract the aforementioned features from data points within multiple small sliding windows, δ n (where δ n < ∆ ∀n = 1, . . . , N ), and use the SVM to solve multiple multi-class classification problems so to recognize the activity performed over ∆. The results associated with the different δ n are ranked based on the confidence associated with each and the activity that corresponds to the highest confidence is chosen as the one performed in the last ∆s. It is clear that real-time processing and analysis of vital-sign as well as kinematic sensor data collected in the same ∆ is crucial for in-vivo cardiac health monitoring. The accuracy of both the algorithms (for ECG analysis and activity recognition) increases with increase in ∆. However, their time complexity also simultaneously increases and the computational capability of an individual sensor node (or even a smart phone) is insufficient to produce meaningful results in realistic time bounds for near-real-time performance. In addition, the time complexity and accuracy of the activity recognition algorithm increase simultaneously with the number of small windows used. Our proposed mobile grid computing framework can exploit the inherent task and data parallelism in the aforementioned problem scenarios to provide speed up.
Specifically, the two major tasks (ECG analysis and activity recognition) can be offloaded to two different service providers in the vicinity of biomedical sensor nodes as they can be performed independently (task parallelism). The results can be merged at one of the two service providers or a new third one so to analyze the cardiac health under context. Similarly, multiple service providers can be entrusted with the task of activity recognition using different non-overlapping sets of δ n so as to simultaneously increase the accuracy and speed of computation (data parallelism). A demo of our context-aware ECG monitoring and analysis solution can be found in the Cyber-Physical Systems (CPS) Lab webpage 1 .
IV. CONCLUSIONS AND FUTURE WORK Enabling ubiquitous healthcare applications that require real-time in-the-field vital sign collection and processing using mobile platforms is challenging due to i) the insufficient computing capabilities and unavailability of complete data on individual mobile devices and ii) the prohibitive communication cost and response time involved in offloading data to cloud datacenters for centralized computation. Hence, we proposed a novel resource-provisioning framework for organizing the heterogeneous sensing, computing, and communication capabilities of static and mobile devices in the vicinity in order to form an elastic resource pool -a hybrid static/mobile computing grid. We imparted the resource-provisioning framework
