The recursive Gaussian process regression (RGPR) is a popular calibrating method to make the developed soft sensor adapt to the new working condition. Most of existing RGPR models are on the assumption that hyperparameters in the covariance function are fixed during the model calibration. In order to improve the adaptive ability of the RGPR model, hyperparameters in covariance of Gaussian process regression (GPR) are adjusted in parallel by referencing the previous optimization. The matrix inversion formula is selectively used for updating the regression model. And a dynamic offset smoother is presented to further improve the reliability of the proposed method. Applications to a numerical simulation and the penicillin fermentation process evaluate the performance of the proposed method.
I. INTRODUCTION
As high requirements considering product quality, energy, safety in industrial processes, the numerical value of some certain necessary product indexes should be monitored in time. In order to cope with the problem of high cost or time delay during analyzing such key variables, soft sensors that contain two main categories (i.e. knowledge-based and datadriven) are widely used. Knowledge-based models are constructed by using the mass and energy balance. Unfortunately, it is still difficult to achieve an accurate dynamic model for the complex process. On the other hand, large amounts of process relative data have been stored in the database by the distributed control system (DCS), which provides a reliable precondition to data-driven modelling [1] , [2] .
Generally, the linear regression model utilized compression strategy is widely used (such as principal component analysis (PCA) [3] and partial least squares (PLS) [4] ). PCA and PLS project the multidimensional of the original variable space onto a low dimensional space through orthogonal principal components (PCs) and latent variables (LVs). Furthermore, independent component analysis The associate editor coordinating the review of this manuscript and approving it for publication was Jeonghwan Gwak .
(ICA) [5] , probabilistic PCA (PPCA) [6] and factor analysis (FA) [7] share similar structure with PCA but modelled using the different mechanism. These methods build a linear mapping between the projection and quality variables, which is not appropriate for nonlinear systems.
There are three basic strategies in the nonlinear process modelling. Firstly, lazy learning or local weighted model based on k-nearest-neighbors (kNN) establish a disposable local linear model referencing the query information [8] . Furthermore, the local model can be expanded into reusable sub-models using piecewise affine (PWA) [9] or clustering algorithms [10] . Secondly, artificial intelligence (AI) establishes a universal function approximator based on the empirical risk minimization (ERM) strategy by selecting an appropriate number of nodes and hidden layers [11] . Thirdly, kernel function is a topology (hyperplane) of original space, which is able to find a linear relationship between the hyperplane and key variables. For example, support vector machine (SVM) [12] , block-oriented nonlinear model [13] , kernel PCA/PLS [14] , Gaussian process regression (GPR) [15] have been widely used in the kernel functional method. Meanwhile, GPR is a classical statistical analysis method for nonlinear system, and it has been demonstrated that a large class of methods is finally converged to an approximate Gaussian process [16] .
Although GPR can deal with most conditions of data in process modelling, it is still necessary to calibrate such fixed models if the work condition changed or a new work condition appeared. There are many kinds of adaptive strategies of GPR in the literature. Ni et al. proposed a GPR model with accumulated data (including old and new), which is adaptive by using forgetting factor and predictive offset smoother [17] . Grbić et al. proposed a moving window (MW) GPR and recursively updated the covariance kernel function [18] , and they also extended this method to the Gaussian mixture model (GMM) including combination weights and local GPR [19] . Zhou et al. developed an adaptive GPR model and used the predictive error for quality monitoring in fed-batch processes [20] . Yuan et al. combined the variational Bayesian PCA (VBPCA) and GPR under a just-intime learning (JITL) framework for soft sensor development with missing data [21] . Most of these methods recursively update the inverse of kernel function matrix and neglect the adaptation of hyperparameters in GPR. It is feasible only if the updating data come from the operating regime which is same as training set. However, to processes with variational regimes (such as the process with linear shift or drift [22] ), the newest data may have significant differences with previous data. Fixed hyperparameters of RGPR may influence the similarity discrimination of samples. These hyperparameters should be updated parallel.
It is well known that the recalculation of hyperparameters in GPR is very time-consuming. In order to improve the computational efficiency, a simplified update scheme of hyperparameters is introduced into the adaptive GPR model. The performance of proposed method is validated through a numerical simulation and the penicillin production process.
II. Gaussian Process Regression
The GPR model relies on the Bayesian framework on the function space, which is different from the parametric approach (PCA, PLS etc.) [23] . A Gaussian process (GP) is used for describing the distribution over functions. Assumed that the collected data X ∈ R N ×D , Y ∈ R N ×1 are generated according to the following function:
is an independent identically distributed Gaussian white noise. The property of GP is completely specified by its mean function and covariance function:
and the GP is written as:
). According to the GP definition, the joint distribution of Y is:
and the distribution of predictive model on the query point x * is:
where, K (X , X ) is a positive semi-definite covariance function matrix with elements k(x i , x j ), and K (x * , X ) is a covariance function vector with elements k(x * , x i ). Many kinds of function can be selected to construct the covariance matrix, and a common choice is the Gaussian covariance function:
The simplest approach is using conjugate gradient descent algorithm to maximize the log-likelihood function as follows [19] :
III. ADAPTIVE GAUSSIAN PROCESS REGRESSION
The proposed adaptive GPR model is used for updating the hyperparameter of covariance matrix in GPR efficiently when a new operating regime emerges. The strategy of adaptation is firstly used with the expansion window for data supplementing, the hyperparameter and predictive model are updated correspondingly. Further, the adaptive scheme can be changed to the MW strategy after the hyperparameter in covariance function of GPR converging into a certain range, which means the data collecting of new working condition is completed.
As the t th new complete input-output sample {x t , y t } is acquired, the data set is expanded as:
Due to the calculation of hyperparameters is time-consuming using a random initialization during covariance function adaptation, the initialization of hyperparameters at t th adaption θ t,0 is usually selected as the hyperparameter which converges at the last adaption θ t−1 . However, it is prone to becoming stuck in local optima using the last optimized hyperparameters for searching new optimization. In order to jump out of the local optima and reduce the calculation as well, a random vector
is added at reinitialization as follows:
After T times iteration using gradient descent algorithm, new convergent hyperparameters are utilized as model prediction referencing (6), (7) , and next adaption initialization θ t+1,0 = |θ t + ξ t |. However, each update requires N × N (N is the length of current window) regularized covariance matrix which requires O(N 3 ) [19] . It is true that the variation of each updated hyperparameters is significant if the new working condition appears. Meanwhile, such variation will become smaller when the updating data is sufficient for new condition modelling. Therefore, the model calibration can be efficiently calculated (only O(N 2 ) operations) using the matrix inversion formula with the previous inverse:
where,
Using MW strategy, (12) is rewritten as [19] :
where, (K t−1 ) −1 | −i,−i represents the result of (K t−1 ) −1 deleting i th row and i th column.
No matter the window of data slides or expands along the samples, the mean value of the output variable in the window should be updated in order to make the window be rescaled to zero mean again [18] .
Furthermore, in order to obtain a reliable and robust adaptation model, the dynamic offset smoother based updating scheme [17] is incorporated with the above model. When a query sample x * is available, the final output predictionŷ cor * is corrected as follows: where, bias t is the smooth bias obtained from the accumulated offsets, bias 0 t is the deviation between t th output and the prediction with corresponding input. ω ∈ [0, 1] is the smooth weighting factor. It can be seen that the bias involves the overall offset of previous and current outputs. Therefore, the influence of one-time bias is weakened in the model.
The flowchart of the proposed adaptive GPR named as recursive Gaussian process regression with hyperparametersvarying (HV RGPR) algorithm is given in Fig.1 .
IV. CASE STUDIES A. NUMERICAL CASE
In this section, the proposed HV RGPR was tested by a numerical case. In order to simulate the process variation, an IMA (1,1) [22] process combining linear drift was introduced to the numerical model: Y (t) = 1.5 exp(0.45X 1 (t) sin(X 2 (t))) + 0.0005(X 1 (t) + X 2 (t)) + ε(t)
where,V 1 , V 2 ∼ N (0, 1), d 1 = d 2 = 0.03 are the linear drifts of X 1 , and X 2 , respectively. ε ∼ N (0, 0.05) is a white noise of outputs. Totally, 500 input-output samples were generated, which is shown in Fig. 2 . It can be seen that the data has a different trend when t > 200. The first 150 samples were selected as the training data, and the other 350 samples were used for testing, which can reproduce the situation of a new working condition appearing at online application phase. The smoother ω = 0.2, and the frequency of the received updating input-output sample was 10. The updated hyperparameter is shown in Fig. 3 , it can be seen that the variation of hyperparameters is quite small at first. Then the variation becomes large when the new operating regime appears. The prediction of the output using the proposed HV RGPR algorithm is shown in Fig. 4 together with the prediction of FH RGPR model. Even though the FH RGPR model has competitiveness with the HV RGPR model in some predictive points, it can be clearly seen that the prediction of proposed HV RGPR is closer to the real output than FH RGPR model overall.
The proposed HV RGPR model was also compared with the recursive PLS (RPLS) and just-in-time learning PLS (JITL PLS) method. Considering the updating rate is quite low, the forgetting factor in RPLS and local window in JITL PLS was selected as 0.9 and 10. In order to evaluate the performance of the proposed method, two numerical criteria, i.e. the root mean square error (RMSE) and the R 2 are selected in this paper:
(y(t) −ŷ cor * (t)) 2 (20) 
The configuration of the computer is as follows. OS: Windows 10 (64 bit); CPU: Intel(R) Core(TM) i5-7500 (3.40GHz); RAM: 8GB; the version of MATLAB is 2014a. The comparisons are presented in Fig. 5 and Table 1 . Instead of pure nonlinear model, the local linear scheme of RPLS model with a forgetting factor and JITL PLS model is still insufficient. Even though the FH RGPR has improved the defects of RPLS and JITL PLS models, the proposed HV RGPR gets the highest accuracy.
B. PENICILLIN FERMENTATION PROCESS
The penicillin fermentation process is a typical biochemical batch, which has been widely used in soft sensor development, fault diagnosis and other process modelling (shown in Fig.6 ). And the data set is available on a simulator from the website: http://simulator.iit.edu/web/pensim/simul.html. In this work, the sampling interval was set to 1/3 h, the simulation time was set to 500 h for each batch. The other settings were given as the default from the simulator. There were totally 11 variables related to the product, which were considered as process inputs. And the quality variable was the penicillin concentration. Variables description and the collecting data were shown in Table 2 and Fig. 7 , respectively. Generally, in batch processes modelling, at least one batch data is required as the training data. But sometimes, the collected data is only a subset of one batch data while it is necessary to utilize the sensor immediately. Therefore, the first 500 samples from the training batch were used for optimizing the hyperparameter, and the updated sample was received during the testing phase from the rest 1000 samples with the frequency of 6 h 40 min.
The proposed method was tested by another batch data. Similar to the numerical case, the smoother ω = 0.2. The changes of hyperparameters are shown in Fig. 8 . It can be seen that the variation of hyperparameters is getting smaller accompanying the increase of online updating samples. The predictive result using HV RGPR algorithm is shown in Fig. 9 together with the model of FH RGPR. Since the first 500 samples of testing data were collected from the same regime with training data, the FH RGPR has a good performance. But the fixed hyperparameter is inappropriate to deal with the changing window, which results big predictive errors around the real concentration using FH RGPR method. The proposed HV RGPR model was also compared with RPLS and JITL PLS model. The forgetting factor in RPLS was set to 0.9, the length of local window was 60 in JITL PLS. And the absolute errors of RPLS, JITL PLS, FH RGPR and proposed HV RGPR method are presented in Fig. 10 . The error curve of HV RGPR is the closest to zero. From the criteria (shown in Table 3 ), the RMSE of proposed HV RGPR is 0.0270 which is the lowest. The trend of penicillin concentration is similar to a half parabola, which leads the high R 2 of each model. However, the HV RGPR gets the highest accuracy.
Moreover, using the same simulator for model validation provides a scope for performance comparison of different models. results of the proposed method and several models published in the last decade are recalled in Table 4 . Due to the pluralistic modeling pattern, such as the difference of variable selection, process simulation time, number of training batches, functional parameters, and random initial parameters, it is not appropriate to evaluate the performance of these methods by using the RMSE as the only criterion. Therefore, by referencing the corresponding contrast method in each literature, the percentage of the minimum performance improvement brought by proposed methods is shown in Table 4 as well. The minimum improvement of proposed HV RGPR is 50.1%, which shows the effectiveness of the online model calibration. And combining with the RMSE, the proposed HV RGPR provides a competitive result with other methods.
V. CONCLUSION
In this work, a recursive Gaussian process regression with hyperparameters-varying (HV RGPR) model is constructed for the new working condition of industrial processes. The proposed algorithm updates the hyperparameter effectively using the previous optimized result and a random vector to jump out of the local optima. In addition, in order to obtain a reliable model, an offset smoother is introduced to the adaptive GPR model. The numerical case and the penicillin fermentation process are used for validating the performance of the proposed algorithm. Comparing to the RPLS, JITL PLS, and FH RGPR algorithms, the proposed method achieves the highest accuracy.
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