Birch and Tverberg partitions are closely related concepts from discrete geometry. We show two properties for the number of Birch partitions: Evenness, and a lower bound. This implies the first non-trivial lower bound for the number of Tverberg partitions that holds for arbitrary q, where q is the number of partition blocks. The proofs are based on direct arguments, and do not use the equivariant method from topological combinatorics. We furthermore investigate whether these results admit a topological version.
Introduction
Our starting point is the following theorem due to B. J. Birch [3] from 1959.
Theorem 1. Given 3N points in R 2 , we can divide them into N triads such that their convex hulls contain a common point.
The proof of Theorem 1 is based on a lemma on partitioning a general measure which is due to Richard Rado, nowadays known as the center point theorem. See e. g. Matoušek's textbook [9] , or Tverberg and Vrećica [14] for more details.
Theorem 1 led us to the following definition, see also Tverberg and Vrećica [14] .
Definition. Let X be a set of k(d + 1) points in R d for some k ≥ 1. A point p ∈ R d is a Birch point of X if there is a partition of X into k subsets of size d + 1, each containing p in its convex hull. The partition of X is a Birch partition for p. For fixed p ∈ R d , let B p (X) be the number of unordered Birch partitions for p.
From now on, we fix p to be the origin, and we write Birch partition instead of Birch partition for the origin for short. A set of points in R d is in general position if no k + 2 points are on a common k-dimensional affine subspace. A set X of points in R d is in general position with respect to a point p if X ∪ {p} is in general position. Our first main result is the following theorem on the number of Birch partitions. ii) B 0 (X) > 0 =⇒ B 0 (X) ≥ k! If the origin is not in the convex hull of X, then one has B 0 (X) = 0 which is even. If there is a Birch partition then the lower bound given in Property ii) is tight. Based on computer experiments, we moreover conjecture: Using Theorem 2, we obtain our second main result: The first non-trivial lower bound for the number of Tverberg partitions that holds for arbitrary q. 
Property ii) improves the result of Theorem 4 for d = 2 and q ≥ 7. Sierksma conjectured in 1979 that T (X) is bounded from below by ((q − 1)!) d . Combining Theorem 5 and methods from topological combinatorics, we have been able to confirm this conjecture for d = 2 and q = 3 in [7] , see also [5] .
In Section 2 we prove Theorem 2. Section 3 comes with a proof of Theorem 5. In Section 4 we study the concept of a winding Birch partition motivated by recent results due to Schöneborn and Ziegler [13] . Furthermore we show that the properties of Birch partitions do not immediately carry over to the topological setting.
2 On the number of Birch partitions Figure 1 shows a Birch partition for the origin denoted as +. Each triangle corresponds to a partition block. There is a another way to obtain a Birch partition for the origin in this example. For d = 1, a Birch partition of a set X of 2k points corresponds to k intervals containing 0. Therefore k points of X are in R + , and k many in R − . It is easy to check that there are exactly k! ways to obtain a Birch partition. Hence we have settled Theorem 2 for d = 1.
We now prove Theorem 2 for d ≥ 2 in two steps: We first prove Property i, then we prove that Property i) implies Property ii).
In our proof, we make use of the following basic lemma; see e. g. Bárány and Matoušek [1] or Deza et al. [4] for a proof.
d is a set of points in general position with respect to the origin 0 and p ∈ X, then 0 ∈ conv(X) if and only if −p ∈ cone(X \ {p}).
The following lemma is an easy consequence of Lemma 6. Proof. (of Theorem 2) We first prove i) for arbitrary d ≥ 2, by induction on k ≥ 2. The base case k = 2 is the key part. k = 2: The set of normed points in X is in general position with respect to the origin. Hence we can assume X ⊂ S d−1 . If all 2d + 2 points are clustered around the north pole of S d−1 then B 0 (X) = 0, as 0 ∈ conv(X). We move one point p of X at a time while all other points remain fixed. Instead of following p, we look at its antipode −p as for any d-element subset S of X \ {p} one has due to Lemma 6: Every d-element subset of X \ {p} defines a cone, and these cones define a decomposition of the sphere S d−1 into cells. The boundary of a cell is defined by hyperplanes spanned by (d − 1)-element subsets of X \ {p} and the origin. At some point we are forced to move −p transversally from one side of a boundary hyperplane defined by a (d − 1)-element subset T to the other side. When −p crosses such a hyperplane then B 0 (X) might change. We show in the case distinction below that for every change the parity of B 0 (X) does not change. The number B 0 (X) is thus even as we can move every point of X to its position while fixing all other points. The cell decomposition during this process is nice: We can move −p to every position on the sphere while crossing hyperplanes in a transversal way.
Let's first look at the set of all d-simplices S spanned by d + 1 points from X that contain the origin. If −p crosses the hyperplane through T transversally, this set might change. For this, putT = T ∪ {p}. For all simplices that do not contaiñ T as a face nothing changes. If S is of the formT ∪ {x} for some x ∈ X \T , then this property switches: 0 ∈ conv(S) before the crossing iff 0 ∈ conv(S) afterwards.
A Birch partition consists of a d-simplex S and its complementS in X -which is again a d-simplex -such that both contain the origin. The change of B 0 (X) coming from the crossing of −p can thus only be affected by partitions that contaiñ T as a face of S, or ofS.
Case 1: The complements of all simplices usingT do not contain the origin. B 0 (X) does not change as the set of all Birch partition remains the same.
Case 2: Assume thatT is not part of a d-simplex S such that {S,S} is a Birch partition, and that after the crossing of −p a Birch partition comes up. We show that Birch partitions come up in pairs.
Suppose there is a new Birch partition of the form S =T ∪ {x 1 } together with its complementS. Due to Lemma 7 there is exactly two d-simplices inS ∪{x 1 } such that both contain the origin. One of them isS, let S * be the other. By assumption 0 ∈S * before the crossing of −p. In fact,S * =T ∪ {x 2 } for some x 2 . The set {S * , S * } is thus our second Birch partition as 0 ∈ conv(S * ) afterwards. Suppose there are three Birch partitions of the form S 1 =T ∪ {x 1 }, S 2 =T ∪ {x 2 }, and S 3 =T ∪ {x 3 }, with x 1 , x 2 , x 3 ∈ X \T , together with their complements. This can not happen: One has 0 ∈S i for i = 1, 2, 3, and |
This contradicts Lemma 7. Hence the two new Birch partitions are of the formT ∪ {x 1 } resp.T ∪ {x 2 }, with x 1 , x 2 ∈ X \T , plus their complements.
Case 3: This is the inverse case of Case 2. Assume that there are exactly two Birch partitions of the formT ∪ {x 1 } resp.T ∪ {x 2 }, with x 1 , x 2 ∈ X \T , plus their complements before the crossing. Both of them vanish after crossing of −p. New Birch partitions do not come up as for this we needed anotherT ∪ {x 3 } such that its complement contains the origin. This cannot exist due to Lemma 7.
Case 4: Assume there is exactly one Birch partition for the form S =T ∪ {x}, with x ∈ X \T , together with its complement before the crossing. This Birch partition vanishes, and a new one comes up.
One has 0 ∈ S after the crossing of −p so that {S,S} vanishes. As in Case 2, there are exactly two d-simplices inS ∪ {x} such that each contains the origin. One of them isS, let S * be the other. By assumption 0 ∈S * before the crossing of −p. In fact,S * =T ∪ {x ′ } for some x ′ . The set {S * , S * } is thus the new Birch partition as 0 ∈ conv(S * ) afterwards.
Let now k ≥ 3, and let p be a point in X. Let F
be all dsimplices containing p that can be completed to a Birch partition of the origin into k subsets. For every F i , omitting F i leads to a Birch partition into k − 1 subsets. By induction hypothesis, there is an even number of Birch partitions into k − 1 subsets for the restriction of every F i . Now we assume Property i), and derive Property ii) by induction on k ≥ 2. The case k = 2 is due to i): B 0 (X) is even, so
Then there is a Birch partition F 1 , F 2 , . . . , F k . If we take any k − 1 of the F i , they form again a Birch partition. By induction hypothesis, the union of k − 1 many F i has at least (k − 1)! Birch partitions. In particular, there are (k − 1)! many Birch partitions of X into k subsets that start with F 1 . Let p be an element of F 1 .
For every pair F 1 , F i , for i ∈ {2, 3, . . . k}, one has again B 0 (F 1 ∪F i ) > 0 such that there is a second Birch partitionF Remark. In the induction of our second step, we didn't make use of convexity. The key is the base case k = 2:
The case d = 2 of Property i) of B 0 (X) from Theorem 2 also admits a simpler proof.
Proof. (of Property i) for d = 2) Let X be a set of 3k points in the plane in general position with respect to the origin. Recall Lemma 6:
Choose a line through the origin. This line hits at most one point from X, and it divides the plane into two half-spaces. Choose one of the two half-spaces. Then sweep a line through the origin over the chosen half-space counter-clockwise. The ray hits all points exactly once, and the sweeping leads to a linear order on the points in X. This determines a word w X of length 3k on the alphabet {+, −} in the following way: Write for every point of X the letter + when the line hits a point in the chosen half-space, and the − in the other case.
The Birch partitions of X are encoded in w X . Every possibility of partitioning w X into k substrings of the form + − + or − + − corresponds to a Birch partition. The partition in Figure 1 thus corresponds to the partition w X [1, 3, 6] , w X [2, 4, 5] of w X . A necessary condition for w X to encode a Birch partition is therefore: There are at least k many +, and at least k many −. If X has a Birch partition there are two extremal cases. Either w X consists of 2k many + (resp. −) and k many − (resp. +), or w X consists of as many + as −, plus one extra letter for odd k.
Suppose w X has a consecutive subsequence of the letter + (or −) of length l > 1. If X has a Birch partition, the l letters + of the consecutive subsequence end up in l pairwise different partition sets. To each of l letters + there is a substring of the −+ or +−. Every one of the l! possibilities to map the l letters + to the l substrings −+ or +−, leads to a new Birch partition. If w X contains a consecutive subsequence of the letter + of length l 1 > 1, and a consecutive subsequence of the letter − of length l 2 > 1 one has analogously
To prove i), it is thus sufficient to prove that any word of length 3k on the alphabet {+, −} contains the letter + (resp. −) twice in a row. This is true except for the alternating word of length 3k, which clearly encodes a Birch partition. It is easy to see that the alternating word of length 3k encodes an even number of Birch partition by induction on k ≥ 2.
Remark.
1. In general there are fewer point configurations than {+, −}-words, e. g. both words consisting of one of the letters correspond to the same configuration. More precisely, turning the line through the origin counter-clockwise until hitting a point of X changes w X : The first letter is shifted to the end with a different sign.
2. The {+, −}-encoding was used by Pach and Szegedy in [11] for studying the number of planar simplices containing the origin.
3. The {+, −}-words form an oriented matroid. For d > 2, it might be interesting to use concepts known from oriented matroid theory.
Remark. Sierkma's configuration shown for d = 2 and q = 4 in Figure 3 attains the conjectured upper bound (1) for B p (X). Hence it would be maximal for the number of Birch partitions. At the same time, Sierksma conjectured it to be minimal for the number of Tverberg partitions. Let's end this section with two problems. Both are promising starting points for future research.
Problem. Relate the properties on the number B p (X) of Birch partitions to polytope theory. Birch partitions show up while studying Gale diagrams; see Ziegler's textbook [17] for an introduction to Gale diagrams. In fact, a set
Problem. It is well-known that Radon's, Helly's, and Carathéodory's theorem are closely related. Do the results on the number of Birch partitions imply new Hellytype, or Carathéodory-type results?
On the number of Tverberg partitions
In this section, we prove Theorem 5. The proof is based on the fact that Birch partitions come up while studying Tverberg partitions. Figure 3 shows a set X of (d + 1)(q − 1) + 1 = 10 points in the plane for q = 4. A Tverberg partition can be read off as follows: Each triangle corresponds to a partition block. The point in the center is the forth block, and at the same time a Tverberg point.
In our proof, we need the following reformulation of Lemma 2.7 from Schöneborn and Ziegler [13] . Properties i) and ii) follow from the corresponding results on the number of Birch partitions from Theorem 2. For q > d + 1, both types of Tverberg partitions correspond bijectively to Birch partitions so that the number of Tverberg partitions is even. As we can not predict the type of the Tverberg partition, the lower bound is equal to (q − d)!.
Remark.
1. Our proof shows a bit more than a lower bound of (q − d)!. If we knew what type of Tverberg partition showed up, then we would obtain (q − k)! for some k ∈ {1, 2, . . . , d}. If there is a Tverberg partition of type I then the lower bound equals (q − 1)!.
2. In [7] , we improve the result of Theorem 5 by proving a lower bound for the number of Tverberg points, and by using Tverberg's theorem with constraints.
On winding Birch partitions
In this section, we discuss the following questions which come up naturally in topological combinatorics.
Question. Can the lower bounds for the number of Tverberg partitions resp. their proofs be carried over to the topological Tverberg theorem? To the the number of winding partitions? Is there a topological version of Theorem 2 on Birch partitions? Is there a winding version of Theorem 2 on Birch partitions?
Our answer to all of these questions is NO. However, these negative results may be interesting on their own: There are not many properties known that are valid for affine Tverberg partitions, and that are false in the setting of the topological Tverberg theorem. The negative results for counting winding number partitions can be seen from a graph-theoretic point of view: The lower bound for (winding) Birch partitions holds for rectilinear drawings, but the result does not hold for arbitrary graph drawings. Finally, our discussion gives rise to the following extension of Sierksma's conjecture. 
There is a one-to-one correspondence between (d + 1)k-element sets as in Theorem 2 and affine maps as above. Every Birch partition corresponds to one partition of the d-skeleton of σ (d+1)k−1 as in Theorem 10.
It is a natural question in topological combinatorics:
What happens if we replace affine with continuous maps?
Both Properties do in general not hold for B 0 (f ) in the continuous case. This can be seen from the following example. Example 11. We construct a continuous map (σ (d+1)k−1 ) ≤d → R d for k = 2 which has one Birch partition. Hence Properties i) and ii) do not hold for B 0 (f ). Start with an affine map f : (σ 2d+1 ) ≤d → R d by choosing 2d + 2 points in R d such that there is no Birch partition, but at least one d-face F that contains the origin. This can be done as shown in Figure 4 for d = 2, the boundary of F is drawn in broken lines. Now f can be altered in the complementary faceF of F -the boundary of F is drawn in dotted lines -such that the interior ofF hits the origin. All other faces remain unchanged, and {F,F } is the only Birch partition.
Motivated by the recent work of Schöneborn and Ziegler [13] , we introduce winding Birch partitions.
Definition 12
(Winding number with respect to a point). Let f : S d−1 → R d be a continuous map, and let p be a point in
in homology. Both (d − 1)-dimensional homology groups are isomorphic to Z so that our homomorphism becomes f * : Z → Z. Every group automorphism of Z is uniquely determined by the image of one of its two generators. We define the winding number of f with respect to p to be one of the two integers number which differ only by a sign.
Definition 13 (Winding Birch partition). Let
. . , F k such that the winding number W (f | ∂Fi , 0) is different from zero for each i. Let W B 0 (f ) be the number of all winding Birch partitions. For d = 2, see Figure 5 for an example of a winding Birch partition for k = 2. Only the edges of the winding Birch partition are drawn. In this case, we study drawings of K 6 in the plane. A winding Birch partition F 1 , F 2 , . . . , F k corresponds to a C 3 -factor in a drawing of the complete graph K 3k which comes with the extra condition that each cycle F i winds around the origin. 
Remark
The following lemma is a topological generalization of Lemma 7.
Then the following implication holds:
For d = 2, Lemma 14 implies: If in a drawing of the complete graph K 4 in R 2 \{0} a C 3 -subgraph winds around the origin, then there is a second C 3 -subgraph winding around the origin.
Proof. We can orient the d-faces of ∂σ d+1 such that any two d-faces induce different orientations on their common (d−1)-face. Summing up the boundary of all d-faces of ∂σ d+1 gives zero as every (d−1)-face appears exactly twice. This sum of (d−1)-faces is thus a trivial element in the simplicial chain complex of (∂σ
The above sum of (d − 1)-faces is mapped to zero as it is trivial.
By assumption, f * maps one of the summands non-trivially, so that there has to be another one which is mapped non-trivially.
The results from Theorem 2 also hold for winding Birch partitions in the case of affine maps. However, all properties do not hold in the case of continuous maps. Figure 6 . There the only winding Birch partition is {1, 2, 3} and {4, 5, 6} with winding numbers ±1 resp. ±2. For arbitrary dimension d ≥ 2, we rely on the following observation: Any example for dimension d can be extended to an example in dimension d+1. This construction is an adapted version of Schöneborn and Ziegler's construction from [13] .
Start with a map f : (σ 2d−1 ) ≤d → R d having exactly one winding Birch partition: The boundary of one (d + 1)-faces F , and that of its complementF wind around the origin. Embed R d into R d+1 by identifying it with the set
as follows: (i) Map the two new vertices 2d + 1 and 2d + 2 of (σ 2d+1 ) ≤d+1 to p 1 resp. q 1 . (ii) Perform a barycentric subdivision for the (d + 1)-face F resp.F , and map its center to q 2 resp. p 2 , and then extend f canonically to F resp.F . (iii) For all remaining (d + 1)-faces G of the original complex (σ 2d−1 ) ≤d+1 perform a barycentric subdivision, map their centers to q 3 , and then extend f canonically to G. (iv) Extend f to all (d+1)-faces that contain one of the two new vertices affinely.
It remains to check thatf has exactly one winding Birch partition. By construction step (ii), F ∪ {2d + 1} together with its complementF ∪ {2d + 2} is a winding Birch partition, and F ∪ {2d + 2} together with its complementF ∪ {2d + 1} is not. Any partition of the form G ∪ {2d + 1} together with its complementḠ ∪ {2d + 2} is not a winding Birch partition for all (d + 1)-faces G of the original complex (σ 2d−1 ) ≤d+1 , as G together withḠ is not a winding Birch partition of f . Any partition such that the vertices 2d + 1 and 2d + 2 are in the same partition set is not a winding Birch partition, as its complement does not wind around the origin by construction step (iii): The complement lies essentially in R d × R − . Observation. Example 17 shows for the first time that there might be a difference between affine and continuous maps for the numbers of Tverberg resp. winding partitions. A given Tverberg point contributes in general less to these numbers in the continuous case, than in the affine case. However, all attempts to come up with a counter-example to Sierksma's conjecture in the continuous case failed, starting with one of the minimal examples mentioned in Example 17. This led us to the extended Sierksma's Conjecture 9.
The computer project that led to Example 17 of a piecewise linear map f : K 3k → R 2 for k = 2 with only one winding Birch partition, did not find any examples for k > 2 that contradict Property ii) of W B 0 (f ). Up to now, we have also not been able to construct such an example by hand.
All examples that violate Property ii) of W B 0 (f ) contain a simplex that winds around the origin an even number of times. This suggests the following problem. 
