Video surveillance has long been in use to monitor security sensitive areas such as banks, department stores, highways, crowded public places and borders. The advance in computing power, availability of large-capacity storage devices and high speed network infrastructure paved the way for cheaper, multi sensor video surveillance systems. Traditionally, the video outputs are processed online by human operators and are usually saved to tapes for later use only after a forensic event. The increase in the number of cameras in ordinary surveillance systems overloaded both the human operators and the storage devices with high volumes of data and made it infeasible to ensure proper monitoring of sensitive areas for long times. In order to filter out redundant information generated by an array of cameras, and increase the response time to forensic events, assisting the human Operators with identification of important events in video by the use of "smart" video surveillance systems has become a critical requirement. The making of video surveillance systems "smart" requires fast, reliable and robust algorithms for moving object detection, classification, tracking and activity analysis.
I.INTRODUCTION
The system is initialized by feeding video imagery from a static camera monitoring a site. Most of the methods are able to work on both colour and monochrome video imagery. The first step of our approach is distinguishing foreground objects from stationary background. To achieve this, we use a combination of adaptive background subtraction and low-level image postprocessing methods to create a foreground pixel map at every frame. We then group the connected regions in the foreground map to extract individual object features such as bounding box, Area, centre of mass and colour histogram.
The object tracking algorithm utilizes extracted object features together with a correspondence matching scheme to track objects from frame to frame. The colour histogram of an object produced in previous step is used to match the correspondences of objects after an occlusion event. The output of the tracking Step is object trajectory information which is used to calculate direction and speed of the objects in the scene.
The detection method is detecting the foreground pixels by using the background model and the current image from video. This pixel-level detection process is dependent on the background model in use and it is used to update the background model to adapt to dynamic scene changes. Also, due to camera noise or environmental effects the detected foreground pixel map contains noise. Pixel-level postprocessing operations are performed to remove noise in the foreground pixels. 
As the generic background subtraction scheme suggests, a pixel at position (x) in the current video image belongs to foreground if it satisfies:
The Equation is used to generate the foreground pixel map which represents the foreground regions as a binary array where a 1 corresponds to a foreground pixel and a 0 stands for a backgroundpixel. 
Where, ] [i DS is normalized to have integral unit area.
V. EXPERIM ENTA L RESULTS

Colour Detection:
We decided to represent the fire colour cloud by using a mixture of Gaussians in RGB colour space. In this approach, the sample set of fire colours
is considered as a pixel process and a Gaussian mixture model with N(= 10) Gaussian distributions is initialized by using these samples. In other words, we represent the point cloud of fire coloured pixels in RGB space by using N spheres whose union almost covers the point cloud. This paper has focused on an important task to detect and track objects ahead with video camera. Our approach is mainly based on motion information. Several general features that characterize the objects ahead are robustly extracted in the video. Automatic tracking is a very interesting research area that can lead to numerous intelligent applications. Our work focused on setting up a system that may be used for intelligent applications in video surveillance scenarios. Real Time videos are more challenging because of illumination changes, nonstatic backgrounds, and occlusion. The high amount of noise and uncertainty observed in outdoor sequences makes tracking in these sequences a difficult problem to solve. We have designed a tracking system that is able to detect and track moving objects in real video. After setting up a basic system, we were able to bring significant improvements in the tracking by use of new algorithms. Thus, we were successful in both our goals of establishing a base system that can serve as a platform for future Automatic Video Surveillance research of developing new algorithms to further the state of research in the field.
