® T/A transversions, especially at the boundaries of A or T homopolymeric runs, manifest as 48 higher mutation rates in (i) introns and intergenic regions relative to exons, (ii) chromosomal 49 cores versus arms and tips, and (iii) germline-expressed genes. 50
INTRODUCTION 51
52 Spontaneous mutation is central to our understanding of the evolutionary process, given 53 its role as the preeminent source of genetic variation. A detailed understanding of the rate and 54 spectrum of spontaneous mutations is critical for the interpretation of genetic variation in natural 55 populations, the evolutionary dynamics of mutations under the forces of natural selection and 56 genetic drift, the limits to adaptation, the nature of complex human disease and cancer, and the 57 genetic and phenotypic consequences of maintaining populations at small sizes, among others. 58
Because natural variation is the result of an interplay between mutations, genetic drift and natural 59 selection, having a realistic hypothesis for genetic variation in the absence of selection is 60 essential. Furthermore, features of the genome can be shaped by prevailing mutational biases 61 such as base composition, and in turn, the base composition itself can influence mutation rates 62 (Smith et al. 2002; Krasovec et al. 2017) . Moreover, mutation rates themselves are not uniformly 63 distributed across genes in the genome. In addition to base composition, variables such as age, 64 replication timing, chromatin organization, and gene expression have been suggested to 65 influence the mutation rate (Hodgkinson and Eyre-Walker 2011). 66 67 Mutation accumulation (MA) experiments have a rich history in evolutionary biology 68 since the late 1960s, having provided us a relatively unbiased view of the mutation process by 69 enabling the study of newly originated mutations with minimal interference from the eradicative 70 influence of purifying selection. Replicate lines descended from a single ancestral genotype are 71 evolved independently under extreme bottlenecks each generation to diminish the efficacy of 72 selection, thereby promoting evolutionary divergence due to the accumulation of mutations by 73 random genetic drift. This experimental evolution design of MA experiments circumvents the 74 rate is lower than that reported by Denver et al. (2009) (t = 3.76, p = 0.004) but higher than that 147 of Denver et al. (2012) (t = 3.15, p = 0.004) ( Fig. 1) . However, there is no significant difference 148 when the average rate in the N2 strain from the two previous studies (Denver et al. 2009 (Denver et al. , 2012 149 is compared to our estimate (t = 2.03, p = 0.058). 150 151 Table 1 . Summary of the rates of base substitutions and small indels under three 152 population size treatments. Rate estimates for the N =1 MA lines represent the spontaneous 153 rate of origin of the various classes of mutations with minimal influence of selection. 154 155 N = 1 N = 10 N = 100 µ bs (/site/generation) † 1.84 ´ 10 -9 1.95 ´ 10 -9 1.83 ´ 10 -9 µ indel (/site/generation) ‡ 6.84 ´ 10 -10 9.46 ´ 10 -10 6.95 ´ 10 -10 µ ins (/site/generation) Ü 1.79 ´ 10 -10 2.28 ´ 10 -10 1.90 ´ 10 -10 We characterized small insertion and deletion (indel) events as comprising the addition or 166 removal of 100 bp sequences or less, respectively. We detected 357 small indel events in the N = 167 1 lines, resulting in a genome-wide spontaneous indel rate of 6.84 ´ 10 -10 /site/generation ( Fig. 1 (Ossowski et al. 2010) , ranging from 3.38 ´ 10 -10 to 1.37 ´ 10 -9 171 /site/generation (Fig. 1) . Our In the N =1 MA lines reflecting the spontaneous mutation spectrum, we observed small 184 deletion and insertion rates of 5.06 ´ 10 -10 /site/generation and 1.70 ´ 10 -10 /site/generation, 185 respectively ( Table 1) . This results in a significant deletion-bias of 2.98 deletions per insertion. 186
This finding is in stark contrast to Denver et al.'s (2004) study that reported a predominance of 187 insertion mutations based on a partial genome analysis (14 -29 kb) of a different set of C. higher than insertion rates ( Fig. 2A ; t = -9.63, p = 3.06 ´ 10 -12 ). The vast majority of indels in 193 our study (67% in N = 1 lines) are single-nucleotide insertions or deletions and 76% of the indels 194 are three or fewer nucleotides. The size distribution is also different between insertions and 195 deletions as a greater proportion of deletions relative to insertions exceed two nucleotides (Fig. 196 2B; Wilcoxon test: W = 48020, p = 5.73 ´ 10 -7 ). This strong deletion-bias, as well as the 197 difference in length distributions between insertions and deletions resulted in a spontaneous net 
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Figure 2. Rates and size distribution of small insertion and deletion events. (A)
The deletion rates among all MA lines are significantly higher than insertion rates (t = -9.63, p = 3.06 ´ 10 -12 ). (B) The size distribution of indels reveals that deletions tend to be larger than insertions (Wilcoxon test: W = 48020, p = 5.73 ´ 10 -7 ).
Our analysis identified 788 and 455 independent base substitutions in the N = 10 and N = 207 100 lines, respectively. The average base substitution rate in the N = 10 and N = 100 MA lines 208 was 1.95 ´ 10 -9 and 1.83 ´ 10 -9 /site/generation (Table 1) , respectively. There is no correlation 209 between population size and the base substitution rate (ANOVA F = 0.073, p = 0.79; Kendall's t 210 = 0.0698, p = 0.63) ( Fig. 3A) . We identified 227 and 116 independent indel events in the N = 10 211 and N = 100 lines, respectively. This yielded average indel rates of 9.46 ´ 10 -10 and 6.95 ´ 10 -10 212 /site/generation for the N = 10 and N = 100 lines, respectively ( Table 1) . As was the case for 213 base substitutions, we found no correlation between population size and the indel rate (ANOVA 214 F = 1.17, p = 0.29; Kendall's t = 0.22, p = 0.125) ( Fig. 3B) . A""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""""B individuals (ANOVA F = 0.073, p = 0.79; Kendall's t = 0.0698, p = 0.63). (B) The three population sizes do not differ significantly with respect to the indel rates (ANOVA F = 1.17, p = 0.29; Kendall's t = 0.22, p = 0.125).
No discernible difference in the accumulation of nonsynonymous and frame-shift mutations with 223
differing intensity of selection 224 225 Natural selection is expected to have greater consequences for the accumulation of 226 nonsynonymous substitutions and frameshift mutations relative to synonymous mutations or 227 mutations in noncoding DNA. Synonymous mutations should be predominantly neutral and we 228 do not expect their rates to vary between different population size treatments. Indeed, there is no 229 difference between the synonymous substitution rates at different population sizes ( Fig. 4A , 230 ANOVA F = 0.04, p = 0.84; Kendall's t = 0.87, p = 0.38). In contrast, many nonsynonymous 231 and frameshift mutations are expected to be deleterious and subject to purifying selection in 232 larger populations. However, we did not find significant differences in the nonsynonymous 233 substitution rates ( Fig. 4B , ANOVA F = 0.02, p = 0.89; Kendall's t = 0.27, p = 0.79), the 234 combined nonsynonymous substitution and frameshift mutation rates ( Fig. 4C , ANOVA F = 235 0.07, p = 0.79, Kendall's t = -0.09, p = 0.93), or the nonsynonymous/synonymous substitution 236 ratio (Ka/Ks) between different population sizes ( Fig. 4D , ANOVA F = 1.31, p = 0.26, Kendall's 237 t = -1.1, p = 0.27). Furthermore, the median radicality of amino acid changes did not correlate 238 with population size (Kruskal-Wallis H = 0.74, p = 0.69). 239 240
Base substitution spectrum exhibits a strong A/T bias 241 242
The pattern of base substitutions in the N = 1 lines that are under minimal influence of 243 selection should reflect the spontaneous mutation spectrum. The base substitution rate exhibits a 244 strong G/C ® A/T mutation bias, primarily driven by G/C ® A/T transitions (Fig. 5) . The 245 mutation rate from a G/C pair to an A/T pair is 2.1, 2.3 and 2.1 ´ 10 -9 , for the N = 1, 10, and 100 246 247 248 249 250 251 252 253 lines, respectively. Conversely, the mutation rate from an A/T pair to a G/C pair is 0.56, 0.57 and 254 0.51 ´ 10 -9 for the corresponding population sizes as listed above. Taking N = 1 as the best 255 estimate of the mutation rate in the absence of selection, the A/T mutation bias is 3.75. The 256 A""""""""""""""""""""""""""""""""""""""""""""""""""""""B C"""""""""""""""""""""""""""""""""""""""""""""""""""""""D The transition bias is not significantly different from random. The mutational spectrum and the Ts:Tv ratio does not vary with population size (F = 0.016, p = 0.9). therefore 0.64/0.5, or 1.28. The relative overrepresentation of transitions in the N = 10 and 100 269 lines is 1.41 and 1.28, respectively, and the Ts:Tv ratio does not vary with population size (F = 270 0.016, p = 0.9). The lack of a strong transition bias is partly due to high rates of A/T ® T/A 271 transversions in introns and intergenic regions. rates were analyzed in a three-way ANOVA for chromosomes (five autosomes, and one sex 298 chromosome), functional regions (exons, introns and intergenic regions) and recombination 299 zones (arms, cores and tips). The nucleotide substitution rates did not vary significantly between 300 chromosomes ( Fig. 7A , F = 0.86, p = 0.51). There is a significant difference between the 301 nucleotide substitution rates in exons, introns and intergenic regions ( Fig. 7B , F = 6.51, p = 302 Type%of%Base% Substitution A B 6"""""""""""7"""""""""""8"""""""""""9"""""""""10""""""""""11""""""""12"""""""""13"""""""""14""""""""15"""""""""16" 
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Substitution"Rate"(µ bs × 10 A9 ) 0"""""""""4""""""""8"""""""12""""""16 0.0015). The substitution rate in introns is significantly higher than that in exons (2.25 ´ 10 -9 303 /site/generation, and 1.51 ´ 10 -9 /site/generation, respectively; Tukey's multiple comparisons of 304 means, p = 0.001), whereas the nucleotide substitution rates in intergenic regions (1.82 ´ 10 -9 305 substitutions/site/generation) falls between that of introns and exons and is not statistically 306 different from either one. The chromosomal arms comprise 46% of the C. elegans genome and 307 are marked by a higher incidence of repetitive elements, lower gene densities, and increased 308 recombination. Chromosomal cores comprising 47% of the genome have higher gene densities, 309 lower repetitive element content, and lower recombination rates. Chromosomal tips are much 310 shorter sections at the ends of chromosomes (7% of the genome) which are not thought to 311 experience recombination (Barnes et al. 1995; Rockman and Kruglyak 2009 ). The per nucleotide 312 substitution rates differ significantly between chromosomal arms, cores, and tips ( Fig. 7C ; F = 313 6.62, p = 0.0014). The nucleotide substitution rate is higher in arms than cores (2.18 ´ 10 -9 314 /site/generation, and 1.58 ´ 10 -9 /site /generation, respectively; Tukey's multiple comparisons of 315 means, p = 0.0019), but arms and tips (2.18 ´ 10 -9 /site/generation, and 1.96 ´ 10 -9 316 /site/generation, respectively) do not differ significantly in their substitution rates (Tukey's 317 multiple comparisons of means, p = 0.82). The difference in base substitution rates between the 318 arms and the cores is evident for coding and noncoding sequences alike ( Figure 7D) . 319 320
A/T and G/C homopolymeric runs differ in their mutational properties 321 322
The number of single nucleotide A or T indels are as expected in the absence of strand 323 bias ( Fig. 8A) . Similarly, G or C single nucleotide indels do not show any evidence of strand 324 bias and occur in roughly equal frequency ( Fig. 8A ; Fisher's Exact: p = 0.508). Furthermore, 325 there is no difference in the spectrum of indels between different population sizes ( Fig. 8B) . While A/T indels are more common across the genome, the G/C indel rates are higher than A/T 333 indel rates after standardizing the rates by mutational opportunity (Fig. 8C) . The rates of indels 334 in runs of As and Ts increases with the length of the run (Fig. 8C) . Deletion rates tend to be 335 higher than insertion rates in long A/T homopolymeric runs, and they show similar tendencies as 336 a function of the length of a run. Similarly, longer runs of G/C have higher deletion rates than 337 There was no significant difference in the base substitution rate between chromosomes (F = 0.86, p = 0.51). (B) The base substitution rates differ significantly between exons, introns, and intergenic regions (F = 6.51, p = 0.0015). (C) Base substitution rates are significantly different between chromosomal arms, cores, and tips (F = 6.622, p = 0.0014). (D) A lower base substitution rate in cores relative to arms and tips applies to exons, introns and intergenic regions.
short G/C runs. In contrast, shorter G+C runs have increased insertion rates relative to long runs 338 ( Figure 8C) . The mean complexity of the sequence that incurred indels is significantly lower 339 than both (i) random sites in the genome (t-test: t = -17.03, p < 2.2 ´ 10 -16 ) and (ii) sequences 340 that incurred nucleotide substitution (t-test: t = -10.28, p < 2.2 ´ 10 -16 ). This is likely due to the 341 propensity of indels to occur mainly in A+T-rich regions, which are by nature of low complexity 342 ( Fig. 8D) . 343
344
Intrachromosomal location significantly affects the small indel rate 345
346
The effect of chromosomal location on the indel rates mirrors that of base substitutions. 347
There were no significant interactions between the effects of the chromosome and chromosomal 348 region (three-way ANOVA: F = 1.36, p = 0.19), the chromosome and the coding content (three-349 way ANOVA: F = 0.94, p = 0.5), the chromosomal region and coding content (three-way 350 ANOVA: F = 0.48, p = 0.75), or all three (three-way ANOVA: F = 0.78, p = 0.74). The indel 351 rates are not significantly different between individual chromosomes ( Fig. 9A ; Kruskal-Wallis: 352 H = 9.01, p = 0.11; three-way ANOVA: F = 2.13, p = 0.06). As was the case for base 353 substitutions, the indel rates differ significantly between exons, introns, and intergenic regions 354 ( Fig. 9B ; three-way ANOVA: F = 20.07, p = 2.45 ´ 10 -9 ; Kruskal-Wallis: H = 50.20, p = 1.26 ´ 355 10 -11 ). Indel rates were observed to be the lowest for exonic regions. Intronic and intergenic 356 regions had higher indel rates, likely attributable to these regions containing different amounts of 357 low complexity sequence. Furthermore, the indel rates differ between chromosomal arms, cores, 358 and tips ( Fig. 9C ; three-way ANOVA: F = 3.74, p = 0.24; Kruskal-Wallis: H = 18.79, p = 8.33 ´ 359 10 -5 ). While no significant indel rate differences are detected between arms and tips (t-test: t = 360 0.71, = 0.48; Mann-Whitney: U = 545, p = 0.67), indel rates are significantly lower in cores than 361 362 363 364 365 366 367 368 369 in chromosomal arms (t-test: t = 5.169, p = 3.51 ´ 10 -6 ; Mann-Whitney: U = 854, p = 4.53 ´ 10 -370 6 ). The low indel rates in the cores compared to the arms and tips were detected for all functional 371 regions (exons, introns and intergenic regions) (Fig. 9D) . The distribution of indels across the 372 A""""""""""""""""""""""""""""""""""""""""""C"
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Figure 8. Different rates and patterns of A/T and G/C indels in homopolymeric runs. (A)
The number of single nucleotide A or T indels are almost identical and G or C indels are also equally frequent as expected in the absence of strand bias in the indel calls. (B) There is no difference in the frequency of different kinds of single nucleotide indels between different population sizes. (C) G/C homopolymeric runs have higher indel rates than A/T homopolymeric runs. The frequency of A/T indels rises with increasing length of a homoplymeric but then tapers off. The deletion-bias is more pronounced for A/T indels in longer runs as the deletion rates tend to be higher than the insertion rates in long A/T homopolymeric runs. Longer runs of G/C have higher deletion rates than short G/C runs whereas shorter G/C runs have increased insertion rates relative to long runs. (D) The mean sequence complexity surrounding indels is significantly lower than for both random sites in the genome (t-test: t = -17.03, p < 2.2 ´ 10 -16 ), and sequence surrounding base substitutions (t-test: t = -10.28, p < 2.2 ´ 10 -16 ).
chromosomal regions does not differ significantly between population size treatments 373 (Supplemental Fig. S4 ; Fisher's Exact Test: p = 0.74). I"""""""""""II"""""""""""III"""""""""IV""""""""""V"""""""""""X Exon"""""""""""""""""Intron""""""""""""""Intergenic
Genomic-Region
Small-indel-rate-μ indel (/site/generation)-× 10 910
Core"""""""""""""""""Arm""""""""""""""""""Tip Core"""""""""""""""""""""""""""""Arm""""""""""""""""""""""""""""""Tip There was no significant difference in the small indel rate between chromosomes (Kruskal-Wallis: H = 9.01, p = 0.11; three-way ANOVA: F = 2.13, p = 0.06). (B) The indel rate differs significantly between exons, introns, and intergenic regions (Kruskal-Wallis: H = 50.2, p = 1.26 ´ 10 -11 , three-way ANOVA: F = 20.07, p = 2.45 ´ 10 -9 ). (C) The indel rates are significantly different between chromosomal arms, cores, and tips (Kruskal-Wallis: H = 18.79, p = 8.33 ´ 10 -5 , threeway ANOVA: F = 3.74, p = 0.24). (D) A lower indel rate in cores compared to arms and tips applies to exons, introns and intergenic regions.
Recombination
Germline expressed genes have higher mutation rates than non-germline expressed genes 383 384
The transcription of a gene has the potential to influence its mutation rate and some 385 studies have found a positive association between transcription and mutation rate (Hudson et al. 386 2003; Alexander et al. 2012; Kim and Jinks-Robertson 2012). In order to determine whether 387 germline expression of C. elegans genes is correlated with the mutation rate, we classified the 388 protein-coding genes into germline expressed and non-germline expressed genes using published 389 results (Wang et al. 2009 ). The substitution rate across all MA lines is significantly higher in 390 germline expressed genes than in non-germline expressed genes ( Fig. 10A ; two-way ANOVA: F 391 = 12.05, p = 0.0007). Chromosomal cores are more gene-rich than chromosomal arms, and we 392 previously detected a significant difference in substitution rates between those two regions. 393
Moreover, there is a significant interaction between germline expression and the recombination 394 domain ( Fig. 10B ; two-way ANOVA: F = 12.8, p = 0.0007). With respect to the core regions, 395 there was no difference in the mutation rates of germline and non-germline expressed genes. In 396 contrast, germline expressed genes have higher mutation rates than non-germline genes when 397 residing in the chromosomal arms and tips. 398 399 transversions. If all A/T ® T/A transversions are excluded from the analysis, we no longer 412 observe significant differences in mutation rates between (i) exons and non-coding DNA (Fig.  413   11A) , nor (ii) between germline and non-germline transcribed genes (Fig. 11B) . In contrast, 414 there still exists significant mutation rate variation among chromosomal cores, arms and tips 415 despite the exclusion of A/T ® T/A transversions ( Fig. 11C ; ANOVA F = 3.9, p = 0.024). This 416 variation is primarily due to a significant difference in mutation rates between chromosomal 417 cores and arms (Tukey's multiple comparisons of means, p = 0.02). In sum, the nonrandom 418 distribution of mutable motifs can account for the differences between coding and non-coding 419 DNA, as well as transcription-related differences in mutation rates, and they contribute to the 420 differences in mutation rates between cores, arms and tips. However, the difference in mutation 421 rate between cores, arms and tips are not fully explained by context dependent A/T ® T/A 422 whereas the base substitution rates vary less than two-fold (reviewed in Katju and Bergthorsson 490 2019) . Furthermore, many whole-genome sequencing (WGS) studies of MA lines do not report 491 indel rates. However, the small indel rate for C. elegans from this study falls within the range 492 reported from MA studies in a few metazoans (0.31 ´ 10 -9 to 1.37 ´ 10 -9 ; Katju and Bergthorsson 493 2019). Our genome-wide estimate of the small indel rate is considerably lower, namely less than 494 6%, of the originally reported rate for C. elegans (Denver et al. 2004 ). In another notable 495 departure from previous results which found that insertions outnumbered deletions in the C. The varying population size design of our spontaneous MA experiment allowed us to 508 investigate the influence of increasing selection efficacy on the evolutionary dynamics and 509 persistence of newly occurring nuclear SNP and small indel mutations. Notably, there was no 510 correlation between the frequency of base substitutions, nonsynonymous substitutions, or small 511 indels with population size. This is interesting in light of significant negative correlations 512 observed in this very set of MA lines between population size and (i) nonsynonymous 513 mitochondrial mutations (Konrad et al. 2017) , and (ii) many aspects of gene copy-number 514 changes (Konrad et al. 2018) . For example, gene deletions accumulated at a higher rate in the N 515 = 1 populations than in the larger populations (Konrad et al. 2018) . Similarly, both duplications 516 of highly expressed genes, and those that strongly increased the transcript levels of duplicated 517 genes also accumulated more rapidly in the N = 1 than in the N = 10 or N = 100 populations 518 (Konrad et al. 2018 ). This suggests that both mitochondrial mutations and gene copy-number 519 changes are under more stringent purifying selection than nuclear base substitutions or small 520 indels. 521
Context-dependent A/T ® T/A transversions contribute to intrachromosomal variation in
522
The predominance of transitions over transversions is commonly observed in molecular 523 evolution studies (Vogel and Röhrborn 1966; Fitch 1967; Wakeley 1996) . The key mechanisms 524 contributing to this transition bias are held to be (i) selection against transversions which are 525 more likely to cause missense mutations than transitions, and (ii) mutational bias due to the 526 structural similarities among purines and pyrimidines respectively (Stoltzfus and Norris 2016). 527
We did not observe a genome-wide mutational bias towards transitions in our C. elegans MA 528 lines, a pattern that has also been noted by others (Denver et al. 2009 (Denver et al. , 2012 . Without any base 529 substitutional bias, transversions are expected to be twice as frequent as transitions and the 530 frequency of transitions and transversions in our study is not significantly different from this 531 expectation. However, in exons where a transition/transversion bias is most likely to have 532 consequences for fitness, we do in fact observe a transition bias. The number of transitions and 533 transversions are roughly equal in exons, which means that transitions are twice as frequent as 534 expected if there was no bias. The near universal base substitution bias towards A/T nucleotides 535 is also observed in our results as G/C ® A/T substitutions are 3.75-fold more likely than 536 mutations in the opposite direction. This base substitution bias predicts an equilibrium base 537 composition of 26% G/C, which is lower than either total G/C content of the C. elegans genome 538 (36%) or the G/C content of intergenic DNA and introns (33%). Assuming that the mutational 539 biases under experimental condition are the same as the prevailing mutational biases in the wild, 540 the departure of the observed G+C-content from the expected suggests that other mechanisms 541 than the biases of spontaneous mutations are influencing the base composition of the C. elegans 542 nuclear genome. Higher G+C-content than expected by mutation pressure alone seems to be the 543 rule in genome evolution, and it is usually presumed that natural selection for higher G+C-544 content and/or biased gene conversion are responsible. However, this departure from equilibrium 545 G+C-content also has the effect of increasing the mutation rate (Krasovec et al. 2017) . substitution patterns in our MA lines. Introns and intergenic regions have significantly higher 554 mutation rates than exons in our study. It is usually assumed that differences in substitution rates 555 between introns and exons are due to selection rather than intrinsic differences in mutation rates. 556
However, lower mutation rates in coding sequences relative to non-coding ones have been 557 observed in other MA experiments and were ascribed to transcription-coupled repair (TCR) and 558 differential efficiency of mismatch repair (MMR) between coding and non-coding DNA 559 (Krasovec et al. 2017) . Additionally, a recent study of somatic mutation rates in humans 560 concluded that introns have higher mutation rates than exons due in part to greater efficiency of 561 mismatch repair in exons (Frigola et al. 2017) . The data presented here suggest that the 562 difference in mutation rates between introns and exons in C. elegans is caused by strongly 563 context-dependent A/T ® T/A substitution mutations. These mutations, which are particularly 564 frequent at the boundaries of A and T homopolymeric runs, are in turn more common in introns 565 and intergenic regions and less prevalent in exons. Indeed, if we exclude A/T ® T/A mutations 566 from our analysis, the difference in mutation rates between exons and introns disappears. Hence, 567 the higher mutation rates in introns and intergenic regions compared to exons in C. elegans is 568 due to a higher prevalence of mutagenic motifs in introns and intergenic regions. frequency, and the tips have low recombination frequency. Our previous study of spontaneous 581 gene copy-number changes in these C. elegans MA lines found that duplication and deletion 582 breakpoints were more frequent in arms and tips than in the cores (Konrad et al. 2018) . In this 583 study, the distribution of base substitutions and indels follow the same pattern, with significantly 584 lower mutation rates in the cores relative to the arms and tips. Our comparison of the base 585 substitution spectrum in cores vs. arms and tips revealed that A/T ® T/A mutations are 586 disproportionately more common in the arms and tips than in the cores. Even when A/T ® T/A 587 mutations are excluded from the analysis, there is still a difference in substitution rates between 588 recombination domains. However, just as with the difference in mutation rates between exons, 589 introns and intergenic regions, the difference in mutation rates between cores vs. arms and tips is 590 also a function of the frequency of A/T homopolymeric runs. 591 592 Experiments in several organisms have suggested that frequent transcription can render 593 the transcribed DNA more vulnerable to mutations (Klapacz and Bhagwat 2002; Hudson et al. 594 2003; Kim and Jinks-Robertson 2012). For such an effect to influence the mutation rates in 595 multicellular animals, germline transcribed genes could hypothetically have higher mutation 596 rates than genes that are only expressed in the somatic tissues. Our results initially suggested that 597 germline expressed genes may have higher substitution rates than non-germline expressed genes. 598
However, this effect was only detected in germline transcribed genes located in the chromosomal 599 arms, and not in the cores. Upon further analysis, we found that the association between germline 600 transcription and the base substitution was due to context-dependent A/T ® T/A substitutions in 601 the introns of germline transcribed genes. Hence, the higher mutation rates of germline expressed 602 genes in our MA lines was not due to a general increase in the substitution rate and it did not 603 extend to exons of these genes. 604 605 This study contains the largest set of mutations for a spontaneous MA experiment 606 employing the C. elegans N2 wild-type strain. The analysis of base substitutions in our MA lines 607 confirmed some previous results regarding the mutation rates, and mutational biases. Other 608 results add context to previous observations. For example, the lack of transition bias is primarily 609 due to high transversion rates, specifically A/T ® T/A, in introns and intergenic regions and 610 does not extend to exons. The analysis also illustrates that correlations between recombination 611 frequency, genomic location and transcription with mutation rate can arise from the nonrandom 612 distribution of mutagenic motifs. The efficacy of natural selection versus genetic drift depends 613 on the effective population size. These MA experiments utilized different population sizes to 614 reveal the effects of different efficacy of selection on the accumulation of mutations. Previous 615 phenotypic analyses of these MA lines for two fitness-related traits indicated that (i) the N = 10 616 and N =100 populations did not suffer significant decline in fitness due to deleterious mutations, 617 and (ii) most of the decline in fitness in the N = 1 populations was due to mutations of large 618 effects . Alternatively, the observed decline in fitness traits could be due 619 to a large number of mutations with small fitness effects. The lack of a correlation between 620 nuclear base substitution rates and population sizes is consistent with the previous results that a 621 small number of mutations are responsible for the fitness decline in the N = 1 lines. Finally, we 622 note that a negative correlation was indeed found between population size and the accumulation 623 of mitochondrial mutations, gene deletion rates and transcript abundance of duplicated genes in 624 these experiments. The differences between the results for mitochondrial mutations and gene 625 copy-number changes on the one hand, and nuclear base substitutions and small indels, on the 626 other, are consistent with the view that the former have, on average, more detrimental effects on 627 fitness. against the RNA-sequencing data set previously described in Konrad et al. (2018) . The RNA-Seq 725 reads were realigned using STAR in order to allow for indel-aware alignment of these reads 726 (Dobin et al. 2013 ). Verification of all variants was done via computational analysis of the 727 CIGAR scores in the BAM files, and finalized manually using the Integrative Genomics Viewer 728 (Thorvaldsdóttir et al. 2013 ). Of the 199 substitutions detected in the exons, 195 were verified by 729 RNA-Seq data. The four variants that could not be validated by RNA-Seq were associated with 730 line 1T which went extinct at MA generation 309 . RNA for line 1T was 731 extracted from an earlier stock cryopreserved at MA generation 305. 35 indels were detected in 732 exons that were also covered by the RNA-Seq data. All of these indels were verified in the RNA-733 where Fvar refers to the number (or sum of frequencies) of single nucleotide polymorphisms or 757 indels within the line, G refers to the number of generations through which the line was 758 propagated, and Btotal refers to the total number of bases in the genome that meet the same 759 thresholds required for variant identification relative to the N2 reference genome (version 760 WS247). Btotal was individually calculated for each genome by counting the number of positions 761 within the sequenced genome that met the same quality thresholds as those required for a variant 762 to be called. For populations of size N > 1, the sum of frequencies of variants was calculated 763 from the proportion of individuals sequenced for each population that carried each of the variants 764 of interest. Btotal in populations of size N > 1 was averaged across the genomes of the individuals 765 sequenced for that population. Mutation rates for each of the population sizes were calculated by 766 averaging the population-specific mutation rates within each population size treatment: ) = 767 ; < 456 = > =?@ A , where vari refers to the population specific mutation rate, and n refers to the total 768 number of populations of a given population size (N) (17, 10, and 5 for populations of size N = 1, 769 10, and 100, respectively). The number of generations through which each population was 770 propagated differed between the lines of size N = 1 ( Supplementary Table 2 ), as some 771 populations became too sick to be propagated any further, or went extinct. 772 773 Every mutation was initially assigned to one of three intra-chromosomal regions 774 classified by their recombination rates as described in Rockman and Kruglyak (2009) : cores, 775 arms, and tips. The expected distribution of variants across these regions was estimated based on 776 the proportion of the genome falling within each category. Every protein coding gene was 777 categorized as either a germline or non-germline expressed gene based on the data of Wang et al. 778 (2009) . Germline mutation rates were calculated by summing the number of mutations within 779 each line that fell onto any of the germline genes and dividing that by the total number of high-780 quality bases within germline genes. Mutation rates for non-germline genes were calculated in 781 the same fashion. 782
783
We calculated the median amino acid radicality for the pool of amino acid replacement 784 substitutions by first calculating a radicality score for each amino acid change. For this, we used 785 the six biochemical classification schemes described in Sharbrough et al. (2018) to determine 786 how radical any given amino acid change is. For instance, if a pair of amino acids is assigned 787 into the same class for all six schemes, the amino acid substitution is assigned a score of 0. If 788 only three out of the six schemes assign the amino acids into the same category, the substitution 789 will have a score of 0.5, and if no scheme classifies the amino acids the same, the substitution 790 will have a radicality of 1. Before the mean of the radicality scores for each substitution within a 791 line was calculated, we normalized each score by the frequency of the variant within its 792 population. 793 794 Normalization of mutation spectra and category specific mutation rates (arms, cores, tips, 795 exons, introns, etc.) were calculated by dividing the raw variant counts or frequencies for each 796 category by the number of bases in the genome belonging to each category and which met the 797 same quality thresholds as those required for variant calling. 798 799 Sequence complexity was calculated as previously described (Morgulis et al. 2006) . 800 Briefly, given a sequence (a) of length n and 64 possible triplets of {A, C, G, T}, the occurrence 801 of each possible triplet (t) was counted across the sequence and yields ct(a). The total number of 802 overlapping triplets occurring in any sequence (l) equals n-2. Sequence complexity (S(a)) was 803 then calculated as: 
