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Almtract - -An efficient method for computing impulse response matrices of nonmonic multivariable 
second order systems is proposed. A procedure has been developed, which uses some properties of 
regular matrix polynomials P(s) = s2A2 + sAI + Ao, with A2 identically singular. An algorithm 
suitable for computer use is established and its applications can be effectively controlled via the newly 
introduced special graphical scheme. It produces imultaneotudy the adjoint and determinant of the 
matrix polynomial P(s) and avoids the inversion of any matrix. Moreover, all computatiolm can be 
performed on constant matrices and coefficients, only. It is shown that substantial eccmomy m~v be 
achieved in computation time and storage when solving large order problems, characteristic of many 
physical plants and engineering structure. 
I. INTRODUCTION 
In the last decade increasing attention has been devoted to the studies of multi-input, multi- 
output systems represented by the following second order state-space model 
A2~ + Al k + Aoz  = Bu,  (la) 
and 
y = Cz + Du, (lb) 
where z - x(t), u = u(t) and y = y(t) are the second-order state vector, control vector and 
output vector, of n, p and m components, respectively. The constant matrices A0, AI, A2, B, C 
and D have appropriate dimensions. 
This type of multivariable systems representation can result directly from lumped parameter 
models, or distributed parameter systems described by appropriate partial differential equations 
that are most often discretized by the finite element method [1]. They appear also in linearization 
methodology applied to nonlinear systems about a nominal trajectory [2]. 
The model (1) can describe electrical [3,4], mechanical [5], robot manipulators [6], thermal [7] 
and other systems [8], by appropriate choice of forcing terms, u (source voltage or current in 
electrical systems, force or moment in mechanical systems, etc.) and internal variables, z (charge 
or voltage, displacement or angle, respectively, etc.). Analogies exist among the various types of 
systems [9]. 
Following the values of detA2, two cases of second order multivariable linear systems can be 
distinguished. The first case called monic, or nonsingular, or normal systems is for 
A 
det A2 # 0, (2) 
and is modeled by a second order state space equation of the form 
+ A'I i + A'o z = B' u, (aa) 
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and 
v = C'z + D'u, (3b) 
where A t = A~IA1, AIo = A~IAo, B' = A~IB, C' = C and D' = D. 
The second class is called nonnmnic, or singular, or generalized state-space aswell as descriptor 
systems [10]. These systems have 
det A2 A__ 0, (4) 
and they are described by equations (1). 
Note that monic systems can be considered as a special case of systems described by equa- 
tions (1) with As -- I (a unit matrix). In this paper, our attention will be focused mainly on 
nonmonic systems. 
Frequently, equations (1) are transformed into an equation of the first order 
, 0] 
which has dimensions twice the size of equations (la), where z : ~ expresses one of components 
of the first order state vector [z, z]' (the superscript ' denotes the transposition). 
Note that in mathematical model (5), some original direct information about influences of par- 
ticular classes of elements on the system's dynamical behavior are destroyed. Moreover, another 
and more fundamental discrepancy between equation (la), on the one hand, and equation (5), 
on the other hand, is the difficulty in setting up the concept of an adjoint equation in the former 
case. The bilinear functional involved in the appropriate form of the Green's formula is itself 
unsymmetrical and depends on t [11]. For above reasons, our main purpose here is to deal directly 
with equations (1) and point out some advantages in doing so. 
This paper establishes an algorithm, suitable for computer use, for the analysis of nonmonic 
second order multivariable linear systems. In particular, an algorithm is derived for determination 
of the term 
M(s) = [s~A2 + sA1 + Ao] -1, (6) 
which is taken from the transfer function matrix G(s) of (1) where 
G(s) = C[s2A2 + sA1 q-Ao]-IB % D. (7) 
The impulse response matrix g(t) is determined as the inverse Laplace transform of the matrix 
G(s), so that we can write 
g(t) = £- IG(s) .  (8) 
In what follows, we shall assume that the nonmonic matrix polynomial [5,8] 
P(s) = s 2 A2 + s A1 + Ao, (9) 
is regular, i.e., it is nonsingular for all except a finite number of s E C. We recall also that if 
A2 = I, the polynomial (9) is called monic. 
The layout of this paper is as follows. In Section 2, we shall present an efficient method for 
determining the impulse response matrix (8). Section 3 is concerned with appropriate expressions 
for a special graphical scheme leading to important simplifications in practical applications of the 
algorithm. In Section 4, we shall give certain examples illustrating the efficacy of the presented 
method regarding such important properties as no matrix inversion eeded for its application. 
Concluding remarks are given in Section 5 ,where we shall also discuss advantages of the presented 
approach for computing monic systems and special cases of nonmonic systems. 
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2. THE ALGORITHM 
To compute the transfer function matrix (7) under the above made assumptions concerning 
the matrix polynomial (9), some appropriate relations, suitable for classic (first order) nonmonic 
systems [12,13], will be extended to the systems under study. For the sake of simplicity, we shall 
drop the matrix D from the transfer function matrix G(s). It can be easy incorporated in the 
final expression by a simple addition. 
An efficient formula suitable for determining matrix G(s) can be derived from the well known 
Cayley-Hamilton theorem applied directly to P(s). Hence, we can write 
det[zl- P(,)] = O, (10) 
or, equivalently, 
Z n Jl" a l (8)  2 ~n-x "Jc • • • "~- (Zn-1( ' )  Z -~- On(,)  = 0. (11) 
The above equation is also satisfied by the regular matrix polynomial P(,) itself. Thus, substi- 
tuting P(,) in equation (11) gives 
en(a)  + al (S)  pn- l ( , )  "Jc • • • "~- an- l (8 )  P ( , )  "~- ( In( , )  I T "- O, (12) 
where I and 0 denote the n x n unit matrix and zero matrix, respectively. 
Prom equation (11) and assumed regularity of the matrix polynomial P(s), follows that 
1 
I = -a - "~ [P"(s) + a l ( ,  ) en - l ( , )  ~_ . . .  _~ an_ l ( ,  ) p ( , ) ] .  (13) 
Now, premultiplying both sides of equation (12) by p-1(,) yields 
p_ l (s )  - 1 [.pn_l(S) Jral(s)pn_~(s).l.....l. an_l(S) i]" (14) 
Thus, substituting formula (14) into equation (7) leads to the expression 
ain(s) C aik_l(,)P"-t(s) B. (15) 
Observe that to compute the transfer function matrix (15), all coefficients at-l(S) and successive 
powers n - k (k = 1,2,. . . ,  n) of the regular matrix polynomial P(s) are to be determined. 
For this purpose, it is easy demonstrate by induction that the k th power of matrix polynomial 
P(s) can be expressed in the following manner 
pk(,) = $2k P2t,2t + ,2t-1 P2k,2t-1 "Jr"" "Jr s P2t,1 + P2t,o, (16) 
with k = 0, 1,. . . ,  n - 1. The constant matrices P2t,2t-t (i - 0, 1,. . . ,  2k) can be easy computed 
by using the recurrence formula 
P2t,2k-z = P~t-2, 2t-2-t+2 A0 + P~t-2, 2k-2-t+l A1 + P2t-2, 2t-2-t As. (17) 
In the next section, a useful graphical scheme leading to important simplifications in performing 
the indicated operations will be developed. Furthermore, we can also observe that the coefficients 
at(s), k = 0, 1,... ,n, can be represented asfollows 
aik(S) __ 82k a2k,2k "{- S2k-1 ai2k,2k-1 +""  "}" $ ai2k,1 "}" a2k,0, (18) 
where the coefficients ai~,2k-t (I = 0, l , . . . ,2k)  are real numbers. They can be computed by 
recurrence formulae analogous to the respective one for P2t,2t-a, namely 1[ 
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where tr[L] denotes the trace of matrix L. It is easy to check by inspection that substituting 
expressions (16) and (18) into (15) yields 
F2n - 2 ] 
G(s) = 1 i x-" ° r2 . -2 - .  ] B, 
L r=O 
(20) 
where the constant matrices P2,-2-r, r - 0, I,... ,n -  2, are determined by 





Thus, if we denote by f(t) the inverse Laplace transform of the scalar term (-1/a,(s)), i.e., if 
we compute 
then the impulse response matrix of a nonmonic second order multivariable linear system takes 
the form 
g(t) = c f(2"-2-r)(t) + 
L r--.O = 
(23) 
Then, in a general case, the impulse response matrix of nonmonic second order multivariable 
systems contains terms depending on the corresponding derivatives of the Dirac delta and, in 
consequence, the system response on a forcing input may be represented as the sum of slow and 
fast responses, respectively. 
Note, that no matrix inversion is necessary if we use the above expressions to determining the 
transfer function matrix G(s) and its inverse Laplace transform g(t). This makes the approach 
much easier to implement for a computer application than the ones available up to now. Moreover, 
to compute the impulse response matrix g(t) is only needed the inverse Laplace transform (22) 
of the scalar term (-1/a,(s)). In order to obtain f(t), analytical or numerical methods have 
to be adopted, as shown in [14,15]. With the advent of fast computers and the development of
efficient computational lgorithms, the problem of determining the function f(t) from its Laplace 
transform (-I/an(s)) seems to be considered as well developed. This fact shows that the present 
algorithm does not need to establish the scalar inverse Laplace transform procedure. 
The most important advantageous feature of the present approach can be pointed out as follows. 
The proposed algorithm requires additions and multiplications of respective constant matrices 
and of scalar coefficients only. No matrix inversion is needed in using this approach. Note that 
in matrix computations it is customary to count multiplicative operations only, since the number 
of additive operations i  approximately the same. Thus, the algorithm for computations of G(s) 
given by (7) is very interesting from the point of view of an operations count and assessment for 
the storage requirements of computer implementations for the general in the multiplicity of second 
order state variables of a linear dynamical system. The computational load can be minimized 
by recognizing the specific structures of the matrices involved, since in practice they often are 
rather sparse. It is also possible to realize rather large reductions in computation time by a 
technique known as parallel processing, in which each of n components of the transfer function 
matrix (20) is computed independently [16]. The product of two n x n matrices can be evaluated 
simultaneously with a parallelism of n s. 
It must be underlined that the proposed algorithm is numerically very stable and has the 
advantages of being independent of the eigenstructure (possibly ill-conditioned) of the second 
order state matrices A0, A1 and A2. Moreover, it can be directly applied to computing the 
transfer function matrix of monic, i.e., nonsingular, second order multivariable systems. Indeed, 
in a such case we have detA2 ~ 0 ,but it is unnecessary totransform equations (1) into equation (2) 
by inversion of the matrix A2 (costly and time consuming task), because the algorithm works 
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accurately for wide class of dynamical inear systems. Thus, the approach avoids the necessity 
of inversion of matrix A2 for all possible cases of second order state-space representation of 
dynamical inear systems. 
Furthermore, some other interesting cases (from the point of view of the dynamical systems 
theory), of second order multivariable linear systems can be studied by this method. The results 
obtained in this field are now under study and will be published separately as soon as possible. 
3. THE GRAPHICAL  SCHEME FOR COMPUTATIONAL PURPOSES 
All computations of the constant matrices P2k,2k-1 (k -- 0, 1, . . . ,  n -- 1; l ---- 0, 1 , . . . ,  2k) ap- 
pearing in expression (18) can be performed successfully by using the diagram shown in Figure 1. 
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Figure 1. The general form of the grapldcal scheme. 
In this diagram, the respective matrix s 2k-I P2k,2k-i is attached to the node (2/c, 2k - I) 
formed by intersection of the k th and I th lines. To determine the matrix P2k,2k-i corresponding 
to a chosen node (2k, 2k - I), the use of the two levels hierarchy approach or an oriented graph 
approach is recommended. 
3a. Two Levels Hierarchy Approach 
This approach proposes to use the so-called "three-branches node" rule from which P2t,2t-1 
can be computed. Indeed, this matrix is related directly to three upper nodes matrices, that 
correspond to three top nodes directly connected with a given node in the diagram. Thus, '~hree 
branches node" rule can be applied in the following manner: A matrix P2t,2t-i related to a 
bottom node (2k, 2k - l) is the sum of the upper left node (2 (k - 1), 2 (k - 1) - i + 2)-matrix 
P2(k-1),2(k-1),l+2 multiplied by A0, the upper top node (2 (k -  1),2 (/c - 1) - i + 1)-matrix 
P2(k-1), 2(k-1)-l+l multiplied by ,41, and the upper right node (2 (k - 1), 2(k - 1) - / ) -mat r ix  
P2(k-1), 2(k-1)-I multiplied by A2, with the conditions 
P2(k-1), 2(k-1)+¢ -- 0, if q > 0 or q < -2  (k - 1), (24) 
where k _ 1. 
Thus, we have 
P2/~, 2k-I = P2(k-1), 2(k--1)--i-#-2 Ao "-[- P2(t-1), 2(k--1)--i-I-1 A1 " ["  P2(t-1), 2(li--1)--I A2, (25) 
for k = 0, 1 , . . . ,  n and i = 0, 1 , . . . ,  2k. The "three branches node" rule is illustrated in Figure 2. 
For example, if we put k -- 3 and l - 0, 1, 2, 5, 6, successively, we have 
Ps,s = P4,6 Ao -I- P4,5 A1 -I- P4,4 A2 -- P4,4 Ai = A~, (P4,s = P4,5 = 0), 
Ps,~ = P4,s Ao + P4,4 a l  + P4,s A2 = P4,4 a l  + P4,3 A2 = A~ A1 + a l  A2  + A2 .A.1 a2 ,  (P4,s "- 0), 
P6,4 -" P4,4 Ao -I- P4,3 A1 -t- P4,2 A2 = A~ Ao + A1 A 2 A1 Jr A2 .A~ -1- Ao A2  Jc a l  2 a2 -F A2 Ao A2, 
P6,1 = P4,1 ao "~ P4,0 A1 "~" P4,-1 A2 "- A0 a l  A0 Jc ,41 A0 ~ + A0 ~ A1, (P4, - I  - 0), 
Ps,o = P4,o Ao + P4,-1 A1 + P4,-2 A2 - P4,o Ao -- Ao 3 , (P4,-1 = P4,-2 = 0). 
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Figure 2. The "three branches node" rule in the two levels hierarchy approach. 
Using these expressions, we can evaluate the 3rd power of the polynomial (9). The above result 
can be easy verified by direct using the diagram shown in Figure 1 and the "three branches node" 
rule. 
The diagram presented in Figure 1 can also be useful in determining the coefficients a2s,,~k-t of 
the polynomials ak(s) (with k -- 0, 1, . . . ,  n; ! = 0, 1,2, . . . ,  2k) given by expression (18). Constant 
coefficients a2k,9-k-z can be computed, following the so-called "tree-top" rule. It states that the 
coefficient a2k,9-k-t corresponding to node (2k, 2k - l) in the diagram shown in Figure 1 can be 
found as an appropriate trace of the sum of matrices related with all nodes appearing in the 
upper part of the diagram with respect o the given node, provided that each matrix P,,w in this 
sum is premultiplied by a respective coefficient aq,r with indices resulting from the expressions 
q+s=2k,  r+w=2k- l ,  r<q and w < s. (26) 
Thus, we have 1[ 
a2k,2k-t =--~tr P2k,2k-t 
where q and s take only even integer eal values. 
+ 1 "'"P"] ' (27) 
r_<q,w<, 
To illustrate this rule, we put k = 3 and 1 = 2 so that we obtain 
1 
a6,4 ---- - -~  triP6,4 -b a4,4 P2,0 -b a2,0 P4,4 + a4,s t>2,1 + a2,1 P4,3 + a4,2 P2,2 ac a2,2 P4,2]. 
Numerical examples performed on the base of the presented procedure are included in the next 
section. 
3b. Oriented Graph Approach 
In order to explain this approach, note that if all the branches of the diagram shown in Figure 1 
except the horizontal ones are considered as weighted, the directed ones, i.e., all the vertical 
branches, are labeled with the matrix Ax as their weight, and dbected from the top to the 
bottom, the left oblique branches are labeled with the matrix A2 and directed from the right- to 
left-hand side, and all right oblique branches are labeled with the matrix A0 and directed from 
the left- to right-hand side, then Figure 1 represents an oriented graph. In this graph, the top 
node is considered as a source node and all remaining nodes are considered as intermediate or 
sink nodes. Observe that there is any feedback branch in this graph. 
The corresponding matrix P2~,2k-t (k -- 0, 1, . . . ,  n; i -- 0,1, . . . ,  2k) is attached to e~ch of the 
sink nodes (2k, 2k - l) of the graph. It can be computed as the sum of the trmmfer function 
matrices of all possible cascades from the source node to the considered one. Thus, we can write 
q 
P k,2k-t = rr, (28) 
r=l  
where Tr denotes the transfer function matrix of the r th cascacle and q is the number of cascades. 
It must be underlined that, in a general case, the transfer function matrix Tr is equal to the 
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product of transfer function matrices of all branches with the order of their appearance in the 
cascade. If the matrices A0, At and A2 commute in pairs, then they involve some supplementary 
simplifications in the procedure. In order to illustrate the presented formula, let us compute 
the matrix/)6,4 estimated beforehand. By inspection of the oriented graph corresponding to the 
diagram shown in Figure 1 we obtain 
Ps,4 - ~ Tr, (29) 
r=l 
where Tt = As A~, Ts = A~ Ao, T3 = As A1 A2, T4 = A1A2 At, T5 = A~ A2 and Te = A0 A~. 
Substituting the above expressions into (29) yields 
P6,,t = AsA~ + A~Ao+ A2AoA2+ A1AsA1 + A~A2+ AoA~ 
Note that this result is the same as the one obtained before. 
Some advantages in using this approach are evident because it eliminates the need of computing 
intermediate node matrices that is necessary in the two levels hierarchy approach. It is easy to 
see that the approach presented here can be also useful for computing the coefficients a2k,~k-t by 
the "tree top" rule. 
4. ILLUSTRATION EXAMPLES 
Let us now proceed to consider the computational dvantages of the procedure based on the 
presented algorithm. We will demonstrate his procedure through suitable xamples. 
EXAMPLE 1. Compute the inverse of matrix polynomial (9) with 
[!11] i i3i] [453 l As= 0 1 , A I= - 1 - , Ao= -3  0 2 . 
-2  2 5 -11 2 -1 
Thus, we have n = 3; to solve the problem by applying the algorithm presented in the previous 
sections, we used MATLAB [17] as the appropriate software; the computations have been per- 
formed on an IBM PC. After introducing P2,2 = A~_, P2,1 = A1 and P2,0 = A0, the following 
steps can be realized. 
Step 1. Using (27), find a2,2, a2,t and a2,0. 
Step 2. On the basis of (25) or (29), compute/)4,4, /)4,3, P4,s, P4,1, P4,o, and using (27), 
find a4,4, a4,3, a4,2, a4,1 and a4, O. 
Step 3. Using (27), compute/)6,6, Ps,s,..., Ps,0 and then, by (27), compute as,s, as,5,..., 
a6,o. 
Step 4. Form the matrices 
Pk = P4k + E aqr P,w, k = 0, 1,.. . ,  4. 
q+s=4, r~f  
Step 5. Compute 
p-l(~)= 4 1 6 ~-~8 k Pk. 
E/=O a6,1 S! k=O 
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As the result, we obtain 
p - l ( s ) _ -  - -  
Os 6 - 27s  s + 98s  4 - 227s  s + 31s  2 + 366s  - 91 
2 
x s 4 2 
-4  
21 




0 - + s s 2 
0 84 
16 37 + s 
-27 21 
-10 
29 -17 . 
47 - 15 





It must be noted that all computations have been performed on constant matrices and scalar 
coefficients, only, with floating point operations. The result obtained by the two approaches from 
Section 3 are coincident. 
EXAMPLE 2. Consider a system (1), with matrices 
A2 = , A1 = 0 ' - - ' 
Observe that the corresponding matrix polynomial P(s) is regular, so we can use the above 
presented algorithm to determine the system's transfer function matrix G(s), in accordance with 
expression (14), and then using expressions (22) and (23), compute the system's impulse response 
g(t). In this case we have n = 2, so that the graphical scheme takes the form shown in Figure 3. 
A 
k=0 . . . . . . . . . . . . . . . . . . . . . . . .  \\C ° ~. ////////-~-°il'P°fx\\\\\\\ ~/ /  
:~ . "l' / . J r  \ 
k~l . . . . . . . . . . . . .  -~'-i,~ . . . . . . . . .  ; - -2 ' - !  . . . . .  _~ 2. o 
1 / "\\ /IX~\ J /  
. . . /  % 
- - :  . . . .  "-: . . . . . .  "- i  . . . .  . . . . .  T"°  
lffiO l f f i l  I=2  lff i3 i s4  
Fism~ 3. The graphical scheme for n = 2. 
Thus, we obtain 
where 
1 P-l(s) = -a - '~  [P(s) + al(s) I], 
P(s )  = s 2 P2,2 + s P2,1 + P2,o, 
a l (s )  -" s 2 a2,2 + s a2,1 + a2,0, 
a2(s) "- s 4 a4,4 -I- s s a4,s  -i- s 2 a4,2 "}- s a4,1 -I- a4,0. 
Using the presented ~lgorithm we compute 
(3o) 
P2,2 = A2, P2,1 = A1, P2,0 = A0, 
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and 
a2,z = -tr[Pz,2]  = -1 ,  as,x = -tr iPs ,  z] = -3 ,  a2,0 = -tr[P2,0] "- -3 ,  
1 1 tr[A] -- As] = 0, a4,4 = -5  triP4,4 + as,2 Ps,s] = -5  
1 1 tr[Az A1 + A1 As - 3A2 - AI] = 0, a4,s = -~ tr[P4,a -t- a2,1 es,2 q- as,2 P2,1] -" -2  
1 
a4,s = -~ tr[P4,s + as,o Ps,s + a~,s P2,o + as,1 Pz,1] 
1 
= -2  tr[A2 Ao + A~ + Ao As - 3As - Ao - 3a~l = -2, 
1 1 tr[A1 Ao + Ao A1 - 3Ao - 3A1] = -4 ,  a4,a = -2  tr[P4,1 + as,1 P2,o + as,o P2,1] = -2  
1 1 tr[A s _ 3Ao] = -2.  a4,o = --2 tr[A4,o + a2,o P2,o] = -2  
Thus, we have 
a l (s )  : a2,2 s 2 -t- a2,1 s q- a2,0 : - - s  2 -- 3s  --  3, 
as (s )  ---- a4,4 s 4 -k a4,3 s 3 q- a4,2 s 2 -I- a4,1 s -1- a4,0 "- - -2s  2 --  4s - 2. 
Substituting the above computed expressions into (30) yields 
I [s2P2 + SPl + Po] P- l ( s )= -2s  ~-4s -2  
~.~,~[ : [  o 1 
The obtained solution may be checked by applying the direct formula 
[s2A2+sAl+Ao]_ 1 adj [sZA2+sAl+Ao] 
= det [s 2 As + s A1 + A0]" 
_:]] 
Using the evaluated expressions we can compute transfer function matrix G(s) as follows 
1 . .[:[00 _~]~.[~ _~1.[_11 _:11 [~] G(s) = ce - l ( s )B  = 2s 2 + 4s+ 2 
To evaluate the impulse response matrix g(t), we compute the inverse Laplace transform f(t), 
corresponding to the scalar term 
mad obtain 
1 1 
a2(s )  2s  2 q- 4s  q- 2 '  
Computing initial values of the above function lends to f(0) = 0 and f(1)(0) = 1/2. Now, using 
expression (23), with n = 2 yields 
O(t) -" C /(2-r)(g) q_ E/(2-k-r)(O) di(k-X)(t) P2-r B 
r----O k----1 
_- ,11, {~,: . .  _ ~,+ ~.,,,, [~ _~1 + ~_:,._,, [~ _~11.+:: [-: -.~]t [~] 
= le_ t ( l _ t ) .  
1 ] 1 t 
f ( t )  = ~--1 2 (8 ; 1) 2 = -2  t e- . 
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The result can be easy checked by inspection, and after some manipulations on the respective 
matrices, we obtain [10] a(s )  --- [1 1] P - l ( s )  - 282 q- 48 -b 2" 
Computing the inverse Laplace transform g(~) corresponding to the above expression gives the 
same result as presented above one. Note that the established algorithm is very suit&hie for 
implementation on a computer and expression languages uch as MATLAB or other similar 
software leads to very efficient computations. 
5. CONCLUSIONS 
In this paper, we have presented the new method for solving singular second order multivsriable 
dynamical systems. The method uses the matrix polynomial approach and a suitable graphic&i 
scheme leading to important economies in computational efforts. The algorithm presented in this 
paper has the following attractive features: (a) it produces analytical expressions for the trans- 
fer function matrix and it is suitable, not only for nonmonic systems, but also for monic ones; 
(b) the introduction of matrix polynomials and the involved graphical scheme gives convenient 
expressions for computations; (c) no matrix inversion is needed for the evaluation of the transfer 
function matrix; (d) the calculations of the transfer function matrices are reduced to constant 
matrix multiplications and additions only; (e) the impulse response matrix g(t) needs the inverse 
Laplace transform of a scalar term only, which can be computed by one of a well developed series 
analytical methods and/or numerical algorithms and corresponding software packages, respec- 
tively; (f) the computations are inherently parallel and can be implemented, for instance, on 
parallel processors with finite-grain architecture; (g) the computations of the frequency response 
matrices G( j~)  or G( j~)  are limited to a unique determination the of respective constant matri- 
ces, and successive computing of scalar coefficients only, that vary with changes of the frequency 
parameter ~ = 2~rf, or ~9 = 2~rk/N, respectively; (h) the method works for continuous and 
discrete time singular second order multivariable dynamical systems; (i) with slight modifica- 
tions, the method can be also extended to 2-D nonmonic systems described by second order 2-D 
nonmonic difference quations. 
The application of the method has been illustrated by suitable examples. 
REFERENCES 
1. W.G.L. Cobb, A.W. Walkeling and A. Ward, Application of a dynamic optind~tion package, Adv. Eno. 
So.fl~are 10 (2), 27-33 (1988). 
2. B. Marcos and J.-G. Bellveau, Calcul des valeurs et vecteurs propres de structures amortias par optimi~tio~ 
nonlin&dre, In Innovative Numerical Methods in Engineering (Edited by R.P. Shaw et el.), Sprlng~, Berlin, 
(1986). 
3. S.L. Campbell and N.J. Rose, A second order singular linear systems arising in electric power systems 
analysis, Int. J. Syst. Sci. 13 (1), 101-108 (1982). 
4. L. Novak and M. Milic, Some aspects of formulation of second order dynamic equatinnB for ~C networ I a, 
In Proc. ISYNT'86 Saraie~o, Yougoslavia, pp. 233-237, University of Belgrad, YSEE, Be]grad, (1986). 
5. P. Lancaster and M. Tismenetsky, The Theory oJ Matrices, Second Edition ~itk Applications, Acad. Press, 
London, (1985). 
6. J.-J.E. Slotine and W. Li, Composite adaptive control of robot manipulators, Automatica 2S (3), 509-518 
(1989). 
7. V.G. Cheban and V.G. Sonchevan, On a two-dimensional problem for hyperbolic equation of the heat 
transfer (in Russian), Appl. Math. Computing 6, 122-132 (1971). 
8. Z. Trzasl~, The inverse problem to matrix polynomial factorisation and its applic,~tion to circuit dadgn, 
IEE Proc. 132 (Part G), 221-230 (1985). 
9. S.L. Campbell, Singular Systems of Differential Equations, Pitman, London, (1980). 
10. D.J. Bender, Descriptor systems and geometric control theory, Ph.D. Dissertation, Univc~fity of Califmmi~, 
Santa Barbara, CA, U.S.A., (1985). 
11. 3.L. Maesera nd J.J. Scha~er, Line,~r Differential Equations and Function Spaces, Acad. Press, New York, 
(1966). 
12. F.L. Lewis, A survey of linear singular systems, Circuiis, Systems, Signal Processing S (1), 3-36 (1986). 
13. G.C. Verghese, B.C. Levy and T. Kailath, A generalized state-space for singular systems, IEEE T~ans. Aut. 
Control A.C-26 (4), 811-820 (1981). 
Nomnonic second order multivariable systems 27 
14. J. Vla~h and K. Singhal, Computer Methods for Circuit Analysis and Design, Van Nostrand Reinhold, New 
York, (1983). 
15. C. Hwm~g, M.-J. Lu and S. Shieh, Improved FFT-based numerical inversion of Laplace transforms via fast 
Hartley transform algorithm, Computers and Mathematics with Applic. 22 (1), 25-36 (1991). 
16. D.A. Holler, A survey of parallel algorithms in numerical linear algebra, SIAM Rev. 20 (4), 740-751 (1978). 
17. MATLAB User's Guide, Version 3.5#, Math. Works Inc., New York, (1989). 
