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An Extension of Knopp’s Core Theorem 
B. CHOUDHARY 
In S. L. Devi (J. London Mufh. SM. (2J 12 (1976), 397401) an inequality 
sharper than that of Knopp’s core theorem has been established. The purpose of 
this note is to generalize Knopp’s core theorem as well as the results obtained by 
Devi. (’ 1988 Academic Press, Inc 
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Let m, c, c0 be the linear spaces of real bounded, convergent, and null 
sequences x = {x,,}, respectively, normed by x = sup Ix,,l. Let 0: m -+ m be 
defined by 
where c is called a shift operator. We write 
It is evident that XEWI if and only if (TX --xE~,. 
Define L:m+R by 
L(x) = lim SUP(X,~). 
Let A = (a,,) be an infinite matrix and we write 
A,(x)= f unk xk 
k=O 
if the series converges for each n >, 0. We then denote 
Ax= {A,(x)},a_o. 
226 
0022-247X/88 $3.00 
Copyright 0 1988 by Academic Press. Inc. 
All rights of reproducfron in any form reserved 
EXTENSION OF KNOPP’S CORE THEOREM 227 
A matrix A = (a,,) is called regular if 
i.e., x E c 3 Ax E c and lim Ax = lim x. Toeplitz proved that A is regular if 
and only if 
6) IIN = supn C?zo lank1 < ~0, 
(ii) CFZOank+ 1 (n-+co), 
(iii) u,,~ --, 0 (n + cc ) for every fixed k. 
We take the following result due to Lorentz as the definition of strongly 
regular matrix. 
A matrix A = (a,,) is called strongly regular if it is regular and 
lim f bn,k-an,k+li =O. 
n k=O 
A regular matrix A is almost positive if and only if 
lim f lank\ = 1. 
n k=O 
Let 5’ be the space of all real sequences. We write 
m,={xES:AxEm); 
mAo= {xES:AxEmo}; 
c,={xES:AxEC). 
It is obvious that 
Define 
w(x) = inf L(x + z), (1) 
where the inf is taken over all z E m,. This is a sublinear functional. 
Suppose z c m,. By definition, there is a constant M such that 
lzotz, + .‘. +z,l <A4 
and hence 
lzn+z,+,+ . *. + z,I < 2M 
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for all m > n 3 0. Hence in any set of r consecutive terms there must be at 
least one for which 
and thus, in particular, 
zk 3 -2Mj’r. 
Since r is an arbitrary integer, we deduce that 
L(z) 2 0. (2) 
Applying (2) with z replaced by Bz, we see that 
lim sup B,,z 3 0 (z E m,). 
n 
In the case, b,,, -+ 0 (n --t co, k fixed), we have, by Abel’s transformation, 
B,(z)= f (b,,,k-b,,,k+~)~k, 
k=O 
yam and ZEM~, where 
In [ 11 the well-known Knopp’s core theorem is given and we simply state 
the theorem 
THEOREM A. In order that L( Ax) < L(x) for every x E m, it is necessary 
and sufficient that A should he regular and almost positive. 
In connection with this theorem, we also refer to a paper of 
Maddox [4]. 
In [2] an inequality sharper than that of Knopp’s core theorem has been 
established. For completeness we state the theorem. 
THEOREM B. Let w be a sublinear functional defined by (1). Then 
L(Ax) < w(x) for all x Em, 
if and only if A is almost positive and strongly regular. 
The purpose of this note is to generalize Theorem A and Theorem B. 
THEOREM 1. Let B = (b,,) be a normal matrix. Denote its reciprocal 
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by B--l = (b,;‘). Let A = (a,,) be any matrix. In order that whenever Bx is 
bounded Ax should exist and be bounded and satisfy 
L(Ax) < L( Bx), 
it is necessary and sufficient that 
(i) C= AB-’ exists; 
(ii) C is regular; 
(iii) CFzO \cJ -+ 1 as n + 00; 
(iv) for any,fixed n, 
In order to prove the theorem we require two lemmas. 
LEMMA 1. In order that the matrix D = (d,) should transform every 
bounded sequence y = ( yk} into a convergent sequence, it is necessary and 
sufficient that 
(a) for every fixed j, Cyzo ldikl < co; 
(b) ,foreveryfixedk,~,,+6,asj-+r;o; 
(c) Cp=o ldjk-dkl +O us j-+ co. 
Zf these conditions are satisfied, then the limit of the D-transform is 
%O hk Yk. 
This is well known; it is given, for example, by the proof of Theorem 3 in 
Hardy’s book [3] (In the statement of Theorem 3, Hardy gives the 
conditions in a different form; but the proof shows that they are equivalent 
to the above). We now write y = Bx so that 
Yk = tBX)k. 
LEMMA 2. Consider a fixed n. In order that, whenever Bx is bounded, 
(Ax),, should be defined for that particular n, it is necessary and sufficient 
that 
(v) c,~ = c,“= k a,,, b; ’ exists for all k; 
(vi) C,Yzo Icnkl < 00; 
and that (iv) should holdfor the n considered. Zf these conditions are satisfied 
then, for bounded Bx, 
(Ax),= f cnk Yk. (3) 
k=O 
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Proqf: (AX), is defined as the limit as J+ #r, (if it exists) of 
Thus (Ax), exists for every bounded Bx if and only if (4) tends to a limit 
for every bounded I’. (Here we use the fact that Bx is an arbitrary 
sequence.) 
Necessary and sufficient conditions for this to happen are given by 
applying Lemma 1 (with j replaced by J) with 
dJk =,jlk an&’ 
I 
(k 6 J) 
0 (k > J) 
Then (a) is necessarily satisfied, since, for fixed J, we get a finite sum. 
Condition (b) reduces to the convergence of 
f a,$~‘, 
,=k 
that is, to the existence of c,,~; and the “hk” of Lemma 1 is then equal to 
C nk. Thus 
anj b,k ’ (k<J) 
(k > J) 
so that (c) reduces to 
as J-co. 
Since the two terms on the left of (5) are non-negative, (5) will hold if 
and only if each of the terms tends to 0 as J+ co. The assertion that the 
first term tends to 0 is (iv): the assertion that the second term tends to 0 is 
equivalent to (vi). Since bk=cMk, the last clause of the lemma is given by 
the last clause of Lemma 1. 
Proof of Theorem 1. If we assume merely that (Ax), exists for every n 
whenever Bx is bounded then it follows from Lemma 2 that the conditions 
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of that lemma are satisfied for every n. Thus (i) and (iv) of the theorem 
hold, also (vi) of Lemma 2 holds for every n. Further, for every bounded 
Bx we have (3). 
Conversely, if the conditions of the theorem are satisfied, then (ii) 
implies, in particular, that (vi) holds for every n. Thus the conditions of 
Lemma 2 are satisfied for every n so that by that lemma (3) holds. Thus, 
whether we are considering necessity or sufficiency, we can assume (3) and 
the result now follows from Knopp’s core theorem. 
In order to show that condition (iv) is not redundant we now give an 
example in which (i), (ii), (iii) hold but (iv) does not. 
Take B as the matrix of the (C, 1) transformation. Let 
I 
1 
l+- (06jdn) 
amj = n+l 
1 (j>n). 
Thus A is formed from the (C, 1) matrix by adding 1 to every element. 
Now 
k+l (.i=k); 
b,;’ = -(k+ 1) (j=k+ 1); 
0 (otherwise). 
Hence C exists, and c,~ = (k + 1) dank, where the operator A acts on the 
suffix k. Thus 
1 (k=n); 
cnk = 0 (otherwise), 
so that (ii), (iii) of the theorem are satisfied. But taking k <J (we need 
consider only this case since the sum in (iv) is taken over k <J) we have 
lf anib*; 1 = 0 if k<J 
,=J+I -(J+l)%,J+, if k=J. 
Hence 
=(J+l)a,,,+, +O as J-+00. 
In this example, A is not regular. If we restrict ourselves to the case in 
which A is regular then, when B is (C, l), (i), (ii), (iii) do imply (iv). 
For general B, even if B (as well as A) is regular, it is still false that (i), 
(ii), (iii) imply (iv). We can get a simple example by taking B as (C, 2). 
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Let i. be a constant with I < i. < 2, and define A = (a,,,) by 
Thus A differs from the (C, 2) matrix only in the first row. Since jV > 1 we 
have C,‘Y, /a,,( < GO, so that A is still regular. Now 
i(k + 1 )(k + 2) (j=k); 
b,$ = 
-(k + 1 )(k + 2) (j=k+ 1); 
f(k+ l)(k+2) (j=k+2); 
0 (otherwise). 
Thus 
c .k=t(k+l)(k+2)d2a,~k, 
where again the operator A acts on the suffix k. Hence 
I 
$(k+ l)(k+2)d2(k+ 1))” (n = 0); 
c nk = 1 (n>l,k=n); 
0 (n? 1, k#n). 
Since cOk = O(k-‘) as k-+ “o, we have 
and it is thus seen that C is regular. Thus (i), (ii), (iii) are satisfied. But it is 
easily seen that (iv) is false for n = 0 (though it is, of course, true for other 
values of n). 
Remark. We remark that when A is row finite, the expression inside the 
modulus in (iv) is 0 for sufficiently large J (and all k). Thus (iv) is 
necessarily satisfied, so that this reduces to the following result. 
THEOREM 2. Let B be a normal matrix. Then for a row finite matrix A, 
L( Ax) < L( Bx) 
for all x E m if and only if AB- ’ is regular and almost positive. 
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2 
We write for any real matrix B, 
w(Bx)=infL(Bx+t) 
where the inf is taken over all t E m,. 
(6) 
THEOREM 3. Let B be a normal matrix. In order that whenever Bx is 
bounded Ax should exist and satisfy 
L(Ax) d w(Bx) (7) 
it is necessary and sufficient that conditions (i), (iii), and (iv) of Theorem 1 
are satisfied and that (ii)’ C is strongly regular. 
Proof: The result can be proved as in Theorem 1, except that, having 
obtained (3), we apply Theorem B instead of Theorem A. 
The following results are consequences of Theorem 3. 
THEOREM 4. Let B be a normal matrix. Then for a row finite matrix A, 
L(Ax) 6 w(Bx) 
for all x E m, if and only if AB- ’ is almost positive and strongly regular. 
By taking B = I (identity matrix) in Theorem 4 we have 
THEOREM 5. Let w be a sublinear functional defined by (1). Then for a 
row finite matrix A, 
L(Ax) d w(x) 
for all x E m, if and only if A is almost positive and strongly regular. 
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