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ON THE COEFFICIENTS OF THE
STO¨HR ZETA FUNCTION
JULIO JOSE´ MOYANO-FERNA´NDEZ
Abstract. Let O be a one-dimensional Cohen-Macaulay local
ring having a finite field as a coefficient field. The aim of this work
is to extend the explicit computations of the Sto¨hr Zeta Function
of O for one and two branches to an arbitrary number of them,
obtaining in this general case an upper bound for the coefficients
of the zeta function, instead of an equality. The calculations are
based on the use of the value semigroup of a curve singularity and
a suitable classification of the maximal points of the semigroup.
1. Introduction
Zeta functions on curve singularities over finite fields were introduced
by Galkin [Ga] and Green [Gre] as attempts to reproduce the theory
already known for the smooth case. A generalisation of these due to
Sto¨hr focused the description on techniques rather algebraic (cf. [St],
[St2]). The new approach allowed Delgado and the author to connect
the Sto¨hr zeta function with the Poincare´ series defined on certain
filtrations associated with curve singularities, building a bridge between
the two viewpoints (see [D,M]).
The coefficients of the zeta function are determined by the structure
of the value semigroup associated to the singularity so that a good
understanding of them contributes to a more precise knowledge of the
singularity.
The purpose of this paper is precisely to use a combinatorial description
of the value semigroup for a better understanding of the coefficients of
the Sto¨hr zeta function. The first part of the work is devoted to present
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and summarise the state of the art concerning Sto¨hr zeta function. In
the second part we introduce a new combinatorial description of the
value semigroup in order to obtain upper bounds for the coefficients of
the Sto¨hr zeta functions.
2. The value semigroup
Let O be a one-dimensional Cohen-Macaulay local ring having a finite
field F := Fq as a coefficient field. Let m be its maximal ideal. The
extension degree ρ of the residue field O/m over F is finite (in fact, a
power of q). Denote by K the ring of fractions of O and let O be the
integral closure of O in K. Let O assume to be an O-module of finite
length.
From now on, we distinguish between fractional and integral (or proper)
ideals, which are the usual ones. A fractional ideal a of O is a submod-
ule of K such that there exists z ∈ O, z 6= 0 with za ⊆ O.
We know that K = Quot(O) = Quot(O). So, as it is shown in [Ki-Vi],
Prop. (2.10), there is a finite number of Manis valuations v1, . . . , vr
with associated valuation rings V1, . . . , Vr such that O = V1 ∩ . . . ∩ Vr.
(Recall that a Manis valuation is a surjective valuation defined over a
ring in which all prime ideal containing the Jacobson ideal is maximal
and being its own ring of fractions. This slightly extended concept of
valuation is needed in our context, since the ring O is not a domain,
and thus K is not a field. Further details in [Ki-Vi], §2.2.) For each
i = 1, . . . , r, if m(Vi) denotes the maximal ideal of Vi, then m(Vi)∩O =
mi is a regular maximal ideal (i.e., containing regular elements) of O.
These ideals are also principal, whose generators are denoted by πi. It
is easy to see that the ideals of O are of the form mn = mn11 · . . . ·m
nr
r ,
if n = (n1, . . . , nr) ∈ Z
r.
Let di := dimF
(
O/mi
)
, i.e., the extension degree of the residue field of
mi over F. We have
dimF
(
O/mn
)
= n1d1 + . . .+ nrdr := n · d,
whenever ni ≥ 0 for all 1 ≤ i ≤ r.
The fractional ideals a ofO are of the form π−nb, with πn := πn11 ·. . .·π
nr
r
for n = (n1, . . . , nr) ∈ Z
r and where b is an ideal of O satisfying
b · O = O. Indeed, if a is a fractional ideal of O, then za is a fractional
ideal of O for all z ∈ K∗ := K \ {0}. Moreover, πma is a fractional
ideal of O for all m ∈ Zr. Let −m = (v1(a), . . . , vr(a)) for some a ∈ a.
If m 6= 0, then
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a) πma = b is a fractional ideal of O.
b) The set of units of O is
UO := {z ∈ K | zO = O} = {z ∈ K | vi(z) = 0, 1 ≤ i ≤ r}.
c) (v1 (π
m1a) , . . . , vr (π
mra)) = 0, hence π−ma ∈ UO.
Therefore a = π−mb.
Finally, we do the assumption that the base field F has a cardinality
equal to or greater than r.
We present now an important invariant of (plane) curve singularities,
key to search common points between zeta functions and singularity
theory: the value semigroup associated with a (plane) curve singularity,
which is defined as
S(O) := {(v1(z), . . . , vr(z)) | z ∈ O \ {0}} .
We denote it by S whenever there is no risk of confusion. The semi-
group S is an additive sub-semigroup of Zr+ which satisfies the following
properties (cf. [De]):
(S1) 0 ∈ S and there exists min {S \ {0}} ∈ S.
(S2) For n,m ∈ S, the vector
inf(n,m) = (min{n1, m1}, . . . ,min{nr, mr})
belongs to S.
(S3) S has a conductor, i.e., there exists an element δ ∈ S such that
if n ∈ Zr+ with n ≥ δ, then n ∈ S and δ is minimal with this
property.
(S4) (Pivotage) For n,m ∈ S such that there exists i0 ∈ I =
{1, . . . , r} with ni0 = mi0 , then there is β ∈ S satisfying βk ≥
min{nk, mk} for any k ∈ I, βt = min{nt, mt} if nt 6= mt and
βi0 > ni0 = mi0 .
3. Maximal points of the value semigroup
The classification of the elements in the semigroup of values will be a
useful tool to get explicit formulae of our zeta function.
Let n = (n1, . . . , nr) ∈ Z
r
+, I = {1, . . . , r}, J ⊂ I with J = {i1, . . . , ih}
and k ∈ I \ J . We consider
• the set ∆J(n), which is defined to be{
β ∈ Zr+ | βi = ni ∀i ∈ J, βt > nt ∀t /∈ J
}
.
In particular, for i ∈ I we write
∆i(n) =
{
β ∈ Zr+ | βi = ni, βt > nt ∀t 6= i
}
.
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By restricting to elements of the semigroup we employ the fol-
lowing notation:
∆J(n) = ∆J(n) ∩ S.
• the set ∆
k
J(n), consisting of all β ∈ Z
r
+ such that
βi = ni ∀i ∈ J ; βd ≥ nd ∀d /∈ J, d ≤ k; βt > nt ∀t > k, t /∈ J :
as before we write
∆kJ(n) = ∆
k
J(n) ∩ S.
The elements of the semigroup S will be called points of the semigroup,
the elements of Zr+ \ S are called gaps of S. Among the points n ∈
S, those satisfying ∆(n) = ∅ will be called maximal points of the
semigroup.
Definition 3.1. A maximal point of S such that ∆J(n) = ∅ for all
J ( I is called absolute. A maximal point such that ∆J (n) /∈ ∅ for all
J ( I with ♯(J) ≥ 2 is called relative.
The following definition generalises the concepts of relative and abso-
lute maximal points of S:
Definition 3.2. Let x2, x3, . . . , xr−1 ∈ {0, 1}. A maximal point n ∈ S
is said to be of kind x2, . . . , xr−1 if
x♯J =
{
0, if ∆J(n) = ∅ for all J ( with ♯(J) = i;
1, if ∆J(n) 6= ∅ for all J ( with ♯(J) = i;
Remark 3.3. According to this definition, the maximal points of kind
0, . . . , 0 are the absolute maximal points, and those of kind 1, . . . , 1 are
relative ones.
Example 3.4. In the case of two branches, the concepts of absolute
maximal and relative maximal coincide. For three branches, the set of
maximal points distinguishes only these two kinds. The case of four
branches needs a more precise study: a point n ∈ S ⊂ Z4+ is maximal
if ∆i(n) = ∅ for every i ∈ I = {1, 2, 3, 4}. It will be:
- absolute maximal if moreover ∆ij(n) = ∅ = ∆ijk(n).
- relative maximal if ∆ij(n) 6= ∅ and ∆ijk(n) 6= ∅.
Furthermore, these points are maximal, too:
- maximal points with ∆ij(n) = ∅ but ∆ijk(n) 6= ∅, i.e., maximal
of kind 0, 1.
- maximal points with ∆ij(n) 6= ∅ but ∆ijk(n) = ∅, that is, those
of kind 1, 0.
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Two basic properties are summarised in the next lemmas (see [De,
Lemma 1.3.4, Lemma 1.3.5, pp. 101-103]):
Lemma 3.5. Let n ∈ Zr+ and assume that n /∈ S. Then there exists
one index i ∈ I so that ∆ri (n) = ∅.
Lemma 3.6. Let n ∈ Zr+ satisfying
(1) There is i ∈ I with ∆i(n) = ∅.
(2) For every j ∈ I, j 6= i, we have ∆ij(n) 6= ∅.
Then n ∈ S and n is a relative maximal point of S.
Let J = {i1, . . . , ih} ⊂ I = {1, . . . , r}. Denoting by prJ the projection
over the indexes J of Zr+ in Z
♯J
+ . We set
Si1,...,ih = SJ := prJ(S) = {prJ(α) | α ∈ S}.
That is, the semigroup SJ corresponds to the projection of SI on the
branches indexed by J .
Remark 3.7. Let n be a gap of S. It could be caused either by a gap
in any of the projection semigroups, or by the existence of a maximal
point γ with γi ≤ ni for all i ∈ {1, . . . , r}.
4. The Sto¨hr Zeta Function
For (integral) ideals of O, Galkin introduced in [Ga] the zeta function
ζO(s) :=
∑
a⊆O ♯ (O/a)
−s ; Re(s) > 0. By considering fractional ideals
a ⊃ O instead, Sto¨hr defines in [St2] the series
ζ(O, s) :=
∑
a⊇O
♯ (a/O)−s ; Re(s) > 0,
which is called the Sto¨hr zeta function of O. To compare both zeta
functions, the following Dirichlet series is introduced:
ζ(d, s) :=
∑
a⊇d
♯ (a/d)−s ; Re(s) > 0,
with d a fractional ideal of O. This series decomposes as
ζ(d, s) =
∑
(b)
ζ(d, b, s),
where (b) means that the sum runs through a complete system of rep-
resentatives of the ideal class semigroup of O, and the so-called partial
zeta functions:
ζ(d, b, s) :=
a∼b∑
a⊇d
♯ (a/d)−s , Re(s) > 0.
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The sum runs through all the ideals a ⊇ d which are equivalent to b.
Two ideals a and b are said to be equivalent, and we write a ∼ b, if
there exists z ∈ K∗ such that a = z−1b.
As ♯ (a/d) = qdimF(a/d), we can rewrite the partial zeta functions as
power series in t = q−s (it is customary to use the latin letter Z when
writing variable t and ζ in the case of using the variable s):
Z(d, b, t) :=
a∼b∑
a⊇d
tdimF(a/d)
and Z(d, t) =
∑
(b) Z(d, b, t), with (b) as usual.
Definition 4.1. For each fractional ideal a ⊆ O we define the degree
of a, denoted by deg(a), for the following two properties:
i) degO = 0
ii) dimF a/b = deg a− deg b if a ⊇ b.
Next result is already proved in [St]. We summarize here his proof by
the sack of completeness.
Theorem 4.2 (Sto¨hr). Let Ub be the multiplicative group of elements
u ∈ K such that ub = b. Then
Z(O, b, t) =
1
(Ub : UO)
∑
n∈S(b)
εn(b)t
n·d+deg(b)
with
εn(b) :=
qρ
qρ − 1
(1,...,1)∑
i=0
(−1)|i|qn·d+deg(b∩m
n+i),
where i = (i1, . . . , ir) ∈ {0, 1}
r, |i| = i1 + . . . + ir, and ρ denotes the
extension degree of the residue field of O over F.
Proof.
The ideals a equivalent to b such that a ⊇ d, are those of the form z−1b,
where z varies on a complete system of representatives of (b : d)/{0}
under the action of Ub. Then
ζ(d, b, s) =
∑
z∈(b:d)\{0}/Ub
q−sdimF(z
−1b/d)
= (Ub : UO)
−1
∑
z∈(b:d)\{0}/UO
q−sdimF(z
−1
b/d).
The index (Ub : UO) is finite, since UO ⊆ Ub ⊆ UO and (UO : UO) is
also finite.
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We define, for every z ∈ K, the absolute value of z as
|z| :=
{
qdeg(zO) = qdeg(zO)−deg(O) = q
∑r
i=1 divi(z) if z 6= 0
0 if z = 0.
Remark. If z ∈ K∗, then zO ⊂ zO, and the multiplication by z defines
an automorphism of O, in such a way that the quotient vector spaces
zO/zO and O/O are isomorphic. Hence
degO = dimFO/O = dimF zO/zO = deg(zO)− deg(zO)
and deg(zO) = deg(zO)− deg(O).
Therefore
ζ(d, b, s) =
1
(Ub : UO)
∑
z∈(b:d)\{0}/UO
q−sdimF(z
−1b/d)
=
1
(Ub : UO)
∑
z∈(b:d)\{0}/UO
q−s(deg(z
−1b)−deg(d))
=
1
(Ub : UO)
∑
z∈(b:d)\{0}/UO
q−s(deg b−deg(zO)−deg d)
=
q−s(deg(b)−deg(d))
(Ub : UO)
∑
z∈(b:d)\{0}/UO
qsdeg(zO)
=
q−s(deg(b)−deg(d))
(Ub : UO)
∑
z∈(b:d)/UO
|z|s.
If d = O we have
ζ(O, b, s) =
q−sdeg(b)
(Ub : UO)
∑
z∈b/UO
|z|s.
Let M0 be the set of fractional ideals of O. It can be extended to a
systemM of subsets M ⊂ K which are obtained fromM0 by addition
of an element of K. The system M is endowed with the operations
intersection and union.
We associated a measure µ(M) ≥ 0 to each M ∈ M. This measure is
uniquely determined by the following three properties:
(1) µ(O) = 1
(2) µ(z +M) = µ(M)
(3) µ(M ∪N) = µ(M) + µ(N)− µ(M ∩N).
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Let a be an integral ideal of O. The local ring O is disjoint union of
finitely many cosets of a in the quotient ring O/a:
O = (x1 + a) ⊎ . . . ⊎ (xh + a), h = ♯ (O/a) .
Hence, 1 = µ(O) = µ(x1 + a) + . . .+ µ(xh + a) = h · µ(a), and
µ(a) =
1
h
=
1
♯(O/a)
= qdeg(a).
Set z ∈ K∗. Consider the function
M 7→
µ(zM)
µ(zO)
.
Since it verifies the properties (1), (2) and (3) above and the measure
µ is unique, we obtain
µ(M) =
µ(zM)
µ(zO)
⇐⇒ µ(zM) = µ(M)µ(zO).
Now we want to compute µ(zO). If we write the element z ∈ K∗ as a
quotient z = z1
z2
⇔ z2 · z = z1, with z1, z2 ∈ O, then µ(z2O)µ(zO) =
µ(zOz2) = µ(z1O), and so
µ(zO) =
µ(z1O)
µ(z2O)
.
Since a is fractional, it holds that za ⊂ O, and we have
µ(za) = µ(zO)µ(a).
The measures µ(za) y µ(zO) are known, therefore also µ(a) = µ(za)
µ(zO)
.
For every n ∈ Zr we define
bn := b ∩ π
nUO,
where we note:
(1) UO := {z ∈ O | vi(z) = 0, 1 ≤ i ≤ r}. If O ⊃ mi for all
1 ≤ i ≤ r, are the maximal ideals of O, then Vi := Omi is a
discrete Manis valuation ring with asssociated Manis valuation
vi for all 1 ≤ i ≤ r. In this case, O = V1∩ . . .∩Vr, and therefore
z ∈ UO ⇔ vi(z) = 0 for 1 ≤ i ≤ r.
(2) bn = {z ∈ b | vi(z) = ni, 1 ≤ i ≤ r}, since vi(z) = ni for all
1 ≤ i ≤ r if and only if z = πnε, with ε ∈ UO.
(3) Ub ⊃ UO.
The elements bn set a partition of b \ {0}:
b \ {0} =
⋃
n≥0
bn.
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If z ∈ b, n = (v1(z), . . . , vr(z)) ∈ Z
r, then bn = {zu ∈ b | u ∈ UO}.
Since |z| = q−n·d when z ∈ bn, putting t = q
−s one has
Z(O, b, t) =
tdeg(b)
(Ub : UO)
∑
n∈S(b)
♯ (bn/UO) t
n·d,
where S(b) := {(v1(z), . . . , vr(z)) | z ∈ b\{0}}. The problem now is to
compute the cardinality ♯ (bn/UO). As each orbit of the action of UO
over bn has measure µ(UOπ
n) = |πn|µ(UO) = µ(UO)q
−n·d, and since
µ(UO) = 1− q
−ρ, we have
♯ (bn/UO) =
µ(bn)
µ(UOπn)
=
qn·dµ(bn)
1− q−ρ
.
Because of the fact that bn = (b ∩m
n) \
⋃r
i=1(b ∩m
n
mi), we obtain
µ(bn) = µ(b ∩m
n)−
r∑
j=1
(−1)j−1
∑
i1<...<ij
µ(b ∩mnmi1 ∩ . . . ∩m
n
mij )
=
r∑
j=0
(−1)j
∑
i1<...<ij
qdeg(b∩m
n
mi1
...mij )
=
(1,...,1)∑
|i|=0
(−1)|i|qdeg(b∩m
n+i),
which proves the statement. 
Theorem 4.3 (Sto¨hr). For every ideal b of O, the series Z(O, b, t),
and therefore also Z(O, t), is a rational function in t.
Proof.
See [St], (3.4), p. 182 and (3.10), p.186. 
5. On the computation of the Sto¨hr zeta function
Along this section we shall consider totally rational points P , that is,
points having rational places over them (in the normalization of the
curve); in other words, we will assume di = 1 for every i ∈ {1, . . . , r}.
The relation between the Sto¨hr zeta function and the value semigroup is
given by a theorem of Zu´n˜iga ([Zu], Th. 5.5., p. 86), which establishes
that the partial zeta function
Z(O,O, t) =
∞∑
ν=0
♯{integral principal ideals of O of codimension ν}tν
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is determined by the semigroup S(O) = S. From Theorem 4.2 we
obtain the same result, since
Z(O,O, t) =
∑
n∈S
εnt
n1+...+nr ,
where
εn =
q
q − 1
r∑
j=0
(−1)j
∑
i1<...<ij
qn1+...+nr−dimF(O/O∩m
n
mi1
·...·mij )
for each n = (n1, . . . , nr) ∈ Z
r
+. These coefficients can be written as
depending on
ℓ (n) := dimF (O/O ∩m
n) .
Such positive integers satisfy
ℓ(n + ei) ≤ ℓ(n) + 1
for every i = 1, . . . , r (with ei the vector of value 1 in the ith coordinate
and zero in the rest) and they determine the semigroup of values in the
sense of the following lemma.
Lemma 5.1. Preserving notations as above, for every i = 1, . . . , r, the
following statements are equivalent:
(1) ℓ(n+ ei) = ℓ(n) + 1.
(2) O ∩mnmi ⊆6= O ∩m
n.
(3) There exists (β1, . . . , βr) ∈ S with βi = ni and βj ≥ nj for all
j ∈ {1, . . . , r}, i 6= j.
We want to compute the dimensions ℓ(n). A first result relates this
dimension with the number of points of the projected semigroups into
∆kJ(n), with ♯J = r − 1.
Lemma 5.2. Let n = (n1, . . . , nr) ∈ Z
r and let m(n) be the number
of maximal points of S whose i-th coordinate is less than ni for all
i ∈ {1, . . . , r}. We have
ℓ(n1, . . . , nr) ≥ ℓ(n1, 0, . . . , 0)+ℓ(0, n2, 0, . . . , 0)+. . .+ℓ(0, . . . , 0, nr)−m(n).
Proof.
We know that ℓ(n1, . . . , nr) = ℓ(n1, . . . , nr−1, nr − 1) if and only if
(n1, . . . , nr−1) is a gap. This point is a gap since either (0, . . . , 0, nr−1)
is a gap or the hyperplane of Zr+ of equation {Xr = nr − 1} contains
maximal points. Therefore, denoting by ♯M(i) the number of maximal
points in the hyperplane {Xr = nr − i} for 1 ≤ i ≤ r:
ℓ(n1, . . . , nr) = ℓ(n1, . . . , nr−1, 0) + nr − (♯{gaps of Sr}+ some maximal points)
≥ ℓ(n1, . . . , nr−1) + nr − ♯{gaps of Sr} − ♯M(1)
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ℓ(n1, . . . , nr−1) = ℓ(n1, . . . , nr−2, 0) + nr−1 − (♯{gaps of Sr−1}+ some max. pt)
≥ ℓ(n1, . . . , nr−2) + nr−1 − ♯{gaps of Sr−1} − ♯M(2)
Taking into account that ni − ♯{gaps of Si} = ℓ(ni) for all 1 ≤ i ≤ r,
recursively we obtain the result. 
Set ei1,...,ih := (1, 1, . . . , 1︸ ︷︷ ︸
h
, 0, 0, . . . , 0︸ ︷︷ ︸
r−h
) for 1 ≤ h ≤ r. We want to
compute the values dh(n) of the differences
ℓ(n+ ei1,...,ih)− ℓ(n) =: d
h(n)
depending on which kind of point is n. If n belongs to the hyperplane of
Zr+ having coordinates {Xi ≥ ni+1, ∀ i = 1, . . . , h−1; Xh = nh}, then
ℓ(n+ ei1,i2,...,ih)− ℓ(n+ ei1,i2,...,ih−1) = 1. In this sense we say that each
difference ℓ(n + ei1,...,ih)− ℓ(n + ei1,...,ih−1), for 1 ≤ h ≤ r, corresponds
to some hyperplane of Zr+. The set of such all r hyperplanes, for all
1 ≤ h ≤ r, covers Zr+ and forms what is called the principal cover
configuration. (There are different cover configurations, one for each
eij , 1 ≤ j ≤ h being removed from the differences
ℓ(n+ ei1...ih)− ℓ(n+ ei1...îj ...ih)
for h ∈ {1, . . . , r}; the principal one is that in which we remove eih
in the subtrahend). Moreover, each hyperplane composing the cover
configuration is called a chart of the configuration. For every point
n ∈ S, it is said that a chart covers n if n belongs to the hyperplane
of Zr+ corresponding to this chart.
Proposition 5.3. If n = (n1, . . . , nr) is a maximal point of kind
x2, x3, . . . , xr−1:
dh(n) =
{
h, if 1 ≤ h ≤
∑r−1
j=2 xj + 1∑r−1
j=2 xj + 1, if
∑r−1
j=2 xj + 1 ≤ h ≤ r.
Proof.
Assume the principal cover configuration and its corresponding r charts.
If n is maximal of kind x2, . . . , xr−1, then
∑r−1
j=2 xj +1 are covered. So,
the differences ℓ(n + ei1,...,ih) − ℓ(n) = h, because we have h covered
charts whenever h ≤
∑
xj + 1. For
∑
xj + 1 ≤ h ≤ r, d
h(n) is equal
to the maximal number of charts which are covered, i.e.,
∑
xj +1. 
Remark 5.4. Let n ∈ Zr+, I = {1, . . . , r}, J ⊂ I, J 6= I. Consider
∆I\J(n). We call dimension of ∆I\J(n) to dim(∆I\J (n)) = ♯I − ♯J .
For any K ⊆ I, K 6= I, with ♯K = i, any J ⊆ I, J 6= I with ♯J = j
and J∗ ⊆ J , J∗ 6= J with ♯J∗ = j − 1, the pivotage property (S4)
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states that, if ∆I\K(n) 6= ∅ with dimension r− i and ∆I\J(n) 6= ∅ with
dimension r − j, then ∆I\J∗(n) 6= ∅ with dimension r − (j − 1), and
this for all i ∈ {1, . . . , r − 1} and all j ∈ {i+ 1, . . . , r}.
Proposition 5.5. If n = (n1, . . . , nr) is a non-maximal point of the
semigroup, then we have
dh(n) ≤ h, 1 ≤ h ≤ r.
Proof.
As n is non-maximal, there is i ∈ I such that ∆i(n) 6= ∅. Since n ∈ S,
by (S4) there exists I∗ = I \ {i} such that ∆I∗(n) 6= ∅, and by the
Remark (5.4), ∆I∗(n) 6= ∅ for any I
∗ with ♯I∗ = r − 1. Applying
recursively (5.4), then ∆K(n) 6= ∅ for all K ⊆ I, K 6= I, and therefore
all charts of any cover configuration are covered, hence it is easily
checked that the differences ℓ(n+ ei1,...,ik)− ℓ(n+ ei1,...,ik−1) are at most
1 for all k, and thus dh(n) ≤ h, for 1 ≤ h ≤ r.

Given a semigroup S associated with r branches, and using the Theo-
rem 4.2, we want to give an upper bound for the coefficients
εn =
q
q − 1
r∑
j=0
(−1)j
∑
i1<...<ij
qn1+...+nr−dimF(O/O∩m
nmi1
·...·mij).
of the Zeta Function
Z(O,O, t) =
∑
n∈S
εnt
n1+...+nr ,
In particular, as P is rational, n · d = n1 + . . .+ nr, and moreover
ℓ(n) = dimF (O/O ∩m
n) = deg(O)− deg(O ∩mn) = − deg(O ∩mn).
Thus the coefficients are expressed as
εn =
q
q − 1
1∑
i=0
(−1)i1+...+irqn·d+deg(O∩m
n),
where i := (i1, . . . , ir).
Theorem 5.6. The zeta function of the semigroup associated with r
branches is given by
Z(O,O, t) =
∑
n∈S
εnt
n1+...+nr ,
where, denoting by si(ni) the number of gaps of the semigroup Si less
than o equal to ni, and by m(n) the number of maximal points with
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coordinates less than or equal to the coordinates of n, the coefficients
admit the following upper bounds:
(1) If n is maximal of kind x2, . . . , xr−1:
εn ≤
qs1(n1)+...+sr(nr)+m(n)
1− q−1
(
1 + q−
∑r−1
j=2 xj
(
r∑
h=1
(−1)h
(
r
h
)
qr−h−1
))
.
(2) If n belongs to the semigroup, but it is non-maximal:
εn ≤
qs1(n1)+...+sr(nr)+m(n)
1− q−1
(
1 +
r∑
h=1
(−1)h
(
r
h
)
qh
)
.
Proof.
We have to compute upper bounds for the coefficients of the zeta func-
tion Z(O,O, t), from the Theorem 4.2, that is
εn
(†)
=
q
q − 1
r∑
j=0
(−1)j
∑
i1<...<ij
qn1+...+nr−ℓ(n)
as n · d = n1 + . . . + nr because P is rational, and moreover ℓ(n) =
dimF(O/O ∩m
n) = deg(O)− deg(O ∩mn) = − deg(O ∩mn).
If n is maximal of kind x2, . . . , xr−1, then Proposition 5.3 shows that
ℓ(n + ei1)
(∗∗)
= ℓ(n) +
∑r−1
i=2 xi + 1 − 1. The first summand in (†) (i.e.,
the one corresponding to j = 0) is obviously q−(ℓ(n)). The summands
corresponding to j = 1 are exactly
−q−ℓ(n) − q−ℓ(n1,...,nr+1) − q−ℓ(n1,...,nr−1+1,nr) − . . .− q−ℓ(n1+1,...,nr),
and because of (∗∗) we have
−q−ℓ(n)−
∑
xi−1+1 − . . .− q−ℓ(n)−
∑
xi−1+1 = −q−ℓ(n)−
∑
xi−1
( (r1)∑
i=1
q
)
Now we compute the summands corresponding to j = 2; in this case
we have ℓ(n+ ei1i2) = ℓ(n) +
∑r−1
i=2 xi + 1− 2, and in the same manner
as before we get
q−ℓ(n1,...,nr−2,nr−1+1nr+1)+q−ℓ(n1,...,nr−2nr−1,nr+1)+. . .+q−ℓ(n1+1,n2+1,n3,...,nr)
having in this case
(
r
2
)
summands.
Proceeding in this way for every j we obtain
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εn =
q
q − 1
q
∑r
j=1 nj
[
q−ℓ(n) − q−ℓ(n)−
∑
xi−1
(
qr−1
(
r
1
))
+
+ q−ℓ(n)−
∑
xi−1
(
qr−2
(
r
2
))
+ . . .+ (−1)rq−ℓ(n)−
∑
xi−1
(
qr−r
(
r
r
))]
=
q
∑r
j=1 nj
1− q−1
[
q−ℓ(n) + q−ℓ(n)−
∑
xj−1
(
r∑
h=1
(−1)h
(
r
h
)
qr−h
)]
=
qn1+...+nr
1− q−1
[
q−ℓ(n) + q−ℓ(n)−
∑
xj
(
r∑
h=1
(−1)h
(
r
h
)
qr−h−1
)]
=
qn1+...+nr
1− q−1
q−ℓ(n)
[
1 + q−
∑
xj
(
r∑
h=1
(−1)h
(
r
h
)
qr−h−1
)]
= (∗)
Since ℓ(n) ≥ ℓ(n1, 0, . . . , 0) + . . . + ℓ(0, . . . , nr) − m(n) and moreover
n1 − ℓ(n1) = n1 − ℓ(n1, 0, . . . , 0) = ♯{gaps of S1 less than n1}, if we
denote si(ni) := ni − ℓ(ni) for each i, one has that
n1 + . . .+ nr − ℓ(n1, . . . , nr) ≤ s1(n1) + . . .+ sr(nr) +m(n),
therefore
(∗) ≤
qs1(n1)+...+sr(nr)+m(n)
1− q−1
[
1 + q−
∑
xj
(
r∑
h=1
(−1)h
(
r
h
)
qr−h−1
)]
.
If n is non-maximal, then we have dh(n) ≤ h by Proposition 5.5, hence
εn ≤
q
q − 1
q
∑
ni
[
q−ℓ(n) − q−ℓ(n)−1
(
r
1
)
+ . . .+ q−ℓ(n)−r
(
r
r
)]
=
q
q − 1
q
∑
niq−ℓ(n)
[
1 +
r∑
h=1
(−1)hq−h
(
r
h
)]
≤
qs1(n1)+...+sr(nr)+m(n)
1− q−1
[
1 +
r∑
h=1
(−1)h
(
r
h
)
qh
]
. 
Notice that in the case of one and two branches we get the same for-
mulae as those of Sto¨hr (cf. [St, Theorems 4.1, 4.3]):
Corollary 5.7. Let r = 1, and write L(O,O, t) =
∑f
i=0 nit
i, for f
the conductor of S. Then we have ni = q
s(i) if i ∈ S and i − 1 /∈ S,
ni = −q
s(i) if i /∈ S and i− 1 ∈ S, and 0 otherwise.
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Corollary 5.8. Let r = 2. Then we have
ε(n1,n2) = q
s1(n1)+s2(n2)+m(n1,n2), if (n1, n2) ∈ S;
ε(n1,n2) = q
s1(n1)+s2(n2)+m(n1,n2)(
q − 1
q
), if (n1, n2) ∈ S \M,
where M is the set of maximal points of S.
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