The work addresses extended formulation of a new approach proposed to control error of experimental data. It includes: development of postprocessing techniques to approximate data given in a discrete form, a'posteriori error estimation (evaluation) of measured data and definition of reliability index of experimental data. Theoretical consideration and numerical analysis are based on the Adaptive Meshless Finite Difference (MFDM) approach. Keywords: meshless FDM, experimental data approach and smoothing, a'posteriori error estimation of experimental data, adaptive methods.
Introduction
Almost all numerical procedures of computational mechanics consist of the discretization process in which the continuous model is transformed into a discrete one. The discretization process is made as well within experimental setup and constitutes the key point of the computer simulation. It has a strong influence on the exactness, efficiency, generality and usefulness of obtained results. Correct discretization strategy and control of the discretization process very often decide whether the solution of analysed task is obtained or not.
One may investigate the exactness of calculations (simulation) i.e.: how to measure the error due to numerical simulation (coming from the discretization process), minimize obtained error and effectively eliminate it. The question of verification applies here as well, i.e. if one can assess received results by the 2 Formulation of the problem
General remarks
During the process of collecting experimental and/or calculating numerical data several typical situations may be encountered: a) it is impossible to avoid the errors of measurement or calculation, in other words it is impossible to obtain the results of such processes without errors, b) zones with large gradients of measured and/or calculated function, indicate the domains in which high density of points is required, c) application of data smoothing (approach technology) lowers the amount of information available to assess the results of FEM and/or FDM analysis. The user is strongly encouraged to make use of all available physical, theoretical as well as numerical information to estimate the error distribution and based on this, predict the corrected node distribution.
Definition of error functional
In order to begin, let us assume a "raw" data vector being the values measured and/or numerically calculated at discrete n points of a grid θ. Additional information on the model of the analyzed system is provided by constraints and can be presented as the following set of equations: f Ηu = (1) in which H [n×k] is the matrix resulting from the application of constraints and u is a vector of unknown, corrected data The considered domain and points: o -with measured data ũ -set θ, ∆ -with unknown data u -set γ. 
where λ represents a vector of Lagrange multipliers. In other words, the vector u should satisfy the equality constraints (1) and be as close as possible to the numerically calculated values ũ . The set of equations (3) has to be represented by a discrete model of the system in terms of finite difference operators constructed on irregular grids based on the approach (2). Based on the standard minimizing procedure with respect to u and λ vectors
one can get two separated sets of linear equations leading to u and λ
and in the matrix form
Solution of the set of equations (8) gives the vector u for which the error function reaches the minimum value and the constraint equations (1) are exactly satisfied. Procedure described above was implemented to verify and correct data determined while calculating stress distribution in 2D disc loaded by the concentrated force.
Numerical implementation
In order to demonstrate the functionality of the proposed verification procedure, a number of trial calculations have been made. With reference to works [5, 6] the examples of verification of the plane stress state in a half-plane, loaded by a concentrated force P at the boundary is presented. Based on [8] theoretical stress distribution (σ xx and σ yy ) inside the half-plane loaded along the edge can be presented in the form The relative error implemented in the tests has taken the form:
Irregular distribution of nodes was presented on fig.2 . Figure 3 shows the exactly calculated (9) σ xx stress component.
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To find out the effectiveness of the proposed filtering procedure the above exact solution was artificially disturbed by the local errors reaching up to 50% of initial values of stresses. Stresses σ yy remained unchanged. Figure 4 shows a view of disturbed stress state and fig. 5 depicts the measure of relative error of corrupted data. Prepared corrupted data were subjected to filtering process with two types of constrained equations applied: a) constrained equations (10) were imposed only on the internal nodes of the domain; b) in addition to the previous case the boundary conditions of I order (assumed values of function on the edge of the domain) were introduced.
The results of filtration in first case were presented in fig. 6 and 7 below. One can observe high efficiency of the procedure for the internal nodes and low for the boundary ones ( fig.7) . This is the effect of FDM approach of constrained equations only on internal nodes of the domain. Very often certain boundary conditions in the analysed domains are explicitly known and should be imposed within the solution obtained from the filtering process. The result of such a procedure is presented on fig. 8 , where theoretically calculated values of the approximated function were applied at the boundary points of analysed domain. It is worthy to point out that the maximum local relative error of σ xx was reduced from 50% to less than 8% ( fig.9 ).
To estimate the quality of the numerical solution one can calculate the distribution of so called local approach error defined by the equation:
The distribution of such an error was presented in fig. 10 and 11. It is easy to notice, that estimation of the required density of node distribution based on such an approach is destined to fail. Figure 9 : Relative (11) errors of σ xx. after filtering of corrupted data. Constrains (10) with boundary condition imposed. For further consideration the parameter called "efficiency index" will be introduced and defined by the equation:
This parameter equals Ψ = 0.41 when only constraints (10) are imposed, while when boundary conditions are satisfied Ψ = 0.84. Efficiency index takes here a role of a measure of approach quality. The perfect situation occurs when the estimated and exact solutions are identical e.g. Ψ = 1.00. High value of the efficiency index in second case is explained by the fig. 12 where one can note a similar distribution of absolute errors of corrupted and estimated σ xx . 
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Now we are going to provide a way for expressing the local error in terms of the nodal densities for which one can obtain even error distribution. This is the essential task underlying adaptive technologies. Based on our considerations it turns out that to define such a nodal distribution it is required to apply local as well as global concentration index. Lets introduce:
Local index of nodal density correction defined as:
Average error in the analysed domain may be calculated as (n number of nodes):
Total weighted norm of stresses is depicted by:
Finally, global index of nodal density correction, grid refinement, defined as:
where η corresponds to the level of imposed error distribution. Based on the norms listed above, global -local index of increasing grid density (I type) may be defined using square of the global index as: It is easy to observe on the results presented above that the refinement of the grid was necessary within the areas exhibiting high gradient of the sought function. Moreover it is worthy to note that in I-st case, the required grid density was overestimated (20) while in II-nd attempt the refinement index takes realistic value of 4 (verified during analysis).
Conclusions
In this work the development of an adaptive approach for the experimental as well as numerical data collections was presented. An adaptive procedure of experimental and numerical data collections based on a'posteriori error analysis of data was proposed. It includes estimation of the new grid density taking into account equal distribution of an error (using different error norms). Thus adaptive procedure of experiment or numerical discretization planning is possible.
Numerical approach was executed using Adaptive Meshless Finite Difference Method with certain additional constrains taken into consideration.
The paper also presents a new concept of error estimation with the use of so called global -local estimator. The implementation of such estimators lets to refine the grid of numerical or experimental nodes. Obtained results show a good efficiency of proposed adaptive procedure.
