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Nuevas funcionalidades en la arquitectura
Cera-Cranium para el control de un agente
inteligente en el entorno del videojuego Unreal
Tournament 2004
RESUMEN
En este proyecto se pretende implementar un agente inteligente (bot) para videojuegos de accio´n
en primera persona, que tome decisiones utilizando un controlador basado en una arquitectura
cognitiva.
Las arquitecturas cognitivas [1], desde su origen, han buscado modelar el comportamiento y
estructura de agentes inteligentes considerados como modelos integrados, es decir, arquitecturas
donde se articulen procesos de razonamiento, planificacio´n, aprendizaje, etc. de un modo unificado.
Utilizando como base la arquitectura CERA-CRANIUM[18] se pretende mejorar dicha arqui-
tectura para cumplir la definicio´n de arquitectura cognitiva dada por Vernon, Meta y Sandini [17]
y mejorar su valoracio´n en la escala ConScale[10] de evaluacio´n de implementaciones de conciencia
artificial.
El entorno de simulacio´n elegido para este proyecto es el videojuego Unreal Tournament 2004
(UT2004). Esta eleccio´n vino motivada por la existencia del concurso a nivel mundial ”BotPrize”,
consistente en la implementacio´n de un bot para UT2004 que simule el comportamiento humano.
Las herramientas utilizadas son el videojuego UT2004 junto con la ampliacio´n Gamebots 2004 (que
permite ejecutar bots en el videojuego) y la plataforma Pogamut 3, que permite programar al agente
virtual en el lenguaje de programacio´n Java, y conectarlo y recibir informacio´n del videojuego.
De entre las nuevas implementaciones realizadas podr´ıamos destacar la integracio´n de un siste-
ma de toma de decisiones para controlar el funcionamiento del bot basado en Soar[2] que reproduce
mecanismos de cambio de estrategia ante el reconocimiento de modificaciones en el entorno, apren-
diendo de su propia experiencia mediante“aprendizaje por refuerzo”as´ı como una mejor simulacio´n
del comportamiento humano gracias a la implementacio´n de algunos comportamientos de inspira-
cio´n emocional.
Para comprobar la efectividad de estas mejoras, se ha preparado un experimento siguiendo los
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El objetivo de este proyecto es el desarrollo de un agente auto´nomo virtual (bot, ver Glosa-
rio) para videojuegos de accio´n en primera persona (FPS) y ma´s en concreto para el entorno de
simulacio´n Unreal Tournament 2004. Dicho comportamiento “estara´ controlado” por una versio´n
mejorada de la arquitectura CERA-CRANIUM[18], basada en la Teor´ıa del Espacio de Trabajo
Global[19], tratando de alcanzar un nivel superior en la escala de medicio´n de la conciencia ar-
tificial ConScale[10] y espec´ıficamente, aumentar de un nivel de conciencia ”reactivo” (nivel 2) a
uno “adaptativo” (nivel 3) as´ı como dotar al sistema de algunas de las caracter´ısticas de los niveles
posteriores “atencional”, “ejecutivo” y “emocional” (4, 5 y 6).
Entre las nuevas implementaciones se encuentran:
1. mecanismos de evaluacio´n de propio rendimiento en la consecucio´n de mu´ltiples objetivos
(memoria medio-largo plazo) y del estado global propio
2. representacio´n de los efectos de este estado en el comportamiento (sentimientos)
3. cambio de contexto entre los objetivos perseguidos
Adema´s de la evaluacio´n teo´rica realizada en base a ConScale, se realizara´ una evaluacio´n pra´ctica
mediante un experimento controlado en el que se analizara´ la “humanidad” (en te´rminos de los
criterios del concurso BotPrize) que otorgan jugadores reales al comportamiento de este nuevo bot
en comparacio´n con su versio´n previa.
El videojuego Unreal Tournament 2004, es un juego de co´digo abierto que dispone de un
conjunto de librer´ıas que permiten la creacio´n de bots de forma independiente al entorno gra´fico,
dicho conjunto de librer´ıas se llaman Pogamut[3](versio´n 3.4) y esta´n escritas en Java.
1.1. Objetivos
El proyecto fin de carrera que se describe en este documento tiene los siguientes objetivos:
Evaluacio´n de la arquitectura CERA-CRANIUM segu´n la definicio´n de Vernon, Meta y
Sandini[17] sobre una arquitectura cognitiva.
Evaluacio´n del bot CCBot2 en la escala ConScale de habilidades cognitivas.
Implementacio´n de nuevas funcionalidades utilizando como base las dos evaluaciones ante-
riores, las posibles carencias y las potenciales mejoras de CERA-CRANIUM y el CCBot2.
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Analizar experimentalmente el comportamiento del nuevo bot.
Obtener conocimientos y experiencia en el uso de tecnolog´ıas y herramientas para el desarrollo
software en la ingenier´ıa, como pueden ser Java1, SVN2, as´ı como aprender a trabajar con
herramientas desconocidas para mı´ como son Pogamut, jSoar o los lenguajes que utilizan las
diferentes arquitecturas cognitivas; y otras que conozco pero no utilizo habitualmente como
los sistemas basados en reglas.
Introducirse en el a´mbito de la investigacio´n de la inteligencia artificial utilizando datos de
otros a´mbitos relacionados,como la psicolog´ıa.
1.2. Motivacio´n
Han sido muchos los motivos que me han llevado a la eleccio´n del desarrollo de un sistema
de toma de decisiones que controle el comportamiento de un agente auto´nomo virtual (bot) del
videojuego Unreal Tournament 2004 como mi Proyecto Fin de Carrera. De entre todos ellos los
principales han sido:
La existencia de un concurso a nivel mundial “BotPrize”3(Anexo B) que consiste en la imple-
mentacio´n de un bot para el Unreal Tournament 2004 que simule el comportamiento humano.
La posibilidad de profundizar en una arquitectura ganadora del “BotPrize” como es CERA-
CRANIUM, su paradigma cognitivo y su funcionamiento.
Me brindaba la posibilidad de adentrarme en el mundo de la inteligencia artificial, los video-
juegos y la psicolog´ıa, ya que ten´ıa intere´s en temas de emociones, aprendizaje, motivacio´n o
las arquitecturas cognitivas, y son temas que no se tratan en profundidad en la carrera.
Me ofrec´ıa una forma interesante de adquirir conocimientos y experiencia en herramien-
tas y tecnolog´ıas como Java y tambie´n en herramientas completamente desconocidas como
Pogamut y jSoar. Este ha sido un proyecto donde he podido poner en pra´ctica muchos co-
nocimientos adquiridos durante la carrera, as´ı como abordar el uso de nuevas herramientas
y tecnolog´ıas desconocidas.
Antes de definir mi futuro laboral quer´ıa tener una experiencia ma´s ligada al mundo de la
investigacio´n que al mundo empresarial.
Por u´ltimo, existe la posibilidad de que mi trabajo ayude y sea utilizado por otras personas:
Unido al desarrollo de este proyecto se ha propuesto la creacio´n de un concurso de caracter´ıs-
ticas similares a BotPrize a nivel universitario que se desarrollara´ durante el curso 2013/2014.
La nueva versio´n del bot participa adema´s en un estudio comparativo realizado por el profe-
sor Juan Peralta de la Universidad Auto´noma de Barcelona en una versio´n preliminar de lo
que sera´ este “BotPrize universitario”.
1.3. Tecnolog´ıas utilizadas
Para la implementacio´n de los bots se ha utilizado el videojuego Unreal Tournament 2004





Pogamut 3 que permite programar al agente virtual en el lenguaje de programacion Java, conectarlo
y recibir informacion del videojuego mediante un plugin para Netbeans (ver Anexo A).
El programa UnrealED, incluido en la instalacion del videojuego, ha sido utilizado para el
disen˜o de un mapa expecial para el entrenamiento del bot.
Por u´ltimo, se ha utilizado JSoar para desarrollar el sistema de toma de decisiones. JSoar
es una implementacio´n en Java de la arquitectura cognitiva Soar en forma de biblioteca para la
construccio´n de sistemas basados en agentes.
Para ma´s informacio´n sobre las tecnolog´ıas utilizas en este proyecto y las ventajas e inconve-
nientes encontradas durante el desarrollo del proyecto derivadas de dichas tecnolog´ıas consultar el
Anexo F.
1.4. Contenido de la memoria
A continuacio´n se presenta un resumen de los contenidos de esta memoria:
El cap´ıtulo 1 es en el que nos encontramos y sirve de introduccio´n al resto de la documenta-
cio´n.
El cap´ıtulo 2 trata sobre el estado del arte del Proyecto y en e´l se analiza la definicio´n de
arquitectura cognitiva de Vernon, Meta y Sandini [17] as´ı como una clasificacio´n de algunas
de las arquitecturas cognitivas ma´s importantes en la actualidad.
En el cap´ıtulo 3 se encuentra la descripcio´n de la estructura y funcionamiento de la arquitec-
tura cognitiva CERA-CRANIUM y de su implementacio´n CCBot2 as´ı como la evaluacio´n de
ambas en funcio´n de la definicio´n dada en el cap´ıtulo 2 y de la escala ConScale de habilidades
cognitivas.
En el cap´ıtulo 4 se explican las nuevas implementaciones desarrolladas en el bot CCBotSoar
(Memoria de Objetos, Sistema de Toma de Decisiones, Mapa de Peligro y Modelo de Riesgo)
y su integracio´n en el sistema as´ı como una nueva ana´lisis del bot en la escala ConScale para
comprobar el avance producido gracias a estas nuevas implementaciones.
El cap´ıtulo 5 contiene un breve resumen del entrenamiento recibido por CCBotSoar, asi como
la definicio´n y resultados de los experimentos realizados.
En el cap´ıtulo 6 se muestra una conclusio´n general sobre el desarrollo del proyecto, posibles
l´ıneas futuras y valoracio´n personal del proyecto.
Por u´ltimo, encontraremos las siguientes secciones:
 Glosario: Contiene la definicio´n de algunos te´rminos mencionadas en la memoria.
 Bibliograf´ıa: Fuentes de informacio´n consultadas para realizar el proyecto.
 Anexos: Informacio´n adicional del proyecto referenciada desde apartados anteriores.
Incluye el manual de Pogamut, informacio´n sobre el Bot Prize, ConsScale, un resumen
de las clases y me´todos de la implementacio´n CCBotSoar y las tecnolog´ıas utilizadas en
el desarrollo de este proyecto.
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1.5. Planificacio´n
Durante los meses de duracio´n del proyecto, se han realizado labores de documentacio´n y
formacio´n en las tecnolog´ıas y plataformas usadas, prestando especial atencio´n a Soar, CERA-
CRANIUM, ConScale y las distintas definiciones aceptadas de una arquitectura cognitiva as´ı como
la implementacio´n CCBot2. Adema´s, se han investigado diferentes tipos de recursos (redes neuro-
nales, sistemas de razonamiento basado en casos, modelos de infotaxis, etc) que, aunque finalmente
no se utilizaron, fue necesario conocer no so´lo para barajar varias opciones sino tambie´n para en-
riquecer el planteamiento de las nuevas implementaciones. El diagrama de Gantt correspondiente
a la realizacio´n del proyecto se muestra en la figura 1.1.
Figura 1.1: Diagrama Gantt del proyecto
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Cap´ıtulo 2
Estado del arte: Definicio´n y
ana´lisis de arquitecturas cognitivas
En este cap´ıtulo se presenta una definicio´n de arquitectura cognitiva basada en la comparacio´n
de dos paradigmas (emergente y cognitivista) y se analizan algunas de las arquitecturas cognitivas
actuales ma´s importantes con el fin de enriquecer dicha definicio´n.
2.1. Definicio´n de arquitectura cognitiva
Se puede definir una arquitectura cognitiva como el esquema o patro´n para estructurar los
elementos funcionales que configuran a un agente inteligente. Las arquitecturas cognitivas proponen
procesos computacionales que actu´an como ciertos sistemas cognitivos (como podr´ıan ser un “ser
humano”) o, ma´s a menudo, actos inteligentes bajo determinada definicio´n. El te´rmino arquitectura
implica un enfoque que intenta modelar no solo el comportamiento, sino tambie´n las propiedades
estructurales del sistema modelado.
Las arquitecturas cognitivas existentes pueden clasificarse en dos grupos principales:
Por un lado, la aproximacio´n cognitivista, basada en informacio´n simbo´lica procesada por
sistemas representacionales[14]. Las aproximaciones cognitivistas se corresponden con la cla´-
sica y au´n comu´n visio´n de que “la cognicio´n es un tipo de computacio´n simbo´lica, racional,
encapsulada, estructurada y algor´ıtmica” y de que un sistema cognitivo “instancia estas re-
presentaciones f´ısicas como co´digos cognitivos y sus comportamientos son una consecuencia
causal de las operaciones que acarrean estos co´digos” [21].
Por otro los sistemas conexionistas, dina´micos y enactivos (todos ellos basados en una mayor
o menor extensio´n de los principios de auto-organizacio´n [20]) agrupados bajo el nombre
general de sistemas emergentes. Estos sistemas discuten contra la visio´n del procesado
simbo´lico y se posicionan a favor de tratar la cognicio´n como emergente, auto-organizada y
dina´mica [22, 23].
Existe adema´s un tercer grupo denominado de arquitecturas denominadas h´ıbridas que com-
binan las caracter´ısticas de ambos paradigmas.
En el Cuadro 2.1 se desarrolla la comparacio´n entre los paradigmas cognitivista y emergente en
funcio´n de doce caracter´ısticas distintas: Operatividad computacional, Infraestructura de la
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representacio´n, Grounding sema´ntico, restricciones temporales, Epistemolog´ıa global,
Corporeidad, Percepcio´n, Acciones, Anticipacio´n, Adaptacio´n, Motivacio´n y Relevan-
cia de la autonomı´a.
En el paradigma cognitivo, el foco de atencio´n en una arquitectura cognitiva se centra en los
aspectos en los que la cognicio´n es constante a trave´s del tiempo y que resulta relativamente in-
dependiente de la tarea [34, 31, 32]. Ya que las arquitecturas cognitivas representan la parte fija
de la cognicio´n, no pueden conseguir nada de su funcionamiento interno y necesitan adquirir o ser
provistas de conocimiento para realizar cualquier tarea. Esta combinacio´n de una arquitectura
cognitiva dada y una serie de conocimientos particulares se conoce habitualmente como mo-
delo cognitivo. En la mayor´ıa de los sistemas cognitivistas el conocimiento incorporado al modelo
se determina por el disen˜ador humano, aunque existe un incremento en el uso del machine learning
para aumentar y adaptar este conocimiento.
La especificacio´n de una arquitectura cognitiva consiste en sus conjeturas representacionales, las
caracter´ısticas de sus recuerdos, y los procesos que operan con esos recuerdos. La arquitectura
cognitiva define la manera en la que un agente cognitivo gestiona la eliminacio´n de sus fuentes [33]:
Para las aproximaciones cognitivistas, estas fuentes son el sistema computacional en el que
se realiza el procesado de s´ımbolos f´ısicos. La arquitectura especifica los formalismos para la
representacio´n del conocimiento y la memoria utilizada para almacenarlos, los procesos que
actu´an sobre ese conocimiento y los mecanismos de aprendizaje que se adquieren. Habitual-
mente, tambie´n tiene la posibilidad de programar el sistema para que los sistemas inteligentes
puedan ser instanciados en una especie de dominio de aplicacio´n [34].
Para las aproximaciones emergentes, la necesidad de identificar una arquitectura surge de
la complejidad intr´ınseca que caracteriza a un sistema cognitivo, y la necesidad de dotar de
algu´n tipo de estructura en la que enmarcar los mecanismos de percepcio´n, accio´n, adaptacio´n,
anticipacio´n, y motivacio´n que permiten que el desarrollo ontogene´tico durante el ciclo de vida
del sistema. Es esta complejidad la que distingue una arquitectura cognitiva emergente de
un simple control robo´tico conexionista que habitualmente aprenden asociaciones mediante
tareas espec´ıficas, por ejemplo, la red auto-organizativa de Konohen citada en [35]. En cierto
modo, la arquitectura cognitiva de un sistema emergente se corresponde con las capacidades
innatas de las que esta´ dotada por la filoge´nesis del sistema, las cua´les no debe aprender
pero que, por supuesto, puede evolucionar. Estas capacidades ba´sicas facilitan la ontoge´nesis
del sistema, representan el punto de partida inicial para el sistema cognitivo y aseguran la
base y los mecanismos para su consiguiente desarrollo auto´nomo, un desarrollo que influira´
directamente en la propia arquitectura.
2.2. Arquitecturas actuales
La Figura 2.1 muestra un resumen de todas las arquitecturas en las que se han analizado
una a una las doce caracter´ısticas de los sistemas cognitivos que se describieron anteriormente.
Se han omitido las cinco primeras caracter´ısticas – Operatividad computacional, Infraestructura
de representacio´n, Nociones sema´nticas, Restricciones temporales y Epistemolog´ıa global – porque
se pueden inferir directamente desde el propio paradigma en el que el que se basa el sistema:
cognitivista (C ), emergente (E ) o h´ıbrido (H ).
Una “×” indica que esta caracter´ıstica es clave en la arquitectura, “+” indica que existe esta
caracter´ıstica y un espacio en blanco indica que esta caracter´ıstica no esta´ presente en la arquitec-
tura. Se asigna una “×” en la columna de Adaptacio´n si y solo si el sistema es capaz de desarrollar
(en el sentido de crear nuevos marcos o modelos de representacio´n) y no simplemente aprender (en
el sentido de estimar para´metros de un modelo) [36].
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Figura 2.1: Comparativa de arquitecturas (extra´ıdo de [17])
2.3. Conclusiones
Un sistema cognitivo de desarrollo estara´ constituido por una red de subsistemas multi-
funcionales distribuidos que cooperan y compiten, cada uno de los cuales posee su propia
infraestructura de codificacio´n o representacio´n, que alcanzan juntos un objetivo comu´n de
comportamiento efectivo controlados por algu´n tipo de mecanismo de auto-sincronizacio´n o
circuito de modulacio´n. Esta red forma la configuracio´n filogene´tica y sus habilidades innatas.
Una arquitectura cognitiva de desarrollo debe ser capaz de adaptarse mediante el aprendi-
zaje y, au´n ma´s importante, a trave´s de la modificacio´n de gran parte de la estructura y
la organizacio´n del propio sistema de manera que sea capaz de alterar sus situaciones dina´-
micas basa´ndose en la experiencia, para expandir su repertorio de acciones y adaptarse a
nuevas circunstancias. Este desarrollo debe estar controlado por factores tanto explorativos
como sociales, el primero referido al descubrimiento de novedades en el mundo exterior y el
potencial de las propias acciones del sistema, y el segundo con la interaccio´n entre agentes,
las actividades compartidas, y patrones mutuamente construidos mediante comportamiento
compartido. Existe una gran variedad de paradigmas de aprendizaje que se pueden utilizar
para un desarrollo efectivo, incluyendo, pero no necesariamente limitado a, aprendizaje sin
supervisio´n, aprendizaje por refuerzo y aprendizaje surpevisado.
Puesto que los sistemas cognitivos no son so´lo adaptativos sino adema´s anticipativos, es
crucial que tenga (filogenia) o desarrolle (ontogenia) algu´n mecanismo para ensayar escenarios






Manipulacio´n basada en reglas (por ejemplo,
procesamiento sinta´ctico) de tokens
simbo´licos, habitualmente de manera
secuencial.
Explotan procesos de auto organizacio´n,
produccio´n, mantenimiento y desarrollo, a
trave´s de la interaccio´n concurrente de una




Patrones de tokens simbo´licos para referirse a
eventos del mundo exterior. Producto
descriptivo de un disen˜ador humano,
normalmente puntual y local.
Sistema global de estados codificados .
Grounding
sema´ntico
Identificacio´n simbo´lica de perceptos ya sean
descritos por el disen˜ador o aprendidos por
asociacio´n.








Cada agente esta´ enmarcado en un entorno
cuya estructura sema´ntica es independiente
de la cognicio´n del sistema.
Dependiente del historial de experiencias del
agente.
Corporeidad Gracias a sus ra´ıces funcionalistas (la
cognicio´n es independiente de la plataforma
f´ısica en la que esta´ implementada[27]), no
implica corporeidad.
Intr´ınsecamente unidos a su representacio´n
f´ısica [26, 24, 25].
Percepcio´n Interfaz. Representaciones simbo´licas
abstractas del mundo externo desde los datos
sensoriales.
Cambio en el estado del sistema en respuesta
a perturbaciones en el entorno para mantener
la estabilidad del propio sistema.
Acciones Consecuencias causales del procesamiento
simbo´lico de las representaciones internas.
Perturbaciones realizadas en el entorno por el
propio sistema.
Anticipacio´n Planificacio´n utilizando algu´n tipo de
razonamiento procedural o probabil´ıstico con
un modelo a priori .
Requiere que el sistema visite un determinado
nu´meros de estados en su espacio
auto-construido de estados percepcio´n-accio´n
sin comprometer las acciones asociadas.
Adaptacio´n Adquisicio´n de nuevo conocimiento Alteracio´n estructural o reorganizacio´n para
que se hagan efectivas nuevas situaciones
dina´micas. [30].




No necesariamente implementada. Crucial. La cognicio´n implica autonomı´a.




El presente cap´ıtulo muestra la estructura y funcionamiento de la arquitectura CERA-CRANIUM
y del CC-Bot2, implementacio´n basada en dicha arquitectura, sendos puntos de partida de la in-
vestigacio´n de este proyecto.
3.1. CERA-CRANIUM
CERA-CRANIUM [6] es una arquitectura cognitiva, disen˜ada para controlar augentes auto´-
nomos (tanto robots f´ısicos como bots para videojuegos) basada en un modelo computacional de
la consciencia. La principal inspiracio´n de CERA-CRANIUM es la Teor´ıa del Espacio de Trabajo
Global (Global Workspace) [19], un tipo de espacio de memoria compartida donde diferente agentes
– en este caso representados por procesadores especializados – pueden colaborar y competir con
otros dina´micamente.
Figura 3.1: Modelo del Espacio de Trabajo Global (extra´ıdo de [18])
CERA-CRANIUM esta´ compuesto por dos componentes principales (ver Figura 3.1):
 CERA: arquitectura de control estructurada en capas.
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 CRANIUM: herramienta para la creacio´n y gestio´n de grandes cantidades de procesos en
espacios de trabajo compartidos.
Como se explica ma´s abajo, CERA utiliza los servicios de CRANIUM con el objetivo de
generar procesos de percepcio´n dina´micos y adaptables orquestados por un modelo computacional
de la consciencia. En te´rminos de control del bot, CRANIUM proporciona un mecanismo para
sincronizar un nu´mero de procesadores especializados diferentes que funcionan concurrentemente.
Estos procesadores pueden ser de muchos tipos, aunque normalmente son detectores de informacio´n
sensorial o generadores de comportamiento.
Siguiendo la arquitectura de orientacio´n a servicios de MRDS (Microsoft Robotics Developer
Studio), los componentes de CERA y CRANIUM se integran como servicios ligeros distribuidos.
MRDS incorpora un sistema de ejecucio´n de tiempo real llamado CCR (Concurrency and Coor-
dination Runtime) que esta´ basado en .NET Framework. Partes de CERA y de CRANIUM se
basan en el CCR para soportar patrones de coordinacio´n complejos y as´ıncronos. Tambie´n se usan
las colas de hilos de alto rendimiento para ejecutar un gran nu´mero de procesadores inconscientes
y maximizar la concurrencia. El protocolo DSSP (Decentralized Software Services Protocol) hace
posible la composicio´n de estos servicios. El modelo de servicios DSS permite la interaccio´n de los
servicios en un entorno descentralizado, por lo tanto el problema de la capacidad limitada de CPU
en el robot desaparace.
CERA
CERA (Conscious and Emotional Reasoning Architecture) es una arquitectura cognitiva dis-
tribuida en capas disen˜ada para implementar un sistema de control para agents auto´nomos. La
actual definicio´n de CERA esta´ estructurada en cuatro capas (Figura 3.2): la capa de servicios
senso-motores, capa f´ısica, capa espec´ıfica de misio´n y capa nu´cleo. Aunque las capas
superiores tienen asignados significados ma´s abstractos, la definicio´n de las capas en CERA no esta´
directamente asociada a comportamientos espec´ıficos. En su lugar, gestiona cualquier procesador
especializado que opere en el tipo de representacio´n utilizado en un nivel particular, como por
ejemplo la capa f´ısica con representaciones cercanas a los datos sensoriales o la capa misio´n con
representaciones de ma´s alto nivel y orientadas a tareas concretas.
Figura 3.2: Disen˜o estructurado en capas de la arquitectura cognitiva CERA (extra´ıdo de [18])
La capa CERA de servicios sensorio-motores consta de una serie de servicios de inter-
accio´n y comunicacio´n que implementan el acceso requerido tanto a los sensores de lectura
como a los comandos de actuacio´n. Estos servicios proveen a la capa f´ısica con una interfaz
de acceso uniforme a la maquinaria f´ısica (tanto virtual como simulada) del agente.
10
La capa f´ısica de CERA engloba los sensores y actuadores de representacio´n a bajo nivel del
agente. Los mecanismos ana´logos esta´n implementados a este nivel con comandos de actua-
cio´n, asegurando que los para´metros de los comandos se encuentran entre unos l´ımites seguros.
La capa espec´ıfica de misio´n produce y gestiona contenido sensorio-motor elaborado rela-
cionadocon los comportamientos vitales del agente y sus misiones particulares. En esta estapa
los contenidos simples que la capa f´ısica on combinados con contenidos ma´s complejos y de
significado espec´ıfico, relacionados con los objetivos del agente. La capa espec´ıfica de misio´n
puede ser modificada independientemente del resto de capas CERA de acuerdo con las tareas
asignadas y las necesidades del agente.
La capa nu´cleo de CERA es el control a ma´s alto nivel y se compone de una serie de mo´dulos
que simulan funciones cognitivas de alto nivel. La definicio´n e interaccio´n entre estos mo´dulos
puede ser ajustada para implementar un modelo cognitivo concreto, regulando la manera en
la que trabajan las capas ma´s bajas de CERA.
La capa f´ısica y la capa espec´ıfica de misio´n esta´n inspiradas en teor´ıas cognitivas de la
consciencia, donde grandes conjuntos de procesos paralelos compiten y colaboran en un espacio
compartido de trabajo buscando una solucio´n global. De hecho, un agente controlado por CERA
esta´ dotado con dos espacios de trabajo jerarquizados que funcionan coordinadamente con el obje-
tivo de encontrar dos soluciones globales e interconectadas: una esta´ relacionada con la percepcio´n
y la otra con la accio´n.
CRANIUM
CRANIUM proporciona un subsistema en el cual CERA puede ejecutar varios procesos con-
currentes coordinados pero as´ıncronos que compiten entre ellos. Cada uno de estos procesadores
especializados esta´n disen˜ados para desarrollar una funcio´n espec´ıfica con tipos de informacio´n
concretos. En cualquier momento, el nivel de activacio´n de un procesador concreto se calcula
basado en una estimacio´n heur´ıstica de cua´nto puede contribuir a la solucio´n global que actual-
mente se encuentra en el ETC. Los para´metros concretos usados para esta estimacio´n se establecen
en la capa de nu´cleo CERA. Por norma general, los ETC de CRANIUM operan constantemen-
te ajustados por comandos enviados desde la capa nu´cleo de CERA. Este mecanismo cierra los
bucles de realimentacio´n entre la capa nu´cleo y el resto de la arquitectura: la entrada de la capa
nu´cleo (percepcio´n) se regula en funcio´n de su propia salida (modulacio´n del ETC), que al volver
determina que´ se percibe.
3.2. CC-Bot2
CC-Bot2 es una implementacio´n Java de la arquitectura CERA-CRANIUM especialmente
desarrollada para la competicio´n 2K BotPrize. Esta implementacio´n tiene las siguuientes caracte-
r´ısticas:
La capa CERA de servicios sensorio-motores es ba´sicamente una capa de adaptacio´n a
Pogamut 3.
La representacio´n usada para los datos sensoriales y los comandos en la capa f´ısica, como
podr´ıan ser“aparece un jugador en mi campo de visio´n”o“estoy siendo atacado”, es Pogamut
3
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Puesto que la implementacio´n esta´ hecha para participar u´nicamente en partidas Death-
Match, la misio´n es relativamente simple: matar ma´s y morir menos. Los perceptos que
maneja la capa de misio´n son del tipo “este jugador es mi enemigo” o “el enemigo X me esta´
atacando”).
La capa nu´cleo contiene el co´digo para el mecanismo de atencio´n (otros mo´dulos pueden
ser an˜adidos en un futuro).
CRANIUM esta´ basado en un gestor de tareas que crea dina´micamente nuevos hilos de
ejecucio´n para cada procesador activo.
En el CC-Bot2 usamos dos ETC de CRANIUM separados pero conectados e integrados con
la arquitectura CERA:
1. El ETC de nivel ma´s bajo esta´ localizado en la capa f´ısica de CERA, donde los proce-
sadores especializados son alimentados con datos provenientes de los servicios sensores
de CERA (Pogamut).
2. El segundo ETC, localizado en la capa de misio´n espec´ıfica de CERA, contiene proce-
sadores especializados de ma´s alto nivel que tienen como entrada la informacio´n que
proviene de la capa f´ısica o informacio´n generada en el propio ETC 3.3.
La informacio´n perceptual que fluye esta´ organizada en paquetes llamados perceptos sim-
ples, perceptos complejos y perceptos de misio´n.
Figura 3.3: CERA-CRANIUM flujo bottom-up: percepcio´n (extra´ıdo de [18])
Adema´s del flujo bottom-up de los procesos de percepcio´n, existe simulta´neamente un flujo
top-down en los mismos ETC para generar las acciones del bot. La capa f´ısica y la capa de misio´n
espec´ıfica incluyen acciones simples (traducciones directas de comandos Pogamut), comportamien-
tos simples y comportamientos de misio´n 3.4
Una de las diferencias clave entre los flujos bottom-up y top-down de CERA-CRANIUM es que
mientras los perceptos se componen iterativamente para obtener otros ma´s complejos y represen-
taciones con mayor significado, los comportamientos de alto nivel son fragmentados iterativamente
hasta obtener una secuencia de acciones ato´micas.
CERA-CRANIUM selecciona la siguiente accio´n de entre las que podr´ıan ser potencialmente
ejecutadas de manera, s´ı y so´lo s´ı se encuentra cerca del contexto activo (contexto actualizado
perio´dicamente por la capa nu´cleo de CERA).
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Figura 3.4: CERA-CRANIUM flujo top-down: generacio´n de comportamiento (extra´ıdo de [18])
Generacio´n de comportamiento
Tener un ETC donde convergen los flujos de informacio´n sensorial y motora facilita la im-
plementacio´n de mu´ltiples bucles de realimentacio´n para un comportamiento adaptado y efectivo.
El comportamiento simple ganador esta´ continuamente enfrentado a nuevas opciones generadas
en la capa f´ısica, y por consiguiente existe un mecanismo para interrumpir comportamientos en
progreso tan pronto como no se consideren la mejor opcio´n. En te´rminos generales, los procesos
de activacio´n o inhibicio´n de la percepcio´n y generacio´n de comportamientos esta´n modulados por
CERA de acuerdo con el modelo cognitivo de consciencia implementado. En otras palabras, los
comportamientos son asignados a un nivel de activacio´n en funcio´n de su distancia con el contexto
activo en te´rminos del espacio sensoriomotor disponible. So´lo la accio´n ma´s activa es la que se
ejecuta al final de cada “ciclo cognitivo”.
La distancia a un contexto dado se basa en criterios sensoriales tales como la localizacio´n
relativa o el tiempo. Por ejemplo, si tenemos dos acciones: Accio´n A: “dispara a la izquierda” y
Accio´n B: “dispara a la derecha”, y un contexto activo apuntando al lado izquierdo del bot (porque
hay un enemigo all´ı), la accio´n A sera´ elegida con menor probabilidad para la ejecucio´n, y la accio´n
B sera´ elegida en la cola de ejecucio´n (siempre y cuando no sea muy antigua).
La figura 3.5 muestra una representacio´n esquema´tica de los t´ıpicos bucles de realimentacio´n
producidos en la arquitectura CERA. Estos bucles se cierran cuando el bot percibe las consecuencias
de las acciones ejecutadas, desencadenando respuestas adaptativas a diferentes niveles.
Figura 3.5: Diferentes bucles de realimentacio´n producidos en CERA-CRANIUM (extra´ıdo de [18])
La curva (a) en la figura 6 representa el bucle de realimentacio´n que se produce cuando se
desencadena un reflejo instintivo.
La curva (b) corresponde a una situacio´n en la cual el comportamiento espec´ıfico de misio´n
se realiza inconscientemente.
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Finalmente, la curva (c) ilustra el bucle de control de alto nivel, en el cual una tarea ha sido
ejecutada conscientemente.
Estos tres tipos de bucles de control no se encuentran en exclusio´n mutua; de hecho, los mismos
perceptos contribuira´n habitualmente a diferentes bucles que tendra´n lugar a diferentes niveles.
En esta implementacio´n, los procesadores especializados se crean en el propio co´digo, y se
asignan dina´micamente a la correspondiente capa CERA. El Workspace correspondiente a cada
capa sera´ el encargado de gestionar la informacio´n proveniente de cada uno de estos procesadores
y de la comunicacio´n con el resto del sistema.
Counscious-Robots bot en accio´n
Lo que viene a continuacio´n es un fragmento de un t´ıpico flujo de perceptos que en u´ltima
instancia genera el comportamiento del bot (figura 7):
1. El procesador EnemyDetector detecta un nuevo enemigo, y crea un nuevo percepto “enemigo
detectado”.
2. El percepto “enemigo detectado” se recibe ordenadamente en el procesador SelecEnemyToS-
hoot, el cual se encarga de seleccionar el enemigo al que vamos a disparar. Cuando se elige
el enemigo, se genera la correspondiente accio´n de disparo.
3. Dos procesadores reciben la accio´n de disparar, una a cargo de apuntar al enemigo y disparar
y la otra que crea nuevas acciones de movimiento para evitar el fuego enemigo.
Figura 3.6: Esquema simplificado del flujo de perceptos y acciones (extra´ıdo de [18])
Este es un ejemplo muy simple de como funciona el bot. Sin embargo, lo habitual es tener esce-
narios ma´s complejos en los cuales multitud de enemigos este´n atacando al bot simulta´neamente y
el objetivo seleccionado podr´ıa ser cualquiera de ellos. En estos casos, los mecanismos de atencio´n
juegan un papel clave.
El diagrama de la Figura 3.7 representa de forma esquema´tica y ma´s en profundidad la es-
tructura global de la arquitectura CERA-CRANIUM y ma´s en concreto de la implementacio´n del
CC-Bot2.
14
Figura 3.7: Diagrama general de CCBot2
3.3. Evaluacio´n de CERA-CRANIUM y CCBot2
En esta seccio´n evaluaremos el modelo CERA-CRANIUM en funcio´n de la definicio´n de ar-
quitectura cognitiva construida en el Cap´ıtulo 3 y tambie´n el nivel ConScale (Ver anexo) de la
implementacio´n CCBot2. Estas evaluaciones nos ayudara´n a definir una hoja de ruta para elegir
que´ mejoras debemos an˜adir tanto a la arquitectura en general como espec´ıficamente al bot.
3.3.1. Evaluacio´n de CERA-CRANIUM como arquitectura cognitiva
Puesto que la arquitectura CERA-CRANIUM esta´ basada en la Teor´ıa del Espacio Global
de Trabajo de Baars y no presenta diferencias significativas de funcionamiento con respecto a la
arquitectura Global Workspace de Shanaman [37, 38], asumimos que las caracter´ısticas de CERA-
CRANIUM se corresponden con las de Global Workspace a efectos del ana´lisis de la tabla anterior.
Como se puede observar, la u´nica caracter´ıstica que no aparece referenciada en CERA-
CRANIUM es la de Adaptacio´n, por lo que ser requiere de manera casi obligatoria la integracio´n
de algu´n mecanismo adaptativo. Es importante que esta mejora se realize en el conjunto global
de la arquitectura y no en una implementacio´n concreta para que la posterior evolucio´n de estas
implementaciones no se vea sujeta a las limitaciones de dicha implementacio´n y la explotacio´n de
CERA-CRANIUM aplicada a distintos a´mbitos se pueda realizar de manera transparente.
3.3.2. Evaluacio´n ConScale de CCBot2
En la siguiente figura se presentan los resultados obtenidos al aplicar el Proceso de Evaluacio´n
Simplificado (PSE) sobre la implementacio´n CC-Bot2. El cuadro contiene en su primera colum-
na la lista de habilidades que abarca este modelo y ma´s abajo se indica el valor del CQS, en la
segunda columna se representan los perfiles cognitivos del modelo y finalmente, en la tercera co-
lumna, se muestra el nivel conceptual de ConsScale alcanzado. Es conveniente resaltar que el PSE
simplemente proporciona una aproximacio´n de lo que podr´ıa ser el nivel real ConsScale de una
implementacio´n.
CC-Bot2 cumple con algunas caracter´ısticas de los niveles 3, 4 y 5. Sin embargo, se clasifica
como un agente de nivel 2 porque ConScale requiere el cumplimiento completo de los niveles
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Figura 3.8: Evaluacio´n PSE del CCBot2
inferiores para poder ser calificado como perteneciente a un determinado nivel i. El ı´ndice CQS de
un agente reactivo puro es 0.18. Sin embargo, la puntuacio´n de CCBot2 (0.51) indica que el agente
presenta capacidades cognitivas adicionales (como se puede observar en el perfil cognitivo asociado
que aparece en la Tabla 13). Asimismo, CC-Bot esta´ lejos de alcanzar el nivel 4, para el cual el
CQS asociado ser´ıa de 12.21 o superior.
En la Tabla 3.1 se enumera la lista de habilidades cognitivas ya implementadas en el modelo
CCBot-2.
CS Requisito
2,1 Capacidad de producir respuestas motoras fijas o reactivas (reflejos).
3,1 Adquisicio´n auto´noma y adaptativa de nuevas respuestas reactivas.
3,2 Uso de los sensores propioceptivos para generar respuestas adaptativas.
3,3 Seleccio´n de informacio´n sensorial relevante.
3,4 Seleccio´n de informacio´n motora relevante.
3,5 Seleccio´n de informacio´n relevante en memoria.
3,6 Evaluacio´n (positiva o negativa) de objetos o sucesos seleccionados.
4,1 Aprendizaje por prueba y error. Re-evaluacio´n de los sucesos seleccionados.
4,5 Representacio´n espacial relativa (depictive) de los objetos percibidos.
5,2 Persecucio´n de mu´ltiples metas.
5,4 Aprendizaje por refuerzo auto´nomo.
Tabla 3.1: Requisitos ConScale cumplidos
Nuestro objetivo es, de manera casi inmediata, implementar la habilidad cognitiva restante
para poder completar el nivel 3 y, una vez superada esta barrera, analizar los diferentes
requisitos de los niveles 4, 5 y (en menor medida) 6, para implementar algunos de ellos
y conseguir el mayor avance posible en la escala. En la Tabla 3.2 se recogen todo estos requisitos.
3.3.3. Evaluacio´n global y trabajo a realizar
Es esencial que la arquitectura CERA-CRANIUM posea la caracter´ıstica de Adaptacio´n. La
opcio´n ma´s viable para implementar esta opcio´n es crear una arquitectura h´ıbrida basada en CERA-
CRANIUM e integrar un mo´dulo de comportamiento cognitivista. De esta manera se mantienen
todas las propiedades de la arquitectura base y la propia estructura de CERA-CRANIUM nos
permite realizar una integracio´n casi modular de este nueva caracter´ıstica.
La integracio´n de esta caracter´ıstica en el sistema facilitara´ adema´s el desarrollo de al-
gunos de los requisitos de los niveles 4, 5 y 6 de ConScale para la nueva implementacio´n.
El resto de requisitos han sido analizados y de entre ellos se han elegido los que a priori com-




3,7 Seleccio´n de los contenidos que necesitan ser almacenados en memoria.
4,2 Comportamiento dirigido hacia determinados objetivos, como seguimiento y
escape o acercamiento y alejamiento de enemigos.
4,3 Evaluacio´n del propio rendimiento en la consecucio´n de una meta simple,
descartando las acciones que no contribuyen a las metas perseguidas.
4,4 Capacidad ba´sica de planificacio´n: ca´lculo de las n siguientes acciones
secuenciales.
5,1 Evaluacio´n del rendimiento en la consecucio´n de mu´ltiples metas.
5,3 Habilidad para cambiar de contexto entre mu´ltiples tareas.
5,5 Capacidad avanzada de planificacio´n teniendo en cuenta todas las metas
activas.
5,6 Capacidad para generar contenidos mentales seleccionados con significados
basados en la interaccio´n del agente con el medio (grounded meaning).
6,1 Evaluacio´n del estado propio (emociones globales).
6,2 Las emociones globales causan efectos en el cuerpo del agente.
6,3 Representacio´n de los efectos de las emociones en el organismo (sentimientos).
6,4 Capacidad para mantener un mapa preciso y actualizado del esquema
corporal.
6,5 Aprendizaje abstracto (generalizacio´n de lecciones aprendidas).
6,6 Capacidad para representar un flujo de perceptos integrados que incluyan el
estado propio.




Descripcio´n del nuevo modelo:
CCBotSoar
En este cap´ıtulo se detallan las mejoras realizadas en la arquitectura para desarrollar la ca-
racter´ıstica de adaptacio´n (el Sistema de Toma de Decisiones) y las nuevas implementaciones
complementarias como son la Memoria de Objetos y la simulacio´n de emocio´n “Riesgo”.
4.1. Adaptacio´n
De entre las cuatro arquitecturas cognitivas analizadas en el Cap´ıtulo 2 que presentan la
caracter´ıstica de adaptacio´n, Soar y ACT-R son las ma´s utilizadas y representativas del paradigma
y tambie´n las ma´s sencillas de integrar en un sistema h´ıbrido. A la hora de elegir una de ellas como
herramienta para el desarrollo de esta nueva caracter´ıstica:
Ambas tienen capacidades deliberativas y de aprendizaje y por lo tanto cumplen las carac-
ter´ısticas deseadas, posibilitan la representacio´n del estado del bot, tienen mecanismos para
la comunicacio´n con un entorno externo a la arquitectura cognitiva que sera´ el videojuego
Unreal Tournament 2004 y disponen de diferentes me´todos de aprendizaje.
Como se va a utilizar Pogamut para la implementacio´n del bot es necesario que la arquitectura
seleccionada disponga de una versio´n en Java para facilitar as´ı la conexio´n entre Pogamut y
la arquitectura. Ambas disponen de versio´n en java, jSoar1 y jACT-R2, luego esto no nos
obliga a utilizar una arquitectura concreta.
ACT-R presenta frente a Soar la ventaja de ser h´ıbrida, no obstante, su mecanismo de
aprendizaje de nuevas producciones no es tan potente como el chunking de Soar. Soar ademas
dispone de un mecanismo integrado de aprendizaje por refuerzo. Como el bot esta centrado
en la capacidad de aprender de sus propias experiencias este hecho diferencial entre Soar y
ACT-R es el que decanta la balanza hacia Soar.
Soar es la arquitectura seleccionada para el desarrollo del sistema de toma de decisiones del bot.
Para ma´s informacio´n sobre Soar se puede consultar el Anexo D y el manual de Soar disponible






Soar (State, Operator And Result) es una arquitectura cognitiva basada en la teor´ıa de
la mente propuesta por Newell[2], para el desarrollo de sistemas que exhiben un comportamiento
inteligente. Es definida por sus creadores como una arquitectura de propo´sito general en el sentido
de que Soar no tiene intencio´n de tratar u´nicamente el problema de la inteligencia humana sino
de tratar el problema de la inteligencia en general. El proyecto Soar comenzo´ en la Universidad
Carnegie Mellon por Newell, Laird y Rosenbloom como un test para las teor´ıas de la cognicio´n de
Newell[2].
Su disen˜o esta basado en la hipo´tesis de que toda conducta orientada a unos objetivos, puede
ser tratada como la seleccio´n y aplicacio´n de unos operadores sobre un estado:
1. el estado es la representacio´n de la situacio´n actual del problema a resolver,
2. los operadores transforman el estado haciendo cambios en la situacio´n actual y
3. el objetivo es la situacio´n que se desea alcanzar durante la resolucio´n del problema.
Soar consta fundamentalmente de un interfaz de entrada/salida que interactua en cada ciclo de
ejecucio´n y posee tres tipos de memoria.
Memoria de trabajo: Esta compuesta por los Working Memory Elements (WME) que
son tuplas “identificador-atributo-valor” que contienen la representacio´n del estado actual.
Permiten la organizacio´n jera´rquica y atributos con mu´ltiples valores. Se ve afectada por las
decisiones del ciclo de ejecucio´n y por la interfaz de entrada/salida.
Memoria de produccio´n: Contiene el denominado conocimiento a largo plazo compuesto
por producciones (es decir, reglas del tipo “ifthen” o “condicio´n -> accio´n”). En cada ciclo
se disparan las producciones cuyas condiciones coinciden con el estado representado en la
memoria de trabajo.
Memoria de preferencias: Guarda las preferencias asignadas a los operadores, que deter-
minan su eleccio´n durante el ciclo de ejecucio´n.
Interfaz de entrada/salida: Es la conexio´n de Soar con el entorno externo en el cual se
ejecuta. El interfaz de entrada actualiza al comienzo de cada ciclo de ejecucio´n los WME que
Soar tiene en la memoria de trabajo y el interfaz de salida al final de cada ciclo se encarga
de transmitir al entorno la accio´n a realizar.
El funcionamiento de Soar esta basado en una secuencia de acciones llamada execution cycle (ciclo
de ejecucio´n) que se ejecuta continuamente. Este ciclo aplica el operador vigente y selecciona el
pro´ximo operador a aplicar hasta que la meta sea alcanzada (Figura 4.1). En cada ciclo de ejecucio´n
se selecciona un u´nico operador.
Si en un ciclo de ejecucio´n no es posible resolver la seleccio´n del operador Soar alcanza un
impasse, que genera un nuevo subestado para la resolucio´n del impasse. Se produce as´ı una des-
composicio´n de objetivos. Cuando los sucesivos subestados se van resolviendo, la arquitectura
almacena todo el proceso en una nueva produccio´n. Cuando se resuelve un impasse, Soar “apren-
de” ya que almacena el conocimiento sobre como resolver el impasse en una produccio´n. E´ste es
el principal mecanismo de aprendizaje en Soar, llamado chunking. La nueva produccio´n, llamada
chunk, tiene como condiciones los elementos del estado que generaron el impasse y como accio´n los
cambios en la memoria de trabajo o en las preferencias que resolvieron el impasse, y es almacenado
en la memoria de produccio´n con el resto de producciones.
20
Figura 4.1: Ciclo de ejecucio´n de Soar (extra´ıdo de [2])
Soar dispone de un sistema de aprendizaje por refuerzo que modifica el conocimiento sobre
la seleccio´n de operadores mediante un sistema de recompensas. Este sistema de aprendizaje por
refuerzo esta integrado con la memoria de producciones. Utiliza las preferencias nume´ricas que
son modificadas mediante las recompensas en funcio´n de nuestros intereses para as´ı aprender que´
operador es ma´s conveniente seleccionar en un estado u otro.
Para ma´s informacio´n sobre Soar se puede consultar el Anexo D y el manual de Soar disponible
con cada distribucio´n.
4.2. Memoria de objetos
Durante el transcurso de una partida de Unreal Tournament 2004 (y en la de casi cualquier
otro juego FPS) la posicio´n de los objetos (municio´n, salud y otros objetos especiales) sea siempre
la misma. Los jugadores habitualmente recuerdan la posicio´n de estos objetos ya sea por
que e´stos se encuentran en puntos estrate´gicos muy fa´ciles de identificar (y ma´s cuando la mayor´ıa
de los mapas tienen cierta simetr´ıa) o porque por el propio desarrollo de la partida, consiguen
acordarse.
Implementar este comportamiento en nuestro bot mejorado es tan sencillo como crear un nuevo
procesador de perceptos.
Este nuevo procesador (bautizado como RememberItems en la actual implementacio´n) captura
los perceptos de “objeto recogido” y almacena sus posiciones en dos listas diferentes:
una para todos los objetos que incrementan o recuperan nuestra salud, as´ı como los
distintos tipos de escudos de energ´ıa
y otra para el resto de objetos (principalmente municiones y armas, aunque tambie´n se
incluyen potenciadores de disparo)
El procesador gestiona y actualiza estas listas con cada nuevo objeto recogido almacenando la
posicio´n del objeto aunque no su tipo, pues en algunos casos el juego crea puntos en los que
los objetos que se pueden recoger cambian a lo largo del tiempo y tampoco ser´ıa realista que un
jugador recordase exactamente el tipo de objeto concreto que aparece en un punto.
El mismo procesador puede capturar perceptos sobre el nivel de salud y municio´n, de manera
que cuando estos niveles se encuentran por debajo de un mı´nimo (definidos globalmente
y utilizados por, por ejemplo, el procesador que nos ayuda a huir de los enemigos) propondra´ al
sistema una accio´n de movimiento dirigida hacia el objeto ma´s cercano que se corresponda
con su necesidad (salud o municio´n).
El siguiente diagrama representa gra´ficamente el funcionamiento interno de este procesador.
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Figura 4.2: Procesador RememberItems
4.3. Sistema de toma de decisiones
Como extensio´n a la nueva caracter´ıstica de Adaptacio´n y como parte de la creacio´n de una
memoria a largo plazo se ha implementado un sistema de toma de decisiones centrado en la capa-
cidad de aprender de sus propias experiencias e implementado “emociones” en su comportamiento.
En particular, el sistema ha sido desarrollado en base a los conceptos de motivacio´n, drive, emocio´n
y aprendizaje por refuerzo. Los conceptos de motivacio´n y drive forman parte de la representacio´n
del estado bot, ma´s concretamente del estado interno del bot.
Este sistema de ha realizado utilizando como inspiracio´n el sistema de toma de decisiones
desarrollado en [39], an˜adiendo las modificaciones necesarias para su funcionamiento como mo´dulo
anejo a la estructura de CERA-CRANIUM, facilitando as´ı su integracio´n en la arquitectura.
4.3.1. Aprendizaje por refuerzo
El bot y el entorno interactu´an continuamente, el bot selecciona acciones y el entorno responde
a dichas acciones y presenta nuevos estados para el bot. A cada instante, el bot calcula una funcio´n
desde los estados a cada una de las acciones. A esta funcio´n se le llama pol´ıtica de aprendizaje.
Los me´todos de aprendizaje por refuerzo especifican co´mo el agente cambia su comportamiento
como resultado de su experiencia. El objetivo del bot es maximizar la cantidad de recompensas
que recibe a lo largo del tiempo [8].
La valoracio´n de los comportamientos cuando el bot esta´ en un cierto estado, se realiza uti-
lizando algoritmos de aprendizaje por refuerzo. El bot aprendera´ que´ accio´n escoger cuando se
encuentra en un estado determinado. El refuerzo utilizado para valorar el resultado de una accio´n
es el appraisal, definido en funcio´n de la variacio´n que experimenta el bot en su mood. El mood es
una funcio´n de las necesidades del agente, por lo que este refuerzo mide el efecto de la accio´n reali-
zada en las necesidades del bot. Las variaciones positivas y negativas del mood esta´n inspiradas en
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las emociones de felicidad y tristeza respectivamente. El bot, por lo tanto, utiliza estas emociones
para valorar sus propias acciones y aprender cua´les son las ma´s apropiadas en cada estado.
A pesar de haberse convertido en uno de los algoritmos de aprendizaje ma´s usados, Q-learning
no sirve en nuestro entorno, ya que el videojuego Unreal Tournament es un entorno muy cao´tico
que cambia muy ra´pido, entonces en el momento de realizar la pol´ıtica de Q-learning la mejor
opcio´n del estado futuro puede tener un Q-valor muy elevado pero en realidad ese estado no llega
a producirse porque ha cambiado el entorno muy ra´pido.
En su lugar utilizamos el algoritmo denominado Sarsa [11],
δt = α[rt+1 + γQ(st+1, at+1)−Q(st, at)]
donde:
Q(st, at) es el Q-valor de la pareja estado-accio´n en el ciclo t.
Q(st+1, at+1)es el Q-valor de la pareja estado-accio´n elegidos en el siguiente ciclo de decisio´n.
rt+1 es la recompensa total obtenido durante el siguiente ciclo de ejecucio´n.
α es la tasa de aprendizaje, controla cuanta importancia se le da a la recompensa ma´s reciente.
γ es el factor de descuento, define cuanto afectan las recompensas futuras.
cuya diferencia con Q-learning radica en que para Sarsa los valores se actualizan en el siguiente
ciclo de ejecucio´n considernado el estado al que el sistema ha llegado y, en ese, eligiendo la mejor
opcio´n. Debido a las caracter´ısticas cao´ticas del entorno se ha elegido Sarsa como algoritmo de
aprendizaje por refuerzo.
4.3.2. Gestio´n de emociones
Las emociones son tratadas en base a la teor´ıa de Schachter y Singer [13], que propone que
las emociones son una entidad producto de dos aspectos: alteracio´n personal y valoracio´n cogniti-
va. Los feno´menos emocionales esta´n formados por una respuesta gene´rica del sistema auto´nomo
(“arraisal”) y por la evaluacio´n cognitiva de tal alteracio´n (“appraisal”). Las emociones son inter-
pretaciones cognitivas de ciertas situaciones.
Magna Arnold [12] entiende que las emociones son la combinacio´n de ambos factores:
1. la valoracio´n mental del dan˜o o beneficio potencial de una situacio´n, y
2. la tendencia a la accio´n que nos acerca a las situaciones evaluadas positivamente o que nos
aleja de las situaciones no deseables evaluadas negativamente.
La toma de decisiones sera´ aprendida a trave´s de la propia experiencia del bot (sus “e´xitos” y sus
“fracasos”). A trave´s de ellos, mediante el aprendizaje por refuerzo, el bot aprende las pol´ıticas
de comportamiento adecuadas. Las emociones asociadas a estos procesos se inspiran en emociones
ba´sicas como el “mood”.
Como funcio´n de refuerzo se utiliza el appraisal que esta´ relacionado con la variacio´n del
mood del bot.
Los drives o necesidades del bot var´ıan su valor en cada paso de ejecucio´n siguiendo cada
drive una dina´mica determinada. Dicho conjunto de dina´micas intenta dotar de “personalidad” al
bot y, la variacio´n del conjunto generara´ bots con diferentes personalidades. Estos valores del drive,
junto con los valores de los est´ımulos externos sirven para calcular la intensidad de las motivaciones
relacionadas con cada drive. La motivacio´n de mayor intensidad es la motivacio´n dominante y va
a ser la que determine el estado interno del bot. Este estado interno junto con el estado externo,
determina el estado global del bot.
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Figura 4.3: Sistema de toma de decisiones.
4.3.3. Estado del bot
Es necesario conocer el estado del bot para el proceso de toma de decisiones. En este sistema el
estado del agente es la combinacio´n de su estado interno y su estado externo. S = Sinterno×Sexterno.
El estado interno del agente depende de las motivaciones, que esta´n ligadas a las necesidades, es
decir, a los drives del bot.
Estado interno
El estado interno esta´ compuesto por la motivacio´n dominante y los niveles de salud y
municio´n. Los posibles valores del estado interno esta´n reflejados en la tabla 4.1. Se considera que
la salud es alta cuando es superior a 100, baja cuando es inferior a 40 y media en el resto de casos.
La municio´n se considera alta cuando es superior a 100, baja cuando es inferior a 50 y media en el
resto de casos.
Estado interno Valores
Motivacio´n dominante Agresividad, Enfermedad, Incapacidad, Ok
Salud Alta, Media, Baja
Municio´n Alta, Media, Baja
Cuadro 4.1: Estado interno.
Los drives del bot esta´n relacionados con necesidades fisiolo´gicas y con necesidades de inter-
accio´n social y seguridad. A medida que esta necesidad aumenta, lo hace la intensidad del drive.
El valor inicial e ideal de todos los drives es cero. En este caso se considera que un drive esta
satisfecho pues no existe necesidad.
Los drives que utiliza nuestro sistema esta´n pensados para simular las necesidades que tiene
un jugador de Unreal Tournament 2004 (y por extensio´n a la mayor´ıa de FPS) y que rigen su
comportamiento. Se busca que dicho comportamiento bot sea similar al de los jugadores humanos.
Los drives considerados en este sistema son los siguientes:
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Agresividad: En el a´mbito de la interaccio´n social, simula la tendencia a matar enemigos
que tiene todo jugador Unreal, ya que esto es la base del juego y quie´n ma´s enemigos mate
obtiene la victoria.
Enfermedad: En el a´mbito de las necesidades fisiolo´gicas, simula la necesidad de obtener
salud para evitar la muerte.
Incapacidad: En el a´mbito de la necesidad de seguridad, este indicador simula la necesidad
de obtener y poseer municio´n para poder matar a los enemigos y que estos no te maten a ti.
Los drives agresividad, enfermedad e incapacidad se incrementan una cierta cantidad a cada paso
de ejecucio´n, pero no aumentan al mismo ritmo. Los drives enfermedad e incapacidad tambie´n
esta´n ligados a los valores de salud y municio´n del bot incrementando su necesidad cuando estos
valores son bajos y disminuye´ndola cuando tenemos mucha salud o mucha municio´n.
La tabla 4.2 resume los efectos que tienen determinadas acciones o acontecimientos sobre el
valor del drive.
Accio´n Drive Efecto
Coger botiqu´ın Enfermedad Satisfaccio´n del drive (reducir a cero)
Coger municio´n Incapacidad Satisfaccio´n del drive (reducir a cero)
Eliminar enemigo Agresividad Satisfaccio´n del drive (reducir a cero)
Que te disparen Enfermedad Aumento dependiente del nivel de salud
Disparar Incapacidad Aumento dependiente del nivel de municio´n
Cuadro 4.2: Efectos de las acciones en los drives.
La intensidad del drive interior se ve modificada por la fuerza del est´ımulo externo. Si el
valor del drive es bajo, se necesita un est´ımulo fuerte para activar el comportamiento motivado.
Por otro lado, si el drive es alto, un est´ımulo medio sera´ suficiente[7].
Siguiendo esta idea, la intensidad de las motivaciones en la arquitectura (Mi) es la suma de la
intensidad del drive relacionado (Di) y el valor del est´ımulo externo relacionado (wi), tal y como
se expresa en la siguiente ecuacio´n:
Mi = Di + wi
Los est´ımulos externos o motivacionales son determinados objetos que el bot encuentra por el
mundo (la tabla 4.3 contiene cual es el est´ımulo de cada motivacio´n). De acuerdo con la ecuacio´n de
la intensidad de la motivacio´n, una motivacio´n puede tener una intensidad alta por dos motivos:el
valor del drive correspondiente es alto o el est´ımulo motivacional asociado esta´ presente.
Este modelo puede explicar el hecho de que, ante la disponibilidad de comida delante de
nosotros, algunas veces comamos sin tener mucho hambre.
Motivacio´n Est´ımulo
Enfermedad Botiqu´ın de salud
Incapacidad Cartucho de municio´n
Agresividad Enemigos
Cuadro 4.3: Est´ımulos motivacionales
Una vez se calculan las intensidad de todas las motivaciones, e´stas entran en competicio´n. La
motivacio´n con la intensidad ma´s alta es la motivacio´n dominante y determina el estado interno
del agente. Existe un nivel l´ımite de activacio´n (Ld) que tiene que ser superado por el drive de la
motivacio´n para que e´sta sea elegida como motivacio´n dominante.
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Si Di < Ld ⇒Mi = 0
Si Di > Ld ⇒se aplica la ecuacio´n.
Mientras todos los drives tengan un valor inferior a Ld se considera que el bot no tiene ninguna
necesidad, o no hay motivacio´n dominante, y el bot se encuentra en un estado ideal en el que todas
sus necesidades esta´n satisfechas (Ok).
Estado externo
El estado externo es el estado del bot en relacio´n a algunos elementos, pasivos y activos,
del entorno Unreal Tournament que puedan interactuar con el bot. Se ha simplificado el estado
externo porque las posibilidades son inmensas y de esta manera se evita que haya un nu´mero muy
elevado de estados del bot en relacio´n a todos los objetos. La tabla 4.4 contiene los elementos que
componen el estado externo.
Estado Externo Valores
Veo Salud S´ı, No
Veo Municio´n S´ı, No
Me Atacan S´ı, No
Veo Enemigo S´ı, No
Peligro Nulo, Bajo, Medio, Alto, Mortal
Cuadro 4.4: Estado Externo
Funcio´n de refuerzo
Los drives del bot esta´n relacionados con sus necesidades. Se define el mood del bot como
el grado de satisfaccio´n de sus necesidades, de manera que, cuando todos los drives del bot esta´n
satisfechos el mood es ma´ximo. El mood del bot es una funcio´n de los valores de sus drives y
factores de personalidad αi que valoran la importancia de cada drive con respecto al mood del bot,
siendo
Wb = Wbideal −
∑
αi ∗Di
Denotamos Wbideal el valor ideal de mood del bot. A medida que aumentan los valores de los
drives, el mood del agente disminuye. Dependiendo de los valores de los factores de personalidad,
el aumento de los drives puede afectar en mayor o menor medida al mood. El valor del mood se
calcula en cada paso de simulacio´n, adema´s de su variacio´n (4Wb). Este incremento se puede
calcular como
4Wbk+1 = Wbk+1 −Wbk
Rolls, en [9] propone que las emociones son estados provocados por refuerzos (recompensa o
castigo), de manera que nuestras acciones estara´n dirigidas a obtener recompensas y evitar castigos.
Siguiendo este punto de vista, en el sistema de toma de decisiones se va a utilizar el appraisal
como refuerzo positivo y negativo dentro del sistema de aprendizaje por refuerzo. De esta forma
el refuerzo tambie´n esta relacionado con la reduccio´n de los drives, ya que las variaciones positivas
del mood implican una reduccio´n de los drives y las negativas un aumento.
Como se ha comentado, el appraisal es la evaluacio´n cognitiva de la alteracio´n personal que
produce una emocio´n. En nuestro sistema se define en funcio´n de la variacio´n que experimenta el
mood :
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Si 4Wb > Lh⇒Appraisal positivo
Si 4Wb < Ls⇒ Appraisal negativo
donde 4Wb es la variacio´n del mood y Lh ≥ 0 y Ls ≤ 0 son las variaciones mı´nimas del mood
del agente que producen appraisal negativos o positivos.
4.4. Mapa de Peligro
Habitualmente, los jugadores conocen casi a la perfeccio´n los llamados “puntos calientes” de los
mapas multijugador, es decir, las zonas del escenario ma´s peligrosas (donde es ma´s probable
matar y ser matado). Este peligro puede ser consecuencia de que la zona se encuentre en la l´ınea de
fuego de una posicio´n oculta al jugador desde la que el enemigo pueda dispararnos con facilidad,
por ser una zona de tra´nsito casi obligatorio del mapa y por tanto se congreguen muchos enemigos,
o simplemente porque sea fa´cil acabar siendo v´ıctima de algu´n elemento del escenario (lava, arenas
movedizas, el vac´ıo, etc).
Por lo tanto, es interesante contar con un “mapa mental de peligro”, ana´logamente al que
“poseen” los jugadores fruto de su experiencia de juego o del propio conocimiento del terreno.
Cuando nuestro bot entra en una partida, cargara´ en su memoria los datos geome´tricos del
mapa en el que se va a jugar. En concreto, se almacenan todos los puntos de navegacio´n (NavPoints
en el entorno Unreal Tournament 2004) definidos en el escenario y con ellos se crea una lista en la
que se asignara´ un valor 0 a cada punto.
Cada vez que el bot sea aniquilado o vea como otro jugador muere, el valor correspodiente al
punto de navegacio´n ma´s cercano al lugar do´nde sucedio´ la muerte se incrementara´ en un
valor η ya definido, mayor en el caso de la muerte propia pues suponemos que nuestra manera de
jugar es habitualmente ma´s segura frente a la de otros jugadores. Adema´s de incrementarse el valor
del punto ma´s cercano, tambie´n aumentara´ el valor de todos los puntos de navegacio´n que
se encuentren en un radio inferior o igual a un valor τ en un cuarto del incremento (η2 ) del
punto central.
De esta manera estamos creando un mapa mucho menos preciso pero ma´s realista con respecto
las zonas del escenario que resulten peligrosas.
Cada vez que el bot se mueve se consulta este “mapa de peligro” informando de cua´l es
el punto de navegacio´n ma´s cercano y obteniendo el valor Peligro para nuestro estado
interno. Dado que este valor nume´rico es decimal y su utilizacio´n conllevar´ıa la creacio´n de multitud
de estados diferentes, se ha optado por asignar un valor verbal a cada valor nume´rico (siempre
redondeando hacia abajo). La tabla (4.5) presenta la correspondencia de estos valores nume´ricos







Cuadro 4.5: Valores DeathMap
Aunque puede parecer que la densidad en la divisio´n de los valores inferiores a 3 as´ı como dicho
l´ımite son muy pequen˜os, debemos recordar que la mayor´ıa de los mapas multijugador de Unreal
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Tournament 2004 son de gran taman˜o, de manera que si se concentran ma´s de tres muertes en el
mismo punto concreto, significa que ciertamente es una zona a la que es peligroso acercarse.
En el caso de los mapas pequen˜os, la propia funcio´n de expansio´n de valor terminara´ tarde
o temprano asignando el valor ma´ximo de Peligro a todos los puntos de navegacio´n del mapa,
cumpliendo as´ı la premisa de que en esta clase de mapas, a priori, no existen zonas ma´s peligrosas
que otras.
Figura 4.4: Ejemplo visual de mapa de peligro
4.5. Modelo de Riesgo
La simulacio´n de emociones puede ser algo muy complejo si lo que se busca es imitar el fondo
y no as´ı la forma. En un juego de meca´nica tan sencilla como el Unreal Tournament 2004, en el
cual es pra´cticamente imposible que el comportamiento de un jugador refleje tristeza, alegr´ıa o
melancol´ıa, es, sin embargo, muy sencillo emular los sentimientos de un jugador humano de cara
al resto de competidores.
Adema´s de la simulacio´n de emociones propuesta en el sistema de toma de decisiones, se
propone la caracter´ıstica Riesgo como un an˜adido para enriquecerlo.
La propia experiencia como jugador me ha ensen˜ado que en este tipo de juegos competitivos, la
tendencia es que la concentracio´n se vaya perdiendo en funcio´n de nuestros resultados en
la partida. Esto sucede si por ejemplo nos han matado un monto´n de veces y nuestros enemigos
parecen invencibles o si, por el contrario, no nos han matado ni una sola y nadie nos planta cara,
nuestro comportamiento tiene a ser algo ma´s erra´tico y menos enfocado al juego, fruto de la euforia
por una victoria casi segura o la resignacio´n y pasividad provocada por una partida que claramente
no so´lo no vamos a ganar, sino que ni siquiera vamos a disfrutar.
Esta condicio´n puede simularse simplemente modificando el radio de seleccio´n de accio-
nes en el workspace de cada capa. El para´metro utilizado como criterio de seleccio´n es el nivel de
activacio´n de cada accio´n con respecto al contexto.
Dado que ambos extremos de la emocio´n provocan el mismo resultado, lo u´nico que debemos
hacer es crear un modificador (θ) a este radio de seleccio´n en funcio´n de nuestra posicio´n en la
partida. Calculando la diferencia relativa (en funcio´n de la puntuacio´n necesaria para ganar la
partida) con respecto a estos cuatro valores y asignando un peso a cada una de estas diferencias,
obtenemos el modificador al radio de eleccio´n de acciones.
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En nuestro bot, este modificador se calcula con la siguiente fo´rmula matema´tica basada en la
clasificacio´n de la partida:
θ = 1 +
∣∣∣Sown−SmaxStop αmax + Sown−SminStop αmin + Sown−SnextStop αnext + Sown−SprevStop αprev∣∣∣
donde:
Sown es la puntuacio´n de nuestro bot
Stop es la puntuacio´n objetivo de la partida
Smax es la puntuacio´n del jugador que va ganando la partida
Snext es la del jugador que esta´ so´lo un puesto por encima de nuestro bot
Sprev es la puntuacio´n del siguiente jugador en la clasificacio´n de la partida
Smin es la puntuacio´n del u´ltimo clasificado en la partida
αmax, αmin, αnext y αprev son los diferentes pesos de estas diferencias (la suma de los
pesos debe ser 1) en funcio´n de la importancia que se le quiera dar a cada una de ellas.
El modificador θ se env´ıa a la capa f´ısica y esta se encarga de almacenar la variable para uso de
su workspace y de propagar el valor actualizado a las capas superiores.
4.6. Integracio´n del sistema de toma de decisiones en CERA-
CRANIUM
Como resultado del proyecto se integra el sistema de toma de decisiones en la arquitectura
CERA-CRANIUM.
Para ello se utiliza el mo´dulo jSoar, implementacio´n en Java de una serie de funciones para
cargar el fichero de reglas (las reglas de la memoria de producciones), ejecutar las fases del ciclo
de ejecucio´n e interactuar con el interfaz de entrada/salida.
El mo´dulo de jSoar esta´ integrado dentro de la arquitectura CERA-CRANIUM ya que es
e´sta quien maneja la ejecucio´n del bot. La conexio´n se ha realizado mediante dos vectores, uno
de entrada y otro de salida que se encuentran en el mo´dulo de jSoar, y unas funciones para que
CERA-CRANIUM pueda interactuar con ellos.
La figura 4.6 muestra un esquema general de la conexio´n.
En el funcionamiento original de CERA-CRANIUM cada ciclo de ejecucio´n (alrededor de cua-
tro ciclos por segundo), la arquitectura seleccionaba una accio´n de cada tipo de entre las propuestas
por el workspace en la capa f´ısica en funcio´n de su nivel de activacio´n y ejecutaba todas.
Con la integracio´n del sistema de toma de decisiones (y por ende de Soar), se modifica este
funcionamiento de manera que cada vez que se ejecuta un ciclo, de entre todas las acciones pro-
puestas se asigna a cada una un operador de Soar y se selecciona u´nicamente una haciendo uso del
motor de reglas.
En Soar se encuentra el estado interno del bot y la capa f´ısica introduce en el vector de
entrada toda la informacio´n que obtiene de los sensores del mundo externo, adema´s de las acciones
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Figura 4.5: Acciones antiguo
propuestas y el mo´dulo de jSoar en su fase de Input del ciclo de ejecucio´n lee la informacio´n de
este vector de entrada y la introduce en su representacio´n del estado.
De esta forma Soar dispone del estado del bot y por lo tanto, de las parejas “estado-accio´n”
necesarias para el sistema de aprendizaje por refuerzo. Cada ciclo se actualizara´ el estado y se
recompensara´ o penalizara´ la accio´n elegida. Para evitar que el mo´dulo de Soar desarrolle un
comportamiento paralelo a la arquitectura, se eliminara´n de Soar las acciones propuestas que
hayan sido finalmente elegidas.
En el vector de salida, el mo´dulo de jSoar durante la fase Output del ciclo de ejecucio´n escribe
que´ accio´n ha resultado seleccionada de entre las propuestas, y la capa f´ısica lee dicha accio´n del
vector y la ejecuta. Las acciones no elegidas no se eliminan automa´ticamente, sino que aguardara´n
en la cola de propuestas hasta que la sean seleccionadas o hasta que la arquitectura decida que son
demasiado antiguas.
Figura 4.6: Esquema general de la conexio´n.
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El mecanismo de aprendizaje por refuerzo de Soar requiere “resetearse” cada vez que se aplica
para actualizar los Q-valores de las parejas estado-accio´n. En nuestro sistema el refuerzo es aplicado
cada vez que hay una variacio´n positiva o negativa del mood y cuando muere el bot. Se ha desarro-
llado una funcio´n que resetea jSoar para actualizar los Q-valores. Cada vez que haya que aplicar
el refuerzo se le comunica a jSoar a trave´s del vector de entrada indicando cual es la recompensa
o penalizacio´n sobre el u´ltimo par estado-accio´n ejecutado, entonces jSoar devolvera´ como accio´n
“Reset” a trave´s del vector de salida de la conexio´n para que pogamut ejecute la rutina de “reinicio”
de jSoar y los Q-valores sean actualizados. De esta forma se integra el proceso de aprendizaje por
refuerzo en la conexio´n de Pogamut y jSoar, y no supone ma´s que an˜adir una rutina de “reinicio”
de jSoar para que los valores sean actualizados.
Como ya se ha dicho, este proceso supone un ciclo de pogamut perdido durante la ejecucio´n,
que es utilizado para “reiniciar” el mecanismo de aprender, pero que no supone ningu´n problema ya
que, durante este ciclo, el bot repetira´ la u´ltima accio´n realizada, simulando as´ı, adema´s, el retraso
en la velocidad a la hora de tomar decisiones y la propia inercia derivada de este.
Puesto que la memoria de producciones de Soar se reinicia cada vez que iniciamos una partida,
el sistema dispone de un archivo en el que se van cargando todas las nuevas reglas creadas durante
el transcurso de una partida para poder cargarlas en la siguiente. De esta manera simulamos una
memoria a largo plazo que se ira´ enriqueciendo a cada partida que juegue nuestro bot, llegando
a crear una suerte de personalidad propia en funcio´n de sus experiencias pasadas.
En las Figuras 4.8 y 4.7 se resume de manera gra´fica la integracio´n del Sistema de Toma de
Decisiones (STD) en los flujos top-down y bottom-up de la arquitectura CERA-CRANIUM.
Figura 4.7: Integracio´n del STD en el flujo bottom-up
4.7. Detalles sobre la implementacio´n
Todas estas nuevas implementaciones desarrolladas se han realizado de la manera ma´s gene´rica
posible para respetar el esp´ıritu original de la arquitectura CERA-CRANIUM. El sistema de toma
de decisiones y ma´s en concreto el mo´dulo encargado de calcular el Estado (tanto interno como
externo) del bot y sus Motivaciones pueden modificarse de manera totalmente independiente no
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Figura 4.8: Integracio´n del STD en el flujo bottom-up
so´lo a la arquitectura en general sino tambie´n al mo´dulo de comunicacio´n con Soar, posibilitando
si se desea en un futuro an˜adir o cambiar la informacio´n utilizada o su funcionamiento.
Aprendizaje por refuerzo: Los valores de la tasa de aprendizaje (α = 0,3 ) y del factor
de descuento (γ = 0,8) de Sarsa son los valores por defecto de Sarsa.
Sistema de toma de decisiones:
1. Aunque en un principio se penso´ en realizar el control del estado como un procesador
CERA-CRANIUM, el hecho de que los procesadores compitan entre ellos complicaba
su funcionamiento, ya que era posible que otro procesador ”cogiera” un percepto (por
ejemplo de presencia de enemigos) y el procesador de estado no pudiera procesarlo en el
momento necesario. Esto provocaba un peligroso desfase entre el estado que el sistema
enviaba al sistema de toma de decisiones y el verdadero estado del bot.
2. Los valores de los para´metros est´ımulo motivacional (wi = 1), valor del l´ımite de activa-
cio´n de la motivacio´n (Ld = 2) y mood ideal (Wbideal = 100) han sido fijados basa´ndose
en los resultados experimentales obtenidos en [39]. Se consigue de esta manera que el
bot no se emocione con las novedades, pero tampoco las ignore.
Modelo de Riesgo:
1. Los valores utilizados para los pesos en el ca´lculo de la fo´rmula son αmax = 0,15,
αmin = 0,15, αnext = 0,35 y αprev = 0,35. La razo´n por la que se han establecido
mayores pesos a las puntuaciones “siguiente” y “anterior” que a las correspondientes a
las puntuaciones “ma´xima” y “mı´nima” de la partida, es porque en un comportamiento
humano el jugador intentara´ quedar siempre en la mejor posicio´n posible aunque no
pueda ganar, de manera que sentira´ ma´s intere´s por cua´nto le queda para subir o bajar
un puesto en la clasificacio´n de la partida.
2. Para evitar sobrecargar la ejecucio´n del bot, el valor de Riesgo se actualizara´ u´nicamente
cuando recibamos el evento de que ha muerto otro jugador o cuando sea e´l mismo el
que ha muerto (por otra parte, son estos los u´nicos casos en los que se actualiza la
clasificacio´n en las partidas DeathMatch).
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3. El valor Riesgo tendra´ siempre un valor R[1,2]. Se establecido el radio de seleccio´n de
acciones inicial a la mitad de la activacio´n ma´xima para evitar problemas al aplicar el
modificador.
En el Anexo E se describen brevemente las clases y me´todos ma´s importantes utilizados en la
implementacio´n de CCBotSoar (acciones, perceptos, procesadores, etc).
4.8. Evaluacio´n ConScale de CCBotSoar
En el siguiente cuadro resumen se recogen las habilidades cognitivas (CS) de la escala ConS-
cale que se cumplen gracias a estas nuevas implementaciones. Se an˜ade adema´s la definicio´n de los
perfiles de comportamiento (BP) espec´ıficos para FPS definidos (Cuadro 4.6)
CS BP Implementacio´n
3,7 El bot almacena en su memoria la posicio´n de
los botiquines y de los kits de municio´n. El bot
va directamente a las posiciones recordadas
cuando necesita municio´n o recuperar su salud.
Memoria de Objetos
4,2 El bot muestra comportamientos dirigidos y
sostenidos hacia sus enemigos, como
perseguirlos, dispararlos continuadamente o huir
de ellos.
Sistema de Toma de
Decisiones (Aprendizaje
por Refuerzo)
4,3 Las acciones del bot que no contribuyen a las
metas perseguidas son descartadas.
Sistema de Toma de
Decisiones (Aprendizaje
por Refuerzo)
5,1-5,3 Algunos comportamientos del bot se
interrumpen debido a ciertas circunstancias y
luego se retoman. Adicionalmente, el bot estima
hasta que´ punto las metas se esta´n alcanzando
en base a las estrategias empleadas. Los
comportamientos ma´s efectivos se repiten con
ma´s frecuencia que los comportamientos que
suelen conllevar resultados pobres.





5,6 El bot genera de forma auto´noma
representaciones internas de alto nivel de los
sucesos que tienen lugar a su alrededor.
Mapa de Peligro /
Modelo de Riesgo
6,1-6,2-6,3 El bot entra en un estado determinado
dependiendo de la evaluacio´n que realiza del
propio rendimiento. El comportamiento global
del bot se ve modulado por el estado emocional
en el que se encuentra.
Sistema de Toma de
Decisiones
(Motivaciones)
Cuadro 4.6: Avance en ConScale
Con esta nueva configuracio´n podemos calcular, gracias a la herramienta calculadora de ConS-
cale (http://www.consscale.com/es/calculadora/calculadora-fps.html) los para´metros del perfil cog-
nitivo de CCBotSoar (Figura 4.9):
Aunque la implementacio´n satisface la mayor´ıa de los requisitos de los niveles 4 y 5
(todos excepto uno en cada nivel) y algunos de nivel 6 (la mitad, para ser exactos) se clasifica como
nivel 3. ConsScale requiere el completo cumplimiento de todas las habilidades cognitivas de un
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Figura 4.9: Perfil Cognitivo CCBotSoar
nivel i y tambie´n de todos los niveles inferiores para poder clasificar un agente como perteneciente
al nivel i. El ı´ndice CQS de un agente puro de nivel 4 es 12.21. La puntuacio´n de este agente (7.21)
indica que existen caracter´ısticas adicionales pero el agente esta´ lejos de un agente de nivel 4 que
puntuar´ıa 12.21 o ma´s.
Si bien puede parecer que este incremento no es significativo, debemos fijarnos en el valor CLS
para comprender que, realmente, estamos ma´s cerca de alcanzar el nivel 4 de lo que pensamos. El
valor CLS (Cumulative Level Score) combina las puntuaciones de todos los niveles en una medida
u´nica que sigue una progresio´n logar´ıtmica. El CLS de los niveles 3 y 4 es, respectivamente, 1.25 y
1.361. El valor CLS de nuestro bot alcanza el 1.33, lo que nos indica que nos encontramos a muy
poca distancia del nuevo objetivo, que ser´ıa el nivel 4. La explicacio´n es tan simple como que tanto





En este cap´ıtulo se explica el procedimiento utilizado para el entrenamiento del bot y los
experimentos necesarios para comprobar si el avance en la escala ConScale se corresponde con un
incremento en la “humanidad” del bot.
5.1. Entrenamiento
Como se ha mencionado en el Cap´ıtulo 4, nuestro bot implementa una memoria a largo pla-
zo basada en el almacenamiento externo de las reglas de seleccio´n creadas por Soar durante el
transcurso de una partida. Puesto que el disen˜o anterior del sistema no contemplaba la posibilidad
del aprendizaje por refuerzo, nuestro bot se encuentra en un estado de ta´bula rasa con respecto a
su sistema de toma de decisiones. Mediante este entrenamiento se pretende conseguir que nuestro
bot tenga, a la hora de ser juzgado y comparado con otros, una memoria ba´sica como jugador de
Unreal Tournament 2004.
5.1.1. Entrenamiento espec´ıfico
A lo largo del proceso de desarrollo y testeo de las nuevas implementaciones se hizo patente
que debido a la integracio´n del sistema basado en reglas el bot a veces actuaba de manera extran˜a,
siendo su principal error visible el de no disparar a los enemigos aunque estuvieran a su alcance y
simplemente apuntarles. La razo´n de este comportamiento es que nuestro sistema basado en reglas
necesita un entrenamiento para aprender, al menos de una manera ba´sica, como debe actuar en
una serie de situaciones como podr´ıa ser la expuesta.
Precisamente es este comportamiento de pasividad ante la presencia de enemigos una de las
caracter´ısticas que podr´ıa causar una baja puntuacio´n del bot en un concurso de “humanidad”
como es el BotPrize.
Para solucionar este problema, el CCBotSoar ha recibido primero un entrenamiento espec´ıfico
en un mapa personalizado construido con el Unreal Editor (ver Anexo F). Se han realizado diez
partidas en este escenario utilizando como enemigos diferentes tipos de bots “pasivos”. Definimos
un bot pasivo como un bot que no ataca a sus enemigos. En nuestro caso se han elegido dos bots
ya predefinidos como arquetipos en el paquete de instalacio´n de Pogamut para Unreal Tournament
2004: un bot vac´ıo y esta´tico que no hace nada (EmptyBot) y bot de navegacio´n que recorre el
mapa siguiendo los puntos definidos en este (NavigationBot). Al no ser atacado por el resto de
contrincantes, nuestro bot tiene plena libertad para explorar todas las posibles acciones que desee
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sin consecuencia y, en u´ltima instancia, reforzara´ los comportamientos de ataque a enemigos pues
le reportara´n un mayor beneficio que vagar por el escenario.




4 2 EmptyBot + 1 NavigationBot
5 1 EmptyBot + 2 NavigationBot
6-8 3 NavigationBot
9-10 3 NavigationBot + 1 EmptyBot
Cuadro 5.1: Enemigos durante partidas entrenamiento
El esquema de este mapa y una captura durante las sesiones de entrenamiento se encuentran
en la Figura 5.1.
Figura 5.1: Escenario de Entrenamiento Especial (Esquema y Captura)
5.1.2. Entrenamiento general
Junto a este entrenamiento espec´ıfico se ha realizado un entrenamiento ma´s general haciendo
competir al CCBotSoar en partidas contra bots gene´ricos de Unreal Tournament 2004. Un total
de 20 partidas se han llevado a cabo durante esta fase de entrenamiento y en cada una de ellas,
nuestro bot se enfrentaba a 4 bots controlados por el juego y a un jugador humano, el autor de
este proyecto.
Se han elegido escenarios enfocados a la participacio´n de como mı´nimo 4 jugadores y como
ma´ximo 8. Esto nos asegura un marco de experimentacio´n lo suficientemente abierto como para
que el bot pueda interaccionar no so´lo con el resto de jugadores sino tambie´n con el entorno del
mapa y lo suficientemente acotado como para que se mantenga la intensidad de la partida, lo que
no ser´ıa posible si el escenario es tan grande que los encuentros entre jugadores son espora´dicos.
Los enfrentamientos 1 contra 1 se han descartado como parte del entrenamiento pues nos
interesa saber como se desenvuelve el bot en entornos do´nde la informacio´n sensorial es fugaz y
variable y que presenten retos a su estructura cognitiva, lo que no sucede en este tipo de escenarios.
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5.2. Experimentos
Hemos comprobado teo´ricamente en la seccio´n 4.8 que el nuevo bot CCBotSoar es, cogniti-
vamente hablando, superior a CCBot2. Pero aunque la escala ConScale ha sido probada anterior-
mente, no deja de ser una escala teo´rica que ha demostrado en varias ocasiones no tener efectos
inmediatos en la percepcio´n del bot como “humana” desde una perspectiva exterior.
5.2.1. Preparacio´n del sistema
Para la realizacio´n de este experimento se ha necesitado montar previamente la infraestructura
necesaria. Esta infraestructura se podra´ utilizar adema´s posteriormente para el BotPrize universi-
tario organizado por las universidades de Zaragoza, U-TAD (Madrid), Auto´noma de Barcelona y
Edith Cowan University (Perth, Western Australia).
La infraestructura establecida se compone de 4 equipos conectados a la red. Aunque en un
principio se penso´ en crear una red local para la conexio´n de los 4 equipos, el potencial uso global
del sistema termino´ por descartar esta opcio´n.
Uno de los equipos servira´ como servidor del sistema y los otros 3 sera´n sera´n los utilizados por
los jueces para participar en las rondas del experimento/concurso. El servidor necesita, adema´s de
la instalacio´n del juego Unreal Tournament 2004 que se realizara´ en todos los equipos del sistema,
una base de datos que almacenara´, mediante el uso de varios scripts, los resultados obtenidos
durante las rondas. Para este fin se ha instalado XAMPP, ya que adema´s del servicio MySQL para
la creacio´n de la base de datos, dispone de un servidor Apache desde el que se pueden ejecutar los
scripts para generar los resultados.
La partida lanzada por el servidor se protegera´ con una contrasen˜a para evitar el acceso de
usuarios ajenos al experimento/concurso. Para participar en la partida, los jueces simplemente
tendra´n que buscar el servidor de juego (llamado “BOTPRIZE”) en la lista de servidores online
que aparecen en la pestan˜a correspondiente de partidas multijugador de Unreal Tournament 2004
(Join Game → Internet) y buscar el tipo de juego GameBotsDeathMatch. Las partidas no tiene
un mı´nimo de jugadores por lo que una vez introducida la contrasen˜a de acceso entrara´ al juego.
Los bots que se quieran evaluar se pueden ejecutar tanto en la ma´quina servidor como conec-
ta´ndolos de manera remota.
Antes de proceder a la realizacio´n de los experimentos se realizaron pruebas para probar la
robustez del sistema (estado de la red, conexiones de bots y jueces, recogida de resultados, etc) y
se organizaron varios simulacros para ensen˜ar a los jueces el funcionamiento del experimento.
5.2.2. Experimento y resultados
El objetivo del siguiente experimento es comprobar si realmente este avance en ConScale se
corresponde con un incremento en la percepcio´n de “humanidad” que tendr´ıan otros jugadores
humanos del CCBotSoar. Para ello se ha utilizado un planteamiento muy similar al utilizado en el
BotPrize para determinar el ganador del concurso y comprobar si alguno de los participantes ha
superado el test de Turing.
En l´ıneas generales, el procedimiento para realizar el experimento es el siguiente:
Se crea una partida utilizando las modificaciones de Unreal Tournament 2004 para poder
emular las normas del concurso BotPrize (disponibles en la web). Estas modificaciones tienen
como principal objetivo transformar el arma LinkGun para su utilizacio´n como herramienta
de “marcado”. Utilizando los disparos primario y secundario de este arma, se “marca” a los
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rivales en la partida como “bot” o “humano” respectivamente. El juego almacena informacio´n
sobre las “marcas” que los jugadores humanos aplican a los bots y a otros jugadores humanos.
Se realizan 10 partidas de 5 minutos cada una en 10 escenarios distintos, y en ellas participaran
5 jugadores: 3 jugadores humanos, el CCBot2 y el CCBotSoar. Durante la partida ninguno de
los jugadores humanos sabra´ si sus enemigos son bots u otros jueces pues el propio servidor
cambia los nombres de todos los participantes por otros gene´ricos para crear una interfaz
ciega que permita realizar el experimento de manera correcta.
Una vez terminada la ronda de partidas, se utiliza dos scripts PHP (tambie´n disponible en
la web de BotPrize) que sintetizan los datos almacenados en el log especial.
En la Figura 5.2 se puede ver una captura realizada durante el experimento. Frente a los enemigos
aparece la u´ltima “marca” asignada por el juez.
Figura 5.2: Captura del experimento
Los Cuadros 5.2, 5.3 y 5.4 presentan los resultados obtenidos tras la finalizacio´n del experi-
mento. Los valores h-count y b-count reflejan el nu´mero de veces que un bot o un juez han sido
marcados como “humano” o “bot”.
bot name h-count b-count humanness %
CCBotSoar 15 44 25.4237 %
CCBot2 11 42 20.7547 %
Cuadro 5.2: Nivel de humanidad de los bots
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player name h-count b-count humanness %
juez1 50 36 58.1395 %
juez3 32 31 50.7937 %
juez2 15 20 42.8571 %
Cuadro 5.3: Nivel de humanidad de los jueces




Cuadro 5.4: Precisio´n de evaluacio´n de los jueces
Como se puede apreciar, el porcentaje de humanidad del CCBotSoar es superior al del CCBot2
en casi un 5 %. Por lo tanto, queda comprobado experimentalmente que las implementaciones
realizadas no so´lo producen un aumento teo´rico en la humanidad del bot sino que tambie´n aumentan
la humanidad real que otros jugadores humanos aprecian en e´l. Au´n as´ı, y como se esperaba, el
nivel alcanzado no es suficiente para acercarse al porcentaje de humanidad que presentan los jueces,
que rondan el 50 %.
El porcentaje de humanidad obtenido por el CCBot2 durante el BotPrize de 2010 (edicio´n
en la que resulto´ ganador) fue de un 31.81 %. La diferencia apreciable con el porcentaje obtenido
durante este experimento se debe a que las condiciones del experimento, a pesar de ser similares,
no son exactamente las mismas. En el concurso BotPrize 2010 participaron muchos ma´s bots y por
tanto muchos ma´s jueces, de manera que las situaciones en las que es ma´s identificable que el bot
es efectivamente un bot, normalmente cuando un juez se encuentra a solas con el bot, son menos
habituales que otras ma´s cao´ticas en las que participan varios enemigos (bots y jueces) donde es





Este cap´ıtulo es una recapitulacio´n de las conclusiones obtenidas durante la realizacio´n de
este proyecto. Para ello se analizan los objetivos cumplidos y los resultados del proyecto, y se
contemplara´ cua´les pueden ser las l´ıneas de trabajo futuro. Tambie´n se muestra una valoracio´n
sobre lo que ha supuesto el desarrollo del proyecto a nivel personal.
6.1. Resultados y objetivos cumplidos
Durante el transcurso del desarrollo del proyecto se han ido cumpliendo los objetivos marcados
inicialmente en la propuesta:
Se ha realizado la evaluacio´n de la arquitectura CERA-CRANIUM segu´n la definicio´n de
Vernon, Meta y Sandini[17]. Esta evaluacio´n mostro´ que la arquitectura necesitaba algu´n
mecanismo de adaptacio´n.
Se ha realizado tambie´n la evaluacio´n del bot CCBot2 en la escala ConScale de habilidades
cognitivas. Los requisitos propuestos para alcanzar los niveles 4, 5 y 6 sirvieron como hoja
de ruta para las nuevas implementaciones.
Se han implementado nuevas funcionalidades como la Memoria de Objetos, el Mapa Interno
de Peligro, el Modelo de Riesgo y se ha desarrollado e integrado un Sistema de toma de
Decisiones dentro de la arquitectura CERA-CRANIUM.
Se ha realizado un ana´lisis experimental del comportamiento del nuevo bot (CCBotSoar).
Se han obtenenido conocimientos y experiencia en el uso de tecnolog´ıas y herramientas para el
desarrollo software en la ingenier´ıa, como son Java1, SVN2, as´ı como aprender a trabajar con
herramientas como son Pogamut, jSoar o los lenguajes que utilizan las diferentes arquitecturas
cognitivas; y otras conoc´ıa pero no utilizaba habitualmente como los sistemas basados en
reglas.






La integracio´n del Sistema de Toma de Decisiones dentro de la CERA-CRANIUM se ha rea-
lizado de manera que resulte totalmente transparente al contexto en el que se quiera utilizar,
respetando as´ı el concepto de la propia arquitectura.
Tras la realizacio´n de este proyecto se proponen a continuacio´n algunas de las posibles l´ıneas de
trabajo futuras para mejorar el bot implementado (CCBotSoar) y la propia arquitectura cognitiva
CERA-CRANIUM:
Avances en la escala ConScale de habilidades cognitivas. A la vista de los posibles requisitos
que se presentaron en 3.3.2 y que finalmente no fueron desarrollados, es muy posible que con la
implementacio´n correcta del requisito CS4,4(“Capacidad ba´sica de planificacio´n: ca´lculo de las
n siguientes acciones secuenciales”) pueda cumplirse tambie´n el requisito CS5,5(“Capacidad
avanzada de planificacio´n teniendo en cuenta todas las metas activas”) por lo que el nuevo
bot alcanzar´ıa un nivel 5.
Mejora y enriquecemiento de la informacio´n manejada en el Sistema de Toma de Decisiones
para una representacio´n ma´s completa de los estados Interior y Exterior del agente as´ı como
de las Motivaciones utilizadas por el sistema como por ejemplo el Odio hacia ciertos jugadores
que hayan matado a nuestro bot varias veces.
Aplicacio´n de la arquitectura CERA-CRANIUM a otros contextos para intentar averiguar
su verdadero potencial cognitivo. Ya que su esctructura lo permite, podr´ıan implementarse
varios bots orientados a distintos objetivos y en distintos entornos (por ejemplo otros tipos
de partida u otros juegos no FPS) y comparar sus resultados con otras arquitecturas que
tambie´n puedan ser aplicadas a diversos marcos experimentales.
6.3. Valoracio´n personal y problemas encontrados
El principio de este proyecto necesito´ una ardua tarea de documentacio´n sobre Pogamut y la
arquitectura CERA-CRANIUM, la primera para familiarizarme con el funcionamiento y desarrollo
de los bots y la segunda para conocer en profundidad el punto de partida del proyecto y sus posibles
mejoras. Ma´s tarde fue la implementacio´n concreta de CCBot2 la que necesito´ una revisio´n a fondo.
Una vez planteadas las potenciales implementaciones a realizar durante el proyecto el siguiente
paso consistio´ en buscar la tecnolog´ıa o tecnolog´ıas ma´s ido´neas para estos objetivos.
Este proyecto me ha permitido abordar el a´mbito de la investigacio´n y de la inteligencia arti-
ficial, ya que considero que la formacio´n en Ingenier´ıa Informa´tica esta´ ma´s enfocada al desarrollo
software y el mundo empresarial. Gracias a esto, dispongo de ma´s conocimientos para saber hacia
donde enfocar mi carrera profesional.
El hecho de que las cosas no siempre hayan funcionado como se esperaba, ha servido para
aprender a enfocar los problemas desde una perspectiva ma´s positiva. Casi todas las nuevas imple-
mentaciones desarrolladas han sufrido varios cambios radicales a lo largo del desarrollo porque las
limitaciones del sistema o las propias ideas no desembocaban en los resultados deseados. No obstan-
te, estos cambios ayudaron a un desarrollo mucho ma´s unificado de todas las nuevas caracter´ısticas
implementadas.
Los problemas mas importantes encontrados a lo largo de la realizacio´n del proyecto han sido:
El hecho de trabajar con una plataforma en desarrollo como es el caso de Pogamut, cuyos
problemas de ejecucio´n y constantes actualizaciones alargaron considerablemente la vida del
proyecto.
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La falta de documentacio´n por parte de las plataformas utilizadas tanto Pogamut como jSoar.
Debido a la mala gestio´n de los recursos por parte de Pogamut, en ocasiones el ca´lculo de
rutas de navegacio´n no se hace correctamente, por lo que el comportamiento de dichos bots
es erro´neo e incluso se llegan a producir errores irrecuperables en su ejecucio´n.
En cuanto a la realizacio´n del proyecto, cabe destacar la satisfaccio´n de:
Utilizar plataformas complejas y completamente desconocidas como eran Pogamut y la ver-
sio´n en java de Soar (jSoar).
Haber contribuido a las investigaciones realizadas en el grupo GIGA de la universidad de
Zaragoza para la utilizacio´n de arquitecturas cognitivas en el a´mbito de los videojuegos y a
la organizacio´n del BotPrize universitario 2013/2014.
Haber adquirido conocimientos acerca de temas desconocidos de psicolog´ıa e inteligencia
artificial como son los utilizados para en la arquitectura cognitiva CERA-CRANIUM, la




Bot: Agente auto´nomo virtual.
FPS: Siglas del te´rmino ingle´s “First Person Shooter”. Genero de videojuegos de disparos en
primera persona.
TCP/IP: Modelo de descripcio´n de protocolos de red. El modelo TCP/IP, describe un
conjunto de gu´ıas generales de disen˜o e implementacio´n de protocolos de red espec´ıficos para
permitir que un ordenador pueda comunicarse en una red.
UnrealScript: Lenguaje pensado exclusivamente para desarrollar contenido para juegos que
usen el motor Unreal. Esta´ basado en Java y C++. Es un lenguaje de programacio´n orientado
a objetos (OOP - Object Oriented Programming) lo que significa que esta´ basado en los
conceptos de clases y herencias. Es importante hacer notar que UnrealScript no tiene todas
las caracter´ısticas de un lenguaje de programacio´n ma´s completo.
APIs: Interfaz de programacio´n de aplicaciones (del ingle´s “Application Programming Inter-
faces”) es el conjunto de funciones y procedimientos (o me´todos, en la programacio´n orientada
a objetos) que ofrece cierta biblioteca para ser utilizado por otro software como una capa de
abstraccio´n.
WME: Elemento de la memoria de trabajo interna de Soar (del ingle´s “Working Memory
Element”). En esta memoria de trabajo es donde se representa la situacio´n actual del problema
a resolver por Soar, y esta representacio´n esta definida por los WME. Esta´n compuestos por
un identificador, un atributo y un valor (Ejemplo: “B1 es un bloque”. “B1 es rojo”).
ETC: Espacio de Trabajo Compartido.
Input WME: Son WME que vienen del input-link de Soar. A trave´s del input-link se recibe
la informacio´n del entorno externo con el que esta trabajando Soar. Los input WME definen
esta informacio´n del entorno externo (Ejemplo: “Bot1 ataca Bot2”). Ana´logamente se pueden
definir los Output WME.
Grounding: Problema cla´sico de la filosof´ıa del lenguaje. Se refiere al proceso por el que
nuestras ideas o conceptos se relacionan con los hechos o cosas que existen (Ejemplo: la
cadena de caracteres “gato” para el ordenador no significa nada, para nosotros es un animal
con pelo y bigotes). A esta relacio´n entre ”palabra” y ”objeto” al que se refiere, se denomina
”anclaje” o, “enraizamiento” (en ingle´s, “grounding”) del lenguaje.
Epistemolog´ıa: Teor´ıa del conocimiento. Conjunto de me´todos utilizados por el agente para
obtener el conocimiento.
Filogenia: desarrollo de un conjunto de agentes. En los sistemas cognitivos se llama filogenia
a las caracter´ısticas que tiene un agente por pertenecer a un tipo, es decir, que forman parte
de su estructura ba´sica.
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Ontogenia: desarrollo de un agente. En los sistemas cognitivos se llama ontogenia a las
caracter´ısticas que puede desarrollar un agente de manera complementaria a las que ya pose´ıa
por su filogenia.
Respawn: regeneracio´n automa´tica del bot cada vez que lo matan en una partida y e´sta au´n
no se ha acabado.
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Manual de Pogamut 3
A.1. Instalacio´n y Servidor
A.1.1. Instalacio´n
En esta seccio´n se describe el proceso de instalacio´n, as´ı como el software necesario para la
misma.
Prerrequisitos
Una copia del videojuego Unreal Tournament 2004 (UT2004)
Unreal Engine 2 Runtime (UE2) and Unreal Development Kit (UDK)
 UE2 es gratuito para uso no comercial. Es posible descargar la versio´n Demo de
http://apacudn.epicgames.com/Two/UnrealEngine2Runtime22262002.html
 UDK is una versio´n libre de Unreal Engine 3. Esta´ incluido en el paquete de instalacio´n
de Pogamut 3.
JDK y Netbeans
 Descarga conjunta en http://www.oracle.com/technetwork/java/javase/downloads/jdk
netbeans- jsp-142931.html
Pogamut 3
 Descargar ”Pogamut 3 Java instaler full” en la seccio´n Downloads de la pa´gina oficial
http://diana.ms.mff.cuni.cz/main/tiki-index.php?page=Download
Proceso de Instalacio´n
Para no tener problemas en el proceso de instalacio´n de todos los elementos que necesitamos,
seguir el siguiente orden, ya que al instalar Pogamut se nos pedira´ la ubicacio´n de UT2004, UE2
y Netbeans.
1. Instalar el videojuego Unreal Tournament 2004.
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2. Instalar JDK y NetBeans.
En Windows 7 instalar Netbeans directamente en C:/ en lugar de en la ubicacio´n por
defecto, debido a problemas con los permisos.
3. Instalar Unreal Engine 2 Runtime.
4. Por u´ltimo, instalar Pogamut.
Realizar la instalacio´n como aparece por defecto, es decir, con todos los elementos se-
leccionados, ya que todos son necesarios para que todo funcione correctamente.
Si hemos instalado los programas en la ruta por defecto, el instalador de Pogamut los
detectara´ automa´ticamente. En caso contrario tendremos que buscar la ruta en la que
hayamos instalado el programa requerido por el proceso de instalacio´n.
A.1.2. Ejecucio´n del bot en UT2004
En esta seccio´n se describe co´mo configurar correctamente el servidor de UT2004, de forma
que luego podamos conectar nuestro bot al mismo sin problemas. Tambie´n se describe el proceso
de conexio´n de dicho bot al servidor utilizando NetBeans.
Configuracio´n del servidor
Para crear un servidor en UT2004, la forma ma´s sencilla es hacerlo desde el propio juego.
Para ello, abrimos UT2004 y seleccionamos la opcio´n Alojar Partida. Una vez hecho esto, debemos
seleccionar el tipo de juego. Para que e´ste sea compatible con nuestro bot, debemos elegir uno
de los tipos de juego personalizados, situados al final de la lista (Figura A.1). Lo ma´s comu´n es
seleccionar el tipo “GameBots DeathMatch”.
Una vez hecho esto, configuramos el juego a nuestro gusto. En la seccio´n “Reglas de servidor”
debemos tener siempre en cuenta las siguiente consideraciones (Figura A.2):
Activar la opcio´n “Servidor LAN” para mejorar el rendimiento si estamos trabajando con
ordenadores conectados en LAN.
Deseleccionar la opcio´n “Anunciar servidor” para evitar problemas con copias ilegales de
UT2004.
Activar “Ignore UTAN Bans” para evitar problemas con copias ilegales de UT2004.
Por u´ltimo, podemos crear dos tipos de servidores:
Mixto: nada ma´s crear el servidor, pasar´ıamos directamente a jugar en e´l y, posteriormente,
podr´ıamos conectar otros bots contra los que jugar´ıamos. Esta opcio´n no permite visualizar
los acontecimientos que ocurren en el servidor, como es el caso del “servidor dedicado”
Dedicado: este tipo de servidor permite visualizar en modo texto la configuracio´n del servidor
y los acontecimientos que ocurren, tales como la conexio´n de un jugador o bot, la muerte y
resurreccio´n de los mismos, etc. Si queremos, desde el mismo ordenador, conectarnos para
jugar en el servidor, so´lo tenemos que ejecutar otra vez UT2004 y conectarnos a e´l como
jugadores.
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Figura A.1: Modos de juego GameBots
Conexio´n del bot al servidor
Lo primero que debemos hacer es abrir nuestro proyecto en NetBeans. Una opcio´n inteligente
ser´ıa construir nuestro bot sobre “EmptyBot”, un proyecto de ejemplo incluido por Pogamut,
que ser´ıa el equivalente al “Hello world” de los bots. Para ello seleccionamos “nuevo proyecto” en
NetBeans, seleccionamos 00-Emptybot situado en la carpeta Samples/Pogamut UT2004 y le damos
un nombre. Nuestro proyecto quedara´ guardado por defecto en Documentos/NetBeansProyects. La
figura A.3 muestra como acceder al co´digo fuente de dicho proyecto.
A continuacio´n, en la pestan˜a “Services” hacemos click derecho sobre “UT2004 Servers” y
seleccionamos “Add server” (Figura A.4). En el dia´logo que aparece (Figura A.5) elegimos un
nombre para el servidor y, en cuanto a la URI, tenemos dos opciones:
Si el servidor esta´ en el mismo ordenador desde el cual vamos a conectar el bot, escribimos
localhost (si localhost no funciona probar con 127.0.0.1:3001 en su lugar).
Escribir la IP del ordenador donde se encuentra el servidor.
Una vez hecho esto, hacemos click en Close y todo estara´ preparado para ejecutar el bot sobre
el servidor. En caso de aparecer un tria´ngulo amarillo con una exclamacio´n sobre el servidor que
hemos creado, revisar la configuracio´n del mismo, ya que posiblemente no tengamos problemas
para acceder a e´l desde el ordenador donde esta´ alojado el servidor pero s´ı desde uno externo.
Por defecto, siempre aparecera´ el puerto 3001 al poner la IP. E´sto se debe a que los puertos por
defecto son: 3000 para BotConnection, 3001 para ControlServer y 3002 para SpectatorConnection
Ahora, el servidor esta en ejecucio´n y la IDE sabe como conectarse a e´l. Para ejecutar el bot
simplemente corremos el bot mediante el boto´n con el tria´ngulo verde de “play”. Si todo funciona,
el bot se conectara´ al servidor y Netbeans nos mostrara´ la informacio´n referente a su ejecucio´n. Si
queremos inspeccionar el bot desde el juego, tenemos dos opciones.
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Figura A.2: Configuracio´n del servidor
Abrir el juego y conectarnos al servidor como jugadore o espectador.
Desde NetBeans, hacer click derecho sobre el servidor y seleccionar Spectate (Figura A.6).
Por u´ltimo, GAMEBOTS2004 incluye funcionalidades especiales, tales como la visualizacio´n de
los navegadores y las l´ıneas de movimiento, los rayos para detectar obsta´culos, etc., los cuales pode-
mos activar y desactivar a nuestro antojo mediante un menu´ al que podemos acceder presionando
ALT + H durante la ejecucio´n del juego (Figura A.7).
A.2. Modos de movimiento del bot
Existen dos maneras prefijadas para tratar el movimiento de los bots.
1. Navegacio´n: El bot se mueve eligiendo un punto de navegacio´n en el mapa y calculando la
ruta a seguir para alcanzar dicho punto de navegacio´n (navpoint).
2. Raycasting: El bot se mueve basa´ndose en la geometr´ıa del mundo, analiza´ndola a trave´s
de rayos en busca de intersecciones.
A continuacio´n se explica en detalle ambas implementaciones, las cuales podr´ıan ser usadas en
paralelo, creando un bot mas completo.
A.2.1. Bot de Navegacio´n
El mapa esta´ cubierto por nodos llamados puntos de navegacio´n (navpoints). En teor´ıa cada
navpoint esta´ situado en un sitio seguro y alcanzable por el bot. Los puntos conectados esta´n
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Figura A.3: Co´digo en NetBeans
unidos por una l´ınea. Para que el bot sea capaz de ir de un sitio A a un sitio B, vamos a necesitar
una planificador de ruta: Path planner.
En Pogamut existen distintos interfaces de Path planner, siendo UT2004A StarPathPlanner
el planificador por defecto. Este planificador usa el algoritmo A* para el ca´lculo de rutas, siendo
exactamente el mismo que el de los bots nativos de UT. Tambie´n existe otra implementacio´n
declarada en FloydWarshallPathPlanner, la cual precalcula todas las rutas posibles entre todos los
nodos al principio, lo cual tiene un coste inicial considerable. Cabe decir que podemos implementar
nuestro propio algoritmo planificador.
Una vez tenemos la ruta calculada ya solo nos queda ejecutarla, de ello se encarga el Path
executor. Este mo´dulo contiene el Path navigator que es el que se encargar de recorrer la ruta
calculada anteriormente, evitar obsta´culos, abrir puertas, esperar ascensores,etc. El navegador por
defecto es UT2004PathNavigator. En este caso, tambie´n podemos crear nuestro propio navegador.
Veamos un ejemplo de implementacio´n:
Algoritmo A.1 Ejemplo de bot de navegacio´n
protected void goToRandomNavPoint() {
targetNavPoint = pickRandomNavPoint();
// find path to the random navpoint, path is computed asynchronously
// so the handle will hold the result onlt after some time
IPathFuture<ILocated> pathHandle = pathPlanner.computePath(info.getLocation(), targetNav-
Point);
// make the path executor follow the path, executor listens for the
// asynchronous result of path planning
pathExecutor.followPath(pathHandle);
}
En el ejemplo podemos ver como crea un punto de navegacio´n al azar, y encontramos la ruta
hasta dicho punto. Una vez la tenemos con followPath hacemos que el bot siga la ruta calculada.
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Figura A.4: An˜adir servidor UT2004 a NetBeans
Podemos declarar un listener dentro del Path Executor, para ser notificados acerca del estado
del bot mientras ejecuta la ruta. Esto sera´ u´til para saber si el bot se ha atascado, si el bot ha
llegado a su destino o incluso si la ejecucio´n de la ruta ha fallado.
Para hacer un uso ma´s simple y potente de la navegacio´n a trave´s de navpoints del bot,
podemos usar la libreria Jungigation. Las principales ventajas de son:
Exclusio´n de l´ıneas prohibidas: As´ı evitaremos el ca´lculo de una mala ruta.
Planificacio´n avanzada basada en los objetos del mapa
Saber exactamente el tiempo en segundos de la ruta.
El principal an˜adido de esta librer´ıa es que el planificador de ruta solo usa caminos que han sido
probados y que se sabe con seguridad que el bot puede ir por ellos. Para ello hemos tenido que
previamente usar una utilidad para calcular dichas rutas, por lo que esta funcionalidad no sera´
interesante a no ser que implementemos un bot con aprendizaje.
A la hora de testear nuestro bot con navegacio´n, podemos seguir a trave´s de UT a nuestro bot,
haciendo visibles en el mapa (ALT+G) los puntos y l´ıneas de navegacio´n. Otra forma es visualizar
el mapa de navegacio´n desde Netbeans.
A.2.2. Bot con raycasting
Como hemos dicho anteriormente el raycasting se base en rayos, a trave´s de los cuales veremos
sus intersecciones con el mundo/mapa. Para usar raycasting en nuestro bot, debemos seguir tres
pasos:
1. Activar raycasting y visualizacio´n de rayos: podemos hacerlo de dos formas, o bien
computar continuamente las intersecciones de los rayos con el mundo (Autotrace=true) o
bien definir nuestros rayos y calcular solo las intersecciones que nos interesen (DrawTraceLi-
ne=true).
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Figura A.5: Host del servidor UT2004 en NetBeans
2. Inicializar rayos: definimos los rayos que deseemos a trave´s de AddRay, pasa´ndole como
para´metros principales el nombre, el vector de direccio´n y la longitud del rayo. Podemos crear
tantos rayos como queramos.
3. Manejar resultados: una vez que el rayo ha sido lanzado, UT nos devuelve el resultado
en un mensaje. Podemos tratarlos de dos maneras: Creando un listener y que nos notifique
cuando un rayo ha recibido algo del entorno o bien comprobando la presencia de algu´n objeto
perio´dicamente, por ejemplo en el me´todo logic().
Cuando ya hayamos sido notificados, definiremos las funciones de actuacio´n que nos interesen y el
objeto de AutoTrace ray sera´ actualizado automa´ticamente.
A.3. Implementacio´n del bot
Crear un bot Una vez que ya tenemos el servidor conectado a Netbeans es el momento de
empezar a programar el bot. Para eso lo primero es entender que nos da Netbeans con su plantilla
ba´sica, y a partir de ah´ı desarrollar nuestro propio co´digo.
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Figura A.6: Modo espectador en UT2004 desde NetBeans
A.3.1. Clases principales
En este apartado vamos a explicar las clases esenciales para crear un bot, desde la que se
encarga de dar vida al bot a la que le permite moverse.
cz.cuni.amis.pogamut.ut2004.utils.SingleUT2004BotRunner
Esta clase es la encargada de lanzar un thread de ejecucio´n para hacer correr al bot. Se situ´a
dentro del main principal. Primero se establecen los para´metros con el servidor (host y port).
Pueden ser de manera manual o que sea la propia clase que los encuentre. Despue´s de establecer
los para´metros se llama a startAgent() que es la encargada de lanzar el thread de ejecucio´n. Se
acaba cuando se elimina al bot de la partida.
cz.cuni.amis.utils.exception.PogamutException
En todas las funciones donde se ejecutan instrucciones de pogamut se an˜ade esta clase para
capturar excepciones. U´nicamente se encarga de tratar cualquier excepcio´n de pogamut que se
pueda producir dentro de la funcio´n. En las funciones iniciales solo esta´ definido en main() y en
logic()
cz.cuni.amis.pogamut.ut2004.bot.impl.UT2004BotModuleController
Esta clase contiene el controlador ma´s avanzado del sistema. Tiene todos los mo´dulos u´tiles
para manejar el bot. Es la clase principal. Antes de pasar a explicar los mo´dulos vamos a comentar
las funciones iniciales del bot que se encargan de establecer la secuencia inicial de ejecucio´n. Esta
secuencia inicial de ejecucio´n se corresponde a este protocolo de GameBots2004:
1. Llama a this.prepareBot()
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Figura A.7: Consola del comandos con opciones propias de Pogamut 3 para UT2004
2. → Recibe un mensaje HELLO BOT, siendo el primer mensaje dentro de UT2004, el cual se
encarga de pedir la conexio´n de un bot con el servidor. Si el servidor esta´ lleno se termina la
conexio´n.
3. ← Env´ıa un mensaje READY. Como respuesta el servidor te env´ıa al juego un mensaje NFO
con informacio´n sobre la partida.
4. Ahora es cuando se establece la comunicacio´n con GameBots2004.
5. → Captura el evento InitCommandRequested confirmando que la inicializacio´n esta prepa-
rada.
6. Ejecuta this.getInitializeCommand().
7. ← Env´ıa el comando INIT que se ha creado en la funcio´n anterior, con los para´metros iniciales
del bot.
8. → Recibe el mensaje ConfigChange.
9. →Recibe el mensaje InitedMessage.
10. Llama a this.botInitialized().
11. . . . se recibe el primer mensaje SLF mostrando la informacio´n que el bot ya puede conocer
de s´ı mismo, al haber sido introducido ya en el sistema. Tambie´n recibe el mensaje END para
terminar la comunicacio´n s´ıncrona con el servidor.
12. Ejecuta this.botSpawned().
13. El bot pasa a correr dentro del entorno por medio de la funcio´n logic().
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Todos estos pasos se explican ma´s en detalle ahora al conocer las funciones iniciales que se ejecutan
en este protocolo de comunicacio´n.
prepareBot(): Se ejecuta antes de conectar al bot con el entorno y despue´s de construir el
UT2004Bot, es el sitio ido´neo para inicializar los mo´dulos de pogamut que se vayan a usar
mas adelante.
getInitializeCommand(): Se utiliza para darle al agente las propiedades iniciales tales
como nombre, localizacio´n inicial, skin, etc. Este me´todo es usado por pogamut para obtener
el objeto Initialize que contiene todos los para´metros generales del bot.
botInitialized(GameInfo info, ConfigChange config, InitedMessage init): Primera
vez que el bot tiene informacio´n sobre el mundo, aunque todav´ıa no ha sido creado. Se
llama a esta funcio´n una vez que el servidor ha enviado el mensaje INITED (clase de java:
InitedMessage). Esto significa que el comando INIT ha sido ejecutado correctamente y la
comunicacio´n entre el bot y el servidor es correcta. En este momento ya es posible establecer
nuevas comunicaciones entre el bot y el servidor, aunque el bot no haya sido todav´ıa creado
en el entorno, por lo que los comandos de movimiento no se pueden ejecutar, pero s´ı los
de informacio´n del juego (GameInfo), configuracio´n del sistema actual (ConfigChange) y
mensajes de inicializacio´n (InitedMessage).
botSpawned(GameInfo info, ConfigChange config, InitedMessage init, Self self):
Se ejecuta cuando aparece el bot en el juego, justo al entrar en el entorno del juego. Significa
que la representacio´n gra´fica del bot ya es visible en el entorno.
logic(): Me´todo principal del sistema, se ejecuta perio´dicamente por un thread interno aso-
ciado al agente. Esto le da la posibilidad al agente de ser proactivo y le permite actuar sin
necesidad de est´ımulos externos. Todo lo que se ejecute dentro del me´todo debe ser procesado
ra´pidamente ya que se ejecuta cada 0.25 segundos.
A.3.2. Clase ModuleController
En esta seccio´n vamos a centrarnos en todos los componentes contenidos en la clase UT2004ModuleController.
Doce de sus componentes son mo´dulos completos y complejos que permiten recoger y enviar
informacio´n sobre el bot y sobre su entorno. Estos son dichos mo´dulos:
Players: Informacio´n sobre el resto de jugadores. Todos los objetos de este tipo se auto-
actualizan a lo largo de la partida hasta que son destruidos. Este mo´dulo permite al agente
conocer toda la informacio´n sobre el resto de jugadores, informar sobre la posicio´n, la visibi-
lidad, el armamento, salud, bonificadores, etc.
Game: Informacio´n general sobre el juego. Con este mo´dulo se puede saber: el tipo de
partida (DeathMatch, equipos, captura de bandera, etc), el nombre del mapa, tiempo total
de la partida, nu´mero ma´ximo de equipos y salud, armadura y adrenalina iniciales, etc.
Info: Informacio´n sobre el paradero del agente. Este mo´dulo permite saber todo sobre el
agente: nombre, ID, equipo, localizacio´n, velocidad actual, salud, armadura, adrenalina, etc.
Items: Informacio´n sobre los objetos que se encuentran en el mapa. Se pueden obtener:
mapas con todos los items del escenario y diferentes filtros (por ejemplo, so´lo los visibles,
so´lo de un tipo (salud, armas), etc).
Senses: Informacio´n sobre lo que siente y percibe el agente. Permite controlar todo lo que
afecta al bot (por ejemplo, informar do´nde fue golpeado, el u´ltimo elemento recogido, el
u´ltimo dan˜o causado, u´ltimo dan˜o recibido, si ve proyectiles que vienen hacia e´l, etc).
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Weaponry: Informacio´n sobre el inventario del agente. Este mo´dulo permite al bot saber la
cantidad de municio´n del arma actual (disparo primario y secundario) o de todas las armas
del inventario, caracter´ısticas del arma que esta´ usando, etc.
Shoot: Clase que contiene las acciones de disparo avanzadas que puede realizar el agente (por
ejemplo, disparar arma primaria o secundaria a un objetivo, o a una localizacio´n, recargar
arma, dejar de disparar, etc).
Move: Clase que contiene opciones de movimiento para el agente y que puede utilizar conjun-
tamente con el resto de opciones de movimiento (Raycasting, navigation points, etc.) Dispone
de me´todos para esquivar disparos u objetivos, saltar, ir a una localizacio´n determinada, co-
rrer, detenerse, poner el foco de atencio´n en un objeto o jugador, etc.
PathPlanner: Junto con pathExecutor es otra forma de moverse. Se encarga de calcular la
ruta de acceso a un punto usando como apoyo los puntos de navegacio´n del mapa del juego.
A partir de dos puntos del mapa es el responsable de encontrar la ruta que se debe seguir
para ir de un punto a otro.
PathExecutor: Se encarga de ejecutar el pathPlanner que ha sido calculado previamente
siguiendo la ruta.
ListenerRegistrator: Es el me´todo encargado de autoinicializar los listeners por medio de
AnnotationListenerRegistrator. Se encarga de proporcionar una manera sencilla y pra´ctica
de registrar los listeners.
Descriptors: Es un mo´dulo sensorial que informa de las caracter´ısticas generales de cualquier
Item, en este caso son la categor´ıa a la que pertenece (Weapon, Ammo, Health, Armor, Shield,
Adrenaline, Other) y el grupo al que pertenece (Assault Rifle, Minigun, Health, Mini Health,
Small Armor, Super Armor, Adrenaline, Udamage, Key, etc).
Config: mo´dulo de memoria especializado en la configuracio´n del agente dentro de UT2004
(velocidad de rotacio´n, retraso de env´ıos s´ıncronos, raytracing, invulnerabilidad, respawn
automa´tico, recogida automa´tica de ı´tems, etc).
Raycasting: soporte para la creacio´n de rayos que permiten detectar objetos en la escena. El
rayo se pone verde cuando el camino esta´ libre y rojo cuando hay obsta´culos en la direccio´n
y longitud del rayo. Lo que consiguen los rayos es que el bot circule solo por las zonas donde
los rayos son verdes.
Body: maneja los comandos que pueden ser usados como entrada de datos en el bot.
 Action: Proporciona los comandos de accio´n del bot. o Arrogar armas o Iteracio´n
con elementos del entorno (recoger ı´tems) o Otros comandos que no han podido ser
clasificados en otras categor´ıas (renacer).
 Communication: Proporciona los comandos de comunicacio´n. o Enviar mensajes (pri-
vados, globales o de equipo). o Recibir mensajes (privados, globales o de equipo).
 ConfigureCommands: Permite cambiar los atributos del bot. Nombre, skin, velocidad
de movimiento y de rotacio´n, invulnerabilidad, etc.
 AdvancedLocomotion: Mo´dulo “move”, explicado a continuacio´n.
 AdvancedShooting: Mo´dulo “shoot”, explicado a continuacio´n.
 SimpleRayCasting: Control ba´sico de rayos. Similar al mo´dulo comentado anterior-
mente de “rayCasting”. Su funcionalidad es la misma, el uso de rayos para detectar por
donde puede moverse el bot y por donde no puede hacerlo.
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Random: mo´dulo generador de nu´meros aleatorios especialmente u´tiles a la hora de llevar
a cabo una toma de decisiones.
Act: forma parte de IAct, que es el entorno encargado de gestionar todas las acciones y
comandos que se pueden realizar en este mundo. Ligado a World (IVisionWorldView) ya que
los dos juntos forman todo el entorno del juego, uno se encarga de las acciones (IAct) y el
otro del entorno y los eventos que suceden en e´l (IVisionWorldView).
World: forma parte de IVisionWorldView, que es el entorno encargado de gestionar el entorno
y todos los eventos que se producen en e´l. Ligado a Act.
A.3.3. Otros comandos interesantes
Anotacio´n de java: @JProp
Anotacio´n que se coloca delante de las variables java que quieras monitorizar en tiempo de
ejecucio´n. En tiempo de ejecucio´n podemos acceder a estas variables, para modificarlas y ver su
comportamiento en el juego, desde “Servidores→ UT2004 servers→ Name Server→ Bot pogamut
→ Introspection → Properties.
GBCOMMANDS
Esta librer´ıa cz.cuni.amis.pogamut.ut2004.communication.messages.gbCommands contiene to-
dos comandos que se pueden introducir en GameBots. Al usar java con Netbeans no es necesario
introducir los comandos de manera literal. Java nos permite tener una clase para cada uno de los
comandos que se pueden manejar. Con esto cada vez que se use en una clase un comando
acciones que se pueden realizar en GameBots pero java nos da una interfaz ma´s compleja con
la que poder utilizarlos sin tener que preocuparnos de tener que llamar a cada uno de los comandos
de manera literal.
Ahora vamos a poner la lista de todas las clases de comandos, la mayor´ıa se entienden por si
mismas as´ı que no es necesario explicarlas, aun as´ı dentro del javadoc de pogamut hay un extensa
explicacio´n de los campos y las funciones que componen cada una de las clases (una por comando).














































































A.4.1. Interaccio´n con el mundo
Las interfaces IworldView junto con Iact representan la API ba´sica para acceder al mundo.
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Informacio´n que recibimos (Listeners)
La interfaz IWorldView (cz.cuni.amis.pogamut.base.communication.worldview) nos ofrece tan-
to los sentidos del bot y como memoria simple. El mundo es representado por:
Objetos (IworldObject): cz.cuni.amis.pogamut.base.communication.worldview.object  Ali-
veMessage  AutoTraceRay  BombInfo  ConfigChange  DominationPoint  FlagInfo 
GameInfo  IncomingProjectile  InitedMessage  Item  ItemCategory  Mover  MyInven-
tory  NavPoint  Player  Self  TeamScore  Vehicle.
Eventos (IWorldEvent): cz.cuni.amis.pogamut.base. communication.worldview.event:
 Eventos de Objetos (IWorldObjectEvent): cz.cuni.amis.pogamut.base. communication.worldview.object
 Eventos no asociados a ningu´n objeto (utilizados directamente de IWorldEvent). La lista
de eventos es la siguiente. Observar que esta lista cuenta tambie´n con los eventos perte-
necientes a objetos, ya que podr´ıamos querer, por ejemplo, ser conscientes de todos los
objetos que apareciesen en pantalla, para lo que usar´ıamos WorldObjectAppearedEvent.
En el siguiente apartado se muestra una informacio´n ma´s detallada de los eventos pertenecientes
a IWorldEvent.
Cuando queramos utilizar uno de estos eventos u objetos debemos incluir su correspondiente
librer´ıa. Para ello consultar en la API la librer´ıa concreta de cada uno.
Una vez explicado que´ informacio´n podemos obtener del mundo y de que´ manera, vamos a ver
co´mo manipularla, es decir, cua´l es la forma ma´s sencilla de recibir dicha informacio´n.
La clase UT2004BotModuleController autoinicializa AnnotationListenerRegistrator. E´sto quie-
re decir que no sera´ necesario manipular los listeners manualmente, es decir, tener que an˜adirlos,
elminarlos, etc. adema´s de reprogramarlos, saber co´mo iterar para seleccionar el adecuado en cada
momento, etc. En vez de eso, AnnotationListenerRegistrator permite registrar los listeners de for-
ma muy sencilla y pra´ctica, y e´l mismo se encargara´ de iterar entre todos los listeners registrados.
Una vez registrado el listener, definimos una funcio´n que realice las acciones deseadas en cada caso.
Hay cinco diferentes tipos de listeners que podemos registrar. Los dos u´ltimos son dif´ıciles de
usar, puesto que es dif´ıcil obtener el strig correspondiente al id espec´ıfico del objeto, pero es nece-
sario saber de su existencia, aunque todav´ıa desconocemos co´mo utilizarlos y si sera´n necesarios:
EventListener: reacciona al evento que nosotros definamos por medio del campo eventClass.
Por ejemplo:
 Reg: @EventListener(eventClass = Bumped.class), reacciona a eventos de la clase Bum-
ped.
 Proc: protected void bumped(Bumped event) {
ObjectClassListener: reacciona a todos los eventos ocurridos a una clase de objeto concreta,
definida por medio del campo objectClass. Por ejemplo:
 Reg: @ObjectClassListener (objectClass = Player.class), reacciona a eventos ocurridos
a la clase Player.
 Proc: protected void player(Player object) {
ObjectClassEventListener: reacciona a eventos de una clase concreta (de entre los eventos
asociados a objetos) que ocurren a objetos de una clase concreta.
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 Ej: @ObjectClassEventListener(eventClass = WorldObjectAppearedEvent.class, object-
Class = Player.class), reacciona cuando un jugador cualquiera ”aparece” en nuestro
campo de visio´n.
 Proc: protected void playerAppeared(WorldObjectAppearedEvent<Player> event) {
ObjectListener: similar a ObjectClassListener para un objeto concreto, es decir, un objeto
con un id determinado dentro una clase concreta.
ObjectEventListener: similar a ObjectClassEventListener para un objeto concreto, es decir,
un evento de una clase concreta (de entre los eventos asociados a objetos) que ocurre a un
objeto con un id determinado dentro una clase concreta.
Informacio´n que enviamos (Actions)
Como hemos dicho, nuestro bot sera´ de la clase UT2004BotModuleControler, contenida en
cz.cuni.amis.pogamut.ut2004.bot.impl. Para dar o´rdenes al mismo no usaremos directamente la
interfaz IAct, es decir, pese a que somos libres de utilizar el me´todo act (perteneciente como hemos
dicho a la clase UT2004BotModuleControler), las acciones las enviaremos, de manera ma´s sencilla
e intuitiva, mediante el me´todo body.
El me´todo body esta´ dividido en los siguiente me´todos:
Action getAction() Returns cz.cuni.amis.pogamut.ut2004.bot.commands.Action command mo-
dule.
Communication getCommunication() Returns cz.cuni.amis.pogamut.ut2004.bot.commands.Communication
command module.
ConfigureCommands getConfigureCommands() Returns cz.cuni.amis.pogamut.ut2004.bot.commands.ConfigureCommands
command module.
AdvancedLocomotion getLocomotion() Returns cz.cuni.amis.pogamut.ut2004.bot.commands.AdvancedLocomotion
command module.
AdvancedShooting getShooting() Returns cz.cuni.amis.pogamut.ut2004.bot.commands.AdvancedShooting
command module.
SimpleRayCasting getSimpleRayCasting() Returns cz.cuni.amis.pogamut.ut2004.bot.commands.SimpleRayCasting
command module.
La clase UT2004BotModuleControler ofrece tambie´n los me´todos shoot para acceder directamente
a body.getShooting() y move para body.getLocomotion().
Para acceder a los mismos, debemos incluir las librer´ıas correspondientes a cada clase conte-
nida en Action, Comunication, ConfigureCommands, AdvancedLocomotion, AdvancedShooting y
SimpleRayCasting. Para ello consultar la API.
A.4.2. Descripcio´n de los eventos
En este apartado se trata de explicar de manera resumida los eventos ma´s importantes que
tendremos que utilizar durante la implementacio´n de nuestro bot. Debemos tener en cuenta las
siguientes consideraciones:
Muchos de los eventos son utilizados para la conexio´n con el servidor y cosas por el estilo, lo
cual ya esta´ implementado y no necesitamos para implementar nuestro bot.
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Algunos de los eventos indican el principio y el final de la llegada de un lote s´ıncrono de
datos. (no se´ si es necesario o esta´ ya implementado en la clase que controle cada lote)
Nuestra implementacio´n esta´ orientada al tipo de partida DeathMatch sin chat, por lo que
no tendremos en cuenta eventos referentes a equipos, banderas, chat, etc.
Lotes s´ıncronos









Eventos especiales referentes a objetos. (ya explicados)

















































































En la clase Path se encuentra la funcio´n getPath(). Una vez enviada esta peticio´n, se nos























A continuacio´n se muestran las reglas de la competicio´n BotPrize y los resultados obtenidos
durante su edicio´n de 2012.
B.1. Reglas de competicio´n
B.1.1. El concurso
El objetivo de la competicio´ es crear un bot para el videojuego Unreal Tournament 2004 que sea
indistinguible de un jugador humano. Aquellos bots que consigan superar esta prueba compartira´n
un premio en efectivo de A$ 7.000 y tambie´n un viaje al estudio de 2K Australia en Canberra. Si
ningu´n bot supera la pruba, se otorgara´ al ganador un premio menor de A$ 2,000 ma´s un viaje al
estudio. Como miembro del equipo ganador (pase la prueba o no) se invitara´ a visitar el estudio
de 2K Australia, a expensas de 2K Australia, hasta por un monto de A$ 5.000, adema´s del premio
en meta´lico.
El concurso se llevara´ a cabo en la Universidad Edith Cowan en agosto de 2012, utilizando
bots conectados remotamente por los competidores. Los resultados se dara´n a conocer en la IEEE
Conference on Computational Intelligence and Games, en Granada, Espan˜a, que tendra´ lugar entre
el 11 y el 14 de septiembre de 2012.
No hay ningu´n requisito para inscribirse o asistir a la conferencia (¡aunque ser´ıa bueno verte
all´ı!), y no se espera que los competidores este´n presentes en la propia competicio´n.
El juego utilizado para el concurso se basa en una versio´n modificada del tipo de juego Death-
Match para el FPS Unreal Tournament 2004. Esta versio´n modificada proporciona una interfaz
basada en un socket (llamado Gamebots) que permite el control de los robots de un programa
externo. Adema´s, se hicieron varias modificaciones adicionales especiales para la competicio´n:
El chat se desactivara´ (¡esto no es un concurso chatbot !) y algunos aspectos del juego se pueden
modificar para faciltar la competencia.
B.1.2. Para participar
Los competidores debera´n comunicar su intencio´n de participar en el concurso a ma´s tardar
el mie´rcoles 22 de agosto de 2012 por correo electro´nico a los organizadores del concurso. La
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competicio´n se decidira´ en una serie de sesiones que tendra´n lugar el lunes 3 de septiembre de
2012.
Otras condiciones de entrada son:
Nadie puede ingresar ma´s de un bot (ya sea como individuo o como parte de un equipo),
pero ma´s de un equipo o individuo con la misma afiliacio´n pueden entrar.
Nadie asociado con 2K o con la organizacio´n de la competicio´n puede entrar.
Los participantes deben declarar que no tienen derechos de propiedad intelectual sobre el bot
y que e´l y los componentes de su equipo cumplen con todas las licencias art´ısticas.
Los participantes menores de 18 an˜os debera´n presentar una declaracio´n por escrito del
permiso de al menos un padre o tutor. Los participantes deben estar dispuestos a permitir
que v´ıdeos y/o mpegs de su participacio´n en la competicio´n puedan ser publicados y ser de
dominio pu´blico.
B.1.3. Protocolo de las pruebas
La seleccio´n se realiza utilizando el mismo sistema de puntuacio´n en el juego que se utilizo´ en
2011. El mod que se utilizara´ en el juicio se encuentra disponible en http://botprize.org/mod/modBP2012 3.zip.
El sistema se basa en una modificacio´n del arma LinkGun. El modo principal se utiliza para
marcar a un enemigo como BOT, mientras que el modo secundario es para etiquetar oponentes con-
trolados por humanos. Durante el juego, cuando un jugador cree que ha identificado a un oponente
como un BOT (o HUMANO), le dispara al oponente usando el modo principal (o secundaria) de la
LinkGun. El disparo no tiene efecto sobre el oponente, pero el jugador vera´ una etiqueta ”BOT” (o
”HUMAN”) unido al oponente para recordarles que los enemigos han sido juzgados. Si el jugador
cambia de opinio´n, el oponente puede disparar usando el otro modo para revertir el fallo, las veces
que desee.
La etiqueta final que tenga cada oponente en ronda final constituye el juicio de ese jugador a
ese oponente. Al final de todas las rondas, la calificacio´n de humanidad o de bot de cada jugador
sera´ el porcentaje de veces que se ha juzgado humana sobre todas las veces que se ha juzgado.
Se recomienda a los jueces que, adema´s de juzgar, participen en el juego con normalidad.
Como incentivo para los jueces para hacer esto, habra´ premios para el mejor juez, y el juez con la
puntuacio´n combinada ma´s alta durante los asaltos, y por el juez con la calificacio´n de humanidad
ma´s alta.
B.1.4. To win
1. Para ganar el premio de A$ 7000, un bot debe alcanzar una calificacio´n de humanidad igual
o superior a las calificaciones promedio de humanidad de los jueces de la competencia.
2. Si ma´s de un bot logra esta calificacio´n, el premio se repartira´ a partes iguales.
3. Si no se logra este que el bot alcance esta calificacio´n, el premio de A$ 2000sera´ compartido
por los bots con la calificacio´n de humanidad ma´s alta.
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B.2. Resultados BotPrize 2012
El porcentaje de humanidad se calcula dividiendo el nu´mero de veces que un jugador (bot
o humano) fue juzgado como humano dividido por el nu´mero total de veces que se juzgo´. Para
este ca´lculo, so´lo se tienen en cuanta los marcados hechos por humanos. A pesar de que a esto
lo llamamos ”humanidad”, lo que realmente mide es co´mo de parecido resulta un jugador al resto
de jueces. Esto explica por que´ es posible para los bots obtener una calificacio´n ma´s alta que la
calificacio´n de los verdaderos seres humanos - los bots son buenos engan˜ando a los jueces.
Cada jugador se juzgo´ alrededor de 25 veces. Esto hace que sea poco probable que los altos
ı´ndices de humanidad sea una casualidad. Por ejemplo, si un bot era realmente humano en un
35 %, entonces no so´lo hay un 5 % de probabilidad de obtener ma´s de un 50 % en la calificacio´n. Si
el bot era realmente so´lo un 30 % humano, entonces este porcentaje cae a alrededor del 2 %.
As´ı como los seres humanos y los bots de la competencio´n, algunos epic bots, los bots integrados
en el juego, tomaron parte brevemente.
Nombre Equipo Origen Humanidad
MirrorBot Mihai Polceanu 1. ENIB CERV - Centre de Re´alite´
Virtuelle, Brest, France
2. Ovidius University of Constanta -
CeRVA Lab, Constanta, Romania
52.2 %
UTˆ2 Jacob Schrum, Igor
Karpov, Risto
Miikkulainen






Ritsumeikan University, Japan 36.0 %
NeuroBot Zafeirios Fountas,
Murray Shanahan
Imperial College, London 26.1 %
GladiatorBot David Holanˇ, Jakub
Gemrot, Michal B´ıda
Charles University in Prague 21.7 %
AmisBot Jan Dufek, Rudolf
Kadlec






ConsScale es una escala de inspiracio´n biolo´gica disen˜ada para evaluar implementaciones de
Conciencia Artificial. La escala evalu´a la presencia de funciones cognitivas asociadas con la con-
ciencia.
ConsScale constituye un marco para la caracterizacio´n de las capacidades cognitivas de una
criatura. ConsScale incluye la definicio´n de una lista ordenada de niveles cognitivos organizados a
lo largo de una trayectoria de desarrollo concreta. La organizacio´n particular de estos niveles esta´
inspirada en la ontogenia y en la filogenia de la conciencia en organismos biolo´gicos.
La suposicio´n ba´sica es que existen diferentes tipos de mentes y que e´stas se pueden caracterizar
en base a los criterios planteados en ConsScale. Usando esta escala, la caracterizacio´n y la evaluacio´n
del desarrollo de la conciencia se puede realizar usando tres herramientas relacionadas:
El nivel conceptual de conciencia (Niveles ConsScale).
El ı´ndice CQS (ConsScale Quantitative Score).
La representacio´n gra´fica del perfil cognitivo.
Para evaluar el nivel de conciencia de un agente usando ConsScale, se necesitan identificar sus com-
ponentes arquitecto´nicos y probar la presencia de habilidades cognitivas. Usando esta informacio´n
como entrada, se puede usar la escala para obtener tanto una medida cualitativa como una medida
cuantitativa de la conciencia.
C.1. Niveles ConsScale
Cada nivel de la escala ConsScale se caracteriza en te´rminos de criterios arquitecto´nicos y
de comportamiento. El nivel espec´ıfico que alcanza un agente indica su grado de desarrollo de la
conciencia en te´rminos de integracio´n efectiva de funciones cognitivas clave.
La evaluacio´n de un agente que se realiza utilizando la escala ConsScale se puede considerar
tambie´n como una medida de la ”Potencia Cognitiva” de un agente. Dado que las funciones cogni-
tivas consideradas esta´n asociadas a la conciencia, la medida obtenida es tambie´n una medida de
conciencia. Cuanto ma´s alto es el nivel obtenido, ma´s se parece el comportamiento del agente al
comportamiento de otras criaturas conscientes conocidas como los humanos.
La figura C.1 resume los principales niveles definidos en ConsScale. Estos hitos en el desarrollo
son referencias asociadas a analog´ıas biolo´gicas. Es preciso aclarar que ConsScale no so´lo es capaz
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de proporcionar un nivel concreto, sino que establece de forma precisa el grado de desarrollo (que
podr´ıa estar en cualquier punto entre dos niveles cano´nicos).
En ConsScale se definen 13 niveles diferentes de conciencia funcional. Cada nivel se caracte-
riza en base a criterios arquitecto´nicos y de comportamiento. A continuacio´n se proporciona una
descripcio´n de las principales caracter´ısticas de cada nivel, la definicio´n de los componentes arqui-
tecto´nicos abstractos y las habilidades cognitivas espec´ıficas asociadas a los niveles de ConsScale.
Figura C.1: Niveles ConsScale
Nivel -1. Sin Cuerpo Definido (Disembodied)
Este es un nivel inicial de referencia que se corresponde con implementaciones muy simples
que ni siquiera tienen una definicio´n clara de las fronteras que separan el agente del entorno que lo
rodea. En otras palabras, este nivel se refiere a implementaciones que no pueden ser consideradas
como agentes y se pueden confundir fa´cilmente con el resto del entorno. Desde el punto de vista
del desarrollo cognitivo propuesto en ConsScale, las entidades de nivel -1 podr´ıan considerarse
como “proto-agentes”. Aunque este nivel no se use de forma pra´ctica en la evaluacio´n de posibles
implementaciones, su definicio´n sirve para poner de manifiesto la importancia del cuerpo (B) como
requisito ba´sico para la descripcio´n de un agente situado. No hay habilidades cognitivas caracter´ıs-
ticas de este nivel. Una analog´ıa tomada del mundo biolo´gico para los individuos de este nivel ser´ıa
la consideracio´n de un aminoa´cido como parte de una prote´ına. El resto de la escala consiste en
un conjunto de doce niveles (del 0 al 11, ambos inclusive), en la que los niveles ma´s altos incluyen
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como parte de su propia definicio´n a todos los niveles inferiores. Usando estos niveles, se puede
caracterizar cualitativamente el desarrollo cognitivo de un agente artificial.
Nivel 0. Aislado (Isolated)
Al igual que el nivel -1, el nivel 0 es un nivel de referencia conceptual que permite resaltar la
importancia de la interaccio´n con el entorno (situatedness), cuya base se encuentra en la existencia
de un cuerpo. En este nivel, aunque hay una clara distincio´n entre la propia implementacio´n (su
cuerpo) y el entorno, hay una falta total de procesamiento auto´nomo y no existen sistemas senso-
riales ni motores. Por lo tanto, una entidad de nivel 0 consiste u´nicamente en un cuerpo inerte que
no presenta ninguna funcionalidad ni interaccio´n activa con el medio (excepto la inevitablemente
provocada por las propiedades f´ısicas de la entidad). En este nivel tampoco hay habilidades cog-
nitivas caracter´ısticas. Un cromosoma aislado podr´ıa considerarse como una analog´ıa va´lida para
este nivel.
Nivel 1. Pre-funcional (Decontrolled)
Este nivel se refiere a aquellas implementaciones en las que los subsistemas correspondientes a
sensores y actuadores esta´n presentes, pero o bien no funcionan o no existe una relacio´n funcional
entre ellos. Como ni la adquisicio´n de informacio´n ni la generacio´n de acciones funcionan o no esta´n
relacionadas, todav´ıa no se pueden definir habilidades cognitivas caracter´ısticas a este nivel. Una
bacteria muerta podr´ıa ser una analog´ıa plausible tomada del mundo biolo´gico.
Nivel 2. Reactivo (Reactive)
En este nivel, tanto los subsistemas de sensores como los actuadores son funcionales y esta´n
relacionados entre ellos mediante funciones predefinidas. El comportamiento de estos agentes esta´
caracterizado por la produccio´n de respuestas reactivas fijas en base a los datos de entrada cap-
turados por los sensores. Por lo tanto, la u´nica capacidad cognitiva caracter´ıstica de este nivel es
la de un agente situado que responde al entorno siempre con los mismos reflejos. Una analog´ıa
biolo´gica para este nivel podr´ıa ser un virus. El nivel 2 de ConsScale se corresponde con un agente
reactivo cla´sico que carece de memoria expl´ıcita y tampoco dispone de mecanismos de aprendizaje.
Es a partir del nivel 2, cuando los agentes empiezan a utilizar el propio entorno que les rodea como
medio para cerrar el bucle de retroalimentacio´n entre la accio´n y la percepcio´n. Por lo tanto, todos
los agentes de nivel 2 o superior pueden considerarse agentes situados.
Aunque la escala se centra principalmente en la evaluacio´n de agentes individuales, es im-
portante destacar que incluso en el nivel 2 pueden existir procesos adicionales de aprendizaje y
adaptacio´n en el plano evolutivo (suponiendo que los agentes sean capaces de replicarse, mutar y
evolucionar). Por ejemplo, aunque las reglas de control reactivas son fijas en un u´nico individuo de
nivel 2, podr´ıa aparecer un proceso de adaptacio´n de las respuestas reactivas a lo largo de sucesivas
generaciones en una poblacio´n de agentes de nivel 2.
Nivel 3. Adaptativo (Adaptive)
A este nivel las acciones del agente se generan dina´micamente en funcio´n tanto de la memoria
como de la informacio´n que se obtiene del entorno por medio de los sensores. Las habilidades
cognitivas caracter´ısticas de este nivel son la capacidad ba´sica para aprender nuevos reflejos y
el uso de sensores propioceptivos para la generacio´n de comportamientos ba´sicos como los de
orientacio´n y posicionamiento. La lombriz de tierra ser´ıa una analog´ıa biolo´gica ilustrativa para
este nivel.
79
Un agente de nivel 3 se corresponde con la forma ma´s simple de un agente deliberativo. En
este nivel, el estado interno del agente se mantiene en un sistema de memoria. La coordinacio´n
sensoriomotora (R) se genera en funcio´n de la informacio´n percibida y la informacio´n recordada. En
este nivel, tambie´n se considera la presencia de sensores propioceptivos, aunque esto por s´ı solo no
es suficiente para generar autoconciencia. Los mecanismos de percepcio´n propioceptiva permiten
que parte del estado interno del agente forme parte de la entrada de la funcio´n de coordinacio´n
sensoriomotora. Los agentes de nivel 3 tambie´n tienen mecanismos de aprendizaje que les permiten
descubrir nuevos comportamientos reactivos. Es decir, la respuesta a un determinado estado del
entorno no es fija, sino que es una funcio´n de la informacio´n adquirida por S y el estado interno del
agente (M). El nivel 3 tambie´n se puede ver como una evolucio´n del nivel 2 en la que ha aparecido
la capacidad de aprender nuevos reflejos.
Nivel 4. Atencional (Attentional)
A este nivel el comportamiento del agente esta´ modulado por la influencia que ejerce un meca-
nismo de atencio´n. La atencio´n selecciona contenidos espec´ıficos del repertorio total de contenidos
disponibles a trave´s de los sensores y de la memoria. Adema´s, los contenidos seleccionados se eva-
lu´an positiva o negativamente, constituyendo esto la semilla de las emociones. Las capacidades
cognitivas t´ıpicas de un agente de nivel 4 permiten la produccio´n de comportamientos de ataque y
de escape (o de acercamiento y alejamiento). Los peces podr´ıan constituir una analog´ıa biolo´gica
para este nivel.
Gracias al mecanismo de atencio´n los procesos de aprendizaje se pueden dirigir expl´ıcitamen-
te hacia determinados objetos o sucesos. Adema´s, los procesos de aprendizaje impl´ıcito, como la
adquisicio´n de nuevos reflejos (caracter´ıstica del nivel anterior), tambie´n se dan al mismo tiempo.
Los agentes de nivel 4 son capaces de dirigir la atencio´n (usando el componente Att) a un sub-
conjunto seleccionado de los contenidos percibidos del entorno (Ei), mientras que otras variables
ambientales, que son adquiridas en S, no son procesadas expl´ıcitamente en R. Los objetos o sucesos
seleccionados por el foco de atencio´n son evaluados automa´ticamente en base a las metas del propio
agente. Esto permite que las respuestas subsiguientes del agente hacia esos est´ımulos se adapten
(este mecanismo se puede considerar la base para el desarrollo de las emociones).
Los agentes atencionales son capaces de desarrollar comportamientos dirigidos, como los de
ataque o escape, y tambie´n son capaces de implementar mecanismos de aprendizaje por prue-
ba y error. La habilidad de prestar atencio´n hacia est´ımulos espec´ıficos permite la formacio´n de
comportamientos dirigidos. Por ejemplo, un agente puede desarrollar comportamientos claramente
relacionados con objetivos espec´ıficos, como la persecucio´n o la hu´ıda. Adicionalmente, los agen-
tes de nivel 4 tienen mecanismos primitivos para las emociones ya que los objetos a los que se
presta atencio´n son evaluados elementalmente como positivos o negativos. Una emocio´n positiva
desencadena un comportamiento de acercamiento o un v´ınculo hacia el objeto seleccionado. Por el
contrario, una emocio´n negativa desencadena un comportamiento de alejamiento y refuerzo de las
fronteras entre el agente y el objeto seleccionado. Adicionalmente, aparece en este nivel una nueva
relacio´n entre la memoria y las emociones. Como se ha demostrado con los organismos biolo´gicos,
las emociones influyen en gran medida en la seleccio´n de los contenidos que se almacenan en me-
moria. En resumen, un agente de nivel 4 puede considerarse una evolucio´n de un agente de nivel 3
en el que ha aparecido la capacidad de atencio´n.
Nivel 5. Ejecutivo (Executive)
Los agentes de este nivel son capaces de intercalar mu´ltiples metas ya que son capaces de
almacenar en memoria distintos conjuntos de trabajo. Las habilidades cognitivas caracter´ısticas de
este nivel son el cambio de contexto (habilidad para pasar de una tarea a otra) y el aprendizaje
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emocional ba´sico. La capacidad de cambio de contexto implica que el agente puede suspender la
realizacio´n de una tarea dada para retomarla ma´s tarde, estableciendo prioridades entre todas las
tareas pendientes. El agente puede perseguir mu´ltiples metas, asignando ma´s tiempo y esfuerzo a
aquellas que reportan mayores beneficios emocionales. Los mamı´feros cuadru´pedos son una analog´ıa
biolo´gica ilustrativa para este nivel.
Un agente de nivel 5 se caracteriza por una capacidad de razonamiento ma´s compleja y una
representacio´n ma´s rica del estado interno que permite la implementacio´n de mecanismos de cambio
de contexto. La consecucio´n de mu´ltiples metas se consigue gracias a un mecanismo de coordinacio´n
que es capaz de mover el foco de atencio´n de forma efectiva de una tarea a otra. Un agente de nivel
5 tambie´n esta´ dotado de un mecanismo que permite evaluar el propio desempen˜o en la consecucio´n
de las metas pendientes. Se trata del mecanismo de auto-evaluacio´n del propio estado (SsA), que
puede ser identificado como las emociones.
La presencia de emociones asociadas a objetos, sucesos, y ahora tambie´n a las propias acciones
del agente, permite el desarrollo de procesos de aprendizaje por refuerzo. Un agente de nivel 5
es aquel que exhibe capacidades de cambio de contexto y aprendizaje emocional ba´sico (aprendi-
zaje por refuerzo). Otras caracter´ısticas de un agente ejecutivo son la capacidad de planificacio´n
avanzada y la aplicacio´n de las emociones al cambio de contexto: el agente tiende a asignar ma´s
tiempo y esfuerzo a aquellas tareas que resultan ma´s gratificantes para e´l. En resumen, un agente
de nivel 5 se puede considerar como una evolucio´n de un agente de nivel 4 en la que ha aparecido
la capacidad de perseguir mu´ltiples metas y intercalar la realizacio´n de mu´ltiples tareas.
Nivel 6. Emocional (Emotional)
Este nivel se caracteriza por la capacidad de desarrollar el estadio 1 de la Teor´ıa de la Mente o
TdM: “Yo se´”. La TdM es la capacidad de atribuir estados mentales a uno mismo y a otros sujetos.
En el nivel 6 de ConsScale los sentimientos aparecen como representaciones de los cambios que
experimenta el organismo debido a las emociones. El sentido de “yo se´” aparece en el agente gracias
a la representacio´n de las relaciones existentes entre las emociones y los estados del organismo.
La habilidad cognitiva caracter´ıstica del nivel 6 es la capacidad de aprendizaje emocional. El
agente generaliza las lecciones aprendidas y las aplica a su comportamiento global. Adema´s, las
emociones se asignan tambie´n al propio yo y al proceso de auto-monitorizacio´n, produciendo una
auto-evaluacio´n continua que da lugar al “yo se´”. Los monos son una analog´ıa biolo´gica plausible
para el nivel 6.
El nivel 6 es el primer nivel de la escala ConsScale en el que se puede considerar que un agente
es hasta cierto punto consciente (pero no autoconsciente). La principal caracter´ıstica de este nivel
es, como se ha mencionado anteriormente, el desarrollo del estadio 1 de la TdM. Aparecen las
emociones complejas, que se construyen como combinaciones de las emociones ba´sicas presentes
en los niveles anteriores. Estas emociones no evalu´an so´lo est´ımulos externos o el propio estado
interno, sino que se generan emociones de fondo que evalu´an la relacio´n del agente con su entorno.
Como en este nivel los agentes cuentan con una representacio´n precisa de su estructura corporal
y sus capacidades f´ısicas, es ma´s fa´cil establecer una separacio´n entre el yo y el resto del mundo. Por
ejemplo, un robot antropomo´rfico de nivel 6 actualizara´ su modelo del yo al descubrir la diferencia
existente entre tocar con la mano un objeto extran˜o y tocar su propio cuerpo. En el segundo caso,
se produce una notificacio´n de los sensores de contacto de la zona del cuerpo que toca la mano
al mismo tiempo que se ejecuta la accio´n. Esta capacidad permite establecer una distincio´n clara
entre los objetos que se pueden controlar directamente (el propio cuerpo) y los que no.
La sensacio´n correspondiente al “yo se´” aparece en el agente gracias a la representacio´n que
se genera de la respuesta del organismo a las emociones. Existe un modelo impl´ıcito del yo que
permite asociar las emociones con el desempen˜o del propio agente. Usando estas representaciones
el agente es capaz de generalizar en sus procesos de aprendizaje. Mientras que un agente de nivel
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5 so´lo aprende las reglas espec´ıficas de una tarea y adaptar su comportamiento consecuentemente,
un agente de nivel 6 es capaz de usar las emociones complejas para aprender lecciones ba´sicas que
se pueden generalizar a todo su comportamiento, independientemente de la tarea que se realice
(generalizacio´n de lecciones aprendidas). Por ejemplo, desarrollar un miedo a manejar cargas de
ma´s de 500 kilogramos podr´ıa hacer que un hipote´tico robot de carga de nivel 6 evitase tanto las
tareas conocidas como nuevas tareas que involucren el levantamiento y transporte de ese tipo de
cargas. Es decir, el agente habr´ıa aprendido la leccio´n de que en general (e´l) no es capaz de manejar
cargas tan pesadas.
Nivel 7. Autoconsciente (Self-Conscious)
La autoconciencia se adquiere cuando el agente es capaz de desarrollar el estadio 2 de desarrollo
de la TdM: “yo se´ que yo se´”. La presencia de un modelo expl´ıcito del yo en el agente hace posible el
auto-reconocimiento. De hecho, los mecanismos de aprendizaje ahora pueden operar en el dominio
del propio futuro anticipado. El agente puede planear acerca de s´ı mismo (ya que el propio agente
puede ser parte del plan) y luego aprender si el plan fue eficiente para e´l o no. Aprender a usar
herramientas es una capacidad cognitiva caracter´ıstica de este nivel, ya que ser actor en el plan es
un factor clave para el uso de herramientas. Los humanos de 18 meses de edad son una analog´ıa
biolo´gica plausible para este nivel.
El nivel 7 de ConsScale se corresponde con la aparicio´n de la autoconciencia. En este nivel el
agente es capaz de desarrollar pensamientos de orden superior, es decir, pensamientos sobre pensa-
mientos, y ma´s espec´ıficamente pensamientos sobre uno mismo. Consecuentemente, los agentes de
nivel 7 se encuentran en el estadio 2 del desarrollo de la TdM: “yo se´ que yo se´”. Esto requiere la
presencia de un modelo expl´ıcito del yo, que a su vez permite la planificacio´n avanzada incluyendo
al propio yo en los planes.
En el nivel 7 los mecanismos de aprendizaje operan tambie´n en el dominio del futuro antici-
pado. El agente puede realizar planes sobre s´ı mismo, y despue´s de ejecutarlos, evaluar si el plan
confeccionado fue beneficioso para el agente o no. Es ma´s, un agente de nivel 7 tiene capacidad de
imaginacio´n. Es decir, puede planificar en base a los resultados de simulaciones internas, que son
capaces de predecir los resultados de las posibles acciones del agente.
Al existir un s´ımbolo expl´ıcito para el yo, el agente de nivel 7 es capaz de reconocerse a s´ı
mismo. Por lo tanto, el test de comportamiento caracter´ıstico para este nivel ser´ıa la prueba del
espejo (ver Apartado 2.3.2). El comportamiento de los agentes de este nivel tambie´n se caracteriza
por la capacidad de usar herramientas.
Nivel 8. Empa´tico (Empathic)
La intersubjetividad es la caracter´ıstica principal de este nivel, en el que el agente no so´lo esta´
dotado de un modelo interno mejorado que incluye el yo, sino que tambie´n tiene la habilidad de
modelar a otros como yos intencionales. El desarrollo del estadio 3 de TdM, “yo se´ que tu´ sabes”,
hace posible los comportamientos sociales. Los chimpance´s son una analog´ıa biolo´gica ilustrativa
para este nivel.
En el nivel 8 las representaciones internas del agente se enriquecen al contemplarse la inter-
subjetividad. Adema´s del modelo del yo, caracter´ıstico del nivel anterior, el individuo mantiene de
forma ana´loga modelos actualizados de otros individuos (otros). Es decir, el agente asigna a otros
individuos un modelo de subjetividad (se aplica un modelo del yo tambie´n a otros individuos).
Esta capacidad es la base de la interaccio´n social compleja.
Tanto la intersubjetividad como la capacidad de mantener un esquema corporal actualizado
(la cual estaba presente ya en el nivel 6 de ConsScale), son necesarias para el aprendizaje del
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uso de herramientas mediante imitacio´n e incluso para la fabricacio´n de nuevas herramientas. Los
agentes de nivel 8 tambie´n se caracterizan por ser capaces de colaborar con otros agentes en la
persecucio´n de una meta comu´n. Este tipo de agentes pueden desarrollar planes que tienen en
cuenta la dimensio´n social. Es decir, la relacio´n existente entre el modelo del yo y los modelos de
otros individuos subjetivos. La necesidad de estas habilidades cognitivas se ha puesto de manifiesto
en el disen˜o de agentes BDI que sean capaces de colaborar entre ellos y/o con humanos.
Nivel 9. Social (Social)
En este nivel el modelo interno de otros yos se perfecciona gracias al desarrollo total de la
capacidad de TdM, “yo se´ que tu´ sabes que yo se´”. Esto significa que el comportamiento carac-
ter´ıstico de este nivel viene definido por el desarrollo de estrategias Maquiave´licas sofisticadas (o
inteligencia social), entre las que se incluyen comportamientos sociales como la mentira, la astucia
o el liderazgo. Adema´s, los agentes de nivel 9 cuentan con capacidades lingu¨´ısticas y comunicacio´n
precisa. Los agentes de este nivel ser´ıan capaces de desarrollar una cultura propia. Los humanos
de 4 an˜os de edad son la analog´ıa biolo´gica para este nivel.
En el nivel 9, la TdM esta´ totalmente desarrollada, por lo tanto los agentes esta´n fuertemente
influidos por su entorno social. Adema´s, el desarrollo de una cultura proporciona nuevas posibi-
lidades de aprendizaje. Un agente social A (en te´rminos de la escala ConsScale) ser´ıa consciente
de que otro agente B podr´ıa conocer las creencias, los deseos y las intenciones de A. Este tipo de
agentes tambie´n se caracterizan por sus capacidades avanzadas de comunicacio´n, que junto con
el desarrollo de la TdM, les hace capaces de, por ejemplo, contar mentiras intencionadamente.
Existen modelos matema´ticos de la dina´mica de la inteligencia Maquiave´lica que se podr´ıan usar
potencialmente para descubrir este tipo de comportamientos en agentes artificiales.
Nivel 10. Androide (Human-Like)
Tal y como indica el nombre de este nivel, la analog´ıa biolo´gica correspondiente es el ser hu-
mano adulto. Las caracter´ısticas de este nivel son la capacidad para formar una cultura compleja
y la comunicacio´n verbal precisa. Esto implica la capacidad de uso de herramientas externas com-
plejas para el aprendizaje. La fluidez entre la inteligencia social y la inteligencia te´cnica permite
la extensio´n del conocimiento usando medios externos (como la comunicacio´n escrita). Los avan-
ces tecnolo´gicos son posibles en este nivel. Los agentes de nivel 10, al igual que los humanos, son
capaces de modificar su entorno de forma extrema.
El nivel 10 representa a la clase de agentes dotados con un nivel de conciencia equiparable al
humano. Esto implica que los grupos de este tipo de agentes pueden formar una cultura compleja
o formar parte de la cultura humana. El Test de Turing, en cualquiera de sus formas o variantes,
es una prueba obvia para los agentes de este nivel.
Nivel 11. Super-Consciente (Super-Conscious)
Este u´ltimo nivel esta´ caracterizado por la habilidad de sincronizar y coordinar varios flujos
de conciencia en el mismo yo f´ısico. No hay ejemplos conocidos de esta habilidad en el mundo
biolo´gico.
Un agente super-consciente es aquel capaz de manejar internamente varios flujos de conciencia,
coordinando al mismo tiempo un u´nico cuerpo y su correspondiente sistema de atencio´n concu-
rrente. Los agentes de este tipo requieren un mecanismo de coordinacio´n entre los distintos flujos
de conciencia y un mecanismo de acceso sincronizado a los recursos f´ısicos. Un agente de este tipo
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ser´ıa capaz, por ejemplo, de mantener varias conversaciones conscientes simulta´neas utilizando di-
ferentes l´ıneas de comunicacio´n. Adema´s, podr´ıa usar la informacio´n obtenida de una conversacio´n
en cualquiera de las otras de forma pra´cticamente inmediata.
C.2. Proceso de Evaluacio´n de ConsScale
Este proceso de evaluacio´n esta´ orientado a agentes implementados y proporciona una medida
precisa del nivel de desarrollo cognitivo. Sin embargo, requiere mucho ma´s tiempo y esfuerzo en su
realizacio´n.
Figura C.2: Proceso de evaluacio´n ConsScale (PSE)
La realizacio´n de un Proceso de Evaluacio´n Esta´ndar (PEE) requiere disponer del agente
que se quiere evaluar y tambie´n una definicio´n de pruebas adaptada al dominio de problema
correspondiente, de manera que habitualmente se utiliza el Proceso de Evaluacio´n Esta´ndar (PSE).
Como muestra la figura anteior, la evaluacio´n se basa en los componentes arquitecto´nicos del agente
y sus capacidades cognitivas. Los componentes arquitecto´nicos se pueden identificar a trave´s de la
inspeccio´n interna de la implementacio´n. Las habilidades cognitivas presentes en el agente se pueden
evaluar gracias a la definicio´n y ejecucio´n de pruebas de comportamiento espec´ıficas adaptadas para
el dominio de problema seleccionado.
Las habilidades cognitivas descritas para cada nivel de la escala ConsScale se refieren a capaci-
dades gene´ricas. Por lo tanto, la lista de habilidades cognitivas no se pueden usar directamente para
realizar una evaluacio´n esta´ndar. Se requiere de un proceso de instanciacio´n para poder aplicar la
escala a un dominio de aplicacio´n concreto. El proceso de instanciacio´n consiste ba´sicamente en di-
sen˜ar pruebas conductuales, espec´ıficas para el dominio correspondiente, que permitan determinar
la presencia de las habilidades cognitivas consideradas en cada nivel de la escala.
Una vez que se dispone de la lista de componentes arquitecto´nicos y habilidades cognitivas
presentes en el agente se puede aplicar la escala para obtener el nivel nominal de conciencia, el
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This chapter describes the Soar architecture. It covers all aspects of Soar except for the specic
syntax of Soar’s memories and descriptions of the Soar user-interface commands.
This chapter gives an abstract description of Soar. It starts by giving an overview of Soar and
then goes into more detail for each of Soar’s main memories (working memory, production memory,
and preference memory) and processes (the decisio´n procedure, learning, and input and output).
D.1. An Overview of Soar
The design of Soar is based on the hypothesis that all deliberate goal -oriented behavior can be
cast as the selection and application of operators to a state. A state is a representation of the current
problem-solving situation; an operator transforms a state (makes changes to the representation);
and a goal is a desired outcome of the problem-solving activity.
As Soar runs, it is continually trying to apply the current operator and select the next operator
(a state can have only one operator at a time), until the goal has been achieved. The selection and
application of operators is illustrated in Figure D.1.
Figura D.1: Soar is continually trying to select and apply operators.
Soar has separate memories (and dierent representations) for descriptions of its current si-
tuation and its long-term knowledge. In Soar, the current situation, including data from sensors,
results of intermediate inferences, active goals, and active operators is held in working memory.
Working memory is organized as objects. Objects are described in terms of their attributes; the
values of the attributes may correspond to sub-objects, so the description of the state can have
a hierarchical organization. (This need not be a strict hierarchy; for example, there’s nothing to
prevent two objects from being \substructure” of each other.)
The long-term knowledge, which species how to respond to dierent situations in working me-
mory, can be thought of as the program for Soar. The Soar architecture cannot solve any problems
85
without the addition of long-term knowledge. (Note the distinction between the \Soar architecture”
and the \Soar program”: The former refers to the system described in this manual, common to all
users, and the latter refers to knowledge added to the architecture.)
A Soar program contains the knowledge to be used for solving a specic task (or set of tasks),
including information about how to select and apply operators to transform the states of the
problem, and a means of recognizing that the goal has been achieved.
D.1.1. Problem-Solving Functions in Soar
All of Soar’s long-term knowledge is organized around the functions of operator selection and
operator application, which are organized into four distinct types of knowledge:
Knowledge to select an operator :
1. Operator Proposal : Knowledge that an operator is appropriate for the current situation.
2. Operator Comparison: Knowledge to compare candidate operators.
3. Operator Selection: Knowledge to select a single operator, based on the comparisons.
Knowledge to apply an operator :
4.Operator Application: Knowledge of how a specic operator modies the state.
In addition, there is a fth type of knowledge in Soar that is indirectly connected to both operator
selection and operator application:
5. Knowledge of monotonic inferences that can be made about the state (state elaboration).
State elaborations indirectly aect operator selection and application by creating new descriptions
of the current situation that can cue the selection and application of operators.
These problem-solving functions are the primitives for generating behavior in Soar. Four of
the functions require retrieving long-term knowledge that is relevant to the current situation:
elaborating the state, proposing candidate operators, comparing the candidates, and applying the
operator by modifying the state. These functions are driven by the knowledge encoded in a Soar
program. Soar represents that knowledge as production rules. Production rules are similar to \if-
then” statements in conventional programming languages. (For example, a production might say
something like \if there are two blocks on the table, then suggest an operator to move one block
ontop of the other block”). The \if” part of the production is called its conditions and the \then”
part of the production is called its actions. When the conditions are met in the current situation as
dened by working memory, the production is matched and it will re, which means that its actions
are executed, making changes to working memory.
The other function, selecting the current operator, involves making a decisio´n once sucient
knowledge has been retrieved. This is performed by Soar’s decisio´n procedure, which is a xed pro-
cedure that interprets preferences that have been created by the retrieval functions. The knowledge-
retrieval and decision-making functions combine to form Soar’s decisio´n cycle.
When the knowledge to perform the problem-solving functions is not directly available in
productions, Soar is unable to make progress and reaches an impasse. There are three types of
possible impasses in Soar:
1. An operator cannot be selected because none are proposed.
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2. An operator cannot be selected because multiple operators are proposed and the comparisons
are insucient to determine which one should be selected.
3. An operator has been selected, but there is insucient knowledge to apply it.
In response to an impasse, the Soar architecture creates a substate in which operators can be selec-
ted and applied to generate or deliberately retrieve the knowledge that was not directly available;
the goal in the substate is to resolve the impasse. For example, in a substate, a Soar program
may do a lookahead search to compare candidate operators if comparison knowledge is not directly
available. Impasses and substates are described in more detail in Section 2.6. SECCION
D.1.2. An Example Task: The Blocks-World
We will use a task called the blocks-world as an example throughout this manual. In the blocks-
world task, the initial state has three blocks named A, B, and C on a table; the operators move
one block at a time to another location (on top of another block or onto the table); and the goal
is to build a tower with A on top, B in the middle, and C on the bottom. The initial state and the
goal are illustrated in Figure D.2
Figura D.2: The initial state and goal of the “blocks-world” task.
The operators in this task move a single block from its current location to a new location; each
operator is represented with the following information:
the name of the block being moved
the current location of the block (the \thing” it is on top of)
the destination of the block (the \thing” it will be on top of)
The goal in this task is to stack the blocks so that C is on the table, with block B on block C, and
block A on top of block B.
D.1.3. Representation of States, Operators, and Goals
The initial state in our blocks-world task | before any operators have been proposed or selected
| is illustrated in Figure D.3.
A state can have only one operator at a time, and the operator is represented as substructure
of the state. A state may also have as substructure a number of potential operators that are in
consideration; however, these suggested operators should not be confused with the current operator.
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Figura D.3: An abstract illustration of the initial state of the blocks world as working memory
objects. At this stage of problem solving, no operators have been proposed or selected.
Figure D.4 illustrates working memory after the first operator has been selected. There are six
operators proposed, and only one of these is actually selected.
Goals are either represented explicitly as substructure of the state with general rules that
recognize when the goal is achieved, or are implicitly represented in the Soar program by goal-
specic rules that test the state for specic features and recognize when the goal is achieved. The
point is that sometimes a description of the goal will be available in the state for focusing the
problem solving, whereas other times it may not. Although representing a goal explicitly has many
advantages, some goals are dicult to explicitly represent on the state.
The goal in our blocks-world task is represented implicitly in the Soar program. A single
production rule monitors the state for completion of the goal and halts Soar when the goal is
achieved.
D.1.4. Proposing candidate operators
As a first step in selecting an operator, one or more candidate operators are proposed. Operators
are proposed by rules that test features of the current state. When the blocksworld task is run,
the Soar program will propose six distinct (but similar) operators for the initial state as illustrated
in Figure These operators correspond to the six dierent actions that are possible given the initial
state.
D.1.5. Comparing candidate operators: Preferences
The second step Soar takes in selecting an operator is to evaluate or compare the candidate
operators. In Soar, this is done via rules that test the proposed operators and the current state,
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Figura D.4: An abstract illustration of working memory in the blocks world after the rst operator
has been selected.
and then create preferences. Preferences assert the relative or absolute merits of the candidate
operators. For example, a preference may say that operator A is a ”better” choice than operator B
at this particular time, or a preference may say that operator A is the ”best” thing to do at this
particular time.
D.1.6. Selecting a single operator
Soar attempts to select a single operator based on the preferences available for the candidate
operators. There are four dierent situations that may arise:
1. The available preferences unambiguously prefer a single operator.
2. The available preferences suggest multiple operators, and prefer a subset that can be selected
from randomly.
3. The available preferences suggest multiple operators,but neither case 1 or 2 above hold.
4. The available preferences do not suggest any operators.
In the first case, the preferred operator is selected. In the second case, one of the subset is selected
randomly. In the third and fourth cases, Soar has reached an ”impasse” in problem solving, and a
new substate is created. Impasses are discussed in Section SECCION In our blocks-world example,
the second case holds, and Soar can select one of the operators randomly.
D.1.7. Applying the operator
An operator applies by making changes to the state; the specic changes that are appropriate
depend on the operator and the current state.
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Figura D.5: The six operators proposed for the initial state of the blocks world each move one
block to a new location.
There are two primary approaches to modifying the state: indirect and direct. Indirect changes
are used in Soar programs that interact with an external environment: The Soar program sends
motor commands to the external environment and monitors the external environment for changes.
The changes are re ected in an updated state description, garnered from sensors. Soar may also
make direct changes to the state; these correspond to Soar doing problem solving “in its head”.
Soar programs that do not interact with an external environment can make only direct changes to
the state.
Internal and external problem solving should not be viewed as mutually exclusive activities in
Soar. Soar programs that interact with an external environment will generally have operators that
make direct and indirect changes to the state: The motor command is represented as substructure
of the state and it is a command to the environment. Also, a Soar program may maintain an
internal model of how it expects an external operator will modify the world; if so, the operator
must update the internal model (which is substructure of the state).
When Soar is doing internal problem solving, it must know how to modify the state descrip-
tions appropriately when an operator is being applied. If it is solving the problem in an external
environment, it must know what possible motor commands it can issue in order to affect its envi-
ronment.
The example blocks-world task described here does not interact with an external environment.
Therefore, the Soar program directly makes changes to the state when operators are applied. There
are four changes that may need to be made when a block is moved in our task:
1. The block that is being moved is no longer where it was (it is no longer ”on top” of the same
thing).
2. The block that is being moved is now in a new location (it is ”on top” of a new thing).
3. The place that the block used to be is now clear.
4. The place that the block is moving to is no longer clear | unless it is the table, which is always
considered “clear”.
The blocks-world task could also be implemented using an external simulator. In this case, the
Soar program does not update all the “on top” and “clear” relations; the updated state description
comes from the simulator.
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D.1.8. Making inferences about the state
Making monotonic inferences about the state is the other role that Soar long-term knowledge
may fulll. Such elaboration knowledge can simplify the encoding of operators because entailments
of a set of core features of a state do not have to be explicitly included in application of the
operator. In Soar, these inferences will be automatically retracted when the situation changes such
that the inference no longer holds.
For instance, our example blocks-world task uses an elaboration to keep track of whether or
not a block is“clear”. The elaboration tests for the absence of a block that is “on top”of a particular
block; if there is no such “on top”, the block is “clear”. When an operator application creates a new
“on top”, the corresponding elaboration retracts, and the block is no longer “clear”.
D.2. Working memory: The Current Situation
Soar represents the current problem-solving situation in its working memory. Thus, working
memory holds the current state and operator and is Soar’s “short-term” knowledge, re ecting the
current knowledge of the world and the status in problem solving.
Working memory contains elements called working memory elements, or WME’s for short.
Each WME contains a very specic piece of information; Each WME describes a dierent attribute
of the object, for example, its name or type or location; each attribute has a value associated with
it, for example, the name is A, the type is block, and the position is on the table. Therefore, each
WME is an identier-attribute-value triple, and all WME’s with the same identier are part of the
same object.
WME’s are also often called augmentations because they ”augment” the object, providing more
detail about it. While these two terms are somewhat redundant, WME is a term that is used more
often to refer to the contents of working memory, while augmentation is a term that is used more
often to refer to the description of an object.
The elements in working memory arise from one of four sources:
1. The actions of productions create most working memory elements.
2. The decisio´n procedure automatically creates some special state augmentations (type, su-
perstate, impasse, ...) whenever a state is created. States are created during initialization
(the rst state) or because of an impasse (a substate).
3. The decisio´n procedure creates the operator augmentation of the state based on preferences.
This records the selection of the current operator.
4. External I/O systems create working memory elements on the input-link for sensory data.
The elements in working memory are removed in six dierent ways:
1. The decisio´n procedure automatically removes all state augmentations it creates when the
impasse that led to their creation is resolved.
2. The decisio´n procedure removes the operator augmentation of the state when that operator
is no longer selected as the current operator.
3. Production actions that use reject preferences remove working memory elements that were
created by other productions.
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4. The architecture automatically removes i-supported WMEs when the productions that crea-
ted them no longer match.
5. The I/O system removes sensory data from the input-link when it is no longer valid.
6. The architecture automatically removes WME’s that are no longer linked to a state (because
some other WME has been removed).
Preferences are held in a separate preference memory where they cannot be tested by productions;
however, acceptable preferences are held in both preference memory and in working memory. By
making the acceptable preferences available in working memory, the acceptable preferences can
be tested for in productions allowing the candidates operators to be compared before they are
selected.
D.3. Production Memory: Long-term Knowledge
Soar represents long-term knowledge as productions that are stored in production memory.
Each production has a set of conditions and a set of actions. If the conditions of a production
match working memory, the production res, and the actions are performed.
D.3.1. The structure of a production
In the simplest form of a production, conditions and actions refer directly to the presence (or
absence) of objects in working memory. For example, a production might say:
CONDITIONS: block A is clear; block B is clear
ACTIONS: suggest an operator to move block A ontop of block B
This is not the literal syntax of productions, but a simplication. The conditions of a production
may also specify the absence of patterns in working memory. For example, the conditions could
also specify that ”block A is not red” or ”there are no red blocks on the table”. But since these are
not needed for our example production, there are no examples of negated conditions for now.
D.3.2. Architectural roles of productions
Soar productions can fulll four dierent roles: the three knowledge-retrieval problem-solving
functions, and the state elaboration function:
1. Operator proposal
2. Operator comparison
3. (Operator selection is not an act of knowledge retrieval)
4. Operator application
5. State elaboration
A single production should not fulll more than one of these roles (except for proposing an operator
and creating an absolute preference for it). Although productions are not declared to be of one type
or the other, Soar examines the structure of each production and classi- es the rules automatically
based on whether they propose and compare operators, apply operators, or elaborate the state.
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D.3.3. Production Actions and Persistence
Generally, actions of a production either create preferences for operator selection, or create/
remove working memory elements. For operator proposal and comparison, a production creates
preferences for operator selection. These preferences should persist only as long as the production
instantiation that created them continues to match. When the production instantiation no longer
matches, the situation has changed, making the preference no longer relevant. Soar automatically
removes the preferences in such cases. These preferences are said to have I-support (for ”instantia-
tion support”). Similarly, state elaborations are simple inferences that are valid only so long as the
production matches. Working memory elements created as state elaborations also have I-support
and remain in working memory only as long as the production instantiation that created them
continues to match working memory. For example, the set of relevant operators changes as the
state changes, thus the proposal of operators is done with I-supported preferences. This way, the
operator proposals will be retracted when they no longer apply to the current situation.
However, the actions of productions that apply an operator, either by adding or removing
elements from working memory, need to persist even after the operator is no longer selected and
operator application production instantiation no longer matches. For example, in placing a block
on another block, a condition is that the second block be clear. However, the action of placing the
rst block removes the fact that the second block is clear, so the condition will no longer be satisfied.
Thus, operator application productions do not retract their actions, even if they no longer
match working memory. This is called O-support (for ”operator support”). Working memory ele-
ments that participate in the application of operators are maintained throughout the existence of
the state in which the operator is applied, unless explicitly removed (or if they become unlinked).
Working memory elements are removed by a reject action of a operatorapplication rule.
Whether a working memory element receives O-support or I-support is determined by the
structure of the production instantiation that creates the working memory element. Osupport is
given only to working memory elements created by operator-application productions.
An operator-application production tests the current operator of a state and modies the state.
Thus, a working memory element receives O-support if it is for an augmentation of the current
state or substructure of the state, and the conditions of the instantiation that created it test
augmentations of the current operator.
When productions are matched, all productions that have their conditions met fire creating
or removing working memory elements. Also, working memory elements and preferences that lose
I-support are removed from working memory. Thus, several new working memory elements and
preferences may be created, and several existing working memory elements and preferences may
be removed at the same time. (Of course, all this doesn’t happen literally at the same time,
but the order of rings and retractions is unimportant, and happens in parallel from a functional
perspective.)
D.4. Preference memory: Selection Knowledge
The selection of the current operator is determined by the preferences in preference memory.
Preferences are suggestions or imperatives about the current operator, or information about how
suggested operators compare to other operators. Preferences refer to operators by using the identier
of a working memory element that stands for the operator. After preferences have been created for
a state, the decisio´n procedures evaluates them to select the current operator for that state.
For an operator to be selected, there will be at least one preference for it, specically, a preference
to say that the value is a candidate for the operator attribute of a state (this is done with either an
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“acceptable” or “require” preference). There may also be others, for example to say that the value
is “best”.
D.4.1. Preference semantics
Only a single value can be selected as the current operator, that is, all values are mutually
exclusive. In addition, there is no implicit transitivity in the semantics of preferences. If A is
indierent to B, and B is indierent to C, A and C will not be indierent to one another unless there
is a preference that A is indierent to C (or C and A are both indierent to all competing values).
Acceptable (+) An acceptable preference states that a value is a candidate for selection. All
values, except those with require preferences, must have an acceptable preference in order to
be selected. If there is only one value with an acceptable preference (and none with a require
preference), that value will be selected as long as it does not also have a reject or a prohibit
preference.
Reject (-) A reject preference states that the value is not a candidate for selection.
Better (>), Worse (<) A better or worse preference states, for the two values involved,
that one value should not be selected if the other value is a candidate. Better and worse allow
for the creation of a partial ordering between candidate values. Better and worse are simple
inverses of each other, so that A better than B is equivalent to B worse than A.
Best (>) A best preference states that the value may be better than any competing value
(unless there are other competing values that are also “best”). If a value is best (and not
rejected, prohibited, or worse than another), it will be selected over any other value that is
not also best (or required). If two such values are best, then any remaining preferences for
those candidates (worst, indifferent) will be examined to determine the selection. Note that
if a value (that is not rejected or prohibited) is better than a best value, the better value will
be selected. (This result is counterintuitive, but allows explicit knowledge about the relative
worth of two values to dominate knowledge of only a single value. A require preference should
be used when a value must be selected for the goal to be achieved.)
Worst (<) A worst preference states that the value should be selected only if there are no
alternatives. It allows for a simple type of default specication. The semantics of the worst
preference are similar to those for the best preference.
Indifferent (=) An indifferent preference states that there is positive knowledge that it
does not matter which value is selected. This may be a binary preference, to say that two
values are mutually indierent, or a unary preference, to say that a single value is as good
or as bad a choice as other expected alternatives. When indifferent preferences are used to
signal that it does not matter which operator is selected, by default, Soar chooses randomly
from among the alternatives.
Numeric-Indifferent (= number) A numeric-indifferent preference is used to bias the
random selection from mutually indierent values. This preference includes a unary indierent
preference, so an operator with a numeric-indifferent preference will not force a tie impasse.
When a set of operators are determined to be indierent based on all other asserted preference
types and at least one operator has a numericindi erent preference, the decisio´n mechanism
will choose an operator based on their numeric-indierent values and the exploration policy.
When a single operator is given multiple numeric-indierent preferences, they are either ave-
raged or summed into a single value based on the setting of the numeric-indifferent-mode
command. Numeric-indierent preferences that are created by RL rules can be adjusted by
the reinforcement learning mechanism. In this way, it’s possible for an agent to begin a task
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with only arbitrarily initialized numeric indierent preferences and with experience learn to
make the optimal decisions.
Require (!) A require preference states that the value must be selected if the goal is to be
achieved.
Prohibit (˜) A prohibit preference states that the value cannot be selected if the goal is
to be achieved. If a value has a prohibit preference, it will not be selected for a value of an
augmentation, independent of the other preferences.
If there is an acceptable preference for a value of an operator, and there are no other competing
values, that operator will be selected. If there are multiple acceptable preferences for the same
state but with dierent values, the preferences must be evaluated to determine which candidate is
selected.
If the preferences can be evaluated without con ict, the appropriate operator augmentation
of the state will be added to working memory. This can happen when they all suggest the same
operator or when one operator is preferable to the others that have been suggested.
D.5. Soar’s Execution Cycle: Without Substates
The execution of a Soar program proceeds through a number of cycles. Each cycle has ve
phases:
1. Input: New sensory data comes into working memory.
2. Proposal: Productions fire (and retract) to interpret new data (state elaboration), propose
operators for the current situation (operator proposal), and compare proposed operators
(operator comparison). All of the actions of these productions are I-supported. All matched
productions re in parallel (and all retractions occur in parallel), and matching and ring
continues until there are no more additional complete matches or retractions of productions
(quiescence).
3. Decision: A new operator is selected, or an impasse is detected and a new state is created.
4. Application: Productions re to apply the operator (operator application). The actions of
these productions will be O-supported. Because of changes from operator application produc-
tions, other productions with I-supported actions may also match or retract. Just as during
proposal, productions re and retract in parallel until quiescence.
5. Output: Output commands are sent to the external environment.
The cycles continue until the halt action is issued from the Soar program (as the action of a
production) or until Soar is interrupted by the user.
D.6. Impasses and Substates
When the decisio´n procedure is applied to evaluate preferences and determine the operator
augmentation of the state, it is possible that the preferences are either incomplete or inconsistent.
The preferences can be incomplete in that no acceptable operators are suggested, or that there are
insucient preferences to distinguish among acceptable operators. The preferences can be inconsis-
tent if, for instance, operator A is preferred to operator B, and operator B is preferred to operator
A. Since preferences are generated independently, from dierent production instantiations, there is
no guarantee that they will be consistent.
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D.6.1. Impasse Types
There are four types of impasses that can arise from the preference scheme.
Tie impasse: A tie impasse arises if the preferences do not distinguish between two or more
operators with acceptable preferences. If two operators both have best or worst preferences,
they will tie unless additional preferences distinguish between them.
Conflict impasse: A con ict impasse arises if at least two values have con icting better or
worse preferences (such as A is better than B and B is better than A) for an operator, and
neither one is rejected, prohibited, or required.
Constraint-failure impasse: A constraint-failure impasse arises if there is more than one
required value for an operator, or if a value has both a require and a prohibit preference. These
preferences represent constraints on the legal selections that can be made for a decisio´n and
if they con ict, no progress can be made from the current situation and the impasse cannot
be resolved by additional preferences.
No-change impasse: A no-change impasse arises if a new operator is not selected during the
decisio´n procedure. There are two types of no-change impasses: state no-change and operator
no-change:
 State no-change impasse: A state no-change impasse occurs when there are no ac-
ceptable (or require) preferences to suggest operators for the current state (or all the
acceptable values have also been rejected). The decisio´n procedure cannot select a new
operator.
 Operator no-change impasse: An operator no-change impasse occurs when either
a new operator is selected for the current state but no additional productions match
during the application phase, or a new operator is not selected during the next decisio´n
phase.
There can be only one type of impasse at a given level of subgoaling at a time. Given the semantics
of the preferences, it is possible to have a tie or con ict impasse and a constraintfailure impasse at
the same time. In these cases, Soar detects only the constraint-failure impasse.
The impasse is detected during the selection of the operator, but happens because one of the
other four problem-solving functions was incomplete.
D.7. Learning
When an operator impasse is resolved, it means that Soar has, through problem solving, gained
access to knowledge that was not readily available before. Therefore, when an impasse is resolved,
Soar has an opportunity to learn, by summarizing and generalizing the processing in the substate.
One of Soar’s learning mechanisms is called chunking; it attempts to create a new production,
called a chunk. The conditions of the chunk are the elements of the state that (through some
chain of production rings) allowed the impasse to be resolved; the action of the production is the
working memory element or preference that resolved the impasse (the result of the impasse). The
conditions and action are variablized so that this new production may match in a similar situation
in the future and prevent an impasse from arising.
Chunks are very similar to justications in that they are both formed via the backtracing process
and both create a result in their actions. However, there are some important distinctions:
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1. Chunks are productions and are added to production memory. Justications do not appear in
production memory.
2. Justications disappear as soon as the working memory element or preference they provide
support for is removed.
3. Chunks contain variables so that they may match working memory in other situations; jus-
tications are similar to an instantiated chunk.
D.8. Input and Output
Many Soar users will want their programs to interact with a real or simulated environment.
For example, Soar programs may control a robot, receiving sensory inputs and sending command
outputs. Soar programs may also interact with simulated environments, such as a flight simulator.
Input is viewed as Soar’s perception and output is viewed as Soar’s motor abilities.
When Soar interacts with an external environment, it must make use of mechanisms that allow
it to receive input from that environment and to eect changes in that environment; the mechanisms
provided in Soar are called input functions and output functions.
Input functions add and delete elements from working memory in response to changes in
the external environment.
Output functions attempt to eect changes in the external environment.





Clases y me´todos de
CERA-CRANIUM y CCBotSoar
En este anexo se resumen las clases y me´todos ma´s importantes utilizados para la nueva
implementacio´n de la arquitectura CERA-CRANIUM y del CCBotSoar y pretende servir como
manual de referencia para una mejor comprensio´n de la estructura del agente.
E.1. CCBotSoar
Clase principal del bot.
E.1.1. Eventos
Enventos que maneja la clase CCBotSoar. Todos ellos env´ıan informacio´n a SinglePercept para
su posterior procesamiento.
BumpedHandler: Deteccio´n del choque.
itemPickedUp: Deteccio´n de Recogida de objeto.
hearNoise: Deteccio´n de Sonido de alrededor.
playerAppeared: Detecta cuando un jugador entra dentro del campo visual.
playerUpdated: Este evento recarga la posicio´n del jugador que es visible. (Despue´s de
haber sido detectado por el evento ”playerAppeared”)
PlayerFirstEncountered: Guarda los datos de los jugadores que encuentra pero solo una
vez por jugador.
PlayerDestroyed: Destruye el jugador cuando un jugador se desconecta. (Error en la eje-
cucio´n de este evento (No se ejecuta))
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Funciones
Funciones utilizadas por la clase CCBotSoar
prepareBot: Se inicializa el bot y se prepara toda la estructura para el razonamiento.
getInitializeCommand: Inicializamos el bot con un traje y nombre(nick).
botInitialized: Inicializamos los rayos que ira´ creando el bot para la bu´squeda de intersec-
ciones.
botSpawned: Indica que hemos aparecido en el mundo en la consola del bot.
resetLastKnowInformation: Resetea toda la informacio´n del bot tanto posicio´n como
armas...
logic: Desde aqu´ı detectamos parte de la percepcio´n : Donde se mira, donde se va a mirar, la
vida de la cual disponemos y el momento en que cambia, los rayos para determinar posibles
caminos, el arma que se tiene seleccionada, la municio´n y los objetos visibles. Y al final
ejecutamos una accio´n con todos esos datos. Los datos anteriores se env´ıan a SinglePercept.
botKilled: Detectamos la causa de la muerte y se lo enviamos a SinglePercept y reseteamos
los valores anteriores con resetLastKnowInformation.
main: Detecta si se quiere el bot para un servidor online o local y Genera el bot y lo inicializa.
submitPhysicalPercept: Recibe la informacio´n a procesar y la env´ıa a la correspondiente
funcio´n para que ella se encargue de enviar la informacio´n a las correspondientes funciones.
getTime: Funcio´n que devuelve el tiempo del bot.
E.2. Clases extra (conscious.robots.extra)
FileManager: Clase encargada de leer/escribir todos los archivos externos que se quieran utilizar
(principalmente para escribir los archivos Soar para la memoria a largo plazo).
E.2.1. Risk
Clase que gestiona la variable Riesgo para la modificacio´n del radio de seleccio´n de activacio´n
en el workspace.
[Max/Min/Next/Prev]Coef: Pesos para el ca´lculo del riesgo.
CalculateRisk (Game game, AgentInfo info): Calcula el valor de la variable Riesgo obteniendo
todas las puntuaciones necesarias.
E.3. Acciones (conscious.robots.actions)
E.3.1. Action
Priority: Crea un sistema de prioridades para detectar cual es ma´s importante.
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Iindex: Indice de la accio´n(coordenadas obsolutas).
CreationTime: Indicamos el tiempo de creacio´n de la accio´n.
ExecTime: Cogemos el tiempo de ejecucio´n.
Activation: Indicamos el nivel de activacio´n.
Compare: Compara dos acciones dependiendo de su prioridad.
ActionFactoryInterface: Crea una interfaz para agrupar las distintas funcionalidades de un
objeto en subconjuntos ma´s manejables. (Todos ellos devuelven SimpleAction).
E.3.2. SimpleAction (extensio´n de Action)
Type: STRAFE TO, MOVE, LOOK AT, MOVING LOOKING, SHOOT, STOP SHOOTING,










Ejecutar un salto o un doble salto.
MovingLooking: Mover y mirar a la vez.
SelectWeapon: Enviamos el arma que tenemos seleccionada.
ShootAction: Disparar. Podemos elegir disparo primario o secundario.
StopShootingAction: Parar de disparar.
E.3.3. Acciones complejas (extensio´n de Action)
Type: GO TO, MOVE TO, LOOK AT, SHOOT TO, STOP SHOOT, SHOOT ENEMY,
MOVE CLOSER.
LookComplexAction: Mirar a la accio´n ma´s compleja
MoveCloserComplexAction: Moverse cerca del lugar de la accio´n compleja.
MoveComplexAction: Moverse a hacia la accio´n ma´s compleja.
MovementPlannerComplexAction: Movimiento planeado segu´n la accio´n compleja
ShootEnemyComplexAction: Indica la posicio´n, nombre y prioridad del enemigo.
StrafeToAction: Destrozar a tiros. getFocus: Tiene la posicio´n del foco al que nos estamos
moviendo.
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E.4. Razonamiento CERA (conscious.robots.cera)
Jindex: Calculos de coordenadas, distancias, rotaciones...
Proprioception: Informacio´n interna del cuerpo (AGENT COLLISION RADIUS, radio de coli-
sio´n del agente con el resto de elementos del juego).
ActionPriorityComparator: Compara dos acciones dependiendo de su prioridad.
CeraStats: Crea los nombres de las capas.
Cera: Clase que define las caracter´ısticas de CERA.




Relevance: Relevancia del contexto.
ActivationTime: Tiempo en el que fue activado.
E.4.2. CeraLayer
setParentLayer: Prepara las capas superiores.
RegisterProcessor: Coloca los procesos que van a la zona de trabajo de la capa.
GetWorkspace: Recoge las capas de la zona de trabajo.
SubmitPercept: Envia la percepcio´n a la zona de trabajo de la capa. SubmitPercepts: Env´ıa
una lista de percepciones a la capa.
SubmitAction: Sera sobre escrita por otra funcio´n. SubmitActions: Sera sobre escrita por
otra funcio´n.
IsItTimeTo: Indica que es tiempo de hacer una accio´n base segu´n el tiempo.
getChildLayer: Recoge las referencias de los hijos de la capa.
E.4.3. CeraCore (extensio´n de CeraLayer )
IncrementTick: Aumenta el reloj del nuecleo.
Process[Control/Control]Percept: Procesa los percepciones de control y misio´n.
ProcessA[Novelty/Restart]: Procesa una novedad o un nuevo contexto de reinicio.
ResetLayers: Reinicia la capa principal.
SwitchContext: Cambia el contexto actual por una localizacio´n indicada de percepcio´n.
SendContextCmd: Env´ıa un comando que activa las capas inferiores.
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DiscardOldPercepts: Elimina las percepciones antiguas.
DiscardLessActivePercepts: Elimina las percepciones con menos actividad.
SendCommand: Envia un comando informando de un excepcio´n porque no se puede so-
portar.
E.4.4. CeraException
CeraException: Constructor de una excepcio´n.
CeraException: Mensaje de excepcio´n.
E.4.5. CeraMission (extensio´n de CeraLayer)
CeraMission: Constructor que crea capas de misisones.
IncrementTick: Incrementa el tiempo de reloj de esta capa.
getTick: Recoge el tiempo.
SubmitSimpleAction: Devuelve el canal ma´s bajo asociado a la zona de trabajo.
SubmitComplexAction: Devuelve el canal ma´s bajo asociado a la zona de trabajo.
SendCommand: Env´ıa el comando indicado a la zona de trabajo.
ResetLayer: No hay nada que resetear.
CeraPhysical: sistemas sensitivos y motores espec´ıficos.
setMissionLayer: Prepara la capa superior (misio´n).
IncrementTick: Prepara el reloj de la capa f´ısica.
DiscardOldActions: Desecha las acciones complejas.
PurgeExecQueue: Elimina acciones en ejecucio´n de la cola que tienen poca prioridad.
GenerateTimePercept: Genera el tiempo de percepcio´n y lo env´ıa a la zona de trabajo.
getTick: Recoge el tiempo de la capa f´ısica.
SubmitComplexAction: Env´ıa una accio´n compleja a la zona de trabajo de la capa.
getNextActionsSoar: Carga en el sistema Soar las acciones propuestas y recoge la elegidad
por el sistema de reglas (utiliza la funcio´n avanceSoar y tambie´n la funcio´n actualizarEs-
tadoBot).
getNextActionsOnePerType: Devuelve una coleccio´n de acciones a ejecutar (funciona-
miento previo del CCBot2).
SendCommand: Env´ıa un comando especificado a la zona de trabajo y a la capa.
ResetLayer: Reiniciamos la capa f´ısica.
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E.4.6. Functions
Gaussian: Calculas las funciones gaussian.
TimeDiffWeighting: Calcula una anchura segu´n las funciones de gaussian.
SpatialDiffWeighting: Calcula una anchura segu´n las funciones de gaussian.
E.4.7. IA
actualizar[Input/Output]: actualiza el vector de entrada de Soar.
insertAction: introduce una accio´n en el sistema Soar.
reglaRefuerzo: actualiza el archivo externo en el que se almacenan todas las nuevas reglas
de seleccio´n creadas.
[put/valor]Input: actualiza/devuelve el valor de una variable del vector de entrada.
stepSoar: avanza un nu´mero concreto de fases del ciclo de Soar.
escucharEventosSoar: recibe y procesa los eventos de entrada/salida de Soar.
E.4.8. DeathMap
Clase que contiene la informacio´n sobre el Mapa de Peligro.
ProcessPercept: procesa los perceptos de muerte para actualizar el mapa de peligro.
updateDeathMap: actualiza el mapa de peligro incrementando el nivel (PLUS OWN DEATH )
de peligro en el punto indicado.
expand: aumenta el nivel (PLUS OTHER DEATH ) de los puntos cercanos cuya distancia
es menor que un radio definido (radiusExpand)
dangerousPoint: devuelve el nivel de peligro en un
E.4.9. State
Contiene informacio´n sobre el Estado del bot y provee de las funciones necesarias para su
gestio´n.
Campos: Salud, Municio´n, VeoSalud, VeoMunicio´n, VeoEnemigo, MeAtacan, Es-
toyMuerto, Motivacio´n y Peligro
ProcessPercept: procesa todos los perceptos interesantes para actualizar el estado del bot.
E.4.10. Motivation
actualizarBienestar: actualiza el bienestar como el bienestar ma´ximo menos el valor de la
suma de todos los drives.
actualizarDrives: actualiza los drives en funcio´n del tiempo y del nivel de la variable aso-
ciada.
motivacionDominante: devuelve la motivacio´n dominante.
satisfacer[Municion/Salud/Violencia]: reduce al mı´nimo el valor del drive como efecto
de un evento concreto.
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E.5. CRANIUM (conscious.robots.cranium)
Activation: Nivel de activacio´n de CRANIUM.
Confidence: Nivel de confianza.
PerceptActivationComparator Compara dos percepciones dependiendo de su nivel de activa-
cio´n
ProcessResult Coge las acciones y perceptos generadas en un procesador.
PerceptNotification: Notificaciones de la percepcio´n.
StaticConfig: Variables esta´ticas de configuracio´n.
WScommand: Comandos que pueden ser enviados a la zona de trabajo para cambiar su funcio-
namiento.
ResetCmd: Resetea los para´metros del bot, normalmente cuando lo han matado.
ContextCmd: Sirve para preservar los valores de los objetos.
E.5.1. Workspace
addPerceptListener: Notificaciones de la percepcio´n
IncrementTick: Contador que nos indica cuando debemos deshacernos de percepciones o
acciones.
DiscardOld[Percept/Action]Data: Desecha las percepciones/acciones antiguas.
PurgeSTMPerceptQueue: Impide que se exceda la Memoria a corto plazo (STM) quitando
el exceso de informacio´n. (Revisar)
PurgeSTMActionQueue: Impide que se exceda la Memoria a corto plazo (STM) quitando
el exceso de informacio´n. (Revisar)
SendCommand: Se encarga de la mandar los comandos que se van a ejecutar en la zona
de trabajo.
SubmitPercept: Env´ıa la percepcio´n a la zona de trabajo.
Submit[Complex/Simple]Action: Env´ıa una accio´n compleja a la zona de trabajo.
CalculateActivation: Calcula el nivel de activacio´n de la accio´n.
getCurrentFocusJ: Devuelve la localizacio´n del foco activo
TakeCurrentWinner[Percept/Action]: Coge y borra la percepcio´n/percepto que esta´
cerca del contexto activo.
WithinFringe: Indica si una accio´n esta dentro del foco o no.
TakeFringe[Actions/Percepts]: Coge y borra una lista de acciones/percepciones que esta´n
dentro de la franja.




IPerceptListener: Crea una interfaz para agrupar las distintas funcionalidades de un objeto








PerceptActivationComparator: Compara dos percepciones segu´n su prioridad.
PerceptEvent: Evento de percepcio´n.
E.6.1. AbstractPercept
Activation: Nivel de activacio´n de la percepcio´n.
Confidence: Coge el nivel de confianza de la percepcio´n.
Nature: Naturaleza de la percepcio´n.
ComingFrom: Lugar de donde ha venido la percepcio´n.
Time: Tiempo en el que la percepcio´n ha sido creada.
Jindex: Posicio´n relativa de la percepcio´n.
Source: Datos del co´digo de la percepcio´n.
JAbs: Posicio´n absoluta de la percepcio´n.
JAgent: Posicio´n del agente cuando sepamos la posicio´n de esta percepcio´n.
setAsSensorReading: Lectura de sensores, identificando su tipo (exteroceptiva, o del mun-
do exterior, o propioceptiva, del propio agente).
setAsProcessorOutput: Cambia las percepciones a procesos con la confianza correspon-
diente e identificando el tipo de sensor.
E.6.2. SinglePercept (extensio´n de AbstractPercept)
Type: TIME, BUMP, LOOKING AT, LOOK AT, SHOOT AT, NO SHOOT, SHOOTING,
HEALTH, KILLED, PLAYER FIRSTENCOUNTERED, PLAYER APPEARED, PLAYER DISSAPPEARED,
PLAYER UPDATED, PLAYER DESTROYED, BEING DAMAGED, RAYCASTING, OBSTA-
CLE, GOT STUCK, MOVING TO, NOT MOVING, AGENT LOCATION, ITEM, ITEM PICKED,
CURRENT WEAPON, AMMUNITION, LOCATION REACHED, LOCATION CLOSE, HEARD NOISE
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AmmunitionPercept: Constructor que indica la municio´n de las armas.
AbsolutePointPercept:
BeingDamagedPercept: Constructor que indica la percepcio´n del dan˜o que te hacen al
atacarte.
BumpedPercept: Constructor que se genera cuando el bot se choca contra un enemigo.
CloseToTargetLocation: Constructor que indica que estamos cerca a la posicio´n donde va
a estar el enemigo.
GotStuckPercept: Constructor para detectar si hemos sido atacados.
HealthPercept: Constructor que indica la vida del bot.
HearNoisePercept: Constructor que indica si se ha escuchado algo.
ItemPercept: Constructor que indica que hay un objeto.
ItemPickedUpPercept: Constructor que indica si hemos recogido el objeto.
KilledPercept: Constructor que indica si hemos muerto y las causas (WORLD, BULLET,
VEHICLE, UNKNOWN)
LocationReachedPercept: Constructor que indica hasta donde se ha alcanzado la percep-
cio´n.
LookAtPercept: Constructor que indica donde deber´ıamos mirar.
LookingPercept: Constructor que indica donde estamos mirando.
MovingPercept: Constructor que indica hacia donde nos movemos.
NotMovingPercept: Constructor que indica la parada del bot.
ObstaclePercept: Constructor que indica cuando hay un obsta´culo.
RaycastingPercept: Constructor que indica la direccio´n a moverse.
SelectedWeaponPercept: Constructor que indica el arma actual.
ShootPercept: constructor que indica donde deber´ıamos disparar.(No se usa, utiliza una
accio´n compleja en su lugar)
ShootingPercept: constructor que indica si estamos disparando.
TimePercept: Constructor que indica el paso del tipo. TimePercept: Constructor con so-
brecarga que indica el tiempo transcurrido.
PlayerPercept: Constructor que indica todos los datos de un jugador.
 getName: Coge el nombre del jugador.
 isVisible: Coge el indicador de si lo tenemos a la vista
 isFiring: Indica si esta´ dispara´ndonos.
 getRotation: Indica la rotacio´n en la que esta.
◦ PlayerAppearedPercept: Constructor que indica cuando un jugador aparece de-
lante.
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◦ PlayerDestroyedPercept: Constructor que indica que un jugador se ha ido del
mundo.
◦ PlayerDissappearedPercept: Constructor que indica cuando hemos perdido de
vista a un jugador. Constructor sobrecargado que indica a un jugador que ya ha-
b´ıamos visto y ha desaparecido.
◦ PlayerFirstEncounteredPercept: Constructor que indica los datos de un juga-
dor la primera vez que lo vemos.
◦ PlayerUpdatedPercept: Constructor que indica cuando un jugador ha cambiado
de estado, de arma, posicio´n...
E.6.3. ComplexPercept (extensio´n de AbstractPercept)
Type: PLAN FINISHED, PLAN CLOSE, UNKNOWN
ClosePlanFinishComplexPercept: Constructor que cierra el plan complejo cuando esta
cerca de finaliza.
PlanFinishedComplexPercept: Constructor que indica cuando a terminado el plan.
E.6.4. ControlPercept (extensio´n de AbstractPercept)
Cause: Obtiene la percepcio´n de origen que desencadeno´ la condicio´n de control.
Type: MATCH, MISMATCH, NOVELTY, RESTARTED
MatchPercept: Constructor que indica que todo va segu´n lo esperado.
MismatchPercept: Constructor que indica que algo no va segu´n lo esperado.
NoveltyPercept: Constructor que indica cuando hay una algo nuevo que no esta´ progra-
mado.
RestartedPercept: Constructor que reinicia todas las percepciones.
E.6.5. MissionPercept (extensio´n de AbstractPercept)
Type: ENEMY ATTACKING, UNKOWN ATTACKING
EnemyMPercept: Constructor que indica que ha aparecido un enemigo.
SomeoneUnkowAttackingPercept: Constructor que indica que alguien le esta´ atacando,
sin saber de do´nde.
E.7. Ejecucio´n en Pogamut (conscious.robots.pogamut)
Calculate
ToRelative: Calcula la localizacio´n relativa de la percepcio´n.
ToJindex: Convierte un punto 3d o una localizacio´n de Pogamut en coordenadas de CERA.
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RotationToJindex: Transforma coordenadas de rotacio´n en coordenadas de objeto.
VelocityToJindex: Transforma un objeto a de velocidad a coordenadas.
ToLocation: Transforma una localizacio´n en una localizacio´n de objeto de Pogamut.
Transformadores
JumpActionP (extensio´n de JumpAction) Constructor que indica la realizacio´n de salto.
LookAtActionP (extensio´n de LookAtAction) Constructor que indica la accio´n de mirar
(Usado pero sin usarse, Revisar )
MoveActionP (extensio´n de MoveAction) Constructor que indica la accio´n a donde nos
movemos. (Usado pero sin usarse, Revisar)
MovingLookingActionP (extensio´n de MovingLookingAction) Constructor que indica ha-
cia donde miramos mientras nos movemos.
SelectWeaponP (extensio´n de SelectWeapon) Constructor que indica el arma elegida.
ShootActionP (extensio´n de ShootAction) Constructor para disparar con el modo primario
/ secundario.
PogamutAction: Interfaz para la creacio´n de la accio´n.
PogamutActionFactory: Me´todos para la creacio´n de acciones.
Create[SelectWeapon/MovingLookingAction/StopShootingAction/ShootAction/JumpAction]
StaticProperties: PROPIEDADES DEL JUEGO
addNoiseLocation: Indica la localizacio´n del sonido y si el bot se acerca a e´l.
pointAhead: Ir recto hacia el sonido.
getModNoiseValue: Recoger los valores de la distancia hasta el sonido.




Processor: Constructor que prepara las variables e inicia el procesador
setWorkspace: Prepara la zona de trabajo.
setActionFactory: Prepara la interfaz de acciones.
NothingToDo: Indica que no hay datos.
DiscardOldData: Elimina los datos antiguos de la cola.
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SubmitResults: Env´ıa las nuevas percepciones o acciones a la zona de trabajo.
run: Elimina los datos antiguos y prepara los datos nuevos.
start: Inicia el proceso de informacio´n.
stop: Elimina el proceso de informacio´n.
Get[Input/Output][Single/Complex/Mission/Control]PerceptTypes: Listas de perceptos.
GetActionInputTypes: Lista que contiene los tipos de las acciones de entrada.
NotifyPercept: Indica que hay nuevas percepciones.
NotifyComplexAction: Indica que hay nuevas acciones complejas.
Las siguientes funciones, an˜aden los distintos tipos al procesador si este esta´ dispuesto:
Add[Input/Output][Single/Complex/Mission/Control]PerceptType
AddInputComplexActionType - AddOutput[Simple/Complex]ActionType
ProcessComplexAction: Llama a la siguiente accio´n compleja para procesarla.
ProcessPercept: Llama a las siguiente percepcio´n para procesarla.
ProcessResult
[get/set][Simple/Complex]Actions: Recoge/prepara prepara la lista de acciones (sim-
ples o complejas).
[get/set]Percepts: Recoge/prepara las percepciones.
ProcessResult: Constructor que crea las listas de acciones y percepciones.
add[Simple/Complex]Action: An˜ade una nueva accio´n.
addPercept: An˜ade una nueva percepcio´n.
E.8.2. Lista de procesadores
AttackDetector: Indica que nos atacan cuando la vida nos baja.
AttackingMovement: Indica los movimientos de ataque.
AvoidObstacle: Indica que hay un obsta´culo.
BackupReflex: Crea una copia de golpear y destrozar a tiros.
ChasePlayer: Indica que vamos a perseguir a un enemigo.
CloseTargetLocation: Indica que tenemos un enemigo cerca.
Curiosity: Indica que tenemos curiosidad y vamos a observar
EnemyDetector: Indica que se ha detectado un enemigo.
GazeGenerator: Indica si hemos visto algo.
GetVisibleItem: Indica los objetos visibles.
GoToMalignusPoint: Indica que vamos a un punto maligno.
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JumpObstacle: Indica un obsta´culo a saltar.
KeepEnemiesFar: Indica que nos tenemos que mover a un lugar lejos de enemigos.
TooCloseToPlayers: Estamos cerca de un enemigo, debemos correr.
LocationReached: Indica si hemos alcanzado el punto al que quer´ıamos llegar.
MoveCloserPosition: Indica que nos movemos cerca de un objetivo.
MoveLooking: Indica hacia donde nos miramos al movernos.
MoveToPoint: Indica el moverse a un punto, segu´n un plan establecido.
NotMoving: Indica que no nos movemos al mismo punto de antes.
ObstacleDetector: Detecta si hay obsta´culos.
ObstacleDetectorNR: Constructor que detecta si hay obsta´culos.
PlayerDissappearDetector: Constructor que indique que ha desaparecido un jugador.
PlayersNoveltyDetector: Constructor que indica que algo no programado a ocurrido.
RandomJumpGenerator: Constructor que indica un salto aleatorio con un 1 % de proba-
bilidad cada 5 minutos.
RandomMove: Constructor que indica un movimiento aleatorio en caso de chocarnos contra
algo.
RestartDetector: Constructor que indica el reseteo de todo cuando hemos muerto.
RunAwayFromPlayers: Constructor que inicia todos los para´metros parra huir del juga-
dor.
SelectBestWeapon: Constructor que indica el mejor arma del inventario.
SelectEnemyToShoot: Constructor que indica a quien queremos disparar.
ShootEnemy: Indica que disparamos a un enemigo.
ShootTo: Elige a quien disparar y se disparar.
StuckDetector: Indica que nos hemos chocado.
RememberItems: Almacena la posicio´n de los objetos de la partida e incita a ir hacia ellos
cuando los niveles de salud y municio´n son bajos.
Wander: Genera acciones de movimiento continuamente.
E.9. Entrenamiento (training)






En este cap´ıtulo se detallan las tecnolog´ıas utilizadas durante el desarrollo de este proyecto y
las ventajas y desventajas de su uso.
F.1. JSoar
JSoar es una implementacio´n en Java de Soar. Soar es una arquitectura cognitiva para el
desarrollo de los sistemas que exhiben un comportamiento inteligente. JSoar es esencialmente una
biblioteca para la construccio´n de sistemas basados en agentes aunque se tiene que escribir tanto
el co´digo Soar para definir el comportamiento del agente como el co´digo Java para conectar el
agente al entorno, los interfaces, etc. Por tanto, aunque JSoar es una implementacio´n de Soar, para
utilizar esta tecnolog´ıa eficientemente es necesario saber programar en Soar.
Algunas caracter´ısticas de JSoar:
APIs (ver Glosario) en Java.
Soporta metalenguaje (JRuby, Jython, Rhino (JavaScript), Groovy, Scala, Clojure, etc).
Co´digo base y herramientas sencillas de utilizar que permiten una ra´pida iniciacio´n.
Integracio´n limpia con los sistemas software.
JSoar requiere Java 1.6 para funcionar, pues utiliza caracter´ısticas de Java no disponibles en las
versiones anteriores a la 1.6.
El API de JSoar esta´ dividido en una serie de clases e interfaces. Aunque esto hace las pruebas
y las ampliaciones ma´s sencillas, puede llevar a la confusio´n y a un co´digo ma´s detallado de
lo necesario. Con el mismo esp´ıritu que las clases de “ayuda” de Java, “java.u´til.Collections” y
“java.u´til.Arrays”, JSoar ofrece una serie de clases que casi siempre deben tener prioridad sobre las
clases homo´logas de libre programacio´n por el desarrollador. Son las siguientes:
Wmes: Me´todos para buscar y filtrar WMEs (ver Glosario).
InputWmes: Me´todos para an˜adir y actualizar Input WMEs (ver Glosario).
Symbols: Me´todos para convertir s´ımbolos en y desde objetos Java.
SoarCommands: Me´todos para ejecutar comandos del interprete de Soar.
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SoarEvents: Me´todos para manejar eventos Soar.
La creacio´n de un proyecto JSoar depende mucho del entorno de trabajo, mecanismo de construc-
cio´n y de co´mo se quiere que encaje con el sistema. Dicho esto, un proyecto esta´ndar de JSoar se
puede crear de la siguiente manera:
Se inicializa el IDE con el que se va a trabajar, en este caso Netbeans.
Se crea un nuevo proyecto Java.
Se an˜ade jSoar-core-X.X.X.jar y jSoar-debugger-X.X.X.jar al proyecto.
Se crea una clase que contenga la funcio´n main y se crea un agente de JSoar.
En lo referente a las ventajas de esta tecnolog´ıa, destacamos que ofrece dos tipos de agentes a
desarrollar: (1) el “thread agent” para programacio´n en diferentes hilos de ejecucio´n, ya que tiene
un hilo de ejecucio´n personal y (2) el “Raw agent” para programacio´n sin hilos de ejecucio´n; la
distribucio´n de JSoar viene con unas librer´ıas Java que incluyen todo el co´digo fuente (esto es u´til
generalmente para depurar y averiguar lo que hacen los diferentes me´todos cuando el javadoc no
es suficientemente completo). JSoar dispone tambie´n de un debugger para comprobar el correcto
funcionamiento de los agentes. Sin embargo es necesario sen˜alar que es una tecnolog´ıa en desarrollo
al igual que Pogamut y hay funcionalidades que no funcionan correctamente (esto ocurre, por
ejemplo, con el thread agent y con el debugger, que so´lo funciona con el thread agent luego ninguna
se ha podido utilizar en este trabajo). Las dudas en el uso de esta tecnolog´ıa se han resuelto
mediante la comunicacio´n v´ıa email con su creador, Dave Ray, con el fin de solventar los problemas
que iban surgiendo durante el desarrollo.
F.2. UnrealED
UnrealED (Unreal Editor) es un software incluido en el videojuego que permite la creacio´n
y modificacio´n de mapas para el videojuego Unreal Tournament, se ha utilizado este editor para
la implementacio´n de los mapas con los que se realizaron las diferentes pruebas y experimentos.
Gracias a esta herramienta disponemos de mapas sencillos que se adaptan a las caracter´ısticas que
requieren nuestros experimentos facilitando as´ı la consecucio´n e interpretacio´n de los resultados. El
motivo de la eleccio´n de esta herramienta es poder disponer de un me´todo para crear y modificar
mapas en el entorno del proyecto.
En lo referente a las ventajas y desventajas, la principal desventaja es que la documentacio´n
sobre la herramienta es escasa, aparte de que existe un editor diferente para cada videojuego de
la saga Unreal Tournament lo que dificulta todav´ıa ma´s la bu´squeda de documentacio´n sobre el
manejo de la herramienta. Ma´s en particular, se utiliza un concepto para la creacio´n de objetos
que, en vez de generar elementos en el vac´ıo sustrae el elemento que se quiere crear del espacio.
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