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ABSTRACT
In recent history, the area of physics-based engineering simulation has seen rapid
increases in both computer workstation performance as well as common model
complexity, both driven largely in part by advances in memory density and availability of
clusters and multi-core processors. While the increase in computation time due to model
complexity has been largely offset by the increased performance of modern workstations,
the increase in model setup time due to model complexity has continued to rise. As such,
the major time requirement for solving an engineering model has transitioned from
computation time to problem setup time. This is due to the fact that developing the
required mesh for complex geometry can be an extremely complicated and time
consuming task. Consequently, new solution techniques which are capable of reducing
the required amount of human interaction are desirable.
The subject of this thesis is the development of a novel meshless method that
promises to eliminate the need for structured meshes, and thus, the need for complicated
meshing procedures. Although the savings gain due to eliminating the meshing process
would be more than sufficient to warrant further study, the proposed method is also
capable of reducing the computation time and memory footprint compared to similar
models solved using more traditional finite element, finite difference, finite volume, or
boundary element methods.
In particular, this thesis will outline the development of an interactive, meshless,
physically accurate modeling environment that provides an extensible framework which
can be applied to a multitude of governing equations encountered in computational
mechanics and thermofluids. Additionally, through the development of tailored
preprocessing routines, efficiency and accuracy of the proposed meshless algorithms can
be tested in a more realistic and flexible environment. Examples are provided in the areas
of elasticity, heat transfer and computational fluid dynamics.
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CHAPTER 1
INTRODUCTION
Most real world engineering problems involve complicated multi-variable partial
differential equations that are either too difficult or impractical to solve analytically. It is
for this reason that numerical methods were developed, allowing solutions for these types
of problems to be found with acceptable accuracy and within a reasonable time frame.
The earliest developments in numerical methods were in the areas of Finite Difference,
Finite Element, and Finite Volume methods, which approximate a domain as a discrete
set of points, elements, or volumes with a defined connectivity. Although these methods
are capable of solving most engineering problems, they require structured point
distributions or meshes which take both time and skill to develop. In parallel, the method
of Boundary Elements was developed which solves for the field solution by integrating
only over the boundary, rather than the entire domain. The Boundary Element method
eliminated the need for meshing the interior, but is limited in the scope of governing
equations that it can solve. It is for this reason that new developments have begun
focusing on meshless, or mesh reduction, methods in an attempt to create a generalized
technique which minimizes the amount of human interaction needed to build a particular
model. Additionally, due to the increase in both memory density and availability of
clusters and multi-core processors, common engineering models have become more and
more complex in an attempt to more accurately represent the problem physics and
geometry. While the increase in computation time due to model complexity has largely
been offset by the increased performance of modern workstations, the increase in model
setup time due to model complexity has continued to rise. As such, within recent history
the major time requirement for solving an engineering model has largely transitioned
from computation time to problem setup time, further increasing the desirability of a
meshless solution technique that does not require human interaction.
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Having established the motivation for exploring meshless methods as a solution
technique, it is important to acknowledge the previous work that has been done in this
field. Understanding that meshless methods are a relative newcomer to the field of
computational methods, there has still been substantial development of these techniques
as they have the hope of reducing the effort devoted to model preparation [1-11]. The
approach finds its origin in classical spectral or pseudo-spectral methods [12-20] that are
based on global orthogonal functions such as Legendre or Chebyshev polynomials
requiring a regular nodal point distribution. In contrast, meshless methods use a nodal or
point distribution that is not required to be uniform or regular in their spatial distribution
[21-23]. Early developments by our research group at the University of Central Florida
focused primarily on applications to heat transfer [24], and involved using global
interpolation schemes. After some time, the area of heat transfer was revisited, however,
new emphasis was placed on localized interpolation schemes, which proved both more
efficient and more accurate than their global counterparts [25-28]. Once the localized
methods had been proven capable in the area of heat transfer, new applications in
thermoelasticity [29-30], inverse problems [31], as well as fluid flow solutions [32] were
developed and implemented mainly in two-dimensional space. As this process matured, it
became clear that the next step in the evolution was to create a complete threedimensional implementation of these routines. However, rather than simply create
individual applications for each solution domain, it was decided that the best course of
action was to develop a meshless framework which would be capable of being applied to
a variety of governing equations.
This thesis will begin by detailing the meshless collocation techniques that will be
implemented in the developed framework that may be used for solving various governing
equations. Specifically, the next chapter will present two meshless collocation
techniques, Localized Radial Basis collocation and Virtual RBF Finite Difference
2

collocation. Following the meshless collocation development, the meshless framework
formulation technique will be presented, which is a method of forming any linear set of
equations into a standardized form which can be solved in a general fashion (pivotal to
any framework). Next, several governing equations (including steady-state heat
conduction, steady-state ideal flow with heat advection-diffusion, and steady-state
elasticity) will be presented and formulated into the form needed for the solution process.
Prior to the verification and examples, several pre-processing concepts will be explained
and detailed in a general fashion to more concretely describe some of the techniques used
throughout the framework. Following this, verification problems and several examples
will be demonstrated for the aforementioned governing equations. Finally, the last
chapter will include conclusions and future work that could be completed within this
field.
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CHAPTER 2
MESHLESS COLLOCATION TECHNIQUES
Conventional numerical methods commonly used in engineering applications,
including finite element, finite volume, and to some degree, boundary element methods,
all introduce the idea of a defined connectivity between nodes or volumes. This
connectivity is what allows the various techniques to determine the influence of any node
to its neighbors. While it is true that for simple models, development of this connectivity
can be largely automated, as the complexity and size of the problem increases it becomes
exceedingly difficult to automate this procedure. With meshless methods, the underlying
goal is to eliminate the need for a defined connectivity mesh. Instead, the influence of
one node on its neighbors is defined by an interpolation technique that can be used
regardless of model geometry or nodal spacing.
For all collocation methods, the underlying nodal influence can be expressed in
the form of a set of weights multiplied by a set of nodal values. By correctly determining
a particular set of weights, these methods are capable of approximating both the field, as
well as derivative values at a particular node. For example, in the case of a simple second
order central difference over the one-dimensional set of nodes shown in Figure 2.1,

Figure 2.1. Sample Finite Difference Mesh

the approximated value using finite difference for the second derivative in the B-direction
is given by Equation 2.1,
`#9
93"  #93  93"
œ
 Sˆ2 # ‰
º
`B# 3
2#

4

(2.1)

where 9 represents the field values and 2 represents the horizontal distance between
nodes. Therefore, for this particular case, the second derivative could be expressed as a
vector-vector multiplication whereby the weight vector would consist of the coefficients
to the nodal values, and the nodal values would consist of the corresponding values of 9 .
This concept can be expressed mathematically in the following expression
` 9
"
º œ ˜ 2#
#
`B 3
#

#
2#

"
2#

Ú
9 Þ
Ý
Ý 3" á
á
™Û 93 ß œ e[ fT e9f
Ý
á
Ý
á
Ü 93" à

(2.2)

As already stated, the notion of expressing a derivative operator as a

multiplication of a set of weights, e[ f, by a set of nodal values, e9f, is the underlying
mechanism for any collocation method. The differences between methods arise in the
various ways that the weight vectors are determined. In the finite difference technique,
the weights are determined by truncating the Taylor series representation of the desired
derivative, while in finite element and finite volume, the weights are built from
interpolation functions used over a structured element (or volume). In contrast, for
meshless methods, the weight vectors are built using various interpolating functions
which do not require exact correlation with existing nodes. Due to this fact, there is no
required connectivity for building the weights for each derivative operator, and thus, no
connectivity mesh is required. In the end, however, the meshless methods still result in a
vector set of weights multiplied by a vector set of nodal values to approximate the
derivatives at any location in the field.
The remaining sections of this chapter will detail the two collocation techniques
used in the meshless algorithms presented in this paper. The first technique, Localized
Radial Basis Function (RBF) collocation, uses the concept of a radial basis function to
interpolate the field about a data center and is used for radially symmetric derivatives (as
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well as a general field interpolator). The second technique, Virtual RBF Finite Difference
collocation, combines RBF field interpolation with standard finite difference
approximations to develop expressions for non-radially symmetric and up-winded
derivatives.
2.1.

LOCALIZED RADIAL BASIS FUNCTION COLLOCATION
Localized Radial Basis Function collocation begins with the principle that any

arbitrary domain H can be interpolated over by collocating about a number of points
using some basis function, ;. This method (and in fact, both meshless collocation
techniques implemented in this paper) breaks the overall region into smaller subdomains, called topologies, which allow for a more efficient and accurate solution
method when compared to global interpolation techniques. As a simple example, the
process of breaking down a two-dimensional region into representative topologies is
demonstrated in Figure 2.2.

Figure 2.2. Representative Topologies for Two-Dimensional Region

The region shown is a two-dimensional representation, however, in general, the
nodes can describe an 8-dimensional field (where 8 is generally 2 or 3). The represented
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field, 9ÐBÑ, can be shown to be globally interpolated by multiplying the basis functions
by a set of expansion coefficients as follows
R

RT

α4 ;4 ÐBÑ 

9ÐBÑ œ
4="

α 5R T5 ÐBÑ

(2.3)

5="

where R is the total number of points in the domain, α are the expansion coefficients for
9, and ;ÐBÑ are a-priori defined expansion function. Additionally, a similar expansion is
performed over R T number of polynomial functions, T5 ÐBÑ, which must be added to the
overall expansion to guarantee that constant and linear fields can be retrieved exactly.
For this collocation method, the value of the function, 9 , is known at particular locations,
B4 , and the basis function, ;ÐBÑ, can be evaluated at these same locations. With both of
these values known, the only unknown in this equation is the expansion coefficient vector
α. However, this formulation assumes a global collocation, which, as already stated, is
not ideal. Thus, the concept of local topologies can be used to reformulate Equation 2.3
such that instead of summing over the entire domain, the basis function can be applied
only to the local topologies, H3 . Therefore, the interpolated field can now be expressed as
RT

RJ

9ÐBÑ œ

α4 ;4 ÐBÑ 
4="

α 5R J T5 ÐBÑ

(2.4)

5="

where instead of summing over the entire region, Equation 2.4 instead is summed over
the number of points in a given topology, expressed as R J . For example, looking at the
two-dimensional representative topology shown in Figure 2.3, R J is equal to 5, as there
are 5 nodes included in the topology for the data center (Node 1).

Figure 2.3. Representative Local Topology
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A critical component to this type of meshless collocation technique is determining
a suitable basis function, ;, that will accurately interpolate between data points. Much
research has gone into analyzing the behavior of the most common basis functions for
this type of technique [12, 21-24], and the most accurate and stable was determined to be
the family of so-called Inverse Hardy Multiquadrics [33] (an Inverse Multiquadric
function where 8 œ ") which follows the form
;4 ÐBÑ œ

"
È <4 Ð B Ñ #  - #

(2.5)

where <4 ÐBÑ is the Euclidean distance given by

<4 ÐBÑ œ lB  B4 l

(2.6)

and - is a free constant known as the shape parameter. This parameter governs the overall
oscillatory nature of the interpolator function and from Equation 2.5 it can be seen that
increasing the value of - will cause the response of the interpolation function to become
flatter (fewer oscillations between nodes). This behavior is advantageous because it
provides a more accurate local representation of the field, however, doing so will
eventually cause the function to become so flat, and thus ill conditioned, that the system
becomes singular, and will be unable to be solved. Much research has been performed on
the subject of determining optimal values of - for particular basis functions [11-14, 2425] and it was determined that the best interpolation occurs when the conditioning
number of the system reaches the range of "!"! µ "!"# . For most simple geometry it was
found that acceptable conditioning values were produced by using a value of - equal to
10 times the average minimum nodal spacing in the domain [14]. However, for more
complex geometry, optimization must be performed on this parameter to obtain accurate
interpolation behavior. For the purpose of the initial framework development, this
optimization was performed using a simple brute force technique whereby the shape
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parameter was continuously increased until the expansion system became singular and
unable to be solved, at which point the shape parameter was reduced to the highest stable
value determined. Though this is an inefficient method of determining the parameter with
no prior knowledge, by using an initial starting point of 10 times the average minimum
nodal spacing in the domain, very few attempts were needed to determine an acceptable
value of - for each topology.
Having defined the basis function used in this collocation technique, the next step
is to construct the weights associated with the derivative operators. To accomplish this,
Equation 2.4 may be applied to all of the nodes in a given topology as follows
RJ

9 ÐB" Ñ œ

RT

α 4 ;4 Ð B " Ñ 
5="

RJ

RT

9 ÐB# Ñ œ

α 4 ;4 Ð B # Ñ 
4="

(2.7)

α 5R J T5 ÐB" Ñ

4="

α 5R J T5 ÐB# Ñ
5="

ã
RJ

9 ÐBR J Ñ œ

RT

α4 ;4 ÐBR J Ñ 
4="

α 5R J T5 ÐBR J Ñ
5="

Expanding the summations in Equation 2.7 produces a system of equations where the
unknown values are the expansion coefficients, α
Ô ;" ÐB" Ñ
Ö
Ö ;" ÐB# Ñ
Ö
Ö
Ö
ã
Ö
Ö
Ö
Ö ;" ÐBR J Ñ
Ö
Ö
Ö
Ö T" ÐB" Ñ
Ö
Ö
Ö
ã
Ö

Õ TR T ÐB" Ñ

á

;R J ÐB" Ñ

T " Ð B" Ñ

á

á

;R J ÐB# Ñ

T " Ð B# Ñ

á

ã

ã

ã

ã

á

;R J ÐBR J Ñ

T" ÐBR J Ñ

á

á

T " Ð BR J Ñ

!

á

ã

ã

ã

ã

á

TR T ÐBR J Ñ

!

á

TR T ÐB" Ñ ×Ú
α"
Ý
Ý
Ý
Ý
ÙÝ
Ý α#
TR T ÐB# Ñ Ù
Ý
ÙÝ
ÙÝ
Ý
ÙÝ
Ý
Ý
ã
ã
ÙÝ
ÙÝ
Ý
Ù
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Ý
Ý
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!
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At this point, the expansion coefficients can be solved for, and the interpolation
used as shown. However, rather than solve for the α values directly, this step can be
9

avoided by pre-building the collocation vectors. Thus, knowing that Equation 2.8 is of
the standard form

cKdeαf œ e9f

(2.9)

the α vector can be solved for by multiplying both sides by the inverse of the basis
matrix, cKd,

eαf œ cKd" e9f

(2.10)

Since the interest is to develop the weights representing a particular derivative at the data
center, another application of Equation 2.4, this time only at the data center, produces
RJ

9ÐB- Ñ œ

RT

α 4 ;4 Ð B - Ñ 
4="

or, in matrix notation,

α 5R T5 ÐB- Ñ

(2.11)

5="

9ÐB- Ñ œ e;ÐB- ÑfT eαf

(2.12)

By introducing the expression for eαf shown in Equation 2.10 into Equation 2.12, the
following interpolation function for the field 9 at the data center can be expressed as
9ÐB- Ñ œ e;ÐB- ÑfT cKd" e9f

(2.13)

At this point Equation 2.13 is capable of interpolating to any data center which
lies within the given region. Interestingly enough, although in general, the data center
belongs to its own topology, this does not need to be the case. Therefore, Equation 2.13 is
truly a localized field interpolator and is not restricted only to the nodal positions. This
concept of localized interpolation is pivotal to the development of the Virtual RBF Finite
Difference technique that will be discussed in the following section.
Although a localized interpolator has now been developed, the goal is still to
approximate the derivatives of the field, not the field itself. To do this, rather than apply
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Equation 2.4 directly, the derivative is first taken of the field and the basis function. For
example, the Laplacian operator would be constructed as
RJ
#

RT
#

f 9ÐB- Ñ œ
4="

or, in matrix notation,

α 5R f# T5 ÐB- Ñ

α 4 f ;4 Ð B - Ñ 

(2.14)

5="

f# 9ÐB- Ñ œ ˜f# ;ÐB- Ñ™ eαf
T

(2.15)

Once again, substituting the expression for eαf shown in Equation 2.10, results in the
following expression for the Laplacian derivative of the field at the data center, Bf# 9ÐB- Ñ œ ˜f# ;ÐB- Ñ™ cKd" e9f
T

(2.16)

Realizing that the ef# ;ÐB- Ñf vector and the cKd matrix are entirely geometry
dependant, this multiplication can be performed as a preprocessing step resulting in the
following expression

f# 9ÐB- Ñ œ eGf# fT e9f

(2.17)

which, is of the desired form of a weight vector, eGf# f, multiplied by a nodal value

vector, e9f. For this particular case, eGf# f represents the weights associated with the
Laplacian derivative for a given topology, however, similar techniques could be used to
build any derivative operator. In practice, because radial basis functions perform best
when operating on radially symmetric operators, only the Laplacian derivative is
developed and used in this fashion.
2.2.

VIRTUAL RBF FINITE DIFFERENCE COLLOCATION
As previously described, conventional finite difference collocation techniques

involve truncating the Taylor series expansion to approximate a given derivative at a
specific location within a field. The finite difference formulations can therefore be
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directly applied to any regular point distribution when the surrounding nodes are properly
located within the bounds of the approximation. However, this technique has a limitation
in that it requires a regular, defined distribution of nodes, something that is not possible
for an unstructured, meshless domain. By utilizing some of the concepts of Localized
Radial Basis collocation, the standard finite difference formulation can be extended to
non-regular node distributions and be made into a meshless technique.
The first step to formulating the Virtual RBF Finite Difference technique is to
understand the concepts behind native finite differencing. As already stated, the
underlying concept is to truncate the Taylor series representation of the derivatives at a
given location to produce approximate values that can be evaluated with acceptable error.
Rather than derive the finite difference equations, something that can be found in many
standard texts [34], equations for several of the most common three-dimensional
derivative operators are listed below in Equations 2.18a-2.18i.
`9
9 B  ?Bß Cß D  9 B  ?Bß Cß D
œ
º
`B BßCßD
#? B

(2.18a)

`#9
9 B  ?Bß Cß D  #9 Bß Cß D  9 B  ?Bß Cß D
œ
º
`B# BßCßD
?B#

(2.18b)

`9
9 Bß C  ?Cß D  9 Bß C  ?Cß D
œ
º
`C BßCßD
#?C

(2.18c)

`#9
9 Bß C  ?Cß D  #9 Bß Cß D  9 Bß C  ?Cß D
œ
º
#
`C BßCßD
?C #

(2.18d)

`9
9 Bß Cß D  ?D  9 Bß Cß D  ?D
œ
º
`D BßCßD
# ?D

(2.18e)

` #9
9 Bß Cß D  ?D  #9 Bß Cß D  9 Bß Cß D  ?D
œ
º
#
`D BßCßD
?D #

(2.18f)
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Î
Ñ
` #9
" Ð
#? C
Ó
œ
Ð
Ó
º
`B`C BßCßD
#?B 9 B  ?Bß C  ?Cß D  9 B  ?Bß C  ?Cß D
9 B  ?Bß C  ?Cß D  9 B  ?Bß C  ?Cß D

Ï

#? C

Ò

Î
Ñ
` #9
" Ð
Ó
#? D
œ
Ð
Ó
º
`B`D BßCßD
#?B 9 B  ?Bß Cß D  ?D  9 B  ?Bß Cß D  ?D

(2.18g)

9 B  ?Bß Cß D  ?D  9 B  ?Bß Cß D  ?D

Ï

#? D

Ò

Î
Ñ
` #9
" Ð
Ó
?
#
D
œ
Ð
Ó
º
`C`D BßCßD
#?C 9 Bß C  ?Cß D  ?D  9 Bß C  ?Cß D  ?D

(2.18h)

9 Bß C  ?Cß D  ?D  9 Bß C  ?Cß D  ?B

Ï

#? D

Ò

(2.18i)

Note that all of the above listed approximations are second order accurate with respect to
the spacing in the direction of the derivative, i.e. S 2 # .
Having identified the most common finite difference approximations, the next
step is to develop the techniques needed to transform these structured equations into an
unstructured form. To illustrate the overall concept, the easiest departure point is the case
of a region with a known field, where the derivative at a specific location is desired. As a
representative problem, Figure 2.4 shows a specific slice (constant D ) of a threedimensional region, with a known, continuous field given by 9ÐBß Cß DÑ.

Figure 2.4. Example Field
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For this example, the second derivative with respect to the B-direction ( ``B9# ) is desired at
the indicated node, located at ÐB: ß C: ß D: ). However, since there are initially no nodes at
the locations necessary for the finite difference equation listed in Equation 2.18b, it may
seem like the finite difference approximations can not be used. However, in this case the
underlying field is known for all locations; thus, it is a trivial task to project "virtual"
nodes at the necessary spacing, then evaluate the field using the provided function, as
shown in Figure 2.5

Figure 2.5. Example Field with Virtual Nodes

Here the virtual nodes are shown in green, with the data center node shown in red. Thus,
having projected these nodes at the necessary locations, and determining their values, the
finite difference approximation for the desired derivative can easily be applied.
Although this concept is very simple in its approach, and is quite obvious when
the underlying field is known, it suffers from a major limitation. Without knowing the
field everywhere within the domain (as a continuous function), the values at the virtual
points can not be directly evaluated. As the overall goal in all of these techniques is to
solve for this underlying field, this technique is impractical as a solution approach as
described. However, by realizing that instead of using a known field equation to find the
values of the virtual points, they can instead be interpolated from the surrounding data
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points that exist within the field, and this concept can be applied to general solutions. To
illustrate this concept, Figure 2.6 shows the same domain, data center, and virtual points
that were used before, except now the field function is not known, and additional nodes
have been added (at which the field is known).

Figure 2.6. Example Distribution with Virtual Point Topologies

Therefore, in order to determine the field value at the virtual points, a topology
can be built around each node (shown in Figure 2.6 as dashed lines). However, unlike the
topologies constructed previously, these virtual topologies will not include the value at
the data center (in this case, the virtual node). Thus, once the topologies have been
chosen for each virtual point, Equation 2.13 can be applied in order to interpolate to the
desired locations. It is interesting to note that all basis function components are functions
of geometry only, and as such, as long as the node locations do not change, they will
remain constant throughout the solution process. Therefore, a similar set of weights can
be constructed for interpolating to the virtual points, and can be expressed as
9ÐB@ Ñ œ eGfT e9f

(2.19)

At this point, all the necessary tools have been developed for utilizing finite
difference approximations over an unstructured mesh. First, the desired data center is
identified, and virtual points are created at the required locations. Second, topologies are
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created at these virtual points and the interpolation weight vectors, eGf, are produced.
Third, using the values of the field at the surrounding nodes included in the virtual
topologies, the values at the virtual points can be evaluated using Equation 2.19. Lastly,
having computed the value of the field at the virtual nodes for the data center, the desired
finite difference approximation can be applied, and the value of the derivative obtained.
Although this process will certainly determine the desired derivative values, it is
not in the form of an overall vector-vector multiplication that can be applied directly to
the data center. To demonstrate how this procedure can be placed into the desired form,
once again take for example the region shown in Figure 2.6, where the desired derivative
is the second derivative with respect to B. Through application of Equation 2.19, it is
easy to see that the interpolated values at the virtual points + and , will be given by
9+ œ eGfT+ e9f+

9, œ eGf,T e9f,

(2.20)

where eGf+ is the interpolating weight vector associated with virtual point +, e9f+ is the

nodal value vector associated with the topology for virtual point +, eGf, is the

interpolating weight vector associated with virtual point ,, e9f, is the nodal value vector

associated with the topology for virtual point ,, and 9+ and 9, are the unknown field
values at virtual nodes + and ,, respectively. Therefore, substituting the values at the
virtual points into Equation 2.18b results in the following expression
`#9
9+  #9-  9,
œ
º
`B# ?B#

(2.21)

It has already been shown in Equation 2.2 that this expression can be expressed in
terms of a weight vector times a set of nodal values. However, instead of the surrounding
nodal values being directly known, they are now a set of vector-vector multiplications.
By realizing that the existing weights can be combined with the finite difference weights,
and that the virtual topology nodal vectors can be appended to one another (making sure
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to combine duplicate nodes and their associated weights), the following expression can
be constructed
`#9
T
"
º œ ˜ ?B# eGf+
#
`B 3

#
?B#

Ú
e9f+ Þ
Ý
á
Ý
á
T
T
"
™ Û 9- ß œ eGBB fT e9f
?B# eGf,
Ý
á
Ý
á
Ü e9f, à

(2.22)

Note that through this process, the virtual points essentially vanish, and the final
result is still simply a vector set of weights multiplied by a vector set of nodal values.
Although this process was demonstrated for only one particular derivative, the same
techniques can be used to develop the relationships for any derivative that can be
expressed with a finite difference formulation.
Additionally, it is easy to see that for the special case of a region whose nodes are
distributed in a Cartesian manner, this entire process can essentially be collapsed down
into a conventional finite difference approximation. As such, in practical applications of
this technique, it is important to first determine whether the region localized to the data
center is structured in a Cartesian fashion. If the necessary difference points already exist,
then Equations 2.18a-2.18i can be directly applied; if not, then virtual points can be
projected and interpolated to, in order to generate the necessary evaluation locations.
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CHAPTER 3
FRAMEWORK FORMULATION TECHNIQUES
Having developed the meshless collocation techniques, the next step in
developing a working implementation is to demonstrate the techniques for formulating
governing equations into a generalized, extensible form. Although the meshless
collocation techniques allow for solutions without a structured mesh, it unfortunately
introduces additional computation overhead as well as some minor numerical instability.
Therefore, in an attempt to minimize both of these side-effects, the governing equations
can be formulated into a form which minimizes the number of iterations necessary to
convergence, as well as improving stability qualities of the system. Another major
advantage of this formulation technique is that it can be generalized for any linear
governing equation, and can be extended to non-linear systems as well.
The general concept of the meshless framework formulation is that at each data
center, all unknown values can be solved for simultaneously, rather than decoupling the
equations through lagging or other similar techniques. While the field values at the data
center are solved for implicitly, the remaining nodes in the topology are still lagged to the
previous iteration, which creates small local systems of equations, rather than a single
global sparse matrix which needs to be solved over the entire field.
To demonstrate this formulation technique, two governing equations will be
developed, the first being a scalar equation (Laplace equation) while the second being a
set of coupled field equations which will demonstrate the advantages this technique from
a generalized standpoint. The first governing equation that will be formulated in this
fashion is a simple Laplace equation of the form
f# 9 œ !
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(3.1)

It has already been shown in Chapter 2 that any derivative operator can be made
into a vector-vector multiplication by implementing the meshless collocation techniques.
Therefore, Equation 3.1 can be expressed as

f# 9 œ eGf# fT e9f œ !

(3.2)

where eGf# f is the vector set of weights generated using the meshless collocation

techniques and e9f is the vector set of nodal values associated with the individual

topologies. At this point, a new convention will be introduced to designate differences in
these vectors between the steps in the formulation. For a given set of weights and nodal
values, to designate that the data center is contained (or potentially contained) within the
vectors, a hat symbol will be used over the respective variables. Thus, Equation 3.2 can
be expressed using this convention as

s› œ !
s f# ™ š9
˜G
T

(3.3)

At this point, the value at the data center is clearly going to be contained within
s due to the radial nature of the meshless collocation techniques
the nodal vector, 9
implemented. Since this is the value which is desired, by realizing that any term can be
extracted out of this vector-vector multiplication, the nodal value at the data center (as
well as the corresponding weight) can be removed, resulting in the following equation
ë™ œ !
ë f # ™ T ˜9
<f# 9-  ˜G

(3.4)

where <f# is the scalar weight associated with the data center, 9- is the value at the data
ë f# represents the weight values associated with the remaining topology nodes,
center, G
ë represents the values associated with the remaining topology nodes. Note that
and 9
instead of the hat symbol, in Equation 3.4 the tilde is now used to indicate that the data
center has been removed from the respective weight and nodal value vectors.
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The next step in this formulation is to realize that by lagging only the unknown
ë , the value at the data center can be
field values at the remaining nodes in the topology, 9
solved for directly. Hence, performing this lagging and moving the now known values to
the right hand side, results in the following expression

ë ™Ø5"Ù
ë f # ™ T ˜9
<f# 9-Ø5Ù œ  ˜G

(3.5)

where 5 is the current iteration value and 5  " is the previous iteration value. Thus, for
an initial guess field 9Ø!Ù , Equation 3.5 can be used to iteratively update the field until
some stopping criteria has been reached and the results reported as final. As already
stated, the meshless framework formulation is optimal because it may be generalized to
any linear governing equation set (regardless of the number of scalar field variables).
Thus, to place Equation 3.5 into a standardized form, realize that this is of the classic
matrix formulation,

cEde?f œ e,f

where, in this particular case,

c E d œ c < f# d

e?f œ e9- fØ5Ù

(3.6)

(3.7)

ë ™Ø5"Ù ›
ë f# ™T ˜9
e,f œ š  ˜G

This is a optimal formulation for this type of equation because the coefficient

matrix, cEd, is only dependant upon geometry and will not change during the solution
process (since the weight values are dependant only on geometry).
Thus, the solution steps to solving this equation are as follows: First, generate the

coefficient matrix, cEd, given the problem geometry. Then, using the initial guess values,

update the right hand side vector, e,f, and solve the system of equations to update the
unknown field values e?f. Once this has been done, the right hand side vector can be
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updated for each node, then the field values can be found for the new iteration and the
process repeated until some stopping criteria is met.
Having detailed the formulation process, there are a few important points that
must be addressed regarding this technique. It can be shown that this type of formulation
is essentially Jacobi iteration and while for simple governing equations, such as the
Laplace equation, convergence may be unconditional, for more complex governing
equations this may not be the case. As such, it is important to introduce a relaxation
parameter into the iterative process to help stabilize the solution. Additionally, in its
current form, the framework formulation technique is only applicable to linear sets of
equations.
Having developed the framework formulation for the very simple case of the
Laplace equation, the next goal is to demonstrate that the same can be done for a coupled
set of linear equations. By adding a simple coupling term to the Laplace formulation, the
following set of coupled equations may be developed
f# ?  Œ

`? `@

`B `C
`? `@
f# @  Œ

`B `C

œ!

(3.8)

œ!

As already stated, the first step in generating the meshless framework formulation
for any set of equations is to replace the differential operators with the equivalent vectorvector representations, resulting in

s f# ™T es
s B ™ T es
s C ™ T es
˜G
?f  ˜G
?f  ˜G
@f œ !
s f# ™ es
s B ™ e?
s C ™ es
˜G
@ f  ˜G
@f œ !
s f  ˜G
T

T

(3.9)

T

Once again, the hats indicate that these vectors contain the weights and value at
the data center. Thus, since the goal is to generate an expression for the value at the data
center, these terms can be factored from each of the vector-vector expressions to form
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ë f# ™ e?
ë B ™ e?
ë C ™ eë
<f# ?-  ˜G
@f œ !
ëf  <B ?-  ˜G
ë f  < C @ -  ˜G
T
T
T
ë f# ™ eë
ë B ™ e?
ë C ™ eë
<f# @-  ˜G
@ f  < B ?-  ˜ G
@f œ !
ë f  < C @ -  ˜G
T

T

T

(3.10)

where the tildes indicate that the data center values have been removed from the
respective derivative vectors. By moving all of the nodal value terms except the data
centers to the right hand side, the following expression can be constructed

ë f# ™ e?
ë B ™ e?
ë C ™ eë
<f# ?-  <B ?-  <C @- œ  ˜G
@f
ëf  ˜G
ë f  ˜G
T
T
T
ë B ™ e?
ë f# ™ eë
ë C ™ eë
<B ?-  <f# @-  <C @- œ  ˜G
@ f  ˜G
@f
ëf  ˜G
T

T

T

(3.11)

which is clearly a linear set of equations which can be represented in the same form
shown in Equation 3.6,
cE d œ –

< f#  < B

<C

<B

< f#  < C

—

e?f œ

?@-

Ÿ

Ø5Ù

(3.12)

Ú  ˜ ë # ™T
ÞØ5"Ù
ë B ™T e?
ë C ™T eë
G f e?
@f
ë f  ˜G
ë f  ˜G
e, f œ Û
ß
T
T
ë B ™T e?
ë
ë
Ü  ˜G
˜
™
˜
™
#
f

G
e
@
f

G
e
@
f
ë
ë
ë à
C
f
Thus, the steps for solving the unknown field variables at the data center are identical to
that of the Laplace equation, except now the process is solving for two unknown values
(?- and @- ) simultaneously. It is this generality which makes this technique ideal for a
framework that can be extended to any linear governing equation.
It has been shown that by utilizing the concept of a meshless framework
formulation, the developed techniques are capable of providing a general method of
solving any linear set of governing equations. Additionally, through this technique it can
be shown that both stability qualities (due to the diagonal nature of the constructed cEd

matrix) as well as convergence speed are improved. Although some may argue that a
globally implicit formulation (with local interpolation) may be faster when coupled with
a sparse matrix solver, the meshless framework formulation benefits from the fact that
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parallelization is extremely straightforward and scales linearly with the number of
processors used. It is the generality and scaleability of these techniques which make them
such an appealing method of solving these types of governing equations.
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CHAPTER 4
APPLICATION TO STEADY-STATE HEAT CONDUCTION
The first type of problem to which the meshless techniques will be applied is the
case of steady-state heat conduction. Steady-state heat conduction is one of the most
basic governing equations and is an excellent first departure point for demonstrating the
meshless framework.
4.1.

FORMULATION OF GOVERNING EQUATION
In order to apply a governing equation to the meshless framework, it must first be

formulated into the meshless framework form whereby the unknown values at a given
node are coupled appropriately. For simple three-dimensional heat conduction, there is
only one scalar field which needs to be solved for, which is the temperature, X ÐBß Cß DÑ.
Thus, the formulation begins from the differential equation which governs steady-state
heat conduction with uniform generation, represented as
`
`X
Œ5
`B
`B



`
`X
Œ5
`C
`C



`
`X
Œ5
`D
`D

 ;† œ !

(4.1)

where 5 is the thermal conductivity of the material and ;† is the rate at which energy is
generated per unit volume in the medium. If the assumption is made that the value of
thermal conductivity is constant throughout the medium, then Equation 4.1 can be
simplified into the following, recognizable form
f# X œ 

;†
5

(4.2)

Equation 4.2 represents the governing equation implemented in the current
version of the meshless framework detailed in this paper. The next step is to decompose
the governing equation into the meshless framework form outlined in Chapter 3. To
accomplish this, the differential operators must first be replaced by the equivalent
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numerical representations, in the form of a vector of weights multiplied by a vector of
nodal field values. In the case of steady-state heat conduction, there is only one
differential operator present, the Laplacian, f# . Thus, replacing this operator by the
equivalent vector-vector representation gives
s f# ™ ˜ X
s™ œ 
˜G
T

;†
5

(4.3)

s f# represents the weight values associated with the Laplacian operator, and X
s
here G
represents the nodal temperature values. At this stage, it is clear that the vector values
s f# and X
s both contain the current topology data center (as indicated by the hat symbol).
G
Thus, factoring out the weight and temperature value associated at the data center from
these vectors results in
ë f# ™ T ˜X
ë™ œ 
< f # X -  ˜G

;†
5

(4.4)

where <f# is the scalar weight associated with the temperature at the data center, X- is
ë f# represents the weight values associated with the
the temperature at the data center, G
ë represents the temperature values associated with the
remaining topology nodes, and X
remaining topology nodes. Note that instead of the hat symbol, the tilde is now used to
indicate that the data center has been removed from this vector.
Equation 4.4 now represents the factored, meshless framework form of the
governing equation shown in Equation 4.2 and can be solved globally as such. However,
to improve performance and allow for parallelization, it is important to construct this
ë
equation in the final form outlined in Equation 3.6. Thus, by lagging the terms in the X
vector and moving them to the right hand side of the equation, the following relationship
can be formed,
<f# X-Ø5Ù œ 

;†
ë f # ™ T ˜X
ë ™Ø5"Ù
 ˜G
5
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(4.5)

Here we have the weight and the temperature for the data center node at the next
iteration, Ø5Ù, and the remaining topology nodes at the previous iteration, Ø5  "Ù. Thus,
Equation 4.5 can be expressed in the meshless form as
c E d œ c < f# d

e, f œ œ 

e?f œ eX- fØ5Ù

(4.6)

;†
ë f# ™T ˜Xë ™Ø5"Ù
 ˜G
5

Thus, in this formulation, the coefficient matrix, cEd, is constant for all iterations,

and only the right hand side vector, e,f, must be updated using temperature values from
previous iterations.
4.2.

FORMULATION OF BOUNDARY CONDITIONS
A similar formulation must also be made for all boundary condition types that can

be applied to the model. In the case of steady-state heat conduction, there are three
available boundary conditions:
1. Prescribed Temperature (Forced):

X œ X+

2. Prescribed Flux (Natural):

5 `X
`8 œ  ;+

3. Prescribed Convection (Convective):

5 `X
`8 œ  2 X  X</0

where the values X+ , ;+ , and 2 signify prescribed values of temperature, flux, and
convection coefficient, respectively, and `Î`8 denotes derivative with respect to the
outward-drawn normal to the boundary, 8. Thus, each of these boundary conditions must
be formulated in a similar, meshless framework form as the governing equations.
For the case of a prescribed temperature boundary condition, it becomes

immediately clear that the standard form of cEde?f œ e,f can be developed directly

without any manipulation. Because the temperature value at the data center is directly
known, these terms are simply given by
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cEd œ c "d

e?f œ eX- fØ5Ù

e,f œ eX+ f

(4.7)

Obviously, for this case the temperature at the data center is only dependant on the
prescribed value, and does not require any additional information.
For the case of prescribed flux on a boundary, steps similar to those used to
develop the expressions for the governing equation must be used. Thus, rewriting the
boundary condition with the meshless representation of the normal differential operator
results in

s 8 ™ ˜X
s™ œ 
˜G
T

;+
5

(4.8)

s 8 represents the weight values associated with the normal derivative operator,
where G
s represents the nodal temperature values. Thus, by extracting the data center
and X
information from this vectors, the following factored expression can be found
ë 8 ™ T ˜X
ë™ œ 
< 8 X -  ˜G

;+
5

(4.9)

Once again, the tilde indicates that the data center values have been removed from these
topology vectors. Thus, by lagging the temperature values other than those associated
with the data center, the final meshless framework form of the prescribed flux boundary
conditions can be represented as

cE d œ c <8 d

e, f œ š 

e?f œ eX- fØ5Ù

(4.10)

;+
ë 8 ™T ˜Xë ™Ø5"Ù ›
 ˜G
5

Lastly, for the case of prescribed convection on a boundary, the process begins
the same; by separating the already known and prescribed values from the unknown
temperature field
5

`X
 2X œ 2X</0
`8
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(4.11)

Dividing Equation 4.11 by 5 , to isolate the boundary normal derivative, and substituting
the meshless operator for the normal derivative results in the following expression
s 8 ™T ˜X
s ™  2 X- œ 2 X</0
˜G
5
5

(4.12)

Thus, performing similar factorization as in Equations 4.4 and 4.9 results in the following
expression
< 8 X- 

2
2
ë 8 ™ T ˜X
ë ™ œ X</0
X -  ˜G
5
5

(4.13)

Combining coefficients associated with the temperature at the data center, and lagging
ë vector (as previously described) results in the following meshless framework form
the X
of the convective boundary condition
cE d œ ” <8 

2
•
5

e?f œ eX- fØ5Ù

(4.14)

2
ë 8 ™ T ˜X
ë ™Ø5"Ù
e, f œ œ X</0  ˜G
5
Therefore, it becomes clear that regardless of the type of node (internal or
boundary) the meshless framework formulation still results in solving a system of
equations in the standard form cEde?f œ e,f. Note that in the case of steady-state heat

conduction, the size of this system is 1 ‚ 1, which is trivial to solve directly. However, it
is important that the generality of this method not be overlooked as this is what allows
the aforementioned framework to be applicable to any governing equation that can be
formulated in this manner.
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CHAPTER 5
APPLICATION TO IDEAL FLOW WITH
HEAT ADVECTION-DIFFUSION
The next formulation that will be presented in this paper is that of steady-state
ideal flow with coupled heat advection-diffusion. This set of equations is unique from the
previous example of standard heat conduction as it involves upwinded first derivatives,
something that is very well suited for the Virtual RBF Finite Difference techniques.
5.1.

FORMULATION OF GOVERNING EQUATION
Ideal flow with heat advection-diffusion is an interesting set of governing

equations as there is a strictly one-way coupling between the temperature field and the
velocity field. As such, the velocity field is completely independent of the temperature
field and can be solved for before any temperature solutions are determined.
Additionally, the velocity field can be solved for as a scalar potential function where the
components of the velocity are dependant on the derivatives of the field. Therefore, the
governing equation for this case can be represented as

Ú
`9
Ý
Ý
Ý
?œ 
Ý
Ý
`B
Ý
`9
#
f 9 œ ! where Z œ  f9 œ Û @ œ 
`C
Ý
Ý
Ý
Ý
Ý
Ý A œ  `9
Ü
`D
Z † fX œ

(5.1)

5
; www
f# X 
3 G:
3 G:

where 9 is the potential function of the velocity field, ?, @, and A are the components of
the velocity field, Z , in the B, C, and D directions, respectively, X is the temperature
field, 5 is the thermal conductivity of the fluid, 3 is the density of the fluid, G: is the
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convection coefficient of the fluid, and ; www is the heat generation per unit volume in the
flow.
Thus, it is clear that the first step in solving these equations is to determine the
velocity potential, 9. To do this, Equation 3.7 can be directly implemented to solve the
Laplace equation,

c E d œ c < f# d

e?f œ e9- fØ5Ù

(5.2)

ë ™›
ë f# ™T ˜9
e, f œ š  ˜G

Ø5"Ù

Once the potential field has been iterated to a sufficient stopping criteria, the next
step is to find the velocity field components from the expression Z œ  f9. To
accomplish this, central differenced, Virtual RBF formulations can be developed to
simply evaluate the derivatives directly at each node. The form would be similar to
Equation 2.22 except that it would be for the first derivatives, instead of the second.
Thus, these values can be represented as a set of vector weights multiplied by a set of
vector nodal values
`9
œ eGB fT e9f
`B
`9
@œ 
œ eGC fT e9f
`C
`9
Aœ 
œ eGD fT e9f
`D
?œ 

(5.3)

Having solved for the velocity components, the final step is to solve for the
temperature field within the domain. To do this, the following expression for the
temperature must first be placed into the meshless framework form
Z † fX œ

5
; www
f# X 
3 G:
3 G:
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(5.4)

First, expanding the vector form of this equation and performing some rearranging results
in
5
`X
`X
`X
; www
f# X  ?
@
A
œ 
3 G:
`B
`C
`D
3 G:

(5.5)

Note that in this equation, the first derivative terms multiplying the velocity components
are the convective derivative terms and must be upwinded in order to accurately compute
the values. To do this, the virtual nodes that are used in the collocations are projected into
the flow direction, which, in this case, will always be static since the velocity field will
be solved for prior to determining the temperature. Therefore, understanding that the first
derivative terms are upwinded, the meshless representations of the derivative operators
can be substituted, resulting in the following equation
www
T
T
T
T
5 s
s B › ˜Xs ™  @šG
s C › ˜Xs ™  AšG
s D › ˜Xs ™ œ  ;
šGf# › ˜Xs ™  ?šG
3G:
3 G:

(5.6)

The next step is to factor out the value at the data center from each of these vector-vector
expressions,
5
<f# X-  ?<B X-  @<C X-  A<D X- œ
3 G:

(5.7)

ë B ™T ˜X
ë C ™T ˜X
ë D ™ T ˜X
ë f# ™ T ˜ X
ë ™  @˜G
ë ™  A˜G
ë ™  ˜G
ë™ 
?˜G

; www
3 G:

At this point it is clear that this equation can be placed into the standard matrix
form represented in Equation 3.6 where the contents are given by
cE d œ ”

5
<f#  ?<B  @<C  A<D •
3 G:

e?f œ eX- fØ5Ù

ë B ™T  @ ˜G
ë C ™T  A˜G
ë D ™ T  ˜G
ë f# ™T ‹˜Xë ™ 
e,f œ œŠ?˜G

; www
3 G:

(5.8)
Ø5"Ù

Therefore the solution process for the case of steady-state, ideal flow with heat
advection-diffusion is to first solve Equation 5.2 for the velocity potential 9. Then,
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having found the value of 9 everywhere within the field, the velocity field can be
calculated using the expressions shown in Equation 5.3 by implementing post processing
operators (similar to those used to solve the governing equations). Finally, having
determined the velocity field everywhere within the domain, the final step is to use
Equation 5.8 to determine the corresponding temperature field. This process can be
completed in a single structure such that the combined functions work as a single,
cohesive model.
5.2.

FORMULATION OF BOUNDARY CONDITIONS
Having formulated the governing equations, the next step is to do the same for the

various boundary condition types. Because these two solvers are coupled only one way,
the boundary conditions can be developed separately for the ideal flow and heat
advection-diffusion. Therefore, for ideal flow there are three types of boundary
conditions
1. Inlet (Prescribed Velocity):

Z 8 œ Z 8+

2. Slip Wall:

`9
`8

3. Outlet

9œ!

œ!

where Z8+ represents a prescribed normal velocity magnitude at the boundary. Note,
however, that because the problem is solved using the velocity potential, 9, this can be
expressed in terms of the normal derivative as well:
1. Inlet (Prescribed Velocity):

`9
`8

œ Z 8+

2. Slip Wall:

`9
`8

œ!

3. Outlet

9œ!

Thus, for the case of idea flow, only natural and null conditions need to be placed on the
velocity potential, which can be expressed in the following forms:
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cE d œ c <8 d

e?f œ e9- fØ5Ù

(5.9)

ë ™Ø5"Ù ›
ë 8 ™ T ˜9
e,f œ šV  ˜G
where the constant V is either the magnitude of the applied normal velocity (in the case of
prescribed inlet velocity), or 0 (in the case of a wall), and for the null condition:
cEd œ c 1d

e?f œ e9- fØ5Ù

(5.10)

e,f œ e0f

As far as the heat advection-diffusion conditions are concerned, they are very
similar to those that were developed in Chapter 4 for heat conduction, however, it is
important to realize that the outlet condition is a special case of a prescribed flux.
Therefore, the boundary conditions for this problem are
1. Prescribed Temperature (Forced):

X œ X+

2. Prescribed Flux (Natural):

5 `X
`8 œ  ;+

3. Prescribed Convection (Convective):

5 `X
`8 œ  2 X  X</0

4. Outlet (Natural):

`X
`8

œ!

here it can be seen that the first three conditions are the same as those developed in
Chapter 4, and the outlet condition is a special case of prescribed flux where ;+ œ !
(insulated). It is important to note that although this is not an ideal condition for the outlet
because the temperature can reflect back into the domain, it will provide correct solutions
assuming the velocity and temperature fields are fully developed. Optimally, the
governing equation should be solved at the outlet boundary, however, this causes stability
concerns at the affected nodes.
Therefore, repeating the solutions obtained in Chapter 4, for the case of
prescribed temperature the local implicit formulation will be
cEd œ c "d

e?f œ eX- fØ5Ù
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e,f œ eX+ f

(5.11)

for the case of prescribed flux (and outlet)
cE d œ c <8 d

e?f œ eX- fØ5Ù

(5.12)

ë 8 ™ T ˜X
ë ™Ø5"Ù ›
e,f œ šV  ˜G
where V is either  ;+ Î5 (for prescribed flux) or ! (for outlet) and for the case of
prescribed convection,
cE d œ ” <8 

2
•
5

e?f œ eX- fØ5Ù

(5.13)

2
ë 8 ™ T ˜X
ë ™Ø5"Ù
e, f œ œ X</0  ˜G
5
Therefore, the boundary conditions and governing equations have now been
formulated into the meshless framework form for the solution of ideal flow with heat
advection-diffusion. It is important to realize that the velocity solution is independent of
the temperature field, and as such, can be solved for in terms of a velocity potential,
which can then be post-processed to determine the actual velocity components.
Additionally, because of this one-way coupling, the heat convection equations remain a
linear set of governing equations and can be developed into the local implicit form used
throughout this paper.
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CHAPTER 6
APPLICATION TO STEADY-STATE ELASTICITY
The final formulation that will be presented is that of steady-state elasticity.
Elasticity is a departure from the previous governing equations because the deflection
components will now be fully coupled and must be solved for simultaneously. Therefore,
the flexibility and generality of the meshless framework formulation techniques can be
demonstrated as it is extended to a case with more than one simultaneous unknown.
6.1.

FORMULATION OF GOVERNING EQUATION
The formulation begins, as always, from the governing equation, which, for

steady-state elasticity, is the vector formulation of the Navier equations [35], with
constant body force, given as
f# ? 

"
J
f f†? œ 
"  #/
.

(6.1)

where ? is the deflection vector, / is the value of Poisson's ratio for the given material, .

is the shear modulus given as . œ IÎc# "  / d, and J is the prescribed body force
vector. Thus, from Equation 6.1, by making the substitution that " œ "Î "  #/ and
replacing the negative of the body force divided by the shear modulus by Y , the
following equation can be developed
f# ?  " f f † ? œ Y

(6.2)

At this point it becomes necessary to expand the vector formulation into threedimensions such that the meshless operators can be substituted for the derivative terms.
Thus, expanding Equation 6.2 about the B, C, and D directions results in
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f# ?  " Œ

` #?
` #@
` #A


œ YB
`B#
`B`C `B`D
` #?
` #@
` #A
f# @  " Œ
 #
œ YC
`B`C `C
`C`D
` #?
` #@
` #A
f# A  " Œ


œ YD
`B`D
`C`D
`D #

(6.3)

where ?, @, and A are the deflection components and YB , YC , and YD are the body force
components in the B, C, and D directions, respectively.
Equation 6.3 represents the governing equation implemented in the current
version of the meshless framework detailed in this paper. The next step is to decompose
the governing equation into the meshless framework form outlined in Chapter 3.
As previously described, the differential operators must now be replaced by the
equivalent numerical representations, in the form of a vector of weights multiplied by a
vector of nodal field values. In the case of steady-state elasticity, there are several
differential operators present, the Laplacian, f# , the second derivatives, ` # Î`B# , ` # Î`C# ,
and ` # Î`D # , as well as the cross derivatives, ` # Î`B` y, ` # Î`C`D , and ` # Î`C`D . Thus,
replacing these operators by the equivalent vector-vector representation gives

s f# ™ es
s BB ™ es
s BC ™ es
s BD ™ eA
˜G
?f  " Š˜G
?f  ˜G
@ f  ˜G
s f‹ œ Y B

(6.4a)

s f# ™ es
s BC ™ e?
s CC ™ es
s CD ™ eA
˜G
@ f  " Š˜G
@ f  ˜G
s f  ˜G
s f‹ œ YC

(6.4b)

s f# ™T eA
s BD ™T e?
s CD ™T es
s DD ™T eA
˜G
@ f  ˜G
s f  " Š˜G
s f  ˜G
s f‹ œ YD

(6.4c)

T

T

T

T

T

T

T

T

At this stage, it is clear that the vector for the meshless differential operators, as
well as the unknown deflection values, contain the current topology data center (as
indicated by the hat symbol). Thus, factoring out the weights and deflection values
associated at the data center from these equations results in

36

ë f# ™ e?
ë BB ™ e?
<f# ?-  ˜G
ëf  "<BB ?-  " ˜G
ëf  "<BC @-

(6.5a)

ë f# ™ eë
ë BC ™ e?
<f# @-  ˜G
@ f  "<BC ?-  " ˜G
ëf  "<CC @-

(6.5b)

ë f# ™ eA
ë BD ™ e?
<f# A-  ˜G
ë f  "<BD ?-  " ˜G
ëf  "<CD @-

(6.5c)

T

T

ë BC ™ eë
ë BD ™ eA
 " ˜G
@ f  "<BD A-  " ˜G
ë f œ YB
T

T

T

T

ë CC ™eë
ë CD ™ eA
 " ˜G
@ f  "<CD A-  " ˜G
ë f œ YC
T

T

T

ë CD ™ eë
ë DD ™ eA
 " ˜G
@ f  "<DD A-  " ˜G
ë f œ YD
T

T

Thus, Equations 6.5a, 6.5b, and 6.5c are fully coupled in all directions with
respect to ?- , @- , and A- . As discussed earlier, rather than lag specific terms behind in
each equation, the unknown deflection values at the data center can be solved for in an
implicit fashion. Thus, by collecting unknown values to the left and known values (for a
given iteration) to the right, Equations 6.5a, 6.5b, and 6.5c can be rearranged to give
ë f# ™ e?
ë BB ™ e?
ë BC ™ eë
ë BD ™ eA
YB  ˜ G
@ f  " ˜G
ë f  " ˜G
ë f  " ˜G
ëf

(6.6a)

"<BC ?-  <f# @-  "<CC @-  "<CD A- œ

ë BC ™ e?
ë f# ™ eë
ë CC ™ eë
ë CD ™ eA
YC  " ˜ G
@ f  " ˜G
@ f  " ˜G
ë f  ˜G
ëf

(6.6b)

"<BD ?-  "<CD @-  <f# A-  "<DD A- œ

(6.6c)

<f# ?-  "<BB ?-  "<BC @-  "<BD A- œ
T

T

T

T

T

T

T

T

ë BD ™ e?
ë CD ™ eë
ë f# ™ eA
ë DD ™ eA
@ f  ˜G
YD  " ˜ G
ë f  " ˜G
ë f  " ˜G
ëf
T

T

T

T

These equations can now be directly formulated in the standard equation form if
the tilde terms are all lagged to the previous iteration. Thus, the final formulation of the
elasticity governing equation can be expressed as follows
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Ô <f#  "<BB
Ö
"<BC
cE d œ Ö
Ö
Õ

"<BC

"<BD

<f#  "<CC

"<CD

"<BD

"<CD

Ú
? ÞØ5Ù
Ý
Ý -á
á
e?f œ Û @- ß
Ý
Ý á
á
Ü A- à

×
Ù
Ù
Ù

<f#  "<DD Ø

(6.7)

Ø5"Ù
Ú
Þ
Ý
á
ë f# ™ T  " ˜G
ë BB ™T ‹e?
ë BC ™T eë
ë BD ™T eA
˜
˜
˜

G
f

"
G
@
f

"
G
f
Y
Š
Ý
á
ë
ë
B
Ý
á
Ý
á
Ý
á
Ý
á
T
T
T
T
ë BC ™ e?
ë f# ™  " ˜G
ë CC ™ ‹eë
ë CD ™ eA
@ f  " ˜G
e, f œ Û YC  " ˜G
ëf  Š˜G
ëf ß
Ý
á
Ý
á
Ý
á
Ý
á
Ý
á
T
T
T
T
Ý Y  " ˜G
ë
ë
ë
ë
™
˜
™
˜
™
˜
™
#
e
?
f

"
G
e
@
f

G

"
G
e
A
f
Š
‹
ë
ë
ë á
BD
CD
DD
f
Ü D
à

Therefore, similar to the equations formulated for steady-state heat conduction
and ideal flow with heat advection-diffusion, this formulation is capable of implicitly
solving for the unknown deflections at a given data center based on deflection values for
the surrounding topology from the previous iteration. Also, by formulating this governing
equation in this form, the system that we are solving becomes more diagonally dominant,
and therefore, more stable. Additionally, by allowing coupling of the field variables, the
solution takes fewer iterations to converge, and thus, can reduce computational time as
well.
6.2.

FORMULATION OF BOUNDARY CONDITIONS
Having developed the governing equation formulation for steady-state elasticity,

the next step is to develop a similar formulation for the boundary conditions. In the case
of steady-state elasticity, there are three generalized boundary conditions:
1. Prescribed Deflection:

? œ ?+

2. Prescribed Traction:

> œ >+

3. Mixed Condition (combination of 1 and 2)
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where the notation ?+ , and >+ signify prescribed vector values of deflection and surface
traction, respectively. Thus, each of these boundary conditions must be formulated in a
similar, form to the governing equations.
For the case of a prescribed deflection boundary condition, it becomes

immediately clear that the standard form of cEde?f œ e,f can be developed directly
without any manipulation. Because the deflection value at the data center is applied,
these terms are simply given by
Ô" ! !×
Ö
Ù
cE d œ Ö ! " ! Ù
Õ! ! "Ø

Ø5Ù
Ú
Ý ?- Þ
á
e?f œ Û @- ß
Ý á
Ü A- à

Ú
Ý ?+ Þ
á
e, f œ Û @+ ß
Ý á
Ü A+ à

(6.8)

This condition is most commonly used for the case of a fixed, or clamped boundary
where ?+ œ @+ œ A+ œ !. Also note that since the deflections are prescribed in terms of
the B, C, and D components, no transformations need to take place in order to properly
orient the results.
To develop the boundary equations for the case of prescribed traction, it is first
necessary to realize that when tractions are applied, they will almost always be applied
relative to the surface directions. In other words, rather than applying traction
components in the B, C, and D directions, they will instead be applied in the normal and
tangential directions. This has to do with the fact that normal tractions are physically
applied as a pressure and tangential tractions are usually generated because of some
component of frictional forces. Therefore, rather than formulate these equations in terms
of ?, @, and A, they must instead be formulated into deflection components in the surface
aligned directions. Therefore, to help illustrate this concept, a representative surface is
shown below in Figure 6.1.
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Figure 6.1. Resolution of Applied Traction into Surface Components

Therefore, from this figure, the resolution of the applied traction, >+ , into the j, 7, and 8
directions can be expressed as:

Ú> Þ
j
Ô 5jj
Û >7 ß œ 5j7
Ü >8 à Õ 5j8

5j7
577
578

5j8 ×Ú 8j Þ
578 Û 87 ß
588 ØÜ 88 à

(6.9)

where 8j , 87 , and 88 are the components of the surface normal associated with the
orthogonal j-7-8 system. However, it becomes clear that because the j-7-8 system was
chosen specifically such that the 8 direction aligned with the surface normal,
8j œ 87 œ ! and 88 œ ". Therefore, Equation 6.9 can be simplified to
Ú> Þ
j
Ô 5jj
Û >7 ß œ 5j7
Ü >8 à Õ 5j8

5j7
577
578

5j8 ×Ú ! Þ Ú 5j8 Þ
578 Û ! ß œ Û 578 ß
588 ØÜ " à Ü 588 à

(6.10)

Therefore, the traction components can be written directly as
>j œ 5j8

>7 œ 578

40

>8 œ 588

(6.11)

Now, in order to get by Equation 6.11 in terms of deflections (instead of stresses),
the first step is to substitute the stress-strain relationships. Thus, in three dimensions, the
stress strain equations [36-37] can be expressed in the j-7-8 coordinate system as
I
c "  / %jj  / %77  %88 d
"  / "  #/

5jj œ

5j7 œ

577 œ

I
c "  / %77  / %jj  %88 d
"  / "  #/

588 œ

I
c "  / %88  / %jj  %77 d
"  / "  #/

I
#j7
# "/

5j8 œ

I
#j8
# "/

578 œ

(6.12)

I
#78
# "/

where I is the Modulus of Elasticity for the material and / is Poisson's Ratio.
Substituting these relationships into Equation 6.11 results in the following expressions
>j œ

I
#j8 œ K#j8
# "/

>7 œ
>8 œ

(6.13)

I
#78 œ K#78
# "/

I
c "  / %88  / %jj  %77 d
"  / "  #/

where K is the Shear Modulus given by K œ IÎc# "  / d. At this point, Equation 6.13
is now in terms of strains, but not deflections. Therefore, the strain displacement
relationships for three-dimensions are given as follows,
%jj œ
#j7 œ

`+
`j

`,
`+

`j `7

%77 œ
#j8 œ

`,
`7

``+

`j `8

%88 œ
#78 œ

``8

(6.14)

`,
`
`8 `7

where +, , , and - are the deflection components in the j, 7, and 8 directions,
respectively. Thus, plugging the relationships in Equation 6.14 into Equation 6.13 results
in the following
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>j œ KŒ

``+

`j `8

>7 œ KŒ
>8 œ

(6.15)

`,
`
`8 `7

I
``+
`,
 /Œ

” "/
•
"  / "  #/
`8
`j
`7

Thus, Equation 6.15 represents the boundary equations for an applied traction vector. As
usual, these equations can be placed into the meshless framework form, by replacing the
derivative operators by their meshless representation, as shown
s j ™ es
s 8 ™ es
>j œ KŠ˜G
- f  ˜G
+f‹
T

T

(6.16)

s 8 ™T šs
s 7 ™T es
>7 œ KŠ˜G
, ›  ˜G
- f‹

s 8 ™ T es
s j ™ T es
s 7 ™T šs
>8 œ L ’ "  / ˜ G
- f  / Š˜G
+ f  ˜G
, ›‹“
s vectors represent the weight
where L œ IÎc "  / "  #/ d and the respective G
vectors for the boundary topologies. Thus, extracting the values for +, , , and - at the data
center from these expressions and rearranging to form a matrix set of equations (as
described in Chapter 3), results in the following local implicit formulation of an applied
traction condition,
Ô K <8
Ö
cE d œ Ö !
Õ L /<

j

!

K <j

K <8

K <7

L /<7

×
Ù
Ù

L "  / <8 Ø

Ú
+ ÞØ5Ù
Ý
Ý -á
á
w
e ? f œ Û ,- ß
Ý
Ý á
á
Ü -- à

(6.17)

Ø5"Ù
Ú
Þ
ë 8 ™ T eë
ë j ™T eë
Ý
á
>j  K ˜ G
+ f  K ˜G
-f
Ý
á
Ý
á
Ý
á
T
T
ë 8 ™ ˜ë
ë 7 ™ eë
e, f œ Û
ß
>7  K ˜ G
, ™  K ˜G
-f
Ý
á
Ý
á
Ý
á
Ý
á
T
T
T
ë
ë
ë
ë
˜
™
˜
™
˜
™
˜
™
Ü >8  L / Gj eë
+ f  L / G7
,  L "  / G8 eë
-f à
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It is important to note that although Equation 6.17 allows for solutions on the
boundary relative to the surface normal and tangential directions, it does not allow for
solutions in the B, C, and D directions. Therefore, in order to both construct the
differential operator vectors (since values of +, , , and - will be required at any node in
the topology), as well as transform the final values at the boundary node back to B-C-D
coordinates, the following transformation must be applied
Ú+Þ

Ô /3 † /j
Û , ß œ /3 † /7
Ü - à Õ /3 † /8

/4 † /j
/4 † /7
/4 † /8

Ú? Þ
/5 † /j ×Ú ? Þ
/5 † /7 Û @ ß œ cUdÛ @ ß
ÜAà
/5 † /8 ØÜ A à

(6.18)

and similarly for the backward transformation
Ú? Þ

Ô /3 † /j
Û @ ß œ /3 † /7
Ü A à Õ /3 † /8

/4 † /j
/4 † /7
/4 † /8

T
Ú+Þ
/5 † / j × Ú + Þ
T
/5 † /7 Û , ß œ cUd Û , ß
Ü- à
/5 † /8 Ø Ü - à

(6.19)

where /3 , /4 , and /5 are the unit vectors of the B-C-D coordinate system, and /j , /7 , and
/8 are the unit vectors of the j-7-8 system expressed in the B-C-D system. Therefore, by
using Equation 6.17, in conjunction with the forward and backward transformations
listed in Equations 6.18 and 6.19, the case of applied tractions can be solved on the
boundary. However, rather than perform these transformations on an ad hoc basis, they
too can be incorporated into the differential operators needed to solve the meshless
framework system of equations. Therefore, by substituting the transposed rotation matrix,
cUdT , into Equation 3.6, the following expression can be formed
cEdcUdT e?w f œ cEw de?f œ e,f

(6.20)

where the Ew matrix will now return deflections in B-C-D space, instead of j-7-8.
Therefore, Equation 6.17 now becomes:
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Ô K <8
Ö
cE w d œ Ö !
Õ L /<

j

!

K <j

K <8

K <7

L /<7

×
Ù T
ÙcUd

L "  / <8 Ø

Ú
? ÞØ5Ù
Ý
Ý -á
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e?f œ Û @- ß
Ý
Ý á
á
Ü A- à

(6.21)

Ø5"Ù
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+ f  K ˜G
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á
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+f  L / ˜G7 ™ ˜ , ™  L "  / ˜G8 ™ eë
-f à

Notice how the unknown vector, e?f, now contains the deflections in B-C-D space
directly.
Finally, the remaining condition that can be applied to an elasticity boundary is
the so-called mixed condition. In this case, deflections are prescribed in some directions,
while tractions are implied in others. Fortunately, because deflections are almost always
implied normal and tangential to the surface, the values prescribed are not ?, @, and A,
but instead the components +, , , and - . This is fortunate because the only step necessary
to solve this case is to replace the rows of the prescribed direction in Equation 6.21 with
the given value. For example, say that there is a traction of zero applied to both tangential
directions (>j œ >7 œ !), and that there is a deflection of zero applied to the normal
direction (- œ !). This is a very common situation as this combination represents a roller
type condition, where the surface is free to slide tangentially, while restricted to
deflecting normally. Thus, in this case Equation 6.21 would be expressed as
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Ô K <8
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Note that nothing has changed as far as the solution technique, only in the building of the
Ew matrix and right hand side vector.
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CHAPTER 7
GENERALIZED AUTOMATIC POINT DISTRIBUTION
Thus far this thesis has been concerned primarily with the theoretical aspects of
developing the meshless formulations for several governing equations. However, another
key aspect of developing a working framework is the required preprocessing necessary to
take an analytical representation of a solid (generally in the form of an IGES file) and
discretize it in an fashion which is appropriate for meshless solutions. Although reading
an IGES model file and interpreting the data is not necessarily a straightforward process,
it does not involve any new work, and as such the techniques needed are thoroughly
documented in current literature [38]. Therefore, this chapter will deal primarily in
discretizing the primitive geometry into a form appropriate for meshless solutions.
7.1.

SURFACE DISCRETIZATION
The first set of primitive entities that must be discretized are the boundary

surfaces. In general, surface geometry that is generated from an IGES file is expressed as
an underlying analytical surface and a bounding curve in three-dimensional space. Thus,
a very simple case of a flat plane with circular bounds is shown below in Figure 7.1.

Figure 7.1. Representation of Planar Surface with Circular Bounds
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In this figure, the underlying plane geometry is represented as an analytical
parameterized function, WÐ?ß @Ñ, and the bounding curve in three-dimensional space is
represented as a generalized function, BÐ(Ñ.
Therefore, before any discretization can take place, the generalized bounding
curve must be discretized on the surface and transformed from ( space into ?-@ space. To
accomplish this task, a closest approach algorithm [39] is used to generate a set of
simultaneous equations in ?-@ space which is solved using a simple multi-variable
Newton-Raphson algorithm [40]. Having discretized the bounding curve and
transforming the segments into ?-@ space, the surface representation can be visualized as

Figure 7.2. Representation of Surface Geometry and Discretized Bounding Curve

where the bounding curve has been replaced by a piecewise polynomial, T Ð0Ñ, which is
discretized in ?-@ space.
To apply a surface discretization to this geometry, the concept of two-dimensional
quadtrees [41] are used to generate a preliminary "all inclusive" map of the surface.
Then, the remaining unmapped area is closed using a two-dimensional triangulation
utilizing Delauney triangulation. This mapping procedure will therefore generate a
generalized, two-dimensional representation of the surface geometry which can be
transformed into three-dimensional space (using the underlying surface equation) and
discretized into the needed meshless nodes.
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To implement these techniques, the first step in mapping this surface is to
generate the quadtree representation. A quadtree is a tree data structure whose
construction is based on the recursive decomposition of the Cartesian plane. Specifically,
a quadtree representation of a closed region is defined by the recursive partitioning of the
Cartesian plane into four equally sized quadrants which lie parallel to the coordinate axis.
This recursion can be repeated until a model resolution criterion or partitioning limit is
achieved. In the case of the mapped surface representation, only quadtrees that lie
completely within the bounding curve are retained, as the remaining uncovered area will
be mapped using a triangulation. Therefore, to illustrate the concept of quadtrees, the
following figure demonstrate= how the level of refinement may be adapted to best
represent the actual geometry.

Figure 7.3. Example of Quadtree Discretization

In Figure 7.3 it is clear that a minimum number of discretizations need to be made
in order to represent the given curved geometry. Thus, this technique can be applied to
the planar surface with circular bounds represented in Figure 7.2 to generate an "all
inclusive" quadtree map
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Figure 7.4. Quadtree Representation of Surface

In Figure 7.4 the quadtrees outlined in blue are "all inclusive," meaning that their
bounds lie completely within the bounds of the surface. The remaining quadtrees are
outlined in gray, meaning that they are either completely, or partially outside of the
surface bounds. It is clear by examining this figure that although the quadtree
discretization uses a minimal number of levels to represent the surface, it leaves rather
large gaps between the bounds of the quadtree and the bounds of the surface. Therefore,
to fill these gaps, a simple triangulation is performed between these two regions, shown
in the figure below.

Figure 7.5. Quadtree and Triangulation Representation of Surface

As seen in Figure 7.5, the triangulation is shown in red, while the quadtrees are still
shown in blue.
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Using the combination of the quadtree and triangulated patches as a discretized
map of the surface, nodes can now be placed on the surface at the center locations of each
patch. For quadtrees, this location is simply the center of the individual quadtree area, for
the triangles, barycentric coordinates can be used to determine the central location. Thus,
shown below is an illustration of where a given node will be placed within each type of
area

Figure 7.6. Placement of Nodes for Quadtree and Triangular Areas

Therefore, applying these placement rules to the surface map shown in Figure 7.5,
the final surface discretization for this particular geometry would be

Figure 7.7. Nodal Distribution of Planar Surface with Circular Bounds

Of course, once the nodal distribution in Figure 7.7 has been generated in ?-@ space,
using the underlying equation for the surface, these nodes can be transformed into B-C-D
space and sent to the meshless framework.
It is important to note that although the meshless techniques do not require a
structured mesh, they are still somewhat sensitive to the quality of the nodal distribution
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(although not nearly as sensitive as more traditional meshed methods). Therefore, it is
important when discretizing in this fashion that the size of the neighboring quadtrees are
on the same order as the triangulated patches. Thus, although Figure 7.7 shows a fully
discretized surface, more accurate solutions would be produced if the quadtrees were
discretized a few more levels, to more appropriately correspond with the neighboring
triangulation.
7.2.

VOLUME DISCRETIZATION
Having discretized the boundary surfaces, the remaining discretization must take

place within the model interior. A similar, recursive representation can be used, this time
in three-dimensions instead of two. The three-dimensional counterpart to the quadtree is
the octree, which represents a closed volume by defining a recursive partitioning of a
Cartesian volume into eight equally sized quadrants which lie parallel to the coordinate
axes. This recursion can once again be repeated until a model resolution criterion or
partitioning limit is achieved. As with the surface mapping, only octrees that lie
completely within the bounding volume are retained, however, unlike the surface
mapping, no additional triangulation needs to be done in order to fill the volume. Since
the interior nodes need not be associated with any particular control volume, the interior
volume does not need to be completely accounted for using the octree discretization.

Figure 7.8. Octree Representation of Simple Three-Dimensional Volume
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One of the major benefits of using an octree discretization for the interior is that
by placing the interior nodes at the intersections of the octree volumes, a nearly Cartesian
distribution can be generated for most of the interior. As already stated in Chapter 2, the
meshless algorithms can be greatly simplified when a Cartesian point distribution is
present, as the bulk of the interior will collapse to native finite differencing.
Also note that although the discretization shown in Figure 7.8 seems to suffer
from the so-called staircase issue, recall that the green octree regions are only used for
discretizing the interior volume. Since quadtree regions will be used to independently
discretize the boundary, there are no problems associated with this sort of coarse
correlation with the boundary surfaces.
Through the use of both quadtree and octree discretization techniques, any
arbitrary model can be automatically discretized, and meshless points distributed, such
that stable and efficient solutions may be found. These techniques illustrate the power
and versatility of meshless methods to be applied to any generic model in a very
generalized fashion.
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CHAPTER 8
NUMERICAL VERIFICATION AND EXAMPLES
Having developed the concepts underlying the meshless framework, it is now
appropriate to demonstrate the aforementioned techniques' ability to properly solve
classic verification and example problems. A total of six problems are shown within this
context, the first three dealing with steady-state heat conduction, the fourth dealing with
ideal flow, the fifth dealing with heat advection-diffusion, and the last dealing with
elasticity.
8.1.

HEAT CONDUCTION VERIFICATION
The first verification that will be performed using the meshless framework

outlined in this paper will be the case of a simple 3D domain with known temperature
field applied to all boundaries. The problem description can be seen below in Figure 8.1.

Figure 8.1. Heat Conduction Verification Problem Description

Note that for this case, the applied temperature conditions to the boundary are given as a
function of geometry and can be expressed as:
X Bß Cß D œ BCD
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(8.1)

Therefore, the surface temperatures obtained after solving this problem with the
indicated set of conditions using a grid spacing of ?B œ ?C œ ?D œ !Þ!& (9025 total
solution nodes) can be seen in Figure 8.2.

Figure 8.2. Heat Conduction Verification Surface Temperatures

However, since the temperature is prescribed everywhere on the boundary, this
gives little indication as to the solution's accuracy. Therefore, several arbitrary lines of
constant B and D were chosen and plotted against the known analytical results. These
comparisons can be shown below in Figure 8.3.

Figure 8.3. Interior Temperature Comparison
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As shown, the results obtained using the meshless framework match very well with the
exact solution imposed over the boundary.
Additionally, to further verify the solutions accuracy against the exact solution,
the temperature along the diagonal, from point !ß !ß ! to point "ß "ß " , can be
paramaterized with respect to a non-dimensional value, - and plotted for both solution
methods.

Figure 8.4. Diagonal Temperature Comparison

In Figure 8.4, it can once again be seen that the meshless solution is capable of
representing the exact solution very closely.
To verify the overall quality of the solution throughout the domain, an L2 norm of
the relative error was calculated by relating the difference between the meshless and
analytical results as follows:
Ë 3œ"
R

Iœ

Xmeshless Xanalytical

#

R

Xanalytical 7+B  Xanalytical 738
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(8.2)

Having completed this calculation for this particular problem and nodal distribution, the
resulting error of the interior nodes was found to be #Þ##( ‚ "!& or !Þ!!##%, a nearly
insignificant amount.
Obviously, for this simple case of imposed temperature, it would be expected that
the solution is extremely accurate, especially considering the level of complexity of the
imposed solution field. However, it is still important to verify that the techniques are able
to accurately represented three-dimensional fields within a regular domain.
8.2.

HEAT CONDUCTION WITH 1D SOLUTION
The second verification problem is the simple case of a one-dimensional

temperature distribution within a solid. This is a classic example because it verifies that
the solution is stable within the domain (by making sure that there aren't any fluctuations
in solution based on position), as well as that applied flux conditions (insulated) are
working properly on the surface. Thus, the problem description is shown below in Figure
8.5.

Figure 8.5. One-Dimensional Heat Conduction Example Problem Description

Note that for this case, the problem solution will be linear and one-dimensional between
the front and back surfaces. Additionally, due to the insulated sides, the solution should
be independent of position on any plane along the dependant dimension.
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Thus, after solving this problem using the developed techniques, the surface
solution produced is shown in Figure 8.6 (againß alongside the nodal distribution used).

Figure 8.6. One-Dimensional Heat Conduction Example Surface Temperatures

For this problem a nodal spacing of ?B œ ?C œ ?D œ !Þ!& (9025 total solution nodes),
was used
Additionally, to verify that this problem is correct regardless of position, several
arbitrary vectors were chosen along the B direction and their solutions compared to the
analytical results.

Figure 8.7. Interior Temperature Comparison
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Once again, excellent correlation is obtained between the meshless and exact
solutions for the interior nodes.
A similar error analysis was performed for this problem, and the final relative L2
norm of the error was computed as #Þ)$$ ‚ "!% or !Þ!#)$%. Thus, the solution obtained
using the meshless techniques once again did an excellent job of representing the exact
field, even with applied flux conditions.
Additionally, in an attempt to identify the grid convergence qualities of the
meshless framework developed, the initial verification problem (with applied temperature
boundary conditions) and the current 1D solution problem was solved using a variety of
nodal distributions and their relative error was plotted in Figure 8.8.

Figure 8.8. Grid Convergence Behavior for Heat Conduction

From this figure it can be seen that while the 1D solution converges on the order of
SÐ2 # Ñ, the verification problem actually converges on the order of SÐ2Ñ. However,
looking at the relative values of error, this anomaly can most likely be explained by the
fact that the solution was found to such a high degree of accuracy that complete
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convergence had been obtained. Also note that this range of nodal spacing represent the
limits of the testing machine; in other words, at a nodal spacing greater than 0.25 there
are not enough interior nodes to accurately generate interpolating functions, and at nodal
spacing less than approximately 0.01, the memory limit of the workstations are exceeded.
8.3.

HEAT CONDUCTION IN PIPE
The third example problem attempted in the area of heat conduction is the case of

a radial heat pipe. In this case, a uniform temperature difference is applied to the inside
and outside of a hollow, cylindrical pipe and the temperature distribution within the
material is desired. Thus, the problem description is shown below in Figure 8.9.

Figure 8.9. Heat Conduction in Pipe Example Problem Description

Note that for this problem the analytical solution can be found from classic texts
[34] and is dependant only on the radial direction. Thus, the solution for this particular
configuration is given as
X Ð<Ñ œ X#  X"

lnŠ <<" ‹
lnŠ <<#" ‹

 X" œ

"!!
ln #<
ln #

(8.3)

Thus, by utilizing the quadtree and octree surface and volume discretization
techniques, nodes were distributed on a 1 unit long model, at an average nodal distance
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of . œ !Þ!&, which resulted in a total of #!$%! nodes for this problem. Thus, after the
solution was obtained, a representative slice was taken at D œ !Þ& and the temperature
distribution (along side node locations for this slice) are plotted below.

Figure 8.10. Heat Conduction in Pipe Example Problem Temperature Distribution

Note that although Figure 8.10 illustrates only a two dimensional cut of the
model, the entire three dimensional model was solved using a similar nodal spacing
projected into the D direction. Therefore, comparing the results obtained using the
meshless techniques to that given by the exact solution resulted in an overall relative
error of approximately *Þ#"' ‚ "!% or !Þ!*#%. It is a testament to the robustness of
these techniques that even for a relatively coarse discretization such as this that the
solution is obtained to such a high degree of accuracy.
Additionally, a plot of average radial temperature as a function of distance from
the axis of rotation was performed, to further illustrate that the solution is consistent
throughout the entire range of D .
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Figure 8.11. Average Radial Temperature Comparison

Figure 8.11 therefore represents the average of several meshless solution locations along
the radial direction (4 per D value, total of 21 D locations, representing overall average of
84 radial lines) compared to the solution obtained from Equation 8.3.
8.4.

IDEAL FLOW OVER A CYLINDER
Having demonstrated the ability of the meshless routines in accurately solving

heat conduction problems, the next test case is that of ideal flow. For this case, an inlet
flow is applied into a square channel with a cylindrical section removed. The problem
description can be seen below in Figure 8.12.

Figure 8.12. Ideal Flow Over Cylinder Problem Description
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Note that although this figure represents the domain in two dimensions, this is only for
clarity and the actual problem will be solved in three dimensional space (however, the
problem is independent of the depth).
Therefore, having developed the model and problem description, the quadtree and
octree techniques described in Chapter 7 were used to generate the nodal distribution,
seen below in Figure 8.13.

Figure 8.13. Nodal Distribution for Ideal Flow Over Cylinder

Note that for this particular distribution 42328 nodes were used (8432 boundary nodes
and 33896 interior nodes) with an average nodal spacing of approximately 0.1.
Having automatically distributed nodes within the domain, and properly applying
boundary conditions, the solution was obtained and a representative slice was plotted
with respect to the length and height, seen below in Figure 8.14.

Figure 8.14. Streamlines and Velocity Potential Contours

Figure 8.14 shows two aspects of the solution process; the contours shown are
those of the velocity potential, 9, while the streamlines were obtained using a post
processing algorithm (working on the velocity potential). As shown, the streamlines
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match the expected results and the velocity potential appears to be behaving correctly
(max at inlet, min at outlet, perpendicular to walls).
Additionally, removing the velocity streamlines and adding the velocity vectors
once again demonstrates excellent correlation to the expected result, shown below in
Figure 8.15.

Figure 8.15. Velocity Potential Contours and Velocity Vectors

From this figure, the stagnation point at the front of the cylinder can be identified,
as well as the "reattachment" point at the back side of the cylinder. Additionally, the
velocity field is parallel far away from the cylinder, indicating that the velocity potential
is being determined appropriately.
Having demonstrated the basic ability to represent the solution around a cylinder,
both the channel height and width were increased to eliminate effects from the walls. At
this point an analytical solution for the velocity potential may be found through
superposition of elementary plane flows [42] as
9Ð<ß )Ñ œ  Y <Œ" 
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+#
cos )
<#

(8.4)

where Y is the bulk stream velocity, < is the radial distance from the revolution axis of
the cylinder, ) is the polar angle from the revolution axis of the cylinder (in plane), and +
is the radius of the cylinder. Therefore, comparing the analytical results to those obtained
along the midplane of the model at a sufficient distance from the walls results in the
following plot of velocity potential versus height.

Figure 8.16. Comparison of Velocity Potential with respect to Vertical Position

Note that the meshless solutions were appropriately scaled by the outlet condition
for appropriate comparison. Thus, after scaling, it is clear that the velocity potential is
being accurately reproduced by the meshless techniques outlined in this framework.
This example is an important demonstration of the developed framework's ability
to post process computation variables using the described meshless techniques.
Oftentimes efficiency is lost when computing post-processing values at each iteration,
and by being able to pre construct the derivative operators necessary for these operations,
this loss can be minimized. Additionally, the geometry of this problem was much more
complex than previous attempts and by using the automated techniques described in
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Chapter 7 to build the nodal distributions, a very accurate solution was produced with
minimal human involvement.
8.5.

CONVECTIVE HEAT TRANSFER THROUGH A PIPE
Logically, the next step for verifying the ideal flow with heat advection-diffusion

formulation is to solve a representative heat convection problem. Rather than solve for
the temperature field along with the flow, to isolate the heat convection routines, a fully
developed velocity profile will be imposed over the domain. Therefore, the problem to be
solved is the case of convective heat transfer in a flow traveling through a cylindrical
pipe, as described in Figure 8.17.

Figure 8.17. Convective Heat Transfer Problem Description

Notice that the velocity profile is given as a function of radial distance, where < œ !
corresponds to the centerline of the cylinder. Therefore, using the quadtree and octree
techniques to distribute the nodes for this problem resulted in the following distribution.

Figure 8.18. Nodal Distribution for Convective Heat Transfer
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For this particular geometry, approximately 4500 nodes were used with an average nodal
spacing of roughly !Þ#.
Thus, for this particular fully developed velocity profile, a semi-analytic solution
was obtained for a Prandtl number of !Þ( [43-44]. Thus, desiring to compare the meshless
solution with this analytical solution, the problem was solved as described and the
temperature profile is shown below.

Figure 8.19. Temperature Profile Through Midplane

Here, it is clear that because the flow is moving at such a slow speed relative to the
temperature difference, the entire flow reaches bulk temperature very quickly. However,
since semi-analytic results exist for this problem, the temperature profile along the center
line can be compared to those obtained using meshless.

Figure 8.20. Temperature Comparison Through Centerline
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Thus, there is an excellent correlation between the semi-analytic and meshless
solutions with a root mean square error of approximately !Þ!!&%.
To further demonstrate the solver's ability, the velocity profile was then increased
to Z8 œ & † "  <# , and the midplane temperature profile again plotted,

Figure 8.21. Temperature Profile Through Midplane (Increased Velocity)

Here it is clear that the temperature field is behaving appropriately and as the velocity
magnitude is increased, it takes more distance for the flow temperature to reach the
imposed value. Additionally, several slices were taken along the length of the cylinder
(varying from D œ ! to approximately D œ #) and the temperature profiles were plotted.

Figure 8.22. Representative Temperature Profile Slices Along Cylinder

Thus, the temperature is behaving well in the radial direction as the contours are
symmetric about the axis of revolution for the cylinder.
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8.6.

STRESSES IN A CYLINDRICAL PRESSURE VESSEL
The final verification case will look at steady state elasticity and the problem of

finding the radial and hoop stresses for a cylindrical pressure vessel, as shown below in
Figure 8.23.

Figure 8.23. Cylindrical Pressure Vessel Description

Thus, for this problem the inner radius of the cylinder was set at %in, the outer radius was
set at (in, and the inner and outer pressures, T3 and T9 , were set at "!!psi and !psi,
respectively. As this is a very classic problem, analytical solutions for both radial and
hoop stress are readily available [45] and are given by
<"# T3  <## T9
<"# <## T3  T9
5< Ð3Ñ œ

<##  <"#
<##  <" 3
52 Ð3Ñ œ

(8.5)

<"# T3  <## T9
<"# <## T3  T9

<##  <"#
<##  <" 3

where 3 is the point of interest in the radial direction.
Note that although at first glance this problem would appear to be ill-posed
because of the pressure only conditions, because of the combination of roller and
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symmetry conditions applied to the end caps this problem was able to be solved without
arbitrarily fixing any nodes.
Therefore, having developed the problem model and setup, the meshless nodal
discretization was creating using the described techniques and is shown in Figure 8.24
below.

Figure 8.24. Meshless Nodal Distribution Pressure Vessel

Additionally, rather than simply solve this problem using meshless alone, a commercially
availably Finite Element method solver was also used to develop a similarly dense mesh
for this particular geometry. Notice that this was done not only to verify that both
techniques obtained the correct results, but also to demonstrate how the automated
meshless process can compare to a commercially available analysis package. Therefore, a
sample layer of the finite element mesh used in solving this problem is shown below in
Figure 8.25.

Figure 8.25. Finite Element Mesh for Pressure Vessel
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To compare the results obtained using the meshless framework as well as the
finite element package to the analytical solution, plots of the radial and hoop stress, as a
function of radial distance, <, were created and can be seen below.

Figure 8.26. Radial Stress Comparison

Figure 8.27. Hoop Stress Comparison

As shown, both techniques are very capable of accurately reproducing the
analytical stress field within the cylinder. It is important to realize that for this problem,
not only was the meshless routine comparable to the finite element package in terms of
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speed and accuracy, but it also required no human interaction to develop the underlying
nodal distribution. It is the elimination of this requirement which makes the
aforementioned techniques so appealing.
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CHAPTER 9
CONCLUSIONS AND FUTURE WORK
In conclusion, this thesis has presented a novel meshless method framework
utilizing two different meshless collocation techniques. The first technique, Radial Basis
Function collocation, has already been proven in many applications, but suffers from
stability issues with non-radially-symmetric derivatives as well difficulties when dealing
with upwinded and dynamically varying derivatives. In an attempt to alleviate these
problems, this technique has been used to augment tradition finite element formulations,
leading to Virtual RBF Finite Difference collocation. Together, these two techniques
allow for solutions on unstructured nodal distributions requiring no connectivity mesh
whatsoever. Additionally, in an attempt to develop a generalized, extensible meshless
framework, a tailored formulation method was used to develop the governing equations
into a standard form which can be solved in a interchangeable module environment. After
developing the meshless framework formulation for several sample governing equations,
the concepts of surface quadtrees and volume octrees were presented, which allow for
generalized procedures for discretizing three-dimensional problem geometry. Finally,
through several verification tests and example problems it was shown that the developed
framework is capable of producing accurate results for realistic problems while
minimizing the amount of required input by the user.
As far as future extension of the current work, the first step is understanding that,
thus far, the primary focus of this work has been on three-dimensional formulations
whose governing equations were of a linear form. Though this encompasses a wide range
of physical phenomenon, a notable exception is the Navier-Stokes equations, which has
non-linear, convective derivatives. As this is the logical progression from the case of
ideal flow demonstrated in this thesis, a method of utilizing these techniques for
nonlinear problems is desirable. As such, future work could be used to extend this
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framework (specifically, the meshless framework formulation) to both linear, and nonlinear governing equations.
Another current limitation in the framework is that there are no mechanisms for
tackling transient problems. As solving problems accurately in time is often a
requirement for a particular engineering analysis, this is definitely another important area
which requires further study.
These techniques could also be further improved by introducing parallelization.
As briefly mentioned in Chapter 3, there has been a large push for parallelizing routines
in response to the increasing number of processor cores that are being packaged together
in modern CPUs. As such, future effort could also be placed into parallelizing the
developed meshless framework for optimal performance on these multi-core machines.
Lastly, with the increased emphasis on automatic model setup and improved
computational time present with these techniques, new applications could be found in the
areas of automatic part generation or shape optimization by applying existing
optimization methods such as genetic algorithms. These applications would have been
previously impossible due to the limitations present in a traditional meshed based
method, however, with meshless techniques, they are now feasible.
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