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Abstract
We study weakly stable hyperbolic boundary problems with highly oscillatory coefficients that are
large, O(1), compared to the small wavelength ǫ of oscillations. Such problems arise, for example, in
the study of classical questions concerning the stability of Mach stems and compressible vortex sheets.
For such applications one seeks to prove energy estimates that are in an appropriate sense “uniform”
with respect to the small wavelength ǫ, but the large oscillatory coefficients are a formidable obstacle
to obtaining such estimates. In this paper we analyze a simplified form of the linearized problems that
are relevant to the above stability questions, and obtain results that are both positive and negative.
On the one hand we identify favorable structural conditions under which it is possible to prove
uniform estimates, and then do so by a new approach. We also construct examples showing that large
oscillatory coefficients can give rise to an instantaneous multiple amplification of the amplitude of
solutions relative to data; for example, boundary data of a given amplitude O(1) can immediately give
rise to a solution of amplitude O( 1
ǫ
K ), where K > 1.
1 We use the examples of multiple amplification
to confirm the optimality of our uniform estimates when the favorable structural conditions hold.
When those conditions do not hold, we explain how multiple amplification of infinite order may rule
out useful estimates.
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1 Introduction
We study linear hyperbolic boundary problems on Ω := Rt × Rx1 × {x2 : x2 ≥ 0} of the form
L(∂)u+D
(
φin
ǫ
)
u := ∂tu+B1∂x1u+B2∂x2u+D
(
φin
ǫ
)
u = F
(
t, x,
φ0
ǫ
)
in x2 > 0
Bu = G
(
t, x1,
φ0
ǫ
)
on x2 = 0
u = 0 in t < 0,
(1.1)
where the Bj are N×N constant matrices, B2 is invertible, and the highly oscillatory matrix coefficient
D
(
φin
ǫ
)
is large, O(1), compared to the small wavelength ǫ ∈ (0, ǫ0].2 We take the problem to be weakly
stable in the sense that (L(∂), B) fails to satisfy the uniform Lopatinski condition (Definition 2.5) in
a specific way (Assumption 2.9).3 The boundary matrix B is a constant p ×N matrix of appropriate
rank p, and the functions F (t, x, θ), G(t, x1, θ) and D(θin) are respectively periodic of period 2π in θ
and θin. The boundary phase is taken to be φ0(t, x1) = βl · (t, x1), where βl = (σl, ηl) ∈ R2 \ 0 is one of
the directions where the uniform Lopatinski condition fails. The interior phase
φin(t, x) = φ0(t, x1) + ωN (βl)x2(1.2)
is one of the incoming phases (Definition 2.6); its restriction to x2 = 0 is φ0. For convenience we take
F and G to be zero in t < 0.
The problem (1.1) is a simplified form of linearized problems that arise, for example, in the study
of stability of Mach stems and vortex sheets. In trying to rigorously justify the classical mechanisms
2It is sometimes necessary to replace (F,G) in (1.1) by functions (F ǫ, Gǫ) of the same arguments.
3Such problems are referred to as “weakly real” (WR) problems in [BGRSZ02].
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for Mach stem formation and vortex sheet roll-up proposed in [MR83] and [AM87], one is led to study
weakly stable linearized problems with large oscillatory coefficients of the form
∂tu+
2∑
i=1
Bi
(
ǫv(t, x,
φin
ǫ
)
)
∂xiu+D
(
v(t, x,
φin
ǫ
)
)
u = F
(
t, x,
φ0
ǫ
)
in x2 > 0
B
(
ǫv(t, x,
φ0
ǫ
)
)
u = G
(
t, x1,
φ0
ǫ
)
on x2 = 0
v = 0 in t < 0,
(1.3)
where ǫ ∈ (0, ǫ0] and v, F,G are periodic in their third arguments. The mechanisms in question are
exhibited by approximate WKB (or geometric optics) solutions to the original quasilinear equations. One
approach to showing that such approximate solutions are close to true exact solutions (i.e., “justifying”
the geometric optics solutions) depends essentially on first proving energy estimates for (1.3) that are
in an appropriate sense uniform with respect to small ǫ (Remark 1.1). Such estimates do not exist at
present. Methods that have been used successfully on other hyperbolic boundary problems fail to yield
uniform estimates for (1.3).4 In fact, those methods fail even when applied to the simplified problem
(1.1); however, the approach of [CGW14] works if D is replaced by ǫD in (1.1). The main obstacle,
roughly, is that the estimates exhibit a loss of one derivative from solution u to data (F,G), and the
available methods produce error terms too large when ǫ is small to be absorbed by the left sides of the
estimates. It is not yet clear whether the obstacle can be overcome with better methods or is truly
insurmountable.
We note that even when D = 0 in (1.1), one observes both a loss of derivatives in the energy estimates
and an associated phenomenon of (first-order) amplification; data (F,G) of size O(1) generally gives
rise to a solution of size O(1ǫ ) [CG10].
It is partly in order to assess the feasibility of proving uniform estimates for problems like (1.3),
estimates sufficiently strong to justify geometric optics solutions of the original nonlinear equations,
that we study here the problem of proving uniform estimates for (1.1).5 Also, we regard this question
as a natural question in the linear hyperbolic theory worth studying in its own right.
In [Wil18] we studied this question for the problem (1.1) in the special case where D(θin) =
eiθinIN×N . This choice leads to the simplest one-sided cascades (defined below). In this paper we
consider general (sufficiently regular) oscillatory N ×N coefficients
D(θin) = (di,j(θin))i,j=1,...,N ,(1.4)
which produce one-sided cascades when D(θin) has only positive Fourier spectrum, and two-sided cas-
cades when D(θin) has both positive and negative Fourier spectrum. Here, in addition to proving
optimal estimates for certain problems with two-sided cascades, we substantially refine and extend the
methods introduced in [Wil18] to obtain estimates that are optimal in the one-sided case. Consequently,
the “amplification exponent” E that appears in the estimates of Theorem 2.11 is generally much smaller
than the corresponding exponent in the estimates of [Wil18]. The optimality of E is verified in section
5 by the construction (and justification) of approximate geometric optics solutions whose amplitudes
exhibit exactly the maximum order of multiple amplification relative to the data permitted by the
estimate (Remark 5.13).
4Here we have in mind: (a) problems where the uniform Lopatinski condition holds [Kre70, CGW11]; (b) weakly stable
problems like (1.3) but with non-oscillatory coefficients [Cou04, Cou05, CS04]; and (c) weakly stable problems like (1.3)
where the oscillatory function v is replaced by ǫv in the arguments of Bi, D, and B [CGW14].
5Section 6 gives a preliminary assessment.
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1.1 Iteration estimate
Here we describe the first main step in the analysis, which is to prove an iteration estimate for an
associated singular system. The same estimate is used for the cases of one and two-sided cascades. The
only restriction on D(θin) for the moment is that its Fourier spectrum is contained in Z \ 0.6
Let us first rewrite (1.1) with slightly modified F as
Dx2u+A0Dtu+A1Dx1u− iB−12 D
(
φin
ǫ
)
u = F (t, x,
φ0
ǫ
)
Bu = G(t, x1,
φ0
ǫ
) on x2 = 0
u = 0 in t < 0,
(1.5)
where A0 = B
−1
2 , A1 = B
−1
2 B1, and Dxi =
1
i ∂xi . We study (1.5) by looking for a solution of the form
u(t, x) = U(t, x, φ0ǫ ), where U(t, x, θ) is periodic in θ. This yields in the obvious way what we refer to
as the corresponding singular system for U : 7
Dx2U +A0(Dt +
σl
ǫ
Dθ)U +A1(Dx1 +
ηl
ǫ
Dθ)U − iB−12 D
(
ωN(βl)
ǫ
x2 + θ
)
U = F (t, x, θ)
BU = G(t, x1, θ) on x2 = 0
U = 0 in t < 0.
(1.6)
The matrix D(θin) can be written
D(θin) =
N∑
i,j=1
di,j(θin)Mi,j , where di,j(θin) =
∑
r∈Z\0
αi,jr e
irθin(1.7)
and Mi,j is the N × N matrix with (i, j) entry equal to 1 and all other entries 0. Using (1.7) we will
see (Remark 4.7) that we can reduce the study of (1.6) to the study of the same problem with D(θin)
replaced by d(θin)M , where M is any constant N ×N matrix and d(θin) is a scalar periodic function
d(θin) =
∑
r∈Z\0
αre
irθin .(1.8)
The first equation of (1.6) with D(θin) replaced by d(θin)M can then be written
Dx2U +A0(Dt +
σl
ǫ
Dθ)U +A1(Dx1 +
ηl
ǫ
Dθ)U − i
 ∑
r∈Z\0
αre
i
(
r
ωN (βl)
ǫ
x2+rθ
)B−12 MU = F (t, x, θ).
(1.9)
Next we consider the Laplace-Fourier transform in (t, x1, θ) of the singular system. Expand U(t, x, θ) =∑
k∈Z Uk(t, x)e
ikθ, expand F and G similarly, set
ζ := (τ, η) := (σ − iγ, η), where (σ, η) ∈ R2, γ ≥ 0,(1.10)
6See Remark 2.13(4) for the case where D has nonzero mean. Also, part (5) of that remark considers what happens
when φout is used instead of φin in (1.1).
7Clearly, u = uǫ and U = Uǫ depend on ǫ, but we usually suppress ǫ-dependence in the notation for these and other
functions. Singular systems were used in [JMR95] for initial value problems in free space.
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and define Vk(x2, ζ) := Ûk(ζ, x2), the Laplace-Fourier transform in (t, x1) of Uk(t, x). If we define
Xk := ζ +
kβl
ǫ
and A(ζ) = −(A0τ +A1η),(1.11)
we can write the transformed singular problem for the Vk as :
Dx2Vk −A(Xk)Vk = i
∑
r∈Z\0
αre
ir
ωN (βl)
ǫ
x2B−12 MVk−r + F̂k(x2, ζ)
BVk = Ĝk(ζ) on x2 = 0.
(1.12)
The iteration estimate, proved in Proposition 3.17, is an estimate valid for γ ≥ γ0 > 0 of the form
‖Vk‖ ≤ C
γ
∑
r∈Z\0
∑
t∈Z
‖αrαtD(ǫ, k, k − r)Vk−r−t‖+ C
γ2
∣∣∣F̂k|Xk|∣∣∣
L2(x2,σ,η)
+
C
γ3/2
∣∣∣Ĝk|Xk|∣∣∣
L2(σ,η)
.(1.13)
Here ‖Vk‖, defined in (3.44), is a modified L2(x2, σ, η) norm, the constants C and γ0 are independent
of (ǫ, ζ, k), and the αr are as in (1.12) (we redefine α0 to be 1 in (1.13)).
It is far from clear at this point that an estimate of the form (1.13) is useful. That depends on the
behavior of the global amplification factors D(ǫ, k, k − r), Definition 3.15.8 One expects these factors,
which are functions of ζ, to depend on (ǫ, k, r) and to be large sometimes, that is & 1ǫ , because of the
failure of the uniform Lopatinski condition. In sections 3.3 and 3.5 we show that the D(ǫ, k, k − r) can
be chosen so that for each ζ:
D(ǫ, k, k − r)(ζ) takes one of three values: 1, C5r2, or C5r
2
ǫγ
,(1.14)
where C5 is a fixed positive constant.
9 In particular, the D(ǫ, k, k− r) are independent of k! The factors
r2 in (1.14) are harmless; they are killed by the decay of the αr. One must understand for a given choice
of (ǫ, ζ) how many of these factors can be large; we say more about this below.
The norm ‖Vk‖ satisfies
|(‖Vk‖)|ℓ2(k) & |e−γtU |L2(t,x,θ) +
∣∣∣∣e−γtU(0)√γ
∣∣∣∣
L2(t,x1,θ)
,(1.15)
for U(t, x, θ) as in (1.6). The second main step in the analysis is to use the iteration estimate to estimate
|(‖Vk‖)|ℓ2(k) in terms of the data (F,G), and this leads us to examine the cascades produced by iterating
(1.13).
1.2 One and two-sided cascades
We first discuss the one-sided cascades that arise when the coefficients αr in (1.12) vanish for
r ≤ 0, that is, when d(θin) has only positive Fourier spectrum.10 Let us assume for now that F = 0
8Of course, this also depends on having the coefficients αr decay sufficiently rapidly with respect to r. That is the case
provided d(θin) is sufficiently regular, which we always assume.
9As ζ varies, the value taken can vary.
10There is an exactly parallel theory when d(θin) has only negative Fourier spectrum.
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and G =
∑∞
k=N∗ Gk(t, x1)e
ikθ for some N∗ ∈ Z; in fact, take N∗ = 1 for the moment. Since Gk = 0 for
k < 1, it follows from (1.12) that Vk = 0 for k < 1, so the iteration estimate (1.13) now reduces to
‖Vk‖ ≤ C
γ
k−1∑
r=1
k−r−1∑
t=0
‖αrαtD(ǫ, k, k − r)Vk−r−t‖+ |Gk|L2(σ,η), k ≥ 1,(1.16)
where Gk = C√γ Ĝk|Xk|γ . For any k ≥ 1 the indices k − r − t that appear in nonzero terms on the right
side of (1.16) satisfy k − r − t < k.
We can estimate the Vk for k ≥ 1 in terms of the Gj , 1 ≤ j ≤ k by iterating the estimate (1.16). The
iterations quickly become tedious to write down in detail, but let us do the first few. Writing |Gj |L2(σ,η)
simply as |Gj| we obtain:11
‖V1‖ ≤ |G1|
‖V2‖ ≤ C
γ
‖α1D(ǫ, 2, 1)V1‖+ |G2| ≤ C
γ
|α1D(ǫ, 2, 1)G1|+ |G2|
‖V3‖ ≤ C
γ
‖α1D(ǫ, 3, 2)V2‖+ C
γ
‖α1D(ǫ, 3, 2)V1‖+ C
γ
‖α2D(ǫ, 3, 1)V1‖+ |G3| ≤
C
γ
[
C
γ
|α1D(ǫ, 3, 2)α1D(ǫ, 2, 1)G1|+ |α1D(ǫ, 3, 2)G2|
]
+
C
γ
|α1D(ǫ, 3, 2)G1|+ C
γ
|α2D(ǫ, 3, 1)G1|+ |G3|.
(1.17)
It turns out that all the essential information about the estimate of Vk is contained in the cascade
that arises in the obvious way by iteration of (1.16). For example, the cascade corresponding to the
estimate of V3 in (1.17) is the following four-stage cascade:
[(V3)]→ [(V2, V1, V1,G3)]→ [(V1,G2)(G1)(G1)G3]→ [(G1),G2,G1,G1,G3].(1.18)
Here brackets [·] mark the individual stages, and a Vj or Gj term is included in parentheses only when
it makes its very first appearance in the cascade.
When k = 5 the following six-stage cascade can easily be written down without first doing a detailed
estimate of V5 as in (1.17):
[(V5)]→ [(V4, V3, V2, V1, V3, V2, V1, V2, V1, V1,G5)]→
[(V3, V2, V1, V2, V1, V1,G4), (V2, V1, V1,G3), (V1,G2), (G1), (V2, V1, V1,G3),
(V1,G2), (G1), (V1,G2), (G1), (G1),G5]→
[(V2, V1, V1,G3), (V1,G2), (G1), (V1,G2), (G1), (G1),G4, (V1,G2), (G1),
(G1),G3, (G1),G2, (V1,G2), (G1), (G1),G3, (G1),G2,G1, (G1),G2,G1,G1,G5]→
[(V1,G2), (G1), (G1),G3, (G1),G2,G1, (G1),G2,G1,G1,G4, (G1),G2,G1,
G1,G3,G1,G2, (G1),G1,G2,G1,G1,G3,G1,G2,G1,G1,G2,G1,G1,G5]→
[(G1),G2,G1,G1,G3,G1,G2,G1,G1,G2,G1,G1,G4,G1,G2,G1,
G1,G3,G1,G2,G1,G1,G2,G1,G1,G3,G1,G2,G1,G1,G2,G1,G1,G5]
(1.19)
11When iterating the estimate (1.16), we repeatedly make use of the fact that functions of ζ like D(ǫ, p, p− r) commute
right through the problem (1.12).
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In (1.17) and (1.19) the indices that appear on the Vj in the second and subsequent stages are less than
the index that appears in the first stage (one-sided cascades).
In section 4 we provide a more efficient way of constructing cascades like (1.19) and show how to
reconstruct the estimate of ‖Vk‖ in terms of the |Gj | from the cascade. As in (1.17), in the estimate of
‖Vk‖ terms will occur on the right side in which products of up to k − 1 global amplification factors
appear:
D(ǫ, k, k1)D(ǫ, k2, k3)D(ǫ, k4, k5) . . . where k > k1 ≥ k2 > k3 ≥ k4 > k5 . . . .(1.20)
It appears that one can obtain a useful final energy estimate of |(‖Vk‖)|ℓ2(k) only in problems where
one can show that for any given (ǫ, ζ), the number of large (that is C5r
2
ǫγ ) factors in products like (1.20)
is bounded above by a number E that is independent of (ǫ, ζ, k). In our first main result, Theorem
2.11, we identify classes of problems for which such an E exists. For these problems simple formulas
for E (2.32),(2.33) are given in terms of the numbers of incoming and outgoing modes |O|, |I| and the
number of directions βj ∈ Υ0 where the uniform Lopatinski condition fails.12 An efficient procedure
for estimating |(‖Vk‖)|ℓ2(k) on the basis of estimates like (1.17) is given in the proof of Proposition 4.4.
This leads to the following estimate for U(t, x, θ) as in (1.6): there exist ǫ0 > 0 and positive constants
E ∈ N, K, γ0 independent of ǫ such that for 0 < ǫ < ǫ0 and γ ≥ γ0 we have13
|e−γtU |L2(t,x,θ) +
∣∣∣∣e−γtU(0)√γ
∣∣∣∣
L2(t,x1,θ)
≤
K
(ǫγ)E
 1
γ2
(∑
k∈Z
∣∣∣|Xk|F̂k∣∣∣2
L2(x2,σ,η)
)1/2
+
1
γ3/2
(∑
k∈Z
∣∣∣Ĝk|Xk|∣∣∣2
L2(σ,η)
)1/2 .(1.21)
We call the process of passing from the iteration estimate to an estimate like (1.21) the cascade estimates.
Remark 1.1. (1) We refer to an estimate like (1.21) as a uniform estimate because the constants E,
K, and γ0 are independent of ǫ. In section 5 we use such estimates to justify high order geometric
optics expansions for some weakly stable systems like (1.1). If, for example, the estimate held only for
γ0 &
1
ǫ , it would be useless for this purpose (Remark 5.13, part (3)). Such a condition on γ0 is needed
for estimates obtained by applying the approach of [Cou04, Cou05] or [CGW14] to problems with large
oscillatory coefficients like (1.1).
(2) When the uniform Lopatinski condition (Definition 2.5) holds, the estimate (1.21) holds with
E = 0 and without the large |Xk| factors on the right.
1.2.1 Two-sided cascades.
Two-sided cascades appear whenever d(θin) as in (1.8) has both positive and negative Fourier
spectrum. First we consider the simplest choice of d(θin) that gives rise to a two-sided cascade:
d(θin) = e
iθin + e−iθin .(1.22)
12Here Υ0 is the set of directions where the uniform Lopatinski condition fails. In 2D problems like (1.1), Υ0 has the
form {±β1, . . . ,±βL} for some unit vectors βj ∈ R
2 (Proposition 3.1). The sets I, O are the index sets for the incoming
and outgoing modes (Definition 2.6).
13The argument with F = 0 goes through unchanged if G =
∑
k≥N∗ Gke
ikθ instead of G =
∑
k≥1Gke
ikθ. The case
G = 0, F =
∑
k≥N∗ Fke
ikθ can be treated in the same way. The constants K, γ0, ǫ0 in (1.21) are independent of N
∗, so
one can take a limit as N∗ → −∞ to handle general data (F,G).
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With F = 0 for now the transformed singular problem (1.12) reduces to
Dx2Vk −A(Xk)Vk = iei
ωN (βl)
ǫ
x2B−12 MVk−1 + ie
−iωN (βl)
ǫ
x2B−12 MVk+1
BVk = Ĝk(ζ) on x2 = 0.
(1.23)
and the iteration estimate (1.13) reduces to
‖Vk‖ ≤ C
γ
∑
r∈{1,−1}
∑
t∈{0,1,−1}
‖D(ǫ, k, k − r)Vk−r−t‖+ |Gk|L2(σ,η), k ∈ Z,(1.24)
Suppose we take G(t, x1, θ) = G0(t, x1) and attempt to estimate ‖V0‖ in terms of |G0| by iterations
of (1.24) parallel to (1.18), (1.19). We now obtain an infinite cascade in which terms Vj for all j ∈ Z
(a two-sided cascade) eventually appear on the right:14
[(V0)]→ [(V−2, V−1, V0, V0, V1, V2,G0)]→ [(V−4, V−3, V−2, V−2, V−1, V0), (V−3, V−2, V−1, V−1, V0, V1),
(V−2, V−1, V0, V0, V1, V2,G0), (V−2, V−1, V0, V0, V1, V2,G0), (V−1, V0, V1, V1, V2, V3), (V0, V1, V2, V2, V3, V4),G0]
→ ...
(1.25)
From (1.25) we see that the cascade will never terminate in a stage where only entries G0 appear.
Moreover, it is not hard to check that if one writes out the iterated estimates corresponding to (1.25),
the following situation will obtain: for any particular (ǫ, ζ, p) and for any E ∈ N, after enough iterations
terms will eventually appear on the right hand side of the estimate in which products of E copies of
D(ǫ, p, p − 1)(ζ) occur.15 If D(ǫ, p, p − 1)(ζ) = C5ǫγ (r2 = 1 now), then factors
(
1
ǫγ
)E
will occur for all
E ∈ N. Thus, it appears that one can obtain a sensible estimate only in problems where all factors
D(ǫ, p, p ± 1), p ∈ Z are ≤ C5 for all ζ (or almost every ζ). In that case one can estimate |(‖Vk‖)|ℓ2(k)
by summing (the square of) (1.24) over k and choosing γ large enough to absorb the D terms on the
left. This argument does not involve iteration of (1.24), and thus avoids two-sided cascades.
Our second main result, Theorem 2.12, identifies a class of problems like (1.1) with oscillatory
coefficients having both positive and negative spectrum and for which the global amplification factors
satisfy
D(ǫ, k, k − r) ≤ C5r2 for all (ǫ, k, r, ζ).(1.26)
The property (1.26) allows us to prove an estimate like (1.21) with E = 0. The proof shows that (1.26)
holds whenever
Υ0 = {βl,−βl} and |I| = 1.(1.27)
Theorem 2.15, discussed below, provides an example where (1.26) fails when Υ0 = {βl,−βl}, but |I| = 2.
In Remark 2.13 we discuss how Theorems 2.11 and 2.12 can be applied to problems derived from
the linearized compressible 2D Euler equations.
14In the step [(V0)] → [(V−2, V−1, V0, V0, V1, V2,G0)] the terms V−1,V1 correspond to the terms in (1.24)k=0 where r =
+1,−1 respectively, and t = 0.
15The same applies to D(ǫ, p, p+ 1) of course.
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1.3 Multiple amplification and optimality of the estimates
The literature on geometric optics for weakly stable hyperbolic boundary problems contains several
examples of first-order amplification: roughly, oscillatory data (F,G) of a given amplitude and wave-
length ǫ yields a solution whose amplitude is larger by a factor of 1ǫ (for example, [MA88, MR83, AM87,
CG10, CGW14, CW17]. The estimate (1.21) in cases where E ≥ 1 suggests that multiple amplification
by a factor 1
ǫE+1
may occur.16
In section 5 we study a weakly stable 3 × 3 problem (2.38) for which Υ0 = {βl,−βl}. There are
three phases
φi(t, x) = βl · (t, x1) + ωi(βl)x2, i = 1, 2, 3,(1.28)
with φ2, φ3 incoming and φ1 outgoing, and it is assumed that they exhibit a single resonance (defined
in (4.33)):
φ2 + φ3 = 2φ1.(1.29)
The oscillatory coefficient in the problem is given by d(θin) = e
iθ3 . In our third main result, Theorem
2.15, we construct and rigorously justify high order approximate solutions which exhibit instantaneous
double amplification, that is, amplification by a factor of 1
ǫ2
evident at any time t > 0. The amplified
solution consists of a wave in the boundary that travels along a characteristic of the Lopatinski deter-
minant and which “radiates” doubly amplified waves into the interior which travel along characteristics
corresponding to the two incoming phases.17
In Remark 5.13 we explain that successively adding terms ei2θ3 , ei4θ3 , ei8θ3 , . . . to d(θin) yields prob-
lems that should successively exhibit instantaneous 3rd order, 4th order, 5th order, . . . amplification.
Each such problem would exhibit the maximum order of amplification permitted by the estimate (1.21)
when E is computed by the formula (2.33) of Theorem 2.11, and would thus further demonstrate the
optimality of that estimate.
Proposition 4.5 considers problems with resonances in the “bad cases” for which the quantity Ωi,j
(defined below in (1.37)) is rational and lies in (0,∞) or (−∞,−1).18 This proposition, taken together
with our examples of multiple amplification, indicates that for such problems there is no hope of proving
an estimate like (1.21) with finite E when the Fourier spectrum of d(θin) is an arbitrary infinite subset
of Z. That remains true even when the spectrum of d(θin) is restricted to be purely positive.
Our example of double amplification confirms that are situations in which some of the global am-
plifications D(ǫ, k, k − r)(ζ) are indeed large, that is, equal to C5r2ǫγ , on ζ−sets of positive measure. We
do not see how to be sure of this without such examples. Section 6 contains more discussion related to
this point.
Finally, observe that any estimate like (1.21) for which E = 0, such as the estimate (2.35) in
Theorem 2.12, is optimal. Simple examples show that the amplifying factors |Xk| on the right of (1.21)
are unavoidable in weakly stable problems like (1.1) even when D = 0 [CG10].
Remark 1.2. 1) The results of section 3 show that the factors D(ǫ, k, k− r) are determined just by our
assumptions on (L(∂), B); they are independent of the choice of the oscillatory factor D(θin).
16Recall that the factors |Xk| on the right in (1.21) already produce one order of amplification.
17The boundary amplitude equation governing propagation of the wave in the boundary is a transport equation with a
nonlocal zero-order term (5.74) involving a Fourier multiplier m(Dθ0).
18For the resonance (1.29) we have Ω1,2 = 1.
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2) If D is replaced by ǫD in (1.1), then Vk−r−t is replaced by ǫVk−r−t on the right in the iteration
estimate (1.13), and this leads (by a simple argument not involving iteration of (1.13)) to a final estimate
like (1.21) where E = 0; multiple amplification does not occur.19 The properties of the spectrum of D,
the assumptions involving the quantity Ωi,j made in Theorems 2.11 and 2.12, the presence or absence
of resonances, and the choice of φin or φout in the argument of ǫD are all irrelevant to the estimate
in this case. Multiple instantaneous amplification is a phenomenon associated with large oscillatory
coefficients.
1.4 Remarks on the proofs.
We conclude with some informal remarks intended to give more insight into the proofs.
Iteration and cascade estimates. Consider first the formulas (3.37), (3.38) for solutions w+k (x2, ζ),
w−k (x2, ζ) to the system obtained by diagonalizing the singular transformed problem (1.12) near one of
the bad directions β ∈ Υ0. For a given (ǫ, k) these formulas are valid for ζ such that Xk := ζ + k βlǫ
lies in a small enough conic neighborhood Γδ(β) of β.
20 The functions of ζ denoted by ωj(ǫ, k;β) that
appear in (3.36) are related to the eigenvalues ωj(Xk) of A(Xk) (A as in (1.12)) by the slightly abusive
equation
ωj(ǫ, k;β)(ζ) = ωj(Xk) for Xk ∈ Γδ(β).(1.30)
The “most dangerous” terms in the expressions for w±k are the terms in the sum appearing in the second
line of the expression for w−k (x2, ζ), (3.38). The matrix [Br−(ǫ, k)(ζ)]
−1 that appears there is large for
Xk near β and satisfies
21
|[Br−(ǫ, k)(ζ)]−1| . |∆(Xk)|−1 . |Xk|
γ
for γ > 0.(1.31)
With the normalizations chosen in the next section (which imply (3.39), e.g.), one sees from (3.38) that
to control the r−th term in the sum one must control quantities like
1
∆(Xk)
∫ ∞
0
eiωi(Xk)(−s)+ir
ωN (βl)
ǫ
sαrw
−
k−r,j(s, ζ)ds, i ∈ O, j,N ∈ I(1.32)
where w−k−r,j is the j−th component of w−k−r.
Consider the case when Xk lies in a small conic neighborhood of βl, Γδ(βl). We can try to control the
factor |∆(Xk)|−1 in (1.32) by doing an integration by parts in the oscillatory integral. An s−derivative
will fall on w−k−r,j, and we suppose for these remarks that Xk−r ∈ Γδ(βl) in order to use the equation
for w−k−r,j given by (3.35)k−r. Since ∂sw
−
k−r,j can grow like |Xk|, there is no sure gain if we do the
integration by parts directly on (1.32). Instead, we set
w∗,−k−r,j(x2, ζ) := e
−iωj(Xk−r)x2w−k−r,j, noting that ∂x2w
∗,−
k−r,j = e
−iωj(Xk−r)x2h−k−r,j,(1.33)
19Such an estimate in this case already follows by different methods from the results of [CGW14].
20Here β ∈ Υ0 may or may not equal βl, where βl ∈ Υ
0 is the particular bad direction that appears in (1.2); βl is fixed
throughout the paper. This same βl appears in the definition Xk := ζ + k
βl
ǫ
. When ζ is large compared to k βl
ǫ
, Xk can
of course lie far from the βl direction.
21The function ∆(ζ) := detBr−(ζ) (Definition 2.8) is the Lopatinski determinant. The uniform Lopatinski condition
fails at β precisely when ∆(β) = 0.
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where h−k−r,j is the j-component of the right side of (3.35)k−r. We then rewrite (1.32) as
1
∆(Xk)
∫ ∞
0
eiωi(Xk)(−s)+ir
ωN (βl)
ǫ
seiωj(Xk−r)sαrw
∗,−
k−r,j(s, ζ)ds =
1
∆(Xk)
∫ ∞
0
e−iEi,j(ǫ,k,k−r)sαrw
∗,−
k−r,j(s, ζ)ds, where Ei,j(ǫ, k, k − r) = ωi(Xk)− r
ωN (βl)
ǫ
− ωj(Xk−r).
(1.34)
We show in Proposition 3.11 and its refinements, Propositions 3.20 and 3.21, that it “frequently”
happens that
|Ei,j(ǫ, k, k − r)(ζ)| ≥ C3 |Xk||r| or |Ei,j(ǫ, k, k − r)| ≥ C3|Xk−r|, for a C3 independent of (ǫ, ζ, k, r).
(1.35)
It is clear from (1.31) that when the first possibility holds, an integration by parts can be used to
control the factor |∆(Xk)|−1 in (1.34). It is less clear but true that when the second possibility holds,
one can also control |∆(Xk)|−1; see step 7 of the proof of Proposition 3.17. If for some (i, j) ∈ O × I
and (ǫ, ζ, k, r) the alternative (1.35) fails to hold, then we must define the global amplification factor
D(ǫ, k, k − r)(ζ) to be C5r2ǫγ for that particular choice of (ǫ, ζ, k, r).22
One must also consider cases where Xk ∈ Γδ(β) for β ∈ Υ0 \ {±βl}. In these cases the quan-
tity
∆(Xk−r)
∆(Xk)
is useful for controlling the large factor |∆(Xk)|−1. In Proposition 3.10 we show that it
“frequently” happens that∣∣∣∣∆(Xk−r)∆(Xk)
∣∣∣∣ ≤ C1|r|, for a C1 independent of (ǫ, ζ, k, r).(1.36)
If for some (ǫ, ζ, k, r) the estimate (1.36) fails to hold, then we must define the global amplification
factor D(ǫ, k, k− r)(ζ) = C5r2ǫγ for that particular choice of (ǫ, ζ, k, r). We restrict attention to two space
dimensions partly in order to control quotients like the one in (1.36) (Remark 3.7).23
In order to carry out the cascade estimates, we must understand how “often” (1.35) and (1.36) can
fail. This work is done in the Propositions listed in the above two paragraphs, as well as in Proposition
4.2. For example, Proposition 3.20 shows that when
Ωi,j :=
ωi(βl)− ωN(βl)
ωj(βl)− ωi(βl) ∈ (−1, 0),(1.37)
then (1.35) holds for “most” (k, r). Proposition 4.2 counts for any given (ǫ, ζ) how many of the amplifi-
cation factors in products like (1.20) can be large. It turns out that under the assumptions of Theorems
2.11 and 2.12, no more than E can be large, where E is specified in those theorems.
Construction of approximate solutions. In section 5 we construct approximate solutions ex-
hibiting double amplification to the problem (2.38). The approximate solutions have the form
uǫa(t, x) =
J∑
k=−1
ǫkUk(t, x,
Φ
ǫ
), Uk(t, x, θ) =
∑
α∈Z3
Uk,α(t, x)e
iαθ,(1.38)
22In the iteration estimate (1.13), for a given r ∈ Z \ 0 most of the terms in the inner sum
∑
t∈Z come from terms like
e−iωj(Xk−r)x2h−k−r,j as in (1.33), which result from the integration by parts.
23See also Remark 2.10 for more about the restriction to two space dimensions.
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where Φ(t, x) = (φ1, φ2, φ3) is a triple of resonant phases, and the profiles Uk(t, x, θ) are 2π−periodic with
respect to θ = (θ1, θ2, θ3). An extra difficulty in the construction of approximate solutions exhibiting
multiple (as opposed to single) amplification is the higher degree of coupling among the profile equations.
For example, to determine the trace of the leading order profile U−1, we must now solve two coupled
boundary amplitude equations, (5.30)(a),(b), instead of just one boundary amplitude equation as in
the case of single amplification. The equations (5.30)(a),(b) involve in turn higher unknown amplitudes
(respectively, U0, U1).
To cope with this high degree of coupling, we introduce the following device. We make a list in
section 5.3 of the possible modes that we expect to appear in the various profiles; that is, for each
Uk in (1.38), we specify the α for which Uk,α might possibly be nonzero.
24 The list is at first just a
reasonable guess that takes into account the boundary data in (2.38), the single resonance (2.39), the
profile equations, and what we already know about the exact solution. We then make two assumptions
on which we base the construction of the profiles: (a) profiles Uk exist which satisfy all the profile
equations; (b) the only possible nonzero modes of these profiles are those which appear in our list. It is
not clear at first that these assumptions are consistent. However, by making these assumptions we are
able to construct profiles that satisfy the profile equations and whose nonzero modes manifestly lie in
our list. Thus, the construction itself verifies the consistency and correctness of the two assumptions.
A key advantage of this approach is that it allows us to decouple the equations by solving for individual
modes of profiles in the appropriate order, starting with the low modes (that is, modes for which |α| is
small.) We are not concerned about uniqueness of the profiles, because we know that the exact solution
is unique, and we show in Theorem 2.15 that the approximate solution is O(ǫ∞) close in L∞ to the
exact solution.
Notations 1.3. 1) If f(τ, η, ǫ, k, γ) is a function of (τ, η, ǫ, k, γ) ∈ D for some domain D, the statement
f ∼ 1 means that there exist positive constants A1, A2 independent of (τ, η, ǫ, k, γ) ∈ D such that
A1 ≤ |f(τ, η, ǫ, k, γ)| ≤ A2 on D.
2) If g is another such function, the statement f . g means that there exists a positive constant C
independent of (τ, η, ǫ, k, γ) ∈ D such that
|f | ≤ C|g| on D.
3) The constants C, C1, C2, K, M , etc. that appear frequently in the estimates below are always
independent of the important parameters (τ, η, ǫ, k, γ).
4) If S is a finite set, we denote the cardinality of S by |S|.
5) For n ∈ N we denote the n× n identity matrix by In.
6) We sometimes denote the norm on L2(Ω × T) by |U |L2(t,x,θ) (and use similar notation for other
spaces), when the domain of the variables (t, x, θ) is clear from the context.
Acknowledgment. We thank Jean-Francois Coulombel for stimulating discussions over a number
of years related to the topic of this paper.
24In section 5.3 we don’t actually list the various α, but the list we give is equivalent to a specification of the α.
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2 Assumptions and main results
We consider the problem
∂tu+B1∂x1u+B2∂x2u+D
(
φin
ǫ
)
u = F (t, x,
φ0
ǫ
) in x2 > 0
Bu = G(t, x1,
φ0
ǫ
) on x2 = 0
u = 0 in t < 0.
(2.1)
Here the Bj are constant N × N matrices, B2 is invertible, and the boundary phase is taken to be
φ0(t, x1) = βl · (t, x1), where βl = (σl, ηl) ∈ R2 \ 0 is one of the directions where the uniform Lopatinski
condition (Definition 2.5) fails. The matrix D(θin) and functions F (t, x, θ), G(t, x1, θ) are respectively
2π−periodic in θin and θ. Also,
φin(t, x) = φ0(t, x1) + ωN (βl)x2(2.2)
is one of the incoming phases (see Definition 2.6). For convenience we take F and G to be zero in t < 0.
Assumption 2.1 (Strict hyperbolicity). The Bj are real matrices, and there exist real valued functions
λj(η, ξ), j = 1, . . . , N that are analytic on R
2 \ 0 and homogeneous of degree one such that
det(σI +B1η +B2ξ) =
N∏
k=1
(σ + λk(η, ξ)) for all (η, ξ) ∈ R2 \ 0.(2.3)
Moreover, we have
λ1(η, ξ) < λ2(η, ξ) < · · · < λN (η, ξ) for all (η, ξ) ∈ R2 \ 0.(2.4)
We rewrite (2.1) as
Dx2u+A0Dtu+A1Dx1u− iB−12 D
(
φin
ǫ
)
u = F (t, x,
φ0
ǫ
)
Bu = G(t, x1,
φ0
ǫ
) on x2 = 0
u = 0 in t < 0,
(2.5)
where A0 = B
−1
2 , A1 = B
−1
2 B1, and F has been modified in an unimportant way. Let us introduce the
matrix
A(τ, η) = −(A0τ +A1η), (τ, η) = (σ − iγ, η) ∈ C× R,(2.6)
and define the following sets of frequencies:
Ξ :=
{
ζ := (σ − iγ, η) ∈ C× R \ (0, 0) : γ ≥ 0
}
, Σ :=
{
ζ ∈ Ξ : σ2 + γ2 + η2 = 1
}
,
Ξ0 :=
{
(σ, η) ∈ R× R \ (0, 0)
}
= Ξ ∩ {γ = 0} , Σ0 := Σ ∩ Ξ0 .
The hyperbolic region and the glancing set are defined as follows.
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Definition 2.2. a) The hyperbolic region H is the set of all (σ, η) ∈ Ξ0 such that the matrix A(σ, η) is
diagonalizable with real eigenvalues.
b) Let G denote the set of all (σ, η, ξ) ∈ R × R2 such that (η, ξ) 6= 0 and there exists an integer
k ∈ {1, . . . , N} satisfying:
σ + λk(η, ξ) =
∂λk
∂ξ
(η, ξ) = 0 .
If π(G) denotes the projection of G on the first 2 coordinates (in other words π(σ, η, ξ) = (σ, η) for all
(σ, η, ξ)), the glancing set G is G := π(G) ⊂ Ξ0.
Assumption 2.3. The matrix B2 is invertible and has p positive eigenvalues, where 1 ≤ p ≤ N − 1.
The boundary matrix B is p×N , real, and of rank p.
Proposition 2.4. [Kre70] Let Assumptions 2.1 and 2.3 be satisfied. Then for all ζ ∈ Ξ\Ξ0, the matrix
iA(ζ) has no purely imaginary eigenvalue and its stable subspace Es(ζ) has dimension p. Furthermore,
Es defines an analytic vector bundle over Ξ\Ξ0 that can be extended as a continuous vector bundle over
Ξ.
For all (σ, η) ∈ Ξ0, we let Es(σ, η) denote the continuous extension of Es(ζ) to the point (σ, η). The
analysis in [Me´t00] shows that away from the glancing set G ⊂ Ξ0, Es(ζ) depends analytically on ζ, and
the hyperbolic region H does not contain any glancing point.
Definition 2.5. [Kre70] As before let p be the number of positive eigenvalues of B2, and let
L(∂) = ∂t +B1∂x1 +B2∂x2 .
The problem (L(∂), B) is said to be uniformly stable or to satisfy the uniform Lopatinski condition
(ULC) if
(2.7) B : Es(ζ) −→ Cp
is an isomorphism for all ζ ∈ Σ. Similarly, we say (L(∂), B) satisfies the ULC on Ξ, (respectively, on
a closed conic subset Γ ⊂ Ξ), if the map (2.7) is an isomorphism on Σ (respectively, on the subset of Σ
corresponding to Γ).
We now fix a choice of β = (σ, η) ∈ H. As a consequence of strict hyperbolicity there is a closed
conic neighborhood Γ+δ (β) of β in Ξ with opening angle δ > 0,
Γ+δ (β) =
{
ζ ∈ Ξ :
∣∣∣∣ ζ|ζ| − β|β|
∣∣∣∣ ≤ δ} ,
such that A(ζ) has N distinct eigenvalues ωj(ζ) and corresponding eigenvectors Rj(ζ) satisfying
A(ζ)Rj(ζ) = ωj(ζ)Rj(ζ), j = 1, . . . , N on Γ+δ (β).(2.8)
The functions ωj, Rj map Γ
+
δ (β) into C, C
N respectively, are homogeneous of degree one, and are
analytic in τ , C∞ (in fact, real-analytic) in η. We also define normalized vectors
rj(ζ) := Rj(ζ)/|Rj(ζ)|,(2.9)
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which are merely C∞ in (σ, γ, η).
To each root ωj(β) = ωj there corresponds a unique integer kj ∈ {1, . . . , N} such that σ+λkj(η, ωj) =
0. We can then define the following real phases φj and their associated group velocities:
(2.10) ∀ j = 1, . . . , N , φj(x) := φ0(t, y) + ωj x2 , vj := ∇λkj(η, ωj) .
Let us observe that each group velocity vj is either incoming or outgoing with respect to the space
domain R2+: the last coordinate of vj is nonzero. This property holds because β does not belong to
the glancing set G. For any β ∈ H there are exactly N − p outgoing phases and (after relabelling if
necessary) we denote the corresponding set of indices by O = {1, . . . , N − p}. The set of incoming
indices is I = {N − p+ 1, . . . , N}.
We can therefore adopt the following classification:
Definition 2.6. The phase φj is incoming if the group velocity vj is incoming (that is, when ∂ξ2λkj(η, ωj) >
0), and it is outgoing if the group velocity vj is outgoing (∂ξ2λkj(η, ωj) < 0). If the phase φj is incoming
(resp., outgoing), we shall also refer to the corresponding frequency ωj as incoming (resp., outgoing).
The ωj are real-valued for γ = 0 and can be divided into two groups according as j ∈ O or I. There
exists a constant c > 0 such that for ζ ∈ Γ+δ (β)
Im ωj(ζ) ≤ −cγ for j ∈ O
Im ωj(ζ) ≥ cγ for j ∈ I.
(2.11)
We define the N × (N − p) matrix r+(ζ) and the N × p matrix r−(ζ) by
r+ =
(
r1 r2 . . . rN−p
)
, r− =
(
rN−p+1 . . . rN
)
on Γ+δ (β).(2.12)
Similarly, define R±(ζ) using the unnormalized eigenvectors Rj(ζ).
Next we introduce the N ×N matrix
S(ζ) =
(
r+(ζ) r−(ζ)
)
on Γ+δ (β).(2.13)
Having fixed the column vectors rj(ζ), we define an (N −p)×N matrix ℓ+(ζ) and a p×N matrix ℓ−(ζ)
such that
S−1(ζ) =
(
ℓ+(ζ)
ℓ−(ζ)
)
on Γ+δ (β).(2.14)
The rows of S−1(ζ) are given by row vectors ℓj(ζ), j = 1, . . . , N , and these satisfy ℓj(ζ) ∼ 1.
The following well-known proposition, proved in [CG10], gives a useful decomposition of Es(ζ).
Proposition 2.7. For ζ ∈ Γ+δ (β) the stable subspace Es(ζ) admits the decomposition
Es(ζ) =
⊕
j∈I
span rj(ζ),(2.15)
and the vectors rj(β) can be (and are) taken to be real vectors.
Next we define the Lopatinski determinant and recall some facts from [Wil18].
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Definition 2.8. For ζ ∈ Γ+δ (β) define the analytic Lopatinski determinant
∆a(ζ) = detBR−(ζ).(2.16)
and the normalized Lopatinski determinant
∆(ζ) = detBr−(ζ).(2.17)
Observe that ∆(ζ) is C∞ in ζ and positively homogeneous of degree 0 on Γ+δ (β). Moreover, the map
(2.7) fails to be an isomorphism at ζ ∈ Γ+δ (β) if and only if ∆(ζ) = 0.
We can now formulate our weak stability assumption on the problem (L(∂), B).
Assumption 2.9. • For all ζ ∈ Ξ \ Ξ0, Ker B ∩ Es(ζ) = {0}.
• The set Υ0 := {ζ ∈ Σ0 : Ker B ∩ Es(ζ) 6= {0}} is nonempty and included in the hyperbolic region
H.
• For all β ∈ Υ0 there exists a neighborhood Γ+δ (β) as above on which functions ωj, Rj, ∆a are
defined and we have
∆a(β) = 0 and ∂τ∆a(β) 6= 0.(2.18)
Remark 2.10. 1). Using (2.18) and the implicit function theorem, and after reducing δ > 0 if necessary,
we may write
∆a(τ, η) = (τ − g(η))H+(τ, η) on Γ+δ (β),(2.19)
where g and H+ inherit the obvious regularity from ∆a, g is homogeneous of degree one, and H+ is
homogeneous of degree p− 1 and nonvanishing on Γ+δ (β). Since d = 2 the function g is in fact linear
g(η) = c+η for some c+ = c+(β) ∈ R.(2.20)
2). Since ∆(ζ) = ∆a(ζ)∏N
j=N−p+1 |Rj(ζ)|
, we obtain from (2.19), (2.20):
∆(τ, η) = (τ − c+η))h+(τ, η) on Γ+δ (β),(2.21)
where h+(τ, η) is homogenous of degree −1 and nonvanishing on Γ+δ (β).
3.)Using Assumption 2.9, the compactness of Υ0, and the analyticity of ∆a one can deduce as in
[BGS07], section 8.3, that Υ0 is a finite set in the case d = 2 that we are considering:
Υ0 = {βj , j = 1, . . . ,M0}.(2.22)
Proposition 3.1 below shows that M0 is even.
We can now state our main result for problems with oscillatory coefficients having only positive
spectrum, the case of one-sided cascades. There is, of course, an exactly parallel result for coefficients
with only negative spectrum. On a first reading the reader might wish to focus on parts (b) and (c) of
the following theorem.
Consider the singular problem (1.6) for U(t, x, θ) or the equivalent transformed problem for Vk(x2, ζ) :=
Ûk(ζ, x2):
(a)Dx2Vk −A(Xk)Vk = i
∑
r∈Z\0
eir
ωN (βl)
ǫ
x2B−12 D̂(r)Vk−r + F̂k(x2, ζ)
(b)BVk = Ĝk(ζ) on x2 = 0.
(2.23)
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Theorem 2.11 (Energy estimate: D has positive spectrum only).
(a). Consider solutions U(t, x, θ) of the singular system (1.6) with forcing terms F =
∑
k∈Z Fk(t, x)e
ikθ,
G =
∑
k∈ZGk(t, x1)e
ikθ in H1(Ω × T), H1(R2 × T) respectively, under Assumptions 2.1, 2.3, 2.9. As-
sume the N ×N matrices D̂(r) in (2.23) satisfy
D̂(r) = 0 for r ≤ 0, |D̂(r)| . |r|−(M+2) for some M ≥ 2.(2.24)
For i ∈ O, j ∈ I \ {N} let 25
Ωi,j :=
ωi(βl)− ωN(βl)
ωj(βl)− ωi(βl) .(2.25)
Suppose there exist positive constants ǫ0, δ0 such that for 0 < ǫ ≤ ǫ0, 0 < δ ≤ δ0, ζ ∈ Ξ and any strictly
increasing sequence of integers (kp), there exist numbers Mi,j ≥ 0, λi,j > 0 independent of (ζ, ǫ, δ) and
(kp), such that the set
Mi,j(ζ, ǫ, δ) := {p ∈ Z : Xkp ∈ Γ δ
rp
(βl),Xkp−1 ∈ Γ δ
rp
(βl), |t(p) − rpΩi,j| < λi,j}(2.26)
has finite cardinality |Mi,j(ζ, ǫ, δ)| ≤Mi,j.26
Define the natural number E by
E =
( |Υ0|
2
− 1
)
+
∑
i∈O,j∈I\{N}
Mi,j,(2.27)
where we set
∑
Mi,j = 0 in case I = {N}. Then there exist positive constants γ0, K such that for
0 < ǫ < ǫ0 and γ ≥ γ0 we have
|Uγ |L2(t,x,θ) +
∣∣∣∣Uγ(0)√γ
∣∣∣∣
L2(t,x1,θ)
≤ K
(ǫγ)E
 1
γ2
(∑
k∈Z
∣∣∣|Xk|F̂k∣∣∣2
L2(x2,σ,η)
)1/2
+
1
γ3/2
(∑
k∈Z
∣∣∣Ĝk|Xk|∣∣∣2
L2(σ,η)
)1/2 .
(2.28)
Equivalently,
|Uγ |L2(t,x,θ) +
∣∣∣∣Uγ(0)√γ
∣∣∣∣
L2(t,x1,θ)
≤ K
(ǫγ)E
[
1
γ2
|ΛDF γ |L2(t,x,θ) +
1
γ3/2
|ΛDGγ |L2(t,x1,θ)
]
,(2.29)
where Uγ := e−γtU , Uγ(0) is the trace on x2 = 0, and ΛD is the singular operator associated to |Xk|.27
(b) Under Assumptions 2.1, 2.3, 2.9 suppose
Ωi,j ∈ (−1, 0) for i ∈ O, j ∈ (I \ {N}).(2.30)
25Here the function ωj is defined as in (2.8), but where β = βl.
26Here we use the notation Γδ(β) = Γ
+
δ (β) ∪ Γ
−
δ (β), where Γ
−
δ (β) := {(σ − iγ, η) : (−σ − iγ,−η) ∈ Γ
+
δ (β)}; see (3.1).
Moreover, rp := kp − kp−1 and t(p) is given by X˜kp−1 = t(p)
βl
ǫ
, where X˜kp−1 is the orthogonal projection of Xkp−1 on βl.
27We define ΛDG
γ :=
∑
k
∫
ei(σt+ηx1+kθ)|Xk| Ĝk(τ − iγ, η)dσdη.
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Then the hypotheses of part (a) are satisfied with
λi,j =
1
3
min {|Ωi,j − (−1)|, |Ωi,j − 0|} > 0,
Mi,j = 1, i ∈ O, j ∈ (I \ {N}),
(2.31)
and the estimate (2.28) holds where E as in (2.27) has the value
E = |O|(|I| − 1) +
( |Υ0|
2
− 1
)
.(2.32)
(c) Under Assumptions 2.1, 2.3, 2.9 suppose now that the oscillatory coefficient in (1.6) has finite
positive spectrum, that is, suppose there exists P ∈ N such that D̂(r) = 0 for all but P distinct choices
of r ∈ N. We now make no assumption on the numbers Ωi,j. Then the estimate (2.28) holds with
E = P |O|(|I| − 1) +
( |Υ0|
2
− 1
)
.(2.33)
Next we state our main result for problems with oscillatory coefficients having both positive and
negative spectrum, the case of two-sided cascades.
Theorem 2.12 (Energy estimate: D has positive and negative spectrum). Consider solutions U(t, x, θ)
of the singular system (1.6) with forcing terms F =
∑
k∈Z Fk(t, x)e
ikθ, G =
∑
k∈ZGk(t, x1)e
ikθ in
H1(Ω × T), H1(R2 × T) respectively. Suppose the coefficients D̂(r) in (2.23) satisfy D̂(0) = 0 and
|D̂(r)| . |r|−(M+1) for some M ≥ 2 .
As before we make the structural Assumptions 2.1, 2.3, 2.9, but now we add the assumption that
Υ0 = {βl,−βl} and I = {N} (thus,O = {1, . . . , N − 1}).(2.34)
Then there exist positive constants ǫ0, γ0, K such that for 0 < ǫ ≤ ǫ0 and γ ≥ γ0 we have
|Uγ |L2(t,x,θ) +
∣∣∣∣Uγ(0)√γ
∣∣∣∣
L2(t,x1,θ)
≤ K
 1
γ2
(∑
k∈Z
∣∣∣|Xk|F̂k∣∣∣2
L2
)1/2
+
1
γ3/2
(∑
k∈Z
∣∣∣Ĝk|Xk|∣∣∣2
L2(σ,η)
)1/2 .
(2.35)
Remark 2.13. 1) Suppose that Ωi,j defined by (2.25) lies in (−∞,−1). Then by interchanging ωN and
ωj (recall j,N ∈ I) we obtain a quotient that lies in (−1, 0).
2). In Appendix B of [CGW14] we consider the linearized compressible Euler equations in two space
dimensions (a 3 × 3 system) obtained by linearizing at a given specific volume v > 0 and a subsonic
incoming velocity (0, u), 0 < u < c. We choose a frequency βl in the hyperbolic region which yields
distinct eigenvalues ωi(βl), i = 1, 2, 3 such that ω2, ω3 are incoming and ω1 is outgoing, so |I| = 2.
Taking the boundary matrix B =
(
0 v 0
u 0 v
)
, we check that the weak stability assumptions 2.1, 2.3, 2.9
are satisfied with Υ0 = {βl,−βl}. Using the formulas for ωj given there, one can verify
ω1 − ω2
ω3 − ω1 ∈ (−1, 0).(2.36)
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Thus, if we add an oscillatory zero-order term D(φ2/ǫ) to the linearized operator, we obtain a problem
like (2.1) to which part (b) of Theorem 2.11 applies.
3) Similarly, section 5.3 of [CG10] considers the linearized compressible Euler equations obtained by
linearizing at v > 0 and a subsonic outgoing velocity (0, u), −c < u < 0. The choices made there of βl
and a 1× 3 boundary matrix B allow Theorem 2.12 to be applied; in this case |I| = 1, Υ0 = {βl,−βl}.
4) In Theorem 2.12 or in any case of Theorem 2.11 where E = 0, we can allow the oscillatory
coefficient D to have nonzero mean, D̂(0) 6= 0. In that case equation (2.23) is modified to be
Dx2Vk −A(Xk)Vk − iB−12 D̂(0)Vk = i
∑
r∈Z\0
αre
ir
ωN (βl)
ǫ
x2B−12 D̂(r)Vk−r + F̂k(x2, ζ).(2.37)
One can then use an argument in the proof of [CGW14], Proposition 2.4 to simultaneously diagonalize
the second and third terms on the left of (2.37). This produces an error term r−1(Xk)Vk, where r−1
is homogeneous of degree −1, which can be treated as part of the interior forcing and absorbed in the
final estimate by taking γ large. The simultaneous diagonalization process replaces ξ±(Xk) in (3.35),
(3.36) by ξ±(Xk) + r0±(Xk), where r0± is homogeneous of degree zero. This change necessitates some
straightforward, minor changes in the proof of the iteration estimate. When E 6= 0 this argument does
not work; the error term r−1(Xk)Vk cannot be treated as forcing and absorbed.
5) For the problem (1.1) with an oscillatory coefficient D(φoutǫ ) instead of D(φinǫ ), one can prove
an analogue of Theorem 2.11, but with larger amplification exponents E.28 Such a result is given in
[Wil18]. We do not see how to prove an analogue of Theorem 2.12 in this case, since the application of
Proposition 4.6 requires that all D(ǫ, k, k − r) be “small”. Another reason for our focus on the D(φinǫ )
case is its greater relevance to the Mach stem problem; this is explained in [CW17].
Consider now the 3× 3, strictly hyperbolic WR problem
∂tu+B1∂x1u+B2∂x2u+ e
i
φ3
ǫ Mu = 0 in x2 > 0
Bu = ǫG(t, x1,
φ0
ǫ
) := ǫg1(t, x1)e
i
φ0
ǫ on x2 = 0
u = 0 in t < 0.
(2.38)
Here the Bj andM are constant 3×3 matrices, the Bj are real, B2 is invertible, and φ0(t, x1) = βl ·(t, x1),
where βl = (σl, ηl) ∈ Υ0 = {βl,−βl}. The 2× 3 matrix B is real and of rank 2.
The system has characteristic phases φm(t, x) = βl · (t, x1)+ωm(βl)x2, m = 1, 2, 3, where φ2, φ3 are
incoming and φ1 outgoing. Let us assume that the only resonance is
φ2 + φ3 = 2φ1 ⇔ ω2(βl) + ω3(βl) = 2ω1(βl).(2.39)
In section 5 we construct high order approximate solutions to (2.38) of the form
uǫa(t, x) =
J∑
k=−1
ǫkUk
(
t, x,
Φ
ǫ
)
,(2.40)
where Φ = (φ1, φ2, φ3) and the profiles Uk(t, x, θ) are 2π-periodic with respect to θ = (θ1, θ2, θ3).
29 The
construction requires the following small divisor assumption:30
28For example, Proposition 3.21 no longer holds in this case.
29In stating Theorem 2.15 we use θ as a placeholder for Φ
ǫ
and θ0 as a placeholder for
φ0
ǫ
.
30By results of [JMR93], the small divisor assumption 5.4 is generically satisfied.
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Assumption 2.14. There exist constants C > 0 and a ∈ R such that for all (k, l) ∈ N × N with k 6= l
we have
|detL(kdφ2 + ldφ3)| ≥ C|(k, l)|a.(2.41)
Theorem 2.15 (Instantaneous double amplification). For any T > 0 let ΩT = (−∞, T ] × {(x1, x2) :
x2 ≥ 0}, and consider the problem (2.38) with resonance (2.39) on ΩT under assumptions 2.1, 2.3, 2.9,
2.14, where g1(t, x1) ∈ H∞((−∞, T ]× R) and vanishes in t < 0.
a) The problem has a unique exact solution uǫ ∈ H∞(ΩT ). Moreover, uǫ = U ǫ(t, x, θ0)|θ0=φ0ǫ , where
U ǫ(t, x, θ0) is the solution given by Theorem 2.11(c) to the singular problem (1.6) corresponding to
(2.38).
b) For any Q ∈ N, the problem has a high order approximate solution uǫa(t, x) ∈ H∞(ΩT ) of the
form (2.40) with J = J(Q), which satisfies
|uǫ(t, x) − uǫa(t, x)|L∞(ΩT ) = O(ǫQ).(2.42)
c) The leading profile U−1(t, x, θ) is generally nonzero (and independent of ǫ) for arbitrarily small
t > 0.31 Thus, the exact solution uǫ exhibits instantaneous double amplification, that is, amplification
by a factor of 1
ǫ2
relative to the boundary data.
3 Iteration estimate
In this section we prove the iteration estimate (Proposition 3.17) after presenting some definitions
and tools needed for its statement and proof. Our first task is to choose suitable extensions to Ξ of the
functions Rj(ζ), ωj(ζ), rj(ζ), ∆a(ζ), and ∆(ζ) defined in section 2.
3.1 Extensions to Γδ(β) and then to Ξ.
Now fix β ∈ Υ0 and a conic neighborhood Γ+δ (β) ∋ β as before. We first extend the vectors Rj
from Γ+δ (β) to the conic set Γδ(β) = Γ
+
δ (β) ∪ Γ−δ (β) ⊂ Ξ, where
Γ−δ (β) := {(σ − iγ, η) : (−σ − iγ,−η) ∈ Γ+δ (β)},(3.1)
by setting
Rj(σ − iγ, η) = Rj(−σ − iγ,−η) for (σ − iγ, η) ∈ Γ−δ (β).(3.2)
The extended Rj are analytic in τ , C
∞ in η, and homogeneous of degree 1 in Γδ(β). Next we take C∞
extensions of these vectors to the rest of Ξ with the property that S(ζ), defined as in (2.13) but using
the extended Rj to define rj = Rj/|Rj |, is invertible with a uniformly bounded inverse S−1(ζ) on Ξ.
As before we denote the rows of S−1(ζ) by ℓj(ζ), j = 1, . . . , N .
We extend the eigenvalues ωj(ζ) from Γ
+
δ (β) to Γδ(β) in essentially the same way:
ωj(σ − iγ, η) = −ωj(−σ − iγ,−η) for (σ − iγ, η) ∈ Γ−δ (β).(3.3)
31The proof of Theorem 2.15 will clarify the sense in which “generally” here means “for most choices of M and g1” in
(2.38).
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We then further extend the ωj to the rest of Ξ as C
∞ functions homogeneous of degree 1.
As with Rj, each ωj is analytic in τ (and smooth in η) on Γδ(β). Moreover, since the matrices Aj
in (2.6) are real, we have
A(ζ)Rj(ζ) = ωj(ζ)Rj(ζ) on Γδ(β).(3.4)
It follows directly from (3.3) that we now have on Γδ(β):
Im ωj(ζ) ≤ −cγ for j ∈ O
Im ωj(ζ) ≥ cγ for j ∈ I,
(3.5)
for c as in (2.11). Thus, we see that the extended Rj(ζ) ∈ Es(ζ) for j ∈ I on Γδ(β). Noting also that
since the Rj(β) are real we have detBR−(−β) = 0, we obtain:32
Proposition 3.1. Under Assumptions 2.1, 2.3, and 2.9, if β ∈ Υ0 then −β ∈ Υ0. Thus, |Υ0| =M0 is
even, and there exist vectors β1, . . . , βM0
2
in Σ0 such that
Υ0 = {±β1, . . . ,±βM0
2
}.(3.6)
The extensions of the Rj similarly give us extensions of ∆a and ∆ to Ξ, with ∆a (resp., ∆) having
the same regularity as the Rj (resp., as the rj). The extension ∆(ζ) clearly satisfies (recall (2.21))
|∆(ζ)| ∼ |τ − c+η||ζ| on Γδ(β),(3.7)
and we choose the extensions of the Rj so that
|∆(ζ)| ∼ 1 on Ξ \ Γδ(β).(3.8)
Remark 3.2. 1) The constant c+ in (2.20), (3.7) depends on the choice of β ∈ Υ0, so we will sometimes
write c+(β) to indicate this.
2) The fully extended functions ωj, Rj(ζ), rj(ζ), ∆(ζ), S(ζ) are defined on Ξ, but were first defined
on Γδ(β), so they all depend on the choice of β ∈ Υ0. Thus, we will sometimes write ωj(ζ;β), R(ζ;β),
∆(ζ;β), etc., when it is important to recall this. Observe that generally ωj(ζ;βk) 6= ωj(ζ;βm) if k 6= m.
3) It follows from our construction that there exists a constant C independent of ζ ∈ Ξ and j ∈
{1, . . . ,M0} such that
|S(ζ;βj)| ≤ C and |S−1(ζ;βj)| ≤ C for all ζ ∈ Ξ, j ∈ {1, . . . ,M0}.(3.9)
3)It will be convenient to set Υ+0 = {β1, . . . , βM0
2
}, where these βj = (σj, ηj) are the (possibly
relabeled) elements of Υ0 such that σj ≥ 0. In the ambiguous case where σj = 0 we take βj = (0, 1).
It is no restriction to (and we do now) suppose that βl (as in (2.2)) is in Υ
+
0 . Moreover, we shall
henceforth always take the β that appears in expressions like R(ζ;β), ∆(ζ;β), etc., to be an element of
Υ+0 .
The following proposition is a simple consequence of (3.7).
32The above extension of the ωj and Rj from Γ
+
δ (β) to Γδ(β) satisfying (3.4) and (3.5) works near any β ∈ H, not just
β ∈ Υ0.
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Proposition 3.3. The p× p matrix Br−(ζ) satisfies∣∣[Br−(ζ)]−1∣∣ . |∆(ζ)|−1 ∼ |ζ||τ − c+(β)η| on Γδ(β).(3.10)
Notations 3.4. 1. For ζ = (τ, η) ∈ Ξ we set Xk := ζ + kβlǫ for βl ∈ Υ+0 as in (1.12).33
2. Given any function f(ζ) defined for ζ ∈ Ξ, we denote by f(ǫ, k) (with slight abuse) the function
of ζ given by f(Xk) for that particular choice of (ǫ, k). This defines the functions r±(ǫ, k;β), ℓ±(ǫ, k;β),
S(ǫ, k;β), ∆(ǫ, k;β), etc. that we use below. These functions change, of course, as β varies. Observe,
for example, that 34
ωj(ǫ, k;β)(ζ) = ωj(Xk;β).(3.11)
3. Let χb(ζ;β) be the characteristic function of Γδ(β). Thus, ζ ∈ supp χb(ǫ, k;β) if and only if
Xk ∈ Γδ(β).
3.2 Tools for the iteration estimate
In the proof of the iteration estimate we will repeatedly use the following simple proposition, where
|f |L2(x2,σ,η) denotes the L2 norm over R+x2 ×Rσ ×Rη. The proof, given in [Wil18], is almost immediate.
Proposition 3.5. For γ > 0, τ = σ − iγ we have on x2 ≥ 0:
(a)
∣∣∣∣∫ x2
0
e−γ(x2−s)f(s, τ, η)ds
∣∣∣∣
L2(x2,σ,η)
≤ 1
γ
|f |L2(x2,σ,η)
(b)
∣∣∣∣∫ ∞
x2
eγ(x2−s)f(s, τ, η)ds
∣∣∣∣
L2(x2,σ,η)
≤ 1
γ
|f |L2(x2,σ,η)
(c)
∣∣∣∣∫ ∞
0
e−γsf(s, τ, η)ds
∣∣∣∣
L2(σ,η)
≤ 1√
2γ
|f |L2(x2,σ,η)
(d)
∣∣e−γx2g(τ, η)∣∣
L2(x2,σ,η)
=
1√
2γ
|g|L2(σ,η).
(3.12)
We turn now to the problem of estimating Vk(x2, ζ) as in (1.12). For Xk outside a conic
neighborhood of the set of bad directions Υ0 we can expect to have a Kreiss-type estimate. The main
new problem is to estimate Vk for Xk in a neighborhood Γδ(β) for any given β ∈ Υ+0 ; for such Xk the
quantity |∆(Xk;β)|−1 can blow up as ǫ→ 0.
The next lemma is an easy consequence of the estimates on ∆(ζ;β) in section 3.1 and definitions
given there.
33Unlike β, the frequency βl appearing in (1.12) and (2.2) is fixed once and for all.
34This notation is intended to emphasize that we are viewing the function in (3.11) as a function of ζ for fixed (ǫ, k).
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Lemma 3.6. Fix β ∈ Υ+0 . Recall that Xk := ζ + k βlǫ and that ζ ∈ supp χb(ǫ, k;β) ⇔ Xk ∈ Γδ(β). For
k ∈ Z the following estimates hold:35
(a) |∆(ǫ, k)| . 1 on Ξ
(b)
∣∣[Br−(ǫ, k)]−1∣∣ . |∆(ǫ, k)|−1 ∼ |Xk||τ − c+(β)η| on supp χb(ǫ, k;β)
(c)
∣∣[Br−(ǫ, k)]−1∣∣ . |∆(ǫ, k)|−1 ≤ C(δ) on Ξ \ supp χb(ǫ, k;β)
(d) |Br±(ǫ, k)| . 1 on Ξ,
(e) |ωi(ǫ, k)− ωj(ǫ, k)| ∼ |Xk| for i 6= j on supp χb(ǫ, k;β)
(f) Im ωj(ǫ, k) ≤ −cγ for j ∈ O, Im ωj(ǫ, k) ≥ cγ for j ∈ I, on supp χb(ǫ, k;β).
(3.13)
(g) Let r ∈ Z \ 0. When Xk /∈ Γ δ
|r|
(β) we have |∆(ǫ, k)|−1 ≤ C(δ)|r|.
Remark 3.7. The estimate (3.13)(b) uses the linearity of the function g(η) = c+(β)η appearing in
(2.19), a consequence of the assumption that we are working in two space dimensions. That estimate is
used in the proof of Proposition 3.10 and in step 8 of the proof of Proposition 3.17.
The functions Ei,j(ǫ, k, k − r) in the next definition arise as exponents in the oscillatory integrals
of step 7 of the iteration estimate (Proposition 3.17). They are used to control the large factors
[Br−(ǫ, k)]−1 appearing in (3.38). Recall that for a given (ζ, ǫ), we have ωi(ǫ, k;β)(ζ) = ωi(ζ;β)|ζ=Xk ,
and, moreover, ωN (βl) = ωN (ζ;βl)|ζ=βl .
Definition 3.8. Let k ∈ Z, r ∈ Z \ 0. For ζ = (τ, η) ∈ Ξ we define the function of ζ:
Ei,j(ǫ, k, k − r) := ωi(ǫ, k;βl)− rωN(βl)
ǫ
− ωj(ǫ, k − r;βl), where i ∈ O, j ∈ I(3.14)
The next two propositions, which are proved in section 3.5, address important technical issues that
arise in the proof of the iteration and cascade estimates. In particular, they are needed for defining and
controlling the amplification factors D(ǫ, k, k − r). In these propositions we fix an admissible sequence
of integers.
Definition 3.9. The sequence (kj)j∈Z is admissible if kj ∈ Z for all j and (kj) is either strictly
increasing or strictly decreasing. We define the “step size” rj = kj − kj−1 ∈ Z \ 0.
Proposition 3.10. Let (kj)j∈Z be an admissible sequence. We continue to work with a fixed β ∈ Υ+0 ,
which may or may not equal βl as in the oscillatory term of (1.1). Consider any given (ζ, ǫ) ∈ Ξ×(0, ǫ0].
Provided δ and ǫ0 are small enough, there exist positive constants C1, C2 independent of (ζ, ǫ, j) such
that for all but at most one j ∈ Z such that Xkj ∈ Γδ(β), we have:∣∣∣∣∆(ǫ, kj−1)∆(ǫ, kj)
∣∣∣∣ ≤ C1|rj |.(3.15)
If the exceptional case j = m1(ζ, ǫ;β) occurs (that is, if (3.15) fails for j = m1(ζ, ǫ;β)), we have∣∣∣∣∆(ǫ, km1−1)∆(ǫ, km1)
∣∣∣∣ ≤ C2|rm1 |ǫγ .(3.16)
35Here and below we use Notation 3.4, and suppress much of the β and ζ dependence; thus, for example, ∆(ǫ, k) =
∆(ǫ, k;β). In (3.13)(b), for example, ∆(ǫ, k) is evaluated at the same ζ that appears in the definition of Xk.
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Proposition 3.11. Let β ∈ Υ+0 and suppose i ∈ O, j ∈ I, There exist positive constants ǫ0, δ0 and
positive constants C3, C4 independent of (ζ, ǫ, p) ∈ Ξ×(0, ǫ0]×Z such that the following situation holds:
1) If β 6= βl, then for any given (ζ, ǫ, δ) ∈ Ξ× (0, ǫ0]× (0, δ0], at least one of Xkp ,Xkp−1 does not lie
in ∈ Γ δ
|rp|
(β).
2) Suppose β = βl, and for any given (ζ, ǫ, δ) ∈ Ξ× (0, ǫ0]× (0, δ0] let the set Mi,j(ζ, ǫ, δ;C3) ⊂ Z be
characterized by the condition that p /∈Mi,j(ζ, ǫ, δ;C3) if and only if either
a) at least one of Xkp ,Xkp−1 does not lie in ∈ Γ δ
|rp|
(βl), or
b) both points lie in Γ δ
|rp|
(βl) and
|Ei,j(ǫ, kp, kp−1)| ≥ C3
|Xkp |
|rp| or |Ei,j(ǫ, kp, kp−1)| ≥ C3|Xkp−1 |.(3.17)
Then for every p ∈Mi,j(ζ, ǫ, δ;C3) we have
|Xkp | ≤
C4|rp|
ǫ
.(3.18)
Thus, Mi,j(ζ, ǫ, δ;C3) is a set of “bad” p values: p lies in this set if and only if both Xkp ,Xkp−1 lie in
∈ Γ δ
|rp|
(βl) and (3.17) fails to hold. We are able to prove energy estimates like (2.28) only in those cases
where, for any given (i, j, δ) as above, the set Mi,j(ζ, ǫ, δ;C3) has a finite cardinality bounded above by
numbers Mi,j independent of (ζ, ǫ, δ) and the choice of sequence (kp); see Theorem 2.11. The exponent
E in (2.28) is determined in part by the size of these upper bounds.
Remark 3.12 (Uniformity with respect to sequences (kj)j∈Z). (1) The previous two propositions were
stated with respect to a given admissible sequence (kj)j∈Z. The statements involve certain constants: ǫ0,
δ0 and Ci, i = 1, . . . , 4. It is important for our application to the cascade estimates that these constants
can be chosen independently of the sequence (kj)j∈Z. Indeed, the proofs show that dependence on this
sequence occurs only in the explicit step-size factors rj that appear in estimates like (3.15) or (3.17).
(2) We will sometimes apply Propositions 3.10 and 3.11 to a fixed pair k, k− r instead of to a given
admissible sequence (kj). To do this we can imagine the pair k−r, k as embedded in a strictly increasing
sequence as k − r = kj−1, k = kj with r = rj if r > 0, and in a strictly decreasing sequence if r < 0.
Part (1) of this remark shows that the constants C1, . . . , C4 do not depend on the admissible sequence
chosen for the embedding. In the same way we can apply Proposition 3.20 (a refinement of Proposition
3.11 proved in section 3.5) to fixed pairs k, k − r.
(3) Although admissible sequences are needed only for the one-sided cascade estimates (for example,
in Proposition 4.2), part (2) of this remark allows us to use the above two propositions in the two-sided
case as well.
The following lemma is used in defining amplication factors and in the proof of the iteration estimate.
Lemma 3.13. Let Xk = ζ + k
βl
ǫ , Xk−r = ζ + (k − r)βlǫ , where r ∈ Z \ 0. For δ ∈ (0, δ0] and N1 ∈ N
sufficiently large, assume that
Xk ∈ Γ δ
N1|r|
(βl), but Xk−r /∈ Γ δ
|r|
(βl).(3.19)
Then |Xk−r| . 1N1 |Xk|.
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Proof. 1. Let X˜k−r = t
βl
ǫ and X˜k = (t+ r)
βl
ǫ be the orthogonal projections of Xk−r and Xk on the βl
axis, and let ℓ denote the common distance of Xk−r and Xk from that axis. By (3.19) we have
ℓ
|X˜k|
.
δ
N1|r| ,
ℓ
|X˜k−r|
&
δ
|r| ,(3.20)
and thus
δ
|r|
|t|
ǫ
. ℓ .
δ
N1|r|
|t+ r|
ǫ
, which implies
|t+ r|
N1
& |t|; hence |t| . |r|
N1 − 1 .(3.21)
2. Now
ℓ ∼ δ
N1|r| |X˜k| ∼
δ
N1|r|
|t+ r|
ǫ
.
δ
N1|r|ǫ
( |r|
N1 − 1 + |r|
)
.
δ
N1ǫ
, so(3.22)
|Xk−r| . ℓ+ |t|
ǫ
.
|r|
N1ǫ
, while |Xk| ∼ |X˜k| ∼ |t+ r|
ǫ
∼ |r|
ǫ
,(3.23)
establishing the lemma.
3.3 Amplification factors
In this section we define the global amplification factors D(ǫ, k, k − r) that appear in the iteration
estimate (3.17). Each global factor D(ǫ, k, k− r) is constructed out of microlocal factors D(ǫ, k, k− r;β)
that we now proceed to define. In this discussion the constants ǫ0, δ0, Ci, i = 1, . . . , 4, are those from
Propositions 3.10 and 3.11. We take (ζ, ǫ, δ, k, r) ∈ Ξ× (0, ǫ0]× (0, δ0]× Z× (Z \ 0) and β ∈ Υ+0 .
First, for δ and N1 as in Lemma 3.13 we distinguish three cases for the pair Xk = ζ + k
βl
ǫ , Xk−r =
ζ + (k − r)βlǫ :
(I) Xk ∈ Γ δ
N1|r|
(β),Xk−r ∈ Γ δ
|r|
(β)
(II) Xk ∈ Γ δ
N1|r|
(β),Xk−r /∈ Γ δ
|r|
(β)
(III) Xk ∈ Γδ(β) \ Γ δ
N1|r|
(β)
(3.24)
The source of amplification is the factor [Br−(ǫ, k)]−1 that appears (in two places) in (3.38). From
Lemma 3.6 we have
(a)
∣∣[Br−(ǫ, k)]−1∣∣ . |∆(ǫ, k)|−1 . |Xk|
γ
for Xk ∈ Γδ(β)
(b)|∆(ǫ, k)|−1 ≤ C(δ)|r| for Xk /∈ Γ δ
|r|
(β).
(3.25)
Using (3.25)(b) we obtain
|∆(ǫ, k)|−1 ≤ C(δ)N1|r| in case (III).(3.26)
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In case (II) we have using Proposition 3.10 and Remark 3.12:
1
|∆(ǫ, k)| =
1
|∆(ǫ, k − r)|
|∆(ǫ, k − r)|
|∆(ǫ, k)| ≤
{
(C(δ)|r|)(C1|r|) = C(δ)r2 if (3.15) holds
(C(δ)|r|)(C2 |r|ǫγ ) = C(δ)r
2
ǫγ if (3.15) fails
.(3.27)
In case (I), which by Proposition 3.11 can only happen when β = βl, we will use the functions
Ei,j(ǫ, k, k − r) to control |∆(ǫ, k)|−1. For each (i, j) ∈ O × I we define case (Ia) to be the subcase of
case (I) where (3.17) holds and (Ib) the subcase where (3.17) fails.
Definition 3.14. [Microlocal amplification factors] Let C5 ≥ 1 be a constant depending on C(δ) as in
(3.26), (3.27), N1 as in (3.24), and the constants C1, . . . , C4 appearing in Propositions 3.10 and 3.11.
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For k ∈ Z, r ∈ Z \ 0, β ∈ Υ+0 , and (ζ, ǫ) ∈ supp χb(ǫ, k;β) × (0, ǫ0], we define:
• D(ǫ, k, k − r;β)(ζ) = C5|r| in case (III)
• If β 6= βl, then D(ǫ, k, k − r;β)(ζ) =
{
C5r
2 in case (II) when (3.15) holds
C5r2
ǫγ in case (II) when (3.15) fails
• D(ǫ, k, k − r;βl)(ζ) = C5|r| in case (II).
If β = βl and case (I) obtains, then
• D(ǫ, k, k − r;βl)(ζ) =
{
C5|r| when for every (i, j) ∈ O × I, case (Ia) holds
C5|r|
ǫγ when for some (i, j) ∈ O × I, case (Ib) holds
.
For any β if ζ /∈ supp χb(ǫ, k, β), define D(ǫ, k, k − r;β)(ζ) = 0.
Definition 3.15. [Global amplification factors] Let χB(ζ) be the characteristic function of B := ∪β∈Υ+0 Γδ(β).
For k ∈ Z, r ∈ Z \ 0, and (ζ, ǫ) ∈ supp χB(ǫ, k)× (0, ǫ0], we define
D(ǫ, k, k − r)(ζ) =
{
C5r2
ǫγ , if D(ǫ, k, k − r;β)(ζ) = C5|r|ǫγ for some β ∈ Υ+0
C5r
2, otherwise
.(3.28)
If ζ /∈ supp χB(ǫ, k) we set D(ǫ, k, k − r)(ζ) = 1.
Observe that
D(ǫ, k, k − r;β)(ζ) ≤ D(ǫ, k, k − r) for all ζ ∈ Ξ, β ∈ Υ+0 .(3.29)
Remark 3.16. The definition of D(ǫ, k, k − r;β) in case (II) when β 6= βl is the only reason we need
r2 instead of |r| in the definition of D(ǫ, k, k − r). In any problem where Υ+0 = {βl}, we replace r2 by
|r| on the right in (3.28). This remark is used in the proof of Theorem 2.12.
3.4 Iteration estimate
In this section we prove the iteration estimate for the transformed singular problem (1.12), that is,
(a)Dx2Vk −A(Xk)Vk = i
∑
r∈Z\0
αre
ir
ωN (βl)
ǫ
x2B−12 MVk−r + F̂
ǫ
k(x2, ζ)
(b)BVk = Ĝk(ζ) on x2 = 0.
(3.30)
36The choice of C5 is further clarified in the proof of Proposition 3.17.
26
This is the transform of the singular problem (1.6) in the case where we take
D(θin) = d(θin)M for d(θin) =
∑
r∈Z\0
αre
irθin .(3.31)
We justify the reduction to this case in Remark 4.7.
We begin by defining the objects that appear in the estimate. Let us set
B := ∪β∈Υ+0 Γδ(β) ⊂ Ξ.(3.32)
Using Notations 3.4 we write the solution Vk of the Fourier-Laplace transformed singular system (3.30)
as
Vk =
∑
β∈Υ+0
χb(ǫ, k;β)Vk + χg(ǫ, k)Vk,(3.33)
where χg(ζ) is the characteristic function of Bc (complement in Ξ). Define wk = (w+k , w−k ) for all ζ ∈ Ξ
by37
Vk(x2, ζ) = S(ǫ, k;β)wk(x2, ζ;β),(3.34)
and observe that wk is for ζ ∈ supp χb(ǫ, k;β) a solution of the diagonalized system38
Dx2wk −
(
ξ+(ǫ, k;β) 0
0 ξ−(ǫ, k;β)
)
wk =
i
∑
r∈Z\0
αre
ir
ωN (βl)
ǫ
x2S−1(ǫ, k;β)B−12 MS(ǫ, k − r;β)wk−r + S−1(ǫ, k;β)F̂ ǫk (x2, ζ),
BS(ǫ, k;β)wk = Gˆk on x2 = 0.
(3.35)
Here we have set39
ξ+(ǫ, k;β) = diag (ω1(ǫ, k;β), . . . , ωN−p(ǫ, k;β))
ξ−(ǫ, k;β) = diag (ωN−p+1(ǫ, k;β), . . . , ωN (ǫ, k;β)).
(3.36)
Solutions to the diagonalized system in the case F = 0 are
w+k (x2, ζ) =
∑
r∈Z\0
∫ ∞
x2
eiξ+(ǫ,k)(x2−s)+ir
ωN (βl)
ǫ
sαr[a(ǫ, k, k − r)w+k−r(s, ζ) + b(ǫ, k, k − r)w−k−r(s, ζ)]ds,
(3.37)
w−k (x2, ζ) = −
∑
r∈Z\0
∫ x2
0
eiξ−(ǫ,k)(x2−s)+ir
ωN (βl)
ǫ
sαr[c(ǫ, k, k − r)w+k−r(s, ζ) + d(ǫ, k, k − r)w−k−r(s, ζ)]ds−
eiξ−(ǫ,k)x2 [Br−(ǫ, k)]−1Br+(ǫ, k)
∑
r∈Z\0
∫ ∞
0
eiξ+(ǫ,k)(−s)+ir
ωN (βl)
ǫ
sαr[a(ǫ, k, k − r)w+k−r(s, ζ)+
b(ǫ, k, k − r)w−k−r(s, ζ)]ds + eiξ−(ǫ,k)x2 [Br−(ǫ, k)]−1Gˆk(ζ).
(3.38)
37It is important now to keep track of the dependence of the various objects on β ∈ Υ+0 .
38Recall ζ ∈ supp χb(ǫ, k;β) if and only if Xk := ζ + k
βl
ǫ
∈ Γδ(β).
39In the notation used in (3.36), the frequency ωN (βl) that appears in (3.35) is ωN(ζ;βl)|ζ=βl .
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The matrices a, b, c, d in (3.37), (3.38) can be read off from (3.35) and we have
|a(ǫ, k, k − r)| . 1, |b(ǫ, k, k − r)| . 1, |c(ǫ, k, k − r)| . 1, |d(ǫ, k, k − r)| . 1(3.39)
uniformly with respect to (ǫ, k, r).
We will also need the following expressions for w±k :
w+k (x2, ζ) =
∑
r∈Z\0
∫ ∞
x2
eiξ+(ǫ,k)(x2−s)+ir
ωN (βl)
ǫ
sαrM
+(ǫ, k, k − r)Vk−r(s, ζ)ds(3.40)
w−k (x2, ζ) = −
∑
r∈Z\0
∫ x2
0
eiξ−(ǫ,k)(x2−s)+ir
ωN (βl)
ǫ
sαrM
−(ǫ, k, k − r)Vk−r(s, ζ)ds−
eiξ−(ǫ,k)x2 [Br−(ǫ, k)]−1Br+(ǫ, k)
∑
r∈Z\0
∫ ∞
0
eiξ+(ǫ,k)(−s)+ir
ωN (βl)
ǫ
sαrM
+(ǫ, k, k − r)Vk−r(s, ζ)ds+
eiξ−(ǫ,k)x2 [Br−(ǫ, k)]−1Gˆk(ζ),
(3.41)
where the matrices M± are defined in the obvious way and satisfy |M±(ǫ, k, k − r)| . 1.
Next define
Wk(x2, ζ;β) = (w˜+k (x2, ζ;β), w−k (x2, ζ;β),
1√
γ
w˜+k (0, ζ;β),
1√
γ
w−k (0, ζ;β)),(3.42)
where we have set
w˜+k (x2, ζ;β) = ∆
−1(ǫ, k;β)w+k (x2, ζ;β).(3.43)
For each k we define a modified L2 norm of Vk by
40
‖Vk‖k =
∑
β∈Υ+0
|χb(ǫ, k;β)Wk(x2, ζ;β)|L2 +
∣∣∣∣χg(ǫ, k)(Vk(x2, ζ), 1√γ Vk(0, ζ)
)∣∣∣∣
L2
,(3.44)
This “partial norm” depends on k (through ∆−1 and the cutoffs χb, χg). It should be viewed as a piece
of the “full norm” |(‖Vk‖)|ℓ2(k) of (Vk)k∈Z that is estimated in Proposition 4.4. We usually suppress the
outer subscript k of ‖Vk‖k. If f(ζ) is any function of ζ then
‖f(ζ)Vk‖k :=
∑
β∈Υ+0
|χb(ǫ, k;β)f(ζ)Wk(x2, ζ;β)|L2 +
∣∣∣∣χg(ǫ, k)f(ζ)(Vk(x2, ζ), 1√γ Vk(0, ζ)
)∣∣∣∣
L2
.(3.45)
Note that for Uγ as in Theorem 2.11
|(‖Vk‖)|ℓ2(k) & |Uγ |L2(t,x,θ) +
∣∣∣∣Uγ(0)√γ
∣∣∣∣
L2(t,x1,θ)
.(3.46)
40In (3.44) the notation | · |L2 means | · |L2(x2,σ,η) for components that depend on x2 and | · |L2(σ,η) for components that
do not.
Proposition 3.17 (Iteration estimate). Under assumptions 2.1, 2.3, 2.9 consider the transformed
singular problem (3.30). There exist positive constants C, γ0 such that for γ ≥ γ0 the solution Vk of
(2.23) satisfies for k ∈ Z,
‖Vk‖ ≤ C
γ
∑
r∈Z\0
∑
t∈Z
‖αrαtD(ǫ, k, k − r)Vk−r−t‖+ C
γ2
∣∣∣F̂k|Xk|∣∣∣
L2
+
C
γ3/2
∣∣∣Ĝk|Xk|∣∣∣
L2(σ,η)
.(3.47)
Here we redefine α0 to be 1.
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Proof. 1. Kreiss-type estimate. On the support of χg(ζ) the problem (L(∂), B) satisfies the uniform
Lopatinski condition, so by using a singular Kreiss symmetrizer as in [Wil02], we obtain the Kreiss-type
estimate ∣∣∣∣χg(ǫ, k)(Vk, 1√γVk(0)
)∣∣∣∣
L2
≤ C
1
γ
 ∑
r∈Z\0
|αrVk−r|L2 + |F̂k|L2
+ 1√
γ
|Ĝk|L2(σ,η)
 .(3.48)
Observe that the right side of (3.48) is dominated by the right side of (3.47).
2. Strategy. To prove (3.47) it will suffice to show for each β ∈ Υ+0 that
|χb(ǫ, k;β)Wk|L2 ≤
C
γ
∑
r∈Z\0
∑
t∈Z
|αrαtD(ǫ, k, k − r;β)Wk−r−t|L2 +
C
γ2
∣∣∣F̂k|Xk|∣∣∣
L2
+
C
γ3/2
∣∣∣Ĝk|Xk|∣∣∣
L2(σ,η)
,(3.49)
where the Wj are all evaluated at (x2, ζ;β). We can then deduce (3.47) using (3.29) and (3.48).
3. We now fix β ∈ Υ+0 and proceed to prove (3.49). We will first treat the case F = 0, G =∑
k∈ZGk(t, x1)e
ikθ. A crude estimate based just on applying Proposition 3.5 to “ 1∆(ǫ,k)(3.37)” and
(3.38) yields42
(a)|χb(ǫ, k)w˜+k |L2 ≤
C
γ
∑
r∈Z\0
(∣∣∣∣∣χb(ǫ, k)αrw+k−r∆(ǫ, k)
∣∣∣∣∣
L2
+
∣∣∣∣∣χb(ǫ, k)αrw−k−r∆(ǫ, k)
∣∣∣∣∣
L2
)
,
(b)|χb(ǫ, k)w−k |L2 ≤
C
γ
∑
r∈Z\0
(∣∣∣∣∣χb(ǫ, k)αrw+k−r∆(ǫ, k)
∣∣∣∣∣
L2
+
∣∣∣∣∣χb(ǫ, k)αrw−k−r∆(ǫ, k)
∣∣∣∣∣
L2
)
+
C
γ3/2
∣∣∣Ĝk|Xk|∣∣∣
L2(σ,η)
.
(3.50)
Observe that for each r we have∣∣∣∣∣χb(ǫ, k)αrw+k−r∆(ǫ, k)
∣∣∣∣∣
L2
+
∣∣∣∣∣χb(ǫ, k)αrw−k−r∆(ǫ, k)
∣∣∣∣∣
L2
∼
∣∣∣∣χb(ǫ, k)αrVk−r∆(ǫ, k)
∣∣∣∣
L2
,(3.51)
so we can (and sometimes will) write (3.50) using Vk−r in place of (w+k−r, w
−
k−r) on the right. We proceed
to improve the estimate (3.50).
41In (3.47) ‖Vk‖ = ‖Vk‖k and ‖αrαtD(ǫ, k, k − r)Vk−r−t‖ = ‖αrαtD(ǫ, k, k − r)Vk−r−t‖k−r−t.
42In (3.50) the cutoff χb(ǫ, k) = χb(ǫ, k;β); similarly, we often suppress the “;β” in other functions when a given β ∈ Υ
+
0
is fixed by the context.
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4. Decomposition of Γδ(β); the χ
3
b(ǫ, k, k − r) pieces. Considering the three cases listed in
(3.24), for a given r ∈ Z \ 0 we write
χb(ǫ, k) = χ
1
b(ǫ, k, k − r) + χ2b(ǫ, k, k − r) + χ3b(ǫ, k, k − r),(3.52)
where χib(ǫ, k, k − r), i = 1, 2, 3 are respectively the characteristic functions of
A1(ǫ, k, k − r) := {ζ ∈ Ξ : Xk ∈ Γ δ
N1|r|
(β),Xk−r ∈ Γ δ
|r|
(β)}
A2(ǫ, k, k − r) := {ζ ∈ Ξ : Xk ∈ Γ δ
N1|r|
(β),Xk−r /∈ Γ δ
|r|
(β)}
A3(ǫ, k, k − r) := {ζ ∈ Ξ : Xk ∈ Γδ(β) \ Γ δ
N1|r|
(βl)}.
(3.53)
Here N1 ∈ N is chosen as in Proposition 3.13 and δ ∈ (0, δ0]. By Proposition 3.11(1) A1(ǫ, k, k − r) is
empty when β 6= βl.
Since |∆(ǫ, k)|−1 ≤ C(δ)N1|r| on supp χ3b(ǫ, k, k − r), we obtain:
C
γ
∣∣∣∣∣χ3b(ǫ, k, k − r)w±k−r∆(ǫ, k)
∣∣∣∣∣
L2
≤ C(δ)N1|r|
γ
|w±k−r|L2 ≤
C
γ
|D(ǫ, k, k − r;β)w±k−r|L2 .(3.54)
5. The χ2b(ǫ, k, k−r) pieces when β 6= βl. Consider now the piece of the second term on the right
of (3.50)(a) given by Cγ
∣∣∣∣χ2b(ǫ,k,k−r)αrw−k−r∆(ǫ,k) ∣∣∣∣
L2
, which arises from the following part of
χ2b(ǫ,k,k−r)
∆(ǫ,k) (3.37):
A2 :=
χ2b(ǫ, k, k − r)
∆(ǫ, k)
∫ ∞
x2
eiξ+(ǫ,k)(x2−s)+i
ωN (βl)
ǫ
sαrb(ǫ, k, k − r)w−k−r(s, ζ)ds,(3.55)
Using (3.27) and Definition 3.14 we obtain∣∣∣∣χ2b(ǫ, k, k − r)∆(ǫ, k)
∣∣∣∣ . D(ǫ, k, k − r;β).(3.56)
This yields
|A2|L2 ≤
C
γ
|αrD(ǫ, k, k − r;β)w−k−r|L2 .(3.57)
The χ2b(ǫ, k, k − r) pieces of the other terms on the right in (3.50) are estimated in the same way.
6. The χ2b(ǫ, k, k − r) pieces when β = βl. For i ∈ O we define the N ×N matrix
Ei(ǫ, k, k − r) = (ωi(Xk)− rωN(βl/ǫ)) IN −A(Xk−r).(3.58)
Lemma 3.13 implies that on the support of χ2b(ǫ, k, k − r;βl)), the first two terms on the right of (3.58)
dominate the third. More precisely, we have
|Xk−r| =
∣∣∣∣Xk − rβlǫ
∣∣∣∣ ≤ 1N1 |Xk|,(3.59)
30
so, after enlarging N1 if necessary, we have
43
|A(Xk−r)| . |Xk−r| ≤ 1
N1
|Xk| ∼ 1
N1
|ωi(Xk)− ωN (rβl/ǫ)|.(3.60)
This implies that the N ×N matrix Ei is invertible with
|E−1i | .
1
|Xk| , and hence
∣∣∣∣ 1∆(ǫ, k)E−1i (ǫ, k, k − r)
∣∣∣∣ . 1γ ,(3.61)
since |∆(ǫ, k)−1| . |Xk|/γ on supp χ2b(ǫ, k, k − r).
For a given r the main contribution to the term (in parentheses) on the right in (3.50)(b) arises
from the part of (3.41) given by44
A := eiξ−(ǫ,k)x2 [Br−(ǫ, k)]−1Br+(ǫ, k)
∫ ∞
0
eiξ+(ǫ,k)(−s)+i
rωN (βl)
ǫ
sαrM
+(ǫ, k, k − r)Vk−r(s, ζ)ds.(3.62)
Recalling the definitions of ξ± (3.36) and ignoring some factors in the integrand that are O(1) and
independent of s, we see that the q−component of A is a sum of terms of the form
Aq,i := e
iωq(ǫ,k)x2 1
∆(ǫ, k)
∫ ∞
0
eiωi(ǫ,k)(−s)+i
rωN (βl)
ǫ
sαrM
+
i (ǫ, k, k − r)Vk−r(s, ζ)ds(3.63)
where q ∈ I, i ∈ O, and M+i is the i−th row of the (N − p)×N matrix M+.
We now improve the estimate of χ2b(ǫ, k, k − r)Aq,i by an integration by parts. Setting
V ∗k−r(x2, ζ) := e
−iA(Xk−r)x2Vk−r,(3.64)
we may rewrite χ2b(ǫ, k, k − r)Aq,i as
eiωq(ǫ,k)x2
M+i (ǫ, k, k − r)
∆(ǫ, k)
∫ ∞
0
e−iEi(ǫ,k,k−r)sχ2b(ǫ, k, k − r)αrV ∗k−r(s, ζ)ds,(3.65)
where Ei(ǫ, k, k − r) is given by (3.58). From (3.30)k−r we obtain
∂x2V
∗
k−r = e
−iA(Xk−r)x2ihk−r,(3.66)
where hk−r is the right side of (3.30)k−r(a). Using (3.66), the equation
1
−iE
−1
i
d
ds
e−iEis = e−iEis,(3.67)
and integrating by parts in (3.65) gives
eiωq(ǫ,k)x2
M+i (ǫ, k, k − r)
i∆(ǫ, k)
χ2b(ǫ, k, k − r)E−1i (ǫ, k, k − r)·[
αrVk−r(0, ζ) +
∫ ∞
0
e−iEi(ǫ,k,k−r)se−iA(Xk−r)sαrihk−r(s, ζ)ds
]
.
(3.68)
43Use (3.59) and (3.13)(e) for the last ∼ of (3.60).
44The “smaller” contribution from the integrals
∫ x2
0
in (3.41) (or (3.38)) is easily estimated by direct application of
Proposition 3.5, so we ignore it here.
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We now obtain from (3.61) and the definition of D(ǫ, k, k − r;βl) (in case (II) of (3.24)):
|χ2b(ǫ, k, k − r)Aq,i|L2 .
C
γ3/2
[
|αrD(ǫ, k, k − r;βl)Vk−r(0, ζ)|L2(σ,η) +
C√
γ
|αrD(ǫ, k, k − r;βl)hk−r|L2
]
≤
C
γ3/2
|αrD(ǫ, k, k − r;βl)Vk−r(0, ζ)|L2(σ,η) + C√γ ∑
t∈Z\0
|αrαtD(ǫ, k, k − r;βl)Vk−r−t|L2
 .
(3.69)
The estimate (3.69) shows that the piece of the term on the right of (3.50)(b) given by Cγ
∣∣∣χ2b(ǫ,k,k−r)αrVk−r∆(ǫ,k) ∣∣∣L2
can be replaced by (not dominated by)
C
γ
∑
t∈Z
|αrαtD(ǫ, k, k − r;βl)Wk−r−t|L2 .(3.70)
The piece of the term on the right of (3.50)(a) given by Cγ
∣∣∣χ2b(ǫ,k,k−r)αrVk−r∆(ǫ,k) ∣∣∣L2 arises from the
following part of “
χ2b(ǫ,k,k−r)
∆(ǫ,k) (3.40)”:
χ2b(ǫ, k, k − r)
∆(ǫ, k)
∫ ∞
x2
eiξ+(ǫ,k)(x2−s)+i
rωN (βl)
ǫ
sαrM
+(ǫ, k, k − r)Vk−r(s, ζ)ds,(3.71)
The replacement, determined by essentially the same argument as given above, is again (3.70).
7. Improving the
∣∣∣∣χ1b(ǫ,k,k−r)αrw−k−r∆(ǫ,k) ∣∣∣∣
L2
pieces of (3.50). Recall that χ1b(ǫ, k, k − r;β) is nonzero
only for β = βl, so we assume that in this step and the next. For a given r the main contribution to
the second term (in parentheses) on the right in (3.50)(b) arises from the part of (3.38) given by
A := eiξ−(ǫ,k)x2 [Br−(ǫ, k)]−1Br+(ǫ, k)
∫ ∞
0
eiξ+(ǫ,k)(−s)+i
rωN (βl)
ǫ
sαrb(ǫ, k, k − r)w−k−r(s, ζ)]ds.(3.72)
Ignoring some factors in the integrand that are O(1) and independent of s, we see that the p−component
of A is a sum of terms of the form
Ap,i,j := e
iωp(ǫ,k)x2 1
∆(ǫ, k)
∫ ∞
0
eiωi(ǫ,k)(−s)+i
rωN (βl)
ǫ
sαrw
−
k−r,j(s, ζ)ds(3.73)
where p ∈ I, i ∈ O, and w−k−r,j, j ∈ I denotes a component of w−k−r.
For any (i, j) ∈ O×I recall the condition (3.17) involving the function Ei,j(ǫ, k, k− r) := ωi(ǫ, k)−
rωN(βl/ǫ)− ωj(ǫ, k − r):
|Ei,j(ǫ, k, k − r)| ≥ C3 |Xk||r| or |Ei,j(ǫ, k, k − r)| ≥ C3|Xk−r| on supp χ
1
b(ǫ, k, k − r).(3.74)
To estimate χ1b(ǫ, k, k − r)Ap,i,j we first decompose45
χ1b(ǫ, k, k − r) = χ1G(ǫ, k, k − r) + χ1B(ǫ, k, k − r)(3.75)
45The cutoffs on the right in (3.75) have additional dependence on (i, j), which we suppress in the notation.
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into “good” and “bad” pieces supported respectively where the condition (3.74) holds, does not hold.
We proceed to improve the estimate of χ1G(ǫ, k, k − r)Ap,i,j. We decompose χ1G(ǫ, k, k − r),
χ1G(ǫ, k, k − r) = χ1G,I(ǫ, k, k − r) + χ1G,II(ǫ, k, k − r) + χ1G,III(ǫ, k, k − r),(3.76)
into pieces where respectively, (I) the first alternative in (3.74) holds, (II) the first alternative fails and
|Xk−r| ≥ |Xk|N2 , (III) the first alternative fails and |Xk−r| <
|Xk|
N2
; N2 ∈ N is chosen large enough below.
In case (I) we have ∣∣∣∣ 1∆(ǫ, k)Ei,j
∣∣∣∣ ≤ |Xk|γ |r|C3|Xk| ∼ |r|γ ,(3.77)
so an integration by parts just like that in step 6 gives46
|χ1G,I(ǫ, k, k − r)Ap,i,j|L2 .
C
γ3/2
|αrD(ǫ, k, k − r;βl)w−k−r,j(0, ζ)|L2(σ,η) + C√γ ∑
t∈Z\0
|αrαtD(ǫ, k, k − r;βl)wk−r−t|L2
 .(3.78)
In case (II) we find ∣∣∣∣ 1∆(ǫ, k)Ei,j
∣∣∣∣ ≤ |Xk|γ 1C3|Xk−r| ∼ N2γ ,(3.79)
so a similar integration by parts yields an estimate just like (3.78) for |χ1G,II(ǫ, k, k − r)Ap,i,j|L2 .
In case (III) the first two terms in the expression for Ei,j are dominant, so we can use the argument
of step 6 (recall (3.61)) to show
|E−1i,j | ≤
C(N2)
|Xk| , and hence
∣∣∣∣ 1∆(ǫ, k)Ei,j
∣∣∣∣ ≤ C(N2)γ ,(3.80)
provided N2 is large enough. Thus, we get the estimate (3.78) for |χ1G,III(ǫ, k, k − r)Ap,i,j|L2 ,
To estimate χ1B(ǫ, k, k − r)Ap,i,j we do a direct estimate using (3.73), and the fact that47
|∆(ǫ, k|−1 . |Xk|
γ
≤ C4|r|
ǫγ
on supp χ1B(ǫ, k, k − r), for C4 as in (3.18).(3.81)
Thus, we obtain
|χ1B(ǫ, k, k − r)Ap,i,j|L2 ≤
C
γ
C4|r|
ǫγ
|w−k−r|L2 .(3.82)
These estimates show that the piece of the second term on the right of (3.50)(b) given by Cγ
∣∣∣∣χ1b(ǫ,k,k−r)αrw−k−r∆(ǫ,k) ∣∣∣∣
L2
can be replaced by (not dominated by) (3.70).
46In this integration by parts w∗,−k−r,j(x2, ζ) := e
−iωj(ǫ,k−r)x2w−k−r,j replaces V
∗
k−r as in (3.64), and h
−
k−r,j , the j-component
of the right side of (3.35)k−r, replaces hk−r as in (3.66).
47Use Lemma 3.6 here.
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The piece of the second term on the right of (3.50)(a) given by Cγ
∣∣∣∣χ1b(ǫ,k,k−r)αrw−k−r∆(ǫ,k) ∣∣∣∣
L2
arises from
the following part of “
χ1b(ǫ,k,k−r)
∆(ǫ,k) (3.37)”:
χ1b(ǫ, k, k − r)
∆(ǫ, k)
∫ ∞
x2
eiξ+(ǫ,k)(x2−s)+i
ωN (βl)
ǫ
sαrb(ǫ, k, k − r)w−k−r(s, ζ)ds,(3.83)
The replacement, determined by essentially the same argument as given above, is again (3.70).
Remark 3.18. Proposition 3.21 below implies that χ1B(ǫ, k, k − r) can be nonzero only in the cases
i ∈ O, j ∈ I \ {N}. Equivalently, the function Ei,N satisfies condition (3.74) for all i ∈ O. This
observation is used in the proof of Proposition 4.2.
8. Improving the
∣∣∣∣χ1b(ǫ,k,k−r)αrw+k−r∆(ǫ,k) ∣∣∣∣
L2
pieces of (3.50). To treat the pieces involving w+k−r on
the right in (3.50), we first decompose χ1b(ǫ, k, k − r),
χ1b(ǫ, k, k − r) = χ1b,I(ǫ, k, k − r) + χ1b,II(ǫ, k, k − r),(3.84)
into pieces where respectively, (I) |Xk−r| ≥ |Xk|N3 , (II) |Xk−r| <
|Xk|
N3
, for N3 ∈ N to be chosen large
below. In case (I) we insert ∆(ǫ,k−r)∆(ǫ,k−r) and use (recall (3.13)(b))∣∣∣∣∆(ǫ, k − r)∆(ǫ, k)
∣∣∣∣ . |Xk||Xk−r| ≤ N3 on supp χ1b(ǫ, k, k − r)(3.85)
to obtain
C
γ
∣∣∣∣∣χ1b,I(ǫ, k)αrw
+
k−r
∆(ǫ, k)
∣∣∣∣∣
L2
≤ C
γ
|αrD(ǫ, k, k − r;βl)w˜+k−r|L2 .(3.86)
In case (II) consider the contribution to the term involving w+k−r on the right in (3.50)(a) given by
χ1b,II(ǫ, k, k − r)
∆(ǫ, k)
∫ ∞
x2
eiξ+(ǫ,k)(x2−s)+i
rωN (βl)
ǫ
sαra(ǫ, k, k − r)w+k−r(s, ζ)ds.(3.87)
If we define the |O| × |O| matrix
F+,+(ǫ, k, k − r) = ξ+(ǫ, k)− rωN(βl/ǫ)I|O| − ξ+(ǫ, k − r),(3.88)
we see by an argument parallel to (3.58)-(3.61) that the first two terms on the right of (3.88) are
dominant for large N1, so∣∣∣∣ 1∆(ǫ, k)F−1+,+(ǫ, k, k − r)
∣∣∣∣ . 1γ on supp χ1b,II(ǫ, k, k − r).(3.89)
Thus, an integration by parts similar to that in step 6 shows that the piece of the term on the right of
(3.50)(a) given by Cγ
∣∣∣∣χ1b,II(ǫ,k,k−r)αrw+k−r∆(ǫ,k) ∣∣∣∣
L2
can be replaced by (not dominated by)
C
γ
∑
t∈Z
|αrαtD(ǫ, k, k − r;βl)Wk−r−t|L2 .(3.90)
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Finally, we must consider the contribution in case (II) to the term involving w+k−r on the right in
(3.50)(b) given by
eiξ−(ǫ,k)x2χ1b,II(ǫ, k, k − r)[Br−(ǫ, k)]−1Br+(ǫ, k)
∫ ∞
0
eiξ+(ǫ,k)(−s)+ir
ωN (βl)
ǫ
sαra(ǫ, k, k − r)w+k−r(s, ζ)ds.
(3.91)
The replacement, determined by essentially the same argument involving F+,+, is again (3.90).
9. Using Proposition 3.5 and the formulas (3.37), (3.38), it is easy to see that 1√γ |w˜+k (0, ζ;β)|L2(σ,η)
and 1√γ |w−k (0, ζ;β))|L2(σ,η) satisfy, respectively, the same estimates as |w˜+k (x2, ζ;β)|L2 , |w−k (x2, ζ, β)|L2 .
Combining the estimates of steps 4-8 establishes for all β ∈ Υ+0 the estimate (3.49) for the case F = 0.
10. If F (t, x, θ) =
∑
k∈Z Fk(t, x)e
ikθ, the only modification to (3.37), (3.38) is to add
−i
∫ ∞
x2
eiξ+(ǫ,k)(x2−s)ℓ+(ǫ, k)F̂k(s, τ, η)ds,(3.92)
to the right side of (3.37), and to add the terms
i
∫ x2
0
eiξ−(ǫ,k)(x2−s)ℓ−(ǫ, k)F̂k(s, τ, η)ds+
ieiξ−(ǫ,k)x2 [Br−(ǫ, k)]−1Br+(ǫ, k)
∫ ∞
0
eiξ+(ǫ,k)(−s)ℓ+(ǫ, k)F̂k(s, τ, η)ds
(3.93)
to the right side of (3.38). Using step 9 and applying Proposition 3.5 again, we obtain the estimate
(3.47).
Remark 3.19. In the case where the oscillatory coefficient in (3.30) has only positive spectrum, if one
takes F (t, x, θ) =
∑∞
k=1 Fk(t, x)e
ikθ and G(t, x1, θ) =
∑∞
k=1Gk(t, x1)e
ikθ, then the solution to (3.30)
satisfies Vk = 0 for k < 1. The iteration estimate (3.47) then reduces to
‖Vk‖ ≤ C
γ
k−1∑
r=1
k−r−1∑
t=0
‖αrαtD(ǫ, k, k − r)Vk−r−t‖+ C
γ2
∣∣∣F̂k|Xk|∣∣∣
L2
+
C
γ3/2
∣∣∣Ĝk|Xk|∣∣∣
L2(σ,η)
.(3.94)
The obvious analogue of the estimate (3.94) holds in the case where F (t, x, θ) =
∑∞
k=N∗ Fk(t, x)e
ikθ and
G(t, x1, θ) =
∑∞
k=N∗ Gk(t, x1)e
ikθ for any N∗ ∈ Z. Moreover, the proof of Proposition 3.17 shows that
the constants C, γ0 appearing there are independent of N
∗. This remark is used in the cascade estimates
of section 4.
3.5 Control of amplification factors
Proof of Proposition 3.10. We carry out the proof for a strictly increasing sequence (kj); the de-
creasing case is similar.
1. Recall that Xk = ζ +
kβl
ǫ . Since β, βl ∈ Υ+0 , either the counterclockwise angle αcc from βl to
β is between 0 and π2 , or the clockwise angle αc from βl to β is between 0 and
π
2 . By symmetry of
Γδ := Γδ(β) about the line L(β) := {tβ : t ∈ R}, it will suffice to consider the case where the angle
α := αcc ∈ [0, π2 ].
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Let us define the positive “vertical” direction to be the β direction, and the positive “horizontal”
direction to be the direction of a vector obtained by rotating β by π2 clockwise.
2. For each Xk ∈ Ξ there is a point X˜k closest to it on L(β). We have
Xkj = Xkj−1 +
rjβl
ǫ
, X˜kj = X˜kj−1 +
(rj cosα)β
ǫ
for all j.(3.95)
For example if β ⊥ βl, we have X˜kj = X˜kj−1 . In general the vertical displacement in passing from Xkj
to Xkj−1 is − rj cosαǫ , while the horizontal displacement is −
rj sinα
ǫ (recall |βl| = 1).48
Moreover, for opening angle δ > 0 small we have
|Xk − X˜k| ≤ 2δ|X˜k | ⇒ (1− 2δ)|X˜k | ≤ |Xk| ≤ (1 + 2δ)|X˜k | for Xk ∈ Γδ.(3.96)
3. Suppose Xkj ∈ Γδ, Xkj−1 ∈ Γδ. Then by (3.13)(b) we have for some c0 > 0∣∣∣∣∆(ǫ, kj−1)∆(ǫ, kj)
∣∣∣∣ ≤ c0 |Xkj ||Xkj−1 | .(3.97)
Moreover, if |X˜kj−1 | ≥ 18ǫ , we have by (3.95)
|X˜kj |
|X˜kj−1 |
≤ 1 + rj cosα
1/8
≤ 9rj .(3.98)
In this case by (3.96) it follows that for δ > 0 small enough we have∣∣∣∣∆(ǫ, kj−1)∆(ǫ, kj)
∣∣∣∣ ≤ c1rj, where c1 = c1(c0, 9).(3.99)
4. For N0 ≥ 2 to be chosen, suppose Xkj /∈ Γδ/N0 .49 Then by (3.13)(c) we have |∆(ǫ, kj)|−1 ≤ c2 =
c2(δ,N0). Together with (3.13)(a) this implies∣∣∣∣∆(ǫ, kj−1)∆(ǫ, kj)
∣∣∣∣ ≤ c3 = c3(δ,N0).(3.100)
Thus, the estimate (3.100) can fail only if Xkj ∈ Γδ/N0 . Now let
C1 = max{c3(δ,N0), c1(c0, 9)} ( recall (3.99)).(3.101)
We will say that for a given (ζ, ǫ), the transition Xkj → Xkj−1 is a “bad transition” for a particular j if
and only if the estimate (3.15) fails for that j for C1 as in (3.101). We will show that for a given (ζ, ǫ)
and N0 chosen large enough, a bad transition can occur for only one choice of j (denoted m1(ζ, ǫ;β)),
and that for j = m1(ζ, ǫ;β) we have (3.16). Observe that for a fixed (ζ, ǫ) the points Xkj as j varies all
lie on a line L(ζ, ǫ, βl) parallel to βl, and that the transition Xkj → Xkj−1 can be bad only if Xkj ∈ Γδ/N0 .
48More precisely, this is the horizontal displacement of the projection of Xkj into the (σ, η) plane.
49We allow the freedom to take N0 “large enough” and independent of (ζ, ǫ, j); the argument below shows we could in
fact take N0 = 4.
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5. Bad transition where Xkj−1 /∈ Γδ. Suppose the transition Xkj → Xkj−1 is bad for a given
j = m, and that Xkm−1 /∈ Γδ. Since Xkm ∈ Γδ/N0 and Xkm−1 /∈ Γδ, in view of (3.95) this can happen
only if
|Xkm | ≤
c4(δ, β)rm
ǫ
,(3.102)
where c4(δ, β) is independent of (ζ, ǫ, j).
50 From this and (3.13)(a),(b) we obtain the estimate∣∣∣∣∆(ǫ, km−1)∆(ǫ, km)
∣∣∣∣ ≤ c5(δ, β)rmǫγ .(3.103)
To see that the transition Xkj → Xkj−1 is not bad if j 6= m, suppose first that α ≥ δ. Since
Xkm−1 /∈ Γδ, we have Xkm−l /∈ Γδ for all l ≥ 1, so there can be no bad transitions for j < m. The
transition Xkm+1 → Xkm can be bad only if Xkm+1 ∈ Γδ/N0 and |X˜km | ≤ 18ǫ (recall step 3). But the
horizontal displacement in passing from Xkm to Xkm+1 is
rm+1 sinα
ǫ ≥ rm+1 sin δǫ ∼ rm+1δǫ , so if N0 ≥ 4
one cannot have Xkm+1 ∈ Γδ/N0 and |X˜km | ≤ 18ǫ .51 Similarly, there are no bad transitions Xkj to Xkj−1
for j > m+ 1 when α ≥ δ.
Now suppose α < δ. A transition starting from Xkm−l for l > 1 can be bad only if Xkm−l ∈ Γδ/N0 ,
and since Xkm−1 /∈ Γδ, that can happen for some l0 > 1 only if α < δ/N0. But then Xkm−l ∈ Γ−δ/N0 for all
l ≥ l0 and |Xkm−l−1 | > |Xkm−l |, so (3.97) shows the transition Xkm−l → Xkm−l−1 cannot be bad. Next
suppose the transition Xkm+1 → Xkm is bad when α < δ. The vertical and horizontal displacements are
− rm+1 cosαǫ ∼ − rm+1ǫ and − rm+1 sinαǫ , respectively. Since both Xkm+1 ,Xkm ∈ Γδ/N0 , it follows by step 3
that |X˜km | < 18ǫ . But then a vertical displacement of ∼ rm+1ǫ starting from Xkm ∈ Γδ/N0 would land
Xkm−1 ∈ Γδ. Step 3 implies there are no bad transitions Xkj → Xkj−1 for j > m+ 1 when α < δ.
6. Bad transition where Xkj−1 ∈ Γδ. Suppose the transition Xkj → Xkj−1 is bad for a given
j = m, and that Xkm−1 ∈ Γδ. Since Xkm ∈ Γδ/N0 and Xkm−1 ∈ Γδ, by step 3 this can happen only if
|X˜km−1 | ≤ 18ǫ , so by (3.96) and (3.97) we have∣∣∣∣∆(ǫ, km−1)∆(ǫ, km)
∣∣∣∣ ≤ c6(c0)rmǫγ(3.104)
since |X˜km | ≤ 9rm8ǫ .
If Xkm−1 /∈ Γδ/N0 , the transition Xkm−1 → Xkm−2 is not bad, and in fact no transition Xkm−l →
Xkm−l−1 is bad for l > 1.
52 The transition Xkm+1 → Xkm can be bad only if Xkm+1 ∈ Γδ/N0 . But then,
as we saw above, α < δ and the vertical displacement for X˜km−1 → X˜km is close to rmǫ . By (3.98) we
must have
|X˜km+1 |
|X˜km |
≤ 9rm+1, since |X˜km | ≥
1
8ǫ
,(3.105)
so the transition Xkm+1 → Xkm cannot be bad. Similarly, no transition Xkm+l → Xkm+l−1 can be bad
for l > 1.
50To see this consider first the case rm = 1, then rescale.
51The width of Γδ/N0 at a vertical height of
1
8ǫ
is ∼ 2 · 1
8ǫ
· δ
N0
; at a vertical height of
9rm+1
8ǫ
it is ∼ 2 ·
9rm+1
8ǫ
· δ
N0
<
2rm+1δ
3ǫ
for N0 ≥ 4.
52Consider the cases α ≥ δ, α < δ.
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If Xkm−1 ∈ Γδ/N0 , then α < δ and the vertical displacement for Xkm−1 → Xkm−2 is close to rm−1ǫ ,
so Xkm−2 ∈ Γδ (since |X˜km−1 | ≤ 18ǫ). Moreover, |X˜km−2 | ≥ |X˜km−1 |, so by (3.97), (3.98) the transition
Xkm−1 → Xkm−2 cannot be bad. Similarly, no transition Xkm−l → Xkm−l−1 is bad for l > 1, and no
transition Xkm+l → Xkm+l−1 is bad for l ≥ 1.
7. We now take C2 := max{c5(δ, β), c6(c0)} in (3.16) to finish the proof.
In preparation for the proof of Proposition 3.11, we recall that for an admissible sequence (kp)p∈Z
(Definition 3.9), for (ζ, ǫ) ∈ Ξ× (0, ǫ0] we define the function of ζ:
Ei,j(ǫ, kp, kp−1) := ωi(ǫ, kp;βl)− rpωN (βl)
ǫ
− ωj(ǫ, kp−1;βl), where i ∈ O, j ∈ I.(3.106)
Here we have ωi(ǫ, k;βl)(ζ) = ωi(ζ;βl)|ζ=Xk , and, moreover, ωN (βl) = ωN (ζ;βl)|ζ=βl .
Proof of Proposition 3.11. We will carry out the proof for a strictly increasing sequence (kp); the
decreasing case is similar. We fix (ǫ, ζ) throughout the proof and fix p ∈ Z in steps 1-5.
1. For any given β ∈ Υ+0 \ {βl}, let α ∈ (0, π2 ] be the angle it makes with βl, and let α1 > 0 be the
smallest such angle. Let Γ˜(p) be the portion of Γ δ
rp
(β) bounded “above” by the plane orthogonal to β
containing Xkp and “below” by the plane orthogonal to β containing Xkp−1 . Also, let X˜kp−1 = t(p)
β
ǫ
be the orthogonal projection of Xkp−1 on β. Then the maximum width of Γ˜(p) is . 2
δ
rp
(|t(p)| + rp)/ǫ,
while the “horizontal” displacement in passing from Xkp to Xkp−1 is
rp sinα
ǫ ≥
rp sinα1
ǫ . Thus, Xkp and
Xkp−1 cannot both lie in Γ δ
rp
(β) if δ = δ(α1) is small enough.
2. Now let β = βl and, with ωi(ζ) = ωi(ζ;βl), write Ei,j as in (3.106) as
Ei,j(ǫ, kp, kp−1) = ωi(Xkp)−
rpωN (βl)
ǫ
− ωj(Xkp−1)
E˜i,j(ǫ, kp, kp−1) := ωi(X˜kp)−
rpωN(βl)
ǫ
− ωj(X˜kp−1),
(3.107)
for X˜kp as in (3.95). We also have
X˜kp−1 = t
βl
ǫ
and X˜kp = X˜kp−1 +
rpβl
ǫ
= (t+ rp)
βl
ǫ
for some t = t(p) ∈ R,
Xkp = Xkp−1 +
rpβl
ǫ
.
(3.108)
3. Since ωj(ζ) is positively homogeneous of degree one, it follows from the definition of ωj(ζ) on
Γδ(βl) that in fact
ωj(sβl) = sωj(βl) for all s ∈ R.
We compute
E˜i,j(ǫ, kp, kp−1) = ωi
(
(t+ rp)
βl
ǫ
)
− rpωN (βl)
ǫ
− ωj
(
t
βl
ǫ
)
=
t
ǫ
(ωi(βl)− ωj(β)) + rpωi(βl)− rpωN(βl)
ǫ
.
(3.109)
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Since ωi(βl)− ωj(βl) 6= 0, we see that there exists a tp ∈ R such that the right side of (3.109) vanishes
at t = tp. Namely,
tp = rp Ωi,j, where Ωi,j :=
ωi(βl)− ωN (βl)
ωj(βl)− ωi(βl) .(3.110)
Writing t = (t− tp) + tp we obtain
E˜i,j(ǫ, kp, kp−1) =
(t− tp)
ǫ
(ωi(βl)− ωj(βl)) := (t− tp)
ǫ
C(βl).(3.111)
4. Fix λ > 0 and suppose |t− tp| ≥ λ. Then (3.111) implies
|E˜i,j(ǫ, kp, kp−1)| ≥ λC(βl)
ǫ
.(3.112)
If the condition |t| ≥ 2|tp|+ 2 holds, then we have
|E˜i,j(ǫ, kp, kp−1)| ≥ |t|
2
C(βl)
ǫ
.(3.113)
5. Using (3.107) and (3.96) we obtain
|Ei,j(ǫ, kp, kp−1)− E˜i,j(ǫ, kp, kp−1)| ≤ |ωi(Xkp)− ωi(X˜kp)|+ |ωj(Xkp−1)− ωj(X˜kp−1)|
. |Xkp − X˜kp |+ |Xkp−1 − X˜kp−1 |,
(3.114)
and thus
|Ei,j(ǫ, kp, kp−1)| ≥ |E˜i,j(ǫ, kp, kp−1)| −C(|Xkp − X˜kp |+ |Xkp−1 − X˜kp−1 |).(3.115)
Since Xkp ,Xkp−1 ∈ Γ δ
rp
we have
|Xkp − X˜kp | .
δ
rp
|X˜kp | and |Xkp−1 − X˜kp−1 | .
δ
rp
|X˜kp−1 |.(3.116)
If |X˜kp−1 | ≤ 2|tp|+2ǫ , we deduce from (3.112), (3.115),(3.116) that for δ = δ(λ) small and |t− tp| ≥ λ:
|Ei,j(ǫ, kp, kp−1)| ≥ λ
2
C(βl)
ǫ
≥ C3(λ)
|Xkp |
rp
.(3.117)
If |X˜kp−1 | ≥ 2|tp|+2ǫ , then |t| ≥ 2|tp|+ 2, and we deduce from (3.113), (3.115), (3.116) that for δ small:
|Ei,j(ǫ, kp, kp−1)| ≥ |t|C(βl)
3ǫ
≥ C3(λ)|Xkp−1 |,(3.118)
after reducing C3(λ) if necessary.
6. Finally, for any given (ζ, ǫ) and δ, C3 as in step 5, we define Mi,j(ζ, ǫ, δ;C3) by
Mi,j(ζ, ǫ, δ;C3) := {p ∈ Z : Xkp ∈ Γ δ
rp
(βl),Xkp−1 ∈ Γ δ
rp
(βl), and both (3.117), (3.118) fail.}(3.119)
The above estimates show that
Mi,j(ζ, ǫ, δ;C3) ⊂Mi,j(ζ, ǫ, δ) := {p ∈ Z : Xkp ∈ Γ δ
rp
(βl),Xkp−1 ∈ Γ δ
rp
(βl), |t − tp| < λ}.(3.120)
Since |tp| . rp, the estimate (3.18) now follows directly from the definition of Mi,j and (3.108).
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The next Proposition is used in the proof of part (b) of Theorem 2.11.
Proposition 3.20. Suppose i ∈ O, j ∈ I \ {N} and assume that
Ωi,j :=
ωi(βl)− ωN(βl)
ωj(βl)− ωi(βl) ∈ (−1, 0).(3.121)
There exist positive constants ǫ0, δ0 and positive constants C3, C4 independent of (ζ, ǫ, p) ∈ Ξ×(0, ǫ0]×Z
such that the following situation holds:
Let (kp) be an admissible sequence. For any given (ζ, ǫ, δ) ∈ Ξ×(0, ǫ0]×(0, δ0] there exists at most one
exceptional element m = mi,j(ζ, ǫ, δ) ∈ Z, such that if p 6= m and if Xkp ∈ Γ δ
|rp|
(βl), Xkp−1 ∈ Γ δ
|rp|
(βl),
then we have either
|Ei,j(ǫ, kp, kp−1| ≥ C3
|Xkp |
|rp| or |Ei,j(ǫ, kp, kp−1;β)| ≥ C3|Xkp−1 |.(3.122)
Moreover, the exceptional value m satisfies
|Xkm | ≤
C4|rm|
ǫ
.(3.123)
Proof. We carry out the proof for a strictly increasing sequence (kp); the decreasing case is similar.
1. Consider Mi,j(ζ, ǫ, δ) as in step 6 of the previous proof and δ(λ), C3(λ) as in step 5 there. To
prove the proposition, it is enough to make a choice of λ > 0 such that for any fixed (ζ, ǫ) the set
Mi,j(ζ, ǫ, δ) := {p ∈ Z : Xkp ∈ Γ δ
rp
(βl),Xkp−1 ∈ Γ δ
rp
(βl), |t− tp| < λ}(3.124)
has cardinality |Mi,j(ζ, ǫ, δ)| ≤ 1.53 For Ω := Ωi,j as in (3.121) we take
λ = λi,j =
1
3
min{|Ω − (−1)|, |Ω − 0|} > 0.(3.125)
Suppose n > m are elements of Mi,j(ζ, ǫ, δ). We have
Xkn−1 = ζ + kn−1
βl
ǫ
= ζ + (kn − rn)βl
ǫ
,
X˜kn−1 = s
βl
ǫ
+ (kn − rn)βl
ǫ
,
(3.126)
where sβlǫ is the orthogonal projection of ζ on βl for some s ∈ R. Thus, we can write the “t−values”
determined by X˜kn−1 , X˜km−1 as
t(n) = s+ (kn − rn), t(m) = s+ (km − rm).(3.127)
The assumption that n,m ∈ Mi,j means
(a)|s + (kn − rn)− rnΩ| < λ and |s+ (km − rm)− rmΩ| < λ, so
(b)|(kn − km)− (rn − rm)− (rn − rm)Ω| < 2λ.
(3.128)
53Recall that for a given (ζ, ǫ, p), t = t(p) was defined in (3.108) by X˜kp−1 = t
βl
ǫ
. Also, from (3.110) we have tp := rpΩi,j .
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2. The inequality (3.128)(b) shows that rn 6= rm, since otherwise 1 < 2λkn−km , which is untrue. Thus,
(3.128)(b) implies ∣∣∣∣(kn − kmrn − rm − 1
)
− Ω
∣∣∣∣ < 2λ|rn − rm| ≤ 2λ.(3.129)
If rn > rm, the quantity
(
kn−km
rn−rm − 1
)
> 0 since kn−kmrn ≥ 1, and so (3.129) is impossible since |Ω| ≥ 3λ.
If rn < rm, the quantity
(
kn−km
rn−rm − 1
)
< −1, and so (3.129) contradicts the fact that | − 1 − Ω| ≥ 3λ.
Thus, |Mi,j(ζ, ǫ, δ)| ≤ 1.
3. If Mi,j(ζ, ǫ, δ) is nonempty, we denote its single element by m = mi,j(ζ, ǫ). Since |tp| . rp, the
estimate (3.123) follows directly from (3.120) and (3.108).
Observe that Ωi,N = −1. This case, which is always a good one, is treated in the next proposition.
This proposition is useful for counting large amplification factors (Proposition 4.2) and is also needed
in the proof of Theorem 2.12.
Proposition 3.21. Suppose i ∈ O, j = N ∈ I, so that Ωi,N = −1. There exist positive constants
ǫ0, δ0 and a positive constant C3 independent of (ζ, ǫ, p) ∈ Ξ × (0, ǫ0] × Z such that for any given
(ζ, ǫ, δ) ∈ Ξ× (0, ǫ0]× (0, δ0], if Xk ∈ Γ δ
|r|
(βl) and Xk−r ∈ Γ δ
|r|
(βl), then
|Ei,N (ǫ, k, k − r)| ≥ C3 |Xk||r| or |Ei,N (ǫ, k, k − r)| ≥ C3|Xk−r|.(3.130)
Proof. 1. Using notation similar to that in the proof of Proposition 3.11, we define t by X˜k−r = tβlǫ .
Fix λ > 0 and suppose |t− rΩi,N | ≥ λ. Steps 3-5 of the proof of Proposition 3.11 imply (3.130) in this
case.
2. Now suppose |t− rΩi,N | < λ, that is, |t+ r| < λ. Since X˜k = (t+ r)βlǫ , we obtain
|E˜i,N (ǫ, k, k − r)| =
∣∣∣∣ωi((t+ r)βlǫ
)
− rωN
(
βl
ǫ
)
− ωN
(
t
βl
ǫ
)∣∣∣∣ =∣∣∣∣ωi((t+ r)βlǫ
)
− ωN
(
(t+ r)
βl
ǫ
)∣∣∣∣ ∼ ∣∣∣∣(t+ r)βlǫ
∣∣∣∣ ∼ |X˜k|.(3.131)
Since |Xk| ∼ |X˜k| and
|ωi(Xk)− ωi(X˜k)| . δ|r| |X˜k|,∣∣∣∣ωN (Xk − rβlǫ
)
− ωN
(
X˜k − rβl
ǫ
)∣∣∣∣ . |Xk − X˜k| . δ|r| |X˜k|,
(3.132)
the first alternative in (3.130) follows from (3.131) for δ small.
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4 Cascade estimates
Our main concern in this section is to finish the proofs of Theorems 2.11 and 2.12. For this we must
show how the iteration estimate of Proposition 3.17 can be used to prove useful energy estimates for the
singular system (1.6). The first task is to develop an efficient procedure for managing the proliferation
of terms that arise when the iteration estimate is iterated in the one-sided case.
4.1 One-sided cascade estimates and proof of Theorem 2.11
As in the Introduction we first consider the transformed singular problem (1.12) in the case where
F = 0 and Gk = 0 for k < 1.
A more efficient way to obtain the essential information in (1.17), (1.18) or (1.19) is to consider the
following “Gj-cascades” corresponding to the cascades (1.18), (1.19):
(a)[(G3)]→ [(G2,G1,G1)]→ [(G1)]
(b)[(G5)]→ [(G4,G3,G2,G1,G3,G2,G1,G2,G1,G1)]→
[(G3,G2,G1,G2,G1,G1), (G2,G1,G1), (G1), (G2,G1,G1), (G1), (G1)]→
[(G2,G1,G1), (G1), (G1), (G1), (G1)]→ [(G1)]
(4.1)
The principle is slightly different here; for example, the j−th stage of (4.1)(b) records only the new
Gp that appear in the (j + 1)-st stage of (1.19). Consequently, the thirty-four Gp terms that appear in
(4.1)(b) are the same as the thirty-four Gp terms that appear in the last stage of (1.19).
The “rule” for constructing a Gj-cascade is that a term Gp in a given stage should give rise to the
terms
Gp → (Gp−1,Gp−2, . . . ,G1,Gp−2, . . . ,G1, . . . ,G3,G2,G1,G2,G1,G1).(4.2)
in the next stage. Terms with indices j ≤ 0 are omitted, since we are assuming for now that Gj = 0
for j ≤ 0. Thus, for example, G5 → (G4,G3,G2,G1,G3,G2,G1,G2,G1,G1), while G3 → (G2,G1,G1) and
G2 → (G1).
The parentheses in (4.1) allow us to track the “genealogy” of each Gj. For example, we regard each
of the Gj in the second group (G2,G1,G1) that appears in the third stage of (4.1)(b) as a “descendant”
of the second G3 that appears in the second stage. Similarly, the G1 that appears in the final stage of
(4.1)(a) is a descendant of the G2 in the second stage. The number of arrows that precede the stage in
which a given Gj lies tells us the number of factors of the form Cγ αrD(ǫ, p, p − r) that should multiply
that Gj in the final estimate; the particular choices of p and r appearing in those factors are determined
by the genealogy of the given Gj. For example, the term [(G1)] in the final stage of (4.1)(a) should
have two such factors attached, and indeed this term corresponds to the first term inside the brackets
in the last line of (1.17). Keeping in mind the iteration estimate (1.16), one can easily reconstruct the
complete estimate of V3 starting just from (4.1)(a), and the same applies to any Vk. For example, the
last (G1) term appearing in the fourth stage of (4.1)(b) corresponds to the following term on the right
in the final estimate of V5:∣∣∣∣∣
(
C
γ
)3
α2D(ǫ, 5, 3)α1D(ǫ, 3, 2)α1D(ǫ, 2, 1)G1
∣∣∣∣∣
L2(σ,η)
.(4.3)
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Remark 4.1. 1) In the estimate of Vk, terms appear that involve a product of up to k − 1 factors of
the form Cγ αrD(ǫ, p, p − r), where 2 ≤ p ≤ k. A term involving three such factors in the estimate of V5
is given by (4.3). Observe that the product of D(ǫ, p, p − r) factors in (4.3) is a special case of a finite
product of the form
D(ǫ, kj , kj−1)D(ǫ, kj−1, kj−2)D(ǫ, kj−2, kj−3) · · ·(4.4)
where the kp that appear are elements of an admissible sequence (kj)j∈Z. The results proved in section
3.5 will allow us to control these products by using the fact that they are always either of the form (4.4),
or can be embedded in products of that form. For example, the product D(ǫ, 8, 7)D(ǫ, 7, 5)D(ǫ, 3, 2) does
not have this form, but can be embedded in
D(ǫ, 8, 7)D(ǫ, 7, 5)D(ǫ, 5, 3)D(ǫ, 3, 2),
which has the right form. The large factors are counted in Proposition 4.2 below.
2) We will see that it is not necessary to keep track of the exact indices (p, p − r) that appear in
the individual factors, but only to keep track of the “step sizes”, where r is the step size of the pair
(p, p− r), and of the various factors αt contributed by the inner sum in the iteration estimate (see (4.8)
and (4.14)).
Proposition 4.2 (Counting the large amplification factors). Let (kp)p∈Z be an admissible sequence and
consider any finite product of the form (4.4), where the factors D(ǫ, kp, kp−1)(ζ) are defined in Definition
3.15. Then for any given (ǫ, ζ) ∈ (0, ǫ0]× Ξ, at most
E = (|Υ+0 | − 1) +
∑
i∈O,j∈I\{N}
Mi,j
of the factors in that product are “large”, that is, equal to C5r
2
ǫγ . Here the Mi,j are as in Theorem
2.11(a). As (ǫ, ζ) varies, the particular indices p for which D(ǫ, kp, kp−1)(ζ) is large can vary.
Proof. 1. We will refer to cases (I) − (III) as in (3.24) and Definition 3.14. For each β 6= βl the
microlocal factor D(ǫ, kp, kp−1;β)(ζ) is large only in case (II) when (3.15) fails. Proposition 3.10 shows
that this can happen for at most one choice of p ∈ Z. Thus, at most |Υ+0 |−1 of the factors D(ǫ, kp, kp−1)
can be large due to largeness of D(ǫ, kp, kp−1;β)(ζ) for some β 6= βl.
2. A factor D(ǫ, kp, kp−1;βl)(ζ) can be large only if case (Ib) holds for some (i, j) ∈ O×I. Step 6 of
the proof of Proposition 3.11 shows that for a given pair (i, j) ∈ O×(I \{N}), there can be at most Mi,j
indices p for which this happens. In addition, Proposition 3.21 (or Remark 3.18) shows that case (Ib)
never holds for pairs (i,N), i ∈ O. Thus, at most ∑i∈O,j∈I\{N}Mi,j distinct factors D(ǫ, kp, kp−1)(ζ)
can be large due to largeness of D(ǫ, kp, kp−1;βl)(ζ) for this reason.
3. Thus, at most (|Υ+0 | − 1) +
∑
i∈O,j∈I\{N}Mi,j = E factors D(ǫ, kp, kp−1)(ζ) in the given product
can be large.
4.1.1 Schematic representation of the Vk estimates
Observe that by (2.24) and Definition 3.15 we have for each (ζ, ǫ):54
C
γ
|αrD(ǫ, p, p − r)(ζ)| . C
γ
1
rM
or
C
γ
|αrD(ǫ, p, p− r)(ζ)| . C
γ
1
ǫγ
1
rM
.(4.5)
54In (4.5) we are asserting that there is a constant C such that either the first condition holds, or the first condition
fails and the second condition holds.
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Let us define Dr(ζ) to be the function of ζ:
Dr(ζ) =
{
C
γ
1
rM
, if Cγ |αrD(ǫ, p, p − r)(ζ)| . Cγ 1rM
C
γ
1
ǫγ
1
rM
, if not
.(4.6)
We claim that we can represent the essential aspects of the estimate (1.17) of V3 schematically by
V3 ≤ GT3 and, more generally, represent the estimate of Vk by
Vk ≤ GTk ,(4.7)
where the GTk are defined recursively by 55
GT1 = G1
GT2 = G2 +D1G1
GT3 = G3 +D1GT2 + (D1 +D2)G1
GT4 = G4 +D1GT3 + (D1 +D2)GT2 + (α2D1 +D2 +D3)G1
GT5 = G5 +D1GT4 + (D1 +D2)GT3 + (α2D1 +D2 +D3)GT2 + (α3D1 + α2D2 +D3 +D4)G1
GT6 = G6 +D1GT5 + (D1 +D2)GT4 + (α2D1 +D2 +D3)GT3 +
(α3D1 + α2D2 +D3 +D4)GT2 + (α4D1 + α3D2 + α2D3 +D4 +D5)G1
. . .
(4.8)
The factors αt that appear in (4.8) come from the inner sum in the interaction estimate (3.47). Writing
out GT3 we obtain:
GT3 = G3 +D1G2 +D21G1 +D1G1 +D2G1.(4.9)
The term D21G1, for example, “represents” the term
(
C
γ
)2
|α1D(ǫ, 3, 2)α1D(ǫ, 2, 1)G1| in (1.17), while
D2G1 represents the term Cγ |α2D(ǫ, 3, 1)G1|. We will refer to (1.17) as “the proper estimate of V3” and
to V3 ≤ GT3 as “the schematic estimate of V3”. For every k there is a one-to-one correspondence between
the terms of the proper estimate of Vk and those of the schematic estimate of Vk (after the Dr have
been distributed as in (4.9)). We explain below how to transform schematic estimates, which can be
stated with great concision, into (proper) estimates.
Consider a term on the right in the (proper) estimate of Vk, call it T , that consists of exactly k0
factors of the form Cγ αrαtD(ǫ, p, p− r) multiplying Gl, for some k0 ≤ k − 1. Proposition 4.2 shows that
for any fixed (ǫ, ζ) at most E of those factors fail to satisfy the first possibility in (4.5). Thus,
T ≤
(
1
ǫγ
)E(C
γ
)k0 |αt1 |
rM1
|αt2 |
rM2
· · · |αtk0 |
rMk0
|Gl|,(4.10)
where ri is the step size of the i−th factor. The term T would be represented in the schematic estimate
of Vk by
T = αt1Dr1αt2Dr2 · · ·αtk0Drk0Gl,(4.11)
55The superscript T in GTk is meant to indicate the “tree-like object” generated by Gk.
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and we may represent (4.10) by56
T ≤
(
1
ǫγ
)E
αt1Er1αt2Er2 · · ·αtk0Erk0Gl, where Er :=
C
γ
1
rM
.(4.12)
Moreover, (4.12) implies the schematic estimate
GTk ≤
(
1
ǫγ
)E
HTk ,(4.13)
where HTk is defined inductively by
HT1 = G1
HT2 = G2 + E1G1
HT3 = G3 + E1HT2 + (E1 + E2)G1
HT4 = G4 + E1HT3 + (E1 + E2)HT2 + (α2E1 + E2 + E3)G1
HT5 = G5 + E1HT4 + (E1 + E2)HT3 + (α2E1 + E2 + E3)HT2 + (α3E1 + α2E2 + E3 + E4)G1
HT6 = G6 + E1HT5 + (E1 + E2)HT4 + (α2E1 + E2 + E3)HT3+
(α3E1 + α2E2 + E3 + E4)HT2 + (α4E1 + α3E2 + α2E3 + E4 + E5)G1
. . .
(4.14)
For any k we have
HTk = Gk + E1HTk−1 + (E1 + E2)HTk−2 + (α2E1 + E2 + E3)HTk−3+
(α3E1 + α2E2 + E3 + E4)HTk−4 + · · ·+ (αk−2E1 + αk−3E2 + · · · ++α2Ek−3 + Ek−2 + Ek−1)G1.
(4.15)
Remark 4.3. For j ≤ k the coefficient of Gj in HTk equals the coefficient of Gj+1 in HTk+1. To see this
look, for example, at the coefficients of G1 on the outermost diagonal of (4.14) ending say, at row 5.57
These are the same as the coefficients of G2 or HT2 on the first subdiagonal starting at row 2 and ending
at row 6, and these are the same as the coefficients of G3 or HT3 on the second subdiagonal starting at
row 3 and ending at row 7, etc.. All this remains true if the αi in (4.14) are replaced by |αi|.
Letting gj,p denote the coefficient of Gj in HTp after the replacement of all αi by |αi| , we have,
consequently, the relation
gj,p = g1,p−(j−1),(4.16)
which in view of (4.13) implies the (proper) estimate
‖Vk‖ ≤
(
1
ǫγ
)E k∑
j=1
|Gj|L2(σ,η)g1,k−(j−1).(4.17)
56Unlike (4.11) or Vk ≤ G
T
k , the schematic estimate (4.12) is very close to a proper estimate. To obtain a proper estimate
we just replace Gl on the right by |Gl|L2(σ,η) and replace each αti by |αti |.
57These coefficients are 1, E1, E1 + E2, α2E1 + E2 + E3, α3E1 + α2E2 + E3 + E4.
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Proposition 4.4 (Estimate of |(‖Vk‖)|ℓ2). Consider the transformed singular problem (3.30) under the
hypotheses of Theorem 2.11, but assume F = 0 and Gk = 0 for k < 1. In particular, we assume the
coefficients αr in (3.30) satisfy |αr| . |r|−(M+2) for some M ≥ 2. Let E be as in Proposition 4.2. There
exist positive constants K, γ0 such that for γ > γ0 we have
|(‖Vk‖)|ℓ2 ≤
K
(ǫγ)E
|(|Gk|L2(σ,η))|ℓ2 .(4.18)
We can take γ0 = CCMDM , where CM = 2 +
∑∞
i=2 |αi|, DM =
∑∞
r=1
1
rM
, and C is as in (4.6).
Proof. 1. From (4.17) and Young’s inequality we obtain
|(‖Vk‖)|ℓ2 ≤
(
1
ǫγ
)E
|(|Gk|L2(σ,η))|ℓ2 |(g1,k)|ℓ1 .(4.19)
2. From (4.14) for k ≥ 2 we clearly have
g1,k = E1g1,k−1 + (E1 + E2)g1,k−2 + (|α2|E1 + E2 + E3)g1,k−3+
(|α3|E1 + |α2|E2 + E3 + E4)g1,k−4 + · · ·+
(|αk−2|E1 + |αk−3|E2 + · · · + |α2|Ek−3 + Ek−2 + Ek−1)g1,1.
(4.20)
3. To sum the g1,k, we write:
g1,1 = 1
g1,2 = 0 + E1g1,1
g1,3 = 0 + (E1 + E2)g1,1 + E1g1,2
g1,4 = 0 + (|α2|E1 + E2 + E3)g1,1 + (E1 + E2)g1,2 + E1g1,3
g1,5 = 0 + (|α3|E1 + |α2|E2 + E3 + E4)g1,1 + (|α2|E1 + E2 + E3)g1,2 + (E1 + E2)g1,3 + E1g1,4
· · ·
(4.21)
Letting
EM := E1 + (E1 + E2) + (|α2|E1 + E2 + E3) + (|α3|E1 + |α2|E2 + E3 + E4)+
(|α4|E1 + |α3|E2 + |α2|E3 + E4 + E5) + . . .
(4.22)
and summing (4.21) “by columns”, we obtain
S :=
∞∑
k=1
g1,k = 1 + g1,1EM + g1,2EM + g1,3EM + · · · = 1 + EMS.(4.23)
Resumming (4.22) we obtain
EM = E1(1 + 1 + |α2|+ |α3|+ |α4|+ . . . ) + E2(1 + 1 + |α2|+ |α3|+ |α4|+ . . . ) + · · · .(4.24)
Recalling that Er = Cγ 1rM and setting CM = 2 +
∑∞
i=2 |αi|, DM =
∑∞
r=1
1
rM
, we have
EM =
C
γ
CMDM .(4.25)
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Thus, for γ > CCMDM the sum S is finite and
S =
1
1− EM = 1 + EM + E
2
M + . . . .(4.26)
We can now complete the proof of Theorem 2.11 in the case where D(θin) = d(θin)M ; for the general
case see Remark 4.7.
Conclusion of the proof of Theorem 2.11. Part (a). In the case where Fk and Gk vanish for
k < 1 we have the iteration estimate (3.94). Iterating this estimate leads to a proliferation of both Fl
and Gl terms, but the new Fl terms can be managed just like the Gl terms in the proof of Proposition
4.4. In place of (4.18) we have for some K and γ ≥ γ0:
|(‖Vk‖)|ℓ2 ≤
K
(ǫγ)E
[|(|Fk|L2(x2,σ,η))|ℓ2 + |(|Gk|L2(σ,η))|ℓ2] ,(4.27)
where Fk := F̂k|Xk|γ2 , Gk =
Ĝk|Xk|
γ3/2
, and E is as in Proposition 4.2.
The estimate (4.27) clearly holds with the same proof when the forcing terms are
FN
∗
:=
∞∑
k=N∗
Fk(t, x)e
ikθ and GN
∗
:=
∞∑
k=N∗
Gk(t, x1)e
ikθ for N∗ ∈ Z.
Given general periodic functions F (t, x, θ) ∈ H1(t, x, θ) and G(t, x1, θ) ∈ H1(t, x1, θ), we define FN∗
and GN
∗
by truncation, and obtain (2.28) in the limit as N∗ → −∞. Here we have used the fact that
the constants γ0, K appearing in (4.27) are independent of ǫ and N
∗; recall Remark 3.19. The estimate
(2.28) then follows from (3.46).
Part (b). LetMi,j(ζ, ǫ, δ) be as in (2.26), where the λi,j are defined as in (2.31). Proposition 3.20
and its proof show that
|Mi,j(ζ, ǫ, δ)| ≤ 1 for all (i, j) ∈ O × (I \ {N}).(4.28)
Thus, we can choose the numbers Mi,j = 1, and E has the value (2.32).
Part (c). Let P = {r ∈ N : |αr| 6= 0}; so by assumption we have |P| = P . For a given (ǫ, ζ)
consider any finite product of amplification factors
D(ǫ, kp1 , kp1−1)(ζ) · D(kp2 , kp2−1)(ζ) · · · · · D(ǫ, kpN∗ , kpN∗−1)(ζ), N∗ ∈ N(4.29)
that might now appear in (a term on the right side of) the estimate of some Vk. Observe that for every
l ∈ {1, . . . , N∗} the step size58
rpl = kpl − kpl−1 ∈ P.(4.30)
For (i, j) ∈ O × (I \ {N}) define the set
Mi,j(ζ, ǫ, δ;N∗) =
{
l ∈ {1, . . . , N∗} : Xkpl ∈ Γ δrpl
,Xkpl−1 ∈ Γ δrpl
, |t(pl)− rplΩi,j| <
1
2
}
,(4.31)
58As always it can happen that rp = rq for some p 6= q in such a product.
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where t(pl) is given by X˜kpl−1 = t(pl)
βl
ǫ (recall (3.108)). Since we have |t(pl) − t(pm)| ≥ 1 if l 6= m, it
follows that
|Mi,j(ζ, ǫ, δ;N∗)| ≤ P.(4.32)
One can now repeat the proof of Proposition 4.2 with Mi,j = P for i ∈ O, j ∈ I \ {N} to obtain the
upper bound E = P |O|(|I| − 1) + (|Υ+0 | − 1) for the number of large factors in the product (4.29).59
4.2 An effect of resonances
Consider again the system (2.1) under assumptions 2.1, 2.3, 2.9. For N and βl ∈ Υ0+ as in (2.2),
suppose j,N ∈ I with j 6= N and i ∈ O. We say that the associated characteristic phases (φj , φN , φi)
exhibit a resonance if there exist p, q ∈ Z \ 0 such that60
pφj + qφN = (p+ q)φi ⇔ pωj(βl) + qωN (βl) = (p+ q)ωi(βl)⇔ p
q
=
ωi(βl)− ωN (βl)
ωj(βl)− ωi(βl)
= Ωi,j,(4.33)
for Ωi,j as in (2.25).
For a given C3 > 0 and a given admissible sequence (kp), we recall the definition of the bad set
Mi,j(ǫ, ζ, δ;C3) from Proposition 3.11. The integer p ∈ Mi,j(ǫ, ζ, δ;C3) if and only if both Xkp , Xkp−1
lie in Γ δ
|rp|
(βl) and
|Ei,j(ǫ, kp, kp−1)| ≥ C3
|Xkp |
|rp| or |Ei,j(ǫ, kp, kp−1)| ≥ C3|Xkp−1 |(4.34)
fails to hold. Propositions 3.11 and 3.20 showed that when Ωi,j ∈ (−1, 0), one can choose C3 so
that |Mi,j(ǫ, ζ, δ;C3)| ≤ 1, and this was an essential step in the proof of Theorem 2.11(b). The next
proposition shows that for certain resonances, there exist admissible sequences (kp) and sets of ζ of
large measure for which the set Mi,j(ǫ, ζ, δ;C3) is infinite no matter how small C3 > 0 is taken.
Proposition 4.5. a) For any admissible sequence (kp), let E˜i,j(ǫ, kp, kp−1) be given by (3.107). Let
0 < α < 1, and suppose there is a resonance such that Ωi,j as in (4.33) satisfies
Ωi,j =
p
q
∈ Q ∩ (−∞,−1) or Ωi,j ∈ Q ∩ (0,∞).(4.35)
Then one can construct admissible sequences (kp) such that for all ζ ∈ Ξ with |ζ| ≤ ǫα−1 we have
|E˜i,j(ǫ, kp, kp−1)| ≤ C(βl)ǫα−1 for infinitely many p.(4.36)
b) For each admissible sequence (kp) constructed in part (a) and for ǫ > 0 and δ > 0 small enough,
there are subsets of Ξ of large measure ( |ζ| ≤ ǫα−1) for which it is impossible to choose a constant
C3 > 0 independent of (ǫ, ζ, p) such that Mi,j(ǫ, ζ, δ;C3) is finite.
c) If Ωi,j ∈ Q ∩ (−1, 0), then for any admissible sequence (kp) and for C3 > 0 as chosen in
Proposition 3.20, we have |Mi,j(ǫ, ζ, δ;C3)| ≤ 1 for ǫ > 0 and δ > 0 both small enough.
59Here it does not help to apply Proposition 4.2 as stated, since we must now take advantage of the fact that the number
of distinct possible step sizes is ≤ P .
60Here, recall φj(t, x) = βl · (t, x1) + ωj(βl)x2.
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Proof. 1. Part a. Consider the case Ωi,j =
p
q ∈ Q∩ (0,∞); the other case of (4.35) is treated similarly.
We may take p, q ∈ N. Let n ∈ N and set
k(n) = n(p+ q), r(n) := nq, so k(n)− r(n) = np.(4.37)
We have Xk(n)−r(n) = ζ + (k(n) − r(n))βlǫ , so we may write X˜k(n)−r(n) = sβlǫ + (k(n) − r(n))βlǫ , where
sβlǫ is the orthogonal projection of ζ on βl. Setting t = s+ k(n)− r(n), we obtain as in (3.111):
E˜i,j(ǫ, k(n), k(n) − r(n))(ζ) = t− r(n)Ωi,j
ǫ
C(βl) =
s+ k(n)− r(n)− r(n)Ωi,j
ǫ
C(βl) = C(βl)
s
ǫ
.
(4.38)
So if |ζ| ≤ ǫα−1, it follows that |s|ǫ ≤ ǫα−1, and thus
|E˜i,j(ǫ, k(n), k(n) − r(n))(ζ)| ≤ C(βl)ǫα−1.(4.39)
Now choose 0 < n1 < n2 < n3 < . . . such that
k(n1)− r(n1) < k(n1) < k(n2)− r(n2) < k(n2) < k(n3)− r(n3) < k(n3) < . . . ,(4.40)
and relabel the respective elements of (4.40) as k1 < k2 < k3 < k4 < . . . . Then (4.39) implies that if
|ζ| ≤ ǫα−1, we have
|E˜i,j(ǫ, k2m, k2m−1)(ζ)| ≤ C(βl)ǫα−1 for all m ∈ N.(4.41)
Part b. Let (kp) be the admissible sequence constructed at the end of step 1, so
k2m = k(nm) = nm(p+ q) and r2m = nmq.(4.42)
Suppose |ζ| ≤ ǫα−1 and fix any C3 > 0 independent of (ǫ, ζ,m). We claim that for m ≥ 2, the index
2m ∈Mi,j(ǫ, ζ, δ;C3) for δ small enough and 0 < ǫ ≤ ǫ0(δ), provided ǫ0(δ) is small enough.
Observe that for a given δ > 0 and ǫ0(δ) small enough, the vectors Xk2m = ζ + nm(p + q)
βl
ǫ and
Xk2m−1 = ζ + nmp
βl
ǫ both lie in Γ δ
r2m
(βl) = Γ δ
nmq
(βl) for 0 < ǫ ≤ ǫ0(δ), and we have 61
p+ q
qǫ
∼ |Xk2m |
r2m
≤ |Xk2m−1 | ∼
nmp
ǫ
for m ≥ 2.(4.43)
Let m ≥ 2 and suppose that
|Ei,j(ǫ, k2m, k2m−1)| ≥ C3 |Xk2m |
r2m
.(4.44)
From (3.115) and (3.116) we have
|Ei,j(ǫ, k2m, k2m−1)− E˜i,j(ǫ, k2m, k2m−1)| . δ
r2m
|Xk2m |+
δ
r2m
|Xk2m−1 | .
δ
r2m
|Xk2m |.(4.45)
61We remark that ǫ0(δ) does not depend on r2m = nmq, because of the factor nm multiplying
βl
ǫ
in the expressions for
Xk2m and Xk2m−1 .
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Then (4.44) and (4.45) imply that for δ small enough and 0 < ǫ ≤ ǫ0(δ),
|E˜i,j(ǫ, k2m, k2m−1)| ≥ C3
2
|Xk2m |
r2m
&
1
ǫ
,(4.46)
but this contradicts (4.41), and so (4.44) fails. From (4.43) we see then that (4.34) fails for p = 2m,
m = 2, 3, . . . , establishing the claim.
3. Part (c) follows immediately from Proposition 3.20.
4.3 The two-sided case and proof of Theorem 2.12
We first state a simple general result for problems with two-sided cascades under a boundedness
assumption on the factors D(ǫ, p, p−r). Recall the iteration estimate (3.47) for the singular transformed
problem (3.30):
‖Vk‖ ≤ C
γ
∑
r∈Z\0
∑
t∈Z
‖αrαtD(ǫ, k, k − r)Vk−r−t‖+ C|Fk|L2(x2,σ,η) + C|Gk|L2(σ,η), k ∈ Z,(4.47)
where we have set Fk := F̂k|Xk|γ2 , Gk =
Ĝk|Xk|
γ3/2
.
Proposition 4.6. Assume the coefficients αr in (3.30) satisfy |αr| . |r|−(M+1) for some M ≥ 2.
Suppose there exist positive constants ǫ0 and C such that for all (ǫ, ζ, k, r) ∈ (0, ǫ0]×Ξ×Z× (Z \ 0) we
have
|D(ǫ, k, k − r)(ζ)| ≤ C|r|.(4.48)
Then there exist positive constants K, γ0 such that for γ > γ0 we have
|(‖Vk‖)|ℓ2 ≤ K
[|(|Fk|L2(x2,σ,η))|ℓ2 + |(|Gk|L2(σ,η))|ℓ2] .(4.49)
Proof. Letting βr := αrC|r|, we have∑
r∈Z\0
∑
t∈Z
‖αrαtD(ǫ, k, k − r)Vk−r−t‖ ≤
∑
r∈Z\0
∑
t∈Z
‖βrαtVk−r−t‖ =
∑
s
( ∑
r+t=s
|βrαt|
)
‖Vk−s‖ :=
∑
s
γs‖Vk−s‖.
(4.50)
Applying Young’s inequality gives∣∣∣∣∣
(∑
s
γs‖Vk−s‖
)∣∣∣∣∣
ℓ2(k)
≤ |(‖Vk‖)|ℓ2 |(γs)|ℓ1 .(4.51)
Since γs =
∑
r |βr||αs−r|, applying Young’s inequality again we obtain
|(γs)|ℓ1 ≤ |(βr)|ℓ1 |(αt)|ℓ1 := K1.(4.52)
Thus, the ℓ2 norm of the right side of (4.47) is . K1γ |(‖Vk‖)|ℓ2 + |(|Fk|L2(x2,σ,η))|ℓ2 + |(|Gk|L2(σ,η))|ℓ2 , and
the result follows by taking γ0 large enough.
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We can now finish the proof of Theorem 2.12 for the case where D(θin) = d(θin)M ; for the general
case see Remark 4.7.
Conclusion of the proof of Theorem 2.12. Since Υ+0 = {βl} now, Proposition 3.17 and Remark
3.16 show that the estimate (4.47) holds with the definition of D(ǫ, k, k− r) modified as in that remark
(put |r| in place of r2 in (3.28)). Using Definition 3.15, we see that a factor D(ǫ, k, k − r)(ζ) can take
the value C5|r|ǫγ only if D(ǫ, k, k− r;βl)(ζ) = C5|r|ǫγ , but Proposition 3.21 implies that this cannot happen
since now I = {N}. Thus, all factors occurring in the iteration estimate satisfy (4.48) with C = C5.
Application of Proposition 4.6 then yields the result.
Remark 4.7. [Reduction to the case D(θin) = d(θin)M .] Consider first the reduction in the case of
Theorem 2.11. Writing as in (1.7)
D(θin) =
N∑
i,j=1
di,j(θin)Mi,j , where di,j(θin) =
∑
r∈Z\0
αi,jr e
irθin ,(4.53)
we see that the transform of the singular problem (1.6) is just like (1.12), except that the sum on the
right is replaced by
N∑
i,j=1
∑
r∈Z\0
αi,jr e
ir
ωN (βl)
ǫ
x2B−12 Mi,jVk−r.(4.54)
The assumption (2.24) implies
αi,jr = 0 for r ≤ 0, |αi,jr | ≤ Ar−(M+2) for r ≥ 1(4.55)
for some M ≥ 2 and A > 0 (both) independent of (i, j). The solution formulas (3.37), (3.38) and
(3.40), (3.41) change in the obvious way when the replacement (4.54) is made. The proof of the iteration
estimate (3.47) was based on an analysis of the individual terms (each associated to a particular choice
of r) in the solution formulas. That analysis can be repeated for the new solution formulas to yield an
iteration estimate of exactly the same form (3.47), but with C replaced by N2C and αr redefined as
αr = 0 for r < 0, α0 = 1, αr = Ar
−(M+2) for r ≥ 1.(4.56)
The cascade estimates leading to the proof of Theorem 2.11 for general D can be carried out exactly as
before using the new iteration estimate.
The reduction in the case of Theorem 2.12 is carried out in the same way.
5 Multiple amplification and optimality of the estimates
In this section we prove Theorem 2.15; that is, we construct and rigorously justify geometric optics
solutions to the 3× 3, strictly hyperbolic WR problem (2.38) on ΩT = (−∞, T ]× {(x1, x2) : x2 ≥ 0}:
∂tu+B1∂x1u+B2∂x2u+ e
i
φ3
ǫ Mu = 0 in x2 > 0
Bu = ǫG(t, x1,
φ0
ǫ
) := ǫg1(t, x1)e
i
φ0
ǫ on x2 = 0
u = 0 in t < 0,
(5.1)
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which exhibit instantaneous double amplification. The main new element in the proof of Theorem 2.15
is the construction of the approximate solution, which occupies most of the rest of this section. The
proof is concluded in section 5.6.
Notations 5.1. In previous sections we used θ ∈ R as a place holder for φ0ǫ . In this section we use
θ = (θ1, θ2, θ3) ∈ R3 as a placeholder for Φǫ , Φ = (φ1, φ2, φ3), and we use θ0 as a placeholder for φ0ǫ .
5.1 Tools for constructing approximate solutions
We recall here some useful results and introduce some notation. We set
L(∂) = ∂t +B1∂x1 +B2∂x2 , L(σ, ξ) = σI +B1ξ1 +B2ξ2
L(∂θ) =
3∑
m=1
L(dφm)∂θm , φm(t, x) = βl · (t, x1) + ωm(βl)x2.
(5.2)
Let A(βl) be the matrix
A(βl) = −(A0σl +A1ηl), where A0 = B−12 , A1 = B−12 B1.(5.3)
The matrix A(βl) is diagonalizable with eigenvalues ωm(βl) = ωm, m = 1, . . . , 3, and the eigenspace of
A(βl) for ωm coincides with the kernel of L(dφm).
Lemma 5.2. [CG10] The (extended) stable subspace Es(βl) (recall Prop. 2.7) admits the decomposition
(5.4) Es(βl) = ⊕m∈I Ker L(dφm) ,
and each vector space in the decomposition (5.4) is of real type (that is, it admits a basis of real vectors).
Lemma 5.3. [CG10] The following decompositions hold
(5.5) C3 = ⊕3m=1Ker L(dφm) = ⊕3m=1B2Ker L(dφm) ,
and each vector space in the decompositions (5.5) is of real type.
We let Pm, respectively, Qm, m = 1, 2, 3, denote the projectors associated with the first, respectively,
second decomposition in (5.5). For each m there holds Im L(dφm) = Ker Qm.
Using Lemma 5.3, we may introduce the partial inverse Rm of L(dφm), which is uniquely determined
by the relations
∀m = 1, 2, 3 , Rm L(dφm) = I − Pm , L(dφm)Rm = I −Qm, PmRm = 0 , RmQm = 0 .
In the case of our strictly hyperbolic system (2.38), we choose for each m a real vector rm that spans
Ker L(dφm). We also choose real row vectors ℓm, that satisfy
∀m = 1, . . . , 3 , ℓm L(dφm) = 0 ,
together with the normalization ℓmB2 rm′ = δmm′ . With this choice, the partial inverse Rm and the
projectors Pm, Qm are given by
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∀X ∈ C3 , RmX =
∑
m′ 6=m
ℓm′ X
ωm − ωm′ rm
′ PmX = (ℓmB2X)rm, QmX = (ℓmX)B2rm.
62To see this write A(βl) =
∑
m ωmPm, which implies L(dφm) =
∑
k 6=m(ωm − ωk)B2Pk, and observe that Rm =∑
k 6=m
PkB
−1
2
ωm−ωk
.
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In the analysis of the profile equations we use projection operators EQ, EP defined onH
∞:=H∞(ΩT×
T3) and a partial inverse R of L(∂θ) defined on functions in a certain subspace of H∞.63 We have
EP = E0 +
3∑
m=1
EPm, EPin = EP2 + EP3 , EPout = EP1 ,(5.6)
and similarly expand EQ, replacing Pm by Qm. In (5.6) EP0 picks out the mean and EPm picks out
pure θm modes and projects with Pm. More precisely, writing
U(t, x, θ) = U(t, x) + U∗(t, x, θ) = U +
3∑
m=1
Um(t, x, θm) + U
nc(t, x, θ1, θ2, θ3),(5.7)
where each Um has pure θm oscillations and mean zero and U
nc is obtained by retaining only nonchar-
acteristic modes in the Fourier series of U , we have64
E0U = U, EPmU = PmU
m(t, x, θm), m = 1, 2, 3
(I − EP )U =
3∑
m=1
(I − Pm)Um + Unc.
(5.8)
Thus, along with (5.7) we can decompose U as
U(t, x, θ) = U + EP1U + EPinU + (I − EP )U,(5.9)
and we have the obvious analogue of (5.9) for EQ.
We make the following small divisor assumption.
Assumption 5.4. There exist constants C > 0 and a ∈ R such that for all (k, l) ∈ N × N with k 6= l
we have
|detL(kdφ2 + ldφ3)| ≥ C|(k, l)|a.(5.10)
Remark 5.5. It follows from a result of [JMR93] that this assumption is “generically valid”; that is,
it is satisfied for almost all pairs of Q− independent characteristic phases φ2, φ3.
Next we define a subspace of H∞ on which the operator R is well-defined.
Definition 5.6.
H∞ := {U ∈ H∞ : Unc =
∑
(k,l)∈N×N,k 6=l
ck,l(t, x)e
i(kθ2+lθ3)}.(5.11)
Writing U ∈ H∞ as in (5.7) with Unc as in (5.11), we define
R(U) = 0
R(Um) = ∂−1θmRmU
m
R(Unc) = L(∂θ)−1Unc.
(5.12)
63A small divisor condition is needed to define R on functions that have infinitely many noncharacteristic modes.
64We refer to U and the terms appearing in the Fourier series of each Um, m = 1, 2, 3, as characteristic modes.
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Here ∂−1θmRmU
m denotes the unique mean zero primitive in θm of RmU
m and
L(∂θ)−1Unc =
∑
(k,l)∈N×N,k 6=l
L(ikdφ2 + ildφ3)
−1ck,l(t, x)ei(kθ2+lθ3).(5.13)
It is clear that as a consequence of the small divisor assumption, we have R : H∞ →H∞.
As operators on H∞, the operators L(∂θ), EP , EQ, and R are easily seen to satisfy
a)EQL(∂θ) = L(∂θ)EP = 0,
b)RL(∂θ) = I −EP , L(∂θ)R = I − EQ
c)EPR = REQ = 0.
(5.14)
5.2 Profile equations
We construct approximate solutions to the system (5.1) of the form
uǫa(t, x) =
J∑
k=−1
ǫkUk
(
t, x,
Φ
ǫ
)
,(5.15)
where the profiles Uk lie in H∞. Plugging the ansatz (5.15) into the system (5.1) and setting coefficients
of different powers of ǫ equal to zero, we obtain interior equations
a)L(∂θ)U−1 = 0
b)L(∂θ)U0 + L(∂)U−1 + eiθ3MU−1 = 0
c)L(∂θ)U1 + L(∂)U0 + eiθ3MU0 = 0
d)L(∂θ)Uj + L(∂)Uj−1 + eiθ3MUj−1 = 0, j ≥ 2
(5.16)
and boundary equations
a)BU−1 = 0
b)BU0 = 0
c)BU1 = G(t, x1, θ0) = g1(t, x1)e
iθ0
d)BUj = 0, j ≥ 2.
(5.17)
Remark 5.7. The left and right sides of boundary equations are always evaluated at x2 = 0, θ1 = θ2 =
θ3 = θ0.
The vector space Es(βl) is spanned by {r2, r3}. The subspace kerB∩Es(βl) is one-dimensional and
is therefore spanned by some vector
e = e2 + e3, em ∈ span rm.(5.18)
The vector space BEs(βl) is one-dimensional and of real type; thus, we can write it as
BEs(βl) = {X ∈ C2 : b ·X = 0},(5.19)
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where b is a suitable real nonzero row vector. We also choose a supplementary space of span e in Es(βl):
Es(βl) = Eˇ(βl)⊕ span e, Eˇ(βl) = span eˇ, where eˇ = eˇ2 + eˇ3, eˇm ∈ span rm.(5.20)
Thus, we have an isomorphism
B : Eˇs(βl)→ BEs(βl).(5.21)
For any k we write
EP1Uk = σ
1
k(t, x, θ1)r1
EPinUk = σ
2
k(t, x, θ2)r2 + σ
3
k(t, x, θ3)r3,
(5.22)
for scalar profiles σmk . On the boundary we have using (5.20)
EPinUk = σ
2
k(t, x1, 0, θ0)r2 + σ
3
k(t, x1, 0, θ0)r3 = ak(t, x1, θ0)e+ aˇk(t, x1, θ0)eˇ(5.23)
for some scalar profiles a, aˇ with mean zero. We set
Uˇk = aˇkeˇ.(5.24)
For a given H the boundary equation BUk = H(t, x1, θ0) can now be rewritten
a)BUk = H
b)BUˇk = H
∗ −BEP1Uk −B[(I − EP )Uk]∗.
(5.25)
By (5.19) a solution Uˇk to (5.25)(b) exists if and only if
b · (H∗ −BEP1Uk −B[(I − EP )Uk]∗) = 0.(5.26)
We write down now the equations that will be used to determine U−1, U0, and EP1U1. The higher
order equations follow the pattern that will be apparent. All profiles are required to be zero in t < 0.
First we have interior equations obtained by applying EQ to equations in (5.16)
a)EQ[L(∂)U−1 + eiθ3MU−1] = 0
b)EQ[L(∂)U0 + e
iθ3MU0] = 0
c)EQ[L(∂)U1 + e
iθ3MU1] = 0,
(5.27)
and equations obtained by applying R to equations in (5.16)
a)(I − EP )U−1 = 0
b)(I − EP )U0 = −R[L(∂)U−1 + eiθ3MU−1]
c)(I − EP )U1 = −R[L(∂)U0 + eiθ3MU0].
(5.28)
Each of the equations in (5.27) gives rise to four equations, one for each of EQi , i = 0, 1, 2, 3.
We also have boundary equations
BUk = 0, k = −1, 0, 1,(5.29)
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a)b · [−BEP1U0 +B[R(L(∂)U−1 + eiθ3MU−1)]] = 0
b)b · [G−BEP1U1 +B[R(L(∂)U0 + eiθ3MU0)]] = 0
c)b · [−BEP1U2 +B[R(L(∂)U1 + eiθ3MU1)]] = 0
(5.30)
and
a)BUˇ−1 = −BEP1U−1
b)BUˇ0 = −BEP1U0 +B[R(L(∂)U−1 + eiθ3MU−1)]
c)BUˇ1 = G−BEP1U1 +B[R(L(∂)U0 + eiθ3MU0)]
d)BUˇ2 = −BEP1U2 +B[R(L(∂)U1 + eiθ3MU1)].
(5.31)
The equations (5.30), (5.31) are derived in the obvious way from (5.25), (5.26) using (5.28). The
equations (5.30) are the respective solvability conditions for the equations (5.31)(b)-(d).
Remark 5.8. The operator R acts on functions of θ = (θ1, θ2, θ3), so it must be understood that the
restriction to θ1 = θ2 = θ3 = θ0 in equations (5.30), (5.31) is done after the action of R. Moreover, for
V ∈ H∞ (Definition 5.6) the mean of RV |θ1=θ2=θ3=θ0 is always zero.
We will use the following proposition, which slightly modifies a classical result [Lax57], to simplify
the terms EQmL(∂)EPmU that arise in the analysis of the profile equations.
Proposition 5.9. For U ∈ H∞ let EPmU = σ(t, x, θm)rm and let Xφm = ∂x2−∂τωm(βl)∂t−∂ηωm(βl)∂x1
be the transport vector field associated to the phase φm.
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We have
EQmL(∂)EPmU = Qm(L(∂)σ(t, x, θm)rm) = (Xφmσ)B2rm(5.32)
Proof. For β = (τ, η) near βl let rm(β) satisfy
(τI +B1η +B2ωm(β))rm(β) = 0, rm(βl) = rm.(5.33)
Differentiating (5.33) with respect to τ and η, evaluating at βl, and applying ℓm on the left we obtain:
−∂τωm(βl) = ℓmrm and − ∂ηωm(βl) = ℓmB1rm.(5.34)
Thus,
ℓm(∂t +B1∂x1 +B2∂x2)rm = Xφm .(5.35)
65The vector field Xφm satisfies Xφm = (∂t + vm · ∂x)cm, where cm = (∂ξ2λkm)
−1 and vm is the group velocity defined
in (2.10). One can see this by differentiating τ + λkm(η, ωm(τ, η)) = 0.
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5.3 Table of modes
One of the main challenges in constructing approximate solutions that exhibit double amplification
is the high degree of coupling among the equations (5.27)-(5.31). By making an assumption about the
various nonzero modes that appear in the profiles, it will turn out that we are able to decouple the
equations.
For each m, we now list the characteristic and noncharacteristic modes that we expect to find in Um.
The characteristic mode 4θ1, for example, will appear if the Fourier series of Um can possibly contain
a term c(t, x)ei4θ1 for some nonzero c. Similarly, the noncharacteristic mode 2θ3 + 3θ2 will appear if
the Fourier series of Um can possibly contain a term c(t, x)e
i(2θ3+3θ2) for some nonzero c. If for a given
Um the mode 2θ3 +3θ2 does not appear in the list, this means a term of the form c(t, x)e
i(2θ3+3θ2) with
c 6= 0 cannot possibly appear in the Fourier series of Um.
The list is produced by first making a reasonable guess that takes into account the boundary data
in (2.38), the single resonance (2.39), the profile equations, and the nature of the exact solution. For
example, the expectation that no modes k1θ1 + k2θ2 + k3θ3 with ki < 1 should appear is suggested
by the fact that in the exact solution to the singular system corresponding to the problem (2.38), all
terms Vk(x2, ζ) as in (3.30) with k < 1 are zero. In section 5.4 the list will be fully justified by the
actual construction of profiles satisfying the profile equations whose nonzero Fourier modes lie in this list.
Characteristic modes:
a)U−1 : kθ2, kθ3, k ≥ 2
b)U0 : kθ2, kθ3, k ≥ 1; 2θ1, 4θ1
c)U1 : kθ2, kθ3, k ≥ 1; 2θ1, 4θ1, 6θ1
d)U2 : kθ2, kθ3, k ≥ 1; 2θ1, 4θ1, 6θ1, 8θ1,
(5.36)
and the pattern continues.
Noncharacteristic modes:66
a)U−1 : none
b)U0 : θ3 + kθ2, k ≥ 2
c)U1 : add (I) 2θ3 + kθ2, k ≥ 3 and (II) 2θ3 + θ2, 3θ3 + 2θ2
d)U2 : add (I) 3θ3 + kθ2, k ≥ 4 and (II) 3θ3 + θ2, 4θ3 + 2θ2, 4θ3 + 3θ2
e)U3 : add (I) 4θ3 + kθ2, k ≥ 5 and (II) 4θ3 + θ2, 5θ3 + 2θ2, 5θ3 + 3θ2, 5θ3 + 4θ2,
(5.37)
and the pattern continues. The pattern for group (I) is clear. For each m ≥ 1 there is a one-to-one
correspondence between the added noncharacteristic modes of Um in group II and the characteristic
modes kθ1 of Um−1. The first m modes in group (II) for Um are obtained by increasing by one the
coefficient on θ3 in each group (II) mode for Um−1 (for example, 3θ3 + θ2 → 4θ3 + θ2). The (m + 1)st
(and last) mode in group (II) for Um is obtained by computing the sum of θ3 and the last kθ1 mode of
Um−1. For example, the mode 5θ3+4θ2 in group (II) for U3 arises in the “interaction term” −Reiθ3MU2
66The term “add” used in (5.37) for Um, m ≥ 1 means that the noncharacteristic modes of Um are obtained by taking
the modes listed after Um together with all the noncharacteristic modes of Um−1. Thus, for example, the full set of
noncharacteristic modes of U2 consists of all the modes appearing in lines a-d of (5.37).
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of (I − EP )U3 as:67
θ3 + 8θ1 = θ3 + (4θ3 + 4θ2) = 5θ3 + 4θ2.(5.38)
5.4 Construction of the profiles
We begin with a remark on notation and terminology.
Remark 5.10. Recall that any function U(t, x, θ) ∈ H∞ can be written as in (5.7) as
U(t, x, θ) = U(t, x) +
3∑
m=1
Um(t, x, θm) + U
nc(t, x, θ1, θ2, θ3).(5.39)
Writing Um(t, x, θm) =
∑
p∈Z c
m
p (t, x)e
ipθm , we refer to cmp e
ipθm as the “p-mode” of Um and to {cmp eipθm ,m =
1, 2, 3} as the “p-modes of U”. We will apply this terminology to each profile Uk in the expansion (2.40)
of ua(t, x). In such a case we write
Umk (t, x, θm) =
∑
p∈Z
cmk,p(t, x)e
ipθm and Umk,p(t, x, θm) = c
m
k,p(t, x)e
ipθm .(5.40)
When we speak, for example, of the “ 2θ3+3θ2-mode of Uk”, we are referring to the term c(t, x)e
i(2θ3+3θ2)
in the Fourier series of Unc.
1. Assumptions. In order to construct profiles satisfying the profile equations, we assume that
profiles in H∞ satisfying the profile equations to any order exist, and we assume that the nonzero
modes of those profiles appear in the above table. As long as we can construct explicit profiles in H∞
satisfying the profile equations which have only those modes, it won’t matter at all what assumptions
we made to construct them.68 The process of construction will verify the non-obvious fact that our two
assumptions are consistent with each other.
We are not concerned about the issue of uniqueness of profiles, because we have a procedure for
showing that sufficiently high order approximate solutions are close in a precise sense to the exact
solution (section 5.6), and we know the exact solution is unique. Recall that all profiles are required to
be zero in t < 0.
2. The mean Uk = 0 for all k. Taking the mean of the equations in (5.27) and using (5.29), we
obtain for any k ≥ −1
EQ0 [L(∂)Uk + e
iθ3MUk] = L(∂)Uk = 0
BUk = 0,
(5.41)
and thus Uk = 0.
3. Determination of EP1U−1 and (I −EP )U−1, Uˇ−1. From (5.28) we have (I −EP )U−1 = 0, so
U−1 = σ1−1(t, x, θ1)r1 + σ
2
−1(t, x, θ2)r2 + σ
3
−1(t, x, θ3)r3,(5.42)
67The first equation in (5.38) represents the relation holding between the phases φm associated to the θm.
68In particular, there is no problem of circularity.
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for some scalar profiles σm−1. Using assumption (5.36)(a) we see there is no resonance in the interaction
term eiθ3MU−1, so we obtain from (5.27), Proposition 5.9, and the definition of EQ1
EQ1 [L(∂)U−1 + e
iθ3MU−1] = (Xφ1σ
1
−1)B2r1 = 0.(5.43)
Thus, EP1U−1 = 0, since the vector field Xφ1 is outgoing and σ
1
−1 = 0 in t < 0.
Similarly, we obtain
EQ2 [L(∂)U−1 + e
iθ3MU−1] = Xφ2σ
2
−1B2r2 = 0
EQ3 [L(∂)U−1 + e
iθ3MU−1] = Xφ3σ
3
−1B2r3 + e
iθ3σ3−1Q3(Mr3) = (Xφ3σ
3
−1 + c
3
−1e
iθ3σ3−1)B2r3 = 0,
(5.44)
where the constant c3−1 = ℓ3Mr3.
It remains to determine the traces of σm−1, m = 2, 3 on x2 = 0. From (5.31)(a) we obtain Uˇ−1 = 0.
Summarizing, we have so far:
U−1 = σ2−1(t, x, θ2)r2 + σ
3
−1(t, x, θ3)r3, Uˇ−1 = 0, σ
m
−1,m = 2, 3 undetermined.(5.45)
4. Determination of the 1-modes of U0 and the 2-mode of EP1U0. The traces of σ
m
−1,m =
2, 3 are coupled to EP1U0 by (5.30)(a). Writing
EPU0 = σ
1
0(t, x, θ1)r1 + σ
2
0(t, x, θ2)r2 + σ
3
0(t, x, θ3)r3, where
σm0 (t, x, θm) =
∞∑
p=1
σm0,p(t, x)e
ipθm , m = 1, 2, 3,
(5.46)
we now determine the 1-modes of EPinU0 and the 2-mode of EP1U0, that is, σ
2
0,1e
iθ2 , σ30,1e
iθ3 , and
σ10,2e
i2θ1 .
Using (5.18), (5.20), and (5.23) we obtain
σ20(t, x1, 0, θ0)r2 = a0(t, x1, θ0)e2 + aˇ0(t, x1, θ0)eˇ2
σ30(t, x1, 0, θ0)r3 = a0(t, x1, θ0)e3 + aˇ0(t, x1, θ0)eˇ3.
(5.47)
From (5.31)(b) we see that Uˇ0 has no 1-mode; thus aˇ0,1(t, x1) = 0.
Next we determine the 1-mode of a0(t, x1, θ0), that is, a0,1(t, x1)e
iθ0 . The terms of (5.30)(b) involving
EP1 and M have no 1-modes. Thus, if we differentiate (5.30)(b) with respect to θ0 and consider the
1-mode of the resulting equation, this reduces to the 1-mode of
−b · ∂θ0G = b · ∂θ0BRL(∂)U0.(5.48)
By (5.28)(b) the only 1-modes of U0 are in EPU0 and thus in EPinU0 , so we obtain
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(XLopa0,1)e
iθ0 = −b · ∂θ0G = −ib · g1(t, x1)eiθ0 ,(5.49)
which determines a0,1. Here
XLop = c0∂t + c1∂x1 , c0 6= 0, cj ∈ R(5.50)
69The antiderivative in R is “undone” by ∂θ0 .
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is a characteristic vector field of the Lopatinski determinant. The derivation of (5.49) from (5.48) as
well as the derivations (and solvability) of other equations involving XLop occurring below are discussed
in section 5.5.
We now know the traces of σm0,1, m = 2, 3. Using again the observation that the only 1-modes of U0
are in EPinU0, we can determine σ
m
0,1, m = 2, 3 from the 1-modes of
EQ2L(∂)EP2U0 = 0
EQ3L(∂)EP3U0 = 0.
(5.51)
That is, we determine σm0,1, m = 2, 3 by solving:
Xφmσ
m
0,1 = 0, (σ
m
0,1|x2=0)rm = a0,1em.(5.52)
By (5.28)(b) (I − P1)U10 = 0, so we may determine the 2-mode of EP1U0 from the 2-mode of
EQ1 [L(∂)EP1U0 + e
iθ3MU0] = 0.(5.53)
Taking account of the resonance, this gives
(Xφ1σ
1
0,2 e
i2θ1 + c10e
i2θ1σ20,1)B2r1 = 0, where c
1
0 = ℓ1Mr2,(5.54)
which yields σ10,2.
5. Determination of EP1U0, U−1, and (I − EP )U0, Uˇ0. Parallel to (5.47) we have
σm−1(t, x1, 0, θ0)rm = a−1(t, x1, θ0)em, m = 2, 3.(5.55)
Using (5.30)(a), we determine the 2-mode of a−1, a−1,2ei2θ0 , from the 2-mode of70
∂θ0(b · BRL(∂)U−1) = ∂θ0(b · BEP1U0),(5.56)
that is,
(XLopa−1,2)ei2θ0 = ∂θ0(b · Bei2θ0σ10,2r1).(5.57)
In view of (5.55) we now know σm−1,2(t, x1, 0)e
i2θm , m = 2, 3, so we can determine σm−1,2(t, x)e
i2θm ,
m = 2, 3, using the 2-modes of the equations (5.44).
Having σ2−1,2(t, x)e
i2θ2 , we can determine the θ3 + 2θ2 mode of (I − EP )U0, c(t, x)eiθ3+2θ2 , from
(5.28)(b). With this we determine the 4-mode of EP1U0, σ
1
0,4e
i4θ1 using the resonance in
EQ1 [L(∂)EP1U0 + e
iθ3MU0] = 0.(5.58)
Thus, we now have EP1U0. Note that to produce a 6-mode in EP1U0 we would need U0 to have a
2θ3 + 3θ2 mode, but (5.28)(b) shows it does not.
KnowingEP1U0, we proceed to determine the higher (k ≥ 3) modes of a−1(t, x1, θ0) using “∂θ0(5.30)(a)”:71
XLopa−1 = ∂θ0 [b · (BEP1U0 −BReiθ3MU−1)].(5.59)
70The right side of (5.56) has no 1-mode, so a−1,1 = 0.
71Since U2−1 has a possibly nonzero 2-mode, the interaction term in (5.30)(a) contributes a 3-mode, so a−1 (and hence
U−1) may have a nonzero 3-mode. But then the interaction term may contribute a nonzero 4-mode, etc...
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This equation turns out (see section 5.5) to have the form
XLopa−1 + eiθ0m(Dθ0)a−1 = g(t, x1, θ0),(5.60)
where g is known and m(Dθ0) is a bounded Fourier multiplier,
Having a−1 we can complete the determination of U−1 using the interior equations (5.44). We note
that the nonzero modes of U−1 lie in the list of section 5.3. Next we use (5.28)(b) to determine (I−EP )U0
from U−1. From this we see that (I − EP )U0 has characteristic (respectively, noncharacteristic) modes
only of the forms
kθ3, kθ2, k ≥ 2 and θ3 + kθ2, k ≥ 2(5.61)
respectively. Knowing EP1U0 and U−1, we determine Uˇ0 from (5.31)(b). It remains to determine the
higher (k ≥ 2) modes of EPinU0.
6. Determination of the 1-modes of U1, the 2-mode of EP1U1, and the 2-modes of EPinU0.
Using (5.28)(c) we determine the 1-modes of (I −EP )U1, that is, the 1-modes of (I −Pm)Um1 (t, x, θm),
m = 2, 3.
Parallel to (5.47) we have
σm1 (t, x1, 0, θ0)rm = a1(t, x1, θ0)em + aˇ1(t, x1, θ0)eˇm, m = 2, 3.(5.62)
From (5.31)(c) we can determine the 1-mode of aˇ1, that is aˇ1,1(t, x1)e
iθ0 . We determine the 1-mode of
a1, that is a1,1(t, x1)e
iθ0 , from the 1-mode of “∂θ0(5.30)(c)”. This equation reduces to the 1-mode of
∂θ0 [b · BRL(∂)(EPinU1 + (I − EP )U1)] = 0,(5.63)
where the 1-mode of the (I − EP )U1 term is known.
Having the traces of σm1,1, m = 2, 3, we now use the 1-modes of (5.27)(c), which reduce to the
1-modes of
EQin [L(∂)(EPinU1 + (I − EP )U1)] = 0,(5.64)
to finish the determination of σm1,1, m = 2, 3. We now have the 1-modes of U1.
Letting U21,1(t, x, θ2) denote the 1-mode of U
2
1 (t, x, θ2) and taking account of the resonance, we can
now determine the 2-mode of EP1U1, that is, σ
1
1,2(t, x)e
i2θ1 from the 2-mode of
EQ1 [L(∂)(EP1U1 + (I − P1)U11 ) + eiθ3MU21,1] = 0.(5.65)
Note that the 2-mode of (I − P1)U11 is known from (5.28)(c) and the result of step 4.
Having the 2-mode of EP1U1 we proceed to determine the 2-modes of EPinU0, starting with their
traces (recall (5.47)). For this we consider the 2-mode of “∂θ0(5.30)(b)”, which reduces to the 2-mode
of
∂θ0{b · [−BEP1U1 +B[R(L(∂)U0 + eiθ3M(U20,1 + U30,1))]]} = 0.(5.66)
We can write
U0 = EPinU0 + EP1U0 + (I −EP )U0,(5.67)
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where the last two terms on the right are known. Since Uˇ0 is known, the 2-mode of equation (5.66)
reduces to a propagation equation involving XLop for the only unknown, the 2-mode of a0(t, x1, θ0).
We now have the traces of σm0,2e
i2θm , m = 2, 3. To determine these modes we consider the 2-modes
of (5.27)(b). The relevant equations reduce to the 2-modes of the incoming equations
EQ2 [L(∂)(EP2U0 + (I − EP )U0)] = 0
EQ3 [L(∂)(EP3U0 + (I − EP )U0) + eiθ3MU30,1] = 0,
(5.68)
where the only unknowns are the 2-modes of EPmU0, m = 2, 3. These are now determined.
7. Determination of EP1U1, U0 and (I − EP )U1, Uˇ1. To complete the determination of EP1U1
we use the equations
(a)(I − EP )U1 = −R[L(∂)U0 + eiθ3MU0]
(b)EQ1 [L(∂)(EP1U1 + (I − P1)U11 ) + eiθ3MU1] = 0.
(5.69)
We get the 4-mode of EP1U1 from the 4-mode of (5.69)(b), after first determining the e
i4θ1 modes of
(I−P1)U11 and eiθ3MU1. To get the 4-mode of (I−P1)U11 we use equation (5.69)(a), the known 4-mode
of EP1U0, and the known θ3 + 2θ2 mode of U0. To get the e
i4θ1 mode of eiθ3MU1, we need the θ3 +2θ2
mode of U1, and we can obtain the latter from (5.69)(a) since we know both the θ3 + 2θ2 mode of U0
and the 2 mode of U20 .
Similarly, we get the 6-mode of EP1U1 from the 6-mode of (5.69)(b), after first determining the e
i6θ1
modes of (I − P1)U11 and eiθ3MU1. The 6-mode of (I − P1)U11 is zero by equation (5.69)(a). For the
ei6θ1 mode of eiθ3MU1, we need the 2θ3 + 3θ2 mode of U1, and we can obtain the latter from (5.69)(a)
since we know the θ3 + 3θ2 mode of U0. Thus, we now have EP1U1.
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We now complete the determination of U0, by first determining a0(t, x1, θ0) (as in (5.47)). For this
we use the boundary equation
∂θ0{b · [G−BEP1U1 +BR(L(∂)U0 + eiθ3MU0)]} = 0.(5.70)
Since the only unknown piece of U0 is EPinU0 and Uˇ0 is known, the only unknown in (5.70) is a0, which
we determine by again solving an equation of the form (5.60).
In view of (5.47) we now have the trace of EPinU0, so we can determine EPinU0 by solving the
incoming equations
EQ2 [L(∂)(EP2U0 + (I − EP )U0)] = 0
EQ3 [L(∂)(EP3U0 + (I − EP )U0) + eiθ3M(EP3U0 + (I − EP )U0)] = 0.
(5.71)
This gives U0. We determine (I−EP )U1 and Uˇ1 from (5.28)(c) and (5.31)(c), respectively. Observe that
the nonzero modes of U0 lie in the list of section 5.3. Although U1 is not yet completely determined,
(5.28)(c) implies that the nonzero noncharacteristic modes of U1 must lie in that list.
8. Determination of the 1-modes of U2, the 2-mode of EP1U2, and the 2-modes of EPinU1.
Except for obvious small changes, the determination of these modes is by an almost verbatim repetition
of step 6. For example, instead of considering the 1-mode of (5.63), one now considers the 1-mode of
∂θ0 [b · BRL(∂)(EPinU2 + (I − EP )U2)] = 0.(5.72)
72To produce an 8-mode in EP1U1 we would need U1 to have a 3θ3 + 4θ2 mode, but (5.69)(a) shows it does not.
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9. Determination of EP1U2, U1 and (I − EP )U2, Uˇ2. This step is a near repetition of step 7.
In place of (5.69) we now use
(a)(I − EP )U2 = −R[L(∂)U1 + eiθ3MU1]
(b)EQ1 [L(∂)(EP1U2 + (I − P1)U12 ) + eiθ3MU2] = 0.
(5.73)
At this point we know the 2-mode of EP1U2 and we need to determine its 4, 6, and 8-modes. Just as
in step 7 we used (5.69)(b) and our knowledge of the 2-mode of U20 to get the 4-mode of EP1U1, in this
step we use (5.73)(b) and our knowledge of the 2-mode of U21 to get the 4-mode of EP1U2. Just as in
step 7 no higher modes of U20 were needed to determine the 6-mode of EP1U1, in this step no higher
modes of U21 are needed to get the 6 and 8 modes of EP1U2.
With EP1U2 in hand the construction of U1 is completed by repeating the argument of step 7 to
first construct a1(t, x1, θ0), and then to construct EPinU1. One then obtains (I − EP )U2 and Uˇ2 in the
usual way.
10. Conclusion. The inductive pattern is now clear. For any M this argument constructs profiles
U−1, U0, ..., UM in H∞ satisfying the profile equations (5.16), (5.17). Moreover, the nonzero modes of
these profiles lie in the list of section 5.3.
5.5 Analysis of the boundary amplitude equations
In this section we show that for each j ≥ −1 the boundary equation for the amplitude aj(t, x1, θ0)
in the construction of section 5.4 is an equation of the form
XLopaj + e
iθ0mj(Dθ0)aj = gj(t, x1, θ0), gj = 0 in t < 0,(5.74)
where gj(t, x1, θ0) =
∑
k≥1 gj,k(t, x1)e
ikθ0 is known, mj(Dθ0) is a bounded Fourier multiplier, and
73
XLop = c0∂t + c1∂x1 with cj ∈ R and c0 6= 0.(5.75)
The equation for aj derives from an equation of the form
74
∂θ0{b ·B[R(L(∂)Uj + eiθ3MUj)]} = hj(t, x1, θ0),(5.76)
where hj is known from previous steps, and Uj ∈ H∞ has mean zero:
Uj = EPinUj + EP1Uj + (I − EP )Uj .(5.77)
The terms EP1Uj +(I −EP )Uj are also known from previous steps, and on x2 = 0 we may write (recall
(5.23))
EPinUj(t, x1, 0, θ) = σ
2
j (t, x1, 0, θ2)r2 + σ
3
j (t, x1, 0, θ3)r3 =
(aj(t, x1, θ2)e2 + aˇj(t, x1, θ2)eˇ2) + (aj(t, x1, θ3)e3 + aˇj(t, x1, θ3)eˇ3),
(5.78)
73In fact, XLop is a characteristic vector field of the Lopatinski determinant.
74As usual, the bracketed term on the left in (5.76) is restricted to θ2 = θ3 = θ0 after the action of R.
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where aˇj , too, is known from previous steps. Dropping all subscripts j and using that fact that
RmB2Pm = 0 for m = 2, 3, we see then that (5.76) reduces to an equation of the form
∂θ0
[
b ·BR
(
L′(∂)(a(t, x1, θ2)e2 + a(t, x1, θ3)e3) + eiθ3M(a(t, x1, θ2)e2 + a(t, x1, θ3)e3)
)]
=
h(t, x1, θ0), h = 0 in t ≤ 0,
(5.79)
where h is known and L′(∂) = ∂t +B1∂x1 .
It is shown in [CG] that
∂θ0 [b ·BRL′(∂)(a(t, x1, θ2)e2 + a(t, x1, θ3)e3)] = XLopa(t, x1, θ0)(5.80)
for XLop as in (5.75). Clearly,
∂θ0 [b ·BR(eiθ3Ma(t, x1, θ3)e3)] = α1eiθ0a(t, x1, θ0) for α1 = b · BR3Me3,(5.81)
so it remains to analyze the term ∂θ0 [b ·BR
(
eiθ3Ma(t, x1, θ2)e2
)
].
Writing a(t, x1, θ0) =
∑
k≥1 ak(t, x1)e
ikθ0 , we have (with β1 = b · BR1Me2)
∂θ0 [b ·BR
(
eiθ3Ma(t, x1, θ2)e2
)
] = ∂θ0 [b · BR(Me2
∑
k≥1
ake
ikθ2+iθ3)] =
β1e
i2θ0a1(t, x1) + ∂θ0 [b ·B
∑
k≥2
(L−1(ikdφ2 + idφ3)Me2)akei(k+1)θ0 ] =
β1e
iθ0(a1(t, x1)e
iθ0) + b · B
∑
k≥2
(L−1(kdφ2 + dφ3)Me2)(k + 1)akei(k+1)θ0 .
(5.82)
We can simplify the second term in the last line using
Lemma 5.11. For each k ∈ {2, 3, . . . } the number k(ω2 − ω1) + (ω3 − ω1) is nonzero, and for any
X ∈ C3
L−1(kdφ2 + dφ3)X = c1r1 + c2r2 + c3r3, where c1 =
ℓ1X
k(ω2 − ω1) + (ω3 − ω1) .(5.83)
Proof. We can write L(dφm) =
∑
m6=m′(ωm − ω′m)B2Pm′ , so L(dφm)rp = (ωm − ωp)B2rp and
L(kdφ2 + dφ3)r1 = (k(ω2 − ω1) + (ω3 − ω1))B2r1.(5.84)
For k ∈ {2, 3, . . . } it follows that k(ω2−ω1)+ (ω3−ω1) 6= 0, since otherwise L(kdφ2+ dφ3) would have
a nontrivial kernel.
Thus, (5.83) follows by computing
ℓ1X = ℓ1L(kdφ2 + dφ3)(c1r1 + c2r2 + c3r3) = c1[k(ω2 − ω1) + (ω3 − ω1)].(5.85)
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Using the lemma and the fact that b ·Brp = 0, p = 2, 3, we obtain
b · B
∑
k≥2
(L−1(kdφ2 + dφ3)Me2)(k + 1)akei(k+1)θ0 =
(b · Br1)(ℓ1Me2)eiθ0
∑
k≥2
(k + 1)
k(ω2 − ω1) + (ω3 − ω1)ake
ikθ0 .
(5.86)
The set of numbers { (k+1)k(ω2−ω1)+(ω3−ω1) , k ∈ {2, 3, . . . }} is clearly bounded. Thus, the equation (5.79)
takes the form
XLopa+ e
iθ0m(Dθ0)a = h(t, x1, θ0), h = 0 in t < 0,(5.87)
where the components m(k) defining the bounded Fourier multiplier m(Dθ0) can be read off from (5.81),
(5.82), and (5.86). A standard argument based on a simple energy estimate yields a unique solution
a(t, x1, θ0) ∈ H∞((−∞, T ]× R× T) satisfying a = 0 in t < 0.
Remark 5.12. In section 5.4 the modes aj,1e
iθ0 , aj,2e
i2θ0 were determined for each aj by simple equa-
tions like (5.49), (5.57) before the full profile aj(t, x1, θ0) was determined by an equation like (5.74).
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It is easy to check that the 1 and 2-modes of the solution to (5.74) agree with the previously determined
modes.
5.6 Proof of Theorem 2.15.
1. Part (a). The existence and uniqueness of an exact solution uǫ(t, x) ∈ H∞(ΩT ) to (2.38) follows by
applying the results of [Cou05] (for WR problems without highly oscillatory coefficients) to the problem
obtained from (2.38) by fixing any particular ǫ ∈ (0, ǫ0].
Theorem 2.11(c) yields an exact solution U ǫ(t, x, θ0) ∈ L2 to the singular problem (1.6) corresponding
to (2.38).76 One can prove higher regularity of U ǫ (in fact, U ǫ ∈ H∞(ΩT × T)) by differentiating the
singular problem and repeating the argument of section 6 of [Wil18]. Since vǫ := U ǫ(t, x, θ0)|θ0=φ0ǫ is a
solution of (2.38) on (−∞, T ], we conclude uǫ = vǫ.
2. Part (b). The construction carried out in sections 5.1-5.5 yields profiles Uk(t, x, θ1, θ2, θ3) as
in (2.40) satisfying the profile equations (5.16), (5.17) for j = 1, . . . , J , where J is as large as desired.
With θ = (θ1, θ2, θ3) define
U(t, x, θ) =
J∑
k=−1
ǫkUk(t, x, θ),
U ǫa(t, x, θ0) = U
(
t, x, θ0 +
ω1x2
ǫ
, θ0 +
ω2x2
ǫ
, θ0 +
ω3x2
ǫ
)
,
(5.88)
75We found a−1,1 = 0 in step 5 of the construction of section 5.4.
76To apply Theorem 2.11(c) we must take an extension of g(t, x1) to t > T . This standard maneuver is used also in step
2 below; for more detail, see p. 586 of [CGW14], for example.
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and observe that for any given M > 0 one can choose J = J(M) so that U ǫa satisfies
Dx2U
ǫ
a +A0(Dt +
σl
ǫ
Dθ0)U
ǫ
a +A1(Dx1 +
ηl
ǫ
Dθ0)U
ǫ
a − iei
(
ω3(βl)
ǫ
x2+θ0
)
B−12 MU
ǫ
a = ǫ
MRǫM (t, x, θ0)
BU ǫa = ǫg(t, x1)e
iθ0 + ǫMrǫM (t, x1, θ0) on x2 = 0
Ua = 0 in t < 0.
(5.89)
Here (with obvious notation) the error terms satisfy for any α:
|(ǫ∂x2 , ∂t,x1,θ0)αRM |L2T (t,x,θ0) ≤ Cα, |(∂t,x1,θ0)
αrM |L2T (t,x1,θ0) ≤ Cα.(5.90)
Next introduce the higher norm:
|V |20,m :=
∫ ∞
0
|V (t, x1, x2, θ0)|2Hm(t,x1,θ0)dx2 for m ∈ N.(5.91)
We showed in section 6 of [Wil18] that the estimate (2.29) of Theorem 2.11 can be upgraded to a higher
derivative estimate: there exist constants K, γ0 independent of ǫ such that for γ ≥ γ0 and U as in
Theorem 2.11:
|Uγ |0,m + |∂x2Uγ |0,m ≤
K
(ǫγ)E
[
1
ǫγ2
|ΛDF γ |0,m+1 + 1
ǫγ3/2
〈ΛDGγ〉m+1
]
,(5.92)
where E is now computed from (2.33) to be E = 1.77 For m > 32 the left side of (5.92) dominates
|Uγ |L∞(ΩT×T), so the estimate (5.92) can be applied directly to the error problem satisfied by Eǫ =
U ǫ − U ǫa to show that Eǫ is O(ǫQ) in L∞(ΩT × T), provided M in (5.89) is large enough (see Remark
5.13, (3)). This implies the estimate (2.42).
3. Part (c). This part follows from an examination of steps 3-5 of the profile construction in
section 5.4. Equation (5.49) implies a0,1 6= 0 in t > 0 as long as b ·g1 6= 0 in t > 0.78 Then (5.52) implies
σ20,1 6= 0 in t > 0. Next (5.54) implies σ10,2 6= 0 in t > 0 as long as c10 = ℓ1Mr2 6= 0. Then (5.57) implies
a−1,2 6= 0 in t > 0, and finally (5.44) implies σm−1,2 6= 0 in t > 0 for m = 2, 3.
Remark 5.13. 1. Optimality of estimates. Estimates for which E = 0 (for example, when |I| = 1,
|Υ0| = 2 as in Theorem 2.12) are clearly optimal. Simple examples show that amplification due to the
factors |Xk| is unavoidable in WR problems [CG10].
The optimality of the estimate (2.28) for the singular problem corresponding to (2.38) (with E = 1
given by (2.33)) is confirmed by the observation that U ǫa as in (5.88) satisfies
|U ǫa(t, x, θ0)|L2(ΩT×T) = O
(
1
ǫ
)
,(5.93)
and so U ǫa is amplified by the factor
1
ǫ2
relative to the O(ǫ) boundary data of (2.38). In (2.28) one factor
of 1ǫ is contributed by the factor |X1| on ǫ̂g1, and a second factor is contributed by 1(ǫγ)E , so the estimate
“predicts” exactly the order of amplification exhibited by U ǫa, and hence also by the exact solution.
77In (2.33) we now have P = 1, |I| = 2, |O| = 1, |Υ0| = 2.
78When we say here that “a0,1 6= 0 in t > 0”, we mean that a0,1 takes nonzero values for arbitrarily small t > 0; the
same applies to other functions.
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2. Triple and higher amplification. Step 3 of the above proof shows instantaneous production
of a (nonzero) incoming 2-mode 1ǫσ
2
−1,2(t, x)e
i2θ2 in the leading term, U−1, of the approximate solution.
In order to achieve another amplification one could modify the oscillatory coefficient in (2.38) to be
(eiθ3 + ei2θ3)|θ3=φ3/ǫ. The resonance 2φ2 + 2φ3 = 4φ1 in the interaction of the modified coefficient
with the above 2-mode would then be expected, by arguments parallel to steps 3-5 in the above proof,
to produce an outgoing 1ǫσ
1
−1,4e
i4θ1 mode, and then a “reflected” incoming 1
ǫ2
σ2−2,4e
i4θ2 mode in U−2.
Similarly, adding the term ei4θ3 to the oscillatory coefficient should result in production of an incoming
1
ǫ3σ
2
−3,8 mode in U−3, and so on. With each added term in the oscillatory coefficient, the formula (2.33)
shows that E increases by one. Thus, these higher interactions would exhibit the optimality of (2.28)
with E given by (2.33) for larger values of P , at least in problems where |O| = 1.
Finally, note that since ω2 + ω3 = 2ω1, we have Ω1,2 =
ω1−ω3
ω2−ω1 = 1, so the second possibility in the
hypothesis (4.35) of Proposition 4.5 holds here. That proposition, taken together with this discussion
of multiple amplification, indicates that when Ωi,j is rational and lies in (0,∞) or (−∞,−1), there is
no hope of proving an estimate like (2.28) with finite E for problems where the spectrum of d(θin) is an
arbitrary infinite subset of N.
3. γ0 independent of ǫ. In step 2 of the above proof, to conclude |Eǫ|L∞(ΩT×T) = O(ǫQ) we
apply (5.92) with γ = γ0 to the problem satisfied by E
ǫ, use
e−γ0T |Eǫ|L∞(ΩT×T) ≤ |e−γ0tEǫ|0,m + |e−γ0t∂x2Eǫ|0,m(5.94)
and then multiply both sides of the resulting estimate by eγ0T . Here we see it is crucial that γ0 ∼ 1. If
one tried to use the methods of [CGW14] to estimate Eǫ, one would have to take γ0 ∼ 1ǫ , and the factor
eγ0T would then overwhelm the terms ǫMRǫM and ǫ
MrǫM coming from the right side of (5.92). A similar
problem arises if one tries to use the estimates of [Cou05] to estimate |uǫ − uǫa|L∞(ΩT ) for each fixed ǫ.
6 Discussion
Let us assess what our results suggest about the prospects of proving uniform estimates (Remark
1.1) for problems like (1.3) obtained as linearizations of quasilinear problems. This paper has dealt only
with wavetrain (as opposed to pulse) solutions, so we restrict our comments to such solutions.
Whenever the oscillatory function v in the coefficients of (1.3) is real-valued, one cannot avoid two-
sided cascades, since such functions have both positive and negative Fourier spectrum. Our estimate for
problem (1.1) in the two-sided case, Theorem 2.12, requires that Υ0 = {±βl} and that there is only one
incoming phase, I = {N}. This result offers some hope of proving a similar estimate for (linearizations
of) quasilinear problems that satisfy these two conditions.
There are at least two reasons to study one-sided cascades. First, this is the simplest context in
which to observe the interesting phenomenon of multiple amplification. A second, related, reason is that
the occurrence of multiple amplification allows us to confirm that there are situations in which some
of the global amplification factors D(ǫ, k, k − r)(ζ) are indeed large, that is, equal to C5r2ǫγ , on ζ−sets
of positive measure. The confirmation is provided by having explicit, multiply amplified, approximate
solutions that we know are close in the sense of Theorem 2.15 to exact solutions uǫ(t, x) = U ǫ(t, x, φ0ǫ ).
Since U ǫ satisfies an estimate of the form (2.28), we conclude that the exponent E in that estimate must
be ≥ 1, and thus some factors D(ǫ, k, k − r) must be large. This information has a direct bearing on
problems with two-sided cascades, since the same amplification factors occur in those problems. Indeed,
the results of section 3 show that the factors D(ǫ, k, k − r) are determined just by our assumptions on
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(L(∂), B); they are independent of the choice of the oscillatory factor D(θin). We saw in section 1.2.1
that the presence of even a single large amplification factor in a problem with two-sided cascades is
expected to rule out any estimate of the form (2.28) with finite E.
Finally, recall that our examples of multiple amplification assumed the existence of a resonance for
which Ωi,j ∈ ((−∞,−1) ∪ (0,∞)) ∩ Q. When such resonances are absent, our results leave open the
possibility of proving estimates like that of Theorem 2.12 for more general problems with two-sided
cascades (including, for starters, the problem (1.1) when Υ = {βl,−βl}, but |I| ≥ 2).79 But to do that
by the methods of this paper, one must show that no amplification factor D(ǫ, k, k − r) is large.
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