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I N T R O D U C T I O N
How are scenes encoded in the visual system? We know from single-unit studies that individual neurons are preferentially sensitive to a small set of stimulus features and that neuronal sensitivity to these features varies across the cortical sheet within a visual area (Hubel and Wiesel 1962) . Over the last 20 years, optical imaging has allowed the activity of large regions of cortex to be recorded (Blasdel and Salama 1986; Grinvald et al. 1986 ) and a compelling series of maps detailing the tangential organization of response properties has emerged (including, among many others, Blasdel 1992a,b; Bonhoeffer and Grinvald 1991; Hubener et al. 1997; Kalatsky and Stryker 2003; Weliky et al. 1996) . Cortical maps have been most thoroughly studied in the primary visual cortex (V1), in which the relationships among several feature maps, including orientation preference, ocular dominance, and spatial frequency (SF) preference, have been detailed extensively (Hubener et al. 1997; Issa et al. 2000) . A theoretical model of neuronal responses has recently been used to join together these functional maps into a coherent framework for predicting the distributed pattern of cortical activity induced by a visual scene (Baker and Issa 2005; Mante and Carandini 2005) . In this review, we discuss the classic spatiotemporal filtering model that describes the linear responses of neurons in V1, how this model has been applied to the distributed architecture of V1, and how it accounts for many of the response patterns in V1. This model reflects an important step toward developing a theory of distributed encoding in primary visual cortex and may provide a template for studies of other sensory areas.
M O T I V A T I O N F O R A S P A T I O T E M P O R A L E N E R G Y D E S C R I P T I O N O F T H E O R G A N I Z A T I O N O F V 1
Early optical mapping studies focused on neuronal tuning parameters whose organization had already been illustrated by single-unit recordings (Blasdel 1992a,b; Blasdel and Salama 1986; Bonhoeffer and Grinvald 1991; Bonhoeffer et al. 1995) . Orientation preference and ocular dominance maps were found to be interrelated, tending to run perpendicularly to one another (Crair et al. 1997; Hubener et al. 1997; Obermayer and Blasdel 1993) , as Hubel and Wiesel (1962, 1974) first suggested from microelectrode recordings. Subsequent mapping studies addressed additional features that are less well clustered, like direction selectivity (Shmuel and Grinvald 1996; Weliky et al. 1996) and SF preference ( Fig. 1) (Everson et al. 1998; Hubener et al. 1997; Issa et al. 2000; Shoham et al. 1997) . The different maps of V1 all vary across cat cortex, with wavelengths ranging between around 0.5 and 1 mm, and the combination of these parameters extends the original hypercolumn description of cortical modules (Hubel and Wiesel 1977) . Although these studies characterized how various parameters were mapped across the cortex, it was not clear whether the group of maps was sufficient to predict cortical responses to complex images.
The first serious test of whether these maps can predict responses to complex stimuli came in Area 17 of the ferret. Basole et al. (2003) asked whether the spatial properties of texture stimuli alone determine which cortical orientation domains are activated. They found that changing the velocity of an image (either its direction or speed) could have large effects on which cortical orientation domains were activated (summarized in Fig. 2 ). Because the shifts in cortical activity happened even when the spatial statistics of the image did not change, the findings were unequivocal in demonstrating that the spatial properties of stimuli alone do not determine how cortical domains are activated.
Based on these findings, Basole et al. (2003) suggested that the cortical maps of orientation, spatial frequency, and direction preference did not provide an appropriate description of cortical activity and, instead, proposed an alternative description of cortical organization: rather than having several separable parameters mapped across the cortical surface, they suggested that primary visual cortex would be better characterized by a single map that encodes spatiotemporal energy. As Horton and Adams (2005) point out in a recent review of cortical columns, this was a radical departure from previous models of V1 organization. For functional mapping, its main implication was that maps of individual parameters, like orientation or SF preference, could not be used to understand the area's responses to complex stimuli. Instead, it would be necessary to map responses to stimuli with a variety of spatiotemporal energies.
Spatiotemporal energy models treat a neuron as a series of filters, each selective for a small range of orientations, spatial frequencies, and temporal frequencies (Adelson and Bergen 1985; Baker and Issa 2005; Mante and Carandini 2005; Nielsen et al. 1985; Reichardt 1961; van Santen and Sperling 1985) . They were named "energy models" because their output is closely related to the amount of Fourier power or "energy" in the stimulus at the spatiotemporal frequencies preferred by the modeled neuron. The activity of each neuron therefore reports the contrast of (energy of) an image component with a specific mix of orientation, SF, and temporal frequency.
By applying the spatiotemporal energy model originally described for neurons to cortical domains, two theoretical treatments reconciled the requirement for mapping spatiotemporal energy, as suggested by Basole et al. (2003) , with previous maps of individual parameters like orientation and SF (Baker and Issa 2005; Mante and Carandini 2005) . The six required parameters of the energy model can be determined from the orientation, SF, and temporal frequency tuning curves of a given location on the cortical surface (Fig. 3) . The traditional orientation and SF preference maps give two of the six parameters (orientation and SF preference). Adding temporal frequency parameters (preference and bandwidth) as well as maps of orientation and SF bandwidths to maps of orientation and SF preference is enough to predict all the response patterns found in the data of Basole et al. (2003) Basole et al. (2003) proposed is therefore completely compatible with previous maps, but requires that temporal frequency tuning also be represented to predict distributed cortical activity patterns (Figs. 2 and 3) .
According to the spatiotemporal filtering model, a unified description of the organization of V1 consists of several maps of filter properties: orientation preference, SF preference, temporal frequency preference, the associated bandwidths, and supporting features including retinotopy, ocular dominance, and contrast sensitivity. Much of the work needed to characterize these responses has been done, both with optical imaging and targeted electrophysiology, but there are still significant open questions about the functional organization of primary visual cortex. In subsequent sections we review important structural features of these maps, relationships among the maps, and how well this combination of maps can predict responses in V1 to complex images.
Orientation preference
There is little controversy over the general structure of the orientation preference map. The original descriptions showed small domains that were selective for a narrow range of orientations and that these domains were arranged around point singularities (Blasdel 1992b; Blasdel and Salama 1986; Bonhoeffer and Grinvald 1991) . Many studies have since confirmed the orientation pinwheel structure and added details that relate the map structure to receptive field properties. For example, the size of orientation domains varies with receptive field size, both within and across cortical areas. Within Area 17, orientation domain size increases with eccentricity (pinwheel density decreases), just as receptive field size increases with eccentricity (Xu et al. 2007) . A similar pattern is observed crossing from Area 17 to Area 18. Within the portion of cat Area 17 that represents the central visual field, the average orientation domain width is 0.54 mm (Rao et al. 1997) and receptive fields subtend an angle of approximately 1.2° (Hubel and Wiesel 1962; Tusa et al. 1978) , whereas in Area 18, the average domain width increases to about 0.83 mm (Bonhoeffer and Grinvald 1993) and the average receptive field diameter increases to 3.3° (Tusa et al. 1978 (Tusa et al. , 1979 .
Results from electrophysiological studies had differed on the question of whether neurons at orientation pinwheel centers are sharply tuned for orientation. Intrinsic signal imaging experiments show poor orientation selectivity around pinwheel centers, but this could be caused either by poorly tuned neurons or by averaging, at low spatial resolution, the responses from a variety of sharply but differently tuned neurons (Blasdel and Salama 1986; Bonhoeffer and Grinvald 1991) . Maldonado and colleagues (1997) targeted electrode penetrations in adult cats to pinwheel centers identified by optical imaging. Their results, as well as subsequent intracellular recordings (Schummers et al. 2002) , suggested that neurons near pinwheel centers were nearly as sharply tuned for stimulus orientation as neurons far from pinwheel centers, but it was not clear whether cells were randomly ordered near the pinwheel center. A separate study in juvenile cats using tetrodes came to the opposite conclusion that neurons at pinwheel centers were broadly tuned (Ruthazer et al. 1996) . This lingering controversy has recently been Xu et al. 2007 Xu et al. , © 2003 resolved in adult cat Area 18 with a series of two-photon calcium imaging experiments, which showed that neurons at pinwheel centers were quite selective for stimulus orientation and that there was a well-ordered progression of orientation selectivity around the pinwheel center (Ohki et al. 2006) .
Spatial frequency preference
Unlike maps of orientation selectivity, the structure of SF maps has been quite contentious. Claims from optical imaging studies range from no organization whatsoever to a clear organization with specific relationships to other maps (Everson et al. 1998; Hubener et al. 1997; Issa et al. 2000; Shoham et al. 1997; Sirovich and Uglesich 2004; Xu et al. 2007 ). There are several reasons why optical mapping has provided less consensus on SF maps. First, clustering by SF preference is weaker than that by orientation or ocular dominance. DeAngelis et al. (1999) considered pairs of single units found at the same recording site and measured how similarly tuned they were for several features. As the summary figure (Fig. 4) shows, nearby neurons were very likely to have similar orientations, less likely to have the same SF preference, and even less likely to have similar temporal frequency preferences.
Spatial frequency maps also appear weaker than orientation maps because the stimuli used to generate them have fewer frequency components (less power) than do stimuli used to generate orientation maps. Orientation maps are typically generated using square-wave gratings (the sum of many sinusoidal gratings), so they have power over a wide range of spatiotemporal frequencies at the same orientation. Because these stimuli contain multiple frequencies, they are poorly suited for isolating single spatiotemporal frequencies, as required to construct a SF map. It is thus tempting to increase the power of SF stimuli by adding components at different orientations but at the same spatial frequency. However, theoretical, single-unit, and optical imaging studies all show that SF tuning can change with orientation (Daugman 1985; Issa et al. 2000; Webster and De Valois 1985) . These considerations indicate that even though sinusoidal gratings elicit weaker responses than stimuli with multiple components, their use is required to isolate individual SF domains and properly assess their tuning bandwidth (Issa et al. 2000) .
Finally, because the distribution of orientation preference is uniform over neurons, orientation domain size is roughly constant regardless of preference [with the exception of a small bias toward larger domains for the cardinal orientations (Dragoi et al. 2001; Muller et al. 2000) ]. Spatial frequency domains, by comparison, can have very different sizes since far fewer neurons are selective for very low and very high spatial frequencies (Issa et al. 2000; Movshon et al. 1978; Xu et al. 2007) . As a result, postprocessing, like the nearly ubiquitous high-pass filtering of images, can have differential effects on small, medium, and large SF domains. Taken together, these features of neuronal response properties conspire to make the mapping of SF preference more challenging than the mapping of orientation preference.
Despite these challenges, commonalities can be extracted from the results of several studies. First, SF preference is organized into functional domains. Both electrophysiological and imaging studies show consistent clusters (DeAngelis et al. 1999; Everson et al. 1998; Hubener et al. 1997; Issa et al. 2000; Shoham et al. 1997; Thompson and Tolhurst 1979; Tolhurst and Thompson 1982; Tootell et al. 1981; Xu et al. 2007 ), although it is not clear whether SF preference is organized in radial columns with the same frequency preference from pia to white matter (Maffei and Fiorentini 1977) . Second, a range of SF domains are arrayed across the cortical surface. Although the pioneering imaging studies found only low and high SF domains (Hubener et al. 1997; Shoham et al. 1997 ), subsequent studies identified a variety of preference domains (Everson et al. 1998; Issa et al. 2000; Xu et al. 2007 ). The discrepancy between the early and later studies is likely due to both the choice of stimuli and technical differences in image postprocessing. When the data of the later studies were processed like the data of the original studies, they generated similar maps, suggesting that both data sets carried similar information (for details of the technical differences see Issa et al. 2000) .
One outstanding issue regarding SF maps is whether they have a repeating modular structure. Shoham et al. (1997) initially suggested that, like ocular dominance columns, SF maps consisted of alternating patches of low and high spatial frequency preference. Everson et al. (1998) subsequently proposed that, like orientation columns, SF preference was organized into pinwheels, in which the extreme low and extreme high SF domains abut. Issa et al. (2000) proposed that rather than pinwheels, SF preference is organized in target patterns, with low-and high-frequency domains usually separated by intermediate frequency domains-similar to the patches suggested by Shoham et al. (1997) but with intermediate frequency domains intercalated between the peaks of the high and low SF domains. Xu et al. (2007) suggest from their images in bush baby primary visual cortex that SF preference maps are not comprised of tightly packed repeating units and are less regular than orientation maps, having both target-like and pinwheel-like patterns that can be seen in the same area.
A recent analysis raises two challenges to the idea of an organized map of SF preference. The first challenge, raised by Sirovich and Uglesich (2004) , is that SF response profiles of pixels can be estimated by the weighted sum of two independent basis functions, one with a positive peak at low SFs and the other with a positive peak at high SFs. They argue that these two basis functions are consistent with Y-and X-type inputs from the lateral geniculate nucleus (LGN) and therefore it is not necessary to invoke a map of SF preference to describe cortical responses; rather, it is necessary to describe only a mixture of X-and Y-type input at any given location. Although there might be a bias in the distribution of X-and Y-type inputs to different regions of Area 17 (Boyd and Matsubara 1996; Shoham et al. 1997) , cortical neurons derive their narrow SF tuning curves from their elongated, opponent receptive field subunits, not from the broadly tuned LGN inputs to Area 17 (Jones and Palmer 1987a,b; Jones et al. 1987; Lampl et al. 2001) . Despite the ability to fit cortical responses to X-and Y-like basis functions, the tangential organization of cortical SF tuning is nonetheless not primarily a function of X-and Y-cell projection patterns. Equally important, the spatial pat- terns of X-and Y-like regions calculated by Sirovich and Uglesich are similar to SF preference maps detailed in other optical imaging studies (Everson et al. 1998; Issa et al. 2000; Xu et al. 2007) : there are regions dominated by the Y-like basis function (low SF preference), regions dominated by the X-like basis function (high SF preference), and regions that are best fit by a combination of X-and Y-like basis functions (intermediate SF domains).
The second challenge to a tangential organization of SF preference is that intrinsic signal imaging is often contaminated by vascular artifacts and that these artifacts might be misinterpreted as SF domains. The analysis reported by Sirovich and Uglesich (2004) suggested that, other than orientation-specific responses, the only stimulus-driven modulation in images was over vasculature and was not specific to SF domains. To address this concern directly, our lab has recently remapped SF preference using autofluorescence imaging (Mallik et al. 2008) . Cortical autofluorescence likely derives from flavoproteins in neuronal mitochondria, so it has a significantly better spatial resolution than that of intrinsic signal imaging and is far less susceptible to vascular artifacts since it does not rely on blood flow or oxygenation signals (Husson et al. 2007; Reinert et al. 2004; Shibuki et al. 2003; Tohmi et al. 2006) . The SF maps in cat Area 17 generated by autofluorescence were similar to intrinsic signal maps of SF in the same animals, suggesting that variations in SF preference are genuine features of cortical organization.
Temporal frequency preference
Attempts to map cortical temporal frequency preference are only now beginning. Temporal frequency is defined as the number cycles of a drifting sinusoidal grating that pass a point in 1 s. A V1 neuron responds to a limited range of temporal frequencies and, unlike neurons in "speed-tuned" cortical areas like middle temporal Area MT (Perrone and Thiele 2001; Priebe et al. 2003) , its temporal frequency preference typically does not change with the SF of the stimulus . Although there is a 4-octave range of temporal frequency preferences among V1 neurons (Movshon et al. 1978) , there is little evidence for a systematic variation in temporal frequency preference across V1.
Electrophysiological recordings suggest that V1 neurons do not cluster together based on temporal frequency preference. DeAngelis and colleagues (1999) reported that the likelihood of finding neighboring neurons with similar temporal frequency preferences was almost at chance level and was about one third the probability of finding neighboring neurons with similar orientation preferences (Fig. 4) . A recent mapping study in bush baby Area 17 using intrinsic signal imaging similarly found no clear evidence for clustering by temporal frequency (Khaytin et al. 2007) . In an attempt to identify temporal frequency domains, Khaytin et al. analyzed singlecondition images in several ways, including: comparing the positions of domain centers activated by different temporal frequencies, averaging responses over orientations to see whether temporal frequency domains are accentuated, and calculating the similarity among different single images. Regardless of the analytical approach, no temporal frequency domains were apparent. By comparison, both orientation and SF maps in the same species were both reproducible and consistent (Xu et al. 2007 ). The graded strength of functional maps (strong orientation maps, weaker SF maps, and "flat" temporal frequency maps) is reminiscent of the clustering index of DeAngelis et al. (1999;  Fig. 4) , so both imaging and electrophysiological results suggest weak clustering by temporal frequency preference.
A recent functional magnetic resonance imaging (fMRI) study in humans, however, argues for variation in temporal frequency preference across V1 (Sun et al. 2007) . In this study, Sun et al. mapped responses to annular checkerboard patterns whose contrast reversed either slowly (0.75 Hz) or rapidly (15 Hz), and found that small domains within V1 were differentially activated by the two flicker speeds. Although there is definitely a temporal frequency difference between the two stimuli, the use of checkerboard patterns makes the interpretation of the cortical responses challenging. As is the case for drifting texture stimuli, checkerboards are composed of multiple sinusoidal components, with a range of different orientations, spatial frequencies, and temporal frequencies. So although the overall pattern flickers at either 0.75 or 15 Hz, the components are actually moving with a range of temporal frequencies. Moreover, a wider range of spatial frequencies should be visible in the slowly flickering stimulus than in the quickly flickering stimulus: optical imaging experiments show that both low and high SF domains can be activated by slowly moving complex stimuli, whereas quickly moving stimuli activate only low SF domains-even when the different domains have similar temporal frequency tuning curves (that is, when there is no variation in temporal frequency preference across the cortical surface) (Zhang et al. 2007) . It is thus possible that the organization identified by fMRI actually represents different SF domains rather than temporal frequency domains. Given the lack of clustering by temporal frequency in cat and bush baby cortex and the dependence of SF responses on flicker rate, it is likely premature to conclude that variations in activity observed by fMRI in human V1 represent a map of temporal frequency preference.
Retinotopy
Electrophysiological mapping has so far provided the cleanest description of the retinotopic organization of primary visual cortex. For cat, the map of Tusa et al. (1978) is the most accepted reference, showing the basic retinotopic organization over all of Area 17. Optical imaging methods typically produce incomplete maps of retinotopy because large segments of the primary visual cortex are often buried in sulci. Exceptions to this include lissencephalic species, like the mouse and tree shrew, in which all of primary visual cortex is found on the surface and optical maps show a relatively smooth retinotopic progression at the resolution of a few hundred micrometers (Bosking et al. 2002; Husson et al. 2007; Kalatsky and Stryker 2003) . fMRI now provides good maps of retinotopy in primates (Fize et al. 2003; Logothetis et al. 1999) , including humans (Engel et al. 1997; Tootell et al. 1998) , and ultra-highfield (9.4 T) fMRI can produce retinotopic maps with 1-mm resolution in cat primary visual areas (Olman et al. 2003) . With the exception of electrophysiologically measured maps, however, retinotopic maps are too sparsely sampled or are at too low a resolution to show whether the map is smooth at fine spatial scales.
Contrast
A priori, one might expect contrast-response parameters to vary across Area 17 in conjunction with SF preference. Anatomical studies in the cat found that Y-type cells from the C-lamina of the LGN, which have a contrast-sensitivity profile different from that of X-cells (Enroth-Cugell and Robson 1966) , project preferentially to so-called cytochrome oxidase (CO) blobs in primary visual cortex (Boyd and Matsubara 1996) . Shoham et al. (1997) subsequently found that low SF domains, but not high-frequency domains, also lie over CO blobs in cat Area 17; therefore if there is a spatial segregation of X-and Y-cells into high and low SF domains, these domains should show different contrast-response curves.
Two imaging studies, however, have failed to find variation in contrast-response curves across Area 17. Carandini and Sengpiel (2004) mapped the parameters of the contrastresponse curve and showed that they do not vary in a statistically significant manner across Area 17. More recently, Zhang et al. (2007) measured contrast-response curves in identified low and high SF domains and, again, found no substantial difference in contrast-response curves between the two types of domains. Together, these studies suggest that contrast-response functions are relatively constant across Area 17.
How can the flat maps of contrast-response parameters be reconciled with SF maps? The most likely resolution is that low and high SF domains receive mixed input from X-and Y-type LGN inputs. Although the labeling study of Boyd and Matsubara (1996) showed that cells from the C-layers (Wand/or Y-cells) of the LGN project to CO blobs, the study was not designed to rule out inputs to CO blobs from other cell types in the LGN. Early studies in which axonal projections were individually labeled after electrophysiological characterization suggest that both X-and Y-cells project to the same regions within cat Area 17, with some sublaminar differences in termination sites (Humphrey et al. 1985a,b) . The flat contrast-response maps suggest that even if there is a bias in the tangential input pattern of X-and Y-cells, the two channels are mixed together within the supragranular layers.
We can rule out an alternative explanation-that nonlinearities in intrinsic signal imaging mask differences in contrastresponse curves among SF domains-by comparing contrastresponse curves in areas 17 and 18. Area 17 receives a mixture of X-and Y-type inputs, whereas Area 18 receives little or no X-type input (Humphrey et al. 1985b; Stone and Dreher 1973) . Consistent with the different type of LGN input, the areas have different average contrast-response curves: optical responses in Area 18 saturate at much lower contrasts than do responses in Area 17 (Carandini and Sengpiel 2004; Zhan et al. 2005; Zhang et al. 2007 ). Because optical imaging can detect differences in contrast sensitivity across areas 17 and 18, it would likely detect substantial spatial variations in contrast response across Area 17, if they existed.
R E L A T I O N S H I P S A M O N G M A P S
Although characterizing the topography of individual feature preference maps is important, it is also revealing to characterize the relationships among these maps. The study of the coordination of feature maps began with microelectrode recordings and the ice-cube model of the V1 hypercolumn (Hubel and Wiesel 1962, 1968) . In this model, ocular dominance is mapped into parallel bands that run orthogonally to orientation preference bands. Although optical imaging has revealed that the relationship between orientation and ocular dominance is more complicated than originally proposed, the basic principle of that model was confirmed. As suggested, iso-orientation contours tend to cross ocular dominance boundaries at right angles (Blasdel 1992a; Blasdel and Salama 1986; Hubener et al. 1997; Obermayer and Blasdel 1993) . In primate species, this tendency may be stronger than that in the cat (Blasdel 1992a; Hubener et al. 1997) , whereas in the ferret, these tendencies are weaker (Issa et al. 1999; White et al. 2001; Yu et al. 2005) . These studies also suggest that there is a bias for pinwheel centers to be found toward the center of ocular dominance domains.
Similar relationships have been identified between maps of orientation and spatial frequency. For example, orientation pinwheel centers tend to be located more in the center of high and low SF domains (Hubener et al. 1997; Issa et al. 2000) . Iso-orientation lines also tend to cross the borders of SF domains at right angles, although this relationship is weaker than that between iso-orientation lines and ocular dominance domains (Farley et al. 2007; Hubener et al. 1997; Yu et al. 2005) .
Why are there relationships among the maps? If features were encoded independently we might not expect any organization, no less to find that feature maps are coordinated. Indeed, in rodent visual cortex there is no clear long-range tangential organization of orientation preference, despite good neuronal selectivity (Kalatsky and Stryker 2003; Niell and Stryker 2007; Ohki et al. 2005; Van Hooser et al. 2005 ). In the carnivore visual system, by comparison, the organization of multiple feature maps seems nearly optimal to ensure coverage uniformity (Swindale et al. 2000) , which refers to the goal of representing all combinations of parameters across the cortical sheet. For example, because less cortical area is dedicated to the extreme spatial frequencies than intermediate frequencies, one method of ensuring that all orientations are represented at these frequencies (thus improving coverage) is to align orientation pinwheel centers with domains sensitive to extreme spatial frequencies (Fig. 5A) . The finding in cat Area 17 that orientation pinwheel centers tend to lie within domains of extreme spatial frequency (Issa et al. 2000) is consistent with this topological constraint. The effect of having the extreme SF domains shifted away from orientation pinwheel centers can be seen in Fig. 5B : the extreme spatial frequencies would be represented in only a few orientation domains, rather than having the full range of spatial frequencies represented at all orientations. Essentially, this would leave the cortex blind to certain combinations of spatial frequency and orientation.
The optimal relationships among maps can be derived theoretically. Dimension-reduction models use a self-organizing feature map algorithm as a numerical approach to mapping a high-dimensional parameter space of visual features onto the two-dimensional cortical surface (Durbin and Mitchison 1990; Kohonen 1982) . This projection is constrained by the two competing factors of coverage uniformity (uniform representation of all parameter combinations across the cortex) and continuity (neuronal sensitivity changes slowly with distance across the cortical surface). Although coverage uniformity provides the animal with equal sensitivity to all combinations of stimulus features (Swindale 1991) , continuity is thought to reflect economical use of cortical wiring (Durbin and Mitchison 1990) . Without the continuity constraint, coverage uniformity could easily be achieved by a "salt and pepper" organization of receptive field parameters, like that of orientation preference in rodent primary visual cortex (Koulakov and Chklovskii 2001) .
Dimension-reduction models have done a surprisingly good-albeit imperfect-job of reproducing cortical maps in different species (Fig. 6 ). For example, the models correctly predict that in the cat, which has a relatively isotropic retinotopic map (the representation of one degree along the azimuth takes up about the same distance on cortex as one degree of elevation) (Tusa et al. 1978) , orientation domains should not be particularly elongated and orthogonal crossings of orientation and ocular dominance domains should be frequent (Fig. 6, A,  C , E, and G) (Crair et al. 1997; Hubener et al. 1997 ). The models correctly predict a different relationship among maps in the ferret, in which the cortical magnification factor for elevation is about fourfold greater than that for azimuth. In this animal, orientation and ocular dominance domains are elongated orthogonally to the retinotopic elongation (Yu et al. 2005 ) and orientation and ocular dominance maps are less likely to cross at 90°angles than in cat Area 17 (Fig. 6, B , D, F, and H) (Farley et al. 2007; White et al. 2001; Yu et al. 2005) . Dimension-reduction models estimate the ideal organization for a set of parameters mapped across a cortical area, constrained by uniform coverage and continuity, and it appears that the organization of primary visual cortex is largely consistent with these predictions.
It is important to note, however, that not all studies are consistent with predictions of dimension-reduction models. In the first study that examined the relationship between V1 retinotopy and orientation preference maps at single-cell resolution, Das and Gilbert (1997) found that jumps in the retinotopic map were aligned with fractures in the orientation map. That is, the gradients of both the orientation and retinotopic maps were largest at the same places and in the same directions. This result is in conflict with dimensionreduction predictions that suggest where the gradient of one map is large, the gradient of the other maps should be small and that if fractures in two maps overlap, they should tend to cross orthogonally.
T E S T S O F T H E S P A T I O T E
Together the spatiotemporal filtering model and dimensionreduction models provide a conceptual framework for how sets of feature maps are organized within a cortical area and how they can be used to predict cortical responses. However, until recently it was not clear whether these maps were actually sufficient to account for cortical activity patterns.
As a quantitative test of the spatiotemporal filtering model, Zhang et al. (2007) asked whether complex images are broken down into cortical domains based on the spatial and temporal frequencies in the image. This required measuring six spatiotemporal filter parameters (preferences and bandwidths of orientation, spatial frequency, and temporal frequency) and three parameters of contrast-response curves in Area 17, and then interrogating the maps using images with multiple spatial and temporal frequencies. For three classes of stimuli moving at a variety of speeds, the filter model with no free parameters better predicted cortical activity patterns than did simpler models that had free parameters (Fig. 7 shows measured and calculated activity in low and high SF domains in response to sinusoidal gratings, square-wave gratings, and paired sinusoidal gratings). The agreement between the model's predictions and measured responses argues that the maps of spatiotemporal filtering parameters well describe the organization of Area 17.
Despite the success of spatiotemporal filtering in predicting responses in ferret orientation domains and in cat SF domains, there are several situations where spatiotemporal filtering models are expected to fail. Any nonlinear transformation will cause a deviation from the linear predictions. If, for example, the contrast nonlinearity were not explicitly included as a "preprocessing" stage in the filtering model, the measurements of Zhang and colleagues would differ from the predictions of the filtering model. A less easily handled exception is crossorientation suppression. When two gratings of similar spatial frequency but different orientations are presented together they suppress cortical responses to each other (Benevento et al. 1972; Blakemore and Tobin 1972; Morrone et al. 1982 ). This nonlinearity arises from both subcortical processes (Freeman et al. 2002; Priebe and Ferster 2006) and intracortical processing (Li et al. 2005; Sengpiel and Vorobyov 2005) , and cannot be accounted for by simple filtering. Linear filter models also fail to account for a number of behaviors observed in the temporal domain. For example, temporal frequency tuning depends on stimulus contrast, with neurons responding to FIG. 5. Schematic of the relationship between orientation and SF domains. A: iso-orientation lines (colored) intersect at pinwheel centers that tend to lie over low (orange) and high (blue) SF domains. In this organization all combinations of orientation and SF are represented in the map. B: if a high SF domain lies away from an orientation pinwheel center, not all orientations are represented within that SF domain; in the illustrated example, only a small range of orientations is represented at the extreme high frequencies.
higher temporal frequencies at high contrasts than at low contrasts (Albrecht 1995; Alitto and Usrey 2004) . So although the linear filtering model provides a good initial description of cortical responses, it is likely to be more useful in identifying nonlinear processes that shape the distributed responses of cortex.
It is important to note that the linear filtering model of Area 17 is unlikely to apply to other cortical areas, even similar ones like cat Area 18. For example, nearly half of Area 18 neurons respond well to second-order stimuli Baker Jr 1994, 1996) , a class of stimuli that produce perception of non-Fourier image features (Lu and Sperling 2001) . Recent imaging of Area 18 shows weak but consistent responses to second-order stimulus features that, by definition, are not found after linear filtering (Zhan and Baker Jr 2006) . Although the details of the linear spatiotemporal filtering model are therefore not likely to apply to visual cortical areas beyond Area 17, the general approach of identifying and mapping separable response properties may be applicable to other areas.
In conclusion, over the past several decades, the distributed encoding of image features in primary visual cortex has been studied in great detail, yielding maps of many receptive field properties. Recently, our understanding of how these individual feature maps contribute to the representation of more complicated stimuli has improved because of the theoretical framework provided by spatiotemporal filtering. The hope is that the same organizational principles will aid in our study of higher visual areas and provide a general framework for understanding the transformations that take place in visual processing. The ongoing challenge will be to define the parameters that describe the organization of higher cortical areas, which will require both novel techniques to improve the FIG. 6. Dimension-reduction models predict specific relationships among maps. These are predictions from models [based on the findings of Farley et al. (2007) and Yu et al. (2005) ] for cortices that have an isotropic retinotopic mapping (left column) or an anisotropic retinotopic mapping (right column). A: lines of equal elevation and equal azimuth are superimposed onto the predicted orientation map when the retinotopic map is isotropic [one degree in elevation covers the same cortical distance as one degree in azimuth, similar to the map in cat (Tusa et al. 1978) ]. B: elevation and azimuth lines are plotted on the orientation map for an anisotropic retinotopic map, in which one degree of elevation covers 3.5-fold the cortical distance as one degree of azimuth [consistent with the anisotropy measured in ferret (Yu et al. 2005)] . C: for the isotropic map, iso-orientation lines cross retinotopic boundaries at any angle, with a slight bias for orthogonal crossings. D: for the anisotropic map, iso-orientation lines tend to cross the iso-azimuth lines orthogonally. The gradient of the orientation map runs orthogonally to the largest retinotopic gradient, so iso-elevation lines tend to run parallel to iso-orientation lines. C and D show the intersection angle of the pixels with the 30% highest orientation and retinotopic gradients. E and F show the predicted relationship between the orientation and ocular dominance maps. E: in the isotropic condition iso-orientation lines tend to run perpendicular to ocular dominance boundaries. F: in the anisotropic condition iso-orientation lines do not tend to cross ocular dominance boundaries at perpendicular angles. G and H show the intersection angle of the pixels with the 30% highest orientation and ocular dominance gradients. The spatiotemporal filtering model correctly predicts that at low drift speeds, responses to the square-wave gratings are similar in both low and high SF domains but that low SF domains are more active at high drift speeds. The model also correctly predicts that the responses to paired sine gratings in the low and high SF domains diverge at progressively higher drift speeds. All model parameters were measured experimentally. (Adapted by permission from J Neurosci, Zhang et al. 2007.) accessibility of these areas and a detailed knowledge of the first stages of visual processing.
