A new stochastic control problem of a dam-reservoir system installed in a river is analyzed both mathematically and numerically. Water balance dynamics of the reservoir are piece-wise deterministic and are driven by a stochastic regime-switching inflow process. The system is controlled to balance among the operation purpose and the internal and downstream environmental conditions. Finding the optimal operation policy of the system reduces to solving an optimality equation with a discontinuous Hamiltonian, which is a system of nonlinear degenerate parabolic (or hyperbolic) equations. We show that the optimality equation has at most one constrained viscosity solution and find the solution explicitly under certain conditions. The model is applied to numerical computation of the operation policy of an existing dam-reservoir system using a high-order finite difference scheme. The computational results can suggest how the operation policy should be adapted according to the environmental concerns of the river.
Introduction
Dam-reservoir systems are fundamental in human lives, providing water resources (Sheibani and Shourian, 2019), mitigating floods (Che and Mays, 2017) , generating hydropower (Zhang et al., 2019) , and sometimes serving as recreational places (Reilly et al., 2018) . On the other hand, environmental and ecological impacts of creating dams are significant, triggering massive algae bloom in dam-downstream reaches due to low flow discharge (Yoshioka and Yaegashi, 2018) , altering geomorphology and sediment supply (Stähly et al., 2019) , and critically affecting fish migration (Murphy et al., 2019) . Optimization of the dam-reservoir systems to balance between the operation purpose and river environment has long been a central issue in environmental engineering and related research areas.
The stochastic optimal control based on the dynamic programming principle (Yakowitz, 1982 ) is one of the most successful methodologies for optimization of dam-reservoir systems in rivers. A variety of optimization problems, ranging from simple ones amenable to detailed mathematical analysis (Dahl, 2019 We focus on simple mathematical models, because deeply analyzing simplified problems can often provide useful and non-trivial insights into more complicated and practical cases. Even relatively simple problems of managing single reservoir have rich and non-trivial mathematical structures (Alais et al., 2017) . Modern mathematical tools related to the stochastic dynamic programming and degenerate parabolic partial differential equations (PDEs), such as stochastic differential equations (Øksendal and Sulem, 2019; Yin and Zhu, 2019) and viscosity solutions (Crandall et al., 1992) , are useful in analyzing these problems. Abbramov (2019) formulated a queue model of a large reservoir receiving stochastic inflows and carried out asymptotic analysis of its optimal operation policy. Kharroubi (2016) Recently, considered a stochastic control model of single dam-reservoir systems balancing the human activities and river water environment. Their model is based on a stochastic differential equation (SDE) governing water balance dynamics in a reservoir. The outflow discharge from the dam is the control variable. The model is exactly-solvable under an ergodic long-time limit under some simplifications. Severe drawbacks of the model and their approach are the following three-holds. Firstly, they analyzed temporally-constant (and thus time-independent) inflows that are less realistic. Secondly, the control set is regularized when the water volume in the reservoir is close to the empty or full, with which the Hamiltonian associated with the optimality equation becomes globally continuous. The continuity plays an indispensable role in the analysis of the optimality equation, such as unique solvability and convergence of numerical solutions in a viscosity sense (Neilan et al., 2017) . The third drawback is the numerical scheme that they utilized. The scheme is a seemingly monotone finite difference scheme easy to implement, while such schemes are sometimes not sufficiently accurate especially against non-smooth solutions. Overcoming these issues would contribute to establishment of more useful and realistic models for optimization of dam-reservoir systems from a mathematical side. This is the motivation of our paper. Note that similar issues can be encountered in optimization of resource storage systems for natural gasses (Shardin and Szölgyenyi, 2016 ) and oils (Abid et al., 2019) .
The objectives as well as contributions of this paper are formulation, analysis, and application of a stochastic control model of a dam-reservoir system receiving stochastic (and thus temporally varying) inflows. The water balance dynamics in the reservoir are piece-wise deterministic subject to a regime-switching inflow process. This system is considered as an SDE of a hybrid type driven by a continuous-time Markov chain (Yin and Zhu, 2009 (Katsoulakis, 1994) without relying on the regularization of the control set (Shardin and Szölgyenyi, 2016; . This concept enables us to deal with the cases where the water volume is close to empty or full in a physically reasonable manner.
In addition, it is suited to analysis and approximation of the optimality equation in a weak, i.e., a viscosity sense. To the best of the authors' knowledge, the proposed mathematical model is new.
We also demonstrate that the model can be applied to numerical computation on realistic problems. The degenerate parabolic form of the optimality equation allows us to apply highresolution numerical schemes to its discretization. A monotone numerical scheme equipped with a weighted-essentially non-oscillatory (WENO) reconstruction (Jiang and Peng, 2000) turns out to be an effective numerical method for our problem. Similar numerical methods have been proven to efficiently approximate a variety of degenerate parabolic and hyperbolic problems (Abedian and Salehi, 2019; Lefèvre et al., 2019; Li and Qian, 2019) . We show that our problem is no exception and the WENO reconstruction indeed improves accuracy of the scheme. The model parameters are identified at an existing dam in Japan and the optimal policy balancing between its operation purpose, and ecosystems inside and downstream of the reservoir is explored numerically. Our contribution thus covers mathematical, numerical, and practical aspects of optimal control of dam-reservoir systems.
The rest of this paper is organized as follows. Our mathematical model is presented in 
Mathematical model

Water balance dynamics
Our problem setting is explained in this sub-section. Figure 1 is the conceptual diagram of our problem. Le 0 t  be time. We consider a single dam-reservoir system receiving a time- 
Remark 1
In our model application in Section 4, we assume that   , t tV  is small and omit it, but the presence of this coefficient does not affect our mathematical and numerical analyses. In addition, it may be possible to aggregate  to the inflow discharge  .
Considering the water balance in the reservoir leads to the regime-switching SDE
subject to an initial condition 0 V  and 0 J   . The admissible set of the outflow discharge   0 t t  has to be specified to fully characterize the water balance dynamics. As mentioned above, we should consider the operation policy such that the constraint t V  is satisfied a.s. 0 t  . The admissible set of q is denoted as Q , and is defined as
In addition, without significant loss of generality, we assume that there exists a unique strong
The constraint t V  physically requires to modify the range A to depend on
The set   AV is compact with respect to V , but it is not continuous at 0, VV  . This discontinuity comes from the naïve physical assumption that the water volume in the reservoir should not over-and under-shoot the full and empty states, respectively. In this way, we formally require the inequalities corresponding to the confinement
A remarkable difference between the previous (Yoshioka and Yoshioka, 2019 ) and present approaches is that the former artificially regularized the set   AV so that it becomes continuous with respect to V , while the latter does not use such a technique. A regularization of the control set has also been used in Shardin and Szölgyenyi (2016) . The price to be paid for not using the regularization is that the optimality equation derived later has to be carefully handled at the boundary points. We resolve this issue by utilizing the concept of constrained viscosity solutions.
In this way, we do not have to directly handle the discontinuity in (3) at the boundary points.
Remark 2
The regime-switching representation of the inflow process can be seen as a semi-discrete counterpart of the continuous-state ones of several theoretical models (Ernstsen and Boomsma, 2018; Leroux et al., 2018) or numerical ones (Rosmann and Dominguez, 2018).
Objective function and the optimality equation
The objective function
is a functional of the current observation value
  and the control q Q . In this paper,  is set as the expected sum of the terms on the discharge and water volume:
where 0   is the discount rate and 0 T  is a prescribed terminal time that may be  . In the latter case, we must assume the positivity 0   . The first and second terms in the right-hand side of (6) measure the disutilities due to environmental and ecological conditions of the downstream of and inside the reservoir as explained below.
We assume that the first term contains the two terms: The minimized performance index  with respect to q Q is called the value function:
The goal of the presented optimization problem is to find the optimal control, which is denoted as * q Q , to achieve the minimization in (10) . Set   0, D T J     and the Hamiltonian :
The dynamic programming principle formally leads to the optimality equation governing  :
subject to the terminal condition
The optimality equation (12) is a system of weakly-coupled nonlinear degenerate parabolic (or hyperbolic) PDEs. Its solutions are expected not to be sufficiently smooth such that they satisfy (12) point-wise. In general, degenerate parabolic PDEs admit only non-smooth solutions in a viscosity sense (Crandall et al., 1992) . In the next section, we analyze the optimality equation (12) in a viscosity sense. Notice that the Hamiltonian H is discontinuous at , v a b  by (9) .
The optimal outflow discharge
In this sense, the optimal outflow discharge * q is found as a quantity based on the value function
In Section 4, we present an explicit algorithm to compute
Remark 3
Each term   ij i j     in the optimality equation (11) can be seen as a discrete counterpart of partial differential terms on some numerical grid (Briani et al., 2017; Zeng and Zhu, 2019) of the inflow discharge. This is in accordance with Remark 2, showing a hybrid nature of our model.
A key inequality on the Hamiltonian H is presented, which plays an essential role in the proof of comparison argument of the optimality equation.
Lemma 1
There exists a constant 0
, , , , , , , , , ,
for all
The proofs for the cases
,,
because of the Lipschitz continuity of  . We can set 1 C HC  . □
Remark 4
We focus on the optimality equation but not the underlying dynamic programming principle. This is rather standard for cases where f is continuous, but may not be so if f is discontinuous. The latter case can be handled in the framework of the optimal controls with discontinuous coefficients (Barles and Chasseigne, 2018).
Mathematical analysis
Constrained viscosity solutions
In this section, we analyze the optimality equation (12) from a viscosity viewpoint under state constraint (Katsoulakis, 1994) . In our case, the constraint is t V . The following definition of viscosity solutions is the starting point of the mathematical analysis. A key in the definition is to asymmetrically define viscosity sub-solutions and super-solutions, respectively. The supersolution property is required over the domain  , while the sub-solution property is not required along the boundaries 0, vV  of  . Formally, the optimality equation (12) is replaced by a one-sided inequality along the boundaries 0, vV  . Set
Definition 1
A set of functions
A function
viscosity solution if it is a viscosity sub-solution as well as a viscosity super-solution.
Notice that the sub-solution property is not required at 0, vV  . This relaxed definition comes from the constraint of the control set to confine the state variable in the domain (Katsoulakis, 1994) .
For later use, we also give the steady counterpart of the definition, which corresponds to the problem with time-independent coefficients and T   . The dependence of the quantities on t is effectively omitted.
Definition 2
A set of functions 
solution as well as a viscosity super-solution.
Exact solution
For 0   , we present an explicit constrained viscosity solution to the steady problem Therefore, the outflow discharge smaller than the threshold (and target) discharge is more penalized than that larger than the threshold (and target) discharge. In this way, the disutility potentially caused by the outflow discharge is asymmetric. This is somewhat an artificial setting because the threshold discharge should depend on the biological and physical parameters on the algae, but not on the inflow regimes. Nevertheless, the obtained solution is non-trivial and demonstrates a state-dependent optimal control * q .
We show that the steady optimality equation (21) admits the following exact constrained viscosity solution. Notice that it is continuous but only piece-wise smooth, meaning that it is not a classical smooth solution.
Proposition 1
Then, the following set of functions
defined in  is a constrained viscosity solution to the steady optimality equation (21):
and a constant   
, there exists no test function for viscosity sub-solutions, and thus the sub-solution property is trivial. □
The condition (22) means that the penalization on the water volume is not so large ( y is moderately small) and the decision-maker controls the dam from a sufficiently long-term viewpoint (  is sufficiently small). The exact solution in Proposition 3.1 corresponds to the case where the value function is independent from the regimes. On the other hand, the optimal outflow discharge * q computed from the solution is different among the regimes. Indeed, we can substitute  into (14) and obtain 
Comparison theorem
We present a comparison theorem of the steady optimality equation (21) . The proof for the original time-dependent optimality equation (12) based on Definition 1 is essentially the same because our terminal condition is standard, and is not presented here (Crandall et al., 1992) .
The following Proposition 2 states that there exists at most one constrained viscosity solutions to the steady optimality equation (21) . Its proof is based on the standard technique of doubling the variables (Crandall et al., 1992) . However, we need to consider the interior discontinuity of H and the asymmetric definitions between the sub-and super-solutions (Definition 2). These two difficulties are resolved through employing the following techniques.
The discontinuity is handled with a specialized auxiliary function for the doubling the variables technique (Proof of Theorem 11.4 of Calder (2018)). The asymmetry of the definitions is handled with another specialized auxiliary function (Proof of Theorem 2.2 of Katsoulakis, 1994) .
Proposition 2
For any viscosity sub-solution   0 i iI   and viscosity super-solution   0 i iI
(Proof of Proposition 2)
The proof uses a contradiction argument. Assume that there is some   Otherwise.
The case (e) is the simplest case. Set the auxiliary function : f   as follows:
with some 0   . A maximizer of f is denoted as   , uv  , which certainly exists because  is compact and J is finite. As in the standard methodology of the comparison (Crandall, 1992 
Owing to Lemma 1, the left-hand side of (31) is calculated as 
By Lemma 1 and (28), taking the limit    in (32) yields the inequality
Rearranging (33) yields
Now, we have
Substituting (35) 
As in case (e), we get uv      and
as    . Set
. In the present case, we get uv   for sufficiently large  by (37) . Finally, we can get the contradiction 0   using inequalities analogous to (29) and (30) . The case (b) can be handled in the same way using the auxiliary function
The proof of case (c) is a direct application of the Proof of Theorem 2.2 of Katsoulakis (1994) . We use the auxiliary function
with some , ml , where   l l   is a positive decreasing sequence with 0 l   as l   . Then, we can just follow the proof by Katsoulakis (1994) with the help of the inequality (35) . A key point is that 0 u   for each given , ml , meaning that we do not have to handle the subsolution property on the boundary. Notice that the domain  is simply a 1-D interval and we are considering continuous viscosity solutions, meaning that the assumptions of Proof of Theorem ,,
□ An immediate consequence of Propositions 1 and 2 is the following result on the function  .
Proposition 3
Assume (22) . Then,
is the unique constrained viscosity solution to the steady optimality equation (21) .
Numerical computation
Discretization
The local Lax-Friedrichs scheme is the simplest numerical scheme for degenerate parabolic and hyperbolic problems. It is monotone, stable, consistent, and thus convergent in the viscosity sense (Barles and Souganidis, 1991) . However, the scheme is too diffusive when computing solutions having sharp and non-smooth profiles like the exact solution  derive above. Enhancing the scheme through an application of the WENO reconstruction possibly realizes a more accurate scheme in return for the loss of monotonicity, which is an indispensable property to prove convergence of numerical solutions in the viscosity sense (Jiang and Peng, 2000) . The exact solution, which is a steady solution, can be obtained by temporally integrating the discretized system in a sufficiently long time with a sufficiently small time increment if we use the local Lax-Fredric scheme owing to its monotonicity and stability (Oberman, 2006) . The enhanced scheme with a WENO reconstruction is not provably convergent partly due to its complexity. We thus experimentally examine its convergence against the derived exact solution derive earlier. Notice that there exist several mathematical results on convergence of non-monotone schemes, although they do not cover the WENO reconstruction (Bokanowski et al., 2010; Warin, 2016) .
The discretization of the optimality equation (12) is explained as follows. The scheme we use is the WENO3 reconstruction with the local Lax-Friedrichs finite difference scheme (Jiang and Peng, 2000) , which has been known to perform the third-order spatial accuracy for We present the discretization for some iJ  because it is essentially the same for the other regimes. Firstly, we explain the discretization for 01 lL    and 22 kK    . We use a fully-explicit discretization in time from L tT  the time to 0 0 t  . For the sake of brevity of description, set the following quantities based on finite differences: is recursively obtained backward in time at each vertex. We have preliminary checked that using higher-order one-sided upwind differences near the boundary points does not affect the computational results presented in this paper.
We employ the third-order accurate spatial discretization and combine it with the standard explicit Euler method. Then, under the assumption
commonly used in the explicit numerical methods, the resulting numerical scheme is only first-order accurate in both space and time. In this sense, it seems that using a higher-order temporal integration method is necessary. However, in the next sub-section, we show that numerical solutions are actually only first-order accurate in the space. We have preliminary found that the result does not qualitatively change for t  smaller than   Ov  . This is considered to be due to the discontinuity of the Hamiltonian H and the non-smoothness of the solution. In the other words, it is enough to use the Euler method in time.
Test case
Computational performance of the presented numerical scheme is checked through its application to a test case. The model parameters are set as follows, so that the exact steady viscosity solution (23) exists:
  , and 20 I  . The steady solution is approximated with the scheme by integrating the optimality equation (12) from 125 tT  to 0 t  at which numerical solutions are found to be sufficiently close to a steady state. For given v  , we set 0.25 t  . Since the present test case is free from the regime switching we use aggregated switching rates of the realistic case ( 40 I  ) identified in Section 4.3. Table 1 shows the 1 l and l  errors between the exact and numerical solutions. The results of the local Lax-Friedrichs scheme without the WENO reconstruction are also presented. The computational results suggest first-order convergence of the presented finite difference scheme. In addition, we see that the WENO reconstruction certainly improves the computational accuracy of the original local Lax-Friedrichs scheme especially near the points where the exact solution is non-smooth. The first-order accuracy of the scheme, despite the formal third-order accuracy of the WENO, is considered due to the non-smoothness of the exact solution (12) .
Nevertheless, we can see that using the WENO reconstruction can significantly improve computational accuracy of the scheme.
Remark 5
Our computational results empirically demonstrate convergence of numerical solutions generated by non-monotone schemes toward a non-smooth viscosity solution. 
Application
Parameter estimation
The model parameters have been estimated for Obara Dam installed at a middle reach of Hii River, Japan. The dam has a reservoir with the capacity of 7 6.08 10 V  (m 3 ) and has been operated from 2011 for water resources supply and flood mitigation (Ministry of Land, Infrastructure, Transport and Tourism of Japan, 2019a). The maximum outflow discharge is designed to be larger than 250 q  (m 3 /s) and the minimum base outflow discharge is 1 q  (m 3 /s). This dam has been chosen in the model application because public hourly data of the inflow is available (Ministry of Land, Infrastructure, Transport and Tourism of Japan, 2019a), and the damdownstream environment has recently been a concern for local governments and fishery cooperatives (Yoshioka and Yaegashi, 2018; . Especially, the bloom of nuisance benthic algae Cladophora glomerata due to low outflow discharge has been a serious ecological concern. Our analysis therefore focuses on relatively low outflow discharges.
The record period of the hourly data utilized is from April 1 in 2016 to September 31 in 2019. The total number of the data is 31,417. The available data are categorized into the following 
The switching probabilities ij p are empirically estimated as in Figure 4 . 
Computational results
All the numerical computations below have been carried out with the resolution with 500 T  (day), 200,000 L  , 400 K  , and thus 0.0025 t 
(day) and 0.0025 vV  . Starting from the backward temporal integration from the terminal time tT  , the obtained numerical solutions are found to be sufficiently close to the steady state at the initial time 0 t  . Figures 5 and 6 show the computed value function  and the optimal outflow discharge * q for all the regimes ( 0 40 iI    ). Being different from the previous exact solution, the numerical solution seems to be smooth. The computational results in the figures suggest that the optimal outflow discharge is monotonically increasing with respect to i and the profiles are qualitatively close to those of the exact solution. On the computed value function, the profiles of i  are monotonically decreasing with respect to i . Being different from the exact solutions derived in the previous section, the computed value functions do not vanish for the moderate range of the water volume because of the regime-dependent and thus non-constant ˆi qQ  .
The inflow discharge i Q is assumed not to be greater than the threshold discharge q on the downstream algae bloom for 0,1,2,3 i  . The value functions i  are almost decreasing with respect to i because choosing simply ˆiQ  activates the penalty (8) for relatively small i , but triggers no problem for larger i unless the water volume is smaller than the threshold va  . The computed optimal outflow discharges * q are state-dependent and is increasing with respect to i as in the exact solution derived in the previous section. A difference is that it is not monotone with respect to the water volume v for each regime i . The unimodal profile of each i  for the relatively small water volume 0 va  is due to the conflicting objective that the water volume should be increased to a v b , while the outflow discharge should be sufficiently large to inactivate the penalty (8) as possible. 8 show the computed value function  and the optimal outflow discharge * q for all the regimes ( 0 40 iI    ) with the augmented f . The monotonicity of the value functions and the optimal outflow discharge still to some extent applies in this case, but their profiles are qualitatively different from the previous ones. Especially, the value functions are significantly different among the regimes are larger than the previous ones. The latter fact is mainly due to using a larger f having an additional term in this case. In the present case, the optimal outflow discharge is smaller than the previous one due to penalizing both small and large outflow discharges. This tendency is more clearly seen in the inflow regimes corresponding to relatively high inflows. The decision-maker with the new performance index encounters a more complicated operation of the dam-reservoir system. Nevertheless, the presented computational results fully characterize his/her optimal strategy as a function of the inflow regime i and the water volume v at each time. with the augmented f . The index i increases as the color becomes from the blue toward the red.
Figures 7 and
Conclusions
We formulated a stochastic control problem of a dam-reservoir system created in a river. The regime-switching description (Ware, 2018) to the model enables us to derive optimal controls guaranteeing certain reliability criteria. Considering disaster management based through operating dams is an important engineering problem as well (Goldschmidt and Kumar, 2017) , which can be addressed by revising the performance index of the presented model. Model ambiguity, which is due to uncertainties of the coefficients and parameter values, can be severe in data-sparse cases (Keith and Ahner, 2019) . This issue can be addressed through the utilization of the modern robust control framework, such as the nonlinear expectation (Peng, 2019) and some entropic penalization techniques (Meyer-Gohde, 2019: Papayiannis and Yannacopoulos, 2018). Boundary treatment of the optimality equation has to be modified if some control strategy at the extremes should be prescribed a priori (Xu et al., 2019) . Finally, finding a numerical method to achieve truly higherorder accuracy of WENO schemes for the optimality equation having the discontinuous source term is an important topic from both theoretical and practical viewpoints because it would realize a more efficient computation.
