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We show that resonant coupling and entanglement between a mechanical resonator and majorana
bound states can be achieved via spin currents in a 1D quantum wire with strong spin-orbit interac-
tions. The bound states induced by vibrating and stationary magnets can hybridize thus resulting
in spin-current induced 4pi-periodic torque, as a function of the relative field angle, acting on the
resonator. We study the feasibility of detecting and manipulating majorana bound states with the
use of magnetic resonance force microscopy techniques.
PACS numbers:
Introduction. — Majorana zero states bound to do-
main walls in 1D and quasi-1D systems such as p-wave
superconducting wires [1], edges of 2D topological insula-
tors [2, 3] and semiconducting quantum wires with strong
spin-orbit interactions [4, 5] can be potentially utilized
to form non-local qubits thus providing a platform for
topological quantum computing [6–8]. Of these systems,
spin-orbit-coupled semiconductor wires with proximity-
induced superconductivity are of particular practical in-
terest, with a number of recent experiments aiming at es-
tablishing the existence of Majorana bound states (MBS)
there [9–12]. While further studies are needed to unam-
biguously confirm their existence [13–18], one can also
look ahead and try developing efficient techniques for
manipulating MBS [19–25]. Several recent proposals ad-
dressed the possibility of control of topological qubits by
coupling them to more conventional ones, such as flux
qubits via the Aharonov–Casher effect [26–30].
Proposals related to observation of MBS quite often
rely on tunneling and transport effects that are indica-
tive of the zero energy nature of these modes [13–18].
Some recent proposals are also related to unconventional
Josephson effect in Majorana quantum wires and TI
edges where the periodicity is equal to 4pi [1, 4, 31, 32].
A dual effect whereby a torque between magnets exhibits
4pi periodicity in the field orientations has also been sug-
gested [33–35]. It is this effect that can lead to mechan-
ical torques and quantum information transfer between
MBS and a mechanical resonator. The idea of coupling
a two-level system to vibrational modes to form a hybrid
quantum system has been successfully used in quantum
optics [36] and, more recently, in the field of nanomechan-
ical resonators where a single phonon control has been
demonstrated [37]. We propose using a similar technique
in the context of topological qubits.
It has been predicted that conservation of angular mo-
mentum in macrospin molecules can result in quantum
entanglement of a tunneling spin with mechanical modes
[38, 39]. A flow of spin current between two magnets has
been demonstrated to induce spin-transfer torque effect
[40, 41] and mechanical torques [42, 43], also by conser-
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Figure 1: (Color online) A 1D semiconductor wire with strong
spin orbit interaction is placed on top of s-wave superconduc-
tor. Majorana bound states are defined by magnetic fields of
two magnets, one of which is free to vibrate. The gate VG can
be used in order to control the hybridization.
vation of angular momentum. In this Letter, we study
resonant coupling between a Majorana qubit and a me-
chanical resonator induced by spin currents flowing over
portions (region of length `n in Fig. 1) of 1D semiconduc-
tor quantum wire. This resonant coupling is controlled
by non-dissipative spin currents in a spin-transistor type
architecture [44] – which effectively allows or disallows
the hybridization of two MBS. A nano-magnet attached
to the resonator then feels the hybridization as a me-
chanical torque which can result in the state (quantum
information) transfer between the Majorana qubit and
the mechanical resonator.
A Majorana qubit is formed by four MBS where
three of these MBS are hybridized (Fig. 1). The non-
topological region could be formed by magnets with sharp
field profiles or by hetero-junction nanowires with con-
trasting g−factors. The effective low energy Hamiltonian
then becomes:
H = ~ωra†a+ iEn(θ)γ2γ3 + iEtγ3γ4 , (1)
where a is the annihilation operator of the resonant tor-
sional mode of the cantilever so that θ = θ0+θzpf(a†+a)
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2with θzpf = (~2/KI)1/4 being the angle of zero point
fluctuations of the cantilever, K is the spring constant, I
is the moment of inertia, Et(n) describes the hybridiza-
tion energy, γi describes MBS. It is the θ dependence
of the hybridization energy that leads to three interre-
lated effects: (i) coupling of the rotation of the magnet
to the internal state of Majorana qubit, (ii) mechan-
ical torque acting on the magnets and (iii) spin cur-
rent jzs (x) = Re
[
Ψ†(x)σˆzυˆΨ(x)
]
defined in the non-
topological middle section in which the magnetic field
is absent, here the velocity operator is υˆ = ∂Hˆ/∂p. We
obtain that the torque on the magnets [33–35] is gener-
ated solely by the spin current passing through the mid-
dle non-topological region when there is no hybridization
over the topological regions in Fig 1.
According to our estimates, strong coupling between
the Majorana qubit and the mechanical resonator can
lead to a shift in the mechanical resonant frequency, Rabi
oscillations, coherent state transfer and entanglement.
All these effects could signify a presence of a Majorana
qubit. This mechanism can also be utilized to couple sev-
eral Majorana qubits or to couple a Majorana qubit with
a non-topological qubit such as an NV center [45].
Spin currents and edge hybridization. — We consider
a semiconductor wire with strong spin-orbit interaction
in the presence of a Zeeman field (note that a TI edge
gives qualitatively similar results). The wire is proximity-
coupled to an s-wave superconductor which induces the
pairing strength ∆ in the wire. A topological region is
induced by external magnets (Fig. 1) where one of the
magnets is attached to a mechanical resonator and can
mechanically vibrate at frequency ωr  ∆.
The 1D wire is described by a BdG Hamiltonian:
Hˆ =p2τˆz/2m∗ + αsokτˆzσˆz − µτˆz + ∆(cosφτˆx − sinφτˆy)
− bσˆz +B(cos θσˆx − sin θσˆy) ,
(2)
where m∗ is the effective mass, αso is the strength of
spin-orbit interaction, µ is the chemical potential, ∆eiφ
is the superconducting pairing, b is the magnetic field
along the z-direction and B is the magnetic field in
the xy-plane. Here we use the Nambu spinor basis
ΨT = (ψ↑, ψ↓, ψ
†
↓,−ψ†↑) and the Pauli matrices σˆi and τˆ i
describe the spin and particle-hole sectors, respectively.
The Hamiltonian (2) supports both gapped and gapless
phases, its phase diagram is more complicated compared
to the TI edge system [33, 34] whose Hamiltonian does
not contain the p2τz term. Here we restrict ourselves to
the case ∆2 > b2 so that the Hamiltonian (2) describes
two gapped phases: topological (T) if ∆2− b2 < B2−µ2
and non-topological (N) if ∆2 − b2 > B2 − µ2, separated
by a quantum phase transition at ∆2 − b2 = B2 − µ2.
We analyze analytically hybridization of the edge
modes which results in spin currents and torques in N–T–
N and T–N–T setups shown in Fig. 2 where we have an
infinite semiconductor wire with a finite topological (T)
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Figure 2: (Color online) Hybridization energies of two Ma-
jorana bound states over topological and non-topological re-
gions in a semiconductor wire as a function of the hybridiza-
tion region length (left) and relative angle of magnetic fields
(right), only for T–N–T structures. The circles represent the
corresponding numerical results.
or non-topological (N) region. We assume that the phase
of the superconducting pairing is constant throughout
the wire, the magnetic field is always zero for N-regions
and b = 0 in all regions. Then gapped regions are de-
scribed by parameters {∆, B, µ, θ} for the T-region and
by {∆, µ} for the N-region (see Figs. 2). We first de-
termine the bound state of a single T–N boundary by
finding 4−component zero energy solution to the Hamil-
tonian (2) in the form Ψ(x) = eκxΨ(κ). In general, we
arrive at four solutions that decay into the topological
region, i.e. with Re(κ) > 0, and four solutions that de-
cay into the non-topological region, i.e. with Re(κ) < 0.
A linear combination of these solutions on each side has
to be continuous and have a continuous derivative at the
boundary between T and N-regions leading to a unique
solution for MBS. We denote such normalized solutions
as |ψL〉 for the left Majorana and as |ψR〉 for the right
Majorana in Fig. 2. We can use the lowest order pertur-
bation theory to find the hybridization energy of MBS
provided that normalized solutions for the left and right
edges weakly overlap, i.e. En(t) ≈ | 〈ψL|H |ψR〉 | where
the index stands for the hybridization energy over the
non-topological (topological) region. For a T–N–T sys-
tem in Fig. 2, we obtain the hybridization energy over
the non-topological region:
En
En0
≈ e−`nRe(κn2) cos
[
θ
2
+ Φ0 + `n Im(κ
n
2)
]
, (3)
where κn2 = m∗/~2
(
iαso−i
√
2(i∆ + µ)~2/m∗ + α2so
)
, En0
and Φ0 depend on parameters of the T and N-regions and
do not depend on `n and θ [46]. For the spin current we
obtain:
jzs = ±
∂En(θ)
∂θ
,
which shows that the torque ∂En(θ)/∂θ acting on the
magnets in Fig. 1 is generated solely by the spin current
passing through the middle N-region [46]. For N–T–N
system in Fig. 2, we obtain the hybridization energy over
3the topological region:
Et
Et0
≈ e−`tκt2 + |A0| e−`tRe(κt1) cos
[
argA0 + `t Im(κ
t
1)
]
,
(4)
where κt1 and κt2 are solutions of equation√
B2 − [κ2(~2/2m)2 + µ]2 = ∆ + αsoκ satisfying
the condition Re(κ) > 0, Et0 and A0 depend on param-
eters of the T and N-regions and do not depend on `t
and θ [46].
Fig. 2 shows the hybridization energies given by
Eqs. (3) and (4) for parameters corresponding to an InSb
nanowire. We observe an exponential decay with separa-
tion and a 4pi-periodic behavior with the relative angle
of magnetic fields, which is typical for TI edges [33, 34].
In addition, we find an oscillatory behavior of energy
as a function of separation between the MBS. Such be-
havior has been predicted for MBS localized in vortices
in 2D p-wave superconductors [47], yet it remained un-
clear whether these oscillations would persist over a non-
topological region. In fact, the absence of oscillations was
suggested in [48] but the regime considered there corre-
sponded to a fully depleted electron band.
Numerical results. — We map the BdG Hamilto-
nian (2) to a tight binding model:
H =
∑
i,σ,σ′
[
c†i+1σ(−t0σ0 + i
αi
2
σz)σσ′ciσ′ +H.c.
]
+
∑
i,σ
(2t0 − µi)c†iσciσ +
∑
i
(∆˜ic
†
i↑c
†
i↓ +H.c.)
+
∑
i
(B˜ic
†
i↑ci↓ +H.c.) ,
(5)
where we introduce complex parameters ∆˜ = ∆eiφ and
B˜ = Beiθ. In the long wavelength limit, the tight bind-
ing model in Eq. (5) can be reduced to Eq. (2) with
t0 = ~2/2m∗a2, α = αso/a where a is the lattice con-
stant. For Fig. 2, we use parameters consistent with InSb
quantum wires [9], i.e. m∗ = 0.015me, αso = 0.2 eVÅ˙,
a = 15nm, ∆ = 0.5meV and gµB = 1.5meV/T. The
overall length of the wire corresponding to Fig. 1 is 500
sites. Results of our numerical diagonalization of Hamil-
tonian (5) are presented in Fig. 2 by circles. We observe
perfect agreement with analytical Eqs. (3) and (4) when
T-regions are formed by uniform magnetic fields.
In Fig. 3(a) and (b) we study the hybridization of MBS
that are defined by the modulation of the g−factor (by a
factor of 30) in GaSb-GaAs-GaSb type-II nanowire het-
erostructures [49–51]. Employment of such nanostruc-
tures can partially relax the requirement for the sharp-
ness of magnetic field profiles. Due to the bottom of
the conduction band mismatch a finite gate voltage is
necessary in order to hybridize MBS. In order to study
the effect of non-uniform magnetic fields, in Fig. 3(c) the
wire is subjected to a constant magnetic field on one half
and a field of magnetic dipole at distance h on the other
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Figure 3: (Color online) (a) We plot edge modes as a function
of position and hetero-junction bias voltage VG, and (b) the
corresponding energies as a function of VG. We see hybridiza-
tion at VG = 30meV . (c) The wire is subjected to a constant
magnetic field on one half and a field of magnetic dipole at
distance h on the other half. (d) The same but for a magnetic
disk of radius R = 100 nm instead of dipole.
half. Somewhat sharper MBS are formed when instead
of a dipole we use a perpendicularly magnetized thin disk
in Fig. 3(d). The magnetic field decay length along the
wire is defined by the distance h between the wire and the
magnet in Fig. 1 which implies the requirement `n & h.
Dissipative dynamics. — We suppose that the section
of the wire separating MBS γ1 and γ2 is sufficiently long
(see Fig. 1). The effective low energy theory describing
coupled dynamics of MBS and a mechanical resonator
can be described to the lowest order by Hamiltonian in
Eq. (1). Without loss of generality, we assume that the
electron parity in the wire is 1 which defines the available
Hilbert space of two fermions b1 = γ1 + iγ2 and b2 =
γ3 + iγ4, i.e. α |1, 0〉 + β |0, 1〉. By rewriting Eq. (1)
through fermionic operators b1 and b2, and expanding
energies around θ0, we arrive at the matrix Hamiltonian:
H = ~ωra†a+
[
En(θ0)
4
+
∂En
∂θ
θzpf
4
(a† + a)
]
σx +
Et
4
σz ,
(6)
where En and Et are given by Eqs. (3) and (4). By tun-
ing either En(θ0)/2 or Et/2 to coincide with ~ωr (see
Fig. 2), we can achieve different regimes of Rabi oscil-
lations. Note that when 〈ψL|H |ψR〉 is not pure imag-
inary we recover additional terms proportional to σy in
Eq. (6). Here, we analyze the case in which ~ωr = Et/2
and En(θ0) = 0. From Eq. (3) the coupling strength
(Rabi oscillations frequency) is
g =
1
8
θzpfE
n
0 e
−`nRe(κn2),
4O u t[9 ]=
(d) (b) 
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Figure 4: (Color online) (a) Rabi oscillations of a Majorana
qubit coupled to a mechanical resonator in Fig. 1. (b) The
quantum process tomography of a process in which qubit state
is transferred to the resonator, then stored in the resonator
while the systems are detuned, and finally transferred back to
the qubit. (c) and (d) same as (a) and (b) but for a resonator
with smaller quality factor.
which shows that by taking smaller `n we can increase
the coupling strength. The strong coupling regime can
be realized when ωr/Q < g where Q is the quality factor
of the cantilever. A pendulum based on single-walled
carbon nanotube with an attached magnet of the size
60× 40× 20 nm3 can have K = 3× 10−18Nm per radian
and I = 4×10−34kg·m2 [52]. If we take the corresponding
θzpf = 5× 10−5, ωr = 5MHz and `n = 300nm (see Fig. 2)
we obtain g = 100kHz which is a strong coupling, e.g.
a mechanical resonator with a resonant frequency ωr =
5MHz will have to have relatively small Q > 50 in order
to be in the strong coupling regime. In order to be able
to switch off interactions between the Majorana qubit
and the resonator one can use special `t points at which
the hybridization energy is close to zero (see Fig. 2). In
principle, `t can be controlled by electrostatic gates [19]
or supercurrents [25].
The time dependent dissipative dynamics of the Hamil-
tonian (6) can be adequately simulated using the Lind-
blad master equation [53]:
ρ˙(t) = − i
~
[H(t), ρ] +
1
2
∑
k
[
Lk, ρ(t)L†k
]
+
[
Lkρ(t),L†k
]
,
(7)
where we assume that all requirements on the environ-
ment for the validity of this approximation apply. Here,
Lk are Lindblad operators, in particular L1 =
√
1/T1σ−
and L2 =
√
1/Tφσ+σ− correspond to the majorana qubit
coupling to the environment, L3 =
√
(nr + 1)ωr/Qa and
L4 =
√
nrωr/Qa
† correspond to the dissipation of the
resonator where nr = [exp(ωr/kBT )−1]−1 and the qubit
lifetimes are given by T1 and 1/T2 = 1/2T1 + 1/Tφ.
The Majorana qubit can decohere due to tunelling of
fermions in the presence of an external environment such
as phonons, two-level systems, classical noise [54], as well
as quasiparticle poisoning [55]. As T1 and T2 times can
strongly depend on the concrete realization, in our sim-
ple analysis we choose decoherence times that are order
of the magnitude consistent with the above mentioned
mechanisms (T1 = 70µs, T2 = 90µs).
We present numerical solutions of Eq. (7) for different
resonator quality factors, i.e. for Q = 106 in Figs. 4(a)
and (b), and for Q = 105 in Figs. 4(c) and (d). We
assume the resonator temperature T = 10mK and the
initial occupation number nr = 0.26, e.g. as a result of
sideband cooling [56]. Dotted lines represent the Rabi
oscillations while the bold lines represent the process in
which the Majorana qubit is repeatedly tuned in and
out of resonance with the resonator. In such a process
the qubit state is transferred from the qubit to the res-
onator, then stored in the resonator while the systems
are detuned, and finally transferred back to the qubit.
We can completely describe the process of storage by the
quantum process tomography in which the final density
matrix of the qubit is described by the process matrix χ,
such that ρout =
∑
χi,jσiρinσj , here σj are Pauli matri-
ces and σ0 is the identity matrix. In Figs. 4(b) and (d)
we plot the matrix χ where the two plots correspond to
fidelities F = 78% and F = 60%, respectively.
Conclusions. — We demonstrated spin-current medi-
ated resonant coupling between a Majorana qubit and
a mechanical resonator. The coupling can manifest it-
self in a shift of the mechanical resonant frequency,
Rabi oscillations, coherent state transfer and Majorana
qubit/resonator entanglement. In addition, the spin-
current mediated coupling can facilitate both control of
Majorana zero modes in a quantum wire and transfer of
quantum information between topological and conven-
tional qubits. The possibility to control the coupling and
non-dissipative spin currents in the spin-transistor type
architecture paves the way for applications in novel elec-
tronic devices. Our predictions can be tested by employ-
ing the magnetic resonance force microscopy techniques.
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I. SUPPLEMENTARY MATERIAL
In this supplementary material, we present more de-
tails on analytical solutions for the edge states in topolog-
ical (T) and non-topologial (N) wires, and further apply
these results to T–N–T and N–T–N setups.
5A. General solutions
We consider the BdG Hamiltonian:
H =k2τˆz + ukτˆzσˆz − µτˆz + ∆(cosφτˆx − sinφτˆy)
− bσˆz +B(cos θσˆx − sin θσˆy) , (8)
where we use the Nambu spinor basis ΨT =
(ψ↑, ψ↓, ψ
†
↓,−ψ†↑) and the Pauli matrices σi and τ i de-
scribe the spin and particle-hole sectors, respectively.
The Hamiltonian in Eq. (2) is written in dimensionless
units where u = αso/t0a is the dimensionless strength of
spin-orbit interaction, µ is the chemical potential, ∆eiφ
is the superconducting pairing, b is the magnetic field
along the z-direction and B is the magnetic field in the
xy-plane. The energy unit is t0 = ~/2m∗a2, αso is the
Rashba spin-orbit coupling and the unit of length a is the
lattice spacing for the tight binding representation of the
Hamiltonian. It is convenient to transform Eq. (8) into
the following non-Hermitian form:
G = V †U†HUV τzσˆz,
explicitly
G = k2σˆz + uk − (bτˆz + i∆τˆx)− (µσˆz + iBσˆx). (9)
The eigen solutions of the matrix G correspond to the
following eigen values:
Ei = ku±
[√
(µ− k2)2 −B2 ±
√
b2 −∆2
]
. (10)
By taking the product of eigen values in Eq. (10) one can
obtain the condition on a gapped phase, i.e. whenever
there are real solutions of equation:{
k2u2 −
[√
(µ− k2)2 −B2 +
√
b2 −∆2
]}
×
{
k2u2 −
[√
(µ− k2)2 −B2 −
√
b2 −∆2
]}
= 0,
(11)
the wire is in a gapless phase. When there are no real so-
lutions of Eq. (11) the wire is in a gapped case. Here, we
limit our consideration by condition ∆2 > b2 in which
case the Hamiltonian (8) is always gapped with two
phases, topological (T) for ∆2 − b2 < B2 − µ2 and non-
topological (N) for ∆2 − b2 > B2 − µ2, being separated
by a quantum phase transition at ∆2 − b2 = B2 − µ2.
In the gapped phase, we solve Eq. (11) by substituting
k = −iκ and finding 4−component solution to the Hamil-
tonian (8) in the form Ψ(x) = eκxΨ(κ) where we arrive
at four solutions with Re(κ) > 0 and at four solutions
with Re(κ) < 0. The general form of the corresponding
non-normalized eigen vectors becomes:
Ψ(x)T =eκx
(
b±
√
b2 −∆2, i∆
)
⊗
(
µ+ κ2 ±
√
(µ+ κ2)2 −B2, iB
)
.
B. Solutions for topological and non-topological
regions
In order to avoid very complicated analytical expres-
sions, in our discussion we assume b = 0. We arrive
at four solutions for the topological region, κ>−1 = κ
t
1,
κ>−2 = κ
t
2 > 0, κ
>
−3 = κ
t∗
1 , κ
>
+4 = κ
t
3 > 0, for Re(κ) > 0
and four solutions, κ<−1 = −κt3, κ<+2 = −κt
∗
1 , κ
<
+3 = −κt2,
κ<+4 = −κt1, for Re(κ) < 0 where κt1, κt
∗
1 and κt2 corre-
spond to equations ±√B2 − (κ2 + µ)2 = ∆ + uκ and κt3
corresponds to equations ±√B2 − (κ2 + µ)2 = ∆ − uκ.
General 4−component unnormalized topological solu-
tions take the form:
Ψti(x) = e
xκ
>(<)
∓i V Uτzσz

∓i(µ+ k2)−∆∓ uκ>(<)∓i
B
−i(µ+ k2)∓∆− uκ>(<)∓i
B
 ,
(12)
where V = e−i
pi
4 τ
zσz and U = ei
φ
2 τ
z ⊗ ei θ2σz .
In the non-topological region we assume that B = 0,
thus arriving at four solutions, κ>1 = κ
n
1 , κ
>
2 = κ
n∗
1 , κ
>
3 =
κn2 , κ
>
4 = κ
n∗
2 , for Re(κ) > 0 and at four solutions,
κ<1 = −κn∗2 , κ<2 = −κn2 , κ<3 = −κn∗1 , κ<4 = −κn1 , for
Re(κ) < 0 where κn1 = iu/2 + i
√
µ+ u2/4− i∆ and
κn2 = iu/2 − i
√
µ+ u2/4 + i∆. The 4−component non-
normalized solutions can be expressed in the following
form:
Ψni (x) = e
xκ
<(>)
i V UτzσzΨi , (13)
where Ψ1 = (0, 1, 0, 1)T , Ψ2 = (1, 0, 1, 0)T , Ψ3 =
(0,−1, 0, 1)T and Ψ4 = (−1, 0, 1, 0)T .
C. Hybridization of Majorana modes and spin
currents in T–N–T wire
We consider a semiconductor wire that has two infi-
nite T-regions and a finite N-region. We introduce pa-
rameters {∆l, Bl, µl, θl} for the left T-regions, {∆m, µm}
for the middle N-region and {∆r, Br, µr, θr} for the right
T-region (see Fig. 2, main text). The phase of super-
conducting pairing is assumed constant (i.e. φ = 0)
throughout the wire. The solutions in Eqs. (12) and
(13) and their derivatives are continuous at the bound-
ary between the T and N-regions leading to unique solu-
tion for the Majorana mode. We denote such solutions
as |ψL〉 = ei
θl
2 σˆ
z |ψL〉 for the left Majorana edge and as
|ψR〉 = ei θr2 σˆz |ψR〉 for the right Majorana edge (see Fig. 2
in the main text) where it is convenient to introduce solu-
tions
∣∣ψ0L〉 and ∣∣ψ0R〉 corresponding to θl = θr = 0. When
solutions for the left and right edges weakly overlap we
can find the hybridization energy of Majorana modes and
spin current at the N–T boundary by employing the low-
6est order perturbation theory. For the hybridization en-
ergy we obtain:
En(θ) ≈
∣∣∣〈ψ0Le−i θl2 σˆz ∣∣∣H ∣∣∣ei θr2 σˆzψ0R〉∣∣∣√〈ψ0L|ψ0L〉 〈ψ0R|ψ0R〉 ,
and for spin current we obtain:
jzs (xR) =
Re
{[
ψ†L(xR)∓ iψ†R(xR)
]
σˆzυˆ
[
ψL(xR)± iψR(xR)
]}
2
√〈ψ0L|ψ0L〉 〈ψ0R|ψ0R〉 ,
where xL and xR are positions of the edge states, υˆ = ∂Hˆ/∂p, θ = θr − θl and jzs (xL) = jzs (xR). Explicitly, we have〈
ψ0Le
−i θl2 σˆz
∣∣∣H ∣∣∣ei θr2 σˆzψ0R〉 = 2e−2`nRe(κm2 ) [L1RR2∗L (2κm∗2 + iu)e`nκm2 + iθ2 + L2RR1∗L (2κm2 − iu)e`nκm∗2 − iθ2 ] ,
and spin current becomes:
jzs = ±
∂En(θ)
∂θ
,
which corresponds to the formula for the hybridization
energy over the non-topological region in the main text:
En
En0
≈ e−`nRe(κm2 ) cos
[
θ
2
+ Φ0 + LIm(κ
m
2 )
]
, (14)
with
Φ0 = arg [2κ
m
2 − iu] +
1
2
arg
[
L2RR
1∗
L /(L
1
RR
2∗
L )
]
.
Here
∣∣ψ0L〉 and ∣∣ψ0R〉 can be written as
∣∣ψ0L〉 =
{∑4
i=1 L
i
LΨ
t
i(x); x < xL∑4
i=1R
i
LΨ
n
i (x); x > xL
, (15)
∣∣ψ0R〉 =
{∑4
i=1 L
i
RΨ
n
i (x); x < xR∑4
i=1R
i
RΨ
t
i(x); x > xR
, (16)
where xL and xR are positions of the edge states and
L1L =
(i∆l − µl)(κm2 − κm
∗
2 )− κl
∗
1
(
κm
∗
2 + κ
l
2
)
(u+ iκl2 + iκ
m
2 )− i(κl
∗
1 )
2(κm
∗
2 + κ
l
2)− κm
∗
2 (κ
l
2 + κ
m
2 )(u+ iκ
l
2)
(κl1 − κl∗1 )(κl1 − κl2)
(
κl
∗
1 + κ
l
1 + κ
l
2 + κ
m
2 − iu
) ,
L2L =
−κl∗21 (κm
∗
2 + κ
l
1) + iκ
l∗
1
(
κm
∗
2 + κ
l
1
)
(u+ iκl1 + iκ
m
2 ) + κ
m∗
2 (κ
l
1 + κ
m
2 )(iu− κl1) + (∆l + iµl)(κm2 − κm
∗
2 )
(κl1 − κl2)
(
κl2 − κl∗1
) (
κl
∗
1 + κ
l
1 + κ
l
2 + κ
m
2 − iu
) ,
L3L =
iκm
∗
2
[
(κl1)
2 + κm2 (κ
l
1 + κ
l
2) + (κ
l
2)
2 − iu(κl1 + κl2 + κm2 )
]
+ 2(µl − i∆l)Im(κm2 ) + iκl1κl2(κl1 + κl2 + 2Re(κm2 )− iu)
2Im(κl1)
(
κl
∗
1 − κl2
) (
κl
∗
1 + κ
l
1 + κ
l
2 + κ
m
2 − iu
) ,
R2L =
(−|κl1|2 (κm∗2 + κl2)+ κm∗2 (−i∆l + µl + i(κl1 + κl∗1 )(u+ iκl2) + u2 + iκl2u)− (∆l + iµl)(iκl2 + i(κl1 + κl∗1 ) + u))
Bl(i(κl2 + κ
m
2 ) + i(κ
l
1 + κ
l∗
1 ) + u)
,
L4L =R
3
L = R
4
L = L
3
R = L
4
R = R
4
R = 0, R
1
L = L
2
R = 1.
(17)
The coefficients L1R, R
1
R, R
2
R and R
3
R can be obtained
from R2L, L
1
L, L
2
L and L
3
L, respectively, by replacement
κl1 → −κr1, κl2 → −κr2, κm2 → −κm
∗
2 , µl → µr, Bl → Br
and ∆l → ∆r.
D. Hybridization of Majorana modes in N–T–N
wire
We consider a semiconductor wire that has two infinite
N-regions and a finite T-region. We introduce parame-
7ters {∆l, µl} for the left N-regions, {∆m, Bm, µm, θm} for
the middle T-region and {∆r, µr} for the right N-region
(see Fig. 2, main text). The phase of superconducting
pairing is assumed constant (i.e. φ = 0) throughout
the wire. The solutions in Eqs. (12) and (13) and their
derivatives are continuous at the boundary between the
T and N-regions leading to unique solution for the Ma-
jorana mode. We denote such solutions as |ψL〉 for the
left Majorana edge and as |ψR〉 for the right Majorana
edge (see Fig. 2 in the main text). Here, the angle θm
does not play any role. When solutions for the left and
right edges weakly overlap we can find the hybridization
energy of Majorana modes by employing the lowest order
perturbation theory , i.e.
En ≈ |〈ψL|H |ψR〉|√〈ψL|ψL〉 〈ψR|ψR〉 ,
Explicitly, we obtain
〈ψL|H |ψR〉 = 2
Bm
e−Ltκ
m
1 R3
∗
R
(
BmR
1
L
(
−κr∗2 + κm1 − iu
)
+R2L(κ
m
1 − κr2 + iu)
(
∆m + i
(
(κm1 )
2 + µm
)
+ κm1 u
))
+
2
Bm
e−Ltκ
m∗
1 R1
∗
R
(
BmR
1
L
(
κm
∗
1 − κr
∗
2 − iu
)
+R2L
(
κm
∗
1 − κr2 + iu
)(
κm
∗
1
(
u+ iκm
∗
1
)
+ ∆m + iµm
))
+
2
Bm
e−Ltκ
m
2 R2
∗
R
(
BmR
1
L
(
−κr∗2 + κm2 − iu
)
+R2L(κ
m
2 − κr2 + iu)
(
∆m + i
(
(κm2 )
2 + µm
)
+ κm2 u
))
,
which corresponds to the formula for the hybridization energy over the topological region in the main text:
Et
Et0
≈ e−`tκm2 + |A0| e−`tRe(κm1 ) cos [argA0 + `tIm(κm1 )] , (18)
with
A0 =
R1
∗
R
(
BmR
1
L
(
κm
∗
1 − κr
∗
2 − iu
)
+R2L
(
κm
∗
1 − κr2 + iu
) (
κm
∗
1
(
u+ iκm
∗
1
)
+ ∆m + iµm
))
R2
∗
R (BmR
1
L (−κr∗2 + κm2 − iu) +R2L(κm2 − κr2 + iu) (∆m + i ((κm2 )2 + µm) + κm2 u))
.
Here we can take |ψL〉 =
∣∣ψ0R〉 and |ψR〉 = ∣∣ψ0L〉 in
Eqs. (15) and (16) after replacement xL ↔ xR since we
can use localized solutions found in the previous section,
i.e. we can use Eq. (17) for coefficients RiL and L
i
L after
replacement of indices “m”→“r” and “l”→“m” and we can
use coefficients RiR and L
i
R after replacement of indices
“m”→“l” and “r”→“m”.
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