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Abstract
For an even positive integer n, we determine formulas for the number of irreducible polyno-
mials of degree n over GF(2) in which the coe%cients of xn−1; xn−2 and xn−3 are speci2ed in
advance. Formulas for the number of elements in GF(2n) with the 2rst three traces speci2ed are
also given.
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1. Introduction
If q is a prime power, let GF(q) denote the 2nite 2eld containing q elements. Nu-
merous papers have been written regarding the distribution of irreducible polynomials
over 2nite 2elds with prescribed coe%cients. In Refs. [1–3,5–7,10] we note a few of
these.
It is well known (see [8, p. 369]) that the number Nq(n) of monic irreducible
polynomials of degree n over GF(q) is given by
Nq(n) =
1
n
∑
d|n
(d)qn=d:
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Less well known is the fact that
1
2n
∑
d|n;d odd
(d)2n=d
counts the number of irreducible polynomials of degree n and trace 1 over the 2eld
GF(2); see [1,7]. Hence
N2(n)− 12n
∑
d|n;d odd
(d)2n=d
provides a formula for the number of irreducible polynomials of degree n over GF(2)
with trace 0; see also [2] where the number of irreducible polynomials over GF(2)
of traces 0 and 1 are related to the number of Lyndon words of length n with 2xed
weight.
Re2ning the above, given an−1; an−2 ∈GF(2), the authors of [2] provide formulas
for the number of degree n irreducible polynomials xn+ an−1xn−1 + an−2xn−2 + · · ·+1
over GF(2). See also [7].
The main result of this paper is to re2ne the results of [2] by giving formulas for
the number of degree n (n even) irreducible polynomials of the form xn + an−1xn−1 +
an−2xn−2 + an−3xn−3 + · · · + 1 over GF(2), where an−1; an−2; an−3 are speci2ed in
advance.
In order to give the complete picture for the situation when q=p=2, we point out
that for n odd, in [4] the authors determine the number of irreducibles of degree n over
GF(2) in which the coe%cients an−1; an−2; an−3 are speci2ed in advance. The authors
of [4] use methods quite diGerent from those of the present paper; in their case when
n is odd extensive use is made of the theory of non-degenerate, alternating, symmetric
bilinear quadratic forms over the 2eld GF(2).
It would be interesting to know whether the methods and techniques of [7] could
be extended and used to generalize both our formulas and those of [4] to formulas for
arbitrary 2nite 2elds, and/or to the case over GF(2) where more than three coe%cients
are speci2ed in advance.
Let GF(2)[x] denote the ring of all polynomials with coe%cients in GF(2). If
p(x)∈GF(2)[x] has degree n, let Tj(p) be the coe%cient of xn−j in p(x), where
j is an integer with 16 j6 n.
For ∈GF(2n), let
Tj() =
∑
06i1¡i2¡···¡ij6n−1
2
i12
i2 · · · 2ij :
It is easy to check that Tj maps GF(2n) to GF(2). We also note that T1 is the usual
trace function mapping GF(2n) to GF(2). In particular, for any ∈GF(2n), T1() =
+ 2 + 2
2
+ · · ·+ 2n−1 . For n=2 and j=3, we de2ne T3() = 0 for all ∈GF(4).
For an integer r with 16 r6 n, let P(n; t1; t2; : : : ; tr) be the number of irreducible
polynomials p(x)∈GF(2)[x] of degree n with Tj(p) = tj for j = 1; : : : ; r, and let
F(n; t1; t2; : : : ; tr) be the number of elements ∈GF(2n) with Tj()= tj for j=1; : : : ; r.
In Section 2 we provide formulas for P(n; t1; t2; t3) in terms of F(n; t1; t2; t3) and in
Section 3 we record formulas for F(n; t1; t2; t3). The rest of the paper is devoted to
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proving the results stated in Section 3. Section 4 gives some rather technical results on
traces which will make some computations manageable later in the paper. To do the
counting necessary to prove Theorem 4 we study cosets of GF(2m), m=n=2, in GF(2n)
in Section 5. We put the cosets into 2ve categories ((A)–(E)) with most cosets falling
into Category (E), the easiest category to handle. The exceptional cosets are studied
in Section 6. Finally, we prove Theorem 4 in Section 7.
To keep this paper to a reasonable length, we give only sketches of some of the
proofs that are computational in nature.
2. Mobius reduction of P(n; t1; t2; t3) to F(n; t1; t2; t3)
In this section we show that to compute P(n; t1; t2; t3) it su%ces to compute F(n; t1;
t2; t3). For ∈GF(2n), let Min() denote the minimal polynomial of  over GF(2). If
p=Min() has degree n/d then Ti() is the coe%cient of xn−i in pd(see [2, Lemma
4]). As in [2] and [9], let Irr(n) denote the set of all irreducible polynomials of degree
n over GF(2). In addition, we let a · Irr(n) denote the multiset consisting of a copies
of Irr(n). We also use the notation from [2] that d ≡ a is understood to mean that
d ≡ a (mod 4).
It is easy to show:
Proposition 1. For each integer d¿ 1 and p(x)∈GF(2)[x],
(i) T1(pd) = dT1(p).
(ii) T2(pd) = (
d
2 )T1(p) + dT2(p).
(iii) T3(pd) = (
d
3 )T1(p) + dT3(p).
We also note that (d2 ) is even when d ≡ 0; 1 and odd otherwise. Similarly, (d3 ) is
even if d ≡ 0; 1; 2 and odd otherwise.
Using these facts along with results and arguments similar to those used in [2], one
obtains the following results concerning the quantities F(n; t1; t2; t3) and P(n; t1; t2; t3).
F(n; t1; t2; t3) =
∣∣∣∣∣∣
⋃
∈GF(2n);T1()=t1 ;T2()=t2 ;T3()=t3
Min()
∣∣∣∣∣∣
=
∣∣∣∣∣∣
⋃
d|n
n
d
{p∈ Irr(n=d): Ti(pd) = ti; i = 1; 2; 3}
∣∣∣∣∣∣
=
∣∣∣∣∣∣
⋃
d|n
n
d
{p∈ Irr(n=d): dT1(p) = t1;
(
d
2
)
T1(p) + dT2(p) = t2;
(
d
3
)
T1(p) + dT3(p) = t3
}∣∣∣∣∣
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=
∣∣∣∣∣∣
⋃
d|n;d≡0
n
d
{p∈ Irr(n=d): t1 = 0; t2 = 0; t3 = 0}
∣∣∣∣∣∣
+
∣∣∣∣∣∣
⋃
d|n;d≡1
n
d
{p∈ Irr(n=d): T1(p) = t1; T2(p) = t2; T3(p) = t3)}
∣∣∣∣∣∣
+
∣∣∣∣∣∣
⋃
d|n;d≡2
n
d
{p∈ Irr(n=d): t1 = 0; T1(p) = t2; t3 = 0}
∣∣∣∣∣∣
+
∣∣∣∣∣∣
⋃
d|n;d≡3
n
d
{p∈ Irr(n=d): T1(p) = t1; T1(p) + T2(p) = t2;
T1(p) + T3(p) = t3}
∣∣∣∣∣ :
After some calculation analogous to that in [2] we obtain:
Theorem 2.
nP(n; 0; 0; 0) =
∑
d|n;d odd
(d)F(n=d; 0; 0; 0)−
∑
d|n;d odd; n=d even
(d)2(n=2d)−1;
nP(n; 0; 0; 1) =
∑
d|n;d odd
(d)F(n=d; 0; 0; 1);
nP(n; 0; 1; 0) =
∑
d|n;d odd
(d)F(n=d; 0; 1; 0)−
∑
d|n;d odd; n=d even
(d)2(n=2d)−1;
nP(n; 0; 1; 1) =
∑
d|n;d odd
(d)F(n=d; 0; 1; 1);
nP(n; 1; 0; 0) =
∑
d|n;d≡1
(d)F(n=d; 1; 0; 0) +
∑
d|n;d≡3
(d)F(n=d; 1; 1; 1);
nP(n; 1; 0; 1) =
∑
d|n;d≡1
(d)F(n=d; 1; 0; 1) +
∑
d|n;d≡3
(d)F(n=d; 1; 1; 0);
nP(n; 1; 1; 0) =
∑
d|n;d≡1
(d)F(n=d; 1; 1; 0) +
∑
d|n;d≡3
(d)F(n=d; 1; 0; 1);
nP(n; 1; 1; 1) =
∑
d|n;d≡1
(d)F(n=d; 1; 1; 1) +
∑
d|n;d≡3
(d)F(n=d; 1; 0; 0):
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3. F(n; t1; t2; t3)
In this section we record the formulas for F(n; t1; t2; t3). The rest of the paper is
dedicated to the proofs of these formulas. Throughout the rest of this paper n is an
even integer and m= n=2.
We 2rst state the results of [2] for F(n; t1; t2). We give their results in terms of
powers of 2 and not binomial coe%cients for we believe generalizations will come in
this form.
Theorem 3. For n¿ 2, F(n; t1; t2) = 2n−2 +G(n; t1; t2), where the values of G(n; t1; t2)
are displayed in Table 1.
For example, the table states that if m ≡ 0 (mod 4) then the number of elements of
GF(2n) with t1 = 0 and t2 = 0 is 2n−2− 2m−1. Using similar notation we now state our
main result for F(n; t1; t2; t3):
Theorem 4. For n¿ 3; F(n; t1; t2; t3)=2n−3+G(n; t1; t2; t3), where the values of G(n; t1;
t2; t3) are displayed in Table 2.
Note that by adding the appropriate entries in Table 2 of Theorem 4 one obtains
Theorem 3. We believe that in general for 16 r6 n, F(n; t1; t2; : : : ; tr) is 2n−r plus
some −1; 0; 1 linear combination of 2m−s+1; : : : ; 2m for some s, 16 s6m.
We now provide a small example to help illustrate our results. Let n = 6 so that
m = n=2 = 3. Then the 2rst line of Table 3 arises from Theorem 4, the second from
Theorem 3, and the third line comes from Theorem 2. Table 3 which agrees with Table
C of [8, p. 553].
Table 1
m (mod 4) 00a 01 10 11
0 −2m−1 2m−1 0 0
1 0 0 −2m−1 2m−1
2 2m−1 −2m−1 0 0
3 0 0 2m−1 −2m−1
aIn column heads 2–5, the 2rst number stands for t1 and the second for t2.
Table 2
m (mod 12) 000 001 010 011 100 101 110 111
0 −2m−2m−2 2m−1+2m−2 2m−2 2m−2 0 0 0 0
1 or 5 2m−2 −2m−2 2m−2 −2m−2 −2m−2 −2m−2 2m−1+2m−2 −2m−2
2 or 10 0 2m−1 0 −2m−1 2m−1 −2m−1 −2m−1 2m−1
3 2m−2 −2m−2 2m−2 −2m−2 2m−1 0 2m−1 −2m
4 or 8 −2m−1 0 −2m−1 2m 0 0 0 0
6 2m−1+2m−2 −2m−2 −2m−1−2m−2 2m−2 2m−1 −2m−1 −2m−1 2m−1
7 or 11 2m−2 −2m−2 2m−2 −2m−2 −2m−2 2m−1+2m−2 −2m−2 −2m−2
9 2m−2 −2m−2 2m−2 −2m−2 −2m 2m−1 0 2m−1
270 J.L. Yucas, G.L. Mullen /Discrete Mathematics 274 (2004) 265–279
Table 3
(t1; t2; t3) 000 001 010 011 100 101 110 111
F(6; t1; t2; t3) 10 6 10 6 12 8 12 0
F(2; t1; t2; t3) 1 0 1 0 0 0 2 0
P(6; t1; t2; t3) 1 1 1 1 2 1 2 0
4. Traces
This section contains a number of results involving the trace functions T1; T2; T3
which will make computations manageable later in the paper.
The 2eld GF(2n) contains the sub2eld GF(2m) = {∈GF(2n) | 2m +  = 0}. As in
[2] we let T2m be the usual trace function from GF(2m) to GF(2). For simplicity of
notation, we use this notation rather than the notation TrGF(2m)=GF(2) from [8].
We begin this section with a proposition which shows that T2 and T3 can be written
in terms of T1 and T2m .
Proposition 5. For ∈GF(2n),
(i) T2() = (
∑m−1
i=1 T1(
2i)) + T2m(2
m
).
(ii) T3() =
∑n−2
i=1
∑n−1
j=i+1 T1(
2i 2
j
).
Proof. (i) is Lemma 8 of [2]. For (ii) notice that each triple product 2
r
2
s
2
t
appearing
in the expansion of the left-hand side occurs exactly three times in the expansion of
the right-hand side.
The following proposition indicates how far T2 and T3 are from being linear.
Proposition 6. For ; ∈GF(2n),
(i) T2( + ) = T2() + T2() + (
∑m−1
i=1 T1(
2i + 2
i
)) + T2m(2
m
+ 2
m
).
(ii) T3( + ) = T3() + T3() +
∑n−2
i=1
∑n−1
j=i+1 T1(
2i 2
j
+ 2
i
2
j
).
Proof. Part (i) is implicit in Lemma 14 of [2]. For (ii) use the previous proposition,
expand, and collect terms. Then show
n−2∑
i=1
n−1∑
j=i+1
T1(2
i
2
j
+ 2
i
2
j
) = 0
and
n−2∑
i=1
n−1∑
j=i+1
T1(2
i
2
j
+ 2
i
2
j
) = 0:
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Consider the mapping GF(2n) → GF(2m) de2ned for ∈GF(2n) by M = 2m + . It
is easy to check that this map is a linear surjection and its kernel is GF(2m), so we
have:
Proposition 7. GF(2m) and GF(2n)=GF(2m) are isomorphic as vector spaces.
Proposition 8. For ∈GF(2n), T1() = T2m( M).
Proof.
T1() =
n−1∑
i=1
2
i
=
m−1∑
i=1
(2
i
+ 2
m+i
) =
m−1∑
i=1
(+ 2
m
)2
i
= T2m( M):
The next results exhibit the nice behavior of T1, T2 and T3 with respect to GF(2m).
Proposition 9. For ∈GF(2m),
(i) T1() = 0.
(ii) T2() = T2m().
(iii) T3() = 0.
Proof. (i) By Proposition 8, T1() = T2m(0) = 0.
(ii) By Proposition 5(i),
T2() =
(
m−1∑
i=1
T1(2
i
)
)
+ T2m(2
m
):
Since ∈GF(2m), 2i ∈GF(2m) so that by part (i), T1(2i) = 0. Hence T2() =
T2m(2
m
) = T2m(2) = T2m().
(iii) By Proposition 5(ii),
T3() =
n−2∑
i=1
n−1∑
j=i+1
T1(2
i
2
j
):
However, 2
i
2
j ∈GF(2m) so that by (i), T3() = 0.
Proposition 10. For ∈GF(2m) and ∈GF(2n),
(i) T2( + ) = T2() + T2() + T2m( M):
(ii) T3( + ) = T3() + T2m( M)T2m( M + ) + T2m( M2 +  M2):
Proof. (i) As in Lemma 14 of [2],
m−1∑
i=1
T1(2
i
+ 2
i
) = 0:
By Proposition 6(i), T (+ )=T2()+T2()+T2m(2
m
+ 2
m
). However, T2m(2
m
+
2
m
) = T2m(2
m
+ ) = T2m((2
m
+ )) = T2m( M).
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(ii) This is a rather lengthy computation. Show that
n−2∑
i=1
n−1∑
j=i+1
T1(2
i
2
j
) = T2m( M)T2m() + T2m( M2)
and
n−2∑
i=1
n−1∑
j=i+1
T1(2
i
2
j
) = T2m( M)T2m( M) + T2m( M2):
The result will now follow from Proposition 6(ii).
5. Cosets of GF(2m) in GF(2n)
To prove Theorem 4 we will count elements with prescribed traces in the cosets
of GF(2m). It will turn out that most cosets split into four parts, each part having all
elements with the same traces. Exceptional cosets arise from the existence of sub2elds
of orders 2, 4 and 8.
For ∈GF(2n), let
Wi() = {∈GF(2m) |Ti(+ ) = Ti() + Ti()}
for i=1; 2; 3. Of course, since T1 is a linear mapping, W1()=GF(2m) for all ∈GF(2n).
By Proposition 10 we see that W2() = Ker 2 and W3() = Ker 3 where 2 and 3
are the linear functionals on GF(2m) de2ned by:
2() = T2m( M)
and
3() = T2m( M)T2m( M + ) + T2m( M2 +  M2):
By a hyperplane of GF(2m) is meant an (m − 1)-dimensional subspace of GF(2m).
It is easy to check that 2 and 3 above are linear and as such we have:
Proposition 11. For ∈GF(2n) and i = 2; 3, either Wi() = GF(2m) or Wi() is a
hyperplane in GF(2m).
Recall from Theorem 2.24 of [8], that all linear functionals on GF(2m) have the
form L, de2ned for ∈GF(2m) by L() = T2m(). Also recall that L = L′ if and
only if = ′. With this notation we see that 2 = L M and that W2() =GF(2m) if and
only if M= 0. For 3 we have:
Proposition 12. For ∈GF(2n),
(i) If T2m( M) = 0 then 3 = L M2+ M2m−1 :
(ii) If T2m( M) = 1 then 3 = L1+ M+ M2+ M2m−1 :
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Proof. (i) T2m( M2) = M2 + M24 + · · · + M2m−22m−1 + M2m−1 = T2m( M2m−1). Hence
T2m( M2 +  M2) = T2m( M2
m−1
) + T2m( M2) = T2m(( M2 + M2
m−1
)).
(ii) is similar to (i).
Using Proposition 9 one easily checks the following:
Lemma 13. For ∈GF(2m) and ∈GF(2n),
(i) If ∈W2() then T2(+ ) = T2() + T2m(), and if  	∈ W2() then T2(+ ) =
T2() + T2m() + 1.
(ii) If ∈W3() then T3(+ ) = T3(), and if not, T3(+ ) = T3() + 1.
Using Lemma 13 and Proposition 9 we can now characterize the cosets of GF(2m)
in terms of the relationship between W2() and W3(). Let
W0 = {∈GF(2m) |T2() = 0}:
There are three possibilities for W2(). W2() = GF(2m), W2() = W0, or W2() is
a hyperplane 	=W0. We have the same three possibilities for W3(). Hence, a total of
9 cases to consider. We 2rst study the case when W2()	=GF(2m), W2()	=W0 and
W3()	=GF(2m), W3()	=W0.
Subcase 1: Suppose W2() = W3(). Two hyperplanes are either equal or intersect
in a subspace of dimension m − 2. Since W2()	=W0, we have GF(2m) divided into
4 subsets each of size 2m−2. They are W2 ∩ W0, W2 − (W2 ∩ W0), W0 − (W2 ∩ W0)
and GF(2m) − (W2 ∪ W0). We want to compute the traces of the elements in the
coset +GF(2m). Let ∈GF(2m). If ∈W2()∩W0 then by Lemma 13, T2(+ ) =
T2() + T2m() and T3( + ) = T3(). Since ∈W0; T2m() = 0. By Proposition 9(i),
T1()=0 also. So + has traces (T1(); T2(); T3()). Similarly, if ∈W2−(W2∩W0)
then +  has traces (T1(); T2() + 1; T3()), if ∈W0 − (W2 ∩W0), then +  has
traces (T1(); T2() + 1; T3() + 1), and if ∈GF(2m) − (W2 ∪ W0) then  +  has
traces (T1(); T2(); T3() + 1). Finally, notice that irregardless of the values of T2()
and T3() we have in this coset, 2m−2 elements with traces (T1(); 0; 0); 2m−2 elements
with traces (T1(); 0; 1); 2m−2 elements with traces (T1(); 1; 0), and 2m−2 elements with
traces (T1(); 1; 1).
Subcase 2: Suppose W2()	=W3(). This is similar to subcase 1.
After a similar analysis of the other eight cases, we obtain the following 2ve cate-
gories of cosets:
(A) Cosets represented by ∈GF(2n) with W2() = GF(2m): As stated before, this
can happen if and only if M = 0. By Proposition 12(i) we see that W3() = GF(2m)
also. By Proposition 9, one half of this coset, 0 + GF(2m), will consist of elements
with traces (t1; t2; t3) = (0; 0; 0) and the other half will consist of elements with traces
(0; 1; 0).
(B) Cosets represented by ∈GF(2n) with W2()=W0. In this case we have L M=L1
and hence M=1. By Proposition 12 we see that W3()=GF(2m). By Lemma 13, every
element of this coset has traces (t1; t2; t3) = (T1(); T2(); T3()):
274 J.L. Yucas, G.L. Mullen /Discrete Mathematics 274 (2004) 265–279
(C) Cosets represented by ∈GF(2n) where W2() is a hyperplane diGerent from W0
and W3()=GF(2m). By Lemma 13, one half of the elements in +GF(2m) will have
traces (t1; t2; t3) = (T1(); 0; T3()) and the other half will have traces (T1(); 1; T3()).
(D) Cosets represented by ∈GF(2n) where W2() and W3() are hyperplanes dif-
ferent from W0 and W2() ∩ W3() ⊆ W0. In this case one half of the elements in
 + GF(2m) will have traces (t1; t2; t3) = (T1(); T2(); T3()) and the other half will
have traces (T1(); T2() + 1; T3() + 1).
(E) Cosets represented by ∈GF(2n) where W2() and W3() are any other hyper-
planes not 2tting into Categories (A)–(D). In this case one fourth of the elements of
+GF(2m) will have traces (T1(); 0; 0), one fourth will have traces (T1(); 0; 1), one
fourth will have traces (T1(); 1; 0) and one fourth will have traces (T1(); 1; 1).
The cosets in Categories (E) will be easy to work with. That is, knowing T1() allows
one to compute all three traces for every element in the coset. We must identify the
cosets in Categories (C) and (D).
Proposition 14. Let ∈GF(2n) and suppose M	=0 or 1. The coset  + GF(2m) is in
Category (C) if and only if either
(i) T2m( M) = 0 and M4 = M or
(ii) T2m( M) = 1 and M4 = M2 + M+ 1.
Proof. Assume 2rst that T2m( M)=0 and M4 = M. Then by Proposition 12, 3 =L M2+ M2m−1 .
But ( M2 + M2
m−1
)2 = M4 + M=0 hence M2 + M2
m−1
=0. We have, W3()=Ker 3 =Ker L0 =
GF(2m). Recall that W2() = GF(2m) if and only if M= 0 so W2() is a hyperplane. If
W2() =W0 then L M = L1 contradicting M	=1.
Now assume that T2m( M) = 1 and M4 = M2 + M + 1. Then by Proposition 12, 3 =
L1+ M+ M2+ M2m−1 . But (1 + M + M
2 + M2
m−1
)2 = 1 + M2 + M4 + M = 0. So again we have
W3()=Ker 3 =Ker L0 =GF(2m). As above, W2() is a hyperplane diGerent from W0.
Conversely, assume that W3()=GF(2m) and that T2m( M)= 0. By Proposition 12 we
have that GF(2m)=Ker 3=Ker L M2+ M2m−1 . Hence M
2+ M2
m−1
=0 and M4+ M=0. Secondly,
if T2m( M)=1; we have that GF(2m)=Ker L1+ M+ M2+ M2m−1 . Consequently, 1+ M+ M
2+ M2
m−1
=0
and 1 + M2 + M4 + M= 0.
Proposition 15. Let ∈GF(2n) with M	=1. The coset  + GF(2m) is in Category (D)
if and only if
(i) T2m( M) = 0 and M4 = M2 + M+ 1 or
(ii) T2m( M) = 1 and M4 = M.
Proof. Suppose 2rst that T2m( M)= 0 and M4 = M2 + M+1. Here (1+ M+ M2 + M2
m−1
)2 = 0
thus 1 + M + M2 + M2
m−1
= 0. We have 2 + 3 = L M + L M2+ M2m−1 = L1. Consequently,
W2() ∩ W3() = Ker 2 ∩ Ker 3 ⊆ Ker L1 = W0. If W3() = W0 then L M2+ M2m−1 = L1
hence M2 + M2
m−1
= 1 and M4 + M=1. Since M4 = M2 + M+1 we get M=0, a contradiction.
If W3() = GF(2m) then we get M= 1, a contradiction. As in Proposition 14, W2() is
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also a hyperplane diGerent than W0. If T2m( M) = 1 and M4 = M then a similar argument
applies.
Conversely, assume W2() and W3() are hyperplanes diGerent from W0 and W2()∩
W3()⊆W0. Suppose 2rst that T2m( M)=0. Here W2()=Ker L M and W3()=Ker L M2+ M2m−1 .
Let ∈Ker L1. Then either ∈Ker L M ∩Ker L M2+ M2m−1 or  	∈Ker L M and  	∈Ker L M2+ M2m−1 .
In either case T2m( M) + T2m(( M2 + M2
m−1
)) = 0. That is, Ker L1 ⊆ Ker L M+ M2+ M2m−1 . If
M+ M2+ M2
m−1
=0, then M= M2+ M2
m−1
and Ker L M=Ker L M∩Ker L M2+ M2m−1 ⊆ Ker L1 which
implies that M=1, a contradiction. Consequently, M+ M2+ M2
m−1
=1 and we have 1= M2+
M4 + M. Next suppose T2m( M) = 1. Let ∈Ker L1. Then either ∈Ker L M ∩ L1+ M+ M2+ M2m−1
or  	∈ Ker L M and  	∈ Ker L1+ M+ M2+ M2m−1 . In either case, we have T2m( M) + T2m(1 +
M + M2 + M2
m−1
)) = 0, so that Ker L1 ⊆ Ker L1+ M2+ M2m−1 . If 1 + M2 + M2
m−1
= 0, then
W3() = W2() = W0, a contradiction. Hence 1 + M2 + M2
m−1
= 1. This implies that
M2 + M2
m−1
= 0 and M4 + M= 0.
6. Traces for the exceptional cosets
In order to determine F(n; t1; t2; t3), we need to know the number of cosets in each
category, and the traces of a representative element of each coset.
In general we will have
F(n; t1; t2; t3) = 12m−1 + 22m + a32m−1 + a42m−1 + a52m−2;
where i = 0; 1 and ai, i = 3; : : : ; 5 is the number of cosets in Categories (C)–(E),
respectively, contributing to F(n; t1; t2; t3).
The traces of the elements of the coset in Category (A) are known. For Category
(B) we need to 2nd traces for ∈GF(2n) satisfying M = 1. We also need to 2nd the
traces of M satisfying M4= M and satisfying M4= M2+ M+1 to determine proper categories
((C) or (D)). Finally, we must compute traces for ∈GF(2n) with M satisfying the
above conditions. This is what follows.
Proposition 16. Let ∈GF(2n) and suppose M= 1. Then
(i) T1() =
{
0 if m ≡ 0 (mod 2);
1 if m ≡ 1 (mod 2):
(ii) T2() =
{
0 if m ≡ 2; 3 (mod 4);
1 if m ≡ 0; 1 (mod 4):
(iii) T3() =
{
0 if m ≡ 1 (mod 4);
1 if m ≡ 0; 2; 3 (mod 4):
Proof.
(i) By Proposition 8, T1() = T2m(1) and the result follows.
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(ii) First note that 2i = 1 +  + 2
i
. Now show that T2m( + 2
i
) ≡ i (mod 2) and
that T2m(2
m
) = 1. Using these, Proposition 5(i) and Proposition 8 we have
T2() =
(
m−1∑
i=1
T1(2
i
)
)
+ T2m(2
m
) =
(
m−1∑
i=1
T2m(2
i)
)
+ T2m(2
m
)
=
(
m−1∑
i=1
T2m(1 + + 2
i
)
)
+ T2m(2
m
) =
(
m−1∑
i=1
(m+ i)
)
+ 1 (mod 2):
The result now follows.
(iii) First note that 2i 2j = 2
i
+ 2
i
+ + 1 + 2
j
+ 2
j
+ 2
i
2
j
. Next show that
n−2∑
i=1
n−1∑
j=i+1
(2
i
+ + 2
i
+ 1 + 2
j
+ 2
j
) =
{
0 if m ≡ 1 (mod 2);
+ 1 if m ≡ 0 (mod 2)
and that
n−2∑
i=1
n−1∑
j=i+1
(2
i
2
j
) =


1 + 2 if m ≡ 0 (mod 4);
1 + + 2 if m ≡ 1 (mod 4);
2 if m ≡ 2 (mod 4);
+ 2 if m ≡ 3 (mod 4):
Using these, Proposition 5(2), Proposition 8, and the fact that T2m( + 2) = 1, the
result follows as in part (ii).
The proofs of the next two propositions follow along the same lines as that of the
proof of the previous proposition. The fact that M	=1 makes the computation more
tedious. However, in both cases, M is simple enough to make the computations man-
ageable.
Proposition 17. Let ∈GF(2n) and suppose M4 = M, M	=0; 1. Then
(i) T2m( M) =
{
0 if m ≡ 0 (mod 4);
1 if m ≡ 2 (mod 4):
(ii) T1() =
{
0 if m ≡ 0 (mod 4);
1 if m ≡ 2 (mod 4):
(iii) T3() =
{
1 if m ≡ 0 (mod 4);
T2() if m ≡ 2 (mod 4):
Proposition 18. Let ∈GF(2n) and suppose M4 = M2 + M+ 1, M	=1. Then
(i) T2m( M) =
{
0 if m ≡ 0 (mod 6);
1 if m ≡ 3 (mod 6):
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(ii) T1() =
{
0 if m ≡ 0 (mod 6);
1 if m ≡ 3 (mod 6):
(iii) T3() =


0 if m ≡ 3 (mod 12);
T2() if m ≡ 6 (mod 12);
1 if m ≡ 9 (mod 12);
T2() + 1 if m ≡ 0 (mod 12):
7. Conclusion
We are now in position to prove Theorem 4. Recall that for every m we have the
two exceptional cosets, one in Category (A) and one in Category (B). The exceptional
cosets arising from M4 = M will occur if and only if GF(2m) has a sub2eld of order
4, that is, if and only if 2 divides m. There will be two elements, diGerent from 0
and 1, in this sub2eld of order 4 and they will have the form ; 2 for some . These
two cosets will be in Category (C) or Category (D), depending on T2m( M). Notice that
M4 = M2 + M + 1 implies that M8 = M. Consequently, the exceptional cosets arising from
M4 = M2 + M + 1 will occur if and only if GF(2m) has a sub2eld of order 8, that is, if
and only if 3 divides m. There will be three elements, diGerent from 0 and 1, in this
sub2eld of order 8 satisfying M4 = M2 + M+ 1 and they will have the form ; 2; 4 for
some . These three cosets will also be in Category (C) or Category (D), depending
on T2m( M). Hence there are at most seven exceptional cosets for any given m.
We look now at the case m ≡ 0 (mod 12). The coset in Category (A) will have 2m−1
elements having traces (t1; t2; t3)=(0; 0; 0) and 2m−1 elements having traces (t1; t2; t3)=
(0; 1; 0). If ∈GF(2n) and M = 1 then by Proposition 16,  will have traces (0,1,1).
Consequently, the coset in Category (B) will have 2m elements having traces (0,1,1).
Since 2 divides m we will have the two exceptional cosets arising from the sub2eld
of order 4. By Proposition 17(i) and Proposition 14 we see that these cosets will be
in Category (C). If ∈GF(2n) and M4 = M then by Proposition 17(ii), (iii), T1() = 0
and T3() = 1. Hence each of these cosets will have 2m−1 elements having traces
(t1; t2; t3) = (0; 0; 1) and 2m−1 elements having traces (t1; t2; t3) = (0; 1; 1).
Since 3 divides m we will also have the three exceptional cosets arising from the
sub2eld of order 8. By Proposition 18(i) and Proposition 15 we see that these cosets
will be in Category (D). If ∈GF(2n) and M4 = M2 + M+ 1 then by Proposition 18(ii),
(iii), T1() = 0 and T3() = T2() + 1. Hence each of these cosets will have 2m−1
elements having traces (t1; t2; t3)= (0; 0; 1) and 2m−1 elements having races (t1; t2; t3)=
(0; 1; 0).
Notice that each of the seven cosets considered so far are represented by elements
∈GF(2n) with T1() = 0. Consequently, in Category (E) there are 2m−1 − 7 cosets
represented by elements ∈GF(2n) with T1() = 0 and 2m−1 cosets represented by
elements ∈GF(2n) with T1() = 1. Each of the 2rst type will contain 2m−2 elements
with traces (0; 0; 0), 2m−2 elements with traces (0; 0; 1), 2m−2 elements with traces
(0; 1; 0) and 2m−2 elements with traces (0; 1; 1). Each of the second type will contain
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Table 4
m (mod 12) A B C D E0 E1
0 1 1 2 3 2m−1 2m−1 − 7
011 0x1 0x(x + 1)
1 or 5 1 1 0 0 2m−1 − 1 2m−1 − 1
110
2 or 10 1 1 0 2 2m−1 − 2 2m−1 − 2
001 1xx
3 1 1 3 0 2m−1 − 1 2m−1 − 4
101 1x0
4 or 8 1 1 2 0 2m−1 − 4 2m−1
011 0x1
6 1 1 0 2 + 3 2m−1 − 5 2m−1 − 2
001 1xx; 0xx
7 or 11 1 1 0 0 2m−1 − 1 2m−1 − 1
101
9 1 1 3 0 2m−1 − 1 2m−1 − 4
110 1x1
2m−2 elements with traces (1; 0; 0), 2m−2 elements with traces (1; 0; 1), 2m−2 elements
with traces (1; 1; 0) and 2m−2 elements with traces (1; 1; 1).
Adding the appropriate quantities from above yields the result given in the 2rst line
of the table of Theorem 4. In Table 4 we list the information necessary to prove
the remaining formulas in Theorem 4. The table gives the number of cosets in each
category along with the traces of the elements in the coset. Category (E) has been split
into two parts. E0 consists of the cosets in Category (E) represented by an element
∈GF(2n) with T1() = 0 and (E1) consists of the cosets in Category (E) represented
by an element ∈GF(2n) with T1() = 1. The variable x in Table 4 takes the values
0 and 1. For example, 1xx means that half of the elements in the coset have traces
(1; 0; 0) and the elements in the other half have traces (1; 1; 1).
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