Abstract. In this note, we construct canonical bases for the spaces of weakly holomorphic modular forms with poles supported at the cusp ∞ for Γ0(4) of integral weight k for k ≤ −1, and we make use of the basis elements for the case k = −1 to construct explicit Borcherds products on unitary group U (2, 1).
Introduction
In 1998, Borcherds developed a new method to produce memomorphic modular forms on an orthogonal Shimura variety from weakly holomorphic classical modular forms via regularized theta liftings. These memomorphic modular forms have two distinct properties. The first one is the so-called Boorcherds product expansion at a cusp of the Shimura variety-his original motivation to prove the Moonshine conjecture. The second is that the divisor of these modular forms are known to be a linear combination of special divisors dictated by the principal part of the input weakly holomorphic forms. The second feature has been extended to produce so-called automorphic green functions for special divisors using harmonic Maass forms via regularized theta lifting by Bruinier ([5] and Bruinier-Funke ( [8] ), which turned out to be very useful to generalization of the well-known Gross-Zagier formula ( [13] ) and the beautiful Gross-Zagier factorization formula of singular moduli ( [12] ) to Shimura varieties of orthogonal type (n, 2) and unitary type (n, 1) (see for example [10] , [9] , [6] , [1] , [2] , [21] , [22] ). On the other hand, the Borcherds product expansion and in particular its integral structure is essential to prove modularity of some generating functions of arithmetic divisors on these Shimura varieties ( [7] , [15] ). Borcherds products are also closely related to Mock theta functions (see for example [18] and references there).
We should mention that the analogue of the Borcherds product to unitary Shimura varieties of type (n, 1) has been worked out by Hofmann ([16] ). The Borcherds product expansion in the unitary case is a little more complicated as it is a Fourier-Jacobi expansion rather than Fourier expansion. The purpose of this note is to give some explicit examples of these Borcherds product expansion in concrete term. ) denote the space of weakly holomorphic modular forms, which are holomorphic everywhere except at the cusp P , of weight −k on Γ 0 (4) with character χ k −4 . We will focus mainly on the cusp ∞ and will remark on other cusps (very similar) in the end. We will also denote M ! −k (Γ 0 (4), χ k −4 ) for the space of weakly holomorphic modular forms for Γ 0 (4) of weight −k and character χ k −4 . Let τ be a complex number with positive imaginary part, and set q = e(τ ) = e 2πiτ , and q r = e 2πiτ /r . The Dedekind eta function is defined by
Throughout this paper, we write η m for η(mτ ). The well known Jacobi theta functions are defined by
Now we define three functions as follows.
Here are some basic facts [14] about the functions θ 1 , θ 2 and ϕ ∞ .
2
(1) θ 1 (τ ) is a holomorphic modular form of weight 2 on Γ 0 (4) with trivial character, has a simple zero at the cusp ∞, and vanishes nowhere else. (2) θ 2 (τ ) is a holomorphic modular form of weight 1 on Γ 0 (4) with character χ −4 , has a zero of order 1 2 at the irregular cusp 1 2 , and vanishes nowhere else. (3) ϕ ∞ (τ ) is a modular form of weight 0 on Γ 0 (4) with trivial character, has exactly one simple pole at the cusp ∞ and a simple zero at the cusp 0.
Theorem 2.1.
whose Fourier expansion has the following property:
Proof. We prove (1) first. Notice that X 0 (4) has no elliptic points [11, Section 3.9] . For F ∈ M
, the valence formula for Γ 0 (4) asserts that
2 . This implies the uniqueness of the basis {F k,m } if it exists. We prove the existence by inductively construct a sequence of monic polynomials
give the basis we seek, i.e., with the following property
(The awkward notation F k,m+1 instead of F k,m will be clear in last section.)
So we can and will first define
is constructed with degree m − 1, leading coefficient 1, and the property
Then it is easy to see
and
. By induction, we prove the existence of the basis {F k,m }, and (1). The proof of (2) is similar and is left to the reader. The basis {F k,m+1 }, m ≥ 0, has the form (2.5)
Remark 2.2. The canonical basis given in Theorem 2.1(2) was given in a slightly different form first by Haddock and Jenkins [14] .
The following corollary follows directly from the proof of Theorem 2.1(1).
Let L be an even lattice over Z with symmetric non-degenerate bilinear form (·, ·) and associated quadratic form Q(x) = 
and e(z) = e 2πiz . We remark that the Weil representation ρ L depends only on the finite quadratic
we define the slash operator by
is called a weakly holomorphic vector valued modular form of weight k with respect to ρ = ρ L if it satisfies
The invariance of T -action implies that F ∈ M ! k,ρ has a Fourier expansion of the form
Note that c(n, φ µ ) = 0 unless n ≡ −Q(µ) (mod 1).
From now on, we focus on the special case with the discriminant group L ′ /L ∼ = Z/2Z×Z/2Z with quadratic form Q(x, y) = 1 4 (x 2 + y 2 ) (mod 1). For our purpose (in last section), it is convenient to identify
with k odd and positive. Then using Γ 0 (4)-lifting, we can construct a vector valued modular form F = F (τ ) arising from F (τ ) as follows:
Define modular forms F 0 , F 2 and F 3 as follows. Let
Then for j ∈ {0, 2, 3}, we write
.
We also define F 1/2 to be
Then a simple calculation gives
The following theorem gives some basic facts about F 0 , F 2 , F 3 and F 1/2 . Theorem 2.5. With the above definitions, we have 
Relations (2.9) and (2.10) follow directly from (2.13) and (2.14), respectively. The last relation (2.11) follows from the definition of F 1/2 ,
And let the Γ 0 (4)-lifting of F be
(ii) the principal part of the vector valued modular form
In particular, when k = 1, the constant term of the
Proof. Assertion (i) follows directly from (2.7). For the assertion (ii), since F is holomorphic at 0 and 1 2 , then F j for j ∈ {0, 2, 3} and F 1/2 will not contribute anything to the principal part of F , and thus by (2.7) the principal part of F is
For the assertion (iii), we first note by (i) that
By Theorem 2.1(1), we have
We can verify that
and thus θ 2 θ
0 −1 1 0 will not contribute anything to the constant term of F 0 when l ≥ 1. Therefore,
where (f ) 0 denote the constant term of the q-expansion of f . Hence, we have
For (2.15), according to (iii), we need to show that
For the first formula, we first observe that
for some constant a(−1). Let g(τ ) be defined by
It is known [17] that g(τ ) is a weight 3 modular form on Γ 0 (4) with character χ −4 . We note by the basic facts about θ 1 , θ 2 and ϕ ∞ that h(τ ) vanishes at the cusps 1/2 and 0. Then by [4, Theorem 3.1], we have
This proves the first formula. For the second one, the proof is similar by noting that
and 
This together with (2.16) proves the second formula. 
where F 0 , F 2 , F 3 and F 1/2 are defined as follows; suppose From (2.17), we note that the principal part of F is e(−τ )φ 0 and the constant term of the φ 0 -component is c(0, φ 0 ) = 68.
Canonical Basis for
We complete this section by giving canonical basis for the other two companions of M !,∞ −k (Γ 0 (4), χ k −4 ). Let θ 3 (τ ), ϕ 0 (τ ) and ϕ 1/2 (τ ) be defined by
Here are some basic facts about θ 3 , ϕ 0 and ϕ 1/2 :
(1) θ 3 (τ ) is a weight 2 modular form on Γ 0 (4) with trivial character, has a simple zero at the cusp 0, and vanishes nowhere else; (2) ϕ 0 (τ ) is a weight 0 modular form on Γ 0 (4) with trivial character, has a simple pole at the cusp 0 and a simple zero at the cusp ∞, and vanishes nowhere else; (3) ϕ 1/2 (τ ) is a weight 0 modular form on Γ 0 (4) with trivial character, has a simple pole at the cusp 1 2 and a simple zero at the cusp ∞, and vanishes nowhere else. Theorem 2.8. Let θ 2 , θ 3 and ϕ 0 be as defined in (2.2), (2.18) and (2.19), respectively.
(1) For k odd, the set {θ 2 θ
where P k,m is a monic polynomial of degree m such that
is a canonical basis for M
is a canonical basis for M !,0 −k (Γ 0 (4)). Theorem 2.9. Let θ 2 and ϕ 1/2 be as defined in (2.2) and (2.20), respectively. Then the set {θ
is a canonical basis for M !,
Proofs of Theorems 2.8 and 2.9 are similar to that of Theorem 2.1, so we omit the details.
Remark 2.10. For a cusp P , denote by M
the space of vector valued modular forms induced
. In general, the former space may not be equal to the latter one. We first note that by (2.7) every vector valued modular form in 
where
By (2.9), we know that 
Now the component functions at φ 1 and φ i are 2F 3 + 4if 3 and −4if 3 − 2f 1/2 , respectively. We can compute and verify that they are not the same. Therefore,
Part II: Borcherds Products on U (2, 1)
It is well-known that the vector valued weakly modular forms construction in Part I can be used to construct memomophic modular forms on Shimura varieties of orthogonal type (n, 2) and unitary type (n, 1) with Borcherds product formula and known divisors. In this part, we focus on one special case to make it very explicitly-the Picard modular surfaces over k = Q(i). In particular, we describe a Weyl chamber explicit and write down the Borcherds product expression concretely.
This part is devoted to deriving Borcherds products lifted from a vector valued modular form arising from M !,∞ −1 (Γ 0 (4), χ −4 ).
Picard modular surfaces over k = Q(i). Let (V,
Then K = L/C × is the Hermitian domain for H(R), and L is the tautological line bundle over K. For a congruence subgroup Γ of H(Q), the associated Picard modular surface X Γ = Γ\K is defined over some number filed.
Given an isotropic line kℓ (i.e., a cusp), choose another isotropic element ℓ ′ with (ℓ, ℓ ′ ) = 0. Let V 0 = (kℓ + kℓ ′ ) ⊥ , and let
Then the map
gives rise to an isomorphism H ∼ = K. It is also a nowhere vanishing section of the line bundle L. Using this map, we can define action of H(R) on H and automorphy factor j(γ, τ, σ) via the equation , σ) ).
Definition 3.1. Let Γ be a unitary modular group. A holomorphic automorphic form of weight k and with character χ for Γ is a function g : H → C, with the following properties:
We remark that a holomorphic modular form g for Γ is automatically holomorphic at cusps. Now we make everything concrete and explicit. First choose a basis {e 1 , e 2 , e 3 } of V with Gram matrix x, y = x 1ȳ3 + x 2ȳ2 + x 3ȳ1 = t xJȳ, and
We take the lattice
Z/Z, which is the same finite quadratic module considered in Part I. Let
be the stabilizer of L in H, and Γ L be the subgroup of U (L) which acts on the discriminant group L ′ /L trivially:
Take the cusp ℓ = e 1 and ℓ ′ = e 3 . Then V 0 ∼ = k with Hermitian form x, y = xȳ, and
Moreover, one has for γ = (a ij ) ∈ H γ(τ, σ) = a 11 τ + (2i) −1 a 12 σ + (2i) −1 a 13 2ia 31 τ + a 32 σ + a 33 , 2ia 21 τ + a 22 σ + a 23 2ia 31 τ + a 32 σ + a 33 .
and j(γ, τ, σ) = γz, ℓ ℓ ′ , ℓ = 2iτ a 31 + a 32 σ + a 33 .
Let P ℓ be the stabilizer of the cusp kℓ in H.
where k 1 = {a ∈ k|aā = 1} is the norm one group. Notice that N ℓ is a Heisenberg group actin on
In particular
Then for a holomorphic modular form f (τ, σ) for Γ L , we have partial Fourier expansion at the cusp kℓ:
3.2. The Hermitian Space V as a Quadratic Space. As mentioned in the previous subsection, the hermitian space V can be viewed as a quadratic space V Q of signature (4,2) associated with bilinear form induced from the hermitian form:
Then the lattice L can be considered as a quadratic Z-lattice in V Q . Denote by SO(V Q ) = {g ∈ SL(V Q )|(gx, gy) = (x, y) for all x, y ∈ V Q } the special orthogonal group of V Q and its set of real points as SO(V Q )(R) ∼ = SO (4, 2) . A model for the symmetric domain of SO(V Q )(R) is the Grassmannian of two-dimensional negative definite subspaces of V Q , denoted by Gr O . It can be realized as a tube domain H O as follows. Denote by V Q (C) the complex quadratic space V Q ⊗ Q C with (·, ·) extended to a C-valued bilinear form. Now we view L as a Z-lattice. Let e 1 ∈ L be a primitive isotropic lattice vector and choose an isotropic dual vector e 2 ∈ L ′ with (e 1 , e 2 ) = 1. Denote by K the Lorentzian Z-sublattice K = L ∩ e ⊥ 1 ∩ e ⊥ 2 with respect to (·, ·). The tube domain model H O is one of the the two connected components of the following subset of K ⊗ Z C
Recall that ℓ = e 1 and ℓ ′ = e 3 . We define
where we denote byμ the endomorphism of V Q (R) induced from the scalar multiplication with µ. Then we can check that {e 1 , e 2 , e 3 , e 4 } is a basis for (
Thus we can identify Y with y 1 e 3 + y 2 e 4 + σ ∈ K ⊗ Z R. Now denote by C the set of Y = y 1 e 3 + y 2 e 4 + σ with y 1 y 2 + Q(σ) < 0, y 1 < 0 and y 2 > 0. We can fix H O as the component for which Y ∈ C. Therefore,
In addition, the tube domain H O can be mapped biholomorphically to any one of the two connected components of a negative cone of P 1 (V Q )(C) given by
We fix this component and denote it by K O . For each [Z L ], we can uniquely represent it as
Similarly, K U can be embedded into K O through the identifications between K U and H, and between K O and H O . Namely, 
