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In order to make reliable predictions with controlled uncertainties for a wide range of nu-
clear phenomena, a theoretical bottom-up approach, by which hadrons emerge from the
underlying theory of strong interactions, quantum chromodynamics (QCD), is desired. The
strongly interacting quarks and gluons at low energies are responsible for all the dynamics
of nucleons and their clusters, the nuclei. The theoretical framework and the combination
of analytical and numerical tools used to carry out a rigorous non-perturbative study of
these systems from QCD is called lattice QCD. The result of a lattice QCD calculation
corresponds to that of nature only in the limit when the volume of the spacetime is taken to
infinity and the spacing between discretized points on the lattice is taken to zero. A better
understanding of these discretization and volume effects, not only provides the connection
to the infinite-volume continuum observables, but also leads to optimized calculations that
can be performed with available computational resources. This thesis includes various for-
mal developments in this direction, along with proposals for novel improvements, to be used
in the upcoming LQCD studies of nuclear and hadronic systems.
As the space(time) is discretized on a (hyper)cubic lattice in (most of) lattice QCD cal-
culations, the lattice correlation functions are not fully rotationally invariant. This is known
to lead to mixing between operators (those interpolating the states or inserting external cur-
rents) of higher dimensions with those of lower dimensions where the coefficients of latter

diverge with powers of inverse lattice spacing, a, as the continuum limit is approached.
This issue has long posed computational challenges in lattice spectroscopy of higher spin
states, as well as in the lattice extractions of higher moments of hadron structure functions.
We have shown, through analytical perturbative investigations of field theories, including
QCD, on the lattice that a novel choice of operators, smeared over several lattice sites and
deduced from a continuum angular momentum, has a smooth continuum limit. The scaling
of the lower dimensional operators is proven to be no worse than a2, explaining the success
of recent numerical studies of excited state spectroscopy of hadrons with similar choices of
operators. These results are presented in chapter 2 of this thesis.
Due to Euclidean nature of lattice correlation function, the physical scattering parame-
ters must be obtained via an analytical continuation to Minkowski spacetime. However, this
continuation is practically impossible in the infinite-volume limit of lattice correlation func-
tion except at the kinematic thresholds. A formalism due to Lus¨cher overcomes this issue by
making the connection between the finite-volume spectrum of two interacting particles and
their infinite-volume scattering phase shifts. We have extended the Lu¨scher methodology,
using an effective field theory approach, to the two-nucleon systems with arbitrary spin,
parity and total momentum (in the limit of exact isospin symmetry) and have studied its
application to the deuteron system, the lightest bound states of the nucleons, by careful
analysis of the finite-volume symmetries. A proposal is presented that enables future preci-
sion lattice QCD extraction of the small D/S ratio of the deuteron that is known to be due to
the action of non-central forces. By investigating another scenario, we show how significant
volume improvement can be achieved in the masses of nucleons and in the binding energy
of the deuteron with certain choices of boundary conditions in a lattice QCD calculation of
these quantities. These results are discussed in chapters 3, 4 and 5.
In order to account for electromagnetic effects in hadronic systems, lattice QCD calcula-
tions have started to include quantum electrodynamic (QED). These effects are particularly
interesting in studies of mass splittings between charged and neutral members of isospin mul-
tiplets, e.g. neutral and charged pions. Due to the infinite range of QED interactions large

volume effects plaque these studies. Using a non-relativistic effective theory for electromag-
netic interactions of hadrons, we analytically calculate, and numerically estimate, the first
few finite-volume corrections (up to 1/L4 where L is the spatial extent of the volume) to
the masses of hadrons and nuclei at leading order in the QED coupling constant, but to
all orders in the short-distance strong interaction effects. These results are presented in
chapter 6.
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1Chapter 1
INTRODUCTION
Since the discovery of the nucleus in 1911 by Ernest Rutherford, which established the
field of nuclear physics, our understanding of the properties of nuclei, their structure and
and their underlying interactions has constantly evolved. Yet, it remains an exciting frontier
of research and discovery in the modern theoretical and experimental physics. While the
development of quantum mechanics revolutionized this field in its early stages, the estab-
lishment of the standard model (SM) of particles and interactions led to the next prominent
revolution that although started as early as in early 1970s, it has not yet completed forty
years later. The realization of the strong interactions among quarks and gluons – the build-
ing blocks of nucleons – as the underlying mechanism for the structure of nucleons and the
forces among them, has opened up new frontiers in nuclear physics – from studies of the
spectra of exotic strongly interacting particles to the explorations of new phases of matter,
e.g., in heavy ion collisions experiments. Moreover, the theory of strong interactions, quan-
tum chromodynamics (QCD), is starting to base traditional studies of nuclear structure and
reactions on a rigorous ground such that uncontrolled approximations due to the lack of
the knowledge of the physics at short distances will be eliminated in modern-day nuclear
calculations.
It is known that strong interactions are described by a local, non-Abelian, SU(3) gauge
theory, within which all hadronic phenomena can, in principle, be predicted once a few
input parameters are set to their physical values. These parameters include the masses
of those quarks that are kinematically allowed in a given process, and the strength of the
QCD bare coupling constant, or in turn the QCD scale, ΛQCD. Including electromagnetism,
which plays an important role in nuclear physics, only introduces one more parameter, the
strength of the quantum electrodynamics (QED) coupling. As will be discussed in Sec.
1.1, QCD is an asymptotically free theory meaning that its coupling becomes weak at
2high energies – at energies above the QCD scale. Moreover, at low energies, the theory is
confining. In this limit, quarks and gluons form clusters of hadrons; mesons and baryons -
entities that are neutral with respect to the color charges of the underlying gauge symmetry
group. This remarkable feature, along with the running of the QCD coupling towards larger
values, prohibits the use of standard perturbative methods in studying (most of) nuclear
physics phenomena from first-principle QCD calculations. This is in sharp contrast with
electroweak interactions whose contributions can be accounted for perturbatively.
Historically, the first attempts to study nuclear and hadronic phenomena in a model-
independent way were the invention and development of effective field theories (EFTs).
Such theories, exhibit the symmetry and symmetry breaking patterns of QCD and are
formulated in terms of low-energy degrees of freedom of QCD, namely the low-lying hadrons.
As long as the detail of the short distance interactions are not of interest, their effects
can be effectively included via several unknown parameters at low energies. The required
precision of the calculations dictates the number of unknown parameters to be determined
via fits to experimental data. In several important cases, such as in three (multi)-hadron
systems, there are not enough data available to constrain these parameters well. Despite
this limitation, such theories have greatly changed the perspective of nuclear physics with
regard to few(many)-nucleon calculations. Examples of these theories will be presented in
Sec. 1.1.2. What is prominent about these EFTs is their interplay with the first-principle
lattice QCD (LQCD) calculations as they (will) play a role in filling the gap between lattice
calculations of few-hadron systems and conventional nuclear calculations of many-body
systems.
To date, the only fully predictive, non-perturbative method for studying QCD at low
energies is lattice QCD. This method is based on a numerical evaluation of the QCD path
integral using Monte Carlo techniques as will be introduced in Sec. 1.2. In lattice QCD
calculations fields are evaluated on a discrete set of spacetime points (sites) and are inter-
acting via a discrete number of link variables that are connecting the adjacent sites, see Sec.
1.2. The spacing between the two adjacent sites, a, must be sufficiently small to resolve
sub-hadronic scales. Its value is not a direct input of the calculations as it is not an inde-
pendent parameter - it is closely related to the input value of the bare coupling constant
3through the renormalization group. Moreover, as only a finite number of spacetime points
can be computed on any finite computing machines, the volume of spacetime is truncated
to finite extents. Physical observables are obtained upon taking the continuum limit as well
as the infinite-volume limit. Such extrapolations can be done by performing calculations at
multiple lattice spacings and in multiple lattice volumes. However, multiple calculations are
expensive due significant computational costs of these calculations. Here the role of EFTs
become prominent as they provide the knowledge of the analytic dependence of quantities
on lattice spacing, volume and the masses of light quarks, in several cases. This latter
dependence matters as most LQCD calculations, in particular those of multi-hadron sys-
tems, have not been performed at the physical values of light-quark masses due to limited
computational resources. This thesis contains formal topics with regard to such continuum
limit and infinite-volume extrapolations. The results presented in this thesis have been/will
be utilized to build/improve our understanding of the quantities calculated with LQCD in
connection to physical observables.
The most commonly used lattice geometries are hyper-cubes (see Sec. 1.2). However,
the conceptual and practical problems arising from the explicit breaking of the spacetime
symmetries of the continuum theory, down to those of a hyper-cubic lattice theory, remain
partly a challenge in the continuum extrapolation of classes of observables calculated using
LQCD. One of these challenges is the enhancement of the lower-dimension operators by
powers of inverse lattice spacing which obscures the extraction of e.g., the excited spectrum
of hadrons with well-defined angular momentum in continuum, as well as the determination
of the matrix element of higher twist operators in studies of hadronic structure functions.
One knows, however, that as the lattice becomes finer, the full spacetime symmetries of the
continuum are in fact approximately recovered for observables involving wavelengths that
are large compared with the scale of discretization. In chapter 2, we explore in detail a
novel idea for the construction of lattice operators that guarantees a smooth extrapolation
of the correlation functions to the continuum limit. The results presented in this chapter
are based on the following publication
• Z. Davoudi and M. J. Savage, Restoration of Rotational Symmetry in the Continuum
4Limit of Lattice Field Theories, Phys. Rev. D 86, 054505 arXiv:1204.4146 [hep-lat]
(2012).
Besides the challenges arising from the breakdown of the rotational symmetry due to
the cubic boundaries of the volume, the infinite-volume limit of lattice quantities is even
less trivial to perform in many cases due to the following reason. To be able to evaluate
expectation values in the background of QCD vacuum (the path integral approach) using
a Monte Carlo sampling method, it is essential to transform from the Minkowski to the
Euclidean spacetime. Consequently lattice correlation functions do not immediately corre-
spond to physical correlation functions. The connection between these two quantities must
be set in a non-trivial manner for some physically interesting cases such as scattering pro-
cesses. This is the subject of the finite-volume formalism for LQCD which will be briefly
reviewed in Sec. 1.3 of this introduction. What can be immediately extracted from the
lattice correlation functions are the FV spectra. The idea is that the calculated discrete
energy eigenvalues of, e.g., the interacting two-particle states in a finite volume can be uti-
lized to extract the scattering amplitudes, as long as the multi-particle inelastic channels
are not kinematically accessible – as formulated by Martin Lus¨cher and extended by several
others to more general cases. Examples of the application of this method in modern-day
LQCD calculations of two-hadron systems will be presented in Sec. 1.3. A derivation of a
general form of the Lu¨scher relation, applicable to coupled-channel systems in the moving
frame and with arbitrary partial waves, is presented in this section. This derivation closely
follows that of presented in the this publication
• R. A. Bricen˜o and Z. Davoudi, Moving Multi-Channel Systems in a Finite Volume
with Application to Proton-Proton Fusion, Phys. Rev. D 88, 094507, arXiv:1204.1110
[hep-lat] (2012).
Chapters 3 and 4 of this thesis is devoted to the development of a formal framework
that enables the extraction of phase shifts and scattering parameters of general two-nucleon
systems with arbitrary spin, parity and center of mass (CM) momenta. This formalism
directly impacts our ability to extract the properties of the lightest bound state of nucleons,
5and one of the most unusual ones, the deuteron, from first-principle lattice QCD calculations.
In particular, it provides guidance for the the upcoming LQCD calculations to optimize the
extraction of the S-D mixing parameter in the deuteron channel. These chapters are based
on the following publications
• R. A. Bricen˜o, Z. Davoudi and T. C. Luu, Two-nucleon systems in a finite volume: (I)
Quantization conditions, Phys. Rev. D 88, 034502, arXiv:1305.4903 [hep-lat] (2013).
• R. A. Bricen˜o, Z. Davoudi, T. Luu and M. J. Savage, Two-nucleon systems in a finite
volume: (II) 3S1-3D1 coupled channels and the deuteron, Phys. Rev. D 88, 114507,
arXiv:1309.3556 [hep-lat] (2013).
In a closely related approach in chapter 5, by imposing a particular type of boundary
conditions (BCs), namely twisted BCs (TBCs), on the fields in a finite cubic volume, it
is shown that not only can one optimize the extraction of the scattering parameters of
any general two-hadron states from the FV spectrum, but also can improve the volume
dependence of the extracted masses and two-body binding energies by tuning the BCs. The
results presented in this chapter are based on the following publication
• R. A. Bricen˜o, Z. Davoudi, T. Luu and M. J. Savage, Two-Baryons Systems with
Twisted Boundary Conditions, Phys. Rev. D 89, 074509, arXiv:1311.7686 [hep-lat]
(2013).
As lattice QCD calculations have begun to include QED interactions in studies of
hadronic systems, it is important to understand how the volume dependence of quanti-
ties are affected by QED effects. In particular, as electromagnetism – due to the zero mass
of the photon – is an infinite-range interaction, such volume effects are expected to be large.
This is in contrast with the strong interactions where the long range of the interaction is
due to the light but massive pions (and other exchanged mesons). As a result, as will be
shown in Sec. 1.3, although the volume corrections to the masses of hadrons due to QCD
induced interactions are exponentially suppressed, the volume corrections due to QED in-
teractions are power law. By utilizing an effective description of the QED interactions of
6the hadrons (and light nuclei) at low energies, such infrared (IR) corrections to the masses
of these particles can be systematically calculated in relation to their electric charge, charge
radius, magnetic moment and polarizabilities. These results are presented in chapter 6 and
are based on the following publication
• Z. Davoudi and M. J. Savage, Finite-Volume Electromagnetic Corrections to the
Masses of Mesons, Baryons and Nuclei, arXiv: 1402.6741 [hep-lat] (2011).
The following sections of this chapter provide the required background, and give a brief
status report of the field prior to these publications which help to put the presented results
in their own context.
1.1 Quantum Chromodynamics and its “Effective” Description
Although the strong interactions were long believed to be responsible for interactions among
constituents of nucleons, the weakly interacting feature of the theory, postulated based on
the results of deep-inelastic experiments in 1960s, had posed a mystery. The reason was
that no gauge theory at the time was known that exhibits a strongly interacting feature
at low energies while becomes almost free at high momentum transfers. It was only in
early 1970 that ’t Hooft, Politzer, Gross and Wilczek found out that the non-Abelian gauge
theories [368], in four dimensions, possess the desired property [187–189, 310, 344]. The
beautiful quark model of Gell-Mann and Zweig that was developed in 1960s to describe
the rich spectrum of strongly interacting particles, was then integrated into the underlying
non-Abelian gauge theory. Interestingly, the extra charge of the quarks, namely their color,
that was proposed to ensure that the Fermi statistics of spin 1/2 particles is obeyed, had
a natural interpretation in this gauge theory as quarks would now belong to a multiplet
of the group (in its fundamental representation) and carry a new index. Both the quark
model and the experimental evidence, e.g. e+ + e− → hadrons cross section, suggested that
there exist three distinct colors, constraining the dimensionality of the gauge group to be
three. The guiding principle in constructing the Lagrange density describing quarks and
gauge fields, has been the principle of local gauge invariance – a principle that had already
played an important role in the description of the simpler gauge theory of QED.
7According to the principle of local gauge invariance, in order for the free Lagrangian
density of a quark multiplet qa with a = 1, 2, 3 (all of the same mass m),1
Lfree = q¯a(iγµ∂µ −m)qa, (1.1)
to be invariant under a local rotation in the internal space of the quark multiplet by a
unimodular unitary transformation U – namely a SU(3) transformation,
qa → qa′ = Ua′bqb ≡ (e−igT iαi(x))a′bqb, (1.2)
there must necessarily exist a vector field Aµ ≡ AiµT i with i = 1, 2, . . . , 8 which minimally
couples to the quark fields through the covariant derivative
Dµq
a ≡ ∂µqa + igAiµ(T i)abqb, (1.3)
and whose gauge transformation takes the following form
Aµ → A′µ = UAµU † +
i
g
∂µUU
†. (1.4)
T is are the generators of SU(3) Lie algebra, T i = 12λ
i with λi being the usual Gell-Mann
matrices, and which are normalized as Tr(T iT j) = 12δ
ij . These generators satisfy the
commutation relations [T i, T j ] = if ijkT k where f ijk are the structure constants of SU(3).
αi in Eq. (1.2) is the continuous parameter of transformation and g characterizes the
strength of the coupling between quarks and the gauge fields.
To maintain the acquired gauge invariance, the Lagrange density corresponding to the
gauge fields themselves must be constructed gauge invariantly. This, first of all, means that
the eight Aiµ fields must be massless, the quanta of which are the familiar gluons. Secondly,
in analogy with the electromagnetic (EM) interactions, one can form a field strength tensor
Gµν =
1
ig [Dµ, Dν ] whose transformation properties can be easily deduced using Eq. (1.4),
Gµν → G′µν = UGµνU †. (1.5)
There are only two dimension four gauge-invariant operators that can be built out of
this tensor. One of which is even under the CP transformation,
L(CP )gauge = −
1
2
Tr(GµνG
µν), (1.6)
1The summation over repeated indices is to be understood throughout.
8and its normalization is chosen such that, upon replacing the SU(3) transformations with
an Abelian U(1) transformation, the QED Lagrangian is recovered.2 The CP odd term,
L(CP/ )gauge = θ¯
g2Nf
32pi2
µναβTr(G
µνGαβ), (1.7)
is irrelevant for most of QCD phenomenology as the experimental value of its corresponding
strength, characterized by the parameter θ¯, is unexpectedly close to zero, θ¯ . 10−9.3 Nf
denotes the number of quark flavors (up, down, strange, etc.), and µναβ is the fully anti-
symmetric Levi-Civita tensor.
The Lagrange density of QCD, neglecting the CP-odd contribution and taking into
account different quark flavor sectors, can be written in the explicit form,
LQCD =
Nf∑
f=1
[
q¯f (iγ
µ∂µ −mf )qf − gAiµq¯fγµT iqf
]
−1
4
F iµνF
iµν +
g
2
fijkF
i
µνA
iµAjν − g
2
4
fijkfklmA
j
µA
k
νA
lµAmν , (1.8)
where F iµν ≡ ∂µAiν − ∂νAiµ. The striking feature of this Lagrange density is the self inter-
actions among gluons which makes the vacuum of the theory nontrivial compared to QED.
This is not a surprise as in any non-Abelian gauge theory, the gauge field Aiµ carries a char-
acteristic charge (color in the case of QCD) corresponding to the internal space of the gauge
group, and must be able to interact with other charged members of the gauge multiplet.
The other feature of the QCD Lagrange density is that the coupling of gauge fields to the
quark fields cannot be arbitrary and is constrained by the Lie algebra of the group to be the
same among quarks with different colors and from different families, and should match that
of self-gluon couplings. This is again in contrast with QED where, although the interaction
Lagrangian has a universal form, different matter fields can couple to the EM field with
different strengths, characterized by their distinct electric charges.
The two important properties of QCD, asymptotic freedom and color confinement, can
be deduced from an analytical approach based on perturbation theory. The former, as is a
2This also justifies the factor of 1
ig
in the definition of Gµν as it would result in the usual normalization
of the kinetic term of gluons.
3The convention used for the normalization of this term ensures that, in the absence of massive quarks,
the contribution from such term vanishes upon setting θ¯ = 2α, where α is the parameter of the U(1)A
transformation, q → eiαγ5 , whose current, Jµ5 ≡ q¯γµγ5q, is anomalous.
9standard textbook calculation, is obtained by looking at the running of the QCD coupling
constant with energy from a weak-coupling expansion of the QCD β-function (see Sec.
1.1.1) using the Feynman diagram technology. The latter property can be studied using a
strong-coupling expansion of the potential between two static quarks. In the following, we
discuss several features of QCD at high and low energies in more details.
1.1.1 QCD at high energies
Due to (ultra-violet) UV divergences in any perturbative calculation of QCD when the quan-
tum corrections are included, a reference energy scale must be introduced to renormalize
the theory. In a sense, the value of any quantity is measured compared with a reference
energy scale and so the divergent contributions cancel out when quantities are calculated
at two energy scales relative to each other. This however means that one must know the
relation that governs the evolution of the quantity of interest at the reference energy scale
down to the energy scale relevant to a given physical process. Such relations are the familiar
Callan-Symanzik or renormalization group equations [103,341]. Here we are only interested
in the evolution of the QCD coupling constant with the energy scale µ, characterized by
the so-called β-function,
β(αs) ≡ µ2 ∂
∂µ2
αs(µ). (1.9)
The fields and parameters of the Lagrange density that one starts with are bare quan-
tities, meaning that they suffer from UV divergences. These can be replaced with the
renormalized quantities whose divergences are removed by fixing their values at the refer-
ence scale µ, using some chosen renormalization conditions. These finite quantities which
now carry a µ-dependence can then be used in perturbation theory in a well-defined expan-
sion. The beauty of perturbative QCD, as well as other renormalizable theories, is that a
finite number of such conditions suffices to remove all the UV divergences that occur to all
order in perturbation theory.
This well-defined procedure can be carried out for the effective coupling constant felt
at energy scale µ where not only e.g. the three-gluon vertex must be replaced by its
renormalized value but also the external gluonic legs must be corrected by the corresponding
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wavefunction renormalization factors. Then a two-loop calculation shows that
β(αs) = −(b0α2s + b1α3s) +O(α4s), (1.10)
with b0 =
1
12pi (33− 2Nf ) and b1 = 124pi2 (153− 19Nf ) [58]. For the current discussion let us
ignore the NLO correction to the β-function and solve Eq. (1.10). Explicitly, we want to
know given the coupling constant at scale µ, what the value of the coupling would be at
scale µ′. It easily follows that
αs(µ
′) =
αs(µ)
1 + b0αs(µ) log
µ′2
µ2
. (1.11)
Given the positive sign of b1 for QCD with Nf = 6, it is evident that αs(µ
′) decreases
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Figure 9.4: Summary of measurements of αs as a function of the energy scale Q.
The respective degree of QCD perturbation theory used in the extraction of αs is
indicated in brackets (NLO: next-to-leading order; NNLO: next-to-next-to leading
order; res. NNLO: NNLO matched with resummed next-to-leading logs; N3LO:
next-to-NNLO).
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Figure 1.1: The coupling of QCD as a function f a characteristic energy scale µ = Q, obtained
from matching the QCD perturbative calculation to a given order (as given in brackets) to the
experimental measurements of several quantities. There is also one point which is obtained by
matching to a lattice QCD calculation [58]. Figure is reproduced with the permission of Michael
Barnett on behalf of the Particle Data Group.
as µ′ increases, indicating the theory tends to become free at asymptotically high energies.
Experimental determinations of αs for a range of energies have resulted in values that lie
on the pre icted scale-dependence curv to an ext emely well precision, as is shown in Fig.
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1.1. To parametrize the characteristic scale at which the theory becomes strong, we can
define the scale ΛQCD such that b0αs(µ) log
µ2
Λ2QCD
= 1, then one can rewrite Eq. (1.11) as
following
αs(µ
′) =
1
2b0 log
µ′
ΛQCD
. (1.12)
As can be seen, perturbation theory is only valid if µ′  ΛQCD. Experimentally ΛQCD ≈
200 MeV which is of the order of the inverse size of the light hadrons. This is consistent
with our realization of hadrons being composed of strongly interacting constituents when
low-energy probes are used. In fact at low energies, these hadrons are the effective degrees
of freedom of QCD, and the details of their properties and interactions, although sensitive
to the short distance theory of QCD, can be studied in a systematic low-energy expansion.
This requires understanding QCD symmetries and the mechanism for the breaking of some
of these symmetries. We discuss this topic in the next section, Sec. 1.1.2.
1.1.2 QCD at low energies
Although quarks and gluons do not show up as explicit degrees of freedom in the spectrum
at energies of the order of ΛQCD, the imprint of their interactions can be found in the
spectrum of hadrons. For example, the low-lying spectrum of (negative parity) mesons and
(positive parity) baryons, as illustrated in Fig. 1.2, exhibits several interesting patterns
whose origin can be understood via the fundamental theory of QCD. As is seen, pions are
noticeably lighter than the rest of hadrons and come in an almost degenerate triplet. The
next multiplet of mesons, while remain low in mass compared to baryons, are not as light as
pions. On the other hand, the η′ meson that has the same quark content as that of η in the
quark model is surprisingly heavier than η. Baryons have masses at the order of >∼ 1 GeV
and like mesons come in various nearly degenerate multiplets. Moreover, the parity partners
of mesons and baryons have been observed to have different masses, e.g., the difference in
the mass of the nucleons ∼ 940 MeV and their negative parity counterpart N(1535) is as
large as 600 MeV.
To understand these features all together, it suffices to study the underlying symmetries
of the QCD Lagrangian. In the limit of zero quark masses (chiral limit), the left-handed and
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Figure 1.2: The masses of the the few lightest mesons with JP = 0− and baryons with JP = 12
+
in GeV. The error bars associated with the experimental measurements of masses are not included
and each line only represents the central values as reported in Ref. [58].
right-handed quarks of each flavor do not mix with each other through QCD interactions,
L(q;1)QCD =
Nf∑
f=1
[q¯L,f (iγ
µDµ)qL,f + q¯R,f (iγ
µDµ)qR,f ] , (1.13)
where each quark is decomposed to components that have specific handedness, q = qL + qR
with qL =
1−γ5
2 q and qR =
1+γ5
2 q. Due to the heavy mass of the charm quark, mc ≈
1.3 GeV, only up, down and strange quarks play a significant role in the dynamic of strongly
interacting systems at low to medium energies. With three flavors of quarks the Lagrangian
in Eq. (1.13) is seen to be invariant under U(3)L×U(3)R symmetry, which however breaks
down to U(1)V × SU(3)L × SU(3)R symmetry. Let us discuss these symmetries and their
reduction in more details.
• The U(1)A symmetry is broken due to the chiral anomaly. The chiral anomaly refers
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to the non-conservation of the number of massless left-handed fermions compared
with the right-handed fermions due to the non-invariance of the quantum expectation
values (as opposed to the classical Lagrangian) under an axial U(1) transformation
q → eiαγ5q, where the corresponding isosinglet axial-vector current Jµ5 = q¯γµγ5q
is not conserved [3, 4]. This already gives a hint to why the mass of the isosinglet
pseudo-scalar meson η′ is noticeably different than that of isovector pseudo-scalar
mesons. However in order to understand the small mass of these latter mesons, further
investigation of symmetries is required.
• The invariance under U(1)V is realized by the transformation q → eiαq with the
corresponding conserved isosinglet vector current Jµ = q¯γµq, and is manifested by
the conservation of the net baryon number.
• Finally, independent SU(3) transformations of left-handed and right-handed quarks,
represented by q → L q and q → R q, leave the Lagrangian in Eq. (1.13) invariant,
where L and R are SU(3) matrices, L ∈ SU(3)L and R ∈ SU(3)R, and q denotes a
quark triplet in the 3 representation of SU(3). This is called the chiral symmetry of
QCD which plays an important role in constructing an effective low-energy theory of
hadrons, namely chiral perturbation theory (χPT), at energies of the order of ΛQCD.
There are two features of QCD that deprive nature from the exact chiral symmetry. The
first one is the presence of a non-vanishing quark condensate,
〈0 |q¯R,jqL,i| 0〉 = −Λ3δij , i, j = 1, 2, 3. (1.14)
resulting in a spontaneous breaking of the chiral symmetry [291, 292]. This means that
although the action of theory is chirally invariant, the vacuum state4 does not respect the
chiral symmetry. This is manifested in the change of condensate as a chiral transformation
is performed on the quark fields,
〈0 |q¯R,jqL,i| 0〉 → Lii′R†j′j
〈
0
∣∣q¯R,j′qL,i′∣∣ 0〉 = −Λ3(LR†)ij . (1.15)
4Note that the q¯q pair in Eq. (1.14) has the same quantum numbers as vacuum.
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Only if L = R does the condensate remain invariant, reducing the symmetry group to its
SU(3)V subgroup with the corresponding conserved isovector vector current J
µ,a = q¯γµT aq.
For each 8 generators of the broken subset of symmetries, deduced from the isovector axial
vector current Jµ5,a = q¯γµγ5T aq, there exists a corresponding massless Goldstone boson
which must be found in the spectrum of mesons with quantum numbers of the generators
broken symmetry. Such massless excitations can be parametrized by a field, Σ, that lives in
the (3, 3¯) representation of SU(3). From Eq. (1.15), it is clear that LR† produces a different
vacuum than that of Eq. (1.14) for L 6= R and therefore it can be readily identified as Σ.
The Σ field can be explicitly parametrized by,
Σ ≡ e2ipi(x)/f , (1.16)
where pi(x) can be related to the pseudo-scalar meson octets,
pi ≡ piaT a =

pi0√
2
+ η√
6
pi+ K+
pi− − pi0√
2
+ η√
6
K0
K− K¯0 − 2η√
6
 . (1.17)
T a with a = 1, . . . , 8 are the 8 generators of SU(3) and f is a constant with dimension mass
whose value is matched to the pion weak decay constant f = fpi = 130.41 ± 20 MeV [58].
The effective interactions of these Goldstone bosons at low energies can then be studied
by forming the most general Lagrangian that is invariant under the chiral symmetry. The
significance of each term in this Lagrangian is determined through a systematic expansion
with respect to the ratio of the typical momentum in a process to the scale of chiral symmetry
breaking, Λχ ∼ 1 GeV. We will come back to this topic in Sec. 1.1.2.
The second feature of QCD which explicitly breaks the chiral symmetry is non-vanishing
masses of quarks. It is evident from the QCD Lagrangian that the mass term mixes quarks
of different chiralities,
L(q;2)QCD =
Nf∑
f=1
[
q¯L,fmqf qR,f + q¯R,fmqf qL,f
]
, (1.18)
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and manifestly spoils the chiral symmetry. However, the masses of light quarks,5
mu = 2.15± 0.15 MeV, md = 4.70± 0.20 MeV, ms = 93.5± 2.5 MeV, (1.19)
in particular those of up and down quarks, are much smaller than the scale of the spon-
taneous chiral symmetry breaking. As a result, chiral symmetry remains an approximate
symmetry of QCD before the spontaneous chiral symmetry breaking occurs. The spon-
taneous symmetry breaking (SSB) mechanism then generates 8 nearly massless bosons or
namely 8 pseudo-Goldstone bosons (pGBs). In Sec. 1.1.2 we will show how the quark mass
contributions can be included in the chirally invariant Lagrangian of pseudo-scalar bosons.
The first immediate evidence of pGBs is in the spectrum of hadrons. As discussed,
the pseudo-scalar octets are unusually light compared with the rest of hadrons and whose
parity quantum number is consistent with that of expected for the generators of the broken
symmetry. This also means that the hadrons will no longer be degenerate with their parity
partners when the chiral symmetry is broken.6 We note in particular that the η′ does
not correspond to a SSB mechanism and so its mass is not protected to be small.7 The
other evidence for the existence of pGBs of a spontaneously broken symmetry had been
observed experimentally through pion-pion and pion-nucleon scattering experiments even
in pre-QCD era. The pipi scattering cross sections had been observed to vanish at low
energies. On the other hand, the most naive effective interaction among pions and nucleons
at low energies consistent with the parity of pions and nucleons failed to describe pion-
nucleon cross sections. Both of these cross sections could be reproduced if pions would only
derivatively couple to other hadrons. This is of course only consistent with the identification
5These masses are the Particle Data Group average of several lattice QCD determinations that are
converted to a renormalized mass in the MS scheme at scale µ = 2 GeV [58].
6Since the Hamiltonian of QCD is invariant under parity (ignoring nearly vanishing CP violating inter-
actions in Eq. (1.7)), the vacuum state and its parity partner are both the eigenstate of the Hamiltonian
with the same eigenvalues. However, it can be shown that these two degenerate states are eigenstates
of the axial charge Qˆ5,a ≡ ∫ d3xj05,a(x, t) with eigenvalues that differ in sign. After the spontaneous
symmetry breaking, only one of these vacua is picked, resulting in breaking the degeneracy between the
parity partners.
7Due to the heavier mass of the strange quark, the explicit chiral symmetry breaking is severe for the
case of SU(3) symmetry compared with its SU(2) subgroup. As a result, the pGB features of pions are
more prominent than that of strange mesons, see Fig. 1.2.
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of pions as the pGBs of a broken symmetry with an explicit shift symmetry as is evident
from Eq. (1.17). We will present these interactions in the following subsection.
Chiral perturbation theory for mesons and baryons
Lagrangian for pseudo-Goldstone bosons: The Lagrangian describing the dynamics of pGBs
can be constructed from field Σ in Eq. (1.17) order by order in powers of ∂Λχ ∼
p
Λχ
and
mq
Λχ
,
where p is the typical momentum of the process andmpGB denote the mass of the pGBs.
8 For
pseudo-scalar mesons to be Goldstone boson, they must only interact derivatively. However
as they are only pGBs due to non-vanishing mass of quarks, they can also couple non-
derivatively through insertions of the quark mass matrix defined as
M ≡

mu 0 0
0 md 0
0 0 ms
 . (1.20)
By promoting M to a dynamical field, namely a spurion field, which transforms under SU(3)
chiral symmetry as M → LMR†, its non-zero value can be interpreted as causing a SSB
similar to the field Σ. This provides the necessary ingredients to write down the leading order
(LO), O
(
p2
Λ2χ
,
m2pGB
Λ2χ
)
, chiral Lagrangian of pseudo-scalar mesons as following [169,170],
L(2)pGB =
f2pi
8
Tr
[
∂µΣ∂
µΣ† + 2B(MΣ† +M †Σ)
]
. (1.21)
This Lagrangian is invariant under the Lorentz and SU(3) chiral symmetry and its normal-
ization is chosen in such a way to reproduce the canonical normalization of the kinetic term
for pseudo-scalar mesons. It only contains one more parameter, or low-energy coefficient
(LEC), beside fpi which, upon a straightforward expansion in the pGB fields in EQ. (1.21),
can be related to the mass of mesons, e.g., B = m
2
pi
mu+md
. This indicates that each insertion
of the quark mass matrix counts as ∼ m2pGB in this treatment. The value of parameter B
8The mass of the next meson that is not a pGBs can be taken as the scale Λχ for which this effective
approach breaks down. This is the ρ meson with mρ = 775.26± 0.25 MeV. It gives rise to an expansion
parameter that is not typically small, mK
mρ
∼ 0.6, consistent with the expectation that the SU(3) symmetry
breaking is fairly severe given the mass of the strange quark. For processes that only involve pions and
nucleons, one can restrict the effective interactions to only respect the SU(2) chiral symmetry for which
the expansion parameter can only be as large as mpi
Λχ
= mpi
mK
∼ 0.3 for low-energy processes.
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can be directly matched to the value of the quark condensate using the Feynman-Hellman
theorem and is readily found to be
B = − 2
f2pi
〈0 |u¯u| 0〉 . (1.22)
At next to LO, O
(
p4
Λ4χ
,
p2m2pGB
Λ4χ
,
m4pGB
Λ4χ
)
, there are 8 distinct chirally invariant operators
with up to 4 derivatives and up to two insertions of quark mass matrix whose corresponding
LECs, the Gasser-Leutwyler coefficients [170], must be matched to experimental data on
meson-meson scattering. In doing such matching, the loop effects with insertions of the
leading operators in Eq. (1.21) must be taken into account. This is because these loop
contributions are enhanced compared with the tree-level contributions of the next order by
factors of log(µ/mpGB). µ is the renormalization scale in a mass-independent normalization
scheme such as MS that is used to renormalize the amplitudes when encountering the
UV divergences in loops [228], see for example Fig. 1.15. In particular, it is notable that
the scale-dependence of LECs at any order in a systematic EFT is canceled by that of
introduced by the chiral loops of previous order so that the amplitudes calculated at that
order is rendered scale independent.
The EFT procedure just described is a powerful method for the following reasons:
• Firstly, the dynamics of pGB is highly constrained by the chiral symmetry such that
the interactions of all pseudo-scalar mesons can be put in a universal form, e.g., Eq.
(1.21), eliminating the need to introduce several LECs at each order for different
members of the multiplet. This feature remains true in constructing the interactions
of pGBs with baryons as is discussed below.
• Once LECs that occur at a given order in EFT are matched to one or several observ-
ables, the EFT interactions can be applied in studying a wide range of phenomena
where such operators contribute, giving the EFT a predictive power. For example as
we just observed, the value of parameter f that was determined by matching to the
weak decay rate of the pion, can now be used to fully predict the pipi scattering cross
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f4π
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)
Figure 1.3: Diagrams contributing to pion-pion scattering in χPT up to NLO. Dashed lines
represent pions, the grey dot denotes the LO tree level vertex obtained from expanding Eq.
(1.21) in pion fields, while the grey square denotes the NLO vertex and depends on the
Gasser-Leutwyler coefficients. The power-counting of each diagram is given in the figure.
section at LO using Eq. (1.21). A straightforward calculation shows that [114]
t
(0)
0 (s) =
2s−m2pi
16pif2pi
, t
(1)
1 (s) =
s− 4m2pi
48pif2pi
, t
(2)
0 (s) = −
s− 2m2pi
16pif2pi
, (1.23)
at LO in chiral expansion, where t
(I)
l (s) denotes the pipi scattering partial-wave ampli-
tude in isospin channel I and partial-wave channel l, and s denotes the total invariant
mass of the pipi system.
• Despite phenomenological models with an arbitrary number of parameters – that
are fit to experimental data – with which no well-defined systematic uncertainty can
be associated, the EFT approach enables the quantification of errors in calculated
quantities in a systematic way. These errors result from neglecting higher order terms
in the low-momentum expansion.
• Such EFT technique determines the light-quark mass dependence of observables order
by order in the EFT expansion. This is particularly important as it enables making
predications for physical observable from lattice QCD calculations that are performed
at heavier quark masses. As long as the quark masses used in those calculations
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Figure 1.4: The LQCD determination of m2pia
(2)
0 r
(2)
0 for the I = 2 pipi scattering at the physical
point (the red star on the physical line denoted by a dashed green line). The band represents the
68% confidence interval interpolation of the LQCD result (the red rectangle) at mpi = 390 MeV [41].
The horizontal purple line denotes the LO χPT prediction in the chiral limit. The Roy equation
prediction [114] is shown by the black circle on the physical line. Figure is reproduced with the
permission of the NPLQCD collaboration.
produce pGB with masses within the range of validity of chiral perturbation theory,
the χPT expressions might be used to interpolate to the physical values of quantities.
A nice example of which is the determinations of the I = 2 S-wave pipi scattering
length, a
(2)
0 , and effective range, r
(2)
0 , at the physical point (physical values of light-
quark masses) using the LQCD input at mpi = 390 MeV as performed by the NPLQCD
collaboration [41]. The S-wave scattering length and effective range are defined via
the effective range expansion (ERE) at low energies,
k∗ cot δ0 = − 1
a0
+
1
2
r0k
∗2 + . . . , (1.24)
where k∗ denotes the momentum of each pion in the CM frame. These LQCD results
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have been used in the chiral expansions of these quantities at NLO in two-flavor χPT,9
mpia
(2)
0 =
m2pi
f2pi
[
1
8pi
+
3
128pi2
m2pi
f2pi
log
(
m2pi
f2pi
)
+ C1
m2pi
f2pi
]
,
mpir
(2)
0 =
24pif2pi
m2pi
+ C2 +
17
6pi
log
(
f2pi
m2pi
)
, (1.25)
where C1 and C2 are two combinations of Gasser-Leutwyler coefficients, renormalized
at scale µ = fpi, and are fit to LQCD data at this pion mass. This results in impres-
sively precise determinations of scattering length and effective range at the physical
point,10
mpia
(2)
0 = 0.0417(07)(02)(16), mpir
(2)
0 = 72.0(5.3)(5.3)(2.7), (1.26)
in 1σ agreement with the determination of these parameters from the Roy (dispersion
relation) analysis [324] of experimental data with the χPT input [12,114]. This exam-
ple demonstrates the role of EFT in empowering the LQCD calculations at yet unphys-
ical pion masses to make predictions for the physical point. Besides the low-energy
scattering parameters [14,32,34,35,40,41,45,95,144,145,248–250,262,299,305,306,364],
the masses of hadrons and their decay constants are among quantities that are being
extensively studied through a combination of LQCD and EFTs (For reviews on these
calculations see Refs. [13, 247, 265, 313]). We will present an example of the use of
EFTs in deducing the FV corrections to the mass of the nucleons in Sec. 1.3.
Lagrangian for Baryon octets: Let us first focus on the the case of SU(2)L × SU(2)R in
constructing the Lagrangian. We present the general result for the case of SU(3) chiral
symmetry later. First note that the transformation property of nucleons doublet, N = p
n
, under SU(2)L × SU(2)R is not constrained - in contrary to the pGB field Σ,
so we can take the freedom to choose it. The simplest transformation, NL → LNL and
NR → RNR, where left-handed and right-handed nucleons transform separately, turns out
9We are using the nuclear physics convention for the sign of scattering length where a positive scattering
length corresponds to an attractive interaction.
10The numbers in parentheses denote the statistical and systematic uncertainties of various sources as
explained in Ref. [41].
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to not be the most convenient one. We can require the same transformation for the left-
handed and right-handed components,
N˜L → UN˜L, N˜R → UN˜R, (1.27)
where U is an element of SU(2). This can be achieved if we redefine (dress) the nucleon
field as following
N˜L ≡ ξNR, N˜R ≡ ξ†NL, (1.28)
where ξ =
√
Σ can be seen to transform under SU(2)L × SU(2)R as
ξ → LξU † = UξR†. (1.29)
In order for the familiar free nucleon Lagrangian Niγµ∂µN to remain invariant under
(local) transformation (1.27), the minimal coupling to a vector field Vµ must be introduced
to assure the covariant derivative Dµ = ∂µ + Vµ transforms properly under the chiral
transformation, DµN → U(DµN).11 This can be seen to be satisfied if Vµ is chosen to be
Vµ = 1
2
(ξ†∂µξ + ξ∂µξ†), (1.30)
given its transformation property Vµ → UVµU † + U∂µU †. Another chiral invariant term in
the nucleon Lagrangian is possible by forming the following combination
Aµ = i
2
(ξ†∂µξ − ξ∂µξ†). (1.31)
Since this combination transforms as Aµ → UAµU †, it can directly couple to nucleons at LO
in a chirally invariant way although its coefficient is not protected by the minimal coupling
mechanism as for the vector fields. Then the leading chiral Lagrangian describing nucleons
and their interactions with the pGBs (through field ξ) can be written as [172]
L(1)N,pGB = N(iγµDµ −MN + gAγµγ5Aµ)N, (1.32)
where the only new LEC is gA whose value can be matched to the neutron semi-leptonic
weak decay, gA = 1.2701(25) [58].
11We reassign the notation N to nucleon fields that transform as in Eq. (1.27).
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Extending the formalism to the case of SU(3) chiral symmetry is now straightforward
by noting that the baryon octet fields,
B =

Σ0√
2
+ Λ√
6
Σ+ p
Σ− −Σ0√
2
+ Λ√
6
n
Ξ− Ξ0 − 2Λ√
6
 , (1.33)
can be made to transform as B → UBU †, and as a result the Lagrangian in Eq. (1.38) can
be generalized to [237]
L(1)B,pGB = Tr
[
B(iγµDµ −MB)B
]−DTr [B¯γµγ5{Aµ, B}]− FTr [B¯γµγ5[Aµ, B]] , (1.34)
where D and B are two new LECs that can be determined by matching to semi-leptonic
weak decay decays of baryons octets, D ≈ 0.8 and F ≈ 0.5 [73]. At NLO, the insertions of
the quark mass matrix must be taken into account . Given the transformation properties
of B, ξ and M as discussed above, the most general Lagrangian at this order can be readily
formed,
L(2)B,pGB = a1Tr
[
B(ξ†Mξ† + h.c.)B
]
+ a2Tr
[
B¯B(ξ†Mξ† + h.c.)
]
+ a3Tr
[
B¯B
]
Tr [MΣ + h.c.] ,
(1.35)
in which three new LECs are introduced.
An apparent problem in developing a power-counting scheme for EFTs with baryons is
that the mass of the baryons is of the order of the chiral symmetry breaking scale, and as a
result an expansion in MB/Λχ is meaningless. To resolve this issue [220], one should notice
that in the heavy field limit, the momentum transfer between baryons and pGBs remains
small. So by performing a field redefinition, the large contribution to the baryon momentum,
Pµ = mvµ + lµ, due to its mass can be canceled, leaving a small residual momentum lµ,
where vµ is the baryon four velocity. Let us focus on the case of nucleons and rewrite the
N field as
N = e−iMNv.x(Nl +Nh), (1.36)
where
Nl = e
iMNv.xP+v N, Nh = eiMNv.xP−v N, (1.37)
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with projection operators P±v = 1±γ
µvµ
2 . Then it is straightforward to see that in the heavy
field limit, when v = (1, 0, 0, 0), P+v projects out the upper components of the nucleon
spinor with energy E −MN while P+v project the lower components of the nucleon spinor
with energy E −MN . With this decomposition, the only dynamical field that survives as
MN →∞ is Nl whose corresponding Lagrangian can be written as [220]
Lˆ(1)N,pGB = N l(iD0 − gAσ ·A)Nl, (1.38)
at LO in 1/MN expansion where σ are Pauli matrices of SU(2) in the spin space. Note
that the mass term in Eq. (1.38) is now canceled via such non-relativistic (NR) reduction.
This formalism, that is known in literature as heavy-baryon χPT (HBχPT), makes the
EFT calculations involving baryons considerably easy specially at higher orders. For future
use, let us make explicit the interactions among nucleons and pions in this Lagrangian by
expanding the ξ field in Eq. (1.38) in powers of pion fields. After neglecting terms with
more than two pion fields, one arrives at
Lˆ(1)piN = N l
[
i∂0 − 1
4f2pi
τ · (pi × ∂0pi)− gA
2fpi
τ · (σ · ∂)pi
]
Nl, (1.39)
where τ are the Pauli matrices of SU(2) in the isospin space. Several interesting processes
can be studied with this Lagrangian including the pion-nucleon scattering and the quark-
mass dependence of nucleon mass. We will use this Lagrangian in the next section to
evaluate the FV corrections to the mass of nucleons, and later in chapter 5 to improve such
volume corrections by modifying the quark-field boundary conditions in a finite volume.
The interactions of pGBs and baryons with external fields such as EM field can be also
included in the EFT. For the case of electromagnetism, for example, a minimal coupling of
hadrons to the photon field Aµ will account for such interactions at LO. It is notable that
the quark electric charge matrix Q,
Q =

2
3 0 0
0 −13 0
0 0 −13
 , (1.40)
breaks chiral symmetry explicitly just as the quark mass matrix and its inclusion in the
chiral Lagrangian follows in a similar fashion. We will not discuss this extension of EFT
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Lagrangian here and refer the reader to various comprehensive reviews on χPT and its
applications as can be found in Refs. [149,230,276,308,330]. In studying EM FV corrections
to the mass of hadrons in chapter 6, we introduce a simple NR EFT that captures the
features of the EFTs coupled to EM fields.
Effective field theories for nucleons
EFT potentials and Weinberg power counting : In early 1990s, Weinberg proposed that
the phenomenological potentials of nuclear physics [217, 245, 274, 301, 302] can be replaced
with potentials that are systematically constructed from chiral EFT interactions [353–355].
The uncertainties of the nuclear few- and many-body calculations due to neglecting higher
order terms in the EFT forces can then, in principle, be systematically estimated. This
procedure goes as follows:
1. Write down, order by order in χPT, the potential among two nucleons. At LO, there is
no contribution from three (and more) nucleon forces. The one-pion exchange (OPE)
potential, which was also included in the phenomenological NN potentials to account
for the long-range force among nucleons, contributes at LO. In the static limit
V
(LO)
1pi (p,p
′) = − g
2
A
2f2pi
τ1 · τ2σ1 · q σ2 · q
q2 +m2pi
, (1.41)
where p and p′ are the three momenta of the two interacting nucleons and q is the
three momentum of the exchanged pion, see Fig. 1.5. It consists of both central
and tensor force and therefore can account for L = 0 and L = 2 angular-momentum
mixing in the deuteron (total spin S = 1 and total isospin I = 0) wavefunction, see
chapter 3.
In order to describe the short-range nuclear force and to renormalize away the δ-
function singularity of the OPE potential (in position space), two four-nucleon contact
operators, with coefficients CS and CT must be introduced at the same order, giving
rise to the potential
V
(LO)
CT (p,p
′) = CS + CTσ1 · σ2. (1.42)
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+
Figure 1.5: The LO contributions to the NN potential in the Weinberg power counting. Solid
(dashed) line represents the nucleon (pion). The black dot denotes the four-nucleon contact, CS or
CT .
One keeps going to higher orders in the p/Λχ expansion, by including multi-pion
exchange potentials with leading as well as higher order pion-nucleon vertices, and by
including as many contact interactions needed to renormalize the UV singularities at
any given order.
2. Given the potential, calculate the NR scattering amplitude, M, by solving the NR
Lippmann-Schwinger equation,
iM(p′,p) = V (p′,p) +
∫
d3p′′V (p′,p′′)
MN
p2 − p′′2 + i iM(p
′′,p). (1.43)
3. By fitting to the well-known scattering phase shifts in various NN channels, constrain
the LECs of the EFT potentials, including those of the contact terms.
4. Solve the many-body problem by inputting these constrained EFT potentials to make
predictions for the properties of few and many-body nuclear system, see e.g. Refs.
[74, 75,174,175,243,252,273,321,347].
Unfortunately, Weinberg procedure, despite producing potentials in a systematic way,
does not give rise to a consistent power counting in all the two-nucleon channels, and the
phase shifts obtained with this method typically diverge as the cutoff used to regularize the
divergences is taken to infinity. This undesired scale dependence of physical quantities in the
Weinberg power counting can be understood from Eq. (1.43) where, for example inputting
the LO potential in the integral equation results in a summation of the LO interactions
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Figure 1.6: The diagrammatic representation of the Lippmann-Schwinger equation. Solid lines
represent the nucleons.
to all orders, see Fig. (1.6). Therefore the amplitude obtained at this order is not a true
LO amplitude as it contains higher order loops. Unfortunately these higher order terms,
e.g. two-pion exchange, etc., suffer from singularities that cannot be renormalized given
the absence of the contact interactions at this order. These interactions only appear in the
expansion of the potential at higher orders which are not included in the LO potential that
is used in the Lippmann-Schwinger equation. This means that the calculated amplitude
is divergent as the cutoff is taken to infinity, and in this sense this procedure cannot be
regarded as a genuine EFT approach. In practice, the uncertainty associated with the
determination of a given quantity with this method is estimated by varying the cutoff scale
in the calculation. For a nice review of chiral nuclear forces, see Ref. [276].
NN interactions with Kaplan-Savage-Wise power counting : Instead of working with
potentials, one can directly relate scattering amplitudes to the interaction Lagrangian order
by order in a low-energy expansion scheme. In the two-body elastic scattering at low
energies,12 the relevant intrinsic scales are the scattering length and effective range – and
shape parameters as defined in Eq. (3.2). One might think that given the effective range
expansion, the scattering amplitude can be straightforwardly written as expansions in pa
and pr where p is the typical momentum of the process, i.e. the energy of each particle
in the CM frame p ∼ k∗ or the mass of the pions p ∼ mpi. In fact this turns out to be
12Below the t-channel cut, E∗ = mpi/2.
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the case in many of the scattering channels. However, the S-wave NN scattering represents
unnatural features arising from seemingly fine-tuned interactions. This is manifested in
the large scattering length of the system, for example in the 1S0 channel where a
(1S0) =
−23.714 ± 0.013 fm  1mpi . The same feature is seen in the 3S1 − 3D1 coupled channel
where a(
3S1−3D1) = 5.423 ± 0.005 fm  1mpi , giving rise to a near threshold bound state,
the deuteron, whose binding energy, ∼ 2 MeV, is much smaller than that set by the typical
QCD scale, ΛQCD. The unnaturalness in these channels indicates that the LO scattering
amplitude does not count as ∼ p0, but is instead of ∼ p−1,
M = 4pi
MN
1
k∗ cot δ − ik∗ = −
4pi
MN
1
1/a+ ik∗
[
1 +
r/2
(1/a+ ik∗)
k∗2 + . . .
]
, (1.44)
where k∗ = √MNE∗ with E∗ being the CM energy of two-nucleon system. A sensible
power counting at low energies must be able to reproduce this effective range expansion
of the amplitude. Clearly, the OPE interaction of nucleons comes at ∼ p0 and cannot
be counted as a LO interaction. The momentum-independent contact interaction, with
coefficient C0 then must be responsible for the LO amplitude, provided that it scales as
∼ p−1. This requires the chain of bubble diagrams with insertions of this leading operator
to all scale at most as ∼ p−1 or otherwise one loses control over these contributions. A
suitable regularization scheme to ensure this scaling is the dimensional regularization with
the power-divergence subtraction (PDS) scheme, as proposed by Kaplan, Savage and Wise
(KSW) in late 1990s [232,233]. Explicitly the LO amplitude, according to Fig. 1.7, can be
written as
M(LO) = −C0
1− IPDS0 C0
=
−C0
1 + MN4pi (µ+ ik
∗)C0
, (1.45)
where
I0 = −i(µ
2
)4−d
∫
ddq
(2pi)d
i
q0 − q22MN + i
i
E∗ − q0 − q22MN + i
= −MN (−MNE∗ − i)(d−3)/2Γ
(
3− d
2
)
(µ/2)4−d
(4pi)(d−1)/2
, (1.46)
with d being the dimensionality of spacetime and µ being the renormalization scale. As is
seen, although I0 does not have any singularity in d = 1 + 3 dimensions, it is singular in a
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Figure 1.7: The contribution from the leading contact interaction C0 is summed up to all orders,
giving rise to the the leading scattering amplitude consistent with unnaturally large scattering am-
plitude in the S-wave NN channels. Note that due to the PDS scheme, each term in the expansion
comes at the same order, O( 1p ), in contrast with the MS or momentum subtraction schemes, see
Refs. [232,233].
lower dimension d = 1+2 (corresponding to the power divergence of I0 in 4 dimensions that
is absent in the dimensional regularization). PDS scheme prescribes that this pole must be
subtracted from I0 and therefore making the result µ dependent,
I
(PDS)
0 = I0|d=4 − I(div.)0 |d=3 = −
MN
4pi
(µ+ ik∗), (1.47)
giving rise to Eq. (1.45). Now by comparing Eq. (1.45) and Eq. (1.44) one will find that
C0 indeed scales as p
−1
C0(µ) =
4pi
MN
(
1
−µ+ 1/a
)
, (1.48)
given that µ ∼ p 1/a.
At NLO, not only the OPE contributes,13 but also the insertions of both C2∇2 and
D2m
2
pi operators must be taken into account. Given that each loop scales as ∼ p, these coef-
ficients must scale as ∼ 1
p2
. In addition, the initial and final nucleon legs must be dressed by
the chain of C0 bubbles as they give rise to O(1) = (1p)(p) contributions. We will not discuss
these contributions in details here, however we can already see that this expansion, with
the devised power counting, systematically treats pion exchanges perturbatively, and the
scale dependence of the amplitudes at each order is completely removed by the introduction
13For scattering processes above the t-channel cut, E∗ > mpi/2.
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of corresponding counter terms, i.e. coefficients of the contact interactions that are repre-
sentative of the short-distant physics of the problem. It is also notable that the pion-mass
dependence of the NN interactions systematically arises from these EFT interactions.14 For
a nice review of EFTs for nucleons, see Ref. [230].
Although the KSW EFT for nucleons has been shown to be a powerful method in studies
of the electroweak transitions in the few-body systems, as well as in developing an EFT for
three-nucleon systems, it suffers from a slow convergence in the 1S0 channel and is not
converging in the 3S1 − 3D1 channel [164, 165]. In the coupled 3S1 − 3D1 channels, the
piece in the OPE potential that survives in the chiral limit is large enough to ruin the
convergence of an EFT with perturbative pions. This problem is however alleviated in
the Weinberg power counting where pions are treated nonperturbatively. This has led the
authors of Ref. [31] to propose a better power-counting scheme which requires an expansion
around the chiral limit. The community remains in need for a better EFT for nuclear
interactions which does not suffer from the drawbacks of the approaches mentioned here.
Nonetheless, these EFTs have widely been used in studying a variety of nuclear systems
[22,157–160,175,190,191,199–201,203,208–210,225,226,243,298,322,323,336,346,359]. The
uncertainties on three- and multi-nucleon force parameters remain a significant source of
uncertainty in some of these calculations. Due to limited experimental data, the help of
LQCD to constrain these parameters will be crucial in the upcoming years.
1.2 Lattice Quantum Chromodynamics
A non-perturbative approach in solving QCD, without making any assumption about the
strength of the coupling or the energy scale, is via the path integral formalism. In this for-
malism, physical quantities are evaluated by taking expectation values of the corresponding
operators in the background of the QCD vacuum,
〈Oˆ〉 = 1Z
∫
DAµDqDq¯ eiSQCD Oˆ, (1.49)
14At energies well below the pion mass, the pions can be integrated out from the EFT, giving rise to the
pionless EFT. In chapter 3, we will work with this EFT, along with the use of a dimer field, to reproduce
the ERE in NN systems.
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Uν(n+ µˆ)L
T
Uµ(n)
q¯n+aµˆ
qn
aUµ(n)
L
Figure 1.8: A 2 + 1 dimensional cubic lattice is shown in the left panel. The (trace of) plaquette
and the product of quark, the link variable and the antiquark (right panel) are two examples of
gauge-invariant constituents of the lattice gauge theories in their compact formalism.
where Z = ∫ DAµDqDq¯ eiSQCD denotes the QCD partition function, SQCD = ∫ d4x LQCD
is the action and LQCD is given in Eq. (1.8). Evaluating this path integral in practice
requires several steps to be followed:
1) A discrete action: The path integral in Eq. (1.49) is only defined rigorously if the
degrees of freedom of the theory are discrete. Numerical evaluations become plausible in
practice, firstly, with a measure that is nonoscillatory. This can be achieved by a Wick
rotation of the coordinates to Euclidean spacetime, t→ iτ so that iSQCD → −S(E)QCD where
S
(E)
(QCD) is purely real. Secondly, the number of degrees of freedom of the integration must
be finite, requiring the spacetime to be truncated to a finite region in both spatial and
temporal directions and to be discretized. Lattices with geometry of a hypercube are the
most convenient choices in LQCD calculations, see Fig. 1.8, although the anisotropic cubic
lattices with lattice spacing in the temporal direction being finer than that of the spatial
direction are being also used. The spacing between two adjacent lattice sites, a, must be
small compared with the hadronic scale, a Λ−1QCD, while the spatial extent of the volume,
L, must be large compared with the Compton wavelength of the pions which sets the range
of hadronic interactions, L m−1pi , see Sec. 1.3.
Quark fields are placed on the lattice sites, and a choice for defining the gauge fields, as
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plotted in Fig. 1.8, is through the Wilson link variables,
Uµ(n) ≡ eigAµ(n). (1.50)
These are the elements of the SU(3) Lie group and transform under a local gauge transfor-
mation as
Uµ(n)→ Uµ(n)′ = V (n)Uµ(n)V †(n+ µˆ), (1.51)
where V is an element of the Lie group. The use of link variables, which is called the compact
formulation of lattice gauge theories, is a convenient choice as it makes the implementation of
gauge invariance on the lattice straightforward. In fact, the only gauge invariant quantities
are the gauge links starting and ending at the quark fields, and the trace of any closed loop
formed by the gauge links, Fig. 1.8. With these gauge invariant blocks, we can write down
a Lagrangian for QCD interactions on the lattice that recovers the Lagrangian in Eq. (1.8)
once the continuum limit is taken. A common choice of action is the Wilson action [361]
which uses the elementary plaquette, defined as Pµν;n ≡ Uµ(n)Uν(n + µˆ)U †µ(n + νˆ)U †ν (n),
see Fig. 1.8, for gluons and the Wilson fermions formulation for the quarks,
S
(E)
Wilson =
β
Nc
∑
n
∑
µ<ν
<Tr[1− Pµν;n]
−
∑
n
q¯n[m
(0) + 4]qn +
∑
n
∑
µ
[
q¯n
r − γµ
2
Uµ(n)qn+µˆ + q¯n
r + γµ
2
U †µ(n− µˆ)qn−µˆ
]
,
(1.52)
where n runs over all the N3s ×Nt lattice points and β ≡ 2Ncg2 is the lattice coupling constant
with Nc = 3 for QCD. Note that the action is written in terms of dimensionless fields and
parameters. Explicitly, the continuum field q at point na is replaced by a−3/2qn and the
continuum bare mass of the quarks m(0) is replaced by a−1m(0). r is the Wilson parameter
whose value is commonly set to 1 in the calculations. The sum over quark flavors is left
implicit.
The gluonic part of the action clearly recovers the continuum action in Eq. (1.6) up
to corrections that scale as a2, and leads to the following lattice propagator in momentum
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space
a−2D(G)Wilson(k) =
i
4
∑
µ sin
2
(
kµ/2
) , (1.53)
where the Feynman gauge is used to fix the gauge and kµ = kµa.
15 The fermionic part of
the action is nothing but what is expected from a naive discretization of the Dirac operator
in Eq. (1.1) – with the inclusion of link variables to render the discrete derivative gauge
invariant – plus an additional contribution proportional to r. This latter contribution is
introduced by Wilson to circumvent the so-called fermion doubling problem, due to which
the continuum limit of the naive Dirac fermions leads to 24 degenerate fermions. One way
to see this problem is by studying the Wilson quark propagator that we use extensively in
chapter 2 to study the lattice operators perturbatively, and can be derived readily from the
action in Eq. (1.52),
a−1D(F )Wilson =
−i∑µ γµ sin (kµ)+ 2r∑
µ
sin2
(
kµ/2
)
+m(0)∑
µ sin
2
(
kµ
)
+ (2r
∑
µ
sin2
(
kµ/2
)
+m(0))2
. (1.54)
When r = 0, the poles of the propagator for m(0) = 0 occur at 16 distinct momenta, k¯,
(0, 0, 0, 0), (±pi, 0, 0, 0), (0,±pi, 0, 0), . . . , (±pi,±pi,±pi,±pi), (1.55)
however, only the k¯ = 0 pole is the desired continuum pole. By adding the Wilson term,
the doublers that correspond to |k¯| ∼ pi acquire a mass that, in the continuum limit, scale
as m(r) ∼ r/a and will therefore decouple from theory due to their heavy mass.
The downside of the Wilson action is that it breaks the chiral symmetry explicitly. As
is evident from action (1.52), the terms proportional to r behave similar to the quark mass
term and mix the left-handed and right-handed quarks. As it turns out, these are universal
problems with most of the discretized fermionic actions that can be nicely summarized
via the Nielsen-Ninomiya theorem [295]. The theorem states that a lattice Dirac operator
15Due to the use of manifestly gauge-invariant path integral, the compact formulation of lattice gauge
theories does not require gauge fixing. This is in contrast with a non-compact formulation where the
gauge fields remain the explicit degrees of freedom and the continuum action is discretized directly. This
is the popular formulation used in pure lattice QED calculations and so requires fixing the gauge, see
chapter 6.
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cannot simultaneously 1) be a periodic function of momentum and analytic except at p 6= 0,
2) be proportional to γµpµ in the continuum limit, and 3) anticommute with γ5. It is clear
that the naive Dirac operator satisfies both 2 and 3 but fails to meet the first condition
given the presence of doublers. The Wilson Dirac operator on the other hand satisfies 1
and 2 but it does not anticommute with γ5 signifying its chiral symmetry breaking feature.
Solutions to the lattice fermions’ puzzle include the domain-wall fermions [227] and overlap
fermions [293, 294] that both belong to the category of the Ginsberg-Wilson fermions.16
Ginsberg and Wilson relation [176] redefines the chiral symmetry on the lattice,
{D, γ5} = aDγ5D, (1.56)
with D being a dimensionful Dirac operator, and therefore breaks the last condition in the
Nielsen-Ninomiya theorem. It however ensures that the chiral features of the continuum
fermions, including the chiral anomaly, are exactly reproduced as long as the operator D
satisfies this relation. Unfortunately, numerical simulations of both domain-wall and overlap
fermions comes with additional cost compared with Wilson fermions.17 Nonetheless, the
use of the chiral lattice fermions in LQCD calculations has become more common as the
computational resources improve. A nice review of fermions and chiral symmetry on the
lattice can be found in Ref. [231].
2) Generate gauge-filed configurations: Now that we have a discrete action with the
desired continuum limit, let us go back to the path intergarl we aim to evaluate,
〈Oˆ〉 = 1Z
∫
DUµDqDq¯ e−S
(G)
lattice[U ]−S
(F )
lattice[U,q,q¯] Oˆ[U, q, q¯], (1.57)
where we have split the action to the purely gauge part and the fermionic part, and have
left the superscripts E for the Euclidean action implicit. This expectation value can be
written as
〈Oˆ〉 = 1Z
∫
DUµ e−S
(G)
lattice[U ]ZF [U ] 〈Oˆ〉F , (1.58)
16Domain-wall fermions only satisfy the Ginsberg-Wilson relation in a particular limit, i.e. when the
domain-walls separation is infinite.
17Simulating domain-wall fermions includes adding an extra dimension to the calculation of the quark
propagators while simulating overlap fermions requires inversion of an extra operator beside the overlap
operator, see Refs. [218,231,234] for more details.
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where the path integral over gauge links U are separated from that of the fermionic path
integrals with
〈Oˆ〉F = 1ZF
∫
DqDq¯ e−S(F )lattice[U,q,q¯]O[q, q¯, U ], (1.59)
and ZF is the partition function of the fermions which will still depend on the value of the
gauge link. By expressing the fermionic action as S
(F )
lattice =
∑
n,m q¯nDn,mqm, where Dn,m is
the matrix element of one of the chosen lattice operators discussed above in position space,
the fermionic partition function can be written as
ZF =
∫
DqDq¯ e−S(F )lattice[U,q,q¯] =
∏
f
detDf , (1.60)
where the product of the determinant of Dirac operator matrix, Df , corresponding to each
dynamical flavor is explicit. Now from Eq. (1.58) it is clear that once the fermionic expec-
tation value 〈Oˆ〉F is computed, the full expectation value can be computed using a Monte
Carlo sampling integration with the probability measure 1Z e
−S(G)lattice[U ]
∏
f detDf . An im-
portant property of the lattice Dirac operators, the γ5-hermiticity D
† = γ5Dγ5, ensures
that the determinant of the Dirac operator is real, providing a well-defined sampling weight
in the numerical evaluation of the expectation values. LQCD calculations with dynamical
fermions require computing the gauge-field configuration with a distribution that depends
on the fermion determinant – the determinant of the Dirac operator which is a large ma-
trix with dimensionality (12N3s ×Nt)2 (on each spacetime point on the lattice there are 3
color and 4 spinor degrees of freedom for each flavor of quarks). After each configuration
generation both the gauge part and the determinant part must be updated simultaneously
to generate the next configuration.18
When a large number of almost statistically uncorrelated gauge field configurations, N ,
are generated, the statistical average
〈Oˆ〉 = 1
N
N∑
i
〈Oˆ〉F [U (i)], (1.61)
18As a result, early LQCD calculations were limited to the quenched approximation where the fermion
determinant is set to one to reduce the computational cost of the gauge-field configurations. Unfortu-
nately quenching is an uncontrolled approximation and only describes QCD if the quarks were infinitely
heavy. Nowadays, the growth in the computational resources available to LQCD calculations has en-
abled abandoning this approximation and has made the use of dynamical configurations viable in most
calculations.
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is an estimator of the the expectation value in Eq. (1.58), where U (i) is the ith generated
configuration.
3) Form the correlation functions: The next step of the calculation is observable depen-
dent and requires both analytical and numerical evaluation to determine 〈Oˆ〉F . Here we are
interested in the n-point correlation functions of (multi) hadrons from which one can extract
masses and the low-lying energies. Let Oˆ† denote the interpolating operator that creates a
(multi-)hadron states from the vacuum of QCD and Oˆ be an interpolator that annihilates
the state. With the notation used in Eq. (1.57), Oˆ ≡ OˆOˆ†. In order for an interpolating
operator to have overlap with a desired state, it must share the same quantum numbers, e.g.
the particle number, flavor, spin, parity, charge conjugation, etc., as that of the state. For
example the pi+ state can be created by a bilinear quark operator Opi
+† = uγ5d. In order
to calculate the correlation function, we need to perform the fermionic path integral that
appears in the expectation value 〈Oˆ〉F which is a usual Grassmann integration. This part
is called the quark Wick contractions and for the case of pi+ two-point correlation function
can be performed as following
〈Oˆpi+(n)Oˆpi+†(0)〉F = 〈da,α(n)γ5αβuaβ(n) ub,α′(0)γ5α′β′dbβ′(0)〉F
= −γ5αβγ5α′β′ 〈dbβ′(0)da,α(n)〉d 〈uaβ(n)ub,α′(0)〉u
= −γ5αβγ5α′β′ (D−1d )ba,β′α(0, n)(D−1u )ab,βα′(n, 0)
= −Tr [γ5D−1u (n, 0)γ5D−1d (0, n)]
= −Tr [D−1u (n, 0)D−1d (n, 0)] , (1.62)
where we have chosen to create the pion at the origin and annihilate it at coordinate n.
The trace is taken over spin and color degrees of freedom and the negative sign has been
resulted from anti-commutation of the Dirac fields in the second line. In the last line the
γ5-hermiticity of the Dirac operator has been used. The resulting correlation function has
been pictorially shown in Fig. 1.9. The value of the inverse Dirac operator depends on
the value of the link variable, therefore for each gauge-field configuration generated in the
previous step, the inverse of the Dirac operator must be evaluated.19
19When the value of the light-quark masses that are used are close to their physical values, the small
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Figure 1.9: The Wick contractions in the evaluation of the pi+ two-point correlation functions.
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Figure 1.10: The Wick contractions in the evaluation of the pi0 two-point correlation functions.
For flavor-singlet quantities, such as pi0, there are additional contributions to the corre-
lation functions, namely the disconnected contributions, that put limitations on the calcu-
lation of such quantities with the current computational resources.20 Explicitly for the pi0
correlator with Oˆ = 1√
2
(uγ5u− dγ5d), we have
〈Oˆpi0(n)Oˆpi0†(0)〉F = −1
2
Tr
[
γ5D−1u (n, 0)γ
5D−1u (0, n)
]
+
1
2
Tr
[
γ5D−1u (n, n)
]
Tr
[
γ5D−1u (0, 0)
]
−1
2
Tr
[
γ5D−1u (n, n)
]
Tr
[
γ5D−1d (0, 0)
]
+ {u↔ d}, (1.63)
eigenvalues of the Dirac operator causes difficulties in numerical evaluations of the inverse matrix given the
limited statistics. This is among the reasons for the numerical limitations faced by the LQCD community
in approaching the physical point.
20Some LQCD collaborations have started including the disconnected diagrams in their calculations, see
Refs. [2, 7, 8, 19,115,138,352].
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as depicted in Fig. 1.10. The second and third term, which contain the propagator from
a single lattice point to itself, require evaluations of the all-to-all propagators.21 This
introduces substantial extra cost in calculations as now instead of a column in the inverse
Dirac operator matrix in position space, one needs to calculate the full matrix.
As the number of hadrons increases, the quark contractions to be performed become more
involved, however the procedure described above remains the same. By taking advantage of
various symmetries of multi-hadron systems and optimal choices of interpolators, the num-
ber of required contractions can be substantially reduced, see Refs. [124,125,127,131,333].
Due to the progress in the algorithms that perform contractions required in the evaluation
of multi-baryon correlation functions [124, 131], obtaining the correlation functions of sev-
eral nuclei up to 28Si are shown to be computationally plausible [124]. Such developments
gave rise to the first LQCD determination of the binding energies of the light nuclei and
hypernuclei (up to atomic number 5) albeit at the heavy pion mass mpi ≈ 800 MeV by the
NPLQCD collaboration [33], followed by the another determination of the binding of nuclei
at a slightly lighter pion mass mpi ≈ 500 MeV by Yamazaki, et al. [365].
4) Extract masses and energies: Let us first project the correlation function to a mo-
mentum P ,
C(P;n4) =
∑
n
eiP .na〈Oˆ(n, n4)Oˆ†(0, 0)〉. (1.64)
Then upon inserting a complete set of states and using Oˆ(n, n4) = e
Hˆn4Oˆ(n, 0)e−Hˆn4 (where
Hamiltonian operator is defined through the lattice transfer matrix), the correlation function
in the limit of large (Euclidean) time becomes
C(P;n4) =
∑
k
∑
n
eiP .na〈0|Oˆ(n, n4)|k〉〈k|Oˆ†(0, 0)|0〉
= A0e
−E(P )|n4|a
(
1 +O(e−∆E(P )|n4|a)
)
, (1.65)
where E(P ) is the lowest energy eigenvalue of the system and is related to the three-
momentum through a (lattice) dispersion relation. ∆E(P ) denotes the difference between
21It must be noted that in the isospin limit, where the masses of mu and md are set equal in the calcula-
tions, the disconnected contributions to the pi0 correlator vanish. This is the case for most of the lattice
calculations that are currently performed. For isosinglet quantities such cancellation, even in the isospin
limit, does not occur.
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the ground state energy and the first excited state energy. A0 accounts for the overlap of
the interpolator used onto the ground state.
A useful quantity which is commonly plotted is the effective mass/energy, defined as
meff (nt) = ln
C(P;nt)
C(P;nt + 1)
. (1.66)
As is clear, once the system approaches its ground state at large times, this quantity becomes
constant. This defines a plateau region the the effective mass plot (EMP) as a function
of time from which the ground state energy of the system can be read off. By using a
larger basis of interpolating operators and by increasing the number of correlation function
measurements, the excited state energies of the system can as well be extracted, see Refs.
[24, 28,29,37–39,41,128,137,142,144,150,303,349,364,366].
In Sec. 1.1.2, as an example of the interplay between LQCD calculations and the low-
energy effective field theories, we presented the result of a LQCD determination of the
scattering parameters of the pipi system in the I = 2 channel by the NPLQCD collaboration
[41]. Here we show the immediate output of this calculation which are the energy eigenvalues
in Fig. 1.11 through EMPs. The plateau region can be clearly identified from the plots
Figure 1.11: The EMPs of the pipi system in the I = 2 channel produced by the NPLQCD collabora-
tion [41]. The plots correspond to two different values of the total CM momentum |P | ≡ PCM = 0, 1.
Energy and time are made dimensionless using the temporal extent of the (anisotropic) lattice used
in this calculation, at ≈ 0.035 fm. Different colors represent different energy levels labeled by index
n. Figure is reproduced with the permission of the NPLQCD collaboration.
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before the noise dominates the signal at later times. The calculations of the correlation
functions have been done with various different total momenta P to increase the number
of energy levels extracted. We will come back to this example in Sec. 1.3.2 and discuss a
non-trivial step that led to the result presented earlier in this chapter.
5) Interpret the results: The energy levels (masses) are the output of the calculations we
discussed so far. The final step is to try to make sense of these extracted quantities in terms
of physical quantities, i.e. those that correspond to the continuum infinite-volume limit of
the calculations (and the physical light-quark masses when the calculations have not been
performed with physical values of quark masses). Usually, available computational resources
allow for multiple calculations with few several lattice spacings, volume sizes and quark
masses and therefore extrapolations (interpolations) to the physical point are plausible.
The rest of this thesis deals with situations where such extrapolation (interpolations) are
not practical or when the determination of the physical quantities depends on calculations
away from the physical scenarios, e.g. in determination of scattering parameters. We will
not discuss the pion-mass interpolations further in the following, and will focus on the
continuum and infinite-volume limits. Since the discussion of the finite-volume (FV) effects
is rather extensive in the following chapters, we take the opportunity to introduce and
motivate the FV formalism for LQCD in more details in the next section of this chapter.
1.3 Infinite-volume Observables from a Finite-volume Formalism
1.3.1 Single-particle sector
Given the finite extent of the volumes used in LQCD calculations, one should expect the
masses extracted form the large-time behavior of lattice two-point correlation functions are
not equal to their infinite-volume values. Qualitatively, this can be understood by noting
that due to polarization effects, the exchanged particles can propagate to the boundaries of
the volume and cause corrections to the mass that differ from those of the scenario when
the boundary is in infinity. For the case of QED interactions, it is the photon that gives
rise to polarization effects, and due to its zero mass, the FV corrections must scale as
(inverse) powers of volume. The situation with the QCD interactions is different, as due to
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confinement, these are not the massless gluons that go around the volume, and they will
not give rise to any significant volume effects. Instead the volume effects are dominantly
due to the presence of the pGBs of the spontaneous breaking of the chiral symmetry (pions
for the case of SU(2) symmetry). Roughly speaking, by constraining a hadron to a finite
volume, the pion could surrounding it is squeezed and the hadron mass is shifted. Here we
discuss these corrections to the mass of hadrons through the example of nucleons’ mass, to
which we come back later in chapter 5, where we apply different boundary conditions than
periodic to explore its consequences. The discussion of the volume effects to the masses due
to QED interactions will be delayed until chapter 6.
As rigorously proved by Martin Lu¨scher in 1985 [268] for a massive scalar field theory, the
volume corrections to the mass of particles have a universal form, and fall off exponentially
with volume with a rate that is set by the mass of the lightest particle that is exchanged
in the theory. Since volume corrections are due to the IR manipulation of the system,
these corrections, as described by Lu¨scher, are of kinematic nature and the details of the
interactions are not needed in obtaining these results – a situation that continues to be
the case for the two-body problem, see Sec. 1.3.2. So we will consider the nucleon in the
HBχPT and calculate the corrections to its mass due to enclosing it in a finite cubic volume
with the PBCs.
In the heavy-baryon formalism (see Sec. 1.1.2), the mass of the nucleon with momentum
Pµ = M
(0)
N vµ + lµ is obtained from the pole of the following fully dressed propagator
DNl =
i
P · v −M (0)N + i
1− iΣ(1PI) i
P · v −M (0)N + i
+
(
−iΣ(1PI) i
P · v −M (0)N
)2
+ . . .

=
i
P · v −M (0)N − Σ(1PI) + i
≡ iZN
P · v −MN + i , (1.67)
as depicted in Fig. 1.12(a). M
(0)
N is the nucleon bare mass and Σ
(1PI) denotes the one-
particle irreducible self energy of the nucleon. Σ(1PI) can be seen to depend on two scalar
variables v · l and l2, so by rewriting lµ as lµ = (MN −M (0)N )vµ + (Pµ−MNvµ), it is easy to
see that by requiring the on-shell condition P.v = MN , the nucleon mass can be identified
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−iΣ(1PI)= + + −iΣ(1PI) −iΣ(1PI) + . . .
(a)
= +
O(p3/Λ3χ) ∆
ππ
N
−iΣ(1PI)
O(p2/Λ2χ)
−iΣ(1PI) =
(b)
Figure 1.12: a) The 1PI self-energy diagrams contributing to the fully dressed nucleon propagator
to all orders. The thick solid line denotes the full nucleon propagator. b) The leading contributions
(the upper panel) to the 1PI self-energy diagram in HBχPT comes from an insertion of the quark
mass matrix (the diamond) according to Eq. (1.35). The NLO contributions (the lower panel) arise
from the pion loops where the possibility of the production of a delta resonance in the loop is taken
into account. The black dots denote axial couplings. The solid line, solid-double line and dashed
line denote bare nucleon, ∆ resonance and pion propagators, respectively.
as
MN = M
(0)
N + Σ
(1PI)|
v·l=MN−M(0)N ; l2=(MN−M
(0)
N )
2 . (1.68)
At LO in HBχPT, O( p2
Λ2χ
), there is one contribution to the self-energy diagram, as shown
in the upper panel of Fig. 1.12(b). It comes from an insertion of the light-quark mass matrix,
arising from Lagrangian in Eq. (1.35). This contribution reads
Σ
(1PI)
LO = −4c1m2pi, (1.69)
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with c1 = −0.93 ± 0.10 GeV−1 [63]. At NLO in the chiral expansion, O( p3Λ3χ ), there are
contributions from chiral loops as shown in the lower panel of Fig. 1.12(b). Due to the small
mass difference between the nucleon and the ∆ resonance, ∆ ≈ 292 MeV, the contribution
from this resonance to the self-energy of the nucleon must be taken into account at this
order. We did not discusse the coupling of the baryon decuplets to the pGBs and to the
baryon octets in Sec. 1.1.2, but it is straightforward to show that the only required vertex
for this calculation comes from the following chirally invariant Lagrangian
L∆N = g∆N∆abc,νAda,νNbcd, (1.70)
where the axial vector current Aν is defined in Eq. (1.31). Then from this Lagrangian and
that in Eq. (1.40) for the axial coupling of nucleons, it is easy to see that for the loop
corrections, we have
Σ
(1PI)
NLO = −i
9g2A
2f2pi
I(∞, 0)− i4g
2
∆N
f2pi
I(∞,∆), (1.71)
where
I(∞,∆) = −1
3
∫
d4k
(2pi)4
k2
(k0 −∆ + i)(k02 − k2 −m2pi + i)
. (1.72)
The integral is clearly UV divergent and must be renormalized. However, since we are
interested in the FV corrections to the nucleon mass, we do not need to carry out this
integration any further. The only observation to be made before moving on to the FV
scenario is to note that the (renormalized) mass at this order is proportional to m3pi ∼ m3/2q
(for ∆ = 0 term) and is therefore non-analytic in the light-quark masses. The contribution
from the ∆-resonance introduces further nontrivial non-analytic corrections to the mass of
the nucleon, see Refs. [43, 62,202,220] for the discussion of baryon masses from (HB)χPT.
In a finite volume, the momentum modes are all discretized due to the PBCs, k =
2pi
L n, n ∈ Z3. As a result the only difference between the FV and infinite-volume calculation
arises from the loops where the integrals over momenta are replaced with sums [10,27,36],
I(L,∆) = −1
3
1
L3
∑
k
∫
dk0
(2pi)4
k2
(k0 −∆ + i)(k02 − k2 −m2pi + i)
. (1.73)
Note that we keep the temporal extent of the volume infinite for the discussion of FV
effects. Since in practice LQCD calculations have a finite extent in the (imaginary) time
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direction, there will be contaminations to the extracted energies from the backward prop-
agating states. Such thermal effects must be dealt with separately but their effects can
be shown numerically to be smaller that the (spatial) volume effects. Using the Poisson
re-summation formula,
1
L3
∑
k
f(k) =
∫
d3k
(2pi)3
f(k) +
∑
m 6=0
∫
d3k
(2pi)3
f(k)eik.mL, (1.74)
where m is another triplet of integers, one can isolate the infinite-volume contribution to
I(L,∆) in Eq. (1.72), which will be canceled out when taking the difference of the infinite-
volume and FV masses. With the help of a useful identity,
1
(k2 +M2)r =
1
Γ(r)
∫ ∞
0
dssr−1e−s(k
2+M2), (1.75)
it then takes a few lines of algebra to show that [27],
δLMN ≡MN (L)−MN (∞) = 3g
2
A
8pi2f2pi
K(0) + g
2
∆N
3pi2f2pi
K(∆), (1.76)
where
K(0) = pi
2
m2pi
∑
n6=0
e−|n|mpiL
|n|L , (1.77)
and
K(∆) =
∫ ∞
0
dλ β∆
∑
n6=0
[
β∆K0(β∆|n|L) − 1|n|LK1(β∆|n|L)
]
. (1.78)
Kn(z) is the modified Bessel function of the second kind, and β∆ = λ
2 + 2λ∆ + m2pi.
22
When expanded in the limit of large L, Eq. (1.79) scales as e−mpiL/L at LO. Explicitly one
obtains [27]
δLM
asym
N =
[
9g2Am
2
pi
8pif2pi
+
4g2∆Nm
5/2
pi
(2pi)3/2f2pi∆
1
L1/2
]
1
L
e−mpiL, (1.79)
As we already discussed, the exponential corrections of these types are general features of
interacting theories with finite-range interactions. The reader can consult Refs. [36,86,111–
113,171] for the FV corrections to the masses of mesons and baryons.
22 Note that we have chosen to define the K(∆) function with a negative sign compared to Ref. [27].
44
1.3.2 Two-particle sector
As mentioned, LQCD produces n-point correlation functions of Euclidean spacetime. Eu-
clidean correlation functions with the reflection positivity property can be Wick rotated back
to Minkowski spacetime, as proved by Osterwalder and Schrader [297]. Therefore, if one
was able to fully reconstruct the continuum correlation functions from the Euclidean lat-
tice counterparts, such analytic continuation would not be formally problematic. However,
lattice correlation functions are evaluated at a discrete set of spacetime points and are not
exact. Maiani and Testa [277] noted the Euclidian nature of LQCD calculations prohibits
the determination of few-body scattering quantities from lattice correlation functions in the
infinite-volume limit (unless at the kinematic threshold). However, LQCD correlation func-
tions are evaluated in a finite volume. In fact, it turns out that the scattering amplitudes
of the infinite volume can be constructed from the spectrum of the interacting particles in
a finite volume.
The first realization of this statement goes back to 1957 when Huang and Yang [211]
considered a quantum mechanical two-body system in a finite volume interacting via a
hard spherical potential and found out that the energy shift due to the interactions in a
finite volume can be related to the two-body scattering length, a. The scattering length
is defined as −1/a = limk∗→0 k∗ cot δ, where δ is the scattering phase shift of the two-
particle system and k∗ is the momentum of each particle in the CM frame. Thirty years
later, Martin Lu¨scher, motivated by LQCD applications, extended the Huang and Yang’s
relation to quantum field theory, and derived a non-perturbative relation between the two-
body scattering amplitudes and the FV energy eigenvalues for scalar bosons with zero total
momentum [269,270]. Various extensions of the Lu¨scher relation that followed in subsequent
years include generalization to boosted systems [109,235,325], asymmetric lattices [126,162,
263], systems with unequal masses [79,117,167,259], two-body coupled channels [65,87,88,
193, 194, 198, 246, 260, 261, 266], nucleons with only S-wave interactions [30], systems with
total spin 1/2 (pion-nucleon scattering) [181], with total spin 1 (nucleon-nucleon scattering)
[91, 216] with arbitrary spin [87], and calculations with twisted boundary conditions [6, 47,
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93].23 Here we present a derivation of a form of the Lu¨scher formula applicable to the case
of (multi) coupled-channel scattering of scalar particles in the moving frame with arbitrary
partial waves. We follow closely Ref. [88], however most of the details associated with
generalizing to moving frames have been developed by Kim, et al. [235], which will be
briefly reviewed here for completeness.24 Generalization to the two-nucleon systems with
both periodic and twisted boundary conditions, and their implications for the spectrum of
the deuteron and the extraction of its properties will constitute the bulk of chapters 3, 4, 5
of this thesis.
Consider a system of multiple two-particle channels (spin 0) coupled via interactions of
arbitrary strengths. Since we are interested in the IR modifications to the energy levels of
the interacting system, the details of the interactions in the UV turned out to be immaterial
for the discussions presented here. In fact, in (an effective) a field theory approach, one does
not need to explicitly write down a Lagrangian for the system in obtaining the FV energy
eigenvalues.25 The following observations enable us to take such a general approach:
1. Below the three-particle inelastic thresholds, a general interacting kernel for 2 → 2
processes can be replaced, under the following condition, by its infinite-volume coun-
terpart up to exponential corrections in volume. The scale of the exponential sup-
pressions is set by the mass of the particle that is produced, once inelastic thresholds
are reached, and is given by e−mL. To satisfy this property, all the s-channel contri-
butions – for which only two particles propagate inside the loops – are separated from
the rest of the contributions. We call such kernel the s-channel two-particle irriducible
Bethe-Salpeter kernel, K, see Fig. 1.13(b).
2. The fully-dressed propagators in a finite volume are exponentially close to their
23The most general form of the two-particle quantization condition incorporating all these extensions has
been recently written down in Ref. [87].
24See Refs. [109,325] for alternative derivations of the moving frame generalization of the Lu¨scher formula.
25In chapter 3, we will present another derivation of the Lu¨scher formula that starts from an effective
Lagrangian using an auxiliary field method. We will see that by matching the parameters of the EFT to
scattering amplitudes, the FV energy eigenvalues can be written in terms of these scattering parameters
and the dependence on the LECs of the EFT are then eliminated.
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Figure 1.13: a) The fully-dressed FV two-particle propagator, MV can be written in a self-
consistent way in terms of the Bethe-Salpeter Kernel, K and the FV s-channel bubble GV . There
are only two channels that are kinematically allowed, therefore the amplitude, the kernel and the
FV two-particle propagator are 2×2 matrices. b) Shown is the KI,I -component of the kernel, which
sums all s-channel two-particle irreducible diagrams for channel I. c) The fully dressed one-particle
propagator is the sum of all one-particle irreducible diagrams and is denoted by a black dot on the
propagator lines. The single particle propagator in channel I (II) is shown by the solid (dashed)
lines. Note that we have chosen a λφ4 theory to display the explicit contributions to kernels and self
energies, however the discussions of the FV formalism for any two-body coupled-channel systems as
presented in the text is general. For this theory, the production of two particles is the first multi-
particle inelastic threshold as there is no 2→ 3 couplings in the theory, e.g. interactions of the pGBs
of the chiral symmetry breaking.
infinite-volume counterparts. This is again due to the fact that below the three-
particle production thresholds, any loop correction to the single-particle propagator
involves the production of an off-mass-shell particle, see Fig. 1.13(c). We ignore
such exponential corrections and replace the propagators with their infinite-volume
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counterparts in constructing the FV correlation functions (alternatively amplitudes).
3. For any s-channel loop, the integral over the three-momenta is replaced by a sum over
discrete momenta, ∫
d4q
(2pi)4
f(q)→ 1
L3
∑
q= 2pi
L
n
∫
dq0
2pi
f(q), (1.80)
where n ∈ Z3. If the summand is not singular for any real value of |q| and falls off
fast as |q| → ∞, the sum can be replaced with integral up to exponentially small
corrections that we neglect in this formalism. For any s-channel diagram, see Eq.
(1.82), this however does not hold due to singularities of the two-particle propagator
when the loop momenta coincides with the non-interacting momenta of each particle
in the CM frame. This defines the on-shell condition due to which the particles can
propagate far enough to encounter the boundary of the volume. This causes large
power-law corrections to the FV spectrum as will be derived shortly.
To proceed let us first define the kinematics of the problem of coupled-channel systems
in a moving frame. If the total energy and momentum of the system in the laboratory
frame (lattice frame) are E and P respectively, then the total CM energy of the system is
E∗ =
√
E2 −P2, and can be written as E∗ = E/γ by introducing the relativistic γ factor.
For the ith channel, when the two particles each are having masses mi,1 and mi,2, the CM
relative momentum of the particles, k∗i , can be derived from
k∗2i =
1
4
(
E∗2 − 2(m2i,1 +m2i,2) +
(m2i,1 −m2i,2)2
E∗2
)
, (1.81)
which simplifies to E
∗2
4 −m2i when mi,1 = mi,2 = mi.
For N coupled channels, the scattering amplitude for the lth partial wave can be written
as a N-dimensional matrix. In order to have a fully relativistic result that holds for all
possible energies below the three-particle production threshold, the scattering amplitude
must include all possible diagrams, i.e. contributions from s-, t- and u-channels as well as
self-energy corrections. Fig. 1.13(a) depicts the FV analogue of the scattering amplitude,
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MV , for the special case of N = 2 channels.26 This amplitude is written in a self-consistent
way in terms of the Bethe-Salpeter kernel, K, which is the sum of all s-channel two-particle
irreducible diagrams as defined above. We emphasize that for energies below the three-
particle threshold, the intermediate particles in the kernel and the self-energy diagrams,
Fig. 1.13(b),(c), cannot go on-shell, and therefore these are exponentially close to their
infinite-volume counterparts. As discussed, it is only in the s-channel diagrams that all
intermediate particles can be simultaneously put on shell.
By upgrading the kernel and the two-particle propagators to matrices in the space of
open channels, Fig. 1.13(a), it is straightforward to obtain a non-perturbative QC for
the energy levels of the system. It is important to note that the channels only mix by
off-diagonal terms in the kernel, which implies that in the absence of interactions a two-
particle state i continues to propagate as a two-particle state i. Now in the presence of
momentum-dependent vertices a typical s-channel loop for channel i can be written as
[
iGV (pa,pb)
]
ab
≡ ni
L3
∑
q
∫
dq0
2pi
[K(pa,q)]ai [K(q,pb)]ib
[(q − P )2 −m2i,1 + i][q2 −m2i,2 + i]
, (1.82)
where the subscripts a, i, b denote the initial, intermediate and final states, respectively,
and ni is 1/2 if the particles in the i
th loop are identical and 1 otherwise. The sum over
all intermediate states, and therefore index i is assumed. Since the FV corrections arise
from the pole structure of the intermediate two-particle propagator, one would expect that
the difference between this loop and its infinite-volume counterpart should depend on the
on-shell momentum. The on-shell condition fixes the magnitude of the momentum running
through the kernels but not its direction. Therefore it is convenient to decompose the
product of the kernels into spherical harmonics. These depend not only on the directionality
of the intermediate momentum but also on those of the incoming and outgoing momenta, pa
and pb. Further, one can represent the N two-body propagators as a diagonal matrix G =
diag(G1,G2, · · · ,GN ) as depicted in Fig. 1.13(a). These are infinite-dimensional matrices
26One should note that using the notion of FV scattering amplitude is merely for the mathematical
convenience. As there is no asymptotic state by which one could define the scattering amplitude in a finite
volume, one should in principle look at the pole locations of the two-body correlation functions. However,
one can easily show that both correlation function and the so-called FV scattering amplitude have the
same pole structure, so we use the latter for the sake of dealing with a simpler representation.
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with with matrix elements [235]
(δGVi )l,m;l′,m′ ≡ (GVi −G∞i )l,m;l′,m′ = −i
(KδGVi K)l,m;l′,m′ , (1.83)
where
(δGVi )l1,m1;l2,m2 = i
k∗i ni
8piE∗
δl1,l2δm1,m2 + i4pik∗i
∑
l,m
√
4pi
k∗li
cPlm(k
∗2
i )
∫
dΩY ∗l1m1Y
∗
lmYl2m2
 ,
(1.84)
and the function cPlm is defined as
27
cPlm(x) =
1
γ
[
1
L3
∑
q
−P
∫
d3q
(2pi)3
] √
4piYlm(qˆ
∗) q∗l
q∗2 − x . (1.85)
P in this relation denotes the principal value of the integral, and q∗ = γ−1(q|| − αP) +
q⊥, where q|| (q⊥) denotes the component of the momentum vector q that is parallel
(perpendicular) to the boost vector P and α = 12
[
1 +
m21−m22
E∗2
]
[117,167,259].28 This reduces
to the NR value of α = m1m1+m2 as is presented in Ref. [79]. Note that this result is equivalent
to the result obtained in Refs. [109, 235, 325] for the boosted systems of particles with
identical masses and with one channel. The only non-trivial piece in this relation is the
momentum vectors q∗ to be summed over in the energy quantization condition (QC). This
is determined mainly from the on-shell kinematics of the two-particle states which depends
on the boost vector, the masses of particles and the boundary conditions. Since we aim
to present a general proof for the form of these momentum vectors with arbitrary twisted
boundary conditions, we will delay the derivation until chapter 5. The result in Eq. (5.7)
can be recovered from that of presented in chapter 5 upon setting all the twist angles to
zero.
27Note that our definition of the cPlm function differs that of Ref. [235] by an overall sign.
28The kinematic function cPlm(k
∗2
i ) can also be written in terms of the three-dimensional Zeta function,
Zdlm,
cPlm(k
∗2) =
√
4pi
γL3
(
2pi
L
)l−2
Zdlm[1; (k∗L/2pi)2], Zdlm[s;x2] =
∑
r∈Pd
Yl,m(r)
(r2 − x2)s ,
where the sum is performed over Pd =
{
r ∈ R3 | r = γ−1(m|| − αd) +m⊥, m ∈ Z3
}
, d is the normalized
boost vector d = PL/2pi, and α is defined above.
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The kernel, which is now not only a matrix in the channel space but also in the angular
momentum space, is assured to reproduce the infinite-volume scattering amplitude matrix
(M) by solving the following matrix equation
iM = −iK − iKG∞K − iKG∞KG∞K + · · · = −iK 1
1− G∞K . (1.86)
giving rise to
K = −M 1
1− G∞M . (1.87)
With this definition of the kernel, one can proceed to evaluate poles of the N-channels FV
scattering amplitude matrix by replacing the infinite-volume loops G∞ with their FV GV
counterparts,
− iMV = −iK − iKGVK − iGVKGVK + · · · = −iK 1
1− GVK
= −i 1
1−MG∞M
1
1 + δGVM(1−MG
∞). (1.88)
Finally arriving at the QC
Re{det(M−1 + δGV )} = Re{detoc [detpw [M−1 + δGV]]} = 0, (1.89)
where the determinant detoc is over the N open channels and the determinant detpw is over
the partial waves, and both M and δGV functions are evaluated on the on-shell value of
the momenta. This latter property, along with decomposing to partial waves, has enabled
us to decouple the chain of loops in the expansion of the scattering amplitude, see Fig.
1.13(a), and obtain an algebraic expansion (a geometric series) of the scattering amplitude
matrix. We have taken the real part of the determinant in Eq. (1.89), but as it will be
shown shortly, this determinant condition gives rise to only one single real condition for
both single channel and two coupled-channel cases with lmax = 0, so we omit the notion of
the real part in the QC from now on. For a general proof of the reality of QC with any
number of coupled channels see Refs. [193,194].
Single-channel scattering
For N=1 the QC in Eq. (1.89) reproduces the Lu¨scher formula [269, 270] when generalized
to moving frames [109,235,325]. In order to deduce this, let us write the relativistic single-
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channel scattering amplitude Mi as
(Mi)l1,m1;l2,m2 = δl1,l2δm1,m2
8piE∗
nik∗i
e2iδ
(l)
i (k
∗
i ) − 1
2i
, (1.90)
where δ
(l)
i is the scattering phase shift in channel i and in partial wave channel l. The Kro-
necker deltas that are introduced to insure the conservation of angular momentum between
initial and final states scattering should not be confused with the phase shifts.
Since the QC in Eq. (1.89), even for the case of single-channel scattering, is infinite
dimensional, one should first perform a truncation in the angular momentum basis. Let us
assume that the contributions from higher partial waves to the scatterings are negligible
(which is the case at low energies), so that one can truncate the determinant over the
angular momentum at lmax = 0. Then the QC for the S-wave scattering reads,
k∗i cot δ
(0)
i = 4pic
P
00(k
∗2
i ), (1.91)
It is convenient to introduce a pseudo-phase defined by k∗i cotφ
P
i ≡ −4picP00, to rewrite the
QC as
cot δi = − cotφPi ⇒ δi + φPi = npi, (1.92)
where n is an integer. In this form, the QC is manifestly real.
Here we discuss briefly how one implements the Lu¨scher formula in LQCD studies of
two-hadron systems.29 In Sec. 1.1.2 we saw that by inputting the S-wave scattering length
and effective range of the I = 2 pipi scattering into the chiral expansion of these parameters,
the LECs of the χPT at NLO can be determined, and predictions at the physical values
of light-quark masses are made possible, see Fig. 1.4. Furthermore, in Sec. 1.2, we saw,
through the same example of the pipi system in the I = 2 channel, how the energy levels
of the system can be extracted from the large-time dependence of the lattice correlation
functions, see Fig. 1.11. Now given the Lu¨scher formula in Eq. (1.91), it is known how
these energy eigenvalues turn into the corresponding phase shifts. Fig. 1.14 demonstrates
29We will continue discussing the NPLQCD study of pipi scattering in the I = 2 channel [41]. For more
examples of successful implementations of the Lu¨scher formula in studies of two-hadron sector of QCD,
including studies of resonances, the reader may consult the following references, [14, 32, 34, 35, 40, 41, 45,
95,144,145,248–250,262,299,305,306,364].
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Figure 1.14: The FV function 4picP00 (in blue) and the k
∗ cot δ0 (in red) (both normalized by the
pion mass) as a function of k˜∗2 ≡ k∗2L2(2pi)2 for a chosen values of mpi = 390 MeV and L ≈ 3.9 fm. The
k∗ cot δ0 function is plotted using an ERE parametrization with the obtained values of a
(2)
0 and r
(2)
0
at this pion mass by the NPLQCD collaboration [41].
the relation between the k∗ cot δ0 function from Eq. (1.24) and the FV function cP00 evaluated
numerically as a function of k˜∗2 ≡ k∗2L2
(2pi)2
for chosen values of mpi = 390 MeV and L ≈ 3.9 fm.
The point where the two functions intersect corresponds to an energy eigenvalue, which as
seen differs for systems with different boosts. This clearly demonstrates that boosting
the two-hadron system does not only give rise to a trivial shift in the total energy of the
system, but also changes the location of the CM energies in a finite volume. This can be
understood by noting that by boosting the two-body system in a finite cubic volume, the
spatial extents of the volume as is seen in the rest frame of the system is changed, giving
rise to a different FV symmetry groups than the unboosted case, see chapter 3. This is
the reason why performing calculations with different CM is advantageous as it provides
further energy inputs to the Lu¨scher QC at a single volume, and puts better constraints
on the extracted scattering parameters. When such procedure is carried out for the pipi
scattering, the extracted energy levels as is shown in the upper panel of Fig. 1.15, lead to
several phase shift points that can then be fit using a two-parameter ERE in Eq. (1.24)
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Figure 1.15: The upper panel depicts the NPLQCD extraction [41] of the lowest energy levels of the
two-pion state in the I = 2 channel, labeled by index n, for various total CM momenta |P| ≡ Pcm.
The energy is given in terms of the dimensionless quantity atE, where at ≈ 0.035 fm is the temporal
extent of the (anisotropic) lattice used in this calculation. The dashed lines denote the location of
the non-interacting energy levels. The lower panel contains the obtained S-wave phase shifts using
the Lu¨scher QC for several energy levels in the upper panel. The fit to the ERE with two parameters,
a
(2)
0 and r
(2)
0 , is shown where the shaded bands correspond to statistical (inner-yellow) and statistical
and systematic added in quadrature (outer-pink). Figure is reproduced with the permission of the
NPLQCD collaboration.
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to obtain the values of a
(2)
0 and r
(2)
0 . Note that although the Lu¨scher formula can be used
up to the inelastic threshold which is k∗2 = 3m2pi for this system, the range of validity of
the extracted scattering length and the effective range is determined by the momentum at
which the ERE breaks down, k∗2 = m2pi.
Although we have truncated the QC to lmax = 0, as is seen from the definition of the FV
matrix δGV in Eq. (1.84), the reduced symmetry of the FV introduces off-diagonal terms
in the FV matrix which couple different partial waves in the QC. For example, if the two
equal-mass meson interpolating operator is in the A+1 irreducible representation (irrep) of
the cubic group, the energy eigenstates of the system have overlap with the l = 0, 4, 6, . . .
angular momentum states at zero total momentum (see table 2.1 for decomposition of
the irreps of the cubic group in terms of the irreps of the rotational group), making the
truncation at lmax = 0 a rather reasonable approximation in the low-energy limit. When
P 6= 0 but γ ≈ 1, as will be discussed in details in chapter 3, the symmetry group is reduced,
and at low energies the l = 0 will mix with the l = 2 partial wave as well as with higher
partial waves.30 Recently, by analyzing the LQCD calculations of two-pion systems with
several CM boosts, the l = 0, 2 phase shifts of I = 2 pipi scattering have been simultaneously
extracted by Dudek, et al. at mpi = 396 MeV [144].
For two mesons with different masses, the symmetry group is even further reduced in
the boosted frame, making the mixing to occur between l = 0 and l = 1 states as well as
with higher angular momentum states [167]. An easy way to see the latter is to note that
in contrast with the case of degenerate masses, the kinematic function cPlm as defined in Eq.
(5.7) is non-vanishing for odd l when the masses are different. As a result even and odd
angular momenta can mix in the QC. This however does not indicate that the spectrum of
the system is not invariant under parity. As long as all interactions between the particles are
parity conserving, the spectrum of the system and its parity transformed counterpart are the
same. The determinant condition, Eq. (1.89), guarantees this invariance: any mechanism,
for example, which takes an S-wave scattering state to an intermediate P-wave two-body
state, would take it back to the final S-wave scattering state, and the system ends up in the
30A comprehensive study of the symmetry groups of the calculations with different boost vectors in the
NR limit will be presented in chapter 3.
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same parity state.31
Two coupled channels
For the N=2 case, the expression for the scattering amplitude in Eq. (1.90) is modified, as
it now depends on the mixing angle ¯, and the scattering matrix is no longer diagonal in the
channel basis. By labeling the off-diagonal terms as MI,II , and by choosing the “barred”
parameterization for the time-reversal invariant S-matrix [338]
S2 =
 ei2δI cos 2 iei(δI+δII) sin 2
iei(δI+δII) sin 2 ei2δII cos 2
 , (1.93)
where the subscript 2 on S denotes the number of coupled channels, the scattering matrix
elements can be written as
(Mi,i)l1,m1;l2,m2 = δl1,l2δm1,m2
8piE∗
nik∗i
cos(2¯)e2iδ
(l1)
i (k
∗
i ) − 1
2i
, (1.94)
(MI,II)l1,m1;l2,m2 = δl1,l2δm1,m2
8piE∗√
nInIIk∗Ik
∗
II
sin(2¯)
ei(δ
(l1)
I (k
∗
I )+δ
(l1)
II (k
∗
II))
2
, (1.95)
where the usual relativistic normalization of the states is used in evaluating the S-matrix
elements.32 From Eq. (1.89) one obtains [88,193]
det
1 + δGVI MI,I δGVI MI,II
δGVIIMI,II 1 + δGVIIMII,II
 = 0, (1.96)
where the determinant is not only over the number of channels but also over angular mo-
mentum which is left implicit. For lmax = 0 one can use the definition of the pseudo-phase
to rewrite the QC in a manifestly real form,
cos 2¯ cos
(
φP1 + δ1 − φP2 − δ2
)
= cos
(
φP1 + δ1 + φ
P
2 + δ2
)
, (1.97)
31We note that under parity Zdlm → (−1)l Zdlm. Also it can be seen that under the interchange of particles
Zdlm → (−1)l Zdlm, so that for degenerate masses the cPlm functions vanish for odd l. This is expected since
the parity transformation in the CM frame is equivalent to the interchange of particles. However, as is
explained above for the case of parity transformation, despite the fact that δGV is not symmetric with
respect to the particle masses, the QC is invariant under the interchange of the particles.
32Here we assume no physical partial-wave mixing occurs in either channels. This is of course not the case
in the two-nucleon systems in the isosinglet channel. We revisit this formalism in chapter 3 to incorporate
such mixings.
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which is equivalent to the result given in Refs. [198,266] in the CM frame. It is easy to see
that in the ¯ → 0 limit, one recovers the decoupled QCs for both channels I and II, Eq.
(1.92).
In order to understand the significance of such FV coupled-channels formalism, it is
sufficient to note that the spectrum of QCD contains a wealth of resonances that sit above
multi-particle thresholds. Since resonances are not isolated eigenstates of QCD Hamiltonian
and can only be observed as resonances in multi-particle scattering amplitudes, an evaluation
of the energy levels will not give direct insight into the mass and decay width of these
resonances. Instead a Lu¨scher-type methodology, by which the scattering phase shifts of
the scattering states are evaluated at the calculated energy levels on the lattice, is required.
Therefore, analyzing the FV spectra, in particular those of the excited spectra of QCD
as produced by various LQCD collaborations (e.g., Refs. [136, 138–140, 142, 150]), requires
applying a multi-coupled channel formalism. This necessary step can provide some of the
theoretical guidance for the forthcoming JLab GlueX experiment [332,335,337,369] as well
as other spectroscopy experiments worldwide.
Before concluding this section, let us emphasize that the formalism presented here and in
chapters 3, 4 and 5 is valid up to exponential corrections of the form O(e−mpiL). For the case
of the nuclear force, these corrections are due to the finite (non-zero) range of interactions
that is set by the pion mass, i.e. the lightest particle that is produced and mediated in
the hadronic system due to strong interactions. In order for these corrections to be at sub-
percent level, the spatial extent of the volume must be chosen such that mpiL & 2pi. As the
pion masses used in studies of multi-hadron systems approach their physical value, larger
volumes must be used to insure these corrections will remain small.
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Chapter 2
LATTICE OPERATORS AND RESTORATION OF ROTATIONAL
SYMMETRY IN THE CONTINUUM LIMIT
Efforts to reduce lattice artifacts and achieve a better behaved theory in the continuum
limit date back to early stages of development of LQCD. Many that are part of the Symanzik
improvement program include a systematic modification of the action in such a way to
eliminate O (an) terms from physical quantities calculated with LQCD at each order in
perturbation theory [116, 152, 192, 271, 300, 331, 342, 343, 356–358], or nonperturbatively.
However, as will be discussed, discretization effects are known to give rise to more subtle
issues; the treatment of which turns out to be more involved. LQCD is commonly formulated
on a hyper-cubic grid, as a result the full (Euclidean) Lorentz symmetry group of the
continuum is reduced to the discrete symmetry group of a hypercube. As the (hyper)
cubic group has only a finite number of irreducible representations (irreps) compared to
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Chapter 2
LATTICE OPERATORS AND RESTORATION OF ROTATIONAL
SYMMETRY IN THE CONTINUUM LIMIT
Efforts to r duce lattice artifacts and chiev a better behaved theory in the continuum
limit date back to early stages of development of LQCD. As discussed in Sec. 1.4, many that
fall under the name of Symanzik improvement include a systematic modification of the action
in such a way to eliminate O (an) terms from physical quantities calculated with LQCD at
each order in perturbation theory [16, 29, 37, 49, 59, 63–65, 67–69], or nonperturbatively.
However, as will be discussed, discretization effects are known to give rise to more subtle
issues; the treatment of which turns out to be more involved. LQCD is commonly formulated
on a hyper-cubic grid, as a result the full (Euclidean) Lorentz symmetry group of the
JP ODh
0± A±1
1
2
±
G±1
1± T±1
3
2
±
H±
2± E± ⊕ T±2
5
2
±
G±2 ⊕H±
3± A±2 ⊕ T±1 ⊕ T±2
7
2
±
G±1 ⊕G±2 ⊕H±
4± A±1 ⊕ E± ⊕ T±1 ⊕ T±2
Table 2.1: The decomposition of the irreps of the SO(3) group up to J = 4 in terms of the irreps
of the ODh [2, 8, 19, 39,48,50,52].
Table 2.1: The decomposition of the irreps of the SO(3) group up to J = 4 in terms of the irreps
of the ODh [23, 57,134,224,269,270,278].
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infinite number of irreps of the rotational group, a given irrep of the rotational group is
not irreducible under the (hyper) cubic group. Consequently, one can not assign a well-
defined angular momentum to a lattice state, which is generally a linear combination of
infinitely many different angular momentum states, see for example Table. 2.1 for the
decomposition of the irreps of the SO(3) group up to J = 4 in terms of the irreps of the ODh
(the double cover of cubic Oh group). In principle, one can identify the angular momentum
of a corresponding continuum state in a lattice calculation from the degeneracies in the
spectrum of states belonging to different irreps of the cubic group as the lattice spacing
is reduced.1 For example, a JP = 2+ state can be identified if two (nearly) degenerate
energy levels found in the spectra that are obtained using an E+ interpolator and a T+2
interpolator for the state as a → 0, see Fig. 2.1. According to Table. 2.1, the T+2 irrep,
x2 − y2
3z2 − r2
xy
yz
xz
Y2m(θ,φ)
T+2 irrep
E+ irrep
J = 2+ irrep
Figure 2.1: The schematic level splitting due to the breakdown of the SO(3) symmetry down to
Oh(3) symmetry due to a non-zero lattice spacing. The 5-fold degeneracy of the J = 2
+ irrep of
the SO(3) group is split to a two-fold degeneracy (E+ irrep) and a three-fold degeneracy (T+2 irrep).
The basis functions of the corresponding irreps are given next to each level.
for example, has overlap with not only the 2+ irrep but also with 3+, 4+, . . . irreps of the
rotational group. In reality, there are error bars associated with these levels due systematic
and statistical uncertainties. Therefore, as the density of degenerate states substantially
increases with increasing the angular momentum, the identification of states with higher
angular momentum becomes impossible with the current statistical precision.
The other issue is that the cubic symmetry of the lattice allows the renormalization
1For some recent hadron spectroscopy works see Refs. [97,98,136,138–140,142,150,173,284,307] and for
a review of baryon spectroscopy efforts see Ref. [265].
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mixing of interpolating operators with lower dimensional ones. The induced coefficients of
the lower-dimensional operators scale as inverse powers of the lattice spacing, and hence
diverge as the lattice spacing goes to zero. Although renormalization mixing of operators
is familiar from the continuum quantum field theory, it happens more frequently in LQCD
calculations as the reduced symmetry of the hyper-cube is now less restrictive in preventing
operators from mixing. To obtain useful results for, as an example, the matrix elements of
operators from LQCD calculations, non-perturbative subtraction of the power divergences
is required and generally introduces large statistical uncertainties.
To overcome these obstacles, it has been proposed by Dudek, et al. [141, 143, 151] that
by means of a novel construction of interpolating operators, the excited states of several
mesons and baryons can be identified to high precision. The essence of this method is that if
one uses a set of cubically invariant local operators which have already been subduced [25]
from a rotationally invariant local operator with a definite angular momentum, J , while
at the same time smearing the gauge and quark fields over the hadronic scale [11, 288,
304], the constructed operator has maximum overlap onto a continuum state with angular
momentum J if the lattice spacing is sufficiently small. As an example, one can measure
the correlation among operators belonging to a large set of constructed lattice operators
that share the same transformation properties under a given irrep of the cubic group but
are subduced from operators with different angular momentum. One such investigation
is proposed in Ref. [142] and is plotted in Fig. 2.2. Interestingly, the correlation among
operators subduced from different angular momentum representation of the continuum is
minimal compared with the self correlations, confirming the effectiveness of their method in
identification of the continuum states’ angular momentum. The subduction is assumed to be
responsible for retaining “memory” of the underlying angular momentum of the continuum
operator, while the smearing is assumed to suppress mixing with operators of different
angular momentum – by filtering contributions from ultraviolet (UV) modes. In another
approach, states with higher angular momentum in the glueball spectra of 2+1 dimensional
SU (2) gauge theories [223, 287] are isolated by using glueball interpolating operators that
are linear combinations of Wilson loops which are rotated by arbitrary angles in order to
project out a particular angular momentum J in the continuum. In addition, the links
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FIG. 2: Normalised corrrelation matrix (Cij/
￿
CiiCjj) on
timeslice 5 in the T−−1 irrep (743, 16
3). Operators are ordered
such that those subduced from spin 1 appear first followed by
spin 3 then spin 4.
value of t0 was emphasised in Ref. [5]. In this paper we
will follow the “reconstruction” scheme outlined therein
in the selection of t0. In short, the masses, mn, extracted
from fits to the principal correlators and the Zni extracted
from the eigenvectors on a single timeslice are used in
equation 3 to “reconstruct” the correlator matrix. This
reconstructed matrix is compared to the original data
for all t > t0 with the degree of agreement indicating the
acceptability of the spectral description. The description
generally improves as one increases t0 until at some point
the increase in statistical noise prevents further improve-
ment. In particular see figure 6 in Ref. [5] where the
effect of choosing t0 too small is clearly seen. Forcing
the dim(C)-state orthogonality, vm† C(t0) vn = δn,m, in
a situation where accurate description of C(t0) requires
more than dim(C) states leads to a poor description of
the correlator matrix at times t > t0. The reconstruction
procedure gives a guide to the minimal t0 for which the
correlator matrix is well described by the variational so-
lution. The sensitivity of extracted spectral quantities to
the value of t0 used will be discussed in detail in section
VIIA, but in short it is usually necessary for us to use
t0 ￿ 7.
The reconfit2 code used for variational analysis is
available within the adat suite [36].
VI. DETERMINING THE SPIN OF A STATE
In principle the most rigourous method to determine
the spin of a state is to perform the extraction of the
spectrum for each lattice irrep at successively finer lat-
tice spacings, and then to extrapolate the energies in
each irrep to the continuum limit. There one expects
to see degeneracies emerge according to the pattern of
subduction, free of splittings arising from the discreti-
FIG. 3: Overlaps, Z, of a selection of operators onto states
labelled by m/mΩ in each lattice irrep, Λ
−− (743, 163). Z’s
are normalised so that the largest value across all states is
equal to 1. Lighter area at the head of each bar represents
the one sigma statistical uncertainly.
sation effects. Thus, for example, a spin-3 state would
appear as degenerate energies within the A2, T1 and T2
irreps. This procedure has been successfully applied to
identify a number of low-lying states in the calculation
of the glueball spectrum within pure SU(3) Yang-Mills
theory[37].
There are two reasons why this technique is not cur-
rently practical for the QCD meson spectrum. Firstly,
the procedure relies on a series of calculations on pro-
gressively finer lattices, and hence at increasing computa-
tional cost. Secondly, the continuum spectrum, classified
according to the continuum quantum numbers, exhibits
a high degree of degeneracy; when classified according
to the symmetries of the cube, the degree of degener-
acy is vastly magnified. Identification of degeneracies
between irreps would require a statistical precision far
beyond even that of the high-quality data presented here,
as seen in Figure 10 and subsequent figures.
To alleviate these difficulties it would be useful to have
a spin-identification method that is effective when us-
ing data obtained at only a single lattice spacing. Ob-
viously this lattice spacing should be fine enough that
Figure 2.2: The representative plot of the degree of the correlation among 26 different lattice opera-
tors, O[J]
T−1
, all transforming under T−1 irrep of the cubic group, but are subduced from operators with
three different angular momentum, J = 2, 3, 4 as described in Ref. [142]. The figure is reproduced
with the permission of Jozef Dudek.
are smeared, or blocked, in orde t be smooth over physic l lengt scales rather than
just in the UV [345]. So by monitoring the angular content of the glueball wavefunction
in the continuum limit with a probe with definite J , the 0−/4− puzzle in the glueball
spectroscopy has been tackled. The promi ent feature o these works is that the recovery
of rotational symmetry for sufficiently small lattice spacings is qualitatively emergent from
their numerical results.
The same issue occurs in LQCD calculations of higher moments of hadron structure
functions, the extraction of which req ir s the matrix e ements of local operators between
hadronic states. Although Lorentz invariance forbids twist-2 operators with different J
from mixing in the continuum, generally they can mix in LQCD calculations with power-
divergent mixing coefficients [46,106]. The power-divergent mixing problem associated with
the lower moments can be avoided by several means as described, for example, in Refs.
[46,177–179,179,180,182,183,281–283]. In addition to these approaches, two methods [118,
123] have been suggested that highlight the idea of approaching the continuum properties
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of the hadronic matrix elements by suppressing the contributions from the UV, and in that
sense resemble the idea of operator smearing in the proposals described above. In LQCD
calculations of non-leptonic K-decay, Dawson et al. [118] suggested that point-splitting the
hadronic currents by a distance larger than the lattice spacing, but smaller than the QCD
scale, results in an operator product expansion of the currents with the coefficients of lower
dimensional operators scaling with inverse powers of the point-splitting distance, as opposed
to the inverse lattice spacing. This considerably reduces the numerical issues introduced by
the operator mixing. In a different, but still physically equivalent approach, Detmold and
Lin [123] showed that in LQCD calculations of matrix elements of the Compton scattering
tensor, the introduction of a fictitious, non-dynamical, heavy quark coupled to physical light
quarks removes the power divergences of the mixing coefficients. This technique enables
the extraction of matrix elements of higher spin twist-2 operators. The essence of this
method is that the heavy quark propagator acts as a smearing function in the momentum
space, suppressing contributions from the high-energy modes, provided that its mass is much
smaller than the inverse lattice spacing.
Encouraged by the results of these numerical non-perturbative investigations, we aim to
quantify the recovery of rotational symmetry with analytical, perturbative calculations in
λφ4 theory and in QCD. In order to achieve this goal, we first define a composite operator
on the lattice which has a well-defined angular momentum in the continuum limit and is
smeared over a finite physical region, and show how the non-continuum contributions to
the multipole expansion of the operator scales as the lattice spacing is reduced toward the
continuum. Tree-level contributions to matrix elements that violate rotational symmetry,
either by the lattice operator matching onto continuum operators with the “wrong” angular
momentum, or matching onto continuum operators that explicitly violate rotational sym-
metry, scale as O (a2) as a→ 0. This includes the (naively) power-divergent contributions
from lower-dimension operators. In order to make definitive statements about the size of
violations to rotational symmetry, it must be ensured that the tree-level scalings are not
ruined by quantum fluctuations. This is demonstrated by a perturbative calculation of the
two-point function in λφ4 scalar field theory with an insertion of such an operator. It is
confirmed that quantum corrections at any order in perturbation theory do not alter the
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observed classical scalings of non-continuum contributions.
After gaining experience with this operator in scalar field theory, the generalization
to gauge theories is straightforward. Special attention must be paid to the gauge links
that appear in the definition of gauge-invariant operator(s) that are the analogue of those
considered in the scalar field theory. Also, it is well known that the perturbative expansion of
operators used in LQCD are not well-behaved due to the presence of tadpole diagrams [258].
Naively, tadpoles make enhanced contributions to the matrix elements of the operators we
consider, and that tadpole improvement of the gauge links and smearing of the gluon fields
are crucial to the suppression of violations of rotational symmetry. After discussing the
continuum behavior of the QCD operator(s), and their potential mixings, which violate
rotational invariance at O(a2), we determine the renormalization of the operator(s) on the
lattice at one-loop order. The leading rotational invariance violating contributions to the
renormalized lattice operator are suppressed by O(αsa2), provided that the gauge fields are
also smeared over a physical region similar to the matter fields. This means that the leading
rotational invariance violating operators introduced by the quantum loops make subleading
contributions compared to tree-level, O(a2). The loop contributions that scale as O(αsa)
do not violate rotational symmetry, and hence are absorbed into the operator Z-factor.
2.1 Operators in Scalar Field Theory
The goal is to construct a bilinear operator of the scalar fields on a cubic lattice which has
certain properties. First of all, as it was discussed earlier, it has to be smeared over a finite
region of space. This physical region should be large compared to the lattice spacing, and,
for our purposes, small compared to the typical length scale of the system to allow for a
perturbative analysis. The spatial extent of the operator can be identified with its renor-
malization scale. Secondly, it is required to transform as a spherical tensor with well-defined
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φ (x+ na)
φ (x+ na)
φ (x)
na
a
Na =
1
Λ
Figure 2.3: A contribution to the lattice operator defined in Eq. (2.1), with |n| ≤ N . All the points
inside the three-dimensional spherical shell |na| = Na are included in the operator. The two length
scales defining the operator, the lattice spacing, a, and the operator size, Na = 1/Λ, are shown.
angular momentum in the continuum limit. An operator that satisfies these conditions is 2
θˆL,M (x; a,N) =
3
4piN3
|n|≤N∑
n
φ (x)φ (x + na) YL,M (nˆ) , (2.1)
where n denotes a triplet of integers, and it is normalized by the spatial volume of the region
over which it is distributed. φ(x) is the scaler field operator, N is the maximum number
of lattice sites in the radial direction, and YLM (nˆ) is a spherical harmonic evaluated at the
angles defined by the unit vector in the direction of n, nˆ, as shown in Fig. 2.3. This operator
can also be written in a multipole expansion about its center as
θˆL,M (x; a,N) =
3
4piN3
|n|≤N∑
n
∑
k
1
k!
φ (x) (an · ∇)k φ (x) YL,M (nˆ) , (2.2)
where the gradient operator acts on the x variable, ∇ ≡ ∇x. Although the operator
θˆL,M (x; a,N) is labeled by its angular momentum in the continuum limit, from the right
hand side of Eq. (2.2), it is clear that it is a linear combination of an infinite number of
2 This corresponds to one particular choice of radial structure of the operator. However, the results of
the calculations and the physics conclusions presented in this work do not change qualititively when other
smooth radial structures are employed, such as a Gaussian or exponential.
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operators with angular momentum compatible with its parity. To be more specific, consider
the M = 0 component of the operator expanded in a derivative operator basis,
θˆL,0 (x; a,N) =
∑
L′,d
C
(d)
L0;L′0 (N)
Λd
O(d)
zL′
(x; a) , (2.3)
whereO(d)
zL′
(x; a) are defined in Appendix A.1. The operator subscript denotes that there are
L′ free indices in the derivative operator, while d denotes the total number of derivatives. As
is discussed in the Appendix A.1, there are operators in this basis which are not rotationally
invariant but only cubically invariant. C
(d)
L0;L′0 (N) are coefficients of each operator in the
expansion whose values are determined by matching Eq. (2.2) with Eq. (2.3). Finally
Λ = 1/(Na) is the momentum scale of the smeared operator which is kept fixed as the
lattice spacing is varied. Therefore, as the lattice spacing decreases, more point shells
(shells of integer triplets) are included in the sum in Eq. (2.2). The convergence of this
derivative expansion is guaranteed as the scale Λ is set to be much larger than the typical
momentum encountered by the operator.
2.1.1 Classical scalar field theory
In order for the operator to recover its continuum limit as the lattice spacing vanishes, the
coefficients C
(d)
L0;L′0 should have certain properties. First of all, those associated with the
operators with L 6= L′ as well as the rotational invariance violating operators, should vanish
as a → 0. Also the coefficients of rotational invariant operators with L = L′ should reach
a finite value in this limit. These properties will be shown to be the case in a formal way
shortly, but in order to get a general idea of the classical scaling of the operators and the
size of mixing coefficients, we first work out a particular example. Consider the operator
θˆ3,0 (x; a,N) expanded out up to five derivative operators,
θˆ3,0 (x; a,N) =
C
(1)
30;10 (N)
Λ
O(1)z (x; a) +
C
(3)
30;10 (N)
Λ3
O(3)z (x; a) +
C
(5)
30;10 (N)
Λ5
O(5)z (x; a) +
C
(5;RV )
30;10 (N)
Λ5
O(5;RV )z (x; a) +
C
(3)
30;30 (N)
Λ3
O(3)zzz (x; a) +
C
(5)
30;30 (N)
Λ5
O(5)zzz (x; a) +
C
(5)
30;50 (N)
Λ5
O(5)zzzzz (x; a) +O
(∇7z
Λ7
)
, (2.4)
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where the superscript RV denotes the rotational invariance violating operator and its cor-
responding coefficient in the above expansion.
2 4 6 8 10￿1
0
1
2
3
4
N
x 10￿1
C30;10￿1￿ Continuum ValueC30;10
￿1￿
×1
0
−
1
2 4 6 8 10￿1
0
1
2
3
4
N
x 10￿2
C30;10￿3￿ Continuum ValueC30;10
￿3￿
×1
0
−
2
×1
0
−
3
2 4 6 8 10￿1
0
1
2
N
x 10￿3
C30;10￿5￿ Continuum ValueC30;10
￿5￿
2 4 6 8 10￿1
0
1
2
N
x 10￿4
C30;10￿5;RV￿Continuum ValueC30;10
￿5;RV￿
×1
0
−
4
2 4 6 8 100
1
2
3
4
5
6
N
x 10￿2
C30;30￿3￿ Continuum ValueC30;30
￿3￿
×1
0
−
2
2 4 6 8 100
1
2
3
N
x 10￿3
C30;30￿5￿ Continuum ValueC30;30
￿5￿
×1
0
−
3
2 4 6 8 10￿1
0
1
2
3
N
x 10￿3
C30;50￿5￿ Continuum ValueC30;50
￿5￿
×1
0
−
3
FIG. 2. The tree-level values of the coefficients C(d)30;L￿0 appearing in eq. (4) as a function of the
largest n-shell included in the summation in eq. (1).
The numerical values of the coefficients in eq. (4), at the classical level, as a function
of the maximum shell included in the sum in eq. (2) are shown in fig. 2 and fig. 3. From
these plots it is clear that while the coefficients C(3)30;30 and C
(5)
30;30 reach a finite value for
large N, the coefficients of lower and higher angular momentum operators, as well as the
8
Figure 2.4: The tree-level values of the coefficients C(d)30;L′0 appearing in Eq. (2.4) as a function of
the largest n-shell included in the summation in Eq. (2.1).
The numerical values of the coefficients in Eq. (2.4), at the classical level, as a function
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Figure 2.5: A comparison between the tree-level coefficients C(d)30;L′0 to illustrate the relative rates
of convergence to the continuum limit.
of the maximum shell included in the sum in Eq. (2.2) are shown in Fig. 2.4 and Fig. 2.5.
From these plots it is clear that while the coefficients C
(3)
30;30 and C
(5)
30;30 reach a finite value
for large N, the coefficients of lower and higher angular momentum operators, as well as the
rotational invariance violating operator, approach zero. To find the values of the leading
order (LO) coefficients in this limit, as well as to see how the non-leading contributions scale
with N = 1/(Λa), one can apply the Poisson re-summation formula to the right hand side
of Eq. (2.2),
θˆL,M (x; a,N) =
3
4piN3
∑
k
ak
k!
∑
p
∫
d3y θ (N − y) ei2pip·y φ (x) (y · ∇)k φ (x) YL,M (yˆ) ,
(2.5)
where p is another triplet of integers, and the p summation is unbounded. The continuum
values of the coefficients obtained in the N →∞ limit, corresponding to the p = 0 term in
Eq. (2.5), are
C
(d)
30;30 =
15
4
√
7
pi
d2 − 1
(d+ 4)!
with d = 3, 5, ..., (2.6)
while the other coefficients in Eq. (2.4) vanish in this limit as expected. The LO corrections
to these continuum values can be calculated as following. The deviation of C
(3)
30;30 from its
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continuum value can be found from
I30 ∼ 3
4pi
(Na)3
3!
∑
p6=0
∫ 1
0
dy y2 dΩyˆ e
i2piNp·y φ (x) (yˆ · ∇)3 φ (x) Y3,0 (yˆ) , (2.7)
where ∇ = ∇z eˆz and the y-variable in Eq. (2.7) is redefined to lie between 0 and 1, and it
is straightforward to show that
δC
(3)
30;30 =
1
N2
1
32pi2
√
7
pi
∑
p6=0
cos (2piN |p|)
|p|8
(
−3
2
|p|6 + 15 |p|2 p4z −
25
2
p6z
)
. (2.8)
It is interesting to note that, after trading N for 1/(aΛ), the finite lattice spacing corrections
are not monotonic in a, but exhibit oscillatory behavior, which is clearly evident in Fig. 2.4.
The deviation of C
(1)
30;10 from its continuum value of zero follows similarly, and is found
to scale as ∼ 1/N2,
δC
(1)
30;10 =
1
N2
3
16pi2
√
7
pi
∑
p6=0
cos (2piN |p|)
|p|6
(
|p|4 − 5p4z
)
. (2.9)
As in the case of the operator that conserves angular momentum in the continuum limit, the
sub-leading correction (and in this case the first non-zero contribution) to the coefficient is
suppressed by 1/N2. This can be shown to be the case for all the sub-leading contributions
to the coefficients C
(d)
LM ;L′M ′ as follows. As is evident from Eq. (2.5), the integrals that are
required in calculating deviations from the continuum values have the general form
Ii1...ik ∼ 3
4pi
(Na)k
k!
∑
p6=0
∫ 1
0
dy y2+k
∫
dΩyˆ e
i2piNp·y yˆi1 yˆi2 ...yˆik YLM
(
Ωyˆ
)
, (2.10)
which can be written as
Ii1...ik ∼ 3
4pi
(Na)k
k!
1
(i2piN)k
∑
p6=0
∂
∂pi1
...
∂
∂pik
∫ 1
0
dy y2+k
∫
dΩyˆ e
i2piNp·y YLM
(
Ωyˆ
)
∼ 3
4pi
(Na)k
k!
4piiL
(i2piN)k
∑
p6=0
∂
∂pi1
...
∂
∂pik
YLM
(
Ωpˆ
) ∫ 1
0
dy y2+k jL (2piN |p| y) .
(2.11)
The y integration over the Bessel function gives rise to either − cos(2piN |p|)
(2piN |p|)2 or −
sin(2piN |p|)
(2piN |p|)2 ,
up to higher orders in 1/N , depending on whether L is even or odd. Thus the LO contri-
bution from Eq. (2.11) in the large N limit is obtained by acting on the numerator with
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the p derivatives, producing k powers of N , multiplying the 1/N2 from the denominator.
Therefore, Eq. (2.11) scales as
Ii1...ik ∼ (Na)k 1
Nk
Nk
N2
∼ 1
Λk
1
N2
, (2.12)
and, in general, the deviation of any coefficient from its continuum value is suppressed by
1/N2 = Λ2a2. This result implies that in calculating the matrix element of L = 3 operator,
one has a derivative expansion of the form
Λ3θˆ3,0 (x; a,N) = α1
Λ2
N2
O(1)z (x; a) + α2
1
N2
O(3)z (x; a) + α3
1
Λ2N2
O(5)z (x; a)
+ α4
1
Λ2N2
O(5;RV )z (x; a) + α5 O(3)zzz (x; a) + α6
1
Λ2
O(5)zzz (x; a)
+ α7
1
Λ2N2
O(5)zzzzz (x; a) + O
(∇7z
Λ4
)
, (2.13)
where the mixing with L 6= 3 operators (with coefficients α1,2,3,7,...), as well as the operator
with broken rotational symmetry (with coefficient α4), vanish in the large N limit, while
the coefficients of L = 3 operators (with coefficients α5,6,...), are fixed by the scale of the
operator, Λ. It is clear that for N = 1 and Λ = 1/a, where no smearing is performed, the
problem with divergent coefficients of the lower dimensional operators is obvious, as, for
example, the coefficient of O(1)z (x; a) diverges as 1/a2 as a→ 0, as is well known.
The fact that all the sub-leading contributions to the classical operator are suppressed
at least by 1/N2 regardless of L and L′ can be understood as follows. In the classical limit,
where the short distance fluctuations of the operator are negligible, the operator does not
probe the distances of the order of lattice spacing when a → 0. The angular resolution of
the operator is dictated by the solid angle discretization of the physical region over which
the operator is smeared, and therefore is proportional to 1/N2. The question to answer is
whether the quantum fluctuations modify this general result.
Before proceeding with the quantum loop calculations, it is advantageous to transform
the operator into momentum-space to simplify loop integrals. This can be done easily by
noting that for zero momentum insertion, the operator acting on the field with momentum
k is
ˆ˜
θLM (k; a,N) =
3
4piN3
|n|≤N∑
n
eik·na YLM (n) φ˜ (k) φ˜ (−k) , (2.14)
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which, after using the partial-wave expansion of eik·na and the exponential term resulting
from the Poisson relation, can be written as
ˆ˜
θLM (k; a,N) = 6
√
pi φ˜ (k) φ˜ (−k)
∑
p
∑
L1,M1,L2,M2
iL1+L2
√
(2L1 + 1) (2L2 + 1)
2L+ 1
× 〈L10;L20 |L0〉 〈L1M1;L2M2 |LM 〉YL1M1
(
Ωkˆ
)
YL2M2
(
Ωpˆ
)
×
∫ 1
0
dy y2 jL1 (aN |k| y) jL2 (2piN |p| y) . (2.15)
Although this form seems to be somewhat more complicated than in position space, it turns
out that it is advantageous to work in momentum space when dealing with higher angular
momenta, as well as for M 6= 0. Further, the dimensionless parameters |k|/Λ and N that
define the physics of such systems are now explicit. It is straightforward to show this form
recovers the values of the leading and sub-leading coefficients given in Eqs. (2.8) and (2.9),
and it is worth mentioning how they emerge from Eq. (2.15). For a non-zero value of |p| and
N =∞, the spherical Bessel function jL2 (2piN |p| y) vanishes for any value of L2. However,
for large values of N but |p| = 0 the only non-zero contribution is from L2 = 0, and
thus L1 = L, leaving a straightforward integration over a single spherical Bessel function
jL (aN |k| y) to obtain the continuum limit given in Eq. (2.6). Extracting the subleading
contributions and the violations of rotational symmetry is somewhat more involved, and we
provide an explicit example in Appendix A.2.
2.1.2 Quantum corrections in λφ4
In order to determine the impact of quantum fluctuations on the matrix elements of θˆL,M ,
defined in Eq. (2.1), we consider loop contributions in λφ4 theory. Beside its simplicity
which enables us to develop tools in performing the analogous calculations in Lattice QCD,
this theory corresponds to some interesting condensed matter systems. For example, three
dimensional O(N) models, which describe important critical phenomena in nature, have a
corresponding λφ4 field theory formulation. As pointed out in Refs. [104,105], anisotropy in
space either due to the symmetries of the physical system, or due to an underlying lattice
formulation, will result in the presence of irrelevant operators in the effective Hamiltonian
which are not rotationally invariant, and introduce deviations of two-point functions from
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their rotationally invariant scaling law near the fixed point. However, as the rotationally
invariant fixed point of the theory is approached, the anisotropic deviations vanish like 1/ξρ
where ξ2 is the second moment correlation length derived from the two-point function, and
ρ is a critical exponent which is related to the critical effective dimension of the leading
irrelevant operator breaking rotational invariance. It has been shown that in the large
N approximation of O (N) models, ρ ' 2 for cubic-like lattices. In the following, it will
be shown that, by inserting θˆL,M defined in Eq. (2.1) into the two-point function, the
same scaling law emerges when approaching the rotational-invariant continuum limit of λφ4
theory.
Figure 2.6: One-loop correction to the two-point function with an insertion of θˆL,M in λφ4
At tree level, the contributions to the two-point function from an insertion of θˆL,M at zero
momentum transfer has been already discussed in section 2.1.1. At one-loop order, there is
only one diagram with an insertion of θˆL,M that contributes to the two-point function, as
shown in Fig. 2.6. This diagram introduces corrections only to the L = 0 matrix element
as there are no free indices associated with the loop. The lattice integral associated with
this one-loop diagram is
JLM =
3λ
4piN3
|n|≤N∑
n
∫ pi
a
−pi
a
d4k
(2pi)4
eik·na(
kˆ2 +m2
)2 YLM (Ωn) , (2.16)
where kˆ2 = 4
a2
∑
µ
sin2
(
kµa
2
)
, λ is the coupling constant and m is the φ mass. The three-
momentum integration can be evaluated by noting that the region of integration can be
split into two parts: region I where 0 ≤ |k| ≤ pi/a and therefore is rotationally symmetric,
and region II where pi/a ≤ |k| ≤ √3pi/a which consists of disconnected angular parts. Also
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as the three-momentum integration is UV convergent, a small a expansion of the integrand
can be performed. Using Eq. (2.15), the contribution from region I to the p = 0 term in
the Poisson sum is
J
(I)
LM (p = 0) =
3λ
(2pi)4
iL
∫ pi
a
−pi
a
dk4
∫ pi
a
0
dkk2
∫
dΩkˆ
1(
kˆ2 +m2
)2
×
[ ∫ 1
0
dy y2 jL (aN |k| y)
]
YLM (Ωk)
=
3λ
16pi4
iL
[
JLOLM + J
NLO
LM +O
(
1/N4
)]
, (2.17)
where
JLOLM = 2
√
piδL,0δM,0
∫ pi
Λa
− pi
Λa
dq4
∫ pi
Λa
0
dqq2
1[
q2 + q24 +m
2/Λ2
]2 ∫ 1
0
dy y2 j0 (qy) ,
JNLOLM =
1
N2
∫ pi
Λa
− pi
Λa
dq4
∫ pi
Λa
0
dqq2
q4[
q2 + q24 +m
2/Λ2
]3
×
[
6
√
pi
5
δL,0 δM,0
∫ 1
0
dyy2j0 (qy)
+ δL,4
(
2
3
√
2pi
35
δM,−4 +
4
√
pi
15
δM,0 +
2
3
√
2pi
35
δM,4
) ∫ 1
0
dy y2 j4 (qy)
]
,
(2.18)
with q = |k| /Λ and q4 = k4/Λ. The LO integral, JLOLM , is convergent, while the NLO
contribution, JNLOLM , while not convergent, is not divergent, but is of the form sin (Npi) /N
2.
This implies that they depend on the ratio of the two mass scales, Λ and m, but without
inverse powers of a. So as a→ 0, the LO L = 0 operator makes an unsuppressed contribution
to the L = 0 matrix element, while the contributions to this matrix element from the NLO
rotational-symmetry violating L = 0 and L = 4 operators are suppressed by 1/N2.
A simple argument shows that contributions from integration region II, for which pi/a ≤
|k| ≤ √3pi/a, are also suppressed by 1/N2. After defining a new momentum variable
lµ = kµa and l
2 = l21 + l
2
2 + l
2
3, the p = 0 term of the Poisson sum in region II is
J
(II)
LM (p = 0) =
3λ
16pi4
iL
∫ pi
−pi
dl4
∫ √3pi
pi
dl l2
∫
f(Ωl)
dΩl
YLM (Ωl)(
4
∑
µ sin
2 (lµ/2) + a2m2
)2 ∫ 1
0
dy y2 jL (Nly) , (2.19)
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where f (Ωl) identifies the angular region of integration, and whose parametric form does
not matter for this discussion. This region still exhibits cubic symmetry, and gives rise to
contribution to the L = 0, 4, 6, 8, ... operators. On the other hand, the three-momentum
integration is entirely located in the UV as a→ 0, and thus
sin2 (l1/2) + sin
2 (l2/2) + sin
2 (l3/2) + sin
2 (l4/2) ≥ 1. (2.20)
Also, integration over the Bessel function brings in a factor of − cos (Nl) /(N2l2), up to
higher orders in 1/N . So the integrand does not have any singularities in region II of the
integration, and is bounded. As a result,∣∣∣J (II)LM (p = 0)∣∣∣ ≤ 1N2 3λ(4pi)4
∫ pi
−pi
dl4
∫ √3pi
pi
dl
∫
f(Ωl)
dΩl YLM (Ωl) , (2.21)
and consequently J
(II)
LM (p = 0) itself is suppressed by 1/N
2. This completes the discussion
of the p = 0 term in the Poisson sum, corresponding to a zero-momentum insertion of the
continuum operator into the loop diagram. It then remains to determine the scaling of the
p 6= 0 terms in the summation in the large N limit. The integral arising from the p 6= 0
terms is, up to numerical factors,
Ip6=0 ∼ λ
∑
p6=0
∫ pi
a
−pi
a
d4k
(2pi)4
1(
kˆ2 +m2
)2 YL1M1 (Ωkˆ) YL2M2 (Ωpˆ)
×
∫ 1
0
dy y2 jL1 (Na |k| y) jL2 (2piN |p| y) . (2.22)
This integral is finite in UV, and integrand can be expanded in powers of a, giving a leading
contribution of
Ip 6=0 ∼ λ
∑
p 6=0
∫ pi
Λa
− pi
Λa
d3q dq4
(2pi)4
1(
q2 + q24 +m
2/Λ2
)2 YL1M1 (Ωqˆ) YL2M2 (Ωpˆ)
×
∫ 1
0
dy y2 jL1 (qy) jL2 (2piN |p| y) . (2.23)
A non-zero angular integration requires that L1 = 0, and the integral is suppressed at
least by a factor of 1/N2 as integration over the Bessel functions introduces a factor of
1/ (2piN |p|)2 up to a numerical coefficient and a bounded trigonometric function at leading
order in 1/N . The next order term in the small a expansion of the integrand can be easily
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shown to bring in an additional factor of 1/N2. So one can see that the p 6= 0 terms in
the Poisson summation, which give rise to non-continuum contributions to the two-point
function at one loop, are always suppressed by at least a factor of 1/N2.
The result of the one-loop calculation is promising: all the sub-leading contributions that
break rotational symmetry are suppressed by 1/N2 compared to the leading L = 0 contin-
uum operator contribution to the two-point function. A little investigation shows that this
scaling also holds to higher orders in λφ4 theory. Suppose that the operator is inserted into
a propagator inside an n-loop diagram contributing to the two-point function. Consider-
ing the continuum part of the operator first, the leading term in the small a expansion of
the integrand gives rise to 2n propagators, while the integration measure contributes 4n
powers of momentum. Although this appears to be logarithmically divergent, the spherical
Bessel function contributes a factor of inverse three-momentum and either a sine or cosine
of the three-momentum, rendering the diagram finite. The same argument applies to the
NLO term in the small a expansion of the integrand, resulting in a 1/N2 suppression of the
breaking of rotational invariance. Insertion of the non-continuum operator in loop diagrams
are also suppressed by 1/N2 for similar reasons.
The interpretation of finite-size scaling results presented in Refs. [104, 105] in terms of
what has been observed in this section is now straightforward. Near the critical point, the
correlation length is the only relevant physical scale in the problem, and tends to infinity.
So as the critical point is approached, one does not probe the underlying lattice structure
as the correlation length becomes much larger than the lattice spacing, and extends over
an increasing number of point shells. In comparison, inserting an operator which only
probes distances of the order of a physical scale that is much larger than the lattice spacing,
resembles the physics near a rotational-invariant fixed point, and the same scaling law for
the non-rotational invariant operators is expected (in the same theory) as the lattice spacing
goes to zero.
2.2 Operators in QCD
The necessity of introducing a gauge link to connect the fermionic fields in a gauge-invariant
way, makes the discussion of the operator and its renormalization more involved in gauge
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theories. The reason is two-folded: firstly as is well known, perturbative LQCD is ill-
behaved as a result of non-vanishing tadpoles which diverge in the UV, making the small
coupling series expansion of the operators slowly convergent. The other difficulty is that
as the operator is smeared over many lattice sites, the links are necessarily extended links.
Thus, to analytically investigate the deviations from a rotational invariant path, working
with a well-defined path on the grid is crucial. In this section, the strategies to deal with
these problems are discussed, and the scaling laws of different operator contributions to the
two-point function in QCD with an insertion of the smeared operator are deduced.
In position space, perhaps the simplest gauge-invariant smeared operator of quark bi-
linears is
θˆL,M (x; a,N) =
3
4piN3
|n|≤N∑
n
ψ (x)U (x,x + na)ψ (x + na) YL,M (nˆ) , (2.24)
with
U (x,x + na) = eig
∫ x+na
x A(z)·dz = 1 + ig
∫ x+na
x
A (z) · dz +O (g2) , (2.25)
where the actual path defining U will be considered subsequently. As the fermion operator
is a spin singlet, S = 0, the total angular momentum of this operator in the continuum is
J = L. One could also consider operators of the form
θˆµJL,M (x; a,N) =
3
4piN3
|n|≤N∑
n
ψ (x) γµ U (x,x + na)ψ (x + na) YL,M (nˆ) , (2.26)
which can be used to form operators with J = L + 1, L, L − 1. It is clear that the set of
operators with angular momentum J will mix under renormalization, but the vector nature
of QCD precludes mixing between the ψψ and ψγµψ operators in the chiral limit. However
to capture the main features of operator mixing in the continuum limit of LQCD, it suffices
to work with the simplest operator, in Eq. (2.24). At tree-level, the contributions of this
operator away from the continuum limit scale in the same way as in the scalar theory, with
contributions that violate rotational invariance suppressed by ∼ 1/N2.
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Figure 2.7: One-loop QCD corrections to the fermionic two-point function with an insertion of
θˆL,M , given in Eq. (2.24), at zero external momentum
2.2.1 Continuum operator and its renormalization
Let us first discuss the one-loop renormalization of the operator in the continuum. There are
four one-loop diagrams contributing to the operator renormalization as shown in Fig. 2.7.
The diagram in Fig. 2.7(a) results from inserting the leading order term in the small coupling
expansion of the operator in the loop. At zero external momentum this diagram is
Γ(a) ∼ −T aT a 3ig
2
4pi
∫ 1
0
dyy2
∫
dΩy
∫
d4k
(2pi)4
γα (ikµγ
µ +m)2 γα
(k2 +m2)2 k2
eiNak·yYLM (Ωy) ,
(2.27)
which is clearly convergent in the UV. Also it contains L = 0 as well as L = 1 operator as
can be seen from the angular part of the integral
∑
L′,M ′
∫
dΩydΩk
[
f1
(
k2,m, k4
)
+ f2
(
k2,m, k4
)
k · ~γ] YL′M ′ (Ωk) Y ∗L′M ′ (Ωy) YLM (Ωy)
=
√
4pif1
(
k2, k4,m
)
δL,0δM,0 +√
4pi
3
f2
(
k2, k4,m
) |k| δL,1 [γ1(δM,−1 − δM,1√
2
)
+ iγ2
(
δM,−1 + δM,1√
2
)
+ γ3δM,0
]
,
(2.28)
where f1 and f2 are some functions of their arguments. One can check however that as
m/Λ → 0 (the chiral limit), the contribution to the L = 1 operator is suppressed by the
quark mass.
The diagrams in Fig. 2.7(b) comes from the next term in the expansion of Eq. (2.25).
It is straightforward to show that the Feynman rule for the one-gluon vertex with zero
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momentum insertion into the operator is
V λg =
3
4piN3
|n|≤N∑
n
ganλ
1
(p− p′) · na
(
ei(k+p
′)·na − eip′·na
)
δ4
(
p− p′ − k)YL,M (nˆ) , (2.29)
where the radial path between points x and x + na is taken in evaluating the link integral,
p and p′ are the momenta of incoming and outgoing fermions respectively, λ is the Lorentz-
index of the gluon field, and k is the momentum of the gluon coming out of the vertex.
Note that in principle, any path between points x and x + na can be taken in the above
calculation, but if one is interested in deviations of the renormalized lattice operator from
the rotational invariance compared to the continuum operator, a path between two points
should be chosen in the continuum in such a way that it respects rotational invariance
explicitly. Any path other than the radial path, on the other hand, is equivalent to infinite
many other paths resulting from rotated versions of the original path around the radial
path. To reveal rotational invariance at the level of the continuum operator, an averaging
over these infinite copies of the path is needed, and this makes the calculation of the link
more involved.
Now at zero external momentum, using expression (2.29) with p = 0, the contribution
from the second and third diagrams in Fig. 2.7b is
Γ(b,c) ∼ −T aT a 3g
2
2pi
∫ 1
0
dyy2
∫
dΩy
∫
d4k
(2pi)4
ik · y +my · ~γ
(k2 +m2) k2
× 1
k.y
(
eiNak·y − 1
)
YLM (Ωy) . (2.30)
As is evident, because of a non-oscillatory contribution to the operator, there is a loga-
rithmically divergent piece from the above integration contributing to the L = 0 operator,
which along with the logarithmic divergent contribution from wavefunction renormalization,
contributes to the anomalous dimension of the operator. Also the angular integration of
the above expression:∫
dΩydΩk
[
1 +
y · ~γ
ik · ym
](
eiNak·y − 1
)
YLM (Ωy)
=
∫
dΩy [g1 (Nay |k|) + g2 (Nay |k|)my · ~γ] YLM (Ωy) , (2.31)
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indicates that as before, in addition to L = 0 operator, an L = 1 contribution is present
which is finite at UV, and can be shown to vanish for m/Λ → 0. g1 and g2 are some
functions of their arguments whose explicit forms do not matter for this discussion.
Figure 2.8: The tadpole contribution consists of the conventional tadpole diagram (a), which
vanishes when using a mass-independent regulator in the continuum (such as dimensional regular-
ization), as well as the diagram shown in (b) which is of the order of αs/ |∆x|2, where ∆x is the
distance between two gluon vertices.
The last diagram in Fig. 2.7 corresponds to the O (g2) term in the small coupling
expansion of the gauge link. It contains the tadpole of the continuum theory whose value
depends in general on the regularization scheme. For example, by using a hard momentum
cutoff which is matched easily with the lattice regularization, it diverges quadratically.
However, it is not hard to see that in dimensional regularization which respects the full
rotational symmetry of the continuum, it vanishes in d = 4, therefore it does not contribute
to the renormalization of the continuum operator. But the fourth diagram in Fig. 2.7 does
not only include the conventional tadpoles, Fig. 2.8(a), it also contains the diagram where
a gluon is emitted by the Wilson line inside the operator and then absorbed at another
point on the Wilson line, Fig. 2.8(b) as a consequence of the matter fields being separated
by a distance na. It is straightforward to show this diagram is convergent, and scales by
αs/ |∆x|2 where ∆x is the distance between two gluon vertices and αs is evaluated at
the energy scale of the order of 1/ |∆x|. This completes the qualitative discussion of the
operator renormalization and mixing at one-loop order in the continuum.
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2.2.2 Lattice operator and its renormalization
Let us start the discussion of the lattice operator by assuming that its definition is still
given by Eq. (2.24). However, this can be shown to be a naive definition of the operator
on the lattice. The reason is implicit in the discussion of tadpoles given above. Although
tadpoles are absent from the operator renormalization in the continuum, on the lattice,
they are non-vanishing, and result in large renormalizations, as can be seen in perturbative
lattice QCD calculations. As was suggested long ago by Lepage and Mackenzie [258], to
make the perturbative expansion of the lattice quantities well-behaved, and to define an
appropriate connection between the lattice operators and their continuum counterparts,
one can remove tadpoles from the expansion of the lattice operators in a non-perturbative
manner by dividing the gauge link by its expectation value in a smooth gauge,
U (x, x+ aµˆ)→ 1
u0
U (x, x+ aµˆ) , (2.32)
where a simpler, gauge invariant choice of u0 uses the measured value of the plaquette
in the simulation, u0 ≡
〈
1
3Tr (Uplaq)
〉1/4
. There remains still another issue regarding the
tadpole contributions to the smeared operator which is not fully taken care of by the simple
single-link improvement procedure explained above. The operator introduced in Eq. (2.24)
is smeared over several lattice sites, and as a result includes extended links. As will be
explained shortly, in spite of O (αs) corrections due to tadpoles from a single link, there
is an O (Nαs) enhancement due to the tadpoles from the extended link with length ∼
Na. So although a non-perturbative tadpole improvement could introduce non-negligible
statistical errors, this improvement is crucial, otherwise the relation between the lattice
smeared operator and the corresponding continuum operator is somewhat obscure.
The reason for the O (Nαs) enhancement of tadpoles from the extended links can be
illustrated by working out a particular example. Suppose that the link is extended between
points x and x + Naeˆ1 entirely along the 1 axis. Then in order to make a tadpole, not
only can each gauge field be contracted with the other gauge field belonging to the same
elementary link, but also it can be contracted with a gauge field from one of the remaining
N − 1 elementary links (see Fig. 2.9). Note that each diagram in Fig. 2.9 comes with a
multiplicity of N − m, where m is the number of links between the contracted gluonic
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Figure 2.9: Tadpole diagrams contributing to the smeared operator at one-loop order. Shown in
the right are the number of diagrams of each type.
vertices. At LO in a, the corresponding contribution from the extended tadpole (ET) is of
the form
Γ(ET ) ∼ αsa2
∫ pi
a
−pi
a
d4k
eimak1
k21 + k
2
2 + k
2
3 + k
2
4
∼ αs
m2
, (2.33)
from which the contribution from all the diagrams in Fig. 2.9 can be obtained,
N−1∑
m=1
(N −m) αs
m2
= O (Nαs) . (2.34)
Note that the m = 0 term, corresponding to the first diagram in fig 2.9, has been excluded
from the above sum as it is just the single link tadpole contribution. Given that there are
N single links, the total contribution from single link tadpoles is O (Nαs) as well.
Another issue with the extended links is the fact that without tadpole improvement,
breakdown of rotational symmetry occurs at O (Nαs). The reason is that without tadpole
improvement of the extended links, contributions from the different A1 irreps in a given point
shell are normalized differently. For example, there are more tadpole diagrams at O (g2)
contributing to an extended link between points (0, 0, 0) and (2, 2, 1) (six single links) than
to an extended link between points (0, 0, 0) and (3, 0, 0) (three single links) although both
points belong to the same point shell (i.e. have the same separation in position space).
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This fact magnifies the necessity of tadpole improvement as well as providing a prescription
for an appropriate improvement of an extended link. As the expectation value of a link
belonging to a given A1 irrep in a given shell is in general different from the expectation
value of the link belonging to another A1 irrep in the same shell, one needs to redefine the
link in a given irrep by dividing it by its expectation value in the same irrep,
UAi1
(x, x+ an) → 1
uAi1
UAi1
(x, x+ an) , (2.35)
where uAi1
=
〈
UAi1
(x, x+ an)
〉
, and the Ai1’s are different A1 irreps belonging to the n
2-
shell. With this prescription for tadpole improvement of the extended links, the renor-
malized operator is assured to be safe from large rotational invariance breaking effects of
the order of O (Nαs). With this new definition of the gauge link, Eq. (2.24) is now a
well-defined lattice operator with an appropriate continuum limit which can be used in our
subsequent analysis.
As the cancellation of the tadpole diagram is assured by the new definition of the oper-
ator, there are only three one-loop diagrams that contribute to the renormalization of the
lattice operator. The first diagram in Fig. 2.7 corresponds to the following loop integral at
zero external momentum for Wilson fermions,
Γ(a) ∼ (ig)2 T aT a 3
4piN3
∑
n
∫ pi
a
−pi
a
d4k
(2pi)4
eik·na
[
γρ cos
(
kρa
2
)
− ir sin
(
kρa
2
)]
×
−i∑µ γµ sin(kµa)a +M (k)∑
µ
sin2(kµa)
a2
+M (k)2
2 [γρ cos(kρa
2
)
− ir sin
(
kρa
2
)]
× i
4
a2
∑
ν sin
2
(
kνa
2
) YLM (Ωn) , (2.36)
whereM (k) ≡M+2r/a∑
µ
sin2 (kµa/2), and r is the Wilson parameter. Clearly at LO in the
lattice spacing, one recovers the corresponding diagram with the insertion of the continuum
operator, Eq. (2.27), and so it contributes to both the L = 0 and L = 1 operators. Note that
although the integration region is not rotationally symmetric like the continuum integral,
the convergence of integral at UV ensures that the contributions from non-rotationally
symmetric integration region II, defined in section 2.1.2, are suppressed by additional powers
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of 1/N compared to the rotational invariant region I:
δΓ(a) ∼ −ig2T aT a 3i
L
16pi4
∫ pi
−pi
dl4
∫ √3pi
pi
dl l2
∫
f(Ωl)
dΩl
(ilµγ
µ +ma)2
(l2 +m2a2)2 l2
× YLM (Ωl)
[∫ 1
0
dyy2jL (Nly)
]
, (2.37)
where: lµ = kµa and l
2 = l21 + l
2
2 + l
2
3. The integrand is clearly convergent, and the
integration region is entirely in the UV, and so the only dependence on a = 1/(ΛN) comes
from the integration over the Bessel function, giving a LO contribution proportional to 1/N2.
However, the first sub-leading contribution from this diagram scales as ∼ αs/N for Wilson
fermions instead of ∼ αs/N2. The reason is that the small a expansion of the integrand
in Eq. (2.36) includes terms at O (a) which is proportional to the Wilson parameter. The
integrand scales as ∼ 1/k3 multiplied by the spherical Bessel function in the UV which still
gives rise to a convergent four-momentum integration for any value of L,
δΓ(a,r) ∼ a
∫
d4k
1
k3
[∫ 1
0
dy y2 jL (Naky)
]
∼ aΛ = 1
N
. (2.38)
These contributions are rotational invariant, and will be included in the renormalization Z-
factor of the operator when matching the lattice operator with its continuum counterpart.
Further, the integrals that appear atO (a2) in an expansion of Eq. (2.36) are also convergent,
and the terms containing rotational invariance breaking contributions are suppressed by
1/N2. This completes discussion of the first one-loop diagram of Fig. 2.7.
The second diagram contains the one-gluon vertex operator, and requires evaluating a
line integral over the path on the grid defining the extended link. As was pointed out in the
discussion of the path in the continuum, in general any path can be chosen in evaluating the
operator both in the continuum or on the lattice, but requiring the recovery of rotational
symmetry at the level of the operator means that the extended link has to exhibit rotational
symmetry in the continuum limit. As already discussed, the simplest rotational invariant
path in the continuum is the radial path between the points, so it makes sense to try to
construct a path on the grid which remains as close as possible to the radial path between
points x and x + na. One might expect though that choosing a path in continuum which
is the same as its lattice counterpart is a more legitimate choice. One example of such a
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Figure 2.10: a) The link between points x and x + na for n = (2, 1, 0) which remains as close as
possible to the diagonal link, b) The link between the same points for n = 2 (2, 1, 0) which consists
of two separate links of part a) with the lattice spacing being halved, c) The link for n = 2K (2, 1, 0)
which consists of 2K separate links of part a) with the lattice spacing divided by 2K .
path is an L-shaped path. However, it is not hard to verify that the L-shaped link does not
restore rotational invariance in the continuum limit as the continuum path explicitly breaks
rotational symmetry. So the problem of evaluating the one-gluon vertex of the smeared
operator is reduced to finding the closest path to the straight line on the grid. In a lattice
calculation, one can, in principle, construct an algorithm which finds a path on the three-
dimensional grid in such a way that the area between the path and the rotational invariant
radial path is a minimum. One such algorithm has already been used in Ref. [287] to
construct a path that follows the straight line between sites A and B as closely as possible,
by forming a diagonal link at each step which has the maximum projection onto the vector
−−→
AB. By this construction of “super links”, the authors have been able to form arbitrary
(approximate) rotations of the Wilson loops, therefore constructing glueball operators which
project onto a definite spin J in the continuum limit. However, the analytic form of the
super link has not been given. In appendix A.4, a method to evaluate the link on such a
path is illustrated with a small number of examples. For the following discussion however,
a particular example has been considered which encapsulates the essential features of the
recovery of the rotational path, and gives us an idea how to deal with the general case.
Suppose that the link connects points x and x + na on a cubic lattice where n =
a0
a (Q, 1, 0), and a0 = 2
Ka. As usual a denotes the lattice spacing, and Q is an arbitrary
integer. The continuum limit is recovered when the integer K tends to infinity for a finite
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value of a0. Then as is shown in appendix A.4, for a path which is symmetric under reflection
about its midpoint and remains as close as possible to the vector na (see Fig. 2.10), the
O (g) term in the momentum-space expansion of the link has the following form
U (1g) (q) = ig
a0
2K
eiq·na/2
sin
(q·na
2
)
sin
( q·na
2K+1
) [Ay (q)
+2Ax (q)
sin
(
Qqxa0/2
K+2
)
sin (qxa0/2K+1)
cos
(
Qqxa0
2K+2
+
qya0
2K+1
)]
. (2.39)
As K →∞ limit which corresponds to a→ 0, one obtains
U (1g) (q) = 2igeiq·na/2
sin
(q·na
2
)
q · na
[
A · na+ a
2
24
(qxQ+ qy)
2 A · na
−a
2
24
QAxa0
(
q2x
(
Q2 − 1)+ 3Qqxqy + 3q2y)+O (a4)] , (2.40)
recovering the continuum link, given in Eq. (2.29), and contains broken rotational invariance
contributions which are suppressed by ∼ O(a2). This scaling has been shown in appendix
A.4 to hold for vectors n of the forms: a0a (Q, 1, 1),
a0
a (Q,Q, 1) and
a0
a (Q,Q,Q) as well.
Let us now examine how the insertion of this contribution from the operator modifies
the scaling of the rotational invariance violating operators at one-loop. The contribution
from the second diagram in Fig. 2.7 with the insertion of this vertex can be calculated order
by order in small a by expanding the vertices and propagators as before. At the LO one
gets
Γ(b) ∼ −ig2T aT a 3
4piN3
∑
n
∫ pi
a
−pi
a
d4k
(2pi)4
ikµγ
µ +m
(k2 +m2) k2
eik·na − 1
ik · na YLM (Ωn)×[
an · ~γ + a
2
24
(kxQ+ ky)
2 an · ~γ − a
2
24
Q
(
k2x
(
Q2 − 1)+ 3Qkxky + 3k2y) γxa0] . (2.41)
Clearly, after adding the contribution from the third diagram in Fig. 2.7, the LO contri-
bution from the above expression, the first term in the bracket of Eq. (2.41), recovers the
results obtained previously for the insertion of the continuum operator, up to suppressed
contributions from the integration region II, as discussed before. Therefore this term con-
tributes to the L = 0 operator with a logarithmically divergent coefficient, which along with
the wavefunction renormalization contributes to the anomalous dimension of the lattice op-
erator. Note that the wavefunction renormalization gives rise to a logarithmically divergent
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contribution to the L = 0 operator at LO in the lattice spacing, recovering the continuum
result, and the sub-leading contributions are suppressed at least by a = 1/(NΛ) for Wilson
fermions. This term also contains and L = 1 operator which is proportional to m, and
vanishes in the chiral limit.
The second term in the bracket of Eq. (2.41) is O(a2), and can be written as
δΓ(b,c),2 = −i g
2a2
8piN3
T aT a
∑
n
∫ pi
a
−pi
a
d4k
(2pi)4
[
1 +
m
ik · naan · ~γ
] eik·na − 1
(k2 +m2) k2
× (kxQ+ ky)2 YLM (Ωn)
∼ O (g2a0) . (2.42)
This scaling arises as a result of the UV divergence of the non-oscillatory contribution to
the integral and is entirely a UV effect. For this term there is no dependence upon n and as
such the factor of N−3 is canceled by a corresponding N3 from the sum. Terms proportional
to the mass are convergent in the UV, and as such are suppressed by a2 in the continuum
limit.
The last term in the above expression Eq. (2.41) contains rotational breaking contri-
butions. It is multiplied by an explicit factor of a2, but as seen in the previous term, the
power divergence of the non-oscillatory part of the integral gives rise to an overall scaling
of O (g2). This completes the discussion of the one-loop corrections to the lattice opera-
tor for the specific displacement vector na used above. It is also straightforward to check
the obtained scaling of different terms for other choices of the vector na. In general, sub-
leading contributions to the continuum link are O(a2), and so by dimensional analysis it
has an associated factor of momentum squared. On the other hand, it always contains a
non-oscillatory term, and as a result, the non-continuum contributions and the violations
of rotational symmetry scale as O (αs).
Given the discussion of the previous paragraphs, we naively conclude that the rotational
symmetry breaking scales as ∼ O(αs) in the continuum limit. It is the one-gluon vertex as-
sociated with the smeared-operator that is dominating this behavior, with the contributions
from other diagrams scaling as ∼ αs/N for Wilson fermions (Eq. (2.36) and Eq. (2.37)) and
αs/N
2 from the other loop diagrams compared with ∼ 1/N2 from the tree-level matching.
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However, this scaling can be further improved by smearing the gauge-field. The O(αs)
contributions are due to the explicit factor of a2 being compensated by a quadratic loop
divergence, (pi/a)2, rendering a suppression by only the coupling in the continuum limit,
analogous to the impact of tadpole diagrams. However, by smearing the gluon field over a
volume of radius 1/Λg = aNg
3, the offending diagrams in Fig. 2.7 scale as
δΓ(b,c),2,3 ∼ αs a2 Λ2g ∼
αs
N2g
, (2.43)
due to the suppression of the high momentum modes in the gluon propagator.
The natural question to ask here is what is the scale of the coupling in this process?
Note that the bare coupling constant of lattice QCD suffers from large renormalization as
discussed before, so a better-behaved weak coupling expansion of the lattice quantities uses a
renormalized coupling constant as the expansion parameter. As is suggested by Lepage and
Mackenzie [258], one first fixes the renormalization scheme by determining the renormalized
coupling αrens (k
∗) from a physical quantity such as the heavy quark potential. Then the
scale of the coupling is set by the typical momentum of the gluon in a given process. In the
case considered above, the energy scale of the strong coupling constant is dictated by the
scale of the gluon smearing region as the dominant contribution to the integral comes from
this region of the integration: k∗ ∼ pi/(Nga). A better estimate of the scale can be obtained
by the method explained in Ref. [258], but since we are interested in the continuum limit
where a → 0, this is already a reliable estimation of the momentum scale of the running
coupling.
The analysis in QCD is more complex at one-loop level than in the scalar theory due
to the presence of the gauge-link required to render the operator gauge-invariant. We have
found that the contributions from the operator defined in Eq. (2.24) scale in the same
way as those in the scalar theory, with the violation of rotational symmetry suppressed by
factors of ∼ 1/N2, but both tadpole improvement of the extended links and smearing of the
gauge-field is required. Our analysis of Wilson fermions reveals the contributions to matrix
elements that violate rotational invariance in the continuum limit at the one-loop level are
3We have distinguished the smearing radius of the operator, N , from the smearing radius of the gluons,
Ng, but in principle they could be set equal.
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suppressed by factors of ∼ αs/N2 and ∼ αs/N2g , and thus for a smearing defined in physical
units, deviations from rotational invariance scale as O(a2). Contributions that scale as
∼ αs/N and are proportional to the Wilson parameter, conserve angular momentum and
can be absorbed by the operator Z-factor. Most importantly, as in the scalar theory, there
are no mixings with lower dimension operators that diverge as inverse powers of the lattice
spacing.
Summary and discussions
In this chapter, a mechanism for the restoration of rotational symmetry in the continuum
limit of lattice field theories is considered. The essence of this approach is to construct
an appropriate operator on the cubic lattice which has maximum overlap onto the states
with definite angular momentum in the continuum. In analogy to the operator smearing
proposals given in Refs. [141, 143, 151] and Refs. [223, 287], the operator is constructed on
multiple lattice sites. Using spherical harmonics in the definition of the operator is key to
having the leading contributions to the classical operator be those with the desired angular
momentum. The sizes of the contributions are controlled by the scale of the smearing of the
operator, with sub-leading contributions to both lower and higher dimensional operators
that violate rotational symmetry being suppressed by 1/N2 - reflective of the pixelation of
the operator and fields. The λφ4 scalar field theory is shown to preserve this universal scaling
of the leading non-rotationally invariant contributions at all orders in perturbation theory,
compatible with the finite-size scaling results of λφ4-type theories near their rotational
invariant fixed points [104, 105]. The same can be shown to be true in gφ3 scalar field
theory.
Gauge invariance somewhat complicates the construction and analysis of analogous op-
erators in QCD. Although the tree-level lattice operator in QCD exhibits the same scaling
properties as the scalar operator, extended gauge links connecting the quark fields generate
gluonic interactions that contribute to loop diagrams that are power-law divergent. Such
contributions are either eliminated by tadpole improvement of the extended links, or are
suppressed by smearing of the gauge field. We find that it is the physical length scales
and continuum renormalization scale that dictate the size of matrix elements. The lead-
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Figure 2.11: The absolute value of the ratio of the tree-level coefficient, C(1)30;10, of a lowest dimension
operator with L = 1 to the tree-level coefficient, C
(3)
30;30, of the lowest dimension operator with angular
momentum, L = 3, resulting from the L = 3 operator in Eq. (2.1), as a function of the number of
included point shells.
ing non-continuum corrections from the one-loop diagrams preserve angular momentum,
scaling as ∼ αsa for Wilson fermions, and can be absorbed by the operator Z-factor. In
contrast, contributions that violate rotational symmetry are suppressed by αsa
2 as a → 0.
While we have chosen a specific form for the smeared operator, we expect that the results,
in particular the scaling of the violations to rotational symmetry, are general features of a
smeared operator with any (smooth) profile. Also, it is worth mentioning that although the
calculations preformed in this work, and the subsequent conclusions, relate operators and
matrix elements in Oh(3) to those in SO(3), the methodology and results are expected to
hold in relations between Oh(4) and SO(4). Instead of working with operators formed with
spherical harmonics to recover SO(3) invariance, one would work with operators formed
with hyper-spherical harmonics to recover SO(4) symmetry.
We conclude the chapter by discussing the practicality of this result for the current
LQCD calculations as well as its connection to the recovery of IR rotational invariance in
the lattice theories:
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• It is important to understand and to quantify the violation of angular momentum
conservation in the states and matrix elements calculated using Lattice QCD with the
lattice spacings currently employed. One interesting result is that by using the tadpole-
improved operator extended over several lattice sites and built from the smeared gauge
links, the quantum corrections introduce non-continuum corrections to the tree-level
results that are suppressed by at least αs, i.e. they do not introduce power-divergent
contributions. As an example, suppose that a lattice calculation aims to determine
a matrix element of an operator with L = 3. Then, as is demonstrated in Fig.
(2.11), the coefficient of the lower dimensional derivative operator with L = 1 is
almost 10 times larger than the coefficient of the L = 3 derivative operator when the
operator is defined over one lattice site, N = 1. The computational time required
to accurately perform the subtraction of the L = 1 contribution is significant for a
smearing scale of, say, Λ ∼ 2 GeV. Fortunately, by halving the lattice spacing and
smearing the operator over just two point shells (N = 2), the contamination from the
lower dimensional operator is reduced by a factor of ∼ 3, requiring a factor of ∼ 10 less
computational resources to accurately perform the subtraction at the same level of
precision. Further, by smearing the operator over ten point shells, the contamination
from the lower dimensional operator is reduced to ∼ 1% of its value at N = 1. Given
that the lattice spacing associated with Λ = 2 GeV is a ∼ 0.1 fm for N = 1, to be able
to smear out to the N = 2 shell requires a lattice spacing of a ∼ 0.05 fm, pushing the
limits of current lattice generation. To smear out to the N = 10 shell would require
a lattice spacing of a ∼ 0.01 fm which is currently impractical.
• The restoration of rotational invariance as discussed in this chapter regards only the
UV asymptote of the lattice theories: as one reaches a good pixelation of a region of
space where the lattice operator probes, the identification of eigenstates of the angu-
lar momentum operator becomes possible. In the other words, the more point shells
included in the lattice operator, the larger overlap the operator has onto a definite
angular momentum state. However, the full recovery of rotational invariance in the
lattice theories requires the suppression of rotational symmetry breaking contributions
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to the physical quantities not only as a result of short-distance discretization effects,
but also as a result of boundary effects of the finite cubic lattice in the IR regime of
the theories. The finite size of the lattice imposes (anti-)periodic boundary conditions
on the lattice wavefunctions which enforces the lattice momenta to be discretized,
p = 2pinL , where L is the spatial extent of the lattice and n is a vector of integers.
The IR rotational invariant theory is achieved as the lattice becomes infinitely large,
corresponding to a large number of point shells in the momentum space. However,
beyond this intuitive picture, one needs to examine in a quantitative way how this
recovery takes place in the large-volume limits of the lattice theories in the same way
as it was discussed for small lattice spacing limit of the theories. One quantitative
explanation of this IR recovery, has been given in Ref. [272] in the context of the ex-
traction of phase shifts in higher partialwaves from the energies of scattering particles
in a finite volume using Lu¨schers method. The idea is that as one includes higher
momentum shells, the number of occurrence (multiplicity) of any given irrep of the
cubic group increases. As a result, for a fixed energy in the large volume limit, linear
combinations of different states of a given irrep can be formed which can be shown to
be energy eigenstates; and the energy shift of each combination due to interactions is
suppressed in all but one partialwave in the infinite-volume limit. So, although each
state has an overlap onto infinitely many angular momentum states, the high multi-
plicity of a given irrep in a large momentum shell generates energy eigenstates which
dominantly overlap onto states of definite angular momentum, and the mixing with
other angular momentum states becomes insignificant in the large volume limit. This
picture also helps to better understand the mechanism of the UV rotational invari-
ance recovery due to the operator smearing. It is the high multiplicity of the irreps
in large (position-space) shells that is responsible for projecting out a definite angular
momentum eigenstate. These large shells are obtained by reducing the pixelation of
the lattice by taking a → 0 in position space, or increasing the size of the lattice by
taking L→∞ in momentum space – both are required in order to recover rotational
invariance from calculations performed on a lattice.
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Chapter 3
TWO-NUCLEON SYSTEMS FROM A FINITE-VOLUME
FORMALISM
Despite tight empirical constraints on the two-body nuclear force, the investigation of the
two-nucleon sector within LQCD is still warranted. Understanding the energy dependence of
the scattering phase shifts of two-body hadronic states, for example, is essential in obtaining
physical matrix elements of current operators in the two-body sector [61, 88, 126, 285, 286].
Additionally, as LQCD calculations are currently done at unphysical pion masses, a rigorous
study of three (multi)-nucleon systems from LQCD requires not only the knowledge of two-
nucleon phase shifts, but also their pion mass dependence as shown in Refs. [89, 238–241].
The LQCD determination of the scattering parameters of two-nucleon systems at unphysical
pion masses by itself is an interesting problem as it reveals the dependence of the two-body
nuclear force on the masses of quarks in nature. Progress in this direction will have striking
impact on our understanding of some of the most fundamental questions regarding the
nuclear fine tunings in nature and the anthropic view of the Universe. As discussed in
Refs. [55,156,157], the survivability of Carbon-Oxygen based life is related to the variation
of the inverse scattering lengths of NN scattering in the isosinglet and isotriplet channels,
and a precise LQCD determination of these parameters will put tighter constraints on this
quantity. In fact, for the first time LQCD has started addressing the question of naturalness
of the NN interactions. A nice example is the extraction of the S-wave NN scattering length
and effective range by the NPLQCD collaboration [32] at a pion mass of mpi ≈ 800 MeV
which has enabled them to study the variation of the NN scattering parameters and the
corresponding bound-state energies with respect to the light-quark masses, see Fig. 3.1. To
appropriately utilize these LQCD calculations, in particular for the realistic NN systems
with physical partial-wave mixings – which occurs due to the action of non-central forces in
nuclear systems, the FV formalisms and their associated QCs must be developed.
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The left panel of fig. 12 gives the ratio of the scattering length to effective range in the
3S1 channel as a function of the pion mass. As the effective range is a measure of the
range of the interaction, this figure reveals that the deuteron is becoming more natural at
heavier light-quark masses. In the right panel of fig. 12, the deuteron binding momentum
γd (related to the binding energy by Bd = γ
2
d/MN) normalized to the pion mass is shown
as a function of the pion mass. In the chiral regime one would expect that that γd scales
as m2π as suggested by effective field theory [44–51]. However, at the heavy up and down
quark masses used here, naive expectations based on the uncertainty principle suggest that
the deuteron binding momentum, if natural, would scale roughly as the inverse of the range
of the interaction. As the ratio of γd to mπ as a function of mπ is not constant, but rather
is falling, we conclude that pion exchange is no longer the only significant contribution to
the long-range component of the nuclear force, consistent with the meson spectrum found
at these quark masses.
While more precise calculations at these quark masses are desirable, and LQCD cal-
culations at other light-quark masses and at other lattice spacings are required to make
definitive statements, the present calculations suggest that the deuteron remains unnatural
over a large range of light-quark masses. This would imply that the unnaturalness of the
deuteron binding energy at the physical point is a generic feature of QCD with three light
quarks and does not result from a fine-tuning of their masses. If subsequently confirmed,
this would be a very interesting result.
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FIG. 13: The left panel shows the ratio of the scattering length to effective range in the 1S0
channel. The right panel shows the normalized di-neutron binding momentum versus the pion
mass [8, 11, 13, 14].
The 1S0 channel is unnatural at the physical point with a very large scattering length,
but the system appears to be more natural at heavier pion masses. Nonetheless, as shown in
fig. 13 (left panel), the scattering length is approximately twice the effective range at a pion
mass ofmπ ∼ 800 MeV, similar to the 3S1 channel. In the right panel of fig. 13, the di-neutron
binding momentum γnn (related to the binding energy by Bnn = γ
2
nn/MN) normalized to the
pion mass is shown as a function of the pion mass. As in the 3S1 channel, it appears that
the pion is not providing the only significant contribution to the long-range component of
the nuclear force. However, in contrast to the 3S1 channel, the
1S0-channel is clearly finely-
tuned at the physical light-quark masses. The range of light-quark masses over which it is
fine-tuned requires further LQCD calculations to determine, and eventual consideration of
13
0 100 200 300 400 500 600 700 800 9000
1
2
3
4
5
6
mΠ ￿MeV￿
m Π
r￿1 S 0￿
Experiment
NPLQCD nf￿3
0 100 200 300 400 500 600 700 800 9000
1
2
3
4
mΠ ￿MeV￿
m Π
r￿3 S 1￿
Experiment
NPLQCD nf￿3
FIG. 11: The NN effective range in the 1S0 channel (left panel) and the
3S1 channel (right panel).
The inner (outer) shaded region corresponds to the statistical uncertainty (statistical and systematic
uncertainties combined in quadrature) in a two-parameter fit to the results of the Lattice QCD
calculation and the experimental value.
VI. FINE TUNINGS AND SU(4) SPIN-FLAVOR SYMMETRY
At the physical values of the quark masses, the deuteron is an interesting system as it is
much larger than the range of the nuclear force. Its binding energy is determined by the pole
in the scattering amplitude in the 3S1 −3D1 coupled channels. It is known very precisely at
the physical light-quark masses, Bd = 2.224644(34) MeV, and recently LQCD calculations of
the deuteron binding have been performed at unphysical light-quark masses [8, 11, 13, 14].
Given that both the scattering lengths and effective ranges calculated in this work are
large compared with the pion Compton wavelength (which naively dictates the range of the
interaction for light pions), we explore the naturalness of the two-nucleon systems. In this
context, naturalness is defined by the length scales of the system as compared to the range
of the interaction. By contrast, a fine-tuned quantity is one in which the length scales of
the system are unnatural over a small range of parameters of the underlying theory.
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FIG. 12: The left panel shows the ratio of the scattering length to effective range in the 3S1
channel. The right panel shows the normalized deuteron binding momentum versus the pion
mass [8, 11, 13, 14]. The black point denotes the experimental value.
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Figure 3.1: The left panel represents the ratio of the two-nucleon scattering length, a, to the
effective range, r, in the 3S1 (top) and
1S0 (bottom) channels at the physical point as well at the
SU(3) symmetric point with mpi ≈ 800 MeV [32]. As can be inferred from the plots, the NN
interactions remain unnatural over a wide range of pion masses. The right panel represents the plots
of the binding energy as a function of pion mass. These indicate that the size of the deuteron and
the nn bound state remain large compared with the range of interactions at heavier pion masses.
The figure is reproduced with the permission of the NPLQCD collaboration.
In this chapter, we derive and present the generalization of the Lu¨scher formula for
nucleon-nucleon (NN) scattering valid below the inelastic threshold for all spin and isospin
channels in both positive and negative parity sectors. This formula is derived using the
auxiliary field (dimer) formalism in the language of a NR effective field theory EFT for
NN interactions. As introduce in chapter 1, a S-wave dimer field – that sums all 2 → 2
interactions non-perturbatively [42, 229] – significantly simplifies the diagrammatic repre-
sentation of multi-nucleon scattering amplitudes [48, 50–54, 56, 168]. However, to account
for scattering in higher angular momentum channels, this dimer field must be generalized
to arbitrary partial waves. This is particularly important when such an auxiliary field is
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used in constructing a FV formalism for three-body scattering processes. As is pointed out
in Ref. [89], the leading systematics of the results presented in Refs. [89, 238–241], for the
relation between three-body scattering amplitude and the FV spectrum of the three-particle
system, arises from the FV-induced mixing between S-wave and D-wave scattering modes
of the two-particle sub-system. A S-wave dimer field therefore does not incorporate possi-
ble mixings in the FV formalism and will not give rise to a full quantization condition in
arbitrary partial waves in both two-body and three-body systems. To address this defect,
we generalize the dimer field to higher partial waves and utilize the result to derive the gen-
eralized Lu¨scher formula for the two-body boosted systems within both scalar and nucleon
sectors.
As discussed in chapter 1, performing LQCD calculations for systems with different
CM momenta gives access to more energy levels at a given volume and provides additional
QCs for the energy eigenvalues of the system in terms of scattering parameters. Although
the master formula that will be derived is self-contained and incorporates all the necessary
details to be implemented in practice, deducing the relations, or QCs, among phase shifts in
different partial waves and the energy levels of a specific LQCD calculation requires multiple
nontrivial steps. The corresponding procedure is sometimes called the reduction of the
Lu¨scher formula. The difficulty associated with this procedure is due to the fact that LQCD
calculations are performed in a finite periodic cubic volume (for calculations at rest). As a
result, the degeneracy of energy eigenvalues of the system in such calculations is determined
according to the irreps of the cubic group. Since the phase shifts are characterized according
to the irreps of the SO(3) rotational group, the energy eigenvalues of the system in a given
irrep of the cubic group in general depend on the phase shifts of more than one partial-wave
channel. Performing LQCD calculations of energy levels in different irreps of the cubic group
would provide multiple QCs depending on different linear combinations of the scattering
phase shifts, leading to better constraints on these quantities. Therefore it is necessary to
identify all the QCs satisfied by a given scattering parameter in a partial-wave channel.
While Lu¨scher’s original work presents the reduction of the master formula to a QC for the
cubic A1 irrep, Ref. [272] provides the full quantization conditions for the energy eigenvalues
of different irreps of the cubic group, in both positive and negative parity sectors for orbital
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angular momentum l ≤ 6 as well as l = 9 in the scalar sector. For scattering involving a
spin-12 particle and a scalar particle, the Lu¨scher formula can be generalized such that the
energy eigenvalues of the meson-baryon system in a given irrep of the double-cover of the
cubic group is related to the corresponding phase shifts [64]. This generalization has been
also presented for NN scattering, where due to the the possibility of physical mixing among
different partial-wave channels, more complexities arise.1
By investigating the symmetry groups of the boosted systems along one and two Carte-
sian axes as well as that of the unboosted system, we have identified all the QCs satisfied by
the phase shifts and mixing parameters in channels with total angular momentum J ≤ 4;
ignoring scattering in partial-wave channels with l ≥ 4. Different QCs correspond to dif-
ferent irreps of the cubic (O), tetragonal (D4) and orthorhombic (D2) point groups that
represent the symmetry group of systems with CM momentum P = 0, P = 2piL (0, 0, 1)
and P = 2piL (1, 1, 0) respectively, where L denotes the spatial extent of the cubic volume.
As will be discussed later, these QCs can be also utilized for boost vectors of the form
2pi
L (2n1, 2n2, 2n3),
2pi
L (2n1, 2n2, 2n3 + 1) and
2pi
L (2n1 + 1, 2n2 + 1, 2n3) and all cubic rotations
of these vectors where n1, n2, n3 are integers. Although the master formula presented in this
article in the limit of zero CM momentum has been already derived in Ref. [216] for NN
systems using a relativistic quantum field theory approach, the full classifications of differ-
ent QCs for all the spin and isospin channels and for two non-zero CM momenta were first
obtained through completion of this thesis and are already presented in Refs. [86,91]. These
lengthy relations are tabulated in a Mathematica notebook supplemented to the published
paper [90] and we refrain to repeat those in this thesis. However, the procedure of deducing
these relations will be presented through an example in Sec. 3.2.1. Strategies for deducing
such QC for more general cases will be briefly discussed in Sec. 3.2.2. These relations make
the implementation of the generalized Lu¨scher formula for NN systems straightforward for
future LQCD calculations of the NN system.
1The Lu¨scher formula to study two-nucleon systems were first presented in Ref. [30], although due to
constraining the calculation to the S-wave scattering, the complexity of the two-nucleon systems has not
been dealt with. The only previous attempt to address this problem, including the spin, isospin and angular
momentum degrees of freedom, is the work by N. Ishizuka [216], where the quantization conditions for
energy eigenvalues of a two-nucleon system at rest in the positive and negative parity isosinglet channels
were obtained for J ≤ 4.
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3.1 Finite Volume Formalism with the Auxiliary Field Method
The goal of this section is to extend Lu¨sher’s formula [269,269] to the case of two nucleons
within the context of a NR EFT, using an auxiliary field method. Although there has been
several derivations for the Lu¨scher formula (an example of which presented in Sec. 1.3), the
formalism that will be presented here makes the study of two-baryon systems with arbitrary
quantum numbers straightforward. Additionally the methodology developed here can be
used to generalize the FV formalism presented in Ref. [89] to three hadrons with arbitrary
partial waves. In order to be able to incorporate the specific features of the two-nucleon
systems in the formalism, it is instructive to start with developing a general dimer formalism
for scalar particles. However, such formalism by itself is valuable in studies of multi-meson
systems in a finite volume, see for example, Refs. [89, 238–240].
3.1.1 Two-boson systems
Consider two identical bosons with mass M that interact in a partial-wave channel (l,m)
via a short-range interaction that can be effectively described by derivative couplings to the
fields. Let φk and dlm,P denote the interpolating operators that annihilate a boson with
NR four-momentum k, and a dimer (with quantum numbers of two bosons) with NR four-
momentum P and angular momentum (l,m), respectively. Then if Pµ = (E,P) denotes the
NR four-momentum of the system, one can write a Galilean-invariant action that describes
such system in the infinite volume in terms of a Lagrange density in the momentum space,
S =
∫
d4P
(2pi)4
φ†P (E − P22M )φP −∑
l,m
d†lm,P
(
E − P
2
4M
−∆l +
∞∑
n=2
cn,l(E − P
2
4M
)n
)
dlm,P

−
∫
d4P
(2pi)4
d4k
(2pi)4
∑
l,m
g2,l
2
[
d†lm,P
√
4pi Ylm(kˆ
∗
) |k∗|lφkφP−k + h.c.
]
, (3.1)
where k∗ = k−P/2 denotes the relative momentum of two bosons in the interaction term.
Note that the interactions between bosons in partial-wave channel (l,m) is mediated by
a corresponding dimer field, dlm. As is evident, upon integrating out such auxiliary field,
one recovers the four-boson interaction term in a Lagrangian with only φ-field degrees of
freedom. Since this is a theory of identical bosons, all couplings of the dimer field to a two-
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boson state with an odd partial wave vanish. Eq. (3.1) clearly reduces to the S-wave result of
Refs. [?,42,229]. This action can be easily generalized for systems involving distinguishable
scalar bosons (e.g. for P-wave scattering see Ref. [84]). As usual, the LECs {∆l, cl,n, g2,l}
in the effective Lagrangian must be tuned to reproduce the ERE of the lth-partial wave,
k∗2l+1 cot δ(l)d = −
1
al
+
rlk
∗2
2
+
∞∑
n=2
ρn,l
n!
(k∗2)n, (3.2)
where k∗ ≡ |k∗| =
√
ME − P24 is the relative on-shell momentum of the bosons in the CM
frame. δ
(l)
d is the phase shift in the l
th-partial wave, and {al, rl, ρn,l} are the corresponding
scattering length, effective range and all higher order shape parameters, respectively. The
fully dressed dimer propagator can be obtained by summing up the self-energy bubble
diagrams to all orders, Fig. 3.2(a), the result of which is the following
D∞(E,P) = 1
(DB)−1 − I∞(E,P) , (3.3)
where DB denotes the bare dimer propagator,
[DB(E,P)]
l1m1,l2m2
=
−i δl1l2δm1m2
E − P24M −∆l +
∑∞
n=2 cn,l(E − P
2
4M )
n + i
, (3.4)
and I∞ denotes the value of the bubble diagram evaluated using the power divergence
subtraction (PDS) scheme [30,232,233],
[I∞(E,P)]l1m1,l2,m2 =
iM
8pi
g22,l1k
∗2l1(µ+ ik∗)δl1l2δm1m2 , (3.5)
where µ is the renormalization scale. By requiring the full dimer propagator, D∞, in the
infinite volume to reproduce the full scattering amplitude in any given partial wave,
M∞l1m1,l2m2 = −[ g D∞(E,P) g ]l1m1,l2m2 =
8pi
M
1
k∗ cot δ(l1)d − ik∗
δl1l2δm1m2 , (3.6)
one arrives at
g22,l =
16pi
M2rl
for l even, ∆l =
2
Mrl
(
1
al
− µk∗2l
)
, cn,l =
2
Mrl
ρn,lM
n
n!
. (3.7)
In the finite volume, the two-boson system can still be described by the action in Eq.
(3.1) except the periodic boundary conditions constrain the momenta to be discretized. In
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Figure 3.2: a) Diagrammatic equation satisfied by the matrix elements of the full dimer propagator
in a) infinite volume and b) finite volume. The grey (black) band represents the full infinite (finite)
volume propagator, D∞ (DV ), while the double lines represent the bare propagator, DB .
particular, the integral over three-vector momenta in Eq. (3.1) is replaced by a sum over
discrete momenta, P = 2piL n, where n is an integer triplet. Then it is straightforward to
evaluate the corresponding bubble diagram in the finite volume,[
IV
]
l1m1,l2,m2
=
iM
8pi
g2,l1g2,l2k
∗l1+l2
×
µ δl1l2δm1m2 +∑
l,m
(4pi)3/2
k∗l
cPlm(k
∗2)
∫
dΩ Y ∗l1,m1Y
∗
l,mYl2,m2
 ,(3.8)
where as defined in Sec. 1.3,
cPlm(x) =
[
1
L3
∑
q
−P
∫
d3q
(2pi)3
]
q∗l
√
4piYlm(qˆ∗)
q∗2 − x , (3.9)
q∗ = q−P/2, and P denotes the principal value of the integral. The full dimer propagator,
DV , can then be obtained by summing up the infinite series of bubble diagrams in Fig.
3.2(b), where the LEC of the theory are matched with the the physical quantities according
to Eq. (3.7),
DV (E,P) = 1
(DB)−1 − (DB)−1IV (E,P)DB . (3.10)
Note that, just like D∞ in Eq. (3.3), DV is a matrix in the angular momentum space.
The poles of the FV dimer propagator give the spectrum of two-boson system in a finite
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volume in terms of the scattering parameters. These energy eigenvalues satisfy the following
determinant condition
det
[
k∗ cot δ −FFV ] = 0, (3.11)
where both cot δ and FFV are matrices in the angular momentum space,
cot δ ≡ cot(δl1)δl1l2δm1m2 , (3.12)
[FFV ]
l1m1,l2m2
=
∑
l,m
(4pi)3/2
k∗l
cPlm(k
∗2)
∫
dΩ Y ∗l1,m1Y
∗
l,mYl2,m2 . (3.13)
In Eq. (3.12) the Kronecker deltas that are constraining the (l,m) quantum numbers
should not be confused with the phase shift δl1 . This quantization condition agrees with
the NR limit of the results presented in Refs. [109, 235, 325] for the generalization of the
Lu¨scher formula to the boosted systems, and upon truncating the angular momentum sum
to lmax = 0, reduces to the S-wave result of Ref. [89] where an S-wave dimer field is used to
derive the Lu¨scher formula. This derivation shows that upon incorporating higher partial
waves in the construction of the dimer Lagrangian, as well as accounting for higher order
terms in the EFR expansion, all the two-body physics is fully encapsulated in this formalism.
As a result the systematic errors of those FV multi-particle calculations that have used a
S-wave dimer field up to next-to-leading order in ERE (see Refs. [89,238–241]), can be easily
avoided.
3.1.2 Two-nucleon systems
Due to spin and isospin degrees of freedom, the two-nucleon system exhibits some specific
features. In particular, the anti-symmetricity of the two-nucleon state constrains the allowed
spin and isospin channels for a given parity state. Additionally, any spin-triplet two-nucleon
state is an admixture of two different orbital-angular momentum states. For example, as is
well known, the two-nucleon state in the deuteron channel with JP = 1+ is an admixture
of S-wave and D-wave states. In general, a positive parity two-nucleon state with total
angular momentum J is a linear combination of states with the following orbital angular
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momentum L and total spin S2(
L = J ∓ 1
2
(1− (−1)J), S = 1
2
(1− (−1)J)
)
, (3.14)
while in the negative parity sector, the states that are being mixed have3(
L = J ∓ 1
2
(1 + (−1)J), S = 1
2
(1 + (−1)J)
)
. (3.15)
Table (3.1) shows the allowed spin and angular momentum of NN states in both isosinglet
and isotriplet channels with J ≤ 3.
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spin and isospin channels for a given parity state. Additionally, any spin-triplet two-nucleon
state is an admixture of two different orbital-angular momentum states. For example, as is
well-known, the two-nucleon state in the deuteron channel with JP = 1+ is an admixture of
S-wave and D-wave states. In general, a positive parity two-nucleon state with total angular
momentum J is a linear combination of states with3￿
L = J ∓ 1
2
(1− (−1)J), S = 1
2
(1− (−1)J)
￿
, (1.14)
while in the negative parity sector, the states that are being mixed have4￿
L = J ∓ 1
2
(1 + (−1)J), S = 1
2
(1 + (−1)J)
￿
. (1.15)
Table (1.1) shows the allowed spin and angular momentum of NN states in both isosinglet
and isotriplet channels with J ≤ 4.
JP 0+ 0− 1+ 1− 2+ 2− 3+ 3−
I = 0 — — {(0, 1), (2, 1)} (1, 0) (2, 1) — {(2, 1), (4, 1)} (3, 0)
I = 1 (0, 0) (1, 1) — (1, 1) (2, 0) {(1, 1), (3, 1)} — (3, 1)
Table 1.1: The allowed spin and angular momentum states, (L, S), for NN-states with J ≤ 3. Note
that depending on the parity of the states, the partial-wave mixing can occur in either the isosinglet
or isotriplet channels.
In order to write the most general Lagrangian describing nucleon-nucleon scattering in
all spin, isospin and angular momentum channels, let us introduce an operator that creates
an NN-state with total four-momentum P and the relative momentum k∗ = k − P2 in an
3The L that is introduced here and elsewhere as the partial-wave label of quantities should not be confused
with the spatial extent of the lattice L that appears in the definition of the cPlm functions.
4Note, however, that for a J-even state in the first case and a J-odd state in the second case, there is
only one angular momentum state allowed and no mixing occurs.
Table 3.1: The allowed spin and angular momentum states, (L, S), for NN-states with J ≤ 3
assuming an exact isospin symmetry. Note that depending on the parity of the states, the partial-
wave mixing can occur in either the isosinglet or isotriplet channels.
In order to write the most general Lagrangian describing NN scattering in all spin,
isospin and angular momentu channels, let us introduce an operator that creates a NN-
state with total four-momentum P and the relative momentum k∗ = k− P2 in an arbitrary
partial wave (L,ML) in the following way
|NN ;P, k∗〉LML,SMS ,IMI = NL
∫
dΩk∗ Y
∗
LML
(kˆ
∗
)k∗L
[
NTP−k Pˆ(SMS ,IMI) Nk
]† |0〉, (3.16)
where k∗ = |k∗|. Pˆ(SMS ,IMI) is an operator which projects onto a two-nucleon state with spin
(S,MS) and isospin (I,MI), and NL is a normalization factor. By requiring such state to
2The L that is introduced here and elsewhere as the partial-wave label of quantities should not be confused
with the spatial extent of the lattice L that appears in the definition of the cPlm functions.
3Note, however, that for a J-even state in the first case and a J-odd state in the second case, there is
only one angular momentum state allowed and no mixing occurs.
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have a non-zero norm, and given the anti-commutating nature of nucleon fields, one can infer
that for positive parity states the operator Pˆ(SMS ,IMI) must be necessarily antisymmetric,
while for negative parity states it must be symmetric. Since this operator is a direct product
of two projection operators in the space of spin and isospin, these requirements can be
fulfilled by constructing the corresponding operators using the appropriate combinations of
Pauli matrices, σj (τj), that act on the spin (isospin) components of the nucleon field. To
proceed with such construction, let us define the following operators
αIj = τyτj , α
S
j = σyσj , β
I = τy, β
S = σy. (3.17)
Note that the matrices that are named as α are symmetric while those that are named
as β are antisymmetric. Superscript I (S) implies that the operator is acting on the spin
(isospin) space, and index j = 1, 2, 3 stands for the Cartesian components of the operators.
Alternatively one can form linear combinations of αSj (α
I
j ) that transform as a rank one
spherical tensor.4 Using these matrices, it is straightforward to see that an antisymmetric
Pˆ(SMS ,IMI) can have one of the following forms
Pˆ(00,1MI) ≡
α
(MI)
I ⊗ βS√
8
, Pˆ(1MS ,00) ≡
βI ⊗ α(Ms)S√
8
, (3.18)
which can project onto two-nucleon states with (S = 0, I = 1) and (S = 1, I = 0) respec-
tively. Note that these are the conventional isotriplet and isosinglet projection operators
in the positive parity sector that are used frequently in literature [108, 329]. On the other
hand, a symmetric Pˆ(SMS ,IMI) can project onto two-nucleon states with (S = 0, I = 0) and
(S = 1, I = 1) and should have one of the following forms,
Pˆ(00,00) ≡
βI ⊗ βS√
8
, Pˆ(1MS ,1MI) ≡
α
(MI)
I ⊗ α(MS)S√
8
, (3.19)
respectively.
As it is the total angular momentum J that is conserved in a two-nucleon scattering
process, as opposed to the orbital angular momentum L, it is convenient to project a
4A Cartesian vector r can be brought into a spherical vector according to
r(0) ≡ rz, r(±1) ≡ ∓ (rx ± iry)√
2
.
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two-nucleon state in the |LML, SMS〉 basis into a state in the |JMJ , LS〉 basis using the
Clebsch-Gordan coefficients,
|NN ;P, k∗〉JMJ ,LS,IMI =
∑
ML,MS
〈JMJ |LML, SMS〉 |NN ;P, k∗〉LML,SMS ,IMI .(3.20)
Note that isospin remains a conserved quantum number up to small isospin breaking
effects that we ignore for the nucleon systems. In order to describe NN interactions, we
introduce an auxiliary dimer filed, similar to the scalar theory.5 This field, that will be
labeled dLSJMJ ,IMI ;P , has the quantum numbers of two-nucleon states with total angular
momentum (J,MJ) and isospin quantum number of (I,MI) with orbital angular momentum
L and spin S. Now the action corresponding to the Lagrangian density of free nucleon and
dimer fields in the momentum space can be written as
Skinetic =
∫
d4P
(2pi)4
[
N †P (E −
P2
2m
)NP
−
∑
J,MJ ,I,MI
∑
L,S
(
dLSJMJ ,IMI ;P
)†(
E − P
2
4m
−∆LSJI +
∞∑
n=2
cLSJI,n(E −
P2
4m
)n
)
dLSJMJ ,IMI ;P
 .
(3.21)
In order to write the interaction Lagrangian, one should note that, while the total angular
momentum, parity, isospin and spin are conserved in a strongly interacting NN process, the
orbital angular momentum can change due to the action of tensor forces in nuclear physics.
This is easy to implement in this formalism, as the two-nucleon states that are formed, Eq.
(3.20), are compatible with the symmetries of the two-nucleon states. The interacting part
of the action that does not mix angular momentum states, Sint,1, can then be written as
Sint,1 = −
∫
d4P
(2pi)4
d4k
(2pi)4
∑
J,MJ ,I,MI
∑
L,ML,S,MS
gLSJI 〈JMJ |LML, SMS〉
×
[(
dLSJMJ ,IMI ;P
)† √
4pi YLML(kˆ
∗
) k∗L NTk Pˆ(SMS ,IMI) NP−k + h.c.
]
,
(3.22)
where gLSJI denotes the coupling of a dimer field to the two-nucleon state with quantum
numbers {J, I, L, S}. Note that the interactions must be azimuthally symmetric and so the
5The S-wave dimer field in the nuclear sector is commonly referred to as a di-baryon field.
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reason the couplings are independent of azimuthal quantum numbers. Eqs. (3.14, 3.15)
now guide us to write the most general form of the interacting part of the action that is not
diagonal in the angular momentum space, Sint,2, as follows
Sint,2 = −
∫
d4P
(2pi)4
d4k
(2pi)4
∑
J,MJ ,I,MI
∑
L,ML,L′,M ′L,S,MS
hJI δ
I,
1+(−1)J
2
δS,1(δL,J+1δL′,J−1 + δL,J−1δL′,J+1)〈JMJ |L′M ′L, SMS〉
×
[(
dLSJMJ ,IMI ;P
)† √
4pi YL′M ′L(kˆ
∗
) k∗L
′
NTk Pˆ(SMS ,IMI) NP−k + h.c.
]
.
(3.23)
Note that in this interacting term, spin, isospin and the initial and final angular momenta
are all fixed for any given total angular momentum J . As a result we have only specified
the (JI) quantum numbers corresponding to coupling h. As in the scalar case, all the
LECs of this effective Lagrangian, {∆LSJI , cLSJI,n, gLSJI , hJI}, can be tuned to reproduce the
low-energy expansion of the scattering amplitudes in the J th angular momentum channel
with a given spin and isospin. As discussed in Sec. 3.1.1), in the scalar sector the LECs can
be easily determined in terms of the ERE parameters and the renormalization scale. For
coupled-channel systems, obtaining the LECs in terms of the scattering parameters requires
solving a set of coupled equations. The tuning of the LECs is only an intermediate step in
obtaining the relationship between the FV spectrum and the scattering amplitude, which
can be easily circumvented by introducing the Bethe-Salpeter kernel.
Let us encapsulate the leading 2→ 2 transition amplitude between a two-nucleon state
with (JMJ , IMI , LS) quantum numbers and a two-nucleon state with (JMJ , IMI , L
′S′)
quantum numbers in the Bethe-Salpeter kernel, K. Since total angular momentum, spin
and isospin are conserved in each 2 → 2 transition, the kernel can be fully specified by
K
(LL′;S)
JMJ ;IMI
. Since J is conserved, the full kernel in the space of total angular momentum
can be expressed as a block-diagonal matrix. In fact, it is straightforward to see that for
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each J-sector, the corresponding subblock of the full matrix has the following form

K
(J−1,J−1;1)
JMJ ;IMI
0 0 K
(J−1,J+1;1)
JMJ ;IMI
0 K
(J,J ;0)
JMJ ;IMI
0 0
0 0 K
(J,J ;1)
JMJ ;I′MI′
0
K
(J+1,J−1;1)
JMJ ;IMI
0 0 K
(J+1,J+1;1)
JMJ ;IMI
 . (3.24)
We keep in mind that for any given J , I, L and S, there are (2J + 1)2 × (2I + 1)2 elements
accounting for different values of MJ and MI quantum numbers. We also note that the
value of the isospin is fixed for each transition kernel. Explicitly, one finds that I = 1+(−1)
J
2
and I ′ = 1+(−1)
J+1
2 .
6 For the special case of J = 0, the corresponding sub-sector is
 K(0,0;0)00;1MI 0
0 K
(1,1;1)
00;1MI
 . (3.25)
These kernels, that correspond to leading transitions in all spin and isospin channels, are
depicted in Fig. 3.3. Although one can read off the Feynman rules corresponding to these
kernels from the Lagrangian, Eqs. (3.21, 3.22, 3.23), the FV energy eigenvalues can be
determined without having to reference to the explicit form of these kernels, as will become
evident shortly.
The scattering amplitude can be calculated by summing up all the 2→ 2 diagrams which
can be obtained by any number of insertions of the transition kernels and the two-particle
propagator loops. It can be easily seen that the infinite-volume two-particle loops, G∞,
are diagonal in total angular momentum, spin, isospin and orbital angular momentum. It
is easy to show that G∞ = 2 I∞, where I∞ is the infinite-volume loop for two identical
bosons, Eq. (3.5), hence the overall factor of two. As a result, the scattering amplitude can
be expressed as
M∞ = −K 1
1− G∞K , (3.26)
6There is no (I = 0, S = 0) channel for scattering in an even J sector. Also there is no (I = 1, S = 0)
channel for scattering in an odd J sector.
103
K
(J,J;0(1))
JMJ ,IMI
≡ L = J L￿ = JL
￿￿ = J
K
(J±1,J±1;1)
JMJ ,IMI
≡
K
(J±1,J∓1;1)
JMJ ,IMI
≡
L￿￿ = J ∓ 1
L = J ± 1L￿ = J ± 1 L￿ = J ± 1L = J ± 1
L￿￿ = J ± 1
+
+
L￿￿ = J ∓ 1L￿￿ = J ± 1
L = J ± 1 L = J ± 1L￿ = J ∓ 1 L￿ = J ∓ 1
Figure 3.3: The leading 2→ 2 transition amplitudes in the sector with total angular momentum J ,
Eq. (3.24). The superscripts in the kernels denote the initial angular momentum, L, final angular
momentum, L′ and the conserved spin of the channels, S, respectively. The black dot represents the
interaction vertex that conserves the partial wave of the channel, and whose strength is parametrized
by the coupling gLSJI , Eq. (3.22). The grey diamond denotes the vertex that mixes partial waves, and
whose strength is given by hJI , Eq. (3.23). the double lines are the bare propagators corresponding
to a dimer field with angular momentum L′′.
where K is a matrix whose J th-subblock is given by Eq. (3.24). Since G∞ is diagonal, the
J th-subblock of the infinite-volume scattering amplitude reads

M(J−1,J−1;1)JMJ ;IMI 0 0 M
(J−1,J+1;1)
JMJ ;IMI
0 M(J,J ;0)JMJ ;IMI 0 0
0 0 M(J,J ;1)JMJ ;I′MI′ 0
M(J+1,J−1;1)JMJ ;IMI 0 0 M
(J+1,J+1;1)
JMJ ;IMI
 , (3.27)
for any non-zero J and
 M(0,0;0)00;1MI 0
0 M(1,1;1)00;1MI
 , (3.28)
104
for J = 0. As is conventional, the scattering amplitude in channels with no partial-wave
mixing can be parametrized by a scattering phase shift, δLSJI , according to
M(JJ ;S)JMJ ;IMI =
4pi
Mk∗
e2iδ
LS
JI − 1
2i
δL,J =
4pi
Mk∗
1
cot δLSJI − i
δL,J , (3.29)
while in channels where there is a mixing between the partial waves, it can be characterized
by two phase shifts and one mixing angle, ¯J , [338]
7
M(J±1,J±1;S)JMJ ;IMI =
4pi
Mk∗
cos 2¯Je
2iδLSJI − 1
2i
δL,J±1, (3.30)
M(J±1,J∓1;S)JMJ ;IMI =
4pi
Mk∗
sin 2¯J
ei(δ
LS
JI +δ
L′S
JI )
2
δL,J±1δL′,J∓1. (3.31)
These relations are independent of MJ and MI as the scatterings are azimuthally symmetric.
We emphasize again that Kronecker deltas used to specify the L quantum numbers should
not be confused with the phase shifts. Note that for each J sector, there is only one mixing
parameter and as result no further labeling other than the J label is necessary in case of ¯J .
The FV kernels are equal to the infinite-volume kernels (up to exponentially suppressed
terms in volume below the pion production, and in particular the J th-subblock of such kernel
is given by Eq. (3.24). As in the scalar case, the only difference between the finite volume
and infinite volume shows up in the s-channel bubble diagrams, where the two particles
running in the loops can go on shell and give rise to power-law volume corrections. It is
straightforward to show that the two-nucleon propagator in the finite volume, GV , can be
written as
GV = G∞ + δGV , (3.32)
where δGV is a matrix in the (JMJ , IMI , LS) basis whose matrix elements are given by
[
δGV ]
JMJ ,IMI ,LS;J ′M ′J ,I′M
′
I ,L
′S′ =
iMk∗
4pi
δII′δMIM ′I δSS
′
δJJ ′δMJM ′J δLL′ + i∑
l,m
(4pi)3/2
k∗l+1
cPlm(k
∗2)
×
∑
ML,M
′
L,MS
〈JMJ |LML, SMS〉〈L′M ′L, SMS |J ′M ′J〉
∫
dΩ Y ∗L,MLY
∗
l,mYL′,M ′L
 ,
(3.33)
7We take a different parametrization for the S-matrix when studying the deuteron spectrum for reasons
that will be discussed in chapter 4.
105
and, as is evident, is neither diagonal in the J-basis nor in the L-basis. The kinematic
function cPlm(k
∗2) is defined in Eq. (5.7) and is evaluated at the on-shell relative momentum
of two nucleons in the CM frame. The full FV two-nucleon scattering amplitude can be
evaluated by summing up all 2→ 2 FV diagrams,
MV = −K 1
1− GVK =
1
(M∞)−1 + δGV , (3.34)
where in the second equality the kernel is eliminated in favor of M∞ and G∞ using Eq.
(3.32). The energy eigenvalues of the two-nucleon system arise from the poles ofMV which
satisfy the following determinant condition
det
[
(M∞)−1 + δGV ] = 0. (3.35)
This quantization condition clearly reduces to Eq. (3.11) for two-boson systems when setting
S = 08, and is in agreement with the result of Ref. [64] for meson-baryon scattering after
setting S = 1/2. This result also extends the result of Ref. [216] for two-nucleon systems to
moving frames.
Although both (M∞)−1 and δGV are complex, for each partial wave, there occurs an
intricate cancellation of their imaginary parts. One could, on the other hand, work with the
kernel K and finite-volume propagator GV , both manifestly real expressions, to define the
QC. From Eq. (3.34) it is evident that the finite volume QC can be equivalently written
as det[K−1 − GV ] = 0, which has yet no reference to the scattering amplitude. However
Eq. (5.5) is comprised of renormalization-scale independent quantities, whereas K and
GV are both scale dependent (only their difference is scale independent). For this reason
and to make connection with infinite-volume observables easier, we utilize Eq. 5.5. Since
the cancellation of imaginary terms is not trivial in channels with partial-wave mixing, we
explicitly show how this cancellation occurs at the end of this section.
It is important to note that in deriving this result we have only assumed that the
FV kernels are exponentially close to their infinite volume counterparts. Therefore the
result obtained is valid for energies up to the inelastic threshold. In the nuclear sector this
8The symmetry factor in both the scattering amplitude and the FV function cancel out in the determinant
condition, leaving the FV QC in Eq. 3.11, insensitive to the distinguishability of the particles.
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corresponds to the pion production threshold, E∗ = mpi, which is well above the t-channel
cut defined by E∗cut ≡ m2pi/4mN (∼ 5 MeV at the physical point). For energies above E∗cut,
the dimer formalism written in Eqs. (3.21-3.23) will get corrections from coupling of nucleons
to pions and the LECs appearing in the action will get mpi-dependent corrections [31, 220,
232, 233, 353]. All such corrections due to the dynamical pions above the t-channel cut,
including pion exchange diagrams, can be still embedded in the interacting kernels in both
infinite volume and finite volume. Below the pion production threshold, these corrections
in the FV kernels are still exponentially close to their infinite volume counterparts, making
the results presented in this section valid beyond the t-channel cut.
The determinant of the QC is defined in the basis of (JMJ , IMI , LS) quantum numbers
and is over an infinite dimensional matrix. To be practical, this determinant should be
truncated in the space of total angular momentum and orbital angular momentum. Such
truncation is justified since in the low-momentum limit the scattering phase shift of higher
partial waves L scales as k∗2L+1. In the next section, by truncating the partial waves to L ≤
3, we unfold this determinant condition further, and present strategies to reduce this master
formula to separate QCs for energy eigenvalues in different irreps of the corresponding
symmetry group of the two-nucleon system. The first trivial reduction in the QC clearly
takes place among different spin/isospin channels. In particular, it is straightforward to see
that the QC in Eq. (5.5) does not mix (S = 0, I = 1), (S = 1, I = 0), (S = 0, I = 0)
and (S = 1, I = 1) sectors, and automatically breaks into four independent determinant
conditions that correspond to different spin-isospin sectors,
Det
[
(M∞)−1 + δGV ] = 1∏
I=0
1∏
S=0
det
[
(M∞(I,S))−1 + δGV(I,S)
]
= 0. (3.36)
This is due to the fact that each J-sub block of the scattering amplitude matrix can be
separated into three independent sectors as following
M∞(I,1) ≡

M(J−1,J−1;1)J ;I M(J−1,J+1;1)J ;I
M(J+1,J−1;1)J ;I M(J+1,J+1;1)J ;I
 , M∞(I,0) ≡ M(J,J ;0)J ;I , M∞(I′,1) ≡ M(J,J ;1)J ;I′ ,
(3.37)
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where I and I ′ are defined after Eq. (3.24). Since the MJ and MI indices are being
suppressed, one should keep in mind that each block is still a (2J + 1)2× (2I + 1)2 diagonal
matrix. If J is even, these amplitudes describe scattering in the negative parity isotriplet,
positive parity isotriplet and positive parity isosinglet channels, respectively. For an odd J ,
these amplitudes correspond to scattering in the positive parity isosinglet, negative parity
isosinglet and negative parity isotriplet channels, respectively. Due to the reduced symmetry
of the FV, δGV has off-diagonal terms in the basis of total angular momentum J . So although
the QC in Eq. (5.5) fully breaks down in the (I, S)-basis, it remains coupled in the (J, L)-
basis. In order to further reduce the determinant conditions in Eq. (3.36), the symmetries
of the FV functions must be studied in more detail. This will be the topic of the next
section of this chapter.
Before moving on to such symmetry considerations, let us conclude this section by
showing that the master QC derived in this section is real as it must be. It can be verified
that, e.g. for systems at rest, the only imaginary part of the FV matrix δGV shows up in
the diagonal elements of this matrix.9 So in general, for the angular momentum channels J
where there is no coupling between different partial waves, the inverse scattering amplitude
matrix has only diagonal elements, whose imaginary part exactly cancels that of the δGV
matrix, see Eq. (3.29). Explicitly,
=[(MLL;SJMJ ;IMI )−1 + δG
V,(LL;S)
JMJ ,JMJ ;IMI
] = − iMk
∗
4pi
+
iMk∗
4pi
= 0. (3.38)
For the angular momentum channels where there are off-diagonal terms due to the partial-
wave mixing, one can still write the inverse of the scattering amplitude in that sector, Eqs.
(3.30, 3.31), as following
(MLL′;1)−1 =
 −Mk∗4pi cos 2 sin(δ′−δ)+sin(δ′+δ)cos(δ′+δ)−cos(δ′−δ) cos(2) − iMk∗4pi Mk∗2pi cos() sin()cos(δ′+δ)−cos(δ′−δ) cos(2)
Mk∗
2pi
cos() sin()
cos(δ′+δ)−cos(δ′−δ) cos(2) −Mk
∗
4pi
cos(2) sin(δ−δ′)+sin(δ′+δ)
cos(δ′+δ)−cos(δ′−δ) cos(2) − iMk
∗
4pi
 ,
(3.39)
where L = J ± 1 (L′ = J ∓ 1) and δ (δ′) denotes the phase shift corresponding to the L
(L′) partial wave. As is seen the off-diagonal elements of this matrix are real. Given that
9This is not always the case as for example, the δGV matrix for the d = (1, 1, 0) boost contains off-
diagonal complex elements as well. For all of those case, we have verified that although the elements of
the matrix (M∞)−1 + δGV are complex, the determinant of the matrix remains real, see Refs. [86,90,91].
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the FV function δGV has real off-diagonal terms in this case, these terms in the QC lead
to a real off-diagonal element. For the diagonal elements, the imaginary part of the inverse
scattering amplitude is isolated and has the same form as the imaginary part of the δGV
matrix, so a similar cancellation as that given in Eq. (3.38) occurs in this case as well.
3.2 Symmetry Considerations and Quantization Conditions
Although it is convenient to think of the determinant condition, Eq. (5.5), as a determi-
nant in the J basis, one should expect that for zero CM momentum, this equation splits
into 5 independent QCs corresponding to the 5 irreps of the cubic group (see table (3.2)).
Furthermore, the degeneracy of the energy eigenvalues will reflect the dimension of the cor-
responding irrep. In general, the FV matrix δGV , Eq. (3.33), although being sparse, mixes
states corresponding to different irreps of the cubic group. As a result, at least a partial
block diagonalization of this matrix is necessary to unfold different irreps that are present
due to the decomposition of a given total angular momentum J . When the two-particle
system is boosted, the symmetry group of the system is no longer cubic, and the reduction
of the determinant condition, Eq. (5.5), takes place according to the irreps of the corre-
sponding point group, Table. (3.2). In the following section, this reduction procedure and
the method of block diagonalization will be briefly discussed.
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off-diagonal elements in J = 1 subblock are due to the S-D mixing. In the J = 3 channel,
there is a mixing between L = 2 and L = 4 partial waves, but as scattering in the L = 4
partial wave is being neglected, the scattering amplitude in this channel remains diagonal.
Each element of this matrix is a diagonal matrix of dimension (2J + 1)× (2J + 1) dictated
by the MJ quantum number.
d point group classification Nelements irreps (dimension)
(0, 0, 0) O cubic 24 1(1), 2(1), (2), 1(3), 2(3)
(0, 0, 1) D4 tetragonal 8 1(1), 2(1), (2), 1(1), 2(1)
(1, 1, 0) D2 orthorhombic 4 (1), 1(1), 2(1), 3(1)
(1, 1, 1) D3 trigonal 6 1(1), 2(1), (2)
Table 2.1: Classification of the point groups corresponding to the symmetry of the FV
calculations with boost vectors, d. The forth column shows the number of elements of each
group, and the last column gives the irreducible representations of each point group along
with their dimensions.
With the aid of the symmetry properties of the FV calculation with different boosts, the de-
terminant condition providing the energy eigenvalues given in Eq. (2.1) can be decomposed
into separate eigenvalue equations corresponding to different irreps of the point group,
det
￿M−1 + δGV ￿ = ￿
Γi
det
￿
(M−1)Γi + δGVΓi
￿N(Γi)
= 0, (2.5)
where Γi labels different irreps of the corresponding point group, and N(Γi) denotes the
dimensionality of each irrep. Table 2.1 summarizes some characteristics of the cubic (O),
tetragonal (D4), orthorhombic (D2) and trigonal (D3) point groups that correspond to
systems with boosts d = 0, (0, 0, 1), (1, 1, 0) and (1, 1, 1), respectively. Such a reduction
has been carried out in Ref. [78] for all possible NN channels with boosts |d| ≤ √2. For
Table 3.2: The classification of the point groups corresponding to the symmetry groups of the
FV calculations for NN systems with the exact isospin symmetry with three selected lowest boost
vectors.
In order to calculate matrix elements of the FV matrix δGV , one can take advantage of
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the symmetries of the cPlm functions as defined in Eq. (5.7). The relations between non-zero
cPlms for any given angular momentum l can be easily deduced from the transformation
properties of these functions under symmetry operations of the corresponding point groups
cPlm =
l∑
m′=−l
D(l)mm′(RX ) cPlm′ , (3.40)
where RX is the rotation matrix corresponding to each symmetry operation X of the group,
and D(l)mm′ denotes the matrix elements of the Wigner D-matrix [270]. Besides these trans-
formations, one can see that cPlms are invariant under inversion as can be easily verified from
Eq. (5.7) for an arbitrary boost, and as a result all cPlms with an odd l vanish.
10 Table (3.3)
contains all such relations for non-vanishing cPlms up to l = 6 for d = (0, 0, 0), d = (0, 0, 1)
and d = (1, 1, 0) boost vectors.11
An important point regarding the cPlm functions is that they explicitly depend on the
direction of the boost vector. In other words, cPlms that correspond to different boost vectors
with the same magnitude |d| = n are not equal. As a result the corresponding set of non-zero
cPlms as well as the relations among them, for permutations of the components of (0, 0, 1) and
(1, 1, 0) boost vectors are different from those that are listed in Table (3.3). Although this
difference in general results in different δGV matrices, e. g. for (1, 0, 0), (0, 1, 0) and (0, 0, 1)
boost vectors, as is shown in appendix B.1, the master equation (5.5) is invariant under a
P→ P′ transformation when P and P′ are related by a cubic rotation and |P| = |P′|. The
reason is that there exists a unitary transformation that relates δGV,P to δGV,P′ , leaving
the determinant condition invariant. Since the relations among cPlm are simpler when one
assumes boost vectors that are special with respect to the z-axis, we have presented in
Refs. [86,90,91] the QCs corresponding to d = (0, 0, 1) and d = (1, 1, 0) boost vectors only.
One can still use the deduced QCs to extract the scattering parameters of the NN system
from the energy eigenvalues of lattice calculations with other permutations of these boost
10For systems with non-equal masses, this is no longer true when the system is boosted. Since the
parity is broken for such systems, even and odd partial waves mix with each other in the QCs, see
Refs. [79,117,167,259].
11A closer look at nonrelativistic cPlm functions shows that all c
(1,1,0)
2,±2 and c
(1,1,0)
4,±2 vanish. This extra
symmetry of NR systems with equal masses significantly simplifies the QCs presented in appendix C for
boost vector (1, 1, 0). In this limit, the QCs corresponding to the boost vector (1, 1, 1) are equivalent to
the ones obtained for the system at rest.
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d=(0,0,0) d=(0,0,1) d=(1,1,0)
cP00 c
P
00 c
P
00
cP40 c
P
20 c
P
20
cP44 = c
P
4,−4 =
√
5
14c
P
40 c
P
40 c
P
22 = −cP2,−2
cP60 c
P
44 = c
P
4,−4 cP40
cP64 = c
P
6,−4 = −
√
7
2c
P
60 c
P
60 c
P
42 = −cP4,−2
cP64 = c
P
6,−4 cP44 = cP4,−4
cP60
cP62 = −cP6,−2
cP64 = c
P
6,−4
Table 3.3: The nonzero cPlms up to l = 6 for three different boost vectors d and for two
particles with equal masses..
vectors. It is however crucial to input the boost vectors that are specified in this paper when
calculating the cPlm functions in the QCs (instead of the boost vectors that are used in the
lattice calculation). In order to increase statistics and the precision of results, one should
perform the lattice calculation with all possible boost vectors of a given magnitude that
belong to the same A1 irrep of the cubic group,
12 and use the average energy eigenvalues
in the QCs presented to determine the scattering parameters; keeping in mind that cPlm
functions have to be evaluated at the boost vectors considered in Refs. [86, 90,91].
The other fact that should be pointed out is that due to the symmetries of the cPlm
function for equal masses, the system at rest with d = (0, 0, 0) exhibits the same symmetry
transformation as that of the (2n1, 2n2, 2n3) boost where n1, n2, n3 are integers. Similarly,
the symmetry group of the calculations with (0, 0, 1) ((1, 1, 0)) boost is the same as that of
12In higher momentum shells, there occurs multiple A1 irreps of the cubic group. This indicates that there
are classes of momentum vector that do not transform into each other via a symmetry operation of the
cubic group, e. g. (2, 2, 1) and (0, 0, 3) vectors in the n2 = 9 shell. However, as is discussed, another
property of the cPlm functions for non-relativistic degenerate masses indicates that the value of the FV
function is the same for these two boost vectors as they are both of the form (2n1, 2n2, 2n3 + 1) with
ni ∈ Z.
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(2n1, 2n2, 2n3 + 1) ((2n1 + 1, 2n2 + 1, 2n3)) boosts. As a result, the quantization conditions
presented in Refs. [86, 90, 91] can be used with these boost vectors as well. It is worth
mentioning that for relativistic two-particle systems with degenerate masses, the above
statement is no longer true. This is due to the fact that the boost vector dependence of
the relativistic cPlm function is different from that of the NR counterpart, leading to more
distinct point group symmetries for different boosts [109,235,325].
Back to our main goal, we aim to break the master equations (3.36) into separate QCs
corresponding to each irrep of the symmetry group of the problem. In fact, from the
transformation law of the δGV function under a symmetry operation of the group,
[
δGV ]
JMJ ,LS;J ′M ′J ,L′S
=
J∑
M¯J=−J
J ′∑
M¯ ′J=−J ′
D(J)
MJ ,M¯J
(RX )
[
δGV ]
JM¯J ,LS;J ′M¯ ′J ,L′S
D(J ′)
M¯ ′J ,M
′
J
(R−1X ),
(3.41)
one can deduce that there is a unitary transformation which brings the matrix δGV to a
block-diagonal form. Note that we have suppressed the isospin quantum numbers as δGV
is diagonal in the isospin basis. Each of these blocks then can be identified by a given
irrep of the symmetry group of the problem. Such transformation eventually breaks the
determinant conditions (3.36) to separate determinant conditions corresponding to each
irrep of the point group of the system. Explicitly in each spin and isospin sector,
det
[
(M∞(I,S))−1 + δGV(I,S)
]
=
∏
Γi
det
[
(M∞−1(I,S))Γi + δGV,Γ
i
(I,S)
]N(Γi)
= 0. (3.42)
where Γi denotes each irrep of the corresponding group and N(Γi) is the dimensionality
of each irrep. The dimensionality of each of these smaller determinant conditions is given
by the multiplicity of each irrep in the decomposition of angular momentum channels that
are being included in the scattering problem. As is seen in Refs. [86, 90,91], although from
the master quantization condition, for some of the NN channels with J ≤ 4 and l ≤ 3,
one has to deal with a determinant of 30× 30 matrices, upon such reduction of the master
equation, one arrives at QCs that require taking the determinant of at most 9× 9 matrices.
We demonstrate this procedure in more detail for one example and refer the reader to a
complete list of 49 deduced QCs that we presented in Refs. [86, 90,91].
112
3.2.1 Reduction procedure for positive-parity isosinglet channel with P = 0
Consider the NN system in the positive parity isosinglet channel where the ground state in
the infinite volume is known to be a shallow bound state, the deuteron, whose wave-function
is an admixture of both S-wave and D-wave. In order to obtain the phase shifts and mixing
parameter in this channel from the energy eigenvalues of the two-nucleon system at rest from
a LQCD calculation, one must first construct sources and sinks that transform according to
a given irrep of the cubic group, e.g. T1 when P = 0. The extracted energies then needs to
be put in the determinant condition for this channel in the corresponding irrep of the cubic
group, Eq. (3.42), and subsequently solve for the scattering parameters. If one assumes the
contributions from scattering channels with J > 4 and l ≥ 4 to be negligible, the scattering
amplitude matrix in the LHS of Eq. (3.42) can be written as
M∞(0,1) =

M(0,0;1)1;0 M(0,2;1)1;0 0 0
M(2,0;1)1;0 M(2,2;1)1;0 0 0
0 0 M(2,2;1)2;0 0
0 0 0 M(2,2;1)3;0
 , (3.43)
where each element,M(L,L′;S)J ;I , is a diagonal (2J + 1)2× (2I + 1)2 dimensional matrix. As a
result, this is an 18× 18 matrix which is parametrized by two phase shifts and one mixing
angle in the J = 1 channel, and two D-wave phase shifts in the J = 2 and J = 3 channels.
Although there is a mixing between D-wave and G-wave channels in the J = 3 sector, due to
the assumption of a negligible G-wave scattering, the scattering amplitude in this channel
is truncated to the D-wave.
The elements of the FV matrix δGV in the LHS of Eq. (3.42) for this channel can be
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evaluated from Eq. (3.33). The result reads
δGV(0,1) =

δGV,(0,0;1)1,1;0 δGV,(0,2;1)1,1;0 δGV,(0,2;1)12;0 δGV,(0,2;1)1,3;0
δGV,(2,0;1)1,1;0 δGV,(2,2;1)1,1;0 δGV,(2,2;1)1,2;0 δGV,(2,2;1)1,3;0
δGV,(2,0;1)2,1;0 δGV,(2,2;1)2,1;0 δGV,(2,2;1)2,2;0 δGV,(2,2;1)2,3;0
δGV,(2,0;1)3,1;0 δGV,(2,2;1)3,1;0 δGV,(2,2;1)3,2;0 δGV,(2,2;1)3,3;0

, (3.44)
where each element still represents a matrix δGV,(L,L′;S)J,J ′;I in the |J,MJ〉 basis and whose
explicit forms are as following13
δGV,(0,0;1)1,1;0 = δGV,(2,2;1)1,1;0 = M(−c00 +
ik∗
4pi
) I3, (3.45)
δGV,(2,2;1)1,3;0 =
[
δGV,(2,2;1)3,1;0
]T
=
M
k∗4
c40

0 0 −37 0 0 0 −
√
15
7
0 0 0 2
√
6
7 0 0 0
−
√
15
7 0 0 0 −37 0 0
 ,(3.46)
δGV,(2,2;1)(2,2;0) = M(−c00 +
ik∗
4pi
) I5 +
M
k∗4
c40

2
21 0 0 0
10
21
0 − 821 0 0 0
0 0 47 0 0
0 0 0 − 821 0
10
21 0 0 0
2
21

, (3.47)
δGV,(2,2;1)(2,3;0) =
[
δGV,(2,2;1)(3,2;0)
]T
=
M
k∗4
c40

0 5
√
2
21 0 0 0
5
√
2
21 0
0 0 −5
√
5
21 0 0 0
5
7
√
3
0 0 0 0 0 0 0
− 5
7
√
3
0 0 0 5
√
5
21 0 0
0 −5
√
2
21 0 0 0 −5
√
2
21 0

,
(3.48)
13We will drop the superscript P on the clms in this example as they are evaluated for P = 0.
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δGV,(2,2;1)(3,3;0) = M(−c00 +
ik∗
4pi
) I7 − M
k∗4
c40

1
7 0 0 0
√
5
3
7 0 0
0 −13 0 0 0 521 0
0 0 121 0 0 0
√
5
3
7
0 0 0 27 0 0 0√
5
3
7 0 0 0
1
21 0 0
0 521 0 0 0 −13 0
0 0
√
5
3
7 0 0 0
1
7

,
(3.49)
where In is the n×n identity matrix, and the rest of the blocks are zero. As is suggested in
Ref. [272], a unitary matrix, that can bring the δGV matrix into a block-diagonalized form,
can be found by diagonalizing the blocks that are located on the diagonal of the δGV matrix,
δGV,(L,L′;1)(J,J ;0) . Then a unitary matrix can be found easily based on the method described in
Ref. [272] which brings δGV to a (partially) block-diagonal form. One finds
S =

S11 0 0
0 S22 0
0 0 S33
 , (3.50)
where the zero elements denote subblocks of appropriate dimension with all elements equal
to zero, and the nontrivial blocks are the following matrices
S11 = I6, S22 =

0 0 0 1 0
0 1 0 0 0
0 0 1 0 0
− 1√
2
0 0 0 1√
2
1√
2
0 0 0 1√
2

, S33 =

0 0
√
3
8 0 0 0
√
5
8√
5
8 0 0 0
√
3
8 0 0
0 0 0 1 0 0 0
0 0 −
√
5
8 0 0 0
√
3
8
0 1√
2
0 0 0 1√
2
0
−
√
3
8 0 0 0
√
5
8 0 0
0 − 1√
2
0 0 0 1√
2
0

.
(3.51)
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The resultant (partially) block-diagonalized matrix can then be obtained by,
S[(M∞(0,1))−1 + δGV(0,1)]ST =
x1 0 0 y1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 x1 0 0 y1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 x1 0 0 y1 0 0 0 0 0 0 0 0 0 0 0 0
y1 0 0 x2 0 0 0 0 0 0 0 −y2 0 0 0 0 0 0
0 y1 0 0 x2 0 0 0 0 0 0 0 0 y2 0 0 0 0
0 0 y1 0 0 x2 0 0 0 0 0 0 −y2 0 0 0 0 0
0 0 0 0 0 0 x3 0 0 0 0 0 0 0 0 0 y3 0
0 0 0 0 0 0 0 x3 0 0 0 0 0 0 y3 0 0 0
0 0 0 0 0 0 0 0 x4 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 x3 0 0 0 0 0 −y3 0 0
0 0 0 0 0 0 0 0 0 0 x4 0 0 0 0 0 0 0
0 0 0 −y2 0 0 0 0 0 0 0 x5 0 0 0 0 0 0
0 0 0 0 0 −y2 0 0 0 0 0 0 x5 0 0 0 0 0
0 0 0 0 y2 0 0 0 0 0 0 0 0 x5 0 0 0 0
0 0 0 0 0 0 0 y3 0 0 0 0 0 0 x6 0 0 0
0 0 0 0 0 0 0 0 0 −y3 0 0 0 0 0 x6 0 0
0 0 0 0 0 0 y3 0 0 0 0 0 0 0 0 0 x6 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 x7

,
(3.52)
where
x1 = −Mc00 + iMk
∗
4pi
+
M(2,2;1)1;0
det(MSD) , x2 = −Mc00 +
iMk∗
4pi
+
M(0,0;1)1;0
det(MSD) ,
x3 = −Mc00 − 8
21
M
k∗4
c40 +
iMk∗
4pi
+
1
M(22;1)2;0
, x4 = −Mc00 + 4
7
M
k∗4
c40 +
iMk∗
4pi
+
1
M(22;1)2;0
,
x5 = −Mc00 − 2
7
M
k∗4
c40 +
iMk∗
4pi
+
1
M(22;1)3;0
, x6 = −Mc00 + 2
21
M
k∗4
c40 +
iMk∗
4pi
+
1
M(22;1)3;0
,
x7 = −Mc00 + 4
7
M
k∗4
c40 +
iMk∗
4pi
+
1
M(22;1)3;0
, y1 = −
M(0,2;1)1;0
det(MSD) , y2 =
2
√
6
7
M
k∗4
c40, y3 =
10
√
2
21
M
k∗4
c40,
(3.53)
and det(MSD) in these relations denotes the determinant of the J = 1 subblock of the
scattering amplitude, det(MSD) = M(0,0;1)1;0 M(2,2;1)1;0 − (M(0,2;1)1;0 )2. This matrix can now
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clearly be broken to 4 independent blocks corresponding to 4 irreps of the cubic group.
The degeneracy of the diagonal elements of this matrix, as well as the coupling between
different rows and columns, indicate which irrep of the cubic group each block corresponds
to. According to table 3.4, the one-dimensional irrep A2 only occurs in the decomposition
of J = 3 angular momentum. As is seen from Eq. (3.52), the element x7 belongs to the
J = 3 sector and has a one-fold degeneracy. Also it does not mix with other angular
momentum channels, therefore it must correspond to the A2 irrep. So the one-dimensional
QC corresponding to the A2 irrep is
A2 :
1
M(22;1)3;0
−Mc00 + 4
7
M
k∗4
c40 +
iMk∗
4pi
= 0. (3.54)
The QC corresponding to the two-dimensional irrep E can be also deduced easily as it
only has overlap with the J = 2 channel. Clearly the element corresponding to this irrep is
x4 with two-fold degeneracy and the corresponding QC reads
E :
1
M(22;1)2;0
−Mc00 + 4
7
M
k∗4
c40 +
iMk∗
4pi
= 0. (3.55)
The three-dimensional irrep T2 appears in the decomposition of both J = 2 and J = 3
angular momentum, and as is seen from Eq. (3.52) mixes the x3, x6 and y3 elements through
the following QC
T2 : det
 1M(22;1)2;0 −Mc00 − 821 Mk∗4 c40 + iMk
∗
4pi
10
√
2
21
M
k∗4 c40
10
√
2
21
M
k∗4 c40
1
M(22;1)3;0
−Mc00 + 221 Mk∗4 c40 + iMk
∗
4pi
 = 0.
(3.56)
As is clear, the energy eigenvalues in this irrep have a three-fold degeneracy (there are three
copies of this QCs) that is consistent with the dimensionality of the irrep. The remaining
irrep is T1 which is a three-dimensional irrep and contribute to both J = 1 and J = 3
channels. As there are two J = 1 sectors corresponding to S-wave and D-wave scatterings,
the QC must be the determinant of a 3×3 matrix. This is in fact the case by looking closely
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at the (partially) block-diagonalized matrix in Eq. (3.52). One finds explicitly
T1 : det

M(2,2;1)1;0
det(MSD) −Mc00 + iMk
∗
4pi −
M(0,2;1)1;0
det(MSD) 0
− M
(0,2;1)
1;0
det(MSD)
M(0,0;1)1;0
det(MSD) −Mc00 + iMk
∗
4pi − 2
√
6
7
M
k∗4 c40
0 − 2
√
6
7
M
k∗4 c40
1
M(22;1)3;0
−Mc00 − 27 Mk∗4 c40 + iMk
∗
4pi

= 0. (3.57)
Again there is a three-fold degeneracy for the energy-eigenvalues as there are three copies
of this QC for this irrep. This is an important QC as it gives access to the mixing angle
between S and D partial waves.
As is clear now, the QC for A2 irrep, Eq. (3.54), by its own determines the phase shift
in the J = 3 channel, which can then be used in Eq. (3.57) for the T1 irrep to determine
the phase shifts and mixing angle in the J = 1 channel. Eq. (3.55) for the E irrep gives
access to the phase shift in the J = 2 channel, and finally Eq. (3.56) provides another
relation for the phase shifts in the J = 2 and J = 3 channels. In practice, one needs
multiple energy levels in order to be able to reliably extract these parameters from the QCs
presented. This is specially a challenging task when it comes to the determination of the
scattering parameters in the channels with physical mixing, e. g. S-D mixing, since there
are at least three unknown parameters to be determined from the QC, e. g. see Eq. (3.57).
By doing the LQCD calculations of the boosted two-nucleon system, one will attain more
energy levels that will correspond to another set of QCs. These QCs then provide a set of
equations that the same scattering parameters satisfy, and therefore better constraints can
be put on these quantities. These are the set of QCs we have tabulated in Refs. [86, 91].
3.2.2 The systematic procedure for the reduction of the master quantization condition
When there are multiple occurrences of a given irrep in each angular momentum J (see table
3.4), the procedure of block diagonalization becomes more cumbersome, and a systematic
procedure must be taken which is based on the knowledge of the basis functions correspond-
ing to each occurrence of any given irrep. Such basis functions for the irreps of the point
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O D4 D2
J Γ : basis functions Γ : basis functions Γ : basis functions
0 1 : Y00 1 : Y00 : Y00
1 1 : (Y11,Y10,Y1−1) 2 : Y10 1 : Y10
:
￿
Y11, ￿Y11￿ 2 : Y11, 3 : ￿Y11
2 :
￿Y20,Y22￿ 1 : Y20 A : Y20
2 :
￿ ￿Y22,Y21, ￿Y21￿ : ￿Y21, ￿Y21￿ 3 : Y21, 2 : ￿Y21
1 : Y22, 2 : ￿Y22 : Y22, 1 : ￿Y22
3 2 : ￿Y32 2 : Y30 1 : Y30
1 :
￿
Y30, ￿Y33 − 3√15 ￿Y31,Y33 + 3√15Y31￿ : ￿ ￿Y31,Y31￿ 2 : Y31, 3 : ￿Y31
2 :
￿
Y32,Y31 −
￿
3
5Y31, ￿Y31 +￿35 ￿Y31￿ 2 : Y32, 1 : ￿Y32 1 : Y32, : ￿Y32
:
￿ ￿Y33,Y33￿ 2 : Y33, 3 : ￿Y33
4 1 : Y40 +
￿
5
14Y44 1 : Y40 : Y40
:
￿
Y42,Y40 −
￿
7
10Y44
￿
:
￿
Y41, ￿Y41￿ 3 : Y41, 2 : ￿Y41
1 :
￿ ￿Y44,Y43 +√7Y41, ￿Y43 +√7 ￿Y41￿ 1 : Y42, 2 : ￿Y42 : Y42, 1 : ￿Y42
2 :
￿ ￿Y42,Y43 −￿17Y41, ￿Y43 +￿17 ￿Y41￿ : ￿Y43, ￿Y43￿ 3 : Y43, 2 : ￿Y43
1 : Y44, 2 : ￿Y44 : Y44, 1 : ￿Y44
Table 1.5: The decomposition of the irreps of the rotational group up to J = 4 in terms
of the irreps of the cubic (O), tetragonal (D4) and orthorhombic (D2) groups, see Refs.
[?,40,43]. The corresponding basis functions of each irrep are also given in the table, where
Y lm ≡ Ylm+Yl−m and ￿Ylm ≡ Ylm−Yl−m. These basis functions become useful in reduction
of the full determinant condition, Eq. (1.35) into separate QCs corresponding to each irrep
of the point group considered, see Sec. 1.2.
Table 3.4: The decomposition of the irreps of the rotational group up to J = 4 in terms of the
irreps of the cubic (O), tetragonal (D4) and orthorhombic (D2) groups, see Refs. [134,162,270]. The
corresponding basis functions of each irrep are also given in the table in terms of the SO(3) functions
Ylm, where Y l ≡ Ylm + Yl−m and Y˜lm ≡ Ylm − Yl−m. These basis functions become useful in
reduction of the full determinant condition, Eq. (5.5) into separate QCs corresponding to each irrep
of the point group considered.
groups considered in this paper are tabulated in table 3.4. These basis functions correspond
to each occurrence of the irreps in the decomposition of the angular momentum states into
the irreps of the O, D4 and D2 point groups up to J = 4. Each J-block (for any given L)
of the desired unitary matrix S can be constructed from the corresponding eigenvectors of
each irrep and will immediately bring the FV matrix δGV to a block-diagonalized form. It
is however important to keep in mind that the these basis functions are defined with respect
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to the boost vector of the system (helicity basis), and must be transformed to the |J,MJ〉
basis by proper rotation matrices as the δGV andM matrices in Eqs. (3.28) and (3.33) are
given in this latter basis.
For two particles with equal masses in the NR limit, the parity remains a good quantum
number even for non-zero CM momentum. This is manifested in vanishing cPlms with an odd
l which ensures no mixing between different parity sectors will occur. This greatly simplifies
the reduction of the QCs with a definite point group symmetry. In the next chapter, we
encounter a situation where the FV calculation with particular BCs on the fields can suffer
from such mixing between different parity sectors. Another example is the boosted two-
particle system with non-equal masses (both relativistic and NR) [117,167,259] as discussed
in Sec. 1.3.2. This implies that the upcoming FV studies of NN systems with physical values
of u and d quark masses will suffer from a more severe FV-induced partial-wave mixings
than that of the current calculations with the exact isospin symmetry.
Summary and Discussions
The auxiliary field formalism was extended to arbitrary partial waves in both the scalar
and nuclear sectors in infinite and finite volumes. Such a formalism can be used to derive a
master equation that relates the FV two-nucleon energies and the scattering parameters of
the two-nucleon systems with arbitrary spin, isospin and angular momentum. This master
equation, Eq. (5.5), that is the extension of the Lu¨scher formalism to two-nucleon systems,
is valid up to inelastic thresholds and is general for any non-relativistic CM boost.
The QC is a determinant over an infinite-dimensional matrix in the basis of angular
momentum, and in practice it is necessary to truncate the number of partial waves that
contribute to the scattering. By taking advantage of symmetries within the problem, we
show how the master equation can be reduced to finite-size blocks that relate particular
partial-wave channels (and their mixing) to different spin-isospin channels and different
irreps of the corresponding point group of the system. By truncating the matrices at
J ≤ 4 and l ≤ 3, this procedure requires block diagonalizing matrices as large as 30 × 30.
The resulting QCs are determinant conditions involving matrices that are at most 9 × 9,
and are therefore practical to be used in future LQCD calculations of NN systems. We
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have provided one explicit example of this reduction for the scattering in the positive-
parity isosinglet channel for zero CM momentum. All other QCs for different CM boosts,
parity, isospin, spin, and angular momentum are enumerated in Refs. [86, 90, 91]. These
form 49 independent QCs for four different spin and isospin channels giving access to all
16 phase shifts and mixing parameters in these channels. Given the fact that NN-systems
couple different partial waves, in order to reliably extract scattering parameters from LQCD
calculations, these calculations must be necessarily performed in multiple boosts and various
irreps of the corresponding symmetry group.
As is extensively discussed in this chapter, the QCs obtained in this chapter (see Refs.
[86, 91]) can be used for a more general set of boost vectors. Since the symmetry group of
the two equal-mass problem depends on the evenness and oddness of the components of the
boost vectors, the QCs presented for different irrepsof the corresponding symmetry groups
in case of (0, 0, 0), (0, 0, 1) and (1, 1, 0) boosts, can be equally used for the (2n1, 2n2, 2n3),
(2n1, 2n2, 2n3 + 1) and (2n1 + 1, 2n2 + 1, 2n3) boost vectors ∀ ni ∈ Z. The other generality
of the QCs with regard to the boost vectors is that upon a cubic rotations of the CM boost
vectors, the QCs remain unchanged although the FV functions will be different. As a result,
one may use an average of the energy levels extracted from the NN correlation functions for
all different boosts with the same magnitude, belonging to the same A1 irrep of the cubic
group, in the QCs of Refs. [86,90,91] to improve the statistics of the calculation. However, it
should be noted that in evaluating the FV functions (cPlms) only the boost vectors considered
in this paper must be used. In summary, one can extract the desired scattering parameters
of the NN-system by performing the following steps:
1. For a given irrep Γ, evaluate the NN correlation function with all possible boost
vectors with magnitude d that are related to each other via a cubic rotation,
{CΓ,d1NN , . . . , C
Γ,dNd
NN }.
2. Average the value of the correlation functions over all boost vectors used in the pre-
vious step, CΓ,dNN =
∑Nd
i C
Γ,di
NN /Nd.
3. Obtain the non-relativistic finite volume energy, EΓNR = E
Γ
NN−2mN , from the asymp-
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totic behavior of the correlation function and therefore obtain the value of the relative
momentum k∗ from k∗ =
√
MNE − (pid)2/L2.
4. Determine scattering parameters from the QCs of Refs. [86, 90,91]:
(a) Use d = (0, 0, 0) if d is a permutation of (2n1, 2n2, 2n3),
(b) Use d = (0, 0, 1) if d is a permutation of (2n1, 2n2, 2n3 + 1),
(c) Use d = (1, 1, 0) if d is a permutation of (2n1 + 1, 2n2 + 1, 2n3).
In the following chapter, we will use the QCs derived here, coupled with empirical two-
nucleon phase shifts, to provide estimates for the energy levels expected to be seen in future
LQCD calculations at the physical pion mass. This will allow for an estimation of the
precision that is needed for such calculations specially with regard to the deuteron state.
Clearly the impact of this formalism on our understanding of the nature of nuclear forces
depends upon best implementing this formalism in the upcoming LQCD calculations of the
NN systems.
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Chapter 4
DEUTERON AND ITS PROPERTIES FROM A FINITE-VOLUME
FORMALISM
The lightest nucleus, the deuteron, played an important historical role in understanding
the form of the nuclear forces and the developments that led to the modern phenomenological
nuclear potentials, e.g. Refs. [275,362]. While challenging for LQCD calculations, postdict-
ing the properties of the deuteron, and other light nuclei, is a critical part of the verification
of LQCD technology that is required in order to trust predictions of quantities for which
there is little or no experimental guidance. In nature, the deuteron, with total angular mo-
mentum and parity of Jpi = 1+, is the only bound state of a neutron and proton, bound by
B∞d = 2.224644(34) MeV. While predominantly S-wave, the non-central components of the
nuclear forces (the tensor force) induce a D-wave component, and the Jpi = 1+ two-nucleon
(NN) sector that contains the deuteron is a 3S1-
3D1 coupled-channels system. An important
consequence of the nonconservation of orbital angular momentum is that the deuteron is
not spherical, and possesses a non-zero quadrupole moment (the experimentally measured
value of the electric quadrupole moment of the deuteron is Qd = 0.2859(3) fm
2 [69]). The
S-matrix for this coupled-channels system can be parameterized by two phase shifts and one
mixing angle, with the mixing angle manifesting itself in the asymptotic D/S ratio of the
deuteron wavefunction, η = 0.02713(6) [68,121,290]. A direct calculation of the three scat-
tering parameters from QCD, at both physical and unphysical light-quark masses, would
provide important insights into the tensor components of the nuclear forces.
Corrections to the binding energy of a bound state, such as the deuteron, depend ex-
ponentially upon the volume, and are dictated by its size, and also by the range of the
nuclear forces. With the assumption of a purely S-wave deuteron, the leading order (LO)
volume corrections have been determined for a deuteron at rest in a cubic volume of spatial
extent L and with the fields subject to periodic BCs in the spatial directions [30, 269,270].
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They are found to scale as 1Le
−κ∞d L, where κ∞d is the infinite-volume deuteron binding mo-
mentum (in the non-relativistic limit, κ∞d =
√
MB∞d , with M being the nucleon mass).
Volume corrections beyond LO have been determined, and extended to systems that are
moving in the volume [79,117,236]. As η, Qd, and other observables dictated by the tensor
interactions, are small at the physical light-quark masses, FV analyses of existing LQCD
calculations [29, 32, 33, 364] using Lu¨scher’s method [269, 270] have taken the deuteron to
be purely S-wave, neglecting the D-wave admixture, even at unphysical pion masses, intro-
ducing a systematic uncertainty into these analyses. 1 Although the mixing between the
S-wave and D-wave is known to be small at the physical light-quark masses, its contribution
to the calculated FV binding energies must be determined in order to address this system-
atic uncertainty. Further, it is not known if the mixing between these channels remains
small at unphysical quark masses. As the central and tensor components of the nuclear
forces have different forms, their contribution to the FV effects will, in general, differ. The
contributions from the tensor interactions are found to be relatively enhanced for certain
CM boosts in modest volumes due to the reduced spatial symmetry of the system. Most
importantly, extracting the S-D mixing angle at the deuteron binding energy, in addition
to the S-wave scattering parameters, requires a complete coupled-channels analysis of the
FV spectrum.
In this chapter, we utilize the formalism presented in the previous chapter for NN sys-
tems with arbitrary CM momenta, spin, angular momentum and isospin, to explore how
the S-D mixing angle at the deuteron binding energy, along with the binding energy itself,
can be optimally extracted from LQCD calculations performed in cubic volumes with fields
subject to periodic BCs (PBCs) in the spatial directions. Using the phase shifts and mixing
angles generated by phenomenological NN potentials that are fit to NN scattering data [1],
the expected FV energy spectra in the positive-parity isoscalar channels are determined at
the physical pion mass (we assume exact isospin symmetry throughout). It is found that
correlation functions of boosted NN systems will play a key role in extracting the S-D mix-
1Recent lattice effective field theory (EFT) calculations include the effects of higher partial waves and
mixing [78, 251], and thus are able to calculate matrix elements of non-spherical quantities like Qd up to
a given order in the low-energy EFT, but their FV analyses treat the deuteron as a S-wave [78,251].
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ing angle in future LQCD calculations. The FV energy shifts of the ground state of different
irreps of the symmetry groups associated with momenta P = 2piL (0, 0, 1) and
2pi
L (1, 1, 0), are
found to have enhanced sensitivity to the mixing angle in modest volumes and to depend
both on its magnitude and sign. A feature of the FV spectra, with practical implications
for future LQCD calculations, is that the contribution to the energy splittings from chan-
nels with J > 1, made possible by the reduced symmetry of the volume, are negligible for
L & 10 fm as the phase shifts in those channels are small at low energies. As the genera-
tion of multiple ensembles of gauge-field configurations at the physical light-quark masses
will require significant computational resources on capability-computing platforms, we have
investigated the viability of precision determinations of the deuteron binding energy and
scattering parameters from one lattice volume using the six bound-state energies associated
with CM momenta |P| ≤ 2piL
√
3. We have also considered extracting the asymptotic D/S
ratio from the behavior of the deuteron FV wavefunction and its relation to the S-D mixing
angle.
4.1 Deuteron and the Finite-volume Spectrum
The spectra of energy eigenvalues of two nucleons in the isoscalar channel with positive par-
ity in a cubic volume subject to PBCs are dictated by the S-matrix elements in this sector,
including those defining the 3S1-
3D1 coupled channels that contain the deuteron, as discussed
in detail in the previous chapter. For the deuteron at rest as well as boosts vectors (0, 0, 1),
(1, 1, 0) and (1, 1, 1), the required QCs for the NN system in the positive-parity isoscalar
channel are given in Appendix B.2 [86, 90, 91, 94]. Although the ultimate goal is to utilize
these QCs in the analysis of the NN spectra extracted from LQCD calculations, they can be
used, in combination with the experimental NN scattering data, to predict the FV spectra
at the physical light-quark masses, providing important guidance for future LQCD calcula-
tions. While for scattering states, the phase shifts and mixing angle from phenomenological
analyses of the experimental data [318, 319, 339, 340] can be used in the QCs, for bound
states, however, it is necessary to use fit functions of the correct form to be continued to
negative energies. Here we choose a different parametrization for the J = 1 S-matrix than
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what we used in chapter 3. It is the Blatt-Biedenharn (BB) parameterization [68,70]
S(J=1) =
 cos 1 − sin 1
sin 1 cos 1
 e2iδ1α 0
0 e2iδ1β
 cos 1 sin 1
− sin 1 cos 1
 , (4.1)
whose mixing angle, 1, when evaluated at the deuteron binding energy, is directly related to
the asymptotic D/S ratio in the deuteron wavefunction. δ1α and δ1β are the scattering phase
shifts corresponding to two eigenstates of the S-matrix; the so called “α” and “β” waves
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Figure 4.1: Fits to the experimental values of a) the α-wave phase shift, b) the mixing angle and
c) the J = 1 β-wave and J = 2, 3 D-wave phase shifts (in degrees), in the Blatt-Biedenharn (BB)
parameterization [70], as a function of momentum of each nucleon in the CM frame, k∗, based on
six different phase shifts analyses [318,319,339,340]. d) The α-wave phase shift, e) the mixing angle
and f) the J = 1 β-wave and J = 2, 3 D-wave phase shifts (in degrees) as a function of κ = −ik∗
obtained from the fit functions.
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respectively. At low energies, the α-wave is predominantly S-wave with a small admixture
of the D-wave, while the β-wave is predominantly D-wave with a small admixture of the
S-wave. The location of the deuteron pole is determined by one condition on the α-wave
phase shift, cot δ1α|k∗=iκ = i. In addition, 1 in this parameterization is an analytic function
of energy near the deuteron pole (in contrast with ¯ in the barred parameterization [338]).
With a truncation of lmax = 2 imposed upon the scattering amplitude matrix, the scattering
parameters required for the analysis of the FV spectra are δ1α, δ1β, δ
(3D2), δ(
3D3) and 1. Fits
to six different phase-shift analyses (PWA93 [339], Nijm93 [340], Nijm1 [340], Nijm2 [340],
Reid93 [340] and ESC96 [318, 319]) obtained from Ref. [1] are shown in Fig. 4.1(a-c). 2
In order to obtain the scattering parameters at negative energies, the fit functions are
continued to imaginary momenta, k∗ → iκ. Fig. 4.1(d-f) shows the phase shifts and the
mixing angle as a function of κ below the t-channel cut (which approximately corresponds
to the positive-energy fitting range). 1 is observed to be positive for positive energies, and
becomes negative when continued to negative energies (see Fig. 4.1). The slight difference
between phenomenological models gives rise to a small “uncertainty band” for each of the
parameters.
For the NN system at rest in the positive-parity isoscalar channel, the only irrep of the
cubic group that has overlap with the J = 1 sector is T1, which also has overlap with the
J = 3 and higher channels. Using the scattering parameters of the J = 1 and J = 3 channels,
the nine lowest T1 energy levels (including the bound-state level) are shown in Fig. 4.2(a) as
a function of L. In the limit that 1 vanishes, the T1 QC, given in Eq. (B.12), can be written
as a product of two independent QCs. One of these QCs depends only on δ1α → δ(3S1), while
the other depends on δ1β → δ(3D1) and δ(3D3). By comparing the T1 spectrum with that
obtained for 1 = 0, the T1 states can be classified as predominantly S-wave or predominantly
D-wave states. The dimensionless quantity k˜2 = ME∗L2/4pi2 as a function of volume is
shown in Fig. 4.2(b), from which it is clear that the predominantly D-wave energy levels
remain close to the non-interacting energies, corresponding to k˜2 = 1, 2, 3, 4, 5, 6, 8, . . .,
2 The α-wave was fit by a pole term and a polynomial, while the other parameters were fit with poly-
nomials alone. The order of the polynomial for each parameter was determined by the goodness of fit to
phenomenological model data below the t-channel cut.
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consistent with the fact that both the mixing angle and the D-wave phase shifts are small
at low energies, as seen in Fig. 4.1. The states that are predominantly S-wave are negatively
shifted in energy compared with the non-interacting states due to the attraction of the NN
interactions.
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Figure 4.2: a) The nine lowest energy eigenvalues satisfying the QC for the T1-irrep of the cubic
group, Eq. (B.12), and b) the dimensionless quantity k˜2 = ME∗L2/4pi2 as a function of L. The blue-
solid lines correspond to states that are predominantly S-wave, while the red-dashed lines represent
states that are predominantly D-wave. The black-dashed line shows the infinite-volume binding
energy of the deuteron.
Focusing on the deuteron, it is important to quantify the effect of the mixing between
the S-wave and D-wave on the energy of the deuteron in a finite volume. The upper panel
of Fig. 4.3(a) provides a closer look at the binding energy of the deuteron as function of L
extracted from the T1 QC given in Eq. (B.12). While in larger volumes the uncertainties
in the predictions due to the fits to experimental data are a few keV, in smaller volumes
the uncertainties increase because the fit functions are valid only below the t-channel cut
and are not expected to describe the data above the cut. It is interesting to examine the
difference between the bound-state energy obtained from the full T1 QC and that obtained
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with 1 = 0, δE
∗(T1) = E∗(T1) − E∗(T1)(1 = 0). This quantity, shown in the lower panel of
Fig. 4.3(a), does not exceed a few keV in smaller volumes, L . 9 fm, and is significantly
smaller in larger volumes, demonstrating that the spectrum of T1 irrep is quite insensitive
to the small mixing angle in the 3S1-
3D1 coupled channels. Therefore, a determination of
the mixing angle from the spectrum of two nucleons at rest will be challenging for LQCD
calculations. The spectra in the A2/E irreps of the trigonal group for d = (1, 1, 1) exhibit the
same feature, as shown in Fig. 4.3(b). By investigating the QCs in Eqs. (B.12, B.18, B.19),
it is straightforward to show that the difference between the bound-state energy extracted
from the full QCs (including physical and FV-induced mixing between S-waves and D-
waves) and from the uncoupled QC is proportional to sin2 1, and is further suppressed by
FV corrections and the small β-wave and D-wave phase shifts.
The boost vectors d = (0, 0, 1) and (1, 1, 0) distinguish the z-axis from the other two
axes, and result in an asymmetric volume as viewed in the rest frame of the deuteron. In
terms of the periodic images of the deuteron, images that are located in the z-direction with
opposite signs compared with the images in the x- and y-directions [79, 117] result in the
quadrupole-type shape modifications to the deuteron, as will be elaborated on in Sec. 4.3.
As a result, the energy of the deuteron, as well as its shape-related quantities such as its
quadrupole moment, will be affected more by the finite extent of the volume (compared
with the systems with d = (0, 0, 0) and (1, 1, 1)).
As is clear from the QCs for d = (0, 0, 1) systems, given in Eqs. (B.13, B.14), there are
two irreps of the tetragonal group, A2 and E, that have overlap with the J = 1 channel.
These irreps represent states with MJ = 0 for the A2 irrep and MJ = ±1 for the E irreps, see
Table 4.1. The bound-state energies of these two irreps are shown in Fig. 4.4 as a function of
L. For comparison, the energy of the bound state with d = (0, 0, 1) in the limit of vanishing
mixing angle and D-wave phase shifts is also shown (black-solid curve) in Fig. 4.4. The
energy of the bound states obtained in both the A2 irrep (blue-solid curve) and the E irrep
(red-solid curve) deviate substantially from the energy of the purely S-wave bound state
for modest volumes, L . 14 fm. 3 These deviations are such that the energy gap between
3LQCD calculations at the physical pion mass require volumes with L & 9 fm so that the systematic
uncertainties associated with the finite range of the nuclear forces are below the percent level.
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Figure 4.3: a) The upper panel shows the energy of two nucleons at rest in the positive-parity
isoscalar channel as a function of L extracted from the T1 QC given in Eq. (B.12). The uncertainty
band is associated with fits to different phenomenological analyses of the experimental data, and
the dashed line denotes the infinite-volume deuteron binding energy. The lower panel shows the
contribution of the mixing angle to the energy, δE∗(T1) = E∗(T1) − E∗(T1)(1 = 0). b) The same
quantities as in (a) for the NN system with d = (1, 1, 1) obtained from the A2/E QCs, Eqs. (B.18,
B.19).
the systems in the two irreps is ∼ 80% of the infinite-volume deuteron binding energy at
L = 8 fm, decreasing to ∼ 5% for L = 14 fm. This gap is largely due to the mixing between
S-wave and D-wave in the infinite volume, as verified by evaluating the bound-state energy
in the A2 and E irrep in the limit where 1 = 0 (the blue and red dotted curves in Fig.
4.4, respectively.) Another feature of the d = (0, 0, 1) FV bound-state energy is that the
contribution from the β-wave and D-wave states cannot be neglected for L . 10 fm. The
blue (red) dashed curve in Fig. 4.4 results from the A2 (E) QC in this limit. The D-wave
states in the J = 2 and J = 3 channels mix with the J = 1 α- and β-waves due to the
reduced symmetry of the system, and as a result they, and the β-wave state, contribute to
the energy of the predominantly S-wave bound state in the finite volume.
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Figure 4.4: The energy of two nucleons in the positive-parity isoscalar channel with d = ( , 0, 1) as
a function of L, extracted from the A2 (blue) and E (red) QCs given in Eq. (B.13) and Eqs. (B.14),
respectively. The systematic uncertainties associated with fitting different phenomenological analyses
of the experimental data are included.
J O D4 D2 D3
1 T1 : (Y11,Y10,Y1−1) A2 : Y10 B1 : Y10 A2 : Y10
E :
(
Y11, Y˜11
)
B2 : Y11, B3 : Y˜11 E :
(
Y11, Y˜11
)
Table 4.1: Decomposition of the J = 1 irrep of the rotational group in terms of the irreps of the
cubic (O), tetragonal (D4), orthorhombic (D2) and trigonal (D3) groups, see Refs. [134, 162, 270].
The corresponding basis functions of each irrep are also shown in terms of the SO(3) functions Ylm,
where Y lm ≡ Ylm + Yl−m and Y˜lm ≡ Ylm − Yl−m.
The FV energy eigenvalues for the NN system in the positive-parity isoscalar channel
with d = (1, 1, 0) can be obtained from QCs in Eqs. (B.15) and (B.16, B.17), corresponding
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Figure 4.5: The energy of two nucleons in the positive-parity isoscalar channel with d =
(1, 1, 0) as a function of L, extracted from the B1 (red) and B2/B3 (blue) QCs given in
Eqs. (B.15) and (B.16, B.17), respectively. The systematic uncertainties associated with
fitting to different phenomenological analyses of the experiment l data are included.
to B1 and B2/B3 irreps of the orthorhombic group, respectively. These irreps represent states
with M ′J = 0 for the B1 irrep and M
′
J = ±1 for the B2/B3 irreps (where M ′J now is the
projection of total angular momentum along the twist direction), see Table 3.4. The bound-
state energies of these systems are shown in Fig. 4.5, and are found to deviate noticeably
from the purely S-wave limit (black-solid curve in Fig. 4.5), however the deviation is not as
large as the case of d = (0, 0, 1). The energy gap between the systems in the two irreps is
∼ 30% of the infinite-volume deuteron binding energy at L = 8 fm, decreasing to ∼ 5% for
L = 14 fm. Eliminating the β-wave and J = 2, 3 D-wave interactions, leads to the dashed
curves in Fig. 4.5, indicating the negligible effect that they have on the bound-state energy
in these irreps.
To understand the large FV energy shifts from the purely α-wave estimates for d =
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(0, 0, 1) and (1, 1, 0) systems compared with (0, 0, 0) and (1, 1, 1) systems, it is instructive to
examine the QCs given in Appendix B.2 in the limit where the β-wave and D-wave phase
shifts vanish. This is a reasonable approximation for volumes with L & 10 fm, as illustrated
in Fig. 4.4 and Fig. 4.5. It is straightforward to show that in this limit, the QC of the
system with d = (0, 0, 0) reduces to a purely α-wave condition
T1 : k
∗ cot δ1α − 4pic(0,0,0)00 (k∗2;L) = 0. (4.2)
The QCs for a system with d = (0, 0, 1) are
A2 : k
∗ cot δ1α − 4pic(0,0,1)00 (k∗2;L) = −
1√
5
4pi
k∗2
c
(0,0,1)
20 (k
∗2;L) (
√
2 sin 21 − sin2 1), (4.3)
E : k∗ cot δ1α − 4pic(0,0,1)00 (k∗2;L) = +
1
2
√
5
4pi
k∗2
c
(0,0,1)
20 (k
∗2;L) (
√
2 sin 21 − sin2 1), (4.4)
which include corrections to the α-wave limit that scale with sin 1 at LO. This is the origin
of the large deviations of these energy eigenvalues from the purely S-wave values. The same
feature is seen in the systems with d = (1, 1, 0), where the QCs reduce to
B1 : k
∗ cot δ1α − 4pic(1,1,0)00 (k∗2;L) = −
1√
5
4pi
k∗2
c
(1,1,0)
20 (k
∗2;L) (
√
2 sin 21 − sin2 1), (4.5)
B2/B3 : k
∗ cot δ1α − 4pic(1,1,0)00 (k∗2;L) = +
1
2
√
5
4pi
k∗2
c
(1,1,0)
20 (k
∗2;L) (
√
2 sin 21 − sin2 1).
(4.6)
Similarly, the QC with d = (1, 1, 1) in this limit is
A2/E : k
∗ cot δ1α − 4pic(1,1,1)00 (k∗2;L) = 0. (4.7)
The LO corrections to the QCs in Eqs. (4.2-4.7) are not only suppressed by the J = 1
β-wave and J = 2, 3 D-wave phase shifts, but also by FV corrections that are further
exponentially suppressed compared with the leading FV corrections. It is straightforward
to show that the leading neglected terms in the QCs presented above are ∼ 1Le−2κL tan δ1β
and 1Le
−2κL tan δDJ=2,3 , while the FV contributions to the approximate relations given in
Eqs. (4.2-4.7) are ∼ 1Le−κL. In Appendix B.3, the explicit volume dependence of cdLM
functions are given for the case of k∗2 = −κ2 < 0. These explicit forms are useful in
obtaining the leading exponential corrections to the QCs. We emphasize that the smaller
133
volumes considered have κL = 2 − 2.5, and therefore it is not a good approximation to
replace the cdLM functions with their leading exponential terms, and the complete form of
these functions should be used in analyzing the FV spectra.
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Figure 4.6: a) The dotted curve shows the M ′J -averaged quantity
1
3 (E
∗(A2) + 2E∗(E)) as function
of L, while the solid curves show the energy of the state in the A2 (blue) and E (red) irreps of the
tetragonal group, as well as that of the state with 1 = 0 (black). b) The dotted curve shows the
M ′J -averaged quantity
1
3 (E
∗(B1) +E∗(B2) +E∗(B3)) as function of L, while the solid curves show the
energy of the state in the B1 (red) and B2/B3 (blue) irreps of the orthorhombic group, as well as
that of the state with 1 = 0 (black).
In the limit of vanishing J = 1 β-wave and J = 2, 3 D-wave phase shifts, the QCs show
that the energy shift of each pair of irreps of the systems with d = (0, 0, 1) and (1, 1, 0) differ
in sign. It is also the case that the M ′J -averaged energies are approximately the same as the
purely S-wave case. In fact, as illustrated in Fig. 4.6(a), the energy level corresponding to
1
3(E
∗(A2) + 2E∗(E)) quickly converges to the S-wave energy with d = (0, 0, 1). Similarly, the
M ′J -averaged quantity
1
3(E
∗(B1) + E∗(B2) + E∗(B3)) almost coincides with the S-wave state
with d = (1, 1, 0), Fig. 4.6(b). This is to be expected, as M ′J -averaging is equivalent to
averaging over the orientations of the image systems, suppressing the anisotropy induced
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by the boost phases in the FV corrections, Eqs. (B.20)-(B.22). These expressions also
demonstrate that, unlike the case of degenerate, scalar coupled-channels systems [59, 296],
the NN spectra (with spin degrees of freedom) depend on the sign of 1. Of course, this
sensitivity to the sign of 1 can be deduced from the full QCs in Eqs. (B.12-B.19). Upon
fixing the phase convention of the angular momentum states, both the magnitude and sign
of the mixing angle can be extracted from FV calculations, as will be discussed in more
detail in Section 4.2.
4.2 Extracting the Scattering Parameters From Synthetic Data
Given the features of the energy spectra associated with different boosts, it is interesting to
consider how well the scattering parameters can be extracted from future LQCD calculations
at the physical pion mass. With the truncations we have imposed, the full QCs for the FV
states that have overlap with the 3S1-
3D1 coupled channels depend on four scattering phase
shifts and the J = 1 mixing angle. As discussed in Sec. 4.1, for bound states these are
equivalent to QCs that depend solely on δ1α and 1 up to corrections of ∼ 1Le−2κL tan δ1β
and 1Le
−2κL tan δDJ=2,3 , as given in Eqs. (4.2-4.7). By considering the boosts with |d| ≤
√
3,
six independent bound-state energies that asymptote to the physical deuteron energy can be
obtained. For a single volume, these give six different constraints on δ1α and 1 for energies in
the vicinity of the deuteron pole. Therefore, by parameterizing the momentum dependence
of these two parameters, and requiring them to simultaneously satisfy Eqs. (4.2-4.7), their
low-energy behavior can be extracted.
Using the fact that the α-wave is dominantly S-wave with 1 and δ
(3D1) small, we use the
effective range expansion (ERE) of the inverse S-wave scattering amplitude, which is valid
below the t-channel cut, to parameterize [68]
k∗ cot δ1α = − 1
a(3S1)
+
1
2
r(
3S1)k∗2 + . . . , (4.8)
1 = h1 k
∗2 + . . . . (4.9)
Therefore, up to O(k∗2), the three parameters, denoted by a(3S1), r(3S1) and h1, can be
over-constrained by the bound-state spectra in a single volume. To illustrate this point, we
fit the six independent energies to “synthetic data” using the approximated QCs, Eqs. (4.2-
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4.7). The precision with which {a(3S1), r(3S1), h1} can be extracted depends on the precision
and correlation of the energies determined in LQCD calculations. Therefore, we consider
four possible scenarios, corresponding to the energies being extracted from a given LQCD
calculation with 1% and 10% precision, and with uncertainties that are uncorrelated or fully
correlated with each other. It is likely that the energies of these irreps will be determined in
LQCD calculations on the same ensembles of gauge-field configurations, and consequently
they are likely to be highly correlated - a feature that has been exploited extensively in the
past when determining energy differences.
Using the QCs, the ground-state energy in each irrep is determined for a given lattice
volume. The level of precision of such a future LQCD calculation is introduced by selecting
a modified energy for each ground state from a Gaussian distribution with the true energy
for its mean and the precision level multiplied by the mean for its standard deviation.
This generates one set of uncorrelated “synthetic LQCD calculations”. To generate fully
correlated “synthetic LQCD calculations”, the same fluctuation (appropriately scaled) is
chosen for each energy. 4 These synthetic data are then taken to be the results of a possible
future LQCD calculation and analyzed accordingly to extract the scattering parameters 5.
The values of {a(3S1), r(3S1),−B∞d , 1(iκ∞d )} extracted from an analysis of the synthetic data
are shown in Figs. 4.7, 4.8 for both correlated and uncorrelated energies. Since for L . 10 fm
the contribution of the D-wave phase shifts to the bound-state spectrum is not negligible, the
mean values of the scattering parameters extracted using the approximated QCs deviate
from their experimental values. This is most noticeable when the binding energies are
determined at the 1% level of precision, where the S-matrix parameters and predicted B∞d
can deviate by ∼ 3σ from the experimental values for this range of volumes. For 10 fm<
L <14 fm, one can see that these quantities can be extracted with high accuracy using this
method, but it is important to note that the precision with which {a(3S1), r(3S1), 1(iκ∞)d }
can be extracted decreases as a function of increasing volume. The reason is that the
4Partially-correlated “synthetic LQCD calculations” can be generated by forming a weighted average of
the uncorrelated and fully-correlated calculations.
5A similar analysis has been carried out in Ref. [44] where the S-wave scattering length, effective range
and the deuteron binding energy are extracted from “synthetic LQCD calculations”, but using a purely
S-wave quantization condition.
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Figure 4.7: The values of {a(3S1), r(3S1)} obtained by fitting the six independent bound-state en-
ergies with |d| ≤ √3 (depicted in Figs. 4.3, 4.4, 4.5), generated from synthetic LQCD calculations,
using the approximate QCs in Eqs. (4.2-4.7), as discussed in the text. The black lines denote the
experimental value of these quantities determined by fitting the scattering parameters obtained from
Ref. [1]. The dark (light) inner (outer) band is the 1σ band corresponding to the energies being
determined with 1% (10%) precision.
bound-state energy in each irrep asymptotes to the physical deuteron binding energy in the
infinite-volume limit. In this limit, sensitivity to 1 is lost and the α-wave phase shift is
determined at a single energy, the deuteron pole. Therefore, for sufficiently large volumes
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Figure 4.8: The values of {−B∞d , 1(iκ∞d )} obtained by fitting the six independent bound-state
energies with |d| ≤ √3 (depicted in Figs. 4.3, 4.4, 4.5), generated from synthetic LQCD calculations,
using the approximate QCs in Eqs. (4.2-4.7). 1 is in degrees and B
∞
d (κ
∞
d ) denotes the infinite-
volume deuteron binding energy (momentum). The black lines denote the experimental value of
these quantities determined by fitting the scattering parameters obtained from Ref. [1]. The dark
(light) inner (outer) band is the 1σ band corresponding to the energies being determined with 1%
(10%) precision.
one cannot independently resolve a(
3S1) and r(
3S1). This analysis of synthetic data reinforces
the fact that the FV spectrum not only depends on the magnitude of 1 but also its sign. As
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discussed in Sect. 4.1, this sensitivity can be deduced from the full QCs in Eqs.(B.12-B.19),
but it is most evident from the approximated QCs in Eqs. (4.2-4.7).
In performing this analysis, we have benefited from two important pieces of apriori
knowledge at the physical light-quark masses. First is that in the volumes of interest,
the bound-state energy in each irrep falls within the radius of convergence of the ERE,
|E∗| < m2pi/4M . For unphysical light-quark masses, the S-matrix elements could in principle
change in such a way that this need not be the case and pionful EFTs would be required
to extract the scattering parameters from the FV spectrum. Second is that the D-wave
phase shifts are naturally small. Again, since the dependence of these phase shifts on
the light-quark masses can only be estimated, further investigation would be required. To
improve upon this analysis, the J=1 β-wave and J = 2, 3 D-wave phase shifts would have
to be extracted from the scattering states. As is evident from Fig. 4.2, states that have
a strong dependence on the D-wave phase shifts will, in general, lie above the t-channel
cut. In principle, one could attempt to extract them by fitting the FV bound-state energies
for L ≤ 10 fm with the full QCs. In practice, this will be challenging as eight scattering
parameters appear in the ERE at the order at which the J = 1 β-wave and J = 2, 3 D-
wave phase shifts first contribute. This is also formally problematic since for small volumes,
mpiL<∼ 2pi, finite range effects are no longer negligible. Although these finite range effects
have been estimated for two nucleons in a S-wave [327], they remain to be examined for the
general NN system.
4.3 The Finite-volume Deuteron Wavefunction and the Asymptotic D/S Ratio
The S-matrix dictates the asymptotic behavior of the NN wavefunction, and as a result the
IR distortions of the wavefunction inflicted by the boundaries of the lattice volume have
a direct connection to the parameters of the scattering matrix, as exploited by Lu¨scher.
Outside the range of the nuclear forces, the FV wavefunction of the NN system is obtained
from the solution of the Helmholtz equation in a cubic volume with the PBCs [216,269,270,
325]. By choosing the amplitude of the l = 0 and l = 2 components of the FV wavefunction
to recover the asymptotic D/S ratio of the infinite-volume deuteron, it is straightforward
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to show [269, 270] that the unnormalized FV deuteron wavefunctions associated with the
approximate QCs in Eqs. (4.2-4.7) are
ψV,d1,MJ (r;κ) = ψ
∞
1,MJ
(r;κ) +
∑
n6=0
eipin·d ψ∞1,MJ (r + nL;κ), (4.10)
with r = |r| > R, where r denotes the relative displacement of the two nucleons, and
R >> 1/mpi is the approximate range of the nuclear interactions. The subscripts on the
wavefunction refer to the J = 1, MJ = 0,±1 quantum numbers of the state and n is
an integer triplet. In order for Eq. (4.10) to be an energy eigenstate of the Hamiltonian,
E∗ = −κ2/M has to be an energy eigenvalue of the NN system in the finite volume, obtained
from the QCs in Eqs. (4.2-4.7). ψ∞1,MJ (r) is the asymptotic infinite-volume wavefunction of
the deuteron,
ψ∞1,MJ (r;κ) = AS
(
e−κr
r
Y1MJ ;01(rˆ) + η
e−κr
r
(1 +
3
κr
+
3
κ2r2
)Y1MJ ;21(rˆ)
)
. (4.11)
with YJMJ ;L1 being the well-known spin-orbital functions,
YJMJ ;L1(rˆ) =
∑
ML,MS
〈LML1MS |JMJ〉 YLML(rˆ) χ1MS , (4.12)
where χ1MS is the spin wavefunction of the deuteron. η is the deuteron asymptotic D/S ratio
which is related to the mixing angle via η = − tan 1|k∗=iκ∞d [70]. As is well known from the
effective range theory [66,67], the short-distance contribution to the outer quantities of the
deuteron, such as the quadrupole moment, can be approximately taken into account by re-
quiring the normalization of the asymptotic wavefunction of the deuteron, obtained from the
residue of the S-matrix at the deuteron pole, to be approximately |AS |2 ≈ 2κ/(1− κr(3S1)).
Corrections to this normalization arise at O (κ3/R2, κη2), at the same order the J = 1
β-wave and J = 2, 3 D-waves contribute. In writing the FV wavefunction in Eq. (4.10)
contributions from these waves have been neglected.
An important feature of the FV wavefunction in Eq. (4.10) is the contribution from
partial waves other than l = 0 and l = 2, which results from the cubic distribution of
the periodic images. While there are also FV corrections to the l = 0 component of the
wavefunction, the FV corrections to the l = 2 component are enhanced for systems with
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Figure 4.9: The mass density in the xz-plane from the T1 FV deuteron wavefunction at rest for
L = 10, 15, 20, and 30 fm.
d = (0, 0, 1) and (1, 1, 0). By forming appropriate linear combinations of the ψV,d1,MJ that
transform according to a given irrep of the cubic, tetragonal, orthorhombic and trigonal
point groups (see Table 3.4), wavefunctions for the systems with d = (0, 0, 0), (0, 0, 1),
(1, 1, 0) and (1, 1, 1) can be obtained. The mass density in the xz-plane from the FV
wavefunction of the deuteron at rest in the volume, obtained from the T1 irrep of the cubic
group is shown in Fig. 4.9 for L = 10, 15, 20, and 30 fm, and for the boosted systems
141
in Figs. B.3-B.7 of Appendix B.4. As the interior region of the wavefunctions cannot be
deduced from its asymptotic behavior alone, it is “masked” in Fig. 4.9 and Figs. B.3-B.7 by
a shaded disk. Although the deuteron wavefunction exhibits its slight prolate shape (with
respect to its spin axis) at large volumes, it is substantially deformed in smaller volumes,
such that the deuteron can no longer be thought as a compact bound state within the
lattice volume. When the system is at rest, the FV deuteron is more prolate than the
infinite-volume deuteron. When the deuteron is boosted along the z-axis with d = (0, 0, 1),
the distortion of the wavefunction is large, and in fact, for a significant range of volumes
(L . 30 fm), the FV effects give rise to an oblate (as opposed to prolate) deuteron in the
E irrep, Fig. B.4, and a more prolate shape in the A2 irrep, Fig. B.3. For d = (1, 1, 0),
the system remains prolate for the deuteron in the B2/B3 irreps, Fig. B.6, while it becomes
oblate in the B1 irrep, Fig. B.5, for volumes up to L ∼ 30 fm.
Although the normalization factor AS corrects for the fact that the complete wavefunc-
tion is not given by the asymptotic form given in Eq. (4.11) for |r| . r(3S1)/2 in infinite
volume, it gives rise to a normalization ambiguity in the FV. On the other hand, the
asymptotic D/S ratio is protected by the S-matrix, and can be directly extracted from the
long-distance tail of the lattice wavefunctions. 6 It is evident from Eq. (4.11) that the ratio
Nd;MJ ,MSD/S (r;κ) ≡
ψV,dD;MJ ,MS (r;κ)
η χ(r;κ) ψV,dS;MJ ,MS (r;κ)
, (4.13)
with χ(r;κ) =
√
1
10(1+
3
κr +
3
κ2r2
), is unity for the MJ = MS = 1 component of the infinite-
volume deuteron wavefunction (and is equal to −2 for the MJ = MS = 0 component),
where ψV,dS;MJ ,MS and ψ
V,d
D;MJ ,MS
are
ψV,dS;MJ ,MS (r;κ) =
∫
dΩrˆ ψ
V,d
1,MJ
(r, κ)
∣∣
MS
Y00(rˆ),
ψV,dD;MJ ,MS (r;κ) =
∫
dΩrˆ ψ
V,d
1,MJ
(r, κ)
∣∣
MS
Y20(rˆ), (4.14)
with r ≤ L/2. By evaluating the FV wavefunction in different irreps with |d| ≤ √3, this
ratio can be determined in the FV, as is shown in Fig. 4.10. Not only does it exhibit strong
6 The energy-dependent “potentials” generated by HALQCD and used to compute scattering parameters,
including 1 (at unphysical light-quark masses) [289], are expected to reproduce the predictions of QCD
only at the energy eigenvalues of their LQCD calculations. Hence, if they had found a bound deuteron,
their prediction for 1 would be expected to be correct at the calculated deuteron binding energy.
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Figure 4.10: The normalized D/S ratio of the deuteron wavefunction with MJ = MS = 1, defined
in Eq. (4.13) and Eq. (4.14) in the a) T1, b) E and c) with MJ = MS = 0 in the A2 irrep, along with
d) the difference of the D/S ratios in the E and A2 irreps, defined in Eq. (4.15). The red-dashed
lines show the infinite-volume value.
dependence on the volume, but also varies dramatically as a function of r. This is due to
the fact that the periodic images give rise to exponentially growing contributions to the
FV wavefunction in r. For the FV deuteron at rest and with d = (1, 1, 1), a sufficiently
small r gives rise to a Nd;MJ ,MSD/S that is not severely distorted by volume effects even in
small volumes. In contrast, this ratio deviates significantly from its infinite-volume value
for systems with d = (0, 0, 1) and (1, 1, 0) even in large volumes (L . 20 fm). This feature is
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understood by noting that while the leading correction to Nd;MJ ,MSD/S is ∼ η e−κL for systems
with d = (0, 0, 0) and (1, 1, 1), they are ∼ e−κL for systems with d = (0, 0, 1) and (1, 1, 0).
The periodic images of the wavefunction with the latter boosts are quadrupole distributed,
and consequently modify the l = 2 component of the wavefunction by contributions that are
not suppressed by η. However, for these systems, there are two irreps that receive similar
FV corrections to their ratios, which can be largely removed by forming differences, e.g. for
the system with d = (0, 0, 1),
N
(0,0,1)
D/S =
1
3
(
N
(0,0,1);1,1
D/S − N
(0,0,1);0,0
D/S
)
=
1
3
(
N
(0,0,1);E
D/S − N
(0,0,1);A2
D/S
)
, (4.15)
as shown in Fig. 4.10. A similar improvement is found for systems with d = (1, 1, 0). It
is also worth noting that the contributions to the wavefunction from higher partial waves,
l ≥ 2, can be added to ψV,d with coefficients that depend on their corresponding phase
shifts, and therefore are small under the assumption of low-energy scattering [216,270,325].
However, the partial-wave decomposition of the FV wavefunction in Eq. (4.10) contains
contributions with l ≥ 2. In the limit where the corresponding phase shifts vanish, the
wavefunction, in contrast to the spectrum, remains sensitive to these contributions, resulting
in the larger FV modifications of quantities compared with their spectral analogues.
An extraction of η is possible by taking sufficiently large volumes such that a large NN
separation can be achieved without approaching the boundaries of the volume. While the
wavefunctions corresponding to the deuteron at rest or with d = (1, 1, 1) provide an oppor-
tunity to extract η with an accuracy of ∼ 15− 20% in volumes of L ∼ 14 fm, combinations
of the ratios obtained from the two irreps in both the systems with d = (0, 0, 1) and (1, 1, 0)
will provide for a ∼ 10% determination in volumes of L ∼ 12 fm, as shown in Fig. 4.10.
As it is possible that the uncertainties in the extraction of η can be systematically reduced,
those due to the neglect of the J = 1 β-wave and J = 2, 3 D-wave phase shifts, as well as
higher order terms in the ERE, deserve further investigation.
Summary and Conclusion
A Lattice QCD calculation of the deuteron and its properties would be a theoretical
milestone on the path toward calculating quantities of importance in low-energy nuclear
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physics from quantum chromodynamics without uncontrolled approximations or assump-
tions. While there is no formal impediment to calculating the deuteron binding energy
to arbitrary precision when sufficient computational resources become available, determin-
ing its properties and interactions presents a challenge that has largely remained unex-
plored [91, 126, 285]. Using the NN formalism developed in Ref. [91], we have explored the
FV energy spectra of states that have an overlap with the 3S1-
3D1 coupled-channels system
in which the deuteron resides. Although the full FV QCs associated with the 3S1-
3D1 cou-
pled channels depend on interactions in all positive-parity isoscalar channels, a low-energy
expansion depends only on four scattering phases and one mixing angle. Further, for the
deuteron, these truncated QCs can be further simplified to depend only upon one phase
shift and the mixing angle, with corrections suppressed by ∼ 1Le−2κL tan δi where δi denotes
the J = 1 β-wave and J = 2, 3 D-wave phase shifts which are all small at the deuteron bind-
ing energy. We have demonstrated that the infinite-volume deuteron binding energy and
leading scattering parameters, including the mixing angle, 1, that dictate the low-energy
behavior of the scattering amplitudes, can be (in principle) determined with precision from
the bound-state spectra of deuterons, both at rest and in motion, in a single modest volume,
with L = 10-14 fm. Calculations in a second lattice volume would reduce the systematic
uncertainties introduced by truncating the QCs.
We have investigated the feasibility of extracting 1 from the asymptotic D/S ratio of the
deuteron FV wavefunction using the periodic images associated with the α-wavefunction. As
the amplitude of the J = 1 β-wave and the J = 2, 3 D-wave components of the wavefunction
are not constrained by the infinite-volume deuteron wavefunction, the analysis is limited
by an imposed truncation of the ERE, which is at the same level of approximation as the
approximate QCs. The systematic uncertainties introduced by this truncation are currently
unknown, but will be suppressed by the small phase shifts in those channels in addition to
being exponentially suppressed with L. This is in contrast to the extraction from the FV
spectra where the systematic uncertainties have been determined to be small. With this
approximation, it is estimated that volumes with L>∼ 12 fm are required to extract 1 with
∼ 10% level of accuracy from the asymptotic form of the wavefunctions.
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Chapter 5
FINITE-VOLUME FORMALISM WITH TWISTED BOUNDARY
CONDITIONS
LQCD calculations are commonly performed with PBCs imposed upon the quark fields
in the spatial directions, constraining the quark momentum modes in the volume to satisfy
p = 2piL n with n being an integer triplet. PBCs are a subset of a larger class of BCs called
twisted BCs (TBCs). TBCs [102] are those that require the quark fields to acquire a phase
θ at the boundary, ψ(x + nL) = eiθ·nψ(x), where 0 < θi < 2pi is the twist angle in the
ith Cartesian direction. Bedaque [47] introduced this idea to the LQCD community, and
showed that TBCs are equivalent to having a U(1) background gauge field in the QCD
Lagrangian with the quarks subject to PBCs. By choosing this constant background field
to be, e.g., A = θzL eˆz, the quark wavefunction will acquire a non-vanishing phase
θz
L when
wraps around the boundary of the volume in the z direction due to the Aharonov-Bohm
effect, despite the magnetic field strength being zero on the lattice. Alternatively, a quark
field redefinition, ψ(x) → ψ˜(x) = ei θzL zψ(x), will eliminate this background field provided
that the new field ψ˜ satisfies the TBCs, ψ˜(x, y, z + L) = eiθz ψ˜(x, y, z). So the lattice gauge
field configurations can be generated with these choices of BCs. The benefit of such BCs is
that an arbitrary momentum can be selected for a (non-interacting) hadron by a judicious
choice of the twist angles of its valence quarks, p = 2piL n +
φ
L , where φ is the sum of the
twists of the valence quarks, again with 0 < φi < 2pi, and n is an integer triplet. TBCs
have been shown to be useful in LQCD calculations of the low-momentum transfer behavior
of form factors required in determining hadron radii and moments, circumventing the need
for large-volume lattices [16, 81–83,85, 221,334,350]. They have also been speculated to be
helpful in calculations of K → pipi decays by bringing the initial and final FV states closer
in energy [119,326].
In addition to performing calculations with a particular twist, by averaging the results of
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calculations over twist angles, the discrete sum over momentum modes becomes an integral
over momenta, ∫
d3φ
(2pi)3
1
L3
∑
n∈Z3
≡
∫
d3p
(2pi)3
. (5.1)
Although the volume dependence of most quantities is non linear due to interactions, such
averaging can eliminate significant FV effects. This was first examined in the context of
condensed-matter physics where, for example, the finite-size effects in the finite-cluster cal-
culations of correlated electron systems are shown to be reduced by the boundary condition
integration technique [185, 186]. This technique is implemented in quantum Monte Carlo
QMC algorithms of many-body systems, and results in faster convergence of energies to the
thermodynamic limit [264].
In this chapter, we discuss the advantages of using TBCs to reduce the FV modifications
to the mass of hadrons and to the binding energy of two-hadron bound states, such as the
deuteron. In particular, we consider the FV effects resulting from averaging the results
obtained from PBC and anti-PBCs (APBCs), from a specific choice of the twist angle,
i -PBCs, and from averaging over twist angles. For the two-nucleon systems, the volume
improvement is explored both analytically and numerically with the use of the developed FV
formalism for NN systems (see chapter 3), that is generalized to systems with TBCs. As was
first noted by Bedaque and Chen [49], the need to generate new gauge field configurations
with fully twisted BCs can be circumvented by imposing TBCs on the valence quarks only,
which defines partial twisting. Partial twisting gives rise to corrections beyond full twisting
that scale as e−mpiL/L, and can be neglected for sufficiently large volumes compared to the
FV effects from the size of weakly bound states. Although the validity of partial twisting
makes it feasible to achieve an approximate twist-averaged result in LQCD calculations, this
remains a computationally expensive technique. We demonstrate that certain hadronic twist
angles can result in an exponentially-improved convergence to the infinite-volume limit of
certain quantities, with an accuracy that is comparable to the twist-averaged mean. Further,
we speculate that similar improvements are also present in arbitrary n-body systems.
As discussed extensively in the previous chapters, in several situations, given the Eu-
clidean nature of lattice correlation functions, it is desirable to keep the volume finite as
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the extraction of physical quantities relies on non-vanishing FV effects. For example, as
we saw, the ability to extract the S-D mixing parameter, 1, and consequently the D/S
ratio of the deuteron from LQCD calculations, depends upon the FV modifications to the
binding energy when the deuteron is boosted in particular directions within the lattice vol-
ume [94]. The use of TBCs will further enhance the effectiveness of such calculations. By
appropriate choices of the twist angles of each hadron, different CM energies can be accessed
in a single lattice volume, further constraining the scattering parameters with the use of
Lu¨scher’s method (see e.g. Refs. [65, 132, 133, 299] for demonstrations of this technique in
studying hadronic resonances). Due to the possibility of partial twisting in NN scattering,
these extra energy levels can be obtained without having to generate additional ensembles
of gauge-field configurations, in analogy with the boosted calculations (this technique has
recently been used to calculate J/ψ-φ scattering [299]). Of course, the spectra of energy
eigenvalues determined with a range of twist angles allow for fits to parametrizations of the
S-matrix elements, which can then be used to predict infinite-volume quantities, such as
binding energies [44,314]. TBCs provide a way to reduce the systematic uncertainties that
are currently present in analyses of coupled-channels systems by providing the ability to
control, at some level, the location of eigenstates.
5.1 Nucleon Mass
If the up and down quarks have distinct twist angles, the charged pions, the proton and
the neutron will acquire net twist angles denoted as φpi
+
= −φpi− , φp and φn, respectively,
while the flavor-singlet mesons, such as pi0, will remain untwisted, φpi
0
= 0. The optimal set
of quark twists depends upon the desired observable, and an appropriate choice can yield a
relation between the twists of different hadrons, or leave a hadron untwisted.
In chapter chapter 1 we calculated the FV corrections to the mass of nucleon MN , in a
cubic volume with PBCs imposed on the quark fields, at one-loop order in two-flavor baryon
χPT with the inclusion of ∆ resonance, see Eq. (1.79). The masses of the proton and neu-
tron in a FV at the one-loop level with TBCs hare also calculated using the HBχPT [222].1
1The FV corrections to meson masses, decay constants and semileptonic form factors with both the TBCs
and the partially-TBCs have been calculated at LO in χPT in Ref. [326].
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We use Poisson re-summation formula to factor the dependences on the twist angles as pure
phases and put the expressions for the masses into a simple form. The proton mass is found
to be 2
δLMp =
3g2A
8pi2f2pi
Kp(0;φpi) + g
2
∆N
3pi2f2pi
Kp(∆;φpi), (5.2)
where
Kp(0;φpi) = pi
3
m2pi
∑
n6=0
e−|n|mpiL
|n|L (
1
2
+ e−in·φ
pi+
), (5.3)
and
Kp(∆;φpi) = 1
2
∫ ∞
0
dλ β∆
∑
n6=0
[
β∆K0(β∆|n|L) − 1|n|LK1(β∆|n|L)
]
× (e−in·φpi
−
+
2
3
+
1
3
e−in·φ
pi+
), (5.4)
and the neutron mass can be found from these expressions by the substitutions p→ n and
pi+ ↔ pi−. It is convenient to consider the periodic images associated with the nucleon
having their contributions modified by the appropriate phase factor due to the TBCs.
After twist averaging (over the twists of the pion field, see Appendix C.1), the leading
FV corrections to the mass of both the proton and the neutron arising from Eq. (5.2) are 1/3
of their value when calculated with PBCs, Eq. (1.79).3 Of course, calculations at multiple
twist angles need not be performed to estimate the twist-averaged value, and special twist
angles can be selected based upon the symmetries of the integer sums in Eqs. (5.3) and (5.4).
In particular, it is notable that the leading volume effects of the form e−mpiL/L, e−
√
2mpiL/L
and e−
√
3mpiL/L, can be reduced by a factor of three with i -PBCs, by setting the pion twist
angle to φpi
+
= (pi2 ,
pi
2 ,
pi
2 ). Averaging the masses calculated with PBCs and APBCs also
reduces the leading contribution by a factor of three. The leading volume dependence can
be eliminated completely by choosing φpi
+
= (4pi3 ,
4pi
3 ,
4pi
3 ), leaving volume corrections to the
2Since nucleons with non-zero twists are not at rest, these expressions represent the corrections to their
rest energy. The kinetic energy, E
p(n)
K = (φ
p(n))2/2MNL
2, is however subleading at this order in HBχPT
and these expressions can be considered as corrections to the mass of the nucleons.
3If the twist of the up and down quarks is the same, φpi
±
vanishes and no volume improvement will be
obtained by averaging.
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nucleon mass of the form ∼ e−
√
2mpiL/L. It is likely that optimal twists exist for other single
nucleon properties, such as matrix elements of the isovector axial current, gA.
For arbitrary quark twists, the proton and neutron have, in general, different phase
spaces as the momentum modes that exist in the FV differ. As an example, while quark
twists can be chosen to keep the proton at rest in the volume and allow for averaging over the
charged pion twists, φ(d) = −2φ(u), in general the neutron will have non-zero momentum.4
5.2 Two Baryons and Twisted Quantization Condition
The S-wave NN energy QC was generalized to systems with TBCs at rest in Ref. [47],
and to more general two-hadron systems in Ref. [5]. Lu¨scher’s energy QC [269,270], which
determines the form of the FV corrections, is dictated by the on-shell two-particle states
within the volume. Once the kinematic constraints on the momentum modes of the two-
particle states in the FV are determined, the corresponding QC can be determined in a
straightforward manner. Explicitly, the QC is once again of the form
det
[
(M∞)−1 + δGV ] = 0, (5.5)
where M∞ is the infinite-volume scattering amplitude matrix evaluated at the on-shell
momentum of each particle in the CM frame, k∗. It is convenient to express the QC in the
|JMJ(LS)〉 basis, where J is the total angular momentum, MJ is the eigenvalue of the Jˆz
operator, and L and S are the orbital angular momentum and the total spin of the system,
respectively. The matrix elements of δGV in this basis are very similar to Eq. (3.33) for the
case of NN scattering with PBCs,
[
δGV ]
JMJ ,LS;J ′M ′J ,L′S′
= iη
k∗
8piE∗
δSS′
δJJ ′δMJM ′J δLL′ + i∑
l,m
(4pi)3/2
k∗l+1
cd,φ1,φ2lm (k
∗2;L)
×
∑
ML,M
′
L,MS
〈JMJ |LML, SMS〉〈L′M ′L, SMS |J ′M ′J〉
∫
dΩ Y ∗LMLY
∗
lmYL′M ′L
 ,
(5.6)
4 Such non-trivial phase spaces somewhat complicate the analysis of LQCD calculations of multi-baryon
systems.
150
where η = 1/2 for identical particles and η = 1 otherwise, and 〈JMJ |LML, SMS〉 are
Clebsch-Gordan coefficients. E∗ is the total (relativistic) CM energy of the system, E∗ =√
k∗2 +m21+
√
k∗2 +m22 where m1 and m2 are the masses of the particles, and φ1 and φ2 are
their respective twist angles. The total momentum of the system is P = 2piL d +
φ1+φ2
L with
d ∈ Z3. The only difference between this equation and Eq. (3.33), besides the relativistic
kinematics used, is in the cd,φ1,φ2lm (k
∗2;L) function who carries the volume dependence and
the dependence on the BCs in the QC. Explicitly
cd,φ1,φ2lm (k
∗2;L) =
√
4pi
γL3
(
2pi
L
)l−2
Zd,φ1,φ2lm [1; (k∗L/2pi)2], (5.7)
with
Zd,φ1,φ2lm [s;x2] =
∑
r∈Pd,φ1,φ2
|r|l Ylm(r)
(r2 − x2)s . (5.8)
γ = E/E∗ where E is the total energy of the system in the rest frame of the volume (the
lab frame), E2 = P2 +E∗2. The sum in Eq. (5.8) is performed over the momentum vectors
r that belong to the set Pd,φ1,φ2 , which remains to be determined.
Consider the two-hadron wavefunction in the lab frame [117,325] that is subject to the
TBCs,
ψLab(x1 + Ln1,x2 + Ln2) = e
iφ1·n1+iφ2·n2 ψLab(x1,x2), (5.9)
where x1 and x2 denote the position of the hadrons, and n1,n2 ∈ Z3. As the total momen-
tum of the system is conserved, the wavefunction can be written as an eigenfunction of the
total momentum P = (E,P). In the lab frame, the equal-time wavefunction of the system
is
ψLab(x1, x2) = e
−iEX0+iP·X ϕLab(0,x1 − x2), (5.10)
where the position of the CM is X, and
X = αx1 + (1− α)x2, α = 1
2
(
1 +
m21 −m22
E∗2
)
, (5.11)
for systems with unequal masses [117]. Since the CM wavefunction is independent of the
relative time coordinate [325], ϕLab(0,x1 − x2) = ϕCM(γˆ(x1 − x2)), where the boosted
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relative position vector is γˆx = γx‖ + x⊥, with x‖ (x⊥) being the component of x that
is parallel (perpendicular) to P. By expressing ψLab in Eq. (5.9) in terms of ϕCM , it
straightforwardly follows that
eiαP·(n1−n2)L+iP·n2L ϕCM(y∗ + γˆ(n1 − n2)L) = eiφ1·n1+iφ2·n2 ϕCM(y∗), (5.12)
where y∗ = x∗1 − x∗2 is the relative coordinate of two hadrons in the CM frame. By Fourier
transforming this relation, and using the form of the total momentum P from above, the
relative momenta allowed in the FV energy QC are constrained to be
r =
1
L
γˆ−1
[
2pi(n− αd)− (α− 1
2
)(φ1 + φ2) +
1
2
(φ1 − φ2)
]
, (5.13)
where n ∈ Z3 is the three-vector that is summed over in Eq. (5.8). These results encapsulate
those of Refs. [79, 117, 167, 259, 325] when the PBCs are imposed, i.e., when φ1 = φ2 = 0.
It also recovers two limiting cases that are considered in Ref. [5] for the use of TBCs in the
scalar sector of QCD. It should be noted that for particles with equal masses, α = 1/2, the
set of allowed momentum vectors reduces to
r =
1
L
γˆ−1
[
2pi(n− 1
2
d) +
1
2
(φ1 − φ2)
]
. (5.14)
It is important to note that for two identical hadrons, when φ1 = φ2 = φ, the FV spectra
show no non-trivial dependence on the twist other than a shift in the total energy of the
system, E2 = (2piL d+
φ
L )
2 +E∗2. As a result, twisting will not provide additional constraints
on the scattering amplitude in, for instance, the 1S0 nn or pp channels. This is also the
case for the FV studies of NN scattering in the 3S1-
3D1 coupled channels if the same twist
is imposed on the up and down quarks.5
5.3 Deuteron Binding and Volume Improvement
In the previous chapter, we obtained the expected energy spectra of two nucleons with spin
S = 1 in a FV subject to PBCs and with a range of CM momenta from the experimentally
measured phase shifts and mixing angles [94]. In particular, the dependence of the bound-
state spectra on the non-zero mixing angle between S and D waves, 1, was determined. As
5This result differs somewhat from the conclusion of Ref. [47].
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seen from Eq. (5.14), the effects of the twist angles 12pi (φ1 − φ2) = (0, 0, 1), (1, 1, 0), (1, 1, 1)
on the CM spectra are the same as those of (untwisted) boost vectors, d, considered in
chapter 4. Therefore, different TBCs can provide additional CM energies in a single volume,
similar to boosted calculations, which can be used to better constrain scattering parameters
and the S-matrix. However, twisting may be a more powerful tool as it provides access to
a continuum of momenta.
If imposing TBCs on the quark fields would require the generation of new ensembles
of gauge-field configurations, it would likely not be optimal to expend large computational
resources on multiple twisted calculations. However, PBCs can be retained on the sea
quarks and TBCs can be imposed only in the valence sector [49]. The reason for this is
that there are no disconnected diagrams associated with the NN interactions.6 At the level
of the low-energy EFT, this indicates that there are no intermediate s-channel diagrams
in which a nucleon or meson containing a sea quark can go on-shell. Such off-mass-shell
hadrons modify the NN interactions by ∼ e−mpiL/L, and do not invalidate the use of the QC
in Eq. (5.5) with the partially-TBCs as long as the calculations are performed in sufficiently
large volumes, L & 9 fm.
One significant advantage of imposing TBCs is the improvement in the volume depen-
dence of the deuteron binding energy. Although the formalism presented in the previous
chapters can be used to fit to various scattering parameters [94] (and consequently deter-
mine the deuteron binding energy), we will show that with a judicious choice of twist angles,
the extracted energies in future LQCD calculations should be close to the infinite-volume
values, even in volumes as small as ∼ (9 fm)3.
As discussed in the previous section, the CM energy of the np system is sensitive to
TBCs only if different twists are imposed upon the up and down quarks. This means that,
even if exact isospin symmetry is assumed, the proton and the neutron will have different
phase spaces due to the different BCs. By relaxing the interchangeability constraint on the
np state, as required by the different phase spaces, the NN positive-parity channels will
6 As recently demonstrated, disconnected diagrams will not hinder the use of partially-TBCs in studies
of the scalar sector of QCD either [5]. The graded symmetry of “partially-quenched” QCD results in
cancellations among contributions from intermediate non-valence mesons.
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of the nuclear potential, as this is the longest range contribution of the potential. The
equation determining the K-matrix at finite volume is (after projecting in the spin singlet)
K(k, p) = V (k, p)− 1
L3
∑
!q
K(k, y) 1
E − q2
M
g2piN
(q − p)2 +m2 (15)
= V (k, p)− 1
L3
∑
!q
∫
d3yδ("q − "y)K(k, y) 1
E − y2
M
g2piN
(y − p)2 +m2 (16)
= V (k, p)−
∑
!l
∫
d3y
(2pi)3
eiL
!l.!y−ilzφK(k, y) 1
E − y2
M
g2piN
(y − p)2 +m2︸ ︷︷ ︸
mL!1→ Ae−mL(4+2 cos(φ))
,
(17)
where the allowed values of "q are like in Eq. (9) and "l = 2pi"n/L. The factor 4 + 2 cos(φ)
comes from summing e−ilzφ over the six points in wave vector space with unit length. Notice
that this is not true for the T -matrix. In the infinite volume limit the integral in Eq. 11 is
dominated by q ∼ √ME and for these values the integral is not well approximated by the
discrete sum. The argument presented above in the Q$ mpi regime can now be applied to
the
√
Mmpi > Q ∼ mpi regime just by changing
∑
n C2n(ME)
n by 1/K(√ME,√ME).
FIG. 2: Contribution to nucleon-nucleon scattering involving sea quarks.
1. Meson-meson and meson-nucleon scattering
In systems containing mesons, the presence of valence anti-quarks may invalidate the
point in the previous section. It is important to distinguish two kinds of channels. In the
8
(a)FIG. 4: Diagrams contributing to I = 0 pi − pi scattering in QCD (top row), in an effective theory
(χPT) valid below the confinement scale (second row) and in a effective theory valid below the
pion mass (lower row). Sea quarks and mesons containing sea quarks are denoted by red, dashed
lines.
can occur (see Fig.(4)). In these diagrams the rest mass of the incoming hadrons is released
and the intermediate states can go on-shell. They generate cuts in the amplitude all the
way down to zero momentum and cannot be integrated out. Even at low energies the lack
of unitarity is evident and there is no way to relate energy levels to phase shifts in an exact
way. One can, of course, develop a chiral perturbation theory adequate to partially twisted
QCD in the molds of partially quenched chiral perturbation theory, and then relate lattice
observables to low energy constants 1. This method, however, can only be accurate to a
certain order in the chiral expansion and it is unclear if there is any advantage in using
partially twisted QCD in these cases.
The authors would like to thank conversations with M. Savage and D. Lin. This work
was supported in part by the Director, Office of Energy Research, Office of High Energy
and Nuclear Physics, by the Office of Basic Energy Sciences, Division of Nuclear Sciences, of
the U.S. Department of Energy under Contract No. DE-AC03-76SF00098 and the National
Science Council of ROC.
[1] L. Maiani and M. Testa, Phys. Lett. B 245, 585 (1990).
1 These coefficients are the same in ptQCD as in QCD, for the same reasons the low energy constants in
partially quenched QCD are the same ones as those of QCD itself.
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(b)
Figure 5.1: a) A sea-quark (red dashed lines) contribution to the NN scattering in QCD can be
described by an EFT at low energies where the bosons exchanged (red dashed lines) contain a a sea
quark. No sea contribution to the NN scattering can occur in the s channel. b) The pipi scattering
in I = 0 channel is an example of a disconnected process where due to the intermediate sea quark
creation and annihilation loops, the corresponding EFT description will necessary get contribution
from s-channel diagrams whose intermediate mesons co tain the sea quarks [49]. Figure is r produced
with the permission of Paulo Bedaque.
mix with the negative-parity channe s. This admixtur of parity eigenst t s is entirely a
FV effect induced by the boundary conditions, and does not require parity violation in the
interactions, manifesting itself in non-vanishing cd,φ1,φ2lm functions for odd values of l. As
such, the spin of the NN system is preserved.
The procedure to obtain the expected spectra of the deuteron is similar to our method
in chapter 4 and is as follows. The QC in Eq. (5.5) depends on S-matrix elements in all
partial waves, however it can be truncated to include only channels with L ≤ 2 (requiring
J ≤ 3) because of the reducing size of the low-energy phase shifts in the high r channels.
For arbitrary twist angles, the truncated QC can be represented by a 27 × 27 matrix in
the |JMJ(LS)〉 basis, the eigenvalues of which dictate the energy eigenvalues. Fits to the
experimentally known phase shifts and mixing parameters [1, 318,319,339,340] are used to
extrapolate to negative energies [94] to provide the inputs into the truncated QC, from which
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the deuteron spectra in a cubic volume with TBCs are predicted. The scattering parameters
entering the analysis are δ1α, 1, δ1β, δ
(3P0), δ(
3P1), δ(
3P2), δ(
3D2) and δ(
3D3), where the
Blatt-Biedenharn (BB) parameterization [70] is used in the J = 1 sector. The twist angles
explored in this work are φp = −φn ≡ φ = (0, 0, 0) (PBCs), (pi, pi, pi) (APBCs) and (pi2 , pi2 , pi2 )
(i -PBCs). At the level of the quarks, this implies that the twist angles of the (valence) up
and down quarks are φu = −φd = φ. We also set d = 0 in Eq. (5.13) so that the np system
is at rest in the lab frame. The reason for this choice of twist angles is that they (directly
or indirectly) give rise a significant cancellation of the leading FV corrections to the masses
of the nucleons, as shown in Sec. 5.1. The number of eigenvalues of (M∞)−1 + δGV , and
their degeneracies, reflect the spatial-symmetry group of the FV. Calculations with φ = 0
respect the cubic (Oh) symmetry, while for φ = (
pi
2 ,
pi
2 ,
pi
2 ) the symmetry group is reduced
to the C3v point group.
7 However, for φ = (pi, pi, pi) the system has inversion symmetry,
and respects the D3h point symmetry [134]. By examining the transformation properties
of the cd,φ1,φ2lm functions under the symmetry operations of these groups, certain relations
are found for any given l. These relations, as well as the eigenvectors of the FV matrices,
which are tabulated elsewhere [91, 144, 181, 270, 325, 349], can be used to block diagonalize
the 27 × 27 matrix representation of the QCs, where each block corresponds to an irrep
of the point-group symmetry of the system. For the selected twist angles, the QCs of the
irreps of the corresponding point groups that have overlap with the deuteron are given in
Appendix C.2 .
For i -PBCs, there are two irreps of the C3v group, namely the one-dimensional irrep
A1 and the two-dimensional irrep E, that have overlap with the 3S1-3D1 coupled channels.
Fig. 5.2 shows the binding energy (the CM energy minus the rest masses of the nucleons),
−Bd = E∗ −Mp −Mn, as a function of L corresponding to A2 irrep (blue curve) and E
irrep (red curve), obtained from the QCs in Eqs. (C.10) and (C.11). Even at L ∼ 9 fm,
the deuteron binding energies extracted from both irreps are close to the infinite-volume
value. In particular, calculations in the E irrep of the C3v group provide a few percent-level
7 There is a correspondence between the FV spatial symmetry in twisted calculations with arbitrary
twists φp 6= φn and the FV symmetry in (boosted) NN calculations with PBCs when isospin breaking
is considered. For example, the point symmetry group corresponding to twisted calculations with φp =
−φn = (0, 0, pi
2
) and that of the physical np system with P = 2pi
L
(0, 0, 1) with PBCs are both C4v.
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to include only channels with L ≤ 2 (requiring J ≤ 3) because of the size of the low-energy phase
shifts in the other channels. For arbitrary twist angles, the truncated QC can be represented by a
27×27 matrix in the |JMJ(LS)￿ basis, the eigenvalues of which dictate the energy eigenvalues. Fits
to the experimentally known phase shifts and mixing parameters [67–70] are used to extrapolate
to negative energies [52] to provide the inputs into the truncated QC, from which the deuteron
spectrum in a cubic volume with TBCs are predicted. The scattering parameters entering the
analysis are δ1α, ￿1, δ1β , δ(
3P0), δ(
3P1), δ(
3P2), δ(
3D2), δ(
3D3), where the Blatt-Biedenharn (BB)
parameterization [71] is used in the J = 1 sector. The twist angles explored in this work are
φp = −φn ≡ φ = (0, 0, 0) (PBCs), (π,π,π) (APBCs) and (π2 , π2 , π2 ). At the level of the quarks,
this implies that the twist angles of the (valence) up and down quarks are φu = −φd = φ. We
also set d = 0 in Eq. (16) so that the np system is at rest in the lab frame. The reason for
this choice of twist angles is that they (directly or indirectly) give rise a significant cancellation
of the leading FV corrections to the masses of the nucleons, as shown in Sec. II. The number of
distinct eigenvalues of (M∞)−1 + δGV , and their degeneracies, reflect the spatial-symmetry group
of the FV. Calculations with φ = 0 respect the cubic (Oh) symmetry, while for φ = (π2 ,
π
2 ,
π
2 ) the
symmetry group is reduced to the C3v point group. 7 However, for φ = (π,π,π) the system has
inversion symmetry, and respects the D3h point symmetry [72]. By examining the transformation
properties of the cd,φ1,φ2lm functions under the symmetry operations of these groups, certain relations
are found for any given l. These relations, which are tabulated elsewhere, e.g. Refs. [12, 33, 52, 73],
can be used to block-diagonalize the 27 × 27 matrix representation of the QCs, where each block
corresponds to an irrep of the point group symmetry of the system. For the selected twist angles,
the QCs of the irreps of the corresponding point groups that have overlap with the deuteron are
given in the appendix B .
For the (π2 ,
π
2 ,
π
2 ) twist, there are two irreps of the C3v group, namely the one-dimensional
irrep A1 and the two-dimensional irrep E, that have overlap with the 3S1-3D1 coupled channels.
Fig. 2(a) shows the binding energy (the CM energy minus the rest masses of the nucleons), −Bd =
E∗ −Mp −Mn, as a function of L corresponding to A2 irrep (blue curve) and E irrep (red curve),
obtained from the QCs in Eqs. (B5,B6). Even at L ∼ 9 fm, the deuteron binding energies extracted
from both irreps are close to the infinite-volume value. In particular, calculations in the E irrep
of the C3v group provide a few percent level determination of the deuteron binding energy in this
volume. The black solid curve in Fig. 2 represents the S-wave limit of the interactions, when the
S-D mixing parameter and all phase shifts except that in the S-wave are set equal to zero. The
MJ -averaged binding energy, −13(2B
(E)
d + B
(A2)
d ), converges to this S-wave limit, as shown in Fig.
2(b) (the A2 irrep contains the MJ = 0 state while E contains the MJ = ±1 states). In order
to appreciate the significance of calculations performed with the φ = (π2 ,
π
2 ,
π
2 ) twist angles, it is
helpful to be reminded of the volume dependence of the deuteron binding energy in calculations
performed with PBCs. For PBCs, the only irrep of the cubic group that has overlap with the 3S1-3D1
coupled channels is the three-dimensional irrep T1, Eq. (B4), and the corresponding binding energy
is shown in Fig. 3(a) (blue curve). As is well known, the binding energy deviates significantly
from its infinite-volume value, such that at L = 9 fm the FV deuteron is approximately twice as
bound as the infinite-volume deuteron. For APBCs, two irreps of the D3h group overlap with the
deuteron channel, A2 and E (Eqs. (B7,B8)), and yield identical binding energies as shown in Fig.
3(a) (red curve). As seen in Fig. 3(a), the deuteron becomes unbound over a range of volumes and
asymptotes slowly to the infinite-volume limit. However, in analogy with the nucleon masses, the
7 There is a correspondence between the FV spatial symmetry in twisted calculations with the φp ￿= φn and the
FV symmetry in (boosted) NN calculations with PBCs when the isospin breaking is considered. For example, the
point symmetry group corresponding to twisted calculations with φp = −φn = (0, 0, π
2
) and that of the physical
np system with P = 2π
L
(0, 0, 1) with PBCs are both C4v.
E
S-wave
A2
L =∞
(2 E+ A2)/3
Figure 5.2: The deuteron binding energy as a function of L using i -PBCs (φp = −φn ≡ φ =
(pi2 ,
pi
2 ,
pi
2 )). The blue curve corresponds to the A2 irrep of the C3v group, while the red curve
corresponds to the E irrep. The brown-dashed curve corresponds to the weighted average of the
A2 and E irreps, − 13 (2B(E)d + B(A2)d ), while the black-solid curve corresponds to the S-wave limit.
The infinite-volume deuteron binding energy is shown by the black-dotted line.
accurate determination of the deuteron binding energy in this volume. The black-solid curve
in Fig. 5.2 represents the S-wave limit of the interactions, when the S-D mixing parameter
and all phase shifts except that in the S-wave are set equal to zero. The M ′J -averaged
binding energy, −13(2B
(E)
d +B
(A2)
d ), converges to this S-wave limit, as shown in Fig. 5.2 (the
A2 irrep contains the M ′J = 0 state while E contains the M
′
J = ±1 states, where as mentioned
before, M ′J is the projection of total angular momentum along the twist direction). In order
to appreciate the significance of calculations performed with the φ = (pi2 ,
pi
2 ,
pi
2 ) twist angles,
it is helpful to recall the de teron binding energy obtained in calculations with PBCs. For
PBCs, we remind that the only irrep of the cubic group that has overlap with the 3S1-
3D1
coupled channels is the three-dimensional irrep T1, Eq. (C.9), and the corresponding binding
energy is shown in Fig. 5.3(a) (green curve). As was already seen in the previous chapter,
the binding energy deviates significantly from its infinite-volume value, such that the FV
deuteron is approximately twice as bound as the infinite-volume deuteron at L = 9 fm.
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For APBCs, two irreps of the D3h group overlap with the deuteron channel, A2 and E
(Eqs. (C.12,C.13)), and yield degenerate binding energies as shown in Fig. 5.3(a) (purple
curves). As seen in Fig. 5.3(a), the deuteron becomes unbound over a range of volumes
and asymptotes slowly to the infinite-volume limit. However, in analogy with the nucleon
masses, the volume dependence of the deuteron binding energy is significantly reduced by
averaging the results obtained with PBCs and APBCs, as shown in Fig. 5.3(a) (black-solid
curve). Fig. 5.3(b) provides a magnified view of this averaged quantity (black-solid curve),
where the two energy levels associated with i -PBCs are shown for comparison.
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The remaining coefficients are dictated by the symmetry of the systems,
F1±1 = ∓e∓iπ/4 F10
F2,+2 = −F2,−2 = 1√
2
e∓iπ/4 F2±1
F30 = ∓ 4√
10
e±iπ/4 F3±3 = ± 4√
6
e∓iπ/4 F3±1 , F3−2 = F3+2
F4+2 = −F4−2 = − 2√
7
e∓iπ/4 F4±3 = 2e±iπ/4 F4±1 , F40 =
14√
70
F4±4 . (C8)
The coefficients presented in Table I and Eq. (C8) show that the leading volume dependences of the c0,φ,−φlm
functions are c00 = − κ4π + O(e−2κL/L), c10 = O(e−κL/L), c22 = O(e−
√
2κL/L), c30 = O(e−κL/L), c32 =
O(e−
√
3κL/L), c40 = O(e−2κL/L) and c42 = O(e−
√
2κL/L).
i-PBCs: A2
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The remaining coefficients are dictated by the symmetry of the systems,
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e∓iπ/4 F4±3 = 2e±iπ/4 F4±1 , F40 =
14√
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F4±4 . (C8)
The coefficients presented in Table I and Eq. (C8) show that the leading volume dependences of the c0,φ,−φlm
functions are c00 − κ4π + O(e−2κL/L), c10 = O(e−κL/L), c22 = O(e−
√
2κL/L), c30 = O(e−κL/L), c32 =
O(e−
√
3κL/L), c40 = O(e−2κL/L) and c42 = O(e−
√
2κL/L).
i-PBCs: E
(b)
Figure 5.3: a) The deuteron binding energy as a function of L from PBCs (green curve) and from
APBCs (purple curve). The black-solid curve represents the average of these energies. b) A closer
look at the average in part (a) compared with energies obtained with i -PBCs, A2 (blue curve) and
E (red curve).
In order to understand the observed volume improvements, consider the volume scaling
of the full QC assuming that the phase shifts beyond the α-wave are small. In this limit,
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for a general set of twist angles and boosts, the QC collapses to
det
(k∗ cot δ1α − 4pic00)

1 0 0
0 1 0
0 0 1

− 2pi√
5k∗2
(√
2 sin 21 − sin2 1
)
c20
√
3c21
√
6c22
−√3c2−1 −2c20 −
√
3c21
√
6c2−2
√
3c2−1 c20

 = 0, (5.15)
which depends upon the α-wave phase shift and the mixing parameter, 1. Shorthand
notation has been used for convenience, clm = c
d,φ1,φ2
lm (k
∗2;L). For generic twist angles,
deviations between the energy eigenvalues resulting from this truncated QC and the full
QC scale as ∼ tan δi e−2κL/(κL2), where δi denotes phase shifts beyond the α-wave (see
Appendix C.3 for expansions of the cd,φ1,φ2lm functions). For i -PBCs, the leading corrections
are from the P-waves, as can be seen from the expansions of the clm in Table C.3. By
neglecting the small mixing between the S-wave and D-waves in Eq. (5.15), the QC dictated
by S-wave interactions is 8
k∗ cot δ(
3S1)|k∗=iκ + κ =
∑
n 6=0
ei(α−
1
2
)n·(φp+φn)e−i
1
2
n·(φp−φn)ei2piαn·d
e−|γˆn|κL
|γˆn|L . (5.16)
The volume dependence of the deuteron binding momentum, κ, originates from the right-
hand side of this equation. For d = 0, the c2m functions vanish for both PBCs and APBCs,
leading to Eq. (5.16) without further approximation. For the twist angles φp = −φn ≡ φ =
(pi2 ,
pi
2 ,
pi
2 ) and boost d = 0, the first few terms in the summation on the right-hand side of
Eq. (5.16) (n2 ≤ 3) vanish, leaving the leading volume corrections to scale as ∼ e−2κL/L.
A lesser cancellation occurs in the average of binding energies obtained with PBCs and
APBCs, giving rise to deviations from the infinite-volume energy by terms that scale as
∼ e−
√
2κL/L.
The result of Monte Carlo twist averaging of the deuteron binding energy can be ascer-
tained from the behavior of the two extreme contributions, the PBC and APBC results.
8 In the limit where 1 = 0, the J = 1 α-wave is entirely S-wave, while the β-wave is entirely D-wave.
This approximation neglects FV effects of the form 1e
−κL/L.
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While the average binding energy obtained from N randomly selected sets of twist angles
scales as B
(∞)
d +O
(
e−2κL/L
)
, the standard deviation of the mean scales as ∼ e−κL/(√NL),
giving rise to a signal-to-noise ratio in the binding energy that scales as ∼ √N B(∞)d L eκL,
which even for L ∼ 14 fm allows only for a poor extraction, as can be deduced from Fig.
5.3(a). It is clear that such a method is inferior to that of pair-wise averaging, such as from
PBCs and APBCs, or choosing special twists, such as i -PBCs.
We have restricted ourselves to the scenarios where the net twist angles in each Cartesian
direction (the lattice axes) are the same. One reason for this is that systems with arbitrary
twists give rise to three distinct, but nearby, energy eigenvalues associated with combinations
of each of the three MJ -states of the deuteron - a sub-optimal system to analyze in LQCD
calculations. Another reason is that a twist of pi2 in each direction is optimal in minimizing
the FV effects in both the two-body binding energies and the single-baryon masses. Further,
averaging the results of calculations with PBCs and APBCs also eliminates the leading FV
corrections to both quantities. We re-emphasize that ultimately, one wants to extract
as many scattering parameters as feasible from calculations in a single volume, requiring
calculations with multiple boosts of the CM as well as multiple arbitrary twists, in order
to maximize the inputs to the energy QCs. In general, with arbitrary twist angles, φ =
(φx, φy, φz), the 27×27 matrix representation of the QC matrix cannot be block diagonalized
and it has 27 distinct eigenvalues. The truncation to the 3× 3 matrices given in Eq. (5.15)
remains valid, as do the estimates of the truncation errors, but this truncated QC will
provide three distinct energy eigenvalues.
While not the focus of this work, it is worth reminding ourselves about the behavior of
the positive-energy states in the FV, such as the higher states associated with the 3S1-
3D1
coupled channel or those associated with the 1S0 np channel, as described in Eq. (5.5). For an
arbitrary twist, the non-interacting energy levels in the FV are determined by integer triplets
and the twist angles. Interactions will produce deviations from these non-interacting levels,
that become smaller as the lattice volume increases, scaling with ∼ tan δ(k∗)/(ML2). As
discussed previously, as there is no underlying symmetry for arbitrary twists, the eigenstates
will, in general, be non degenerate.
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Summary and Conclusions
Twisted boundary conditions have been successfully used in numerical calculations of im-
portant observables, both in nuclear and particle physics with Lattice QCD, as well as in
others areas such as condensed-matter physics. They provide a means with which to select
the phase space of particles in a given finite volume, beyond that allowed by periodic or
anti-periodic boundary conditions. In LQCD calculations, TBCs have been used to resolve
the threshold region required in the evaluation of transition matrix elements without requir-
ing large lattice volumes [16,80–83,85,221,334,350]. They can also be used in calculations
of elastic 2 → 2 processes by providing a better sampling of CM kinematics in a single
volume, allowing for better constraints on scattering parameters [65, 132, 133, 299]. In this
chapter, we have explored the use of TBCs in calculating the mass of single baryons, and
in determining the binding of two-hadron systems in a FV, with a focus on the deuteron.
In particular, we have used experimentally known scattering data to determine the location
of the lowest-lying FV states that have overlap with the deuteron for a selection of twist
angles, and combinations thereof. We have formally found that twisting provides an effec-
tive way of exponentially reducing the impact of the finite lattice volume on the calculation
of two-body binding energies. Pair-wise combining results obtained with particular twists,
such as PBCs and APBCs, can eliminate the leading volume dependence. The same is true
for twist averaging, but the uncertainty resulting from a finite number of randomly selected
twists can be large. Importantly, we have determined that the i -PBCs, with φ = (pi2 ,
pi
2 ,
pi
2 ),
eliminate the first three FV corrections to the dominant S-wave contribution to the two-
hadron binding energies, suppressing such effects from O (e−κL/L) to O (e−2κL/L), while
also reducing the FV modifications to the nucleon mass, of the form O (e−mpiL/L), by a
factor of three. This translates into at least an order of magnitude improvement in the
accuracy of the deuteron binding energy extracted from LQCD correlation functions in vol-
umes as small as ∼ (9 fm)3. As partially-TBCs modify the nuclear forces by terms of order
O (e−mpiL/L), such calculations of the deuteron and other bound states can be performed
without the need for multiple ensembles of gauge-field configurations, significantly reducing
the required computational resources.
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Given the generalized Lu¨scher FV formalism for NN systems [91] with TBCs, not only
can the binding energy of the deuteron be obtained from the upcoming LQCD calculations,
but the relevant scattering parameters, including the S-D mixing parameter, can be well
constrained. While giving different twists to the up and down quarks modifies the neutron
and proton phase space in different ways that allows for a parametric reduction in volume
effects to the deuteron binding energy, and control on the location of the positive-energy
scattering states, it does not change the CM phase space in the neutron-neutron or proton-
proton systems. Therefore, it is not a useful tool in refining calculations of scattering
parameters in these channels.
Inspired by the volume improvement seen in the QMC calculations of few and many-
body systems with twist-averaged BCs [166,264,316,317,360], and studies of Dirichlet BCs
and PBCs in QMC and Density-Functional Theory, e.g. Refs. [96,161], and considering the
twist-phase modifications to the images associated with a given system, we speculate that
the FV modifications to the spectrum of three-nucleon and multi-nucleon systems can be
reduced by TBCs. The magnitude of the improvement will depend upon the inter-particle
forces being short ranged compared to the extent of the system. Due to the complexity of
such systems, particularly in a FV [89,195,309], a definitive conclusion can only be arrived
at upon further investigation.
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Chapter 6
FINITE-VOLUME QED EFFECTS IN THE SINGLE-PARTICLE
SECTOR
Lattice QCD has matured to the point where basic properties of the light hadrons are
being calculated at the physical pion mass [15, 17, 18, 147,148]. In some instances, the up-
and down-quark masses and QED have been included in an effort to precisely postdict the
observed isospin splittings in the spectrum of hadrons [17, 26, 71, 72, 76, 120, 135, 311, 312].
While naively appearing to be a simple extension of pure LQCD calculations, there are
subtleties associated with including QED. In particular, Gauss’s law and Ampere’s law
cannot be satisfied when the electromagnetic gauge field is subject to PBCs [146,197,204].
However, a uniform background charge density can be introduced to circumvent this problem
and restore these laws. This is equivalent to removing the zero modes of the photon in a
FV calculation, which does not change the infinite-volume value of calculated quantities.
One-loop level calculations in χPT and partially-quenched χPT (PQχPT) have been
performed [197] to determine the leading FV modifications to the mass of mesons induced by
constraining QED to a cubic volume subject to PBCs.1 Due to the photon being massless,
the FV QED corrections to the mass of the pi+ are predicted to be an expansion in powers
of the volume, and have been determined to be of the form δmpi+ ∼ 1/L + 2/(mpi+L2) +
· · · , where L is the spatial extent of the cubic volume. As the spatial extents of present-
day gauge-field configurations at the physical pion mass are not large, with mpiL<∼ 4, the
exponentially suppressed strong interaction FV effects, O (e−mpiL), are not negligible for
precision studies of hadrons, and when QED is included, the power-law corrections, although
suppressed by αe, are expected to be important, particularly in mass splittings.
In this chapter, we return to the issue of calculating FV QED effects, and show that
non-relativistic effective field theories (NREFTs) provide a straightforward way to calculate
1 Vector dominance [20] has been previously used to model the low-momentum contributions to the FV
electromagnetic mass splittings of the pseudo-scalar mesons, see Refs. [71,146].
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such corrections to the properties of hadrons. With these EFTs, the FV mass shift of
mesons, baryons and nuclei are calculated out to O (1/L4) in the 1/L expansion, including
contributions from their charge radii, magnetic moments and polarizabilities. The NREFTs
have the advantage that the coefficients of operators coupling to the electromagnetic field are
directly related, order by order in the αe, to the electromagnetic moments of the hadrons
(in the continuum limit), as opposed to a perturbative estimate thereof (as is the case
in χPT). For protons and neutrons, the NREFT is the well-established non-relativistic
QED (NRQED) [206, 214, 215, 219, 220, 244, 267, 279, 348], modified to include the finite
extent of the charge and current densities [108]. Including multi-nucleon interactions, this
framework has been used extensively to describe the low-energy behavior of nucleons and
nuclear interactions, EFT(pi/), along with their interactions with electromagnetic fields [99–
101,108,232,233], and is straightforwardly generalized to hadrons and nuclei with arbitrary
angular momentum. LQCD calculations performed with background electromagnetic fields
are currently making use of these NREFTs to extract the properties of hadrons, including
magnetic moments and polarizabilities [9, 60,110,129,130,155,163,253–255,280,315].
6.1 Finite-Volume QED
The issues complicating the inclusion of QED in FV calculations with PBCs are well known,
the most glaring of which is the inability to preserve Gauss’s law [71,146,197], which relates
the electric flux penetrating any closed surface to the charge enclosed by the surface, and
Ampere’s Law, which relates the integral of the magnetic field around a closed loop to the
current penetrating the loop. An obvious way to see the problem is to consider the electric
field along the axes of the cubic volume (particularly at the surface) associated with a point
charge at the center. Restating the discussions of Ref. [197], the variation of the QED action
is, for a fermion of charge eQ,
δS =
∫
d4x
[
∂µF
µν(x) − e Q ψ(x)γνψ(x) ] δ (Aν(x))
=
∫
dt
1
L3
∑
q
δ
(
A˜ν(t,q)
)∫
L3
d3x eiq·x
[
∂µF
µν(t,x) − e Q ψ(t,x)γνψ(t,x) ] ,
(6.1)
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where A˜ν(t,q) is the spatial Fourier transform of Aν(t,x), and e = |e| is the magnitude
of the electronic charge. For simplicity, here and in what follows, we assume the time
direction of the FV to be infinite 2 while the spatial directions are of length L. Eq. (6.1)
leads to ∂µF
µν = eQψγνψ for δS = 0 and hence Gauss’s Law and Ampere’s Law. This
can be modified to ∂µF
µν = eQψγνψ + bν simply by omitting the spatial zero modes of
Aµ, i.e. A˜ν(t,0) = 0, or more generally by setting δA˜ν(t,0) = 0, where b
ν is some uniform
background charge distribution [312]. 3 This readily eliminates the relation between the
electric flux penetrating a closed surface and the inserted charge, and the analogous relation
between the magnetic field and current. 4 Ensuring this constraint is preserved under gauge
transformations, Aµ(t,x)→ A′µ(t,x) = Aµ(t,x) + ∂µΛ(t,x), where Λ is a periodic function
in the spatial volume, requires ∂0Λ˜(t,0) = 0, where Λ˜(t,q) is the Fourier transform of
Λ(t,x). Modes with q 6= 0 are subject to the standard gauge-fixing conditions, and in
LQCD calculations it is sometimes convenient to work in Coulomb gauge, ∇ ·A = 0. This
is because of the asymmetry between the spatial and temporal directions that is present in
most ensembles of gauge field configurations, along with the fact that the photon fields are
generated in momentum space as opposed to position space.5
In infinite volume, the Coulomb potential energy between charges eQ is well known to
be U(r) = αeQ
2
r , where αe = e
2/4pi is the QED fine-structure constant, while in a cubic
spatial volume with the zero modes removed, it is
U(r, L) =
αeQ
2
piL
∑
n6=0
1
|n|2 e
i2pin·r
L
=
αeQ
2
piL
−1 + ∑
n6=0
e−|n|2
|n|2 e
i2pin·r
L +
∑
p
∫ 1
0
dt
(pi
t
)3/2
e−
pi2|p−r/L|2
t
 , (6.2)
2 In practice, there are thermal effects in LQCD calculations due to the finite extent of the time direction.
3 The introduction of a uniformly charged background is a technique that has been used extensively to
include electromagnetic interactions into calculations of many-body systems, such as nuclear matter and
condensed matter, see for example Ref. [107].
4For a discussion about including QED with C-PBCs (anti-PBCs), see Ref. [242].
5The generation of gauge-field configurations in the non-compact formulation of lattice QED is usually
performed in momentum space. This, first of all, makes the exclusion of the zero modes of the QED gauge
field easy. Secondly, the lattice gauge condition in momentum space provides a linear relation among
modes and one of the degrees of freedom of Ai can be eliminated in favor of the other two, see Ref. [71].
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FIG. 1: The FV potential along one of the axes of a cubic volume of spatial extent L associated with a unit
charge (solid orange curve), obtained from Eq. (2), and the infinite-volume Coulomb potential (dashed gray
curve).
In infinite volume, the Coulomb potential energy between charges eQ is well known to be
U(r) = αeQ
2
r , where αe = e
2/4π is the QED fine-structure constant, while in a cubic spatial
volume with the zero modes removed, it is
U(r,L) =
αeQ
2
πL
￿
n ￿=0
1
|n|2 e
i2πn·r
L
=
αeQ
2
πL
−1 +￿
n ￿=0
e−|n|2
|n|2 e
i2πn·r
L +
￿
p
￿ 1
0
dt
￿π
t
￿3/2
e−
π2|p−r/L|2
t
 , (2)
where n and p are triplets of integers. The latter, exponentially accelerated, expression in Eq. (2)
is obtained from the former using the Poisson summation formula. The FV potential, V (r,L),
associated with a unit charge, Qe = 1, and the infinite-volume Coulomb potential are shown in
Fig. 1.
In the next sections, we construct non-relativistic EFTs to allow for order-by-order calculations
of the FV QED modifications to the energy of hadrons in the continuum limit of LQCD calculations,
going beyond the first two orders in the 1/L expansion that have been determined previously. While
these EFTs permit calculations to any given precision, including quantum fluctuations, some of
the results that will be presented can be determined simply without the EFTs; a demonstration of
which is the self-energy of a uniformly charged, rigid and fixed, sphere in a FV. In this textbook
case, the self-energy can be determined directly by integrating the interaction between infinitesimal
volumes of the charge density, as governed by the modified Coulomb potential, Eq. (2), over the
sphere of radius R. It is straightforward to show that the self-energy can be written in an expansion
of R/L,
U sphere(Q,R,L) =
3
5
Q2
4πR
+
Q2
8πL
c1 +
Q2
10L
￿
R
L
￿2
+ · · · , (3)
where c1 = −2.83729 [47–49]. The leading contribution is the well known result for a uniformly
charged sphere, while the second term, the leading order (LO) FV correction, is independent of the
structure of the charge distribution. This suggests that it is also valid for a point particle; a result
that proves to be valid for the corrections to the masses of single particles calculated with χPT and
with the NREFTs presented in this work. It is simply the modification to the Coulomb self-energy
L
U
(r
)
/L
Figure 6.1: The FV potential energy between two charges with Qe = 1, along one of the axes of a
cubic volume of spatial extent L (solid orange curve), obtained from Eq. (6.2), and the corresponding
infinite-volume Coulomb potential energy (dashed gray curve).
where n and p are triplets of integers. The latter, exponentially accelerated, expression
in Eq. (6.2) is obtained from the former using the Poisson summation formula. The FV
potential energy between two charges with Qe = 1, and the corresponding infinite-volume
Coulomb potential energy are shown in Fig. 6.1.
In the next sections, we construct non-relativistic EFTs to allow for order-by-order
calcul ions of the FV QED modifications o the en rgy of hadrons in the continuum limit
of LQCD calculations, going beyond the first two orders in the 1/L expansion that have
been determined previously. While these EFTs permit calculations to any given precision,
including quantum fluctuations, some of the results that will be presented can be determined
simply without the EFTs; a demonstration of which is the self-energy of a uniformly charged,
rigid and fix d, sphere in a FV. In this text ook case, the self- nergy can b determined
directly by integrating the interaction between infinitesimal volumes of the charge density,
as governed by the modified Coulomb potential, Eq. (6.2), over the sphere of radius R. It
is straightforward to show that the self-energy can be written in an expansion of R/L,
U sphere(R,L) =
3
5
(Qe)2
4piR
+
(Qe)2
8piL
c1 +
(Qe)2
10L
(
R
L
)2
+ · · · , (6.3)
where c1 = −2.83729 [196,269,270]. The leading contribution is the well-known result for a
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uniformly charged sphere, while the second term, the LO FV correction, is independent of
the structure of the charge distribution. This suggests that it is also valid for a point particle;
a result that proves to be valid for the corrections to the masses of single particles calculated
with χPT and with the NREFTs presented in this work. It is simply the modification to the
Coulomb self-energy of a point charge. The third term can be written as (Qe)2〈r2〉/6L3,
where 〈r2〉 = 35R2 is the mean-squared radius of the sphere, and reproduces the charge-
radius contributions determined with the NREFTs, as will be shown in the next section.
6.2 Scalar NRQED for Mesons and J = 0 Nuclei
LQCD calculations including QED have been largely focused on the masses of the pions
and kaons in an effort to extract the values of electromagnetic counterterms of χPT, thus
we begin by considering the FV corrections to the masses of scalar hadrons. In the limit
where the volume of space is much larger than that of the hadron, keeping in mind that only
the zero modes are being excluded from the photon fields, the FV corrections to the mass
of the hadron will have a power-law dependence upon L, and vanish as L → ∞. As the
modifications to the self-energy arise from the infrared behavior of the theory, low-energy
EFT provides a tool with which to systematically determine the FV effects in an expansion
in one or more small parameters.
Using the methods developed to describe heavy-quark and heavy-hadron systems [37,
108,214,215,219,220,244,255,267,279,348], the Lagrange density describing the low-energy
dynamics of a charged composite scalar particle, φ, with charge eQ can be written as an
expansion in 1/mφ and in the scale of compositeness,
Lφ = φ†
[
iD0 +
|D|2
2mφ
+
|D|4
8m3φ
+
e〈r2〉φ
6
∇ ·E + 2piα˜(φ)E |E|2 + 2piβ˜(φ)M |B|2
+ iecM
{Di, (∇×B)i}
8m3φ
+ · · ·
]
φ, (6.4)
where mφ is the mass of the particle, the covariant derivative is Dµ = ∂µ + ieQˆAµ with
Qˆ the charge operator. 〈r2〉φ is the mean-squared charge radius of the φ, and we have
performed the standard field redefinition to the NR normalization of states, φ→ φ/√2mφ.
The remaining coefficients of operators involving the electric, E, and magnetic, B, fields,
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have been determined by matching this EFT to scalar QED, to yield
α˜
(φ)
E = α
(φ)
E −
αeQ
3mφ
〈r2〉φ , β˜(φ)M = β(φ)M , cM =
2
3
m2φ〈r2〉φ, (6.5)
where α
(φ)
E , β
(φ)
M are the electric and magnetic polarizabilities of the φ.
6 These coefficients
will be modified at higher orders in perturbation theory, starting at O(αe). They will also
be modified by terms that are exponentially suppressed by compositeness length scales, e.g.
∼ e−mpiL for QCD. The ellipses denote terms that are higher order in derivatives acting
on the fields, with coefficients dictated by the mass and compositeness scale – the chiral
symmetry breaking scale, Λχ, for mesons and baryons. For one-body observables, terms
beyond φ†i∂0φ are treated in perturbation theory, providing a systematic expansion in 1/L.
Figure 6.2: The one-loop diagram providing the LO, O(αe/L), FV correction to the mass of a
charged scalar particle. The solid straight line denotes a scalar particle, while the wavy line denotes
a photon.
The LO, O(αe/L), correction to the mass of a charged scalar particle in FV, δmφ, is
from the one-loop diagram shown in Fig. 6.2. While most simply calculated in Coulomb
gauge, the diagram can be calculated in any gauge and, in agreement with previous deter-
minations [197], is
δm
(LO)
φ =
αeQ
2
2piL
∑ˆ
n6=0
1
|n|2 =
αeQ
2
2L
c1, (6.6)
with c1 = −2.83729. The sum,
∑ˆ
, represents the difference between the sum over the FV
6 The presence of a charge-radius dependent term in the coefficient of the electric polarizability indicates a
subtlety in using this EFT to describe hadrons in a background electric field [255]. Such contributions can
be cancelled by including redundant operators in the EFT Lagrange density when matching to S-matrix
elements. Since a classical uniform electric field modifies the equations of motion, such operators must be
retained in the Lagrange density and their coefficients matched directly to Green functions.
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modes and the infinite-volume integral, e.g.
1
L3
∑ˆ
k 6=0
f(k) ≡ 1
L3
∑
k6=0
f(k) −
∫
d3k
(2pi)3
f(k), (6.7)
for an arbitrary function f(k), and is therefore finite. This shift is a power law in 1/L
as expected, and provides a reduction in the mass of the hadron. As the infinite-volume
Coulomb interaction increases the mass, and the FV result is obtained from the modes that
satisfy the PBCs (minus the zero modes), the sign of the correction is also expected. The
result in Eq. (6.6) is nothing more than the difference between the FV and infinite-volume
contribution to the Coulomb self-energy of a charged point particle, as seen from Eq. (6.2),
U(0, L)/2.
(a) (b) (c) (d)
Figure 6.3: Diagrams contributing at NLO, O(αe/mφL2), in the 1/L expansion. The crossed circle
denotes an insertion of the |D|2/2mφ operator in the scalar QED Lagrange density, Eq. (6.4).
The next-to-LO (NLO) contribution, O (αe/L2), arises from a single insertion of the
|D|2/2mφ operator in Eq. (6.4) into the one-loop diagrams shown in Fig. 6.3. The contri-
bution from each of these diagrams depends upon the choice of gauge, however the sum is
gauge independent, 7
δm
(NLO)
φ =
αeQ
2
mφL2
∑ˆ
n6=0
1
|n| =
αeQ
2
mφL2
c1. (6.8)
7 The sums appearing at LO and NLO are∑ˆ
n 6=0
1
|n| = c1 ,
∑ˆ
n6=0
1
|n|2 = pi c1.
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This NLO recoil correction agrees with previous calculations [120, 197], and is the highest
order in the 1/L expansion to which these FV effects have been previously determined. 8
(a) (b) (c) (d)
(e) (f)
Figure 6.4: (a-d) One-loop diagrams giving rise to the recoil corrections of O(αe/m2φL3). The
crossed circle denotes an insertion of the |D|2/2mφ operator. (e,f) One-loop diagrams providing the
leading contribution from the charge radius of the scalar hadron, ∼ αe〈r2〉φ/L3. The solid square
denotes an insertion of the charge-radius operator in the scalar Lagrange density, Eq. (6.4).
At next-to-next-to-LO (N2LO), O (αe/L3), there are potentially two contributions -
one is a recoil correction of the form ∼ αe/m2φL3 and one is from the charge radius, ∼
αe〈r2〉φ/L3. An evaluation of the one-loop diagrams giving rise to the recoil contributions,
Fig. 6.4(a-d), shows that while individual diagrams are generally non-zero for a given gauge,
their sum vanishes in any gauge. Therefore, there are no contributions of the form αe/m
2
φL
3
to the mass of φ. In contrast, the leading contribution from the charge radius of the scalar
particle, resulting from the one-loop diagrams shown in Fig. 6.4(e,f) gives a contribution of
the form
δm
(N2LO)
φ = −
2piαeQ
3L3
〈r2〉φ
∑ˆ
n6=0
1 = +
2piαeQ
3L3
〈r2〉φ, (6.9)
8 The O(αe) calculations of Ref. [197] at NLO in χPT and PQχPT do not include the full contributions
from the meson charge radius and polarizabilities, but are perturbatively close. This is in contrast to
the NREFT calculations presented in this work where the low-energy coefficients are matched to these
quantities order by order in αe, and provide the result at any given order in 1/L as an expansion in αe.
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(a) (b) (c) (d)
(e) (f) (g)
Figure 6.5: One-loop diagrams contributing to the FV corrections to the mass of a scalar hadron at
N3LO, O (1/L4). Diagrams (a-d) involve three insertions of the |D|2/2mφ operator (crossed circles)
in the scalar QED Lagrange density in Eq. (6.4), while (e,f) involve one insertion of the |D|4/8m3φ
operator (the sun cross), giving a O(αe/m3φL4) correction. Diagram (g) involves an insertion of
α˜
(φ)
E |E|2 and β˜(φ)M |B|2, operators (crossed square), contributing terms of the form ∼ (αE +βM )/L4
and ∼ αe〈r2〉φ/mφL4). A diagram analogous to (g) provides the leading contribution from the cM
operator at O(αe/mφL4).
where
∑ˆ
n
1 = 0.
At N3LO, O (αe/L4), there are potentially three contributions: recoil corrections, ∼
αe/m
3
φL
4, contributions from the electric and magnetic polarizability operators, ∼ α˜(φ)E /L4
, β˜
(φ)
M /L
4, and contributions from the cM operator, Eq. (6.4). There are two distinct sets of
recoil corrections at this order. One set is from diagrams involving three insertions of the
|D|2/2mφ operator, as shown in Fig. 6.5(a-d), and the other is from a single insertion of the
|D|4/8m3φ operator, shown in Fig. 6.5(e,f). The sum of diagrams contributing to each set
vanishes, and so there are no contributions of the form αe/m
3
φL
4. The other contributions,
that include the electric and magnetic polarizabilities, arise from the one-loop diagrams
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shown in Fig. 6.5(g). A straightforward evaluation yields a mass shift of
δm
(N3LO;α˜,β˜)
φ = −
4pi2
L4
(
α˜
(φ)
E + β˜
(φ)
M
) ∑ˆ
n6=0
|n|
= −4pi
2
L4
(
α
(φ)
E + β
(φ)
M
)
c−1 +
4pi2αeQ
3mφL4
〈r2〉φ c−1, (6.10)
where the regularized sum is the same that contributing to the energy density associated
with the Casimir effect, and is c−1 = −0.266596 [196]. A similar calculation yields the
contribution from the cM operator,
δm
(N3LO;cM )
φ = +
4pi2αeQ
3mφL4
〈r2〉φ c−1. (6.11)
Collecting the contributions up to N3LO, the mass shift of a composite scalar particle
in the 1/L expansion is
δmφ =
αeQ
2
2L
c1
(
1 +
2
mφL
)
+
2piαeQ
3L3
(
1 +
4pi
mφL
c−1
)
〈r2〉φ − 4pi
2
L4
(
α
(φ)
E + β
(φ)
M
)
c−1.
(6.12)
Therefore, for the charged and neutral pions, the mass shifts are
δmpi+ =
αe
2L
c1
(
1 +
2
mpi+L
)
+
2piαe
3L3
(
1 +
4pi
mpi+L
c−1
)
〈r2〉pi+ −
4pi2
L4
(
α
(pi+)
E + β
(pi+)
M
)
c−1,
δmpi0 = −
4pi2
L4
(
α
(pi0)
E + β
(pi0)
M
)
c−1, (6.13)
where potential complications due to the electromagnetic decay of the pi0 via the anomaly
have been neglected . The shifts of the charged and neutral kaons have the same form,
with mpi±,0 → mK±,0 , 〈r2〉pi+ → 〈r2〉K+ , α(pi
±,0)
E → α(K
±,0)
E and β
(pi±,0)
E → β(K
±,0)
E . With
the experimental constraints on the charge radii and polarizabilities of the pions and kaons,
numerical estimates of the FV corrections can be performed at N3LO. The LO and NLO
contributions are dictated by only the charge and mass of the meson. The N2LO contribu-
tion depends upon the charge and charge radius, which, for the charged mesons, are known
experimentally to be [58],
√
〈r2〉pi+ = 0.672± 0.008 fm ,
√
〈r2〉K+ = 0.560± 0.031 fm. (6.14)
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The N3LO contribution from the electric and magnetic polarizabilities of the mesons depends
upon their sum. The Baldin sum rule determines the charged pion combination, while the
result of a two-loop χPT calculation is used for the neutral pion combination [207],
α
(pi+)
E + β
(pi+)
M = (0.39± 0.04)× 10−4 fm3 , α(pi
0)
E + β
(pi0)
M = (1.1± 0.3)× 10−4 fm3.
(6.15)
Unfortunately, little is known about the polarizabilities of the kaons, and so naive dimen-
sional analysis is used to provide an estimate of their contribution [207], α
(K+)
E + β
(K+)
M ,
α
(K0)
E + β
(K0)
M = (1± 1) × 10−4 fm3. With these values, along with their experimentally
measured masses, the expected FV corrections to the charged meson masses are shown in
Fig. 6.6 and to the neutral meson masses in Fig. 6.7. 9
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Figure 6.6: The FV QED correction to the mass squared of a charged pion (left panel) and kaon
(right panel) at rest in a FV at the physical pion mass. The leading contribution is due to their
electric charge, and scales as 1/L. The 1 − σ uncertainty bands associated with each order in the
expansion are determined from the uncertainties in the experimental and theoretical inputs.
In a volume with L = 4 fm, the FV QED mass shift of a charged meson is approximately
0.5 MeV. Figure 6.6 shows that for volumes with L>∼ 4 fm, the meson charge is responsible
9 When comparing with previous results one should note that the squared mass shift of the pi+, as an
example, due to FV QED is
δm2pi+ = (mpi+ + δmpi+)
2 −m2pi+ = 2mpi+ δmpi+ + O(α2e),
As is evident, the leading contribution to the mass squared scales as 1/L, contrary to a recent suggestion
in the literature [311] of 1/L2. Note that the quantity shown in Fig. 6.6 and Fig. 6.7 is δm2φ as opposed
to δmφ, as it is this that enters into the determination of the light-quark masses from LQCD calculations.
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Figure 6.7: The FV QED correction to the mass squared of a neutral pion (left panel) and kaon
(right panel) at rest in a FV at the physical pion mass. The leading contributions are from their
polarizabilities, and scale as 1/L4. The 1 − σ uncertainty bands associated with each order in the
expansion are determined from the uncertainties in the experimental and theoretical inputs.
for essentially all of the FV modifications, with their compositeness making only a small
contribution, i.e. the differences between the NLO and N2LO mass shifts are small. For the
neutral mesons, the contribution from the polarizabilities is very small, but with substantial
uncertainty. It is worth re-emphasizing that in forming these estimates of the QED power-
law corrections, exponential corrections of the form e−mpiL have been neglected.
6.3 NRQED for the Baryons and J = 12 Nuclei
In the case of baryons and J = 12 nuclei, the method for determining the FV QED corrections
is analogous to that for the mesons, described in the previous section, but modified to include
the effects of spin and the reduction from a four-component to a two-component spinor. The
low-energy EFT describing the interactions between the nucleons and the electromagnetic
field is NRQED, but enhanced to include the compositeness of the nucleon. A nice review
of NRQED, including the contributions from the non point-like structure of the nucleon,
can be found in Ref. [205], and the relevant terms in the NRQED Lagrange density for a
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N3LO calculation are [37,108,205,214,215,219,220,244,255,267,279,348]
Lψ = ψ†
[
iD0 +
|D|2
2Mψ
+
|D|4
8M3ψ
+ cF
e
2Mψ
σ ·B + cD e
8M2ψ
∇ ·E
+ icS
e
8M2ψ
σ · (D×E−E×D) + 2piα˜(ψ)E |E|2 + 2piβ˜(ψ)M |B|2
+ e cW1
{D2,σ ·B}
8M3ψ
− e cW2
Diσ ·BDi
4M3ψ
+ e cp′p
σ ·DB ·D + B ·Dσ ·D
8M3ψ
+ ie cM
{Di, (∇×B)i}
8M3ψ
+ · · ·
]
ψ,
(6.16)
where cF = Q+ κψ +O(αe) is the coefficient of the magnetic-moment interaction, with κψ
related to the anomalous magnetic moment of ψ, cD = Q +
4
3M
2
ψ〈r2〉ψ + O(αe) contains
the leading charge-radius contribution, cS = 2cF − Q is the coefficient of the spin-orbit
interaction and cM = (cD − cF )/2. The coefficients of the |E|2 and |B|2 terms contain the
polarizabilities, 1/Mψ and 1/M
3
ψ corrections,
α˜
(ψ)
E = α
(ψ)
E −
αe
4M3ψ
(
Q2 + κ2ψ
)− αeQ
3Mψ
〈r2〉ψ , β˜(ψ)M = β(ψ)M +
αeQ
2
4M3ψ
. (6.17)
The operators with coefficients cW1 , cW2 and cp′p, given in Ref. [205], do not contribute
to the FV corrections at this order. The ellipses denote terms that are higher orders in
1/Mψ and 1/Λχ. Two insertions of the magnetic-moment operator provide its leading
contribution, as shown in Fig. 6.8, giving rise to O(αe/L3) corrections to the mass of spin-12
particles. Although a single insertion of the cS operator seems to contribute at N
2LO, a
straightforward calculation shows that this contribution is vanishing. At N3LO, in addition
to the operators contributing to the scalar case, one needs to take into account a diagram
with two insertions of the magnetic-moment operator and one insertion of the |D|2/2mψ
operator, plus diagrams with insertions of the cF and cS operators, as shown in Fig. 6.9.
Without replicating the detail presented in the previous section, the sum of the contributions
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Figure 6.8: The N2LO, O
(
αe/M
2
ψL
3
)
, FV QED correction to the mass of a baryon from its
magnetic moment. The crossed square denotes an insertion of the magnetic moment operator given
in Eq. (6.16).
(a) (b) (c)
Figure 6.9: a) The N3LO, O
(
αe/M
3
ψL
4
)
FV QED correction to the mass of a baryon from its
magnetic moment. The crossed square denotes an insertion of the magnetic moment operator given
in Eq. (6.16) while the crossed circle denotes an insertion from the |D|2/2mψ operator. b) Other
non-vanishing contributions at this order arise from insertions of the cF and cS operators as given
in Eq. (6.16). The black circles denote insertions of the cS operator.
to the FV self-energy modification of a composite fermion, up to N3LO, is10
δMψ =
αeQ
2
2L
c1
(
1 +
2
MψL
)
+
2piαeQ
3L3
〈r2〉ψ + piαe
M2ψL
3
[
1
2
Q2 + (Q+ κψ)
2
]
−4pi
2
L4
(
α˜
(ψ)
E + β˜
(ψ)
M
)
c−1 +
pi2αeQ
M3ψL
4
(
4
3
M2ψ〈r2〉ψ − κψ
)
c−1 − αepi
2
M3ψL
4
κψ(Q+ κψ)c−1.
(6.18)
10As first noticed by the authors of Ref. [77], performing a non-relativistic expansion of the QED self-
energy diagram for a point-like particle, although reproduces the result obtained via a NREFT at LO
and NLO, naively turns out to be a factor of two bigger than the NNLO (and all higher orders) result
presented in this chapter for both scalar and spinor QED. The source of discrepancy appears to be due
to separating the range of (scalar) QED momentum summation to IR and UV modes where only in the
IR part of the sum an expansion of the summand in 1/m is legitimate. The regulated UV sum must be
evaluated as well keeping in mind that there exists an ambiguity in defining such a separation scale with
Λ  m. The NREFT avoids such issues by appropriately incorporating all the UV contributions in a
systematic expansion in the local operators with coefficients that are already matched to reproduce the
(scalar) QED on-shell amplitudes. The LO and NLO contributions in the (scalar) QED calculation do not
arise from any expansion in 1/m and as a result consistently reproduce our results.
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Therefore, for the proton and neutron, the FV QED mass shifts are
δMp =
αe
2L
c1
(
1 +
2
MpL
)
+
2piαe
3L3
(
1 +
4pi
MpL
c−1
)
〈r2〉p + piαe
M2pL
3
(
1
2
+ (1 + κp)
2
)
−4pi
2
L4
(
α
(p)
E + β
(p)
M
)
c−1 − 2pi
2αeκp
M3pL
4
c−1,
δMn = κ
2
n
piαe
M2nL
3
− 4pi
2
L4
(
α
(n)
E + β
(n)
M
)
c−1, (6.19)
where the anomalous magnetic moments of the proton and neutron give κp = 1.792847356(23)
and κn = −1.9130427(5)Mn/Mp, respectively [58]. One of the N2LO contributions to the
proton FV QED correction depends upon its charge radius, which is known experimentally
to be, 〈r2〉p = 0.768 ± 0.012 fm2 [58]. Further, part of the N3LO contribution depends
upon the electric and magnetic polarizabilities, which are constrained by the Baldin sum
rule, [207]
α
(p)
E + β
(p)
M = (13.69± 0.14)× 10−4 fm3 , α(n)E + β(n)M = (15.2± 0.5)× 10−4 fm3. (6.20)
With these values for the properties of the proton and neutron, along with their exper-
imentally measured masses, the expected FV modifications to their masses are shown in
Fig. 6.10.
The proton FV QED corrections are consistent with those of the charged scalar mesons.
However, the neutron corrections, while very small, of the order of a few keVs, exhibit more
structure. The N2LO contribution from the magnetic moment increases the mass in FV,
scaling as 1/M2nL
3, similar to the polarizabilities which make a positive contribution and
scale as 1/L4 (N3LO). Note that the polarizabilities of the nucleon are dominated by the
response of the pion cloud, while the magnetic moments are dominated by physics at the
chiral symmetry breaking scale. Further the magnetic-moment contributions are suppressed
by two powers of the nucleon mass.
There is an interesting difference between the meson and baryon FV modifications. As
the nucleon mass is approximately seven times the pion mass, and twice the kaon mass, the
recoil corrections are suppressed compared with those of the mesons. Further, the nucleons
are significantly “softer” than the mesons, as evidenced by their polarizabilities. However,
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Figure 6.10: The FV QED correction to the mass of the proton (left panel) and neutron (right
panel) at rest in a FV at the physical pion mass. The leading contribution to the proton mass shift
is due to its electric charge, and scales as 1/L, while the leading contribution to the neutron mass
shift is due to its magnetic moment, and scales as 1/L3. The 1 − σ uncertainty bands associated
with each order in the expansion are determined from the uncertainties in the experimental and
theoretical inputs.
the NLO recoil corrections to the proton mass are of approximately the same size as the
N2LO structure contributions, as seen in Fig. 6.10.
6.4 Nuclei: Deuteron and Helium 4
As mentioned in chapter 1, a small number of LQCD collaborations have been calculating
the binding of light nuclei and hypernuclei at unphysical light-quark masses in the isospin
limit and without QED [33,39,40,45,212,213,363,364,366,367]. However, it is known that
as the atomic number of a nucleus increases, the Coulomb energy increases with the square
of its charge, and significantly reduces the binding of large nuclei.
A NREFT for vector QED shares the features of the NREFTs for scalars and fermions
that are relevant for the current analysis. One difference is in the magnetic moment contri-
bution, and another is the contribution from the quadrupole interaction. The FV corrections
to the deuteron mass and binding energy, δBd, are shown in Fig. 6.11, where the experimen-
tally determined charge radius, magnetic moment and polarizabilities have been used. Due
to the large size of the deuteron, and its large polarizability, the 1/L expansion converges
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Figure 6.11: The left panel shows the FV QED correction to the mass of the deuteron at rest in
a FV at the physical pion mass. The leading contribution is from its electric charges, and scales as
1/L. The right panel shows the FV QED correction to the deuteron binding energy for which the
1/L contributions cancel. The 1− σ uncertainty bands associated with each order in the expansion
are determined from the uncertainties in the experimental and theoretical inputs.
slowly in modest volumes, and it appears that L>∼ 12 fm is required for a reliable determi-
nation of the QED FV effects. The QED FV corrections to the deuteron binding energy
are seen to be significantly smaller than its total energy in large volumes, largely because
the leading contribution to the deuteron and to the proton cancel. Deuteron also possesses
a quadrupole moment which contributes to the FV QED effects at O (1/L5) through two
insertions.
The NREFTs used to study the FV contributions to the mass of the pions in the previous
section also apply to the 4He nucleus, and the FV corrections to the mass of 4He and
its binding energy, δB4He, are shown in Fig. 6.12. Unlike the deuteron, the leading FV
corrections to 4He do not cancel in the binding energy due to the interactions between the
two protons, but are reduced by a factor of two.
Summary and discussions
For Lattice QCD calculations performed in volumes that are much larger than the inverse
pion mass, the finite-volume electromagnetic corrections to hadron masses can be calculated
systematically using a NREFT. The leading two orders in the 1/L expansion for mesons
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Figure 6.12: The left panel shows the FV QED correction to the mass of 4He at rest in a FV at the
physical pion mass. The leading contribution is from its electric charge, and scales as 1/L. The right
panel shows the FV QED correction to the 4He binding energy. The uncertainty bands associated
with each order in the expansion are determined from the uncertainties in the experimental and
theoretical inputs.
have been previously calculated using chiral perturbation theory, and depend only upon
their electric charge and mass. We have shown that these two orders are universal FV QED
corrections to the mass of charged particles. Higher orders in the expansion are determined
by recoil corrections and by the structure of the hadron, such as its electromagnetic multipole
moments and polarizabilities, which we calculate using a NREFT. One advantage enjoyed
by the NREFT is that the coefficients of the operators in the Lagrange density are directly
related to the structure of the hadron, order by order in αe, as opposed to being perturbative
approximations as computed, for instance, in χPT. For the mesons and baryons, the FV
QED effects associated with their structure, beyond their charge, are found to be small
even in modest lattice volumes. For nuclei, as long as the volume is large enough so that
the non-QED effects are exponentially small, dictated by the nuclear radius, their charge
dominates the FV QED corrections, with only small modifications due to the structure of
the nucleus.
The results that we have presented in the previous sections have assumed a continuous
spacetime, and have not yet considered the impact of a finite lattice spacing. With the
inclusion of QED, there are two distinct sources of lattice spacing artifacts that will modify
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the FV QED corrections we have considered. The coefficients of each of the higher dimension
operators in the NREFTs will receive lattice spacing corrections, and for an O (a)-improved
action (a is the lattice spacing) they are a polynomial in powers of a of the form di ∼
di0 + di2a
2 + di3a
3 + .... The coefficients dij are determined by the strong interaction
dynamics and the particular discretizations used in a given calculation. In addition, the
electromagnetic interaction will be modified in analogy with the strong sector, giving rise
to further lattice spacing artifacts in the matching conditions between the full and the
NR theories, and also in the value of one-loop diagrams.11. For an improved action, the
naive expectation is that such correction will first appear, beyond the trivial correction
from the modified hadron mass in the NLO term, at αea
2/L3 in the 1/L expansion. They
are a N2LO contribution arising from modifications to the one-loop Coulomb self-energy
diagram. This is the same order as contributions from the charge radius, recoil corrections
and the magnetic moment, which are found to make a small contribution to the mass shift
in modest lattice volumes. As the lattice spacing is small compared to the size of the proton
and the inverse mass of the proton, these lattice artifacts are expected to provide a small
modification to the N2LO terms we have determined. In addition, there are operators in
the Symanzik action [300, 342, 343] that violate Lorentz symmetry as the calculations are
performed on an underlying hypercubic grid. Such operators require the contraction of at
least four Lorentz vectors in order to form a hypercubically-invariant, but Lorentz-violating,
operator, for instance three derivatives and one electromagnetic field, or four derivatives. We
have discussed the suppression of Lorentz-violating contributions at small lattice spacings,
along with smearing, in chapter 2.
A second artifact arises from the lattice volume. The NREFTs are constructed as an
expansion in derivatives acting on fields near their classical trajectory. As emphasized by
Tiburzi [351] and others, this leads to modifications in calculated matrix elements because
derivatives are approximated by finite differences in lattice calculations. For large momenta,
this is a small effect because of the large density of states, but at low momenta, particularly
11The lattice artifacts will depend upon whether the compact or non-compact formulation of QED is
employed - the former inducing non-linearities in the electromagnetic field which vanish in the continuum
limit. The discussions we present in this section apply to both the compact and non-compact formulations.
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near zero, this can be a non-negligible effect that must be accounted for. This leads to
a complication in determining, for instance, magnetic moments from the forward limit of
a form factor, relevant to the discussion in the previous section. However, this does not
impact the present calculations of FV QED corrections to the masses of the mesons, baryons
and nuclei.
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Chapter 7
CONCLUSION AND OUTLOOK
Lattice quantum chromodynamics (LQCD) will soon become the primary method in
rigorous studies of single- and multi-hadron sectors of QCD. It is truly ab initio meaning
that its only parameters are those of standard model; the theory that is confirmed to be
the true underlying theory of particles and interactions at short distances (below the energy
scale where any new physics arises). Progress in LQCD calculations of hadronic spectrum
and structure, as well as hadronic interactions and resonances have been significant in
recent years. As the computational resources become available in the upcoming years,
the systematic uncertainties of these calculations that are associated with discretization
and finite volume of spacetime, as well as the input of unphysical light-quark masses will
be reduced/eliminated. The topics presented in this thesis include several improvements in
our formal understanding of some of these uncertainties, but most importantly they provide
new proposals for accessing physical quantities, e.g. those of two-nucleon systems such
as scattering parameters, that otherwise would not have been directly accessible through
numerical lattice QCD calculations of hadronic (Euclidean) correlation functions. Here we
summarize the major lessons to be learned from the findings of the chapters presented and
refer the reader to the the summary sections of the corresponding chapters for details.
• The singularities observed in taking the continuum limit of correlations functions of
higher spin/twist operators is an artifact of probing the short-distance physics of a
process whose typical scale extends over a physical region rather than just a lattice site.
This is analogue of the idea that physical theories are effective description of physics
at a given energy scale where the effect of short distance physics and its underlying
symmetries become irrelevant with probes that are smeared over the corresponding
distance of the low-energy scale. We have explicitly shown how such mechanism works,
through examples in scalar and gauge field theories, where by increasing the resolution
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of the calculation but keeping fixed the physical region which the operators can probe,
the continuum limit of operators with well-defined angular momentum are smoothly
approached. Interestingly the coefficients of the“wrong” angular momentum operators
or those of the rotational breaking operators scale at worse with a2, even at presence of
quantum effects, consistent with the solid-angle resolution of the physical region that
the operator is smeared over. Although already confirmed numerically, our analytical
study provides a rigorous understanding of such operator improvement scenarios, and
ensures that there is formally no issue with the restoration of rotational symmetry in
the continuum limit of lattice field theories.
• Larger volumes are not necessarily what LQCD calculations should always ultimately
aim for. As realized by Maiani and Testa and signified by Lu¨scher’s pioneering works
in the case of scattering amplitudes, the finite volume of the system of interacting
particles is what saves us from running into inaccessibility of amplitudes from the Eu-
clidean correlation functions when the infinite-volume limit is taken. The D/S ratio
of the deuteron is a prominent example where, upon using the proper finite-volume
(FV) formalism for spin systems and examining the FV symmetries of moving frame
calculations, the effect of such a tiny quantity can be artificially enhanced in a FV
calculation of the energy levels, giving presumably the only plausible path to a precise
first-principle determination of this quantity from QCD. By aiming only for large vol-
umes, such opportunities, in particular with regard to scattering states, are lost. The
other side of the story is that by tuning the volumes in the moderate range, the break-
down of rotational symmetry introduces non-negligible systematics in the calculations
that must be identified, and whose size must be well quantified. We investigated an ex-
ample of this again for the deuteron system, where by analyzing the expected energy
levels in the upcoming LQCD calculations, we show that the FV-induced partial-
wave mixing with higher J-states becomes significant in small to moderate volumes.
However a knowledge of the underlying formalism of such mixings helps the lattice
practitioner to identify these errors and correct for them systematically.
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• For the case of masses and binding energies, for which the calculated quantities on the
lattice can be directly interpreted as the infinite-volume value through a straightfor-
ward extrapolation in volume, novel ideas can result in major volume improvements.
This can save significant computational resources by eliminating the need to enlarge
the volumes in generating the gauge-field configurations. We have explored this idea
through modifying the (valence) quark boundary conditions, and have proved that an
order of magnitude volume improvement in the upcoming extracted binding energies
of two-nucleon systems is expected by an optimized choice of (twisted) boundary con-
ditions. This is an encouraging result and urges the exploration of similar ideas for
other important quantities – those that are already under investigations by LQCD,
such as nucleon structure quantities, e.g., gA, or the binding energies of multi-nucleon
systems.
• FV effects are the consequence of the manipulation of the system in the IR and there-
fore the details of the short-range theory used to describe the interactions within the
finite volume is irrelevant. As long as the interactions are consistent with the symme-
tries of the system and are not infinite in range, a low-energy effective theory should
suffice to correctly identify the volume effects. We have taken this idea, along with the
elimination of the zero mode of the photon in a FV calculation, to estimate volume
corrections expected to arise in the masses of hadrons due to quantum electrodynam-
ics (QED) interactions. At each order in the QED coupling and the 1/L expansion
(L being the spatial extent of the volume), the coefficients of the correction terms
are exact to all order in strong interaction effects as they are matched directly to the
experimental values of the mass, charge and electromagnetic (EM) radii and moments
of particles. The generality of this approach has enabled us to extend it readily to
the case of nuclei with spin 0, 1/2 and 1, that is going to be useful in extrapolating
extracted masses and binding energies of these systems to the infinite-volume limit
once QED interactions are included in these calculations. Nonetheless, quantification
of errors associated with the long range of photons has not yet been properly done in
most of EM processes in a finite volume. An important example is the LQCD+QED
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calculation of the hadronic contributions to the muon g − 2 where an understanding
of the expected form of volume corrections is crucial in estimating the uncertainties
of the current calculations.
The topics presented in this thesis mainly concerns the formal developments in the
single- and two-nucleon sectors. We conclude this thesis by briefly discussing the path
forward with regard to multi-nucleon(hadron) calculations. There are reasons to speculate
that LQCD calculations will only slowly go beyond a direct calculation of the properties of
the few-nucleon systems, given the scale of the computational resources available at present
and in near future. We should note however that significant efforts are underway on both
theoretical and computational sides to improve the situation. These reasons can be put into
two categories:
1. Computational issues due to the poor signal to noise ratio: The poor signal/noise
(sign) problem that is inherent in performing LQCD calculation with finite baryon
density (chemical potential) continues to pose a challenge, despite much activities at
elucidating this problem [122, 153, 154, 184, 256, 257, 328]. In particular, this has been
the main reason why the binding energies of light nuclei have only been calculated via
LQCD for pion masses as heavy as 500 MeV and for systems with no more than four
(hyper)nucleons [33,366]. Novel theoretical ideas and/or significantly larger computa-
tional resources can change the situation. This is going to be an active field of research
and investigation in the upcoming years among experts in both nuclear physics and
lattice QCD.
2. Lack of a finite-volume formalism for multi-particle systems: Despite the FV formal-
ism (Lu¨scher method) for two-hadron sector, the FV formalism for few-body systems
either does not yet exist or has not reached the same level of maturity as the two-body
case. The first necessary step in being able to properly understand few-body systems
would require having a non-perturbative, model-independent framework for the three-
body sector. There has been much activity in deriving a formal result for the energy
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quantization conditions of the systems of three bosons in relation to scattering ampli-
tudes [89, 195, 309, 320], however non of these has yet been implemented in practice.
This is due to the non-algebraic form of these quantization conditions – in contrast
to the Lu¨scher two-body formula – which makes the practicality of these formalisms
less promising. Having such formalism however seems crucial as otherwise not much
information can be gained about multi-nucleon interactions – no matter how precisely
the energy levels are obtained in future LQCD calculations, see Fig. 7.1.
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Figure 7.1: The location of energy levels of the four-nucleon sector with quantum numbers of 4He
can be estimated based on the non-interacting energy levels of 1 + 1 + 1 + 1, 2 + 1 + 1, 2 + 2 and
3 + 1 systems. Different colors denote different lattic volumes corresponding to spatial extents of
3.4 fm (green), 4.5 fm (orange) and 6.7 fm (red). The total momentum of the system of particles is
zero. The calculated binding energy of 4He at the pion mass of ≈ 800 MeV is shown [33]. Even if
the compu ational challenges associated with resolving the dense excited states are overcome, there
exists no FV formalism at the moment to extract the corresponding scattering parameters in these
channels. Figure is reproduced with the permission of the NPLQCD collaboration.
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It seems that the optimal way to proceed is to take advantage of effective field theories
(EFTs) describing few-nucleon systems at low energies. As we already mentioned, experi-
mental data can be used to constrain the value of low-energy constants (LECs) of an EFT.1
However, there are cases where there is little or no experimental data available to constrain
EFTs. In the case of pipi scattering mentioned in chapter 1, these LECs were known from
the wealth of experimental data, but, for example, in the case of nucleon-hyperon (nucleons
with one or more u and d quarks replaced by the strange quark) interactions, these LECs
are not known [34]. In other words, the result of LQCD calculations of few-body systems
complement the experimental input into EFT calculations. This direction most likely to
be the avenue for implementing the results of first principle LQCD calculations to make
systematic EFT-based predictions for multi-hadronic systems in the upcoming years (see a
review of this topic in Ref. [92]).
It is notable that by matching to EFTs, the seemingly complicated Lu¨scher-type formal-
ism of the multi-particle systems – by which the scattering parameters are directly evaluated
instead of EFT interaction kernels – will not be essential. The limitation of this method is
in lowering the range of validity of the FV formalism to the range of validity of EFTs; as op-
posed to that of the next particle production threshold (e.g. four-body inelastic thresholds
in case of three-body FV formalism). However, using EFTs is far more realistic in terms
of their implementation as signified by the recent work of Barnea, et al. [21]. Is this work
such matching is carried out to the LQCD binding energies of few-nucleon systems at heavy
pion masses, and is moving toward making predictions for larger systems of nucleons with
solely LQCD inputs [33].
1EFTs such as χPT have already been used extensively to interpolate LQCD calculations to the physical
pion mass and to get a systematic control over the size of the volume corrections in several quantities such
as masses and magnetic moments, see chapter 1.
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Appendix A
DETAILS ON THE CONSTRUCTION AND PROPERTIES OF THE
SMEARED OPERATOR
A.1 Operator Basis
In this appendix, a basis for composite local operators used in chapter 2 is presented. Any
local operator that is bilinear in the scalar field with L spatial indices, and that is invariant
under cubic transformations, can be written as
O(d)i1i2...iL (x) = φ† (x) Q
(d)
i1i2...iL
φ (x) , (A.1)
where Q
(d)
i1i2...iL
is a homogeneous function of the operator∇i, and degree d (d ≥ L) is defined
to be the number of ∇s. Their forms are determined by the symmetric traceless tensor of
rank L that respect cubic symmetry constructed from d ∇s. The operators composed of
fewer than seven derivatives and with no spatial indices are
O(0) (x) = φ† (x)φ (x)
O(2) (x) = φ† (x)∇2φ (x)
O(4) (x) = φ† (x) (∇2)2 φ (x)
O(4,RV ) (x) = φ† (x)
∑
j
∇4j φ (x)
O(6) (x) = φ† (x) (∇2)3 φ (x)
O(6,RV ;1) (x) = φ† (x)∇2
∑
j
∇4j φ (x)
O(6,RV ;2) (x) = φ† (x)
∑
j
∇6j φ (x) . (A.2)
Except for three of these operators which explicitly break the rotational symmetry, they
transform as L = 0 under rotations.
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The operators with one spatial index with up to six derivatives are
O(1)i (x) = φ† (x)∇iφ (x)
O(3)i (x) = φ† (x)∇2∇iφ (x)
O(5)i (x) = φ† (x)
(∇2)2∇iφ (x)
O(5,RV )i (x) = φ† (x)
∑
j
∇4j∇iφ (x) . (A.3)
There is one operator which breaks rotational invariance, and the rest transform as L = 1
under rotations.
The operators with two spatial index with up to six derivatives are
O(2)ij (x) = φ† (x)
[
∇i∇j − 1
3
δij∇2
]
φ (x)
O(4)ij (x) = φ† (x)∇2
[
∇i∇j − 1
3
δij∇2
]
φ (x)
O(6)ij (x) = φ† (x)
(∇2)2 [∇i∇j − 1
3
δij∇2
]
φ (x)
O(6,RV )ij (x) = φ† (x)
∑
k
∇4k
[
∇i∇j − 1
3
δij∇2
]
φ (x) . (A.4)
There is one operator which breaks rotational invariance, and the rest transform as L = 2
under rotations.
Operators with three, four and five spatial indices which have L = 3, L = 4 and L = 5
respectively are listed below. There is no operator which breaks rotational invariance up to
six derivatives:
O(3)ijk (x) = φ† (x)
[
∇i∇j∇k − 1
5
∇2 (δij∇k + δjk∇i + δki∇j)
]
φ (x)
O(5)ijk (x) = φ† (x)∇2
[
∇i∇j∇k − 1
5
∇2 (δij∇k + δjk∇i + δki∇j)
]
φ (x) , (A.5)
215
O(4)ijkl (x) = φ† (x)
[
∇i∇j∇k∇l
− 1
7
∇2 (δij∇k∇l + δik∇j∇l + δil∇k∇j + δjk∇i∇l + δjl∇i∇k + δkl∇i∇j)
+
1
35
(∇2)2 (δijδkl + δikδjl + δilδjk)]φ (x)
O(6)ijkl (x) = φ† (x)∇2
[
∇i∇j∇k∇l
− 1
7
∇2 (δij∇k∇l + δik∇j∇l + δil∇k∇j + δjk∇i∇l + δjl∇i∇k + δkl∇i∇j)
+
1
35
(∇2)2 (δijδkl + δikδjl + δilδjk)]φ (x) , (A.6)
O(5)ijklm (x) = φ† (x) [∇i∇j∇k∇l∇m
−1
7
∇2 (δij∇k∇l∇m + δik∇j∇l∇m + δil∇k∇j∇m + δim∇k∇l∇j
+δjk∇i∇l∇m + δjl∇k∇i∇m + δjm∇k∇i∇l + δkl∇i∇j∇m
+δkm∇i∇j∇l + δlm∇i∇j∇k)
+
1
63
(∇2)2 [(δijδkl + δikδjl + δilδjk)∇m + (δijδkm + δikδjm + δimδjk)∇l
+ (δijδml + δimδjl + δilδjm)∇k + (δimδkl + δikδml + δilδmk)∇j
+ (δmjδkl + δmkδjl + δmlδjk)∇i]]φ (x) . (A.7)
Note that as demonstrated in Eq. (A.2), there can be more than one operator that breaks
rotational invariance at a given order in derivative expansion. To arrive at a notation that
is general and useful, one can use the fact that any cubically invariant polynomial of a
three-vector V, can be expanded in terms of only three cubically invariant structures,
∑
k
V 2k ,
∑
k
V 4k ,
∑
k
V 6k . (A.8)
The number of times each structure appears in a derivative operator, as well as the number
of free indices, uniquely specify the operator. For example, with nine derivatives and one
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spatial index, one can make four independent operators,
O(4,0,0)i (x) = φ† (x)
(∇2)4∇iφ (x)
O(2,1,0)i (x) = φ† (x)
(∇2)2(∑
k
∇4k
)
∇iφ (x)
O(1,0,1)i (x) = φ† (x)
(∇2)
∑
j
∇6j
∇iφ (x)
O(0,2,0)i (x) = φ† (x)
(∑
k
∇4k
)2
∇iφ (x) , (A.9)
and generally,
O(m,n,p)i (x) =
(∇2)m(∑
k
∇4k
)n(∑
k
∇6k
)p
∇iφ (x) . (A.10)
It is then obvious that d = 2m + 4n + 6p + L gives the total number of derivatives in the
operator, where L is the number of free indices. For n = p = 0, the operator is rotationally
invariant with angular momentum L.
A.2 An Example for Rotational Invariance Violating Coefficients
In this appendix, an explicit derivation of a rotational invariance violating coefficient in both
coordinate-space, and momentum-space formalism, introduced in section 2.1, is presented.
Consider the position space operator θˆ
(4)
00 (x; a,N) where superscript indicates that only
operators with four derivatives are retained in the expansion of θˆ00. The goal is to derive
the LO correction to the continuum values of coefficients C
(4)
00,00 and C
(4;RV )
00,00 :
θˆ
(4)
00 (x; a,N) = φ (x)
[
(Na)4C
(4)
00,00
(∇2)2 + (Na)4C(4;RV )00,00 (∇4x +∇4y +∇4z)]φ (x)
=
3
4pi
(aN)4
4!
∑
P
∫ 1
0
dy y6
∫
dΩy e
i2piNp·yφ† (x) (yˆ · ∇)4 φ (x)Y00 (Ωy) .
(A.11)
The y integration is∫ 1
0
dy y6
∫
dΩy e
i2piNp·yyiyjykyl = α
(
pipjpkpl
)
+ γ
(
δijδkl + δikδjl + δilδjk
)
+β
(
pipjδkl + pipkδjl + piplδjk + pkplδij + pjplδik + pjpkδil
)
, (A.12)
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and the coefficients α, β and γ can be determined. It is easy to see that coefficient α makes
the dominant contribution in the large N limit. Using
∑
p
f
(
p2
)
(p.A)4 =
∑
p
f
(
p2
)ρ |A|4 + σ∑
j
(
Aj
)4 , (A.13)
for any rotational invariant function f of the vector p, with
ρ =
1
2
(
|p|4 − 3p4z
)
, σ =
1
2
(
5p4z − |p|4
)
, (A.14)
one finds that the deviations of C
(4)
00,00 and C
(4;RV )
00,00 from their continuum values are
δC
(4)
00,00 =
1
96
√
pi
∑
p6=0
(
−3 cos (2piN |p|)
4pi2 |p|6N2
)(
−3p4z + |p|4
)
δC
(4;RV )
00,00 =
1
96
√
pi
∑
p6=0
(
−3 cos (2piN |p|)
4pi2 |p|6N2
)(
5p4z − |p|4
)
. (A.15)
The emergence of rotational invariance violating coefficients from the momentum-space
construction is somewhat less obvious. From Eq. (2.14) and Eq. (2.15) the operator
ˆ˜
θ
(4)
00 (k; a,N) can be written as
ˆ˜
θ
(4)
00 (k; a,N) = φ˜ (k) φ˜ (−k)
[
(Na)4C
(4)
00,00 |k|4 + (Na)4C(4;RV )00,00 (k4x + k4y + k4z)
]
= φ˜ (k) φ˜ (−k) 6√pi
∑
p
∑
L1,M1,L2,M2
iL1+L2
√
(2L1 + 1) (2L2 + 1)
2L+ 1
×〈L10;L20 |00〉 〈L1M1;L2M2 |00〉 YL1M1
(
Ωkˆ
)
YL2M2 (Ωpˆ)
×
∫ 1
0
dy y2 jL1 (aN |k| y) jL2 (2piN |p| y)
∣∣∣
k4
, (A.16)
where only the terms of order k4 are retained from the integral. As such, only L1 = 4 with
Y4±4 (Ωpˆ) and Y40 (Ωpˆ), and L1 = 0 with Y00 (Ωpˆ), contribute to the sum. This reduces the
relation to
ˆ˜
θ
(4)
00 (k; a,N) = 6
√
pi
∑
p
{
Y00
(
Ωkˆ
)
Y00 (Ωpˆ)
∫ 1
0
dy y2
(aN |k| y)4
120
j0 (2piN |p| y)
+ 9
[
〈40; 40 |00〉2 Y40
(
Ωkˆ
)
Y40 (Ωpˆ) + 〈40; 40 |00〉 〈44; 4− 4 |00〉
×Y44
(
Ωkˆ
)
Y4−4 (Ωpˆ) + 〈40; 40 |00〉 〈4− 4; 44 |00〉Y4−4
(
Ωkˆ
)
Y44 (Ωpˆ)
]
×
∫ 1
0
dy y2
(aN |k| y)4
945
j4 (2piN |p| y)
}
. (A.17)
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Using the relations∑
p
f
(
p2
) (|p|4 Y40 (Ωpˆ)) = 21
16
√
1
pi
∑
p
f
(
p2
) (
5p4z − |p|4
)
,
∑
p
f
(
p2
) (|p|4 Y4±4 (Ωpˆ)) = 3
16
√
35
2pi
∑
p
f
(
p2
) (
5p4z − |p|4
)
, (A.18)
and keeping the LO term in 1/N from the y integration gives
ˆ˜
θ
(4)
00 (k; a,N) = 3 (aN |k|)4
∑
p6=0
(
−cos (2piN |p|)
4pi |p|2N2
){
1
120
Y00
(
Ωkˆ
)
+
√
4pi
945
(
5p4z − |p|4
)[21
16
√
1
pi
Y40
(
Ωkˆ
)
+
3
16
√
35
2pi
(
Y4−4
(
Ωkˆ
)
+ Y44
(
Ωkˆ
))]}
.
(A.19)
Finally, we use the relation
k4x + k
4
y + k
4
z
|k|4 =
6
√
pi
5
Y00
(
Ωkˆ
)
+
4
√
pi
15
Y40
(
Ωkˆ
)
+
2
3
√
2pi
35
(
Y4−4
(
Ωkˆ
)
+ Y44
(
Ωkˆ
))
, (A.20)
to identify the coefficients δC
(4)
00,00 and δC
(4;RV )
00,00 from Eq. (A.19)
δC
(4)
00,00 =
1
96
√
pi
∑
p6=0
(
−3 cos (2piN |p|)
4pi2 |p|6N2
)(
−3p4z + |p|4
)
,
δC
(4;RV )
00,00 =
1
96
√
pi
∑
p6=0
(
−3 cos (2piN |p|)
4pi2 |p|6N2
)(
5p4z − |p|4
)
, (A.21)
which recovers the position-space results given in Eq. (A.15).
A.3 Matrix Elements for Non-Zero External Momentum
The loop calculations presented in chapter 2 have been performed for vanishing external
momentum, therefore only the quantum corrections to the L = 0 operator have been con-
sidered. In this appendix, the generalization to non-zero external momentum is presented,
where the one-loop correction to the two-point function with an insertion of the smeared
operator is considered in scalar gφ3 theory, see Fig. A.1. The loop integral to be evaluated
is
JLM =
3
4piN3
|n|≤N∑
n
∫ pi
a
−pi
a
d4k
(2pi)4
eik·na(
kˆ2 +m2
)2((
k̂ + P
)2
+m2
) YLM (Ωn) , (A.22)
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Figure A.1: One-loop contribution to the two-point function with an insertion of the operator in
gφ3.
where
kˆ2 =
4
a2
∑
µ
sin2
(
kµa
2
)
,
(
k̂ + P
)2
=
4
a2
∑
µ
sin2
(
(kµ + Pµ) a
2
)
. (A.23)
Note that the operator is smeared over a physical region whose size is small compared to
the hadronic scale, and as a result the external momenta are small compared to the the
scale of the operator Λ = 1/Na. Therefore one may perform a Taylor expansion of the loop
integral in Pi/Λ to obtain
JLM =
3
16pi4
iL
1
Λ2
∫ piN
−piN
dq4 d
3q
[∫ 1
0
dy y2 jL (qy)
]
YLM (Ωq)
×
(
4N2
3∑
i=1
sin2
( qi
2N
)
+ 4N2 sin2
( q4
2N
)
+
m2
Λ2
)−2
×
(
4N2
3∑
i=1
sin2
( qi
2N
)
+ 4N2 sin2
(
q4
2N
+
P4
2NΛ
)
+
m2
Λ2
)−1
×
∞∑
k=0
−4N2∑3i=1 12 sin ( qiN ) sin
(
Pi
NΛ
)
+ 4N2
∑3
i=1 cos
( qi
N
)
sin2
(
Pi
2NΛ
)
4N2
∑3
i=1 sin
2
( qi
2N
)
+ 4N2 sin2
( q4
2N +
P4
2NΛ
)
+ m
2
Λ2
k ,
(A.24)
where q = k/Λ, q4 = k4/Λ, and only the leading term in the Poisson sum is retained. As
was shown before, the non-zero terms in the Poisson sum are suppressed by at least 1/N2
compared to the continuum operator insertion in the loop.
The first term in the above Taylor expansion corresponds to the zero external momentum
in the loop, therefore at LO, it contributes to the L = 0 operator, and the sub-leading
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rotational invariance breaking operators can be easily shown to be suppressed by 1/N2
using the procedure described in section 2.1.2. Note that the loop integrals one needs
to deal with in gφ3 are more convergent than comparable integrals in λφ4 theory, which
simplifies the discussion of the scaling of the different contributions.
The next term in the Taylor expansion of the loop integral can be expanded in large N
since the integral is convergent. The numerator has an expansion of the form
Num. ∼ 4N2
3∑
i=1
1
2
sin
( qi
N
)
sin
(
Pi
NΛ
)
+ 4N2
3∑
i=1
cos
( qi
N
)
sin2
(
Pi
2NΛ
)
=
2P · q
Λ
+
|P|2
Λ2
+O
(
1
N2
)
, (A.25)
where the rotational invariance breaking terms are suppressed by at least 1/N2, and the
leading contribution to the above integral modifies the L = 1 matrix element, while the
L = 0 term is suppressed by 1/Λ compared to the L = 1 contribution. The next terms in
the Taylor expansion give rise to contributions to the L = 2, 3, ... matrix elements at the
LO in 1/Λ, while the rotational invariance violating terms remain suppressed by at least
1/N2 compared to the LO contributions.
A.4 Links on the Grid
In this appendix, the method to evaluate the link at O (g) on a three-dimensional grid
is outlined through an example, and the result is generalized to other similar cases. The
link is constructed to be the closest link to the continuum diagonal link in the continuum.
This link is used in constructing the smeared QCD operators with smooth continuum limit
properties in chapter 2.
Suppose that the link lies between points x and x+ na on a cubic lattice where: na =
a0 (Q, 1, 0). Q is an arbitrary integer and a0 is a finite number denoting the original lattice
spacing which is not necessarily small. Then the paths which make minimal area with the
diagonal path can be formed easily. Among those, the paths which are symmetric under
reflection around the midpoint of the path are desired since they have somewhat simple
forms. One such a path in shown in Fig. 2.10a for Q = 2, where it is straightforward to
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show that:
U
(1g)
(Q,1,0) (q) = iga0e
iq·na/2
[
Ay (q) + 2Ax (q)
sin (Qqxa0/4)
sin (qxa0/2)
cos
(
Qqxa0
4
+
qya0
2
)]
. (A.26)
If the lattice spacing is halved, the closest link to the diagonal path can be obtained by
adding up two paths each of the form above with an appropriate phase factor and where
na is replaced by na/2, Fig. 2.10b,
U
(1g)
(Q,1,0) (q) = ig
a0
2
eiq·na/2
sin
(q·na
2
)
sin
(q·na
4
) [Ay (q)
+ 2Ax (q)
sin (Qqxa0/8)
sin (qxa0/4)
cos
(
Qqxa0
8
+
qya0
4
)]
. (A.27)
This process can be repeated to build extended gauge links on finer grids. For the general
case, where the original lattice spacing is divided by 2K , it is not hard to show that
U
(1g)
2K(Q,1,0)
(q) = ig
a0
2K
eiq·na/2
sin
(q·na
2
)
sin
( q.na
2K+1
) [Ay (q)
+ 2Ax (q)
sin
(
Qqxa0/2
K+2
)
sin (qxa0/2K+1)
cos
(
Qqxa0
2K+2
+
qya0
2K+1
)]
. (A.28)
The continuum limit is obtained by taking K →∞, which corresponds to a = a0/2K → 0,
recovering Eq. (2.40). Note that after interchanging the gauge field indices properly, this
expression is applicable to a class of n vectors with one zero component and ni/nj = Q for
the ratio of the remaining components.
The above expression for the gauge link in Eq. (A.28) can be generalized easily to another
class of n vectors with one component being equal to Q and the other two components each
being one. For example for na = a0 (Q, 1, 1) one obtains
U
(1g)
2K(Q,1,1)
(q) = ig
a0
2K
eiq·na/2
sin
(q·na
2
)
sin
( q·na
2K+1
) [Az (q) eiqya0/2K+1 +Ay (q) e−iqza0/2K+1
+2Ax (q)
sin
(
Qqxa0/2
K+2
)
sin (qxa0/2K+1)
cos
(
Qqxa0
2K+2
+
qya0
2K+1
+
qza0
2K+1
)]
.(A.29)
However, since the vector na is symmetric in its y and z components, the link has to respect
this symmetry as well. In fact, there exist an equivalent path which arises from the first
path by interchanging the steps in the y direction and the z direction. Taking an average
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of these two paths gives a link which is symmetric in the y and z components,
U¯
(1g)
2K(Q,1,1)
(q) = ig
a0
2K
eiq·na/2
sin
(q·na
2
)
sin
( q·na
2K+1
) [Az (q) cos( qya0
2K+1
)
+Ay (q) cos
( qza0
2K+1
)
+2Ax (q)
sin
(
Qqxa0/2
K+2
)
sin (qxa0/2K+1)
cos
(
Qqxa0
2K+2
+
qya0
2K+1
+
qza0
2K+1
)]
. (A.30)
Taking the K →∞ limit of the above link gives rise to the rotational invariant link as well
as non-continuum corrections which start at O (a2).
Another class of n vectors are those where two components are equal to Q while the
other one is equal one. For example for na = a0 (Q,Q, 1) the link which is symmetric with
respect to x and y can be shown to have the form:
U¯
(1g)
2K(Q×Q×1) = ig
a0
2K
eiq·∆x/2
sin
(
q·∆x
2
)
sin
(
q·∆x
2K+1
) ×
[
2
(
Ax (q) cos
( qya0
2K+1
)
+Ay (q) cos
( qxa0
2K+1
)) sin (Q(qxa0 + qya0)/2K+2)
sin ((qxa0 + qya0)/2K+1)
× cos
(
Qqxa0
2K+2
+
Qqya0
2K+2
+
qza0
2K+1
)
+Az (q)
]
, (A.31)
where U¯ the average of two links which are identical upon interchanging the x and y coor-
dinate axes. This link recovers the rotational invariant link up to corrections of O(a2).
For n vectors with equal components, na = a0 (Q,Q,Q), there are six equivalent links
which are averaged over to obtain
U¯
(1g)
2K(Q×Q×Q) = ig
a0
2K
eiq·∆x/2
sin
(
q·∆x
2
)
sin
(
q·∆x
2K+1
)×
[
2
(
Ax (q) cos
( qya0
2K+1
+
qza0
2K+1
)
+Ay (q) cos
( qxa0
2K+1
+
qza0
2K+1
)
+Az (q) cos
( qxa0
2K+1
+
qya0
2K+1
))
× sin
(
(Qqxa0 +Qqya0 +Qqza0)/2
K+2
)
sin ((qxa0 + qya0 + qza0)/2K+1)
cos
(
Qqxa0
2K+2
+
Qqya0
2K+2
+
Qqza0
2K+2
)]
, (A.32)
which results in O (a2) corrections to the rotational invariant continuum path. It is the case
that determining the link for a general extended path is quite involved, but the general trend
that the deviation from the rotationally invariant continuum path is O(a2) is anticipated.
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Appendix B
FINITE-VOLUME FORMALISM FOR NN SYSTEMS AND THE
DEUTERON
B.1 Quantization Conditions under P→ P′ Transformation when P and P′ are
Related by a Cubic Rotation
We aim to show that the master QC of chapter 3, Eq. (5.5), is invariant under a P → P′
transformation where P and P′ are two boost vectors that are related by a cubic rotation.
Denoting such rotation by R, it is straightforward to show that
cP
′
lm =
l∑
m′=−l
D(l)mm′(R) cPlm′ . (B.1)
Note that for P = 0 this relation reduces to Eq. (3.40), while for a general non-zero boost
vector, it only holds if the rotation R corresponds to the symmetry operation of the cube.
For example, such a transformation can take the cPlm function evaluated with d = (0, 0, 1)
to a cP
′
lm evaluated with d = (1, 0, 0). To proceed let us rewrite the δGV matrix elements as
given in Eq. (3.33) in terms of the matrix elements of the FFV that is defined in Eq. (3.13)
for the scalar sector,
[
δGV,P]
JMJ ,IMI ,LS;J ′M ′J ,I′M
′
I ,L
′S′ =
iM
4pi
δII′δMIM ′I δSS
′×
×
k∗δJJ ′δMJM ′J δLL′ + i ∑
ML,M
′
L,MS
〈JMJ |LML, SMS〉〈L′M ′L, SMS |J ′M ′J〉FFV,PLML,L′M ′L
 .
(B.2)
Superscript P on δGV and FFV reflects the fact that they depend on both magnitude and
direction of the boost vector. Now given the transformation of cPlm under a cubic rotation
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of the boost vector, Eq. (B.1), one can write FFV,P′ as following
[
FFV,P′
]
LML,L′M ′L
=
∑
l,m
l∑
m′=−l
D(l)mm′(R)
(4pi)3/2
k∗l
cPlm′(k
∗2)
∫
dΩ Y ∗L,MLY
∗
l,mYL′,M ′L
=
L∑
M¯L=−L
L′∑
M¯ ′L=−L′
D(L)
M¯LML
(R−1)
[FFV,P]
LM¯L,L′M¯ ′L
D(L′)
M ′LM¯
′
L
(R),
(B.3)
where in the last equality we have used the fact that under rotation
L∑
M ′=−L
D(L)MM ′(R) YLM ′(rˆ) = YLM (Rrˆ). (B.4)
Now one can obtain the relation between δGV,P′ and δGV,P using Eqs. (B.2, B.3),
[
δGV,P′
]
JMJ ,L;J ′M ′J ,L′
=
iM
4pi
×
k∗δJJ ′δMJM ′J δLL′ + i ∑
ML,M
′
L,MS
〈JMJ |LML, SMS〉
×〈L′M ′L, SMS |J ′M ′J〉
L∑
M¯L=−L
L′∑
M¯ ′L=−L′
D(L)
M¯LML
(R−1)
[FFV,P]
LM¯L,L′M¯ ′L
D(L′)
M ′LM¯
′
L
(R)
 ,
(B.5)
where we have suppressed spin and isospin indices for the sake of compactness. Using the
fact that
〈JMJ |LML, SMS〉 =
∑
M˜J ,M˜L,M˜S
D(J)
MJM˜J
(R−1)D(L)
MLM˜L
(R)D(S)
MSM˜S
(R)〈JM˜J |LM˜L, SM˜S〉,
(B.6)
and given that Wigner D-matrices are unitary, one easily arrives at
[
δGV,P′
]
JMJ ,L;J ′M ′J ,L′
=
J∑
M¯J=−J
J ′∑
M¯ ′J=−J ′
D(J)
M¯JMJ
(R−1)
[
δGV,P]
JM¯J ,L;J ′M¯ ′J ,L′
D(J ′)
M ′JM¯
′
J
(R),
(B.7)
or in the matrix notation, δGV,P′ = D∗(R)δGV,PDT (R). Given that the scattering ampli-
tude is diagonal in the |J,MJ〉 basis, and that the quantization condition Eq. (5.5) is a
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determinant condition, one obtains
det
[
(M∞)−1 + δGV,P′
]
= det
[D∗(R) ((M∞)−1 + δGV,P)DT (R)]
= det
[
(M∞)−1 + δGV,P] = 0. (B.8)
As one would expect, although the FV functions are in general different for different boosts
with the same magnitude within a given A1 irrep of the cubic group, the spectrum does not
depend on the choice of the direction of the boost vector. As discussed in Sec. 3.2, in order
to extract the scattering parameters of NN systems from the QCs presented in chapter 3
(and in Refs. [86,90,91]), one needs to use the specific boost vectors that are studied in this
there. However, the energy eigenvalues can be taken from the LQCD calculations that are
performed with any other boost vector that is a cubic rotation of the specific boost vectors
considered.
B.2 Boosted Quantization Conditions for the Deuteron Channel
The NN FV QCs in the positive-parity isoscalar channels that have an overlap with 3S1-
3D1
coupled channels, and used in producing the FV deuteron spectrum in chapter 4, are listed
in this appendix for a number of CM boosts.1
With the notation introduced in Ref. [91], the QC for the irrep Γi can be written as
det
(
M(Γi) +
iMk∗
4pi
−F (Γi),d
)
= 0, (B.9)
where
F (Γi),d(k∗2; L) = M
∑
l,m
1
k∗l
F(Γi)lm c
d
lm(k
∗2; L),
M(Γi) =
(M−1)
Γi
, (B.10)
where the functions cdlm(k
∗2; L) are defined in Eq. (5.7), M is the nucleon mass and k∗ is the
on-shell momentum of each nucleon in the CM frame. It is straightforward to decompose
1We restate that for systems composed of equal-mass NR particles, these QCs can be also utilized for
boosts of the form (2n1, 2n2, 2n3), (2n1, 2n2, 2n3 +1), (2n1 +1, 2n2 +1, 2n3) and (2n1 +1, 2n2 +1, 2n3 +1)
where n1, n2, n3 are integers, and all cubic rotations of these vectors [91].
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M−1 into (M−1)
Γi
using the eigenvectors of the FV functions. The matrices F and M are
given in the following subsections.
For notational convenience, M1,S(D) denotes the scattering amplitude in the channel
with total angular momentum J = 1 and orbital angular momentum L = 0 (L = 2),M1,SD
is the amplitude between S and D partial waves in the J = 1 channel, and detM1 is the
determinant of the J = 1 sector of the scattering-amplitude matrix,
detM1 = det
 M1,S M1,SD
M1,DS M1,D
 . (B.11)
d = (0, 0, 0)
T1 : F
(T1)
00 = I3, F
(T1)
40 =

0 0 0
0 0 2
√
6
7
0 2
√
6
7
2
7
 , M(T1) =

M1,D
detM1 −
M1,SD
detM1 0
−M1,SDdetM1
M1,S
detM1 0
0 0 M−13,D
 .
(B.12)
d = (0, 0, 1)
A2 : F
(A2)
00 = I3 , F
(A2)
20 =

2√
5
0 − 9
7
√
5
0 − 1√
5
6
7
√
2
5
− 9
7
√
5
6
7
√
2
5
8
7
√
5
 , F(A2)40 =

0 0 − 47
0 0 − 2
√
2
7
− 47 − 2
√
2
7
2
7
 ,
M(A2) =

2M1,S+2
√
2M1,SD+M1,D
3 detM1
√
2M1,S−M1,SD−
√
2M1,D
3 detM1 0√
2M1,S−M1,SD−
√
2M1,D
3 detM1
M1,S−2
√
2M1,SD+2M1,D
3 detM1 0
0 0 M−13,D
 . (B.13)
E : F(E)00 = I5 , F
(E)
20 =

1
2
√
5
0 −
√
3
2 0
4
√
3
5
7
0 − 1√
5
0 0 − 37
√
6
5
−
√
3
2 0
√
5
14 0 − 27
0 0 0 − 27
√
5 0
4
√
3
5
7 − 37
√
6
5 − 27 0 67√5

,
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F(E)40 =

0 0 0 0
√
3
7
0 0 0 0
√
6
7
0 0 821 0 − 5
√
5
21
0 0 0 17 0√
3
7
√
6
7 − 5
√
5
21 0
1
21

, F(E)44 =

0 0 0
√
2
7 0
0 0 0 2√
7
0
0 0 0
√
10
21 0√
2
7
2√
7
√
10
21 0
√
2
21
0 0 0
√
2
21 0

,
M(E) =

M1,S−2
√
2M1,SD+2M1,D
3 detM1
√
2M1,S−M1,SD−
√
2M1,D
3 detM1 0 0 0√
2M1,S−M1,SD−
√
2M1,D
3 detM1
2M1,S+2
√
2M1,SD+M1,D
3 detM1 0 0 0
0 0 M−12,D 0 0
0 0 0 M−13,D 0
0 0 0 0 M−13,D

.
(B.14)
d = (1, 1, 0)
B1 : F
(B1)
00 = I5 , F
(B1)
20 =

2√
5
0 0 − 9
7
√
5
0
0 − 1√
5
0 67
√
2
5 0
0 0 −
√
5
7 0 −
√
10
7
− 9
7
√
5
6
7
√
2
5 0
8
7
√
5
0
0 0 −
√
10
7 0 0

,
F(B1)40 =

0 0 0 − 47 0
0 0 0 − 2
√
2
7 0
0 0 − 221 0 5
√
2
21
− 47 − 2
√
2
7 0
2
7 0
0 0 5
√
2
21 0 − 13

, F(B1)44 =

0 0 0 0 0
0 0 0 0 0
0 0 − 23
√
10
7 0 − 23
√
5
7
0 0 0 0 0
0 0 − 23
√
5
7 0 −
√
10
7
3

,
M(B1) =

2M1,S+2
√
2M1,SD+M1,D
3 detM1
√
2M1,S−M1,SD−
√
2M1,D
3 detM1 0 0 0√
2M1,S−M1,SD−
√
2M1,D
3 detM1
M1,S−2
√
2M1,SD+2M1,D
3 detM1 0 0 0
0 0 M−12,D 0 0
0 0 0 M−13,D 0
0 0 0 0 M−13,D

.
(B.15)
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B2 : F
(B2)
00 = I5 , F
(B2)
20 =

− 1√
5
0 0 0 − 37
√
6
5
0 1
2
√
5
−
√
3
2 0
4
√
3
5
7
0 −
√
3
2
√
5
14 0 − 27
0 0 0 − 2
√
5
7 0
− 37
√
6
5
4
√
3
5
7 − 27 0 67√5

,
F(B2)40 =

0 0 0 0
√
6
7
0 0 0 0
√
3
7
0 0 821 0 − 5
√
5
21
0 0 0 17 0√
6
7
√
3
7 − 5
√
5
21 0
1
21

, F(B2)44 =

0 0 0 2i√
7
0
0 0 0 i
√
2
7 0
0 0 0 i
√
10
21 0
− 2i√
7
−i
√
2
7 −i
√
10
21 0 −i
√
2
21
0 0 0 i
√
2
21 0

,
M(B2) =

2M1,S+2
√
2M1,SD+M1,D
3 detM1
√
2M1,S−M1,SD−
√
2M1,D
3 detM1 0 0 0√
2M1,S−M1,SD−
√
2M1,D
3 detM1
M1,S−2
√
2M1,SD+2M1,D
3 detM1 0 0 0
0 0 M−12,D 0 0
0 0 0 M−13,D 0
0 0 0 0 M−13,D

.
(B.16)
B3 : F
(B3)
00 = I5 , F
(B3)
20 =

1
2
√
5
0 −
√
3
2
4
√
3
5
7 0
0 − 1√
5
0 − 37
√
6
5 0
−
√
3
2 0
√
5
14 − 27 0
4
√
3
5
7 − 37
√
6
5 − 27 67√5 0
0 0 0 0 − 2
√
5
7

,
F(B3)40 =

0 0 0
√
3
7 0
0 0 0
√
6
7 0
0 0 821 − 5
√
5
21 0√
3
7
√
6
7 − 5
√
5
21
1
21 0
0 0 0 0 17

, F(B3)44 =

0 0 0 0 −i
√
2
7
0 0 0 0 − 2i√
7
0 0 0 0 −i
√
10
21
0 0 0 0 −i
√
2
21
i
√
2
7
2i√
7
i
√
10
21 i
√
2
21 0

,
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M(B3) =

M1,S−2
√
2M1,SD+2M1,D
3 detM1
√
2M1,S−M1,SD−
√
2M1,D
3 detM1 0 0 0√
2M1,S−M1,SD−
√
2M1,D
3 detM1
2M1,S+2
√
2M1,SD+M1,D
3 detM1 0 0 0
0 0 M−12,D 0 0
0 0 0 M−13,D 0
0 0 0 0 M−13,D

. (B.17)
d = (1, 1, 1)
A2 : F
(A2)
00 = I4 , F
(A2)
40 =

0 0 0 0
0 0 2
√
6
7 0
0 2
√
6
7
2
7 0
0 0 0 − 47
 ,
M(A2) =

M1,D
detM1 −
M1,SD
detM1 0 0
−M1,SDdetM1
M1,S
detM1 0 0
0 0 M−13,D 0
0 0 0 M−13,D
 . (B.18)
E : F(E)00 = I6 , F
(E)
40 =

0 0 0 0 0 0
0 0 2
√
6
7 0 0 0
0 2
√
6
7
2
7 0 0 0
0 0 0 821 − 10
√
2
21 0
0 0 0 − 10
√
2
21 − 221 0
0 0 0 0 0 − 47

,
M(E) =

M1,D
detM1 −
M1,SD
detM1 0 0 0 0
−M1,SDdetM1
M1,S
detM1 0 0 0 0
0 0 M−13,D 0 0 0
0 0 0 M−12,D 0 0
0 0 0 0 M−13,D 0
0 0 0 0 0 M−12,D

. (B.19)
B.3 The Finite-Volume cdLM Functions
The FV NN energy spectra in chapter 4 are determined by the cdLM (k
∗2; L) functions that
are defined in Eq. (5.7). They are smooth analytic functions of k∗2 for negative values of
230
￿2 ￿1 0 1 2 3 4
￿20
￿10
0
10
20
￿2 ￿1 0 1 2 3 4
￿20
￿10
0
10
20
k˜∗2
Z(
0
,0
,0
)
0
0
[1
;k˜
∗2
]
(a)
￿2 ￿1 0 1 2 3 4
￿200
￿100
0
100
200
300
￿2 ￿1 0 1 2 3 4
￿200
￿100
0
100
200
300
k˜∗2
Z(
0
,0
,0
)
4
0
[1
;k˜
∗2
]
(b)
Figure B.1: a) Zd00 and b) Zd40 for d = (0, 0, 0) as a function of k˜∗2 = k∗2L2/4pi2.
k∗2, but have poles at k∗2 = 4pi
2
L2
(n− d/2)2, where n is an integer triplet, corresponding to
the energy of two non-interacting nucleons in a cubic volume with the PBCs. In obtaining
the spectra in the positive-parity isoscalar channels from the T1 irrep of the cubic group
that are shown in Fig. 4.2, the c
(0,0,0)
00 (k
∗2; L) = Z(0,0,0)00 [1; k˜∗2]/(2pi3/2L) and c(0,0,0)40 (k∗2; L) =
Z(0,0,0)40 [1; k˜∗2]/(8pi5/2L5) functions have been determined. The corresponding Z functions
are shown in Fig. B.1 as a function of k˜∗2, see Ref. [272].
When k∗2 = −κ2 ≤ 0, the exponential volume dependence of the cdLM can be made
explicit by performing a Poisson resummation of Eq. (5.7),
cd00(−κ2; L) = −
κ
4pi
+
∑
n6=0
eipin·d
e−nκL
4pinL
, (B.20)
cd20(−κ2; L) = −κ2
√
4pi
∑
n6=0
eipin·d Y20(nˆ)
(
1 +
3
nκL
+
3
n2κ2L2
)
e−nκL
4pinL
, (B.21)
cd40(±4)(−κ2; L) = κ4
√
4pi
∑
n6=0
eipin·d Y40(±4)(nˆ)
(
1 +
10
nκL
+
45
n2κ2L2
+
105
n3κ3L3
+
105
n4κ4L4
)
e−nκL
4pinL
,
(B.22)
where n is an integer triplet and n = |n|. The expansions of cd20 and cd40(±4) start at ∼ 1Le−κL,
while cd00 has a leading term that does not vanish in the infinite-volume limit. It is also
evident from these relations that cd20 is non-vanishing only for d = (0, 0, 1) and (1, 1, 0),
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Figure B.2: The quantities δZd00;n ≡ 1Zd00 (Z
d
00 −Zd00;n) (in percent) as a function of κL for different
boosts. Zd00;n denotes the value of the Z00-function when the sum in Eq. (B.20) is truncated to a
maximum shell n.
which gives rise to the O(sin 1) contributions to the corresponding QCs given in Sec. 4.1.
Previous works [29, 32, 33, 74, 78, 117, 251, 364], have proposed extracting the infinite-
volume deuteron binding energy from the FV spectra using the S-wave QC expanded around
the infinite-volume deuteron pole, κ∞d , retaining only a finite number of terms in the expan-
sion of the cdLM . Fig. B.2 shows the quantity δZd00;n ≡ 1Zd00 (Z
d
00−Zd00;n) as a function of κL
for different boosts. Zd00;n denotes the value of the Z00-function when the sum in Eq. (B.20)
is truncated to a maximum shell n. As can be seen, for modest volumes truncating the
Z-functions can lead to large deviations from the exact values.
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B.4 Finite-Volume Deuteron Wavefunctions
It is useful to visualize how the deuteron is distorted within a finite volume, and in this
appendix, based on the asymptotic FV wavefunction of the deuteron given in Eq. (4.10), we
show the mass density in the xz-plane from selected wavefunctions. As the interior region
is not described by the asymptotic form of the wavefunction, it is “masked” by a shaded
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Figure B.3: The mass density in the xz-plane from the A2 FV deuteron wavefunction with d =
(0, 0, 1).
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disk in the following figures. In each figure, the black straight lines separate adjacent lattice
volumes that contain the periodic images of the wavefunction.
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Figure B.4: The mass density in the xz-plane from the E FV deuteron wavefunction with d =
(0, 0, 1).
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Figure B.5: The mass density in the xz-plane from the B1 FV deuteron wavefunction with d =
(1, 1, 0).
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Figure B.6: The mass density in the xz-plane from the B2/B3 FV deuteron wavefunction with
d = (1, 1, 0).
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Figure B.7: The mass density in the xz-plane from the A2/E FV deuteron wavefunction with
d = (1, 1, 1).
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Appendix C
TWISTED BOUNDARY CONDITIONS
C.1 Twisted Images
It is helpful for discussions in chapter 5 to make explicit the sums over the twist phases .
Consider the sum
S(φ) =
∑
n6=0
e−|n|mpiL
|n| e
−in·φ, (C.1)
of which the first few terms are
S(φ) = 2 e−mpiL (cosφx + cosφy + cosφz)
+ 2
√
2 e−
√
2mpiL (cosφx cosφy + cosφx cosφz + cosφy cosφz)
+
8√
3
e−
√
3mpiL cosφx cosφy cosφz
+ e−2mpiL (cos 2φx + cos 2φy + cos 2φz) + · · · . (C.2)
For PBCs, with φ = (0, 0, 0), the first few terms in the sum in Eq. (C.1) and (C.4) are
S(0) = 6 e−mpiL + 6
√
2 e−
√
2mpiL +
8√
3
e−
√
3mpiL + 3 e−2mpiL + · · · , (C.3)
while for APBs, with φ = (pi, pi, pi), the sum becomes
S(pi) = −6 e−mpiL + 6
√
2 e−
√
2mpiL − 8√
3
e−
√
3mpiL + 3 e−2mpiL − · · · . (C.4)
It is obvious that the leading terms vanish in the average, with 12(S(0) + S(pi)) =
6
√
2 e−
√
2mpiL + . . . . A particularly interesting twist is φ = (pi2 ,
pi
2 ,
pi
2 ), induced by i-PBCs,
for which the first three terms in the sum vanish, leaving
S(
pi
2
) = −3 e−2mpiL + · · · . (C.5)
Finally, twist averaging this function gives
〈S(φ)〉φ =
∫
d3φ
(2pi)3
S(φ) = 0. (C.6)
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C.2 Twisted Quantization Conditions for the Deuteron Channel
The NN FV QCs in the channels that have an overlap with the 3S1-
3D1 coupled channels
are listed in this appendix for a selection of twist angles. With a similar notation as in
Sec. B.2, paying attention to the differences due to the relativistic kinematics that we have
chosen in this section, the QC for the irrep Γi can be written as
det
(
M(Γi) + i
k∗
8piE∗
−F (Γi),d,φ1,φ2
)
= 0, (C.7)
where
F (Γi),d,φ1,φ2(k∗2; L) = 1
2E∗
∑
l,m
1
k∗l
F(Γi)lm c
d,φ1,φ2
lm (k
∗2; L),
M(Γi) =
(M−1)
Γi
. (C.8)
where cd,φ1,φ2lm (k
∗2; L) functions are defined in Eqs. (5.7),(5.8) and (5.13), E∗ is NN CM en-
ergy and k∗ is the on-shell momentum of each nucleon in the CM frame. 1 In the summation
over “m” in Eq. (C.8), only the F(Γi)lm listed below are included as the other contributions
have already been summed using the symmetries of the systems. In the following we set
φ1 = −φ2 = φ. It is straightforward to decompose M−1 into
(M−1)
Γi
using the eigenvec-
tors of the FV functions [144, 349]. The notation used for the scattering amplitude matrix
has been introduced in Sec. B.2.
C.2.1 φ = (0, 0, 0)
T1 : F
(T1)
00 = I3, F
(T1)
40 =

0 0 0
0 0 2
√
6
7
0 2
√
6
7
2
7
 , M(T1) =

M1,D
detM1 −
M1,SD
detM1 0
−M1,SD
detM1
M1,S
detM1 0
0 0 M−13,D
 . (C.9)
1 The relativistic normalization of states has been used such that for a single S-wave channel with phase
shift δ, the scattering amplitude is M = 8piE∗
k∗
(e2iδ−1)
2i
.
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C.2.2 φ = (pi2 ,
pi
2 ,
pi
2 )
A2 : F
(A2)
00 = I6, F
(A2)
10 =

0 −1 √2 0 0 0
−1 0 0 √2 0 0
√
2 0 0 − 1
5
0 0
0
√
2 − 1
5
0 3
√
6
5
0
0 0 0 3
√
6
5
0 0
0 0 0 0 0 0

,
F(A2)22 = i

0 0 0 2
√
3
5
0 0
0 0 2
√
3
5
0 −3
√
2
5
0
0 2
√
3
5
−
√
6
5
0 6
7
√
5
0
2
√
3
5
0 0 −
√
6
5
0 0
0 −3
√
2
5
6
7
√
5
0 − 8
7
√
6
5
0
0 0 0 0 0 2
√
30
7

, F(A2)30 =

0 0 0 0 2√
7
√
5
7
0 0 0 0 0 0
0 0 0
6
√
3
7
5
0 0
0 0
6
√
3
7
5
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√
2
7
5
√
5
14
2√
7
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√
2
7
5
0 0√
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7
0 0
√
5
14
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
,
F(A2)32 = i

0 0 0 0
√
10
21
−2
√
2
21
0 0 0 0 0 0
0 0 0 3
√
2
35
0 0
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√
2
35
0 − 4√
105
− 2√
21√
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0 0 − 4√
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0 0
−2
√
2
21
0 0 − 2√
21
0 0

, F(A2)40 =

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0
4
√
2
3
7
2
√
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3
7
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4
√
2
3
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4
√
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2
√
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3
7
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√
5
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− 2
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
,
F(A2)42 = i

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 8
7
√
5
3
− 1√
3
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0 0 8
7
√
5
3
0 − 4
√
10
21
−
√
2
3
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3
0 −
√
2
3
− 2
√
10
21

, M(A2) =

M−10,P 0 0 0 0 0
0
M1,D
detM1 −
M1,SD
detM1 0 0 0
0 −M1,SD
detM1
M1,S
detM1 0 0 0
0 0 0 M−12,P 0 0
0 0 0 0 M−13,D 0
0 0 0 0 0 M−13,D

.
(C.10)
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F(E)32 = i
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0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 2
√
5
7
− 2
7
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 4
63
− 20
√
2
63
10
√
2
63
10
√
10
63
0 0 0 0 0 − 20
√
2
63
− 16
63
− 10
63
− 10
√
5
63
0 0 2
√
5
7
0 0 10
√
2
63
− 10
63
2
9
− 4
√
5
63
0 0 − 2
7
0 0 10
√
10
63
− 10
√
5
63
− 4
√
5
63
− 2
63

,
F(E)42 = i

0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 − 1√
2
− 2
√
10
7
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 4
√
10
63
2
√
5
9
20
√
5
63
− 5
9
0 0 0 0 0 2
√
5
9
− 16
√
10
63
1
9
√
5
2
− 50
√
2
63
0 0 − 1√
2
0 0 20
√
5
63
1
9
√
5
2
2
√
10
9
√
2
9
0 0 − 2
√
10
7
0 0 − 5
9
− 50
√
2
63
√
2
9
− 2
√
10
63

,
M(E) =

M1,D
detM1 0 −
M1,SD
detM1 0 0 0 0 0 0
0 M−11,P 0 0 0 0 0 0 0
−M1,SD
detM1 0
M1,S
detM1 0 0 0 0 0 0
0 0 0 M−12,P 0 0 0 0 0
0 0 0 0 M−12,P 0 0 0 0
0 0 0 0 0 M−12,D 0 0 0
0 0 0 0 0 0 M−12,D 0 0
0 0 0 0 0 0 0 M−13,D 0
0 0 0 0 0 0 0 0 M−13,D

. (C.11)
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C.2.3 φ = (pi, pi, pi)
A2 : F
(A2)
00 = I4, F
(A2)
40 =

0 0 0 0
0 0 2
√
6
7
0
0 2
√
6
7
2
7
0
0 0 0 − 4
7
 , M
(A2) =

M1,D
detM1 −
M1,SD
detM1 0 0
−M1,SD
detM1
M1,S
detM1 0 0
0 0 M−13,D 0
0 0 0 M−13,D
 .
(C.12)
E : F(E)00 = I6, F
(E)
40 =

0 0 0 0 0 0
0 0 2
√
6
7
0 0 0
0 2
√
6
7
2
7
0 0 0
0 0 0 8
21
− 10
√
2
21
0
0 0 0 − 10
√
2
21
− 2
21
0
0 0 0 0 0 − 4
7

,
M(E) =

M1,D
detM1 −
M1,SD
detM1 0 0 0 0
−M1,SD
detM1
M1,S
detM1 0 0 0 0
0 0 M−13,D 0 0 0
0 0 0 M−12,D 0 0
0 0 0 0 M−13,D 0
0 0 0 0 0 M−12,D

. (C.13)
C.3 Twisted cd,φ1,φ2lm Functions for Systems at Rest
To understand the relative contributions of phase shifts beyond the α wave to the deuteron
binding energy in chapter 5, it is helpful to consider the expansions of the cd,φ1,φ2lm functions.
As i-PBCs, with the twist angles φ = (pi2 ,
pi
2 ,
pi
2 ), lead to the most significant reduction in the
FV corrections, we focus on these angles in the expansions, restricting ourselves to systems
at rest. The general form of the cd,φ1,φ2lm functions for d = 0 and φ1 = −φ2 = φ is
c0,φ,−φlm (−κ2; L) =
il
pi3/2
∑
n6=0
e−in·φ Ylm(nˆ)
∫ ∞
0
dk
kl+2
k2 + κ2
jl(nkL), (C.14)
243
where n = |n|. By direct evaluation of the integral, it is straightforward to show that
c0,φ,−φ00 = −
κ
4pi
+
√
4pi
∑
n6=0
e−in·φ Y00(nˆ)
e−nκL
4pinL
,
c0,φ,−φ1m = (iκ)
√
4pi
∑
n6=0
e−in·φ Y1m(nˆ)
(
1 +
1
nκL
)
e−nκL
4pinL
,
c0,φ,−φ2m = (iκ)
2
√
4pi
∑
n6=0
e−in·φ Y2m(nˆ)
(
1 +
3
nκL
+
3
n2κ2L2
)
e−nκL
4pinL
,
c0,φ,−φ3m = (iκ)
3
√
4pi
∑
n6=0
e−in·φ Y3m(nˆ)
(
1 +
6
nκL
+
15
n2κ2L2
+
15
n3κ3L3
)
e−nκL
4pinL
,
c0,φ,−φ4m = (iκ)
4
√
4pi
∑
n6=0
e−in·φ Y4m(nˆ)
(
1 +
10
nκL
+
45
n2κ2L2
+
105
n3κ3L3
+
105
n4κ4L4
)
× e
−nκL
4pinL
. (C.15)
These functions are of the form
Flm =
∑
n6=0
e−in·φY1m(nˆ)f(n) = α
(1)
lmf(1) + α
(
√
2)
lm f(
√
2) + α
(
√
3)
lm f(
√
3) + α
(2)
lmf(2) + · · · .
(C.16)
(l,m) α
(1)
lm α
(
√
2)
lm α
(
√
3)
lm α
(2)
lm
(0, 0) 0 0 0 − 3√
pi
(1, 0) −i
√
3
pi 0 0 0
(2, 2) 0 −i
√
15
2pi 0 0
(3, 0) −i
√
7
pi 0 0 0
(3, 2) 0 0 −23
√
70
pi 0
(4, 0) 0 0 0 − 21
4
√
pi
(4, 2) 0 i32
√
5
2pi 0 0
Table C.1: Coefficients of independent, non-vanishing terms in the expansion of Flm given
in Eq. (C.16)
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The independent and non-vanishing coefficients α(n) are presented in Table C.1 for the twist
angles φ = (pi2 ,
pi
2 ,
pi
2 ). The remaining coefficients are dictated by symmetry,
F1±1 = ∓e±ipi/4 F10,
F2+2 = −F2−2 = − 1√
2
e±ipi/4 F2±1,
F30 = ∓ 4√
10
e±ipi/4 F3±3 = ± 4√
6
e∓ipi/4 F3±1, F3−2 = −F3+2,
F4+2 = −F4−2 = − 2√
7
e∓ipi/4 F4±3 = 2e±ipi/4 F4±1, F40 =
√
14
5
F4±4.
(C.17)
The coefficients presented in Table C.1 and Eq. (C.17) show that the leading volume depen-
dences of the c0,φ,−φlm functions for i-PBCs are c00 = − κ4pi +O(e−2κL/L), c10 = O(e−κL/L),
c22 = O(e−
√
2κL/L), c30 = O(e−κL/L), c32 = O(e−
√
3κL/L), c40 = O(e−2κL/L) and
c42 = O(e−
√
2κL/L). As the P-wave contribution to the FV spectra is due to non-zero
c1m and c3m functions, they provide the dominant corrections to the approximate QC in
Eq. (5.15).
A numerical comparison between these expansions and an exact evaluation of the cd,φ1,φ2lm
functions reveals that the expansions are only slowly convergent [94]. Precisions extractions
of the energy eigenvalues require the use of the exact evaluations, even in modest volumes.
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