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Abstract  
Diffusion is a type of translational molecular motion playing a central role in a large number 
of physical, chemical and biological phenomena, the latter encompassing in vitro as well as in 
vivo processes. Diffusion studies with nuclear magnetic resonance (NMR) have long proven 
to be a robust and versatile method in both fundamental and applied research. Despite 
providing extraordinary measurement precision for most single-component homogeneous 
liquid samples, the two basic measurement techniques in diffusion NMR imaging and 
spectroscopy, i.e., pulsed gradient spin-echo and pulsed gradient stimulated echo (PGSE and 
PGSTE) have a number of drawbacks. These often result in either an increased number of 
experiments, a longer single experiment duration or additional post-processing. Modifying 
the PGSE and PGSTE pulse sequences or their method of execution is known to help 
overcome some of the complications. This work addresses two reasons classic diffusion 
NMR experiments often prove ineffective. 
The first issue is responsible for longer durations of single experiments and results from the 
consistency between experiments being provided by starting the measurement from an 
equilibrium state of magnetization – typically thermodynamic equilibrium. On the other 
hand, consistency can be achieved by using a different state of magnetization, characterized 
by dynamic equilibrium, i.e., the steady state. A steady state is known to form if the 
experiment is repeated rapidly enough, yet the diffusion manifestation in the steady state has 
not yet been well described even though it is the default execution mode in most diffusion 
NMR imaging studies. In order to provide such a description, the Bloch equations were 
solved for a PGSE experiment employing two radiofrequency pulses and an arbitrary 
magnetic field gradient waveform. The theoretical description was tested for the case of 
isotropic diffusion in a polyethylene glycol/water solution and for the anisotropic case using a 
lyotropic liquid crystal sample. Computer simulations were also performed for the isotropic 
diffusion case. The results of isotropic diffusion measurements differed from the reference 
values when steady state effects were not accounted for. The theoretical description and 
computer simulations developed on the other hand showed close agreement with the control 
measurements. In contrast, anisotropic diffusion measurements showed no difference 
between the two approaches, which can be attributed to the relaxation properties of the 
sample. The criteria for distinguishing between the cases of classic and steady state 
descriptions of NMR diffusion measurements were proposed based on these results. 
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Another reason for complications in diffusion NMR imaging experiments appears when there 
are multiple diffusing components (usually two, although more can be present) in the studied 
system or sample. In such a case conventional data analysis which provides a single diffusion 
coefficient (or diffusion tensor if the diffusion is anisotropic) yields non-meaningful results. 
A number of methods exist to separate the components or to suppress one in order to acquire 
reliable data for the other. The most frequently used separation methods lead to an increase in 
the total experiment time (due to an increased number of data points that needs to be 
acquired) while the suppression effects can dissipate over time due to the sysytem returning 
to equilibrium state. A number of solutions were developed to improve both the suppression 
and the separation techniques. Separation experiments were performed by employing a low 
acquisition bandwidth, which results in a chemical shift based separation of the components 
in the image domain. Suppression experiments were performed with alternating polarity 
gradient pulses and composite radiofrequency inversion pulses. A theoretical method was 
developed for fast analytical computation of the b-matrices for bipolar gradient pulse 
modules and other diffusion-weighting gradient pulse modules. The results of the method 
application to bipolar gradient pulses were implemented as a part of Bruker ParaVision 
method structure. The latter simplified the setup of the supression experiment as well as the 
acquired data post-processing. Both the suppression and the separation methods showed the 
ability to successfully resolve multicomponent diffusion with precision and accuracy 
equivalent to or surpassing the conventional techniques. 
Chapter 1 of the thesis introduces the effects of diffusion, NMR and the possible applications 
of NMR to diffusion measurements. Chapter 2 lays down the basic concepts in NMR 
spectroscopy and imaging. Chapter 3 presents the basic concepts in diffusion and diffusion 
NMR. Chapter 4 presents an overview of the techniques available for rapid diffusion NMR 
experiments. Chapter 5 lists possible sources of data corruption in NMR experiments and 
possible ways of preventing it. Chapter 6 describes in detail the theoretical and experimental 
aspects of performing NMR experiments in the steady state mode. Chapter 7 is dedicated to 
the problem of component separation in diffusion measurements. Chapter 8 provides a 
summary of findings and possible directions for future development. Appendices and 
supplementary materials serve to present important, but not not essential findings, and 
derivations as well as sample code for implementing the developed theoretical approaches. 
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1 Introduction 
Diffusion is a type of translational motion producing mass transport in matter. Diffusion 
differs from other types of motion (e.g., advection in liquids or mechanical displacement of 
solid bodies) by producing no bulk displacement [1]. The origin of diffusion is in the random 
motion of particles, comprising the studied medium [2]. As the there is no bulk displacement 
produced by diffusion, the intensity of diffusion can be assessed by measuring the mean 
squared displacement (MSD) of single diffusing particles. Such displacement is time-
dependent, therefore the correct measure of diffusion should be the MSD of a diffusing 
particle per unit time [3]. Diffusion is found in all the principal states, yet significantly differs 
in scale. Gas particles diffuse on the order of 10-5 m2 s-1, in liquids the movement is reduced 
down to 10-9 m2 s-1, finally in solids diffusion is on the order of 10-13 m2 s-1 [4].  
Being related to the motion of particles, diffusion reflects the intrinsic structure of the 
substance [5, 6] it is observed in. Studying diffusion on different time and space scales 
therefore is therefore likely to provide insight into the mechanics of the processes involving 
diffusion. These appear in a variety of scientific and technological applications and processes 
from large-scale water management [7] and steel production [8, 9] to respiration [10] and 
protein interaction [11, 12]. The major reason behind encountering diffusion in such a broad 
range of phenomena is it being often the transport mechanism that allows interaction between 
the components of the process involved [13]. A distinction should be made between the 
different types of diffusion: self-diffusion and mutual diffusion, the two being both labelled 
as diffusion, yet occurring in principally different physical conditions. Self-diffusion is the 
process of a particle being displaced by Brownian motion in a thermodynamically 
homogeneous system, while mutual diffusion requires a chemically heterogeneous system, 
where multiple species are present and a concentration gradient exists [14]. The two are equal 
at infinite dilution, but exhibit different behaviour with increasing concentration [15, 16].  
As the majority of biological processes happen in solutions, biological applications of 
diffusion mostly consider liquid systems or systems with diffusion on a similar scale. This 
does not exclude one or another type of diffusion as both occur in biological phenomena, but 
each particular process usually employs either self- or mutual diffusion [17-19]. An extensive 
biological study of a particular system or process therefore requires a number of methods to 
measure both types of diffusion. This includes both the phenomena studied in vitro (i.e., with 
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the process of interest occurring outside the living organism) and in vivo (i.e., studies of 
living organisms, which includes clinical and pre-clinical studies [20, 21]).  
Self- and mutual diffusion in liquids can be measured by a broad variety of techniques 
including diaphragm cell measurements [22], analytical centrifugation [23, 24], capillary 
tracer methods [25-27], fluorescence correlation spectroscopy [28], attenuated total reflection 
infrared spectroscopy [29], a number of different interferometry methods [30-33], dynamic 
light scattering [34], small angle neutron scattering [35, 36], magnetic resonance 
spectroscopy [37-41] and more [15, 42, 43].  
The list is significantly shortened if only in vivo experiments are considered as most of the 
methods above require significant purification of the studied liquids as well as monitoring 
diffusion in a specifically designed environment. Optical and tracer methods should be also 
excluded from the list as it is often unethical [5] to introduce tracers into the living organism. 
In vivo applications therefore call for the most sample-preserving techniques possible, both in 
terms of non-invasiveness (i.e., the ones, that don’t require introducing anything into the 
studied sample/organism) and non-destructiveness (i.e., where the application of the method 
itself leaves the sample intact). In relation to NMR in biological samples the former is 
provided by the major targets: 1H, 19F, 31P and 13C nuclei being well represented in the 
majority of organic compounds [44]. Performing NMR therefore requires no additional 
particles to be introduced into the system, sample or organism, making it a macroscopically 
non-invasive method. Non-destructiveness is provided by the extremely low energy of the 
interactions used in NMR. A destructive method will be the one able to break down the 
molecular structure of the sample. Consider then the energy of the covalent bonds in organic 
molecules and compare them with the typical energies of the probing radiation used in a 
number of non-invasive methods. The former range from 2.2 eV for S-S bond to 8.5 eV for a 
triple C≡O bond [45], the latter are on the order of 8.3 keV for small angle X-ray scattering 
[46], 1.2 keV for small angle neutron scattering [47] and on the order of 5.4 µeV for the most 
powerful NMR equipment [48]. The difference of more than five orders of magnitude shows 
the radiation in NMR, contrary to the other methods, to be highly unlikely to cause a bond 
destruction when being absorbed by an atom, thus providing a high level of non-
destructiveness of NMR spectroscopy.  
NMR spectroscopy is also a highly non-perturbing measuring method, which can be 
considered as non-invasiveness on a microscopic scale or being able to perform 
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measurements on a system without changing its thermodynamical state. Consider now the 
kinetic energy of a particle [49]. In a broad range of temperatures it varies from 15 meV to 35 
meV which is still orders of magnitude higher than the 5.4 µeV interactions induced my 
NMR measurements. Therefore microscopically NMR measurements do not perturb the 
system thermodynamics, which is critical in biological application as in this case NMR 
measurements can be considered to provide data about the system in its natural state. It 
should be noted that macroscopically NMR measurements can influence the sample 
behaviour, e.g. by dielectric heating, yet these effects are not related to the fundamental 
interactions NMR uses and can be mostly experimentally mitigated. 
NMR diffusion measurements are not only highly sample-preserving and non-perturbing but 
also very versatile allowing measuring both mutual [50-52] and self-diffusion [53-55] in 
liquid [37-41], gaseous [56-58], gel [59], solid samples [60], porous materials [61-64] and 
living organisms [65-67]. Such a variety of applications is provided by a similarly broad 
number of experimental techniques and post-processing methods, tailored for a particular 
purpose and experimental conditions. Most of the self-diffusion NMR measurements are 
rooted in the two basic methods, namely the pulsed gradient PGSE [40] and PGSTE [41], and 
a single-parameter nonlinear regression as the ultimate post-processing step [68]. While such 
an approach is likely to provide a robust self-diffusion coefficient estimate of a variety of 
simple systems exploring the more complicated ones or extracting additional structural 
information calls for the more complicated techniques. These can include either a more 
sophisticated measurement procedure or a complicated post-processing technique or both. 
Specific methods exist tailored for heterogeneous media [69-71], anisotropic media [72-76], 
porous media [63, 64, 77, 78], multicomponent systems [79-82], in vivo studies [83-85] with 
the latter further developing particular approaches to studies of different organs or areas: 
brain [86-88], breast [89-91], abdomen [92-94] and so on. Diffusion NMR method 
development stems therefore in applications and is motivated by the shortcomings displayed 
by the existing techniques when applied to a particular sample, organism or process. These 
downsides can include either complete incompatibility of the technique and the studied 
phenomena, loss of precision, accuracy or both, temporal inefficiency, insensitivity to 
particular effects of interest in the system (e.g., anisotropy or compartmentation) or on the 
other hand extreme sensitivity to the interference intrinsic to the sample or process (e.g., 
heterogeneity, motion, flow or noise). An optimal measurement method will therefore 
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provide the required information about the studied phenomena with required precision in 
relevant time, while avoiding possible experiment interference.  
This set of requirements can yet be an unreasonable one, as there is often an interplay 
between the amount of information obtained, interference (or artefacts) susceptibility and the 
time required for an experiment to be performed [95]. A general scheme of a diffusion NMR 
experiment [96] (relevant for both imaging and spectroscopy experiments) shows the origins 
of such interplay (Figure 1.1). 
 
Figure 1.1 General scheme of a basic diffusion NMR spectroscopic or imaging experiment. The parts in white are 
included into both imaging and spectroscopic measurements. The parts in grey are only relevant to imaging. A single 
step on each level requires repeating all the steps on all the lower levels, e.g., improving the quality of the acquired 
data by averaging 128 experiments together requires 128 single measurements to be made. The order of the levels can 
be modified, yet all of the levels have to present an experiment, although the ‘Quality improvement’ or ‘Multiple 
image acquisition’ can have only a single step and thus can be effectively excluded from the scheme.   
 
An overview of the experiment scheme in Figure 1.1 shows that a basic diffusion NMR 
experiment requires more than a single measurement to be performed. Moreover the number 
of single measurements grows in geometric progression with each level of complexity 
introduced into the experiment. Given a single measurement takes a finite amount of time, the 
total experiment time can easy reach unreasonable values, where a studied system cannot be 
considered stable anymore. This point can be determined either by single measurement 
duration or by total experimental time and varies from minutes [97] to hours [98] for in vitro 
studies and from fractions of a second [99] to hours [100] for in vivo experiments. A basic 
experiment on the other hand might require seconds to hours to complete as there exists a 
limit to which single measurement can be shortened as well as the limit on a minimum 
number of single measurements. This results in the basic experiment design to be 
inapplicable to some of the abovementioned in vivo and in vitro experiments. The 
experimental technique has therefore to be modified in order to account for the specific 
features of particular sample and the measurement time has to be decreased. According to 
Figure 1.1 this can be done through in a number of ways: changing the single acquisition 
technique, so that its duration can be reduced below the limit of the basic experiment, 
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increasing the quality of a single experiment, so that the ‘Quality improvement’ step can be 
omitted or improving the diffusion-sensitization procedure, so that a complete dataset can be 
acquired in less steps. Imaging techniques can be also greatly accelerated by rapid image 
formation techniques [101-105] or improved protocol for multiple image acquisition [106]. 
This thesis considers the first three options for improving the performance of the diffusion 
NMR experiments: reducing the time of a single measurement beyond the standard limits, 
exploring the possibilities of the more efficient diffusion-sensitization and experimental 
options for improving the quality of each particular experiment. When compared to the 
remaining two: improving image acquisition schemes or image ordering in multi-image 
acquisitions the chosen options might provide a smaller reduction in the total imaging time as 
the image formation and multi-image acquisition often account for the larger part of 
acquisitions in imaging experiments. Nevertheless, the chosen methods consider the more 
fundamental connections between NMR and diffusion and can therefore be applied in both 
imaging and spectroscopy. Such a fundamental approach to developing novel diffusion 
measurement method requires a profound insight into the basic aspects of NMR experiments 
as well as considerations about the structure of the diffusion-related applications of NMR. 
Chapters 2 and 3 cover these basic theoretic and practical aspects of diffusion NMR 
measurements with Chapter 2 dedicated to the fundamental aspects of NMR spectroscopy 
and imaging followed by the mathematical description of diffusion and its manifestation in 
NMR experiments in Chapter 3. Temporal efficiency of diffusion NMR experiments and 
some of the methods of to improve it are discussed in more detail in Chapter 4. Chapter 5 
discusses some of the issues that affect the quality of the acquired NMR data and result not 
only in the loss of efficiency but also affect the precision and reliability of NMR diffusion 
measurements. Finally, Chapters 6 and 7 present a number of solutions for improvement of 
temporal efficiency of NMR diffusion experiments. Chapter 6 comprehensively describes a 
method of reducing the single measurement time well below the limits of conventional NMR 
experiments. Methods presented in Chapter 7 employ both, techniques to improve the 
efficiency of diffusion-sensitizing and to mitigate the possible corruption of NMR data. 
Chapter 8 summarizes the findings of Chapters 6 and 7, while presenting the issues that might 
require future attention. Appendices and supplementary materials contain the details of 
derivations that have been omitted for brevity in Chapters 6 and 7 as well as the crucial 
pieces of code that was used to process experimental results in the same chapters.  
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2 Basic NMR concepts 
The first step in developing a novel measurement technique is to get familiar with the basic 
concepts of the phenomena behind the chosen method. This chapter presents the fundamental 
aspects of nuclear magnetic resonance and magnetic resonance imaging. The basic notions of 
magnetization, precession, relaxation, excitation and acquisition are briefly explained in the 
first section. The second section of the chapter is a short review of the concepts behind basic 
magnetic resonance imaging including the notions of spin density, encoding, k-space and 
image weighting. These will be extensively used in the further chapters dedicated to the novel 
measurements method development.  
2.1 Basic NMR theory 
The effect of nuclear magnetic resonance is rooted in the spin, the quantum property of the 
nucleus and its interaction with an external magnetic field [107]. In a spin ensemble (i.e. 
when a sufficiently large number of spin-bearing particles of similar origin is observed which 
is almost always the experimental reality) such interactions can be approximated by a 
macroscopic model of a magnetic moment (M) interacting with a static magnetic field 
(usually denoted as B0) [108]. This approximation gives rise to a set of differential equations, 
governing the majority of NMR experiments: the Bloch equations [109]. The simplest form 
of the Bloch equations describes free precession of the macroscopic magnetization around the 
direction of the external magnetic field (aligned along the Z axis here for simplicity) 
 
0
0
0,
X
X
Y
Y
Z
M M B
t
M M B
t
M
t
γ
γ
∂
=
∂
∂
= −
∂
∂
=
∂
  (2.1) 
where γ is the gyromagnetic ratio of the studied nucleus and MX,Y,Z are the X, Y and Z 
components of the macroscopic nuclear magnetization in the laboratory frame of reference. 
As the Z-magnetization is aligned along the external static field it is often called the 
longitudinal magnetization, while MX and MY can be combined to form a complex transverse 
magnetization (MT) as MT(t)=MX(t)+iMY(t).  
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The solution of the system of equations (2.1) describes the magnetization rotating around Z-
axis with a constant Z component, 
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0 0
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( ) (0),
X X Y
Y Y X
Z Z
M t M t M t
M t M t M t
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ω ω
ω ω
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= −
=
  (2.2) 
where ω0=γB0 is the rotation or Larmor frequency of the nucleus in question. As there is a 
direct proportionality between the frequency and the magnetic field, the former may be used 
as a measure of the latter (e.g., in NMR magnetometers [110, 111] or in NMR spectrometers, 
where the magnetic field strength is often characterized by ω0 of the 1H nucleus in the 
produced magnetic field [48]).  
The system of equations (2.2) can be rewritten in terms of longitudinal (i.e., aligned along Z-
axis) and transverse (i.e., located in the X-Y plane) magnetization, 
 
0( ) (0)
( ) (0).
i t
T T
Z Z
M t M e
M t M
ω−=
=
  (2.3) 
This rotating magnetization will cause magnetic field flux changes which, following 
Faraday’s law, will cause an oscillating current (i.e., the NMR signal) in a conducting loop 
[112]. Detecting this current is presently the most common way of observing the NMR effect 
(although different ways exist [113, 114]). The magnitude of the detected current is 
proportional to MT(t) therefore a theoretical description of magnetization behaviour can be 
tested by comparing it to an experimentally acquired NMR signal. The signal is commonly 
recorded against a reference frequency, which is equivalent to solving the Bloch equations in 
a rotating reference frame with the axis of rotation being the axis of magnetization rotation. If 
the frequency of the frame rotation is ω, then the magnetization behaviour in the new 
coordinates x, y and z can be described by    
 
0 0
0 0
( ) (0)cos(( ) ) (0)sin(( ) )
( ) (0)cos(( ) ) (0)sin(( ) )
( ) (0).
x x y
y y x
z z
M t M t M t
M t M t M t
M t M
ω ω ω ω
ω ω ω ω
= − + −
= − − −
=
  (2.4) 
A particularly convenient case arises if ω=ω0, such that all the components of magnetization 
are stationary [115]. Any deviation from ω=ω0, due to local (i.e., at the molecular scale) 
deviations in magnetic field strength B0, produces a magnetization rotating at ω0 – ω and thus 
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results in spectral components at that frequency in the detected signal. Therefore, while the 
magnetization behaviour is usually analysed in the time domain, the signal it generates is 
more conveniently analysed in the frequency domain, as signals with different frequencies 
are separated after the Fourier transform. The magnitude of such frequency deviations 
depends on the source of the magnetic field perturbation with a multitude of possibilities 
available from non-ideal experimental conditions to specific subatomic interactions.   
The magnetization precession described by Eqs. (2.2) or (2.3) is affected by damping factors 
(referred to as relaxation), arising mainly from the spin interactions with other spins (i.e., T2 
relaxation) and spin populations reaching equilibrium distributions (i.e., T1 relaxation). These 
cause additional terms in the Bloch equations. Written in the rotating frame of reference these 
are [116] 
 
2
2
0
1
.
x x
y y
zz
M M
t T
M M
t T
M MM
t T
∂
= −
∂
∂
= −
∂
−∂
=
∂
  (2.5) 
Or for transverse and longitudinal magnetization 
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M0 is the thermodynamic equilibrium magnetization value and T1 and T2 are the longitudinal 
and spin-spin relaxation time constants, which are specific to a sample and govern the 
restoration of the magnetization to its equilibrium state if it is displaced from that state. Such 
displacement can be achieved by applying a rapidly oscillating magnetic field pulse along a 
particular direction at the frequency close to the Larmor frequency which forces the 
magnetization to rotate along a new direction [117]. As the carrier pulse frequency (and the 
Larmor frequency as well) lies in the radiofrequency band, the pulse is often referred to as a 
radiofrequency (RF) pulse. If the rotating frame is chosen to rotate at the pulse carrier 
frequency the latter will be represented in the rotating reference frame as a constant magnetic 
field (B1). The static magnetic field B0 can be shown to suffer a reduction in the rotating 
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frame (to account for the reduction of its rotation frequency from ω0 to ω0 – ω) down to a null 
value if the frame rotation frequency is exactly the Larmor frequency [118]. Thus, in the 
rotating frame the B1 field is greater than the reduced B0 field and determines the axis of 
magnetization rotation. Therefore during the RF pulse magnetization in the rotating frame 
precesses around B1 (or around the vector sum of B1 and the reduced B0 if the frame rotation 
frequency is not exactly ω0, see Figure 2.1). The two combined rotations (around B1 in the 
rotating frame and the frame rotation around B0) put magnetization in a complicated 
movement pattern referred to as nutation.  
 
 
Figure 2.1 Effective fields in the rotating frame. (a) static and RF fields in the laboratory reference frame. The 
presented fields are not up to scale, as B0>>B1. (b) in a rotating reference frame magnetization interactions with the 
static field can be described as interactions with Breduced <<B0. If an RF pulse is applied an additional B1 field appears 
and the magnetization rotates around the vector sum of B1 and Breduced, i.e., Beffective. 
 
A common assumption is that if the pulse is sufficiently short, strong and tuned to the Larmor 
frequency, relaxation and magnetic fields other than that of the pulse itself can be neglected. 
Then one can speak of a pulse along a particular direction (x, y or a linear combination of 
those). The cumulative effect of such a pulse on the magnetization in the rotating frame is the 
rotation of the magnetization vector from the equilibrium state around the direction of the 
pulse. The measure of such a rotation (the angle between the equilibrium magnetization and 
the direction of the rotated magnetization) is termed the ‘flip angle’ (Figure 2.2). Almost all 
of the NMR experiments can be described by the order, direction, flip angle, timing of RF 
pulses and data acquisition schemes forming the NMR experimental unit, otherwise referred 
to as a ‘pulse sequence’ (see Figure 2.3). 
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 Figure 2.2 The effect of the radiofrequency pulse on the z component of the magnetization in the rotating reference 
frame. (a) longitudinal magnetization before the RF pulse. (b) longitudinal magnetization is transformed into 
longitudinal and transversal components by a radiofrequency pulse with flip angle of θ. 
 
 
Figure 2.3 A simple depiction of an NMR pulse sequence. The diagram comprises depictions of an RF pulse, gradient 
pulse and signal acquisition. RF pulses are commonly represented in a diagram on a separate time axis and are 
presented with the flip angle value (π/2 in this case). The acquisition window is represented by an oscillating NMR 
signal (the ‘free induction decay’ (FID) in this case) either on an RF or on a separate time axis. More axes can be 
added to represent gradient pulses (labelled G here), decoupling RF pulses and any other events that require correct 
experimental timing. The first RF pulse in the sequence (typically the excitation pulse that tips the longitudinal 
magnetization into the x-y plane) is usually considered to be the zero time point for the sequence. 
 
2.2 Magnetic field gradients 
A common element of many pulse sequences [119] is the magnetic field gradient pulse (see 
Figure 2.3). The gradient pulse aims to produce a controlled temporary distortion in the z 
component of the static magnetic field. In the majority of applications the desired field 
distortion is linear along a particular direction (i.e., a spatially constant field gradient G needs 
to be created), so that the total z component of the field during the gradient pulse is 
 0B B= + ⋅G r , (2.7) 
where r is the spatial coordinate in the laboratory frame. 
According to Maxwell equations such field is impossible as in the region without currents 
 0∇ ⋅ =B   (2.8) 
and 
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 [ ] 0∇× =B , (2.9) 
where ∇ is the gradient operator. Assuming the presence of z-component of B only and using 
Eq. (2.7) for the z-component of B on the other hand leads to 
 ZG∇ ⋅ =B  (2.10) 
and 
 [ ]
0
Y
X
G
G
 
 ∇× = − 
 
 
B  , (2.11) 
where GX,Y,Z are the X, Y and Z components of the gradient vector. The Maxwell equations 
can be satisfied then by introducing additional field components along X and Y axes [120] 
 
0
X Z
Y Z
G Z G X
G Z G Y
B
η
χ
− 
 = − 
 + ⋅ 
B
G r
,  (2.12) 
where η and χ should satisfy 
 1η χ+ = . (2.13) 
The newly introduced field components are referred to as concomitant field. The total 
magnitude of the magnetic field in the presence of the concomitant fields will not follow the 
desired Eq. (2.7), but rather according to Eq. (2.12) will be 
 ( ) ( ) ( )2 2 20 Y Z X ZB B G Z G Y G Z G Xχ η= + ⋅ + − + −G r .  (2.14) 
As in NMR the major input to B comes from B0, Eq. (2.14) can be expanded in Taylor series, 
resulting in [121] 
 0 ( , , , )cB B B X Y Z t= + ⋅ +G r ,  (2.15) 
where Bc(X,Y,Z,t) is the total magnitude of concomitant fields. Bc(X,Y,Z,t) grows 
proportionally to the second power of the gradient pulse magnitude |G| and decreases 
proportionally to B0. The latter causes Eq. (2.15) to converge to Eq. (2.7) as the main static 
field strength goes up. Thus, unless a combination of low field strengths and/or high gradients 
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is involved into an NMR experiment, an approximation of a single field gradient being 
present during a gradient pulse can be accepted. Otherwise the errors introduced by 
concomitant fields can be treated [121] similarly to the ones introduced by eddy-currents (see 
Section 5.1 for more details on eddy-currents). 
The presence of the magnetic field gradient changes the behaviour of macroscopic transverse 
magnetization and therefore, the Bloch equations by introducing spatial dependency, and 
therefore leading to the partial differential equations, 
 
2
( )T T T
M M i M
t T
γ
∂
= − − ⋅
∂
G r   (2.16) 
 0
1
zz M MM
t T
−∂
=
∂
.   (2.17) 
Additional interactions can then be accounted for by adding corresponding terms to these 
equations, e.g., flow, random molecular motion, interaction with B1 field etc. Yet the spatial 
dependence in Eq. (2.16) alone provides the foundation for NMR imaging often referred to as 
MRI [122, 123]. 
2.3 Basics of MRI 
In the simplest imaging experiment the spin density spatial distribution (ρ) is determined 
from the acquired NMR signal [124]. This can be done as the equilibrium magnetization M0 
(aligned along Z) is proportional to the spin density ρ, the transverse magnetization is 
proportional to the equilibrium magnetization and the acquired signal is proportional to the 
transverse magnetization, thus there is proportionality between the acquired NMR signal and 
the spin density of the sample. Assuming for a moment the relaxation terms are negligible 
and the gradient G is constant the acquired signal (s(t)) according to Eq. (2.16) will be [125] 
 ( ) ( )( ) (0) ( )i t i tTs t M e d e d
γ γρ− ⋅ − ⋅∝ ∫ ∫G r G rr r r− .  (2.18) 
Eq. (2.18) can be rewritten as 
 ( ) ( , , ) X Y Zi G Xt i G Yt i G Zts t X Y Z e e e dXdYdZγ γ γρ − − −∝ ∫∫∫ ,  (2.19) 
Note, that Eq. (2.19) has the form of the 3D inverse Fourier transform of the function 
ρ(X,Y,Z) from spatial to time domain scaled by a factor of γGi. Therefore applying a Fourier 
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transform to the acquired signal should provide the original function ρ(X,Y,Z) and thus 
determine the spin density distribution in the sample. 
Experimentally, it is often more convenient to determine only a 2D distribution of spatial 
magnetization within a plane or a slice with the plane in question being selected by applying 
a gradient during the excitation pulse [126]. According to Eq. (2.7) this creates a distribution 
of magnetic field (B(r)) along a chosen direction and therefore a distribution of resonance 
frequencies (ω(r)) along the same direction (see Figure 2.4 a, b). As the interaction between 
the spins and the RF pulse happen only at the resonance frequency (i.e., at ω(r)=ω0), only 
magnetization located in the region where B(r)=B0 will be excited [127]. According to 
Eq. (2.7) B(r)=B0 holds true only if G∙r=0, which is an equation of a plane perpendicular to 
the gradient direction [128]. Therefore applying an RF pulse in the presence of a field 
gradient should result in an excitation occurring only in a specific plane. Yet as any RF pulse 
is not strictly monochromatic, but contains a range of frequencies it will affect magnetization 
in a finite width slice (see Figure 2.4 c). The shape and width of the excited profile in turn 
depends on the shape of the excitation pulse [129, 130], which allows classifying pulses into 
’hard pulses’ with a broad band excitation and ‘soft pulses’ with a narrow band excitation 
[118]. 
If a selected slice is thin enough the distribution of spin density within a slice is constant and 
Eq. (2.19) can be reduced to a 2D case 
 ( ) ( , , ) X Yi G Xt i G Yts t X Y Z e e dXdYγ γρ − −∝ ∫∫ .  (2.20) 
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 Figure 2.4 Slice-selection procedure. (a) When a gradient pulse is applied along a particular direction (Z here) a 
linear distribution of magnetic field strength is created according to Eq. (2.7). (b) The distribution of the magnetic 
field results in a linear distribution of the Larmor frequencies along the gradient direction. At a particular point 
B=B0 holds true and thus ω(Z)=ω0 holds true. (c) An RF pulse applied in the presence of a gradient pulse will 
therefore excite only a part of magnetization, which lies in a region, where ω(Z)=ω0. 
 
Note, that in Eq. (2.20) s(t) is a function of a single variable, which implies its Fourier 
transform should also be a function of single variable. Indeed, a simple coordinate transform 
in Eq. (2.20) or rewriting Eq. (2.18) in a reference frame with one of the axes aligned along 
the gradient direction results in  
 ( ) ( ) i Grts t r e drγρ −∝ ∫ ,  (2.21) 
where r is an axis co-aligned with the gradient vector. Physically this means that the Fourier 
transform of a single signal acquired in the presence of a gradient will yield a projection of 
the spin density on the gradient direction. A signal as a function of two variables should then 
be obtained in order to use the Fourier transform of Eq. (2.20) for imaging experiments. It 
should be noted, that time (t), being the reciprocal variable of the coordinates in the desired 
Fourier transform enters Eq. (2.20) always as a product with GX or GY. This allows the notion 
of k-space to be introduced [131, 132]. A point in k-space is characterized by a k-vector 
defined as 
14 
 
 
0
( ) ( )
t
t t dtγ ′ ′= ∫k G   (2.22) 
or for a constant gradient G 
 ( )t tγ=k G .  (2.23) 
This allows rewriting Eq. (2.20) in k-space terms 
 ( )( ) ( , , ) is X Y Z e dρ − ⋅∝ ∫∫ k rk r   (2.24) 
or by expanding the dot product 
 ( , ) ( , , ) X Yik X ik YX Ys k k X Y Z e e dXdYρ
− −∝ ∫∫   (2.25) 
where kX and kY according to Eq. (2.23) are simply γGXt and γGYt. Note, that Eq. (2.25) 
represents the signal as a 2D function of kX and kY which, if Fourier transformed, should yield 
the spatial distribution of the spin density in the selected slice. Obtaining the complete 
function s(kX,kY) (often referred to as ‘filling the k-space’) is then a primary aim of a 
successful Fourier transform based imaging method. 
Consider a pulse sequence with a single soft excitation pulse and three gradient pulses active 
at different time: GZ is only active during the excitation, GY is active for a fixed time τ prior to 
acquisition and GX is active during the acquisition (Figure 2.5 a). GZ will be left out of the 
scope in the following as it serves only to provide slice selection and reduce a 3D problem to 
a 2D problem. According to Eq. (2.22) the GY gradient pulse provides a kY=γGYτ offset for 
the acquired signal in the k-space. The NMR signal s(t) is then acquired during the GX 
gradient pulse. Acquisition in the presence of a gradient renders the acquired signal s(t) to be 
a function of kX and for a fixed kY s(t) becomes s(kX,kY). Therefore by performing the 
experiment multiple times and recording the NMR signal at different values of GY a series of 
sections through k-space can be obtained (Figure 2.5 b). 
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 Figure 2.5 (a) An example of a basic three-dimensional imaging pulse sequence. The sequence starts with a soft 
excitation pulse along with a slice-selection gradient pulse (GZ), followed by a phase encoding gradient pulse (GY) with 
two different gradient values shown by dotted and dashed lines and a frequency encoding gradient pulse (GX) active 
during the acquisition process. (b) k-space filling trajectories corresponding to the signals acquired after two 
different values of the phase encoding gradient. 
 
The sections through k-space do not represent the continuous 2D function s(kX,kY) required to 
perform the Fourier transform, yet a truly continuous function cannot be obtained since the 
recorded signal s(t) is recorded at a discrete number of time points (or according to Eq. (2.22) 
– at a number of kX values). Therefore a combination of signal acquisition in the presence of 
the gradient pulse GX [124] preceded by application of the gradient pulse GY with the 
amplitude of GY varied between experiments [133] allows obtaining a discrete representation 
of the function s(kX,kY). The two processes are correspondingly referred to as ‘frequency 
encoding’ and ‘phase encoding’ (note, that the choice of X, Y and Z axes for frequency 
encoding, phase encoding and slice selection is completely arbitrary, thus it is more common 
to refer to the axes and the corresponding gradient pulses according to their function, i.e., the 
‘frequency encoding’, the ‘phase encoding’ and the ‘slice-selection’ axes or gradient pulses). 
Having acquired the discrete representation of s(kX,kY) it is possible to perform a 2D discrete 
Fourier transform and thus obtain the discrete representation of the spin density distribution 
function ρ(X,Y,Z), i.e., a digital image of a cross-slice through a sample. 
Note, that the procedure of image acquisition was derived completely from Eq. (2.16), with 
the relaxation terms left out. If the acquisition process is much faster than the relaxation 
process, the two are usually considered independent and relaxation is included in the ρ(X,Y,Z) 
function, which then can be expanded into [134]  
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 ( ) 1 1 2 2( , , ) ( (, , , , )) ( ( , , ))X Y Z f T X Y Z f T XY ZX Z Yρρ ′= ⋅ ⋅   (2.26) 
where ρ’(X,Y,Z) represents the true spin density distribution and f1 and f2 are the functions of 
T1 and T2, the exact form of which is determined by the experimental pulse sequence. Eq. 
(2.26) in turn provides the basis for the classical clinical medical imaging, as by enhancing or 
diminishing the impact of either f1 or f2 function one obtains images influenced (or 
‘weighted’) by either T1 or T2, which is the primary mechanism of distinguishing different 
tissues in an image [126]. Eq. (2.26) also shows that additional terms in Eq. (2.16) are likely 
to independently affect the acquired signal and thus provide additional weighting possibilities 
for both imaging and spectroscopy applications. A particular set of terms allowing weighting 
the images by the intensity of molecular motion will be presented in the following chapter.  
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3 Basic concepts of diffusion 
Diffusion measurements by NMR (including both NMR spectroscopy and diffusion-weighted 
MRI) are based on the interplay between the gradient terms in the Bloch equations introduced 
in Section 2.1 and diffusion terms, describing random thermal particle motion. The spatial 
derivatives in the Fick’s laws and the Bloch equations tie the two types of terms together, 
allowing one to influence another. While mathematically the result of integrating Bloch 
equations is equally (but not identically) dependent on both, gradient pulses in the sequence 
and diffusion, NMR does not perturb the thermodynamical state of the system, therefore the 
information flow in the experiment is unidirectional: the molecular motion through the scope 
of the gradient pulses manifests itself in the acquired NMR signal. This chapter follows the 
same pathway: from the laws describing diffusion itself to its encoding and decoding 
procedures in NMR experiments. 
3.1 Basic theory of diffusion 
Self-diffusion can be mathematically described by Fick’s second law [135], i.e. 
 
( , ) ( , )c t c t
t
∂
= ∇ ⋅ ⋅∇
∂
r D r ,  (3.1) 
where c(r,t) is the spatio-temporal concentration distribution of the diffusing substance, D is 
the mutual diffusion tensor and ∇ is the gradient operator. Fick’s second law is a direct 
consequence of the law of conservation of mass and the first Fick’s law 
 ( , )c t= − ∇J D r   (3.2) 
which relates the diffusive flux J to the concentration gradient. Assume the particles are 
diffusing out of some arbitrary enclosed volume V. The rate of change of the number of 
particles is then 
 ( , )
V
c t dV
t
∂
∂ ∫ r .  (3.3) 
The law of conservation of mass states that the rate of change of the number of particles 
within the volume equals the integral of the flux over the surface ∂V enclosing the said 
volume (assuming no mass sources are present in the volume), or mathematically 
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 ( )( , )
V V
c t dV dA
t ∂
∂
= − ⋅
∂ ∫ ∫r J n ,  (3.4) 
where n is the unit vector normal to the surface and dA is the surface element integration 
variable. The divergence theorem allows transforming the surface integral as 
 ( )
V V
dA dV
∂
⋅ = ∇ ⋅∫ ∫J n J .  (3.5) 
Combining Eqs.(3.2) – (3.5) results in 
 ( , ) ( , )
V V
c t dV c t dV
t
∂
= ∇ ⋅ ⋅∇
∂ ∫ ∫r D r ,  (3.6) 
yet as the volume was an arbitrary volume, Eq. (3.6) is volume-independent and will only be 
true if the integrated expressions are equal, which gives exactly Fick’s second law (Eq. (3.1)). 
Note, that while Fick’s laws describe mutual diffusion, NMR is particularly aimed at 
measuring self-diffusion, which are two distinctively different kinds of motion as noted in 
Chapter 1. Eq. (3.1) describes the motion of the medium along the concentration gradient, 
while self-diffusion refers to stochastic thermal motion in a homogeneous medium. Yet Eq. 
(3.1) can be rewritten [39] to describe self-diffusion of a single particle in probability terms 
by using the notion of the diffusion propagator P(r0,r1,t), which is the probability of 
observing a particle moving from position r0 to r1 in time t. Thus Eq. (3.1) becomes 
 0 1 0 1
( , , ) ( , , )P t P t
t
∂
= ∇ ⋅ ⋅∇
∂
r r D r r ,  (3.7) 
where (and everywhere further on) D is the symmetric self-diffusion tensor (or simply the 
diffusion tensor). Eq. (3.7) is the primary equation that allows obtaining the diffusing particle 
MSD. The latter can serve as a characteristic parameter of the studied medium. For free 
Gaussian diffusion the solution of Eq. (3.7) can be obtained through Fourier transform and 
reciprocal space representation [37] and for the case of anisotropic diffusion it is 
 ( ) ( ) ( )
2 2 2
1 0 1 0 1 0
0 1 3 3
1( , , ) exp
4 4 464 X X Y Y Z ZX X Y Y Z Z
X X Y Y Z Z
P t
D t D t D tt D D Dp ′ ′ ′ ′ ′ ′′ ′ ′ ′ ′ ′
 ′ ′ ′ ′ ′ ′− − −
= − − − 
 
 
r r ,  (3.8) 
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where Dii with i=X’,Y’,Z’ are the diagonal components of the diffusion tensor in the diffusion 
tensor principal axes frame. The MSD can then be found for each axis by calculating the 
average second moment of the propagator on a corresponding axis, which results in a value of 
2Diit for each axis in the case of anisotropic diffusion or a total square displacement of 6Dt 
for the isotropic case. 
In cases where the medium is homogeneous on the MSD scale a macroscopic hydrodynamics 
approach to diffusion can be used. As Eq. (3.1) is derived based on the conservation of mass 
law, the hydrodynamics approach to self-diffusion is likely to yield a similar result. Indeed, 
the equation for the diffusion of spin-containing liquid (disregarding bulk flow, interactions 
with magnetic field and ordering effects) is [136] 
 
t
∂
= ∇ ⋅ ⋅∇
∂
M D M .  (3.9) 
Eq. (3.9) allows the diffusion terms to be introduced in the Bloch equations (Eqs. (2.16) and 
(2.17)) and bind magnetization dynamics with particle motion. Theoretically, the binding 
should produce a back-action, where an inhomogeneous magnetic field exerts a force on the 
magnetized liquid and thus changes its dynamics, yet the energy of such interaction reaches 
the order 2 µeV [137, 138] for the highest magnetic fields available for NMR which can be 
readily neglected compared to 15 to 35 meV (see Section 1) energies of the thermal motion. 
Eq. (3.9) can therefore be added to the Bloch equations without additional terms to describe 
the medium response to the applied gradient. 
3.2 Diffusion manifestation in NMR experiments 
Combining Eqs. (2.16) and (2.17), which are written under the assumption of stationary 
particles with Eq. (3.9) describing the diffusive particle behaviour results in a modified set of 
equations including both microscopic motion and homogeneous and inhomogeneous 
magnetic field interactions. The modified Bloch equations with the effect of the diffusion 
taken into account (or the Bloch-Torrey equations [139]) take form of 
 
2
( )T T T T
M M M i M
t T
γ
∂
= − + ∇ ∇ − ⋅
∂
D G r   (3.10) 
 0
1
zz
z
M MM M
t T
−∂
= + ∇ ∇
∂
D .  (3.11) 
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The basic solution of Eq. (3.10) is sought [40, 139] as the solution of Eq. (2.16) with 
temporally dependent amplitudes and is represented as  
 2 2
, , , ,0 0
( ) (0) exp exp
t t t
T
T T k kj j
k X Y Z j X Y Z
M t M e i dt F D F dtγ γ
−
= =
   
′= − ⋅ −   
   
∑ ∑∫ ∫G r   (3.12) 
where Fk and Fj are the phase gain terms defined as 
 
0
( ) ( )    with   , ,
t
i iF t G t dt i X Y Z′ ′= =∫  . (3.13) 
For a simplified case of isotropic diffusion Eq. (3.12) can be rewritten as 
 2 2 2
0 0
( ) (0) exp exp
t t t
T
T TM t M e i dt D F dtγ γ
−    
′= − ⋅ −   
   
∫ ∫G r   (3.14) 
where  
 2 2 2
0
( )
t
X Y ZF t G G G dt′= + +∫   (3.15) 
and D is the isotropic self-diffusion coefficient or D=Tr(D). 
As the diffusion-related exponential terms in Eqs. (3.12) and (3.14) are real and negative the 
overall effect of diffusion on the transverse magnetization would be in reducing its absolute 
value, which in turn leads to a diminution of the detected NMR signal. Yet, according to Eqs. 
(3.12) or (3.14), the transverse magnetization cannot be detected in a straightforward manner, 
as the effects of the gradient pulse application also appear in the intermediate exponential 
term. As the term is complex, it affects the magnetization by inducing a complex phase shift, 
which according to Eqs. (3.12) and (3.14) is spatially dependent and periodic (this gradient 
effect is often referred to as the gradient-induced magnetization helices in the sample [140]). 
The magnetization wound in helices is unavailable for registration, as experimentally the 
magnetization from the whole sample contributes to the NMR signal, and being wound in 
periodic helices its vector sum is zero. To rectify this, application of the gradient pulses in 
NMR experiments is in most cases used in conjunction with a technique to reverse the 
abovementioned direct effect of the gradient pulse [141] by inverting the magnetization itself 
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with spin-echo (SE) or stimulated echo (STE) sequences [142], resulting in PGSE and 
PGSTE pulse sequences correspondingly (Figure 3.1).  
 
 
Figure 3.1 PGSE (a) and PGSTE (b) pulse sequences for diffusion measurements. Pulse sequences comprise a π/2 
excitation pulse, a winding (encoding) gradient pulse (arrow up), a mean to invert the effect of the encoding pulse (a π 
pulse in PGSE case and a pair of π/2 pulses in PGSTE case) and an unwinding (decoding) gradient pulse (arrow 
down). According to Eq. (3.14) the winding and unwinding gradient pulses of the same sign should provide double 
the amount of winding, yet the presence of the inversion between them effectively negates the winding phase gain and 
allows the unwinding gradient to reduce the total accumulated phase to zero. Note that the inversion effect leads to 
refocusing of the other phase gains, e.g., the ones caused by local field inhomogeneities [143].  
 
Having successfully refocused the direct effect of the gradient pulse at some time point τ, one 
acquires an NMR signal with amplitude proportional to MT(τ). According to Eqs. (3.12) and 
(3.14) with respect to the complete refocusing of the gradient-induced phase shift the 
acquired signal is proportional to 
 2 2 2
0
( ) (0) expTTs M e D F dt
t t
t γ
−  
′∝ − 
 
∫  (3.16) 
or in the case of anisotropic diffusion 
 2 2
, , , ,0
( ) (0) expTT k kj j
k X Y Z j X Y Z
s M e F D F dt
t t
t γ
−
= =
 
′∝ − 
 
∑ ∑∫ .  (3.17) 
Eqs. (3.16) and (3.17) show that diffusion (through D or Dij) and magnetic field gradients 
(through F and Eq. (3.15) or Fij and Eq. (3.13)) effects are strongly intertwined in the 
acquired NMR signal. Moreover, the diffusion effect is indeed independent of the relaxation 
effects, as was suggested in Section 2.3: diffusion manifests itself in NMR experiments as an 
additional weighting of the signal magnitude. This alone can be used in in vivo imaging for 
better lesion visualization based on the diffusion-related attenuation (i.e., by diffusion-
weighted imaging or DWI [144-146]) rather than conventional T1 or T2 image weighting 
[147-149]. Note that Eqs. (3.16) and (3.17) have to be written as proportionality equations 
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due to diffusion manifesting itself in the NMR signal alongside with T2 relaxation, sample 
spin density distribution (through MT(0)) and a number of measurement apparatus related 
coefficients [150]. Diffusion measurements on the other hand require in their simplest form 
the diffusion coefficient D or the diffusion tensor elements Dij to be explicitly obtained. Eqs. 
(3.16) and (3.17) do not allow direct derivation of the diffusion properties, yet introducing an 
additional experimental step resolves this complication and provides the basis for diffusion 
NMR measurements. 
3.3 Basic design of diffusion NMR experiments 
According to Eqs. (3.16) and (3.17) the effect of diffusion in a pulse sequence employing a 
pair of gradient pulses is a partial reduction or attenuation of the acquired NMR signal. 
Attenuation on the other hand is a relative quality which assumes the presence a reference 
value, which in Section 3.2 was assumed to be the signal magnitude without the effects of 
diffusion. Eqs. (3.12) – (3.15) provide a simple method of obtaining such a reference value. 
Applying the gradient pulses with GX=GY=GZ=0 (i.e., removing the gradient pulses from the 
pulse sequence, while keeping the pulse sequence timing unchanged) sets the Fi and F terms 
in Eqs. (3.16) and (3.17) to zero and provides in both cases a reference signal proportional to 
 20 ( ) (0)
T
Ts M e
t
t
−
∝ .  (3.18) 
The diffusion-related signal attenuation (E) can then be derived from Eqs. (3.16) to (3.18) for 
cases of isotropic 
 2 2
0 0
( ) exp
( )
sE D F dt
s
tt
γ
t
 
′= = − 
 
∫   (3.19) 
or anisotropic diffusion. 
 2
, , , ,0 0
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The two equations are more commonly written in a shorthand form as 
 ln( )E Db= −   (3.21) 
for isotropic diffusion and 
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for anisotropic diffusion. Here b is the 3×3 matrix with elements bij defined according to Eq. 
(3.20) by 
 2
0
( ) ( )ij i jb F t F t dt
t
γ ′ ′ ′= ∫   (3.23) 
and b is given by 
 2 2
0
( )b F t dt
t
γ ′ ′= ∫ .  (3.24) 
For a pulse sequence with a known gradient waveform Gi(t) with i=X, Y, Z, the elements of 
matrix b (being a proper second order tensor, but usually referred to as the ‘b-matrix’) or 
value b (referred to as the ‘b-value’) can be found by integrating Eqs. (3.13), (3.15), (3.23) 
and (3.24). For PGSE or PGSTE pulse sequences with rectangular (or block) gradient pulses 
(Figure 3.2) the b-value is then [40] 
 2 2 2
3
b g δγ δ  = ∆ − 
 
. (3.25) 
 
 
Figure 3.2 PGSE (a) and PGSTE (b) pulse sequences in context of diffusion measurement experiments. Essential 
timing parameters (gradient pulse length δ and gradient pulse separation ‘diffusion’, ‘mixing’ or ‘evolution’ time ∆) 
and gradient pulse amplitudes (g in this case) are provided. The striped pulses show that the gradient pulse amplitude 
is varied from experiment to experiment in order to acquire one or multiple reference measurements. Note, that 
according to Eqs. (3.21), (3.24) and (3.25) it is the gradient pulse waveform (i.e., the combination of gradient pulse 
shapes, timing and amplitudes) that controls the diffusion-related attenuation in the acquired NMR signal. 
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For the isotropic diffusion having acquired two NMR signals s(τ) and s0(τ) and being able to 
calculate the b-value (e.g., according to Eq. (3.25)) leads directly to obtaining the diffusion 
coefficient as 
 ln( )ED
b
= − .  (3.26) 
Note, that according to Eq. (3.16) acquisition of s0(τ) doesn’t have to be performed with zero 
gradient values, but with any values different to the ones used during s(τ) acquisition. In that 
case the diffusion coefficient can be obtained as 
  
 
0
ln( )ED
b b
= −
−
,  (3.27) 
where b0 is the b-value during the reference s0(τ) acquisition. 
The anisotropic diffusion case can be solved in a similar manner. Eq. (3.22) shows that the 
diffusion-related attenuation is a linear combination of six unknown Dij elements of the 
diffusion tensor with bij as linear combination coefficients. Therefore it is possible to 
construct a linear system of independent equations by using seven measurements (i.e., with 
six non-parallel gradient directions and a reference signal) and solve it by matrix inversion 
[151], thus obtaining the complete diffusion tensor D. 
The presented solutions for both isotropic and anisotropic cases are unfortunately extremely 
sensitive to noise. Therefore in practice a significantly larger number of measurements are 
usually obtained and then used in nonlinear fitting procedures [38, 151] resulting in a number 
of data points determining a particular curve, the diffusion attenuation curve.  
The necessity to acquire an increased number signals (or ‘scans’) by repeating the same pulse 
sequence with different sets of gradient values introduces an additional factor impeding the 
diffusion NMR and DWI experiments: time between consecutive scans. The reasons that time 
interval interferes with diffusion measurements and ways this problem can be overcome are 
discussed in the following chapter. 
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4 Temporal efficiency of NMR diffusion 
measurements 
Diffusion NMR measurements, DWI, diffusion tensor imaging (DTI) described in Section 3.3 
as well as diffusion spectrum imaging (DSI) [152], Q-ball imaging [153] and other high-order 
diffusion measurement techniques [154] all require a number of scans to be acquired before 
diffusion-related information can be extracted from the obtained data. A brief comparison of 
Eqs. (3.16), (3.17) and (3.18) shows that a number of assumptions are made to allow the 
derivation of Eqs. (3.21), (3.22) and similar expressions for higher order diffusion 
measurement methods. The assumption of MT(0) being the same in both measurement and 
reference experiments will be of particular interest now. MT(0) according to Eqs. (3.12) and 
(3.14) is the value of transverse magnetization in the very beginning of the pulse sequence. In 
a single experiment this transverse component of magnetization was assumed to appear due 
to the excitation pulse tipping the equilibrium longitudinal magnetization into the transverse 
plane (see Section 2.1). In order for MT(0) to be consistent in all the following diffusion 
measurements the transverse magnetization needs to be reduced to zero and the longitudinal 
magnetization must be returned to the equilibrium state. According to the system of equations 
(2.6) relaxation accounts for both processes and for a π/2 excitation pulse 
 20( )
t
T
TM t M e
−
=   (4.1) 
and 
 10( ) 1
t
T
zM t M e
− 
= −  
 
.  (4.2) 
Mathematically after an excitation has occurred the desired state of MT = 0, Mz = M0 can be 
achieved only in the limit of t→∞. A practical convention [155] is that a 5×T1 delay 
(although smaller recovery times of the order of 3×T1 are also being accepted for some 
applications [156]) is enough for longitudinal magnetization to recover. According to Eqs. 
(4.1) and (4.2) in that case Mz/M0 >0.99 and as T2 in liquids is usually less than T1 [157], 
MT/M0<0.01. In this case an approximation of MT≈0 and Mz≈M0 is made and diffusion 
experiments are assumed to have consistent initial state for all measurements. 
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An estimation of the time required to perform a complete NMR diffusion measurement 
experiment can be made. The T1 values for most biological samples (although dependent on 
the field strength and temperature) lie in the range of hundreds to thousands of milliseconds 
[158]. A single measurement then should take 1-10 seconds, the most basic diffusion 
measurement – twice as much and the simplest anisotropic diffusion measurement – up to a 
minute. Considering that nonlinear fitting procedures require more than the minimum amount 
of measurements (see Section 3.3), imaging experiments require magnetization to recover 
before each phase encoding step (see Section 2.3) and many measurements are performed 
with signal averaging, which also requires consistent initial magnetization, the total number 
of scans might reach hundreds or thousands. Multiplied by a single scan time, this results in 
the total experimental time reaching dozens of minutes or hours. For example, if sequential 
acquisition of k-space is used obtaining an image of single slice through a heart muscle for 
DTI reconstruction with the k-space matrix size of 128×128 points requires 1.2 hours of time 
for matrix inversion post-processing (7 measurements) and 2.3 hours (13 measurements) or 
more for a nonlinear regression analysis. The thermodynamic state of the system especially 
for in vivo applications can be hardly considered constant for such a period of time. Thus 
experiments have to be performed more rapidly to acquire reliable data in reasonable time.  
A number of methods have been developed that can help reducing such unreasonable 
scanning time. These can be related either to imaging [101-105] or to diffusion [159] parts of 
the described experiment, thus reducing the scanning time to several minutes [160]. While 
the former methods can only be applied to MRI measurements, the latter are often more 
universal and can be used as well in diffusion NMR spectroscopy. Many attempts to reduce 
the total length of a diffusion NMR measurement rely on a class of pulse sequences that 
allow acquisition of several signals after a single excitation pulse (i.e. before relaxation 
recovers the longitudinal and destroys the transverse magnetization). These are referred to as 
the ‘single-shot’ techniques and can be roughly divided into three categories according to 
their approach to reducing the experimental time. 
4.1 Reusing the magnetization 
The first group aims to limit the complete experiment to a single series of rapid 
measurements by reusing the magnetization left after the initial acquisition. As in many cases 
the first acquisition time (or first echo time, TE) is much less than the T2 of the sample, the 
absolute value of the transverse magnetization according to Eqs. (3.12) or (3.14) can be 
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significant after the first acquisition. It can therefore be subjected to an additional set of RF 
and gradient pulses and re-detected with a new, higher diffusion weighting. If TE<<T2 several 
echo signals can be acquired until the magnetization is lost due to relaxation, thus removing 
the need for equilibrium magnetization recovery. In order to perform the technique extra 
gradient pulses are introduced to provide two or more diffusion weightings. Introducing 
additional gradient pulses requires refocusing the phase gain they produce (see Eqs. (3.12) or 
(3.14)). This can be done by implementing gradient echo techniques [161], Carr-Purcell-
Meiboom-Gill (CPMG) spin-echo trains [159, 162], a multi-pulse excitation pattern 
employing delays alternating with nutations for tailored excitation (DANTE) which produces 
a series of stimulated [163] or spin echoes in a Burst sequence [164]. Using a stimulated 
echo-based pulse sequence with gradual acquisition and decoding of portions of the encoded 
magnetization results in the difftrain experiment [165] in spectroscopy and diffusion-
weighted stimulated echo acquisition mode (STEAM) sequence in imaging [166] (Figure 
4.1).  
As these single-shot sequences do not use the same gradient waveform as the PGSE/PGSTE 
experiment, the expression describing the dependence of the NMR signal attenuation on the 
pulse gradient and timing will be different to the one given in Eq. (3.25) and has to be 
calculated according to Eqs. (3.13), (3.15) and (3.24) for each particular set of gradient 
pulses. As for each of the acquired signals the gradient waveform is well-defined it is 
possible to calculate the b-value and use it to evaluate the diffusion coefficient of the sample. 
It should be noted yet that while every acquired echo acquired has its own diffusion-
weighting the amplitude of the echoes is still proportional to MT(0), apparatus-related factors 
and is affected by relaxation (see Section 3.3). A normalization procedure similar to the one 
performed for Eqs. (3.16) and (3.17) cannot therefore take place without an additional 
reference scan with no diffusion-weighting gradient pulses. Acquisition of the reference scan 
requires returning to the equilibrium state and therefore additional 5×T1 recycling delay.  
As only a part of the magnetization is used for acquisition in single-shot sequences (or the 
magnetization is continuously affected by other damping factors) a very strong signal is 
required to allow sufficient signal-to-noise ratio (SNR), which cannot be rapidly increased by 
averaging, as accumulation requires a consistent initial magnetization state (i.e. returning to 
the equilibrium state), which can only be achieved in these types of sequences by relaxation. 
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 Figure 4.1 Pulse sequences that reuse the leftover magnetization to perform single-shot diffusion measurements. (a) 
Gradient recalled echoes [161], (b) CPMG with constant gradient [159], (c) series of echoes with a DANTE pulse 
[163], (d) difftrain with monopolar gradient pulses and gradient spoiling [165]. α, ε and ε’ are the RF pulses with 
method-specific (other than π/2 or π) flip angles. Only a small number of acquired echoes are shown in every pulse 
sequence, yet repeating the acquisition block (placed in dashed frame in every pulse sequence) provides additional 
echoes until the magnetization is exhausted through relaxation.  
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4.2 Spectral measurements 
Another group of methods relies on a different encoding technique, where diffusion manifests 
itself not in the echo amplitude attenuation but as a change in the width and shape of the 
resonance of a selected compound. Such change is eventually achieved in a CPMG echo train 
sequence (Figure 4.2 a)  and can be taken advantage of (rather than using fitting procedures 
to infer the diffusion coefficient value from a set of amplitude attenuations) [167]. On the 
other hand, being incorporated into multidimensional experiments (e.g. NOESY [168]) such 
spectral diffusion measurement technique allows independent determination of the diffusion 
coefficient. Implementing such a combined experiment causes no increase in the 
experimental time as diffusion is encoded in the line width and the gradient pulse increments 
required for such encoding can be incorporated into cycling already present in the original 
multidimensional experiments.  
A pseudo-image of a sample can be also acquired (i.e. acquisition can be performed in the 
presence of the read gradient), while applying different diffusion weighting to different areas 
of the sample by using a variable frequency RF pulse [169] and a gradient pulse during the 
encoding procedure (Figure 4.2 b). Such a combination of encoding/decoding techniques 
renders the pseudo-image to represent the diffusion attenuation curve, which would have 
been otherwise acquired in point-wise manner through many measurements. This curve can 
be equally successfully used to determine the diffusion coefficient. Yet as the pseudo-image 
technique extensively uses line broadening for diffusion encoding a complication might occur 
when otherwise resolved resonances start overlapping after broadening. This in turn leads to 
inability to obtain the diffusion attenuation curves from the spectrum and renders the method 
inapplicable to a particular sample. Still, if the read gradient pulse amplitude is sufficiently 
small (or the spectral line separation is large) a pseudo-image can be separately generated for 
every spectral line and thus different compounds can be assessed.  
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 Figure 4.2 Pulse sequence diagrams for methods that allow determination of the diffusion coefficient by spectral line 
width and shape analysis. (a) CPMG-based method with symmetrical gradient pulse placement [167], (b) 1D 
diffusion-ordered spectroscopy (DOSY [169]). CPMG method requires acquiring a set of echo amplitudes to perform 
Fourier transform (repeated sequence module, allowing acquisition of a series of echoes in a single sequence run is 
shown in a dashed frame). 1D DOSY relies on encoding the diffusion with a π chirp RF pulse (shown with diagonal 
lines) and decoding it with a read gradient present during acquisition. 
 
Line shape related approaches are versatile, allowing measurement of diffusion by NMR in a 
single scan without employing additional reference acquisitions (although some of the 
techniques do require one and therefore suffer from similar restrictions as the methods 
employing magnetization recycling) or combining diffusion measurements with other 
structure probing techniques without increasing the total experimental time. Measuring the 
line width and shape requires yet a very narrow natural resonance (i.e. without diffusion-
weighting gradient) and in some cases strictly homogeneous sample of significant volume. 
Overlapping resonances can also obscure the diffusion-weighting induced line shape 
distortions and either require application of deconvolution techniques or render spectral 
measurements inapplicable. 
4.3 Gradient coil solution 
Finally, a different line shape modification technique is available [170, 171] using a 
specialized gradient coil which produces a magnetic field gradient pulses (Figure 4.3) with 
quadratic spatial field distribution (i.e., a spatially linear gradient versus conventional 
spatially constant gradient). A linear spatially variable gradient pulse generates unequal 
diffusion-related attenuations in different portions of the sample, similar to a frequency-swept 
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RF pulse applied during a spatially constant gradient pulse described in Section 4.2. With 
such encoding present, acquiring an echo signal in the presence of a read gradient generates a 
pseudo-image of the sample representing a diffusion attenuation curve. This, again, can be 
used to determine the diffusion coefficient from the resonance line shape.  
 
 
Figure 4.3 PGSE-based pulse sequence allowing single-shot diffusion measurements employing a second-order 
inhomogeneous magnetic field pulse. The pulse sequence contains RF excitation and refocusing pulses, read 
dephasing and encoding gradient pulses (G) and a second order magnetic field pulse (G2) [171]. 
 
Encoding diffusion-related information into the resonance line shape with second order 
magnetic field pulses (as opposed to the RF-based method described in Section 4.2), giving a 
quadratic variation in magnetic field or linear variation of gradient, can be beneficial when 
high spatial homogeneity of the RF field cannot be achieved. Yet, being also a line shape-
based method, the technique shares the downsides of the previously described pulse 
sequences as well as adding the requirement for a very specific magnetic field coil able to 
produce a second-order magnetic field inhomogeneity which is rarely readily available. 
The three types of the single-shot pulse sequences aim to reduce the total number of 
excitation in a diffusion NMR experiment to just one (or two in some of the techniques from 
Section 4.1). This is done by sampling the diffusion attenuation curve within a single 
application of a modified pulse sequence, therefore removing the need in performing separate 
measurements with different diffusion weightings as in basic PGS/PGSTE experiment. Eqs. 
(4.1) and (4.2) are therefore irrelevant to the single-shot approach to diffusion measurements 
as the recovery process they describe happens after the informative part of the experiment is 
finished.  
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All of the described method (except for the pseudo-image one [169]) rely on Eqs. (3.16) or 
(3.17) or the derivatives thereof which already assume excitation to occur from a state with 
purely longitudinal magnetization. A different rapid diffusion measurement method can then 
be developed based on the more basic Eqs. (3.10) and (3.11) implying the presence of both 
longitudinal and transverse magnetization at the time of the excitation pulse. The theoretical 
basis and the experimental testing of such a method will be presented in detail in Chapter 6. 
As the details will include practical aspects of diffusion NMR measurements a brief overview 
of obstacles encountered in experimental NMR will be presented first in the next chapter.  
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5 Experimental interference 
The diffusion NMR experiments in Chapters 3, 4 described the behaviour of magnetization in 
the presence of a well-defined set of RF and gradient pulses. Yet the experimental reality is 
that there are always a number of interactions the studied system is subjected to 
unintentionally. A common feature of such interactions is that if unaccounted for they tend to 
distort or obscure the measurement data. This in turn leads to the experiments yielding results 
related not to the actual diffusive properties of the studied system, but rather to the interplay 
between the sample properties, the measurement equipment and the unaccounted phenomena. 
As such interactions are produced by a variety of different sources they can be grouped by 
their final effect (i.e., impeding the diffusion NMR measurements) and classified under an 
umbrella term of ‘experimental interference’.  
These interactions were already mentioned to render some of the methods in Chapter 4 
inapplicable for diffusion measurements and to cause an increase in experimental time in 
Chapter 3 (as noise is a well-known [117, 172] source of experimental interference). Yet 
hardly any details of the phenomena behind the umbrella term were given. This chapter 
presents a brief description of a number of sources of experimental interference encountered 
in diffusion NMR experiments and some of the methods allowing overcoming the said 
interference. The phenomena in the scope will include eddy currents, uncontrolled 
background magnetic field gradients (or magnetic field inhomogeneity) and radiation 
damping. Each section will also contain a number of methods that a particular interference 
can be overcome with. 
5.1 Eddy currents 
The problem of eddy currents is not NMR-specific, since the appearance of these as a 
response to a magnetic field transient is a fundamental electromagnetic property of 
conductors [173]. When induced, eddy currents generate a field transient opposing the one 
that initially generated the currents [174]. This results in the formation of an uncontrollable 
field gradient pulse or B0 field shift [175]. In NMR spectroscopy such a pulse can in turn 
cause loss of signal, resonance line shape distortion, improper echo rephasing and others 
effects [38, 176, 177]. As every point of the resulting data of the imaging experiment can be 
represented as a spectral line [178], all the eddy current problems stated above also affect the 
imaging data. Moreover, the presence of imaging gradients causes additional field transients 
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and therefore more eddy currents to be generated, which affect both the echo formation and 
the spatial encoding processes, thus adding geometric distortions to the image [179]. 
As the eddy currents are caused by large magnetic field transients in the conducting 
materials, they can be overcome by either shielding the conductors from the magnetic field 
(e.g. RF shields or gradient coil mounting [180]) or using less conductive materials in the 
equipment assembly. Usually both methods are used [173], the first one is achieved by 
screening the gradient coils [181], the second one – by specific designs of conducting parts 
located inside the gradient coils (e.g. RF coils), where shielding cannot be done [173]. 
Other strategies to reduce the eddy current effects rely on the way these currents affect the 
magnetic field gradients. Generation of the eddy-current related gradient pulse distorts the 
shapes of the original gradient pulses. The effect manifests itself as the distortion of the rise 
and as a residual field gradient after the end of the controlled gradient pulse [177]. These 
distortions can be greatly corrected by modifying the driving currents through the gradient 
amplifiers (so called pre-emphasis or feed-forward) to create an overshoot at the rise and an 
undershoot at the fall of the pulse (Figure 5.1) [182, 183]. This technique causes the magnetic 
field gradient resulting from the sum of the fields generated by the currents in the coils and 
the eddy currents to be constant throughout the duration of the pulse and close to zero after 
the gradient pulse ends. Pre-emphasis is often combined with the shielded gradient coils to 
further reduce the effects of the eddy currents yet it still lacks the ability to correct for the 
distortions that are spatially non uniform throughout the sample volume. In the latter case 
eddy current-related gradients can be thought of as time-dependent field inhomogeneities.  
 
 
Figure 5.1 Improving gradient pulse shape with pre-emphasis. (a) Gradient coil driving current waveform, (b) 
resulting gradient pulse [184]. 
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5.2 Field inhomogeneities and background gradients 
The constant magnetic field B0 used in all NMR applications is intended to be as spatially 
homogeneous as possible. Major spatial inhomogeneities can be corrected for by 
counterbalancing them with a set of coils generating a controlled spatially inhomogeneous 
magnetic field in a ‘shimming’ procedure [185, 186]. Nevertheless achieving an ideally 
homogeneous magnetic field is impossible due to thermal [187] and temporal [188] 
instabilities, magnetic susceptibility heterogeneities of the chosen sample [69], residual 
magnetic field gradients due to eddy currents [189] and other sources of perturbations. Some 
of the problems can be overcome by the field-locking technique [190] or susceptibility-
matched sample design [38], but still some inhomogeneities will be present, causing 
additional signal attenuation in diffusion-weighted NMR experiments [40]. A common 
solution [40, 191, 192] to the problem of field inhomogeneities uncorrected by shimming is 
to consider them to be an additional constant background (or residual) magnetic field 
gradient. 
Background gradients cannot be completely suppressed due to the variety of their sources or 
complexity of their geometry, yet their effect can be minimized by modifying the 
measurement method. This is achieved by implementing one of the specific magnetization 
preparation procedures, which include additional radiofrequency pulses or magnetic field 
gradient pulses or both. The exact choice of the measurement method is dependent on the 
predominant type of the background gradient in the experiment: constant or time-dependent. 
The effects of the time-dependent field inhomogeneities (e.g., large residual magnetic field 
gradients that can be caused by the eddy currents) can be partially avoided by making the 
magnetization temporary insensitive to the magnetic field gradients. The magnetization can 
then be returned back to the initial state when the gradients have decayed to negligible 
magnitudes. Temporary insensitivity is achieved by flipping the magnetization to the 
longitudinal plane as according to Eq. (2.17) longitudinal magnetization is not affected by the 
presence of a field gradient [193]. Yet as the longitudinal magnetization does not generate an 
NMR signal it has to be returned to the transverse state after the eddy current have dissipated. 
The two radiofrequency pulses producing such rotations can be nested on the tail of the 
PGSTE sequence, providing a longitudinal eddy current delay (LED) prior to the signal 
acquisition (Figure 5.2). 
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 Figure 5.2 Pulse sequence diagrams for PGSTE and LED sequences. (a) a reference PGSTE pulse sequence, (b) a 
PGSTE pulse sequnce modified with LED module to provide an additional time interval for eddy-current induced 
magnetic field inhomogeneity dissipation. 
 
A different group of methods exists for mitigating time-independent background gradient 
effects. As in this case the residual field gradient is assumed constant throughout the 
experiment it can be easily accounted for theoretically by adding a corresponding term into 
Eq. (3.13). Assuming for simplicity isotropic diffusion, a standard PGSTE sequence with 1D 
gradient waveform G(t) (see Figure 3.2) and a constant background gradient g0 (see Figure 
5.3) Eq. (3.13) takes the form of 
 ( )0
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The b-value corresponding to such a combined waveform is [41] 
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where TE, TM, ζ1 and ζ2 are the time intervals as defined in Figure 5.3.  
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 Figure 5.3 Background gradient representation in a PGSTE pulse sequence. The bipolar gradient pulse module  for 
background gradient effect mitigation (see Figure 5.4) replaces the gradient pulses, the delays ζ1 and ζ2 are yet 
retained. 
 
While having acquired the expression for the b-value incorporating the effects of the 
background gradient it is yet impossible to evaluate the diffusion coefficient with Eq. (3.27) 
as the value of g0 in Eq. (5.2) is unknown. A closer look on Eq. (5.2) reveals that during the 
normalization procedure described in Section 3.3 the second term in Eq. (5.2) vanishes as it 
has the same value in the measurement and reference experiments. Nevertheless the third 
term, which includes both the values of g and g0 (the cross-term) stays and the exact b-value 
remains unknown. 
The basic PGSTE can be modified to overcome the complication above. This is achieved by 
incorporating an alternating pulsed field gradient (APFG or bipolar gradient pulse [70]) into 
the sequence. The bipolar gradient pulse module consists of two gradient pulses of opposite 
polarity separated by an inversion pulse (Figure 5.4). Substituting the simple block gradient 
pulses in the diffusion-weighted NMR experiment by a bipolar pulse module modifies the 
expression for the b-value as [194] 
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.  (5.3) 
While Eq. (5.3) still contains both the purely background gradient terms, the pulsed gradient 
terms and the cross-terms, it is notable that the cross-term is a multiple of the difference 
between the delays ζ1 and ζ2. A correct choice of the interpulse delays can therefore reduce 
the cross-term to zero, leaving the pulsed gradient and the background terms fully separated. 
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The latter can then be removed through the normalization procedure, leading to a complete 
mitigation of the unknown field inhomogeneity g0 effect. 
 
 
Figure 5.4 Alternating (or bipolar) pulsed field gradient module structure. The module includes two field gradient 
pulses of the opposite polarity and a π radiofrequency inversion pulse between them. The interpulse delays ζ1 and ζ2 
retain the values of ζ1 and ζ2 in Figure 5.3. This configuration of bipolar gradient pulse is not the only type of APFG 
module that can be used for separation of the background and pulsed field gradient effects. Additional subsequences 
exist for both PGSTE [69, 71, 195] and PGSE pulse sequence [70, 196, 197]. 
 
5.3 Radiation damping 
While field inhomogeneities and eddy currents can be considered external for the NMR 
studied system or sample, another major problem, radiation damping, comes from the very 
way the experiment is performed. When the net sample magnetization is tipped from its 
equilibrium state by a radiofrequency pulse, it starts precessing and thus induces a current in 
the same coil which generated the radiofrequency pulse. This current, the FID, in turn creates 
a magnetic field, which rotates the magnetization back to the equilibrium state [198]. 
Accounting for this ‘ringing’ field requires including additional terms in the Bloch equations 
[199, 200], which introduce new relaxation-like radiation damping terms into the 
magnetization motion equation. However radiation damping, characterized by a damping 
time-constant Trd, can be often neglected, as in many cases T2<<Trd and thus transverse 
relaxation dominates the magnetization behaviour. Yet in some samples exhibiting strong 
NMR signal, with water being one of them, depending on the probe used and spectrometer 
tuning, T2>>Trd might hold true. In such cases radiation damping leads to resonance line 
shape broadening and distortion, deformation and misplacement of the recorded FID signal 
and spectral artefacts [201]. When considering measuring diffusion by NMR in a radiation-
damping prone sample, one should expect distortions in the diffusion-related signal 
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attenuation curve, the former being linear for most samples, but becoming slightly convex 
due to the radiation damping effect [192]. 
Radiation damping can be overcome in many ways. As the effect is due to the strong 
coupling of magnetization with the radiofrequency coil, reducing the coupling by detuning 
the probe effectively leads to a decrease of the damping [198, 201]. The drawback of this 
method is the lowered coil sensitivity, which results in significant signal amplitude loss and 
thus obscuring the resonances of interest. This in turn can be avoided by decoupling the probe 
during all the interpulse delays but coupling it back during RF pulses and acquisition, which 
can be achieved with a Q-switching NMR probe [202]. The latter, however requires specific 
instrumentation modifications, which are rarely available. Other radiation damping mitigation 
methods are based on disrupting strong sample magnetization, which causes damping in the 
first place. This can be achieved simply by using a weaker solvent (e.g. deuterated water), 
when possible and appropriate [198], pre-saturation [201] or tipping magnetization to the 
transverse plane and exposing it to a field gradient pulse [192, 203]. One particular example 
of the latter method includes the modified version of bipolar diffusion-sensitizing gradients 
(Figure 5.5). The use of a composite selective π pulse in between the gradient lobes allows 
inverting all but the strong solvent magnetization, which is then disrupted by the added effect 
of the two gradient pulses [204]. The solute, on the other hand is only slightly diffusion-
attenuated, according to the difference in the gradient lobe amplitude. 
 
 
Figure 5.5 WATERGATE (water suppression by gradient-tailored excitation) diffusion-sensitizing module. The 
composite RF pulse is a selective inversion π pulse. The two gradient pulse lobes are not balanced, with relative 
amplitudes (1-α) and (1+α) with 0<α<1. This allows suppressing not only the signals in the rejection band of the 
composite RF pulse, but also the unwanted signals arising due to RF pulse imperfections [205]. 
 
The brief overview of the experimental interference sources shows that NMR diffusion 
measurement data can be subject to errors due to a number of internal and external factors. 
The flexibility of NMR measurements on the other hand allows modifying either the 
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experimental conditions or the pulse sequence in such a way that the interference is avoided 
or mitigated. Yet as the interference arises due to distinctively different physical phenomena 
a pulse sequence insensitive to one sort of interactions might be still susceptible to the others. 
Moreover, not every interference compensation method is universal and while successfully 
alleviating the interference in one experiment type might be inapplicable in the other. An 
example of this can be seen in the two following chapters, where two different methods 
increasing temporal efficiency of diffusion NMR measurements will be presented with one 
(steady-state NMR diffusion measurements, Chapter 6) implemented with only universal 
mitigation methods (e.g., preemphasis and shimming) and the other (multicomponent 
diffusion separation methods, Chapter 7) actively employing pulse sequence based 
corrections for experimental interference. 
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6 Steady-state diffusion NMR 
Single-shot sequences described in Chapter 4 aim to avoid the complication of long 
relaxation delays required to obtain a consistent magnetization MT(0) for diffusion NMR 
experiments. A consistent state of magnetization in all the diffusion NMR experiments in 
Chapters 3 and 4 was assumed to be the one of thermal equilibrium. On the other hand, 
multiple applications of any pulse sequence are known to drive magnetization to a state 
where its values at any two time points in two consecutive pulse sequence applications 
separated by the sequence duration (or repetition time TR) are equal – the so called steady 
state (Figure 6.1). The steady state can therefore provide a consistent magnetization value for 
fast diffusion NMR experiments without employing complicated pulse sequences or long 
relaxation recovery delays. 
 
 
Figure 6.1 Pulse-acquire NMR experiment in the steady state operation mode (3 pulse sequence applications are 
depicted). Magnetization values at time points in two consecutive pulse sequence applications, when being separated 
by TR (two pairs of time points are shown in the image by dashed lines) are equal. A steady state can eventually be 
achieved for any pulse sequence. 
 
Note, that as long as equilibrium magnetization recovery takes an infinitely long time (see 
Eq. (4.2)) experiments with long (TR>5×T1) magnetization recycling delays can be also 
thought of as being performed in a steady state, yet the term ‘steady state’ is usually 
attributed to the cases of short repetition times (TR≤T1). Note also that in some conventions 
[105] the term steady state only assumes the longitudinal magnetization to have a consistent 
value at the beginning and throughout the pulse sequence application (while the transverse 
magnetization is disrupted by the end of the sequence and is negligible, when the next 
application starts). In this case, techniques with consistent transverse and longitudinal 
magnetizations are referred to as the ‘true’ or ‘balanced steady state’ techniques. As the true 
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steady state is a more general case it will be further assumed that the true steady state is in the 
scope of the work and will be referred to simply as the steady state. 
6.1 Methods 
6.1.1 Diffusion manifestation in the pulse-acquire steady-state experiment 
Performing NMR experiments in the steady state can be advantageous as it provides 
reduction of the total experiment time by reducing or removing the relaxation recovery delay 
but does not suffer from the downsides of most single-shot experiments (see Chapter 4). Yet 
the consistent state of dynamic equilibrium magnetization it provides is different from the 
true equilibrium magnetization and is dependent on the measurement sequence itself. Thus 
solving the Bloch-Torrey equations (Eqs. (3.10) and (3.11)) in a way similar to that 
demonstrated in Section 3.2 is impossible (as MT(0) in Eqs. (3.12) and (3.14) is also g, δ and 
∆-dependent, which has to be accounted for) and a different solution is to be sought. Such a 
solution can be obtained by applying the coherence pathway formalism [206]  or the Fourier 
expansion of the magnetization in the steady-state [207]. The latter is of particular interest as 
it can be adapted to any other pulse sequence, possibly incorporating different interpulse 
delays and pulses of different flip angles. The method itself can be demonstrated to provide 
the solution for the singlepulse (or pulse-acquire) sequence when operated in the steady-state 
mode [208]. 
In order to account for the steady state effects in a pulse-acquire sequence (Figure 6.2) a 
Fourier expansion of the magnetization expression can be done. This yet requires the 
magnetization to be a periodic function relative to the Fourier transform variable, which is 
true for a developed steady state, as according to Eqs. (3.14) and (3.15) magnetization is 
spatially periodic with a wave vector, 
 1
( )F TR
λ = . (6.1) 
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 Figure 6.2 Pulse-acquire steady-state diffusion NMR experiment pulse diagram. Three applications of a pulse 
sequence with flip angle θ are shown. The repeated element of duration TR is marked by the dashed frame. The 
gradient pulse shown is a single block gradient pulse although the derivation provided is applicable to any TR-
periodic gradient pulse waveform. 
 
A gradient waveform G along a single axis Z and an isotropic diffusion coefficient D will be 
assumed further on for brevity (unless explicitly stated otherwise), therefore, 
 
0
( ) ( )
t
F t G t dt′ ′= ∫ . (6.2) 
The magnetization Fourier expansion can therefore be written as, 
 ( )( ) ( )
ni Zi F t Z
T n
n
M t e a t e
γγ λ
+∞ −−
=−∞
= ∑   (6.3) 
 0( ) ( )
ni Z
z n
n
M t M b t e
γ
λ
+∞ −
=−∞
= + ∑   (6.4) 
Substituting Eqs. (6.3) and (6.4) into the Bloch-Torrey equations (Eqs. (3.10) and (3.11)) 
provides evolution rules for the an(t) and bn(t) Fourier coefficients, 
 ( )( ) (0) ng tn na t a e
−=   (6.5) 
 ( )( ) (0) np tn nb t b e
−= ,  (6.6) 
 where, 
 
( )22
20
2 2 2
10
1( ) ( ) ( )
1( ) ( ) .
t
n
t
n
g t D F t nF TR dt
T
p t n DF TR dt
T
γ
γ
 
′ ′= + + 
 
 
′= + 
 
∫
∫
  (6.7) 
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Finally, taking the boundary condition at the time of an RF pulse (which is assumed to 
provide an instant rotation around the x-axis according to its flip angle θ), which is 
 
(0) Re( ( )) cos( ) Im( ( )) sin( ) ( )
(0) cos( ) ( ) sin( ) Im( ( ))
T T T z
z z T
M M TR M TR i M TR
M M TR M TR
θ θ
θ θ
= + −
= +
  (6.8) 
provides a system of equations for an(0) and an expression for determining bn(0) for known 
an(0). Thus, combining the evaluated an(0), bn(0) and Eqs. (6.3) to (6.7) provides a solution 
for magnetization evolution in the steady state for a pulse-acquire sequence. 
6.1.2 Numerical simulations with finite differences 
Wherever possible, the solution of the Bloch-Torrey equations should be tested 
experimentally, yet if experimental testing is impeded by interference factors or needs 
additional support, numerical simulations can be performed. As simulations provide a direct 
solution of the Bloch equations (i.e., employing no assumptions about the magnetization 
behaviour other than the Bloch-Torrey equations), they can be used not only to confirm the 
Fourier expansion solution, but to observe the transition of the system to the steady state, 
while in the Fourier expansion solution the latter is assumed already present. 
The numerical solution of partial differential equations (PDE) like the Bloch-Torrey 
equations can be obtained in a two-step procedure [209]. The two steps correspond to the two 
types of derivatives present in the equations (see Eqs. (3.10) and (3.11)): the spatial and the 
time-derivative. In order to perform a numerical solution both analytical derivatives, being 
operators defined for function (f) of continuous variables (e.g. X, Y, Z or t) need to be 
approximated by a derivative rule (F), acting on discrete data points, representing the values 
of the function at certain space and time points (e.g. Xi, Yi, Zi or ti) with some error (ε) 
associated with such an approximation, 
 1( ( )... ( ))
i
n
X X
df f X f X
dX
ε
=
= +F . (6.9) 
A simple approximation for the derivative comes from the notion of Taylor expansion for a 
function (f) taken at two points separated by 2∆X 
 
2 2 3 3
2 3( ) ( ) ...1! 2! 3!X X X
X df X d f X d ff X X f X
dX dX dX
∆ ∆ ∆
+ ∆ = + + + +   (6.10) 
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2 2 3 3
2 3( ) ( ) ... 1! 2! 3!X X X
X df X d f X d ff X X f X
dX dX dX
∆ ∆ ∆
− ∆ = − + − +   (6.11) 
Subtracting the two equations leads to, 
 2
( ) ( ) ( )
2X
df f X X f X X O X
dX X
+ ∆ − − ∆
= + ∆
∆
, (6.12) 
where O(∆X2) stands for the terms of the order of ∆X2 and higher powers of ∆X. Note, that 
Eq. (6.12) analytically (i.e. without any approximations) represents the value of the derivative 
at one point as a function of the values at the other two points, exactly the form sought in Eq. 
(6.9). Moreover Eq. (6.12) provides an estimate of the error ε made when approximating the 
derivative by a derivative rule F(f(X1)…f(Xn)). Note, that adding Eqs. (6.10) and (6.11) 
readily results in 
 
2
2
2 2
( ) 2 ( ) ( ) ( )
X
d f f X X f X f X X O X
dX X
+ ∆ − + − ∆
= + ∆
∆
,  (6.13) 
providing a discrete approximation for a second order derivative of a function with the error 
of the same order of magnitude. 
Note, that Eqs. (6.12) and (6.13) require knowing the function value at points  X-∆X, X and 
X+∆X. As points on both sides of the point of interest (X) are required for the calculation, 
Eqs. (6.12) and (6.13) form a centre-difference scheme, providing the basis for the finite-
difference differentiation scheme. Forward and backward-difference schemes to account for 
the borders of the region in the scope are also available. 
In order to numerically solve the Bloch-Torrey equations (or any differential equation of 
similar type) the time derivative has to be given a numerical approximation too. Note that the 
general form of such equations is 
 ( , )df F f t
dt
= . (6.14) 
On the other hand, the Taylor expansion for f provides 
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 2( ) ( ) ( )
1! t
t dff t t f t O t
dt
∆
+ ∆ = + + ∆  . (6.15) 
Comparing Eqs. (6.14) and (6.15) provides a simple forward-difference time-stepping (i.e. 
evaluating the function value in the future, based on its present values) routine: the Euler 
method, 
 ( ) ( ) ( , )f t t f t t F f t+ ∆ ≈ + ∆ ⋅ . (6.16) 
Eq. (6.16) allows the iterative evaluation of the function value at any time point, if the initial 
state of the system (i.e. f(0)) is provided. Note, that Eq. (6.16) provides only an 
approximation to the function value with an error of the order of ∆t2 introduced at every step 
of the iterative procedure. This can be shown to result in an uncontrollable error growth as 
the iterative method progresses (i.e. the scheme is unstable). 
A better approximation of the value f(t+∆t) can be achieved if an estimate of f(t+∆t) is used in 
F(f,t) in Eq. (6.16). Introducing such a correction leads to a number of methods, providing 
better accuracy (i.e. a smaller error) and stability, particularly a family of Runge-Kutta 
methods [210] with a widely used fourth order Runge-Kutta (i.e. providing an iterative 
accuracy of the order of ∆t4 or the iterative error of the order of ∆t5), given by [211]   
 ( )1 2 3 4( ) ( ) 6
tf t t f t k k k k∆+ ∆ = + + + + ,  (6.17) 
where,  
 
( )
( )
1
2 1
3 2
4 3
,
,
2 2
,
2 2
, .
k F f t
t tk F f k t
t tk F f k t
k F f t k t t
=
∆ ∆ = + + 
 
∆ ∆ = + + 
 
= + ∆ ⋅ + ∆
  (6.18) 
6.2 Two-pulse steady state diffusion NMR experiments 
Applying the Fourier expansion method for describing the steady state NMR experiment (see 
Section 6.1.1) to a two-pulse PGSE NMR technique allowed development of a new fast NMR 
diffusion measurement method, providing considerable experimental time reduction as well 
as preserving the precision of the original PGSE technique [212]. 
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6.2.1 Diffusion manifestation in a two-pulse 1D NMR experiment 
Application of the Fourier-based steady-state analysis to a two-pulse NMR sequence is not 
straightforward due to the discontinuity introduced by an inversion RF pulse (Figure 6.3). A 
particular problem of the Fourier basis choice also arises when a steady state PGSE pulse 
sequence is considered. Eqs. (6.3) and (6.4) use the value of λ (see Eq. (6.1)), yet the choice 
of the Fourier basis is generally arbitrary and has to be carefully chosen to provide a solution 
for the Bloch-Torrey equations. The following qualitative reasoning behind the steady state 
helps to discriminate such a basis choice among all the others.  
 
 
Figure 6.3 Steady state implementation of the PGSE pulse sequence. Three pulse sequence applications are shown 
with a single experimental unit of length TR marked by a dashed frame. The gradient element part includes two 
diffusion-weighting block gradient pulses and a spoiler gradient pulse following the signal acquisition, although 
different gradient waveforms can be implemented.   
 
Assume a two-pulse pulse sequence containing radiofrequency and magnetic field gradient 
pulses being applied to a sample. At the end of the pulse sequence the sample transverse 
magnetization reaches a state with a certain phase and amplitude that can be described as a 
complex-valued function along the gradient direction Z. The next application of the same 
sequence will both create some transverse magnetization with the same phase angle from the 
recovered longitudinal magnetization and evolve the unrelaxed transverse component by 
adding another identical phase shift to the previously created magnetization (the amplitudes 
of these magnetization states are ignored for the present). Further applications will continue 
to similarly evolve the unrelaxed states left from the previous applications and create new 
ones from the longitudinal pool, therefore when the steady state is achieved by a theoretically 
infinite number of applications of the same pulse sequence, the total magnetization will be 
described by the sum of all the created magnetization states. Of particular interest here is that 
these states will have phase angles that are multiples of the total phase angle acquired 
throughout a single application of the pulse sequence, which makes them obvious candidates 
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for being selected as carrier harmonics in a Fourier series decomposition. The exact 
expansion can then be written in the form of Eqs. (6.3) and (6.4) with Fourier coefficients 
an(t) and bn(t) (or the unknown ‘state amplitudes’), the time-dependent phase gain due to the 
presence of pulsed magnetic field gradients in an ongoing pulse sequence cycle φ(t) and the 
wave number, reciprocal to the total phase gain after a single sequence application λ (i.e., the 
total phase accumulated during the sequence repetition time), 
 1
( )TR
λ
ϕ
=  . (6.19) 
Note also, that the notation in Eq. (6.4) requires the coefficients bn(t) to be symmetric with 
respect to n, so that the magnetization Mz(t) stays real. This will later (see Eqs. (6.30) and 
(6.38)) lead to the coefficients an(t) being purely imaginary (see Appendix 3). Transverse 
magnetization in Eq. (6.3) on the other hand can be complex, representing simultaneously the 
x and y components of the magnetization.  Following the notation (6.2) the accumulated 
phase gain is given by F(t).  Yet the total phase gain for a two-pulse spin-echo sequence [40] 
with an inversion (i.e., π) radiofrequency pulse at time τ and an applied pulsed field gradient 
waveform G(t) has to account for magnetization inversion at time τ. This is done by 
introducing the Heaviside step function, Θ(t) into the expression for the total pulse sequence 
phase gain. Thus, irrespective of the gradient waveform, φ(t) is given by 
 ( ) ( ) 2 ( ) ( )t F t t Fϕ t t= − Θ − . (6.20) 
The Fourier coefficients an(t) and bn(t) can be obtained by observing the boundary conditions 
at the time of each of the radiofrequency pulses, which are as before considered instant 
rotations [208]: the inversion boundary condition due to the π-pulse at time τ and the steady-
state boundary condition at time TR or time zero. Assuming again the radiofrequency pulses 
are all x-pulses with flip angles of θ and π for excitation and inversion respectively, the 
boundary conditions can be expressed as, 
 *( ) ( )T TM Mt t
− +=   (6.21) 
 ( ) ( )z zM Mt t
− += −   (6.22) 
for magnetization just before (τ-) and right after (τ+) the inversion time point and 
 (0) ( )T TM M TR=   (6.23) 
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 (0) ( )z zM M TR=   (6.24) 
for the excitation time point, with the asterisk in Eq. (6.21) denoting complex conjugation. In 
the single-dimensional case evolution of magnetization between the excitation, inversion and 
the following excitation is governed by the 1D Bloch-Torrey equations [139] 
 
2
2
2
( )T T T T
M M MD i ZG t M
t T Z
γ
∂ ∂
= − + −
∂ ∂
  (6.25) 
 
2
0
2
1
zz zM MM MD
t T Z
−∂ ∂
= +
∂ ∂
.  (6.26) 
In order to use the steady-state boundary conditions (i.e., Eqs. (6.21) to (6.24)) exact 
notations for transverse and longitudinal magnetization at time points 0, τ and TR need to be 
found. These are provided by substituting the proposed magnetization decompositions (i.e., 
Eqs. (6.3) and (6.4) into the 1D Bloch-Torrey equations (Eqs. (6.25) and (6.26)). For the 
excitation-inversion interval (time 0 to τ) such substitution provides  
 ( )( )( ) (0) n
ni Zg ti ZF t
T n
n
M t e a e e
γγ λ
+∞ −−−
=−∞
= ∑   (6.27) 
for transverse magnetization and 
 ( )0( ) (0) n
ni Zp t
z n
n
M t M b e e
γ
λ
+∞ −−
=−∞
= + ∑   (6.28) 
for longitudinal (see Appendix 1 for details), with a new definition for gn(t) and pn(t): 
 [ ]22
2 0
( ) ( ) ( ( ) 2 ( ))
t
n
tg t D F t n F TR F dt
T
γ t′ ′= + + −∫   (6.29) 
and 
 [ ]22 2
1
( ) ( ) 2 ( )n
tp t Dt n F TR F
T
γ t= + − . (6.30) 
The effects of relaxation and diffusion are combined in the exponent functions from Eqs. 
(6.27) and (6.28). At any given time Eqs. (6.29) and (6.30) define the impact of the current 
and preceding applications of the pulse sequence on the evolving magnetization. For n=0 
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Eqs. (6.29) and (6.30) match the full-relaxation evolution expressions [40] and therefore it 
might be expected that as the experimental conditions approach the full-relaxation 
approximation the contribution of terms with n≠0 to the total magnetization should diminish 
providing a smooth transition from the steady state to classic descriptions of magnetization 
behaviour. According to Eq. (6.27) such contribution is determined by the magnitude of an, 
therefore it might be expected that the relative magnitude of an with n≠0 is going to decrease 
compared to the magnitude of a0 as the experimental conditions get closer to the full 
relaxation approximation (examples of such transitions are provided in the following). 
The inversion x-pulse at time τ negates the longitudinal (z) magnetization and the imaginary 
part of the transverse magnetization (y), leaving the real part of the transverse magnetization 
(x) intact [118]. Therefore the relations between magnetization states right before the pulse 
(at time τ-) and right after the pulse (at time τ+) are 
 ( )* ( ) *( ) ( ) (0) n
ni Zgi ZF
T T n
n
M M e a e e
γtγ t λt t
+∞
−+ −
=−∞
= = ∑ , (6.31) 
for the complex transverse magnetization and 
 ( )0( ) ( ) (0) n
ni Zp
z z n
n
M M M b e e
γt λt t
+∞ −−+ −
=−∞
= − = − − ∑   (6.32) 
for the real longitudinal one. 
Tracing the evolution of magnetization in the following time interval τ to TR (inversion to the 
next excitation) requires repeating the very same steps as for the initial time interval, that is 
decomposing the magnetization into a Fourier series, substituting the decomposition into the 
Bloch-Torrey equations and imposing the boundary conditions. The decomposition of the 
magnetization time dependence (MT+(t) and Mz+(t)) in the second time interval uses different 
decomposition coefficients (denoted ân and b̂n) 
 [ ]( ) 2 ( ) ˆ( ) ( )
ni Zi Z F t F
T n
n
M t e a t e
γγ t λ
+∞ −− −+
=−∞
= ∑ , (6.33) 
 0 ˆ( ) ( )
ni Z
z n
n
M t M b t e
γ
λ
+∞ −+
=−∞
= + ∑ ,  (6.34) 
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which can be expressed (see Appendix 1) through the original decomposition coefficients by 
using the boundary conditions given by Eqs. (6.31) and (6.32). Therefore, the magnetization 
behaviour for τ<t<TR can be described by 
 [ ]( ) 2 ( ) ˆ( ) ( )*( ) (0) n n
ni Zi Z F t F g g t
T n
n
M t e a e e
γγ t t λ−
+∞ −− − − −+
−
=−∞
= ∑  , (6.35) 
 1 ( )0 0( ) 2 (0) n
t ni Zp tT
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= − − ∑   (6.36) 
where 
 [ ]22
2
ˆ ( ) ( ) 2 ( ) ( ( ) 2 ( ))
t
n
tg t D F t F n F TR F dt
T t
t γ t t− ′ ′= + − + −∫ .  (6.37) 
Finally, having obtained the expression for the magnetization at time point TR, one can use 
the boundary conditions (Eqs. (6.23) and (6.24)) to specify the system of equations to 
determine the decomposition coefficients an(0) and bn(0). Assuming the excitation pulse 
produces a flip angle of θ, the boundary condition for Mz at time TR provides the expression 
for the bn(0) as (see Appendix 2), 
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for n≠0 and 
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 (6.39) 
for n=0. 
The boundary condition for MT results in the expression for an(0), 
 * 1 1(0) (0) (0)n n n n na a D a D− + +′ ′′= +   for n≠0 (6.40) 
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 *0 1 0 1 0(0) sin( ) (0) (0)za im a D a Dθ ′ ′′= − + +  for n=0, (6.41) 
where mz is given by Eq. (A2.7) and  
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Although Eqs. (6.40) to (6.43) provide exact expressions for MT(t) and Mz(t) through Eqs. 
(6.35), (6.36) and (6.38) finding a generalized analytical solution of the system of equations 
(6.40) and (6.41) is often impractical. This is due to the system being infinite and its 
coefficients having strong dependence through terms gn, ĝn and pn on the sample diffusion 
coefficient, gradient waveform used in the pulse sequence, and the relaxation times of the 
studied substance. It is useful to truncate the infinite system at some value of |n|=nmax and 
solve the resulting finite system of equations for a particular pulse sequence and sample, 
assuming the sample relaxation times are known and a rough estimate of the diffusion 
coefficient exists. Such truncation is indeed possible, as Eq. (6.42) shows the n-dependence 
of the coefficients Dn’ and the Dn” to be a mixture of exponentially decaying terms 
decreasing thus to negligible values at some value of n if the total phase gain by time TR in 
the sequence is non-zero (see additionally Eqs. (6.29) and (6.30)). Choosing a particular nmax 
and truncating the system of equations leads to a finite system: 
 max max max
max max max
*
1
1
(0) (0)
(0) (0)
n n n
n n n
a a D
a a D
− +
− − + −
′=
′′=
 for |n|=nmax, (6.44) 
 * 1 1(0) (0) (0)n n n n na a D a D− + +′ ′′= +  for 0<|n|<nmax, (6.45) 
 *0 1 0 1 0(0) (0) (0)za im a D a D′ ′′= − + +  for n=0. (6.46) 
The actual value of nmax, if derived only from Eqs. (6.42) and  (6.43), is highly variable due 
to a strong dependence of the Dn’ and the Dn” coefficients on the experimental parameters 
(Figure 6.4) and should presumably be addressed for each of the planned experiments. Yet as 
the computational power becomes a significant limiting factor when solving a large system of 
equations analytically, considering low nmax for all experiments might be beneficial. 
Fortunately, for a particular n the dependence of an on the higher order Dn’ and Dn” 
53 
 
coefficients is minor (Figure 6.5), thus despite Dn’ and Dn” being still of significant value at 
this point, including only 7 to 15 equations corresponding to an estimated nmax of 3 to 7 
should already provide maximum precision of lower an coefficients. The analysis should then 
be extended to the possibility of truncating the original series decomposition (Eq. (6.33)) at 
low values of nmax. While analysing the corresponding dependencies one can notice that the 
evaluated coefficients an also exhibit a rapid decrease in relative magnitude with increasing n 
(Figure 6.6). This exploratory analysis shows, that a reasonably small nmax can be chosen, 
while not affecting the calculation precision by omitting neither high order Dn’ and Dn” nor 
high order an coefficients. Finally, if higher nmax is required by a particular choice of 
experimental parameters, numerical solutions of Eqs. (6.44) – (6.46) can be obtained.  
 
Figure 6.4 Dn' and Dn" coefficients variability with regards to the pulse sequence and sample parameters. The actual 
discrete values of the coefficients are depicted with the corresponding marker, dotted lines represent the simulated 
continuous distribution of n. Plots a and b show the variation of Dn' and Dn" coefficients with regards to the diffusion 
coefficient of the sample, the c and d plots – with regards to the magnitude of the spoiler gradient applied after the 
PGSE sequence, the e and f plots – with regards to the sequence repetition rate. See Section 6.2.3 for a detailed 
description of the pulse sequence. 
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Figure 6.5 The change in the first five decomposition coefficients Δan as a function of number of equations (and thus 
Dn’ and Dn” coefficients) included in the an evaluation. The change shown is relative to the choice of nmax=0 (note, that 
as most of the an are zero in that case, at higher nmax Δan=an holds true for n≠0). It is clear, that with already a 
relatively small number of equations corresponding to nmax=3 to 7 maximum precision is achieved. Two sets of 
parameters for the presented calculation were chosen to include the widest distribution (from Figure 6.4) of Dn’ and 
Dn”. The coloured markers with interconnecting solid lines represent coefficients for TR/T1=0.14, gs=0.29 T m-1, 
D=2×10-11 m2 s-1. Hollow markers with dashed lines show coefficients for sufficiently wider distribution of Dn’ and 
Dn” (not shown in Figure 6.4) produced by TR/T1=0.14, gs=0.0029 T m-1, D=2×10-11 m2 s-1. Note, that the nmax required 
for precise calculation of an is hardly affected by the choice of Dn’ and Dn”  distribution. 
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 Figure 6.6 The series decomposition coefficients an evaluated with nmax=20 (only a quarter of the evaluated 
coefficients are shown for brevity) under different experimental conditions. Top row (a, c, e) at the b-value of 3.7×106 
s m-2, bottom row (b, d, f) at the b-value of 4.2×109 s m-2. The highest impact on the values and distribution of the 
coefficients is noticeable, as should be expected, due to changes in the repetition time (e, f). Increasing TR and thus 
leaving the steady state, leads to reduction of an at n≠0 and growth of a0, the latter representing full relaxation 
attenuation. Note, while at low b-values (a) the difference in an due to variations in D is not evident with the 
coefficients exhibiting only a slight growth of an at n≠0 as the diffusion coefficient decreases. As the diffusion-
weighting is increased (b) the behaviour is modified and while the slower diffusing species sustain a sufficient value of 
an at n≠0, the faster diffusing ones retain solely a0. 
 
While the distinction between the classic experimental conditions (i.e., with magnetization 
returning to equilibrium after every excitation) and the steady state conditions is determined 
by the relation between TR and T1 (i.e., is the condition of TR>5×T1 satisfied or not) the 
actual impact of the steady state on the diffusion-related attenuation signal is more likely to 
be predominantly affected by the relation between TR and T2. This can be seen from Eqs. 
(6.42) and (6.43), where the relation of TR/T2 is present in both Dn’ and Dn” as an exponential 
decay term, while the impact of TR/T1 (which is also present as an exponential decay term, 
but only in the expression for Dn”) is damped by the presence of the cos(θ) term, leading to 
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incomplete decay for flip angles other than odd multiples of π/2. Qualitatively, the effect can 
be explained by the phase information responsible for the diffusion-related attenuation being 
stored in the transverse magnetization and thus it is the T2 that will be primarily responsible 
for the loss of that information (particularly in liquid-state NMR where T2< T1 and therefore 
TR/T1<TR/T2, thus decreasing the impact of T1 on the decay of Dn’ and Dn” and emphasising 
the impact of T2). This impact is yet determined not by the Dn’ and Dn” coefficients, which 
according to Eqs. (6.29), (6.37), (6.42) and  (6.43) are affected by T2 relaxation equally for all 
values of n (see Figure 6.7) through the relaxation-related part in gn(t) and ĝn(t). The steady 
state contribution on the other hand is determined (as in Eq. (6.35)) by the relation between a0 
and an for n≠0. Yet it follows from Eqs. (6.29), (6.37), (6.42) and  (6.43) that 
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Thus Eqs. (6.40) and (6.41) can be rewritten as 
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where Φ is a term encompassing all but T2 dependencies of a0 from Eq. (6.41). Eqs. (6.48) 
and (6.49) show that with the increasing TR/T2 ratio the signal contribution of the 
magnetization states left from the excitations preceding the acquisition (determined by an 
with n≠0) will be decreasing, while the contribution from the magnetization excited right 
before acquisition will be primarily dependent on the T2 independent mz term. Moreover, 
according to Eq. (6.40) the omitted proportionality terms in Eq. (6.48) contain higher and 
lower order an, yet Eq. (6.48) shows, that with every increase of the order of an the 
coefficients are multiplied by an exponential relaxation decay term. The term a±1 will be thus 
proportional to at least exp(-TR/T2), the term a±2 – to at least exp(-2×TR/T2) and so on, which 
is reasonable as the magnetization state excited time TR before acquisition will experience 
exp(-TR/T2) relaxation, while the state excited time 2×TR before acquisition will experience a 
relaxation of exp(-2×TR/T2) and so on, which is thus reflected in the behaviour of the an 
coefficients (see Figure 6.8). Thus there exists an intermediate case for some substances, 
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where TR<5×T1 defines the presence of the steady state, yet because TR is on the order of T2 
or higher all the an for n≠0 will be damped by transverse relaxation and the series in Eqs. 
(6.35) and (6.36) can be readily truncated at nmax=0, i.e., the classic full relaxation equations 
can be used to analyse the steady-state data. Note, that this kind of steady state can be thought 
of as steady for longitudinal magnetization, but yet a full relaxation mode for transverse 
magnetization. 
 
 
Figure 6.7 Dn' and Dn" coefficients variability with regards to the relation between TR of the pulse sequence and T2 of 
the sample. The actual discrete values of the coefficients are depicted with the corresponding marker, dotted lines 
represent the simulated continuous distribution of n. Plots show the variation of Dn' (a) and Dn" (b) coefficients with 
regards to changes in T2 of the sample. The plots with TR/T2=0.20 correspond to the plots with D=2.0×10-11, 
TR/T1=0.14 and gs=0.29 T m-1 in Figure 6.4. This set of parameters was left unchanged for all the graphs, while the 
value of T2 was subject to change. Note, that the general shape of the coefficients’ dependence on n is unchanged for 
all the values of T2, which shows it only affects the magnitude of  Dn' and Dn" coefficients as it is shown in Eqs. (6.42) 
and (6.43). 
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 Figure 6.8 The series decomposition coefficients an evaluated with nmax=30 (coefficients with n from -6 to 6 are shown) 
for different values of T2. (a) at the b-value of 3.7×106 s m-2, (b) at the b-value of 4.2×109 s m-2. The coefficients with 
TR/T2=0.20 correspond to the plots with D=2.0×10-11, TR/T1=0.14 and gs=0.29 T m-1 in Figure 6.6. These parameters 
are left unchanged for all the distributions, while the value of T2 was modified according to the legend. Note, the 
impact of the faster transverse relaxation on the an with n≠0, particularly on an with |n|>1, where a double decrease of 
relaxation time (from TR/T2 of 0.20 to TR/T2 of 0.39) causes an almost complete decay of the corresponding an.  
 
6.2.2 Diffusion manifestation in a two-pulse 3D NMR experiment 
Considerations about the basis choice for the Fourier expansion of the magnetization (e.g. 
Eqs. (6.3) and (6.4)) apply also to the 3D case, when a steady state PGSE sequence employs 
gradient pulses in multiple directions. This can be done in order to assess the anisotropic 
diffusion tensor (see Section 3.2 for details) or perform an imaging experiment with diffusion 
weighting in the steady state mode. As in the case of the pulse-acquire and 1D steady state 
experiments estimating the total phase gain by the end of a single sequence application is 
likely to provide a good Fourier decomposition basis. As 3D gradients (on axes X, Y and Z) 
are to be considered, the expression for the phase gain within the sequence run changes to a 
3D form from Eq. (6.20) to 
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where each of the φα(t), with α=X, Y, Z represents the phase gain due to the gradient 
waveform (Gα) of the corresponding axis given with respect to the inversion pulse at time τ 
by  
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Using the total phase gain φα(TR) according to Eq. (6.50) as the carrier harmonic for the 
magnetization Fourier expansion provides, 
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Substituting the expansion into the Bloch-Torrey equations (see Appendix 4) in the form of 
Eqs. (3.10) and (3.11) provide an expression for temporal evolution of the expansion 
coefficients an(t) and bn(t), which can be written similarly to the one given by Eqs. (6.5) and 
(6.6) (or implicitly by Eqs. (6.27) and  (6.28)) with the exception of the exponential terms, 
 
[ ]2
, , , ,2 0
2 2
, , , ,1
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ),
t
n
X Y Z X Y Z
n
X Y Z X Y Z
tg t t n TR D t n TR dt
T
tp t t n TR D TR
T
α α αβ β β
α β
α αβ β
α β
γ ϕ ϕ ϕ ϕ
γ ϕ ϕ
= =
= =
′ ′ ′ = + + + 
= +
∑ ∑∫
∑ ∑
  (6.54) 
where Dαβ are the components of the 3D diffusion tensor D. With the definitions of gn(t) and 
pn(t) given, Eqs. (6.52) and (6.53) can be rewritten as 
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Eqs. (6.55) and (6.56) generalize the description of a two-pulse steady state experiment given 
by Eqs. (6.27) and (6.28) for the 3D case. Similarly a generalization of Eqs. (6.35) and (6.36) 
for temporal evolution of the magnetization after the inversion pulse at time τ can be provided 
by solving the Bloch-Torrey equation for the corresponding time interval (see Appendix 4), 
 ˆ( ) ( )( ) * ( )( ) (0) n ng g ti t i n TRT n
n
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+∞
− −+ − ⋅ − ⋅
−
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with a new notion for ĝn(t), 
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Having obtained Eqs. (6.54) to (6.59) it is possible to use the boundary steady state 
conditions (Eqs. (6.23) and (6.24)) to get the expressions for the values of an(0) and bn(0) in 
the 3D case. Yet as the general form of the Fourier expansions of the magnetization is similar 
to the 1D case, the resulting system of equations for determining an(0) and the expression for 
bn(0) are identical to the ones for the 1D case (Eqs. (6.38) through (6.43); see Appendix 5 for 
details).  
6.2.3 Samples and instrumentation 
Steady state effects in the 1D 1H case were observed at 297.4 K on a 500 MHz Bruker 
Avance II spectrometer with a Micro 5 gradient probe (with a maximum gradient strength of 
2.9 T/m per axis) and a 5 mm radiofrequency coil. In order to emphasize the steady-state 
effects (see Figure 6.4 a and b and Figure 6.6 a and b) a slow diffusing sample was prepared 
using 95.28% mass D2O (Cambridge Isotope Laboratories), 4.64% polyethylene glycol 
(average molar weight 3350 g mol-1, Sigma Aldrich) and 0.08% anhydrous CuSO4 (> 99%, 
Merck). The CuSO4 (i.e., paramagnetic doping) was included to reduce scanning time. The 
resulting relaxation times of the solution measured by inversion-recovery [213] and CPMG 
[214, 215] sequences, respectively, were T1=530 ms and T2=380 ms.  
Background gradients due to sample interfaces were reduced by placing the solution in a 
5 mm NMR tube susceptibility-matched to D2O (Shigemi, Japan). A steady-state customized 
pulse sequence was derived (Figure 6.9) from the PGSE pulse sequence [40] by including a 
spoiler gradient, gs, and a variable delay σ, which allows the repetition time to be kept 
constant when the diffusion-weighting gradient duration (δ) is changed. The background 
gradients due to eddy-currents were found to be negligible by measuring the diffusion-related 
attenuation curve at different recovery delays (d) until no significant changes in the 
attenuation profile were observed with the delay increment. Moreover a constant g, variable δ 
sequence was used (contrary to the conventionally used constant δ and variable g sequence) 
to keep the effect of the residual gradients constant throughout the acquisition of the 
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diffusion-related attenuation curve. The duration of the diffusion-sensitizing gradient pulse 
(δ) was varied throughout all experiments from 0.05 to 5 ms in equal increments of 0.55 ms, 
the amplitude of the gradient pulses was kept constant at 1.19 T m-1. The lowest nominal 
value of δ (0.05 ms) was chosen to be as close to zero as technically possible. Such a choice 
might lead to the gradient pulse being unable to reach the desired value of 1.19 T m-1 during 
the 0.05 ms pulse, the error should yet be negligible compared to the rest of the diffusion-
weightings used in the experiment (see Section 7.2.1.1). The diffusion time Δ and the 
duration of the spoiler gradient pulse (δs) were kept constant at 15 ms and 1 ms, respectively. 
gs was variable throughout the experiments, being 0.29 or 0.59 T m-1. Each experiment 
employed 32 dummy scans and each acquisition was averaged over 8 scans to ensure steady 
state conditions and sufficient SNR were achieved. 
 
 
Figure 6.9 PGSE pulse sequence for measuring diffusion under steady state conditions. The sequence includes 
excitation (π/2) and refocusing (π) radiofrequency pulses, diffusion-weighting (g) and spoiler (gs) gradient pulses. The 
sequence is repeated multiple times with the repetition time (mostly determined by the recycling delay T) set to less 
than the T1 of the sample (see Figure 6.3), thereby resulting in steady state conditions. The consecutive sequence 
repetition of the sequence is shown in grey. 
 
Minimizing the repetition time required the shortening of all pulse durations and interpulse 
delays, including the acquisition window delay, which was reduced to 51.25 ms resulting in 
severe FID truncation. In practice, such a severe reduction is probably not worthwhile, as a 
slight increase in the repetition time so as to allow acquisition of a more complete FID would 
likely result in fewer scans being required to achieve the steady state, therefore having little 
impact on the total acquisition time. Yet here FID truncation was kept constant throughout 
different repetition times to keep scans consistent for further comparison.  
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At low b-values the acquired spectra contain two distinct spectral lines (Figure 6.10) 
separated by 1.09 ppm with the high frequency peak corresponding to residual water and the 
low frequency peak to the polyethylene glycol (PEG). As the steady-state effects are more 
pronounced with lower diffusivity samples (Figure 6.6) the behaviour of the PEG peak 
attenuation profiles clearly exhibiting slower diffusion was chosen to be examined at 
different values of TR/T1. The behaviour of the diffusion NMR attenuation curves was 
studied under conditions of TR/T1=0.14, 0.16, 0.26, 0.28, 0.51 and 0.53 with TR/T1=5.56 and 
5.58 as the reference full-relaxation experiments. 
 
 
Figure 6.10 A series of 500 MHz 1H PGSE NMR spectra of PEG solution with increasing diffusion-weighting gradient 
pulse duration (δ) under full relaxation conditions. The peak at 1.76 ppm corresponds to polyethylene glycol, the 
peak at 2.85 ppm to residual water. Truncation of the FID during acquisition leads to the visible “sinc function” 
oscillation artefacts, yet does not interfere with the attenuation analysis. 
 
In order to test the steady-state effects in the 3D case an anisotropic sample was prepared 
comprising an aligned lyotropic liquid crystal (LLC) in hexagonal phase formed by 
decaethylene glycol mono-dodecyl ether (Sigma Aldrich) solution in D2O (Cambridge 
Isotope Laboratories). Additionally d-glucose 6-phosphate sodium salt (Sigma Aldrich) in 
D2O solution was added to the surfactant. The mass percentages of decaethylene glycol 
mono-dodecyl ether/D2O/d-glucose 6-phosphate sodium in the sample were 59.56%, 40.18% 
and 0.46% correspondingly. This ensured the formation of the hexagonal phase [216]. The 
melt was placed in a standard precision 5 mm NMR tube (Wilmad) and manually centrifuged 
in order to remove air bubbles from the sample, the tube was then placed in the 14.1 T 
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magnetic field and underwent a heating/cooling cycle (from 283 K to 323 K in steps of 5 K 
and from 323 K to 288 K in steps of 2.5 K with 20 minutes temperature stabilization time per 
step) to provide sample alignment [217]. A 1H NMR spectrum was recorded with a pulse-
acquire sequence at each step in order to confirm transition from the liquid crystal to liquid 
phase and back (Figure 6.11). The absence of macroscopic separation of liquid water (which 
is known to occur in non-ionic surfactants [218]) was confirmed by obtaining a 1H NMR 
spectrum similar to the one in Figure 6.11 f whereas several samples undergone the 
separation exhibited spectra similar to the ones in Figure 6.11 c. The presence of the diffusion 
anisotropy was additionally confirmed by performing a 1H DTI experiment on the whole 
sample (i.e. with slice thickness equal to the sample size in the z-direction) after the 
heating/cooling cycle (Figure 6.12). Longitudinal and transverse relaxation times were 
measured prior to performing multidirectional steady-state diffusion weighting by 
correspondingly inversion-recovery [213] and CPMG [214, 215] sequences, providing the 
values of T1=1230 ms and T2=95 ms. 
 
Figure 6.11 1H NMR spectra of the LLC sample acquired during the heating/cooling cycle. (a), (b), (c) – heating. (d), 
(e), (f) – cooling. The spectra were acquired at (a) 283, (b) 308, (c) 313, (d) 323, (e) 308 and (f) 288 K. Transition to the 
liquid phase is visible around 308 K, manifesting itself as sharpening of the decaethylene glycol mono-dodecyl ether 
peaks around 4 and 2 ppm. 
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 Figure 6.12  Parametric maps of the diffusion tensor metrics in the LLC sample corresponding to (a) the largest 
eigenvalue, (b) fractional anisotropy, (c) Westin’s linear index, (d) Westin’s planar index. The blue colour in (a) 
corresponds to the through-plane direction (Z-axis), direction colour coding is additionally provided for reference in 
the first image. Map (a) shows the predominant diffusion direction to be along Z. The Maps in (b), (c) and (d) are 
mapped to the 0 to 1 range with the lowest values depicted in black and the highest in white.  
 
A pulse sequence similar to the one used for the 1D experiments (Figure 6.9) was used for 
measuring anisotropic 3D diffusion in the steady state. The sequence employed a 3-axis 
diffusion-weighting gradient for probing different diffusion directions and a variable gradient 
pulse length (δ) for probing different diffusion weightings (Figure 6.13). The parameters for 
measuring anisotropic diffusion in the steady state were chosen as follows. Attenuation 
profiles in 9 diffusion-weighting directions were recorded with 5 diffusion weightings per 
direction. The gradient vector in each experiment was characterised by the direction vector in 
in X, Y, Z coordinates multiplied by a gradient calibration value (i.e., 
G=(X,Y,Z)×gradient multiplier). The 9 gradient directions were: (2,2,1), (2,2,-1), (2,1,2), (2,-
1,2), (1,2,2), (-1,2,2), (0,0,3), (0,3,0) and (3,0,0). The gradient amplitude multiplier of 0.29 
T m-1 was used for all measured directions and was kept constant throughout every diffusion 
attenuation profile acquisition. The amount of diffusion weighting was varied by using 
different values of δ ranging from 1 to 5 ms in steps of 1 ms. The repetitions times were: 79, 
124, 130, 232, 249, 380, 482, 499, 1079, 1130, 1232, 2079, 2130, 2232, 7079, 7130 and 7232 
ms. Each experiment was the average of 4 scans with the longest repetition time, the number 
of scans was increased proportionally to the decrease of repetition time to keep the total 
experimental time as close to a constant value as possible. The echo time, ∆, spoiler gradient 
duration, direction and amplitude multiplier were kept constant for all experiments at 22.2, 
15, 2 ms, (1,1,1) and 0.59 T m-1, respectively. Experiments were performed at 290 K. 
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 Figure 6.13 A multidirectional diffusion NMR steady state spectroscopy pulse sequence. The pulse sequence is a 
generalization of the sequence provided in Figure 6.9 for 3D diffusion tensor determination. Arbitrary diffusion 
direction and diffusivity can be probed by varying the amplitudes of the diffusion-weighting gradient pulses (gd), 
while the crusher/spoiler gradient gc provides non-zero end of sequence phase gain in all the weighting directions. A 
unit sequence (shown in black) is applied consecutively multiple times (parts of past and future applications shown in 
light grey) to achieve a steady state. 
 
6.2.4 Simulation 
To provide further verification of the proposed description of 1D diffusion NMR under the 
conditions of the steady state, numerical simulations of magnetization evolutions were 
performed using custom and built-in functions in MATLAB 2012b (The MathWorks Inc., 
Natick, MA). The numerical solution involved simulating 32 applications of the PGSE pulse 
sequence (Figure 6.9) to account for establishing the steady state during the dummy scans 
and a single acquisition on the next scan after the steady state was established. The rest of the 
parameters of the simulated pulse sequence were chosen to correspond to the experimental 
pulse sequence (see Section 6.2.3). 
The Bloch-Torrey equations (Eqs. (6.25) and (6.26)) were solved numerically for every 
diffusion weighting and every TR. Spatial derivative terms were accounted for by using the 
finite difference method with a fourth order accuracy derivative matrix and no flux boundary 
conditions. Time stepping was implemented with a fourth order Runge-Kutta iteration 
scheme [209, 210] with adaptive time step [219]. The progression of the system to the steady 
state was ensured by providing the solutions for transverse and longitudinal magnetization at 
time TR of every pulse sequence as the initial conditions for solving the Bloch-Torrey 
equations for the next pulse sequence application. A modified binary search algorithm 
(Figure 6.14) was used to fit the simulation to the acquired data, the initial parameters of the 
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fit were chosen as follows: initial value for the diffusion coefficient D = 0.00 m2 s-1, initial 
value for the diffusion coefficient iteration Di = 2.00 ×10-11 m2 s-1 with the iteration tolerance 
threshold Dt < 0.005 ×10-11 m2 s-1. 
The described simulation of the magnetization evolution automatically provided a 
confirmation of the achievement of the steady-state. This was done by observing the values 
of the transverse and longitudinal magnetization components as the simulation progressed 
through the dummy scans to the acquisition point. In every simulation performed the relative 
magnitude change in the last two dummy scans did not exceed 10-3 for both transverse and 
longitudinal magnetization components, which indicates a sufficient approximation of the 
steady state was achieved. The convergence to the steady state can be clearly seen in Figure 
6.15.  
 
Figure 6.14 Steady state diffusion NMR simulation and fitting scheme. The algorithm is initialized with a zero value 
for the diffusion coefficient D and best coefficient approximation Dbest and with a reasonable guess for the diffusion 
coefficient iteration Di. A modified binary search algorithm provides fitting the simulation to the experimental data 
until a tolerance limit on Di is reached.  
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 Figure 6.15 Simulation of the system progression to the steady state. (a), (b) Evolution of the transverse 
magnetization magnitude through the 32 dummy and a single acquisition scan. (c), (d) Corresponding evolution of 
the longitudinal magnetization. In (a) and (c) TR/T1=0.14, in (c) and (d) TR/T1=5.56. The full relaxation mode 
simulation (b) and (d) shows every no significant difference between consecutive scans from the very first pulse 
sequence application, steady-state mode simulation (a) and (c) shows convergence to the steady state in less than 32 
scans.  
 
6.2.5 Results 
The system of equations (6.44) – (6.46) was solved for nmax=4 using Mathematica 9 
(Wolfram Research, Champaign, IL) and an expression for the magnetization was evaluated 
according to Eq. (6.35). The resulting function was used in the nonlinear fitting procedure 
[220] of each dataset with known experimental parameters (δ, d, T and gs) leaving the 
diffusion coefficient as the single fitting parameter (the fitting code is given in 
Supplementary material 1).  
The NMR signal truncation mentioned in Section 6.2.3 causes ringing in the spectra which is 
usually overcome during signal processing by exponential multiplication of the data. The data 
were thus processed both with and without window multiplication with no significant 
difference noted for the integral intensities between the two cases (Figure 6.16). The slightly 
smoother exponentially weighted option was therefore chosen for final data analysis. 
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 Figure 6.16 1H PGSE NMR signal attenuation against the b-value (relative to δ0 = 0.05 ms) curves for polyethylene 
glycol solution at different sequence repetition times acquired at 500 MHz and 297.4 K. Filled markers represent data 
resulting from integration of the non-processed spectra, hollow markers – data extracted after exponential 
multiplication of the FIDs. The overall behaviour of the curves is hardly affected. Some smoothing is observed, due to 
excluding partial integration of the FID truncation artefact.  
 
The fitting results are presented in Figure 6.17. The mean diffusion coefficient resulting from 
fitting the steady-state equations was 2.19 ± 0.16 ×10-11 m2 s-1, with a slight decrease towards 
faster repetition times (Figure 6.19), whereas the reference full relaxation experiments 
provided a value of 2.26 ± 0.03 ×10-11 m2 s-1, the results falling within the confidence limits 
of each other. However, this was not the case when conventional monoexponential fitting 
was used throughout the whole range of TR/T1 values. 
The equations describing the behaviour of the transverse and longitudinal magnetization in 
the steady state (see Section 6.2.2) have been used to build a set of custom MATLAB 2014a 
functions to be used for fitting to the experimental data (the code of the core function used for 
fitting is given in Supplementary material 2). The full tensor was reconstructed for the 3D-
weighted spectroscopy experiments on LLC sample using the nonlinear fitting procedures on 
the acquired attenuation profiles for different diffusion-weighting directions and different 
repetition times. The diagonal elements of the fitted (with nmax=5) diffusion tensor are shown 
in Figure 6.20 for all the studied repetition times along with the fitting results obtained by 
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conventional monoexponential fitting (i.e., fitting with nmax=0). The mean value of the 
diagonal tensor elements obtained in the full relaxation conditions were found to be 
DXX=1.71 ± 0.02 ×10-10 m2 s-1, DYY=1.68 ± 0.02 ×10-10 m2 s-1 and 
DZZ=2.28 ± 0.03 ×10-10 m2 s-1 and are presented in Figure 6.20 as a reference. 
Numerical simulations of the steady-state magnetization behaviour were fitted to the 
truncated 1D datasets (the first and the last points were removed from the fitting due to low 
simulation precision at short and performance considerations at long gradient pulse 
durations). The resulting fits are presented in Figure 6.18. The mean diffusion coefficient 
derived from the simulation was 2.17 ± 0.10 ×10-11 m2 s-1, falling well within the theoretical 
fitting and reference value confidence limits. A decrease in the calculated diffusion 
coefficient towards shorter repetition times can be observed, similar to the one obtained in the 
theoretical fitting (Figure 6.19). 
 
 
Figure 6.17 Acquired PGSE NMR attenuation against the b-value (relative to δ0 = 0.05 ms, note that the b-value 
doesn’t entirely determine the diffusion-related attenuation here as it only represents the g0(τ)+ĝ0(2τ) term) profiles 
at different repetition times due to changes in T (different graphs on the same figure) and changes in d (figures a and 
b). Markers represent experimental data, dashed curves – fitted steady state and full relaxation solutions.  
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 Figure 6.18 Acquired PGSE NMR attenuation against the b-value (relative to δ0 = 0.6 ms, note that the b-value 
doesn’t entirely determine the diffusion-related attenuation here as it only represents the g0(τ)+ĝ0(2τ) term) profiles 
at different repetition times due to changes in T (different graphs on the same figure) and changes in d (figures a and 
b). Markers represent experimental data, dashed curves – fitted steady state and full relaxation simulations.  
 
 
Figure 6.19 Values of diffusion coefficients evaluated by conventional monoexponential fitting, by  fitting the steady-
state solutions and by fitting the steady-state simulations to the experimental data at different repetition time ratios 
TR/T1 with linear interpolation between the measured values shown by dashed lines and the reference diffusion 
coefficient equal for all methods at TR/T1>5 is denoted by the black dashed line with no markers. 
 
71 
 
 Figure 6.20 Values of the fitted diffusion tensor diagonal elements of the LLC gel obtained through experiments 
performed at different repetition times. The ○ symbols represent the tensor elements obtained by fitting Eqs. (6.57) 
and (6.58) to the acquired data, the × markers – with the conventional monoexponential fitting. The dashed lines 
stand for the reference values of each of the diffusion tensor elements, obtained by averaging the results of the three 
experiments performed under the TR>5×T1 condition. 
 
6.2.6 Conclusions 
The experiments conducted with the two-pulse sequence under the steady state conditions 
showed good correspondence with the reference results for measurements conducted with full 
relaxation and simulation results (Figure 6.19) in the isotropic diffusion case for a 1D 
diffusion-weighting sequence. The steady-state solution fitting greatly exceeds the precision 
provided by the conventional monoexponential function, when repetition times are set below 
0.5×T1. The analysis of the decomposition coefficient behaviour (see Section 6.2.1) provides 
a guideline for determining if a particular experiment requires application of the steady-state 
theory or can be analysed in the conventional way. Assessing the magnitude of the a0 
coefficient, relative to the magnitudes of an with n≠0 is likely to provide a measure of the 
impact of using shorter repetition times in diffusion NMR sequences. Such knowledge, in 
turn, can be a key factor in determining if in a particular experimental setting one is to use the 
conventional processing (if a0 is much greater than any of the an), change the experimental 
parameters or setup (if an are significant, but conventional processing is crucial) or adhere to 
the steady-state approach during data analysis with benefits from using shorter experiment 
times. The fitting results in the 3D diffusion-weighting with the anisotropic sample can be 
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considered a good example of where such analysis is important. As can be seen in Figure 
6.20 there is no significant difference between the steady-state and the monoexponential 
fitting for the whole range of achievable repetition times despite working already in the 
steady-state regime as TR reaches less than 0.1×T1 in the fastest experiments, yet no deviation 
from the classic fitting is observed for the acquired data. This can result from the sample 
properties (the combination of T1 and T2 relaxation times) placing all the experiments into the 
intermediate area of longitudinal only steady state (see Section 6.2.1). In that case the overall 
signal magnitude is determined by the longitudinal magnetization being in the steady state, 
but the shape of the diffusion attenuation curve is unchanged compared to the full relaxation 
regime as the transverse magnetization is fast enough to relax down to undetectable values 
between two consecutive excitations. Indeed, with the relaxation times of T1=1230 ms and 
T2=95 ms and the shortest repetition time of 79 ms, the an calculation provides the ratio 
between the a0 and the sum of all an with n≠0 of around 3 for low b-values and up to 8 for 
higher b-values, while for the PEG isotropic experiments the ratio does not exceed 1.5 in the 
experiments with the shortest repetition times. As a result, the steady-state impact on the 
shape of the diffusion attenuation curve in 3D experiments is very likely to be negligible and 
Eqs. (6.57) and (6.58) are thus expected to provide results similar to conventional fitting, 
although the system is in the steady state. 
The proposed description of the steady-state diffusion-weighted sequences still fails to 
explain the decreasing trend of the evaluated diffusion coefficient at the lowest TR/T1 ratios 
and the applicability of the theory to the cases of zero total phase gain by the end of the 
sequence run. In the latter case the expansions given in Eqs. (6.3) and (6.4) cannot be applied 
as the basic functions fail to form a decomposition basis, yet the non steady-state 
monoexponential fitting has shown to be in strong discordance with experimental data (e.g., 
experiments with gs=0). Nevertheless, both the decreasing trend in the fitted diffusion 
coefficient dependence and the incorrect fit of the attenuation curve at zero spoiler gradient 
may result from unexpected experimental interference such as small unaccounted background 
gradients, leading to underestimation of the diffusion coefficient and unpredicted non-zero 
total phase gain by the sequence end or radiofrequency pulse inhomogeneity throughout the 
sample. This hypothesis of experimental interference (rather than shortcomings of the 
proposed steady state description) is strongly supported by the numerical simulations which 
provide results similar to the steady state solution fitting, while making no assumptions about 
the steady state existence. 
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An overall result of providing the description the PGSE pulse sequence operating in the 
steady state mode is in overcoming the relaxation limitation on the interscan delays (see 
Chapter 4). A possibility to perform faster single measurement can be used in spectroscopy to 
increase the performance of the quality improvement step (see Figure 1.1) by allowing faster 
averaging of the acquired signal or the diffusion-sensitization step. The latter yet might be 
less efficient as diffusion-sensitization requires changing the gradient value, which leads to a 
perturbation in the steady state and thus requires a number of dummy scans to be executed for 
the steady state to be achieved again. Although if the gradient step is small, the deviation 
from the steady state is likely to dissipate with a much smaller number of dummy scans as 
compared to achieving the steady state from the thermal equilibrium. This can be also used to 
increase the performance of imaging sequences as generally the gradient steps during phase 
encoding are small and therefore it can be performed without leaving the steady state and 
with a relatively small number of dummy scans preceding each phase encoding step 
acquisition. Care should yet be taken to ensure the major input in the image intensity comes 
from a well-developed steady-state, so that Eq. (6.57) can be used for analysing the resulting 
image data. Such imaging sequences can then be used in routine imaging alongside with the 
single pulse steady-state diffusion weighted sequences [206, 221, 222]. Alternatively, if the 
whole image acquisition can be fit within one scan (e.g., by employing echo planar readout 
[101] with the classic PGSE or PGSTE magnetization preparation – a setup typical for the 
majority of conventional clinical DWI) the employed gradient waveform can be taken into 
account through Eq. (6.51) and (6.54) and steady-state acquisition can be used to facilitate 
signal averaging.  
While these two approaches might prove viable for imaging, different techniques might be 
suggested to improve the DWI experiments performance. According to Figure 1.1 imaging 
experiments can be also accelerated on the stage of slice acquisition, phase encoding and 
diffusion-sensitizing. A number of methods related to the latter stage and applicable to a 
specific class of substances will be discussed in the following chapter.  
74 
 
7 Resolving multicomponent diffusion 
A diffusion-weighted imaging experiment, according to its name and to its structure outlined 
in Figure 1.1 aims to achieve a combined effect of two processes: spatial encoding and 
diffusion-weighting. Shortly, it aims to acquire a spatial distribution of diffusion properties in 
a sample. The simplest way to achieve this is to combine basic imaging (see Section 2.3) and 
diffusion measurement (see Section 3.3) experiment. Despite being a viable approach this 
method (spin-echo diffusion weighted imaging, SE-DWI or stimulated echo diffusion-
weighted imaging, STE-DWI) is subject to all the limitations and interference described in 
Chapters 4 and 5. Additionally, a specific choice of the sample might result in further 
complicating the application of this basic technique, e.g., a heterogeneous sample with 
regions of different magnetic susceptibility, causing the appearance of background gradients 
on region interfaces. Another class of substances, causing additional complications in the 
basic DWI experiments is multicomponent samples. Note, that the basic equation describing 
the manifestation of diffusion in NMR experiments (Eq. (3.14)) is valid only for samples with 
a single diffusing NMR species (i.e., single M0, T2, and D).  Yet in many cases, this does not 
hold true, as multiple species are present in the sample [79-82, 223]. The abundance of such 
complex systems in various biological samples has motivated the development of techniques 
to resolve the diffusion coefficients of the component species [39, 224]. In these cases (i.e., 
when there are numerous substances present in the sample) the total recorded NMR signal 
can be represented as the sum of signals from each of the species and is thus proportional to 
the sum of corresponding magnetizations. In the simplest case of two diffusing components 
Eq. (3.14) for transverse magnetization should be rewritten as 
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where A(t) and B(t) are related to the equilibrium magnetizations and transverse relaxation 
constants of the two substances, and DA and DB are the corresponding self-diffusion 
coefficients. 
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Eq. (7.1) can no longer be rewritten in the form similar to Eq. (3.21), so that DA and DB can 
be separately resolved. A modified version of the approach described in Section 3.3 can be 
then employed in order to obtain the diffusion properties of the species in the sample [39]. As 
the signal s acquired in a PGSE/PGSTE experiment is proportional to the weighted sum of 
the exponents 
 ( ) ( )A BbD bDs A TE e B TE e− −∝ ⋅ + ⋅   (7.2) 
an equation of the corresponding form (Eq. (7.2)) can be fitted [79-82, 225-227] to the 
acquired data and diffusion coefficients DA and DB can be obtained. Unfortunately, such a 
simplistic technique has some significant drawbacks [228] both limiting its application to the 
cases, where DA and DB are significantly different as well as increasing the number of 
diffusion-weightings that have to be acquired for reliable fitting [80, 81]. 
Resolving diffusion properties of different species in multicomponent systems can be greatly 
facilitated in cases where the two species exhibit different resonant frequencies (see Section 
2.1). Signal analysis in the frequency domain can provide separate diffusion attenuation 
curves for the two or more components present. Unfortunately, this is rarely the case in 
imaging experiments as the spectral line separation of different substances is usually much 
smaller than the broadening of the spectral line caused by the frequency encoding gradient. 
As the result the spectral lines become overlapped during encoding and acquisition and 
cannot be analysed individually. This can be resolved either with the multiexponential fitting 
procedure according to Eq. (7.2) or by substituting classical imaging technique with localized 
spectroscopy approach [224]. The latter approach rejects the phase/frequency encoding 
techniques in image formation relying rather on triple application of the slice-selection 
gradient in orthogonal directions, thus acquiring a well-resolved NMR spectrum from a small 
localized volume element (voxel). The evident downside of the method is the excessive 
number of acquisitions that have to be performed to obtain spatial resolution equivalent to the 
classical imaging experiments (effectively, a squared amount of steps has to be performed on 
the image formation stage). 
The third option for achieving separation of unique spectral components is NMR signal 
suppression of a particular system component. If the signal from a particular species is 
suppressed before acquisition, the additional exponent vanishes from Eq. (7.2) and 
information on the diffusion of the remaining resonance in the NMR spectrum can be 
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obtained. The most common suppression techniques involve a spectrally-spatially selective 
RF pulse [229] or spectrally selective RF pulses combined with spoiling magnetic field 
gradients [230]. Another set of techniques relies on the relaxation time differences of the 
components [231] rather than spectral separation, allowing a reduction in the contribution 
from a substance with a particular longitudinal relaxation time (e.g. short relaxation time) 
into the acquired NMR signal. While often being the techniques of choice both in imaging 
and spectroscopy, these two types of suppression suffer from major drawbacks. The strict 
dependence of the two on the homogeneity of the RF pulses and the static magnetic field 
homogeneity often makes them inapplicable to MRI experiments [232], when either of the 
homogeneities is compromised (either due to the large volumes imaged or the presence of 
intrinsic disturbances of the electromagnetic field, e.g., surface interfaces within the imaged 
volume). Moreover, if multicomponent systems with more than two species are considered, 
separation becomes troublesome, as both suppression methods generally aim to remove the 
contribution of a single species, while leaving the rest of the resonances (substances) in the 
sample intact, therefore only a partial reduction of the complexity is possible. Finally, as both 
techniques are usually implemented as preparation modules to the imaging sequence, their 
effect is diminished as the sequence progresses (due to transverse and longitudinal relaxation) 
and some signal from the “suppressed” components might recover to appear in the final NMR 
signal and compromise the diffusion measurements. 
An effective method immune to most of the drawbacks of the above suppression methods is a 
chemical shift-based separation method also known as the Dixon method [233]. This method 
takes advantage of the NMR signal phase differences between the different spectral 
components and derives the independent species amplitudes (and thus separate images for 
each species) from multiple echo signals consecutively acquired in a single experiment. 
According to Eq. (2.3) the signals acquired at two different echo times (TE1 and TE2) differ as 
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The expression for the second echo time magnetization can be rewritten as 
 00 2 0 12( ) (0) (0) sep
i Ti TE i TE
T T TM TE M e M e e
ωω ω −− −= = ,  (7.4) 
where Tsep=TE2-TE1. As the choice of echo times is arbitrary, TE2 can be chosen in such a 
way that ω0Tsep=π. In that case 
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Therefore, summation of the signals acquired at two echo times will result in zero signal from 
a particular substance. On the other hand, if a different species (with a different resonance 
frequency ω0) is present in the sample the condition of ω0Tsep=π will not generally hold true 
for it and thus Eq. (7.5) will also be false with the given echo times, but a different ω0. Thus 
after summation of two signals acquired at TE1 and TE2 the signal from the first species will 
be suppressed and the signal from the other will remain. While this simplest approach is 
theoretically valid, more robust implementations exist, that involve larger amounts of 
collected data and more complex processing procedures [234]. Compared to the RF or 
relaxation time-based suppression the Dixon technique provides significantly more robust 
species separation in a multicomponent system due to its insensitivity to RF and static field 
inhomogeneities. Moreover, multiple species separation techniques are available by 
employing least-squares fitting to the acquired signal [235] which is hardly possible with 
suppression techniques. Nevertheless, the implicit ambiguity in the method and the 
susceptibility to amplitude differences between the two echoes (e.g., due to relaxation) makes 
it prone to a particular type of processing artefact (the leakage and the swapping artefacts) 
[236]. Increasing the performance of the method as well as implementing more complex 
processing algorithms (e.g. multiple species separation) comes with an increase in the 
acquisition time as more k-spaces have to be acquired. 
7.1 Methods 
The short review of the options available for multiple component separation in a combined 
diffusion measurement and imaging experiment shows that while a number of methods exist, 
a universal method cannot be suggested. The shortcomings of a particular technique can be 
overcome by either employing a different measurement method for a particular application or 
modifying the technique to allow reliable measurements. Both approaches will be discussed 
in the following chapter: first one by introducing a novel method for separating the diffusing 
species in the image domain, second by modifying the STE-DWI measurement technique to 
incorporate component suppression.   
7.1.1 Chemical shift-based image space separation 
A separation method can be suggested for a multicomponent system with distinctly resolved 
spectral components. Whenever such species is present in a sample, a particular image 
distortion is produced due to the resonant frequency difference of the species. The distortion 
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is known as the chemical shift artefact [237] which appears as slightly offset “ghost” images 
(Figure 7.1).  
 
 
Figure 7.1 An MRI image of a piece of coconut tissue exhibiting a distinctive chemical shift artefact. An image of the 
tissue is offset from the surrounding water in the direction of the frequency encoding (left to right). The white arrow 
indicates a signal void appearing in the place of the actual tissue location. The grey arrow indicates the shifted image 
of the tissue appearing outside the glass tube it is contained in. 
 
A general assumption is that under common experimental conditions, the chemical shift 
artefact (usually observed in vivo due to fat/water 3.5 ppm chemical shift) only affects a few 
pixels on the sample interfaces in the frequency encoding (read) direction. The equation for 
the pixel separation due to the artefact is 
 Nn
BW
δ∆ ⋅
= ,  (7.6) 
where ∆δ is the chemical shift between the components, N is the number of pixels in the read 
direction and BW is the acquisition bandwidth. Eq. (7.6) is usually regarded as the principal 
equation allowing reduction of the impact of the chemical shift artefact [238] and facilitating 
image diagnostics. On the other hand, the same equation provides the guidelines to 
significantly increase the impact of the chemical shift artefact (i.e., by reducing the 
bandwidth, while keeping the matrix size constant). Such artificial exaggeration of the 
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chemical shift artefact is hardly limited by any technical factors (contrary to increasing the 
bandwidth proposed for the artefact reduction which is limited by both the minimum 
sampling time of the digitizer and the required SNR of the final image) and thus a significant 
separation of the spectral components can be achieved in the image space. The requirement 
for full separation is that the impact of the chemical shift n is greater or equal to the total 
pixel length of the sample m. The latter can be defined by 
 Lm
X
=
∆
,  (7.7) 
where L is the actual size of the imaged object and ∆X is the pixel size (or the inverse of the 
image resolution). Combining Eqs. (7.6) and (7.7) provides the full separation criteria for the  
bandwidth 
 N XBW
L
δ∆ ⋅ ∆
≤ . (7.8) 
L and ∆δ are constant and the total number of pixels can also be kept constant while reducing 
the acquisition bandwidth; the reduction of the pixel size ∆X might then be of concern as it is 
related to the bandwidth through [119] 
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where FoV is the field of view in the frequency encoding direction and Gr is the magnitude of 
the read gradient pulse. Yet Eq. (7.9) shows that the pixel size can be kept constant by 
counterbalancing the bandwidth decrease by a corresponding reduction of the read gradient 
amplitude. Thus complete separation can be achieved without compromising either the 
resolution of the image or the desired field of view. While the geometry of the image is not 
affected by the bandwidth decrease the acquisition time is. Decreasing the bandwidth leads to 
proportional increase in acquisition time due to the decrease in the digitization frequency. 
The latter leads to the increased T2 weighting and SNR loss as well as limits the applicability 
of the technique to sequential encoding, the latter strongly reducing the utility of the method 
in clinical imaging.     
7.1.2 Suppression-based component separation 
A different, more classical spectrally selective pulse-based approach to component separation 
can also be incorporated (see Section 5.3) into the modules designed for overcoming various 
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experimental interference effects [69, 193, 194, 205, 239] in spectroscopic experiments. Yet 
each module is tailored for a particular purpose and its use should be carefully considered, 
taking the designation of the module and its downsides into account (e.g., a lower generally 
achievable b-value for imbalanced bipolar gradient pulse). Implementation of the modules 
should also be taken into consideration, as introducing additional RF or gradient pulses is 
likely to introduce additional sources of error and interference, so that a general degradation 
of the acquired data quality does not outweigh particular benefits resulting from the module 
implementation. 
The use of advanced diffusion-weighting routines is not novel to MRI. The presence of many 
interference factors in a generally robust diffusion MRI experiments and the ability of the 
correction modules (e.g., bipolar diffusion-weighting gradient pulses) to correct for 
experimental instabilities have already led to the their use in diffusion-sensitized imaging 
[240] to reduce the unwanted interference. Still, the existing scope of implementation is 
limited, as only the twice-refocused spin-echo (TRSE) sequence is widely implemented, 
while others can be built, based on both spin-echo (SE) and stimulated-echo (STE) NMR 
experiments. Such imaging sequences, involving the use of balanced and unbalanced bipolar 
gradient pulses, are neither available in commercial NMR products, nor are they described in 
the studied publications. The possibility of including a component suppression step into the 
bipolar diffusion-weighted module is another benefit of the advanced diffusion-weighting 
routines. The double inclusion of the suppression module (during diffusion encoding and 
decoding gradients) is likely to provide a more robust suppression pattern as compared to a 
commonly used pre-saturation approach, especially when combined with a binomial pulse 
inversion, having a sharp rejection frequency band. Moreover, a pulse sequence employing 
suppression during diffusion-weighting is less likely to suffer suppression loss due to 
relaxation, as the second module removing the signal from a particular species is set right 
before the signal acquisition starts. 
7.1.3 Radiofrequency pulses 
Implementation of the bipolar gradient pulses, despite the term, is not only related to 
modifications of the gradient waveform, but also to the introduction of additional 
radiofrequency pulses (e.g. Figure 5.4 and Figure 5.5). The common way to describe the 
effect of the radiofrequency pulse on the sample nuclear magnetization is by following the 
magnetization vector precession throughout all the pulses present in the sequence. This can 
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be demonstrated on a simple two-pulse spin-echo sequence (Figure 7.2), employing a π/2 
excitation and a π refocusing pulse.  
 
 
Figure 7.2 Vector model of a spin-echo sequence. The π/2 excitation pulse flips the initial z magnetization (a) into the 
x-y plane (b), the dephasing begins and the coherence is lost (c), the π pulse flips the magnetization, but does not 
change the direction of the phase change of the magnetization (d), thus dephasing becomes rephasing and the flipped 
magnetization is recovered for acquisition (e).  
 
The vector diagrams intuitively explain the rise of the FID as the signal occurring during 
magnetization defocusing, and the spin-echo being the signal occurring during the refocusing 
of different magnetizations and their consecutive defocusing, thus producing a symmetric 
signal, composed of two FID signals (if the T2 decay is neglected for simplicity). Yet this 
approach becomes tedious as the number of RF pulses in the sequence increases. For 
example, the stimulated echo experiment, which employs a π/2 excitation pulse and another 
pair of π/2 pulses for refocusing purposes or the appearance of an echo if arbitrary flip angles 
are used in a spin-echo sequence are a lot harder to explain using the vector representation. 
Moreover, some off-resonance effects arising from B0 or B1 field inhomogeneities can be 
overlooked in a vector representation as both of the fields are usually supposed to be highly 
homogeneous, when such a formalism is applied. 
Another, the ‘product operator’ formalism exists [241], which uses the notion of product 
operators and coherence pathways to follow magnetization evolutions. This method, 
originally designed as a convenient way to manipulate the quantum mechanics formalism 
based on the density operator [242], implies that magnetization is represented not as a sum of 
several rotating vectors, but as a set of different coherences, following a pathway dictated by 
the set of pulses and their flip angles used in the sequence. Several rules exist for defining 
coherence pathways [242, 243]: the equilibrium state and any longitudinal magnetization 
have zero-order coherence, for non-interacting spins the π/2 radiofrequency pulse converts 
zero-order coherence to coherence of order ±1 and vice versa, π radiofrequency pulse inverts 
the coherence order level, effects of the pulses with flip angles other than π/2 or π can be 
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represented as a linear combination of the latter two, coherences at level -1 are recorded 
during acquisition process. 
It is easy to provide a demonstration of an echo appearing in a π/2-τ-π/2-υ-π/2-τ stimulated 
echo pulse sequence with both product operators and coherence pathway representation. The 
first one starts with the z-magnetization operator Iz and evolves under the following rules for 
pulse application (assuming pulses have a flip angle of θ and are directed along x-axis): 
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where the x and y magnetization operators with phase ϕ Ix(ϕ) and Iy(ϕ) are given by 
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The evolution of the magnetization with a frequency of ω for a time interval of τ under the 
product operator rules follows the expressions 
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With this set of rules an evolution of magnetization can be followed through the first two 
pulses of the stimulated echo pulse sequence (starting with z-magnetization) as: 
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The second interpulse period υ following the second π/2 pulse results in the following 
evolution of the  net magnetization  
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Finally, a third pulse and a third evolution period of τ 
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Each term in Eq. (7.15) corresponds to a particularly prepared magnetization state with its 
specific sign, phase and direction. The transverse magnetization states can be traced from the 
starting pulse to correspond to: the FID from the initial pulse (-Iy(ωυ+2ωτ)/4), the spin-echo 
from the first and the third pulse (Iy(-ωυ)/4), the spin-echo from the first and the second pulse 
(Iy(ωυ)/4), the double spin-echo (-Iy(-ωυ+2ωτ)/4) and the stimulated echo itself (Iy(ωτ)). It 
can be also noted, that there are two distinctive longitudinal magnetization states with 
particular stored precession phases – an observation hardly to be made with the vector model. 
Additionally, Eq. (7.15) presents only a very simplified result of the product operator 
application (as the pulses used are all π/2 pulses. A larger number of coherences (or 
magnetization states) are generated in a more general case, when arbitrary flip angles are 
used (particularly, 18 coherences in the case of a 3-pulse sequence). Monitoring all the 
magnetization states with the product operator formalism can therefore be slow and tedious. 
Moreover, some coherences may be hidden in the product operator formalism, when two of 
the coherences are consolidated into a single term, as the two stimulated echo terms in Eq. 
(7.15) are. The latter can be easily seen if the coherence pathway model of the 3-pulse 
experiment is created (Figure 7.3). 
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 Figure 7.3 Coherence pathways for a 3-pulse STE pulse sequence for three π/2 pulses. Every continuous line starting 
from the zero coherence represents a particular coherence pathway. (a) Full set of coherence pathways for a 
π/2- π/2-π/2 pulse sequence, (b) two pathways for stimulated echo formation. The displayed coherences are colour 
coded as follows: orange dashed line – FID from the first pulse, blue dashed line – spin-echo from the first and the 
third pulse, blue solid line – spin-echo from the first and the second pulse, orange solid line – double spin-echo 
pathway, black dashed and black solid lines – two pathways for stimulated echo formation. 
 
The pulse sequence effect simulation employing the coherence pathway formalism is 
conveniently implemented in the Complete Calculation of Coherence Pathways (or CCCP) 
[244] MATLAB package. Exploring the standard STE sequence with the help of CCCP 
provides insight into the possible interference sources in practical cases, e.g. when the RF 
pulses are non-ideal ghosting artefacts appear [245]. Simulation also demonstrates (Figure 
7.4) ways to overcome the said interference by implementing gradient spoiling [205] or phase 
cycling [246] or both. 
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 Figure 7.4 Coherence pathways arising in imperfect sequences and their correction. (a) A set of pathways due to 
imperfect π/2 pulses, (b) doubled number of acquired coherences (relative to the STE pulse sequence with perfect π/2 
pulses) due to receiver imperfections, (c) cancellation of the unwanted coherences in a pulse sequence with imperfect 
radiofrequency pulses and receiver calibration achieved by employing a 16-step phase cycling technique, (d) selection 
of a single stimulated echo coherence in the same sequence by employing a spoiling gradient pulse.  
 
Exploring the possibility of introducing additional inversion radiofrequency pulses into the 
standard stimulated echo (STE) pulse sequence showed, that this gives rise to a number of 
unwanted coherences at the acquisition time, requiring additional phase cycling techniques to 
reduce possible interference. Assuming the RF pulses employed in a five-pulse sequence are 
imperfect (which can produce a significant effect in imaging due to the large sample volumes 
resulting in RF inhomogeneity) and assuming no receiver imperfections are present (which is 
a valid assumptions for most modern NMR equipment) the experiment produces 81 
detectable coherences. Coherences may differ in the phase acquired throughout the pulse 
sequence and thus manifest at different times during acquisition, manifest with different signs 
or refocus at different values of the phase encoding gradient. In any of the cases above an 
additional coherence introduces interference into the acquired k-space and manifests itself as 
an artefact in the final image (e.g. Figure 7.5). Thus, in order to reduce artefacts and allow 
acquisition of reliable data with a five-pulse sequence, phase cycling schemes and gradient 
spoiling methods were examined to find a reasonable coherence suppression scheme (Figure 
7.6). 
86 
 
  
 
 
 
Figure 7.5 An example of the unwanted coherence manifestation in an imaging experiment. (a) Desired image without 
any significant interference. (b) Image produced in an experiment with a manifesting unwanted coherence. (c) Real 
part of the k-space without interference, corresponding to image (a). (d) Real part of the k-space producing the image 
in (b), an additional partially acquired echo from an unwanted coherence is clearly visible. Both images show the 
same 5 mm sample with water/PEG solution. Images were acquired with the following parameters: TE=50 ms, 
TR=3000 ms, FoV=6×6 mm, 64×64 points matrix, 2 averages, PGSTE-based diffusion-weighted imaging pulse 
sequence and diffusion weighting of 0.6×109 s m-2. The image in (a) was acquired with the sequence using classic 
monopolar diffusion-weighting gradient pulses. Bipolar gradient pulse module with RF inversion (see Figure 5.4) was 
used instead to acquire the image in (b). Additional RF pulses resulted in generation of additional unsuppressed 
coherences visible in (d). 
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 Figure 7.6 Coherence pathways for the five-pulse pulse sequence [69], under the assumption of imperfect 
radiofrequency pulses. (a) 27 coherences produced by an experiment employing gradient spoiling between the two π/2 
pulses. (b) 18 coherences produced by an experiment employing a 8-step phase cycling scheme. (c) 7 coherences 
produced by combining the suppression techniques (a) and (b). (d) 2 coherences (a desired – solid line – and a minor 
interference – dashed line – coherences) in the experiment with both suppression techniques and diffusion 
sensitization.  
 
2, 4 and 8 – step phase cycling schemes were tested to correct for unwanted coherences in the 
acquired signal. An 8-step scheme (Table 7.1) was found to be an optimal choice providing 
sufficient coherence suppression, while maintaining a reasonable total experiment time. A 
similar suppression at high values of diffusion weighting was found to be provided by a 4-
step scheme, yet as the lower weightings significantly impact the precision of the diffusion-
weighting experiment, such a scheme was found to produce unacceptable errors. 
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Table 7.1 Receiver and radiofrequency pulse phases in an 8-step phase cycling scheme for unwanted coherence 
suppression in a five-pulse sequence.  
 π/2-pulse π-pulse π/2-pulse π/2-pulse π-pulse receiver 
Acquisition 1 x x x x x x 
Acquisition 2 -x x x -x x x 
Acquisition 3 x y -x x x x 
Acquisition 4 -x y -x -x x x 
Acquisition 5 x x x x y -x 
Acquisition 6 -x x x -x y -x 
Acquisition 7 x y -x x y -x 
Acquisition 8 -x y -x -x y -x 
 
Another aspect of RF pulses that needs to be considered, when solvent suppression 
techniques are being implemented is the spectral selectivity of the pulse. The spectral 
excitation profile is strongly related to the envelope shape of the RF pulse. For low flip angle 
RF pulses this relation can be approximated by the excitation profile and the pulse shape 
being the Fourier pairs, although in general due to nonlinearity of the Bloch equations such 
an approach becomes inapplicable as the pulse length or amplitude increases. In these cases, a 
more generalized approximation is sought, which can be done by employing the inverse 
scattering, digital filtering design or optimal control theories [247, 248]. Yet the Fourier 
transform description provides reliable results for pulses with flip angles reportedly up to π/2 
and it can even be used for π pulses to describe the spectral characteristics of the composite 
binomial pulses, having a sharp rejection (i.e. zero excitation) on one frequency and a 
uniform excitation distribution within the remaining bandwidth. Conventionally such an 
excitation profile characteristic is approximated by a sinn(ωτ/2) function [249], which has a 
strong rejection band at ω=0 and a maximum pass band at ω=π/τ. The inverse Fourier 
transform of such an excitation profile is a set of n+1 delta functions of alternating signs and 
varying amplitudes spaced in time at a distance of τ, precisely 
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∑ ,  (7.16) 
where (
n
k) is the binomial coefficient, determining the contribution of a particular delta 
function or its amplitude (thus the name, binomial pulses). Eq. (7.16) in turn provides a 
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family of composite radiofrequency pulses comprising a number of short block 
radiofrequency pulses with varying amplitudes ratio (e.g. 1-1, 1-2-1, 1-3-3-1 etc.) and 
alternating amplitudes (or with a π phase shift added to every second pulse) as the 
approximations of the delta functions in Eq. (7.16). Although assuming a particular frequency 
response of the composite pulse seems to severely limit the number of possible 
implementations, the same result can be obtained without such an assumption. Employing the 
rotational operator formalism [250] provides a set of conditions on a sequence of n+1 equally 
spaced delta function pulses in order for it to provide zero excitation at ω=0.  For the first 
three orders of magnitude of ω these include 
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where βk is the cumulative flip angle of the first k pulses in the sequence. Such conditions are 
satisfied in turn by 1-1 for n=1, 1-2-1 for n=2 and 1-3-3-1 for n=3 phase alternating 
sequences with higher number of pulses requiring more conditions, but thus providing 
additional possibilities for a particular n. A particular application of such a selective pulse 
with n=4 can be found in the WATERGATE suppression/diffusion-weighting module 
(Figure 5.5), where a 3-9-19-19-9-3 pulse is conventionally used. High spectral selectivity of 
the binomial pulse allows precise inversion of the desired spectral components, while leaving 
an intact pass-band non-inverted. The magnetization in the pass band is then dephased by the 
accompanying gradient pulse, while the inverted magnetization is successfully refocused by 
the latter. 
7.1.4 Gradient pulses 
Any imaging application calls for 3 orthogonal spatial encoding/localization gradient pulse 
sets (see Section 2.3), which usually include slice selection, phase encoding and frequency 
encoding gradient pulses (yet the function might vary, as double phase encoded or non-slice-
selective data sets are sometimes collected). Additional gradient pulses can be employed 
similarly to the spectroscopic cases to introduce diffusion-weighting [144], flow sensitivity 
[251], magnetization disruption and for other purposes [105]. Yet application of gradient 
pulses for different purposes does not happen independently – it is the net impact of the 
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complete gradient waveform that produces the said effects. Disentangling the effects of 
multiple gradients to allow precise implementation of particular sensitization can be done in 
several ways: some gradient effects can be neglected; some can be compensated within the 
sequence, while in some cases such detangling is impossible and the effect of the whole 
gradient waveform has to be accounted for. Analysing the Bloch-Torrey equation for the 3D 
case (Eqs. (3.10) and (3.11)) shows, that different gradient pulses can rarely be considered 
independent. This is even more evident, when considering a straightforward approach [252] 
to account for the effects of all gradient pulses in the diffusion-weighted imaging pulse 
sequences. That is solving the Bloch-Torrey equations with the Stejskal [40] modification, 
describing free diffusion in anisotropic media, assuming a vector gradient waveform G (i.e. a 
gradient waveform with three spatial components) is present in the sequence  
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The orthogonal components are presented here in the imaging convention, describing the 
read (Gr), phase (Gp) and slice-selection (Gs) directions. Similar to the general case of 
diffusion attenuation calculations (see Section 3.2, Eq. (3.13)) a phase gain vector F can be 
defined for the vector gradient waveform (Eq. (7.18)) 
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t
t t dt′ ′= ∫F G . (7.19) 
The solution of the Bloch-Torrey equations (Eqs. (3.10) and (3.11)) for the transverse 
magnetization provides the expression for the natural logarithm of the diffusion-related 
attenuation E of the NMR signal at the time of the signal maximum (i.e., the echo time, TE)  
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where Θ is the Heaviside step function, D is the self-diffusion tensor and  
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Eq. (7.20) can also be rewritten in terms of the b-matrix [151] as in Eq. (3.23) 
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By introduction of b Eq. (7.20) can be simplified to the form similar to Eq. (3.22) 
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where Dij and bij are the components of D and the b-matrix b respectively. 
Therefore finding a valid description for the gradient effect in DWI essentially includes 
finding a correct expression for bij according to Eq. (7.22). This is usually done by splitting 
the integration over the whole gradient waveform into small intervals [38, 252, 253] where 
the gradient can be represented by a simple (usually constant, linear polynomial or 
trigonometric) function. The complexity of this method can be demonstrated by calculating 
the b-matrix for a very simple two-pulse PGSE sequence with two equal block gradient 
pulses around the inversion π pulse (Figure 7.7).  
 
 
Figure 7.7 Basic PGSE pulse sequence. The timings marked allow splitting the pulse sequence running time into six 
segments (0 to σ, σ to σ+δ, σ+δ to the π pulse, π pulse to σ+Δ, σ+Δ to σ+Δ+δ, σ+Δ+δ to TE) allowing element wise 
evaluation of diffusion attenuation expression. 
 
An element wise integration of Eq. (7.22) requires splitting the total run time (0 to TE) of the 
sequence into elements, where the function under the integral in Eq. (7.22) is constant. For a 
simple PGSE sequence, there are six of these: 0 to σ, σ to σ+δ, σ+δ to the π pulse, π pulse to 
σ+Δ, σ+Δ to σ+Δ+δ, σ+Δ+δ to TE. Eq. (7.22) for the 1D case has then to be rewritten in 
terms of partial integrations for every time interval  
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Finally, the result of integration of Eq. (7.22) for 1D case is obtained from the set of 
equations (7.24) as b6(TE), which readily provides Eq. (3.25). It is evident that even for such 
a simple sequence as PGSE with such a simple gradient pulse set and gradient pulse shape as 
two block gradient pulses, the procedure is already quite tedious and error-prone. It is further 
complicated if different gradient axes are considered, particularly with different timing. 
Adding more gradient pulses or changing the gradient shape further increases the number of 
intervals and requires additional attention (e.g. adding a single gradient pulse adds two more 
intervals, while, changing the gradient shape from block gradients to trapezoidal pulses 
triples the number of intervals per pulse i.e. ten intervals instead of six for the PGSE pulse 
sequence), Therefore calculating the b-matrix for imaging sequences can become tedious, as 
they include not only diffusion-sensitizing, but also read, phase-encoding, spoiler, several 
slice-selection and possibly other gradients. 
A simple transition from spectroscopic gradient waveforms to imaging ones is hindered by 
the non-linearity of the bij elements with respect to gradient waveforms Gi and Gj, resulting in 
cross-terms [254] between different imaging and diffusion-sensitizing gradients. Therefore, 
any change in the shape of any of the gradient waveforms calls for a complete and possibly 
cumbersome recalculation of Eq. (7.22). A particular example of the complications due to 
such non-linearity is the introduction of the slice-selection gradient pulse into the PGSE 
gradient waveform (Figure 7.8). 
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 Figure 7.8 Introducing a slice selection gradient pulse into the PGSE gradient waveform. (a) Standard timing for a 
PGSE gradient waveform, (b) timing of the slice selection gradient pulse, (c) the resulting combined pulse sequence 
positioning with respect to the refocusing radiofrequency pulse.  
 
The results of the separate evaluation of the gradient waveforms, namely, the b-value for the 
PGSE gradient waveform (Figure 7.8 a) is given by Eq. (3.25) and evaluating Eq. (3.23) for 
the slice selection gradient (Figure 7.8 b) gives 
 2 2 2
2
3 s s
gγ δ ,  (7.25) 
while the b-value for the combined sequence (Figure 7.8 c) can be evaluated as 
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.  (7.26) 
The middle term in Eq. (7.26) is exactly the cross-term responsible for the nonlinearity of the 
b-value evaluation with respect to the b-values of the individual gradient waveforms, 
comprising the pulse sequence. Similar cross-terms arise in the b-matrix evaluation for 
multidirectional weighting. The inability to directly use the expressions for elementary 
gradient pulse sets to account for the complete waveform tends to produce excessive 
complexity in the experimental analysis and design with conventional methods. It is yet 
possible to create a framework for calculating the effects of both imaging and diffusion 
gradients on the b-matrix, which starts with a simple model imaging experiment with the aim 
of advancing to more complicated and realistic ones, providing a faster way of b-matrix 
computation without sacrificing any analytical accuracy.  
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7.2 DWI pulse sequence design 
7.2.1 Design error considerations 
PGSE and PGSTE sequences, being the two simplest and most commonly used sequences for 
introducing diffusion sensitivity in NMR experiments, are good starting points for creating 
the basic DWI pulse sequence. From here the focus will be limited to a PGSE-based 
sequence. However the necessary steps for transforming the resulting expressions to those 
valid for PGSTE-based sequences will be given. 
Imaging gradients are included to produce frequency encoding, phase encoding, slice-
selection and magnetization disruption (i.e., spoiler gradients), as shown in Figure 7.11. 
Although many studies seem to disregard imaging gradients [255-260] ignoring them can 
lead to severe errors in estimating both the scalar diffusion coefficient and the self-diffusion 
tensor. This can be demonstrated by a number of relatively simple simulations. Consider 
calculating the b-values for a simple PGSE-based diffusion-weighted imaging pulse sequence 
(Figure 7.11) but ignoring the imaging gradient pulses (i.e., using the expression (3.25) for 
the PGSE/PGSTE sequence). Depending on the relative directions of the imaging and 
diffusion-weighting gradients the b-values can be both underestimated and overestimated. 
Consider, for example, Eq. (7.26) first with a both positive (or both negative) diffusion-
weighting and slice-selection gradient, which will introduce a positive error (due to both 
cross-term and the imaging gradient term) into the calculated b-value and thus according to 
Eq. (3.21) lead to underestimation of the diffusion coefficient during the fitting procedure. On 
the other hand, consider employing counterdirected diffusion-weighting and imaging 
gradients. If the amplitude of the imaging gradient is maintained low compared to the 
diffusion-sensitizing gradient (which is generally true) the impact of the negative cross-term 
in Eq. (7.26) is large, then the positive imaging gradient term introduces a negative error into 
the calculated b-value. This leads to an overestimate of the diffusion coefficient. The general 
rule of thumb for such errors is that when larger imaging gradients are used (e.g. decreasing 
the slice thickness causes an increase in the slice-selection gradient) the error tends to 
increase. The b-matrices disregarding these imaging gradients can be easily calculated by 
evaluating Eq. (3.23) for the 3D PGSE sequence (or generalizing Eq. (3.25) for the 3D case), 
which provides 
 2 2
3ij i j
b g g δγ δ  = ∆ − 
 
. (7.27) 
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The exact b-matrix elements for the PGSE-based pulse sequence accounting for all the 
gradient pulses described in Figure 7.11 are given by a significantly more complicated 
expression, requiring tedious evaluation. Bruker ParaVision software [76] provides the 
functions for the b-matrix calculation for the PGSE-based pulse sequence and a given set of 
pulse sequence parameters (i.e. delays, gradient pulse durations and amplitudes). This 
b-matrix can be used for the diffusion tensor and diffusion coefficient error estimation. To 
obtain such an estimation a virtual experiment can be considered, the experiment comprises a 
set of DWI experiments with different slice thicknesses with and without the spoiler gradient 
pulses. Then, apparent diffusion coefficient (and diffusion tensor) estimation is performed 
through inverting Eq. (3.22) while using first the complete b-matrices and then the ones 
neglecting the imaging gradient pulses (Figure 7.9). 
 
 
Figure 7.9 Simulation of apparent diffusion coefficient (ADC) deviation resulting from neglecting imaging gradients 
for a range of slice-selection gradient values corresponding to different slice thickness values (2, 1, 0.5, 0.25, 0.17 and 
0.085 mm). The lines show linear interpolation for intermediate values. The expected diffusion coefficients (solid red 
line) and ADCs resulting from simulated attenuation in PGSE- (, dashed line) and PGSTE- (, dotted line) based 
sequences are shown for the imaging pulse sequence (a) without spoiler gradient pulses and (b) with spoiler gradient 
pulses of 0.75 T m-1 and duration 1.5 ms. 
 
The simulation results show that in cases where imaging gradients are weak (i.e., the slice 
thickness is large) and spoiler gradient pulses are absent, the ADC deviation is only around 
0.1% of the expected value for the PGSE-based sequence and 1.75% for the PGSTE-based 
one, as the latter is more sensitive to the imaging gradients due to larger gradient pulse 
separation. Thus for small values of imaging gradients the latter can be neglected in the b-
matrix evaluation and Eq. (7.27) can be used. As the spatial resolution increases the error 
tends to grow for a more sensitive PGSTE-based pulse sequence with a more than 20% 
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deviation from the expected value without employing the spoiler gradient pulses and reaching 
almost 100%, when they are introduced. 
Despite being negligibly small at times, the ADC deviation due to ignoring the imaging 
gradient pulses persists, vanishing (see Appendix 6 for details) only in the rare case when 
imaging gradients are orthogonal to the diffusion-sensitising gradients. Then the error in the 
b-value (or the b-matrix trace) is self-cancelling. Yet such orthogonality can only be achieved 
under the assumption that only slice-selection gradient pulses affect the diffusion-weighting 
and only in experiments with very limited diffusion-encoding directions, the latter rendering 
DTI and other multidirectional diffusion-weighting techniques impossible. On the other hand, 
performing multidirectional diffusion measurements without accounting for imaging gradient 
effects results in highly distorted data, as the incorrect diffusion tensor is calculated 
corrupting the following DTI data processing leading to incorrect diffusion ellipsoid principal 
axis directions [73] and fractional anisotropy (FA) values [74]. 
In order to estimate the data distortion another simulation employing the b-matrices 
calculated by Bruker ParaVision can be performed. First, consider carrying out a high spatial 
resolution DTI experiment (slice thickness less than 0.2 mm, 6 diffusion directions, 2 
b-values) on isotropic media – all the diffusion tensor diagonal elements will therefore be 
equal and all off-diagonal elements will be zero – and neglecting the slice-selection gradient 
pulses in the b-matrix calculation. Evaluation of the diffusion ellipsoid parameters and the FA 
values shows the media to be anisotropic (Figure 7.10 a) with FA = 0.036 for the PGSE-
based experiment and FA = 0.221 for the PGSTE-based one with approximately a 30° angle 
between the simulated diffusion-weighting gradient read, phase and slice-selection directions 
and the evaluated diffusion ellipsoids’ largest semiaxes. Consider then performing the same 
experiment on anisotropic media with its diffusion tensor diagonal elements twice as large as 
the off-diagonal elements, which results in the expected FA = 2-½ ≈ 0.707. In this case leaving 
out the slice-selection gradient pulse effects shows the media to be more isotropic: 
FA = 0.635 for the PGSE-based experiment and FA = 0.395 for the PGSTE-based one. What 
might be more important for the DTI experiment is the angle between the expected and 
evaluated diffusion ellipsoids’ largest semiaxes, which in this case may exceed 50° (Figure 
7.10 b). Such severe errors arising even without employing strong spoiler gradient pulses and 
varying depending on the media imaged can lead to DTI results becoming irrelevant or at 
least hard to interpret [261]. It is therefore necessary when performing any kind of DWI 
experiment to include all the applied gradients and ideally all of the background gradients 
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into the b-matrix calculation, especially in the cases of multidirectional weighting or high 
spatial resolution. 
 
  
Figure 7.10 Simulation of the effects of neglecting imaging gradient pulses in DTI data evaluation for (a) isotropic 
and (b) anisotropic diffusion tensors. From left to right (in a and b): the expected diffusion ellipsoid, the ellipsoid 
resulting from neglecting imaging gradients in the PGSE-, or PGSTE-, based experiment. The dashed lines represent 
the expected principal axes directions (or for the case of isotropic media the coinciding diffusion-weighting read, 
phase and slice-selection gradient directions); the solid lines, the evaluated principal axes directions. The RGB 
encoding shows the principal axes of the expected diffusion ellipsoid coinciding with the diffusion-encoding gradient 
directions (red – for the read, green - for the phase and blue – for the slice-selection directions). 
 
7.2.1.1 Non-zero gradient rise/fall times 
It has been also noted, that assuming gradient pulses to be rectangular (or block pulses), 
having zero rise and fall times, is impractical, as such pulses are technically impossible [253]. 
Despite the difference between the b-values calculated under the assumption of the block 
gradient pulse and one calculated taking the finite rise and fall times into account is generally 
small (usually under 1% of the b-value), ramps have to be accounted for during pulse 
sequence design.  
The primary aim for incorporating the ramps into the gradient pulse shape is to avoid eddy 
current generation and reduce the possibility of gradient pulse mismatch. Gradient pulse 
mismatch would otherwise lead to residual phase twist by acquisition time and thus 
significant signal decay which would increase with higher diffusion weightings. This non-
diffusion related decay will corrupt the PGSE attenuation profile and cause a significant 
deviation of the experimental results from the true diffusion coefficient [262, 263]. Therefore 
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gradient pulses should be included into the sequence design with their corresponding rise and 
fall times and corrections terms have to be introduced into Eqs. (3.25) or (7.27). These are to 
change the b-value for a particular experiment according to various approximations to the 
pulse ramp shape (including sinusoidal, linear and exponential ramps). Yet such correction 
terms are available only for certain pulse sequences and in general result in tedious piecewise 
integration of Eq. (7.22) similar to that described in Section 7.1.4 (note again, that 
introducing shaped gradient pulses is likely to call for a significant increase in the number of 
integration intervals as every gradient ramp must be assigned an integration interval). On the 
other hand, the gradient pulse shape is often overlooked or assumed negligible. Yet such 
assumptions when analysing simple 1D NMR data might lead to diffusion over- or 
underestimation (depending on how the block pulse timing is defined relative to the actual 
and shaped gradient pulse timings).  
The error is likely to be more pronounced in imaging experiments using both larger gradient 
coils (thus increasing their inductance [264]) and higher gradient currents, which leads to 
gentler pulse slopes and thus greater discrepancy with a block gradient pulse approximation. 
It is thus beneficial for error reduction purposes to assume non-rectangular shapes for every 
gradient pulse in the sequence. A particular shape choice can then be dictated either by 
known hardware limitations (e.g. trapezoidal pulses with finite gradient rise and fall times of 
ε are assumed for imaging purposes on Bruker spectrometers [96]) or by an implementation 
of a particular gradient pulse shape in the sequence itself (e.g. using a sinusoidal gradient 
pulse in an actual experiment). A trapezoidal shape gradient pulse will be assumed (as in 
Figure 7.11) in the following, although it will be noted, that the pulse sequence designs are 
not limited to that particular case.  
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 Figure 7.11 A basic PGSE-based DWI sequence. The gradient part includes read (Gr), phase (Gp), slice-selection (Gs) 
and diffusion-sensitizing gradients (gd) on all three logical axes and an additional gradient lobe pair (gu) which can be 
used as a spoiler gradient. RF part includes a high-bandwidth (hard) π/2 excitation pulse and a narrow-bandwidth 
(soft) inversion pulse. 
 
7.2.2 Framework approach to the b-matrix calculation 
Excessive simplification of the b-value (or b-matrix) calculation either by omitting some of 
the contributing gradient pulses or by misrepresenting gradient pulse shape increases the 
probability and the magnitude of error introduced into the NMR experiment. Therefore, it is 
beneficial for error-reduction purposes to use the most precise approximation of the gradient 
waveform when calculating the diffusion-related effect of the latter on the acquired NMR 
signal. On the other hand, as shown in Section 7.1.4, the more diverse the gradient waveform 
gets, the more complex becomes the b-value and the b-matrix evaluation. Moreover, the 
evaluation has to be repeated from the start as a gradient pulse is added to the sequence. 
A simplification of the procedure [286] can be achieved by using some particular properties 
of Eq. (7.22). In order to demonstrate these properties the concept of the effective gradient 
[70] should be introduced first. The effective gradient takes into account the refocusing effect 
of the π-pulse (or π/2…π/2 pair to account for the case of PGSTE pulse sequence) on the 
magnetization phase and attributes it to the polarity of the applied gradient waveform 
resulting in the expression for the effective gradient waveform Ĝi(t) at any time point t 
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where Gi(t) is the applied gradient waveform and k denotes the number of π pulses (or 
π/2…π/2 pairs) preceding the time point t. In terms of the effective gradient Eq. (7.22) can be 
rewritten as 
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Combining Eqs. (7.29) – (7.31) results in a compact form for the b-matrix elements 
calculation 
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This will be used to provide the simplification of the evaluation of Eq. (7.22) as well as 
constructing a framework for effective faster b-matrix determination. 
7.2.2.1 Assumptions 
For the framework to function, it is assumed that the pulse sequence is built in such a way 
that gradient timing is the same on all the three logical axes (read, phase and slice selection), 
thus there are no different shape and purpose gradients acting on different axes at the same 
time. In practice this requires gradient amplifiers to be thoroughly calibrated, so that 
triggering, rise and fall times and gradient slope shapes are the same on all of the three axes. 
In such case it is possible to represent any of the Ĝi(t) as 
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where each ĝmi(t) represents an effective gradient lobe pair m on logical axis i with a total 
number of gradient lobe pairs of N. Lobe duration is denoted here as δm, lobe separation as Δm 
and first lobe starting time as tm (Figure 7.11). Such decomposition accounts for all 
symmetric gradient pulse waveforms and for some asymmetric gradient pulses (e.g., tripolar) 
in cases where they can be represented by two or more continuous symmetric pulse pairs. Eq. 
(7.33) can be used even if perfect gradient calibration and timing cannot be achieved, but 
then one should take care to define ĝmi(t), δm, Δm and tm appropriately with respect to all 
gradient axes (see Appendix 9).  
The second assumption to be made is that every gradient lobe of every pair ĝmi(t) present in 
the sequence has a corresponding inverse lobe (except for the phase encoding gradient, the 
uncertainty of which is discussed elsewhere [3, 20]), thus at time TE the net phase 
accumulated by the precessing magnetization is zero. This can be expressed as  
 
0
ˆ ( ) 0
TE
mig t dt =∫ . (7.34) 
As each ĝmi(t) represents only one gradient lobe pair, there are no gradient pulses 
corresponding to ĝmi(t) before tm and after tm+Δm+δm+ε and the integration limits in Eq. 
(7.34) can be reduced to  
 ˆ ( ) 0
m m m
m
t
mi
t
g t dt
δ ε+∆ + +
=∫ . (7.35) 
The last pulse sequence design assumption is that gradient lobe pairs are placed in a 
non-interleaved manner, i.e., either a lobe pair has no other gradients between the two lobes 
or another pair is completely contained within the interlobe time gap (Figure 7.12). 
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 Figure 7.12 Effective gradient pulse pairs placement options with respect to the reference pair. Nested and serial 
gradients are valid placement options. The framework, however, does not account for interleaved gradient pulse 
pairs. 
 
All the three assumptions above are standard guidelines for pulse sequence design [23]. 
Possible violations of the first assumption can be corrected for as described above and in 
Appendix 9; violations of the second assumption lead to the magnetization being wound into 
a helix prior to the acquisition time (as some of the phase gains have not been reversed) and 
thus producing a zero net signal and are therefore to be avoided in any pulse sequence design; 
violations of the last assumption are possible and cannot be corrected for, yet the principles of 
the pulse sequence design make these violations avoidable and hardly probable. Most of the 
imaging pulse sequences are either spin-echo, stimulated echo or double spin-echo based 
with the inclusion of gradients for phase/frequency encoding, slice-selection, diffusion-
weighting or magnetization disruption. The effect of the phase encoding gradient on the final 
amplitude is ambiguous and is usually not considered to be zero, the frequency encoding 
gradient on the other hand along with its dephasing lobe is placed right before the acquisition 
(see Figure 7.11) and is thus serial to all the other gradient pulses. The slice-selection 
gradient pulses and their refocusing counterparts are commonly grouped around the 
radiofrequency pulses with no other gradients acting at the same time, thus being either a 
serial (e.g. slice-selection gradient pulses at π/2 and at the π pulse in the spin-echo sequence) 
or nested (e.g. slice-selection at π/2 and the diffusion-weighting gradient pulses in the spin-
echo sequence) pairs. The crushing or spoiling gradients serve to destroy unwanted 
coherences before acquisition, while having minimal impact on the acquired signal 
amplitude. This can be achieved by reducing the time delay between the dephasing and 
rephasing gradient pulse (if Eq. (3.25) is used to roughly estimate the impact of the gradient 
pulse pair, only ∆, corresponding to the delay between the gradient pulses can be freely 
varied, as g and δ directly affect the effectiveness of the coherence removal). The spoiler 
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gradients are therefore usually placed tightly around the slice-selection gradients (in the spin-
echo and double spin-echo sequences) forcing them to be nested or serial to the rest of the 
gradient pulses in the sequence. In the case of the stimulated echo-based sequence they are 
placed in the longitudinal magnetization storage delay making the acquired magnetization 
insensitive to the pulse. Finally, the diffusion-weighting gradients require pulse separation 
compared to TE in order to achieve maximum attenuation efficiency, therefore they tend to 
be placed serial to the frequency encoding gradients and surrounding the rest of the gradient 
pulses (thus making the rest of the sequence nested into the diffusion-weighting gradient 
pulses). Thus there is little place left for interleaved gradient pulse positioning and the non-
interleaved gradient pulse placement assumption is unlikely to be violated. Therefore in 
general the three proposed assumptions place very little restriction on possible pulse sequence 
implementations. 
7.2.2.2 Gradient separation 
Under the provided assumptions a modification of Eq. (7.32) becomes possible by 
substituting the gradient lobes sum (Eq. (7.33)) into Eq. (7.32) 
 2
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For any 1 ≤ u ≤ N it is then possible to split the integration regions in Eq. (7.36), so that 
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As the minimum and maximum possible values of the upper limit t during the inner dt' 
integration are determined by the lower and upper limits of the corresponding outer dt 
integration, the second and fourth terms of Eq. (7.37) can be rewritten as 
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and 
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Now, denoting the t-independent terms in expressions (7.38) and (7.39) as 
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and substituting Eq. (7.40) into expression (7.38) results in 
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Similarly, expression (7.39) with respect to Eqs. (7.35), (7.40) and (7.41), and the assumption 
of non-interleaved gradient lobe pairs can be rewritten as  
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Note that as long as two gradient lobes in a pair ĝui match each other (this should be taken 
care of during the experiment, as gradient pulse mismatch leads to severe errors in 
diffusion-coefficient evaluation as noted above), expression (7.43) becomes 
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Thus, both expressions (7.42) and (7.44), which are the second and fourth terms of Eq. (7.37) 
can be represented as 
 
0 0 0
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u t t
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∫ ∫ ∫  (7.45) 
by choosing correct Xi and Xj. It is now easy to see, that in Eq. (7.45) the function integrated 
over t’ is nothing but a single gradient lobe starting at the zero point and the outer integration 
over t is also limited to the duration of that lobe. 
7.2.2.3 Gradient manipulation 
Assuming that the expressions for bij are evaluated for the basic DWI sequence (Figure 7.11) 
and Tu(Xi,Xj) for a given gradient lobe pair ĝu(t) are known (according to Eq. (7.37) Tu(Xi,Xj) 
are to be calculated along with bij, thus it requires no additional computations) they can be 
denoted by b
g
ij and T
g
u(Xi,Xj), respectively. 
Now, replacing ĝu(t) with a different lobe pair ŵu(t) requires recalculation of the b-matrix, 
according to Eq. (7.22), which involves all the N gradient pairs in the sequence. Moreover, 
changing the shape of the gradient pulse is most likely to cause a need in regridding if Eq. 
(7.22) is evaluated by splitting the whole integration range into regions (see Section 7.1.3), 
where the gradient is constant or represented by a simple function. This can be avoided by 
employing Eq. (7.45), provided by the gradient separation technique described earlier. 
Looking at the first and the fifth terms of Eq. (7.37), one can find that with respect to Eq. 
(7.35) they are independent of ĝu(t), as long as it has zero value before tu and after 
tu+Δu+δu+ε, but that is provided by how ĝu(t) is defined (Figure 7.11). Therefore 
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A closer look (see Appendix 7) at the third term of Eq. (7.37) reveals it to be dependent on 
ĝu(t) only through Aui and therefore it is possible to define it as 
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Let us then define ĥu(t) as a scaled version of ŵu(t) so, that 
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Then, according to Eqs. (7.41) and (7.47) 
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A scaling constant a can be easily found from (7.48) and equals 
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Changing the amplitude of the gradient pulses does not change the time structure of the basic 
sequence and thus bij
ag
 and Tu
ag
(Xi,Xj), which are the b-matrix elements and the Tu(Xi,Xj) 
terms for the basic sequence (Figure 7.11) employing a scaled gradient pair aĝ(t) instead of 
ĝ(t), can be easily found by proper choice of Xi and Xj and renormalization of Eq. (7.45) as  
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 (7.51) 
Finally, writing expressions like Eq. (7.37) for the cases of aĝu(t) and ŵu(t) and subtracting 
one from another results in 
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 (7.52) 
as due to Eqs. (7.46) and (7.49) only the second and fourth terms of Eq. (7.37) are not 
cancelled out. 
Provided bij
ag
 and Tu
ag
(Xi,Xj) are calculated just once, Eq. (7.52) represents a simple tool to 
compute the b-matrix for an arbitrary modification of basic DWI sequences, as it requires 
only T
w
u(Xi,Xj) to be evaluated. 
7.2.2.4 Framework summary 
Equation (7.52) shows that once having evaluated Eq. (7.45) for the basic monopolar gradient 
pulse, it is possible to calculate the diffusion-weighting effect for any gradient waveform 
through evaluating its integral just over a single gradient lobe according to Eq. (7.45). This 
provides a pathway for the introduction of complex gradient pulse waveforms into NMR 
imaging and spectroscopy pulse sequences for measuring free (i.e., Gaussian) diffusion. The 
framework does not cover the general case of restricted diffusion, as the basic Eqs. (7.20), 
(7.22) or (7.32) are not intended to describe compartmentation and a more generalized 
approach has to be used (e.g., q-space imaging [265]). 
There are several steps in applying the framework to a particular diffusion-weighting 
sequence. First, a basic pulse sequence with a design similar to the desired one but with a 
known b-matrix has to be picked. The choice of the basic pulse sequence can be dictated by 
the availability of a pre-evaluated b-matrix, the simplicity of the expressions for the b-matrix 
elements, the similarity of the radiofrequency part of the source sequence to the target 
sequence or the similarity of the gradient parts of the two. The latter two generally determine 
if the framework is to be applied a single time to the basic sequence or multiple times 
converting the initial sequence to the final one in a number of iterations. Second, a substitute 
gradient waveform must be picked. This should be done in close conjunction with picking the 
basic pulse sequence as the excessive simplicity of the basic pulse sequence can lead to over-
complicated evaluation of the Tu(Xi,Xj) terms corresponding to the substitute gradient 
waveform or to the increase of the number of iterations required to reach the b-matrix for the 
target sequence. Third, the Tu(Xi,Xj) terms have to be evaluated according to Eq. (7.45) for 
both the substitute gradient waveform and the modified part of the source pulse sequence. 
Note that in cases where the expressions for the b-matrix for the source sequence were 
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calculated within the framework (rather than picked as a ready result) such evaluation is 
redundant, as equations similar to Eq. (7.45) have to be evaluated during the b-matrix 
calculation. Another option to avoid the evaluation of the Tu(Xi,Xj) terms for the modified 
parts of the source sequence is to create a library of such terms, as the basic elements of the 
source pulse sequence tend to be simple and their number rather small. After the Tu(Xi,Xj) 
terms are available, the scaling constant should be calculated according to Eq. (7.50) and 
applied to the corresponding b-matrix and Tu(Xi,Xj) terms as described by Eqs. (7.51) and 
(7.52). Finally, a summation is to be performed on the acquired terms as in Eq. (7.52), 
producing the b-matrix for the new pulse sequence. The framework can then be applied to 
different parts of the resulting sequence to further modify the experiment and iterate towards 
the target design. A graphical representation of the application of the method can be found in 
Figure 7.13 and an example of a single application is given in Appendix 8. 
 
 
Figure 7.13 Stepwise diagram for applying the proposed framework to b-matrix evaluation. Steps marked with * 
when calculated once, can then be omitted for a large family of pulse sequences. Steps allowing incorporation of 
alternative techniques are highlighted. Numerical evaluation methods can be incorporated on any of the presented 
steps, forcing the following steps to also be evaluated numerically. 
 
The analytic alternative to the presented method is the piecewise evaluation of Eq. (7.32), 
performed by the integration region splitting as shown in Section 7.1.4. This, in practice, 
might require less computation, yet the pre-computational region splitting is a time-
consuming manual routine, which becomes tedious with increasing gradient waveform 
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complexity. Nevertheless, if one finds the piecewise integration more suitable for the chosen 
waveform, it can still be implemented in the evaluation of Eq. (7.45) (see Figure 7.13), thus 
providing a balance between the two frameworks. Finally, the pulse-sequence library method 
employing a number of pre-calculated correction terms for a particular source pulse sequence 
with a simple b-matrix to calculate the new b-matrix, can be used to obtain the expression for 
the b-matrix elements of the basic pulse sequence in Figure 7.13, making the proposed 
framework serve as a link between different b-matrix computation methods.  
It can be reiterated that in order for the presented framework to work, several rules have to be 
followed. First, the net phase accumulated by the spin magnetization by the beginning of 
signal acquisition should be zero (i.e., every gradient lobe has a compensating counterpart). 
Second, gradient lobe pairs should not be interleaved, being either nested or serial (Figure 
7.12). Finally, at any time point there should be only one type of gradient waveform acting, 
though it may be present on different logical axes with different amplitudes. For the sake of 
generality it is worth noting that if these main assumptions are valid, some other may be 
omitted. For example, the assumption that both diffusion-encoding and decoding gradient 
pulses are subject to change and the resulting sequence is symmetric can be ignored. If so, the 
number of terms to be replaced in Eq. (7.37) to re-evaluate the b-matrix is halved and 
Eq. (7.52) takes the form 
 ( , ) ( , )w g w gij ij u i j u i jb b T X X T X X= + −   (7.53) 
with Xi and Xj determined by the purpose (i.e., phase-winding or unwinding) of the gradient 
pulse or waveform changed (see Appendix 9 for details). This shows the framework to be 
principally applicable even to asymmetric gradient waveforms, such as the one described by 
Finsterbusch [266], although the application then looks redundant as it basically converges to 
piecewise integration.  
7.3 Software implementation 
The b-value evaluation framework (Figure 7.13) can be integrated into the acquisition 
software for NMR spectrometers and facilitate both experiment control and post-processing 
by providing precise b-values for the running pulse sequences. It is particularly well-suited to 
work in the Bruker ParaVision (Bruker BioSpin GMBH, Germany) environment, controlling 
the imaging experiments performed on Avance series equipment.  
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7.3.1 ParaVision environment hierarchy 
Running an experiment in ParaVision 5.1 can be divided into two distinctive steps: the top- 
and base-level executions [267]. The differences between the two encompass both the 
function and the structure of the levels. The base level is concerned with direct description of 
the performed experiment in terms of sequential or parallel application of pulses 
(radiofrequency and field gradient pulses) and specifying times for NMR signal acquisitions 
as well as defining the reiterations of the applied pulse sequence. As the actual pulse 
sequence description in terms of the base-level parameters is not always directly outcome-
related (e.g., when the experimental result depends not on a single base level parameter, but 
rather on a relation between several of them) it is often beneficial to operate with a different 
set of values, which do not directly (Figure 7.14) constitute the actual pulse sequence. In 
order to account for this, the top level is introduced in the ParaVision environment. The aim 
of the top level is to provide a user-friendly and application-related set of parameters, 
representing NMR and MRI concepts in contrast to low level parameters, representing the 
building blocks of a corresponding pulse sequence. Low level structures are then derived 
from the top level ones before being compiled into a working pulse sequence. Thus the top 
level structures also include a set of rules for low level parameter derivation. 
 
 
Figure 7.14 The correspondence between the top and the low (base) level parameters. The same pair of gradient 
pulses can be described in terms of NMR concepts (e.g. pulse length, pulse ramp or mixing time) and the 
corresponding top level parameters ∆, δ and ε or in pulse-sequence related delays and the corresponding low-level 
parameters d1, d2 and d3. 
 
The low level script that combines the low-level parameters and thus describes the order of 
radiofrequency pulses, gradient pulses and other miscellaneous commands is referred to in 
the ParaVision environment as a pulse program. Despite the possibility of direct control over 
the base level parameters comprising the pulse program in the environment, the convention is 
to leave them governed by the user-controlled top level parameters. Such control can be 
111 
 
implemented in a number of ways. These include: Linux shell commands, shell scripts 
(macros), automation or methods, with the last two being C-code based ParaVision 
subprograms which are explained below. 
The shell commands are implemented through a pvcmd utility, which performs a set of 
operations in the ParaVision environment, including setting and retrieving parameters, 
running experiments and introducing execution delays at certain time points during 
experiment execution. The parameter related functionality of single shell commands is 
therefore very narrow, being limited to changing or retrieving a single parameter at a time. 
Thus standalone shell commands are commonly unused, but rather are arranged in more 
complex shell scripts. These follow the syntax and structure of a common Linux shell script 
and allow incorporation of the available Linux utilities along with the use of pvcmd utility for 
ParaVision environment interaction. Such shell scripts, providing interaction with ParaVision 
are referred to as macros [96] and are indexed in the ParaVision Macro Manager. As the 
basic set of Linux utilities is commonly fairly large (and can be easily expanded) macros are 
able to provide a broad functionality to the user, particularly by employing bc – an arbitrary 
precision arithmetic language and Tcl/Tk – a high-level scripting language for programming 
graphical user interfaces for ParaVision macros. The broad macros functionality is 
undermined by compatibility, usability and storage issues. Macros do not natively provide a 
mechanism for storing and retrieving the outcomes of their use, thus to access the macros 
generated variables after the script execution is completed the user is required to implement a 
read/write set of shell commands and possibly a personal file format for data storage. 
Moreover, while a tool for generating user interfaces is generally provided, it is also the user 
responsibility to create a functional graphical input/output interface if one is required for the 
macro purposes. Finally, as the set of Linux commands available on a particular computer is 
determined not by ParaVision, but rather the operating system and the user, exchanging 
macros between different workplaces or transferring a macro to a different spectrometer is 
likely to render a particular script non-executable due to absence of a particular Linux utility 
on the receiving system (only macros fully relying on the pvcmd functionality can be reliably 
transferred, which severely limits the functionality of the transferrable macros). Therefore, 
while able to control both high-level and low-level parameters, employ complex 
mathematical evaluations and provide a comprehensive user interface, macros are only suited 
to non-repeated simple tasks, as higher functionality requires a significant increase in the 
script complexity. 
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Another way of handling complex parameter co-dependence exists in the ParaVision 
inherited from the underlying TopSpin environment, which uses automations (or AU 
programs) for executing sequences of commands or performing sets of interconnected 
actions. Contrary to macros, automations are compiled functions written in C language and 
incorporating ParaVision high-level macros (note, that while the naming convention can be 
confusing the high-level macros are different to macros, the former being dedicated pre-
compiled C-functions, while the latter are the Linux shell scripts). The primary advantage of 
the transition from the shell-based macros to C-based automations is the ease of access and 
change of the multidimensional parameters (e.g. the direction of a gradient, requiring three 
coordinates to be stored and passed from high to low execution level), which is not natively 
supported in macro scripts (although can be accessed by implementing non-trivial loop 
structures). Moreover, consistence of the parameter sets, re-dimensioning of array-shaped 
parameters and complicated mathematical operations are greatly simplified, when using C-
code, compared to shell commands. As automations rely solely on the C language and the 
ParaVision built-in high-level macros, the compatibility problems mentioned for macros are 
minimized – transferring an AU program to a different workstation only requires re-
compiling the source code at the target destination – the compatibility is then provided by the 
ParaVision environment high-level macros. The latter also include several entries, allowing 
saving and loading parameters in a systematized manner, reducing the need to design 
personal file formats for parameter storage. The downside of using automation to handle the 
conversion of the top to base level parameters is in the lack of a user-friendly interface, 
providing an overview of experimental parameters as well as a means for their modification. 
The recommended way of handling the parameter conversion is thus through the third 
programmable entity in the ParaVision environment, which is the ParaVision measurement 
method. A method is a complex structure employing a parameter set, a set of functions 
written in C language and a set of rules interconnecting the parameters and the functions. 
After being compiled, the method is represented by a single binary file, allowing simple 
sharing of the method between workstations. Unless explicitly specified otherwise, a method 
is assigned in the ParaVision environment to every performed experiment (or scan) and 
governs the interface between the user input and the performed experiment. A method thus 
defines the parameters of interest accessible to the user through ParaVision Scan Editor 
interface and the relationship between the top-level and the base-level parameters. The 
primary purpose of the method is thus to ensure consistent conversion between the two 
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levels, which can be facilitated by the use of the high-level ParaVision macros (similar to 
automations) as well as a vast number of pre-supplied C functions, allowing evaluation of 
particular low-level parameters, based on the desired experimental conditions for a particular 
equipment set (e.g. converting the desired slice thickness in an imaging experiment to the 
applied slice-selection gradient pulse strength). The downside of the method, as a ParaVision 
structure controlling the experimental and user-accessible parameters is in its complexity, 
which is rarely suitable for implementing small changes to a particular NMR or MRI 
technique. Yet it is this complexity that allows providing consistent connection between the 
parameter levels, easy storage and recovery of the experimental settings and high flexibility 
of the correctly programmed method.  
7.3.2 Method structure 
In order to correctly implement a ParaVision method a particular programming pathway has 
to be followed. The pathway closely follows the interaction pattern of the ParaVision 
environment with a compiled method structure. The interaction is initiated by a small non-
accessible ParaVision part (contrary to the accessible and editable user-defined part of the 
method code) of the method code (PVM code), where the most general global NMR 
parameters are defined. As each parameter in the ParaVision environment has an associated 
function, which is executed every time the parameter is changed by the user, such functions 
for basic parameters are also defined in the PVM code, although the possibility to redefine 
these is made available later in the user code. The user code comprises a set of C header files 
and a set of C functions, which correspondingly help define the top level parameters used by 
the method and the rules for their conversion to the base level parameters. The execution 
pathway of the user code is defined by the ParaVision environment, which places a number 
of requirements on the structure of the user generated part of the method code and thus 
defines the structure the code has to follow (Figure 7.15). 
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 Figure 7.15 Recommended structure of a ParaVision method and functional connections between the crucial 
functions. The parameter flow is shown by the hollow arrows, the function calls are shown by the filled arrows. A 
method is called by the ParaVision environment every time a non-executed scan is selected, cloned or created or a top 
level parameter with a specified relation or redirection function is modified. In the first case either the loadMeth() 
or initMeth() functions are called (with loadMeth() containing a call for initMeth()), which trigger the 
execution of the backbone() function. The backbone() function resolves the dependencies between the top and base 
level parameters and sets (either in itself or by using a SetBaseLevel() function) the latter accordingly to the user 
input. If a parameter is modified, then its relation is called, which either sets the base level parameters itself or calls 
the backbone() function.  
 
The two basic requirements for every ParaVision method are the inclusion of the 
loadMeth() and the initMeth() functions, which define the default pathway for 
parameter processing. The loadMeth() function loads the pre-stored parameter values and 
the initMeth() function assigns default values to parameters that have not been loaded 
with the loadMeth() function. The remaining code is optional and can therefore be freely 
modified to provide a consistent conversion of the top to base level parameters. In order to 
facilitate the coding and execution process, the conversion is conventionally condensed into a 
single core function, referred to as backbone and named correspondingly. Additionally, a 
function can be assigned to a parameter to be called every time a parameter is modified by 
the user (instead of the initMeth() through default pathway), such a function is then 
referred to as a parameter relation (or a redirection if assigned to one of the PVM 
parameters). These can be used to create a workaround for updating particular parameters 
without updating the rest of the parameter space done by the backbone function or to 
introduce a particular action on the said parameter (e.g. a range check) before relying on the 
backbone to update the co-dependent parameters. 
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Conventionally, the backbone itself has a modular design that provides separation of the three 
main types of parameters: the top level, the base level and the parameters governing the post-
processing of the data (or the reconstruction parameters). The separation is achieved by 
moving the update of the latter two types of parameters into separate functions, that are called 
at the end of the backbone (SetBaseLevel() and SetReco() for base level and 
reconstruction correspondingly). This leaves the backbone itself responsible for resolving top 
level parameter co-dependencies only. Such a modular structure is further emphasized by the 
availability of the ParaVision toolbox functions. The toolbox functions (over 500 functions 
for different applications) provide an easy way to obtain consistent top and base level 
parameters for common imaging and spectroscopy applications. Thus a common structure of 
the backbone (and of the initMeth() function too, as the toolboxes include the functions 
not only to update, but to initialize the experimental parameters as well) comprises a 
sequence of toolbox function calls followed by SetBaseLevel() and SetReco() 
functions deriving the base level parameters from a consistent set of top level ones.  
7.3.3 Method customization 
The backbone function built around the ParaVision toolbox functions provides a convenient 
way of implementing a variety of experimental techniques without the need for meticulous 
tracing of each and every experimental parameter. The downside of such design is in the 
assumptions about the structure of the experiment implicit to many of the said functions. The 
restrictions placed by those assumptions on the actual pulse sequence design range from none 
to mandatory incorporating a very particular set of radiofrequency, gradient pulses and delays 
into the final sequence (e.g. a pre-saturation or inversion-recovery module). Particularly, a 
diffusion-weighting module assumed by the toolbox function 
STB_UpdateDiffusionPreparation() providing comprehensive conversion of the top 
level diffusion-weighting related parameters (e.g., δ, ∆, gradient pulse strength or the desired 
b-value) to the corresponding base-level ones  is limited to three implementations of the 
diffusion measuring experiment: the spin-echo, the stimulated echo and the double spin-echo 
[76] pulse sequences. Implementing a different RF pulsing scheme or a different gradient 
waveform (e.g. the ones described in Chapter 5) generally requires sacrificing the 
convenience provided by the STB_UpdateDiffusionPreparation() and building a 
custom function to derive the parameters of the new diffusion-weighting experiment. On the 
other hand, implementing the gradient waveforms described in Chapter 5 requires 
substituting the diffusion-weighting gradient pulses inside the diffusion-weighting module 
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assumed by the STB_UpdateDiffusionPreparation() with the bipolar gradient pulse 
pair, leaving the rest of the sequence intact. Thus, most of the parameters calculated by the 
toolbox function are likely to be valid for the pulse sequence employing one of the bipolar 
gradient pulse techniques. 
The primary parameter of concern for a diffusion measurement sequence (assuming the 
timing of the sequence is fixed) is the diffusion-weighting gradient amplitude, which 
determines the impact of the gradient pulses on the NMR signal attenuation (e.g. see g 
entering Eq. (3.25)). As the primary parameter determining the attenuation of the signal is the 
b-value, determining the correct amplitude of the gradient pulse requires correct calculation 
of the b-value or the b-matrix in the multidirectional diffusion weighting case. Such a 
calculation is performed by the STB_UpdateDiffusionPreparation() function and can 
be indirectly (as the b-values for the modified sequence with a similar gradient pulse 
amplitude are different to the calculated value) used in the modified sequences for consistent 
gradient pulse amplitude derivation. The framework described in Section 7.2 can be 
employed for that purpose if the modification to the pulse sequence fits within the 
applicability range of the framework. Indeed the three assumptions (see Section 7.2.2 for 
details) are satisfied: the timing of the gradients on all logical axes is equal, every gradient 
pulse has a rephasing counterpart and no interleaved gradient pulses are present in both the 
source and the target pulse sequences (see Figure 7.16). Moreover, comparing the actual 
diffusion-weighting module assumed by the STB_UpdateDiffusionPreparation() 
function (Figure 7.16) to the basic pulse sequence for the gradient pulse manipulation 
technique (Figure 7.11) reveals them to be identical, thus it can be assumed, that the 
STB_UpdateDiffusionPreparation() function actually provides the bij values, given 
by Eq. (7.37) or b
g
ij (see Eq. (7.52) in Section 7.2.2.3). The framework requires knowing the 
b-matrix of the sequence employing a renormalized gradient pulse shape (Eq. (7.52)) to 
derive the b-matrix elements for a modified pulse sequence. Such renormalization of the 
STB_UpdateDiffusionPreparation() function output can be achieved by rescaling the 
input gradient pulse amplitude values before the function is called in the backbone code (see 
Appendix 10 for details), ensuring the output of the toolbox function is suitable for using in 
the b-matrix evaluation framework. 
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 Figure 7.16 The spin-echo variant of the ParaVision DWI subsequence. The subsequence includes three nested pairs 
of gradient pulses (from the outermost to innermost): the diffusion-weighting gradient pulses (gd), the spoiler pulses 
and a single slice-selection gradient pulse, being split into two parts by a π-pulse, thus effectively providing the 
dephasing and rephasing gradient pulse lobes. The duration of the slice selection gradient is fine tuned, so that the RF 
pulse is located in the middle of the gradient pulse, thus providing equal lobes before and after the inversion, which 
consequently leads to complete rephasing of the magnetization caused by the slice-selection gradient. 
 
Having obtained through the substitution of the rescaled gradient values into the 
STB_UpdateDiffusionPreparation() function the renormalized bijag values it is 
possible to proceed with the framework b-matrix calculation for a modified pulse sequence. 
A custom function matcorrterm() is introduced for this purpose. The function is 
introduced according to Eq. (7.52) and returns a set of b-matrix correction terms 
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w ag
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w ag
d di di dj dj d di di dj dj
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T C A C A T C A C A
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 (7.54) 
calculated to account for the future substitution of different gradient waveforms into the 
native ParaVision DWI module. The index d in Eq. (7.54) stands for the diffusion-sensitising 
gradient pulse pair being subject to modification. The modifications implemented included 
the three gradient pulse subsequences described in Chapter 5: the asymmetric bipolar gradient 
pulses [205], the asymmetric bipolar gradient pulses with slice selection gradients (Figure 
7.17) and the asymmetric bipolar gradient pulses with binomial RF inversion pulse for 
solvent suppression. Eq. (7.54) was pre-evaluated for the three sequences using 
Mathematica 8 (Wolfram Research, Champaign, IL), resulting in an easy to implement 
algebraic expression for the b-matrix correction terms for the final pulse sequence. The 
renormalization constant a for the latter, defined by Eq. (7.50) for all the three cases (Figure 
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7.17 b and c, with the b-matrix and the correction terms for the pulse sequences with and 
without the binomial pulse being identical) was found to be 
 
2( )a δ t
δ
−
= . (7.55) 
Evaluation of the monopolar gradient term (expression (7.45) for case a in Figure 7.17) 
resulted in 
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where ig and jg are the gradient amplitudes of bipolar gradients on the corresponding logical 
axes. 
 
Figure 7.17 Diffusion-sensitising effective gradient waveforms. (a) Original trapezoidal gradient pulse. (b) 
Asymmetric bipolar gradient pulse with lobe amplitudes of g(1+α) and g(1-α). (c) Asymmetric bipolar gradient pulse 
with slice-selection gradients of amplitude gs. 
 
A slight simplification of Eq. (7.56) is possible if a block gradient pulse is assumed in the 
basic sequence (i.e., by setting all the terms containing ε in Eq. (7.56) to zero), but then one 
should be careful about gradient timing in Eq. (7.37) and scaling according to Eq. (7.50). 
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Still, expression (7.56) is greatly simplified, when being used for the basic the DWI sequence 
(Figure 7.11), as  
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 (7.57) 
Having determined Eq. (7.56), it was possible to obtain the symbolic expression for ijR for the 
two cases of asymmetric bipolar gradient waveforms. When no slice selection gradients are 
used in the diffusion-sensitising module one can find the corresponding b-matrix elements by 
adding bij
ag
 to 
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When an inversion pulse is present between the two lobes along with the slice-selection 
gradient, Eq. (7.58) changes to 
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Here g
s
i stands for interlobe slice-selection gradient amplitude and δis is the Kronecker 
symbol, which is non-zero only when i is a slice-selection logical axis, which obviously is the 
only axis containing slice-selection gradients.  
The matcorrterm() function evaluates Eqs. (7.59) to (7.62), given a particular set of gi, gj, 
gis, gjs, d, ε, τ and σ (with α provided as a global top-level parameter). The function is then 
called in a loop, spanning all of the user-defined diffusion weightings, thus effectively 
applying the correction terms to the bij
ag
 values provided by the 
STB_UpdateDiffusionPreparation() function (see Appendix 10). Along with that the 
renormalized values for the gradient pulse amplitude values are normalized back to their 
original values by the custom function RollbackGrads(), so that they are available for 
future renormalization in the backbone code (e.g. when another parameter is changed by the 
user and the backbone function is called again by the ParaVision environment). In this way a 
consistent state of top level parameters is obtained by the start of the  SetBaseLevel() 
function (i.e. the b-matrix is populated by the adjusted elements, calculated according to Eq. 
(7.52) and the gradient pulse amplitudes are renormalized back to the user-defined values, 
representing the gi in Eq. (7.59)) and the diffusion-weighting effect of the modified pulse 
sequence is calculated correctly. The main body of the SetBaseLevel() function is then 
left to set the base level parameters according to the resolved top level co-dependencies. 
7.4 Experiments and results  
Two techniques described in Section 7.1 were experimentally implemented and their 
performance compared to the one of the standard diffusion-weighted imaging methods. 
Multicomponent separation was performed with the low-bandwidth chemical-shift-based 
image space technique (see Section 7.1.1). The bipolar gradient pulse sequence, as the 
predecessor of the suppression method with binomial spectrally-selective RF pulses was 
tested to confirm the possibility of the corresponding suppression technique.  
In order to execute the imaging sequence with the bipolar gradient pulse module a ParaVision 
method with custom modifications (see Section 7.3.3) was compiled as a new method 
DtiExtended (with respect to the source method DtiStandard) to supply base-level parameters 
into the corresponding pulse program. The diffusion-weighting modules in the pulse program 
were modified by replacing the monopolar gradient pulses with bipolar ones (Figure 7.17), 
thus providing access to a set of various diffusion-weighted MRI pulse sequences. 
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Chemical shift-based separation was implemented with the standard PGSE- and PGSTE-
based pulse sequences by reducing the acquisition bandwidth, while keeping the field of view 
and the resolution within the limits appropriate for the chosen samples.  
7.4.1 Samples 
The separation methods were tested on a set of samples with a broad range of diffusion-
coefficients. A coaxial sample (Figure 7.18 a, b and c) was built by using a standard 10 mm 
external diameter NMR tube (Wilmad) cut down to 100 mm length as the outer tube and a 
4 mm quartz EPR tube (Wilmad) as the inner tube connected through a set of PTFE Sleeve 
Adapters (Wilmad).  
 
 
Figure 7.18 Sample designs. Coaxial tube sample: (a) outer 10 mm tube volume, (b) inner 4 mm tube volume, (c) 
PTFE holder/spacer. Thin-layer sample: (d) susceptibility matched glass base, (e) sample volume, (f) susceptibility 
matched glass plunger. 
 
The outer volume of the coaxial sample was filled with Milli-Q water to serve as a diffusion-
coefficient reference. The inner volume contained a 20% (mass percentage) solution of PEG 
(polyethylene glycol, Sigma Aldrich, average molar weight 3350 g mol-1) in Milli-Q water 
(129.29 mg PEG in 514.87 mg water). The sample is therefore referred to as 20% H2O 
coaxial sample. 
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Additionally several thin-layer samples (Figure 7.18 d, e and f) were prepared in D2O 
matched 10 mm Shigemi NMR tubes (Shigemi, Japan). One thin-layer sample volume was 
filled with 0.6 g/L CuSO4 solution in Milli-Q water (referred to as the water sample), another 
thin-layer sample was made with a PEG (Sigma Aldrich, average molar weight 600 g mol-1) 
in D2O (Cambridge Isotope Laboratories) solution (9.1% mass percentage). The two samples 
allowed testing the performance of the bipolar gradient pulse diffusion-weighted pulse 
sequence in the region of fast (on the order of 10-9 m2 s-1) and in the region of intermediate 
(on the order of 10-10 m2 s-1) diffusion, while the coaxial sample provided information on the 
slowest (on the order of 10-11 m2 s-1) diffusion. 
7.4.2 NMR parameters 
7.4.2.1 Low-bandwidth separation 
Evaluation experiments for the image space low-bandwidth separation were performed with 
DW-PGSE and DW-PGSTE imaging pulse sequences with sequential readout [76] on a 
20% H2O sample with the following parameters: N=128 (matrix size of 128×128 pixels), 
FoV=22×22 mm2, slice thickness of 2 mm, TR=3000 ms, TE=80 ms, 4 averages and 7 
diffusion-weightings in the slice-selection gradient direction (axial slice through the sample) 
with the diffusion-weighting gradient pulses providing b=0.05, 0.1, 0.2, 0.4, 0.8, 1.6 and 
6.4 (×109) s m-2, the longitudinal mixing time in the PGSTE-based sequence was kept at 3 ms 
to provide comparable signal intensity between PGSE- and PGSTE-based experiments. 
Experiments were performed on a 500 MHz (11.7 T) Bruker Avance II spectrometer with a 
Micro 5 gradient probe (with the maximum gradient strength of 2.9 T m-1 per axis) and a 10 
mm radiofrequency coil.  
Additionally a set of experiments was performed employing a Micro 2.5 gradient probe (with 
the maximum gradient strength of 1.5 T m-1 per axis) with its own 10 mm radiofrequency 
coil. The experiment was aimed at assessing the performance of the technique in the presence 
of significant magnetic field inhomogeneities. The decrease in field homogeneity was caused 
in this case by using a larger volume shim coils and abstaining from in-depth shimming 
procedures (e.g., Mapshim [268], which showed a reduction in the field inhomogeneities 
beyond the point of affecting the low-bandwidth experiments). The parameters used for this 
series of experiments were chosen as follows: N=128 (matrix size of 128×128 pixels), 
FoV=22×22 mm2, slice thickness of 2 mm, TR=2000 ms, TE=80 ms, 1 average and 7 
diffusion-weightings in the slice-selection gradient direction (axial slice through the sample) 
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with the diffusion-weighting gradient pulses providing b=0.05, 0.1, 0.2, 0.4, 0.8, 1.6 and 
3.2 (×109) s m-2. 
A PRESS [269] spectrum was acquired (Figure 7.19) prior to imaging experiments to assess 
the separation criteria. A one-dimensional 1H NMR spectrum revealed two separate peaks 
corresponding to PEG and water with additional overlapping peaks from water in the internal 
and external volumes, therefore neither complete spectral nor complete spatial separation was 
originally present in the studied sample. 
 
 
Figure 7.19 Coaxial sample NMR spectrum. The 1H NMR spectrum was acquired from the 10×10×10 mm3 central 
part of the sample with the point resolved spectroscopy (PRESS) technique. Two separate peaks can be clearly 
defined at 4.8 and 3.7 ppm. The double peak around 4.8 ppm corresponds to the overlapped signals of water 
contained in the inner and outer volumes, the peak at 3.7 ppm corresponds to PEG in the inner volume of the sample. 
The line shape distortions can be attributed to significant magnetic field inhomogeneties arising from the high sample 
heterogeneity.  
 
According to Eq. (7.8) full separation is achieved when  
 FoVBW
L
δ≤ ∆ .  (7.63) 
Thus for a chemical shift of 1.1 ppm at 500 MHz resonant frequency, a FoV of 22 mm and 
sample size of 10 mm, full separation would be achieved with a bandwidth below 1.21 kHz. 
Yet with the current sample design full separation according to Eqs. (7.8) or (7.63) was 
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redundant as sufficient spatial shift could be achieved with chemical shift displacement in the 
image space on the order of the half of the original sample size (as only the central part of the 
sample was subject to separation). Therefore a suboptimal bandwidth of 2 kHz corresponding 
to a read gradient of 2.09 mT m-1 and acquisition time of 64 ms was used, providing 
sufficient component separation (Figure 7.20). The acquisition bandwidth for the non-
separated experiment was 50 kHz corresponding to a read gradient strength of 52.23 mT m-1 
and acquisition time of 2.6 ms. The acquisition bandwidth for the experiments in 
inhomogeneous magnetic field allowed using a higher bandwidth of 2.5 kHz, while still 
providing full separation (Figure 7.21). Reference experiments in the inhomogeneous field 
were performed with a 50 kHz acquisition bandwidth. 
 
Figure 7.20 Component separation in a 500 MHz 1H PGSE-based experiment on a water/PEG solution. (a) Amplitude 
attenuation with increasing diffusion-weighting gradient pulse amplitude in a 50 kHz bandwidth experiment, (b) in a 
2 kHz bandwidth experiment. Separation of the PEG signal from the inner volume is clearly visible in the low-
bandwidth experiment. The b-values accounting for all the gradient pulses in the experiment are provided above each 
image in (×109) s m2. The read direction is left to right, therefore the separation occurs on the horizontal axis. 
 
 
Figure 7.21 Component separation in a 500 MHz 1H PGSE-based experiment on a water/PEG solution in an 
inhomogeneous magnetic field. (a) Amplitude attenuation with increasing diffusion-weighting gradient pulse 
amplitude in a 50 kHz bandwidth experiment, (b) in a 2.5 kHz bandwidth experiment. Complete separation of the 
PEG signal from the inner volume is still occurring in the low-bandwidth experiment. The field inhomogeneities 
manifest themselves as geometrical distortion of the images obtained at low encoding gradient strengths (i.e., in a low-
bandwidth experiment). The b-values accounting for all the gradient pulses in the experiment are provided above 
each image in (×109) s m2. The read direction is top to bottom, thus the separation occurs on vertical axis. 
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 7.4.2.2 DtiExtended method 
Evaluation of the diffusion-weighted imaging method, employing bipolar gradient pulse 
modules was performed in several steps. Initially, spectroscopy methods were used to obtain 
reference values for diffusion coefficient for the sample multicomponent system. The 
measurements were performed on the water/PEG solution (20% water sample) in the 4 mm 
quartz EPR tube before it was assembled into a coaxial sample (see Section 7.4.1 for details). 
The pulse sequences employed for testing included a common PGSTE pulse sequence (see 
Figure 3.2 b), a PGSTE pulse sequence with bipolar gradient pulse module (see Figure 5.4) 
and a PGSTE sequence with imbalanced bipolar gradient pulse module (see Figure 7.17 b). 
Experiments were performed on a 500 MHz Bruker Avance II spectrometer with a Diff30 
gradient probe (with a single axis gradient and maximum gradient strength of 18.5 T m-1). 
The sequence parameters for the monopolar gradient pulse experiments were: TR = 3314 ms, 
TE = 102 ms, Δ = 100 ms, δ = 2 ms. The gradient pulse amplitude was varied from 0 to 1.85 
T m-1 in steps of 0.0925 T m-1. Experiments with bipolar diffusion-weighting gradient pulse 
modules (both balanced and non-balanced) employed the same values for TR, TE Δ and 
gradient strength stepping and limits, the gradient timing (see Figure 7.17 b) with τ = 1.13 ms 
and d = 1 ms was used for both balanced and non-balanced bipolar gradient pulse modules 
and the imbalance factor of α = 0.2 for the latter. 
Imaging experiments were performed with the stimulated-echo based (STE-DTI) (see Figure 
7.22) pulse sequence [76] with bipolar diffusion-sensitising gradient pulses (Figure 7.17) 
provided by the DtiExtended method. Additionally to the standard experimental parameters, 
the DtiExtended method provides control over the type of the sequence used, the type of the 
gradient pulse module (both bipolar gradient pulses with and without slice-selection gradient 
pulses are available), the presence and parameters of the binomial inversion pulse and the 
gradient pulse lobe imbalance factor (α) as well, the latter is present in the ParaVision method 
editor and is user-editable. 
Stimulated echo bipolar gradient imaging pulse sequences were tested and found to provide 
results consistent with the standard monopolar gradient pulse sequences for a broad range of 
diffusion coefficients. The experiments employed three sets of parameters: for the water thin-
layer sample (fast diffusion range), for the PEG thin-layer sample (intermediate diffusion 
coefficient range) and for the coaxial 20% water sample. The fast diffusion range images 
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were acquired using the sequence depicted in Figure 7.22 with TR = 2500 ms, TE = 20 ms, 
Δ = 30 ms, d = 1.7 ms, τ = 3.1 ms, FoV = 12×12 mm, resolution = 128×128 points, slice 
thickness = 2 mm, asymmetric bipolar gradient pulses with different imbalance factor (α) and 
4 diffusion-weightings of 0.05, 0.2, 0.4 and 0.8 (×109) s m-2. The intermediate diffusion 
coefficient range experiments employed TR = 3000 ms, TE = 25 ms, Δ = 20 ms, d = 1.7 ms, τ 
= 3.1 ms, FoV = 11×11 mm, resolution = 64×64 points, slice thickness = 2 mm, symmetric 
bipolar gradient pulses were used in this case providing 6 diffusion-weightings of 0.1, 0.2, 
0.4, 0.8, 1.6 and 3.2 (×109) s m-2. The coaxial sample was used to probe pulse sequence 
sensitivity in the slower diffusion region. The parameters employed for determining the 
diffusion coefficients of larger PEG molecules were TR = 3000 ms, TE = 25 ms, Δ = 25 ms, 
d = 1.7 ms, τ = 3.1 ms, FoV = 11×11 mm, resolution = 64×64 points, slice thickness = 2 mm. 
For every sample a reference scan was acquired with the standard DTI pulse sequence. The 
parameters values were kept constant between the DtiExtended and the reference scans, the 
diffusion-weighting gradient module duration was kept constant, while introducing the 
modified diffusion-weighting subsequences, thus resulting in δ of 4.8 ms in the reference 
scans. 
Additionally, a limited set of experiments employing the solvent suppression technique with 
binomial inversion pulses and bipolar gradient pulses was performed on a coaxial sample 
(Figure 7.23), identifying the possibility of removing unwanted signals through the 
WATERGATE procedure described in Section 5.3. The sequence parameters for imaging 
with water suppression were: TR = 3000 ms, TE = 25 ms, Δ = 25 ms, d = 1.8 ms, τ = 3 ms, 
FoV = 11×11 mm, resolution = 256×256 points, slice thickness = 2 mm, the pulse separation 
in the 6-pulse binomial inversion module was 0.04 ms with a transmitting frequency offset of 
100 Hz from the water resonant frequency. The reference measurements were taken with a 
standard imaging sequence with the same TR, TE, Δ, FoV, matrix size and slice thickness. 
The diffusion-encoding gradient pulse length was 4.8 ms and the amplitudes were adjusted to 
provide b-values similar to the ones in the suppression experiment. 
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 Figure 7.22 Stimulated-echo based diffusion-weighted imaging pulse sequence with bipolar gradient pulse modules. 
Dashed lines represent the spoiler gradient pulses, thin stripes - the diffusion-sensitising gradient pulses; other 
gradient pulses are the slice-selection, the phase encoding and the read gradient pulses, according to the logical axes 
they are present on. 
 
 
Figure 7.23 Diffusion attenuated images series of the coaxial sample. (a) Standard diffusion-weighted imaging 
sequence, (b) imaging sequence with bipolar gradient pulses and WATERGATE binomial pulse module. The b-values 
accounting for all the gradient pulses in the sequence are provided above each image in (×109) s m2. Note the visible 
suppression of the water in the outer sample volume in the (b) series.   
 
7.5 Processing and results 
7.5.1 Low-bandwidth separation procedure 
To assess the performance of the multicomponent separation method described in Section 
7.1.1 diffusion coefficients were derived from the acquired data (e.g., Figure 7.24) by fitting a 
monoexponential decay function to the acquired attenuation values (E) in the low-bandwidth 
experiment and a double exponential decay function (as in Eq. (7.2)) to the normalized data 
from the high-bandwidth experiment (biexponential fitting applied to the inner sample only). 
Images corresponding to the lowest b-value (b0) were used for normalization in each series. 
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 Figure 7.24 Sample fitting results for the arbitrarily chosen pixels from the inner and outer volumes in (a) the high-
bandwidth PGSE experiment and (b) the inner, outer and the offset inner volume in the low-bandwidth PGSE 
experiment. Biexponential fitting (as in Eq. (7.2)) was only applied to the pixels from the inner volume in the high-
bandwidth experiment. Monoexponential fitting (as in Eq.(3.16)) was used for the remaining curves. The symbols 
represent the acquired data, the lines correspond to the fitting results. 
 
Numerical regression was performed with the least squares nonlinear fitting functions from 
the MATLAB R2014a curve fitting toolbox. The precision of the chosen methods 
(biexponential fitting versus space/frequency separation with monoexponential fitting) was 
assessed by observing the distribution of the fitted coefficients for the two cases. The fitting 
result histograms were generated from 2551 diffusion coefficients for the high-bandwidth 
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experiments (resulting from the total sample area of 2170 pixels with biexponential fit done 
for 381 pixels corresponding to the inner sample volume) and 2417 diffusion coefficients for 
the low-bandwidth experiments. The histograms show (see Figure 7.25) a distinctive 
grouping of the fitted diffusion coefficients corresponding to different diffusing species in the 
sample with an additional false group of diffusion coefficients appearing in the PGSTE-based 
experiment without separation (see Figure 7.25 d) resulting from systematic biexponential 
fitting failure. The latter could be partially mitigated by a different choice of experimental 
b-values. Such a choice yet requires pre-existing knowledge of all the measured diffusion 
coefficients prior to performing the actual diffusion measurements. As such knowledge is 
rarely practically available the fitting failures are very likely to occur should the experiments 
be repeated on a different sample. 
 
Figure 7.25 Fitting result distributions for the different experiments: (a) distribution of the diffusion coefficients 
obtained through monoexponential fitting in a PGSE-based experiment with space/frequency separation, (b) in a 
similar PGSTE-based experiment, (c) distribution of the diffusion coefficients provided by monoexponential fitting to 
the outer sample volume data and biexponential fitting to the inner sample volume data from a PGSE-based 
experiment without separation, (d) from a similar PGSTE-based experiment. Each histogram is provided with a 
magnified inset containing the PEG diffusion coefficient distribution. The arrow in (d) indicates the additional 
misplaced peak due to biexponential fitting failure. 
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To assess the precision of the results obtained from each experiment a Gaussian function was 
fitted to every group of diffusion coefficients and the coefficient of variance (the relation of 
the standard deviation to the mean value) was calculated for each group. The mean values 
and the variability coefficients for the groups are summarized in Table 7.2. 
Table 7.2 Summary of the mean values and variability coefficients of the diffusion coefficient distributions obtained 
from the PGSE- and PGSTE-based experiments with and without component separation. 
 Mean D 
(×10-9 m2 s-1) 
(PGSE) 
Variability 
(PGSE) 
Mean D 
(×10-9 m2 s-1) 
(PGSTE) 
Variability 
(PGSTE) 
Free water, without 
separation 
2.1 2% 2.1 3% 
Free water, with separation 2.1 2% 2.1 2% 
Water in solution, without 
separation 
1.2 4% 1.2 4% 
Water in solution, with 
separation 
1.2 5% 1.2 3% 
PEG, without separation 2.7×10-2 20% 3.6×10-2 33% 
PEG, with separation 3.2×10-2 10% 3.2×10-2 7% 
 
The experiments performed in the presence of the field inhomogeneities were processed 
similarly to the original PGSE and PGSTE experiments. Diffusion coefficient distribution 
histograms were built using 2412 diffusion coefficients obtained from the high-bandwidth 
experiments (2065 pixels corresponding to the sample with biexponential fitting done for 
347) and 2144 coefficients obtained from the low-bandwidth experiments (single exponential 
fitting in all cases). No grouping of the PEG diffusion coefficients was found in the high-
bandwidth experiments (Figure 7.26), therefore the Gaussian functions were fitted only for 
the water diffusion coefficients in that case. The experimental results are summarized in 
Table 7.3. 
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 Figure 7.26 Fitting results distribution for separation experiments in an inhomogeneous magnetic field. (a) 
Distribution of fitted diffusion coefficients in a high-bandwidth (no separation) experiments. (b) Distribution of fitted 
diffusion coefficients in a low-bandwidth experiment. Each histogram is provided with a magnified inset 
corresponding to the PEG diffusion coefficient region. The diffusion coefficients resulting from the biexponential 
fitting in the high-bandwidth case are evenly distributed over the region from 10-20 to 10-10 m2 s-1 exhibiting no 
distinctive grouping to provide an estimate for the PEG diffusion coefficient. The fitting failure can be attributed to 
the incompatibility of the experimental b-values and the sample diffusion coefficients. 
 
Table 7.3 Summary of the mean values and variability coefficients of the diffusion coefficient distributions obtained 
from experiments with and without component separation performed in the presence of magnetic field 
inhomogeneities. The extremely broad distribution of the PEG diffusion coefficients in the high-bandwidth 
experiments (see Figure 7.26 a) restricts fitting a normal distribution to the data. Therefore the desired statistics 
cannot be obtained. 
 Mean D (×10-9 m2 s-1) Variability 
Free water, without separation 1.9 4% 
Free water, with separation 1.9 3% 
Water in solution, without separation 1.0 7% 
Water in solution, with separation 1.1 7% 
PEG, without separation - - 
PEG, with separation 2.5×10-2 16% 
 
7.5.2 DtiExtended comparison 
To assess the validity of the data acquired with the DWI pulse sequence employing bipolar 
diffusion-weighting gradient pulses it was compared with a number of reference scans, which 
included both spectroscopy diffusion measurements with mono- and bipolar diffusion-
weighted gradient pulses and imaging sequences with monopolar diffusion-weighting (see 
Section 7.4.2 for details). 
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Spectroscopy experiments were performed on the inner part of the coaxial sample and 
provided reference values for fast and slow diffusion range. The spectra acquired with the 
PGSTE (both with mono- and bipolar diffusion-weighting pulses) exhibited clear separation 
of the spectral lines corresponding to water and PEG (Figure 7.27) as well as reasonable 
attenuation with increasing diffusion-weighting gradient strength. Attenuation profiles for 
each of the spectral lines were obtained by integrating the spectra series. An exponential 
decay function was then fitted in Origin Pro 9.1 (OriginLab, Northampton, MA) to each of 
the profiles, providing the apparent diffusion coefficient for each of the species (Figure 7.28). 
The obtained fitting results (Table 7.4) can later be used as a reference for the imaging 
experiments, where separation techniques have had to be applied in order to obtain the 
diffusion coefficients of individual species.  
 
 
Figure 7.27 1H spectra from the water/PEG solution diffusion measurement experiment series acquired with the 
PGSTE pulse sequence (only first ten spectra corresponding to gradient amplitudes of 0 to 0.74 T m-1 are shown) at 
500 MHz and 293 K. The two peaks correspond to water (around 4.8 ppm) and PEG (around 3.7 ppm). The huge 
difference in the diffusion properties of the two species manifests itself in the rapid decay of the water signal with 
increasing gradient strength, while the PEG peak exhibits only a minor attenuation.  
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 Figure 7.28 Normalized attenuation profiles of water and PEG in the inner part of the coaxial sample. Markers show 
the acquired data points, dashed lines – fitted exponential decay curves. (a) data acquired with an STE pulse 
sequence with monopolar gradient pulses; (b) with an STE sequence with balanced bipolar gradient pulses; (c) with 
an STE sequence with unbalanced bipolar gradient pulses (α=0.2). 
 
Table 7.4 Summary of the apparent diffusion coefficients of the water/PEG solution in the 20% water coaxial sample. 
 Water D 
(×10-9 m2 s-1) 
PEG D 
(×10-9 m2 s-1) 
PSGTE 1.2 2.9×10-2 
PGSTE with bipolar gradient pulses 1.2 3.6×10-2 
PGSTE with asymmetric bipolar gradient pulses 1.1 3.1×10-2 
 
7.5.3 Thin-layer sample 
The thin layer samples were used to provide an estimate of the reliability of the diffusion 
coefficients obtained with the bipolar gradient pulse DWI pulse sequence. The fast diffusion 
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range estimate was based on the thin layer water sample. A single exponential decay function 
was fitted the data obtained from every pixel of the image corresponding to the sample (i.e., 
inner part of the tube), comprising an area of 6966 pixels. Histograms of the obtained 
diffusion coefficients were constructed (see Figure 7.29) and Gaussian curves were fitted to 
the histogram data to obtain the mean value and the variability coefficient for the water 
diffusion coefficient. The results are presented in Table 7.5. 
 
 
Figure 7.29 Distribution of fitted diffusion coefficients for the thin-layer H2O sample in different experiments. (a) 
standard diffusion-weighted imaging sequence with monopolar gradient pulses; (b) imaging sequence with bipolar 
imbalanced gradients (α=0.2); (c) with α=0.5; (d) with α=0.5 and inclusion of slice-selection gradients into the bipolar 
diffusion-weighting module. 
 
Table 7.5 Summary of the fitting results for the 6966 pixels corresponding to the thin-layer water sample. The values 
obtained through the fitting do not exhibit significant differences in both sample mean and the variability of the 
result. An increase in the variability (also seen in Figure 7.29) in the bipolar gradient pulse experiments without slice 
selection can be attributed to the presence of RF artefacts in the two corresponding datasets.  
 Monopolar 
gradients 
Bipolar gradients 
α=0.2 α=0.5 α=0.5, slice 
Mean D (×10-9 m2 s-1) 2.0 1.9 2.0 2.0 
Variability 6% 11% 8% 7% 
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The data from the thin-layer samples with the PEG solution was processed similarly to the 
thin-layer water samples data. The sample image comprised 2065 pixels, which were used to 
construct histograms of the fitted diffusion coefficient distribution (Figure 7.30) for 
subsequent fitting with normal curves and evaluation of the mean values and variability 
(Table 7.6). A noticeable deviation from the mean and an increase in variability were visible 
in the experiment with slice-selection gradients present. This can be attributed to using the 
block RF refocusing pulses (rather than shaped pulses) in the slice-selection experiment. 
Such pulses could cause the slice profile distortion and thus an SNR drop, leading finally to 
higher data variability. 
 
Figure 7.30 Distribution of fitted diffusion coefficients values in the intermediate diffusion range for a thin layer PEG 
sample. (a) distribution of the coefficients obtained from the DtiStandard data. (b) distribution for the diffusion 
coefficients obtained by fitting to the data acquired using bipolar gradient pulse module, (c) bipolar gradient pulse 
module with slice-selection. 
 
Table 7.6 Summary of the fitting results for 2065 pixels corresponding to the thin-layer PEG sample.  
 Monopolar gradients Bipolar gradients Bipolar gradients 
with slice selection 
Mean D (×10-9 m2 s-1) 0.18 0.17 0.21 
Variability 12% 15% 21% 
 
7.5.4 Coaxial sample 
The slow diffusion range was probed with the DtiExtended pulse sequence as a preparation 
procedure for implementing binomial solvent suppression pulses within the bipolar diffusion-
weighting gradient pulse sequence. A biexponential fit (see eq. (7.2)) was done for the inner 
sample volume comprising 386 to 392 pixels in different experiments (the number varied due 
to the gap between the inner and the outer volumes attributed partially to inner or outer 
136 
 
volume), while single exponential fit was employed for fitting the attenuation profiles in the 
rest of the total 2142 pixels. Histograms of the fitting results were constructed (Figure 7.31) 
and fitted with Gaussian curves for obtaining the mean and the variability coefficient for each 
group of the observed diffusion coefficients. The fitting results are summarized in Table 7.7. 
 
 
Figure 7.31 Distributions of the diffusion coefficients in the coaxial sample obtained by fitting (a) DtiStandard and (b) 
DtiExtended datasets. 
 
Table 7.7 Summary of the fitting results of 2142 pixels corresponding to the volume of the coaxial sample in the 
DtiExtended trial experiments. A significant deviation and from the reference value a small decrease in accuracy is 
noticeable in experiments employing bipolar diffusion-weighting gradient pulses.  
 Mean D (×10-9 m2 s-1) Variability 
Water (outer volume) – monopolar 2.0 3% 
Water (outer volume) – bipolar 2.0 3% 
Water (inner volume) – monopolar 1.2 4% 
Water (inner volume) – bipolar 1.1 4% 
PEG – monopolar 2.7×10-2 14% 
PEG – bipolar 1.5×10-2 18% 
 
For the suppression experiments only the inner part of the sample was examined. The outer 
part was used only as an indicator of water suppression. The inner part in the suppression 
experiments comprised 3881 pixels which were analysed using a biexponential decay 
function in reference experiments and additionally with a monoexponential decay function in 
both reference and suppression experiments. The histograms representing the fit results are 
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combined in Figure 7.32. A summary of the Gaussian curve fits to the resulting histograms is 
presented in Table 7.8.  
 
 
Figure 7.32 Effects of binomial-pulse based suppression on the evaluation of the diffusion coefficient for PEG and 
water in a coaxial sample (inner volume). (a) Distribution of fitted diffusion coefficient for standard diffusion-
weighted imaging sequence, assuming a single species is present in the sample; (b) assuming two species are present. 
(c) Distribution of results for single exponential fitting to the data acquired with the water-tuned suppression 
technique. 
 
Table 7.8 Summary of the fitting result of 3881 pixels corresponding to the inner volume of the coaxial sample. 
Values for biexponential fit in experiments without suppression and monoexponential fit in experiments both with 
and without suppression are presented. 
 Mean D 
(×10-9 m2 s-1) 
Variability 
No suppression – monoexponential fit 5.2×10-1 7% 
No suppression – biexponential fit (water) 1.2 7% 
No suppression – biexponential fit (PEG) 2.9×10-2 40% 
Solvent suppression – monoexponential fit 2.3×10-2 39% 
 
7.6 Summary and discussion 
The preceding sections examined the problem of probing multicomponent diffusion with 
NMR experiments. The problem arises due to the majority of NMR experiments acquiring 
the signal from multiple species present in the sample at the same time. In NMR spectroscopy 
experiments this is considered a benefit as in most of the cases spectral resolution allows 
signals from separate sample components to be distinguished in the frequency space and thus 
experimental results to be processed independently for the different components, thus 
obtaining information on many diffusion species in a single experiment. The complications 
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arise in cases where not only spectral, but spatial separation is also important (i.e., imaging 
experiments). The spectral line broadening caused by the imaging gradients blurs out the 
spectral separation and renders the imaging experiments insensitive to the differences in 
resonance frequency of the sample components. In these cases additional measures have to be 
taken to retain the NMR separation of the components or compensate for its loss. 
Two types of experiments were proposed in this part of the thesis, allowing separate analysis 
of different diffusing species, while also providing information on the spatial distribution of 
the affected spins in the sample. The two were: spectral separation of the diffusing 
components in the image domain by using low-bandwidth frequency encoding, and 
suppression of the unwanted components in the diffusion-weighted imaging experiments by 
employing bipolar diffusion-weighting gradient pulses with binomial pulse based spectral-
selective inversion. Both were implemented in the ParaVision (versions 5.1 and 6.0) 
environment and tested on a number of water PEG solutions. Implementation of the low-
bandwidth separation method is straightforward and requires only basic DWI pulse sequences 
and supporting parameter mapping (see Section 7.3.1 for details) while the bipolar gradient 
pulse-based suppression method requires deeper modifications to the existing pulse 
sequences to be made.  
To account for the changes required to perform suppression-based separation experiments a 
theoretical method was developed that allowed recalculation of the b-matrix for a pulse 
sequence subject to modifications. The method relies not on the complete pulse sequence 
structure but rather on a known b-matrix for a parent pulse sequence (the exact structure of 
which is also unimportant in the calculation method) and the calculation of generalized 
integration terms related to the structural differences between the parent and the child pulse 
sequence (see Section 7.2.2 for details). The theoretical method is tailored for solving the 
tasks of introducing gradual modifications into the NMR pulse sequences as it relies on the 
pre-existing knowledge and software to create fully functional novel experimental techniques 
which would have otherwise required creating controlling subroutines de novo.  
It might be argued that direct numerical integration of Eq. (7.32) for a specific novel gradient 
waveform may prove to be a faster and less mathematically complex method than the 
presented analytical one. The downside of numerical integration is that it has to be performed 
for every change of any of the pulse sequence parameters. Therefore despite showing higher 
performance in directly evaluating the elements of the b-matrix it tends to become 
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cumbersome in inverse problems. The latter include such routine tasks as finding the shortest 
gradient pulse length or the minimum echo time for a desired b-value. For example, from 
inspection of Eq. (A8.10) it is evident that reducing Δ in the basic Stejskal and Tanner 
sequence [40] allows reaching shorter echo times for a specific b-value, rather than reducing 
δ as the latter enters Eq. (A8.10) squared. On the other hand using solely numerical 
integration to solve that task would have required building a two-parametric distribution of 
the b-values, the number of dimensions growing with every additional delay introduced into 
the sequence (e.g., a four-parametric distribution, i.e., a 4D data array, would have been 
needed to solve the same problem for the tripolar gradient waveform [266], whereas Eq. 
(A9.3) provides a simple arithmetic solution to the problem). It is probably due to that 
capability of analytical expression and the fact that obtaining it is essential for a number of 
optimization techniques [270, 271], that its provision is conventionally favoured with any 
novel diffusion-weighting gradient pulse sequence modification [40, 41, 70, 84, 151, 205, 
252-254, 266]. Additionally, evaluating the symbolical expression before implementing it 
into the ParaVision hierarchy is advantageous as having been calculated it requires only basic 
arithmetical calculations, while implementing numerical methods requires programming and 
deploying additional integration functions.  
The developed method also provides a reduction of the workload and the system 
requirements for the computational hardware in the b-matrix expression evaluation, when 
compared with the conventional or straightforward integration of Eq. (7.32). With the same 
software in use (Mathematica 8), the straightforward symbolic integration of Eq. (7.32) for 
the gradient pulse waveforms presented in Section 7.3.3 was observed to repeatedly cause a 
system crash due to low memory on a 3.2 GHz, 6-CPU and 64 GB RAM machine. The 
implementation of the proposed framework for the same gradient pulse waveforms was tested 
to reliably run and finish evaluation in reasonable time (407 ± 4 seconds) on a less powerful 
2.8 GHz, 2-CPU PC with only 8 GB RAM. 
The developed theoretical method was applied to a number of bipolar gradient pulse modules 
(see Section 7.3.3) providing an algebraic expression for the b-matrix elements for the 
modified pulse sequences. The expressions were incorporated into the ParaVision method 
structure resulting in the deployment of the DtiExtended ParaVision method with multiple 
pulse sequence options: with the possibility to implement bipolar diffusion-weighting pulse 
modules with and without slice-selection gradient pulse in-between, with different inversion 
pulse types (block pulses, shaped pulses and binomial spectrally-selective pulses) and with 
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different values of the imbalance factor α to provide both balanced and unbalanced bipolar 
gradient pulse modules. 
A number of samples (see Section 7.4.1) were prepared to assess the performance of both 
(the low-bandwidth and the bipolar pulse diffusion-weighting) multicomponent separation 
methods. The images acquired with both methods were subject to single- and double 
exponential fitting procedures as described in Section 7.4.  
7.6.1 Low-bandwidth image domain separation procedure 
Testing the low-bandwidth separation method showed that the primary benefit of the method, 
as can be seen from Table 7.2, is the lower variability in the obtained PEG diffusion 
coefficients, compared to the biexponential fitting of the unseparated data. Being derived 
from the same data points during biexponential fitting (and thus being similarly affected by 
any possible experimental interference), the distributions of the PEG diffusion coefficients 
and of the slower inner sample volume water should at best have the same variability, 
although the smaller attenuation experienced by the PEG NMR signal usually results in a 
higher error and thus higher variability. This can be seen in the fitting results as the 
distribution of the PEG diffusion coefficients determined from biexponential fitting is 4 to 8 
times wider than that of the slower water peak. The low bandwidth separation method on the 
other hand together with monoexponential fitting provides higher precision due to fewer 
fitted parameters, which results only in a distribution width on the order of only 2 widths of 
the slower water coefficient distribution. Additionally, the low bandwidth separation method 
provides consistent mean values throughout the experiments, which is not the case with 
conventional diffusion-weighted imaging processed with biexponential fitting. The decreased 
accuracy and precision of the latter can be partially attributed to the incompatibility of the 
chosen b-values and the sample diffusion coefficients. The error can be reduced with a better 
suited choice of b-values which might require additional experiments to be performed prior to 
the actual diffusion measurements making comparison between the two methods less 
appropriate. 
Another valuable consequence of using the image space chemical shift based separation 
comes automatically with the bandwidth reduction which is the technical basis for the said 
separation method. Lower bandwidth is known to lead to higher SNR in imaging and 
spectroscopy and therefore increased experimental precision and accuracy. The PGSTE-based 
high-bandwidth experiments clearly illustrate the decline in precision due to SNR reduction 
141 
 
(which can be attributed to the combined effect of bandwidth increase as well as the use of a 
PGSTE-based sequence, which theoretically provides only half of the signal of the PGSE-
based sequence [41]). The latter shows first a broader distribution of the diffusion coefficient 
of the free water in the outer sample volume (Figure 7.25 d) relative to both the PGSE-based 
high-bandwidth experiment (Figure 7.25 c) and all low-bandwidth experiments (Figure 7.25 a 
and b). Second, the accuracy of the PGSTE experiments is compromised by the increase in 
the noise level, which can be seen in the mean value offset in the experiments employing the 
said pulse sequence (see Table 7.2). Finally, the failure of the biexponential fitting due to 
decreased SNR for the same sequence results in the appearance of an artificial group of 
diffusion coefficients around 5.9×10-10 m2 s-1, which altogether renders PGSTE pulse 
sequence results obtained with the basic DWI method hardly reliable. The results obtained 
from the low-bandwidth separated PGSTE experiments on the other hand are hardly inferior 
to the PGSE ones obtained by any separation method. The decrease in precision due to SNR 
drop can also be seen in PGSE experiments in an inhomogeneous field. As those experiments 
use 4 times less averages they experience a double decrease in SNR, which manifests itself in 
complete loss of information about the diffusion properties of PEG in solution, as the fitted 
diffusion coefficients get randomly distributed over a large diffusion coefficient range. The 
low-bandwidth experiments, on the other hand, employing very similar parameters produce a 
definitive grouping of the PEG diffusion coefficients, allowing estimation of the true 
diffusion coefficient. 
It is also possible to benefit from implementing the separation method instead of the 
biexponential fitting routine through the reduction in the number of diffusion weightings (or 
b-values) required for a reliable diffusion coefficient estimation. The minimum number of 
measured points per diffusion attenuation curve in the monoexponential decay case is 2 (or 3 
if a more general case is considered, where both the diffusion coefficient and the signal 
amplitude are to be fitted), while the minimum number of measurements for the 
biexponential fitting is 4 due to fitting 3 parameters (two diffusion coefficients and amplitude 
ratio, rising to 4 parameters and 5 required points if amplitudes are fitted independently). 
Thus, the new separation method provides not only a more reliable data, but also the 
possibility of reducing the experimental time. 
The possible downsides of the proposed separation method are intrinsic to the usage of the 
lower magnitude of the frequency encoding gradient (see Eq. (7.9)), making the resulting 
image more susceptible to static field inhomogeneity. Nevertheless, the artefacts resulting 
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from this susceptibility differ significantly from the errors introduced by the suppression 
methods. While the latter lose their ability to completely remove unwanted spectral 
components from the acquired signal and introduce additional errors into the diffusion 
coefficient derivation, the space-frequency separation method suffers only from spatial image 
distortions. Moreover decreasing the gradient pulse amplitude in a diffusion-weighting 
sequence might be even beneficial to the experiment reliability as the reduction of the 
imaging gradients generally provides eddy current reduction (as the induced currents are 
proportional to the amplitude of the applied gradients [173]) and additional diffusion-
weighting due to imaging gradient pulses (e.g., read gradients are commonly neglected 
[272]). 
Additional experiments demonstrated the image distortions caused by magnetic field 
inhomogeneity to insignificantly affect the precision of the method. Under the same 
unfavourable conditions (lower SNR due to a reduced number of averages and increased field 
inhomogeneity and lower available b-values, which likely affects the fitting precision of the 
slow diffusing components) the low-bandwidth experiments tend to retain their precision, 
while the common experiments with biexponential fitting lose some information. The 
accuracy of the experiments employing separation gets compromised (the mean diffusion 
coefficient in experiments in inhomogeneous field is around 2.5×10-11 m2 s-1, while the 
reference value obtained from spectroscopy experiments and imaging experiments in more 
favourable conditions are on the order of 3.1×10-11 m2 s-1 and higher. This deviation is likely 
due to the lack of the high b-values in the experiment, resulting in the decrease of the 
accuracy of all fitting procedures for slow diffusing components. 
A significant downside of using low-bandwidth image domain component separation for 
diffusion measurements emerges from the co-dependence of the bandwidth and sampling 
time of the digitizer, the two being reciprocal to one another. The reduction of the bandwidth 
required for component separation is therefore inevitably causing an increase in the sampling 
time, which in turn (if the matrix size is kept constant) increases the acquisition time. As the 
acquisition time grows inversely proportional to the bandwidth decrease implementing the 
image domain separation method is likely to increase the acquisition time by one order of 
magnitude or more (the experiments described in Section 7.4 required decreasing the 
bandwidth 20 to 25 times, thus proportionally increasing the total signal recording time). An 
increase in the acquisition time has multiple effects on the technique implementation: first, it 
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places a restriction on the echo time. According to Figure 3.2 acquisition can only happen 
after the π pulse in the PGSE pulse sequence or after the last π/2 pulse in the PGSTE case. 
This leads in both cases to limiting half of the echo time (pulse to echo maximum distance) to 
half of the acquisition time (as acquisition is usually performed symmetrically on both sides 
of the echo maximum), thus the echo time limit is equal to the acquisition time and grows 
proportionally to the decrease of the bandwidth. The resulting increase in the echo time 
causes a decrease in the acquired signal due to higher impact of the transverse relaxation 
(e.g., see Eq. (3.12)), therefore contributing to the SNR drop. The high bandwidth 
experiments without separation on the other hand have less strict echo time requirements and 
might result in a better SNR due to the lower impact of the transverse relaxation. As this 
effect is more pronounced for faster relaxation, experiments on substances with slow 
relaxation are more likely to mostly benefit in SNR from a reduced bandwidth, while faster 
relaxing ones will suffer an SNR drop from transverse relaxation. This is likely to more 
pronounced in clinical imaging where transverse relaxation times are lower than the ones of 
water and PEG used in Section 7.4. Another result of the increased acquisition time for the 
low-bandwidth separation experiments is the restriction of the method to slow pulse 
sequences (e.g., basic PGSE- and PGSTE-based diffusion weighted imaging pulse 
sequences). As the acquisition bandwidth used in echo planar imaging (EPI) experiments 
usually lies in the range of 125 to 250 kHz [273] its reduction to the 2 to 2.5 kHz range will 
cause a 100-fold increase in the acquisition time per echo, which is close to the matrix size 
used in common EPI experiments, thus a single acquisition will only take place where the 
whole matrix could have been previously acquired. This renders the technique inapplicable in 
experiments with EPI acquisition [101] which dominate the field of clinical DWI. A balance 
between speed and availability of the component separation might be found in the steady-
state DWI experiments, which have relaxed requirements on the acquisition time, yet are 
significantly faster than the classic PGSE- and PGSTE-based DWI techniques. 
The proposed separation method was tested in the microimaging environment for diffusion 
measurements, the core concepts of its implementation are easy to adapt to a clinical 
environment (e.g. in anatomical extremities imaging, particularly in applications where a 
small displacement is sufficient, field inhomogeneity poses a significant problem and the 
presence of a second component affects the diffusion measurements [223]). The downsides of 
the method, particularly the inability to combine it with the EPI-based sequences (which are 
by far the most widely used class of method in clinical diffusion-weighted imaging) restricts 
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its in vivo applications to small animal imaging, where the separation determined by Eq. 
(7.63) is easier to achieve and the SNR and relaxation problems are less prominent due to 
higher B0 compared to clinical scanners. 
Current standards for component separation in clinical imaging include all the three types of 
techniques described in the Chapter 7 introduction: spectrally selective suppression (usually 
referred to as fat saturation), inversion-recovery based suppression (short T1 inversion-
recovery or STIR), two-point Dixon technique. The developed image-space separation 
technique has both some advantages and shortcomings, when compared to each of the 
methods above. 
7.6.1.1 Comparison with fat saturation 
The principal advantage of the fat saturation technique is its versatility provided by the 
technique implementation as a preparation module to an MRI pulse sequence [230]. It can 
therefore be used with any imaging pulse sequence starting with equilibrium (or only 
longitudinal magnetization). Particularly, it can be used with EPI readout pulse sequence thus 
producing the most rapid component-separated imaging technique that is commonly used for 
clinical diffusion-weighted imaging[274]. Fat suppression is also remarkably selective 
affecting only a small portion of the NMR spectrum and allowing precise selection of the 
suppressed component. 
The precision of the fat suppression technique and its dependence on the magnetic field 
homogeneity cause the major disadvantages of the method. It is prone to failure in regions of 
B0 inhomogeneity [275] causing the lack of signal suppression and possibly, suppression of 
the undesired components if the B0 inhomogeneity-induced frequency shift is comparable to 
the species chemical shift in the studied sample [276]. Fat suppression is also susceptible to 
B1 inhomogeneity [277], producing incomplete saturation in regions, where the spectrally-
selective pulse flip angle differs from π/2. 
The low-bandwidth separation technique on the other hand inherits its independency of the B1 
inhomogeneities from its parent sequence (PGSE and PGSTE in the experiments presented in 
Section 7.4.2.1). The susceptibility of low-bandwidth separation technique to B0 
inhomogeneities was discussed in Section 7.4.2.1 and was found to cause geometrical 
distortion of the image. While prohibiting visual analysis of the image it was shown to yield 
correct diffusion coefficient for selected sample components, thus providing minor resistance 
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to B0 inhomogeneity. The major drawback of the technique, when compared to fat 
suppression, is the inability to use low-bandwidth separation in conjunction with EPI readout.  
7.6.1.2 Comparison with STIR 
STIR is a relaxation-based alternative to component suppression often implemented in 
clinical practice. The major advantage of STIR comes from the minimal dependence of 
relaxation time on B0 field inhomogeneities. It leads to this type of component suppression 
techniques to be considered practically immune to the static field inhomogeneities[278]. 
STIR also shares with fat suppression the advantage of being implemented as a preparation 
module. It can therefore technically be implemented with any image encoding technique, 
including EPI readout[274], which is particularly important in clinical setting. 
The few disadvantages of STIR come from its low selectivity, which is due to many 
biological substances having similar relaxation times. First, as all components in the sample 
undergo relaxation but only one of them is picked for suppression the remaining components 
are often not completely relaxed and thus produce significantly less NMR signal resulting in 
a noticeable SNR drop [232]. Secondary, using STIR might lead to suppressing undesired 
components if they have relaxation rates comparable to the target suppressed species (or the 
other way around: not suppressing a desires species if it has a different relaxation time due to 
different environment). The latter can be considered both an advantage (e.g., when both the 
fatty acids and the water components of the adipose tissue are suppressed with in imaging 
sequence employing STIR) and a disadvantage (e.g., when haemorrhage areas are suppressed 
along with the fat tissue areas [276]). 
The low-bandwidth separation method being frequency-based shares the advantages and 
disadvantages against STIR with the frequency-based fat suppression. The advantages 
include higher selectivity and the lack of SNR drop. The significant shared disadvantages are 
higher susceptibility to B0 and B1 field inhomogeneities yet the low-bandwidth separation 
technique also retains its major disadvantage of inability to handle EPI readouts. 
7.6.1.3 Comparison with Dixon technique 
It must be reiterated here that a significant advantage against both STIR and fat suppression 
of the proposed low-bandwidth method is its lack of component suppression, i.e., it 
simultaneously provides information on all separable species in the sample. A different 
method producing similar results is the Dixon or opposed-phase imaging technique. 
Opposed-phase imaging lacks the majority of drawbacks of both fat suppression and STIR 
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imaging: it is highly selective and its susceptibility to both B0 and B1 inhomogeneities is 
minor (due to relying on frequency difference between the components, rather than absolute 
frequency value [276]). The commonly clinically used gradient-echo based implementation 
of the Dixon technique allows obtaining both echoes required for separation after a single 
excitation, making it also a very fast imaging method, suitable for robust imaging of dynamic 
regions (e.g., heart [279], abdominal [280] and pelvic [281] regions). 
The downside of such an implementation is the inability of combining such a gradient echo 
acquisition with the EPI readout. Additionally, using gradient echo technique precludes 
diffusion measurements unless steady-state diffusion measurements are performed [282]. On 
the other hand Dixon method can be used with both EPI and diffusion measurements (either 
together or separately) if gradient echo is substituted with spin-echo and the two echoes for 
species separation are obtained in two separate pulse sequence applications [283]. The latter 
provides a remarkable flexibility to the opposed-phase imaging, making it suitable for 
application in the majority of clinical applications requiring component separation. 
Low-bandwidth separation technique suffers significant drawbacks when compared to the 
Dixon method. Its susceptibility to the static field inhomogeneities is more pronounces 
causing geometrical distortions (although not precluding quantitative measurements) and it is 
implicitly incompatible with EPI acquisition. While it is more suited for quantitative 
measurements due to employing spin- or stimulated echo magnetization refocusing (which 
form the basis for the majority of quantitative measurements) and requires only a single echo 
per k-space line to be acquired it is still slower than the combination of EPI with diffusion 
weighted Dixon imaging due to a large number of acquisitions required to obtain a full k-
space. It is therefore more reasonable to apply the opposed-phase separation for clinical 
imaging. Low-bandwidth separation can be reserved then for microimaging environments, 
where high-resolution diffusion-weighted images are often being acquired, requiring 
sequential filling of the k-space. 
Additionally, the described separation procedure can be applied to other imaging experiments 
where isolation of individual species in the sample is required as it is only rooted in the 
acquisition parameters. Thus other quantitative MRI measurements such as longitudinal or 
transverse relaxation measurements with CPMG, inversion-recovery or saturation-recovery 
can be used to obtain individual species results for multicomponent systems with the help of 
the low bandwidth image domain separation. 
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7.6.2 Bipolar gradient pulse-based component suppression 
The DtiExtended implementation of the family of bipolar diffusion-weighting gradient pulse 
imaging sequences was tested on samples exhibiting a broad range of diffusion coefficients 
(from around 10-11 to 10-9 m2 s-1). The performance of the sequences was compared to that of 
the monopolar diffusion-weighting pulse sequence implementation (DtiStandard). 
Measurements on the thin-layer water sample (Figure 7.29 and Table 7.5) show the 
consistency of results in the fast diffusion region for pulse sequences with bipolar diffusion-
weighting gradient pulse modules for a range of imbalance coefficients α. Both Figure 7.29 
and Table 7.5 also show the experiments employing slice selection gradients during inversion 
in the bipolar pulse module to provide more robust results when compared to the non-slice-
selective inversion. Yet measurements performed on samples with the diffusion coefficient of 
the order of 10-10 m2 s-1 (PEG thin-layer sample) show deviation in the determined diffusion 
coefficient to be more pronounced when slice-selection gradients are in use. Application of 
the latter shows also the distribution of the coefficients to be wider (21% of variability 
against 12% and 15% in monopolar and plain bipolar gradient pulse cases, respectively). 
Similar results are displayed when experiments in an even slower diffusion coefficient range 
are considered (see Figure 7.31 and Table 7.7). Experiments on coaxial sample particularly 
illustrate the deviation arising predominantly in the slow diffusion region (see Table 7.7) as 
the fast diffusing species (water in outer volume and water in solution) have consistent mean 
diffusion coefficient and variability values, while the slow diffusing PEG deviates in both. 
The spectroscopic measurements for slow diffusing species show better consistency between 
the monopolar and bipolar gradient pulse sequences (see Figure 7.28 and Table 7.4). 
Experiments with bipolar diffusion gradient pulses show only a slight deviation from the 
monopolar diffusion-weighting gradient pulse experiments (2.9×10-11 versus 3.1×10-11 to 
3.6×10-11 m2 s-1). 
Selective (in terms of orders of diffusivity) deviation in imaging experiments might be 
attributed to the presence of convection effects, resulting in faster apparent diffusion, when 
monopolar gradients are used for diffusion-weighting, while the effect being corrected for in 
the bipolar gradient pulse sequences. Yet as the sample geometry strongly varies between the 
samples (thin-layer samples being different with coaxial sample and even inner part of 
coaxial sample being subject to spectroscopy measurements without the outer part is different 
to the combined sample used for imaging) the effects cannot be compared directly. 
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Note that the growth of variability cannot be entirely attributed to the fundamental lack of 
precision delivered by the method itself. In most cases it is caused by the susceptibility of the 
bipolar gradient pulse sequences to RF pulse inhomogeneity within the sample. While the 
magnetic field inhomogeneity might be mitigated by using the bipolar gradient pulses (see 
Chapter 5) inserting an additional RF pulse emphasises the possible inhomogeneities in the 
distribution of the oscillating magnetic field with the lobes of the bipolar gradient pulse 
acting as spoiler pulses for areas, where inversion might be imperfect due to higher or lower 
amplitude of the RF field. 
When purposely induced, such spoiling caused by the combination of incomplete (or a total 
lack of) inversion and the adjacent diffusion-weighting gradient pulses was shown to provide 
suppression of the NMR signal from a chosen species.  
In the case described in Section 7.4 a suppression band was applied to the water peak of the 
coaxial sample. This resulted in removing of the inner volume and outer volume water peaks 
from the acquired signal, thus effectively removing them from the image and the diffusion 
data analysis. The removal of the outer sample volume water can be seen in Figure 7.23, 
while the inner water removal can be observed via the diffusion fitting results presented in 
Figure 7.32 and Table 7.8.  
Fitting the conventional imaging results with a single exponential decay function (the inner 
part of the sample only) shows an erroneous distribution of the apparent diffusion coefficient 
primarily determined by the prevalent fast diffusing component (water in solution), yet the 
slow diffusing component resurfacing at the high b-values decreases the calculated diffusion 
coefficient, thus resulting in an overall misrepresentation of the distribution (Figure 7.32 a) of 
the apparent diffusion coefficient of the actual components of the studied sample. This can be 
resolved (Figure 7.32 b) by employing a double-exponential fit to the same data. This 
successfully separates the two components (being significantly different in their diffusion 
properties) and can serve as a reference distribution for the following suppression 
experiment.  
Substitution of the conventional inversion pulse with a binomial spectrally selective one left 
the water component uninverted during the bipolar gradient pulse application, thus the latter 
acted predominantly as the spoiling pulse rather than a diffusion-weighting one. The data 
resulting from this experiment should have thus represented solely the single component PEG 
diffusion and was thus fitted with a single exponential decay function. The distribution of the 
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resulting diffusion coefficients (Figure 7.32 c) clearly shows a single component contributing 
to the acquired signal. The evaluated mean values of the distribution (see Table 7.8) confirm 
the remaining component to represent the PEG diffusion coefficient. A slight deviation from 
the results of the biexponential fitting performed on the data acquired without suppression 
(2.9×10-11 versus 2.3×10-11 m2 s-1) is likely to be produced by incomplete suppression of the 
water component, resulting in a slight increase of the fitted diffusion coefficient (similarly to 
the presence of the slow component producing a decrease in the apparent diffusion 
coefficient during single exponential fitting to the data acquired without suppression). The 
latter can be seen in Figure 7.23 as the remaining contours of the outer sample volume and a 
“ghost” image of the inner sample volume.  
The higher intensity of the unsuppressed components at the interfaces in the sample suggest 
the suppression failed due to magnetic field inhomogeneities, while the presence of the signal 
from within the volume might arise from RF inhomogeneities or the 100 Hz offset of the RF 
transmit frequency causing the water peak to miss the minimum of the frequency profile of 
the binomial pulse and thus experience partial inversion, which in turn led to incomplete 
suppression of the water resonance. 
The experiments performed with bipolar diffusion-weighting gradient pulses show the 
method can be readily applied to imaging experiments. The accompanying method developed 
for the b-matrix calculation can facilitate the implementation of the experimental technique 
and analysis of its results by readily providing the correct b-values for regression. Bipolar 
gradient pulse-based diffusion weighted imaging techniques retain the majority of the 
precision of standard diffusion-weighted imaging pulse sequences with monopolar gradient 
pulses. The discrepancy between the two methods can be attributed to the monopolar 
diffusion-weighting being more sensitive to non-diffusive types of motion, which comprise 
the major mobility factor in slow-diffusing species and thus manifest themselves as the 
measured diffusion coefficient decreases. The major source of interference for the bipolar 
gradient pulse sequence is the RF field inhomogeneity, which is exacerbated (relative to the 
monopolar gradient pulse sequence) by the introduction of the two additional inversion 
pulses. The variations in the RF field across the sample cause the flip angle to be unequal for 
magnetization in different parts of the sample and in conjunction with the gradient pulses 
cause suppression bands to appear across the image sample. Nevertheless it was shown, that 
the introduction of binomial RF pulses allows the frequency suppression band to be chosen 
and a particular signal component to be removed from the acquired NMR signal, thus 
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performing species separation in a multicomponent sample. This in turn allows optimization 
of the diffusion-sensitizing step of the DWI experiment and thus an overall improvement of 
the technique performance. 
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8 Conclusions and future work 
Within the course of this work a number of methods were developed for improving the 
performance of diffusion NMR measurements on a number of experimental design levels. 
Two principal research directions were considered: performance of diffusion measurement 
NMR pulse sequences in the steady state mode and component separation in diffusion-
weighted MRI experiments. Both approaches provided significant improvements to existing 
NMR and MRI diffusion measurement techniques. 
8.1 Steady-state diffusion measurements 
The principal result of the research in the steady-state NMR area is the development and 
experimental testing of the magnetization behaviour in the steady state mode induced by 
rapid application of the pulse sequence employing two RF pulses and an arbitrary gradient 
waveform function (i.e., the PGSE pulse sequence). The solution (see Section 6.2.1) is based 
on Fourier decomposition of the steady-state magnetization and is applicable both to the 
cases of single and multidirectional diffusion weighting (see Section 6.2.2). It is shown, that, 
where applicable, the theory provides a significantly more robust description of experiments 
performed in the steady state compared to the classic PGSE pulse sequence (see Section 
6.2.5). The applicability of the theory was examined and a number of relations were proposed 
as the measure of the influence of the steady state on the acquired data. These can be used to 
determine where the steady-state or the full relaxation descriptions should be used (see 
Section 6.2.1).  
A number of assumptions used in the derivations presented in Chapter 6 can be reviewed, 
providing paths for further development of the stead-state magnetization behaviour. The first 
point of interest would be to examine the assumption of all the radiofrequency pulses being x-
pulses. Changing either the excitation or the inversion pulse axis allows performing phase 
cycling within the steady state operating sequence. Such application of the phase cycling is 
likely to have a more complicated effect on the acquired signal compared to the full 
relaxation mode phase cycling (see Section 7.1.3). A correct way to account for phase cycling 
in the steady-state mode might lead techniques providing better SNR, faster steady state 
establishment or lower susceptibility to experimental interference.  
Another development direction will be to provide the description of the steady state 
behaviour of magnetization being subject to a 3-pulse sequence (i.e., PGSTE pulse sequence) 
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so that the magnetization behaviour in the most basic diffusion-weighted NMR experiments 
being operated in the steady state mode is covered. Finally, providing either the PGSE or 
PGSTE description for DWI is likely to provide an improvement in performance of both 
clinical and research MRI diffusion measurements due to the possibility of faster 
performance of diffusion-weighted experiments. Running imaging experiments in the steady 
state might provide a significant decrease in imaging time as the steady state can be either 
achieved during the first phase encoding steps and thus no or very few dummy scans will be 
required to achieve the steady state or it can be achieved before acquiring the central line of 
k-space in the centric phase encoding scheme and assumed present as the phase encoding 
steps away from the centre of the k-space. This is very likely to provide a significant 
improvement in experimental speed as similar  pulse sequences (usually non diffusion-
weighted [103] and/or employing only a single RF pulse per excitation [206]) are already 
employed  in routine MRI practice and are considered “fast” pulse sequences, allowing data 
collection in fast-paced applications [284]. 
8.2 Component separation 
Two principal improvements to imaging procedures in multicomponent systems were 
introduced in Chapter 7: the component separation technique, based on the chemical shift-
produced spatial offset (Section 7.1.1) and component suppression in diffusion-weighted 
MRI sequences, based on bipolar gradient pulses and composite spectrally-selective RF 
pulses (Section 7.1.2). 
The first method has been shown to have an extremely straightforward implementation, while 
providing significantly more robust results than the commonly used post-processing based 
separation techniques. This robustness is provided by employing simpler and more reliable 
fitting procedures which, along with the simplicity and increased precision, provides the 
possibility to significantly reduce the total scanning time (see Section 7.6.1). This method on 
the other hand is very likely to be only suitable in material and pre-clinical imaging due to its 
high susceptibility to magnetic field inhomogeneities especially if clinically-relevant scan 
parameters (i.e., larger imaged volumes) are used. The limitations that the separation method 
places on acquisition time also tend to limit the applicability of the method in clinical 
practice. 
The second method presented in Section 7.1.2 has a significantly less straightforward 
implementation. A separate theoretical approach to the calculation of the effects of all the 
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relevant pulse sequence components was therefore developed (see Section 7.2.2) to facilitate 
the following method implementation. The latter was then implemented in ParaVision 
imaging software (see Section 7.3) and tested for precision and accuracy on a number of 
samples with distinctively different diffusion properties. The results produced by this method 
corresponded to the results obtained on the same samples with a similar non-imaging method. 
The discrepancy between the results obtained with the monopolar and bipolar diffusion-
weighting modules (observed similarly both in imaging and spectroscopy) was given a 
number of possible explanations (see Section 7.6.2). The suppression technique employing 
composite RF pulses was show to be applicable to multicomponent samples, providing robust 
results for unsuppressed components. This allows concluding the method to be suitable for 
separating multicomponent diffusion by means of spectrally selective suppression. 
A comparison between the two methods can be made with respect to the possibility of the 
range of possible applications. The first method, as was pointed out is highly susceptible to 
field inhomogeneities, which restricts its application to material and pre-clinical imaging. The 
second method, on the other hand employs gradient pulse patterns providing cancellation of 
field inhomogeneity effects, thus making it more reliable and stable and can be successfully 
used in clinical practice. The complexity of the implementation hinders its fast incorporation 
into imaging routines, therefore requiring additional research and optimization prior to 
possible research or commercial deployment. Future work in the component separation area 
should therefore include optimization of the bipolar gradient pulse diffusion-weighted pulse 
sequence for PGSE-based imaging experiments as well as implementing diffusion-weighted 
modules with increased number of RF pulses and gradient lobes, similar to the ones available 
for spectroscopy experiments [69, 70]. Additionally, different acquisition techniques (e.g., 
EPI [102], CPMG [117] or small flip angle RF pulse train [166]) can be tested for 
compatibility with the developed DtiExtended ParaVision method. Finally, the optimization 
of suppression in the method can be the subject of further research, aiming for a more flexible 
choice of suppression bands as well as broader choice of composite pulses followed by a 
series of tests on a variety of relevant samples. Nevertheless both methods provide a direct 
mean to spectrally resolve multicomponent diffusion. This allows using either to improve the 
performance of the diffusion-weighted imaging experiments serving as an alternative to both 
biexponential fitting routines and localized diffusion-weighting spectroscopy experiments. 
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Appendix 1: Temporal evolution of the Fourier 
series expansion coefficients 
Substitution of Eqs. (6.3) and (6.4) into the Bloch-Torrey equations (Eqs. (6.25) and (6.26)) 
provides the expression for the coefficients of the Fourier series decomposition of the 
temporal evolution of the magnetization as follows. Combining Eq. (6.3) and Eq. (6.25) gives 
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As the Fourier series decomposition (Eqs. (6.3) and (6.4)) has an orthogonal basis, Eq. (A1.1) 
is only valid when the series coefficients at the same n follow 
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which provides a temporal dependence of an(t) between time points 0 and τ 
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In the same manner substitution of Eq. (6.4) into Eq. (6.26) leads to 
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A similar approach can be used to acquire the decomposition coefficients describing the 
temporal evolution of the magnetization (see Eqs. (6.33) and (6.34)) between time points τ 
and TR. Substituting Eq. (6.33) into Eq. (6.25) results in an expression similar to Eq. (A1.2) 
for ân(t) 
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which can be solved giving 
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The magnetization after the inversion π-pulse follows both Eqs. (6.31) and (6.33), therefore 
 
( )( ) ( ) *
( )( ) *
ˆ ( ) (0)
(0)
n
n
n ni Z i Zgi ZF i ZF
n n
n n
ni Zgi ZF
n
n
e a e e a e e
e a e e
γ γtγ t γ tλ λ
γtγ t λ
t
−
+∞ +∞− −
=−∞ =−∞
+∞ −−
−
=−∞
=
=
∑ ∑
∑
 , (A1.7) 
and by equating the coefficients at the same n Eq. (A1.6) can be rewritten as 
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Similarly, Eqs. (6.26), (6.32) and (6.34) for longitudinal magnetization lead to 
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For n=0 one must account for the M0 terms in Eqs. (6.32) and (6.34): 
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thus the additional term in Eq. (6.36). 
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Appendix 2: Boundary conditions for the Fourier 
series expansion coefficients 
Applying the boundary condition at time points 0 and TR (Eq. (6.23) and (6.24)) requires 
writing out exact notations for magnetization evolution right after the excitation pulse in two 
consecutive scans. The magnetization in the initial scan is described by Eqs. (6.27) and (6.28)
, whereas its value in the consecutive scan can be derived from Eqs. (6.35) and (6.36) with 
the help of the operator pulse rotation rules [118]. As described by Eqs. (6.35) and (6.36), the 
magnetization right before the second excitation (at time TR-) is 
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Assuming the excitation pulse produces flip angle of θ in the y-z plane (i.e., x-pulse), the 
longitudinal magnetization with respect to Eq. (6.19) is transformed into 
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Therefore, the steady state boundary condition (Eq. (6.24)) for longitudinal magnetization 
results in 
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thus providing Eqs. (6.38) and (6.39) for bn(0). 
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Transverse magnetization at time TR+ can be expressed as 
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Substituting Eqs. (A2.1), (A2.2) and (6.38) into Eq. (A2.5), grouping the terms and 
substituting the summation index similarly to the longitudinal magnetization case results in 
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where D’ and D” follow Eq. (6.42), (6.43) and 
 
1
1 1
1
0
cos( ) 1 2cos( )
1 2
1 cos( )
TR
T
TR TR
T T
z TR
T
e
m M e e
e
t
t
θ θ
θ
−
−
−
− −
−
  
 − −    = − −   +   
  
 . (A2.7) 
 
182 
 
Appendix 3: Complex Fourier series expansion 
coefficients for real physical values 
The longitudinal magnetization Mz(t) is physically a real scalar value, while its Fourier series 
representation Eq. (6.4) in the most general case (i.e., with no conditions imposed on bn(t)) is 
complex. Yet as the series sum in Eq. (6.4) is infinite and spans from -∞ to +∞ it is possible, 
that the positive imaginary and the negative imaginary terms cancel each other and the 
magnetization in this notation remains in fact real. 
Applying the Euler identity to the basic function in Eq. (6.4) results in  
 0( ) ( ) cos sinz n
n
n nM t M b t Z i Zγ γ
λ λ
+∞
=−∞
    = + − + −    
    
∑ .  (A3.1) 
The condition for the term at n=0 in Eq. (A3.1) to be real is simply, that b0(t) is real, which 
through Eqs. (6.30) and (6.39) results in the condition: 
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or simply 
 1 1 1 1ˆ ˆ( ) g ( ) ( ) g ( )*1 1(0) (0)
g TR g TRi a e a et t− −− − − − − ∈   . (A3.3) 
The latter is only true if a1(0) is purely imaginary.  
The higher order terms of Eq. (A3.1) (i.e., for |n|>0) can be combined as 
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  (A3.4) 
Therefore the condition for Mz to be real can be expressed as bn(t)+b-n(t) being real and 
 ( ) ( )n nb t b t−= .  (A3.5) 
With respect to Eq. (6.38), and pn(t)=p-n(t) according to Eq. (6.30) this can be expressed as 
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or 
 1 1 1 1ˆ ˆ( ) g ( ) ( ) g ( )* *1 1 1 1(0) (0) (0) (0)n n n n
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n n n na a e a a e
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As the exponential terms in Eq. (A3.7) are not equal (unless φ(TR)=0, in which case the 
original expansion cannot be applied) the condition holds when for every n 
 * (0) (0)n na a= − ,  (A3.8) 
which implies all the an(0) to be purely imaginary, which was also reported for the single 
pulse sequence in the steady state mode [285]. Note, that while condition (A3.8) obviously 
includes conditions imposed on a1(0) by the b0(t) term, according to Eq. (6.38) it also 
provides bn(t) to be real thus it satisfies all the conditions for the longitudinal magnetization 
expansion to be real.  
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Appendix 4: Temporal evolution of Fourier 
expansion coefficients in 3D 
Substitution of the magnetization Fourier expansion (Eqs. (6.52) and (6.53)) into the 3D 
Bloch-Torrey equations (Eqs. (3.10) and (3.11)) provides for transverse magnetization 
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and 
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  (A4.2) 
for longitudinal magnetization expansion. Despite the scalar product and the vector nature of 
φ(TR) in the exponent prevents providing an exact notation of the wave vector λ in the 3D 
case the Fourier series still retains the orthogonal basis, allowing breaking Eqs. (A4.1) and 
(A4.2) into a set of separate equations for every value of n, namely 
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and 
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Solving Eqs. (A4.3) and (A4.4) for the time interval between 0 and τ (the time of the 
inversion pulse) results in the temporal evolution expressions for an(t) and bn(t) in the 3D 
case 
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In order to obtain the solutions for temporal evolution of magnetization in the time period 
from τ to TR new Fourier expansions have to be provided similarly to Eqs. (6.33) and (6.34) 
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These, being substituted into the 3D Bloch-Torrey equations, result in equations for ân and b̂n 
similar to Eqs. (A4.3) and (A4.4) and can be solved for the time interval from τ to TR, 
providing 
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Finally, the boundary conditions at the time of the inversion pulse τ link solutions (A4.5) and 
(A4.8) by 
 ( )*ˆ ( ) (0) ngn na a e
tt −−−=   (A4.9) 
 ( )ˆ ( ) (0) npn nb b e
tt −= − ,  (A4.10) 
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resulting in Eqs. (6.57) and (6.58). As in the case of the 1D solution, a remark should be 
made on the value of b̂0(τ) to be including the M0 terms as Eq. (A4.7) at n=0 is 
 0 ( )0 0 0 0ˆ ( ) (0)
pM b M b e tt −+ = − − .  (A4.11) 
Therefore for n=0 
 0 ( )0 0 0ˆ ( ) 2 (0)
pb M b e tt −= − − , (A4.12) 
which with regards to Eqs. (A4.9) and (A4.10)results in Eqs. (A4.6) and (A4.7) in their final 
form 
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Appendix 5: Boundary conditions for the Fourier 
series expansion coefficients in 3D 
As in the case of solving the 1D Bloch equations with steady state boundary conditions for 
magnetization represented by the Fourier series expansion (see Appendix 2) requires 
calculating the magnetization value after the application of the second excitation 
radiofrequency pulse (of flip angle θ, i.e. magnetization value at time TR+, expressed as a 
function of magnetization before the pulse at time TR-), which is given by  
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  (A5.1) 
Applying the boundary condition (6.24) to this 3D Fourier expansion of the evolving 
magnetization provides a 3D case of the boundary conditions for longitudinal magnetization 
similar to Eq. (A2.4)  
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which by equating the terms at the same value of n results in 
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for n≠0 and 
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for n=0, which are identical to Eqs. (6.38) and (6.39) with the exception of a different 
definition of the pn(t), gn(t) and ĝn(t) terms, given now by Eqs. (6.54) and (6.59). 
Applying the boundary conditions to the transverse 3D magnetization expansion at time TR+ 
(given by Eq. (A2.5)) and grouping terms, while substituting Eqs. (A5.3) and (A5.4) results 
in 
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where mz is given by Eq. (A2.7) Dn’ and Dn” by 
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with the difference between Eqs. (A5.6) and (A5.7) and (6.42) and (6.43) in notations of 
pn(t), gn(t) and ĝn(t). Thus the final system of equations for the an terms in the 3D case is 
given by the same equation (Eqs. (6.40) and (6.41)) as in 1D case, but with a generalized 
definitions for pn(t), gn(t) and ĝn(t). 
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Appendix 6: Relation between the isotropic diffusion 
coefficient and the diffusion tensor 
An apparent diffusion coefficient (ADC or Deff) provides an averaged value of diffusivity in 
the imaged volume and is defined [39] through the free diffusion equation (3.21) as 
 
ln( )eff ED
b
= − , (A6.1) 
which in terms  of the b-matrix and diffusion tensor means, that the apparent diffusion tensor 
is 
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0 1 0
0 0 1
eff effD
 
 =  
 
 
D . (A6.2) 
Therefore, the attenuation for an arbitrary multidirectional gradient weighting can be 
expressed as 
 ln( ) : ( ) eff effii jj kkE b b b D bD= − = − + + = −b D ,  (A6.3) 
where bii, bjj and bkk are the diagonal elements of the b-matrix corresponding to three 
orthogonal gradient directions. 
The two options for the relative directions of the diffusion-weighting and the imaging 
gradients are parallel and orthogonal (with oblique gradients being the linear combination of 
the two). In case the imaging gradients (gimg) are parallel to the diffusion-weighting ones 
(gdw) a corresponding diagonal element of the b-matrix is calculated as 
 ( )
2
0 0
( ) ( ) ,  with , ,
TE t
img dwb g t g t dt dt i j kαα α
 
′ ′ ′= + = 
 
∫ ∫ , (A6.4) 
and the contribution of the imaging and diffusion-weighting gradient pulses to the b-matrix 
element are virtually inseparable. In the other case (i.e. orthogonal gradients) the elements of 
the b-matrix for imaging directions are 
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 and for diffusion-weighting directions  
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A closer examination of Eq. (3.14) for transverse magnetization shows that Eq. (3.21) must 
be modified for the case of two non-zero gradient sets (e.g. Gprob and Gref) in the probing and 
reference experiments, resulting in 
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where bprob and bref are the corresponding effective b-values for the probing and reference 
experiments correspondingly. In the imaging case, the imaging gradients are present in both 
the probing and the reference experiments and according to Eqs. (A6.3), (A6.5) and (A6.6) 
for the case of orthogonal imaging and diffusion-weighting gradients (bprob-bref) is reduced to 
the sum of all the diffusion-weighting b-matrix elements only 
 ( )prob effb b bββ
β
− = ∑ .  (A6.8) 
Therefore the expression for the ADC calculation for the case of orthogonal imaging and 
diffusion-weighting gradients is 
 ln( )eff ED
bββ
β
= −
∑
  (A6.9) 
and is independent of the imaging gradient values. 
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Appendix 7: Inner term integration 
Consider the inner dt' integration in the third term of (7.37) 
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The lower limit of the outer dt integration in the third term of Eq. (7.37) constrains the value 
of t in Eq. (A7.1) to the minimum of tu+δu+ε, thus it is possible to write 
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 (A7.2) 
The upper limit of the same outer integration places a restraint of tu+Δu on the maximum 
value of t in Eq. (A7.2). By definition ĝu(t) has zero value between 0 and tu and between 
tu+δu+ε and tu+Δu. Thus, for the third term of Eq. (7.37) Eq. (A7.2) can be simplified to 
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Appendix 8: Framework application to short 
gradient pulses 
The Tu
ag
(Xi,Xj) term (Eq. (7.45)) evaluated for a particular gradient pulse shape might look 
unwieldy (e.g. Eq. (7.56)), but it is an important starting point in the application of the 
proposed framework and thus one might want to simplify it as much as possible. This can be 
done by choosing an easier integrable function as a gradient pulse shape. As the purpose of 
this starting or basic function is solely to simplify the calculation of the gradient pulse effect 
and it does not have to be implemented experimentally one can choose any function. A 
suitable choice is then a sum of two Dirac delta-functions δ(t) multiplied by the gradient 
pulse amplitude gi combined into the gradient pulse pair 
 ˆ ( ) ( ) ( ).ui i u i u ug t g t t g t tδ δ= − − − − ∆   (A8.1) 
Here tu is the gradient pulse starting time point and Δu is the gradient pulse lobe separation, as 
defined in Figure 7.7. Then, assuming the delta-function is to be substituted by a gradient 
pulse of duration δu and that the diffusion-sensitising gradient pulse is the first gradient pulse 
in the sequence, Eqs. (7.40), (7.41) and (7.45) produce 
 
 ( , ) ( )( ) ,gu i j i i j j uT X X g X g X δ= − −   (A8.2) 
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C
=
=
  (A8.3) 
To test this result within the framework one can apply the rules to substitute the conjectural 
delta-function pulse with a block gradient pulse, while assuming no other gradient pulses are 
present in the sequence. For such a case the scaling constant (Eq. (7.50)) is 
 ,ua δ=   (A8.4) 
the scaled b-value expression is 
 2agij u i j ub g gδ= ∆   (A8.5) 
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and the Tu
ag
(Xi,Xj) terms are 
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The Tu
w
(Xi,Xj) term evaluated for the block gradient pulse pair is 
 2 3i j j i
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2 3
w
u i j i j u u u i jT X X X X g gδ δ δ= − + +   (A8.7) 
and the corresponding Aui and Cui terms are 
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thus 
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Finally, substituting Eqs. (A8.5), (A8.6) and (A8.9) into to Eq. (7.52) one gets 
 2 3 3 3 2
1 1 ,
3 3 3
w u
ij u i j u u i j u i j u i j i j u ub g g g g g g g g g g
δ
δ δ δ δ δ  = ∆ − + + = ∆ − 
 
  (A8.10) 
which is the well-known Stejskal and Tanner equation [1] for the diffusion-sensitising effect 
of a pair of the block gradient pulses. 
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Appendix 9: Framework application to asymmetric 
gradient waveforms 
Certain cases of b-matrix calculation might require the gradient pulse timing to be different 
either on different logical axes or in source and substitute gradient waveforms, which seems 
to violate the first assumption of the method proposed in Section 7.2.2. Another problem 
might arise when trying to account for asymmetric pulse sequences, as Eq. (7.52) applies to 
symmetrical gradient pulse substitution (i.e., when both, the second and the fourth terms in 
Eq. (7.37) are substituted by the same Tu
w
(Xi,Xj)). These two misconceptions might seem to 
render the presented method inapplicable for a wide range of pulse sequences. Yet both cases 
can easily be covered by the framework, in a way that can be explained by presenting the 
b-matrix element calculation for the tripolar gradient pulse [28], which covers both of the 
abovementioned misconceptions. 
Accounting for asymmetric gradient pulse waveforms is relatively simple, as it means that 
only one of the terms in Eq. (7.37) is to be substituted, and therefore Eq. (7.52) is transformed 
into  
 ( , ) ( , )w ag w agij ij u i j u i jb b T X X T X X= + −  , (A9.1) 
where if Xi,j takes value of -Cui,j or Aui,j+Cui,j is determined by if it is the encoding gradient 
(and thus the second term in Eq. (7.37)) or decoding gradient (and thus the fourth term in Eq. 
(7.37)) that is being modified. 
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 Figure A.1 Timing of the tripolar effective gradient waveform (b), relative to the timing of the basic bipolar gradient 
one (a). The encoding monopolar gradient pulse (shown in grey in both a and b) is unchanged, when the framework is 
applied, whereas the decoding monopolar gradient pulse (a, shown in black) is substituted by the bipolar pulse pair 
(b, shown in black) thus forming the tripolar gradient waveform described in Ref. [28]. Note that the notion of d is 
inconsistent with the one in Figure 7.17, but conforms to the one in Ref. [28]. 
 
The pulse sequence shown in Ref. [28] requires the monopolar decoding gradient pulse of the 
basic pulse sequence (Figure A.1, a) to be replaced with a bipolar one (Figure A.1, b), thus 
forming a tripolar gradient waveform with the encoding monopolar pulse left unchanged 
from the basic sequence. Note, that as the amplitudes of the gradient pulses are the same in 
both cases and δ=δ1+δ2, no rescaling is required (i.e., a=1), moreover this provides an easy 
way of calculating the Tu
g
(Xi,Xj) term from Eq. (7.56) by setting τ=δ/2 (so that a=1) and 
adding a d(Xi-δgi)(Xj-δgj) term to the right-hand side of Eq. (7.56). This term accounts for 
extending the outer integration limits in Eq. (7.45) from δ+ε to δ+ε+d, which is required in 
the general case to account for the difference in the source and substitute gradient waveform 
timing (although in this particular case the original Eq. (7.56) with τ=δ/2 can be used as 
Xi,j=δgi,j and thus the additional term is zero). One then is only required to calculate the 
Tu
w
(Xi,Xj) term for the waveform presented in Figure A.1, b. Note again, that for the 
particular case of δ1=δ2 one can use the result for the waveform presented in Figure 7.17 b 
with α=0. If this is not the case of interest, then 
 
( )( ) ( )
2 3
2 2
2 2
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2
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u i j i j
i j j i i j
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δ δ δ δ ε δ ε
   = + + − + + + −        
− + + + + + +
  (A9.2) 
can be used. 
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Substituting the corresponding form of Eq. (7.56), Eq. (A9.2) and the expression for the 
b-matrix element for the case of  trapezoidal gradient pulses [4] into Eq. (A9.1) and putting 
Xi,j=δgi,j results in   
 
2 3
2 2
23 6 20
w
ij i jb g g d
δ δε εδ δ
  = ∆ − + − +  
  
 , (A9.3) 
this again is the same expression for the b-matrix element as given in Ref. [28]. 
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Appendix 10: DtiExtended gradient renormalization 
The gradient pulse amplitude values stored in the array parameter PVM_DwGradAmp are 
renormalized in the backbone function as follows 
int parno, structno; 
  const char parlist[] = 
"PVM_DwGradStr,PVM_DwBvalEach,PVM_DwGradAmp"; 
  const char srtuctlist[] = "none,above"; 
  … 
  MaxImbGrVal=100.0/(1+Alpha); 
  if ((UT_GetRequest(parlist,&parno,srtuctlist,&structno)==Yes)) 
  { 
  switch(parno) 
  { 
   case 1: 
   break; 
   case 2: 
   
PVM_DwBvalEach[UT_RequestIndex(0)]=MIN_OF(PVM_DwBvalEach[UT_Request
Index(0)],PVM_DwMaxBval); 
   PVM_DwGradAmp[UT_RequestIndex(0)]=MaxImbGrVal*sqrt( 
PVM_DwBvalEach[UT_RequestIndex(0)]/PVM_DwMaxBval ); 
   case 3: 
   for (cnBV=0; cnBV<PARX_get_dim("PVM_DwGradAmp",1); cnBV++) 
   { 
     PVM_DwGradAmp[cnBV]=MIN_OF(PVM_DwGradAmp[cnBV],MaxImbGrVal); 
     PVM_DwGradAmp[cnBV]=PVM_DwGradAmp[cnBV]*2.0*(PVM_DwGradDur[0]-
PVM_RiseTime-Tau)/(PVM_DwGradDur[0]-PVM_RiseTime); 
   } 
   UT_SetRequest("PVM_DwGradAmp"); 
   break; 
  } 
  } 
  else 
  { 
  for (cnBV=0; cnBV<PARX_get_dim("PVM_DwGradAmp",1); cnBV++) 
  { 
   PVM_DwGradAmp[cnBV]=MIN_OF(PVM_DwGradAmp[cnBV],MaxImbGrVal); 
   PVM_DwGradAmp[cnBV]=PVM_DwGradAmp[cnBV]*2.0*(PVM_DwGradDur[0]-
PVM_RiseTime-Tau)/(PVM_DwGradDur[0]-PVM_RiseTime); 
  } 
  UT_SetRequest("PVM_DwGradAmp"); 
  } 
The character variable parlist[] defines the list of parameters, which can directly affect 
the amplitudes of DW-gradient pulses. These include the absolute gradient pulse strength 
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(PVM_DwGradStr), the user defined b-value (PVM_DwBvalEach) and the relative gradient 
pulse amplitude (PVM_DwGradAmp). If any one of the above is changed by the user, the if 
condition becomes true and the case selector is executed. Note, that while the absolute 
gradient pulse strength case (case 1) is not processed in the code this parameter is made 
non-user-editable, making case 1 impossible to be triggered, therefore parameter 
consistency is preserved. 
If the desired b-value is modified by the user, the code follows the case 2 pathway by 
checking first if the value entered exceeds the maximum value (bmax) and then rescaling the 
corresponding gradient pulse amplitude (G) value according to the desired b-value (b). This 
can be simply done by 
 max
max
bG G
b
= , (A10.1) 
as the array parameter PVM_DwBvalEach corresponding to the user defined b-values 
represents only the diffusion-weighting, produced by diffusion-sensitizing gradient pair, 
which is proportional to the gradient value squared [151]. Gmax here is the maximum gradient 
pulse amplitude MaxImbGrVal calculated in the beginning of the presented code and the 
maximum b-value bmax is a global ParaVision parameter PVM_DwMaxBval. After the new 
corrected gradient value is evaluated the executions steps through into the gradient amplitude 
pulse change case (case 3) and proceeds with the execution as if the PVM_DwGradAmp 
parameter was changed in the first place. 
The part of the code responsible for processing the case of gradient pulse amplitude change 
consists of a cycle and a handling request change. The first one spans through all of the 
desired gradient values, renormalizing them according to Eqs. (7.48) and (7.55). This ensures 
the future call of the function STB_UpdateDiffusionPreparation()returns exactly the 
values of bij
ag
. The handling request change [96] by 
UT_SetRequest("PVM_DwGradAmp") is required to prioritize gradient pulse amplitude 
change over desired b-value change, when invoking the 
STB_UpdateDiffusionPreparation() function. Otherwise the renormalization of the 
gradient pulse amplitude may be discarded by the 
STB_UpdateDiffusionPreparation() function and the user defined b-value may be 
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used to calculate the gradient pulse amplitude, assuming the basic pulse sequence is used and 
thus disrupting the consistency of experimental parameters. 
In case none of the three parameters above (PVM_DwGradStr, PVM_DwBvalEach or 
PVM_DwGradAmp) were subject to modifications, the need for gradient pulse amplitude 
rescaling might also arise (e.g. when gradient pulses timing is changed and thus the scaling 
constant a is also changed). This case is accounted for by the else condition in the if 
statement. The set of commands under the else statement repeats the one under case 3, 
ensuring the correct values of PVM_DwGradAmp are supplied into the diffusion module 
update function, despite the actual case 3 (the gradient pulse amplitude adjustment case) is 
not triggered. Note that in this case all of the desired b-values are changed, as all the gradient 
pulse amplitude values are rescaled. 
Applying the correction term (Eq. (7.54)) to the acquired bij
ag
 values is performed at the start 
of the SetBaseLevel() function (to ensure the rest of the top level parameters are already 
brought into the consistent state by the backbone) as follows 
void SetBaseLevel ( void ) 
{ 
… 
DefineDiffusionParameters(); 
RollbackGrads(); 
ApplyBvalCorr();  
… 
} 
void ApplyBvalCorr ( void ) 
{ 
int cnBV, cndiffexp, direc, direcy; 
  for (cnBV=0; cnBV<PVM_DwNDiffExpEach; cnBV++) 
  { 
  PVM_DwBvalEach[cnBV] = PVM_DwBvalEach[cnBV] + 
corrterm(PVM_GradCalConst*0.02*UT_Radians(180.0)*PVM_DwGradAmp[cnBV
],PVM_GradCalConst*0.02*UT_Radians(180.0)*PVM_DwGradAmp[cnBV],SMDel
ta/1000.0,PVM_RiseTime/1000.0,Tau/1000.0); 
  } 
  for (cndiffexp=0; cndiffexp<PVM_DwNDiffExp; cndiffexp++) 
  { 
  for (direc=0; direc<3; direc++) 
  { 
  for (direcy=0; direcy<3; direcy++) 
  { 
  double SSAmpl[3] = {0.0,0.0,InvSliceGrad/100.0}; 
  
PVM_DwBMat[cndiffexp][direc][direcy]=PVM_DwBMat[cndiffexp][direc][d
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irecy]+matcorrterm(PVM_GradCalConst*2.0*UT_Radians(180.0)*PVM_DwGra
dVec[cndiffexp][direc],PVM_GradCalConst*2.0*UT_Radians(180.0)*PVM_D
wGradVec[cndiffexp][direcy],SMDelta/1000.0,PVM_RiseTime/1000.0,Tau/
1000.0,CFG_InterGradientWaitTime()/1000.0,PVM_GradCalConst*2.0*UT_R
adians(180.0)*SSAmpl[direc],PVM_GradCalConst*2.0*UT_Radians(180.0)*
SSAmpl[direcy]); 
  } 
  } 
  PVM_DwEffBval[cndiffexp] =  
PVM_DwBMat[cndiffexp][1][1]+PVM_DwBMat[cndiffexp][2][2]+PVM_DwBMat[
cndiffexp][0][0]; 
  }  
   
  for (cnBV=0; cnBV<PARX_get_dim("PVM_DwFlist0",1); cnBV++) 
  { 
  PVM_DwFlist0[cnBV]=-PVM_DwFlist0[cnBV]; 
  } 
} 
 
double corrterm (double DwAmp1,double DwAmp2, double dlbp, double 
epsi, double tauu) 
{ 
double ct; 
ct = DwAmp1*DwAmp2*( 10.0*pow(dlbp,3)*(1.0-pow(Alpha,2)) - 
5.0*dlbp*pow(epsi,2)*(1.0+pow(Alpha,2)) + 
pow(epsi,3)*(1.0+pow(Alpha,2)) + 2.0*pow(dlbp,2)*( 
5.0*(3.0*pow(Alpha,2)-1.0+6.0*Alpha)*tauu + 
(5.0*(dlbp+tauu)*pow(epsi,2)-pow(epsi,3))/pow(dlbp+tauu,2) ) 
)/15.0; 
return ct; 
} 
 
double matcorrterm (double DwAmp1,double DwAmp2, double dlbp, 
double epsi, double tauu, double sep, double SsAmp1, double SsAmp2) 
{ 
double term1,term2,term3,term4,ct; 
term1 = (-40.0)*pow(sep,3)*SsAmp1*SsAmp2*pow(dlbp+tauu,2) + 
60.0*pow(sep,2)*pow(dlbp+tauu,2)*(dlbp*((-
SsAmp1)*SsAmp2+DwAmp2*SsAmp1+DwAmp1*SsAmp2) + SsAmp1*SsAmp2*((-
2.0)*epsi+tauu)); 
term2 = 30.0*sep*(dlbp+2.0*epsi-
tauu)*pow(dlbp+tauu,2)*(dlbp*(2.0*DwAmp2*SsAmp1+2.0*DwAmp1*SsAmp2-
SsAmp1*SsAmp2) + SsAmp1*SsAmp2*((-2.0)*epsi+tauu)); 
term3 = 
SsAmp1*pow(dlbp+tauu,2)*(5.0*dlbp*DwAmp2*(3.0*pow(dlbp,2)+12.0*dlbp
*epsi+13.0*pow(epsi,2)-6.0*(dlbp+2.0*epsi)*tauu+3.0*pow(tauu,2)) + 
SsAmp2*((-5.0)*pow(dlbp,3)-30.0*pow(dlbp,2)*epsi-
60.0*dlbp*pow(epsi,2)-
39.0*pow(epsi,3)+15.0*pow(dlbp+2.0*epsi,2)*tauu-
15.0*(dlbp+2.0*epsi)*pow(tauu,2)+5.0*pow(tauu,3))); 
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term4 = 
DwAmp1*(5.0*dlbp*SsAmp2*pow(dlbp+tauu,2)*(3.0*pow(dlbp,2)+12.0*dlbp
*epsi+13.0*pow(epsi,2)-6.0*(dlbp+2.0*epsi)*tauu+3.0*pow(tauu,2)) - 
2.0*DwAmp2*(pow(dlbp,2)*(pow(Alpha,2)-
1.0)*(10.0*pow(dlbp,3)+5.0*dlbp*pow(epsi,2)-pow(epsi,3)) - 
2.0*dlbp*(5.0*pow(dlbp,3)*(1.0+pow(Alpha,2))-
5.0*dlbp*pow(Alpha,2)*pow(epsi,2)+(1.0+pow(Alpha,2))*pow(epsi,3))*t
auu - (10.0*pow(dlbp,3)*(5.0*pow(Alpha,2)-1.0)-
5.0*dlbp*(1.0+pow(Alpha,2))*pow(epsi,2)+(1.0+pow(Alpha,2))*pow(epsi
,3))*pow(tauu,2) + 10.0*pow(dlbp,2)*(1.0-
3.0*pow(Alpha,2))*pow(tauu,3))); 
ct = (term1+term2+term3+term4)/(30.0*pow(dlbp+tauu,2)); 
return ct; 
} 
 
void RollbackGrads( void ) 
{ 
int cnBV, cndiffexp, direc; 
double gcor; 
gcor = (PVM_DwGradDur[0]-PVM_RiseTime)/(2.0*(PVM_DwGradDur[0]-
PVM_RiseTime-Tau)); 
  for (cnBV=0; cnBV<PVM_DwNDiffExpEach; cnBV++) 
  { 
  PVM_DwGradAmp[cnBV]=PVM_DwGradAmp[cnBV]*gcor; 
  PVM_DwGradStr[cnBV]=PVM_DwGradStr[cnBV]*gcor; 
  } 
  for (cndiffexp=0; cndiffexp<PVM_DwNDiffExp; cndiffexp++) 
  { 
  PVM_DwGradRead[cndiffexp] =  PVM_DwGradRead[cndiffexp]*gcor; 
  PVM_DwGradPhase[cndiffexp] =  PVM_DwGradPhase[cndiffexp]*gcor; 
  PVM_DwGradSlice[cndiffexp] =  PVM_DwGradSlice[cndiffexp]*gcor; 
  for (direc=0; direc<3; direc++) 
  { 
  PVM_DwGradVec[cndiffexp][direc] = 
PVM_DwGradVec[cndiffexp][direc]*gcor; 
  } 
  } 
} 
 
void DefineDiffusionParameters ( void ) 
{ 
switch(PVM_DiffPrepMode) 
{ 
  case 0: 
    PVM_DwD5 = SMDelta/1000; 
  break; 
  case 1: 
    PVM_DwD9 = SMDelta/1000; 
  break; 
} 
}  
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The three functions in the beginning of this code excerpt are called within the 
SetBaseLevel () function and serve to create valid timing in the pulse program (function 
DefineDiffusionParameters()), valid gradient pulse amplitude (function 
RollbackGrads()) and valid b-matrix elements (function ApplyBvalCorr()) to be 
displayed in the ParaVision method editor window and to be saved into the method file. 
DefineDiffusionParameters() contains only a check of the type of diffusion-
weighting subsequence used (i.e. spin-echo or stimulated echo), defined by the global 
PVM_DiffPrepMode parameter and assigns a previously calculated SMDelta value equal 
to δ to the corresponding gradient pulse length base-level parameter.  
RollbackGrads() function calculates the scaling coefficient a according to Eq. (7.55) and 
rescales the gradient pulse amplitude values, which at the time are scaled down after being 
input into the STB_UpdateDiffusionPreparation() function. Note, that not only the 
user-editable gradient pulse amplitude values (PVM_DwGradAmp) require rescaling, but also 
the non-editable absolute gradient pulse strength (PVM_DwGradStr), axis-wise gradient 
pulse amplitude values (PVM_DwGradRead, PVM_DwGradPhase and PVM_DwGradSlice) 
and the vector array of ones (PVM_DwGradVec), because the last four ones already constitute 
the base-level parameters, controlling the actual gradient pulse amplitudes in the pulse 
program. 
At this point the base-level parameters related to the modified pulse sequence are set, so that 
the pulse sequence may be run correctly, yet the risk exists of a future application of the 
backbone to bring inconsistency into the parameter space through Eq. (A10.1), as the top-
level parameters, describing the b-matrix elements (PVM_DwBMat) are not valid, this also 
impedes data processing by the ParaVision modules and thus only off-site processing with 
custom software is possible. Moreover the b-values displayed to the user are also incorrect if 
no action is taken. The ApplyBvalCorr() function assures the proper input into Eq. 
(A10.1) during future executions of the backbone, the proper display of b-values, and that the 
correct b-matrix elements are being written to the method file, thus allowing on-site and 
providing simplification of off-site result processing. As the execution of the 
STB_UpdateDiffusionPreparation() function during the backbone execution was 
performed with the PVM_DwGradAmp parameter containing the values for scaled gradient 
pulse amplitude values, all the b-matrix element parameters PVM_DwBMat have bijag values 
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and the addition of Rij terms is required according to Eqs. (7.52) and (7.54) to obtain the b-
matrix elements corresponding to a modified pulse sequence. The Rij values are calculated by 
a function matcorrterm(), being called in several nested cycles to span all the b-matrix 
elements for all the diffusion-weightings defined by the user. After the PVM_DwBMat has 
valid values the trace of the b-matrix is calculated to acquire the effective b-values, which can 
be used by the ParaVision image series analysis tool. The correction of the parameters used in 
the future calls of the STB_UpdateDiffusionPreparation() function 
(PVM_DwBvalEach(), the same parameter values are also displayed to the user) is 
performed in a separate cycle in the ApplyBvalCorr() function as the parameter represents 
only the diffusion-weighted effect caused by the diffusion-sensitising gradients and requires a 
different correction term, compared to the PVM_DwBMat parameter. The cycle thus includes 
a call to the corrterm() function, which calculates the correction terms for the diffusion-
weighting gradient pair only.  
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Supplementary material 1 
ClearAll["Global`*"]; 
 
$Assumptions={TR>t>0,td>0,0<τ<τ+δ<TE/2<τ+∆<τ+δ+∆<TE<τ+δ+∆+τs<τ+∆+δ+
τs+δs<TR}; 
Define gradient waveform 
grb[t_,τ_,δ_,∆_,τs_,δs_]:=Piecewise[{{gb+g,τ<=t<τ+δ},{gb+g,τ+∆<=t<∆
+τ+δ},{gb+gs,∆+δ+τ+τs<=t<=τs+τ+δ+∆+δs}1},gb]; 
gr[t_,τ_,δ_,∆_,τs_,δs_]:=Piecewise[{{g,τ<=t<τ+δ},{g,τ+∆<=t<∆+τ+δ},{
gs,∆+δ+τ+τs<=t<=τs+τ+δ+∆+δs}},0]; 
Input experiment parameters 
d22=0.05; 
daq=0.0512500*1000; 
d13=0.00505000*1000; 
p1=35.25; 
p16=50.00; 
p17=1000.00; 
p2:=p1*2; 
d29:=(d15-d22-d22-d13-d17-(p2/1000))/2; 
d14:=d13-(p16/1000); 
RepTime:=d22+(p17/1000)+d17+d22+d1+(p1/1000)+d14+d22+(p16/1000)+d17
+d22+d29+(p2/1000)+d29+d14+d22+(p16/1000)+d17+d22+daq; 
EchoTime:=(p1/2000)+d14+d22+(p16/1000)+d17+d22+d29+(p2/1000)+d29+d1
4+d22+(p16/1000)+d17+d22; 
LilDelta:=(p16/1000); 
SpoilDelta:=(p17/1000); 
CapDelta:=(p16/1000)+d17+d22+d29+(p2/1000)+d29+d14+d22; 
TauDelay:=(p1/2000)+d14+d22; 
TauSDelay:=d17+d22+daq+d22; 
substlitd[x_,spgr_,relTR_,grb_,diffval_,lildel_]:=x/. {θ->90 °}/. 
{TR->RepTime/1000,TE->EchoTime/10^3,T2->384.22/10^3,δ-
>lildel/10^3,∆->CapDelta/10^3,δs->SpoilDelta/10^3,τs-
>TauSDelay/10^3,g->(29.639 *40.0)/10^3,τ->((p1/2000)+d13-
lildel)/10^3,gs->(29.639 spgr)/10^3,gb->(29.639 *grb)/10^3,γ-
>(42.576 10^6)*(2*Pi),diff->diffval/10^11,T1->553.78/10^3} 
Defining F(t) 
FiInt[f_,ll_,ul_]:=Assuming[0<sa<sa+sb<TE/2<sa+sc<sa+sb+sc<sa+sb+sc
+sd<sa+sb+sc+sd+se<TR,Integrate[f/.{τ->sa,δ->sb,∆->sc,τs->sd,δs-
>se},{x,ll/.{τ->sa,δ->sb,∆->sc,τs->sd,δs->se}[113],ul/.{τ->sa,δ-
>sb,∆->sc,τs->sd,δs->se}}]/.{sa->τ,sb->δ,sc->∆,sd->τs,se->δs}] 
Calculating gn-terms interval-by-interval integrals without T2 relaxation for DW gradient 
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AbsoluteTiming[EndPh=FiInt[gr[x,sa,sb,sc,sd,se],0,TR]]; 
AbsoluteTiming[MidPh=FiInt[gr[x,τ,δ,∆,τs,δs],0,TE/2]]; 
g1[n_]:=Assuming[0<td<sa,Integrate[γ^2*diff*(FiInt[gr[x,τ,δ,∆,τs,δs
],0,td]+gb*td+n*(gb(TR-TE)+EndPh-2*MidPh))^2,{td,0,τ}]]; 
g2[n_]:=Assuming[sa<td<sa+sb,Integrate[γ^2*diff*(FiInt[gr[x,τ,δ,∆,τ
s,δs],0,τ]+FiInt[gr[x,τ,δ,∆,τs,δs],τ,td]+gb*td+n*(gb(TR-TE)+EndPh-
2*MidPh))^2,{td,τ,τ+δ}]]; 
g2p5[n_]:=Assuming[sa+sb<td<TE/2,Integrate[γ^2*diff*(FiInt[gr[x,τ,δ
,∆,τs,δs],0,τ+δ]+FiInt[gb,τ+δ,td]+gb*td+n*(gb(TR-TE)+EndPh-
2*MidPh))^2,{td,τ+δ,TE/2}]]; 
Calculating ĝn for DW gradient 
g3[n_]:=Assuming[TE/2<td<sa+sc,Integrate[γ^2*diff*(-MidPh+gb*(td-
TE)+FiInt[gr[x,τ,δ,∆,τs,δs],TE/2,td]+n*(gb(TR-TE)+EndPh-
2*MidPh))^2,{td,TE/2,τ+∆}]]; 
g4[n_]:=Assuming[sa+sc<td<sa+sc+sb,Integrate[γ^2*diff*(FiInt[gr[x,τ
,δ,∆,τs,δs],TE/2,τ+∆]+FiInt[gr[x,τ,δ,∆,τs,δs],τ+∆,td]-MidPh+gb*(td-
TE)+n*(gb(TR-TE)+EndPh-2*MidPh))^2,{td,τ+∆,τ+∆+δ}]]; 
Calculating ĝn for spoiler gradient 
g5[n_]:=Assuming[sa+sc+sb<td<sa+sc+sb+sd,Integrate[γ^2*diff*(FiInt[
gr[x,τ,δ,∆,τs,δs],TE/2,τ+∆+δ]+FiInt[gr[x,τ,δ,∆,τs,δs],τ+∆+δ,td]-
MidPh+gb*(td-TE)+n*(gb(TR-TE)+EndPh-
2*MidPh))^2,{td,τ+∆+δ,τ+∆+δ+τs}]]; 
g6[n_]:=Assuming[sa+sc+sb+sd<td<sa+sc+sb+sd+se,Integrate[γ^2*diff*(
FiInt[gr[x,τ,δ,∆,τs,δs],TE/2,τ+∆+δ+τs]-
MidPh+FiInt[gs,τ+∆+τs+δ,td]+gb*(td-TE)+n*(gb(TR-TE)+EndPh-
2*MidPh))^2,{td,τ+∆+δ+τs,τ+∆+δ+τs+δs}]]; 
g7[n_]:=Assuming[sa+sc+sb+sd+se<td<TR,Integrate[γ^2*diff*(gs*δs+gb*
(td-TE)+n*(gb(TR-TE)+EndPh-2*MidPh))^2,{td,τ+∆+δ+τs+δs,TR}]]; 
Adding terms together and adding T2 relaxation 
gt[n_]:=Integrate[1/T2,{x,0,TE/2}]+Simplify[g1[n]+g2[n]+g2p5[n]]; 
gTR[n_]:=Integrate[1/T2,{x,TE/2,TR}]+Simplify[g3[n]+g4[n]+g5[n]+g6[
n]+g7[n]]; 
Calculating pn-terms at time TR 
pnr[n_]=Integrate[γ^2*diff*n^2*(EndPh-2*MidPh)^2,{td,0,TR}]; 
pTR[n_]=Integrate[1/T1,{x,0,TR}]+Simplify[pnr[n]]; 
Defining D’ and D” terms 
d[n_]:=(1+Cos[θ]+(Sin[θ]^2*Exp[-pTR[n]])/(1+Exp[-
pTR[n]]*Cos[θ]))*Exp[-gt[-n+1]-gTR[n-1]]/2; 
dd[n_]:=(1-Cos[θ]-(Sin[θ]^2*Exp[-pTR[n]])/(1+Exp[-
pTR[n]]*Cos[θ]))*Exp[-gt[n+1]-gTR[-n-1]]/2; 
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Define mz, being the free term at equation with n=0 
mz[t_]=Mo*(1-2*Exp[-(TR-TE/2)/T1]+Exp[-TR/T1]*(1-Cos[θ]*(1-2*Exp[-
(TR-TE/2)/T1]))/(1+Exp[-TR/T1]*Cos[θ])); 
Evaluating D’ and D” terms 
evaluated[n_]=d[n]; 
evaluatedd[n_]=dd[n]; 
Define ĝn(t) for arbitrary time point magnetization evaluation 
gh[t_,n_]=Refine[Piecewise[{{Integrate[γ^2*diff*(gb*(td-TE/2)-
gb*TE/2-MidPh+n*(gb(TR-TE)+EndPh-
2*MidPh))^2,{td,TE/2,t}],t<∆+τ},{g3[n]+Assuming[{∆+τ<=td<δ+∆+τ,sa+s
c<=td<sa+sb+sc},Integrate[γ^2*diff*(gb*(td-TE/2)-gb*TE/2-
MidPh+FiInt[gr[x,τ,δ,∆,τs,δs],τ+∆,td]+n*(gb(TR-TE)EndPh-
2*MidPh))^2,{td,τ+∆,t}]],∆+τ<=t<δ+∆+τ},{g3[n]+g4[n]+Integrate[γ^2*d
iff*(gb*(td-TE/2)-gb*TE/2+n*(gb(TR-TE)+EndPh-
2*MidPh))^2,{td,τ+∆+δ,t}],∆+τ+δ<=t<δ+∆+τ+τs},{g3[n]+g4[n]+g5[n]+Ass
uming[{∆+τ+δ+τs<=td<δ+∆+τ+τs+δs,sa+sc+sb+sd<=td<sa+sb+sc+sd+se},Int
egrate[γ^2*diff*(gb*(td-TE/2)-
gb*TE/2+FiInt[gr[x,τ,δ,∆,τs,δs],τ+∆+τs+δ,td]+n*(gb(TR-TE)+EndPh-
2*MidPh))^2,{td,τ+∆+δ+τs,t}]],∆+τ+δ+τs<=t<δ+∆+τ+τs+δs},{g3[n]+g4[n]
+g5[n]+g6[n]+Integrate[γ^2*diff*(gb*(td-TE/2)-
gb*TE/2+gs*δs+n*(gb(TR-TE)+EndPh-
2*MidPh))^2,{td,τ+∆+δ+τs+δs,t}],t>=δ+∆+τ+τs+δs}}]+1/T2 (-TE/2+t)]; 
Evaluate transverse magnetization terms for future performance improvement 
sumterm[t_,n_,z_]=Exp[-gh[t,n]-gt[-n]]*Exp[-I*γ*z*n*(EndPh-
2*MidPh)]; 
Mtmulterm[z_,t_]=Exp[-I*γ*z*(FiInt[gr[x,τ,δ,∆,τs,δs],0,t]-
2*MidPh)]; 
Define and solve the truncated system of equations 
{nullz,matrix}=CoefficientArrays[{im2==ddm2*im1,im1==-
dm1*ip2+ddm1*iz0,iz0==-mz[TR]*Sin[θ]-dz*ip1+ddz*ip1,ip1==-
dp1*iz0+ddp1*ip2,ip2==-dp2*im1},{im2,im1,iz0,ip1,ip2}]; 
syssol=LinearSolve[matrix,nullz]; 
Define sequence parameters and input measurement data 
diffrange=Table[10.^n,{n,-1.,2.,0.01}]; 
lildeltarange=Table[n,{n,0.050,5.0,0.55}]; 
zrange=Table[n,{n,-0.0017,0.0017,0.0001}]; 
d1range={{0,66.0,206.0,575.0,1110.0,3000.0},{0,66.0,206.0,3000.0},{
0,66.0,206.0,3000.0}}; 
d17range={4,4,9.5}; 
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d15range={10,15,15}; 
spoilrange={10,20}; 
prestrng={"0607","0706","0706"}; 
datalist14={{1,1,1,1},{0.95643055825898,0.957629518610335,0.9589872
55149946,0.968935262813766},{0.873086236811647,0.876028764001865,0.
871098903520971,0.881957503386959},{0.769543668858011,0.77295957267
8991,0.767381034596763,0.783246683408885},{0.664566367162074,0.6674
1459461579,0.659041937410328,0.678759688564072},{0.563595017884464,
0.569963576635021,0.565578304262173,0.585551239183362},{0.477094491
501479,0.48807417992968,0.483114097002761,0.498411387629085},{0.404
261085960539,0.413859395354714,0.409084182342773,0.422081328629741}
,{0.342771600015907,0.351501810276094,0.345215092303865,0.359674764
336665},{0.287251276190955,0.299640994584421,0.293037090525905,0.30
4518537096645}}; 
datalist17={{1,1,1,1},{0.964433017700916,0.970844051072292,0.961571
582803244,0.962487240558013},{0.880212756209385,0.892581068274679,0
.876398047770653,0.880087758447745},{0.783030859665928,0.7909624770
01711,0.769755080483858,0.786349496029659},{0.679827902729668,0.686
8715003207,0.6668960953292,0.683911614074935},{0.586142930661379,0.
594425592074163,0.578153866385555,0.599183395712828},{0.50133558648
069,0.507948696893095,0.494575373148574,0.507254654158363},{0.42982
3374414915,0.434003511053605,0.418903154237572,0.432142967614216},{
0.358836446860493,0.380137024304392,0.355322073299806,0.36572979589
3117},{0.309287094089857,0.325476000772343,0.296295982064264,0.3092
74512489892}}; 
datalist26={{1,1,1,1},{0.970666273584906,0.971967177423593,0.972123
286162252,0.979130565810292},{0.907023879716981,0.907102799528532,0
.909092244310463,0.912227830934981},{0.822567806603774,0.8274787726
81887,0.833907366473038,0.836254049574324},{0.736292747641509,0.749
026658959017,0.746267560640665,0.750936487606419},{0.65501179245283
,0.666958206019474,0.664551189313437,0.665156332404129},{0.57895784
1981132,0.587040637833049,0.586686592593137,0.587898741806675},{0.5
04260023584906,0.515620753597946,0.511883587548009,0.51335643788141
3},{0.438171432783019,0.446356258586647,0.442360708227156,0.4442499
81164771},{0.37350014740566,0.382932560566362,0.378715732424672,0.3
7926090559783}}; 
datalist28={{1,1,1,1},{0.972948925957218,0.960438444220405,0.970355
731225297,0.977078679193316},{0.91003910368083,0.903336087506917,0.
901700350510851,0.910280931542063},{0.829536363432451,0.82873083133
0872,0.824916101126109,0.830561251032837},{0.746102716322609,0.7472
60102637184,0.738424938474159,0.755224622823393},{0.662374483165978
,0.66720234079487,0.664209113282124,0.672529607981149},{0.584588065
526703,0.590091039334147,0.581251398314565,0.588086421642134},{0.51
1482874382229,0.514435912402119,0.510150645089119,0.519363772684151
},{0.440271557492878,0.444416734257624,0.433930196136923,0.44610046
8219237},{0.375020000448608,0.377387982201469,0.374437318219107,0.3
80425069620834}}; 
datalist51={{1,1,1,1},{0.977557947060528,0.979023777993003,0.982771
963897529,0.980346173106386},{0.927516442278883,0.92392228173858,0.
933404644422208,0.933135340694429},{0.867813410219509,0.86331607139
3276,0.875721531841058,0.876866097148609},{0.802776154152197,0.8002
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68811890973,0.811161992832743,0.809312264801107},{0.7342662494904,0
.729231316585298,0.737650776124259,0.738575345454185},{0.6596313196
55584,0.653647737829344,0.666367620164936,0.665825445855293},{0.587
756826185833,0.576729982408634,0.588784770317499,0.587938975958273}
,{0.512709304438801,0.505237878757931,0.516589686839161,0.514842010
798697},{0.442428201639562,0.434074872017868,0.445199564246526,0.44
3981139465817}}; 
datalist53={{1,1,1,1},{0.980616686941398,0.977908831387848,0.979486
842238388,0.980178146419196},{0.927051182804347,0.940817611979722,0
.933007213751657,0.930804825479841},{0.864764193149487,0.8763879999
59363,0.869267192100284,0.872978742964544},{0.799425940261594,0.816
530025499578,0.801874766033651,0.803962327752638},{0.73149386228598
4,0.739553808174088,0.729995244792035,0.730201129758828},{0.6507585
43034373,0.664401166275538,0.651787249972177,0.65586790197861},{0.5
80086862979682,0.578779474363272,0.576164267141513,0.57883796234818
2},{0.50637397327757,0.503542003189987,0.498984712512267,0.50240558
9548199},{0.4339972051032,0.431931872441153,0.428587399710641,0.429
989683034209}}; 
datalist556={{1,1,1,1},{0.988612718680829,0.988088166031984,0.98273
893494251,0.982386776358909},{0.951822675975562,0.952454434217471,0
.948398450585277,0.947941140979138},{0.903266170887426,0.9002440115
40255,0.899398917674368,0.902665881122571},{0.842933723889829,0.841
120323013531,0.840632976489849,0.839595208181016},{0.77378531716126
1,0.772593551563118,0.7713999933947,0.771080146792638},{0.700880648
020438,0.698864671815129,0.69688512911003,0.697203510341026},{0.622
537100497201,0.62164010782896,0.616965713773466,0.621386674616752},
{0.545985183499936,0.545553948797811,0.53710763336809,0.54574966223
97},{0.472592318739602,0.470760033229118,0.464116706219834,0.472869
152487832}}; 
datalist558={{1,1,1,1},{0.983953315195437,0.981724638596048,0.98391
6731740204,0.981605862812518},{0.947005056871554,0.946084406093244,
0.947237082700786,0.946432387279756},{0.897378116741214,0.894997402
067663,0.899785136072404,0.894095906909882},{0.84093729771297,0.835
385780812206,0.836473030454415,0.834583891835189},{0.77167421871577
9,0.768531512676453,0.760055680313517,0.760514404491326},{0.6964489
95682921,0.68999140497152,0.692540875073359,0.68970608232803},{0.62
0131118498221,0.612534173736118,0.616116249630172,0.61119529110088}
,{0.534536631899661,0.536388048540059,0.535939993306722,0.532373681
449968},{0.459618033417209,0.457175391996426,0.459141902346042,0.46
0154535035064}}; 
exper=2; 
trc=1; 
spl=1; 
experdata=Mean[Transpose[datalist14]]; 
bvl={0, 
532153185.726139, 
1940609564.23427, 
4191899221.91118, 
7252552245.14367, 
11089098720.3185, 
15668068733.8226, 
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20955992372.0426, 
26919399721.3654, 
33524820868.1778}; 
d15=d15range[[exper]]; 
d17=d17range[[exper]]; 
d1=d1range[[exper,trc]]; 
Evaluate the D' and D" coefficients 
dm20=evaluated[-20];ddm20=evaluatedd[-20];dm19=evaluated[-
19];ddm19=evaluatedd[-19];dm18=evaluated[-18];ddm18=evaluatedd[-
18];dm17=evaluated[-17];ddm17=evaluatedd[-17];dm16=evaluated[-
16];ddm16=evaluatedd[-16];dm15=evaluated[-15];ddm15=evaluatedd[-
15];dm14=evaluated[-14];ddm14=evaluatedd[-14];dm13=evaluated[-
13];ddm13=evaluatedd[-13];dm12=evaluated[-12];ddm12=evaluatedd[-
12];dm11=evaluated[-11];ddm11=evaluatedd[-11];dm10=evaluated[-
10];ddm10=evaluatedd[-10];dm9=evaluated[-9];ddm9=evaluatedd[-
9];dm8=evaluated[-8];ddm8=evaluatedd[-8];dm7=evaluated[-
7];ddm7=evaluatedd[-7];dm6=evaluated[-6];ddm6=evaluatedd[-
6];dm5=evaluated[-5];ddm5=evaluatedd[-5];dm4=evaluated[-
4];ddm4=evaluatedd[-4];dm3=evaluated[-3];ddm3=evaluatedd[-
3];dm2=evaluated[-2];ddm2=evaluatedd[-2];dm1=evaluated[-
1];ddm1=evaluatedd[-
1];dz=evaluated[0];ddz=evaluatedd[0];dp1=evaluated[1];ddp1=evaluate
dd[1];dp2=evaluated[2];ddp2=evaluatedd[2];dp3=evaluated[3]; 
ddp3=evaluatedd[3];dp4=evaluated[4];ddp4=evaluatedd[4];dp5=evaluate
d[5];ddp5=evaluatedd[5];dp6=evaluated[6];ddp6=evaluatedd[6];dp7=eva
luated[7];ddp7=evaluatedd[7];dp8=evaluated[8];ddp8=evaluatedd[8];dp
9=evaluated[9];ddp9=evaluatedd[9];dp10=evaluated[10];ddp10=evaluate
dd[10];dp11=evaluated[11];ddp11=evaluatedd[11];dp12=evaluated[12];d
dp12=evaluatedd[12];dp13=evaluated[13];ddp13=evaluatedd[13];dp14=ev
aluated[14];ddp14=evaluatedd[14];dp15=evaluated[15];ddp15=evaluated
d[15];dp16=evaluated[16];ddp16=evaluatedd[16];dp17=evaluated[17];dd
p17=evaluatedd[17];dp18=evaluated[18];ddp18=evaluatedd[18];dp19=eva
luated[19];ddp19=evaluatedd[19];dp20=evaluated[20];ddp20=evaluatedd
[20]; 
Evaluate fitting functions and b-values 
bval[lilde_]=substlitd[Simplify[(gh[TE,0]+gt[0]-
(TE)/T2)/diff],spoilrange[[spl]],RepTime,0.0,0.0,lilde]; 
Mt[z_,t_]=Mtmulterm[z,t]*(\!\( 
\*UnderoverscriptBox[\(\[Sum]\), \(n = \(-2\)\), 
\(2\)]\(Conjugate[\(-I\)*syssol[\([\)\(2 + 1 - 
n\)\(]\)]]*sumterm[t, n, z]\)\)); 
atten[(lilde_)?NumericQ,(dcoe_)?NumericQ]:=NIntegrate[Im[substlitd[
Mt[z,TE]/.Mo->1,spoilrange[[spl]],RepTime,0.0,dcoe,lilde]],{z,-
0.0017,0.0017}]; 
Nonlinear fitting to b-values 
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ldd[(bvar_)?NumericQ]:=ldd/.Solve[{bval[ldd]-
bval[0.05]==bvar,10>=ldd>0},ldd][[1]] 
nlmbv=NonlinearModelFit[Transpose[{bvl,experdata}],atten[ldd[bvvar]
,dco]/atten[0.05,dco],dco,bvvar];//AbsoluteTiming 
nlmbv["ParameterTable"] 
result=Table[{x,nlmbv[x]},{x,0,34000000000,340000000}]; 
Show[ListPlot[Transpose[{bvl,experdata}],PlotStyle-
>Blue,PlotMarkers->{Automatic,10}],ListLinePlot[result,PlotStyle-
>{Red,Dashed,Thick}]] 
ClearAll[dm20,ddm20,dm19,ddm19,dm18,ddm18,dm17,ddm17,dm16,ddm16,dm1
5,ddm15,dm14,ddm14,dm13,ddm13,dm12,ddm12,dm11,ddm11,dm10,ddm10,dm9,
ddm9,dm8,ddm8,dm7,ddm7,dm6,ddm6,dm5,ddm5,dm4,ddm4,dm3,ddm3,dm2,ddm2
,dm1,ddm1,dz,ddz,dp1,ddp1,dp2,ddp2,dp3,ddp3,dp4,ddp4,dp5,ddp5,dp6,d
dp6,dp7,ddp7,dp8,ddp8,dp9,ddp9,dp10,ddp10,dp11,ddp11,dp12,ddp12,dp1
3,ddp13,dp14,ddp14,dp15,ddp15,dp16,ddp16,dp17,ddp17,dp18,ddp18,dp19
,ddp19,dp20,ddp20] 
Nonlinear fitting to b-values for individual datasets (fastest repetition dataset as example) 
exper=2; 
trc=1; 
d15=d15range[[exper]]; 
d17=d17range[[exper]]; 
d1=d1range[[exper,trc]]; 
spl=1; 
nlmbv14n1=NonlinearModelFit[Transpose[{bvl,datalist14[[All,1]]}],at
ten[ldd[bvvar],dco]/atten[0.05,dco],dco,bvvar] 
spl=2; 
nlmbv14n2=NonlinearModelFit[Transpose[{bvl,datalist14[[All,2]]}],at
ten[ldd[bvvar],dco]/atten[0.05,dco],dco,bvvar] 
spl=1; 
nlmbv14n3=NonlinearModelFit[Transpose[{bvl,datalist14[[All,3]]}],at
ten[ldd[bvvar],dco]/atten[0.05,dco],dco,bvvar] 
spl=2; 
nlmbv14n4=NonlinearModelFit[Transpose[{bvl,datalist14[[All,4]]}],at
ten[ldd[bvvar],dco]/atten[0.05,dco],dco,bvvar] 
result14n1=Table[{x,nlmbv14n1[x]},{x,0,34000000000,340000000}]; 
result14n2=Table[{x,nlmbv14n2[x]},{x,0,34000000000,340000000}]; 
result14n3=Table[{x,nlmbv14n3[x]},{x,0,34000000000,340000000}]; 
result14n4=Table[{x,nlmbv14n4[x]},{x,0,34000000000,340000000}]; 
nlmbv14n1["ParameterTable"] 
nlmbv14n2["ParameterTable"] 
nlmbv14n3["ParameterTable"] 
nlmbv14n4["ParameterTable"] 
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Supplementary material 2 
The function intended for use with nlinfit takes the vector, representing the diffusion 
tensor elements (Dxx, Dyy, Dzz, Dxy, Dxz, Dyz in m2 ms-1), the series truncation number and 
experimental parameters (timing and relaxation times) and returns the attenuation due to 3D 
gradients. 
Gradients should be provided as three matrices, whose rows correspond to consequently: 
pulse amplitude (in mT m-1), on time and off time. 
The function returns a vector of attenuations, corresponding to the applied n sets of gradients, 
calculated with |nmax| truncation of the steady state system of equation. 
function [attenuation,curr_bvalue] = ssDTI(D, abs_n_max, 
evaluation_time, tau, TR, T1, T2, gamma, theta, x_span, y_span, 
z_span, grd_x, grd_y, 
grd_z,gradient_slope,number_of_points_inbetween,shaped_voxel,vararg
in) 
Defining gradient slope time (in ms) 
g_sl_tim=gradient_slope; 
Plotting the gradients on user request 
if any(cellfun(@(x) strcmp('plot',x),varargin)) 
    plot([0,2*evaluation_time],[1,1;3.5,3.5;6,6],'k:'); 
    hold on; 
    
plot(linspace(0,2*evaluation_time,1000),g(linspace(0,2*evaluation_t
ime,1000))./repmat(max(abs(g(linspace(0,2*evaluation_time,1000))'))
',1,1000)+repmat([6;3.5;1],1,1000)); 
    plot([tau,tau],[0,7],'b:'); 
    plot([evaluation_time,evaluation_time],[0,7],'r:'); 
    hold off; 
end 
Introducing constants 
Mo = 1; 
Converting angle units 
theta = theta*pi/180; 
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Introducing waypoints for numerical integration 
wp=sort(unique([grd_x(:,2:3);grd_y(:,2:3);grd_z(:,2:3)]))'; 
Calculating mid-sequence phase gain and end-sequence phase gain by using pre-calculated 
integral function 
mid_ph = Fg(tau)'; 
end_ph = Fg(TR)' - 2*mid_ph; 
if (Fg(evaluation_time) - 2*mid_ph')>10^-5 
    Fg(evaluation_time) - 2*mid_ph' 
    warning('Gradients might not be fully refocused by acquisition 
time.'); 
end 
Introducing helper functions: 
Functions to calculate the integral of all gradients in steady state solution by using pre-
calculated integral function 
F_terms = @(time, n) Fg(time)' - 
2*(repmat(time',1,length(mid_ph))>=tau).*repmat(mid_ph,length(time)
,1) + repmat(n*end_ph,length(time),1); 
Reshaping arrays describing gradient waveform for further processing 
F_vec = @(time,n) 
mat_2_vec(bsxfun(@times,permute(repmat(F_terms(time,n)',[1,1,3]),[1
,3,2]),permute(repmat(F_terms(time,n)',[1,1,3]),[3,1,2]))); 
Calculating pn, gn and ĝn with waypoints numerical integration 
g_nohat = @(n) tau/T2 + (gamma^2)*integral(@(tdash) 
sum(repmat(D,length(tdash),1).*F_vec(tdash,n),2)',0,tau,'Waypoints'
,wp); 
g_hat = @(n, time) (time-tau)/T2 + (gamma^2)*integral(@(tdash) 
sum(repmat(D,length(tdash),1).*F_vec(tdash,n),2)', tau, 
time,'Waypoints',wp); 
p = @(n, time) time/T1 + 
(n^2)*(gamma^2)*time*dot(D,mat_2_vec(end_ph'*end_ph)); 
Calculating mz 
mz = Mo*(1 - 2*exp(-(TR-tau)/T1) - ((cos(theta)-1-
2*cos(theta)*exp(-(TR-tau)/T1)) / (1+cos(theta)*exp(-TR/T1)))*exp(-
TR/T1) ); 
 
 Calculating Dn’ and Dn” 
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for cnt=1:(2*abs_n_max+1) 
    n_cnt = cnt - 1 - abs_n_max; 
    d(cnt) = 0.5*exp(-g_hat(n_cnt - 1, TR) - g_nohat(-n_cnt + 
1))*... 
        ( 1 + cos(theta) + (sin(theta)^2)*exp(-
p(n_cnt,TR))/(1+cos(theta)*exp(-p(n_cnt,TR))) ); 
    dd(cnt) = 0.5*exp(-g_hat(-n_cnt - 1, TR) - g_nohat(n_cnt + 
1))*... 
        ( 1 - cos(theta) - (sin(theta)^2)*exp(-
p(n_cnt,TR))/(1+cos(theta)*exp(-p(n_cnt,TR))) ); 
    g_vec(cnt) = -g_hat(n_cnt, evaluation_time)-g_nohat(-n_cnt); 
end 
 
curr_bvalue=(gamma^2)*(integral(@(tdash) 
sum(drop_OD(F_vec(tdash,0)),2)',0,tau,'Waypoints',wp)+integral(@(td
ash) sum(drop_OD(F_vec(tdash,0)),2)', tau, 
evaluation_time,'Waypoints',wp))/1000; 
Solving the system of equations to find Fourier coefficients an 
solmat = spdiags([circshift(-
dd',1),ones(2*abs_n_max+1)],[1,0],2*abs_n_max+1,2*abs_n_max+1); 
solmat = solmat + 
rot90(spdiags(d',1,2*abs_n_max+1,2*abs_n_max+1),3); 
rhs = spdiags(-mz*sin(theta),abs_n_max,1,2*abs_n_max+1); 
a_vec = full(solmat\(rhs')); 
Calculating magnetization values 
dim_scale=[diff(x_span),diff(y_span),diff(z_span)]; 
actual_points=number_of_points_inbetween*dim_scale/max(dim_scale); 
if min(fix(actual_points))<11 
    warning('Less than ten points per voxel side used in 
magnetization calculation.') 
end 
mag_grid = Mt(linspace(x_span(1),x_span(end),actual_points(1)),... 
              linspace(y_span(1),y_span(end),actual_points(2)),... 
              linspace(z_span(1),z_span(end),actual_points(3))); 
Introducing cylindrical sample geometry on user request 
if shaped_voxel 
    [slice_grid_x,slice_grid_y] = 
meshgrid(linspace(x_span(1),x_span(end),actual_points(1)),linspace(
y_span(1),y_span(end),actual_points(2))); 
    geom_slice = (slice_grid_x.^2 + slice_grid_y.^2)<(2.1^2); 
    geom_grid = repmat(geom_slice,1,1,actual_points(3)); 
    mag_grid = mag_grid.*geom_grid; 
end 
Summation of magnetization over the whole volume 
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attenuation = sum(mag_grid(:)); 
Defining generalized functions for integration 
    function magnetization = Mt(x,y,z) 
        if length(unique(x))<2 
            x=unique(x)*ones(size(z)); 
        end 
        if length(unique(y))<2 
            y=unique(y)*ones(size(z)); 
        end 
        if length(unique(z))<2 
            z=unique(z)*ones(size(y)); 
        end 
        if length(unique(x))<2 || length(unique(z))<2 || 
length(unique(y))<2 
            all_points = reshape(cat(3,x,y,z),numel(z),3); 
        end 
        if length(unique(x))>1 && length(unique(y))>1 && 
length(unique(z))>1 
            [x,y,z] = meshgrid(x,y,z); 
            all_points = [x(:),y(:),z(:)]; 
        end 
        magnetization = exp(-
1i*gamma*sum(repmat(F_terms(evaluation_time,0),size(all_points,1),1
).*all_points,2)')... 
            
.*sum(repmat(flipud(a_vec),1,size(all_points,1)).*exp(repmat(g_vec'
,1,size(all_points,1)))... 
            .*exp(-1i*gamma*(-
abs_n_max:abs_n_max)'*sum(repmat(end_ph,size(all_points,1),1).*all_
points,2)'),1); 
        magnetization = reshape(magnetization,size(z)); 
    end 
Defining gradient waveform integral function for all axes 
    function current_gradient_integral = Fg(t) 
        if abs(g_sl_tim)>10^-3 
Trapezoidal-shaped gradient pulses 
            current_x_gradient_integral = 
FtrapezePulse(grd_x(:,1),grd_x(:,2), grd_x(:,3), g_sl_tim, t); 
            current_y_gradient_integral = 
FtrapezePulse(grd_y(:,1),grd_y(:,2), grd_y(:,3), g_sl_tim, t); 
            current_z_gradient_integral = 
FtrapezePulse(grd_z(:,1),grd_z(:,2), grd_z(:,3), g_sl_tim, t); 
        else 
Block gradient pulses 
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            current_x_gradient_integral = 
FrectangularPulse(grd_x(:,1),grd_x(:,2), grd_x(:,3), t); 
            current_y_gradient_integral = 
FrectangularPulse(grd_y(:,1),grd_y(:,2), grd_y(:,3), t); 
            current_z_gradient_integral = 
FrectangularPulse(grd_z(:,1),grd_z(:,2), grd_z(:,3), t); 
        end 
        current_gradient_integral = 
[current_x_gradient_integral;current_y_gradient_integral;current_z_
gradient_integral]; 
    end 
Defining gradient waveform function for all axes 
    function current_gradient = g(t) 
        if abs(g_sl_tim)>10^-3 
Trapezoidal-shaped gradient pulses 
            current_x_gradient = 
sum(repmat(grd_x(:,1),1,length(t)).*trapezePulse(grd_x(:,2), 
grd_x(:,3), g_sl_tim ,t),1); 
            current_y_gradient = 
sum(repmat(grd_y(:,1),1,length(t)).*trapezePulse(grd_y(:,2), 
grd_y(:,3), g_sl_tim ,t),1); 
            current_z_gradient = 
sum(repmat(grd_z(:,1),1,length(t)).*trapezePulse(grd_z(:,2), 
grd_z(:,3), g_sl_tim ,t),1); 
        else 
Block gradient pulses 
            current_x_gradient = 
sum(repmat(grd_x(:,1),1,length(t)).*rectangularPulse(grd_x(:,2), 
grd_x(:,3), t),1); 
            current_y_gradient = 
sum(repmat(grd_y(:,1),1,length(t)).*rectangularPulse(grd_y(:,2), 
grd_y(:,3), t),1); 
            current_z_gradient = 
sum(repmat(grd_z(:,1),1,length(t)).*rectangularPulse(grd_z(:,2), 
grd_z(:,3), t),1); 
        end 
        current_gradient = 
[current_x_gradient;current_y_gradient;current_z_gradient]; 
    end 
end 
Defining helper functions to convert between matrix and vector representations 
function vector = mat_2_vec(matrix) 
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log_indexer = repmat(tril(ones(3,3)),[1,1,size(matrix,3)])>0; 
pre_vector = matrix(log_indexer); 
vector = reshape(pre_vector,6,size(matrix,3)); 
vector = [vector([1,4,6],:);2*vector([2,3,5],:)]'; 
end 
Defining helper function for b-value calculation (the function only discards off-diagonal 
b-matrix elements) 
function cut_array=drop_OD(input) 
    cut_array=input(:,1:3); 
end 
Defining function describing rectangular gradient pulse 
function is_on=rectangularPulse(start_t,end_t,t) 
start_t = repmat(start_t,1,length(t)); 
end_t = repmat(end_t,1,length(t)); 
t = repmat(t,size(end_t,1),1); 
is_on=((sign(t-start_t)+1)-(sign(t-end_t)+1))/2; 
end 
Defining function describing rectangular gradient pulse integral 
function time_integral=FrectangularPulse(amp,start_t,end_t,t) 
start_t = repmat(start_t,1,length(t)); 
end_t = repmat(end_t,1,length(t)); 
gdelta = repmat(amp,1,length(t)).*(end_t - start_t); 
t = repmat(t,size(end_t,1),1); 
time_integral = sum(((t-start_t>=0).*(t-end_t<0)).*(t-
start_t).*gdelta./(end_t - start_t) + (t-end_t>=0).*gdelta,1); 
time_integral(isnan(time_integral)) = 0; 
end 
Defining function describing trapezoidal-shaped gradient pulse 
function is_on=trapezePulse(start_t,end_t,slope_time,t) 
start_t = repmat(start_t,1,length(t)); 
end_t = repmat(end_t,1,length(t)); 
t = repmat(t,size(end_t,1),1); 
is_on=((t-start_t-slope_time)>=0).*((t-end_t)<=0); 
is_on=is_on + ((t-start_t)>0).*((t-start_t-slope_time)<0).*(t-
start_t)/(slope_time); 
is_on=is_on + ((t-end_t)>0).*((t-end_t-slope_time)<0).*(slope_time-
t+end_t)/(slope_time); 
end 
Defining function describing trapezoidal-shaped gradient pulse integral 
time_integral=FtrapezePulse(amp,start_t,end_t,slope_time,t) 
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start_t = repmat(start_t,1,length(t)); 
end_t = repmat(end_t,1,length(t)); 
g_amp = repmat(amp,1,length(t)); 
t = repmat(t,size(end_t,1),1); 
time_integral = sum(... 
    (start_t>0).*((t-start_t>=0).*(t-start_t-slope_time<0)).* ((t-
start_t).^2).*g_amp./(2*slope_time) + ... 
    (start_t>0).*(t-start_t-slope_time>=0).* slope_time.*g_amp./2 + 
... 
    ((t-start_t-slope_time>=0).*(t-end_t<0)).* g_amp.*(t-start_t-
slope_time) + ... 
    (t-end_t>=0).* g_amp.*(end_t-start_t-slope_time) + ... 
    ((t-end_t>=0).*(t-end_t-slope_time<0)).* (-(end_t+slope_time-
t).^2).*g_amp./(2*slope_time) + ... 
    (t-end_t>=0).* slope_time.*g_amp./2 ,1); 
time_integral(isnan(time_integral)) = 0; 
end 
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