Calibration of Stochastic Volatility Models: A Tikhonov Regularization Approach by TANG LING
CALIBRATION OF STOCHASTIC





FOR THE DEGREE OF DOCTOR OF PHILOSOPHY
DEPARTMENT OF MATHEMATICS





I hereby declare that the thesis is my original
work and it has been written by me in its entirety.
I have duly acknowledged all the sources of
information which have been used in the thesis.
This thesis has also not been submitted for any




First, I would like to express my deepest gratitude to my supervisor Prof. Min
Dai, who initially inspired this research. He always proposed good ideas, helped me
solve different problems and made the research process much smoother. Without
his guidance, this thesis would not have been completed. His lessons pointed me
in the right direction in my career. His enthusiasm for academia and his sincere
personality have had a powerful influence on my life.
I also want to thank Prof. Zuowei Shen, Prof. Weizhu Bao, Prof. Rongfeng
Sun, Prof. Defeng Sun, Dr. Jianmin Xia and all of my other NUS teachers. Their
modules gave me a broader understanding of optimization theory, analysis theory,
numerical computation and wavelet theory. They were a great help in finishing this
thesis and showed me the beauty of mathematics.
I am also very grateful to Prof. Xingye Yue from Soochow University and Prof.
Baojun Bian from Tongji University for their guidance, suggestions and comments
on the research paper. I thank Mr. Mengmin Huang for his patience and kind help.
And thank my friends, Dr. Yingshan Chen, Ms. Yaoting Lei, Mr. Jing Xu, Mr.




I want to thank NUS, especially the Department of Mathematics, where I have
worked and studied for five years. It provided me with a comfortable research en-
vironment and the opportunity to meet a lot of friends from different countries.
Although the food in the restaurant was disgusting, I will remember it fondly.
Finally, I wish to thank my parents, and apologize for not always being around
when they miss me. My parents encourage me when I fail and guide me when I am
confused. Their selfless love reminds me that home is always my warm haven no
matter what happens. They give me the power to face my frustrations and motivate






List of Tables xi
List of Figures xiv
1 Introduction 1
1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Review of the Methods for the Calibration Problem of the Option
Pricing Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Research Aims and Contributions . . . . . . . . . . . . . . . . . . . . 5
2 Option Pricing Models 9
2.1 The Local Volatility Model and its Calibration . . . . . . . . . . . . . 9
2.2 Stochastic Volatility Model . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.1 The Heston Model . . . . . . . . . . . . . . . . . . . . . . . . 13
vii
viii Contents
2.2.2 The Hull-White Model and other SV Models . . . . . . . . . . 17
3 Calibration of the Drift Term in Stochastic Volatility Model 23
3.1 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.1.1 Calibration Problem . . . . . . . . . . . . . . . . . . . . . . . 23
3.1.2 Formulation as an Inverse Problem . . . . . . . . . . . . . . . 24
3.2 A Tikhonov Regularization Approach . . . . . . . . . . . . . . . . . . 28
3.2.1 A Necessary Condition . . . . . . . . . . . . . . . . . . . . . . 29
3.2.2 The Existence and Uniqueness . . . . . . . . . . . . . . . . . . 35
3.2.3 Numerical Algorithm . . . . . . . . . . . . . . . . . . . . . . . 37
3.3 Finite Difference Method . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.4 The Computation of Implied Volatility . . . . . . . . . . . . . . . . . 41
4 Extension: Calibration of Other Terms 43
4.1 Calibration of the Diffusion Term . . . . . . . . . . . . . . . . . . . . 43
4.2 Calibration of the Correlation Coefficient Term . . . . . . . . . . . . 48
4.3 Calibration of Functions Simultaneously . . . . . . . . . . . . . . . . 53
5 Numerical Experiments and Market Tests 57
5.1 Numerical Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . 57




In recent years, many researchers have studied the inverse problem of the stochastic
volatility model. Their work has always focused on the calibration of Heston’s model,
which offers an analytical solution without the restriction that the underlying return
and volatility be uncorrelated. Most studies have used the indirect inference esti-
mation and nonlinear least-squares methods to minimize the discrepancy between
the market and option prices calculated from the Heston parameters. The volatility
process must have some special structures, and the term structure of these Heston
implied parameters, which has been found in many studies, is seldom discussed. A
more general form of the stochastic volatility model would be more significant and
interesting. The successful application of the Tikhonov regularization method to
a local volatility model encourages us to recover these functions of the stochastic
volatility model using the same method. Although the stochastic volatility model
has been studied for many decades, the general stochastic form has rarely been re-
searched. In this thesis, we aim to calibrate stochastic volatility models from option
prices. We develop a Tikhonov regularization approach to recover the risk neutral
drift and diffusion terms of the volatility (or variance) process, which are presumed
to be deterministic functions of instantaneous volatility (or variance) and time, and
the correlation coefficient as a function of time. In contrast to other researchers, we
ix
x Abstract
do not assume that these terms in the general stochastic volatility model have spe-
cial structures. We propose a modified Dupire’s equation associated with stochastic
volatility models, which allows us to formulate the calibration problem as a stan-
dard inverse problem of partial differential equations. We then use the Tikhonov
regularization method to recover these three terms, respectively. The necessary
condition that the optimal solution satisfies is derived for each term. We further
simplify these necessary conditions, and propose a gradient descent algorithm to
numerically find the optimal solution. Our algorithm could be applied to calibrate
general stochastic volatility models. Extensive numerical analysis is presented to
demonstrate the efficiency of our numerical algorithm. Our empirical results reveal
that the risk neutral process of variance recovered from the market prices of options
on the S&P 500 Index is indeed linearly mean-reverting. The market test also shows
that the recovered results are good enough in both cases when the diffusion term of
the variance is proportional to the volatility and variance. Finally, the correlation
coefficients between the stock return and its volatility are always close to −1, which
indicates a negative linear relationship between the stock return of the S&P 500
Index and its variance.
Key words: stochastic volatility model, asset pricing, calibration, inverse prob-
lem, Tikhonov regularization method
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Derivatives have become an important tool for investors to manage risk in the current
financial world. A derivative is a financial instrument that offers a return based on
the return on another underlying asset. There are many different kinds of derivatives,
such as forwards, options, futures, swaps, and so on. Among these derivatives,
options are one of the most popular tools in the finance market. An option is a
contract between two parties for the future transaction of an underlying asset at
a reference price (strike price). There are two types of options, call options and
put options. A call option grants the option holder the right to buy the underlying
asset, while a put option entitles the buyer to sell the underlying asset. A famous
formula for describing the relationship between the prices of call options and put
options is put-call parity, which is a model-independent equation. Because of this
reliable property, we only discuss the call option in this thesis. The development of
the models for option prices is presented in the following paragraphs.
Black and Scholes (1973) develop their celebrated option pricing model under
the assumption that the underlying stock price follows a log-normal distribution
with constant volatility. The model possesses some appealing properties, including
1
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the uniqueness of prices and the perfect replication of options. In the Black-Scholes
model, as the option price is monotonically increasing with respect to volatility, there
exists a unique solution for volatility, which is called implied volatility, provided that
the option price and other parameters are given.
Implied volatility can be used to monitor the volatility of a particular stock on
the options market. Analysts can calculate the implied volatility of the actively
traded options on a certain stock and use the volatility to calculate the price of
a less actively traded option on the same stock. For the Black-Scholes equation,
because volatility is a known constant, it should remain invariant with respect to
different strike prices and maturity. Unfortunately, Rubinstein (1985) finds that the
implied volatility is higher for out-of-the-money and in-the-money options than for
at-the-money options. As the shape of the implied volatility is similar to that of a
smile, the phenomenon is referred to as the ‘volatility smiles’. In the following years,
the volatility skew and the term structure of volatility were discovered successive-
ly. These phenomena observed in the options markets apparently conflict with the
constant volatility assumption. Thus, this model needs to be improved.
As a remedy, Dupire (1994) considers the local volatility model, where volatility
is a deterministic function of the underlying stock price and time, and derives an
insightful equation, known as Dupire’s equation. The equation reveals that there
is a unique diffusion process consistent with the risk neutral densities derived from
the market prices of options. Although a limited number of market prices may be
insufficient to recover the entire volatility curve, Dupire’s equation provides useful
insights into the inverse problem of calibrating the local volatility model, which
has been extensively studied (e.g., Bouchouev and Isakov (1997,1999), Jiang et al.
(2003), Egger and Engl (2005), and Jiang and Bian (2012)). The discrete version of
the Dupire equation is the so-called implied binomial trees (Rubinstein (1994), and
Derman and Kani (1994)). There are other relevant approaches to calibrating the
local volatility, see, e.g., Avellaneda et al. (1997), and Lagnado and Osher (1997).
The local volatility model inherits some nice properties from the Black-Scholes
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model, such as the law of unique price and perfect replication. However, Dumas
et al. (1998) find that the out-of-sample performance of the deterministic volatility
models is poor. Brockman and Chowdhury (1997) and Buraschi and Jackwerth
(2001) empirically show that volatility is nondeterministic. Moreover, Hagan (2003)
points out that the local volatility model fails to predict the direction of the volatility
smile shifts. For these reasons, we consider the stochastic volatility models instead
of the local volatility model.1
An extensive body of literature is devoted to stochastic volatility models2, which
include some named models, such as the Hull and White (1987), Stein and Stein
(1991), and Heston (1993) models. All of these models assume some special struc-
ture of the volatility (or variance) process to obtain analytical pricing formulas for
European vanilla options, which simplifies the model calibration. Empirical and
theoretical studies show that the stochastic volatility model can well capture the
volatility smile/skew (see, e.g., Bakshi, Cao, and Chen (1997), Renault and Touzi
(1996), Fiorentini et al. (2002), Hagan et al. (2003), Shu and Zhang (2004), and
Wu (2008)).
1.2 Review of the Methods for the Calibration
Problem of the Option Pricing Model
In recent years, numerous studies have investigated the inverse problem for the s-
tochastic volatility model. Most of these studies focus on the calibration of Heston’s
model, which possesses many good properties, including the leverage effect, mean
1Other improved models, include the jump-diffusion model (e.g., Merton (1976), Kou (2001),
and Wu and Dai (2009)) and the transaction cost model (e.g., Leland (1985), and Davis et al.
(1993)).
2Note that for the stochastic volatility model, the law of unique price loses effect and perfect
replication is no longer possible.
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reverting volatility, and most importantly, analytical solutions without the restric-
tion of zero correlation between the underlying return and the volatility. Most of the
other stochastic volatility models only possess the semi closed-form solution when
the correlation is constrained to be zero. Nandi (1998) points out that the non-zero
correlation assumption significantly improves the overall pricing performance in the
stochastic volatility model especially for the out-of-the-money option. The Heston
parameters include the spot volatility vt, the correlation coefficient ρ between the
underlying return and volatility, the reversion rate α, the mean of the reversion θ,
and the volatility of the volatility γ. Because the market is not complete under
the stochastic volatility model, the risk premium λ also needs to be recovered. The
easiest estimation approach of the Heston implied parameters is the nonlinear least-
squares method, that is, to minimize the sum of the squared errors between the
market and model prices. Cross sectional option data are employed to recover the
implied parameters in Heston’s model (Bakshi et al., 1997; Nandi, 1998). Fioren-
tini et al. (2002) point out that this approach may ignore the related information
in the original time series, which may not be included in the option price. They
propose to use a two-step method to recover the parameters in Heston’s model.
Similar to Fiorentini et al. (2002), Shu and Zhang (2004) use a two-step estimation
to recover the parameters in the Heston stochastic volatility model using S&P 500
Index options. In the first step, they use indirect inference estimation to find the
optimal structural parameter set Θ = (α, θ, γ). This method is first proposed by
Gourieroux (1993). The rough idea is to estimate these three parameters such that
the simulated results of the auxiliary model with these parameters approximate the
market data. In the second step, they use the nonlinear least-squares method to
estimate the other parameters in Heston’s model, the correlation coefficient ρ, the
spot volatility vt, and the risk premium λ. The results of Fiorentini et al. (2002)
and Shu and Zhang (2004) show that the stochastic volatility models perform much
better than the Black-Scholes model. However, Shu and Zhang (2004) suggest that
the volatility risk premium varies over time, and the correlation coefficient in the
1.3 Research Aims and Contributions 5
model should be time-dependent instead of a constant. Mikhailov and No¨gel (2003)
also point out that the implied parameters are time-varying, and they propose an
asymptotic solution to Heston’s model with time-dependent parameters.
To generalize the stochastic volatility model, the drift term and the diffusion
term of the volatility in the model can be assumed to be functions of volatility and
time. The correlation coefficient between the return of stock and volatility can be
presumed to be time-dependent. In a related study, Carmona and Xu (1997) use
the relative entropy minimization method to recover the risk neutral drift term of
the variance process.3 Different from their approach, we employ the Tikhonov regu-
larization method to recover these functions. The Tikhonov regularization method
is often used to make ill-posed problems more workable, and it has been used by
some researchers to recover the local volatility as a function of the underlying price
and time in the local volatility model, (e.g., Jiang et al. (2003) and Jiang and Bian
(2012)). Dupire (1994) proposes a formula to compute the local volatility. However,
in practice, Dupire’s formula is unstable and inaccurate when interpolation or ex-
trapolation is used to estimate the derivatives. In this thesis, we apply the Tikhonov
regularization method to the calibration problem of the general stochastic volatility
model.
1.3 Research Aims and Contributions
As mentioned in Section 1.1, the famous Black-Scholes equation fails to explain
option pricing phenomena such as the volatility smile, volatility skew, and the term
structure of the implied volatility. Dupire (1994) proposes the local volatility model
which assumes that the local volatility depends on the price of the underlying assets
and time. Although this model improves the Black-Scholes model, the implied
3The relative entropy minimization method is widely used in the calibration of option pricing
models, see Buchen and Kelly (1996), Avellaneda et al. (1997), Samperi (2002), and the references
therein.
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volatility observed in the market moves in the opposite direction compared to the
direction predicted by the local volatility model, and the out-of-sample performance
is not good enough. For these reasons, we consider whether the volatility is stochastic
rather than deterministic. The models in which the volatility satisfies the stochastic
process are called stochastic volatility models.
As discussed in Section 1.2, many researchers have studied the inverse problem for
the option pricing model, especially the stochastic volatility model. In these studies,
indirect inference estimation and the nonlinear least squares method are used to
estimate the parameters in Heston’s model, which has a closed-form solution. The
term structure of these Heston implied parameters has been found in many studies
(Fiorentini et al. (2002), Shu and Zhang (2004), and Mikhailov and No¨gel (2003)).
Therefore, it would be interesting to study a more general form of the stochastic
volatility model. The successful application of the Tikhonov regularization method
for the local volatility model suggests that these functions of the stochastic volatility
model can be recovered using the same method. Although the stochastic volatility
model has been studied for many decades, the general form of the stochastic model
has been rarely researched.
In this thesis, we consider the calibration of the general stochastic volatility mod-
els and aim to identify, through the market prices of options, the risk neutral drift
term and diffusion term of the volatility (or variance) process, which are considered
to be a deterministic function of instantaneous volatility (or variance) and time,
as well as the correlation coefficient as a function of time.4 In general, analytical
price formulas for European options are unavailable for such models. Therefore,
we formulate the calibration problem as an inverse problem of partial differential
equations (PDEs) that can be solved by numerical methods.
4It should be emphasized that the volatility of the volatility (or variance) process does not
change from the real world to the risk neutral world, whereas the drift term does. Therefore, one
cannot recover the risk neutral drift term of the volatility (or variance) process from the historical
prices of the underlying assets.
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The contributions of this thesis are summarized as follows. First, using Dupire’s
equation for stochastic volatility models, we formulate the calibration problem as a
standard inverse problem of PDEs. Second, we solve the inverse problem using the
Tikhonov regularization approach. We derive a necessary condition that is satisfied
by the optimal solution. We further reduce the necessary condition, which plays a
critical role in the algorithm design. Third, by the reduced necessary condition, we
use a gradient descent algorithm to numerically find the optimal solution. We then
highlight that the algorithm developed in this thesis applies to general stochastic
volatility models. Last, we conduct an extensive numerical analysis and market test




2.1 The Local Volatility Model and its Calibra-
tion
In the Black-Scholes model, the value of the option is a monotonically increasing
function with respect to the volatility parameter, that is, higher volatility leads
to a higher theoretical option value. So, from the inverse function theorem, there
exists a unique solution for volatility, which is called implied volatility, provided
that the option price and other parameters are given. Because the volatility in the
Black-Scholes model is a known constant, it should remain invariant with respect
to different strike prices and maturity. Unfortunately, Rubinstein (1985) points out
that the implied volatility is higher for out-of-the-money and in-the-money options
than for at-the-money options. As the shape of the implied volatility is similar
to that of a smile, the phenomenon is referred to as the ‘volatility smiles’. In the
following years, the volatility skew and the term structure of volatility have also
been observed in the market. These phenomena contradict the constant volatility
assumption in the Black-Scholes model. One solution to this problem is to assume
the volatility σ is a deterministic function of the stock price S and the time t instead
of a constant. This is called the local volatility model. In this model, the underlying
9
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asset price St satisfies geometric Brownian motion
dS
S
= µdt+ σ(S, t)dWt, (2.1)
where µ is the constant drift, σ is a volatility function, which depends on the un-
derlying asset price and time, and Wt is the standard Brownian motion.
In the local volatility model, all of the parameters except σ(S, t) can be inquired
in the market. Therefore, the recovery of σ(S, t) is a significant and meaningful task.
Dupire (1994) proposed the famous formula for the volatility σ(S, t):
σ(K, τ) =
√





where K is the strike price, τ is the time to maturity, and U(K, τ) is the option
price with K and τ . Although the formula can compute the local volatility σ from
the market option price, it is difficult to use in the practice because the computation
of derivatives such as UKK and Uτ needs large amounts of market data on option
prices with respect to K and τ . However, the market only contains limited data and
discrete option prices. Moreover, the simple interpolation technique would create
arbitrage opportunities in this model. Another drawback of the method is that the
denominator contains the term UKK . Numerical tests show that a small change
in U will cause a large change in UKK , which means the method is unstable and
unreliable. Because some market prices of vanilla options are quoted in terms of
their implied volatilities, the option price V (K, T ) can be represented in terms of
the implied volatility σIV by the Black-Scholes formula. Then the local volatility
can be quoted using the implied volatility (Gatheral (2006))
σ(K, τ) =
√
σ2IV + 2σIV τ
∂σIV
∂τ






















This representation of the formula of local volatility can solve the arbitrage problem
caused by simple interpolation. However, it is also unstable because the second
derivative still exists in the denominator.
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Jiang et al. (2003) recover the local volatility function using the Tikhonov regu-
larization method. They grant that the local volatility is a function independent of
time, which means that the local volatility is a function of the stock price. With the
following transformation of Dupire’s formula: x = ln K
S













− (r − q)∂V
∂x
, x ∈ R, τ > 0, (2.2)
V |τ=0 = (1− ex)+, x ∈ R, (2.3)
where a(x) = σ2(K)/2.
Let
A = {a(x) ∈ C(R)|0 < a0 ≤ a(x) ≤ a1,∇a ∈ L2(R)}
be a convex set, where a0 and a1 are the lower bound and upper bound of the half







‖V (·, τ ∗; a)− V ∗(·)‖2L2(R), (2.4)
where τ ∗ = T − t∗, V (·, τ ∗; a) is the solution of equations (2.2) and (2.3) with coef-
ficient a(x), V ∗(x) is the observed market option price at current time t∗, and ǫ is
the regularization parameter. In this cost function, the first term is the regularized
term, which guarantees the uniqueness and stability; and the second term ensure
the closeness between the theoretic option prices and the market option prices with
different strike prices. It is necessary to choose an appropriate regularization pa-
rameter ǫ in this cost function. The choice of ǫ will affect the accuracy and stability
of the algorithm in solving the local volatility function. To minimize the cost func-
tion, three sets of equations are derived to solve the local volatility. Jiang and Tao
(2001) prove the existence and the uniqueness of the solution of the local volatility.
Their numerical results show that the algorithm given by the Tikhonov regulariza-
tion method is efficient, accurate and stable. However, it is obvious that the local
volatility is not time-independent. An easy assumption is that σ(s, t) = σ(s)ρ(t),
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which was recovered by Bouchouev and Isakov (1998). Jiang and Bian (2012) re-
lax the restriction of the structure of the local volatility function. By using the
Tikhonov regularization method, Jiang and Bian (2012) solve the inverse problem
to recover the coefficient of the major term for the second order parabolic equations
with non-divergent form. The cost function is similar to the time-independent case.
One more time related term 1
h



























ak−1(x), Tk−1 ≤ T ≤ Tk 1 ≤ k ≤ n− 1.
(2.6)
and ak ∈ A is the optimal solution at Tk for k = 1, 2, · · · , n−1. The limiting optimal
control a(x, t) satisfies a variational inequality, which can be solved by the penalty
method. The uniqueness and stability of the recovered parameters are also proved
in Jiang and Tao (2001),
‖a−a‖L∞([0,T ],L2(R))+ ‖∇(a−a)‖L2(Q) ≤ C(‖V ∗−V ∗‖L2(Q)+ ‖a0−a0‖L2(R)), (2.7)
where the constant C depends on the regularization parameter ǫ. More accurately,
the smaller ǫ is, the larger C is, which means that the stability becomes worse.
However, from the cost function side, it is easy to see that the smaller ǫ is, the better
the accuracy is. Therefore, there is a tradeoff between stability and accuracy. Jiang
and Bian (2012) identify the local volatility as a function of stock price and time from
the market data under Dupire’s model because Dupire’s equation is a second order
parabolic equation with non-divergent form. By showing that the recovered volatility
of the S&P 500 Index options is a skew-like volatility function, Jiang and Bian (2012)
provide an effective way to recover the local volatility depending on time and the
underlying price using the Tikhonov regularization method. Dumas et al. (1998),
however, find that the out-of-sample performance of the determined volatility model
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is poor. Moreover, Hagan (2003) points out that the implied volatility observed in
the market moves in the opposite direction compared to the direction predicted
by the local volatility model. That is, the local volatility model predicts that the
volatility smile shifts to the higher prices when the price of the underlying assets
decreases and shifts to the lower prices when the price of the underlying assets
increases.
In the market, the volatility smile moves in the same direction as the price of the
underlying assets. Hagan (2003) also points out that the SABR model, which is a
stochastic volatility model, can solve this problem and capture the correct dynamics
of the smile. Therefore, the stochastic volatility model in which the volatility process
is stochastic instead of deterministic should be more reliable.
2.2 Stochastic Volatility Model
2.2.1 The Heston Model














where Xt and Yt are the price and volatility process of the underlying stock, andW
1
t
and W 2t are standard one-dimensional Brownian motions with constant correlation
coefficient ρ. Yt satisfies the mean-reversion process with long-term mean θ, speed
of reversion α, and volatility of variance γ.
According to Heston (1993), the closed-form solution of the European call option
on a non-dividend paying stock is given by
V (X, Y, t) = XP1 −Ke−r(T−t)P2,
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where













fj(X, Y, t, φ) = exp
(
C(τ, φ) +D(τ, φ)Y + iφ lnX
)
,

























, u2 = −1
2
, a = αθ, b1 = α + λ− ργ, b2 = α + λ, τ = T − t,
for j = 1 and 2.
In the risk neutral world, Heston’s model becomes














where α∗ = α + λ, θ∗ = αθ
α+λ
. In the closed-form solution,
a = α∗θ∗, b1 = α
∗ − ργ, b2 = α∗.
The risk premium λ can be eliminated. It is worth pointing out that Gatheral (2005)
proposes an alternative solution:
V (X, Y, t) = XP1 −Ke−r(T−t)P2,
where













fj(X, Y, t, φ) = exp
(
C˜(τ, φ) + D˜(τ, φ)Y + iφ lnX
)
,





























, u2 = −1
2
, a = αθ, b1 = α + λ− ργ, b2 = α + λ, τ = T − t.
Notice that the difference between the two closed-form solutions lie in the charac-
teristic function Pj, which contains C and D. However, in fact, these two formulae
are equivalent because
C − C˜ = a
γ2
[




















The reason the Heston characteristic function has two representations is that the
complex root d has two possible values and most software return the principal square
root. In other words, choosing the second root of d in the alternative solution
will make the alternative solution become the original solution. However, in the
numerical calculation, the original solution is unstable under certain conditions;
while the alternative solution is stable under the full parameter space according to
Albrecher et al. (2006). That is, because the logarithm function has the negative
real axis as a branch cut, the term 1−ge
dτ
1−g in C(τ, φ) crosses the negative real axis
repeatedly under some parameters and the corresponding term 1−g˜e
−dτ
1−g˜ in C˜(τ, φ)
never crosses the negative real axis. This instability of the original solution occurs
when the maturity is large enough. The threshold maturity from which the original
solution suffers from instability is also established in Albrecher et al. (2006). So in
this thesis, the alternative solution is used for the stability.
Next, we examine the effects of the different parameters on the implied volatility
in Heston’s model. Figure 2.1 shows how the Heston parameters α, θ, γ, and ρ affect
the implied volatility smile or skew. The current underlying price x∗ is assumed to
be 1 and the current variance y∗ is set as 0.02. The other default parameters are
given as:
r = 0.02, T = 0.3, α = 3, θ = 0.04, γ = 0.2, ρ = −0.5.
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Figure 2.1: The influence of the different parameters α, θ, γ, and ρ on the implied
volatility in Heston’s model
From the figure, we can see that higher α and θ lead to higher implied volatility. The
correlation ρ also affects the shape of the implied volatility. When ρ > 0, the implied
volatility is increasing in relation to the strike price K, which is called forward skew.
The forward skew pattern typically appears for options in the commodities market.
Conversely, if ρ < 0, the implied volatility decreases as the strike price increases.
This pattern, which is named the volatility smirk or reverse skew, is often seen in
equity options and index options. The implied volatility becomes a U-shaped curve
when ρ = 0. This is the famous volatility smile, which is common for options in
the foreign exchange market. A higher σ, the volatility of volatility, exacerbates
the skewness of the implied volatility because there is a greater chance of extreme
movements in the market.
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These parameters cannot be obtained from the market, therefore the calibration
of these parameters is as important as the model itself. A popular way to calibrate
the parameters is to use the nonlinear least squares method to find the optimal






(V (Ki, Tj;α, θ, γ, ρ)− V ∗(Ki, Tj))2.
In this analytical solution, the parameters must be time homogeneous because the
closed-form solutions do not hold without these conditions. Mikhailov and No¨gel
(2003) provide the asymptotic solution to Heston’s model with time-dependent pa-
rameters. One deficiency of this method is that it needs to use the closed-form
solution, which most other stochastic volatility models do not have. To overcome
this shortcoming, we use the Tikhonov regularization approach to calibrate the gen-
eral stochastic volatility model developed in this thesis.
2.2.2 The Hull-White Model and other SV Models
Hull and White (1987) propose another mean reverting variance model, which is




dXt = µXtdt+ σtXtdW
1
t ,
dYt = α(θ − Yt)dt+ γYtdW 2t ,
dW 1t dW
2
t = ρdt, σt =
√
Yt.
Specifically, if W 0t and W
1
t are uncorrelated, that is ρ = 0, the Hull-White model







Then, logXT/ logXt is normally distributed with mean (r− v2)(T − t) and variance
v(T − t) in the risk neutral world. The risk neutral valuation method can be used
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to deduce the semi closed-form solution for the European call option V (X, Y, t):
V (X, Y, t) = e−r(T−t)E
[




V (XT , YT , T )p(XT |Xt, Yt)dST ,
where p(XT |Xt, Yt) is the conditional probability density function of XT given the
underlying price and variance at time t. Because the two Brownian motions are
uncorrelated,
V (X, Y, t) =
∫
V BS(Xt, v, t)f(v|Yt)dv.
Here, V BS(Xt, v, t) denotes the Black-Scholes price with constant variance v and
f(v|Yt) denotes the conditional probability density function for mean variance given
the current variance. If the drift term of the variance Yt is 0, the series solution
of option price V (X, Y, t) exists and is given by Hull and White (1987). This se-
ries converges quickly for small values of γ2(T − t). The analytic solution can be
extended to other stochastic volatility models with the assumption correlation coef-
ficient parameter ρ = 0. Renault and Touzi (1996) provide another form of the semi
closed-form solution for the stochastic volatility model with uncorrelated risk:

























2 dy is the cumulative probability function of the standard





is the logarithmic quotient of the price
of the underlying asset divided by the discount strike price. The call option is called
in-the-money if Zt > 0, out-of-the-money is Zt < 0, and at-the-money if Zt = 0.
From the form of the solution for the option price (2.8), Renault and Touzi (1996)
point out that the implied volatility can be shown as a function of Zt and that the
implied volatility σIV is an even function. That is,
σIV (−Z) = σIV (Z), ∀Z ∈ R. (2.9)
Renault and Touzi (1996) also indicate that the implied volatility, as a function
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of the strike price, increases for out-of-the-money options and decreases for in-the-









≥ 0, for Z < 0,
≤ 0, for Z > 0,
= 0, for Z = 0.
(2.10)
The formulas (2.9) and (2.10) are the explanation for the well known smile phe-
nomenon. The implied volatility is U-shaped when the variable strike price K and
the minimum are attained for the at-the-money option. The other commonly used
stochastic volatility models are discussed as follows.
The Stein and Stein model:
This model is proposed by Stein and Stein (1991) and extended to allow correlation
by Scho¨bel and Zhu (1991). In this model, Yt denotes the volatility rather than
variance.
dXt = µXtdt+ σtXtdW
1
t ,
dYt = α(θ − Yt)dt+ γdW 2t , (2.11)
dW 1t dW
2
t = ρdt, σt = Yt.
Scott’s model:
Scott (1987) presents a mean reverting model for ln σt. This assumption can solve
the difficulties at the same level of variance or volatility in the Heston model and
the Stein and Stein model.
dXt = µXtdt+ σtXtdW
1
t ,
dYt = α(θ − Yt)dt+ γYtdW 2t , (2.12)
dW 1t dW
2
t = ρdt, σt = exp(Yt).
The 3/2 model:
Different from other stochastic volatility models, the speed of the mean version
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process is given by αYt rather than a constant. This model is popular because it
also has a closed-form solution.
dXt = µXtdt+ σtXtdW
1
t ,
dYt = αYt(θ − Yt)dt+ γYtdW 2t , (2.13)
dW 1t dW
2




As mentioned in Section 2.1, the limitation of the local volatility model is that the
smile risk cannot be managed by the model with a single Brownian motion. Hagan
et al. (2003) propose the simplest form of the two factor model, the ‘stochastic-αβρ’










where Ft means the forward price of the underlying asset.
There are some more sophisticated models than the stochastic volatility mod-
el. Here, we introduce the stochastic-local volatility model and the jump diffusion
model.
The Stochastic-Local Volatility model:
The hybrid of the stochastic volatility and local volatility models is called the
stochastic-local volatility (SLV) model, which is proposed by Tataru and Fisher
(2010):
dXt = µXtdt+ L(Xt, t)σtXtdW
1
t ,





t = ρdt, σt =
√
Yt.
Here, L(Xt, t) is known as the leverage function which determines the effect of the
local volatility. When L(Xt, t) ≡ 1, this model becomes a pure stochastic volatility
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model. The volatility of volatility β(Yt, t) mainly controls the effect of the stochastic
volatility. When β(Yt, t) ≡ 0, this model becomes a pure local volatility model, and
when β(Yt, t) remains at a high level, the stochastic volatility component dominates.
Yu Tian et al. (2013) discuss the calibration and pricing of the SLV model. They
propose that the leverage function can be roughly treated as the ratio between the




= σLV (x, t)
√√√√ ∫R+ p(x, y, t)dy∫
R+
V p(x, y, t)dy
, (2.16)
where p(x, y, t) is the transition probability density function in the SLV model. One
problem of the calibration is that Dupire’s formula needs to be used for the recov-
ery of the leverage function. In practice, the computational instability of Dupire’s
formula will make the calibration unstable.
The Jump Diffusion model:
Although the underlying asset path is always assumed to be continuous, the markets
can be regarded as discontinuous because they undergo sudden ‘jumps’. These
‘jumps’ occur frequently, which cannot be expected from a normal distribution with
reasonable volatility. The jump diffusion model assumes that the underlying asset
price follows the following process (cf. Wilmott (2007)):
dXt = µXtdt+ σtXtdWt + (J − 1)Xtdq, (2.17)
where J is the jump size and the Poisson process dq is defined as
dq =
0, with probability 1− λ(t)dt,1, with probability λ(t)dt.
Therefore, the probability of a jump in q is λdt in the time step dt. When dq = 1,
the underlying price X will jump to the value JX . The parameter λ controls the
intensity of the Poisson process. The Poisson process dq and the Brownian motion
dWt are assumed to be independent. If the volatility satisfies the stochastic process,
then the model becomes the stochastic volatility jump (SVJ) model. Furthermore,
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a simultaneous jump can also be added to the volatility. This is called the stochastic
volatility model with simultaneous jumps in underlying price and volatility (SVJJ).
The jump size and the parameters in the stochastic volatility process need to be
calibrated from the market data.
Chapter 3








= (r − q)dt+ σtdW 1t ,
σt = f(Yt),
dYt = b(Yt, t)dt+ β(Yt, t)dW
2
t ,
where r and q represent the riskfree rate and the dividend yield of the underlying
respectively, W 1t and W
2
t are standard 1-dimensional Brownian motions with time-
dependent correlation coefficient ρ(·), i.e., dW 1t ·dW 2t = ρ(t)dt. We assume that b(·, ·)
and β(·, ·) are deterministic functions, and Yt is either the volatility (i.e., f(Yt) = Yt)
of or the variance (i.e., f(Yt) =
√
Yt) of the underlying.
Consider a European call option with strike price K and maturity T . The option
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price, denoted by V (x, y, t;K, T ), satisfies the following equation:
∂tV + LV = 0, x > 0, y > 0, t < T, (3.1)
with the terminal condition








+(r − q)x∂xV + b(y, t)∂yV − rV.
Denote the current time, the current stock price, and the current volatility by
t∗, x∗, and σ∗, respectively, and y∗ ≡ f−1(σ∗). Suppose we can observe the market
prices of options with all maturities and strike prices, denoted by V ∗(K, T ). We
consider the following calibration problem.
Problem A: To find a pair of functions b(y, t) and V (x, y, t;K, T ) that satisfy
(3.1)-(3.2) from market prices of options
V (x∗, y∗, t∗;K, T ) = V ∗(K, T ), for all K, T.
It should be emphasized that Problem A is not a standard inverse problem of
PDEs because the state variables of equation (3.1) are x, y, t, but the data V ∗(K, T )
observed is with respect to K and T . To be consistent with the data, we need to
derive a PDE with state variables K and T , as Dupire (1994) does.1
3.1.2 Formulation as an Inverse Problem
Define ψ(x, y, t;K, y¯, T ) as the fundamental solution to (3.1), that is,
∂tψ + Lψ = 0, x > 0, y > 0, t < T,
ψ|t=T = δ(x−K)δ(y − y¯),
1Lagnado and Osher (1997) directly solve a non-standard inverse problem arising from calibra-
tion of the local volatility model. However their algorithm is rather complex.
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where δ(·) is the Dirac delta function. From the well known property of fundamental
solution (cf. Evans (1998)), ψ(x∗, y∗, t∗;K, y¯, T ), as a function of K, y¯, and T ,
satisfies the adjoint equation of (3.1):
∂Tψ −L∗ψ = 0, K > 0, y¯ > 0, T > t∗, (3.3)










2(y¯, T )ψ)− (r − q)∂K(Kψ)− ∂y¯(b(y¯, T )ψ)− rψ.
In what follows, we suppress the dependence of ψ on x∗, y∗, t∗ for notational sim-
plicity, namely,
ψ(K, y¯, T ) ≡ ψ(x∗, y∗, t∗;K, y¯, T ),
V (K, T ) ≡ V (x∗, y∗, t∗;K, T ).
The following proposition plays a critical role in formulating Problem A as a
standard inverse problem.
Proposition 3.1. Let ψ be the fundamental solution as defined above. Then
V (K, T ) satisfies





f 2(y¯)ψ(K, y¯, T )dy¯, K > 0, T > t∗, (3.5)
with the initial condition
V |T=t∗ = (x∗ −K)+. (3.6)
Furthermore, (3.5)-(3.6) permits an analytic solution:











e(−2r+q)(T−τ)f 2(y¯)ψ(Ke−(r−q)(T−τ), y¯, τ)dy¯dτ. (3.7)
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Proof. Let us first prove (3.5). Denote
u = ∂KKV. (3.8)
Differentiating (3.1)-(3.2) with respect to K twice, we obtain
∂tu+ Lu = 0, x > 0, y > 0, t ∈ [0, T ),
u|t=T = δ(x−K).
Here δ(x−K) is the Dirac’s delta function concentrated at x = K. Note that δ(x−K)
is a line source, instead of a point source, because the space is two dimensional.
Therefore,
u(x, y, t;K, T ) =
∫ ∞
0
ψ(x, y, t;K, y¯, T )dy¯, (3.9)















2(y¯)ψ(x, y, t;K, y¯, T )]|∞0
+∂K [ρKf (y¯)β (y¯)ψ(x, y, t;K, y¯, T )]|∞0 − (r − q)∂K(Ku)
−(b(y¯, T )ψ(x, y, t;K, y¯, T ))|∞0 − ru, for K > 0, T > t.









f 2(y¯)ψ(x, y, t;K, y¯, T )dy¯
)
− (r − q)∂K(Ku)− ru,
for K > 0, T > t. Integrating this equation twice with respect to K and restricting
attention to x∗, y∗, t∗, we get (3.5).
Given ψ, (3.5) is a first-order linear equation. Now let us find the analytical
solution of (3.5) subject to terminal condition (3.6). By transformation












f 2(y¯)ψ(eZ , y¯, T )dy¯,
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for Z ∈ (−∞,∞) , T > t∗. Consider the characteristic line Z(T ) = Z(t∗) + (r− q)T
along which we have








f 2(y¯)ψ(eZ(T ), y¯, T )dy¯.
It follows








f 2(y¯)ψ(eZ(τ), y¯, τ)dy¯dτ.
Since Z(τ) = Z(T )− (r − q)(T − τ), we have






f 2(y¯)ψ(eZ(T )−(r−q)(T−τ), y¯, τ)dy¯dτ.
Hence,






f 2(y¯)ψ(eZ−(r−q)(T−τ), y¯, τ)dy¯dτ.
Changing to the original variables gives the desired result.
We call (3.5) the modified Dupire equation associated with stochastic volatility
models. We would like to relate (3.5) to the following result obtained by Derman
and Kani (1998):
σ2loc(K, T ) = E
[




σ2loc(K, T ) =





Indeed, combining (3.10) with (3.11), we have
















ψ (K, y¯, T )∫∞
0
ψ(K, y¯, T )dy¯
dy¯.
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ψ(K, y¯, T )dy¯. (3.13)
The combination of (3.12)-(3.13) yields the modified Dupire equation (3.5).
Clearly, ψ(·, ·, ·) depends on b(·, ·), so does V (·, ·) via ψ(·, ·, ·). To emphasize the
dependence on b(·, ·), we use the notations ψ = ψ(·, ·, ·; b) and V = V (·, ·; b). By
Proposition 3.1, we can reformulate Problem A as follows.
Problem B: To find a triple of functions b(·, ·), ψ(K, y¯, T ; b), and V (K, T ; b) that
satisfy (3.3)-(3.4) and (3.7) from market prices of options
V (K, T ; b) = V ∗(K, T ), for all K, T.
3.2 A Tikhonov Regularization Approach
In this section, we use a Tikhonov regularization approach (cf. Tikhonov et al.
(1995)) to solve Problem B. Let t∗ = T0 < T1 < T2 < · · · < TN with Tn = T0 + nh
and h = (TN−T0)/N .2 Given b0(·) ≡ b(·, T0) ∈ B = H1(R+) ≡ {v ∈ L2(R+) : ∂y¯v ∈
L2(R+)}, we inductively construct two sequences of cost functionals Jn and optimal
solutions bn(·), n = 1, 2, · · · , N . That is, for each n, given b0(·), b1(·), · · · , bn−1(·) ∈










‖Vh(·, Tn; b¯h)−V ∗(·, Tn)‖2L2(R+),
(3.14)
for b¯ ∈ B, where ǫ1, ǫ2 > 0 are known as Tikhonov regularization parameters, and
Vh(·, ·; b¯h) is given by (3.7) with the coefficient












bk−1(y¯), Tk−1 ≤ T ≤ Tk 1 ≤ k ≤ n− 1.
(3.15)
2For ease of presentation, we assume a regular partition of [t∗, TN ].
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We aim to solve the following control problem: given b0(·), b1(·), · · · , bn−1(·) ∈ B, to




The first two terms on the right hand side of (3.14) are the so-called Tikhonov
regularization which is widely used to handle ill posed problems. It is worth pointing
out that the term ǫ1
2h
‖b¯− bn−1‖2L2(R+), first introduced by Jiang and Bian (2012) to
recover the time-dependent local volatility, enables us to achieve a certain regularity
of b(·, ·) in T which is needed for convergence analysis. We will elaborate on how to
choose the values of ǫ1 and ǫ2 at the end of this section.
3.2.1 A Necessary Condition
Let us derive the necessary condition for the optimality of problem (3.16). Assume
that bn(·) is the optimal solution of problem (3.16). For any ω ∈ B, we denote
bλ = bn + λω ∈ B, λ ∈ R, and define
j(λ) = Jn(bλ), λ ∈ R.




Jn(bλ)|λ=0 = 0, (3.17)
from which we can derive the following necessary condition.
Proposition 3.2. Let bn be the minimizer of problem (3.16). Let b
h(·, ·) be given
in (3.15) with bn in place of b¯, and let ψh(K, y¯, T ) and Vh(K, T ) be the solution to
(3.3)-(3.4) where the coefficient b(·, ·) is replaced by bh(·, ·) and as given by (3.7),















gh(K, y¯, τ)∂y¯ (ψh(K, y¯, τ) · ω) dτdK
)
dy¯ = 0, (3.18)
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for any ω ∈ B, where gh(K, y¯, τ) satisfies





(r−q)(Tn−τ), Tn)− V ∗(Ke(r−q)(Tn−τ), Tn)
]
(3.19)
e(r−2q)(Tn−τ)f 2(y¯), K > 0, y¯ > 0, τ ∈ [Tn−1, Tn),
gh(K, y¯, Tn) = 0,
where Lh is the operator L with coefficient bh(·, ·) in place of b(·, ·).
















where Vh(K, Tn; b
h
λ) is given by (3.7) with the coefficient




(bn(y¯) + λω(y¯)) +
Tn−T
h






bk−1(y¯), Tk−1 ≤ T ≤ Tk 1 ≤ k ≤ n− 1.
(3.21)
Setting
ξ(K, T ) =










· ω + ǫ2∂y¯bn(y¯)∂y¯ω(y¯)dy¯ + 1
h2∫ ∞
0
(Vh(K, Tn)− V ∗(K, Tn))ξ(K, Tn)dK = 0, (3.22)
for any ω ∈ B and Tn−1 ≤ T ≤ Tn. By (3.5), ξ satisfies
∂T ξ + (r − q)K∂Kξ + qξ = K22
∫∞
0
f 2(y¯)η(K, y¯, T )dy¯, Tn−1 ≤ T ≤ Tn,
ξ(K, Tn−1) = 0,
with
η(K, y¯, T ) =
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where ψh(K, y¯, T ; b
h
λ) is the solution to (3.3)-(3.4) with the coefficient b
h
λ. Similar to
(3.7), we have an analytical expression form for ξ,








f 2(y¯)η(Ke−(r−q)(T−τ), y¯, τ)dy¯dτ. (3.23)
Note that η(K, y¯, T ) is the solution to the following problem:
∂T η −L∗hη = −∂y¯(ψhω)T−Tn−1h , Tn−1 < T ≤ Tn,
η(K, y¯, Tn−1) = 0.
Let Gh be the Green function associated with operator L∗h. By Green’s formula,

















(Vh(K, Tn)− V ∗(K, Tn))ξ(K, Tn)dK. (3.25)

































e(r−2q)(Tn−τ)f 2(y¯)η(K, y¯, τ)
]
,
where we have used a change of variable on K in the second equality. Substituting





































dy˜(−ψhω)y˜ T˜ − Tn−1
h
gh(K˜, y˜, T˜ ),
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where the order of integrations is changed in the second equality and









dy¯Gh(K, y¯, T ; K˜, y˜, T˜ )(
Vh(Ke




It is easy to see that gh(K˜, y˜, T˜ ) satisfies (3.19). Substituting the term (∗) into
(3.22) yields the desired result. The proof is completed.
It is time consuming to find numerical solutions of (3.18)-(3.19) because (3.19) is a
two dimensional time-dependent problem.
To simplify computations, we send h → 0 to obtain the limiting equation of
(3.18):










K2[V (K, τ ; b)− V ∗(K, τ)]ψ (K, y¯, τ ; b) dK · ω
}
dy¯ = 0, (3.26)
for any ω(y¯, τ) ∈ C∞0 ((0,+∞) × (t∗,+∞)), where b = b (y¯, t), ψ(K, y¯, T ; b) is the
solution to (3.3)-(3.4), and V (K, T ; b) is given by (3.7), respectively.
Proof. We restrict our attention to a bounded domain Q ≡ I × Ω × (Tmin, TN ) ≡
(0, Kmax)× (0, Ymax)× (Tmin, TN), with any fixed Tmin > t∗.3 Without loss of gener-
ality, we always impose homogeneous boundary conditions on the boundary of Q for
illustration.4 We still use the previous notations except T0 = Tmin. Problem (3.18)
is restated as follows:
3The reason we require Tmin > t
∗ is that we want to avoid the non-smooth initial conditions at
t∗ for ψ and V. Note that we are only interested in Eq. (3.29) for T > t∗ and the test function ω
in (3.26) is C∞0 ((0,+∞)× (t∗,+∞)) .
4Other boundary conditions can be treated in a similar way. We point out that a rigorous
proof relies on formulating the original problem in a bounded region with appropriate boundary
conditions.
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gh(K, y¯, τ ; b
h)
(






where gh and ψh are both given homogeneous boundary conditions on Q, and
Vh(0, t) = e
−q(T−t)x∗, Vh (Kmax, t) = 0.
As before, bh (·, ·) is constructed from bn (·) , n = 0, ..., TN , by piecewise linear
interpolation in time. We aim to show that as h → 0, there is a subsequence of
bh (·, ·) weakly convergent to the solution to the following problem:
For any T ≥ Tmin and any















K2(V (K, τ)− V ∗(K, τ))ψ (K, y¯, τ ; b)ω
)
dKdy¯ = 0,
where the boundary conditions for ψ and V are similar to those of ψh and Vh,
respectively.
We now give a sketch of the proof under the assumption that bh is uniformly
bounded in H1(Ω× (Tmin, TN)). We can show that there exists some α ∈ (0, 1) and
some positive constant C independent of h and n, such that
‖bh‖Cα(Ω×(Tmin,TN )) ≤ C,
where Cα(Ω× (Tmin, TN)) is a space of all H··older continuous functions. Then there
exists a subsequence of bh, still denoted by bh, weakly convergent to a function
denoted by b(y¯, T ) in H1(Ω × (Tmin, TN)) and uniformly in C0(Ω × (Tmin, TN)) by























ω + ǫ2by¯ ωy¯
)
dy¯,
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for any ω(y¯, T ) ∈ S.














gh(K, y¯, τ ; b
h)
(
















K2 [V (K, τ)− V ∗(K, τ)]ψ (K, y¯, τ ; b)ωdKdy¯. (3.27)
The following result plays a critical role: let φ1(K, y¯, τ) and φ2(K, y¯, τ) be the
solutions of the problems
∂τφ1 + Lhφ1 = −T (K, y¯, τ)
h
, τ ∈ (Tk−1, Tk), (K, y¯) ∈ I × Ω,
φ1(K, y¯, Tk) = 0,
and
∂τφ2 + Lhφ2 = 0, τ ∈ (Tk−1, Tk), (K, y¯) ∈ I × Ω,
φ2(K, y¯, Tk) = T (K, y¯, Tk),
respectively, subject to homogeneous boundary conditions. If T is smooth, then
there exists some α1 ∈ (0, 1) such that
||φ1 − φ2||C0(I×Ω×[Tk−1,Tk]) ≤ Chα1 ,
where C > 0 is independent of h. Using this result and continuity, we can rewrite














[Vh (K,Tk)−V ∗ (K,Tk)]f2(y¯)
(
















[Vh (K,Tk)− V ∗ (K,Tk)] f2 (y¯)
(





where we have neglected a term of order hα1 . We can show that Vh(K, T ; b
h),
ψh(K, y¯, T ; b
h) and ∂y¯ψh(K, y¯, T ; b
h) converge to V (K, T ; b), ψ(K, y¯, T ; b) and ∂y¯ψ(K, y¯, T ; b)
uniformly in C0(I×Ω×(Tmin, TN )), respectively. Taking the limit on the right hand























[V (K, τ)− V ∗ (K, τ)] f (y¯) f ′ (y¯)ψ(K, y¯, τ ; b) · ωdKdy¯,
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where the integration by parts with respect to y¯ is used in the last equality. This
implies the desired result.
(3.26) can be regarded as the necessary condition of the problem in continuous
time. It is apparent that (3.26) is the weak formulation of the following equation,





K2[V (K, T )− V ∗(K, T )]ψ (K, y¯, T ; b) dK = 0,
(3.29)
for y¯ > 0, T > t∗. We will design an algorithm based on a discretization of (3.29)
to find the optimal solution.5
3.2.2 The Existence and Uniqueness
Now we turn to the question whether the necessary condition (3.26) is the sufficient
condition of optimal solution as well. To prove this statement, we need to show the
existence and uniqueness of the optimal solution. The proof of existence is shown in
the following proposition. In what follows, we restrict our attention to a bounded
domain Q ≡ I×Ω×(Tmin, TN) ≡ (0, Kmax)×(0, Ymax)×(Tmin, Tmax), with Tmin = t∗.





Proof. Let {bkn}k be a minimizing sequence, then Jn(bkn) ≤ C and C is independent
of k. By the structure of the cost functional Jn, we have
‖∂y¯bkn(y¯)‖2L2(Ω) ≤ C.
By the embedding theorem, we deduce that
‖bkn(y¯)‖C1/2(Ω) ≤ C.
5We have also tried solving (3.18)-(3.19) and obtained almost the same numerical results, though
it is relatively time-consuming.
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Since a bounded sequence has convergent subsequence, we can select a subsequence
which is also denoted as bkn(y¯), such that
bkn(y¯)→ bn(y¯) ∈ C1/2(Ω)
Furthermore,












Therefore, Jn(bn) = minb∈B Jn(b), and this completes the proof.
As mentioned in Chapter 2, Jiang and Bian (2012) give an estimation to prove
the uniqueness and stability of the optimal solution for local volatility. Similar to
this estimation, we have the following guess for our problem: assume that b0 and b0 ∈
L2(Ω) are two initial conditions in (3.29), and V ∗ and V
∗ ∈ L∞([Tmin, Tmax], L2(I))
are market option price functions V ∗(K, T ) in (3.29). Let b(y¯, t) and b(y¯, t) be the
optimal solutions corresponding to (V ∗, b0(y¯)) and (V
∗
, b0(y¯)). Then there exists a
constant C such that
‖b− b‖L∞([Tmin,Tmax],L2(Ω)) + ‖∇(b− b)‖L∞([Tmin,Tmax],L2(Ω))
≤ C(‖V ∗ − V ∗‖L∞([Tmin,Tmax],L2(I)) + ‖b0 − b0‖L2(Ω)). (3.30)
Obviously the uniqueness follows from this statement. But the proof of this state-
ment is still an open problem. The estimation in Jiang and Bian (2012) is derived
from the Dupire’s formula, which shows the relationship between the local volatility
a and the market option price V . But for our problem, the market option price
V depends on fundamental solution ψ and ψ depends on drift term b. Moreover,
the initial condition of ψ is given by Dirac delta function.6 These properties raise
6In Jiang and Bian (2012), they use two steps to recover the local volatility a(x, τ). The first
step is to recover the local volatility a0(x) between [t
∗, T1] as a function independent of time with
the algorithm shown in Jiang et al. (2003). The second step is to recover the local volatility
function a(x, t) when t ∈ [T1, Tmax]. This avoids the handling of the delta function.
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more difficulty in the proof of (3.30). The sufficiency can be inferred from the com-
bination of the uniqueness and existence. Later we can see that the derivation of
the necessary condition is equivalent to finding the Frechet derivative of the cost
functional, which is used to design a deepest descent algorithm.
3.2.3 Numerical Algorithm
We have seen that the optimal solution is determined by a system of equations
(3.3)-(3.4), (3.7), and (3.29) with certain initial/boundary conditions, which can be
numerically solved by the finite difference method (see, e.g., Quarteroni and Valli
(1994)). Due to stability concern, we use the implicit finite difference method. We
then restrict our attention to a truncated bounded domain:
K ∈ [Kmin, Kmax], y¯ ∈ [0, ymax], t ∈ [t∗, TN ].
Appropriate boundary conditions will be prescribed.
To describe our algorithm, we use the semi-discretization scheme. Let us choose
h > 0 as the step size of time and let t∗ = T0 < T1 < T2 < · · · < TN be the partition
of [t∗, TN ] with Tn = T0 + nh. Denote
bn(·) ≡ b(·, Tn), ψn (·, ·) = ψ (·, ·, Tn) , Vn (·) = V (·, Tn) .
Suppose that b0(·) is given with ψ0(K, y¯) = δ(x∗−K)δ(y∗− y¯), V0(K) = (x∗−K)+.
We inductively solve for bn(·) as well as ψn(·, ·) and Vn(·), n = 1, 2, · · · , N , through
an implicit discretization of the system. Because (3.29) is nonlinear, an iterative
procedure is required at each time step. Let bn,k, ψn,k, and Vn,k be the values at the
k-th iteration of the n-th time step. The iteration procedure for the n-th time step
is designed as follow.
Iteration procedure for the n-th time step:
1. Choose a tolerance ε > 0 and an initial guess
bn,0(·) = bn−1(·), ψn,0(·, ·) = ψn−1(·, ·), Vn,0(·) = Vn−1(·),
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and set k = 1.




− ǫ2∂y¯y¯bn,k + F (y¯, ψn,k−1, Vn,k−1) = 0 for y¯ ∈ (0, ymax) , (3.31)
where






K2(Vn,k−1(K)−V ∗(K, Tn))ψn,k−1(K, y¯)dK,
and the Neumann boundary condition is given at y¯ = 0, Ymax.




−L∗ψn,k = 0, for K ∈ (Kmin, Kmax) , y¯ ∈ (0, ymax) ,
with boundary conditions
ψn,k(Kmin, ·) = ψn,k(Kmax, ·) = 0,
ψn,k(·, 0) = ψn,k(·, ymax) = 0,
where the linear interpolation7 is used for b(·, T ) appearing in L∗, that is,
b(·, T ) ≡ T − Tn−1
h
bn,k(·) + Tn − T
h
bn−1(·), Tn−1 ≤ T ≤ Tn.












f 2(y¯)ψ(Ke−(r−q)(Tn−τ), y¯, τ)dy¯dτ.














−(r−q)h, y¯) + ψn,k(K, y¯)
]
dy¯.
7In our computation, we use the fully implicit scheme, so only bn,k is actually used during
[Tn−1, T ]. The linear interpolation will be incurred when the Crank-Nicolson scheme is adopted.
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5. Let bn = bn,k, ψn = ψn,k, Vn = Vn,k, and stop if ‖bn,k(·) − bn,k−1(·)‖ < ε.
Otherwise, set k = k + 1 and go to Step 2.
To make the above iteration more smooth, we introduce a ‘relaxed’ time scale κ






− ǫ2∂y¯y¯bn,k + F (y¯, ψn,k−1, Vn,k−1) = 0. (3.32)
Note that (3.32) can be rewritten as





− ǫ2∂y¯y¯bn,k + F (y¯, ψn,k−1, Vn,k−1)
]
. (3.33)
Recalling the derivation procedure of the necessary condition, we can find that the
second term [·] on the right hand side of (3.33) is essentially the Frechet derivative
of the cost functional Jn(·). Hence, this is equivalent to employing the steepest
descent method to find the minimizer of the optimization problem (3.16). To ensure
stability, we still use an implicit scheme to solve (3.32).
A natural question is how to choose the values of the regularization parameters
ǫ1, ǫ2. In theory, the smaller ǫ1 and ǫ2 are, the more accurate the solution is. However,
decreasing the values of ǫ1, ǫ2 may cause numerical oscillation. Luckily our numerical
experiments reveal that we can always choose ǫ1 = 0 which does not incur any
oscillation. The value of ǫ2 varies for different examples but is also very small.
The remaining problem is how to choose the initial guess b0(·). By numerical
experiments, we find that owing to ǫ1 = 0, the recovered b(·, ·) is insensitive to b0(·).
Hence, we always choose b0(·) ≡ 0 for all experiments.
3.3 Finite Difference Method
In this section we discuss how to use the finite difference method to solve the ad-
joint equation for ψ and option pricing equation. Without loss of generality, we
consider the variance process, i.e., f(y) =
√
y. We use the following uniform mesh
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in [Kmin, Kmax]× [0, ymax] ,
Ki = Kmin + i
Kmax −Kmin
NK




, j = 0, 1, ..., Ny.
The equations are given by





f 2(y¯)ψ(K, y¯, T )dy¯, K > 0, T > t∗, (3.34)
V |T=t∗ = (x∗ −K)+. (3.35)
∂Tψ −L∗ψ = 0, K > 0, y¯ > 0, T > t∗, (3.36)










2(y¯, T )ψ)− (r − q)∂K(Kψ)− ∂y¯(b(y¯, T )ψ)− rψ,





K2[V (K, T )− V ∗(K, T )]ψ (K, y¯, T ; b) dK = 0.
(3.38)
Let fni,j denote f(Ki, y¯j, Tn). Let ∆x, ∆y and ∆T represent the mesh size of the
K, y¯ and time space. Fully implicit method is applied on this equation
∂Tψ ≈ 1
∆T
(ψni,j − ψn−1i,j ).
The second order term can be discretized as follows:
∂KK(K





i+1,j − 2K2i f 2(y¯j)ψni,j +K2i−1f 2(y¯j)ψni−1,j),
∂y¯y¯(β




i,j+1 − 2β2(y¯j, Tn)ψni,j + β2(y¯j−1, Tn)ψni,j−1).
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For the cross order term ∂Ky¯(ρKf(y¯)β(y¯, T )ψ), we can use u to denoteKf(y¯)β(y¯, T )ψ
for simplicity:















−uni+1,j − uni−1,j − uni,j+1 − uni,j−1), for ρ > 0.
The first order term can be discretized as follows:











i+1,j −Kiψni,j), for r − q < 0;











i,j+1 − b(y¯j, Tn)ψni,j), for b(y¯j , Tn) < 0.
For the initial condition of ψ, we can take ψ|T=t∗ = 1∆x∆y at (K, y¯) = (x∗, y∗),
and 0 otherwise. This discretization ensures that the integration of the Dirac delta
function is 1.
3.4 The Computation of Implied Volatility
The implied volatility is often regarded as the relative value of the option prices
which allows the option prices to be compared with different strikes, expirations,
and underlying prices. In the FX market, the option prices are often quoted as
their implied volatility. So in Chapter 5, we compute the implied volatility rather
than the option price to ascertain the efficiency of the proposed algorithm in the
numerical and market tests.
The computation of implied volatility can be treated as a simple calibration
problem: given the option price V , risk free rate r, dividend rate q, the current time
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t, spot price St, the strike price K, and time to maturity τ , to find σ such that
V = VBS(r, q, t, S,K, T, σ) under the Black-Scholes model. Because
∂VBS
∂σ
> 0, it is
not difficult to find the root of F (σ) = 0, where F (σ) is defined as a price difference
function:
F (σ) = VBS(r, q, t, S,K, T, σ)− V.
Because F (σ) is a monotone increasing function with respect to σ, the simplest
method to find the root is the bisection method. Choose the initial values a and b
(assume a < b) for F (a)·F (b) < 0, such that the root is located between a and b. Let
c = a+b
2
, work on the small interval (a, c) if F (a) ·F (c) < 0 or (c, b) if F (b) ·F (c) < 0,
and continue this procedure until a value σ is found such that F (σ) is smaller than
the tolerance.
It needs to be pointed out that the risk free rate r and dividend rate q may be
time-dependent rather than constant. Therefore, the Black-Scholes formula need to
be extended to a more general case, i.e.,
VBS(r, q, t, S,K, T, σ) = Se















T − t , and d2 = d1 − σ
√
T − t.





2 dy is the probability distribution function of the standard
normal distribution.
Chapter 4
Extension: Calibration of Other Terms
4.1 Calibration of the Diffusion Term
In this section, we want to use the Tikhonov regularization approach to calibrate
the diffusion term of volatility process β.
Problem C: To find a triple of functions β(·, ·), ψ(K, y, T ; β), and V (K, T ; β) that
satisfy (3.3)-(3.4) and (3.7) from market prices of options,
V (K, T ; β) = V ∗(K, T ), for all K, T.
Similar to section 3.2, Given β0(·) ≡ β(·, T0) ∈ B = H1(R+) ≡ {v ∈ L2(R+) :
∂y¯v ∈ L2(R+)}, we inductively construct two sequences of cost functional Jn and op-
timal solution βn(·), n = 1, 2, · · · , N . That is, for each n, given β0(·), β1(·), · · · , βn−1(·) ∈










‖Vh(·, Tn; β¯h)− V ∗(·, Tn)‖2L2(R+),
(4.1)
for β¯ ∈ B, where ǫ1, ǫ2 > 0 are two regularization parameters, and Vh(·, ·; β¯h) is as
43
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given by (3.7) with the coefficient












βk−1(y), Tk−1 ≤ T ≤ Tk 1 ≤ k ≤ n− 1.
(4.2)
We aim to solve the following control problem: given β0(·), β1(·), · · · , βn−1(·) ∈ B,




Let us derive the necessary condition for optimality of problem (4.3). Assume
that βn(·) is the optimal solution of (4.3). For any ω ∈ B, we denote βλ = βn+λω ∈
B, λ ∈ R, and define
j(λ) = Jn(βλ), λ ∈ R.




Jn(βλ)|λ=0 = 0, (4.4)
from which we can derive the following necessary condition.
Proposition 4.1. Let βn be the minimizer of problem (4.3). Let β
h(·, ·) be given
in (4.2) with βn in place of β¯, and let ψh(K, y, T ) be the solution to (3.3)-(3.4)
where the coefficient β(·, ·) is replaced by βh(·, ·) and Vh(K, T ) be given by (3.7),



















dy = 0, (4.5)
for any ω ∈ B, where gh(K, y, τ) satisfies





(r−q)(Tn−τ), Tn)− V ∗(Ke(r−q)(Tn−τ), Tn)
]
e(r−2q)(Tn−τ)f 2(y¯), K > 0, y¯ > 0, τ ∈ [Tn−1, Tn), (4.6)
gh(K, y¯, Tn) = 0,
where Lh is the operator L with coefficient βh(·, ·) in place of β(·, ·).
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where Vh(K, Tn; β
h
λ) is given by (3.7) with the coefficient




(βn(y) + λω(y)) +
Tn−T
h






βk−1(y), Tk−1 ≤ T ≤ Tk 1 ≤ k ≤ n− 1.
(4.8)
















(Vh(K, Tn)− V ∗(K, Tn))ξ(K, Tn)dK = 0, (4.9)
for any ω ∈ B and Tn−1 ≤ T ≤ Tn. By (3.5), ξ satisfies
∂T ξ + (r − q)K∂Kξ + qξ = K22
∫∞
0
f 2(y)η(K, y, T )dy, Tn−1 ≤ T ≤ Tn,
ξ(K, Tn−1) = 0,





|λ=0, where ψh(K, y, T ; βhλ) is the solution to (3.3)-
(3.4) with the coefficient βhλ . Similar to (3.7), we have an analytical expression form
for ξ,








f 2(y)η(Ke−(r−q)(T−τ), y, τ)dydτ. (4.10)
Note that η(K, y, T ) is the solution to the following problem:
∂Tη − L∗hη = (∂Ky(ρKf(y)ψhω) + ∂yy(βn(y)ψhω)) T−Tn−1h , Tn−1 < T ≤ Tn,
η(K, y, Tn−1) = 0.
Let Gh be the Green function associated with operator L∗h. By Green’s formula,









Gh(K, y, T ; K˜, y˜, T˜ )(
∂Ky˜(ρKfψhω) + ∂y˜y˜(βnψhω)
) T˜ − Tn−1
h
dy˜. (4.11)
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(Vh(K, Tn)− V ∗(K, Tn))ξ(K, Tn)dK. (4.12)

































e(r−2q)(Tn−τ)f 2(y)η(K, y, τ)
]
,
where we have used a change of variable on K in the second equality. Substituting

















































where the order of integrations is changed in the second equality and









dyGh(K, y, T ; K˜, y˜, T˜ )(
Vh(Ke




It is easy to see gh(K˜, y˜, T˜ ) satisfies (4.6). Substituting the term (∗) into (4.9) yields
the desired result. The proof is completed.
Now we send h→ 0 to obtain the following limiting equation of (4.5).










K2[V (K, τ ; β)− V ∗(K, τ)](





4.1 Calibration of the Diffusion Term 47
for any ω(y, τ) ∈ C∞0 ((0,+∞)× (t∗,+∞)), where β = β (y, t), ψ(K, y, T ; β) is the
solution to (3.3)-(3.4), and V (K, T ; β) is given by (3.7), respectively.
Proof. The derivation of (4.13) is similar with proposition 3.3. So we ignore the
























ω + ǫ2βy ωy
)
dy,
for any ω(y¯, T ) ∈ S.













gh(K, y, τ ; β
h)(













K2 [V (K, τ)− V ∗(K, τ)](
(f 2)′′βψ (K, y, τ ; β)− 2ρf 2f ′∂K (Kψ (K, y, τ ; β))
)
· ωdKdy. (4.14)
Using the critical result in the proof of proposition 3.3, we can rewrite the left













[Vh (K, Tk)− V ∗ (K, Tk)] f 2 (y¯)(














[Vh (K, Tk)− V ∗ (K, Tk)] f 2 (y¯)(
∂Ky(ρKfψh(K, y, τ)ω) + ∂yy(βnψh(K, y, τ)ω)
)
dKdy, (4.15)
where we have neglected a term of order hα1 . The terms Vh(K, T ; β
h), ψh(K, y, T ; β
h)
and ∂yψh(K, y, T ; β
h) converge to V (K, T ; β), ψ(K, y, T ; β) and ∂yψ(K, y, T ; β) uni-
formly in C0(I × Ω × (Tmin, TN)), respectively. Taking the limit on the right hand
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[V (K, τ)− V ∗ (K, τ)] f 2 (y¯)(













K2 [V (K, τ)− V ∗ (K, τ)](
(f 2)′′βψ (K, y, τ ; β)− 2ρf 2f ′∂K (Kψ (K, y, τ ; β))
)
· ωdKdy,
where the integration by parts with respect to y is used in the last equality. This
implies the desired result.
(4.13) is the necessary condition of the problem 4.3 in continuous time. In the
weak sense, it is equivalent with the following equation:




K2[V (K, T ; β)− V ∗(K, T )](
(f 2)′′βψ (K, y, T ; β)− 2ρf 2f ′∂K (Kψ (K, y, T ; β))
)
dK = 0, (4.16)
for y > 0, T > t∗. The algorithm will be designed based on a discretization of (4.16)
to find the optimal solution.
4.2 Calibration of the Correlation Coefficient Ter-
m
In the Heston’s model, the implied volatility is easy to get since we have closed-
form solution for option price V . Figure 5.7.1 shows how the correlation coefficient
ρ affects the smile or skew volatility surface. The parameters used are given as
follows:
x∗ = 1, y∗ = 0.02, Tmin = 0.3, Tmax = 3, Kmin = 0.6, Kmax = 1.4,
r = 0.02, q = 0, α = 2, θ = 0.04, γ = 0.1.
As mentioned in Chapter 2, a positive correlation parameter ρ creates the higher



































































Figure 4.1: Implied volatility surface with different correlation parameters
implied volatility for out-of-the-money call options and lower implied volatility for
in-the-money call options. If the price of underlying assets and the volatility are
positive correlated, high prices of underlying assets are associated with high volatil-
ities, which causes more chances to get high underlying price. The Lower prices
of underlying assets are associated with lower volatility, like absorbing states. This
causes a fat right tail and a thin left tail in distribution of continuously compounded
spot returns. The out-of-the-money call options benefit mainly from the fat right-
tailed distribution and pay little penalty for the increased probability of slightly
below average spot returns. Then the implied volatility of the corresponding out-
of-the-money options is relatively higher than that of the in-the-money options. On
the other side, the reverse is true if ρ is negative. Lower prices of underlying assets
have higher volatility and have more chances to become more expensive. Price of
underlying assets increases reduce the chance of very high price. The distribution of
the compounded spot returns has a fat left tail which decreases the relative value of
the out-of-the-money options relative to the in-the-money options (Heston (1993)).
Problem D: To find a triple of functions ρ(·), ψ(K, y, T ; ρ), and V (K, T ; ρ) that
satisfy (3.3)-(3.4) and (3.7) from market prices of options,
V (K, T ; ρ) = V ∗(K, T ), for all K, T.
Given ρ0 ≡ ρ(T0) ∈ B = [−1, 1], we inductively construct two sequences of cost
functional Jn and optimal solution ρn, for n = 1, 2, · · · , N . That is, for each n,
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|ρ¯− ρn−1|2 + 1
2h2
‖Vh(·, Tn; ρ¯h)− V ∗(·, Tn)‖2L2(R+), (4.17)
for ρ¯ ∈ B, where ǫ1 > 0 are two regularization parameters, and Vh(·, ·; ρ¯h) is given













ρk−1, Tk−1 ≤ T ≤ Tk 1 ≤ k ≤ n− 1.
(4.18)
We aim to solve the following control problem: given ρ0, ρ1, · · · , ρn−1 ∈ B, to find




Let us derive the necessary condition for optimality of problem (4.19). Assume
that ρn is the optimal solution of (4.19). For any ω ∈ B, we denote ρλ = (1−λ)ρn+
λω ∈ B, λ ∈ [0, 1], and define
j(λ) = Jn(ρλ), λ ∈ [0, 1].




Jn(ρλ)|λ=0 ≥ 0, (4.20)
from which we can derive the following necessary condition.
Proposition 4.3. Let ρn be the minimizer of problem (4.19). Let ρ
h(·) be given by
(4.18) with ρn in place of ρ¯, and let ψh(K, y, T ) be the solution to (3.3)-(3.4) where
the coefficient ρ(·) is replaced by ρh(·) and Vh(K, T ) be given by (3.7), respectively.














gh(K, y, τ)∂Ky (Kf(y)β(y)ψh(K, y, τ)) · ωdτdKdy ≥ 0, (4.21)
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for any ω ∈ B, where gh(K, y, τ) satisfies





(r−q)(Tn−τ), Tn)− V ∗(Ke(r−q)(Tn−τ), Tn)
]
(4.22)
e(r−2q)(Tn−τ)f 2(y¯), K > 0, y¯ > 0, τ ∈ [Tn−1, Tn),
gh(K, y¯, Tn) = 0,
where Lh is the operator L with coefficient ρh(·) in place of ρ(·).














where Vh(K, Tn; ρ
h





(ρn + λω) +
Tn−T
h






ρk−1, Tk−1 ≤ T ≤ Tk 1 ≤ k ≤ n− 1.
(4.24)













(Vh(K, Tn)− V ∗(K, Tn))ξ(K, Tn)dK ≥ 0, (4.25)
for any ω ∈ B and Tn−1 ≤ T ≤ Tn. By (3.5), ξ satisfies
∂T ξ + (r − q)K∂Kξ + qξ = K22
∫∞
0
f 2(y)η(K, y, T )dy, Tn−1 ≤ T ≤ Tn,
ξ(K, Tn−1) = 0,





|λ=0, where ψh(K, y, T ; ρhλ) is the solution to (3.3)-(3.4)
with the coefficient ρhλ. Similar to (3.7), we have an analytical expression form for
ξ,








f 2(y)η(Ke−(r−q)(T−τ), y, τ)dydτ. (4.26)
Note that η(K, y, T ) is the solution to the following problem:
∂T η −L∗hη = ∂Ky(Kf(y)β(y)ψhω)T−Tn−1h , Tn−1 < T ≤ Tn,
η(K, y, Tn−1) = 0.
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Let Gh be the Green function associated with operator L∗h. By Green’s formula,


















(Vh(K, Tn)− V ∗(K, Tn))ξ(K, Tn)dK. (4.28)

































e(r−2q)(Tn−τ)f 2(y)η(K, y, τ)
]
,
where we have used a change of variable on K in the second equality. Substituting











































gh(K˜, y˜, T˜ ),
where the order of integrations is changed in the second equality and









dyGh(K, y, T ; K˜, y˜, T˜ )(
Vh(Ke




It is easy to see that gh(K˜, y˜, T˜ ) satisfies (4.22). Substituting the term (∗) into
(4.25) yields the desired result. The proof is completed.
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Similar to the proof of the Propositions 3.3 and 4.3, sending h → 0, we can
obtain the following limiting equation of (4.21) using the critical result in the proof








K2[V (K, τ ; b)− V ∗(K, τ)]∫ ∞
0
∂K(Kψ)βf
2(y)f ′(y)dy · ω
}
≥ 0, (4.29)
for any ω(τ) ∈ [0, 1], where ρ = ρ (t) , ψ(K, y, T ; ρ) and V (K, T ; ρ) are the solution
to (3.3)-(3.4) and given by (3.7), respectively.
Let









(4.29) acts as the necessary condition of the optimal control problem in continuous
time and it is the weak formulation of the following equation:
ǫ1ρ
′(T ) + F (T ) = 0, −1 < ρ(T ) < 1,
ǫ1ρ
′(T ) + F (T ) ≤ 0, ρ(T ) = 1,
ǫ1ρ
′(T ) + F (T ) ≥ 0, ρ(T ) = −1,
(4.30)
in T > t∗. The related algorithm is developed using the discretization of (4.30) to
find the optimal solution.
4.3 Calibration of Functions Simultaneously
We firstly study the calibration of the drift term of variance b and the diffusion term
of variance β simultaneously.
Problem E: To find functions b(·, ·), β(·, ·) ψ(K, y¯, T ; b, β), and V (K, T ; b, β) that
satisfy (3.3)-(3.4) and (3.7) from market prices of options
V (K, T ; b, β) = V ∗(K, T ), for all K, T.
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Similar to Section 3.2, given b0(·) ≡ b(·, T0), β0(·) ≡ β(·, T0) ∈ B = H1(R+) ≡
{v ∈ L2(R+) : ∂y¯v ∈ L2(R+)}, we inductively construct two sequences of cost
functional Jn and optimal solutions (bn(·), βn(·)), n = 1, 2, · · · , N . That is, for


















‖Vh(·, Tn; b¯h, β¯h)− V ∗(·, Tn)‖2L2(R+),(4.31)
for b¯, β¯ ∈ B, where ǫb1, ǫb2, ǫβ1 , ǫβ2 > 0 are four regularization parameters, and Vh(·, ·; b¯h, β¯h)
is given by (3.7) with the coefficient












bk−1(y¯), Tk−1 ≤ T ≤ Tk 1 ≤ k ≤ n− 1,
(4.32)
and












βk−1(y¯), Tk−1 ≤ T ≤ Tk 1 ≤ k ≤ n− 1.
(4.33)
We aim to solve the following control problem: given b0(·), β0(·), b1(·), β1(·), · · · ,
bn−1(·), βn−1(·) ∈ B, to find bn(·), βn(·) ∈ B such that
Jn(bn, βn) = inf
b¯,β¯∈B
Jn(b¯, β¯). (4.34)
The derivation of the necessary condition for optimality of problem (4.34) is
similar to Section 3.2. Take the first variation of the cost functional with respect to








− ǫβ2∂y¯y¯βn + F2(y¯, bn, βn) = 0, (4.36)
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where






K2[V (K, Tn; b, β)− V ∗(K, Tn)]ψ (K, y¯, T ; b, β)dK,
and





K2[V (K, Tn; b, β)− V ∗(K, Tn)](
(f 2)′′βψ (K, y¯, Tn; b, β)− 2ρf 2f ′∂K (Kψ (K, y¯, Tn; b, β))
)
dK.
From the above two sections, we can recover b(·, ·), and β(·, ·) respectively. In this
section, we want to recover this two terms simultaneously using iterative method.
The algorithm is given as follows:
1. Choose a tolerance ε > 0 and an initial guess
bn,0(·) = bn−1(·), βn,0(·) = βn−1(·),
and set k = 1.
2. Solve for bn,k based on Eq. (4.35) given βn = βn,k−1.
3. Solve for βn,k based on Eq. (4.36) given bn = bn,k.
4. Let bn = bn,k, βn = βn,k, and stop if ‖bn,k(·) − bn,k−1(·)‖ < ε and ‖βn,k(·) −
βn,k−1(·)‖ < ε. Otherwise, set k = k + 1 and go to step 2.




Numerical Experiments and Market Tests
5.1 Numerical Experiments
To demonstrate the efficiency of our algorithm, we firstly carry out tests with exact
solutions. Here we take the case when f(y) =
√
y as example. For Tests 1 to
3, we denote the exact solution by b∗(·, ·), with which we solve (3.1)-(3.2) to get
V (x∗, y∗, t∗;Ki, Tn) for i = 0, 1, ..., NK, and n = 0, 1, ..., N , with fixed β and ρ. We
then treat V ∗(Ki, Tj) ≡ V (x∗, y∗, t∗;Ki, Tj) as the market prices of options that will
be used to recover b∗(·, ·) through our algorithm. We prescribe the true Neumann
boundary conditions when solving (3.29). The default values of parameters are given
as follows:
x∗ = 1, y∗ = 0.02, t∗ = 0, Kmin = 0.5, Kmax = 1.5, ymax = 0.1,
NK = 100, Ny = 50, r = 0.02, q = 0, ρ = −0.75, β(y) = 0.2√y,
ε = 2× 10−9, ǫ1 = 0, ǫ2 = 4× 10−5, κ = 2× 10−6. (5.1)
Test 1. b∗ = b∗(y¯).
We first consider a simple case in which b∗ is independent of time. We only need
the prices of options with one maturity T1 to calibrate. As a result, N = 1, and we
take T1 = 1/12. Two kinds of profiles for b are tested:
1. the mean-reverting drift term: b∗(y¯) = 2(0.08− y¯),
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2. the cubic drift term: b∗(y¯) = −1000(y¯ − 0.05)3.
The initial guess is set to be b0 (·) ≡ 0 in both cases. The results are presented in
Figures 5.1.1 and 5.1.2, respectively. It can be observed that the recovered values
coincide with the exact values perfectly.

































Figure 5.1.1: Recovery of the mean-reverting drift term. The left figure presents the
recovery result. The dotted line, the solid line, and the circles respectively represent
the initial guess b0(·) ≡ 0, the exact drift term b∗(y¯) = 2(0.08 − y¯), and the drift
term b(·) recovered by our algorithm from the option prices generated by b∗(·). The
right figure compares the implied volatilities associated with the exact drift term
(solid line) and the recovered drift term (triangles).





































Figure 5.1.2: Recovery of the cubic drift term. The left figure presents the recovery
result. The dotted line, the solid line, and the circles respectively represent the
initial guess b0(·) ≡ 0, the exact drift term b∗(y¯) = −1000(y¯ − 0.05)3, and the drift
term b(·) recovered by our algorithm from the option prices generated by b∗(·). The
right figure compares the implied volatilities associated with the exact drift term
(solid line) and the recovered drift term (triangles).
5.1 Numerical Experiments 59
Test 2. b∗ = b∗(y¯, T )
Now we examine the time-dependent case, where we use three months data, Ti =
i/12, i = 1, 2, 3. The exact value is set to be b∗(y¯, T ) = −1000(y¯−0.05)3/(1+10T ),
with which we generate the option prices as the market prices. We again use the
initial guess b0 (·) ≡ 0, and the results are shown in Figure 5.2. We can see that our
algorithm still performs very well.














































Figure 5.2: Recovery of the time-varying drift term. The initial guess b0(·) ≡
0. The dash-dotted, solid, and dashed lines correspond to the exact drift term
b∗(y¯, T ) = −1000(y¯ − 0.05)3/(1 + 10T ) with T = 1/12, 2/12, 3/12, respectively,
and the dots, triangles, and squares represent the drift terms b(·, 1/12), b(·, 2/12),
b(·, 3/12) recovered by our algorithm from option prices generated by b∗(·, ·).
Test 3. Stability with data
To investigate the stability of our algorithm, we add a white noise to the ‘observed’
data. The whole procedure is elaborated below. We consider the case in Test 1 with
the exact risk-neutral drift term b∗(y¯) = 2(0.08− y¯). As before we solve (3.1)-(3.2)
with b∗ (·) to get V (x∗, y∗, t∗;Ki, T1). For any i = 0, 1, ..., NK, we set






V (x∗, y∗, t∗;Ki, T1),
where ξi is a random variable drawn from the standardized normal distribution.
Then we use V ∗ (Ki, T1) to calibrate. As presented in Figures 5.3, the calibrated
result b(·) is a downward sloping linear function. Fitted by a straight line b(y¯) =
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α(θ − y¯), we get the reversion rate α = 2.051 and the long term mean θ = 0.076,
which are close to the exact value. The result verifies the stability of our algorithm.

































Figure 5.3: Stability analysis of the algorithm. The exact drift term is b∗(y¯) =
2(0.08− y¯). The left figure shows the calibration results, where the dotted line, the
solid line, and the circles respectively represent the initial guess b0(·) ≡ 0, the exact
drift term b∗(·), and the drift term b(·) recovered by our algorithm from option prices
generated by the exact drift term plus a white ‘noise’. The right figure presents the
option prices associated with the recovered drift term (solid line) and the noisy
option prices (dots).
Test 4. The convergence of the algorithm
As discussed in 3.2.2, the steepest descent method is applied to find the optimal
solution. To examine the convergence of the algorithm, we consider the case in Test
1. Figure 5.4 shows how ‖V (·, T1;Ki, T1) − V ∗(·, T1)‖2L2(R+) is minimized in the al-
gorithm, in which it takes 19 iterations.
In Tests 5 and 6, we fix b and ρ and use β∗(·, ·) to get V (x∗, y∗, t∗;Ki, Tn), which
is employed as the market price to recover β through the algorithm. The parameter
configuration is same as (5.1) except the following parameters:
ε = 10−6, ǫ1 = 0, ǫ2 = 10
−5, κ = 10−4, b(y¯, T ) = 2(0.08− y¯)/(1 + T ),









During the iteration procedure, the boundary conditions for βn,k are needed. We
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Figure 5.4: Convergence test of the algorithm. The exact drift term is b∗(y¯) =
2(0.08 − y¯). The figure shows how ‖V (·, T1;Ki, T1) − V ∗(·, T1)‖2L2(R+) is minimized
in the iteration.
use the exact boundary conditions:
βn,k(0) = β
∗(0, Tn), βn,k(ymax) = β
∗(ymax, Tn).
Test 5. β∗ = β∗(y¯, T ).
We test two kinds of profile for β corresponding to Heston model and Hull-White
model, respectively:
1. the Hull-White case: β(y¯, T ) = 0.2y¯/(1 + T ),
2. the Heston case: β(y¯, T ) = 0.2
√
y¯/(1 + T ).
For both cases, β0 (·) ≡ 0 is used as an initial guess. The results are presented in
Figures 5.5.1 and 5.5.2.
In Figure 5.5.1, the recovered β coincides with the exact β when β is linear with
respect to the variance y¯ as the Hull-White model. This case benefits from the
fixed derivative of β, so the term ǫ2‖∂y¯β¯(y¯)‖L2(·)2 in the cost functional is fixed and
therefore this term does not influence the accuracy of the algorithm. But in Figure
5.5.2, this regularization term is proportional to 1√
y¯
, so it is very large when y¯ is
close to 0, which leads the recovered result to obviously deviate from the exact value.
Test 6. The influence of the regularization parameters.
To examine the influence of the regularization parameters in our algorithm, we
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Figure 5.5.1: Recovery of Hull-White’s type diffusion term. The initial guess is
β0(·) ≡ 0. The dash-dotted, solid, and dashed lines correspond to the exact drift
term β∗(y¯, T ) = 0.1y¯/(1 + T ) with T = 1/12, 2/12, 3/12, respectively, and the
dots, triangles, and squares represent the drift terms β(·, 1/12), β(·, 2/12), β(·, 3/12)
recovered by our algorithm from option prices generated by β∗(·, ·).










































Figure 5.5.2: Recovery of Heston’s type diffusion term. The initial guess is
β0(·) ≡ 0. The dash-dotted, solid, and dashed lines correspond to the exact drift
term β∗(y¯, T ) = 0.1
√
y¯/(1+T ) with T = 1/12, 2/12, 3/12, respectively, and the dot-
s, triangles, and squares represent the drift terms β(·, 1/12), β(·, 2/12), β(·, 3/12)
recovered by our algorithm from option prices generated by β∗(·, ·).
test the recovery of β(y¯, T ) = 0.1
√
y¯ at T = 3/12 with regularization parameters
ǫ2 = 10
−5, 3 × 10−5, 10−4. Here the correlation coefficient is given by ρ = −0.5. As
shown in Figure 5.6, when the regularization parameter is smaller, the recovered
result is more accurate. But too small regularization parameter will cause the al-
gorithm unstable. Therefore, in our numerical and market tests, we choose these
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regularization parameters as small as enough to make sure the algorithm is stable
and accurate.


















ε2 =  10
−4




























Figure 5.6: Recovery of Heston’s type diffusion term with different regularization
parameters. The line with dots, triangles, and squares represent the drift terms
β(·, 3/12) recovered with regularization parameters ǫ2 = 10−5, 3 × 10−5, 10−4, re-
spectively.
Test 7. ρ∗ = ρ∗(T ).
In this test, we calibrate the correlation coefficient ρ(T ) for fixed b and β. The
setting of parameters is same as (5.1) except the following parameters.
ε = 10−4, ǫ1 = 0, κ = 10




















Two kinds of profile for ρ are tested:
1. ρ∗ (T ) = 3T − 1,
2. ρ∗ (T ) = 10(T − 1/2)2 − 0.9.
For all three cases, ρ0 = 0 is used as an initial guess. The results are presented in
Figures 5.7.1 and 5.7.2,respectively. It can be observed that the recovered values
coincide with the exact values perfectly.
As mentioned in Section 3.2, the implied volatility increases as a function of
the strike price K if ρ > 0 and decreases if ρ < 0. This skewness is alleviated
with the increasing of maturity T . In Figure 5.7.1, the exact ρ is negative initially
64 Chapter 5. Numerical Experiments and Market Tests
































T1 T2 T3 T4 T5 T6























T1 T2 T3 T4 T5 T6
Figure 5.7.1: Recovery of the upward correlation coefficient term. The first figure
presents the recovery result. The line represents the exact correlation coefficient
term ρ∗ (T ) = 3T − 1, and the dots represent the drift term ρ(·) recovered by our
algorithm from the option prices generated by ρ∗(·). The second figure shows the
implied volatilities associated with the exact correlation coefficient term (dash lines
with markers). The third figure shows the implied volatilities associated with the
recovered drift term (solid lines with markers).
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Figure 5.7.2: Recovery of the downward correlation coefficient term. The first figure
presents the recovery result. The line represents the exact correlation coefficient term
ρ∗ (T ) = 10(T − 0.5)2 − 0.9, and the dots represent the drift term ρ(·) recovered by
our algorithm from the option prices generated by ρ∗(·). The second figure shows
the implied volatilities associated with the exact correlation coefficient term (dash
lines with markers). The third figure shows the implied volatilities associated with
the recovered drift term (lines with markers).
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and increases to become positive. The corresponding implied volatility is decreasing
at first and then the skewness becomes alleviated, which is caused by two factors:
the maturity is larger and the ρ is increasing to be positive. The converse case is
shown in Figure 5.7.2, in which the exact ρ is a decreasing function with an initial
positive value. Note that the calibration of ρ is much easier than the calibration of
the other terms because in each step we get a number rather than a function. The
regularization term relating to space disappears. So the recovered ρ is very close to
the exact ρ. From Table 5.1, we can see that the relative errors are always less than
0.3% in both cases.
Maturity T (months) 1 2 3 4 5 6
Upward case (%)
True ρ -0.7500 -0.5000 -0.2500 0.0000 0.2500 0.5000
Recovered ρ -0.7500 -0.5001 -0.2501 -0.0002 0.2495 0.4996
Relative Error(%) 0.00 0.03 0.03 - -0.22 -0.08
Downward case (%)
True ρ 0.8361 0.2111 -0.2750 -0.6222 -0.8306 -0.9000
Recovered ρ 0.8361 0.2114 -0.2750 -0.6220 -0.8303 -0.8999
Relative Error (%) 0.00 0.12 -0.01 -0.04 -0.03 -0.01
Table 5.1: Numerical results for the calibration of time-independent local volatility
functions
5.2 Market Tests
We now test the performance of our algorithm with real market data. Here the
underlying asset is SPY, an exchange traded fund (ETF) on S&P 500 index. We use
the quoted prices of out-of-money options on SPY with maturities T1 = 20/04/2013,
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T2 = 18/05/2013, T3 = 22/06/2013, which are documented in Appendix.
1 All
quoted prices are at t∗ = 22/03/2013 when the SPY price is x∗ = 155.60. The
default parameter values are given as follows.2 In the following parameters, y∗ is
estimated from the square of VIX index of S&P 500. The value of y∗ will influence
the value of the recovered terms in the given model. But for different y∗, we can
always find optimal recovered terms to fit the curves of the market implied volatilities
well.
y∗ = 0.01, Kmin = 0.4x
∗, Kmax = 1.4x
∗, ymax = 0.1,
NK = 400, Ny = 100, r = 0.0025, q = [0, 0, 0.035], f(y) =
√
y,
κ = 10−2, ǫ1 = 0, ǫ2 = 5× 10−4x∗2, ε = 10−4.
Firstly we fix β(y¯, T ) = 0.5
√
y¯ and ρ = −0.95, and use the market data to recover
the drift term b. Compared with the numerical experiments presented in Section
5.1, the market tests do not provide information on the boundary conditions which















(ymax, Ti) = −4, i = 1, 2, 3.
Table 5.2 shows the recovered drift term b for Cases 1 and 2. For each case, the
recovered drift term can be fitted by three straight lines, that is,
b(y¯, Ti) = αi(θi − y¯), i = 1, 2, 3,
1Bid and ask prices are recorded if both exist, and we use their average as market prices for
calibration.
2The underlying pays a dividend during (T2, T3), so the dividend yield q is expressed as a vector.
3The solution to the calibration problem is not unique. We find that many boundary conditions
may work well.
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y¯ 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
Maturity T Recovered b in Case 1 (%)
T1 0.14 0.11 0.08 0.05 0.02 -0.01 -0.04 -0.07 -0.10
T2 0.03 0.00 -0.03 -0.06 -0.09 -0.12 -0.15 -0.18 -0.21
T3 0.13 0.10 0.07 0.04 0.01 -0.02 -0.05 -0.08 -0.11
Maturity T Recovered b in Case 2 (%)
T1 0.14 0.10 0.06 0.02 -0.02 -0.06 -0.10 -0.14 -0.18
T2 0.04 0.00 -0.03 -0.07 -0.11 -0.15 -0.19 -0.23 -0.27
T3 0.14 0.10 0.06 0.02 -0.02 -0.06 -0.10 -0.14 -0.18
Table 5.2: The recovered values of drift term b in Cases 1 and 2.
where
(α1, α2, α3) = (2.982, 2.986, 2.988), (θ1, θ2, θ3) = (0.0556, 0.0207, 0.0537),
for Case 1, and
(α1, α2, α3) = (3.982, 3.983, 3.982), (θ1, θ2, θ3) = (0.0450, 0.0212, 0.0460),
for Case 2.
It is interesting that the calibrated drift term exhibits the mean-reverting property
given such boundary conditions. Moreover, the slope of the drift term b(·, Ti) seems
to be determined by the boundary conditions. The implied volatilities computed
from the calibrated models are reported in Figures 5.9 and 5.10, from which we
can see that the recovered implied volatilities do not change much although the
recovered drift terms b in two cases are totally different.
Next, we recover the drift term b and diffusion term β simultaneously. The left
boundary condition of β can be given as Dirichlet condition β(0) = 0 since it holds
in both Heston’s model and Hull-White’s model. But the right condition is hard to
impose and this condition influences the shape of the recovered implied volatility.
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To solve this problem, we define β(y¯, T ) = u(y¯, T )
√
y¯ or w(y¯, T )y¯, and recover u or
w instead.
Case 3:




β(y¯, T ) = w(y¯, T )y¯.







(ymax, Ti) = 0, i = 1, 2, 3.






(ymax, Ti) = −4, i = 1, 2, 3.
Figure 5.12 shows the recovered implied volatilities and the market implied volatil-
ities. The recovered b and β are presented in Table 5.3. Drift term is fitted by a
straight line,
b(y¯, Ti) = αi(θi − y¯), i = 1, 2, 3,
where
(α1, α2, α3) = (4.000, 4.000, 3.999), (θ1, θ2, θ3) = (0.0461, 0.0111, 0.0542),
for Case 3, and
(α1, α2, α3) = (3.999, 3.999, 3.997), (θ1, θ2, θ3) = (0.0737, 0.0389, 0.0674),
for Case 4.
For Case 3 and Case 4, the recovered u(y¯) and w(y¯) are almost constant on each
maturity. Fit β(y¯, Ti) = γi
√
y¯ in Case 3 and β(y¯, Ti) = γiy¯ in Case 4, we can get
that
(γ1, γ2, γ3) = (0.8258, 0.5054, 0.8632),
5.2 Market Tests 69
y¯ 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
Maturity T Recovered b in Case 3 (%)
T1 0.14 0.10 0.06 0.02 -0.02 -0.06 -0.10 -0.14 -0.18
T2 0.00 -0.04 -0.08 -0.12 -0.16 -0.20 -0.24 -0.28 -0.32
T3 0.18 0.14 0.10 0.06 0.02 -0.02 -0.06 -0.10 -0.14
Maturity T Recovered β in Case 3 (%)
T1 0.08 0.12 0.14 0.17 0.18 0.20 0.22 0.23 0.25
T2 0.05 0.07 0.09 0.10 0.11 0.12 0.13 0.14 0.15
T3 0.09 0.12 0.15 0.17 0.19 0.21 0.23 0.24 0.26
Maturity T Recovered b in Case 4 (%)
T1 0.25 0.21 0.17 0.13 0.09 0.05 0.01 -0.03 -0.07
T2 0.12 0.08 0.04 -0.00 -0.04 -0.08 -0.12 -0.16 -0.20
T3 0.23 0.19 0.15 0.11 0.07 0.03 -0.01 -0.05 -0.09
Maturity T Recovered β in Case 4 (%)
T1 0.07 0.14 0.21 0.28 0.35 0.42 0.49 0.56 0.63
T2 0.04 0.09 0.13 0.18 0.22 0.27 0.31 0.36 0.40
T3 0.06 0.11 0.17 0.23 0.29 0.34 0.40 0.46 0.51
Table 5.3: The recovered values of drift term b and diffusion term β in Cases 3 and
4.
for Case 3, and
(γ1, γ2, γ3) = (7.0514, 4.4387, 5.7146),
for Case 4.
The convergence analysis of the market test
In section 4.3, we study how to recover two or more terms simultaneously using
iterative method. In case 3 and case 4, we calibrate the drift term b and the d-
iffusion term β alternatively until both of them converge. Figure 5.8 shows how
‖V (·, T1;Ki, T1) − V ∗(·, T1)‖2L2(R+) is minimized at the first maturity T1 in case 3
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and case 4, respectively. In case 3, it takes 6 iterations to recover b and β alterna-
tively and case 4 takes 10 iterations. From the figures, we can see that the errors of
the model price and the market price decrease largely in the first one or two rounds
of the recovery of b and β in both cases.
































Figure 5.8: Convergence analysis of the market test. The exact drift term is b∗(y¯) =
2(0.08− y¯). The red point means the end of each iteration of b or β.
Case 5: At last, we recover the drift term b and correlation coefficient ρ simultane-
ously, given the initial guess ρ0 = −0.95 and β = 0.8√y¯. The boundary conditions






(ymax, Ti) = −4, i = 1, 2, 3.
The comparisons between the recovered implied volatilities and the market implied
volatilities are presented in Figure 5.13. Table 5.4 shows the recovered drift term b
for Case 5. Drift term is fitted by a straight line,
y¯ 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
Maturity T Recovered b in Case 5 (%)
T1 0.15 0.11 0.07 0.03 -0.01 -0.05 -0.09 -0.13 -0.17
T2 -0.03 -0.07 -0.11 -0.15 -0.19 -0.23 -0.27 -0.31 -0.35
T3 0.21 0.17 0.13 0.09 0.05 0.01 -0.03 -0.07 -0.11
Table 5.4: The recovered values of drift term b in Case 5.
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b(y¯, Ti) = αi(θi − y¯), i = 1, 2, 3,
where
(α1, α2, α3) = (4.000, 4.001, 4.002), (θ1, θ2, θ3) = (0.0486, 0.0032, 0.0615).
The recovered correlation coefficient term is ρ(Ti) = ρi, i = 1, 2, 3, where
(ρ1, ρ2, ρ3) = (−0.943,−0.890,−0.999).
Table 5.5 shows the relative errors of the recovered implied volatilities in the market
tests. From the table, we can see that the relative errors in Case 3, Case 4, and
Case 5 can almost be controlled at under 5%. However, for Case 1 and Case 2, the
relative errors are very large especially for the in-the-money options. It is obvious
that the relative errors are smaller for the last three cases than those for the first
two cases, which indicates that the models in the last three cases can capture the
volatility skew better than the first two cases. It can be explained that both β and ρ
can adjust the skewness of the implied volatility while b can only adjust the highness
of the implied volatility, and therefore the recovered results are better if we calibrate
b and β (or ρ) simultaneously rather than calibrate b only.
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(Ymax, Ti) = −3, i = 1, 2, 3. The solid line and dots represent
the implied volatilities computed from the market prices and from the calibrated
stochastic volatility model, respectively.
5.2 Market Tests 73































































(Ymax, Ti) = −4, i = 1, 2, 3. The solid line and dots represent
the implied volatilities computed from the market prices and from the calibrated
stochastic volatility model, respectively.
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Figure 5.11: Market test for the calibration of drift term b and diffusion term
β = u
√











(Ymax, Ti) = 0, i = 1, 2, 3. The initial guess of u is 0.5. The solid
line and dots represent the implied volatilities computed from the market prices and
from the calibrated stochastic volatility model, respectively.
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Figure 5.12: Market test for the calibration of drift term b and diffusion term











(Ymax, Ti) = 0, i = 1, 2, 3. The initial guess of u is 0.5. The solid
line and dots represent the implied volatilities computed from the market prices and
from the calibrated stochastic volatility model, respectively.
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Figure 5.13: Market test for the calibration of drift term b and correlation coef-





(Ymax, Ti) = −4, i = 1, 2, 3. The initial guess of ρ is 0.95. The solid line and
dots represent the implied volatilities computed from the market prices and from
the calibrated stochastic volatility model, respectively.
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Strike price K/S∗ 0.90 0.93 0.95 0.97 1.00 1.02 1.05 1.08 1.10
Maturity T Calibrate b with Neumann boundary conditions −3 (%)
T1 -10.99 -7.87 -5.29 -2.65 1.25 3.24 2.60 - -
T2 -5.18 -2.81 -0.81 -0.56 0.38 0.77 -1.80 -6.80 -
T3 -2.74 -1.64 -0.62 0.20 -1.06 -0.75 -1.03 -4.20 -7.60
Maturity T Calibrate b with Neumann boundary conditions −4 (%)
T1 -11.36 -8.24 -5.61 -2.84 1.31 3.76 3.02 - -
T2 -5.89 -3.47 -1.32 -0.83 0.52 1.55 -0.71 -6.28 -
T3 -3.57 -2.34 -1.10 0.06 -0.72 0.18 0.44 -2.66 -6.64
Maturity T Calibrate b and β = u
√
y¯ (%)
T1 -3.77 -0.31 1.12 0.93 -0.44 -4.10 -2.03 - -
T2 -1.21 0.52 1.43 0.01 -1.20 -2.32 -2.82 -4.53 -
T3 -1.75 -0.99 -0.51 -0.39 -2.26 -1.93 -0.87 -1.65 -3.63
Maturity T Calibrate b and β = uy¯ (%)
T1 -2.65 0.46 1.64 1.07 0.83 1.16 1.68 - -
T2 -5.17 -0.40 1.57 0.61 0.57 1.80 1.43 -3.99 -
T3 -4.73 -2.49 -0.78 0.54 -0.08 1.47 3.08 1.26 -2.92
Maturity T Calibrated b and ρ (%)
T1 -4.05 -0.47 1.23 1.54 1.14 -1.00 0.80 - -
T2 -0.89 1.02 1.94 0.50 -0.12 0.95 2.73 0.38 -
T3 -0.48 0.30 0.74 0.87 -0.82 -0.01 1.74 1.47 -0.62




In this thesis, we propose a Tikhonov regularization approach to recover the cor-
relation coefficient term, the risk-neutral drift term, and the diffusion term of the
volatility or variance process in the stochastic volatility model from the options mar-
ket. In contrast to the existing literature, these terms do not need to possess any
special structure or analytical pricing formulas when European options are unavail-
able. We first present a modified Dupire’s equation associated with the stochastic
volatility models, which allows the calibration problem to be formulated as a stan-
dard inverse problem of partial differential equations. The Tikhonov regularization
approach is then used to recover the respective three terms.
Provided as a function of variance and time, the risk neutral drift term of volatil-
ity b is first identified. Different from the other terms in the stochastic volatility
model, the drift term changes from the real world to the risk neutral world. This
term cannot be estimated by the historical underlying stock prices whereas the risk-
neutral drift term must be recovered from the options markets. To recover this
term using the Tikhonov regularization method, we construct a cost function that
includes regularization terms. A necessary condition is derived that the optimal
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solution must satisfy. We further simplify the necessary condition
ǫb1∂T b− ǫb2∂yyb+ F1(y, T ; b) = 0, (6.1)
where






K2[V (K, T )− V ∗(K, T )]ψ (K, y, T ; b) dK.
We then propose a gradient descent algorithm to numerically find the optimal solu-
tion. This algorithm can be applied to calibrate general stochastic volatility models.
An extensive numerical analysis is presented to demonstrate the efficiency of the nu-
merical algorithm. Moreover, we find that the variance process of the S&P 500 index
recovered from the options market is indeed linearly mean-reverting.
The calibration of the diffusion term of the volatility β is similar to that of the
drift term b. We also suppose that β depends on variance and time. To minimize
the cost function in relation to the diffusion term, the simplified necessary condition
is given by
ǫβ1∂Tβ − ǫβ2∂yyβ + F2(y, T ; β) = 0, (6.2)
where





K2[V (K, T ; β)− V ∗(K, T )](
(f 2)′′βψ (K, y, T ; β)− 2ρf 2f ′∂K (Kψ (K, y, Tn; β))
)
dK.
The market test shows that the recovered results are good enough in both cases when
the diffusion term of the variance is proportional to the volatility and variance.
Different from the drift term and the diffusion term of the volatility which depend
on the variance and time, the correlation coefficient term ρ is assumed to be a
function of time, which simplifies the calibration of ρ because the cost function does
not include the regularization term in regard to space. However, it is worthwhile to
point out that this term plays an important role in the stochastic volatility model. It
is found that ρ affects the shape of the implied volatility surface, which is an indicator
81
of the option market price. Therefore, it is necessary to recover this correlation
coefficient term, especially with respect to the time structure. Similar to the recovery
of b and β, the Tikhonov regularization method is used to find the correlation
coefficient term. The simplified necessary condition of the optimal solution is given
by the following equations:
ǫρ1ρ
′(T ) + F3(T ; ρ) = 0, −1 < ρ(T ) < 1,
ǫρ1ρ
′(T ) + F3(T ; ρ) ≤ 0, ρ(T ) = 1,
ǫρ1ρ
′(T ) + F3(T ; ρ) ≥ 0, ρ(T ) = −1,
(6.3)
where









The market test of the S&P 500 index shows that the correlation coefficients between
a stock return and its volatility are always close to −1, which indicates that the stock
returns of the S&P 500 index and their volatility are negatively correlated.
The numerical results show that the accuracy is better when the regularized
parameters are smaller. Especially, if ǫρ1 = 0, the recovered ρ(T ) is the same as the
the true value, which verifies the accuracy of the algorithm. The stability of the
algorithm also depends on the regularized parameter. It is found that the smaller
the parameter is, the worse the stability is. Similar to the results of Jiang and Bian
(2012), a tradeoff exists between the stability and accuracy of the model, which
makes the choice of the regularized parameter somewhat difficult.
As discussed in Chapter 1, one of the major contributions of this thesis is the
derivation of the necessary conditions for the three terms in the general stochas-
tic volatility model. Because the simplified necessary conditions for b and β are
parabolic equations, the boundary conditions are required in the numerical algo-
rithm. Although it is verified that both the Dirichlet condition and the Neumann
condition work well in the algorithm, neither condition can be obtained from the
market data. In some situations, the boundary conditions significantly affect the
82 Chapter 6. Conclusion
calibration results. However, in this thesis, the boundary conditions are given by
prior estimation instead of taking into account how to choose the best conditions.
Further research is therefore needed to consider the choice of the boundary condi-
tions. Despite this limitation, it is noted that in all cases the option prices generated
from the stochastic volatility model with the recovered terms coincide very well with
the market prices of options. Furthermore, this algorithm can be extended to more
sophisticated models, such as the stochastic-local volatility model and the stochastic
volatility model plus jump. The general model can also fit more market options and
it would be interesting to study the calibration problem in these models.
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Appendix: Market Data
Strike Bid Ask Strike Bid Ask Strike Bid Ask
Put
132 0.05 0.06 133 0.05 0.07 134 0.05 0.07
135 0.06 0.08 136 0.07 0.09 137 0.08 0.10
138 0.10 0.12 139 0.11 0.13 140 0.14 0.15
141 0.14 0.17 142 0.17 0.20 143 0.20 0.22
144 0.23 0.26 145 0.28 0.31 146 0.33 0.35
147 0.37 0.42 148 0.47 0.50 149 0.59 0.60
150 0.70 0.73 151 0.85 0.86 152 1.00 1.03
153 1.21 1.24 154 1.46 1.50 155 1.80 1.81
Call
156 1.81 1.83 157 1.28 1.30 158 0.83 0.88
159 0.50 0.53 160 0.30 0.33 161 0.15 0.18
162 0.07 0.10 163 0.03 0.05 164 0.01 0.04
Table 1: Quoted prices of out-of-the-money put and call options on SPY recorded on 22/03/2013: Expire at
20/04/2013.
Strike Bid Ask Strike Bid Ask Strike Bid Ask
Put
120 0.04 0.06 121 0.04 0.07 122 0.05 0.08
123 0.05 0.09 124 0.07 0.09 125 0.08 0.10
126 0.09 0.11 127 0.11 0.12 128 0.12 0.13
129 0.12 0.15 130 0.14 0.16 131 0.15 0.18
132 0.17 0.20 133 0.19 0.22 134 0.21 0.24
135 0.24 0.27 136 0.26 0.31 137 0.30 0.32
138 0.31 0.36 139 0.35 0.40 140 0.44 0.45
141 0.45 0.50 142 0.51 0.56 143 0.61 0.63
144 0.68 0.71 145 0.78 0.80 146 0.86 0.91
147 0.97 1.03 148 1.10 1.16 149 1.30 1.32
150 1.48 1.50 151 1.67 1.71 152 1.92 1.94
153 2.18 2.20 154 2.45 2.50 155 2.81 2.84
Call
156 2.87 2.90 157 2.30 2.35 158 1.80 1.83
159 1.36 1.39 160 0.98 1.03 161 0.69 0.74
162 0.47 0.51 163 0.30 0.35 164 0.19 0.23
165 0.14 0.15 166 0.08 0.11 167 0.05 0.08
168 0.04 0.06 169 0.02 0.05 170 0.02 0.04
Table 2: Quoted prices of out-of-the-money put and call options on SPY recorded on 22/03/2013: Expire at
18/05/2013.
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Strike Bid Ask Strike Bid Ask Strike Bid Ask
Put
99 0.01 0.04 100 0.01 0.04 101 0.01 0.05
102 0.02 0.05 103 0.02 0.05 104 0.02 0.06
105 0.03 0.06 106 0.03 0.06 107 0.04 0.07
108 0.04 0.07 109 0.05 0.08 110 0.06 0.08
111 0.06 0.09 112 0.07 0.10 113 0.08 0.11
114 0.09 0.12 115 0.10 0.13 116 0.11 0.14
117 0.12 0.15 118 0.13 0.16 119 0.14 0.18
120 0.17 0.19 121 0.17 0.21 122 0.19 0.23
123 0.20 0.25 124 0.22 0.27 125 0.24 0.29
126 0.27 0.31 127 0.29 0.34 128 0.32 0.37
129 0.35 0.40 130 0.39 0.43 131 0.42 0.47
132 0.48 0.51 133 0.50 0.56 134 0.55 0.60
135 0.60 0.64 136 0.66 0.71 137 0.72 0.78
138 0.79 0.85 139 0.87 0.93 140 0.95 1.02
141 1.05 1.11 142 1.17 1.18 143 1.27 1.34
144 1.40 1.47 145 1.54 1.61 146 1.69 1.77
147 1.86 1.96 148 2.05 2.14 149 2.25 2.36
150 2.50 2.59 151 2.73 2.85 152 3.02 3.13
153 3.33 3.44 154 3.67 3.79 155 4.10 4.17
Call
156 3.73 3.82 157 3.16 3.25 158 2.64 2.73
159 2.18 2.28 160 1.76 1.85 161 1.40 1.48
162 1.08 1.16 163 0.82 0.90 164 0.63 0.69
165 0.45 0.52 166 0.33 0.39 167 0.24 0.29
168 0.18 0.22 169 0.13 0.17 170 0.09 0.13
171 0.07 0.09 172 0.05 0.08 173 0.04 0.07
174 0.02 0.06 175 0.02 0.05 176 0.01 0.05
177 0.01 0.04 178 0.01 0.04 179 0.01 0.03
Table 3: Quoted prices of out-of-the-money put and call options on SPY recorded on 22/03/2013: Expire at
22/06/2013.
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