Abstract-This letter investigates the boundary feedback control for a class of semi-linear hyperbolic partial differential equations with nonlinear relaxation, which is local Lipschitz continuous with a stable matrix structure. A sufficient condition in terms of linear inequalities is developed for the existence of global Cauchy solutions and the exponential stability by seeking a balance between the relaxation term and the boundary condition. These results are illustrated with an application to the boundary feedback control for a class of hyperbolic Lotka-Volterra models.
I. INTRODUCTION

B
OUNDARY feedback control is central for the stabilization of hyperbolic PDEs (partial differential equations). We are particularly focused on the influence of source terms on the design of boundary conditions. This problem has gained substantial interest since many engineering or physical processes may be represented by hyperbolic PDEs, such as Saint-Venant equation for open channels [7] , Euler equation for gas pipes [9] , and Aw-Rascle equation for traffic [2] . Some significant contributions have been given in this field. A general condition using an assumption on the linear source term to be marginally diagonally stable is proposed in [6, Th. 2] . For the linear 2 × 2 hyperbolic case a less restrictive sufficient condition is proposed in [3] . Strict Lyapunov functions can be defined to get input-to-state stability for timevarying linear hyperbolic PDEs with relaxation as presented in [14] . Recently, [10] derives a new stabilization result by exploiting the relaxation structure. A constructed linear Lyapunov function is presented in [17] for the positive linear hyperbolic systems. All these works investigate the boundary contractive conditions as in [4, Th. 5.4] . However, as mentioned in [13] , the source terms may be beneficial to the stability of hyperbolic PDEs and allow to construct the non-contractive boundary conditions.
In this letter, we consider a special class of semi-linear hyperbolic PDEs with nonlinear relaxation. This relaxation nonlinearity can be seen as a Lotka-Volterra type nonlinear coupling, as for instance in the models of biological networks [12] , plug flow reactors [1] and Raman amplifiers [8] . The first contribution of this letter is the local existence of the classical solutions even if the nonlinear relaxation is only local Lipschitz continuous. We prove that the solutions of the Cauchy problem are bounded in L 2 -norm. The second contribution is the linear inequality conditions for the exponential stability. More precisely, this sufficient condition depends on the balance between the relaxation term and the boundary conditions of the semi-linear hyperbolic PDEs. This is proved by designing the strictly Lyapunov function with the weighting parameters that are not restricted to be positive. Numerical computing of the inequality conditions is discussed by combining the bounded line search and the polytopic embedding techniques.
Moreover, the boundary feedback control is applied to stabilize the hyperbolic Lotka-Volterra model in which the boundary conditions are the power function type. Theoretical contributions guarantee the exponential convergence of the semi-linear hyperbolic model, even though under the nonconstructive boundary conditions. This letter is organized as follows. The class of the semilinear hyperbolic systems with the nonlinear relaxation is given in Section II. In Section III, our main result on the sufficient condition for the exponential stability is derived. The global existence of the classical Cauchy solution also is presented. Numerical computation of the conditions is discussed in Section IV. Finally, in Section V, the boundary feedback control of the hyperbolic Lotka-Volterra model is presented.
Notation: R + , R n and R n×n are the set of non-negative reals, n-order vectors and n-order matrices. A matrix (vector)
A with entries in R + is called non-negative and is denoted as A 0. It is said to be positive, A 0, if all entries are positive. The expression A B, indicate the difference A − B is non-negative. The term non-positive, negative are defined analogously as and ≺. λ max (A), ρ(A) stand for the largest real parts of eigenvalues and the spectral radius of A. Given a function g:
where |·| is the Euclidean norm in R n . We call L 2 (0, 1) the space of all measurable functions g for which g L 2 < ∞.
II. SEMI-LINEAR HYPERBOLIC SYSTEMS WITH NONLINEAR RELAXATION
Consider a class of semi-linear hyperbolic systems with relaxation
where
. . , λ n }, with λ i < 0 for i ∈ {1, . . . , m} and λ i > 0 for i ∈ {m + 1, . . . , n}. For the relaxation term, matrix M ∈ R n×n and nonlinear function
We use the notation ξ
In addition, we consider the following boundary condition
where G ∈ R n×n . Let us introduce the matrices G −− in
We shall consider the initial condition given by
for a given function ξ 0 ∈ L 2 (0, 1).
R n ) with compact support and satisfying
The global Lipschitz properties of the nonlinear relaxation guarantee the well-posedness of the global solution to the Cauchy problem (1)-(3), i.e., T = ∞. While, if f is only locally Lipschitz continuous, such as f (ξ ) = e ξ or f (ξ ) = ξ p with p > 1, the solution may blow up in finite time. In this case, we have the following results (see [5] for a well-posedness result on semi-linear hyperbolic systems and [4, Appendix B] for the quasi-linear case).
Theorem 1: If the nonlinear relaxation f is locally Lipschitz continuous, then there exists δ > 0 such that for every
with the property that either T = ∞ or T < ∞ and
From Theorem 1 it follows that the Cauchy problem (1)- (3) has a unique local solution. Given an initial condition ξ 0 , to prove that the solution to (1)- (3) locally defined on [0, T) is maximally defined on [0, ∞), it is sufficient by Theorem 1, to prove that sup t∈[0,T) ξ(t) L 2 is bounded uniformly with respect to T. This is indeed the case, as soon as G and M have some stable structures, as proved in the next section.
The definition of the local exponential stability of system (1)- (3) is as follows.
Definition 2: The steady-state ξ = 0 of system (1)- (3) 
for all t ∈ [0, ∞) and every initial condition ξ 0 satisfying ξ 0 L 2 ≤ δ. After the previous result on the local unique solution, a constructed Lyapunov function is used in the next section to study both the global existence of the Cauchy problem and the exponential stability of system (1)- (3).
III. GLOBAL EXISTENCE AND BOUNDARY STABILITY
OF SEMI-LINEAR HYPERBOLIC SYSTEMS We start this section by giving an assumption on the structure of the boundary condition matrix and relaxation. Denote the weighting matrix
Assumption 1: We assume in system (1)- (3), M := (m ij ) is a Metzler matrix and G := (g ij ) 0.
Theorem 2: Suppose the system (1) fulfills Assumption 1.
then the following properties hold:
• [Exponential stability] The steady-state ξ = 0 is locally exponentially stable for system (1)- (3), and moreover a (local) Lyapunov function is given by
with
Proof: Let us remark that V of (12) is a continuous function of t by (5) . In order to prove Theorem 2, pick δ > 0 given by Theorem 1, such that a solution to (1)- (3) 
Then, integrating by parts, and because
Under the boundary condition (2), we havė
Here, P ∓ contain the corresponding m and n − m diagonal entries of P, i.e., P = diag{P − , P + }.
Multiplying e μ > 0 on one side of inequalities (7) and (8), we have Since M is a Metzler matrix and ξ i f i (ξ i ) > 0, for all ξ i = 0, using Jensen inequality, we obtain the estimatė
Finally, it follows from (14), (15) and (17) that the timederivative of V satisfiesV
On the other hand, by remarking the definition of V, there exist α > 0, β > 0 (depending on P, , and μ) such that
The remaining part of the proof of Theorem 2 is split into two parts: 1) the Cauchy problem has a global solution, 2) the system is locally exponentially stable. Let ξ ∈ C 0 ([0, T); L 2 (0, 1)) be the maximal solution of the Cauchy problem (1)-(3). Using estimates (18) and (19) for all t ∈ [0, T), we get that
as soon as the L 2 -norm of ξ 0 is less than δ. Then, using (20) and Theorem 1, we have that T = ∞. This completes the proof of Theorem 2. Remark 1: Variable μ of inequalities (7)- (9) might be positive or negative, based on the boundary condition matrix G is contractive or not, which also explores the central idea of seeking a balance between the boundary condition and the relaxation. This is essential for the stability of the semi-linear hyperbolic systems.
Without a priori Assumption 1, let us deduce a corollary from the previous result.
To do that, define the auxiliary source matrixM = (m il ) withm ii = m ii andm ij = |m ij |, for j = i, and boundary condition matrixḠ = (ḡ ij ) withḡ ij = |g ij | for all i, j = 1, . . . , n, respectively. Thus,M is a Metzler matrix and G is a non-negative matrix.
Corollary 1: If there exist positive vectors θ 0, b 0, and a constant μ ∈ R, such that the following linear inequalities hold:
for all x ∈ (0, 1), then the global Cauchy solutions of (1)- (3) exist and the steady-state ξ = 0 is exponentially stable for system (1)- (3) . Proof: Here, we also consider the Lyapunov function V of (12), besides the time-derivative (14) still holds. Since the symmetric matrix (e μ G) P(e μ G) ≤ (e μḠ ) P(e μḠ ) ≤ P holds, we obtainV 1 ≤ 0.
On the other hand, linear inequalities (23) and (24) Therefore, the conditions (7)- (10) for system (1)-(3) are deduced from (21)-(24) directly.
This concludes the proof of Corollary 1.
IV. COMPUTATIONAL ASPECTS
Since inequality (10) of Theorem 2 involves the spatial variable, the number of inequality constraints is infinite. In this section, we develop some numerically computational conditions by integrating the bounded line search with the polytopic embedding.
Four vertical diagonal matrices E i , i = 1, 2, 3, 4, are defined as E 1 = I n , E 2 = e 2μ I n ,E 3 = diag{I m , e 2μ I n−m },E 4 = diag{e 2μ I m , I n−m }, respectively. This concludes the proof of Proposition 1. We define
Proposition 2: Let μ ∈ R, inequalities (7)-(10) of Theorem 2 are all satisfied, only if μ m < μ ≤ μ g .
Proof: Since | | −1 M − 2μI n also is a Metzler matrix and there exists a positive vector θ such that the linear inequality (9) holds, then matrix | | −1 M − 2μI n is Hurwitz. Hence, the inequality μ > On the other hand, since matrix G 0 and vector b 0, inequality condition (7) holds only if μ ≤ − ln g ii , for all
This concludes the proof of Proposition 2. 
hold, for all i = 1, 2, 3, 4, then inequalities (7)- (10) of Theorem 2 are satisfied for all x ∈ (0, 1). Proof: The proof directly follows the results of Propositions 1 and 2.
Remark 2: Based on the polytopic embedding method, Proposition 3 provides a numerical algorithm for solving the infinite-dimensional linear inequalities (7)- (10) 
where 
Furthermore, let ξ i = y i − y * i , y * i = ln w * i , one can obtain the hyperbolic model
for all i = 1, . . . , n, where f i :ξ i → exp(ξ i + ln w * i ) − w * i . Then we are going to show how the boundary condition might be applied to stabilize the hyperbolic Lotka-Volterra model (31). The candidate boundary feedback strategies are considered as the power function type depending on the sign of the characteristic speeds.
For i = 1, . . . , m, and for i = m + 1, . . . , n,
with feedback gains g ij ∈ R, for all i, j = 1, . . . , n. Consequently, for the nominal system (33), we have the corresponding boundary condition as
The boundary feedback control (34)- (35) is now tested with some numerical simulations to illustrate our theory.
We consider a 2 × 2 model with two characteristic speeds λ 1 = −3, λ 2 = 5, and the model entries as given as c 1 = c 2 = 2, m 11 = −4, m 12 = 1, m 21 = 3, m 22 = −2. In this case, the steady-state is obtained by (w * 1 , w * 2 ) = (1.2, 2.8). Firstly, a non-dissipative condition matrix is considered as To numerically compute the solutions of system (31), (34), and (35), let us discretize them using a two-step variant of the Lax-Wendroff method in [15] . We select the following initial deviations w 0 (x) from the steady-state (w Figs. 1 and 2 show the time evolution of components w 1 and w 2 , respectively. It is observed that w 1 , w 2 both converge to their steady-state w * 1 = 1.2, w * 2 = 2.8 as time increases, as expected from Theorem 2.
In the other simulation, we consider a hyperbolic system with a marginally stable relaxation matrix and a dissipative boundary condition matrix. In this case, the model entries are The above two simulations show an interesting result that the nonlinear relaxation might be beneficial (as μ < 0) to the boundary feedback control of the semi-linear hyperbolic systems, by a stable matrix structure, and the strictly contractive boundary condition is not necessarily required.
VI. CONCLUSION
This letter is concerned with a class of semi-linear hyperbolic PDEs. The global existence of the classical solution is given and the sufficient conditions are derived for the local exponential stability as the boundary condition matrix and the relaxation matrix have the stable structures. The boundary feedback control is applied to stabilize a class of hyperbolic Lotka-Volterra model. Future work will be devoted to the study of hyperbolic balance laws with a general relaxation, in which the sumsof-square programming method in [11] can be used for the numerical computation.
