Turing Machines (TMs) are the canonical model of computation in both computer science and physics. We derive fundamental bounds on the minimal thermodynamic costs that must be incurred when running a TM. We consider two different physical realizations of a TM. The first realization is designed to be thermodynamically reversible when fed with random input bits. The second realization is designed to generate less heat, up to an additive constant, than any other realization allowed by the laws of physics, assuming that the "physical Church-Turing thesis" holds. For each realization, we consider three different thermodynamic costs: (1) the heat generated when the TM is run on different inputs, which we refer to as the "heat function"; (2) the minimum heat generated when a TM is run with an input that results in some desired output, which we refer to as the "thermodynamic complexity" of the output (in analogy to the Kolmogorov complexity); (3) the expected heat generated when a TM is run on a distribution of inputs. We show that for both realizations of a computationally universal TM, the thermodynamic complexity of any desired output is bounded by a constant. This contrasts with conventional Kolmogorov complexity, which is an unbounded function. At the same time, we show that the expected value of the thermodynamic Kolmogorov complexity is infinite. Finally, we uncover a fundamental trade-off between the heat generated by a realization of a TM and the Kolmogorov complexity of the realization's heat function.
I. INTRODUCTION

A. Physics and Turing machines
In recent times, there has been dramatic progress in nonequilibrium statistical physics, in particular the development of stochastic thermodynamics and trajectory-based thermodynamics [1, 2] . These developments permit one to quantify heat, work, entropy production, and other thermodynamic properties of individual trajectories explored by a stochastic, far-from-equilibrium system. These developments have also deepened our understanding of the relationship between statistical physics and information-processing. This relationship has generated great interest among physicists for over half a century [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] , following Landauer's argument that any physical system which erases a bit of information must release at least kT ln 2 of heat [18] [19] [20] [21] [22] [23] . Recent work in stochastic thermodynamics has placed the analysis of bit erasure on a fully formal footing [24] [25] [26] . It has also opened rich new avenues of research on the relationship between statistical physics and computation, extending well beyond the specific issue of the minimal heat generated by erasure [27] [28] [29] [30] [31] [32] [33] .
In this paper we extend this line of research by deriving new results on the thermodynamic cost of performing computations with Turing machines (TMs). A TM is an abstraction of a conventional computer which runs programs written in conventional programming languages (C, Python, etc.) [34] [35] [36] [37] [38] [39] . Like a computer, a TM reads an input string of arbitrary length (a "program") and then keeps on running until it produces an output string. Moreover, in the same way that any modern computer can simulate the running of arbitrary programs on other computers, there exist an important class of TMs called universal Turing Machines (UTMs), each of which is able to simulate the operation of any other TM. * Complexity Science Hub, Vienna; Arizona State University TMs are a keystone of the theory of computation, as well as mathematics more broadly [40] . Their importance is partly due to the celebrated Church-Turing thesis, which postulates that anything that can be computed by a discrete sequence of formal operations can also be computed by a TM [41, 42] . For this reason, in computer science a function is called computable if and only if it can be carried out by a TM. TMs also play central roles in several foundational issues that lie at the intersection of mathematics and philosophy, such as P ? = NP, and Gödel's incompleteness theorems [43] .
One of the most important concepts in the theory of TMs is the Kolmogorov complexity function. Loosely speaking, the Kolmogorov complexity of a string y, written as K(y), is the length of the shortest input program which causes some fixed UTM U to produce y as the output.1 K(y) captures the amount of randomness in the string y, because a string y with a non-random pattern can be produced by a short input program, even if y itself is long. For example, the string containing the first billion digits of π can be generated by running a very short program. On the other hand, for a random string y without any patterns, the shortest program that produces y is a program of the type "print 'y'", which is about the same length as y. The study of Kolmogorov complexity and related concepts is known as Algorithmic Information Theory (AIT) [36, 37, 44] . Importantly, it has been shown that there are deep relationships between Kolmogorov complexity and Shannon entropy [36, 45] .
TMs and AIT plays important roles in many facets of modern physics. By formally defining the difference between "easy" and "hard" computational problems, TMs play a major role in recent work on information processing in quantum mechanical systems [46, 47] and quantum computation [48] [49] [50] .
1In Section II B we introduce TMs in a fully formal manner. There we also show that the choice of the UTM U is irrelevant for most analyses involving Kolmogorov complexity. As a result, we will typically leave U implicit here.
There has also been some speculative, broader-ranging work on whether the foundations of physics may be restricted by some of the properties of TMs [51, 52] . In addition, there has also been extensive investigation of the so-called "physical Church-Turing thesis", which hypothesizes that all functions that can be implemented by physical systems can be computed with TMs [53] [54] [55] [56] . This thesis has inspired research on the possibility that there exist (classical or quantum) "hypercomputational" physical systems, which can implements functions that are not computable with TMs [46, [57] [58] [59] [60] [61] [62] . Finally, there have been a number of papers specifically analyzing the thermodynamic properties of physical systems that implement TMs, including some that make use of AIT, which we discuss in more detail below.
In this paper we extend this previous work on the thermodynamics of TMs by using the techniques of modern nonequilibrium statistical physics. We imagine a physical system that is coupled to a heat bath and evolves under the influence of a driving protocol [1, 26, 63] . We identify the physical states of the system with the logical states of some TM. In this way, each individual trajectory over the state space of the physical system corresponds to a computational trajectory over the logical state space of the TM, which takes the initial state of the TM to its final output state. We then employ the formalism of trajectory thermodynamics to analyze the thermodynamic properties to such physical trajectories. We refer to a specific physical process that implements a given TM as a (physical) realization of that TM. There are many processes that are realizations of the same TM, all which can have different thermodynamic properties from one another.
In this paper we consider two types of physical realization. For each realization, we investigate three thermodynamic quantities:
(1) The amount of heat that is generated by running the realization of a given TM on each possible input x. We refer to the mapping from inputs to heat values as the heat function of the realization, and write it as Q(x).
(2) The minimal amount of heat generated by running the realization of a given TM on any input that results in that TM producing a desired output y. Here we assume that the TM is universal (so that it can in principle produce any output). Note that this second quantity is a function of the output of a UTM, rather than of its input. This quantity, which we call the thermodynamic complexity of y, can be viewed as a thermodynamic analogue of conventional Kolmogorov complexity, which is defined in terms of the minimal length (rather than minimal heat) of any input program that computes y.
(3) The expected heat Q generated by the realization of a TM, evaluated for the distribution over input programs that minimizes entropy production (EP).
The first realization we consider is called the coin-flipping realization of a universal TM. The coin-flipping realization is explicitly constructed to be thermodynamically reversible (that is, to generate zero EP) when input programs are IID sampled from the "coin-flipping" distribution p(x) ∝ 2 −ℓ(x) , where ℓ(x) indicates the length of string x. This input distribution arises by feeding random bits into a UTM (hence the name), and plays a fundamental role in AIT.
We show that the heat function of the coin-flipping realization of a UTM U is given by
where U (x) is the output of U on input x, and we use standard asymptotic notation, so that O(1) indicates equality up to an additive constant.2 Eq. (1) tells us that, up to an additive constant, the heat generated by running input x is the excess length of the input program x, over and above the length of the shortest program that produces the same output as x does. It follows from Eq. (1) that if no program shorter than x produces the same output that x does, then Q coin (x) = O(1). This means that in principle one can produce any desired output y for an amount of heat that is bounded by a constant that does not depend on y, by running the shortest input program x that produces y as output. So the thermodynamic complexity for the coin-flipping realization is a bounded function, unlike Kolmogorov complexity, which as mentioned is an unbounded function. On the other hand, we also show that even though the heat necessary to run the UTM on any given input x is finite, the expected heat Q generated by the coin-flipping realization is infinite when inputs x are sampled from the coin-flipping distribution.
The second realization we construct is motivated by the physical Church-Turing thesis. Note that the heat function Q of a given realization reflects a concrete and measurable property of that realization. Under some interpretation of the physical Church-Turing thesis [42, 64] , the heat function of any physical realization allowed by the laws of physics must itself be a computable function. In other words, for any realization allowed by the laws of physics, there must be a TM that produces the value of Q(x) given any desired input x. A somewhat weaker interpretation states that the heat function must be (upper) semicomputable. As explained in detail below, a semicomputable heat function is one that can be approximated arbitrarily well from above by some sequence of computable functions, even if that heat function itself cannot be exactly computed by any TM.
The second physical realization we construct is a special semicomputable realization, which we call the dominating realization. The heat function of the dominating realization of a TM T is given by
where K(x|T (x)) is a variant of Kolmogorov complexity, called "conditional Kolmogorov complexity", which we discuss below. As we show, the heat generated by the dominating realization of a TM T when run on any input x is smaller than the heat generated by running any other semicomputable realization of T on x, up to an additive constant. Formally,
where Q is any heat function of a semicomputable realization of T .3 This result concerning the dominating realization holds whether or not T is a UTM. If in fact T is a UTM, the minimal heat (over all possible inputs) required by a dominating realization in order to produce an arbitrary given output y is well-defined. Thus, the thermodynamic complexity of y for the dominating realization is bounded by a constant that is independent of y, just like for the coin-flipping realization. Moreover, for the dominating realization there is a simple scheme to choose an input x that will produce some desired output y with a bounded amount of heat. This differs from the coin-flipping realization, where one must know the shortest program that generates y in order to produce y with a bounded amount of heat (finding the shortest program to produce a given output y is in general not computable).
We also consider the expected heat that is generated by the dominating realization, given some distribution over input programs. A natural input distribution to consider is the distribution which minimizes the entropy production of the dominating realization. As for the coin-flipping realization, we show that the expected heat is infinite for a dominating realization of a UTM, if its inputs are sampled from its minimal entropy production input distribution.
We must be careful in interpreting these results concerning the dominating realization. Strictly speaking, Eq. (3) tells us that Q dom , the heat function of the dominating realization a of TM T , is smaller than the heat function Q of any alternative semicomputable realization of T , up to an additive constant that does not depend on x. It turns out, however, that this additive constant depends on the particular alternative realization of T , i.e., it changes as one considers different Q. In fact, for a given alternative realization, that additive constant can be arbitrarily large and negative. This means that for any fixed input program x, there exist alternative realizations that generate arbitrarily less heat than the dominating realization on input x. However, as we show, this additive constant is lower bounded by the (negative of the) Kolmogorov complexity of the alternative realization's heat function Q. So there is a tradeoff between heat and complexity, in that any semicomputable realization can only improve upon the dominant one by having a heat function with high complexity. An interesting topic for future research is whether a realization that has a heat function with high Kolmogorov complexity must correspond to process that is "physically complex" (e.g., by having Hamiltonians with many-body interactions, etc.).
B. Prior work on thermodynamics of TMs
Some of the earliest work on the thermodynamics of TMs focused on TMs with deterministic and logically-reversible 3Note that generating minimal heat is different from generating minimal EP. For example, the coin-flipping realization is thermodynamically reversible for some specific distribution over inputs, and thus generates zero EP, but that does not mean that it requires a minimal amount of heat to run it on some specific input. dynamics [65, 66] . Logically reversible TMs can perform computations without generating any heat or entropy production, at the cost of having to store additional information in their output, which non-logically reversible TMs do not need to store. Due to the thermodynamic costs that would arise in re-initializing that extra stored information, there are subtleties in calculating the thermodynamic cost of running a "complete cycle" of any logically reversible TM. (See [25, 28, 67] for a discussion of the modern understanding of the relationship between thermodynamic and logical-reversibility.) More generally, logically reversible TMs form a special subclass of TMs, and require special definitions of universality [68] . In this work, we will focus on the thermodynamics of generalpurpose TMs, whose computations are generally not logically reversible.
More recently, [30] analyzed the thermodynamics of logically-reversible TMs with stochastic forward-backward dynamics along a computational trajectory.4 Such stochasticity causes the state of the TM becomes more uncertain with time, leading to non-zero entropy production. This is true even though each computational trajectory encodes a logicallyreversible computation. Note that this entropy production could in principle be made arbitrarily small by driving the TM forward with momentum, e.g., by coupling it to a large flywheel. In this work, we will ignore possible stochasticity in the progression of a TM along its computational trajectory.
Finally, there has been recent work which interprets the coinflipping distribution over strings x, as defined in Section IV, as a "Boltzmann distribution" induced by the "energy function" ℓ(x) [69] . Doing this allows one to formulate a set of equations concerning TMs that are formal analogs of Maxwell's relations concerning equilibrium thermodynamic systems.
In our own earlier work, we began to analyze the thermodynamic Kolmogorov complexity of UTMs, focusing on the coin-flipping realization and a three-tape UTM [70] . We first showed explicitly how to construct a system that is thermodynamically reversible for the coin-flipping distribution, and then derived the associated heat function. Next we showed that for this realization, the minimal amount of heat needed to compute any given output y equals the Kolmogorov complexity of y, plus what we characterized as a "correction term". In other, more recent work, we rederived these results using stochastic thermodynamics and single-tape machines [71] .
In this paper, we extend this earlier work on the coin-flipping realization. For simplicity, we consider the thermodynamics of systems that implement the entire computation of a given UTM in some fixed time interval. (In contrast, our earlier work considered systems that implement a given UTM's update function iteratively, taking varying amounts of time to halt, depending on the input to the UTM.) We then go further, and use Levin's Coding theorem show that the thermodynamic complexity function is bounded, even though the conventional Kolmogorov complexity function is not. We also show that the 4This kind of "stochastic TM" should not be confused with what are called "nondeterministic TMs" or "probabilistic TMs" in the computer science literature [34, 38] . expected heat generated, assuming that inputs are generated by sampling the coin-flipping distribution, is infinite.
The other contributions of this paper concern the thermodynamic costs of the dominating realization. These contributions are related to a ground-breaking series of papers begun by Zurek [9, [72] [73] [74] [75] [76] [77] . Those papers appeared before the recent breakthroughs in nonequilibrium statistical physics. In particular, they were written before the widespread adoption of "trajectory-based" analyses of thermodynamics [2] , which plays a central role in our approach. The foundation of those papers is a semiformal argument that running a UTM U on input x has a fundamental "thermodynamic cost" of at least K(x|U (x)). Even though that semiformal argument is quite different from our analysis, this "thermodynamic cost" function is identical to the heat function of the dominating realization that we derive. We discuss connections between our results on the dominating realization and this earlier work in more detail in Section VII.
C. Notation
We use uppercase letters, such as X and Y , to indicate random variables, and lowercase letters, like x and y, to indicate their outcomes. We use p X to indicate a probability distribution over random variable X, and p X|Y to indicate a conditional probability distribution of random variable X given random variable Y . We use p X|Y =y to indicate the probability distribution of X conditioned on one particular outcome Y = y. Finally, we use supp p X to indicate the support of distribution p X , and f (X) pX = x p X (x)f (x) to indicate expectations.
We write S(p X ) for the Shannon entropy of distribution p X , D(p X q X ) for the Kullback-Leibler (KL) divergence between two distributions p X and q X . We also write D(p Y |X q Y |X ) for the conditional KL divergence between two conditional distributions p X|Y and q Y |X [78] . Except where otherwise noted, all information-theoretic measures are in bits, and log refers to logarithm in base 2.
The Kronecker delta is indicated by δ(·, ·). We will sometimes write δ x to indicate a delta-function probability distribution over outcome x of random variable X (so δ x (x ′ ) = (x, x ′ )). A partial function f : A → B is a map from some subset of A into B, being undefined for all elements outside of that subset. We write dom f ⊆ A to indicate the domain of definition of any such f , and img f ⊆ B to indicate the image of f . Finally, we write the countably infinite set of all finite-length bit strings as {0, 1} * .
D. Roadmap
In Section II, we define TMs and review some relevant results from AIT. In Section III, we review the basics of statistical physics, and discuss how a TM can be implemented as a physical system. We present our main results on the coin-flipping and dominating realizations in Section IV and Section V. We explicitly compare the thermodynamic properties of these two realizations in Section VI. In the last section we discuss our results and outline some potential directions for future research.
II. BACKGROUND ON TURING MACHINES AND AIT
A. Turing Machines
In its canonical definition, a TM comprises three variables, and a rule for their joint dynamics. First, there is a tape variable, whose state is a semi-infinite string s ∈ {0, 1, b} ∞ , where b is a special blank symbol. Second, there is a pointer variable v ∈ N, which is interpreted as giving a "position" on the tape, i.e., as specifying an index of the infinite-dimensional vector s. Finally, the head h is a finite-state variable, which includes a specially designated start state and a specially designated halt state.
The joint state of the tape, pointer, and head evolves over time by following a discrete-time update function. (See Appendix A for a formal definition of the update function and the constraints we impose on it.) If during that evolution the head ever enters its halt state, that is interpreted as meaning that the computation has completed. If and when this happens, we say that the TM has computed its output, which is specified by the state of its tape at that time. Importantly, for some inputs, a TM might never enter the halt state, i.e., it may enter an infinite loop and never halt.
There many other variants of TMs that have been considered in the literature, including ones with multiple tapes and multiple heads. However, all of these variants are computationally equivalent; any computation that can be carried out with a particular TM variant can also be carried out with some TM that possesses a single tape and a single head [28, 34, 36, 79] .
We make one important assumption about the TMs analyzed in this paper. Specifically, we assume that any TM we consider is designed so that if it reaches a halting state after starting from some valid initial ID, then the final tape state will consist of a string of non-blank symbols, with all subsequent symbols blank, and the pointer set to 1. This assumption of a "standardized" ending state does not change the computational capabilities of the TM.
As described in detail in Appendix A, one can model the computation performed by any TM T as a partial function from the set of finite-length bit strings into itself. Abusing notation, we write this function as T : {0, 1} * → {0, 1} * . Given this notation, T (x) = y indicates that when TM T is started with input program x, it eventually halts and produces an output string y. In general, the function T (·) can be a partial function because it is undefined for any input x for which T does not eventually halt [34, 36, 37] . Accordingly, we take the domain of definition of T (written as dom T ) to be the set of all input strings that eventually halt. This set is sometimes called the "halting set of T " in the literature.
Given some partial function f : {0, 1} * → {0, 1} * , we will sometimes say that T computes f if the halting set of T is equal to dom f and the output of T for each input x ∈ dom f is equal to f (x) [37] . We sometimes will simply say that "f is computable" if there exists some TM T that computes f .
Note that there exists functions {0, 1} * → {0, 1} * which are uncomputable, meaning they cannot be computed by any TM. In fact, this must be the case, given that there are an uncountable number of functions {0, 1} * → {0, 1} * , but only a countable number of TMs. For example, there is no TM which can take any input string x and output a 0/1, corresponding to whether or not x is in the halting set of some UTM U [34, 36, 37] .
In our analysis of the thermodynamics of TMs, we will assume that for any TM T under consideration, dom T is a prefix-free set. This means there cannot be a pair of input programs x, x ′ ∈ dom T such that x is a proper prefix of x ′ . In the literature, a TM with a prefix-free halting set is called a "prefix TM" [36] . The set of all prefix TMs is computationally equivalent to the set of all TMs: any prefix TM can be emulated by some non-prefix TM and vice-versa. However, prefix TMs have many useful mathematical properties, and so have become conventional in the literature.
We will sometimes interpret a finite binary string (such as the output of a TM) as an encoding of an integer, and viceversa. We will also sometimes interpret a finite binary string as an encoding of a pair of binary finite strings. More precisely, we assume that along with any TM T , there is a one-to-one pairing function a, b , which maps pairs of binary strings to single binary strings, and whose image is a prefix-free set. We will write T (a, b) as shorthand for T ( a, b ). Note that by inverting the pairing function, we can uniquely interpret a single binary string as a pair of strings.
So far we have talked about computable functions from binary strings to binary strings, f : {0, 1} * → {0, 1} * . It is possible to interpret a binary string as encoding an integer [36] , or (by inverting the pairing function) as encoding two integers that specify a rational number. This allows us to formalize the computability of a function from binary strings to integers, f : {0, 1} * → Z, or from binary strings to rationals,f : {0, 1} * → Q. Computability has to be defined slightly differently for realvalued functions f : {0, 1} * → R. The reason is that such functions are typically not exactly computable, but may still be "computable in the limit" [80] . There are various ways of formalizing this concept. We say that f is approximable if there exists a TM T :
. Finally, we say that f is computable if there is a TM that can take any desired level of precision ǫ > 0 as input and produce an approximation of f (x) accurate to within ǫ. Note that f is computable if it is both lower-and upper-semicomputable. 5 As described in the introduction, a universal TM (UTM) is one that can emulate any other TM. More precisely, given some 5To see why, construct a TM to iteratively evaluate both the lowersemicomputing TM T (x, k) and the upper-semicomputing TM T ′ (x, k) for successively larger k until the condition T ′ (x, k) − T (x, k) < ǫ is satisfied, at which point the TM halts and outputs the current value T ′ (x, k).
UTM U and any other TM T , there exists an "interpreter program" σ U,T such that for any input x of T , U (σ U,T , x) = T (x). Intuitively, this means that there exists programming languages which are "universal", meaning they can run any desired program written in any programming language, after appropriate translation of that program from that other language. Importantly, since T can itself be a UTM, any partial function computed by one UTM can also be computed by any other UTM.
B. Algorithmic Information Theory
Given a UTM U , the Kolmogorov complexity of any bit string y ∈ {0, 1} * is the length of the shortest program which results in U producing y as output. We write this formally as
Since the set of possible outputs produced by any UTM U is infinite, the Kolmogorov complexity is unbounded. In other words, for any UTM U and finite number κ, there exists a string y such that K U (x) > κ. Importantly, K U is itself an uncomputable function. This implies that if the physical Church-Turing thesis is true, then the Kolmogorov complexity function cannot be computed by any real-world physical process. At the same time, however, the Kolmogorov complexity is upper-semicomputable. 6 One can define the Kolmogorov complexity not just for strings, but also for computable partial functions. Recall from the previous section that given any UTM U and TM T , there is a corresponding fixed "interpreter program" σ U,T , which can be used by U to emulate running T on any input x. The Kolmogorov complexity of any computable f is defined as the shortest interpreter program for U that emulates any TM T that computes f :
Similarly, the Kolmogorov complexity of some approximable or semicomputable function f : {0, 1} * → R is given by the Kolmogorov complexity of the minimal TM T (x, n) that approximates or semicomputes f . Note that K U (f ) is undefined if there does not exist a TM T that computes f (or an approximation to f ).
So far we have defined Kolmogorov complexity relative to some particular choice of UTM U . In fact, the choice of U is only relevant up to an additive constant. To be precise, for any two UTMs U and U ′ , the "invariance theorem" [36] says that
where O(1) indicates an additive constant which does not depend on x. The notation of Eq. (6) is equivalent to saying that there is a constant k such that ∀y,
Given the unboundedness of K U , for any two UTMs U and U ′ and any desired ǫ > 0,
for all but a finite set of strings y, out of the infinite set of all possible y. For many purposes, this allows us to dispense with specifying the precise Turing machine when referring to the Kolmogorov complexity of a string y, and just write K(y). An important variant of Kolmogorov complexity is the conditional Kolmogorov complexity, K(y|x), which is defined as the length of the shortest program that, when paired with y and then fed into U , produces x as output. In other words, given two strings x, y ∈ {0, 1} * ,
where the minimization is over all strings z such that z, y ∈ dom U . Like regular Kolmogorov complexity, the conditional Kolmogorov complexity is unbounded and uppersemicomputable, but not computable. Also like regular Kolmogorov complexity, the conditional Kolmogorov complexity defined relative to two UTMs U and U ′ differs only up to an additive constant [36] ,
Accordingly, for many purposes we can simply write K(x|y), without specifying the precise UTM.
III. BACKGROUND ON STATISTICAL PHYSICS
We consider a physical system with a countable state space X . In practice, X will often be a "mesoscopic" coarse-graining of some underlying phase space, in which case X would represent so-called "informational states" [81] or the states of "information bearing degrees of freedom" [82] . For simplicity we ignore issues raised by coarse-graining in this paper, and treat X as the microstates of our system.
We assume that the system is connected to a work reservoir as well as a single heat bath, at temperature T . During the time interval t ∈ [0, 1], where the units of time arbitrary, the system evolves dynamically under the influence of a driving protocol. Throughout, we choose units of energy so that k B T ln 2 = 1, where k B is Boltzmann's constant. Note that our results also apply if the system is connected to multiple thermodynamic reservoirs instead of a single heat bath [1] , if instead of "heat" one considers the "increase of entropy in all coupled reservoirs".
One of the major breakthroughs of modern nonequilibrium statistical physics has been to define thermodynamic properties such as heat, work, and entropy production in terms of individual trajectories of a stochastically-evolving process, rather in terms of ensemble averages over all trajectories, as done in conventional statistical physics [83] . Adapting this approach, we define the heat function Q(x) as the amount of heat is transferred from our system to the bath during the interval [0, 1], assuming that the process begins in initial state x:
where H t indicates the Hamiltonian at time t, and p
X (x ′ , t) indicates the probability of state x ′ at time t given the initial distribution p [63, 83] . The average of Q(x) across some initial distribution p(x) reflects the expected amount of heat transferred to the bath, averaged across all initial conditions and trajectories.
A central quantity of interest in statistical physics is the (irreversible) entropy production (EP). If we use the random variables X and Y to indicate the state of the system at t = 0 and t = 1, respectively, then we can write EP as the expectation value
With some abuse of notation, we will often write the EP in its more conventional formulation,7
EP reflects the thermodynamic irreversibility of a physical process. By the second law of thermodynamics, Σ(p X ) is non-negative for any physically-achievable heat function Q and every initial distribution p X . A physical process is said to be thermodynamically-reversible if it achieves zero EP.
Assume that the physical process carries out some deterministic function f : X → X , so that Y = f (X) and the conditional distribution of the system's ending state given the starting state is
When Eq. (13) holds, we say that the physical process is a (physical) realization of f . Note that if f is a partial function, then the behavior of the physical process for x ∈ dom f is not constrained by Eq. (13) . Note that for any realization of a deterministic function f , Q(x) must be non-negative for all x ∈ dom f . To see why, recall that the second law implies that EP is non-negative for all input distributions. In particular, this means that EP is nonnegative if a realization of f is run with a delta-function input distribution at some x ∈ dom f , thus
where we've used the fact that the Shannon entropy of any delta-function distribution is zero.
The following result about realizations of deterministic functions will be central to our analysis: Proposition 1. Consider two partial functions f : X → X and G : X → R, with the same domain of definition. The following are equivalent:
3. There exists a physical realization of f whose heat function is equal to G(x) for x ∈ dom f .
See Appendix C for the proof, which uses a decomposition of EP into a conditional KL term and an expectation term (which is derived in Appendix B). Note that by combining Proposition 1 with Kraft's inequality for countably infinite spaces [36] , one can establish a novel link between thermodynamics and coding theory: the heat function Q obeys the second law of thermodynamics if and only if for every output y, there is a prefix-free code for the elements of x ∈ f −1 (y) such that Q(x) is the length of the codeword associated with x.
As described in Section II A, there are many ways to represent a given TM, one of which is to represent it as a partial function taking {0, 1} * → {0, 1} * . Here we adopt that representation, i.e., we assume a physical system whose state space is X = {0, 1} * , and whose dynamics over the time interval [0, 1] implement the partial function T : X → X . We then apply Proposition 1 with f = T to establish some constraints on the heat function Q of any such realization of T . However, in general these constraints do not fully determine the heat function of any physical realization of T . In other words, there can be many different physical realizations of any given TM T , each with different heat functions, and therefore with different thermodynamic properties (see also [28] ).
In Section IV and Section V, we analyze the thermodynamics of two particular physical realizations of a given TM, which we call the coin-flipping realization and the dominating realization. We work "backwards" for each one, first specifying its heat function, then using Proposition 1 to establish that there is in fact a physical realization with that heat function, and then analyzing the properties of that heat function.
IV. COIN-FLIPPING REALIZATION
We first consider a physical realization of a UTM U that achieves zero EP (i.e., is thermodynamically reversible) when run on input programs randomly sampled from some particular input distribution.
To begin, consider the following coin-flipping distribution over programs:
The distribution is restricted to have support within dom U , since U does not halt when run on any input x ∈ dom U . Note that m X sum to a value less than 1 in general, and is thus a non-normalized probability distribution. Nonetheless, we refer to it as a "distribution", following the convention in the AIT literature.
To understand m X , suppose that we generate an infinite string by IID uniformly randomly generating successive bits of that string. Then, since we are restricting attention to prefix TMs U , m X (x) is proportional to the probability that if we feed successive bits of such a randomly generated string into U , then U eventually halts after having been fed x. When a UTM is fed programs sampled from Eq. (16), the resultant distribution over its outputs is proportional to
In AIT, m Y is called the universal distribution. Note that, like m X , the universal distribution is not normalized. The coin-flipping and universal distributions form some of the cornerstones of AIT [36, 44, 79, 80, 84] . The universal distribution possesses important mathematical properties. In particular, "Levin's Coding Theorem" [36] relates it to Kolmogorov complexity:
These distributions also play a role in machine learning. For instance, there are several inference algorithms that search for an explanation of a provided data set that has minimal Kolmogorov complexity [80, [85] [86] [87] . These can be provided Bayesian motivations if we treat the coin-flipping distribution as a prior probability. Finally, as mentioned in Section I B, by interpreting the coin-flipping distribution as a Boltzmann distribution, one can investigate formal parallels between the theory of Turing machines and statistical physics [69, [88] [89] [90] . We now consider the thermodynamic cost of running a UTM on the coin-flipping distribution. We first define a normalized version of the coin-flipping distribution,
where Ω := x∈dom U 2 −ℓ(x) is a normalization constant which is less than 1 (by the Kraft inequality [36] ). In AIT, Ω is sometimes called the "halting probability" or "Chaitin's Omega", and it is uncomputable. 8 We can also use Ω to define a normalized version of the universal distribution,
Note that since U implements a many-to-one map, p coin Y (U (x)) ≥ p coin X (x) for all x ∈ dom U . Given any UTM U , consider the associated function
It can be verified that this function satisfies condition 2 of Proposition 1. Thus, there is at least one physical realization 8Technically, this means that there is no TM that can output Ω to some arbitrary desired precision.
of U whose heat function is equal to G. We call this the coinflipping realization of the UTM U , and write its heat function as Q coin (with U left implicit). By plugging Q coin into Eq. (11), we can verify that this realization achieves Σ(p coin X ) = 0. Thus, the realization is thermodynamically reversible when run on input distribution p coin X . Eq. (21) can be further simplified by using the definition of p coin X and p coin Y , Eqs. (19) and (20):
Invoking Levin's Coding Theorem, Eq. (18), we arrive at
This establishes the claim in the introduction, that the heat generated under the coin-flipping realization for input x reflects how much the length of x exceeds the shortest program which produces the same output as x. Loosely speaking, the "less efficient" we are in choosing what program to use to compute U (x), the greater the heat we expend in that computation.
We can use Eq. (22) to calculate the thermodynamic complexity of any output string y using the coin-flipping realization of U :
Thus, the minimal cost to produce an output under the coinflipping realization is given by the Kolmogorov complexity of the output, plus a kind of "correction term". Alternatively, by using Eq. (23), we can write the thermodynamic complexity as 
Thus, for the coin-flipping realization, the minimal heat required by the UTM to compute y is bounded by a finite constant. As emphasized above, this is a fundamental difference between thermodynamic complexity of the coin-flipping realization and Kolmogorov complexity, which is unbounded as one varies over y.
Eqs. (25) and (26) tell us that as a practical matter, to actually produce a desired output y on U while generating the minimal possible amount of heat, we need to know the shortest program for that y. However, the shortest program for a given output is not computable in general. In fact, we prove in Appendix Dthat there is no computable function that maps any desired output y to some corresponding input x such that both U (x) = y and the heat is bounded by a constant, Q coin (x) = O(1).
We finish by considering the expected heat that would be generated if inputs were drawn from the distribution p coin X . To begin, rewrite Eq. (11) as
In Appendix H, we show that the difference of entropies on the RHS of Eq. (27) is infinite. Since Σ(p coin X ) is always non-negative, any physical realization of U must, on average, expend an infinite amount of heat to run input programs sampled from p coin X . This applies to the coin-flipping realization, for which Σ(p coin X ) = 0, as well as any other realization. We emphasize that, unlike expected heat, EP depends in a non-linear way on the input distribution. This is because EP reflects the relationship between the information-theoretic uncertainties of the initial and final states of the UTM. For this reason, EP and expected heat vary in different ways when one changes the initial distribution. For example, if we run the coin-flipping realization on input distribution p coin X , then as we showed EP is zero while expected heat is infinite. On the other hand, define y * as the shortest program that computes output y, so that δ y * is a delta function about that shortest program. If one runs the coin-flipping realization on input distribution δ y * , then Σ(δ y * ) = Q(y * ) = O(1) (by Eqs. (14) and (26)), so both quantities are bound by a constant.
V. DOMINATING REALIZATION
The second realization of a TM T we consider is one whose heat function has two properties. First, it is (upper) semicomputable (recall the formal definition of semicomputability in Section II). Second, that heat function of this realization is optimal across a broad class of physical realizations. In particular, it is smaller (up to an additive constant) than the heat function of any other realization of T , as long as that alternative heat function is also semicomputable.
A. Minimal possible heat functions
Given any TM T consider the associated function G(x) := K(x|T (x)) .
Note that we do not require T to be universal, and that the conditional Kolmogorov complexity on the RHS of Eq. (28) can be defined in terms of any desired UTM U .
In Appendix E, we show that G satisfies condition 2 in Proposition 1. Therefore there must be at least one physical realization of T whose heat function is G. We call such a physical realization of a TM T a dominating realization, and write its heat function as Q dom , with T implicit.
Intuitively speaking, the inputs x that generate a large amount of heat under the dominating realization of a TM T are long and incompressible, even when given knowledge of their associated output T (x). As a simple example of such an input, imagine a program x that instructs T to read through a long, incompressible bit string and then output nothing, so that T (x) is an empty string. In contrast, the inputs x that generate little heat under the dominating realization are those in which the output provides a large amount of information about the associated input program. A simple example is a program x that consists of a simple print statement "print 'y'" (in some appropriate binary encoding), since K("print 'y'"|y) = O(1) for any y.
Standard results in AIT establish that for any TM T , the associated function Q dom is upper semicomputable. Moreover, as we prove in Appendix E, for any alternative realization of that T whose heat function Q is also semicomputable,
In this equation K(Q) is the Kolmogorov complexity of the heat function Q, and O(1) represents equality up to an additive constant that does not depend on x or Q.
Since K(Q) is independent of x, Eq. (29) implies Q(x) ≥ Q dom (x)+k for some constant k that is independent of x. Note though that k varies with Q, and a priori, it may be arbitrarily large and negative. This means that for any specific input x, there may be semicomputable realizations that result in far less heat when run on x than does the dominating realization.
To illustrate these issues, consider some input program x which causes T to read in a very long and incompressible strings of n bits, and then outputs the empty string. In this case,
which can be made arbitrarily large. Now consider that there is some other semicomputable realization which achieves Q(x) = 0 (given Proposition 1, this is possible when x is the only input of T that maps to the empty string). How is it possible that Q does arbitrarily better than Q dom on input x? By Eq. (29), it must be that K(Q) ≥ n + O(1), i.e., this other realization can only do arbitrarily better than the dominating realization by having an arbitrarily complex heat function. In effect, such a physical realization must "hard-code" the string x into its heat function. This shows that K(x|T (x)) is a fundamental cost of running x on a TM T , which can either be paid at "run-time" (in terms of generated heat) or at "compile-time" (in terms of the complexity of the heat function).
When the TM T is universal, it is guaranteed that there exists some program that can generate any desired output y. This permits us to analyze the thermodynamic complexity of the dominating realization, i.e., the minimal heat necessary to generate some desired output y. It turns out that, as for the coin-flipping realization, this amount is bounded by a constant:
This minimum is achieved by programs of the form "print 'y'". Eq. (31) also holds if T is not a UTM, as long as for each each output y, there is some x that obeys T (x) = y and K(x|T (x)) = O(1). Finally, we consider the expected heat that would be generated by running the dominating realization if inputs were sampled randomly from some input distribution. To parallel the analysis of the coin-flipping realization, we consider the input distribution which results in minimal EP for the dominating realization. In Appendix H we prove that the expected heat generated by the dominating realization on this input distribution is infinite.
Note that even when the dominating realization is run with the minimal-EP input distribution, it still incurs a strictly positive amount of EP. This is shown in Appendix F.
B. Practical implications of the dominating realization
Our analysis of the dominating realization uses several abstract computer science concepts, such as the idea of an "(upper) semicomputable heat function" and the "Kolmogorov complexity of a heat function" (rather than the Kolmogorov complexity of an output string). It's worth briefly making some comments about the real-world significance of an analysis of the thermodynamics of physical systems which invokes such constructs.
Any heat function Q(x) that is computable is also semicomputable. However, even a non-computable heat function Q can be semicomputable if it arises as the limit of sequence of physical processes whose corresponding heat functions are monotonically decreasing and computable. Such a sequence of physical processes might correspond, for instance, to physical systems that are coupled to a sequence of larger and larger (but always finite) heat baths [91] [92] [93] .
Note that the computability properties of the heat function Q are entirely separate from the computability properties of the logical map T realized by a physical process. For example, Q can be uncomputable even though T is computable (by definition, since it is the partial function implemented by a TM). On the other hand, some (though not all) interpretations of the physical Church-Turing thesis imply that the heat function of any real-world physical system must be computable. More precisely, some argue that a finite physical system with a computable Hamiltonian gives rise to computable observables (such as heat) [56, 94, 95] , and it is reasonable to assume that any realistic Hamiltonian will be a computable function. This would imply in particular that the heat function of any physical realization of a TM must be computable -and therefore must be semicomputable.
Let us grant for the moment that any real-world physical realization of a TM must have a computable heat function. As mentioned, the heat function of the dominating realization, Q dom , is itself not computable but only upper semicomputable, which seems to suggest that the dominating realization does not have physical relevance. Nonetheless, the semicomputability of Q dom can be exploited by the following procedure: construct a sequence i = 1, 2, . . . of physical realizations of some TM T , each with a computable heat function Q i , such that Q i converge from above on Q dom (there are various known procedures to construct such sequences, which are typically called "dovetailing" in the literature [96] ). The procedure has two useful properties. First, each subsequent realization is guaranteed to be better (generate less heat) on every input than the previous. Second, because the heat functions converge on Q dom , by advancing far enough in this sequence, one can run any input x with only Q dom + ǫ heat for any desired ǫ > 0and thus generate less heat (up to an additive constant) than any computable realization.9 This same procedure can be used to beat not just any computable Q, but any other semicomputable Q which arises through a similar sequence of realizations. 9However, since Q dom is only semicomputable, not computable, it cannot be determined how far into the sequence one must go in order to achieve this.
VI. COMPARISON OF COIN-FLIPPING AND DOMINATING REALIZATIONS
We now briefly compare our results on the coin-flipping and dominating realizations.
First, for both dominating and coin-flipping realizations, the thermodynamic complexity, the minimal heat necessary to generate a given output y on a UTM U , is bounded by a constant that does not depend on y. There is no a priori relationship between those two constants, and in principle it is possible that, for all y, the thermodynamic complexity is larger under the dominating realization than the coin-flipping realization, or vice versa. In general, the constants will depend on the UTM U . For the dominating realization, the constant will also depend on the UTM used to define the conditional Kolmogorov complexity in Eq. (28) .
Second, to achieve bounded heat production for output y under the coin-flipping realization, one must know the shortest program for producing y, which is uncomputable. In contrast, the amount of heat produced by running the dominating realization will be bounded by a constant so long as it is fed with inputs of the form "print 'y'". This advantage of the dominating realization should be interpreted with care though, since typically one does not already know the output y of the program one wishes to run.
Third, neither the coin-flipping nor the dominating realization has a computable heat function. The heat function of the dominating realization is upper-semicomputable, while the heat function of the coin-flipping realization is lower-semicomputable10 but not upper semicomputable. This means that none of our results above about the superiority of the dominating realization hold when we compare it to the coin-flipping realization. In particular, it is possible that there is a coinflipping realization of a UTM U such that for any desired real number k, there is an input x where Q dom (x) − Q coin (x) > k. Nonetheless, in Appendix G we prove that, in the worst case, the excess heat incurred by the dominating realization beyond the coin-flipping realization is bound by a logarithmic term,
Such logarithmic correction terms have been considered inconsequential in some previous analyses of the thermodynamics of TMs [9, 74] . Fourth, for both realizations, there is an infinite amount of expected heat generated, assuming that inputs are sampled from the EP-minimizing distribution.
Finally, the coin-flipping realization is (by design) thermodynamically-reversible for input distribution p coin X . The dominating realization, on the other hand, is not thermodynamically-reversible for any input distribution. 
VII. DISCUSSION
Turing Machines (TMs) serve as the foundational model of general-purpose computation in computer science, and their properties form the basis of the rich mathematical field of Algorithmic Information Theory (AIT). They are also central in the foundations of physics [51, 76, 97] . At the same time, there has recently been a lot of research on using modern nonequilibrium statistical physics to analyze the thermodynamics of physical systems that realize computations (see [27, 28] and references therein). Most of this work, however, has considered computations carried out by simple computational machines [98, 99] . In this paper we combine these two streams of research, by using modern statistical physics to analyze the thermodynamics of computations done with TMs.
The thermodynamically salient aspects any physical realization of some deterministic (noise-free) computational machine are captured via the "heat function" Q(x), which gives the amount of heat that is generated when that physical realization is run with input x. Importantly, the heat function is not fully specified by logic of the computational machine, i.e., by its "computer science" definition. In particular, the input-output map implemented by a given physical process, including one that is a physical realization of some TM, does not fix the heat function of that physical process. This is because the heat function also depends on quantities like the precise time-varying Hamiltonians and rate matrices used to implement the machine [28] . Thus, in order to analyze the thermodynamic costs of a physical realization of a TM, one must specify additional details about the physical details of the realization.
Here we analyze two particular physical realizations of TMs, each with its own heat function. The first realization is called the "coin-flipping" realization of the TM. It is designed to be thermodynamically reversible for the "coin-flipping" distribution of input programs, which is a distribution that plays a fundamental role in AIT. The second realization we analyze is called the "dominating realization" of the TM. It generates less heat (up to an additive constant) on any input program than any other semicomputable realization (i.e., any realization whose heat function Q can be approximated from above by a sequence of computable functions).
We derive numerous results concerning both realizations. In particular, for both realization we analyze the minimal heat required to generate any desired output y with some input x on a UTM, and show that this "thermodynamic complexity" is bounded by a constant which does not depend on y. This means there is some upper bound k such that we can compute any desired output while generating less heat than k. This differs from the conventional Kolmogorov complexity function, which is unbounded. On the other hand, we also show that the expected heat generated by each realization, assuming the input distribution minimizes entropy production, is infinite.
However, in order to actually produce any given output y with a bounded amount of heat on the coin-flipping realization, one needs to know the shortest program that produces y as output. Unfortunately, determining this shortest program for any desired output y is uncomputable. In fact, we show that there is not any computable procedure for achieving a bounded amount of heat with the coin-flipping realization. Thus, given the physical Church-Turing thesis, one cannot realistically achieve bounded heat on the coin-flipping realization.
Our analysis of the dominating realization shows that any semicomputable realization of a TM T faces a fundamental thermodynamic cost of
where K(·|·) is the conditional Kolmogorov complexity, and K(Q) is the Kolmogorov complexity of the heat function of the realization. In a series of ground-breaking papers by Zurek and others [9, 10, 74, 75, 100] , it was argued that the conditional Kolmogorov complexity K(x|T (x)) is "the minimal thermodynamic cost" of running the TM T on input x. However, these early papers were written before the development of modern nonequilibrium statistical physics. As a result the arguments in those papers were rather informal, which in turn makes it hard to translate them in a fully rigorous manner into modern nonequilibrium statistical physics. (See Sec. 14.4 in [28] for one possible translation.) In particular, those earlier analyses quantified the "thermodynamic cost of a computation" in terms of the number of physical bits (binary degrees of freedom) that are erased during that computation, independent of the initial probability distributions over those binary degrees of freedom. However, modern statistical physics and stochastic thermodynamics [26] has clarified that minimal heat generation is given by changes in Shannon entropy, i.e., in terms of statistical bits rather than physical bits. Relatedly, these papers led to some proposals that the foundations of statistical physics be changed, so that thermodynamic entropy is identified not only with Shannon entropy, but also a Kolmogorov complexity term [10, 36] . In contrast, our analysis of the dominating realization is grounded in modern nonequilibrium physics, and does not involve any foundational modifications to the definition of thermodynamic entropy. Moreover, it covers some issues not considered in earlier analyses. In particular, we show that the lower bound of K(x|T (x)) holds only for semicomputable realizations, not for all possible physical processes, as implied in the earlier papers by Zurek and others. The significant of this restriction depends on the legitimacy of the physical Church-Turing thesis, as briefly discussed in Section V B. We also show that one can weaken the lower bound of K(x|T (x)) by an arbitrary amount by increasing the Kolmogorov complexity of the heat function K(Q). This means that for any particular input x, and any constant κ, there may be a physical realization of the TM T that computes T (x) with an amount of heat κ less than the amount required by the dominating realization to compute T (x).
In this paper, for simplicity, we chose to represent a TM T as a physical system with an infinite state space of finite binary strings, {0, 1} * , whose dynamics carries out the partial function T : {0, 1} * → {0, 1} * during some finite time interval [0, 1]. This representation allowed us to abstract away many implementation details of the physical realization. For instance, we abstracted away the fact that a TM consists of a separate tape, head, and pointer variables. We also abstracted away the fact that a TM operates in a sequence of discrete steps, and that in principle there can be an unbounded number of steps that occur before any particular program reaches a halt state.
This abstract representation implicitly involves several unrealistic assumptions, which make it difficult to actually construct this kind of realization in the laboratory. For example, for a universal TM, the number of steps a program can take before halting is unbounded. If each step of the TM of takes some non-zero minimum amount of time, then one cannot actually carry-out the overall partial function of a UTM in a finite amount of time. Moreover, this representation assumes that the TM has access to an infinitely-long tape. As an alternative, one could represent any TM in a more conventional and "mechanistic" way, as a dynamical system that evolves the set of triples (s, v, h) (specifying the state of the TM's tape, pointer, and head, respectively) by repeatedly running the update function of the TM until h reaches the halt state. One can also postulate that the TM has access to a finite tape that is extended if and when the update function references some entry it does not currently contain. In contrast to the representation we adopted, this kind of mechanistic representation could easily be physically constructed. Indeed, it is precisely because TMs represented this way are a model of real-world physical computers that they are so central to both physics and computer science.
This kind of mechanistic representation could be used to analyze the thermodynamic costs of TMs in a more involved and more realistic manner. For example, one could require that time for a TM to get to some computational step is proportional to that step number. This would allow an analysis of how the heat and EP incurred by the TM depend on the number of steps taken by the TM. As another example, it could be used to impose constraints on how the degrees of freedom of the head, tape, and pointer can be coupled together (e.g., via interaction terms of applied Hamiltonians). One might postulate, for instance, that the head of the TM can only be coupled with tape bits that are located near the pointer. These kinds of constraint will generally increase the heat and EP incurred by each step of the TM [28, 101] .
These complications concerning the thermodynamics of more mechanistic representations of TMs are absent from the analysis in this paper, and are topics of future research. ACKNOWLEDGMENTS reflect the view of Templeton World Charity Foundation.
Appendix A: Models of single-tape TMs
In this appendix we present a fully formal definition of a single-tape TM. We then show how to re-express a TM defined this way as a dynamical system with a countable state space. When we talk about a "physical realization of a TM" in the main text, what we mean is a physical system with a countable state space that evolves as precisely this kind of dynamical system.
Recall the definitions of a TM's tape s, pointer v, and head h, from Section II A. Any particular value of the triple (s, v, h) is called an instantaneous description (ID) of the TM. The dynamics of a particular TM is given by iteratively applying an update function ρ to the ID,
We restrict ρ(s, v, h) to only depend on (s(v), h), i.e., the next ID of the TM can only depend on the current state of the head and the current contents of the tape s at position v. We also require that the new value of the pointer, v ′ , not differ by more than 1 from v, and that the tape state s ′ be identical to the tape state s at all positions, except possibly position v. Intuitively, by iteratively applying ρ, the head moves back and forth along the tape, while both changing its state as well as reading and writing symbols onto the tape at its current position. At the beginning of a computation by the TM, the state of the TM must be a valid initial ID, meaning that the head h is in the start state, the pointer is set to v = 1, and the tape s consists of a (necessarily finite) element of {0, 1} * , followed by an infinite sequence of blank symbols. The TM then visits a sequence of IDs by iteratively applying the update function ρ. If the head ever reaches the halt state, then the TM stops (i.e., any ID where the head in the halt state is a fixed point of ρ).
In addition, we assume that if the TM reaches a halting state after starting from some valid initial ID, then the final tape state at that time is a string of non-blank symbols, with all subsequent symbols blank, and the pointer at that time is set to 1. We refer to the ending string of non-blank symbols in the final tape state as the output of the TM for the corresponding initial state of s (excluding the blanks), a state which we call the associated input or program. In general there will be initial tape states for which the TM T never halts.
Note that while the set of possible IDs is uncountably infinite (since s is an infinitely long string), there are only a countably infinite number of valid initial IDs. Moreover, in any given run of a TM (even a non-halting one), the TM can only visit a countable number of different IDs. Thus, the set of IDs that can ever be visited by a TM that starts from a valid initial ID is countably infinite.
Note as well that there is a bijection between {0, 1} * and the set of valid initial IDs, as defined above. Moreover, given our assumption that if the TM halts then the pointer is set to 1 and the tape contains only the output of the computation, there is a bijection between possible output strings of U and the set of halted IDs that can be reached by the TM. Because of these two bijections, and the assumption that the TM is only ever started on valid initial IDs that eventually halt, we can equivalently say that the physical process realizes the partial function U : {0, 1} * → {0, 1} * from input strings to output strings (rather than a function from IDs to IDs). Thus, we can take the state space of our physical process to be the set of finite binary strings, {0, 1} * . Finally, as we mentioned in the main text,we assume that any TM under consideration has a prefix-free halting set. Prefix TMs are typically constructed by using a three-tape architecture [36] . However, one can also construct a a single-tape prefix TM that implements some desired algorithm by first constructing a three-tape prefix TM to do so. One can then transform that three-tape TM into an equivalent single-tape prefix TM, using any of the conventional techniques for transforming between multi-tape and single-tape TMs. See [34, 36] for more details. since the relative probabilities under a prior of some pair x, x ′ with f (x) = f (x ′ ) is free.
As also mentioned in the main text, in our previous work [28, 101] we referred to the term − log Z(f (X)) pX as the residual EP. The residual EP is an expectation under p X , thus it is linear in p X . Moreover, observe that for any y ∈ img f ,
thus all the terms inside the residual EP expectation are nonnegative. In our other work [101] , we've sometimes called the indexed set {− log Z(y)} y the residual EP parameter.
Finally, define an island of f as a pre-image f −1 (y) for some y, with L(f ) the set of all islands of U . We can rewrite Eq. (B4) as
where p(c) = x∈c p X (x). Intuitively, this expression shows that any realization of the function f can be thought of a set of (island-indexed) "parallel" processes, operating independently of one another on non-overlapping subsets of X , each generating EP given by the associated mismatch cost and residual EP.
This form of mismatch cost, residual EP, and island decomposition was introduced in [28, 102, 103] . It holds even in the general case of non-deterministic dynamics, with an appropriate (more general) definition of the prior w X and the island decomposition. However, that previous work on mismatch cost and residual EP assumed finite state spaces. The derivation presented above does not have that restriction.
Appendix C: Proof of Proposition 1
The following proof will make use of the decomposition of EP derived in Appendix B.
Proposition 1.
Consider two partial functions f : X → X and G : X → R, with the same domain of definition. The following are equivalent:
2. For all y ∈ img f , x:f (x)=y 2 −G(x) ≤ 1.
Proof. Note that condition 1 follows from condition 3 by the second law of thermodynamics. To show equivalence of all three conditions, we proceed in the following way:
1. We show that condition 2 is implied by condition 1.
2. We show that condition 1 is implied by condition 2.
3. We show by construction that condition 2 implies condition 3.
We now prove that condition 1 implies condition 2. First, define the function F to refer the expression in Eq. (15) (see also discussion in Section III),
Then, for any y ∈ img f , assign some total order to the elements of f −1 (y) (this is possible since f −1 (y) ⊆ X , and X is countable). Let S n (y) indicate the first n elements of f −1 (y), and define the initial distribution p (n)
where Z n (y) = x∈Sn(y) 2 −G(x) . Note that supp p 
We now prove that condition 1 is implied by condition 2. Define w X|f (X) (x|f (x)) as in Eq. (B3), while taking Q = G. Then, use the results in Appendix B to rewrite F as F (p X ) = D(p X|f (X) w X|f (X) ) − log Z(f (X)) pX ≥ D(p X|f (X) w X|f (X) ) ≥ 0.
The first inequality follows from the assumption that Z(y) = x:f (x)=y 2 −G(x) ≤ 1 for all y ∈ img f , and the second inequality follows from the non-negativity of conditional KL divergence [78] .
The rest of this proof shows by construction that condition 3 follows from condition 2.
For simplicity, assume that the physical process has access to a set of "auxiliary" states, one for each y ∈ img f . We use x y to indicate the auxiliary state corresponding to each y, and assume that x y ∈ dom f . In addition, define the following functionf : 
where U is any UTM, and U y is a UTM which obeys U y (z) = U (z, y) for any z (in other words, it has y "hard-coded in"). We then have where Ω U y is the probability that UTM U y halts. It is known that Ω U y < 1, since there must be some prefix-free initial tape states for which the UTM does not halt [36, p. 226 ]. 
In (a), we use Eq. (H4), and in (b) we use that there are 2 i different bit strings x that have ℓ(i) = x. The rest of the steps follow from rearranging and simplifying.
a. Coin-flipping distribution
In this section, we consider the coin-flipping input distribution, p coin X , as defined in Eq. (16) . We show that the drop in entropy for this input distribution is infinite,
Thus, by the second law of thermodynamics, any physical realization which carries out U on p coin X must generate an infinite amount of heat.
To 
where we use that p coin X|Y (x|y) = 2 −ℓ(x) /m Y (y) when U (x) = y (similarly to the derivation in Section IV). Note that the multiplicative constant 1/m Y (y) is strictly positive, and the additive constant log m Y (y) is finite. Then, Eq. (H13) is infinite by Lemma 3.
b. Optimal distribution for the dominating realization
Consider any initial distribution of the form p X (x) = α Y (U (x)) Ω(U (x)) 2 −K(x|U(x)) ,
where Ω(y) := x:U(x)=y 2 −K(x|y) is a normalization constant, and α Y is any probability distribution over the outputs of UTM U . It can be verified, using results discussed in section Appendix B, that any input distribution of the form Eq. (H14) achieves 0 mismatch cost for the dominating realization. In this section, we show that any input distribution of the form Eq. (H14) also incurs an infinite drop in entropy
Thus, by the second law of thermodynamics, any physical realization which carries out U on such an input distribution p X must generate an infinite amount of heat. Our derivation proceeds in a similar manner as that used above to show that the drop in entropy for p coin where we use that p X|Y (x|y) = 2 −K(x|Y ) /Ω(y) when U (x) = y and α Y (y) > 0. To show that Eq. (H17) is infinite, observe that the multiplicative constant 1/Ω(y) is strictly positive, and the additive constant log Ω(y) is finite. We thus focus on the inner sum x:U(x)=y 2 −K(x|y) K(x|y).
(H18)
Note that K(x|y) ≤ ℓ(x) + c, where c ≥ 0 is some finite constant that does not depend on x. Furthermore, 2 −a a is decreasing in a for all 1 ≤ a ∈ N. We can assume that the empty string ∅ does not map to y (the derivation still holds if this is not the case, but requires keeping track of another additive constant), which allows us to bound 
It is easy to check that, given that c is finite, the right hand side of Eq. (H21) -and therefore also the right hand side of Eq. (H17) -is equal to ∞ by Lemma 3.
