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for verifying numerical estimates. The method is shown to be general and eﬃcient. 
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0. Introduction 
The high complexity of models in physics, chemistry, engineering
nd other ﬁelds results in the increased uncertainty in model parameters
nd model structures. Uncertainty in inputs is reﬂected in uncertainty
f model outputs and predictions. Uncertainty and sensitivity analysis
ave been recognized as an essential part of model applications. Global
ensitivity analysis (GSA) oﬀers a comprehensive approach to model
nalysis by quantifying how the uncertainty in model output is appor-
ioned to the uncertainty in model inputs [1,2] . Unlike one-at-a-time
pproach, GSA estimates the eﬀect of varying a given input (or set of in-
uts) while all other inputs are varied as well, thus providing a measure
f interactions among variables. GSA is used to identify key parameters
hose uncertainty most aﬀect the variation of the model output of in-
erest. This information then can be used to rank variables, ﬁx unessen-
ial variables and thus decrease problem dimensionality. Variance-based
ethods also known as Sobol’ sensitivity indices have become very pop-
lar among practitioners due to its eﬃciency and ease of interpretation
3,4] . Most of the developed techniques for GSA are designed under the
ypothesis that inputs are independent. However, in many cases there
re dependencies among inputs, which may have signiﬁcant impact on
he importance results. 
There have been a number of attempts to extend GSA to models with
ependent inputs. We present a brief survey of only the most recent
nd easy-to-follow developments. Xu and Gertner [5] suggested to split
he contribution of an individual input to the uncertainty of the model
utput into two components: the correlated contribution and the un-
orrelated one. A regression-based method was used for estimating the
orrelated and uncorrelated contributions of the inputs. The approach∗ Corresponding author. 
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inear models [6] . Li et al. [7] proposed a generalization of the ANOVA-
DMR decomposition by including covariances to the model variance.
hey distinguished between structural and correlative contributions of
 given input. This method presents some critical issues such as non-
niqueness of the functional decomposition and hence diﬃculties in in-
erpreting the results. 
A novel approach for the estimation of Sobol ’ sensitivity indices for
odels with dependent variables using generalizations of direct Sobol ’
ormulas was developed in Kucherenko et al. [8] . Both the main eﬀect
nd total sensitivity indices were derived as generalizations of Sobol ’
ensitivity indices. Formulas and Monte Carlo (MC) numerical estima-
ors similar to Sobol ’ formulas were proposed. A Gaussian copula-based
pproach was used for sampling from arbitrary multivariate probability
istributions. The generalization does not involve the use of surrogate
odels, data-ﬁtting procedures or orthogonalization of the input factor
pace. 
Mara and Tarantola [9] introduced a set of sensitivity indices which
elies on orthogonalisation of correlated inputs. The computation of sen-
itivity indices was performed using a parametric method, speciﬁcally
he polynomial chaos expansion. Mara et al. [10] extended the develop-
ent of sensitivity indices suggested in [9] by proposing two sampling
trategies for non-parametric, numerical estimation using the Rosenblatt
ransformation (RT) [11] . RT, and hence values of sensitivity indices, is
ot unique: for a model with n inputs there are n! possibilities corre-
ponding to all possible permutations of the elements of the input vec-
or 𝑥 = ( 𝑥 1 , ..., 𝑥 𝑛 ) . The authors considered only the RT obtained after
ircularly reordering the set ( x 1 , ..., x n ), resulting in n RT transforma-
ions. The authors also established the link with the indices proposed by
ucherenko et al. [8] . W.Hao et al. [12] suggested a detailed interpre- the CC BY license. ( http://creativecommons.org/licenses/by/4.0/ ) 
S. Kucherenko et al. Reliability Engineering and System Safety 167 (2017) 218–231 
t  
w  
f  
s
 
o  
i  
G  
m  
i  
n  
s  
d  
l  
r  
v  
l  
p  
p  
t  
f  
r
 
c  
m  
o  
f  
m  
a  
s  
p  
s  
w  
t
 
t  
(  
n  
i  
m  
b  
i  
S  
m  
t  
t  
n
2
i
2
d
 
t  
t  
a  
s  
s
𝑆
i
𝑆  
Fig. 1. Domain Ωn ⊂H n . 
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Ωation of indices proposed in [8] . Taking a quadratic polynomial model
ith normal inputs as an illustration, they derived explicit expressions
or sensitivity indices and considered contributions to the values of sen-
itivity indices from all components. 
In this work we propose GSA formulations for an even wider class
f problems with dependent variables, namely for models involving
nequality constraints (which naturally leads to the term ‘constrained
SA ’ or cGSA). Such constraints impose structural dependences between
odel variables in addition to potential correlations between them. This
mplies that the parameter space may no longer be considered as an
 -dimensional hypercube or hyperrectangle as considered within GSA
o far, but may assume any shapes (including disconnected domains)
epending on the number and nature of constraints. This class of prob-
ems encompasses a wide range of situations encountered in the natu-
al sciences, engineering, design, economics and ﬁnances where model
ariables are subject to certain limitations imposed e.g. by conservation
aws, geometry, costs, quality constraints etc. Some examples of such
roblems are discussed in [13] . An important particular case within this
aradigm corresponds to imposing a minimum (maximum) threshold for
he model output, i.e., f ( x 1 , ..., x n ) ≥ f min , in which case the constraint
unction can be deﬁned as 𝑔( 𝑥 1 , ..., 𝑥 𝑛 ) = 𝑓 ( 𝑥 1 , ..., 𝑥 𝑛 ) − 𝑓 min and the cor-
esponding constraint as g ( x 1 , ..., x n ) ≥ 0. 
The development of eﬃcient computational approaches for cGSA is
hallenging because of the potentially arbitrary shape of the feasible do-
ain of the model variables ’ variation, thus requiring the development
f special MC or quasi MC (QMC) sampling techniques and approaches
or computing sensitivity indices. This becomes especially diﬃcult for
odels of high dimensionality. Another challenge consists of analyzing
nd interpreting model variance and sensitivity indices in such domains,
ince in this case sensitivity indices will carry structural information im-
osed by model constraints. The interpretation of sensitivity indices in
uch circumstances is crucial for the eﬃcient design of experiments as
ell as for potential model reduction by ﬁxing or eliminating nonessen-
ial variables. 
In this paper we have developed and tested several approaches for
he numerical estimation of main eﬀect and total sensitivity indices
as deﬁned in [1] ) in the cGSA setting. It is organized as follows: the
ext Section presents formulas for the main eﬀect and total sensitivity
ndices for models with dependent variables and acceptance–rejection
ethod which can be used to avoid sampling from conditional distri-
utions. Section 3 considers numerical aspects of the method, namely
t presents general MC estimators, acceptance-rejection estimation of
obol ’ sensitivity indices using grid quadrature formulas and MC esti-
ators. Section 4 presents the application of the proposed methodology
o three test cases. Numerical and analytical results are compared and
he convergence rates of the MC and QMC methods are discussed. Fi-
ally, conclusions are presented in the last Section. 
. Variance-based sensitivity indices for models with dependent 
nputs 
.1. Main and total eﬀect formula for inputs deﬁned in non-rectangular 
omain Ωn 
Consider a model function f ( x 1 , ..., x n ) deﬁned in R 
n . The input vec-
or 𝑥 = ( 𝑥 1 , ..., 𝑥 𝑛 ) consists of real-valued random variables with a con-
inuous joint probability distribution function (pdf) p ( x 1 , ..., x n ). It is
ssumed that f ( x 1 , ..., x n ) has a ﬁnite variance. Consider an arbitrary
ubset of the variables 𝑦 = ( 𝑥 𝑖 1 , ..., 𝑥 𝑖 𝑠 ) , 1 ≤ s < n and a complementary
ubset 𝑧 = ( 𝑥 𝑖 𝑠 +1 , ..., 𝑥 𝑖 𝑛 ) , so that 𝑥 = ( 𝑦, 𝑧 ) . 
The ratio 
 𝑦 = 
𝐷 𝑦 [ 𝐸 ?̄? ( 𝑓 ( 𝑦, ̄𝑧 ))] 
𝐷 
(1) 
s known as the main eﬀect index of the subset y. The quantity 
 
𝑇 
𝑦 
= 
𝐸 𝑧 [ 𝐷 ?̄? ( 𝑓 ( ̄𝑦 , 𝑧 ))] 
𝐷 
(2)219 s known as the total eﬀect index of the subset y . Collectively S y , 𝑆 
𝑇 
𝑦 
are
nown as Sobol ’ indices in the case of independent inputs. We keep the
ame deﬁnitions for the case of dependent inputs, although meanings of
hese two indices can be diﬀerent from those deﬁned in the case of in-
ependent inputs (further details are given in Section 2.4 ). In this paper
ur notations follow closely those of Kucherenko et al. [8] . 
𝐸 ?̄? ( 𝑓 ( 𝑦, ̄𝑧 )) in Eq. (1) denotes a conditional expectation with respect
o z with y being ﬁxed and 𝐷 ?̄? ( 𝑓 ( ̄𝑦 , 𝑧 )) in (2) is a conditional variance
ith respect to y with z being ﬁxed. D is the total variance. We use
otations z and ?̄? (correspondingly y and ?̄? ) to distinguish a random
ector z (correspondingly y ) generated from a joint pdf p ( y, z ) and a
andom vector ?̄? (correspondingly ?̄? ) generated from a conditional pdf
 ( 𝑦, ̄𝑧 |𝑦 ) (correspondingly 𝑝 ( ̄𝑦 , 𝑧 |𝑧 ) ). 
A formula for the main eﬀect index can be explicitly written as 
 
𝑦 
= 1 
𝐷 
[ 
∫𝑅 𝑠 𝑝 ( 𝑦 ) 𝑑𝑦 
[ 
∫𝑅 𝑛 − 𝑠 𝑓 ( 𝑦, ̄𝑧 ) 𝑝 ( 𝑦, ̄𝑧 |𝑦 ) 𝑑 ̄𝑧 
] 2 
− 𝑓 2 0 
] 
. (3)
Here 𝑓 0 = 𝐸 𝑥 ( 𝑓 ( 𝑥 )) , p ( y ) is the marginal pdf of subset of inputs y . This
s the so-called double loop formula (DL) [1] . It can be transformed into
 diﬀerent formula which in some cases can be more eﬃcient [8] : 
 
𝑦 
= 1 
𝐷 
[ 
∫𝑅 𝑛 𝑓 ( 𝑦 
′, 𝑧 ′) 𝑝 ( 𝑦 ′, 𝑧 ′) 𝑑𝑦 ′𝑑𝑧 ′
[ 
∫𝑅 𝑛 − 𝑠 𝑓 ( 𝑦 
′, ̂𝑧 ) 𝑝 ( 𝑦 ′, ̂𝑧 |𝑦 ′) 𝑑 ̂𝑧 
− ∫𝑅 𝑛 𝑓 ( 𝑦, 𝑧 ) 𝑝 ( 𝑦, 𝑧 ) 𝑑 𝑦𝑑 𝑧 
] ] 
. (4) 
The following notation is used: z, z ′ are two diﬀerent random vectors
enerated from the joint pdf p ( y, z ), a random vector ?̂? is generated from
 conditional pdf 𝑝 ( 𝑦 ′, ̂𝑧 |𝑦 ′) . 
A formula for computing the total eﬀect index 𝑆 𝑇 
𝑦 
(2) can be written
s 
 
𝑇 
𝑦 
= 1 
2 𝐷 ∫𝑅 𝑛 + 𝑠 [ 𝑓 ( 𝑦, 𝑧 ) − 𝑓 ( ̄𝑦 
′, 𝑧 )] 2 𝑝 ( 𝑦, 𝑧 ) 𝑝 ( ̄𝑦 ′, 𝑧 |𝑧 ) 𝑑 𝑦𝑑 ̄𝑦 ′𝑑 𝑧 . (5)
We note that for the case of independent inputs this formula was
uggested in [14] . 
Consider the situation when the variation of model inputs is sub-
ect to an inequality constraint (or a ﬁnite number thereof) of the form
 ( x 1 , ..., x n ) ≥ 0 giving rise in general to an arbitrary (not necessarily
onnected) domain Ω𝑛 = { ( 𝑥 1 , ..., 𝑥 𝑛 ) ∶ 𝑔( 𝑥 1 , ..., 𝑥 𝑛 ) ≥ 0 } ⊂ 𝑅 𝑛 Fig. 1 . De-
pite the apparent complication of the problem of evaluating sensitivity
ndices due to the introduction of constraints, the above formulas for
ain eﬀect and total sensitivity indices remain to be applicable in any
omain Ωn ⊂R n . The only modiﬁcation required in Eqs. (3) –(5) is the
eplacement of pdf’s with those deﬁned in Ωn , which we denote in the
ollowing with a superscript ′ Ω′ (e.g. 𝑝 Ω( 𝑦, 𝑧 ) ). 
For simplicity, in the following we assume that the model function
 ( x 1 , ..., x n ) is deﬁned in the unit hypercube H 
n (in the general case
his can be achieved by applying a corresponding coordinate transfor-
ation to the original model variables) while the permissible domain
n is enclosed by H n : Ωn ⊂H n . 
S. Kucherenko et al. Reliability Engineering and System Safety 167 (2017) 218–231 
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s  .2. Transformation from conditional to joint and marginal distributions 
We assume that there is a known procedure for the generation of
ectors ( y, z ) from a joint pdf 𝑝 Ω( 𝑦, 𝑧 ) deﬁned in a non-rectangular do-
ain Ωn , which means in particular that 𝑝 Ω( 𝑦, 𝑧 ) ≡ 0 , ∀ ( y, z ) ∉Ωn . Com-
utation of S y and 𝑆 
𝑇 
𝑦 
requires also sampling from conditional pdf’s.
onsider generation of a vector ( 𝑦, ̄𝑧 ) for the evaluation of 𝑓 ( 𝑦, ̄𝑧 ) from
 conditional probability distribution function 𝑝 Ω( 𝑦, ̄𝑧 |𝑦 ) . Using the ax-
om of conditional probabilities 𝑝 Ω( 𝑦, ̄𝑧 |𝑦 ) 𝑝 Ω( 𝑦 ) = 𝑝 Ω( 𝑦, 𝑧 ) , 𝑝 Ω( 𝑦, ̄𝑧 |𝑦 ) can
e transformed as 
 
Ω( 𝑦, ̄𝑧 |𝑦 ) = 𝑝 Ω( 𝑦, 𝑧 ) 
𝑝 Ω( 𝑦 ) 
. (6)
Using similar transformations for 𝑝 Ω( 𝑦 ′, ̂𝑧 |𝑦 ′) and 𝑝 Ω( ̄𝑦 ′, 𝑧 |𝑧 ) formulas
3) –(5) for S y and 𝑆 
𝑇 
𝑦 
in domain Ωn can be presented as follows 
 
𝑦 
= 1 
𝐷 
[ 
∫Ω𝑠 𝑝 
Ω( 𝑦 ) 𝑑 𝑦 
[ 
∫Ω𝑛 − 𝑠 
𝑓 ( 𝑦, 𝑧 ) 
𝑝 Ω( 𝑦 ) 
𝑝 Ω( 𝑦, 𝑧 ) 𝑑 𝑧 
] 2 
− 𝑓 2 0 
] 
, (7)
 
𝑦 
= 1 
𝐷 
[ 
∫Ω𝑛 𝑓 ( 𝑦 
′, 𝑧 ′) 𝑝 Ω( 𝑦 ′, 𝑧 ′) 𝑑𝑦 ′𝑑𝑧 ′
[ 
∫Ω𝑛 − 𝑠 
𝑓 ( 𝑦 ′, ̄𝑧 ) 
𝑝 Ω( 𝑦 ′) 
𝑝 Ω( 𝑦 ′, ̄𝑧 ) 𝑑 ̄𝑧 
− ∫Ω𝑛 𝑓 ( 𝑦, 𝑧 ) 𝑝 
Ω( 𝑦, 𝑧 ) 𝑑 𝑦𝑑 𝑧 
] ] 
, (8)
 
𝑇 
𝑦 
= 1 
2 𝐷 ∫Ω𝑛 ∫Ω𝑠 [ 𝑓 ( 𝑦, 𝑧 ) − 𝑓 ( 𝑦 
′, 𝑧 )] 2 𝑝 Ω( 𝑦, 𝑧 ) 𝑝 
Ω( 𝑦 ′, 𝑧 ) 
𝑝 Ω( 𝑧 ) 
𝑑 𝑦𝑑 𝑦 ′𝑑𝑧 . (9)
Here the lower-dimensional integrals are understood in the
ense that ∫Ω𝑠 𝐹 ( 𝑦, 𝑧 ) 𝑑𝑦 = ∫( 𝑦,𝑧 )∈Ω𝑛 𝐹 ( 𝑦, 𝑧 ) 𝑑𝑦 and ∫Ω𝑛 − 𝑠 𝐹 ( 𝑦, 𝑧 ) 𝑑𝑧 =
( 𝑦,𝑧 )∈Ω𝑛 𝐹 ( 𝑦, 𝑧 ) 𝑑𝑧 for any F ( y, z ) ∈ L 
1 ( Ωn ). 
The usefulness of these formulas is based on the ability to sample
rom the joint pdf 𝑝 Ω( 𝑦, 𝑧 ) in Ωn . Although there is a technique based on
he sequential sampling from an inverse cumulative distribution based
n RT presented in Appendix A , it has a limited applicability. In the next
ection we present a more general approach based on the acceptance –
ejection method. 
.3. Acceptance – rejection method 
Consider the joint pdf p ( y, z ) in the absence of constraints in H n . We
ssume that constraining the variables to an area Ωn ⊂H n implies that
heir joint pdf becomes 𝑝 Ω( 𝑦, 𝑧 ) , which takes zero values in H n \ Ωn and
s proportional to p ( y, z ) within Ωn . Formally 
 
Ω( 𝑦, 𝑧 ) = 
{ 
𝑝 ( 𝑦, 𝑧 )∕ ̄𝐼 , ( 𝑦, 𝑧 ) ∈ Ω𝑛 
0 , ( 𝑦, 𝑧 ) ∉ Ω𝑛 . (10)
Here 𝐼 is a scaling factor. Hence, imposing constraints does not aﬀect
he functional form of the joint pdf p ( y, z ) inside Ωn apart from appro-
riate rescaling such that ∫Ω𝑛 𝑝 Ω( 𝑦, 𝑧 ) 𝑑 𝑦𝑑 𝑧 = ∫𝐻 𝑛 𝑝 Ω( 𝑦, 𝑧 ) 𝑑 𝑦𝑑 𝑧 = 1 . Then
he ‘constrained ’ joint pdf can be deﬁned through the ‘unconstrained ’
ne via the relationship: 
 
Ω( 𝑦, 𝑧 ) = 𝑝 ( 𝑦, 𝑧 ) 𝐼 
Ω( 𝑦, 𝑧 ) 
∫Ω𝑛 𝑝 ( 𝑦, 𝑧 ) 𝑑 𝑦𝑑 𝑧 
= 𝑝 ( 𝑦, 𝑧 ) 𝐼 
Ω( 𝑦, 𝑧 ) 
𝐼 
, (11)
here 
 ̄= ∫Ω𝑛 𝑝 ( 𝑦, 𝑧 ) 𝑑 𝑦𝑑 𝑧 = ∫𝐻 𝑛 𝑝 ( 𝑦, 𝑧 ) 𝐼 
Ω( 𝑦, 𝑧 ) 𝑑 𝑦𝑑 𝑧 (12)
nd 𝐼 Ω( 𝑦, 𝑧 ) is an indicator function of the subset Ωn 
 
Ω( 𝑦, 𝑧 ) = 
{ 
1 , ( 𝑦, 𝑧 ) ∈ Ω𝑛 
0 , ( 𝑦, 𝑧 ) ∉ Ω𝑛 . (13)
A constrained marginal pdf is then deﬁned as 
 
Ω( 𝑦 ) = ∫Ω𝑛 𝑝 
Ω( 𝑦, 𝑧 ) 𝑑𝑧 = 1 
𝐼 ∫𝐻 𝑛 − 𝑠 𝑝 ( 𝑦, 𝑧 ) 𝐼 
Ω( 𝑦, 𝑧 ) 𝑑𝑧 , (14)220 hile a conditional pdf takes the form 
 
Ω( 𝑦, ̄𝑧 |𝑦 ) = 𝑝 Ω( 𝑦, 𝑧 ) 
𝑝 Ω( 𝑦 ) 
= 𝑝 ( 𝑦, 𝑧 ) 𝐼 
Ω( 𝑦, 𝑧 ) 
∫
𝐻 𝑛 − 𝑠 𝑝 ( 𝑦, 𝑧 ) 𝐼 Ω( 𝑦, 𝑧 ) 𝑑𝑧 
. (15)
The marginal pdf 𝑝 Ω( 𝑧 ) required for the evaluation of 𝑆 𝑇 
𝑦 
can be
xpressed similarly to the formula (14) . 
Consider now a model function f ( y, z ) deﬁned in Ωn . We note that
t can be artiﬁcially extended to H n by deﬁning a continuation of f ( y,
 ) the exact form of which is immaterial since the integrands in the
xpressions below are zero outside of Ωn owing to the factor 𝑝 Ω( 𝑦, 𝑧 )
thus for simplicity the model function can be continued as f ( y, z ) ≡ 0
or ( y, z ) ∈ H n \ Ωn ). Then the expected value and the variance of f ( y, z )
re given by 
 0 = ∫Ω𝑛 𝑓 ( 𝑦, 𝑧 ) 𝑝 
Ω( 𝑦, 𝑧 ) 𝑑 𝑦𝑑 𝑧 = 1 
𝐼 ∫𝐻 𝑛 𝑓 ( 𝑦, 𝑧 ) 𝑝 ( 𝑦, 𝑧 ) 𝐼 
Ω( 𝑦, 𝑧 ) 𝑑 𝑦𝑑 𝑧 , (16)
 = ∫Ω𝑛 𝑓 
2 ( 𝑦, 𝑧 ) 𝑝 Ω( 𝑦, 𝑧 ) 𝑑 𝑦𝑑 𝑧 − 𝑓 2 0 = 
1 
𝐼 ∫𝐻 𝑛 𝑓 
2 ( 𝑦, 𝑧 ) 𝑝 ( 𝑦, 𝑧 ) 𝐼 Ω( 𝑦, 𝑧 ) 𝑑 𝑦𝑑 𝑧 − 𝑓 2 0 , 
(17) 
orrespondingly. 
Using the expressions above for pdf’s as well as the expected value
nd total variance of the function, the main eﬀect and total indices can
e computed through their integral formulations presented in (7) –(9) .
he important diﬀerence, however, is that even if the relevant pdf’s
re known only within the enveloping hypercube (i.e., for the uncon-
trained case), they can be used to directly compute their constrained
ounterparts on the basis of an acceptance-rejection approach invoking
he indicator function of the feasible subdomain. 
The DL formula (7) can be rewritten in the following simpliﬁed form
 
𝑦 
= 1 
𝐷 
[ 
∫𝐻 𝑠 
[ ∫
𝐻 𝑛 − 𝑠 𝑓 ( 𝑦, 𝑧 ) 𝑝 
Ω( 𝑦, 𝑧 ) 𝑑𝑧 
] 2 
𝑝 Ω( 𝑦 ) 
𝑑𝑦 − 𝑓 2 0 
] 
(18)
hile Eqs. (8) –(9) remain unchanged. Note that integration in (18) is
erformed over lower-dimensional projections H s and 𝐻 𝑛 − 𝑠 of the unit
ypercube H n as opposed to those of the domain Ωn of potentially com-
lex shape. 
An alternative expression for the total eﬀect index 𝑆 𝑇 
𝑦 
can be ob-
ained using the identity 
 
𝑇 
𝑦 
= 𝐷 − 𝐷 𝑧 
[
𝐸 ?̄? ( 𝑓 ( ̄𝑦 , 𝑧 ) ) 
]
, (19)
here 
 𝑧 
[
𝐸 𝑦 ( 𝑓 ( ̄𝑦 , 𝑧 ) ) 
]
= ∫Ω𝑛 − 𝑠 𝑝 
Ω( 𝑧 ) 𝑑𝑧 
[ 
∫Ω𝑠 𝑓 ( ̄𝑦 , 𝑧 ) 𝑝 
Ω( 𝑦, 𝑧 |𝑧 ) 𝑑𝑦 ] 2 − 𝑓 2 0 . (20)
Using the axiom of conditional probabilities and transformations
imilar to those presented above we obtain a DL-like formula for total
ndices: 
 
𝑇 
𝑦 
= 1 − 1 
𝐷 
( 
∫𝐻 𝑛 − 𝑠 
[ ∫
𝐻 𝑠 
𝑓 ( 𝑦, 𝑧 ) 𝑝 Ω( 𝑦, 𝑧 ) 𝑑𝑦 
] 2 
𝑝 Ω( 𝑧 ) 
𝑑𝑧 − 𝑓 2 0 
) 
. (21)
.4. Interpretation of indices 
We start with the Interpretation of the total index. In the case of
ndependent inputs 𝐷 = 𝐷 
𝑦 
+ 𝐷 
𝑧 
+ 𝐷 𝑦𝑧 and then from (19) 
 
𝑇 
𝑦 
= 𝐷 
𝑦 
+ 𝐷 𝑦𝑧 , (22)
here D yz is an interaction term between subsets y and z. D yz ≥ 0, hence
 
𝑇 
𝑦 
≥ 𝐷 
𝑦 
. Unfortunately, in the case of dependent inputs these relation-
hips are no longer true. 
From deﬁnition (19) which remains correct in the case of dependent
nputs it follows that 𝐷 𝑇 
𝑦 
is the part of D which remains after subtracting
 𝑧 [ 𝐸 ?̄? ( 𝑓 ( ̄𝑦 , 𝑧 ) ) ] . In the case of dependent inputs 𝐷 𝑧 [ 𝐸 ?̄? ( 𝑓 ( ̄𝑦 , 𝑧 ) ) ] contains
he contribution to the total variance corresponding to the eﬀect of sub-
et z on its own and its dependence on subset y due to correlation or
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sependence via inequality constraints, which we will call for brevity
he dependence contribution 𝐷 𝐶 
𝑦𝑧 
. Hence, 𝐷 𝑇 
𝑦 
contains the dependence
ontribution 𝐷 𝐶 
𝑦𝑧 
with the negative sign, that is 𝐷 𝑇 
𝑦 
does not contain
orrelated/dependence contribution. On the other hand, the main ef-
ect index includes contribution corresponding to the eﬀect of subset y
n its own plus dependence contribution 𝐷 𝐶 
𝑦𝑧 
. This new meaning of D y 
ead the authors of [12] to call S y the total correlated contribution and
 
𝑇 
𝑦 
– the total uncorrelated contribution while Mara et al. [10] called
 y the full ﬁrst-order sensitivity index and 𝑆 
𝑇 
𝑦 
– the independent total
ensitivity index. 
. Numerical methods 
In this section we present general MC estimators, acceptance-
ejection estimation of Sobol ’ sensitivity indices using grid quadrature
ormulas and MC estimators based on the acceptance-rejection method.
.1. MC estimators 
We consider MC estimators for the evaluation of integral expressions
n (7) –(9) assuming that all pdf’s are deﬁned in Ωn and there is a sam-
ling procedure able to generate random vectors within this domain.
ormula (7) can be used to derive the DL MC estimator for S y for a
ingle-variable index ( 𝑦 = 𝑥 𝑖 ). In this case N points 𝑥 ( 𝑙) , 𝑙 = 1 , 2 , ..., 𝑁 are
enerated from the joint probability distribution 𝑝 Ω( 𝑦, 𝑧 ) . For each ran-
om variable 𝑦 = 𝑥 𝑖 , the sample set 𝑥 ( 𝑙) , 𝑙 = 1 , 2 , ..., 𝑁 is sorted in the
scending order on the interval [0, 1] with respect to this variable and
hen subdivided into N y equally populated partitions (bins) each con-
aining 𝑁 𝑧 = 𝑁∕ 𝑁 𝑦 points ( N y < N ). Within each bin we calculate the
ocal mean value 𝐸 𝑍 [ 𝑓 ( 𝑦, 𝑧 ) |𝑦 𝐴 𝑗 ] ≈ 1 𝑁 𝑧 𝑁 𝑧 ∑𝑘 =1 𝑓 ( 𝑦 𝑗 𝑘 , 𝑧 𝑗 𝑘 ) , where j is the index
f a bin containing N z points, 𝑗 = 1 , ..., 𝑁 𝑦 and 𝑦 𝐴 𝑗 is a mean value of y
ithin this bin. We note, that 𝑦 𝐴 
𝑗 
is not actually computed and it is used
nly for notation purposes. Finally, the variance of all conditional av-
rages is computed to yield the following double loop reordering (DLR)
ormula: 
 𝑦 ≈
1 
𝐷 
⎡ ⎢ ⎢ ⎢ ⎣ 
1 
𝑁 𝑦 
𝑁 𝑦 ∑
𝑗=1 
(
1 
𝑁 𝑧 
∑𝑁 𝑧 
𝑘 =1 𝑓 ( 𝑦 𝑗 𝑘 , 𝑧 𝑗 𝑘 ) 
)2 
1 
𝑁 𝑧 
∑𝑁 𝑧 
𝑘 =1 𝑝 
Ω( 𝑦 𝑗 𝑘 ) 
− 𝑓 2 0 
⎤ ⎥ ⎥ ⎥ ⎦ 
= 1 
𝐷 
⎡ ⎢ ⎢ ⎢ ⎣ 
1 
𝑁 
𝑁 𝑦 ∑
𝑗=1 
(∑𝑁 𝑧 
𝑘 =1 𝑓 ( 𝑦 𝑗 𝑘 , 𝑧 𝑗 𝑘 ) 
)2 
∑𝑁 𝑧 
𝑘 =1 𝑝 
Ω( 𝑦 𝑗 𝑘 ) 
− 𝑓 2 0 
⎤ ⎥ ⎥ ⎥ ⎦ . (23) 
The subdivision into bins is done in the same way for all inputs using
he same set of sample points. A critical issue is the link between N and
 y . It was suggested in [15] to use as a “rule of thumb ” 𝑁 𝑦 ≈
√
𝑁 . See
lso [15] for graphical illustration of partitioning using scatter- plots. 
The DLR approach can be extended to the estimation of the second-
rder eﬀects but it will require a larger sample N which would render
t practically unfeasible. Besides, there is no similarly eﬃcient DLR for-
ula for computing total Sobol ’ sensitivity indices. It has to be noted
hat DLR is in fact a metamodelling-based approach for the estimation
f ﬁrst-order eﬀects as emphasized by Plischke [15] (see also Hastie and
ibshirani [16] ). Although DLR is more computationally eﬃcient than
q. (8) for the estimation of ﬁrst-order eﬀect indices, there are other
etamodelling approaches that may outperform DLR. 
The expected value and total variance are computed using the MC
stimators 
 0 ≈
1 
𝑁 
𝑁 ∑
𝑙=1 
𝑓 ( 𝑦 𝑙 , 𝑧 𝑙 ) . (24) 
 ≈ 1 
𝑁 
𝑁 ∑
𝑙=1 
𝑓 2 ( 𝑦 𝑙 , 𝑧 𝑙 ) − 𝑓 2 0 . (25)221 The MC estimator for the main eﬀect index based on formula (8) has
 form 
 𝑦 ≈
1 
𝐷𝑁 
𝑁 ∑
𝑙=1 
( 
𝑓 
(
𝑦 ′𝑙 , 𝑧 
′
𝑙 
)( 𝑓 ( 𝑦 ′𝑙 , 𝑧 𝑙 ) 
𝑝 Ω( 𝑦 ′𝑙 ) 
− 𝑓 
(
𝑦 𝑙 , 𝑧 𝑙 
)) ) 
, (26) 
nd an estimator for the total eﬀect index based on formula (9) can be
ritten as: 
 
𝑇 
𝑦 
≈ 1 
2 𝐷𝑁 
𝑁 ∑
𝑙=1 
1 
𝑝 Ω( 𝑧 𝑙 ) 
(
𝑓 
(
𝑦 𝑙 , 𝑧 𝑙 
)
− 𝑓 
(
𝑦 ′𝑙 , 𝑧 𝑙 
))2 
. (27) 
The usefulness of these estimators relies on the ability to sample from
he joint pdf 𝑝 Ω( 𝑦, 𝑧 ) in Ωn . In the next two sub-sections we present a
ractical approach for such sampling based on the acceptance-rejection
ethod. 
.2. Acceptance-rejection estimation of sensitivity indices using grid 
uadrature formulas 
Integrals in (16) –(18) and (21) can be eﬃciently evaluated using grid
uadrature methods for problems of low dimensionality. Application of
rid quadrature methods is rather straightforward when integration do-
ains are hyperrectangular as in the case of the acceptance-rejection
pproach presented in Section 2.3 . However, given that the feasible do-
ain Ωn can be arbitrary in shape, eﬃcient higher-order quadrature
ethods (such as those based on Gaussian or Clenshaw–Curtis quadra-
ure [17] ) lose their advantages as the integrands are not diﬀerentiable
t the boundary of the permissible domain Ωn (the indicator function
as a jump discontinuity at the boundary of Ωn ). Thus the use of lower-
rder integration formulas such as the second-order multidimensional
rapezoidal rule used in this paper is preferable because they are less
ensitive to non-smooth or discontinuous integrands [18] . 
Numerical integration can gain additional eﬃciency by perform-
ng preliminary bracketing of the domain Ωn (or ﬁnding its ‘minimum
ounding box ’) within H n to minimize the number of rejected points dur-
ng sampling. This is especially important in higher dimensions, when
he number of grid points in each dimension cannot be large due to the
curse of dimensionality ”. The total number of grid points is 𝑁 = 𝑘 𝑛 ,
here k is the number of points in each dimension. k includes both in-
ernal and boundary points. We do not consider the case of the diﬀerent
alues of k for diﬀerent directions. 
The bracketing is performed by ﬁrst using a uniform grid in H n to
valuate new lower ( 𝑥 min 
𝑖 
≥ 0 ) and upper ( 𝑥 max 
𝑖 
≤ 1 ) bounds for each vari-
ble. 𝑥 min 
𝑖 
and 𝑥 max 
𝑖 
are deﬁned as 
 
min 
𝑖 
= inf 
{ 
𝑥 𝑖 ∶ ∫𝐻 𝑛 −1 𝐼 
Ω( 𝑥 ) 𝑑 𝑥 − 𝑖 > 0 
} 
, (28)
 
max 
𝑖 
= sup 
{ 
𝑥 𝑖 ∶ ∫𝐻 𝑛 −1 𝐼 
Ω( 𝑥 ) 𝑑 𝑥 − 𝑖 > 0 
} 
, (29)
here 𝑥 − 𝑖 is the vector of all model variables but x i : 𝑥 − 𝑖 =
 𝑥 1 , ..., 𝑥 𝑖 −1 , 𝑥 𝑖 +1 , ..., 𝑥 𝑛 ) . Once the new bounds have been determined the
ound hyperrectangle 𝐻 𝑛 min = 
∏𝑛 
𝑖 =1 [ 𝑥 
min 
𝑖 
, 𝑥 max 
𝑖 
] which can be seen as a
ight enclosure of Ωn is covered with a new grid, which is used to sample
alues of the model function f ( x ) at points where the indicator function
 
Ω( 𝑥 ) is non-zero. 
This approach was successfully implemented for problems of dimen-
ionality up to 10. The results are presented in Section 4 . The use of
his approach for higher dimensional models is computationally pro-
ibitive. This is also the main reason why the grid quadrature approach
s not applicable to the modiﬁed formulas (8) and (9) since the eﬀective
umber of dimensions for integration in this case is (2 𝑛 − 𝑠 ) and ( 𝑛 + 𝑠 ) ,
espectively. Extension to higher dimensions may be possible with the
pplication of sparse grid methods, however requirements for integrand
moothness may adversely aﬀect convergence rates. 
S. Kucherenko et al. Reliability Engineering and System Safety 167 (2017) 218–231 
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𝑝  .3. MC estimators for the acceptance-rejection method 
In this subsection we consider MC estimators of S y and 𝑆 
𝑇 
𝑦 
valid when
 ( y, z ) is known but the constrained pdf 𝑝 Ω( 𝑦, 𝑧 ) is not known explicitly.
e also assume that there is no explicit technique for sampling in Ωn of
rbitrary shape. Firstly we derive an MC estimator for S y deﬁned by (18) .
ts approximation leads to the DLR approach discussed in Section 3.1 .
ased on a sequence of points ( y l , z l ), 𝑙 = 1 , ..., 𝑁 sampled from the joint
df p ( y, z ), the mean value f 0 and total variance D of f ( y, z ) are estimated
s 
 0 ≈
1 
𝐼 𝑁 
𝑁 ∑
𝑙=1 
𝑓 ( 𝑦 𝑙 , 𝑧 𝑙 ) 𝐼 Ω( 𝑦 𝑙 , 𝑧 𝑙 ) , (30)
 ≈ 1 
𝐼 𝑁 
𝑁 ∑
𝑙=1 
[
𝑓 ( 𝑦 𝑙 , 𝑧 𝑙 ) − 𝑓 0 
]2 
𝐼 Ω( 𝑦 𝑙 , 𝑧 𝑙 ) , (31)
here 
 ̄≈ 1 
𝑁 
𝑁 ∑
𝑙=1 
𝐼 Ω( 𝑦 𝑙 , 𝑧 𝑙 ) (32)
s the scaling factor. 
Further we assume that 𝑦 = 𝑥 𝑖 . The integral 𝐹 ( 𝑦 ) =
𝐻 𝑛 − 𝑠 𝑓 ( 𝑦, 𝑧 ) 𝑝 
Ω( 𝑦, 𝑧 ) 𝑑𝑧 in the numerator of the integrand of (18) can be
pproximated by the following estimator 
 ( 𝑦 𝐴 
𝑗 
) ≈ 1 
𝐼 𝑁 𝑧 
𝑁 𝑧 ∑
𝑘 =1 
𝑓 ( 𝑦 𝑗 𝑘 , 𝑧 𝑗 𝑘 ) 𝐼 
Ω( 𝑦 𝑗 𝑘 , 𝑧 𝑗 𝑘 ) , (33)
.e., by averaging within each of N y bins, where j is the index of a bin
nd 𝑦 𝐴 
𝑗 
represents an average value of y in the j -th bin. The marginal
istribution function 𝑝 Ω( 𝑦 ) in the denominator of (18) is approximated
ithin each bin by 
 
Ω( 𝑦 𝐴 
𝑗 
) ≈ 1 
𝐼 𝑁 𝑧 
𝑁 𝑧 ∑
𝑘 =1 
𝐼 Ω( 𝑦 𝑗 𝑘 , 𝑧 𝑗 𝑘 ) . (34)
Combining the above we obtain a DLR MC estimator for the main
ﬀect index deﬁned by formula (18) in the following form: 
 𝑦 ≈
1 
𝐷 
⎡ ⎢ ⎢ ⎣ 1 𝑁 𝑦 
𝑁 𝑦 ∑
𝑗=1 
𝐹 2 ( 𝑦 𝐴 
𝑗 
) 
𝑝 Ω( 𝑦 𝐴 
𝑗 
) 
− 𝑓 2 0 
⎤ ⎥ ⎥ ⎦ . (35)
We note that 𝑦 𝐴 
𝑗 
is used only in the estimator (35) . Note also that
hould the value of 𝑝 Ω( 𝑦 𝐴 
𝑗 
) in the denominator become zero the numer-
tor deﬁned in (33) is also necessarily equal to zero. 
An MC estimator for S y based on the modiﬁed formula (8) has the
orm: 
 𝑦 = 
1 
𝐼 2 𝐷𝑁 
𝑁 ∑
𝑙=1 
(
𝑓 
(
𝑦 ′𝑙 , 𝑧 
′
𝑙 
)
𝐼( 𝑦 ′𝑙 , 𝑧 ′𝑙 ) 
×
( 
𝑓 ( 𝑦 ′𝑙 , 𝑧 𝑙 ) 𝐼( 𝑦 ′𝑙 , 𝑧 𝑙 ) 
𝑝 Ω( 𝑦 ′𝑙 ) 
− 𝑓 
(
𝑦 𝑙 , 𝑧 𝑙 
)
𝐼( 𝑦 𝑙 , 𝑧 𝑙 ) 
) ) 
. (36)
Similarly an estimator for the total eﬀect index (9) can be written as:
 
𝑇 
𝑦 
= 1 
2 𝐼 2 𝐷𝑁 
𝑁 ∑
𝑙=1 
(
𝑓 
(
𝑦 𝑙 , 𝑧 𝑙 
)
𝐼( 𝑦 𝑙 , 𝑧 𝑙 ) − 𝑓 
(
𝑦 ′𝑙 , 𝑧 𝑙 
)
𝐼( 𝑦 ′𝑙 , 𝑧 𝑙 ) 
)2 1 
𝑝 Ω( 𝑧 𝑙 ) 
, 
(37)
here the estimation of the marginal probability distribution 𝑝 Ω( 𝑧 ) re-
uires additional sampling as described below. 
The marginal distribution 𝑝 Ω( 𝑦 ) approximated similarly to (34) is es-
imated by subdividing the whole set of sample points { ( 𝑦 𝑙 , 𝑧 𝑙 ) } 𝑁 𝑙=1 into
 y bins according to the values of y l so that the probability of points
nding up in any of the bins is the same and equal to Δ𝑝 𝑦 = 1∕ 𝑁 𝑦 (we
ecall that 𝑦 = 𝑥 is scalar, y ∈ [0, 1]). To keep the same resolution in𝑖 
222 he estimation of 𝑝 Ω( 𝑧 ) used in (37) an ( 𝑛 − 𝑠 ) -dimensional “z -bin ” can
e deﬁned by choosing probabilities Δ𝑝 𝑧 𝑖 = 1∕ 𝑁 𝑧 for each 𝑖 = 1 , ..., 𝑛 − 𝑠 .
wing to the “rule of thumb ” introduced earlier 𝑁 𝑧 ≈ 𝑁 𝑦 ≈
√
𝑁 thus
eading to similar probabilities deﬁning a bin in all dimensions, whether
 or z i , 𝑖 = 1 , ..., 𝑛 − 𝑠 . However, such a deﬁnition results in a dramati-
ally decreasing number of points of the original sample falling within
uch a bin when the model dimensionality n (and hence that of the
in, 𝑛 − 𝑠 ) increases. Indeed, the probability that a random point sam-
led from the joint pdf falls within a z -bin deﬁned in such a way is
iven by Δ𝑝 bin ,𝑧 = 
∏𝑛 − 𝑠 
𝑖 =1 Δ𝑝 𝑧 𝑖 = 𝑁 
−( 𝑛 − 𝑠 ) 
𝑧 = 𝑁 
− 𝑛 − 𝑠 2 so that the number of
oints of the original sample expected to be found in such a bin is
 bin ,𝑧 = 𝑁Δ𝑝 bin ,𝑧 = 𝑁 
− 𝑛 − 𝑠 2 +1 , which is greater than one only if 𝑛 − 𝑠 < 2
r, in the most typical case of 𝑠 = 1 considered here, if n < 3. Therefore,
o estimate 𝑝 Ω( 𝑧 𝑙 ) with acceptable accuracy a relatively small additional
umber of samples of the form ( 𝑦 𝑞 , 𝑧 𝑙 ) , 𝑞 = 1 , ..., 𝑁 ′𝑦 is required which
ields the estimator 
 
Ω( 𝑧 𝑙 ) ≈
1 
𝐼 𝑁 ′𝑦 
𝑁 ′𝑦 ∑
𝑞=1 
𝐼 Ω( 𝑦 𝑞 , 𝑧 𝑙 ) . (38)
We note that only the indicator function is evaluated at each of these
oints and although this additional sampling at each z l increases the
omputational cost of the estimator (37) , this increase may not be detri-
ental if the computational cost of the evaluation of model constraints
s signiﬁcantly smaller than that of the model function itself. This is
ften the case in practical problems involving computationally cheap
nput constraints (i.e., not requiring the solution of the model for their
valuation) regardless of problem dimensionality. On the other hand,
he additional computational burden may be substantial for output con-
traints the evaluation of which involves the solution of the model. A
alue 𝑁 ′
𝑦 
= 64 was used in the test cases reported below, which was
ound to be high enough to provide good convergence rates. 
There are two diﬀerent ways of computing the set { 𝑆 𝑖 , 𝑆 𝑇 𝑖 } , 𝑖 =
 , ..., 𝑛 . The ﬁrst one is based on the modiﬁed formulas (36) and (37) . The
equired number of function evaluations in this case is 𝑁 CPU = 𝑁( 𝑛 + 2) .
he second one is based on using the DLR formula (35) for computing
 i (which requires 𝑁 CPU = 𝑁 function evaluations) and formula (37) for
omputing 𝑆 𝑇 
𝑖 
(which requires 𝑁 CPU = 𝑁( 𝑛 + 2) function evaluations).
owever, when (35) is used in conjunction with the modiﬁed formula
37) for total eﬀect sensitivity indices, the former can beneﬁt from us-
ng all the available 𝑁 CPU = 𝑁( 𝑛 + 2) samples required to compute 𝑆 𝑇 𝑖 
o enhance the accuracy of S i estimation. All derived MC estimators can
e computed using MC or QMC sampling. 
. Test cases 
For all test cases considered in this section we found analytical val-
es of sensitivity indices, so that they can be used as benchmarks for
eriﬁcation of numerical estimates. 
.1. Product function in triangle domain Ω1 
Consider the function 
( 𝑥 1 , 𝑥 2 ) = 𝑥 1 𝑥 2 (39)
ith both variables uniformly distributed in an upper triangle Ω1 with
oint pdf 
 
Ω1 ( 𝑥 1 , 𝑥 2 ) = 
{ 
2 , ( 𝑥 1 , 𝑥 2 ) ∈ Ω1 
0 , ( 𝑥 1 , 𝑥 2 ) ∉ Ω1 
. (40)
1 is deﬁned by constraint 𝑔( 𝑥 1 , 𝑥 2 ) = 𝑥 1 + 𝑥 2 − 1 ≥ 0 . 
Using the axiom of conditional probabilities the marginal pdf of x 1 
nd the pdf of x 2 conditional on x 1 can be computed explicitly: 
 
Ω1 
1 ( 𝑥 1 ) = ∫
1 
1− 𝑥 
𝑝 Ω1 ( 𝑥 1 , 𝑥 2 ) 𝑑 𝑥 2 = ∫
1 
1− 𝑥 
2 𝑑 𝑥 2 = 2 𝑥 1 , (41)1 1 
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Fig. 2. Convergence of numerical estimates of 𝑆 𝑥 1 and 𝑆 
𝑇 
𝑥 1 
for the formulas using RT (see Appendix) with those based on the acceptance-rejection (AR) approach for the product function 
(39) deﬁned in the triangular domain Ω1 . 
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Fig. 3. Domain Ω2 as deﬁned by the linear constraint (48) . 
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Ω1 
2 ( 𝑥 2 |𝑥 1 ) = 𝑝 Ω1 ( 𝑥 1 , 𝑥 2 ) 
𝑝 
Ω1 
1 ( 𝑥 1 ) 
= 1 
𝑥 1 
. (42)
Expectation and total variance for this function can also be computed
xplicitly: 
 0 = 𝐸{ 𝑓 ( 𝑥 1 , 𝑥 2 )} = ∫
1 
0 ∫
1 
1− 𝑥 1 
𝑥 1 𝑥 2 2 𝑑 𝑥 2 𝑑 𝑥 1 = 
5 
12 
, (43)
 = ∫
1 
0 ∫
1 
1− 𝑥 1 
( 𝑥 1 𝑥 2 ) 2 2 𝑑 𝑥 2 𝑑 𝑥 1 − 
( 5 
12 
)2 
= 3 
80 
. (44)
Using the deﬁnition (7) of the main eﬀect index in a non-rectangular
rea and the relationship between the main eﬀect and total indices 𝑆 𝑇 
𝑥 2 
=
 − 𝑆 
𝑥 1 
the sensitivity indices for the product function (39) are evaluated
s follows: 
 𝑥 1 
= 1 
𝐷 
[ 
∫ 1 0 𝑝 Ω1 1 ( 𝑥 1 ) 𝑑 𝑥 1 
(∫ 1 1− 𝑥 1 𝑓 ( 𝑥 1 , 𝑥 2 ) 𝑝 Ω1 2 ( 𝑥 2 |𝑥 1 ) 𝑑 𝑥 2 )2 − 𝑓 2 0 ] 
= 80 3 
[ 
∫ 1 0 2 𝑥 1 𝑑 𝑥 1 
(∫ 1 1− 𝑥 1 𝑥 1 𝑥 2 1 𝑥 1 𝑑 𝑥 2 )2 − ( 5 12 )2 
] 
= 7 27 
, (45) 
 
𝑇 
𝑥 2 
= 1 − 𝑆 
𝑥 1 
= 20 
27 
. (46)
Owing to the symmetry of the function and the area Ω1 , 𝑆 𝑥 2 = 𝑆 𝑥 1 
nd 𝑆 𝑇 
𝑥 1 
= 𝑆 𝑇 
𝑥 2 
. 
Note that in the absence of the constraint, i.e. when the variables
re uniformly distributed in the unit square, the sensitivity indices are
 𝑥 1 
= 𝑆 𝑥 2 = 3∕7 and 𝑆 
𝑇 
𝑥 1 
= 𝑆 𝑇 
𝑥 2 
= 4∕7 , while the mean value and total
ariance are 𝑓 0 = 1∕4 and 𝐷 = 7∕ 144 . 
We compare numerical performance of the formulas using RT and
he acceptance-rejection (AR) approach. The details of the sampling
cheme for RT is given in the Appendix . We recall that 𝑁 CPU = 𝑁(2 𝑛 + 2)
or RT while it is 𝑁 CPU = 𝑁( 𝑛 + 2) for AR. From the convergence plots
ig. 2 it follows that the original formulas (4) and (5) with RT-based
ampling (see Appendix ) show eﬃciency similar to that of AR approach.223 .2. 2D g -function 
In this Section we consider the so-called g -function which is often
sed in GSA for illustration purposes [1] in 2D: 
 = 
2 ∏
𝑖 =1 
||4 𝑥 𝑖 − 2 || + 𝑎 𝑖 
1 + 𝑎 𝑖 
(47) 
ith parameters 𝑎 1 = 0 and 𝑎 2 = 1 and ( x 1 , x 2 ) uniformly distributed
n the unit square. Below we compute its sensitivity indices when the
easible domain is restricted by a parametric linear Fig. 3 or nonlinear
ig. 9 constraint. 
.2.1. A linear constraint 
In this subsection we consider a more general parametric linear con-
traint (illustrated in Fig. 3 ) than that used in the test case presented
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Fig. 4. Values of (a) f 0 and (b) D for the 2D g -function (47) versus angle 𝛼. 
Fig. 5. Values of (a) 𝑆 𝑥 1 and 𝑆 
𝑇 
𝑥 1 
, and (b) 𝑆 𝑥 2 and 𝑆 
𝑇 
𝑥 2 
for the 2D g -function (47) versus angle 𝛼. 
Table 1 
Exact values of mean, total variance and main eﬀects for selected 
values of 𝛼. 
𝛼 f 0 D 𝑆 𝑥 1 𝑆 𝑥 2 
0 1 .0 4/9 3/4 3/16 
𝜋/6 0 .971413 0 .448322 0 .770349 0 .321499 
𝜋/4 1 .0 4/9 − 93 
40 
+ 9 
2 
ln 2 − 9 
20 
+ 9 
8 
ln 2 
𝜋/2 2 .0 1/3 0 .158883 1 .0 
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M  n the previous subsection. The shape and size of the feasible domain
2 are deﬁned by the variable angle 𝛼 between the top side of the unit
quare and the line deﬁned by the linear constraint 
( 𝑥 1 , 𝑥 2 ) = 1 − tan ( 𝛼) 𝑥 1 − 𝑥 2 ≥ 0 . (48)
Firstly we obtain analytical results for two values of 𝛼: 𝜋/6 and 𝜋/4.
hile the latter value leads to a symmetrical domain (complementary
o Ω1 considered in subsection 4.1 ), the former does not result in any
peciﬁc simpliﬁcation of the problem. The reference values of the mean,
otal variance and main eﬀects are given in Table 1 . Exact solution for
= 𝜋∕6 was obtained using symbolic integration in Maple®, however
he resulting expressions are too cumbersome to report them here, so the
alues are given in the decimal form to suﬃcient precision for error anal-
sis (see below). As noted above, the values of total sensitivity indices224 re readily obtained from the relationships 𝑆 𝑇 
𝑥 2 
= 1 − 𝑆 
𝑥 1 
, 𝑆 𝑇 
𝑥 1 
= 1 − 𝑆 
𝑥 2 
hich are valid in the 2D case. 
Figs. 4 and 5 show the variations of the expected value, total vari-
nce and the main eﬀect and total sensitivity indices with the angle 𝛼
hanging from 0 to 𝜋/2, which corresponds to the whole range from the
ompletely unconstrained 2D problem to the degenerate 1D case 𝑥 1 = 0 ,
 2 ∈ [0, 1]. Analytical exact values given in Table 1 are denoted by
verlaid symbols. The results perfectly respect the limiting cases given
n Table 1 . The numerical results were obtained with the use of the grid
uadrature method. 
As the value of 𝛼 increases the levels of importance of the variables
wap with x 1 being initially signiﬁcantly more important. However, as
→ 𝜋/2 the domain Ω2 degenerates into the segment 𝑥 1 = 0 , 0 ≤ x 2 ≤
 so that the model function clearly ceases to depend on x 1 explicitly
owever, it still depends on x 1 implicitly via the constraint. This is re-
ected by the value of the total eﬀect index 𝑆 𝑇 
𝑥 1 
dropping to zero as 𝛼 →
/2 and a simultaneous increase of 𝑆 
𝑥 2 
towards unity, while 𝑆 𝑥 1 drops
o ∼0.054 before climbing back up again to 0.158883. 
A comparison of the results obtained using QMC sampling employ-
ng RT (see Appendix ) and the acceptance-rejection method proposed
erein is shown in Fig. 6 . It evidences that for the case of the 2D g-
unction the novel AR method converges to the analytical solution faster
han that using RT in terms of the total number of model evaluations.
oreover, this is true for both ﬁrst-order and total indices. Another ad-
S. Kucherenko et al. Reliability Engineering and System Safety 167 (2017) 218–231 
Fig. 6. Convergence of numerical estimates of 𝑆 𝑥 1 and 𝑆 
𝑇 
𝑥 1 
for the original formulas using RT with those based on the acceptance-rejection (AR) approach for the 2D g -function (47) for 
the case of 𝛼 = 𝜋∕4 . 
Fig. 7. RMSE convergence of the MC estimators of S i (35) and 𝑆 
𝑇 
𝑖 
(37) for the 2D g -function (47) deﬁned in Ω2 for 𝛼 = 𝜋∕6 obtained using (a) MC (b) QMC methods. 
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vantage of the AR approach is that it does not require the preliminary
xplicit evaluation of the relevant conditional cumulative distributions,
hich may be problematic even for feasible domains of simple shapes. 
We also tested the performance of the diﬀerent MC estimators.
he root-mean-square error (RMSE) obtained using the MC estimator
35) for the main eﬀect indices and the estimator (37) for total eﬀects
ndices for a ﬁxed value of 𝛼 = 𝜋∕6 is presented in Fig. 7 . To reduce the
catter in the error estimation the values of RMSE were averaged over
 = 50 independent runs: 
 𝑖 = 
⎛ ⎜ ⎜ ⎝ 1 𝐿 
𝐿 ∑
𝑙=1 
( 
𝐼 ∗ 
𝑖,𝑙 
− 𝐼 0 
𝐼 0 
) 2 ⎞ ⎟ ⎟ ⎠ 
1 
2 
. 
Here 𝐼 ∗ 
𝑖 
is the numerical value of a particular estimator, I 0 is the
orresponding analytical value. The RMSE is approximated by a trend225 ine cN k . Values of k are given on the plots. The convergence rates of S i 
nd 𝑆 𝑇 
𝑖 
for the MC method Fig. 7 (a) are close to theoretically expected
alue of 1/2. On the other hand, the convergence rates for the QMC
ethod Fig. 7 (b) are signiﬁcantly higher (not worse than 0.85 for the
 i and 0.7 for 𝑆 
𝑇 
𝑖 
). It should be noted that both approaches suﬀer from
ecreased convergence rates when the area of Ω2 diminishes (data not
hown) and the domain becomes elongated along the x 2 axis. However,
ven in this case the QMC method still outperforms MC. 
Finally, we compare the performance of the two presented estima-
ors for the main eﬀect indices: namely, the DLR (35) and the estimator
36) for the modiﬁed formula (8) by S. Kucherenko et al. [8] , the latter
s denoted as SK. The results presented in Fig. 8 show signiﬁcant ad-
antages of the DLR approach when considering the convergence rate
ersus the total number of sampling points N CPU . 
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Fig. 8. RMSE convergence of the DLR (35) and SK (36) MC estimators for S i for the 2D g -function (47) deﬁned in Ω2 for 𝛼 = 𝜋∕6 using (a) MC (b) QMC methods. 
Fig. 9. A series of parabolic constraints deﬁned by (49) for diﬀerent values of 𝛽 and the 
contour lines of the g -function (47) . 
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𝐼3 4 1 3 2 4  .2.2. A parabolic constraint 
In this subsection we consider a more complex example involving a
onlinear constraint of the form: 
( 𝑥 1 , 𝑥 2 ) = 𝑥 2 − 𝛽𝑥 1 
(
1 − 𝑥 1 
) ≥ 0 , (49)
hich describes the part of the unit square above a parabola Fig. 9 .
epending on the value of 𝛽 the permissible domain is either connected
 𝛽 ≤ 4) or disconnected ( 𝛽 > 4) as illustrated in Fig. 9 . We note that the
omain is non-convex for any value of 𝛽. 
Variations of the function mean, total variance and main and to-
al eﬀect sensitivity indices reveal highly nonlinear behavior shown in
igs. 10 and 11 . The dashed lines in these Figs indicate the critical value
= 4 for the connectedness of the feasible domain. It is also worth not-
ng that the limits 𝛽 → 0 and 𝛽 → ∞ represent the two extreme cases
orresponding either to the unconstrained situation (unit square) or to
he degenerate case when the feasible domain is the union of two dis-
oint segments 𝑥 1 = 0 , 1 , x 2 ∈ [0, 1], respectively. In the latter limit the
umerical values of f 0 , D , main and total eﬀect sensitivity indices tend226 oward the same limit as those under a linear constraint when 𝛼 → 𝜋/2
compare with Figs. 4 and 5 ). 
Consider the particular case of 𝛽 = 4 which is the smallest value of 𝛽
hen the feasible domain is essentially disconnected. The exact values
or the mean, total variance and main eﬀect indices are: 
𝑓 0 = 3∕2 , 
𝐷 = 521 
1260 
− 4 
35 
√
2 , 
 𝑥 1 
= 
3 
(
384 
√
2 − 575 
)
144 
√
2 − 521 
, 
 𝑥 2 
= − 3 
2 
264 
√
2 − 293 
144 
√
2 − 521 
. (50) 
Fig. 12 shows the variation of RMSE versus the total number of sam-
ling points N CPU for MC and QMC methods. The latter is clearly supe-
ior to MC. 
.3. K-function 
K-function is deﬁned as 
 = 
𝑛 ∑
𝑖 =1 
(−1) 𝑖 
𝑖 ∏
𝑗=1 
𝑥 𝑗 , (51)
here variables 𝑥 𝑗 , 𝑗 = 1 , ..., 𝑛 are independent uniformly distributed
andom variables in [0, 1]. K-function is also used in GSA for illustration
urposes (see f.e. [19] ). 
We consider four diﬀerent cases for domain deﬁnitions. The ﬁrst one
s an unconstrained problem ( x ∈ H n ). In the other three cases the unit
ypercube is divided by a hyperplane into two parts one of which is the
ermissible region for the problem variables 𝑥 𝑗 , 𝑗 = 1 , ..., 𝑛 . All of these
ases are considered in the four-dimensional space 𝑛 = 4 . The constraints
re as follows: 
 1 ∶ 𝑥 1 + 𝑥 2 ≤ 1 , (52)
 2 ∶ 𝑥 3 + 𝑥 4 ≤ 1 , (53)
 3 ∶ 𝑥 1 + 𝑥 3 ≤ 1 . (54)
 ∩ 𝐼 ∶ 𝑥 + 𝑥 ≤ 1 ∩ 𝑥 + 𝑥 ≤ 1 . (55)
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Fig. 10. Values of (a) f 0 and (b) D for the 2D g -function (47) versus parameter 𝛽 from parabolic constraint (49) . 
Fig. 11. Values of (a) 𝑆 𝑥 1 and 𝑆 
𝑇 
𝑥 1 
, and (b) 𝑆 𝑥 2 and 𝑆 
𝑇 
𝑥 2 
for the 2D g -function (47) versus parameter 𝛽 from parabolic constraint (49) . 
Fig. 12. RMSE convergence of the MC estimates of S i (35) and 𝑆 
𝑇 
𝑖 
(37) for the 2D g -function (47) under the parabolic constraint (49) with 𝛽 = 4 obtained using (a) MC (b) QMC methods. 
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Fig. 13. Schematic representation of permissible regions for the K-function (shaded area) 
in the 3D case. 
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p  See Fig. 13 for a schematic plot illustrating I 1 constraint in the 3D
pace. 
For the numerical estimation we make use of grid quadrature for-
ulas (multidimensional trapezoidal rule) presented in Section 3.2 . In
rder to assess the accuracy of numerical computations in the uncon-
trained case the exact solution for the total eﬀect indices reported in
20] was used while the analytical solution for the main eﬀect sensitivity
ndices was derived in this paper: 
 𝑖 = 
(
1 
2 
)2 𝑖 −2 
+ 
(
− 1 2 
)𝑛 + 𝑖 −2 
+ 
(
1 
2 
)2 𝑛 
3 
2 − 
3 
5 (−1) 
𝑛 
(
1 
2 
)𝑛 −1 
+ 1 10 
(
1 
3 
)𝑛 −3 
− 3 
(
1 
2 
)2 𝑛 . (56)
For the situations involving the constraints (52) –(54) exact values of
 i and 𝑆 
𝑇 
𝑖 
were obtained with the aid of Maple® software. 
The exact values of S i and 𝑆 
𝑇 
𝑖 
for all four cases are presented in
ig. 14 . For the unconstrained case the most inﬂuential input is x 1 fol-
owed by x 2 with x 3 and x 4 having equal and much less signiﬁcant con-
ributions to the function variance. 
Compared to the unconstrained case, the introduction of the ﬁrst
onstraint deﬁned by (52) (the indicator function I 1 ) leads to a signif-
cant increase of the main eﬀect indices S 1 and S 2 accompanied by a
imultaneous decrease of S 3 and S 4 . It reﬂects the fact that when the
onstraint (52) is imposed an even more substantial part of the variance
s contributed by the ﬁrst two terms of the K-function compared to the
nconstrained case. 
The second constraint (53) (the indicator function I 2 ) introduces ad-
itional dependence between the less important variables x 3 and x 4 .Fig. 14. (a) Main eﬀects and (b) total sensitivity indices of the K-funct
228 ince x 1 and x 2 are not aﬀected by I 2 their sensitivity indices (both main
nd total eﬀects) remain at the same level as in the unconstrained case.
owever, variable x 3 features more prominently than x 4 compared with
he unconstrained case although its value still remains small ( < 0.1). 
The third constraint (54) (the indicator function I 3 ) links an inﬂu-
ntial variable x 1 and a signiﬁcantly less important x 3 . It results in the
ecreased values of sensitivity indices of x 1 , while the values of sensitiv-
ty indices of x 2 are increased. On the other hand, the main eﬀect index
f x 3 becomes signiﬁcantly more important than in the unconstrained
ase drastically outrunning x 4 . However, the corresponding total eﬀects
 
𝑇 
3 and 𝑆 
𝑇 
4 turn out to be the same. 
Finally, we consider a more general situation involving two inequal-
ty constraints simultaneously: I 3 ∩I 4 (55) . Each of the constraints in-
olves an inﬂuential ( x 1 and x 2 , respectively) and a non-inﬂuential ( x 3 
nd x 4 , respectively) variable. The combination of these constraints has
n eﬀect on the total indices very similar to that from imposing a sin-
le constraint (52) . This is not surprising given low importance of x 3 
nd x 4 and eﬀective enhancement of 𝑆 
𝑇 
1 through the structural inter-
ction of x 1 with the other inputs Fig. 14 (b). On the other hand, al-
hough the ﬁrst-order index S 1 is enhanced in comparison with the un-
onstrained problem as expected, the second most inﬂuential input in
erms of total correlated contribution indices S i in this case turns out to
e x 3 Fig. 14 (a) while x 2 drops to the third place. At the same time we
otice that 𝑆 𝑇 2 > 𝑆 
𝑇 
3 . We recall Section 2.4 that S i has the meaning of
otal correlated contribution (full ﬁrst-order sensitivity index) and 𝑆 𝑇 
𝑦 
as the meaning of the total uncorrelated contribution (the independent
otal sensitivity index). Hence, the total uncorrelated contribution of x 2 
emains larger than that of x 3 . 
These examples based on the relatively simple K-function and ele-
entary constraints emphasize the strong and diﬃcult-to-predict eﬀects
hat constraining either model inputs or outputs may have on the rele-
ant sensitivity indices. 
Fig. 15 shows the performance of the grid quadrature integra-
ion method. Absolute errors of the estimates of S i Fig. 15 (a) and 𝑆 
𝑇 
𝑖 
ig. 15 (b) decrease in all cases at a rate 𝜀 ∼ 𝑂( 𝑁 −1∕2 ) . This is indeed
s expected since the error of the trapezoidal rule (regardless of the
imensionality) is of the form ɛ ∼ O ( h 2 ), where h is the grid spacing
ssumed to be equal in all dimensions. Since the number of function
valuations in an n -dimensional space 𝑁 ∼ (1 + 1∕ ℎ ) 𝑛 (with equality in-
tead of proportionality in the unconstrained case) we obtain that in
eneral 𝜀 ∼ 𝑂( 𝑁 −2∕ 𝑛 ) . 
Fig. 16 illustrates the performance of the MC estimators for DLR ap-
roach for the main eﬀect and the modiﬁed Sobol ’ formula for the totalion in H 4 for the unconstrained and constrained cases (52) –(55) . 
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Fig. 15. Relative error in (a) S i and in (b) 𝑆 
𝑇 
𝑖 
evaluated using grid quadrature versus the number of function evaluations N CPU , for the K -function under constraint (54) (deﬁned by the 
indicator I 3 ). 
Fig. 16. Convergence rates of the (a, b) DLR estimator (35) of S i and (c, d) modiﬁed Sobol ’ estimator (37) of 𝑆 
𝑇 
𝑖 
for the 4D K-function under constraint (52) (deﬁned by the indicator 
I 1 ) obtained using (a, c) MC and (b, d) QMC. 
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Fig. 17. Projection of the 10-dimentional feasible domain deﬁned by (58) onto the ﬁrst 
three dimensions. 
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Table 2 
Analytical (unconstrained case: GSA) and numerical (con- 
strained case: cGSA) values of S i and 𝑆 
𝑇 
𝑖 
. 
i S i (GSA) S i (cGSA) 𝑆 
𝑇 
𝑖 
(GSA) 𝑆 𝑇 
𝑖 
(cGSA) 
1 0 .56066 0 .68667 0 .67050 0 .95605 
2 0 .14017 0 .00482 0 .20631 0 .19810 
3 0 .06230 0 .00217 0 .09579 0 .10126 
4 0 .03504 0 .00137 0 .05473 0 .06135 
5 0 .02243 0 .00109 0 .03529 0 .04120 
6 0 .01557 0 .00091 0 .02461 0 .02958 
7 0 .01144 0 .00089 0 .01812 0 .02248 
8 0 .00876 0 .00114 0 .01390 0 .01747 
9 0 .00692 0 .00184 0 .01100 0 .01402 
10 0 .00561 0 .00103 0 .00891 0 .01149 
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I  ﬀect indices. Similarly to the previous examples, the use of QMC sam-
ling results in faster convergence. 
.4. 10-dimensional g-function 
In this Section we consider a 10-dimensional g -function 
 = 
10 ∏
𝑖 =1 
||4 𝑥 𝑖 − 2 || + 𝑎 𝑖 
1 + 𝑎 𝑖 
(57)
ith parameters 𝑎 𝑖 = [0 , 1 , 2 , 3 , 4 , 5 , 6 , 7 , 8 , 9] and 𝑥 𝑖 , 𝑖 = 1 , ..., 10 uniformly
istributed in the unit hypercube H 10 . Here we compute its sensitivity
ndices when the feasible domain is restricted by 
( 𝑥 1 , ..., 𝑥 10 ) = 1 − 𝑓 ( 𝑥 1 , ..., 𝑥 10 ) ≥ 0 . (58)
To illustrate the complexity of the resulting feasible domain we have
lotted its projection onto the ﬁrst three dimensions in Fig. 17 . It is ob-
ious that the boundary of the domain deﬁned by (58) cannot be readily
escribed using explicit expressions. Moreover, (58) is an example of an
utput constraint, which cannot be evaluated independently from theFig. 18. Convergence of numerical estimates of S i and 
230 odel function itself. In this particular case it can be interpreted as the
ntroduction of an upper threshold for the model output f which aﬀects
ll the inputs of the model. 
The results of performing constrained GSA in this domain are pre-
ented in Fig. 18 and in Table 2 along with the analytical solutions for
he unconstrained case [21] . It is notable that both the main and total
ﬀects of x 1 (the most inﬂuential input) increase upon the introduction
f the constraint as a result of trimming oﬀ the parts of H 10 with signif-
cant variation due to the other inputs, and the presence of structural
nteractions with the other inputs. In line with this, the main indices
f 𝑥 𝑖 , 𝑖 = 2 , ..., 10 decrease when the constraint is active. However, their
otal indices exceed those for the unconstrained case owing to the pres-
nce of the structural dependences. 
. Conclusions 
In this work, we have proposed a novel concept of constrained GSA
hich adds the ability to analyze model output variance in arbitrarily
haped n -dimensional domains. This amounts to greatly expanding the
cope of GSA by allowing model variables to be subject to inequality
onstraints, which is common in a range of situations of practical im-
ortance. 
The proposed formulas build upon Sobol ’ sensitivity indices and their
ecent development for models with dependent variables [8] . The ad-
antage of the presented formulations is that no prior knowledge of
onditional or marginal distributions is assumed. All the required de-
endences are derived from the joint pdf in the presence of constraints.
t is shown that the knowledge of the joint pdf corresponding to the un-𝑆 𝑇 
𝑖 
for g -function (57) subject to constraint (58) . 
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[onstrained formulation is suﬃcient to build numerical estimators for
ensitivity indices. 
Three types of numerical estimators of the sensitivity indices have
een proposed. Grid quadrature may compete with MC estimators for
ow dimensional models. However, its convergence rate rapidly de-
rades with increasing model dimensionality. Despite its simple con-
ept, the DLR approach demonstrates good convergence when applied
o the evaluation of main eﬀects sensitivity indices outperforming the
C estimator of the modiﬁed Sobol ’ formulas. On the other hand, DLR is
ot a viable approach for the evaluation of total eﬀect indices for which
he modiﬁed Sobol ’ formula gives good results. 
Further work is needed to develop a clear interpretation of the cGSA
esults, in particular by decomposing the variance contribution into cor-
elated and structural (uncorrelated) contributions. 
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ppendix. Sampling from joint and conditional distributions in a 
on-rectangular domain 𝛀1 
To sample from joint distribution p ( x 1 , ..., x n ) we use the following
heorem from [22] : 
heorem 1. Let 𝛾1 , ..., 𝛾n be independent random numbers uniformly dis-
ributed on [0,1]. The set of random values { 𝜉1 , ..., 𝜉n } deﬁned on Ωn ob-
ained from 
 1 ( 𝜉1 ) = 𝛾1 , 
 2 ( 𝜉2 |𝜉1 ) = 𝛾2 , 
....... 
 𝑛 ( 𝜉𝑛 |𝜉1 , ..., 𝜉𝑛 −1 ) = 𝛾𝑛 
(59) 
has the pdf 𝑝 Ω( 𝜉1 , ..., 𝜉𝑛 ) . Here F 1 ( 𝜉1 ), F 2 ( 𝜉2 | 𝜉1 )… 𝐹 𝑛 ( 𝜉𝑛 |𝜉1 , ..., 𝜉𝑛 −1 ) are
umulative distributions corresponding to { 𝜉1 , ..., 𝜉n }. 
This procedure is known as the Rosenblatt transformation. The same
pproach can be used to sample from conditional distributions. 
Consider an upper triangle Ω1 deﬁned by constraint 𝑔( 𝑥 1 , 𝑥 2 ) = 𝑥 1 +
 2 − 1 ≥ 0 in which random variables x 1 , x 2 have a joint pdf 
 
Ω1 ( 𝑥 1 , 𝑥 2 ) = 2 , ( 𝑥 1 , 𝑥 2 ) ∈ Ω1 . (60)
From the axiom of conditional probabilities: 
 
Ω1 ( 𝑥 1 , 𝑥 2 ) = 𝑝 Ω1 ( 𝑥 1 ) 𝑝 Ω1 ( 𝑥 2 |𝑥 1 ) . (61)
The marginal pdf for the ﬁrst variable and the conditional pdf for
he second variable can be computed explicitly: 
 
Ω1 
1 ( 𝑥 1 ) = ∫
1 
1− 𝑥 1 
𝑝 Ω1 ( 𝑥 1 , 𝑥 2 ) 𝑑 𝑥 2 = ∫
1 
1− 𝑥 1 
2 𝑑 𝑥 2 = 2 𝑥 1 , (62)
 
Ω1 
2 ( 𝑥 2 |𝑥 1 ) = 𝑝 Ω1 ( 𝑥 1 , 𝑥 2 ) 
𝑝 
Ω1 
1 ( 𝑥 1 ) 
= 1 
𝑥 1 
. (63)
From this we can ﬁnd cumulative distributions: 
 1 ( 𝑥 1 ) = ∫
𝑥 1 
0 
2 𝑥 1 𝑑 𝑥 1 = 𝑥 2 1 , 
 2 ( 𝑥 2 |𝑥 1 ) = ∫ 𝑥 2 1− 𝑥 1 𝑥 1 𝑑𝑥 = 𝑥 2 − (1 − 𝑥 1 ) 𝑥 1 = 𝑥 1 + 𝑥 2 − 1 𝑥 1 . (64) 1 
231 Following (59) we use the following procedure to sample ( x 1 , x 2 ): 
 
2 
1 = 𝛾1 , 
𝑥 1 + 𝑥 2 − 1 
𝑥 1 
= 𝛾2 . (65) 
After transformation 
 1 = 
√
𝛾1 , 
 2 = 𝑥 1 ( 𝛾2 − 1) + 1 . 
(66) 
To sample ( x 1 , x 2 ) and ( 𝑥 ′1 , 𝑥 
′
2 ) two independent sets of ( 𝛾1 , 𝛾2 ) and
 𝛾 ′1 , 𝛾
′
2 ) are needed. To sample ( 𝑥 
′
1 , 𝑥 2 |𝑥 ′1 ) which is needed to use formula
8) the following procedure is used: 
 
′
1 = 
√ 
𝛾 ′1 , 
 2 = 𝑥 ′1 ( 𝛾2 − 1) + 1 . 
(67) 
This explicit sampling is limited to the case of simple geometries of
n ⊂H n allowing computation of cumulative distributions. We note, that
 similar test case was considered in [10] . 
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