Abstract. A Humbert surface is a hypersurface of the moduli space A 2 of principally polarized abelian surfaces defined by an equation of the form az 1 + bz 2 + cz 3 + d(z 2 2 − z 1 z 3 ) + e = 0 with integers a, . . . , e. We give geometric characterizations of such Humbert surfaces in terms of the presence of certain curves on the associated Kummer plane. Intriguingly this shows that a certain plane configuration of lines and curves already carries all information about principally polarized abelian surfaces admitting a symmetric endomorphism with given discriminant.
containing the double point ϕ(0) and touching K X along a double conic. The linear projection with center ϕ(0) maps these six hyperplanes onto six lines l 1 , . . . , l 6 in P 2 . We call the configuration (P 2 , l 1 , . . . , l 6 ) the Kummer plane associated to (X, L 0 ). The Kummer plane inherits essential information of the principally polaried abelian surface. For example for ∆ = 5 Humbert showed under some generality assumptions:
Suppose (X, L 0 ) is an irreducible principally polarized abelian surface. Then (X, L 0 ) ∈ H 5 if and only if the associated Kummer plane (P 2 , l 1 , . . . , l 6 ) admits a smooth conic passing through five of the 15 points {l i ∩l j } and touching one singular line.
Humbert proved similar results for the invariants ∆ = 4, 8, 9 and 12 as well as some families of invariants.
In this paper we present a systematic approach to Humbert's ideas. In fact, we give new proofs for Humbert's results. This enables us not only to get rid of his generality assumptions but also to extend his work to other invariants. For example we show Theorem 7.1. Suppose ∆ = 8d 2 + 9 − 2k with d ≥ 1 and k ∈ {4, 6, 8, 10, 12}. If (X, L 0 ) ∈ H ∆ is an irreducible principally polarized abelian surface, then the associated Kummer plane (P 2 , l 1 , . . . , l 6 ) admits a rational curve C of degree 2d passing smoothly through exactly k − 1 points of {l i ∩ l j } and touching the singular lines l i in the remaining intersection points with even multiplicity. Conversely, if (P 2 , l 1 , . . . , l 6 ) admits such a curve, then (X, L 0 ) ∈ H ∆ with ∆ ≤ ∆.
For small invariants ∆ the inequality ∆ ≤ ∆ in the last sentence can be improved (see Corollaries 7.2 and 7.3). Since Theorems 7.1 to 7.6 cover all possible invariants ∆ we present geometric characterizations of all Humbert surfaces.
The paper is structured as follows: in Sections 1 and 2 we collect some wellknown facts about principally polarized abelian surfaces and the Kummer surface. In Section 3 we compute the genus of curves on the Kummer surface and derive some consequences. In Section 4 the relation between Humbert surfaces, singular relations such as ( * ) and symmetric endomorphisms is developed. Moreover, we prove some first observations about Humbert surfaces. In Section 5 we translate the definition of Humbert surfaces into terms of line bundles and in Section 6 we study curves on the Kummer plane. Finally, Section 7 presents the results.
Part of this paper was the doctoral thesis of the second author, written under the supervision of the first author.
Preliminaries
In this section we collect some well-known results on abelian surfaces and Kummer surfaces and introduce the notation. For proofs and more details we refer to [CAV] .
An abelian surface X is an algebraic complex torus V/Λ of dimension 2 with a C-vector space V C 2 and a lattice Λ Z 4 in V . A polarization on X is a positive definite Hermitian form H : V × V −→ C whose imaginary part takes integer values on Λ. The polarization is called principal, if Im H is unimodular. The pair (X, H) is called polarized abelian surface. If L is a line bundle on X with first Chern class H we also call (X, L) polarized abelian surface. Consider the Siegel upper halfspace H 2 = {Z ∈ M 2 (C) | t Z = Z and ImZ > 0}. An element Z = z1 z2 z2 z3 ∈ H 2 determines a principally polarized abelian surface (X Z , H 0 ), where 
Since L is symmetric, (−1) L acts by multiplication with +1 or −1 on the fibre L(x). Consider the sets
. For the cardinalities of these sets we have
and all cases occur.
Proof. This is a consequence of [CAV] 4.7.7 and 4.(14) .
For a proof see [B] Theorem 3.1 and the remark after Proposition 3.5.
respectively), or equivalently if mult 0 D is even (odd respectively). Consider the set
of 2-torsion points where D has even or odd respectively multiplicity. Clearly, if D is even (respectively odd)
In particular, the cardinality of X ± 2 (D) is always even. Now suppose L 0 is a symmetric line bundle on X defining a principal polarization. Denote by t x : X −→ X the translation by a point x ∈ X. It is easy to see that L = t * x L n 0 is symmetric if and only if x ∈ X 2n . In particular, since #X 2 = 16, there are exactly 16 symmetric line bundles t *
2. The Kummer Surface and the 16 6 -Configuration
+ , the morphism factorizes via the action of (−1) X on X:
The projection X −→ X/(−1) X is a double covering ramified at the 16 2-torsion points X 2 . The morphism ψ : X/(−1) X → P 3 is an embedding. Its image
is called the Kummer surface associated with X and ϕ : X −→ K X is called the Kummer map. The Kummer surface K X is a quartic surface in P 3 , smooth apart from 16 singular points. These are ordinary double points and the images of the 16 2-torsion points. In the notation we do not distinguish between the 2-torsion points on X and the corresponding nodes of K X .
On X the notion of curves and effective divisors coincide, X being a surface.
0 | correspond to hypersurfaces S of degree n touching the Kummer surface along the curve 2ϕ(D) = ϕ * (D). The hyperplanes touching K X in this way are called singular planes. There are exactly 16 singular planes P x , x ∈ X 2 , corresponding to the 16 symmetric divisors 
Curves on the Kummer Surface
In this section we study arbitrary curves on the Kummer surface K X of a principally polarized abelian surface (X, L 0 ). Suppose D is a symmetric divisor on X defining a line bundle L = O X (D). Let the curve C := ϕ(D) be its image on K X . The Kummer map restricts to a double covering ϕ : D −→ C ramified at the 2-torsion points on D. In particular, we have
The curves C and D may be singular and reducible (in any case they are connected, since any two curves on an abelian surface intersect). We assume that D admits at most ordinary singularities, i.e., no singular point of D admits multiple tangent directions. Our next aim is to compute the geometric genus of C. For this we need some notation: Let σ :X −→ X be the blow-up of X at the singular points of D. Denote by E x the exceptional divisor over a 2-torsion point x ∈ X 2 (if x is either not contained in D or a smooth point of D we set E x = ∅) and by F j the exceptional divisors over the remaining singular points P j (including infinitely near points). Moreover, denote r x := mult x D for x ∈ X 2 , and denote by r j the multiplicity of the singular point P j . Then the proper transform
of D is a smooth curve onX. The involution (−1) X lifts to an involution (−1)X oñ X, the curve D being symmetric. LetK :=X/(−1)X and denote byφ :X −→K the natural projection. The birational map σ descends to a birational map τ fitting into the commutative diagram
By construction (−1)X restricts to an involution ι onD. The quotientC :=D/ι = ϕ(D) is a smooth curve onK and diagram (2) restricts to a commutative diagram
where the vertical maps are double coverings and the horizontal maps are birational.
In particular,C is the normalization of the curve C. 
Lemma 3.2. There is a commutative diagram with exact rows
implying that the second square is commutative. 
Proof. Writing X = V/Λ as a complex torus, the vector space V identifies with
is just the analytic representation of (−1) X , i.e., multiplication by −1 on V . On the other hand, Serre duality and the Hodge decomposition give
It follows that the diagram of Lemma 3.2 induces the following commutative diagram in cohomology:
) with respacet to ι * the assertion follows from an immediate diagram chase.
+ is injective and since by definition the geometric genus g C of C is the genus of its normalizationC we get as a consequence:
In order to compute g C explicitly denote by ωX, ωD, and ωC the canonical sheafs. Then the Poincaré Residue sequence may be considered as the natural restriction sequence 0
With this notation Proposition 3.3 states that restriction toD induces an isomorphism resD :
Note that
is an integer, since the singular points P j of D occur in pairs, D being symmetric.
Proof. Recall that ωX = OX (E)
, where E is the sum of all the exceptional divisors E x and F j without multiplicities. Hence we have by equation (1),
) where I p denotes the ideal sheaf of a point p ∈ X. Note that for any two symmetric sections ϑ 1 , ϑ 2 ∈ H 0 (L) of the same parity, the multiplicities at the 2-torsion points are congruent modulo 2, i.e., (−1)
With equation (4) this implies the assertion.
Note that if D is smooth this gives a new proof of Lemma 1.2. In fact, by Corollary 3.4 and Proposition 3.5 we get for smooth divisors
, with "−", if D is even, and "+", if D is odd. On the other hand, rewriting Proposition 3.5 by means of Lemma 1.2 we get
with "+", if D is even, and "−", if D is odd.
+ is the subvector space of even theta functions for L with mult 0 ϑ ≥ 2d (and similarly for
L) the multiplicity mult 0 ϑ is the subdegree of the Taylor expansion of ϑ around 0. If ϑ is even (or odd respectively), then its Taylor expansion involves only summands of even (or odd respectively) degree. Since the vector space of homogeneous polynomials of degree ν in 2 variables is of dimension ν + 1, the condition mult 0 ϑ ≥ 2d (or 2d + 1 respectively) imposes at most
This implies the assertion.
of dimension ≥ g and its general member is smooth on X − {0} and maps to curve
C = ϕ(D) of genus g on K. b) If h 0 (L) − = d(d + 1) + g + 1, then the linear system |L ⊗ I 2d+1 0 | − is
Proof. a) By Lemma 3.6, dim |L ⊗ I (5)) gives
Hence we must have g C = 0. In particular, µ x = 0 for all x ∈ X 2 − {0}, µ 0 = d, and r j = 0 or 1. This implies that D − {0} is smooth, and mult 0 (D) = 2d. This proves assertion a) since, if D would admit non-ordinary singularities, then the geometric genera of D and C would be even smaller, a contradiction. The proof of b) is completely analogous.
Singular Relations and Humbert Surfaces
Let (X, H) be a principally polarized abelian surface. Suppose that (X, H) = (X Z , H 0 ) for some Z ∈ H 2 . Then the rational representation ρ r,Z : End(X) −→ M 4 (Z) and the analytic representation ρ a,Z : End(X) −→ M 2 (C) are related by
for all f ∈ End(X). Note that here both rational and analytic representation depend on the choice of Z. H) , then the corresponding rational representations are related by
(see [CAV] Section 8.1). The principal polarization defines an isomorphism φ L0 : 
Proof. The Rosati involution is the adjoint operator with respect to the alternating form E 0 = Im H 0 (see loc. cit. Prop. 5.1.1). In terms of matrices this means
. Now using equation (6) this implies the assertion.
The Lemma shows that X = X Z admits nontrivial symmetric endomorphisms if and only if the entries z 1 , z 2 and z 3 of Z satisfy a certain quadratic equation with integral coefficients. Now suppose conversely that Z = z1 z2 z2 z3 satisfies the equation 
of an endomorphism f , we get for the symmetric endomorphism n X + mf 0 : Proposition 4.3. The trace, norm and discriminant of P a nX +mf0 are:
, and
. Using this and equation (8) implies the assertion.
Corollary 4.4. The subset {n
Proof. By Proposition 4.3, we have P
Equation (8) is an equation on the Siegel upper half-space H 2 . Pulling this equation back via the action of Sp 4 (Z) gives a family of such equations. The following proposition shows that among these equations there is a uniquely determined normalized one. 
As in (9) let R 0 be the rational representation of the symmetric endomorphism defined by the singular relation. We only present a proof in the most general case, that is, if the integers g 0 , . . . , g 3 occurring in the subsequent steps are nonzero. According to equation (7) it remains to show that there is an M ∈ Sp 4 (Z) and an integer k such that
The construction of M proceeds in several steps:
Step I: Choose integers α and β such that αe − βc = gcd(e, c) =: g 0 . Then
and
Step II: Since gcd(a 1 , c 1 , e 1 ) | g 1 := gcd(a 1 , e 1 ), Dirichlet's prime Theorem states that there is an integer n such that p := e1 g1 + n a1 g1 is prime with |c 1 | < p. Now
, where C 2 := 0 e2 −e2 0 with e 2 = e 1 + a 1 n = g 1 p. In particular, gcd(c 1 , e 2 ) | g 1 (since |c 1 | < g 1 ), and thus gcd(c 1 , e 2 ) | a 1 .
Step III: Choose integers γ and δ such that γe 2 − δc 1 = gcd(e 2 , c 1 ) := g 2 . Then
Step IV : Choose integers and η such that a 3 + ηc 3 = gcd(a 3 , c 3 ) =: g 3 . Then
with a 4 , b 4 , c 4 ∈ Z.
Step V : Since by assumption ∆ is square-free the matrix R 4 is primitive and hence gcd( This shows, in particular, that equation (8) induces an equation on the moduli space A 2 which is uniquely determined by the discriminant ∆. As a consequence we get (see also [vdG] Chapter IX Prop 2.3): Corollary 4.6. For a principally polarized abelian surface (X, H) ∈ A 2 , the following statements are equivalent:
Note that in ii) we may assume equation (8) is normalized as in Proposition 4.5 and in iii) we may always choose f ∆ to be the endomorphism f 0 as defined above. Following Humbert (see [H] ) we call an equation of the form with a, b, c, d , e ∈ Z, a singular relation with invariant ∆ = b 2 − 4ac − 4de. According to Corollary 4.6 the singular relation (11) defines a subset of the moduli space of principally polarized abelian surfaces A 2 = H 2 /Sp 4 (Z):
Note that by Proposition 4.3 the invariant ∆ is always ≡ 0 or 1 mod 4. 
End(X) contains a symmetric endomorphism with discriminant ∆ .
In particular, H ∆ is uniquely determined by ∆. For ∆ > 0, H ∆ is called a Humbert surface (with invariant ∆). 
indicates a line bundle of degree δ on the elliptic curve E i and
Proof. Suppose (X, L 0 ) ∈ H δ 2 for some δ > 0. Then End(X) contains a symmetric endomorphism f δ 2 with discriminant δ 2 . In particular, the eigenvalues of its analytic representation are integers, say λ and µ. Since 0 < δ 2 = (λ − µ) 2 we have λ = µ and f δ 2 − µ X is an endomorphism with eigenvalues 0 and δ = λ − µ. Hence its image
Moreover, X admits a second elliptic curve E 2 with deg L 0 |E 2 = δ such that the addition induces an isogeny (
(see [CAV] Sections 5.3 and 12.1).
Conversely suppose there is an isogeny as in (12). Then by loc. cit., Lemma 5.3.1 the norm-endomorphism f = N E1 of im(E 1 ) in X is a symmetric endomorphism of X satisfying f 2 − δ f = 0 with some divisor δ of δ.
Given a principally polarized abelian surface (X, L 0 ), there is an isomorphism
(see [CAV] Proposition 5.2.1). In particular, NS(X) and End s (X) are of the same rank ρ(X).
Proposition 4.9. Suppose ∆ and ∆ are nonsquare, positive integers ≡ 0 or 1 mod 4 and ∆ is not a square.
contains the real quadratic number field Q( √ ∆) and ρ(X) ≥ 2. For the general member of H ∆ , equality holds in both statements
. (3) If (X, L 0 ) ∈ H ∆ ∩ H ∆ ,
then X is either simple, End Q (X) is a totally indefinite quaternion algebra, and ρ(X) = 3, or X is isomorphic to a product E × E with an elliptic curve E, and ρ(X) ≥ 3.
Proof.
(1) is a consequence of Proposition 4.8. As for (2): By what we have said above we necessarily have ρ(X) ≥ 2. By Corollary 4.6 ii), End s (X) ⊗ Z Q contains (Z[t]/p(t)) ⊗ Z Q with a quadratic polynomial p ∈ Z[t] such that Disc(p) = ∆. But this equals the real quadratic number field Q( √ ∆), the invariant ∆ being nonsquare. The last assertion is obvious. As for (3): By (2) End s (X) ⊗ Z Q contains both number fields Q( √ ∆) and Q( √ ∆ ). So ρ(X) ≥ 3 and thus X is either simple and End s (X) ⊗ Z Q is an indefinite quaternion algebra over Q, or X is isomorphic to a product E × E with an elliptic curve E (see for example [CT] Proposition 2.7.1).
Line Bundles Associated with Symmetric Endomorphisms
In this section we translate properties of symmetric endomorphisms associated with singular relations into terms of line bundles.
Suppose ∆ is a positive integer and (X, H) = (X Z , H 0 ) ∈ H ∆ . According to Proposition 4.5 we may assume that Z satisfies the singular relation az 1 + bz 2 + z 3 = 0 with ∆ = b 2 − 4a and b = 0 or 1. Then End s (X) contains a symmetric endomorphism f ∆ with rational representation ρ r,Z (f ∆ ) = 
Lemma 5.1. Let L be a line bundle algebraically equivalent to
Proof. This is a consequence of Proposition 4.3 and the fact that the coefficients of the analytic characteristic polynomial of a symmetric endomorphism are given by the intersection numbers of its associated line bundle (see [CAV] 
where b ∈ {0, 1} such that b ≡ ∆ mod 4.
Proof. The equivalence is a consequence of Proposition 4.7 and the previous Lemma. Now suppose (X, H) ∈ H ∆ . As outlined at the beginning of this section and in
2gcd(n,m) ). Consider an irreducible principally polarized abelian surface (X, L 0 ) and the Kummer map ϕ : X −→ K X ⊂ P 3 . The 16 6 configuration (see Proposition 2.2) states that there are 6 singular planes P 1 , . . . , P 6 containing the singular point 0 = ϕ(0). Consider the linear projection (14) π : P 3 − {0} −→ P 2 with center 0. The singular planes P i map to lines l i , i = 1, . . . , 6, called singular lines. Since by Proposition 2.3 any two singular planes have exactly two singular points in common, the intersection of two lines l i ∩ l j is the image of the singular point in P i ∩ P j different from 0. So in P 2 the 15 points l i ∩ l j , 1 ≤ i < j ≤ 6 are in one-to-one correspondence to the 15 singular points of K X different from 0. We call (P 2 , l 1 , . . . , l 6 ) the Kummer plane associated to (X, L 0 ). The configuration of lines and points in P 2 is indicated in the following picture. Next we study curves on the Kummer plane (P 2 , l 1 , . . . , l 6 ) associated to the principally polarized abelian surface (X, L 0 ). For a curve C on K X denote by C = π(C) − {0} the closure of its image in P 2 . Then the projection (14) induces a natural map π : C −→ C , which by abuse of notation we denote by the same symbol.
Proof. Denote by f
L = n X + mf ∆ the endomorphism corresponding to L. By definition of Φ we have H L := c 1 (L) = H 0 (ρ a,Z (f L ) ·,
·). So the matrix of its imaginary part is
t D 0 0 D 0 12 −12 0 = 0 t D −D 0 with D = t ρ a,Z (f L ) = n1 2 + mA = n ma −m n+mb . If (d 1 ,d¡ ¡ ¡ ¡ ¡ ¡ ¡ ¡ ¡ ¡ ¡ ¡ ¡ rr r r r r r r r r r r r¨¨¨¨¨¨¨¨¨ë e e e e e e e e e e e l
Lemma 6.1. Suppose C is a curve on
Proof. This is a direct consequence of the fact that singular planes touch the Kummer surface along double conics. 
Proof. Since deg K X = 4 and the center of projection is a double point of K X , the map π : C −→ C is either of degree 1 or 2. Obviously it is of degree 2 only if C is a complete intersection. By Proposition 2.1 this is the case if and only if D ∈ |L 2n 0 | for some n. Note that the degree of a complete intersection is divisible by 4. This implies the first assertion. As for the second assertion note that mult 0 (C) = mult 0 (D) by Lemma 3.1 and deg
Proposition 6.3. Suppose C is a curve of degree δ ≥ 1 on the Kummer plane
Proof. According to [CAV] Section 10.3 we may choose homogenous coordinates z 0 , . . . , z 3 in such a way that 1) the coordinate points (1 : 0 : 0 : 0), (0 : 1 : 0 : 0), (0 : 0 : 1 : 0) and (0 : 0 : 0 : 1) are among the singular points of K X and 2) the coordinate planes {z i = 0} are among the singular planes. Moreover, we may assume that the origin 0 maps to the coordinate point (0 : 0 : 0 : 1). In particular, ϕ(0) is not contained in {z 3 = 0} and thus we may identify the Kummer plane with P 2 = P(z 0 : z 1 : z 2 ) = {z 3 = 0}. 
is the union of the 6 singular planes P 1 , . . . , P 6 or equivalently {f 2δ −3) ) such that {β = 0}|C contains the divisor A+D . If δ = 1 or 2 take α = 1 and β ∈ H 0 (O P2 (3)) such that D ⊂ {β = 0}|C . This setting defines a pencil of curves of degree 2(2δ − 3) in P 2 :
It is easy to see using (F t · C ) = 2(2δ − 3)δ = 2 deg(A + D ) that
for all t ∈ C. Choosing t 0 ∈ C such that the curve F t0 contains a further point of C we conclude that C ⊂ F t0 . In terms of equations this means
where C = {g = 0} and β = √ t 0 β . Consider the curves C ± := α(f 2 z 3 +f 3 )±β = 0 ∩π −1 (C ) in P 3 . An immediate computation shows that
lines. These are exactly the lines connecting the points {α 2 f 2 = 0} ∩ C ⊂ P 2 = {z 3 = 0} with (0 : 0 : 0 : 1) ∈ P 3 . Here the 2δ(δ − 3) lines π −1 {α = 0} ∩ C occur with multiplicity 2 and each curve C + and C − contains a copy of these lines. The remaining 2δ lines π −1 {f 2 = 0} ∩ C are distributed somehow between C + and C − . So
So either C 1 or C 2 satisfies assertion b). Take C to be this curve. Since obviously π projects both curves C ± birationally to C , so the same holds for C. As for c) note that if C is smooth in π(p), then C is smooth in p, since the multiplicity at a point is by definition the degree of the tangent cone at this point and π is a linear projection.
The following example illustrates Proposition 6.3 and its proof. Example 1. Let the notation be as in the proof above. Consider the conic C on K X defined by 2C = K X ∩ {z 3 = 0} and its (birational!) image C in P 2 . Note that the term f 4 in the equation of K X is a square, say f 4 = F 2 2 ; so C = {z 3 = F 2 = 0} and C = {F 2 = 0} ⊂ P 2 . Then we get with α = 1 and β = f 3 ,
In particular, all 4 lines L 1 , . . . , L 4 are contained in the curve C − . So
which is of degree 2 and C 2 = C + is of degree 6. Moreover, we have
Note that there are two complete intersections containing the conic C: (P 2 , l 1 , . . . , l 6 ) of (X, L 0 ) admits a curve C of (geometric) genus g and degree δ satisfying a) #C ∩ {l i ∩ l j } = κ and these points are smooth points of C , and b) for any other point
Proposition 6.4. Suppose the Kummer plane
Notice that the upper bound is ≡ 0 mod 4 if κ ≡ δ mod 2 and ≡ 1 mod 4 if κ ≡ δ mod 2.
Proof. Let C be the curve on K X projecting birationally to C as in Lemma 6.3 and denote D = ϕ * C and L = O X (D). Note that with C also C is of genus g. If x 1 , . . . , x κ denote the 2-torsion points lying over the points l i ∩ l j ∩ C , then mult xi (D) = 1 for i = 1, . . . , κ by Proposition 6.3 c). In particular, {x 1 , . . . ,
In particular, D is even (respectively odd) if κ is even (respectively odd). Let mult 0 (D) = 2µ if κ is even and mult 0 (D) = 2µ + 1 if κ is odd for some µ ≥ 0. Note that C and D do not pass through the remaining 2-torsion points; so mult
Combining this with Proposition 6.3 b) we obtain
By Proposition 3.5 and Lemma 1.2,
where ν = 1 4 j r j (r j − 1), which is a positive integer. Hence
Now an easy computation using ν ≥ 0 and the estimate of µ, and distinguishing the cases where d and µ are even or odd, implies the assertion.
Characterization of Humbert Surfaces in Terms of the Kummer Plane
In this Section we present a geometric characterization of all Humbert surfaces in terms of curves on the associated Kummer planes. First we treat the case of rational curves C in P 2 . One of the crucial tools for this is Proposition 6.4. Therefore we need to distingush the following cases: For sake of comprehensibility we treat these four cases separately. Note that these values do not cover all positive integers ≡ 0 or 1 mod 4.
Theorem 7.1. Suppose ∆ = 8d 2 + 9 − 2k with d ≥ 1 and k ∈ {4, 6, 8, 10, 12}. If (X, L 0 ) ∈ H ∆ is an irreducible principally polarized abelian surface, then the associated Kummer plane (P 2 , l 1 , . . . , l 6 ) admits a rational curve C of degree 2d passing smoothly through exactly k − 1 points of {l i ∩ l j } and touching the singular lines l i in the remaining intersection points with even multiplicity. Conversely, if 
, the curve C passes exactly through k − 1 points of {l i ∩ l j }, namely the images of X + 2 (L) − {0}. Moreover, C is smooth in these points (see Proposition 6.3 (c)), and by Lemma 6.1, C touches the singular lines l i in the remaining intersection points with even multiplicity.
Conversely, suppose the Kummer plane of (X, L 0 ) admits a curve C as stated above. By Proposition 6.4 there is a line bundle L ∈ NS(X) with
As a special case we get Humbert's result for ∆ = 5, already mentioned in the introduction: {4, 6, 8, 10, 12}. If (X, L 0 
So Corollary 3.7 says that there exists an even divisor D ∈ |L| with mult 0 (D) = 2d, such that D − {0} is smooth, and C = ϕ(D) is a rational curve on K X . C maps birationally to a rational curve
, the curve C passes exactly through k points of {l i ∩ l j }, namely the images of X − 2 (L). Moreover, C is smooth in these points (see Proposition 6.3 (c)), and by Lemma 6.1, C touches the singular lines l i in the remaining intersection points with even multiplicity.
The following two theorems consider the case ∆ ≡ 0 mod 4. We omit the proofs, since they are completely analogous to those of Theorems 7.1 and 7.2. 
The following two theorems are due to Humbert. 
Proof. We give the proof in the case δ = 2d. The proof of the odd case is analogous.
. One may choose L or E respectively in such a way that E is a subgroup of X. In particular, E passes through four 2-torsion points including 0. By Hurwitz's Theorem the image C = ϕ(E) is a smooth rational curve of degree deg C = (E ·L 0 ) = 2d = δ on K X . C maps birationally to a rational curve
.2). The curve C passes exactly through 3 points of {l i ∩ l j }, namely the images of E ∩ X 2 − {0}. Moreover, C is smooth in these points (see Proposition 6.3 (c)), and by Lemma 6.1, C touches the singular lines l i in the remaining intersection points with even multiplicity.
The next theorem presents the characterizations by curves of genus ≥ 1. 
Here in each case the six lines are meant to be numbered suitably. Conversely, suppose the Kummer plane of (X, L 0 ) admits a linear system as stated above. Take a general member C of this linear system. By Proposition 6.4 there is a line bundle L ∈ NS(X) with
This implies assertion (1). The proofs of (2), (3), and (4) follow the same pattern.
As we saw in the proof of Corollary 7.1, applying equation (15) Proof. For the case ∆ = 4 apply Theorem 7.5, for ∆ = 8 apply Theorem 7.3 with d = 1 and k = 4, for ∆ = 9 apply Theorem 7.1 with d = 1 and k = 4, and for ∆ = 12 apply Theorem 7.4 with d = 1 and k = 8.
In the cases ∆ = 13, 16, 17, 20 and 21 we obtain similarly 
