Abstract. We describe an efficient randomized algorithm to test if a given binary function ¼ ½ Ò ¼ ½ is a low-degree polynomial (that is, a sum of low-degree monomials). For a given integer ½ and a given real¯ ¼, the algorithm queries at Ç´½¯· µ points. If is a polynomial of degree at most , the algorithm always accepts, and if the value of has to be modified on at least an¯fraction of all inputs in order to transform it to such a polynomial, then the algorithm rejects with probability at least ¾ ¿. Our result is essentially tight: Any algorithm for testing degree-polynomials over ´¾µ must perform ª´½¯· ¾ µ queries.
Introduction
In this work we consider the problem of testing whether a binary function ¼ ½ Ò ¼ ½ is a polynomial of degree at most satisfying ´¼ ¼µ ¼, for a given integer parameter . Such a polynomial is simply a sum (modulo 2) of monomials each being a product of at most variables, with the free term equal to zero. (The restriction ´¼ ¼µ ¼ is imposed mainly for historical reasons, to make our definition and result consistent with the previously treated case of linear functions ½. With minor changes our algorithm can be adapted to test the class of all polynomials of degree at most in Ò variables, without the restriction on the free term.) The algorithm is required to accept functions that are polynomials of degree at most (vanishing at zero), and to reject, with probability at least ¾ ¿, functions that are far from any such polynomial. More precisely, the algorithm is given a distance parameter¯, and is required to reject (with probability at least ¾ ¿) any function whose value should be modified on more that an¯-fraction of the domain to become a degree-polynomial satisfying ´¼ ¼µ ¼. To this end the algorithm can query the function on inputs of its choice, where our goal is to minimize the query complexity of the algorithm (as a function of , ½ ¯, and Ò).
The problem of testing multivariate low-degree polynomials has been studied quite extensively [4, 3, 13, 11, 17, 12, 2] , and has important applications in the context of Probabilistically Checkable Proofs (PCP). However, with the exception of the case ½, that is, linear functions (which we discuss below), all results apply only to testing polynomials over fields that are larger than (the degree bound). When the field is sufficiently large, it is possible to reduce the problem of testing whether a function Ò is a multivariate degree-polynomial to testing whether a function is a degree-univariate polynomial, where the latter task is simply based on interpolation. Namely, the test for selects random lines in Ò (more precisely, in the finite projective geometry PG´Ò ½ µ), and verifies that the restriction of to each of these lines is a (univariate) polynomial of degree at most . This reduction does not hold for small fields, and in particular for ´¾µ, which is our focus.
As noted above, in the case of ½ (linear functions), the linearity test of Blum, Luby and Rubinfeld [10] works also when the underlying field is ´¾µ. In fact, our test can be viewed as an extension of the [10] algorithm, as we explain in more detail below. Linearity testing has also been studied in the following papers [4, 11, 6, 7, 5] .
Our Results
We describe and analyze an algorithm that tests whether a function ¼ ½ Ò ¼ ½ is a degree-polynomial satisfying ´¼ ¼µ ¼, or is¯-far from any such polynomial, using Ç´½ ¯· ¡ ¾ ¾ µ queries. As we show, the exponential dependency on is unavoidable. This is in contrast to the case of testing degree-polynomials over larger fields, where the sample complexity is polynomial in . Our testing algorithm is simple. It repeats the following check ¢´½ ¾ ¯· ¾ µ times: It selects, uniformly and at random, · ½ vectors Ý ½ Ý ·½ ¾ ¼ ½ Ò . It then evaluates on the sum of every non-empty subset of the selected vectors, and checks that the sum of these evaluations is 0. If all checks succeed then it accepts, otherwise it rejects. Note that for the special case of ½, we obtain the linearity test of [10] which uniformly selects Ç´½ ¯µ pairs Ý ½ Ý ¾ ¾ ¼ ½ Ò , and verifies for each pair that ´Ý ½ µ · ´Ý ¾ µ ´Ý ½ · Ý ¾ µ.
Our choice of the sets corresponds to a random selection of a´ · ½µ-dimensional subspace in the affine geometry AG´Ò ¾µ (see for example [14, Chap. 12] ). In case ½ we deal with lines of the affine geometry PG´Ò ¾µ.
As a by-product of our analysis we obtain a self-corrector (as defined in [10] ) for , in case is sufficiently close to a degree-polynomial . Specifically, for any given Ü ¾ ¼ ½ Ò , it is possible to obtain the value ´Üµ with high probability by querying on additional, randomly selected, points.
Relation to Coding
Our setting and results have a very natural interpretation in terms of coding theory. we want to distinguish between two cases: the vector belongs to the code, or, alternatively, it is at (Hamming) distance at least¯¡ ¾ Ò from the closest codeword of Ê´ Òµ £ . Our strategy is then to pick a random minimum weight vector from the punctured Ê´Ò ½ Òµ, and to check if it is orthogonal to the tested vector. Clearly, this will always confirm orthogonality if the considered vector is from the code. However, we prove that if the tested vector is far enough from the code, with positive probability the test will detect it, and give an estimate for this probability.
Preliminaries
For any integer , we denote by ℄ the set ½ A testing algorithm (tester) for È is a probabilistic algorithm, that is given query access to a function , and a distance parameter¯, ¼ ¯ ½. If belongs to È then with probability at least ¾ ¿ , the tester should accept , and if is¯-far from È , then with probability at least ¾ ¿ the tester should reject it. If the tester accepts every in È with probability 1, then it is a one-sided tester.
The following notation will be used extensively in this paper. Given a function
where the first sum is over ´¾µ and the second one is over´ ´¾µµ Ò , and let 
Proof. A polynomial from È can be viewed as a code word in the appropriate ReedMuller code, see, e.g., [16] . Thus, the above characterization can be proved using known facts about its dual. For completeness we provide a direct, simple proof.
We first prove that if a function belongs to È then Ì ´Ý ½ Ý ·½ µ ¼ for every
As is a sum of monomials of total degree at most it suffices to show that for ev- 
From the test definition and from Claim 1 it is obvious that if ¾ È , then the tester accepts. Thus, the crux of the proof is to show that if is¯-far from È , then the tester rejects with probability at least ¾ ¿. Our proof has a similar general structure to Sudan's analysis [18] of the linearity test in [10] , but requires some additional ideas. In particular, if is the function tested, we can define a function as follows. For any
Thus is a kind of majority function. That is, for every vector Ý ¾ ¼ ½ Ò , ´Ýµ is chosen to satisfy most of the equations Ì Ý ´Ý ¾ Ý ·½ µ ´Ýµ. We also define
Note that is simply the probability that a single group of vectors Ý ½ Ý ·½ selected by the algorithm provides evidence that ¾ È . We shall prove two claims. The first, and simpler claim (in Lemma 2), is that if is small, then is close to . The second and more involved claim (in Lemma 5) is that if is small, then must belong to È . This would suffice for proving the correctness of a slight variation on our algorithm that uses a larger sample size. In order to attain the sample complexity claimed in Theorem 1, we shall need to prove one more claim that deals with the case in which is very small (see Lemma 6) . (5) and (6) Recall that by the definition of as a majority function, for every Ý, we have that for at least one half of the -tuples of vectors Ý ¾ Ý ·½ , Ì Ý ´Ý ¾ Ý ·½ µ ´Ýµ. In the next lemma we show that this equality actually holds for a vast majority of the -tuples Ý ¾ Ý ·½ (assuming is sufficiently small).
Lemma 2 For a fixed function , let and be as defined in Equations

Lemma 3 For every
In order to prove Lemma 3 we shall first establish the following claim.
Claim 4 For every
Proof. Let Ý ¾ Ý , and consider any set Á ¾ , which may be the empty set. For a vector Ü ¾ ¼ ½ Ò denote Á´Ü µ ´È ¾Á Ý · Üµ. For every set Á ¾ , each element of type ´È ¾Á Ý µ appears twice in both sides of Equation (7) and thus cancels out. Now for every set Á ¾ (including the empty set), we get in the left hand side of Equation (7):
In the right hand side of Equation (7) we get:
This implies equality over ´¾µ.
We now turn to prove Lemma 3. 
Proof of Lemma 3:
By combining Equations (9) and (11) 
Let ½ be the event that Equation (12) ÈÖ ¾ ℄ ½ ¾´¾ ½µ (15) Suppose that 1 ·¾µ¾
. Then, by Equations (13) and (15), the probability that both ½ and ¾ hold, is strictly positive. In other words, there exists a choice of the Þ 's for which all summands in Equation (14) are 0. But this implies that Ì ´Ý ½ Ý ·½ µ ¼.
We conclude that if 1 ·¾µ¾ , then belongs to È , and this completes the lemma's proof.
By combining Lemmas 2 and 5 we obtain that if is ª´½ ´ ¾ µµ-far from È , then ª´½ ´ ¾ µµ, and so the algorithm rejects with sufficiently high constant probability (since it selects ª´ ¾ µ groups of vectors Ý ½ Ý ·½ ). We next deal with the case in which is small. By Lemma 2, in this case the distance ×Ø´ µ between and is small, and we show that the test rejects with probability that is close to´¾ ·½ ½µ . This follows from the fact that in this case, the probability over the selection of 
In our case, this implies
Substituting the value of ℄, the desired result follows.
We are now ready to wrap-up the proof of Theorem 1.
Proof of Theorem 1:
As we have noted previously, if is in È , then by Claim 1 the tester accepts (with probability 1). We next show that if is¯-far from È , then the tester rejects with probability at least 
, of a uniformly selected codeword in , then the resulting sub-word is uniformly distributed in ¼ ½ ¼ . Hence it is not possible to distinguish between a random codeword in and a random word in ¾ Ò (which with high probability is far from any codeword) using less than queries. We now turn to the case¯ ¾ Ò·½ . To prove the lower bound here, we apply, as usual, the Yao principle by defining two distributions, one of positive instances, and the other of negative ones, and then by showing that in order to distinguish between those distributions any algorithm must perform ª´½ ¯µ queries. The positive distribution has all its mass at the zero vector ¼ ´¼ ¼µ. To define the negative distribution, partition the set of all coordinates into Ø ½ ¯nearly equal parts Á ½ Á Ø and give weight ½ Ø to each of the characteristic vectors Û of Á , ½ Ø. (Observe that indeed ¼ ¾ due to linearity, and ×Ø´Û µ ¯due to the assumption on the minimum distance of ). Finally, a random instance is generated by first choosing one of the distributions with probability ½ ¾, and then generating a vector according to the chosen distribution. It is easy to check (see, e.g., [1] for details) that in order to give a correct answer with probability at least ¾ ¿, the algorithm has to query ª´½ ¯µ bits of the input.
Ù Ø
Concluding remarks
We first note that in view of the above lower bound, our upper bound is almost tight. It will be interesting to study analogous questions for other linear binary codes. Several recent papers, including [8] , [9] , deal with related questions. As shown above, a code is not testable with a constant number of queries if its dual distance is not a constant, and it seems plausible to conjecture that if the dual distance is a constant, and there is a doubly transitive permutation group acting on the coordinates that maps the dual code to itself, then the code can be testable with a constant number of queries. The automorphism group of punctured Reed-Muller codes contains the general linear group GL´Ò ¾µ, and thus those codes supply an example with these properties. Another interesting example is duals of BCH codes (this class also contains linear functions as a particular case). Another possible extension of the results could be the study of testability of low-degree multivariate polynomials over small fields ´Õµ. This situation corresponds to generalized Reed-Muller codes [15] .
