In this paper, we study the 3D regularized Boussinesq equations. The velocity equation is regularized through a smoothing kernel of order α in the nonlinear term and with a β-fractional Laplacian; we are in the critical case α + β = 5 4 . The temperature equation is a pure transport equation. We prove regularity results when the initial velocity is in H r and the initial temperature is in H r−β for r > max 5 2 − 2α, β + 1 with β ≥ 1 2 and α ≥ 0. This regularity is enough to prove uniqueness of solutions. We also prove a continuous dependence of solutions with respect to the initial conditions.
Introduction
We consider the Boussinesq system in a d-dimensional space:
where v = v(t, x) denotes the velocity vector field, p = p(t, x) the scalar pressure and θ = θ(t, x) a scalar quantity, which can represent either the temperature of the fluid or the concentration of a chemical component; e d is the unit vector (0, . . . , 0, 1), the viscosity ν is a positive constant. Suitable initial conditions v 0 , θ 0 and boundary conditions (if needed) are given.
For d = 2, the well posedness of system (1.1) in the plane has been studied by several authors under different assumptions on the initial data (see [12, 7, 1, 11, 8, 9] ). For d = 3, very little is known; it has been proven that there exists a local smooth solution. Some regularity criterions to get a global (in time) solution have been obtained in [20, 10] . Otherwise, in the particular case of axisymmetric initial data, [2] shows the global well posedness for the Boussinesq system in the whole space.
To overcome the difficulties of the three-dimensional case, different models have been proposed. For instance, one can regularize the equation for the velocity by putting a fractional power of the Laplacian; this hyper-dissipative Boussinesq system takes the form , [26] proved the global well posedness. This result has been improved by Ye [25] , allowing β = 5 4 . Notice that for zero initial temperature θ 0 , the Boussinesq system reduces to the Navier-Stokes equations. It is well known that the three-dimensional Navier-Stokes equations have either a unique local smooth solution or a global weak solution. The questions related to the local smooth solution being global or the global weak solution being unique are very challenging problems that are still open since the seminal work of Leray. For this reason, modifications of different types have been considered for the threedimensional Navier-Stokes equations. On one side there is the hyper-viscous model, i.e. (1.2) with zero initial temperature; when β ≥ 5 4 , uniqueness of the weak solutions has been proved in [16] (see Remark 6.11 of Chapter 1) and [17] . On the other hand, Olson and Titi in [19] suggested to regularize the equations by modifying two terms. For a particular model of fluid dynamics, they replaced the dissipative term by a fractional power of the Laplacian and they regularized the bilinear term of vorticity stretchingà la Leray. The well posedness of those equations is obtained by asking a balance between the modification of the nonlinearity and of the viscous dissipation; at least one of them has to be strong enough, while the other might be weak. Similarly, Barbato, Morandin and Romito in [4] considered the Leray-α Navier-Stokes equations with fractional dissipation
and proved that this system is well posed when α + β ≥ 5 4 (with α, β ≥ 0); even some logarithmic corrections can be included, but we do not specify this detail, since it is not related to our analysis. It is worth mentioning the result of the current authors with Barbato in [3] , where a stochastic version of the associated inviscid system to (1.3) (when ν = 0) has been studied. In fact, by choosing an appropriate stochastic perturbation to the system to be formally conservative, they were able to prove global existence and uniqueness of solutions in law for α > 3 4 . This is a very strong result although the uniqueness is to be understood in law. Similar regularization have been used for the MHD models, see for eg. [24] and the references therein. Since these models are quite different from the ones considered in the current paper, we don't state their results and we refer interested readers to the literature related to these models.
Inspired by [4] , in this paper we consider the modified Boussinesq system for d = 3, where the equation for the velocity has fractional dissipation whereas the temperature equation has no dissipation term; a Lerayregularization for the velocity appears in the quadratic terms. This system is
Our goal is to generalize the results of Ye [25] and Barbato, Morandin, Romito [4] , by proving well posedness of system (1.4) for α + β ≥ 5 4 when v 0 , θ 0 are regular enough. So the interesting case is for β < 5 4 with α = 5 4 − β > 0; indeed, the result of Ye corresponds to α = 0 and β ≥ 5 4 and that of Barbato, Morandin, Romito does not include the temperature equation, i.e. corresponds to our system (1.4) with θ 0 = 0. We have to point out that the temperature satisfies a pure transport equation, without thermal diffusivity; hence, the uniqueness result for the unknown θ requires v to be smooth enough. This imposes β to be not too small.
We can summarize our result in the following
Then, system (1.4) has a unique global smooth solution for every smooth initial conditions v 0 , θ 0 .
Our proofs rely on the commutator estimates introduced in [14] , also used in [25] . However in contrast to [25] , we first prove global existence (for any α ≥ 0 and β > 0) and then uniqueness of these solutions; moreover we consider different order of space regularity for v and θ (H r -regularity for v and H r−β -regularity for θ), whereas in [25] the same order of regularity for both v and θ is considered. We point out that the requirement on the regularity on the initial data is needed only to guarantee uniqueness.
The paper is organized as follows. Section 2 is devoted to the mathematical framework. Our main functional spaces, the regularization operator Λ s with its properties given in Lemma 2.6 are defined. The bilinear operator of the Navier-Stokes equations, the transport operator and the commutator operator are defined and their properties are stated in Lemma 2.1, Remark 2.3 and Remark 2.4 and Lemma 2.5. The main system is then written in its abstract (operator) form and the definition of weak solutions is given. At the end of this section, we recall the Gagliardo-Nirenberg and Brézis-GallouetWainger inequalities and some continuity results. In Section 3, we prove global existence of weak solutions with their uniform estimates. Slightly better estimates are performed. However, they are not enough to prove the uniqueness of solutions. The main result of the paper is stated in Section 4, Theorem 4.1, where we prove global existence of regular solutions; this regularity is enough to prove uniqueness of solutions and their continuous dependence with respect to the initial conditions, see Theorem 4.3 and Theorem 4.4. The main tool used is the commutator estimate. Let us point out that the results of Section 4 Theorem 1.1, i.e. every smooth initial data gives rise to a unique smooth solution. Section 5 is devoted to showing in more details the crucial estimates used in Section 4.
Mathematical framework
We consider the evolution for positive times and the spatial variable belongs to a bounded domain of R 3 ; for simplicity and because of the lack of natural boundary conditions, we work on the torus, i.e. the spatial variable x ∈ T = [0, 2π] 3 and periodic boundary conditions are assumed. We set L p = L p (T).
As usual in the periodic setting, we can restrict ourselves to deal with initial data with vanishing spatial averages; then the solutions will enjoy the same property at any fixed time t > 0.
Therefore we can represent any T-periodic function f :
where
For s ∈ R we define the spaces
They are a Hilbert spaces with scalar product
We simply denote by f, g the scalar product in H 0 and also the dual pairing of 
Similarly, we define the spaces for the divergence free velocity vectors, which are periodic and have zero spatial average. For w : R 3 → R 3 we write formally
and for s ∈ R define
This is a Hilbert space with scalar product
We define the linear operator Λ = (−∆) 
We summarize the properties of the nonlinear terms; these are classical results, see e.g. [23] .
and more generally for any u, v, w giving a meaning to the trilinear forms above, as stated precisely in the following:
for any m i ≥ 0 with at least one of the three parameters positive and such that
Hereafter, we denote by the same symbol C different constants. Now, we are ready to give the abstract formulation of problem (1.4); we apply the projection operator Π to the first equation in order to get rid of the pressure. In addition due to the periodic setting, we regularize u in a different, but equivalent way. Therefore, our system in abstract form is (2.5)
We focus our analysis on the unknowns v and θ. The pressure p will be recovered by taking the curl of the equation for the velocity in (1.4), i.e. p solves the equation
. Therefore we give the following definition in terms of v and θ only. The finite time interval [0, T ] is fixed throughout the paper. Definition 2.2 Let α ≥ 0 and β > 0. We are given v 0 ∈ V 0 , θ 0 ∈ H 0 . We say that the couple (v, θ) is a weak solution to system (2.5) over the time
and, given any ψ ∈ V 5 2 , φ ∈ H 5 2 , they satisfy
We point out that the estimates by means of Sobolev embeddings need some restriction for the parameters; but, for bigger values of the parameters they are easier to prove and the details will be skipped. This means for instance that (2.8) with (2.2) gives
, whereas for 2α + β > 3 2 we get something stronger in (2.9):
which is proven in another way. But for sure, from the proof of (2.8) one can say that
without proving it.
In this last part of the section, we summarize the technical tools to be used later on.
To estimate an L ∞ -norm we use either the embedding theorem H r ⊂ L ∞ with r > 3 2 or the Brézis-Gallouet-Wainger inequality (see [5, 6] ): for any r > 3 2 there exists a constant C such that
) .
Actually, we shall use the stronger form of this inequality, as given for instance in [25] : for any r > there exists a constant C such that (2.13)
ln(e + g H r ) .
Gagliardo-Niremberg inequality (see [18] ) Let 1 ≤ q, r ≤ ∞, 0 < s < m, s m ≤ a < 1 and
Define the commutator
From [14] , [15] we have
and Lemma 2.6 Let s > 0, 1 < p < ∞ and p 2 , p 3 ∈ (1, ∞) be such that
We shall use the commutator acting also on vectors; in particular for
About the continuity in time, we have the strong continuity result (see [21] or Lemma 1.4, Chap III in [22] )
and the weak continuity result (see [21] ).
Lemma 2.8 Let X and Y be Banach spaces, X reflexive, X a dense subset of Y and the inclusion map of X into Y continuous. Then
Existence of weak solutions
Existence of a global weak solution of system (2.5) can be obtained easily; the technique is very similar to that for the classical Boussinesq system. The equation for θ is a pure transport equation; then the L q -norm of θ is conserved in time (for any q ≤ +∞). On the other hand, it is enough to have some regularization in the velocity equation (i.e. β > 0) in order to get a weak solution as in Definition 2.2; moreover, this solution satisfies an energy inequality. Of course, the bigger are the parameters α, β, the more regular is the velocity v. Proof. We define the finite dimensional projector operator Π n in V 0 as Π n v = 0<|k|≤n v k e ik·x for v = k∈Z 3 0 v k e ik·x ; similarly for the scalar case, i.e. Π n in H 0 . We set B n (u, v) = Π n B(u, v). We consider the finite dimensional approximation of system (2.5) in the unknowns v n = Π n v, u n = Π n u and θ n = Π n θ. This is the Galerkin approximation for n = 1, 2, . . .
We take the L 2 -scalar product of the equation for the velocity v n with v n itself; bearing in mind (2.2) we get
and similarly for the second equation
In both cases the trilinear forms vanish according to (2.2), (2.3). Adding these estimates, by means of Gronwall's lemma we get the basic L 2 -energy estimate: there exists a constant K 1 independent of n such that
From the equation for the velocity v n , one has that dvn dt is expressed as the sum of three terms involving v n , u n and θ n . In particular, the dissipative term Λ 2β v n ∈ L 2 (0, T ; V −β ); by (2.8), (2.9) we have B n (u n , v n ) ∈ L 2 (0, T ; V −s ) for some finite s ≥ 1. Therefore there exist constants γ > 0 and K 2 independent of n, such that [22] ). Hence we can extract a subsequence, still denoted by {v n } and {θ n }, such that
Using these convergences, it is a classical result to pass to the limit in the variational formulation (2.6) and (2.7) and prove that (v, θ) is solution of (2.5) and inherits all the regularity from (v n , θ n ), i.e.
Moreover, it is a classical result (see [25] ) that
Hence, the sequence {θ n } n is uniformly bounded in L ∞ (0, T ; L q ) which implies (up to a subsequence still denoted θ n ) that
Now, let us prove that v ∈ C w (0, T ; V 0 ) and θ ∈ C w (0, T ; L q ). We integrate in time the equation for v:
Bearing in mind (2.2) and the estimates of Remark 2.3, we get that
2 ); therefore v ∈ C(0, T ; V −m ) for some positive m. By Lemma 2.8 we get that v ∈ C w (0, T ; V 0 ). Now we look for the weak continuity of θ. Assume that φ ∈ C ∞ # (T) which is the space of infinitely continuously differentiable functions on T that are periodic. Then for t, s ∈ [0, T ], we have that
Using the density of C
which means that θ ∈ C w (0, T ; L q ). A similar argument can be used for q = ∞ and this completes the proof. ✷ Remark 3.2 Take α ≥ 0 and β > 0 such that
For this to hold it is necessary that α is not too big (α ≤ ) and β not too small (1 ≤ β ≤ 3 2 ). Then, from the first estimate in (2.8) we get B(u, v) ∈ L 2 (0, T ; V −β ). Hence, going back to the proof of the previous theorem we get that dv dt ∈ L 2 (0, T ; V −β ); by Lemma 2.7 this implies that v ∈ C([0, T ]; V 0 ), which is stronger than the weak continuity result of Theorem 3.1.
In addition, for more regular initial data we have Let s ≥ 0 with 1 − β ≤ s ≤ β.
Then, given v 0 ∈ V s , θ 0 ∈ H 0 , any weak solution of (2.5) obtained in Theorem 3.1 is more regular; indeed, the velocity is more regular
Proof. We look for a priori estimates for v. We proceed as before, but for more regular norms. We have
where we used (2.16) and that H 0 ⊂ H s−β . We use the Commutator Lemma 2.5
Notice that by our assumptions we get s + β ≥ 1 − 2α, β ≥ s, β ≥ s − 2α, s + β ≥ 1. Both conditions
are equivalent to α + β ≥ 5 4 . The choice of the p i 's allows to use the Sobolev embedding theorem; we have
Hence, we conclude that
by Young inequality. In particular,
Since v ∈ L 2 (0, T ; V β ) and θ ∈ L ∞ (0, T ; H 0 ) from the previous theorem, we can proceed by means of Gronwall lemma to get the estimate for the
Integrating in time (3.5), we also get
. Now, we study the time regularity. We recall property (2.4) . But for bigger values of β the estimate we are looking for is even easier to prove (see Remark 2.4). We have
. Hence, using the regularity of v, θ we get that dv dt ∈ L 2 (0, T ; V s−β ). Now using Lemma 2.7, we deduce that v ∈ C([0, T ]; V s ). ✷ In particular we have Then given v 0 ∈ V β , θ 0 ∈ H 0 , any weak solution of (2.5) obtained in Theorem 3.1 is more regular; indeed, the velocity is more regular
4 Regular solutions: global existence, uniqueness and continuous dependence on the initial data
The regularity of solutions from the previous section is not enough to prove uniqueness. To this end, we seek classical solutions. These are solutions for which the derivatives in the equations of (2.5) exist. Indeed, we shall get
, r ≥ 2β, r − β ≥ 1 (see Remark 4.2). The crucial point is to show that these regular solutions are defined on any given time interval [0, T ]; their local existence is easy to prove.
Unlike the previous section, here we will consider H s -regularity for θ(t) (with s > 0). This will help prove the uniqueness of solutions.
Proof. We proceed as before. We take the L 2 -scalar product of the first equation of (2.5) with Λ 2r v; then
where we used first Lemma 5.1 and then Young inequality. Now for θ, we take the L 2 -scalar product of the second equation of (2.5) with Λ 2r−2β θ(t); then
We estimate the r.h.s.
and the Commutator Lemma 2.5 gives
; we continue by means of the Brézis-Gallouet-Wainger estimate (2.13) (with g = Λ 1−2α v) and Lemma 5.4
for any m > and for suitable q > 2, a ∈ (0, 1); m will be chosen later on. Finally we use that V 2β ⊂ V :
H r−β . Now, we use Young inequality:
Lq
; then φ ∈ L 1 (0, T ) according to Theorem 3.4 and (3.3) . Thus
Adding the estimates (4.2) for v and (4.3) for θ, we get
Recall that r > such that V r ⊂ V m+1−2α . Thus, we get
This implies that Y (t) = ln(e + 1 + X(t)) satisfies
By Gronwall lemma we get
Since v ∈ L 2 (0, T ; V 2β ) by Theorem 3.4 and φ ∈ L 1 (0, T ), we get that
and therefore going back to the unknown X sup 0≤t≤T X(t) ≤ K 4 ; from (4.5), after integration on [0, T ] we get also
Therefore we have proved that
Now we consider the continuity in time. Lemma 2.6 (with p = p 2 = 2,
; by Sobolev embeddings we get
Using that V r+β ⊂ V and r ≥ 0, we obtain that
This implies
By Lemma 2.7 we deduce that v ∈ C([0, T ]; V r ). As far as the continuity in time for θ is concerned, we have that θ satisfies a transport equation
where the velocity is given and in particular u ∈ C([0, T ]; V r+2α ). [13] considers this equation in R 2 ; but a straightforward modification of Lemma 4.4 of [13] allows to prove in the three dimensional case that given u ∈ C([0, T ]; V ρ ) with ρ > . As far as the range of values of r is concerned, we have that when α + β = 5 4
Therefore we have r > 3 2 and r − β > 1 at least. In addition, r > 2β.
This regularity is enough to get uniqueness. Then, the solutions given in Theorem 4.1 are unique.
Proof. Let (v 1 , θ 1 ) and (v 2 , θ 2 ) be two solutions given by Theorem 4.1. We define V = v 1 − v 2 , U = u 1 − u 2 and Φ = θ 1 − θ 2 . Using the bilinearity we have that they satisfy
As before, using (2.2) we get
And similarly, using (2.3)
Let us estimate the terms on the right hand side of each of the relationships above. For the velocity equation, we proceed as usual by means of the Sobolev embeddings:
and the condition
is equivalent to
, which is trivially stafisfied.
Similarly, for the temperature equation:
Summing up, we have obtained
If we define Z(t) = V (t)
H 0 , we have Z(0) = 0 and
By Gronwall lemma we get Z(t) = 0 for all t, and this completes the proof. ✷ Then, given any initial conditions v 1,0 , v 2,0 ∈ V r and θ 1,0 , θ 2,0 ∈ H r−β we have Proof. We begin by pointing out that, under the assumptions on α and β, if r ≥ β + 2 then the conditions on r given in Theorem 4.1 (r > − B(Λ −2α V (t), v 2 (t)), Λ 2r−2 V (t) + Λ r−β−1 Φ(t)e 3 , Λ r−1+β V (t) .
We estimate the first two terms of r.h.s. by means of Lemma 5.2
Using Young inequality, we get
Similarly, for the temperature difference; we use Lemma 5.3 and Young inequality Gronwall lemma applied to
gives sup 0≤t≤T W (t) ≤ W (0)e Integrating in time (4.8) and using the latter result we get the estimate for (α + β); therefore we need to find a ∈ (0, 1) such that ✷
