We focus on the solution of discrete ill-posed problems to recover the original information from blurred signals in the presence of Gaussian white noise more accurately. We derive seminorms for the Tikhonov-Phillips regularization based on the underlying blur operator H. In this way it is possible to improve the reconstruction using spectral information of H. Reconstructions on various 1D discrete ill-posed inverse problems demonstrate the effect of the presented approach.
Introduction
For discrete ill-posed problems, as they arise in signal or image reconstruction, regularization techniques are important in order to recover the original information. We consider the discrete linear model problem 
where x ∈ R n is the original signal or image, H ∈ R n×n is the blur operator, η ∈ R n is a vector representing the unknown perturbations such as noise or measurement errors, and b ∈ R n is the observed signal and image, respectively. Our aim is to recover x as good as possible. Because H may be extremely T. K.Huckle (B) · M. Sedlacek Fakultät für Informatik, Technische Universität München, München, Germany e-mail: huckle@in.tum.de ill-conditioned or even singular, and, because of the presence of the noise η, the direct solution of (1) will result in a useless reconstruction dominated by noise. Consequently, to avoid this and solve (1) mainly on the signal subspace a regularization technique has to be applied. Based on a decomposition of H, like, for instance, the QR factorization or the singular value decomposition (SVD) [2] , direct regularization methods can be seen as a spectral filter acting on the singular spectrum, diminishing the deterioration of the solution by noise. Within this class we focus on the classical Tikhonov-Phillips regularization [9, 10] which can often be improved by including minimization in a seminorm. Usually, the seminorm is related to a smoothing operator like, for instance, the Laplacian. Here, we introduce seminorms based on the operator H itself. In this way we restrict the regularization to the noise subspace leaving the signal information unchanged.
The outline of the paper is the following: In Section 2 we will have a closer look on the Tikhonov-Phillips regularization including smoothing norms. Subsequently, in Section 3, we present our approach to improve the reconstruction of regularization methods and derive seminorms depending on H. Section 4 contains numerical results using the proposed approaches for several test scenarios. We focus on discrete ill-posed problems from the package Regularization Tools [4] , but we consider artificial problems constructed on our own as well. A conclusion with a short outlook closes the discussion in Section 5.
Tikhonov-Phillips regularization including smoothing-norms
One of the classical regularization methods is the Tikhonov regularization [10] which solves
instead of (1), for a fixed regularization parameter α ≥ 0. The weight α has to be chosen such that both minimization criterions yield the minimal value together: the computed solution x is as close as possible to the original problem and sufficiently regular. Following [3, 5, 6] , instead of using the 2-norm as a means to control the error in the regularized solution, another possibility is to use discrete smoothing-norms of the form Lx 2 to obtain regularity. With L being a discrete approximation to a derivative operator, the standard form problem (2) can be reformulated as Tikhonov-Phillips regularization in general form via
Usually, the matrix L is an approximation to the first or second derivative operator, i.e.,
with L 1 ∈ R (n−1)×n and L 2 ∈ R (n−2)×n , respectively, not taking any boundary conditions into account. Consequently, rough oscillations caused by noisy components can be suppressed during the reconstruction and the regularized approximations will satisfy inherent smoothness properties. Therefore, for problems where the exact signal x is smooth, the solution of the general formulation (3), using a differential operator, will be smoother and thus a more accurate reconstruction.
Note that for using smoothing preconditioning with L in an iterative regularization method such as CGLS, a transformation to standard form has to be applied [5] .
Operator dependent seminorms
We introduce a new approach for regularization including a seminorm by deriving operators which directly include H and thus use spectral information of the given problem. The modified regularization method allows larger values of the regularization parameter while improving the reconstruction. A regularizing seminorm should have the property that it leads to a regularizing effect for the noise subspace relative to small eigenvalues, but behaves like zero on the signal subspace relative to large eigenvalues. In the limiting case a seminorm should behave like 1 on the noise part providing much emphasis on the penalty term while it should tend to 0 for the signal part having most emphasis on the model fit. 
which is symmetric positive semi-definite with a normalized eigenspectrum 0
Via the power k, it is possible to steer the "L"-shape of p k (x) which is illustrated in Fig. 1a 
Especially for k = 1, (5) can be written in the form
equivalent to a standard Tikhonov-Phillips regularization for a slightly modified problem. Using the SVD of H we observe 
Seminorm L H,k,r x 2 for symmetric indefinite operators
For symmetric indefinite operators H, where the smallest and largest eigenvalue satisfy λ min 0 and λ max 0, respectively, it can be helpful to use a seminorm L H,k,r x 2 defined by the matrix
K H,k,r can be analyzed via the polynomial . We obtain similar behavior compared to the filter factors in (6) .
The first two terms ensure that q k,r (x) has zeros of order k at the boundaries of [λ min , λ max ]. The additional third term ([·] r ) in K H,k,r guarantees a regularizing effect near zero, i.e., q k,r (0) = 1, without destroying the monotonic behavior. For this purpose the parameters k and r have to satisfy conditions to avoid negative or very large values and additional maxima of
By choosing
we assure (8) and additionally that the zeros of q k,r (x) do not lie inside [λ min , λ max ]. Figure 1b shows q k,r (x) (7) for increasing values of k for the spectrum of H resulting from the model problem shaw from Hansen [4] . The shape of q k,r (x) slightly resembles a Gaussian bell curve. For increasing values of k it falls towards the abscissa tending to the δ-function.
Seminorm L H,k,τ x 2 for general nonsymmetric operators
For the general nonsymmetric case we can define a third seminorm
where we have to make sure that
. This is satisfied for even k or τ chosen large enough. In general, we can estimate τ in order to obtain positivity. For k = 1, we observe
for H + H T < τ. Furthermore, τ has to be chosen in such a way that for the signal subspace the regularization is turned off, while for the noise subspace it is turned on. Heuristically, we can model the signal and noise subspace by probing vectors, like, for example, e S = n − 1 2 (1, 1, ..., 1) T and e N = n − 1 2 (1, −1, 1, −1 1.
In other words, we suggest to choose τ such that the seminorm acts as 0 on the signal subspace and like the identity I on the noise subspace. By plotting the polynomials in τ -resulting from K H,k,τ e S 2 2 and K H,k,τ e N − e N 2 2 -we can visually choose τ according to a value which satisfies the conditions (10) . In many cases we observed τ = σ max yielding improved reconstructions. Moreover, K H,k,τ > 0 in this case. See Fig. 2d where the norms in (10) are plotted for k = 1 for the heat(300,5.0) problem [4] . Note that for H = H T > 0 the choice τ = σ max leads to a seminorm different from K H,k . While seminorms incorporating derivative operators such as L 1 or L 2 (4) lead to an improved reconstruction if the signal is smooth, the introduced operator dependent seminorms are not restricted to the structure of the signal. In order to obtain polynomials of higher degree it is possible to use the scaling and squaring in the matrix power. Thus, degrees of 2 t will only require log 2 (2 t ) = t multiplications. We want to emphasize the equivalence of Tikhonov-Phillips regularization with seminorm L H and Tikhonov-Phillips regularization applied to the preconditioned operator HL 
Numerical results
We focus on ill-posed problems from Regularization Tools [4] . Hence, we mainly examine Fredholm integral equations of the first kind. The Matlab [8] functions in Hansen [4] provide discretizations H of the integral operators using Galerking or quadrature methods and scaled discrete approximations of the solution. We assume that the entries of η in (1) are random numbers resulting from the same Gaussian distribution with zero mean and standard deviation ξ ∈ R. Hence, we use white noise of different magnitude and perform all computations on normalized values. Our direct regularization method is the Tikhonov-Phillips regularization.
Concerning the regularization parameter α we illustrate the maximum obtainable improvement for a perfect estimator. We compute it via the Matlab function fminbnd which attempts to find a local minimizer in a given interval. We only consider reconstructions as reasonable where α ∈ [0, 10 3 ]. Thus we fade out reconstructions for which fminbnd hits the interval boundary (α = 10 3 ) and highlight them via †. We refine the search by setting the termination tolerance to TolX = 10 −9 . See Listing 1 for a brief illustration how we incorporate a Tikhonov-Phillips function handle in fminbnd in order to obtain the optimal α. Note that fminbnd is based on golden section search and parabolic interpolation and may provide only a local solution [8] , i.e., the estimation may still not be optimal for certain problems; see [1] for a detailed description of the algorithm. Hence, we measure the quality of the reconstructions via the relative reconstruction error (RRE) x − x 2 / x 2 , where x is the exact signal andx denotes the reconstruction which is obtained for opalpha according to Listing 1. All our test problems have a fixed problem size n = 300. We emphasize reconstructions from standard form TikhonovPhillips regularization with values marked in bold style.
The general case: test problem heat
In our first example we focus on the general nonsymmetric case and thus on the seminorms L H,k x 2 and L H,k,τ =σ max x 2 . The ill-conditioning of the kernel of the heat problem can be steered by the parameter kappa. We choose kappa = 5 resulting in H with κ 2 (H) = 1.77 · 10 17 and affect the righthand side with white noise of magnitude 10, 5, 1 and 0.1%. As polynomial degrees we choose k = 2 0 , 2 1 , . . . , 2 5 . Besides the results in the Table 1 , we illustrate additional information for the noise level 1% in Fig. 3 . While fixing the polynomial degree at k = 16 we plot the regularization parameter α versus the RRE and show the associated reconstruction for the optimal α. Any choice of α will provide an improved reconstruction using operator dependent seminorms, as their curves remain below the one corresponding to standard form Tikhonov-Phillips regularization. Such behaviour we also observed for other noise levels. Incorporating smoothing-norms yields highly improved reconstructions as well. Among many of our experiments we obtain improved results using the seminorm L H,k,τ x 2 when the heuristic conditions (10) are satisfied; see also Fig. 2d . However, this is not a necessary condition. Compare the value 2.7281 in Table 2 with the results in Table 1 . This also shows that the second condition in (10) is a heuristic.
The symmetric indefinite case: test problem shaw
We illustrate the behaviour of the seminorms L H,k,r x 2 and L H,k x 2 for the test problem shaw where the spectrum of H satisfies the necessary conditions λ min = −1.86 0 and λ max = 2.99 0. See the characteristics of the polynomial q k,r (x) for this problem in Fig. 1b . The scenario setting is the same as in Section 4.1 except that we fix the polynomial degree at k = 32 for ξ = 5% in Fig. 4 . Thus, we obtain better distinguishable curves. Following Table 3 , for large noise levels the seminorm L H,k,r x 2 yields improved results while it does not degrade the solution for small noise levels. In comparison, the seminorm L H,k x 2 yields similar behaviour with slightly weaker improvement. Table 2 Values of (10) for L H,k,τ =σmax x 2 and problem heat(300,5.0). ξ = 5% 
Further problems from regularization tools
In order to give an overall summary we provide results for further problems and right-hand sides. In Table 4 we incorporate L H,k x 2 and L H,k,τ x 2 for signals perturbed by the noise levels 10%, 5% and 1%. For model problems with smooth right-hand side we additionally provide results for the smoothingnorms (4). As expected, they yield much improvement in such cases -see the i_laplace problem. While, here, the seminorm L H,k x 2 does not affect the reconstruction quality among all noise levels, it may improve the solution for problems with a non-smooth right-hand side, e.g., foxgood or gravity.
The difference compared to Ix 2 becomes more distinct for noise of larger magnitude. Incorporating the seminorm L H,k,τ x 2 is sensitive both to k and ξ . On the one hand we obtain improvement for the problems baart and phillips for ξ = 1% or gravity for ξ = 10% and ξ = 5%. On the other hand we observe a degradation for the problems foxgood or deriv2. For nonsymmetric H, τ has to be chosen such that K H,k,τ ≥ 0 and that it has a regularizing effect only on the noise subspace. For example, we achieve best results using K H,k,τ =σ max for the problems baart and heat. Here, K H,k,τ =σ max ≥ 0. Although for baart the conditions (10) are not satisfied for larger k, we still observe improvement. This reflects the heuristic choice of modeling the subspaces by e S and e N . For symmetric H such as in the model problems phillips or gravity 3, K H,k,τ =λ max is well-defined and yields improved results too.
Smoothing norm Lx 2 : for model problems containing a smooth right-hand side this well-known seminorm provides highly improved reconstructions. For instance, while reconstructing the i_laplace(n,2) or i_laplace(n,4) model problems, none of the operator dependent seminorms provide improved results.
Conclusion
We considered the impact of incorporating spectral information of H and therewith use operator dependent seminorms in the Tikhonov-Phillips regularization. Depending on the definiteness and the location of the spectral values, an appropriate seminorm, corresponding to a polynomial with certain properties, will have a regularizing effect on the noise subspace but no action on the signal subspace. The improvement of the solution can be enhanced by increasing values of the polynomial degree. Here, the computation should be based on the scaling and squaring according to the matrix power to keep it efficient.
As a brief summary we point out: The seminorm L H,k x 2 yields robust behaviour meaning that it will not destroy the solution if not appropriate for an underlying problem. For indefinite operators satisfying λ min 0 and λ max 0 the seminorm L H,k,r x 2 is an alternative to obtain improved reconstructions. If τ is chosen carefully to satisfy the mentioned conditions, the seminorm L H,k,τ x 2 will produce improved results for certain problems as well. If the signal is known to be smooth, smoothing norms will yield distinct improvement.
Among several of our test problems we observed that the larger the noise level, the more the improvement will be when applying the seminorms. Note that operator dependent seminorms rely on the assumption that a priori knowledge of the extremal spectral values is available. If not, however, approximations can be obtained via a couple of Arnoldi iterations.
