Abstract-In this paper, the problem of restoration of images corrupted by additive non-Gaussian noise has been considered. Here, by using an appropriate two-dimensional-polynomial filter for the strip processor a new restoration algorithm is defined. Some examples of application of the method show high effectiveness of the proposed filter.
function of the observations and is easily computed. In the nonGaussian case, this is not true, so that it is necessary to look for suboptimal estimates, such a linear one, which are easier to obtain and which give, in some case, satisfactory results.
Starting from [4] , that follows a state-space approach and adopts the minimum variance criterion, our aim is to find an estimate that is more accurate than the simple linear one, yet retains the features of easy computability and recursivity. This goal is achieved by projecting the conditional expectation on the Hilbert space generated by the polynomial transformations of the output measurements. Our approach requires the definition of an "extended system," in which the output is defined as the aggregate of the original output and of its Kronecker powers up to a desired order. Finally, the definition of a reduced-order filter obtains a smaller dimension of the problem and allows us to reduce the computation time.
In Section II, the problem is presented with the necessary assumptions about the model, and system equations are given, while in Section III the construction of the extended system is developed.
In Section IV, the equations of the reduced-order system are proposed in order to improve performances of the filter. Finally, results of some simulations are shown in Section V.
Some ideas for further future developments are contained in Section VI.
For the self-containedness of the paper, in the Appendix I some concepts of Kronecker algebra, which are necessary to the construction of the filter, are recalled, while in the Appendix II the image model is derived.
II. PROBLEM FORMULATION
In the sequel, we will define the colored image model, i.e., we will construct the mathematical model of the image we are studying, as the overlapping of its three fundamental chromatic components, each of them, according to [1] satisfies the following axioms. Assumptions 1) and 2) are based on the consideration that most images are composed of open disjoint subregions whose interior is regular enough to be well described as a finite-support restriction of a smooth 2-D Gaussian process. The boundary of each subregion is constituted by the image edges, which represent sharp discontinuities in the distribution of the color level. Assumption 3) means that no correlation can be assumed among pixels belonging to different subregions.
The inhomogeneity assumption allows the edges to be directly taken into account by the image model. A stochastic image generating process is so obtained describing the color level discontinuities by a space-varying model, where only the information on edge locations needed. Consequently, the optimal restoration procedure is guaranteed by using the information carried by the neighboring pixels belonging to the same subregion. The information on edge location can be obtained by an edge-detector operator, whose main feature should be robustness with respect to noise.
We will describe an image by means of the color-level signal together with its partial derivatives with respect to the spatial coordinates, up to a certain order. The obtained vector is assumed to be the state vector of the image model, while the output is given by the color-level signal.
In order to simplify the notation, the information related to the chromatic component will be systematically omitted and we will restrict, without loss of generality, our analysis to the monochromatic images.
Let us indicate by the value of the original monochromatic image, at spatial coordinate , inside a smooth subregion. The continuous variables and denote the vertical and the horizontal positions respectively. For simplicity, but without loss of generality, we assume . Because of the smoothness assumption, it is possible to define a state vector composed of the signal and its partial derivatives with respect to and (1) If is the maximum order of derivation used, the dimension of is
The th component of , denoted by , is given by (3) with (4) where stand for the integer part.
We assume that the image state vector at pixel coordinates depends on the state vectors at neighboring pixels as shown in Fig. 1 , where causality is assumed only for the first coordinate (semicausal model).
The coefficients , may be zero or one. According to the inhomogeneity assumption. they are one if the corresponding pixels belong to the same subregion, and zero otherwise.
We define as internal, boundary, or isolated, respectively, a pixel that has 1) five links; 2) one or more links but less than five; 3) no links. Fig. 2 represents the set of pixels which are considered. A set of pixels is "isolated" if it is isolated from the other pixels of the same strip belonging both to the same row and to the previous one, as shown in Fig. 3 .
With , we denote the strip length. Taken and as vertical and horizontal spatial sampling steps, the state variable previously defined will be sampled to obtain the following image discrete-spatial description: (5) where , and matrices , , and have the following structures:
and each block has the following structure:
Note that the dimension of the output of system (5) is given by the strip length , therefore the state dimension is (10) where is calculated as in (2) .
The dimension of is (11) while the dimension of is . As can be easily observed at this point, the matrix is a square matrix of dimension , without any particular structure.
Because of their very complex structure, the matrices are reported in Appendix II. The initial state will be assumed equal to (12) where the couple superscript point out the row to be filtered and its length.
The random variable (initial condition) and the random sequences and satisfy the following conditions for . 1) , , . 2) There exists an integer (filter order) such that, denoting by , and the th, the th and th the component of the vector noises , and , respectively (13) (14) (15) 3)
is independent sequence of and constitutes a white Gaussian standard random sequence, being the covariance matrix of the state noise modeled by the matrix . 4) The output noise is a sequence of independent non-Gaussian random variables, according to assumption 4).
III. THE POLYNOMIAL FILTER
As we have already seen in Section I, our aim is to find the minimum variance estimate of the state with respect to the output that coincides with its conditional expectation.
While in the Gaussian case, we obtain exactly a linear optimal solution, in our case, the problem does not have an immediately recursive solution, so that we look for suboptimal estimates that are more accurate than the linear one.
To obtain the desired recursive estimate of (5) we define the generalized -degree polynomial observation ,
and the extended state ,
where with and we denote, respectively, the th Kronecker power (105) of the vectors and .
The binomial matrices , constructed as in (113) and (114), highlight the dependence on the dimension of the vectors. With we denote the identity in . To obtain a recursive filter, we need the equations that describe the state and the output evolution. To this purpose, we recall the subsequent lemma [4] .
Lemma 1: Let, on the same probability space, and be random sequences in and , respectively, such that is independent by . Moreover, let us assume that (18) where , and are deterministic matrices subsequently dimensioned. Consider the Kronecker powers of and up to the th order aggregated in the vectors
and
. . .
where (22) Then, there exists the representation (23) where
and (25) Moreover, is a zero-mean white sequence such that, is uncorrelated with , with covariance such that its -block is given by (26) provided that there exist finite all the involved moments. Now, we are able to find the "augmented" linear stochastic system that generates the observation powers, as stated in the following theorem which specializes to the present case the result in [4, Th. 3.3.2]. In particular, here, the state and the measurement noises are assumed to be independent according to their "physical" meaning, in that the first one is connected with the space variability of the signal whereas the second one take into account the measurement errors.
Theorem 1: The processes and defined in (16) , (17) 
. . . . . .
(36)
and are zero-mean white sequences such that [4] (38)
The auto-covariances of the noises , , respectively, and the cross-covariance Proof: Equations (27) and formulas (40) and (41) 
we can write the recursive equation (49) where is defined as
Equation (49) is a recursive asymptotically stable equation. Actually, the asymptotic stability of implies the asymptotic stability of . The lemma is proven by observing that is a constant input. Theorem 2: The stochastic white sequences and in (35) are second-order asymptotically stationary processes, provided that the matrix A in (5) is asymptotically stable.
Proof: The thesis immediately follows by using Lemma 2 and recalling that and are zero mean sequences and observing that their covariances, which are given by (40) and (41), attain to a finite limit if the first 2 moments of are convergent.
The covariance matrices of the noises and their cross-covariance depend on the moments and , where and . From Theorem 6, it follows for the th entry of that is (51) satisfy (49). For its evaluation, it is necessary to find the form of . Let us consider the th block of and by means of Theorem 6, we define the -tuple , which corresponds to . Then, we have (52) where if otherwise.
Using the obtained results, taking in account the deterministic and the stochastic input and also that noise-sequences we have constructed are correlated at the same instant, the filter equations are ( [7] The optimal linear estimate of the augmented state process with respect to the augmented observations agrees with its optimal polynomial estimate with respect to the original observations , in the sense of taking into account all the powers, up to the th order, of . We obtain so the optimal polynomial estimate of the system (5). The optimal linear estimate of the original state with respect to the same set of augmented observations is easily determined by extracting the first components in the vector .
IV. REDUCED-ORDER FILTER
The main problem in the polynomial filter implementation we have presented is the computation time and the memory occupation. To reduce these problems we introduce the reduced Kronecker power.
Given a vector , its th Kronecker power contains redundant terms. According to (115) 
According to previous definitions, we obtain, in our case, the following transformations [17] : The proposed algorithm, specialized to , produces the best linear filter, which coincides, as it is well known, with the optimal filter when the noises are Gaussian. As a consequence, it becomes necessary to consider higher order filters when the noises have a distribution far from the Gaussian.
By observing the formulas which define the augmented system parameters, it become evident that the computational effort of the polynomial filter algorithm quickly grows for increasing . Nevertheless, we point out that even low-order polynomial filters (quadratic or cubic filters) which do not require a particular sophisticated implementation show very high performances with respect to the linear filter.
Remark 2: The best choice for is the length of the image rows. In this case only the extremal pixels are influenced by the strip-edge effects. Of course, it is in general not possible such a choice because it implies a computational complexity of the algorithm, given by , not compatible with the computer resources. Of course the minimum value is , which allows to reduce the strip-edge effects, choosing the internal filtered pixel.
Remark 3: Thanks to iterative nature of the Kalman filtering, note that the most part of the computation time is devoted to the computation of the matrices which define the filter. Therefore, when the structure of such matrices is known, the computation time for running the proposed filter is comparable with respect to the acquisition data time. As an example the computation time for a 256 256 colored image varies from 600 s for a homogeneous un edges image to 3600 s for the edges Rhombs image.
Remark 4: As a nice consequence of the Kalman filtering theory applied to the system equations, the proposed algorithm has the property to quickly forget the initial estimate and to be robust with respect to the initial value of the covariance. This, because of the property of controllability and observability of the system equations.
Remark 5: It is important to stress that the reduced-order filter utilizes the same informations of the full-order filter and gives the same results at expenses of more complex structure of the system matrices. Its utilization is therefore convenient for filters of too high order with respect to the computer memory capabilities.
V. SIMULATIONS
The application considered in this paper is relative to a given image that is divided by the realized program in the three fundamental chromatic components: red, green, blue.
Before starting with the filtering procedure, the edges present in the chromatic component are revealed. In this section coefficients ( Fig. 1) are computed for each pixel. The chosen edge detector is based on the gradient method. It produces four matrices that give informations about edge location along horizontal, vertical, ascending and descending diagonal directions. Such matrices are computed by means of a 2-D convolution between the matrix (chromatic component) and a suitable mask.
To find horizontal edges we chose as mask a matrix with the following structure: (89) which is able to detect an edge between the pixels and . Note that such edge corresponds to set . For vertical edges the mask is . In this case, we get by symmetry consideration that a detected edge between the pixels and corresponds to set . Matrices for ascending and descending diagonal edges are, respectively (90) (91) the first one for detecting an edge between the pixels and , that corresponds to set , while the second one is able to detect an edge between the pixels and corresponding to set . The goodness of an edge detector is measured with respect to noise, so that image edges are distinguished from noise. This property is guaranteed by a noise estimate.
We assume, as noise estimate (to find the threshold), the difference between the chromatic component of the image and its estimate.
This estimate is obtained by smoothing the chromatic component by means of the 2-D function (92) In this way, all armonic components, for which frequency is greater than the Nyquist one, are filtered.
For each chromatic component, an edge threshold is found, and each edge value is compared with this threshold. When it is lower, the pixel corresponding is not considered as an edge ([10] - [15] , [18] ).
Afterwards, we proceed with the image filtering dividing each component in vertical strips of length that are overlapped for the two first and the two last pixels. This to consider the links with the pixels of adjacent strips.
Each strip is filtered, row by row, by means of the Kalman strip processor adapted to the non-Gaussian case. Taking into account the error due to the links relative to adjacent pixels, the filtering results due to the fourth extreme pixels are not saved.
The final result of each fundamental chromatic component is "recomposed" in the filtered image.
We want to stress that the realized algorithm considers the model as a stationary one because it does not calculate the matrices for each row in the strip, and in this way it reduces computation time, but when an edge is detected the matrices are recalculated.
When an isolated pixel or a set of isolated pixels are detected, the entries of the state vector corresponding to the isolated pixels need to be reinitialized according to the same procedure used to define the initial conditions (53).
Two multichromatic images were used to test the proposed method. The first one (256 256 pixels) is a simulated image consisting of concentric rhombs with constant color level in each homogeneous subregion [ Fig. 4(a) ]. The second one is the real image Amber (100 160 pixels) shown in Fig. 4(b) .
The images considered in the application are corrupted by additive noise that has the following statistics.
1) Bernoulli
2) Laplace where parameter is varied in order to obtain a different signal to noise ratio (SNR). We implemented the polynomial reduced-order filter (Section IV) to reduce computation time and memory occupation. As said before, the filter performances are the same because only redundant terms are canceled.
The linear and the quadratic filter ( 1 and 2) have been implemented. The strip length is taken 5. The state is initialized according to (12) , while the initial prediction covariance matrix is simply assumed equal to The parameters and here assumed to be equal (that is square 2-D discretization) constitutes the unique tuning parameters of the filter and can be chosen or by estimation from the bandwidth of the signal [6] or by filter simulation using a sample image.
The algorithm has been written using C and a PentiumII has been used for simulations; the improvements obtained with the proposed algorithm are shown in the following section. 
VI. CONCLUSIONS
The improvement in SNR introduced by the filter is measured by means of the signal to noise ratio improvement (SNRI), expressed in decibel (db), defined as follows:
where noisy signal observed at pixel ; corresponding true signal value; estimate of . In the following are reported the results obtained in the simulations.
A. Bernoulli Noise
Rhombs image has been corrupted by additive zero mean Bernoulli noise with parameters . The noisy image has SNR . The threshold values calculated for the three fundamental chromatic components are: . In the Figs.5 and 6, we introduce, on the horizontal axis, , with , , where are the spatial frequencies and is the signal bandwidth [18] . Fig.5 shows the improvement obtained for each chromatic component, while in Fig.6 is indicated the global SNRI.
Noisy and restored images, respectively, are shown in Figs. 7  and 8 . Remark 6: It is clear that we can obtain bigger improvements by using the quadratic filter instead of the linear filter. Moreover, if we increase noise, the performances of quadratic filter increase while these of linear one decrease. It is also clear that further improvements of the proposed method can be obtained with an upper order of the filter (obviously this can be possible only by means of augmented resources).
B. Laplacian Noise
Moreover, we checked the robustness of the proposed filter with respect to the estimate of the moments of the measurement noise. In particular, the effects of an incrementing of 10% the parameter in the uniform distribution from its nominal value has been evaluated and reported in Fig.17 , showing a good behavior of the proposed algorithm.
It is important to stress that this method constitutes the first step in the construction of a filter for multiplicative noise and this is the next step we will consider.
APPENDIX I KRONECKER ALGEBRA
In this section, we recall some definitions and theorems that are necessary. More details can be found in [5] . 
For the Kronecker product the following result holds. An estimation of matrices and for a given bandwidth of the signal process can be found in [6] .
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