Abstract. In this paper, we introduce symmetric diagram matrices A s+r,s of size (s+r) C s whose entries are {x i } 1≤i≤min{s,r} . We compute the eigenvalues of symmetric diagram matrices using elementary row and column operations inductively. As a byproduct, we obtain the eigenvalues of Gram matrices of a larger class of diagram algebras like the signed partition algebras, algebra of Z 2 relations and partition algebras.
Introduction
The study of the structure of finite dimensional algebras has gained importance in recent times for it may be possible to find presumably new examples of subfactors of a hyper finite Π 1 -factor along the lines of [23] .
The partition algebras are introduced by V. Jones in [5] and Martin in [12] and they are studied intensively by Martin in [10, 11, 12, 13, 14, 15] . The cellularity of many subalgebras of partition algebras like Tanabe algebras, Party algebras, algebra of Z 2 -relations and signed partition algebras are studied in detail in [21] , [7] , [22] and [9, 17] respectively.
The question of semisimplicity of these algebras reduces to the nondegeneracy of Gram matrices of such algebras. In this connection, the Gram matrices of partition algebras, algebra of Z 2 -relations and signed partition algebras are studied in [8] which are realized as direct sum of block sub matrices.
The diagonal entry of the block submatrix is a product of r 1 quadratic polynomials and r 2 linear polynomials in the case of algebra of Z 2 -relations and signed partition algebras and it is a product r linear polynomials in the case of partition algebras.
In this paper, we introduce symmetric diagram matrices A s+r,s of size (s+r) C s whose entries are {x i } 1≤i≤min{s,r} based on the diagrams. We compute the eigenvalues of symmetric diagram matrices using elementary row and column operations by induction. k∪k ′ is a subalgebra of A 2k (x). We denote this subalgebra by A Z 2 k (x), called the algebra of Z 2 -relations. Definition 2.6. ( [22] ) For 0 ≤ 2s 1 + s 2 ≤ 2k, define I 2k 2s 1 +s 2 as follows:
k∪k ′ | ♯ p (d) = 2s 1 + s 2 i.e., d has s 1 number of pairs of {e}-through classes and s 2 number of Z 2 -through classes. k (x) be the subalgebra of A 2k (x) generated by
It is clear that R
The subalgebra of the signed partition algebra generated by F ′ i , G i , F ′′ i , F j , 1 ≤ i ≤ k − 1, 1 ≤ j ≤ k is isomorphic on to the partition algebra A 2k (x 2 ). is isomorphic to the partition algebra A k (x).
Also, let I k s be the set of all k-partition diagrams R d in A k (x) such that ♯ p R d = s where d ∈ I 2k 2s 1 +0 , which is contained in A 2k (x 2 ). Definition 2.10.
(a) Let d ∈ R Z 2 k∪k ′ with s 1 number of pairs of {e}-through classes, s 2 number of Z 2 -through classes, r 1 number of pairs of {e}-horizontal edges and r 2 number of Z 2 -horizontal edges.
Let the number of vertices in the top row of s 1 number of pairs of {e}-through classes(s 2 number of Z 2 -through classes) be denoted by λ 1j , 1 ≤ j ≤ s 1 (λ 2j , 1 ≤ j ≤ s 2 ) and let the number of vertices in the top row of r 1 number of pairs of {e}-horizontal edges (r 2 number of horizontal edges) be denoted by λ 3j , 1 ≤ j ≤ r 1 (λ 4j , 1 ≤ j ≤ r 2 ) such that
where φ : R Z 2 k∪k ′ → P (2k), λ 1 = (λ 11 , λ 12 , · · · , λ 1s 1 ) , λ 2 = (λ 21 , λ 22 , · · · , λ 2s 2 ) , λ 3 = (λ 31 , λ 32 , · · · , λ 3r 1 ) , λ 4 = (λ 41 , λ 42 , · · · , λ 4r 2 ) with |λ 1 | + |λ 2 | + |λ 3 | + |λ 4 | = 2k and d + is obtained from d by restricting the vertex set to {(1, e), (1, g), · · · , (k, e), (k, g)}.
(b) Let d ∈ R k∪k ′ with s number of through classes and r number of horizontal edges.
Let the number of vertices in the top row of s number of through classes be denoted by λ 1j , 1 ≤ j ≤ s and let the number of vertices in the top row of r number of horizontal edges be denoted by λ 2j , 1 ≤ j ≤ r such that
and d + is obtained from d by restricting the vertex set to {1, 2, · · · , k}.
2.4.
Gram Matrices of algebra of Z 2 -relations, signed partition algebras and partition algebras. Definition 2.11. ( [8] , Definition 3.1) Define, 
has r 1 number of pairs of {e}-horizontal edges and r 2 number of Z 2 -horizontal edges, (d, P ) denotes the top row of d, P is a subset of d such that |P | = 2s 1 + s 2 .
Also, J
has r 1 number of pairs of {e}-horizontal edges and r 2 number of Z 2 -horizontal edges,
Also, J and J 2k
J r s where 
and r 1 + r 2 = r ′ 1 + r ′ 2 then it can be indexed arbitrarily. where r 1 is the number of pairs of {e}-horizontal edges in U
1 is the number of pairs of {e}-horizontal edges in U
and r ′ 2 is the number of Z 2 -horizontal edges in U
The diagrams in J k s are indexed as follows:
if r = r ′ then it can be indexed arbitrarily where r(r ′ ) is the number of horizontal edges in
Definition 2.14. ( [8] , Definition 3.7)
(a) Gram matrices of the algebra of Z 2 -relations: 
where l(P i ∨ P j ) denotes the number of connected components in d i .d j excluding the union of all the connected components of P i and P j or equivalently,
is the number of loops which lie in the middle row when U
respectively.
(b) Gram matrices of signed partition algebra: 
(c) Gram matrices of partition algebra:
For 0 ≤ s ≤ k, define Gram matrix of the partition algebra G s as follows:
where A r,r ′ denotes the block matrix whose entries are a ij with
denotes the number of connected components which lie in the middle row while multiplying 
, so that the ij-entry of the block matrix A 2r 1 +r 2 ,2r 1 +r 2 is zero and
is replaced by a {e} (Z 2 ) horizontal edge and vice versa.
< s, so that the ij-entry of the block matrix A r,r is zero and 0 ≤ r ≤ k − s.
is the sub diagram of
∈ J t t and every through class of U 
be as in Notation 2.15.
(a) After performing the column operations to eliminate the non-zero entries which lie above corresponding to the diagrams coarser than U
After performing the column operations to eliminate the non-zero entries which lie above corresponding to the diagrams coarser than U
, then the ij-entry of the block matrix A 2r 1 +r 2 ,2r 1 +r 2 for 0 ≤ r 1 + r 2 , r 1 , r 2 ≤ k − s 1 − s 2 and the block matrix A 2r 1 +r 2 ,2r 1 +r 2 for 0 ≤ r 1 + r 2 , r 1 , r 2 ≤ k − s 1 − s 2 − 1 is replaced by
if r 1 ≥ 1 and r 2 ≥ 1,
if r 1 = 0 and r 2 = 0, (c) After performing the column operations to eliminate the non-zero entries which lie above corresponding to the diagrams coarser than
, then the ij-entry is replaced by 
is given by 1.
(ii) The entry b ij of the block matrix A ′ 2r 1 +r 2 ,2r 1 +r 2 A ′ 2r 1 +r 2 ,2r 1 +r 2 is replaced by The underlying partitions of the diagrams corresponding to the entries of the block matrix
λ ′ is the block sub matrix corresponding to the diagrams whose underlying partition is λ ′ .
The zero in the ij-entry is replaced by
where U ∈ J
where 1 ≤ i, j ≤ 2k − 2s 1 − 2s 2 and i = j.
All other entries of the block matrix
s be the matrix similar to the Gram matrix G s which is obtained after the column operations and the row operations on G s . Then
where (i) the diagonal element of A ′ r,r is given by
(ii) The entry b ij of the block matrix A ′ r,r is replaced by
can be defined as in of Notation 2.15(c) and Proposition 2.16(c).
(iii) All other entries of the block matrix A ′ r,r are zero.
Diagram Matrix
In this section, we introduce the symmetric diagram matrices A s+r,s of size (s+r) C s based on the diagrams. By induction, we compute the eigenvalues of the symmetric diagram matrices A s+r,s using elementary row and column operations. We shall draw a diagram d graphically using the graph d + with s through classes as follows: Example 3.3. Let s + r = 9 and ρ = ({1, 2, 3}, {4, 5}, {6, 7}, {8}, {9}) . The diagrams with three through classes corresponding to the set partition ρ are Proof. Since the top and bottom row of the diagrams in Ω s+r,s are the same, the matrix A s+r,s is symmetric. 
for all 0 ≤ l ≤ min {s, r}.
Proof. Consider
Proof. The proof follows from induction and Lemma 3.10. In particular,
Proof. The proof follows from the Definition of Ω I,J .
We shall arrange the diagrams in Ω s+r,s as follows:
(i) The collection of diagrams whose first connected component is a through class and the last connected component is a horizontal edge is denoted by Ω {1},{s+r} . Also, Ω {1},{s+r} = (s+r−2) C (s−1) and the diagrams in Ω {1},{s+r} look like
The diagrams in Ω {1},{s+r} are indexed inductively as follows:
is the i th diagram in Ω s+r−2,s−1 , and which is the the subdiagram of d i lying inbetween the first and last connected component will be the i th diagram in Ω {1},{s+r} inductively. 
, the collection of diagrams whose first and last connected components are through classes is denoted by Ω {1,s+r},{ } . The diagrams in Ω {1,s+r},{ } will look like · · · (iv) For 1 ≤ i ≤ (s+r−2) C s , the collection of all diagrams whose first and last connected components are horizontal edges is denoted by Ω { },{1,s+r} . The diagrams in Ω { },{1,s+r} will look like Thus, a i * ,j = x min{s,r}−(t+1) .
Proof. Let a ij = x min{r,s}−t where t denotes the number horizontal edges in d of Ω {m},{f } and Ω {f },{m} we have,
We shall now prove the main theorem of this paper using the arrangement of diagrams given above and induction.
Proof of Main theorem:
The proof of the main theorem is using induction on the size of the matrix. 
Apply the following row operation and column operation on A 2,1 : The reduced matrix is 
Thus, the eigenvalues of the symmetric diagram matrix A 2,1 are x 1 − x 0 and x 1 + x 0 .
Case (ii): Let s = 2, r = 2 and
By Definition 3.4, the entries of the symmetric diagram matrix A 4,2 are {x 0 , x 1 , x 2 } where
Apply the following row and column operation on A 4,2 
The diagrams corresponding to the entries of the symmetric diagram matrix A 1,1 belong to Ω {1},{4}
and the diagrams corresponding to the entries of the matrix A 1,2 belong to Ω {4},{1} , Ω {1,4},{} and Ω {},{1,4} .
Using induction, the eigenvalues of the symmetric diagram matrix A
Apply the following row and column operation on the matrix A 1,2 :
Thus, the reduced matrix is as follows:
is a matrix of size 1 and
The diagram corresponding to the entry of the matrix A 2,1 belong to Ω {4,2},{1,3} and the diagrams corresponding to the entries of the matrix A 2,2 belong to Ω {4,3},{1,2} , Ω {1,4},{2,3} and Ω {2,3},{1,4} .
The eigenvalue of the matrix A 2,1 is x 2 − x 0 .
Apply the following row and column operations on the matrix A 2,2 :
Therefore, the eigenvalues of the symmetric diagram matrix A s+r,s are x 2 − x 0 , x 2 + 4x 1 + x 0 and
In general, we shall do this for the diagrams in Ω s+r,s and shall find the eigenvalues of the symmetric diagram matrix A s+r,s using induction.
Step I:
We shall split Ω s+r,s into four subsets as follows: Clearly,
Apply the following row and column operations on the symmetric diagram matrix A s+r,s of size
and
Using lemmas 3.14 and 3.15, the reduced matrix is as follows: (−1)
(By collecting the coefficients x min{s−1,r−1}−t+1 )
Thus, the eigenvalues of the symmetric diagram matrix A 1,1 of size (s+r−4) C (s−2) are given by
Therefore, the eigenvalues of the symmetric diagram matrix A s+r,s of size (s+r−2) C (s−1) are
The number of distinct eigenvalues of the symmetric diagram matrix A s+r,s so far computed which is given in (3.4) are min {s, r}.
We shall now prove that the eigenvalues of the submatrix A 1,2 are also as given in expression (3.3).
Step 2: The diagrams corresponding to the entries of the matrix A 1,2 belong to Ω I i ,J i for 1 ≤ i ≤ 3
where I 1 = {s + r}, I 2 = {1, s + r}, I 3 = { }, J 1 = {1}, J 2 = { } and J 3 = {1, s + r}.
We shall apply the following row and column operations on A 1,2 :
Using Lemmas 3.14 and 3.15 and applying suitable row and column operations to the reduced matrix looks like, 
The diagrams corresponding to the entries of the matrix We know that the diagrams corresponding to the entries of the symmetric diagram matrix A 1,1 obtained in Step 1 belong to Ω {1},{s+r} .
Apply the following row and column operations on the symmetric diagram matrix A 1,1 :
for all d ∈ Ω {1}∪{2},{s+r−1}∪{s+r} and d * ∈ Ω {1}∪{s+r−1},{2}∪{s+r} .
Using induction on the number of through classes the reduced matrix is as follows:
where the diagrams corresponding to the entries of the matrix B 1,1 belong to Ω {1,2},{s+r−1,s+r} and the diagrams corresponding to the entries of the matrix B 1,2 belong to Ω {1,s+r−1},{2,s+r} , Ω {1,2,s+r−1},{s+r}
and Ω {1},{2,s+r−1,s+r} .
The size of the matrix B 1,1 is (s+r−4) C (s−2) and the size of the matrix B 1,2 is The diagrams corresponding to the entries of the matrix A 2,2 belong to Ω I i ∪{s+r−1},J i ∪{2} , Ω I i ∪{2,s+r−1},J i
and Ω I i ,J i ∪{2,s+r−1} for 1 ≤ i ≤ 3.
Step j: In general, the diagrams corresponding to the entries of the matrix A j−1,2 obtained in step
Apply the following row and column operations on A j−1,2 :
Using Lemmas 3.14 and 3.15 and interchanging the rows and columns suitably the reduced matrix is as follows:
The diagrams corresponding to the entries of the matrix A j,1 belong to Ω I i ∪{j},J i ∪{s+r−(j−1)} for all
The size of the matrix A j,1 is 
Using induction on the number of through classes, Lemma 3.14, 3.15 and interchanging rows and column suitably the reduced matrix is as follows: Note 1. Some of I i and J i may be empty. When the set is empty we leave that set and continue the process. Also, we always consider the matrix with coefficient 1 for the highest order in the determinant.
This process is continued till step p if s + r = 2p and p − 1 if s + r = 2p + 1.
If s + r = 2p + 1 then we apply the following row and column operations on A p−1,2 :
In both the cases (i.e., s + r = 2p and s + r = 2p + 1), using Lemmas 3.14, 3.15 and by interchanging rows and columns suitably the reduced matrix is as follows:
The diagrams corresponding to the entries of the matrix A p,2 belong to
Finally, we shall apply the following row and column operations on the matrix A p,2 :
Using induction, Lemma 3.14, Lemma 3.15 and after applying suitable row and column operations on the reduced matrix, it becomes, 
where the size of the matrix A p+1,1 is 3 and the matrix A p+1,2 is one among the submatrices obtained after applying row and column operations on the symmetric diagram matrix A 1,1 inductively.
Thus, the eigenvalues of the matrix A p+1,2 belong to the collection of all eigenvalues given in expression 3.3. Now, we are left out to find the eigenvalues of the matrix A p+1,1 . For that we add all the entries to one column and subtract the corresponding row with other rows.
The reduced matrix is as follows:
where A ′ is a 1 × 1 matrix and A ′′ is a 2 × 2 matrix.
Since, we have only performed addition on the columns the entry of the matrix A ′ is the sum of the entries of the symmetric diagram matrix A s+r,s of size (s+r) C s which is given by min{s,r} t=0 s C t r C t x min{s,r}−t . we perform the following row and column operations on the matrix A ′′ :
Thus, the eigenvalues of the matrix A ′′ also belong to the collection of all eigenvalues given in expression 3.3.
Thus, we have computed all the min{s, r} + 1 number of distinct eigenvalues of the symmetric diagram matrix A s+r,s .
Thus, the eigenvalues of the symmetric diagram matrix A s+r,s of size (s+r) C s is given by
for all 0 ≤ l ≤ min{s, r}.
Eigenvalues of Gram matrices for a class of diagram algebras

Eigenvalues of the Gram matrices of the partition algebras.
In this section, we compute the eigenvalues of Gram matrices of partition algebras where the block submatrices of the Gram matrix are realized as the direct product of the symmetric diagram matrices. (ii) The eigenvalues of the Gram matrix G s are integers which is given by
We shall draw a diagram using the diagram R d with s through classes as follows: 
It is clear that the number of such diagrams with s through classes is (s+r) C s and J r s = ∪
where J r s is as in Notation 2.12.
s then the entry in the Gram matrix corresponding to the product
Case (i):
If the entry corresponding to the product
with r ′′ < r and while applying the column operations to eliminate the entries corresponding to the diagrams coarser than U R d R d the entry x r ′′ becomes zero by Lemma 3.20 in [8] . Case (ii): If the entry corresponding the product 
Thus, the eigenvalues of the block submatrix A ′ r,r which is a direct product of symmetric diagram matrices A
Therefore, the eigenvalues of the Gram matrix G s are given by
proof of (ii): The proof of (ii) follows by comparing the coefficients on both the sides.
Eigenvalues of Gram Matrices for Signed Partition
Algebras and the algebra of Z 2 -relations:
The set of all distinct eigenvalues of Gram matrices G 2s 1 +s 2 of the algebra of
], k, s 1 and s 2 are fixed integers.
(ii) The set of all distinct eigenvalues of block submatrices A 2r 1 +r 2 ,2r 1 +r 2 0≤2r 1 +r 2 ≤2k−2s 1 −2s 2 −1
of the Gram matrix G 2s 1 +s 2 of signed partition algebra with entries {X 0 , X 1 , · · · , X min{s 1 ,r 1 } } and {X ′ 0 , X ′ 1 , · · · X ′ min{s 2 ,r 2 } } are given by (a)
where X min{s 1 ,r 1 }−t = (−1) t t! 2 t
where X min{s 2 ,r 2 }−t = (−1) t t! We shall draw a diagram using the diagram d d) with 2s 1 + s 2 through classes respectively as follows. and denote the collection of diagrams obtained by fixing {e}-connected components as Ω
It is clear that the number of such diagrams with 2s 1 + s 2 through classes is (s 1 +r 1 ) C s 1 (s 2 +r 2 ) Cs 2 and 
then the entry corresponding to the product U 
with r ′′ 1 < r 1 and r ′′ 2 < r 2 then it becomes zero after applying column operations to eliminate the entries corresponding to the diagrams coarser than U in such a way that
where X min{s 2 ,r 2 }−t = (−1) t t! r−1 m=i [x − (s + l)], k, s 1 and s 2 are fixed integers.
Appendix
To compute the eigenvalues of the symmetric diagram matrix A 7,4 of size 35, we need the eigenvalues of the symmetric diagram matrices A 2,1 and A 5,3 of sizes 3 and 10 respectively. First, we shall compute the eigenvalues of the symmetric diagram matrix A 2,1 of size 3.
Step 1: Apply the following row and column operations on A 2,1 :
then the reduced matrix is as follows:    
Thus, the eigenvalues of the symmetric diagram matrix A 2,1 of size 3 are x 1 − x 0 , x 1 + 2x 0 .
Secondly, we shall compute the eigenvalues of the symmetric diagram matrix A 5,3 of size 10.
Step 1: apply the following row and column operations on the symmetric diagram matrix A 5,3 .
then the reduced matrix is as follows: Step 2: Apply the following row and column operations on A 1,2 .
By interchanging the rows and columns of the reduced matrix suitably, we get 
 is a submatrix of the symmetric diagram matrix A 1,1 obtained in Step 1. Therefore, the eigenvalues of A 2,1 are same as the eigenvalues of A 1,1 .
Step 3: Apply the following row and column operations on A 2,2 .
By interchanging the rows and columns of the reduced matrix suitably, we get  Step 4:Apply the following row and column operation on A 3,2 .
where A ′ is a 1 × 1 matrix whose entry is sum of the entries of the symmetric diagram matrix A 5,3
i.e., x 2 + 6x 1 + 3x 0 and
 which is again a submatrix of the symmetric diagram matrix A 1,1 obtained in Step 1. Therefore, the eigenvalues of A ′′ are same as the eigenvalues
Therefore, the eigenvalues of the symmetric diagram matrix A 5,3 are x 2 + 6x 1 + 3x 0 , x 2 − 2x 1 + x 0 and
Now, we shall compute the eigenvalues of the symmetric diagram matrix A 7,4 using induction.
The following are the diagrams in Ω s+r,s when s = 4 and r = 3 :
where d i , 1 ≤ i ≤ 10 belongs to Ω {1},{7} and d 10+i , 1 ≤ i ≤ 10 belongs to Ω {7},,{1} .
where A 1,1 is a symmetric diagram matrix of size 10 and
Using induction, the eigenvalues of the symmetric diagram matrix A 1,1 are x 3 + 5x 2 − 3x 1 − 3x 0 , x 3 − 3x 2 + 3x 1 − x 0 and x 3 − 3x 1 + 2x 0 .
Step 2: The diagrams corresponding to the entries of the matrix A 1,2 belong to Ω I i ,J i where I 1 = {7}, I 2 = {1, 7}, I 3 = { } and J 1 = {1}, { }, {1, 7} respectively. Apply the following row and column operations on A 1,2 :
By interchanging the rows and columns suitably the reduced matrix is as follows:
is same as B 1,2 a submatrix of A 1,1 obtained after applying the row and column operations.Thus, the eigenvalues of the matrix A 2,1 are same as the eigenvalues of matrix A 1,1 .
Step 3: The diagrams corresponding to the entries of the matrix A 2,2 belong to Ω I i ,J i where I 1 = {6, 7}, I 2 = {1, 6, 7}, I 3 = {6}, I 4 = {2, 6, 7}, I 5 = {1, 2, 6, 7}, I 6 = {2, 6}, I 7 = {7}, I 8 = {1, 7}, I 9 = { } and J 1 = {1, 2}, J 2 = {2}, J 3 = {1, 2, 7}, J 4 = {1}, J 5 = { }, J 6 = {1, 7}, J 7 = {1, 2, 6}, J 8 = {2, 6}, J 9 = {1, 2, 6, 7} respectively. Apply the following row and column operations on A 2,1 :
By interchanging the rows and columns suitably the reduced matrix is as follows: are same as the eigenvalues of matrix A 1,1 .
Step 4: The diagrams corresponding to the entries of the matrix A 3,2 belong to Ω I i ,J i where 1 ≤ i ≤ 3 3 .
Apply the following row and column operations on A 3,1 : Step 5: Apply the following row and column operations on A 4,2 :
(ii) Fix a d ∈ Ω {1,7},{ } \
interchanging the rows and columns suitably, the reduced matrix is as follows:   Step 6: apply the following row and column operations on A 5,1 : Thus, the eigenvalues of the matrix A ′′ are x 3 − 3x 1 + 2x 0 and x 3 + 5x 2 − 3x 1 − 3x 0 .
Therefore, the eigenvalues of the symmetric diagram matrix A 7,4 are x 3 + 12x 2 + 18x 1 + 4x 0 , x 3 + 5x 2 − 3x 1 − 3x 0 , x 3 − 3x 2 + 3x 1 − x 0 and x 3 − 3x 1 + 2x 0 .
