In this work, the effect of a distribution of dipolar interaction fields on the magnetization of superparamagnetic nano-granular system is examined using a general Monte-Carlo model. The model consists of a cubic cell in which the particles' locations and directions of easy axes are generated randomly. The particle sizes are generated according to a lognormal distribution with a median diameter D m ¼ 6 nm. The room temperature magnetization curves at different particle packing densities are simulated. The calculations show that the magnetization curves are always depressed with increasing packing density. Usually, this effect would be taken as denoting predominantly demagnetizing interaction effects (i.e., negative dipolar fields). We have investigated the distribution of dipolar interaction fields along the x, y, and z directions and found them to be symmetric and Gaussian in form with a mean very close to zero. The net effect of the transverse field components is to reduce the magnetization. The same is true for the component in the direction of applied field, H iz , despite the fact that positive and negative dipolar fields are found to be equally probable. According to this picture, it is not correct to say that dipolar interaction fields are negative. Thus, we ascribe the reduction in magnetization to the non-linear response of the magnetization to the applied field, which weighs the negative interaction fields more strongly than the positive fields. It is concluded that the non-linear response of the magnetization is equally important as the sign of the interaction field.
I. INTRODUCTION
Magnetostatic dipolar interaction effects play an important role in determining the magnetic properties of nano-granular solid systems. These effects are a complex many-body problem, especially when the particles are poly-disperse, located randomly, and have their easy axes randomly oriented. These effects have been studied extensively in the past and still receive considerable attention due to their relevance in understanding real magnetic systems. In these studies, various models and approaches are used to show the effects of particle interaction on the static and dynamic magnetic properties of particle systems.
The first attempt to introduce interaction effects on the height of energy barrier was made by Shtrikmann and Wohlfarth using a mean statistical interaction field.
1 For a weakly interacting system of particles, this formalism led to a Vogel-Fulcher law for relaxation of magnetic moment. This approach was criticized by Dormann et al. 2 on the basis that it is a phenomenological result and cannot be expected to describe the relaxation behavior around the transition temperature. In Ref. 3 , an analytical approach was used to calculate the effects of dipolar interactions on the height of the energy barrier, and it was found that they increase the height of energy barriers for the rotation of magnetization vectors. Other analytical models have shown that dipolar interactions decrease the energy barrier for rotation. 4 In general, dipolar interactions can increase or decrease the energy barrier for rotation depending on the particle arrangement, 5-7 the dimensions of the system 8, 9 or the symmetry. 10 In addition to the analytical approach to the problem of dipolar interactions, other workers used phenomenological models to account for the effects of dipolar interactions in superparamagnetic fine particle systems. [11] [12] [13] Allia et al. suggested the so called T * model in which a fictitious temperature is introduced to the Langevin response of the superparamagnetic system such that L(mH/kT) is replaced by the modified function L(mH/k(TþT * )). 11 Recently, using Monte-Carlo simulations (MC), Mao et al. have questioned the T * model and concluded that this model does not adequately describe the magnetization of interacting superparamagnetic assemblies with randomly oriented easy axes.
14 Moreover, it is also known that in the limit where the anisotropy energy is not small in comparison with the thermal energy, the magnetization of superparamagnetic particles, even in the absence of interactions, does not follow Langevin behavior 15 due to the constraining effect of the anisotropy on the rotational degrees of freedom of the particle magnetic moment. Accordingly, in an interacting system of anisotropic nanoparticles, one might expect that, in general, the magnetic properties will not be amenable to a simple description in terms of a fictitious temperature, although such models may be useful in limiting situations.
The need to examine dipolar interactions effects in random systems in detail requires the use of numerical techniques such as Monte-Carlo simulations. Chantrell et al. argued that analytical models involve significant a) approximations and developed a Monte-Carlo (MC) model to examine the effects of dipolar interactions in fine particle systems. 16 El-Hilo et al. have also developed a general MC model in which the magnetization of a fine particle system as a function of field, temperature, and time is simulated. 17 For randomly oriented fine particle systems, comprehensive MC studies 16, 18, 19 have been made that succeeded in predicting the spin-glass type of behavior that is usually observed in fine particle systems. 20 In another MC study, the effects of dipolar fields on the magnetic relaxation in a chain particle system with random directions of easy axes have been examined. 21 The study has shown that the decay of magnetization becomes slower when the dipolar field strength is increased. This effect has been attributed to the shift in the distribution of energy barriers to lower energies with increasing dipolar interactions.
Other numerical simulations have focused on the distribution of dipolar fields and the contribution of particle arrangements and easy axes alignments to the dispersion of dipolar fields. 22 The results have shown that for a random system of classical dipoles, the distribution of longitudinal dipolar fields transforms from a Lorentzian to a Gaussian when the particle volume concentration is increased. Also, for the case of aligned dipoles, the spread of longitudinal dipolar fields has been predicted to be greatly reduced. In addition, the spread of dipolar fields has been predicted to increase with increasing particle volume concentration. Accordingly, the dispersion of dipolar fields is an important factor that should be considered in addition to the type of interaction.
For a superparamagnetic fine particle system, the MC simulations of Chantrell et al. have shown that magnetization curves are depressed with increasing particle concentration. 16 This result was interpreted as a result of the formation of flux closure configurations that stabilize the configuration and hinder their response to external field. These simulations also predicted an apparent negative ordering temperature that was found to increase with increasing particles concentrations. They suggested that this kind of ordering is not indicative of anti-ferromagnetic ordering since this term is characteristic of a well-order lattice of spins and not to a disordered system. In the literature, there is a great deal of work that treats the initial susceptibility of fine particle systems in terms of ordering temperatures, positive and negative were reported. [23] [24] [25] [26] [27] [28] In this study, the magnetization curves for nano-sized superparamagnetic particles having their easy axes randomly oriented were simulated using a kinetic Monte-Carlo model. The aim of this work is to examine the distribution of dipolar fields along and perpendicular to the direction of the applied field. Moreover, the changes in the observed magnetization of the system are interpreted in terms of distributions of local dipolar fields. This study leads to an interesting result that is that the nature of the interaction effects often interpreted as 'ferromagnetic' or "anti-ferromagnetic", depending on whether the magnetization in a given field is enhanced or reduced, should be avoided. Instead, the dispersion of the dipolar fields and their effect on the magnetic response of the system, specifically when the magnetization does not vary linearly with the applied field, must be considered. This study will focus on the fact that interaction effects cannot be simply read from the magnetization of the system.
II. THE MODEL
The model considers a cubic cell in which the particle locations and anisotropy easy axis directions are generated randomly. The particle sizes are generated according to a lognormal distribution that is common in granular systems. 23, 29, 30 Systems with large packing densities are generated by placing the large particles first in the cell then the smaller ones with the constraint that particles should not overlap. Periodic boundary conditions are used. The total energy of a particle of magnetic moment l j is given by
where l ¼ M sb V is the particle magnetic moment with M sb as the saturation magnetization for the bulk material and V is the particle volume. The first term of Eq.
(1) represents the anisotropy energy (uniaxial) with K the anisotropy constant, and a the angle between the magnetic moment and the easy axis. The second term of Eq.
(1) represents the total field energy (applied and interaction fields), where the applied field is chosen to be along the z-axis. The dipolar field arising from a magnetic moment of a particle k at the location of a particle j is considered asH jk ¼ ð3ðl k :r jk Þr jk Àl k Þ=d 3 jk , wherer jk is a unit vector in the direction of the particles separation d jk . The dipolar field summation is truncated at a distance equal to 3D m where D m is the median particle diameter. In the calculation, the extension of the cut-off range in the nearest neighbor calculations was found to have no significant effects on the predictions of the calculations.
The modeled system consists of 5000 nano-sized cobalt particles (M sb ¼ 1400 emu/cc), with a lognormal distribution of particle volumes. The systems have median diameter D m ¼ 6 nm and standard deviation r v ¼ 0.3, where r v is the standard deviation of ln(V/V m ) with V m the median volume. The packing density of the particles or the particle volume concentration, e ¼ P j V j =V cell , is defined as the ratio of the total magnetic volume of the particles to the total volume of the cubic cell. In the simulations a value of K ¼ 2 Â 10 6 erg/cc is used, which is typical for nano-sized cobalt particles. 30 Using this value of K ensures that all the particles in the system are superparamagnetic at room temperature, since the particles are smaller than the critical volume given by 31 KV=k B T lnðt m f 0 Þ ffi 25;
where k B is Boltzmann's constant, t m is the measuring time (1s), and f 0 % 10 11 is a frequency factor depending on the material and which varies slowly with field and temperature. 32 Following the Metropolis algorithm, standard MonteCarlo moves (1000 iterations) are used to achieve equilibrium after which we calculate the mean magnetization of the system. At a given applied field, the energy of the particle is calculated before and after perturbing the moment direction randomly. The move is accepted if the energy difference DE ¼ E new À E old < 0. However, when DE > 0, the moves are accepted with a probability proportional to the Boltzmann factor P r ¼ e ÀDE=k B T , i.e., when P r > x where x is a random number varies from 0 to 1.
The simulations start from positive saturation with an applied field of 1 T, after which the field is reduced, and the equilibrium direction of the magnetic vectors after 10 3 iterations is obtained. At each applied field, the dipolar fields along x, y, and z directions are calculated using the final configuration of the magnetization vectors. The values of the dipolar fields in each direction are analyzed using a bin width of 50 Oe and finally the corresponding distributions of dipolar fields are obtained. The distribution of dipolar fields represents the probability of finding a dipolar interaction field between H i and H i þ dH i . Simulations of room temperature magnetization curves and distribution of dipolar fields for different packing densities are then carried out. Figure 1 shows the simulated room temperature magnetization curves at different packing densities e ¼ 0.0001(noninteracting), 0.1, 0.2, 0.3, and 0.4. The solid line in Fig. 1 represents the calculated magnetization curve using a Langevin function weighted by a lognormal distribution of particle volumes using D m ¼ 6 nm and r v ¼ 0.3;
III. RESULTS AND DISCUSSION
where f(y) is the distribution function of particles volumes and LðbÞ ¼ cothðbÞ À 1=b with b ¼ M sb V m H a k B T y. The simulated magnetization curves at room temperature exhibit no hysteresis or remanence since the system is still superparamagnetic (KV/k B T < 25). Also the magnetization curve for the non-interacting case (e ¼ 0.0001) does not follow the Langevin function due to the presence of magnetic anisotropy. 15 The data in Fig. 1 show that the magnetization at a given field is reduced to an extent that increases with increasing packing densities. This result is consistent with previous MC simulations for superparamagnetic systems. 14, 16 Usually, this result would be taken as denoting predominantly demagnetizing interaction fields and to infer that the overall local interaction field is negative. In the following, we will show that this result is somewhat misleading, and we demonstrate that the nature of the local interaction dipolar fields cannot be inferred easily from changes in the mean magnetization of the system. Figures 2 and 3 show the calculated distributions of dipolar fields along the x and y directions at low (H a ¼ 400 Oe) and moderate (H a ¼ 2800 Oe) applied fields for the sample with e ¼ 0.2, respectively. The data shows that both distributions are Gaussian in form with means very close to zero. This result shows that positive and negative dipolar fields are equally probable. From the simulations, it has been found that the majority of dipolar fields along the x or y directions act in such a way as to rotate the magnetization vector away from the z-axis, as might be expected as the result of a transverse field. From the data, both distributions of dipolar fields become narrower when the applied field is increased, which is reasonable since the magnetization vectors become increasingly oriented along the applied field direction. For this sample, the distribution parameters (mean and deviation) obtained for H ix and H iy are listed in Table I . For other packing fractions of particles, the dispersions of f(H ix ) and f(H iy ) are found to be Gaussian in form, with mean close to zero and with a qualitative behavior is similar to that of the sample with e ¼ 0.2.
For the longitudinal component of dipolar field, Figs. 4 and 5 show the obtained distributions of interaction fields along the applied field f(H iz ) at low and moderate applied fields for two packing densities e ¼ 0.2 and 0.3, respectively. In all data, the distributions are fitted to Gaussian distributions and the parameters (mean and deviation) obtained from the fit are listed in Table II . All distributions showed a slightly positive mean dipolar interaction field hH iz i. From these data, it is clear that as the applied field increases, the distribution of dipolar fields along the applied fields becomes narrower, which is expected since the magnetization vectors become more oriented. It is also found that with increasing packing density, the normal distribution of dipolar fields becomes broader.
In this study, the origin of the predicted distribution of dipolar fields arises mainly from the fact that the particles are located at random, with their easy axes randomly oriented. The spread in the particle volumes has a small contribution to the distribution of dipolar fields, since the distribution of particle volumes is narrow. The predicted dispersions of longitudinal dipolar fields and their behavior with increasing particle packing densities were found to be consistent with previous numerical simulations by Berkov for a random system. 22 In order to understand the contribution of the transverse dipolar fields to the reduction of the magnetization, we have carried out a calculation in which the dipolar fields H ix and H iy are forced to be zero. Figure 6 shows the simulated magnetization curve for the sample with e ¼ 0.3 with and without the inclusion of the transverse field components. For comparison, the magnetization curve for the non-interacting system is also shown in the same figure. From this data, the effects of H ix and H iy on the reduction in magnetization are very small at low applied fields. This is expected since the degree of orientations of magnetization vectors is still small, and then H ix and H iy are most likely to act in such a way to neutralize each other. As the applied field increases, the magnetic vectors become more oriented, and then H ix and H iy are most likely to act in such a way to tilt the magnetization vectors away from the direction of applied field. Therefore, the effect of the transverse dipolar fields on the reduction in magnetization is more pronounced at high fields than at low fields. According to this analysis, the longitudinal component of dipolar fields (H iz ) is mainly responsible for the reduction in the magnetization at low fields.
According to these data, it is not correct to say that the longitudinal components of dipolar interaction fields is negative since positive dipolar fields are, if anything, even slightly more probable than negative fields. However, according to Fig. 6 there is nonetheless a reduction in the magnetization even when transverse dipolar fields are set to zero. Since the reduction in magnetization at low applied fields is mainly attributed to the longitudinal component of dipolar fields, we ascribe this reduction to the non-linear response of the magnetization to the applied field, which weighs negative dipolar fields more strongly than positive fields.
In order to show the effects of a symmetric distribution of longitudinal dipolar fields on the non-linear response of magnetization, we consider the following simple model; In this model, the dipolar fields are acting along the applied Assume that the number of particles in group i is n i and each particle is subject to an interaction field along the applied field equal to H iz . If the system is exposed to an applied field H a , then the reduced magnetization of the system is given by
where M int and M non are the magnetizations of the system with and without dipolar interactions, respectively, and f(H iz ) is the distribution of dipolar fields. In the case of
, that is the non-interacting case, then Eq. (4) reduces to M int (H a ) ¼ M non (H a ). Figure 7 shows a typical non linear response of the magnetization with field for a non interacting superparamagnetic system of particles, where the magnetization of the system in the range of fields H > 0 is concave down. From the figure and for an applied field H a ¼ H 0 , one can write the following for the slopes between points a, and c;
Equation (5) can be simplified to
Now multiplying Eq. (6) by f(H iz ) and then integrating both sides gives
Since f(H iz ) ¼ f(ÀH iz ), Eq. (7) can be simplified by changing the variable H iz ! ÀH iz in the second integral on the left hand side of the equation, which gives
Equations (4) and (8) give
Thus, for a symmetric distribution of dipolar interaction fields acting along the applied field, Eq. (9) shows that the magnetization for the interacting case is always decreased by interactions in the region of positive applied fields when the magnetization curve is a concave downward function, that is, the change in M with field is decreasing. Similarly, in the region of negative applied fields, one finds that
for any value of applied field H 0 , which shows that the magnetization of the system is decreased due to interactions. Similarly one can prove that for a concave up magnetization behavior M int H 0 ð Þ > M non H 0 ð Þ for any value of applied field, the magnetization of the system is enhanced due to a symmetric distribution of dipolar field acting along the applied field. Now, for a linear response of magnetization with applied field, the inequality in Eq. (5) becomes the equality, and then
value of H 0 providing that the spread of dipolar does not exceed the region of linearity for M versus H a . In this case, interaction effects are expected to be masked, positive and negative dipolar fields are weighted similarly leaving no effect on the magnetization curve. From the current MC simulations and from a previous study, 22 the increase in the particle packing density (e) gives rise to an increase in the spread of the distribution of longitudinal dipolar fields. Thus, in this simple model, the effects of the strength of dipolar fields on the magnetization can be examined directly via the standard deviation of the distribution. In order to study the effect of the width of the dipolar field distribution f(H iz ) on the magnetization curve in a simple way, we consider an example where M non in Eq. (4) is simply described by a Langevin function, i.e., a superparamagnetic system in the limit of weak anisotropy
where B ¼ m(H a þH iz )/k B T and f H iz ð Þ ¼ e ÀH 2 iz =2r Hiz = ffiffiffiffiffi ffi 2p p r Hiz is the Gaussian distribution of dipolar fields with r Hiz as the standard deviation. In this simple model, the distribution of longitudinal dipolar fields is assumed to remain invariant with the applied field, even though the MC predictions have shown that f(H iz ) does evolve with the applied field, especially at high fields when the moments become well oriented. However, at high fields B ) 1 (approach to saturation), the magnetization of the system becomes
For the range of fields where H a ) H iz , Eq. (11) gives
Thus, at high applied fields any changes in r Hi will not have any effects on the calculations. Accordingly, the assumption that f(H iz ) is invariant with the applied field at high fields is justified. Equation (10) is calculated numerically for different values of r Hiz ¼ 300, 600, and 1100 Oe, and the resulting magnetization curves are shown in Fig. 8 . The solid line represents the non-interacting case r Hiz ! 0, which is just the Langevin function response of the system. In these calculations, a single value for l with M sb ¼ 1400 emu/cc and D m ¼ 6 nm is used. The data show that the magnetization of the system is reduced when the spread of dipolar fields (r Hiz ) is increased. At high fields H a ) H iz , the calculated magnetization curves at different values of r Hiz are superimposed and equal to the non-interacting case that is consistent with Eq. (12) . From this data, the size of reduction in magnetization is found to be mainly driven by the spread of the distribution of longitudinal dipolar fields. As stated before, the reduction in magnetization is due to the non-linear response of the magnetization to the applied field, which weighs the negative interaction fields more strongly than the positive fields.
In the superparamagnetic region, there is a great deal of work that uses the initial part of the magnetization curve and examines the temperature variation of the inverse of the initial susceptibility region to look for an order in random systems. Accordingly, the effect of r Hiz on the temperature variation of the initial susceptibility for a superparamagnetic system is also examined using Eq. (10) . For different values of r Hiz , the initial susceptibility over the range of temperatures 200 K to 350 K (i.e., well above the blocking temperature of the system T B % KV/25k B ¼ 60 K) is calculated. Figure 9 shows the calculated variation of the inverse initial susceptibility v i À1 versus temperature for r Hiz ¼ 30, 300, 500 Oe. Over a limited range of temperatures, the data for v i
À1
versus T clearly give rise to an apparent negative ordering temperature, which increases in magnitude as the width of the dipolar field distribution is increased. For the case where r Hiz ¼ 30 Oe, where the linear region of M versus H a is still less than 3r Hiz , the extrapolation of v i À1 versus T gives a zero ordering temperature since in this case both positive and negative dipolar fields are weighted in the same way. For a wide distribution of dipolar fields, the magnetization is evaluated at local fields that lie outside the linear region of M versus H a , and hence v i is reduced since M is concave downward. Consequently, the inverse of the initial susceptibility at a given temperature becomes larger for larger r Hiz , and the extrapolation of v i À1 versus T will give higher negative ordering temperature. Thus, the obtained negative apparent temperature from this kind of analysis cannot be used to conclude that the ordering is anti-ferromagnetic; our analysis suggests the alternative explanation that the initial susceptibility is being evaluated outside the linear region of M versus H a due to large values of the local interaction dipolar field. In this case, higher order in the Langevin expansion must be included since M ¼ v i H a Àv 3 H a 3 þ …. Accordingly, the non linear term introduces a field dependent term in the v i expression that gives a negative intercept with the T axis when v i À1 versus T is extrapolated. 33 Thus, in random systems the interpretation of a negative ordering temperature as anti-ferromagnetic order or the positive ordering temperature as a ferromagnetic order should be cautiously stated.
From these results, the spread of dipolar fields plays an important role in determining which kind of measurement will or will not show the effect of dipolar interactions for a particular system. The absence or the insignificance of interaction effects in certain magnetic measurements is not an indication of a non-interacting system.
IV. CONCLUSIONS
In this study, dipolar interaction effects in nano-sized magnetic system are simulated. The results indicate that the nature of the interaction effects cannot be inferred from changes in the mean magnetization of the system. In a randomly oriented system of nano-sized particles, the dipolar interaction fields along the x, y, and z directions are found to be normally distributed with a mean close to zero dipolar fields. Thus, the probability of finding positive and negative dipolar fields is almost the same. The simulations of magnetization curves have shown that the magnetization of the system nonetheless decreases with increasing particles concentration. This has often been taken as denoting predominantly demagnetizing interaction fields and to infer that the overall local interaction fields are negative. Our model alternatively ascribes this reduction in magnetization to the non-linear response of the magnetization to the applied field, which weighs the negative interaction fields more strongly than the positive fields. For a symmetric distribution of dipolar fields, the magnetization of the system in the region of positive fields is predicted to be always depressed when the M(H a ) is a concave down function, whereas it is always enhanced when M(H a ) is concave up.
According to this picture of dipolar interaction fields in random systems, the idea of describing dipolar interactions in terms of a mean field that could be added (positive interactions) or subtracted (negative interactions) from the applied field is not justified. The dispersion of dipolar fields has major effects on the magnetic response of the system. Evidently the nature of interactions cannot be determined from the macroscopic magnetization curves and a simple meanfield like interpretation; comparisons with more complex models are important in order to clarify the effects of dipolar interactions on the magnetic properties. 
