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In this paper we characterize all totally interpolating biorthogonal finite impulse
response (FIR) multifilter banks of multiplicity two, and provide a design frame-
work for corresponding compactly supported multiwavelet systems with high ap-
proximation order. In these systems, each component of the analysis and synthe-
sis portions possesses the interpolating property. The design framework is based
on scalar filter banks, and examples with approximation order two and three are
provided. We show that our multiwavelet systems preserve almost all of the desir-
able properties of the generalized interpolating scalar wavelet systems, including
the dyadic-rational nature of the filter coefficients, equality of the flatness degree
of the low-pass filters and the approximation order of the corresponding functions,
and equality between the uniform samples of a signal and its projection coefficients
for a given scale. This last property allows us to avoid the cumbersome prefilter-
ing associated with standard multiwavelet systems. We also show that there are no
symmetric totally interpolating biorthogonal multifilter banks of multiplicity two.
Finally, we point out that our design framework incorporates a simple relationship
between the multiscaling functions and multiwavelets that substantially simplifies
the implementation of the system.  2001 Academic Press
Key Words: multiwavelets; interpolation.
1. INTRODUCTION
Filter banks and wavelet transforms have become powerful tools in signal processing,
image processing, communication systems, and many other related fields. The basic
characteristic of the single wavelet transform is the expression of a signal or data set as
a linear combination of dilates and translates of a single function. In recent years, this
idea has been extended to the so-called multiwavelet case [1–10], in which the signal
is expressed as a linear combination of dilates and translates of several functions. Since
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there are several functions, there is more freedom in the design of multiwavelets than
scalar wavelets, and as a result, multiwavelets can simultaneously possess many desired
properties such as short support, orthogonality, symmetry, and vanishing moments, which
a single wavelet cannot possess simultaneously. This suggests that multiwavelet systems
can provide perfect reconstruction, good performance at the boundaries (symmetry), and
high approximation order (vanishing moments). Although they look more attractive in
theory than scalar wavelets, multiwavelets have yet to realize their advantages in practical
applications. One reason for this might be due to the difficulties involved in their proper
discrete implementation [11, 12]. The implementation of a multiwavelet transform differs
from that of a scalar wavelet transform in that the filter bank requires several input
streams. That is, a discrete multiwavelet transform employs a multiple-input, multiple-
output (MIMO) filterbank. To generate the multiple streams, some kind of prefiltering of
the signal must be performed before the implementation of the multifilter bank [11–14].
However, there are often many ways to do such prefiltering, and different prefilters may
lead to different performances [11–14]. In other words, the analysis of a signal based on
the multiwavelet transform depends not only on the signal and the multifilter bank, but
also on the prefilter. This inconvenices the user and blurs the foreground of multiwavelet
applications. It would be far more convenient if the multiwavelet system could be designed
so that the projection coefficients for a given scale were the uniform samples of the
signal without prefiltering, that is, if a “multiwavelet sampling theorem” were to hold.
Scalar systems admitting such a theorem are known to exist [15–20]. Unfortunately, the
Haar system is the only two-band orthogonal compactly supported system that possesses
this property. (High approximation order M-band systems are available [18–20].) In an
attempt to obtain two-band interpolatory multiwavelet systems with high approximation
order, Lebrun and Vetterli designed “balanced” multiwavelets [5, 6], but these systems are
only quasi-interpolatory [13]. More recently, Selesnick [21] characterized interpolating
orthogonal two-band multifilter banks of multiplicity two, and constructed corresponding
orthogonal multiwavelet systems that are continuously differentiable.
In this paper we extend Selesnick’s analysis to characterize all totally interpolating
biorthogonal finite impulse response (FIR) two-band multiplicity-two multifilter bank sys-
tems. We then provide a design framework for corresponding compactly supported multi-
wavelet systems with high approximation order. These systems are “totally interpolating”
in the sense that each component of the analysis and synthesis portions possesses the in-
terpolatory property. (In some “interpolatory” scalar schemes [22, 23] only the scaling
function is interpolatory.) In addition, we show that for our totally interpolating schemes,
the projection of a signal onto a multiwavelet space at a given scale is simply the difference
between its projection onto the multiscaling space at the next finer scale and the projec-
tion onto the multiscaling space at the given scale. This mimics the structure of the scalar
wavelet systems developed by Saito and Beylkin [24] and results in a substantial reduction
in the computational cost of implementing the multifilter bank.
This paper is organized as follows. The second section provides an overview of biorthog-
onal multiwavelet transforms. In the third section, we establish our characterization and de-
sign framework, and in the fourth section, we provide examples with approximation order
two and three. In the fifth section, we discuss some useful properties of our multiwavelet
systems. Finally, we provide a simple but fast decomposition and reconstruction algorithm
for our discrete multiwavelet transforms that does not require prefiltering.
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2. OVERVIEW OF BIORTHOGONAL MULTIWAVELET TRANSFORM
In this section, we briefly review the fundamental framework of the biorthogonal
multiwavelet transform that has been developed recently, e.g., [7, 10]. Let φ(t), φ˜(t) ∈Rr
be L2-stable 2 vector functions in which each element φi(t), φ˜i(t) has compact support,
and assume that they satisfy the matrix scaling equations,
φ(t)= 2
∑
k
Hkφ(2t − k), (2.1)
φ˜(t)= 2
∑
k
H˜kφ˜(2t − k), (2.2)
where Hk and H˜k denote r × r matrices. We say that φ(t) and φ(t) form a pair of dual (or
biorthogonal) multiscaling functions of multiplicity r if they satisfy the condition
〈φ(t), φ˜(t − k)〉 = δ(k)Ir , for all k ∈ Z, (2.3)
where δ(k) denotes the Kronecker sequence, Ir denotes the r × r identity matrix, and
〈f,g〉 := ∫ +∞−∞ f(t)gT(t) dt , where f (t) and g(t) are real. Given φ(t) and φ˜(t), a pair of
dual multiwavelet functions of multiplicity r is defined as
ψ(t)= 2
∑
k∈Z
Gkφ(2t − k), (2.4)
ψ˜(t)= 2
∑
k∈Z
G˜kφ˜(2t − k), (2.5)
where Gk, G˜k ∈Rr . We say that the analysis system {φ(t),ψ(t)} is a dual of the synthesis
system {φ˜(t), ψ˜(t)} if it satisfies condition (2.3) and
〈ψ(t), ψ˜(t − k)〉 = δ(k)Ir , (2.6)
〈φ(t), ψ˜(t − k)〉 = 〈φ˜(t),ψ(t − k)〉 = 0, (2.7)
for all k ∈ Z. In order to achieve these, we must have
[
H(ω) H(ω+ π)
G(ω) G(ω+ π)
][
H˜†(ω) G˜†(ω)
H˜†(ω+ π) G˜†(ω+ π)
]
= I2r , (2.8)
where F(ω) =∑k Fke−jωk and “†” stands for the complex conjugate transpose. This
shows that we can attempt to design multiwavelet systems by designing a multifilter bank
satisfying the biorthogonal condition (2.8). The procedure is similar to the case of the scalar
wavelets. The main difference here lies in the fact that in the vector case, the biorthogonal
condition takes a matrix form, and as a result there is more design freedom.
Practical applications usually require that the multiwavelet system possesses several
features such as vanishing moments and smoothness, which are closely related to the
approximation order of the multiscaling function. A vector function φ(t) is said to have
2 A vector function φ(t) is said to be L2-stable if there exist positive constants A and B such that
A
∑∞
k=−∞ cHk ck ≤ ‖
∑+∞
k=−∞ cHk φ(t − k)‖2 ≤ B
∑∞
k=−∞ cHk ck , for any vector sequence ck ∈ 2 [7].
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approximation order N if there exist vector sequences y(n)k , n= 0,1, . . . ,N − 1, such that
∑
k∈Z
(y(n)k )
Tφ(t − k)= tn, for all t ∈R; n= 0, . . . ,N − 1. (2.9)
Similar to the scalar case, the problem of checking whether the vector scaling function
has approximation order N can be reduced to the problem of checking whether the
corresponding matrix low-pass filter satisfies an N th-order regularity condition, as shown
in the following lemma [4, 7, 9].
LEMMA 1. Let φ(t) be a compactly supported,L2-stable multiscaling function defined
by (2.1). Then φ(t) has approximation order N if and only if there exist vectors y(n)0 ∈Rr ,
n= 0,1, . . . ,N − 1, such that
n∑
k=0
(
n
k
)
(y(n)0 )
T(2j)k−nH(n−k)(0)= 2−n(y(n)0 )T, (2.10)
n∑
k=0
(
n
k
)
(y(n)0 )
T(2j)k−nH(n−k)(π)= 0T, (2.11)
where 0 denotes the zero vector, and H(n)(ω) denotes the nth-order derivative H(ω).
3. TOTALLY INTERPOLATING BIORTHOGONAL MULTIWAVELET SYSTEM
In this section, we build a framework for totally interpolating biorthogonal multiwavelet
systems with compact support and design high-approximation-order systems possessing
these properties.
A vector function f(t) = [f1(t), f2(t), . . . , fr (t)]T is said to be an interpolating
multifunction if f(t) satisfies the condition,[
f(n), f
(
n+ 1
r
)
, . . . , f
(
n+ r − 1
r
)]
=√rδ(n)Ir . (3.1)
If each multiscaling function and each multiwavelet function in a biorthogonal multi-
wavelet system has the interpolating property, we say that the system is totally interpo-
lating. In this paper we restrict our focus to the case of r = 2. Using (2.1), (2.2), (2.4), and
(2.5) we can show that a necessary condition for the biorthogonal multiwavelet system to
be a totally interpolating system is that
H(ω)
[
1 e−jω
0 0
]
+H(ω+ π)
[
1 −e−jω
0 0
]
= I2,
and that analogous conditions hold for H˜(ω), G(ω), and G˜(ω). These conditions are
equivalent to
H(ω)=

 12 h1(ω)
e−jω
2 h2(ω)

 , H˜(ω)=

 12 h˜1(ω)
e−jω
2 h˜2(ω)

 , (3.2)
G(ω)=

 12 g1(ω)
e−jω
2 g2(ω)

 , G˜(ω)=

 12 g˜1(ω)
e−jω
2 g˜2(ω)

 , (3.3)
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where hi(ω), h˜i (ω), gi(ω), and g˜i (ω) are the frequency responses of scalar filters. (Similar
structures have been derived in the orthogonal case [21, 25].) A further necessary condition
for the existence of the interpolating φ(t) and φ˜(t) in (2.1) and (2.2) is
h1(0)= h2(0)= h˜1(0)= h˜2(0)= 12 .
The following theorem, which is proved in Appendix A, shows that the design of
a totally interpolating biorthogonal multifilter bank of multiplicity two is equivalent
to the design of a corresponding biorthogonal scalar filterbank, in which the analysis
filter bank is {h1(ω),h2(ω)} and the synthesis filter bank is {h˜1(ω), h˜2(ω)}. As such,
it extends Selesnick’s characterization [21] of interpolating orthogonal multifilter banks
of multiplicity two to the biorthogonal case.
THEOREM 1. Let H(ω) and H˜(ω) be determined by (3.2). Then they correspond to the
dual matrix low-pass filters in a biorthogonal multifilter bank if and only if
h1(ω)h˜1(−ω)+ h1(π +ω)h˜1(π −ω)= 12 , (3.4)
h2(ω)h˜2(−ω)+ h2(π +ω)h˜2(π −ω)= 12 , (3.5)
h1(ω)h˜2(−ω)+ h1(π +ω)h˜2(π −ω)= 0, (3.6)
h2(ω)h˜1(−ω)+ h2(π +ω)h˜1(π −ω)= 0. (3.7)
Furthermore, if both h1(ω) and h2(ω) are FIR (and hence H(ω) is FIR), then H˜(ω) is FIR
if and only if
h1(ω)h2(π +ω)− h1(π +ω)h2(ω)= cejmω (3.8)
for some constant c = 0 and some integer m. If we take c = − 12 , m = −1, then the
corresponding dual matrix low-pass filter is
H˜(ω)=

 12 −h2(π −ω)e−jω
e−jω
2 h1(π −ω)e−jω

 , (3.9)
while the matrix high-pass analysis and synthesis filters are given by
G(ω)=

 12 −h1(ω)
e−jω
2 −h2(ω)

 , G˜(ω)=

 12 h2(π −ω)e−jω
e−jω
2 −h1(π −ω)e−jω

 . (3.10)
It is well known that symmetry of filterbanks and wavelets plays an important role
in some applications (e.g., image processing), and that the generalized interpolating
biorthogonal scalar wavelets are symmetric. We would naturally like to obtain symmetric
interpolating multifilter banks. A matrix low-pass filter H(ω) is said to be symmetric if it
satisfies the relationship [9]
H(ω)diag(±e−j2T0, . . . ,±e−2jTr−1)= diag(±e−j4T0, . . . ,±e−4jTr−1)H(−ω), (3.11)
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for all ω ∈ R and some constants T0, T1, . . . , Tr−1. Unfortunately, there are no symmetric
totally interpolating biorthogonal multifilter banks with r = 2, as we show in the next
theorem.
THEOREM 2. There are no symmetric totally interpolating biorthogonal multifilter
banks with r = 2.
The proof of Theorem 2 is given in Appendix B. (In concurrent independent work,
Zhou [26] proved a similar result in the orthogonal case.) Theorem 2 tells us that in the two-
band case, we cannot design any biorthogonal two-wavelet systems that posses the totally
interpolating property and symmetry simultaneously. In the following we will concentrate
on designing high-approximation-order totally interpolating biorthogonal multifilter banks
and multiwavelet systems with compact support. Theorem 3 provides a design framework
for such systems. For notational simplicity, we will choose c=− 12 and m=−1 in (3.8).
THEOREM 3. Let φ(t) and φ˜(t) be both L2-stable and a pair of dual multiscaling
functions defined by (2.1) and (2.2), respectively, and let the polyphase representations of
hi(ω) in (3.2) be
hi(ω)= hie(2ω)+ e−jωhio(2ω) for i = 1,2, (3.12)
with hie(ω) and hio(ω) satisfying the condition,
h1e(ω)h2o(ω)− h1o(ω)h2e(ω)= 14 . (3.13)
Then both φ(t) and φ˜(t) have N th-order approximation if and only if


h
(n)
1e (0)= 1+(−1)
n
22(n+1) j
n
h
(n)
1o (0)= 3
n−1
22(n+1) j
n
, (3.14)
and 

h
(n)
2e (0)= 1−3
n
22(n+1) (−j)n
h
(n)
2o (0)= 1+(−1)
n
22(n+1) j
n
, (3.15)
for n= 0,1, . . . ,N − 1, where notation f (n)(0) denotes the nth-order derivative of f (ω)
at ω = 0.
The proof of Theorem 3 is postponed to Appendix C. By Theorem 3, we can transform
the construction of high-approximation-order totally interpolating multiwavelet systems
with compact support into the construction of a corresponding scalar FIR filter bank
satisfying the constraints (3.13)–(3.15). What is different here is that the constraint that the
low-pass filters have multiplicity-N zeros at ω= π in the scalar case is now replaced by the
constraints (3.14) and (3.15). The design of hi(ω) can be accomplished by exploiting an
existing design method for scalar biorthogonal filter banks [27]. For instance, given h1(z),
the Z-transform of the filter h1, solutions to (3.13) exist if and only if h1e(z) and h1o(z)
are coprime. In that case, h2(z) can be found by solving the linear equations generated by
(3.13) and (3.15).
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4. DESIGN EXAMPLES
In this section we will provide two examples of totally interpolating multiwavelet
systems with compact support that have approximation order 2 and 3, respectively. In the
design, we constrain h1(ω) to have the form
h1(ω)=
N−1∑
k=−N+1
h1,ke
−jkω.
This shows that we want to design h1(ω) of the shortest length such that it satisfies the
approximation condition (3.14). Once h1(ω) has been determined, by Theorem 3 we can
determine the h2(ω) of the shortest length such that it satisfies theN th-order approximation
condition (3.15) by checking whether the polyphases h1e(ω) and h1o(ω) of h1(ω) are
coprime.
EXAMPLE 1. N = 2. In this case, h1(ω) takes the form
h1(ω)= h1,−1ejω + h1,0 + h1,1e−jω.
Since h1(ω) must satisfy (3.14), we have that
h1(ω)= 18e
jω + 1
2
− 1
8
e−jω.
Correspondingly, h1e(ω) = 12 and h1o(ω) = 18ejω − 18 . It is easily verified that in the Z-
domain, h1e(z) and h1o(z) have no common root. Hence, by Theorem 3 we can determine
h2(ω) as
h2(ω)= 132e
jω + 1
8
+ 7
16
e−jω − 1
8
e−2jω + 1
32
e−3jω.
By Theorem 1, we obtain
h˜1ω= 132e
2jω + 1
8
ejω + 7
16
− 1
8
e−jω + 1
32
e−2jω,
h˜2(ω)= 18 +
1
2
e−jω − 1
8
e−2jω,
g1(ω)=−18e
jω + 1
2
− 1
8
e−jω,
g2(ω)=− 132e
2jω − 1
8
+ 7
16
e−jω + 1
8
e−2jω − 1
32
e−3jω,
g˜1(ω)=− 132e
2jω − 1
8
ejω + 1
16
+ 1
8
e−jω − 1
32
e−2jω,
g˜2(ω)=−18 −
1
2
e−jω + 1
8
e−2jω.
Using these filters and the corresponding equations (2.1), (2.2), (2.4), and (2.5), it is veri-
fied that the constructed multiscaling functions and multiwavelet functions are compactly
supported and possess the interpolating property, as shown in Fig. 1 and Fig. 2, respec-
tively. The Sobolev exponents [28] of the analysis multiscaling functions and synthesis
INTERPOLATING BIORTHOGONAL MULTIWAVELET SYSTEMS 427
FIG. 1. Second-order analysis interpolating system: (a) multiscaling function φ1(t), (b) multiscaling function
φ2(t), (c) multiwavelet ψ1(t), (d) multiwavelet function ψ2(t).
FIG. 2. Second-order synthesis interpolating system: (a) multiscaling function φ˜1(t), (b) multiscaling
function φ˜2(t), (c) multiwavelet function ψ˜1(t), (d) multiwavelet function ψ˜2(t).
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multiscaling functions are not less than 1.6237 and 1.2602, respectively. 3 Therefore, the
analysis multiscaling functions are continuous and differentiable. Observe that the interpo-
latory conditions appear to make the multiscaling functions and multiwavelets quite similar
in shape. This observation was also made by Selesnick [21] in the orthogonal case.
EXAMPLE 2. N = 3. In this case, we let
h1(ω)= h1,−2e2jω + h1,−1ejω + h1,0 + h1,1e−jω + h1,2e−2jω.
Similar to the procedure of Example 1, after constraining h1(ω) so that it satisfies the
third-order approximation condition (3.14), we obtain
h1(ω)= 164e
2jω + 1
8
ejω + 15
32
− 1
8
e−jω + 1
64
e−2jω.
By Theorem 1, we have
h2(ω)= 1512e
2jω + 1
64
ejω + 61512 +
15
32
e−jω − 61512e
−2jω + 1
64
e−3jω − 1512e
−4jω,
h˜1(ω)= 1512e
3jω + 1
64
e2jω + 61
512
ejω + 15
32
− 61
512
e−jω + 1
64
e−2jω − 1
512
e−3jω,
h˜2(ω)= 164e
jω + 1
8
+ 15
32
e−jω − 1
8
e−2jω + 1
64
e−3jω,
g1(ω)=− 164e
2jω − 1
8
ejω − 15
32
+ 1
8
e−jω + 1
64
e−2jω,
g2(ω)=− 1128e
2jω − 1
64
ejω − 61
128
− 15
32
e−jω + 61
128
e−2jω − 1
64
e−3jω + 1
128
e−4jω,
g˜1(ω)=− 1512e
3jω − 1
64
e2jω − 61
512
ejω − 1
15
+ 61
512
− 1
64
e−2jω + 1
512
e−3jω,
g˜2(ω)=− 164e
jω − 1
8
− 15
32
e−jω + 1
8
e−2jω − 1
64
e−3jω.
The multiscaling functions and multiwavelets generated by the above filters all have
compact support and possess the interpolating property, as shown in Fig. 3 and Fig. 4,
respectively. The Sobolev exponents of analysis multiscaling functions and synthesis
multiscaling functions were found to be no less than 1.5 and 1.4801, respectively.
A comparison of the order two case with that of order three shows that in the order
three case the interpolatory constraint results in greater similarity between the functions.
Interestingly, these interpolating multiscaling functions and multiwavelets in Figs. 3 and 4
look so similar that they are almost indistinguishable. In addition, the analysis multiscaling
functions do not appear to be any smoother than the order two analysis interpolating
multiscaling functions. A similar phenomenon occurs for the orthogonal multiscaling
functions presented in [5, 6, 21]; as the balance order increases, the two scaling functions
resemble each other more. A possible explanation for this may be that the interpolating
condition tends to make the generated multiscaling functions resemble a portion of “sinc”
function around its main lobe as the approximation order increases.
3 These lower bounds were computed using the spectral radius of a restricted transition operator [28].
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FIG. 3. Third-order analysis interpolating system: (a) multiscaling function φ1(t), (b) multiscaling function
φ2(t), (c) multiwavelet function ψ1(t) (d) multiwavelet function ψ2(t).
FIG. 4. Third-order synthesis interpolating system: (a) multiscaling function φ˜1(t), (b) multiscaling function
φ˜2(t), (c) multiwavelet function ψ˜1(t), (d) multiwavelet function ψ˜2(t).
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5. PROPERTIES OF INTERPOLATING MULTIWAVELETS
In this section, we discuss some important properties of the totally interpolating
multiwavelet systems characterized in Theorems 1 and 3.
PROPERTY 1. For n= 0,1,2, . . . ,N − 1, we have
φˆ
(n)
(0)=
[
δ(n),
(
−j
2
)n]T
, (5.1)
ˆ˜
φ
(n)
(0)=
[
δ(n),
(
−j
2
)n]T
, (5.2)
ψˆ
(n)
(0)= 0, (5.3)
ˆ˜
ψ
(n)
(0)= 0, (5.4)
where fˆ (ω) denotes the Fourier transform of f (t) and fˆ (n)(ω) denotes the nth-order
derivative of fˆ (ω).
Property 1 shows that the functions φˆ1(ω), ejω/2φˆ2(ω), ˆ˜φ1(ω), and ejω/2 ˆ˜φ2(ω) have
N th-order flatness near zero frequency and that the multiwavelet functions ψ(t) and ψ˜(t)
have N th-order vanishing moments; i.e.,
∫ +∞
−∞
tnψ(t) dt =
∫ +∞
−∞
tnψ˜(t) dt = 0, for n= 0,1, . . . ,N − 1. (5.5)
Proof of Property 1. Since φ˜(t) has approximation order N , (2.12) holds with respect
to φ˜(t) for n= 0,1, . . . ,N − 1; i.e.,
∑
k∈Z
(y˜(n)k )
Tφ˜(t − k)= tn, t ∈R. (5.6)
In addition, since φ˜(t) possesses the interpolating property, setting t = 0 and t = 12 in (5.6),
respectively, we obtain
y˜(n)0 =
1√
2
[δ(n),2−n]T, for n= 0,1, . . . ,N − 1. (5.7)
Noting that
φˆ
(n)
(0)= (−j)n
∫ +∞
−∞
tnφ(t) dt, (5.8)
ψˆ
(n)
(0)= (−j)n
∫ +∞
−∞
tnψ(t) dt, (5.9)
and by substituting (5.6) into (5.8) and (5.9), respectively, we have
φˆ
(n)
(0)= (−j)n
∑
l∈Z
(∫ +∞
−∞
φ(t)φ˜
T
(r − l) dt
)
y(n)l
=√2(−j)n
∑
l∈Z
δ(l)I2y(n)l =
[
δ(n),
(
−j
2
)n]T
(5.10)
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ψˆ
(n)
(0)= (−j)n
∑
l∈Z
(∫ +∞
−∞
ψ(t)φ˜
T
(t − l) dt
)
y(n)l = 0. (5.11)
Here we have used the biorthogonality conditions in (2.3) and (2.7). Similar techniques
lead to (5.2) and (5.4).
Similar to the scalar case, the interpolating multiscaling functions and multiwavelets
have also the following property described in [29]. The property shows that interpolating
multiscaling functions and multiwavelets are uniquely determined by uniform samples of
themselves at the points {n/4}n∈Z.
PROPERTY 2.
φ(t)= 1√
2
∑
m
(m)φ(2t −m), φ˜(t)= 1√
2
∑
m
˜(m)φ˜(2t −m), (5.12)
ψ(t)= 1√
2
∑
m
(m)ψ(2t −m), ψ˜(t)= 1√
2
∑
m
˜(m)ψ˜(2t −m), (5.13)
where for any m ∈ Z,
(m)=
[
φ1(
m
2 ) φ1(
2m+1
4 )
φ2(
m
2 ) φ2(
2m+1
4 )
]
, ˜(m)=
[
φ˜1(
m
2 ) φ˜1(
2m+1
4 )
φ˜2(
m
2 ) φ˜2(
2m+1
4 )
]
, (5.14)
(m)=
[
ψ1(
m
2 ) ψ1(
2m+1
4 )
ψ2(
m
2 ) ψ2(
2m+1
4 )
]
, ˜(m)=
[
ψ˜1(
m
2 ) ψ˜1(
2m+1
4 )
ψ˜2(
m
2 ) ψ˜2(
2m+1
4 )
]
. (5.15)
Proof of Property 2. We here select one of the properties, the first equation of (5.12).
The proofs of the others are similar. In (2.1), taking t =m/2 and t = (2m+ 1)/4, we have
φ
(
m
2
)
= 2
∑
k
Hkφ(m− k), (5.16)
φ
(
2m+ 1
4
)
= 2
∑
k
Hkφ
(
m− k + 1
2
)
. (5.17)
The above two equations can be rewritten in a more compact form as
(m)= 2
∑
k
Hk
[
φ(m− k),φ
(
m− k + 1
2
)]
. (5.18)
Now applying the interpolating property of φ(t) to (5.18) yields
(m)= 2√2
∑
k
Hkδ(m− k)I2 = 2
√
2Hm, (5.19)
from which it follows that Hm = (1/2
√
2)"(m) for all m ∈ Z. This completes the proof.
For a general biorthogonal multi wavelet system, define
VJ
([φ1(t), φ2(t)]T)= span{φ1(2J t − n),φ2(2J t − k)}k,n∈Z.
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Similarly, we can define VJ (φ˜), VJ (ψ), and VJ (ψ˜). Then f (t) ∈ V0(φ) can be expressed
as [11]
f (t)=
∑
n
〈f (t), φ˜1(t − n)〉φ1(t − n)+
∑
k
〈f (t), φ˜2(t − k)〉φ2(t − k). (5.20)
Fortunately, our multiwavelet system is totally interpolating and hence the inner products
in (5.20), which can be awkward to compute in practice [11], are equal to uniform samples
of f (t), as shown in the following property.
PROPERTY 3.
f (t)=
∑
k∈Z
f (k)φ1(t − k)+
∑
k∈Z
f (k + 1/2)φ2(t − k), for all f (t) ∈ V0(φ),
and analogous statements hold for the functions in V0(φ˜), V0(ψ), and V0(ψ˜).
Property 3 resembles the classical Shannon Sampling Theorem for bandlimited signals:
For all σπ bandlimited signals, i.e., all f (t) such that fˆ (ω)⊂ (−σπ,σπ),
f (t)=
∑
n
f
(
n
σ
)
sinc(σ t − n),
where sinc(x)= sin(πx)/(πx). That is, f (t) can be reconstructed from uniform samples
of itself using translates of a single synthesis function, the sinc function. In contrast, the
signals in Property 3 are reconstructed for uniform samples of themselves using translates
of two synthesis functions. An advantage of the multiwavelet system is that the choice of
the synthesis functions is quite flexible. In the bandlimited case we are constrained to use
the sinc function which is not compactly supported and decays very slowly in time. In
contrast, the synthesis functions in Property 3 are compactly supported in time. As a result,
if a signal s(t) in the multiscaling or multiwavelet subspaces is continuous, then one is
able to reconstruct it quickly without errors induced by the truncation of the synthesis
function, via a fast recursive algorithm (illustrated below). Moreover, there is a large set
of candidate synthesis functions that satisfy Property 3. Although this design freedom can
increase complexity of the application of multiwavelets to practical problems, it allows us
to tailor the transform to the application at hand. To illustrate the application of Property 3,
we consider a continuous signal s(t) in V0(φ). Using the nested property of multiresolution
subsapces we know that if signal s(t) ∈ V0(φ), then s(t) ∈ Vi(φ) for any i ≥ 0. Therefore,
if we have obtained signal samples si (k) = [s(k/2i ), s((2k+ 1)/2i+1)]T, then, applying
Property 3 with multiresolution subspace Vi(φ) results in
s(t)=
∑
n∈Z
s
(
n
2i
)
φ1(2i t − n)+
∑
n∈Z
s
(
2n+ 1
2i+1
)
φ2(2i t − k). (5.21)
Similar to the procedure in the proof of Property 2, setting t = k/2i+1, and t = (2k +
1)/2i+2, respectively, we obtain the matrix form
si+1(k)=
∑
n
T(k − 2n)si (n), (5.22)
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where (m) is defined by the first equation of (5.14). On the other hand, we know from
the proof of Property 2 that (k − 2n)= 2√2Hk−2n. Combining these results yields
si+1(k)= 2
√
2
∑
n
HTk−2nsi (n). (5.23)
Property 3 also implies that the projection coefficients of a signal at a given scale
are exactly consistent with the uniform sampling points of the signal, and hence
that the laborious prefiltering procedure that must normally be performed before the
implementation of standard discrete multiwavelet transforms can be avoided.
PROPERTY 4.
ψ1(t)= 2φ1(2t)− φ1(t), (5.24)
ψ2(t)= 2φ1(2t − 1)− φ2(t), (5.25)
ψ˜1(t)= 2φ˜1(2t)− φ˜1(t), (5.26)
ψ˜2(t)= 2φ˜1(2t − 1)− φ˜2(t). (5.27)
Proof. Note that in totally interpolating multiwavelet systems designed by Theorem 3,
the analysis scaling equation and the wavelet equation can be expressed, respectively, as
φ1(t)= φ1(2t)+ 2
∑
k
h1,kφ2(2t − k), (5.28)
φ2(t)= φ1(2t − 1)+ 2
∑
k
h2,kφ2(2t − k), (5.29)
ψ1(t)= φ1(2t)− 2
∑
k
h1,kφ2(2t − k), (5.30)
ψ2(t)= φ1(2t − 1)− 2
∑
k
h2,kφ2(2t − k). (5.31)
Combining (5.28) with (5.30) yields (5.24), while combining (5.29) with (5.31)
yields (5.25). Similarly, we can obtain (5.26) and (5.27). This completes the proof of Prop-
erty 4.
It can be seen from Property 4 that the designed multiwavelet system has the same
structure as that designed by Saito and Beylkin [24] in the scalar case. However,
in their designed interpolating biorthogonal scalar wavelet system, only one function
possesses the interpolating property and the system is not compactly supported. In our
multiwavelet scheme all functions are interpolating and compactly supported. In fact,
Property 4 gives a simple, but fast, totally interpolating discrete multiwavelet transform
without prefiltering. Let f (t) ∈ VJ (φ), and let c(j)i (k) = 2−j/2
∫ +∞
−∞ f (t)φ˜i(2
j t − k) dt
and d(j)i (k)= 2−j/2
∫ +∞
−∞ f (t)ψ˜i (2j t−k) dt . Then c(J )1 (k)= f (k/2J ), c(J )2 (k)= f ((2k+
1)/2J+1). In this case, the decomposition algorithm is
c
(j−1)
1 (k)=
√
2
2
c
(j)
1 (2k)+
√
2
∑
n
h1,nc
(j)
2 (2k + n),
c
(j−1)
2 (k)=
√
2
2
c
(j)
1 (2k+ 1)+
√
2
∑
n
h2,nc
(j)
2 (2k+ n),
d
(j−1)
1 (k)=
√
2c(j)1 (2k)− c(j−1)2 (k),
d
(j−1)
2 (k)=
√
2c(j)1 (2k+ 1)− c(j−1)2 (k),
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for j = J,J − 1, . . . , while the reconstruction algorithm is
c
(j)
1 (2k)=
√
2
2
(
d
(j−1)
1 (k)+ c(j−1)2 (k)
)
,
c
(j)
1 (2k + 1)=
√
2
2
(
d
(j−1)
2 (k)+ c(j−1)2 (k)
)
,
c
(j)
2 (n)=
√
2
∑
k
(−1)(k−1)h2,1−k
(
c
(j−1)
1 (2k+ n)− d(j−1)1 (2k + n)
)
+√2
∑
k
(−1)kh1,1−k
(
c
(j−1)
2 (2k+ n)− d(j−1)2 (2k + n)
)
for j = . . . , J − 1, J .
6. CONCLUSIONS
In this paper, we proposed a systematic scheme for the design of high-approximation-
order totally interpolating biorthogonal FIR filter banks and multiwavelet systems with
compact support. An important property of our design is that each component of the
analysis system and each component of the synthesis system possess the interpolating
property. We transformed the problem of designing a totally interpolating biorthogonal
multiwavelet system of multiplicity two into the problem of designing a corresponding
biorthogonal scalar wavelet system. Therefore, they are easily designed. We constructed
two examples to illustrate some features of the totally interpolating multiwavelet systems.
Moreover, we discussed some important properties of this kind of system. In addition
to sharing some common advantages of the interpolating scalar wavelet system, such
as the dyadic rational nature of the filter coefficients, equality of the flatness degree of
the low-pass filters with the approximation order of the scaling function and equality
between the uniform samples of a signal and its projection coefficients for a given
scale, our multiwavelet systems possess their own characteristics. One is that any
continuous signal in a multiresolution subspace can be reconstructed quickly via a simple
recursive algorithm without errors induced by truncation of the synthesis function. This
suggests that prefiltering is not necessary for the totally interpolating discrete biorthogonal
multiwavelet transform. The other is that there is a simple relationship between the
multiscaling functions and the multiwavelets. This relationship substantially simplifies the
implementation of the system.
APPENDIX
A. Proof of Theorem 1
Using (3.2), the (1,1) block of the biorthogonal condition (2.8) is equivalent to
A(ω)A˜∗(ω)= 1
2
I, (A.1)
where
A(ω)=
[
h1(ω) h1(π +ω)
h2(ω) h2(π +ω)
]
, A˜(ω)=
[
h˜1(ω) h˜1(π +ω)
h˜2(ω) h˜2(π +ω)
]
. (A.2)
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Comparing (A.2) with the standard “modulation domain” condition [30] for a scalar
filterbank to have perfect reconstruction, it is clear that {h1, h2} and {h˜1, h˜2} constitute
a biorthogonal scalar filter bank, in which the analysis filter bank is {h1, h2}, while the
synthesis filter bank is {h˜1, h˜2}. We know from the theory of scalar filter banks [30–32]
that if {h1, h2} is FIR, then {h˜1, h˜2} is FIR if and only if
det A(ω)= cejmω (A.3)
for some constant c = 0 and some integer m. Combining (A.1) with (A.4) yields
A˜(ω)= A−1(ω)= 1
2c
e−jmω
[
h2(π +ω) −h1(ω)
−h2(π +ω) h1(π +ω)
]
. (A.4)
If we take c=− 12 and m=−1, it follows from (A.3) and (A.4) that
h˜1(ω)=−h2(π −ω)e−jω, (A.5)
h˜2(ω)= h1(π −ω)e−jω, (A.6)
and hence (3.9). Using similar arguments, we can show that (3.3) and the (2,2) block of
(2.8) lead to equations analogous to (3.4)–(3.8), but with the h’s replaced by g’s. What
remains to be shown is that g1(ω), g2(ω), g˜1(ω) and g˜2(ω) have the form shown in (3.10).
Using the (1,2) block of (2.8) and the structure of H(ω) and G˜(ω) in (3.2) and (3.3) we
have that [
h1(−ω) h1(−ω+ π)
h2(−ω) h2(−ω+ π)
][
g˜1(ω)
g˜1(ω+ π)
]
=
[
− 12
0
]
, (A.7)
[
h1(−ω) h1(−ω+ π)
h2(−ω) h2(−ω+ π)
][
g˜2(ω)
g˜2(ω+ π)
]
=
[
0
− 12
]
. (A.8)
Using (A.3) with c = − 12 and m = −1 we obtain g˜1(ω) = h2(π − ω)e−jω and g˜2(ω) =
h1(π − ω)e−jω. The remaining filters g1(ω) and g2(ω) can be found from the equivalent
equations to (A.5) and (A.6) for the g filters. This completes the proof of Theorem 1.
B. Proof of Theorem 2
If such a pair of filters exists, then it must satisfy the symmetrical relationship [9]
H(ω)diag(±e−j2T0,±e−2jT1)= diag(±e−j4T0,±e−j4T1)H(−ω),
where Ti are the symmetry points of φi , the “+” symbol denotes that φi(t) is symmetric
about Ti , while the “−” symbol denotes that φi is antisymmetric about Ti for i = 1,2.
Independent of the symmetry, we obtain h1(ω) = h1(−ω)ejω, h2(ω) = h2(−ω)e−jω,
which implies that h1(π) = h2(π) = 0. It follows from (3.4)–(3.7) that h1(0)h˜1(0) =
h2(0)h˜2(0) = 12 and h1(0)h˜2(0) = h2(0)h˜1(0) = 0 hold simultaneously, which leads to
a contradiction. This completes the proof of Theorem 2.
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C. Proof of Theorem 3
We first prove that if both the interpolating multiscaling function φ(t) and its dual
interpolating multiscaling function φ˜(t) can provide approximation order N , then


y(0)0 = y˜(0)0 = 1√2 [1,1]T
y(n)k = y˜(n)k = 1√2 [kn, (k +
1
2 )
n]T (C.1)
for n = 1,2, . . . ,N − 1 and for all k ∈ Z, k = 0. In fact, we know that both φ(t)
and φ˜(t) have approximation order N if and only if they satisfy (2.12) simultaneously.
Equation (C.1) then follows from the interpolating property. Then using Lemma 1 with
the interpolating low-pass matrix filters of the form in (3.2), we know that interpolating
multiscaling function φ(t) can provide approximation order N if only and if
{∑n
k=1
(
n
k
)
jkh
(n−k)
2 (0)+ h(n)1 (0)+ h(n)2 (0)= ( j2 )n,∑n
k=1
(
n
k
)
jkh
(n−k)
2 (π)+ h(n)1 (π)+ h(n)2 (π)= 0,
for n= 0,1, . . . ,N − 1.
(C.2)
Let {
a(ω)= ejωh2(ω)+ h1(ω),
b(ω)=−ejωh2(ω)+ h1(ω). (C.3)
Then (C.2) is equivalent to {
a(n)(0)= ( j2 )n,
b(n)(π)= 0, (C.4)
for n= 0,1,2, . . . ,N − 1. Using the notation in (3.2) we define
u(ω)= h1e(2ω)+ ejωh2e(2ω), (C.5)
v(ω)= h2o(2ω)+ ejωh1o(2ω), (C.6)
and define u˜(ω) and v˜(ω) in a analogous way. Then (C.3) becomes
{
a(ω)= u(ω)+ v(ω),
b(π +ω)= u(ω)− v(ω). (C.7)
Taking the nth derivative of both sides of (C.7) at ω = 0 and using (C.4) leads to
u(n)(0)+ v(n)(0)= j
n
2n
, (C.8)
u(n)(0)− v(n)(0)= 0. (C.9)
From these two equations we have that
u(n)(0)= j
n
2n+1
, v(n)(0)= j
n
2n+1
, (C.10)
for n= 0,1,2, . . . ,N − 1. Similarly, we can obtain
u˜(n)(0)= j
n
2n+1
, v˜(n)(0)= j
n
2n+1
, (C.11)
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for n= 0,1,2, . . . ,N − 1. On the other hand, from (3.9) we have that h˜1e(ω)= h2o(−ω),
h˜1o(ω)=−h2e(−ω), h˜2e(ω)=−h1o(−ω), and h˜2o(ω)= h1e(−ω). Therefore,
u˜(ω)= h2o(−2ω)− ejωh1o(−2ω), (C.12)
v˜(ω)= h1e(−2ω)− e−jωh2e(−2ω). (C.13)
We obtain from (C.5) and (C.13) that
h1e(ω)= 12
(
u
(
ω
2
)
+ v˜
(
−ω
2
))
, (C.14)
h2e(ω)= 12
(
u
(
ω
2
)
− v˜
(
−ω
2
))
e−jω/2. (C.15)
Similarly, combining (C.6) with (C.12) leads to
h1o(ω)= 12
(
v
(
ω
2
)
− u˜
(
−ω
2
))
ejω/2, (C.16)
h2o(ω)= 12
(
v
(
ω
2
)
+ u˜
(
−ω
2
))
. (C.17)
Finally, taking the nth derivatives of (C.14)–(C.17) at ω = 0, respectively, and utilizing the
corresponding results (C.10) and (C.11), we complete the proof of Theorem 3.
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