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Abstract
The aim of this thesis is to find an accurate theoretical description of layered transition
metal dichalcogenides (MX2), especially TiX2, and investigate their properties regarding
the suitability as lithium intercalation material utilized in lithium-ion batteries.
The theoretical description of layered MX2 represents a challenge for local density and
generalized gradient approximation (GGA) in density functional theory (DFT), since it
does not take into account long-range electron correlation effects (London dispersion)
which is responsible for the inter-layer interaction. In addition, GGA DFT does not
reproduce the electronic and magnetic properties of TiX2, due to the well-known self-
interaction error. Using a higher quality hybrid functional is expected to result in a
better description but would increase computational costs by one order of magnitude.
Keeping the computational costs on the same level as for pure GGA DFT calculations,
these challenges are approached in this thesis using a GGA functional developed by
Perdew, Burke and Ernzerhof (PBE) together with dispersion and Hubbard correction
terms denoted as PBE+U-D3 in the Vienna Ab initio Simulation Package (VASP).
With these corrections, the c lattice parameter of TiX2 and LiTiX2 is described within
an error of ±3 % while pure PBE leads to an error of up to 15 %. The description of the
TiS2 band structure and vibrational frequency as well as the LiTiS2 quadrupole coupling
constant and chemical shift are also improved. PBE+U-D3 calculations of lithiated
and delithiated TaX2 and VX2 result in a maximum error of ±3 % for the c lattice
parameter. However, applying this method to calculate the voltage vs composition
curve for a lithium portion 0 < x < 1 result is problematic for tantalum and vanadium
dichalcogenides. For LixTiS2 and LixTiSe2 the voltage vs composition curves are in
good agreement with the experimental data.
The experimentally reported activation barriers for Li1.0TiS2, Li0.7TiS2 and Li0.7TiSe2
are reproduced with the corrected PBE functional. In addition the migration pathways
observed for Li1.0TiS2 using various nuclear magnetic resonance techniques are iden-
tified. It was also possible to predict concentration-dependent activation barriers in
the region of 0 < x < 1 for LixTiX2, which was not yet achieved by other theoretical
investigations.
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Das Ziel dieser Arbeit ist es, eine genaue theoretische Beschreibung der Schichtstruktur
von Übergangsmetalldichalkogeniden (MX2), insbesondere von TiX2, zu finden, und
ihre Eignung als Interkalationsmaterial in Lithiumionenbatterien zu untersuchen.
Die theoretische Beschreibung der Schichtstruktur von MX2 stellt eine Herausfor-
derung für die lokale Dichte- sowie die generalisierte Gradientennäherungen (GGA)
in der Dichtefunktionaltheorie (DFT) dar. Die Schichten sind nur durch schwache van-
der-Waals-Wechselwirkungen verbunden, resultierend aus langreichweitiger Elektronen-
korrelation, die durch lokale und semilokale Dichtefunktionale nicht beschrieben wird.
Zudem beschreiben GGA-Funktionale die elektronische und magnetische Struktur von
TiX2 aufgrund des bekannten Selbstwechselwirkungsfehlers nicht korrekt. Qualitativ
höherwertigere Hybridfunktionale würden bessere Ergebnisse erzielen, dabei würde sich
aber die Rechenzeit um eine Größenordnung erhöhen. In der vorliegenden Arbeit wird
dieses Problem unter Beibehaltung der Rechenzeit durch die Verwendung des GGA-
Funktionals von Perdew, Burke und Ernzerhof (PBE) in Kombination mit Dispersions-
und Hubbardkorrekturen, im folgenden als PBE+U-D3 bezeichnet, im Vienna Ab initio
Simulation Package (VASP) angegangen.
Bei Verwendung dieser Korrekturen liegt der Fehler des Gitterparameters c der TiX2-
und LiTiX2-Strukturen im Vergleich zu den experimentellen Daten bei ±3 %. Mit dem
reinen PBE-Funktional wird ein Fehler von bis zu 15 % erhalten. Neben der struk-
turellen Beschreibung verbessert sich auch die Beschreibung der Bandstruktur und
Infrarot-Banden von TiS2, sowie die Quadrupolkopplungskonstante und die chemische
Verschiebung von LiTiS2. Die Beschreibung der lithiierten und delithiierten TaX2 und
VX2-Schichtstrukturen mit PBE+U-D3 resultieren in einem maximalen Fehlern von
±3 % für den Gitterparameter c im Vergleich zu den experimentellen Daten. Aller-
dings ist die Beschreibung der Spannungskurven gegen den Lithiumanteil x im Bereich
0 < x < 1 für LixTaX2 und LixVX2 mit PBE+U-D3 problematisch. Für LixTiS2 und
LixTiSe2 hingegen weisen die erhaltenen Spannungskurven eine gute Übereinstimmung
mit den experimentellen Daten auf.
Zusätzlich konnten die experimentellen Aktivierungsbarrieren für Li1.0TiS2, Li0.7TiS2
und Li0.7TiSe2 mit der gewählten Methode reproduziert werden. Der Ursprung der bei-
den, mit verschiedenen Kernspinresonanzmethoden gemessenen Aktivierungsbarrieren
für Li1.0TiS2 konnte geklärt werden. Des Weiteren war es in dieser Arbeit möglich, die
konzentrationsabhängige Aktivierungsbarriere für LixTiX2 mit 0 < x < 1 vorherzusa-
gen, was keiner theoretischen Arbeit bisher gelungen ist.
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Der Nobelpreis für Chemie des Jahres 2019 ging an Stanley Whittingham, John B.
Goodenough und Akira Yoshino für ihre Beiträge zur Entwicklung der Lithiumionen-
batterie [6]. Stanley Whittingham hat in den 1970er Jahren Titandisulfid in der 1T-
Struktur als Kathodenmaterial in einer Lithiumionenbatterie verwendet, wodurch er
den Grundstein für eine leistungsfähige, wiederaufladbare Lithiumionenbatterien legte.
Durch die reversible Einlagerung von Lithium in der Schichtstruktur von Titandisulfid
ist es möglich, Lithiumionen zu speichern und dieses somit als Kathode in einer Li-
thiumionenbatterie zu verwenden. In Verbindung mit einer Lithiummetallanode ergibt
sich eine Batterie mit einer Spannung von etwa 2 V [7]. Aufgrund der hohen Reakti-
vität der Lithiummetallanode an Luft fand diese Batterie zunächst keine industrielle
Anwendung. Zudem wurde 1981 von John B. Goodenough Cobaltdioxid als Alternative
vorgestellt, welches in Verbindung mit einer Lithiummetallanode eine Spannung von et-
wa 4 V liefert [8]. Eine industrielle Verwendung wurde erst durch Akira Yoshino im Jahr
1985 ermöglicht. Er ersetzte die Lithiummetallanode durch ein Graphit, welches ebenso
wie die Kathodenmaterialien eine Schichtstruktur besitzt und Lithiumionen interkalie-
ren kann [6]. Trotz des Alters all dieser Errungenschaften und der Suche der Forschung
nach alternativen und leistungsfähigeren Materialien sind viele Forschungsfragen im
Bereich der Lithiumionenbatterie noch offen.
Die 1T-Strukturen von Titandisulfid und anderer Übergangsmetalldichalkogenide
kristallisieren in der CdI2 Struktur (Raumgruppe P3m1) und bestehen aus einzel-
nen Schichten des Übergangsmetalldichalkogenids, die sich entlang der ab-Achse des
Kristalls ausrichten. Diese Schichtstruktur und die schwachen Bindungen zwischen den
einzelnen Schichten erlauben die Einlagerung von Lithium, aber auch anderen Ato-
men, auf der oktaedrischen Position (Wyckoff-Position 1b) und auch den tetraedischen
Positionen (Wyckoff-Position 2d) zwischen den Schichten. Die oktaedrische Position ist
dabei für die Einlagerung von Lithium energetisch bevorzugt. Die quantenchemische Be-
schreibungen dieser Struktur mittels Dichtefunktionaltheorie ist eine Herausforderung,
da ohne Interkalat die Schichtstruktur durch Van der Waals-Bindungen zusammenge-
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1. Einleitung
halten werden. Deren Stärke wird von quantenchemischen Methoden meist überschätzt
wird, was zu einer schlechten Beschreibung der Struktur führt.
Die quantenchemische Untersuchung dieser Schichtstrukturen ist heutzutage besser
möglich, da die quantenchemischen Modelle weiterentwickelt wurden und die Rechen-
kapazität gestiegen ist. Auf Grund dessen werden in dieser Arbeit mittels quanten-
chemischer Berechnungen die Schichtstrukturen von Übergangsmetalldichalkogeniden,
insbesondere Titandisulfid, genauer betrachtet. Insbesondere wird sich der Frage gewid-
met, ob sich Zusammenhänge innerhalb einer Periode oder einer Gruppe erkennen las-
sen. Sollte es solche Zusammenhänge geben, würden diese sich auch auf die Erforschung
anderer Kathodenmaterialien übertragen lassen. Außerdem soll die Lithiumionenmigra-
tion innerhalb der Schichtstruktur auf atomarem Niveau betrachtet werden, was nur
durch quantenchemische Berechnungen möglich ist. Dadurch soll die Frage nach der
Aktivierungsbarriere, insbesondere in Abhängigkeit von der Stöchiometrie aber auch
des verwendeten Chalkogenids, geklärt sowie die Frage nach dem bevorzugtem Wan-
derungspfad des Lithiumions beantwortet werden. Zusätzlich wird sich mit der Frage
beschäftigt, welche Auswirkung die Verwendung anderer Übergangsmetalle, hier Tan-
tal und Vanadium, hat und ob diese einer Systematik folgen, die sich auf die Gruppe
und/oder Periode der verwendeten Übergangsmetalle zurückführen lassen.
In Lithiumtitandisulfid wurde der Lithiumionenwanderungspfad quantenchemisch
bereits in zwei theoretischen Arbeiten untersucht [9, 10]. Auch gibt es experimentel-
le Abhandlungen zur Aktivierungsbarriere [11–15]. Die experimentellen Aktivierungs-
barrieren wurden mittels auf Kernspinresonanz (NMR) beruhenden Techniken ermit-
telt, quantenchemische Betrachtungen mittels auf Dichtefunktionaltheorie basieren-
de Berechnungen. Die Barrieren ließen sich jedoch bisher noch nicht von den quan-
tenchemischen Rechnungen reproduzieren. Zu anderen Eigenschaften von Lithiumti-
tandisulfid und Titandisulfid gibt es eine Vielzahl an experimentellen und theoreti-
schen Untersuchungen. Insbesondere die strukturellen Eigenschaften beider Materia-
lien sowie die Abhängigkeit vom Lithiuminterkalationsgrad wurden zahlreich unter-
sucht [16–19]. Ebenso gilt das für die elektronischen [20–28] und spektroskopischen
Eigenschaften [11, 29–33]. Die beiden anderen hier betrachteten Titandichalkogenide,
Titandiselenid und Titanditellurid sowie ihre lithiuminterkalierten Äquivalente, sind
bei weitem nicht so gut analysiert. Es gibt einige Veröffentlichungen über die struk-
turellen Parameter [7, 34–36] sowie für die Selenverbindung Untersuchungen der elek-
tronischen Eigenschaften [23, 27, 35, 37–39]. Die Strukturen von 1T-Tantal- und 1T-
Vanadiumdichalkogenidverbindungen sind ebenfalls gut analysiert [7, 40–42]. Für Ti-
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tandisulfid und -diselenid sowie Vanadiumdisulfid und -diselenid und Tantaldisulfid
gibt es experimentelle Untersuchungen zur Zellspannung mit einer Lithiummetallan-
ode [43–48].
In Kapitel 2 werden zunächst die theoretischen Grundlagen beleuchtet, auf denen
die anschließenden quantenchemischen Untersuchungen beruhen. Aufgrund der gerin-
gen Anzahl an quantenchemischen Betrachtungen dieser Materialien, muss als nächstes
die Frage nach der zu verwendenden Methode beantwortet werden. Dieser Frage wird
sich in Kapitel 3 gewidmet. Dazu muss als erstes eine Validierung der quantenchemi-
schen Ansätze erfolgen. Ausgehend von der Dichtefunktionaltheorie, die in dieser Arbeit
als grundlegende Methode verwendet wird, wird sich in dem Kapitel der Frage nach
dem geeigneten Dichtefunktional gewidmet. Um diese Frage zu beantworten, werden die
Eigenschaften von Lithiumtitandisulfid und Titandisulfid betrachtet, da diese beiden
Materialien am besten experimentell untersucht sind. Beginnend mit den strukturellen
Eigenschaften werden die in Frage kommenden Dichtefunktionale validiert und durch
verschiedene Korrekturterme erweitert. In der Folge werden elektronische und spek-
troskopische Eigenschaften ermittelt, bevor ein Fazit zur Wahl des Dichtefunktionals
gezogen wird.
In Kapitel 4 werden die verschiedenen Übergangsmetalldichalkogenide hinsichtlich ih-
rer Strukturveränderung und Zellspannung bei Lithiumioneninterkalation untersucht.
Zu Beginn des Kapitels wird zunächst geprüft, ob die gewählte Methode die struktu-
rellen Eigenschaften der bisher nicht betrachteten Übergangsmetalldichalkogenide gut
beschreiben kann. Anschließend werden Zellvolumina und Zellspannungen der Über-
gangsmetalldichalkogenide analysiert, um Gesetzmäßigkeiten zu finden. Außerdem soll
die Frage beantwortet werden, welche Materialien als Kathodenmaterial am besten
geeignet sind.
In Kapitel 5 werden die möglichen Lithiumionenwanderungspfade in der Schichtstruk-
tur von Titandichalkogeniden bei verschiedenen Lithiuminterkalationsgraden betrach-
tet. Darüber hinaus befasst sich Kapitel 5 auch mit der systematischen Untersuchung
der verschiedenen Defektkonfigurationen bei gleichem Lithiuminterkalationsgrad, da
diese bei der Untersuchung der Aktivierungsbarriere eine wichtige Rolle spielen.
In Kapitel 6 werden die Ergebnisse noch einmal zusammengefasst und die eingangs
gestellten Fragen beantwortet. Ebenso wird ein Ausblick gegeben, wie und bei welchen
Fragestellungen die gewonnenen Erkenntnisse zur Hilfe genommen werden können und





In diesem Kapitel werden die theoretischen Grundlagen der in dieser Arbeit verwende-
ten quantenchemischen Methoden beschrieben. Die Berechnungen wurden zum größten
Teil mit dem Programmpaket Vienna Ab initio Simulation Package (VASP) durchge-
führt, weswegen auf den Aufbau und die Methodik von VASP genaueres Augenmerk
gelegt wird. Dabei sollen nicht hauptsächlich die mathematischen Herleitungen, sondern
die Motivation, Grundidee und der Vorteil der jeweiligen Methode in den Vordergrund
gestellt werden. Zunächst wird das allgemeine Prinzip hinter quantenchemischen Si-
mulationen erläutert. Anschließend werden in diesem Kapitel die DFT-Methode und
deren Besonderheiten beschrieben. Danach wird das Vorgehen bei der Energieminimie-
rung und der Geometrieoptimierung mit VASP vorgestellt. Zum Abschluss wird auf
die Besonderheiten bei der Simulation von Festkörpern eingegangen und erläutert, wie
sich Aktivierungsbarrieren aus nicht-dynamischen, quantenchemischen Rechnungen er-
halten lassen.
Ziel einer quantenchemischen Rechnung ist es, eine Lösung der zeitunabhängigen,
nicht relativistischen Schrödingergleichung
ĤΨ = EΨ (2.1)
zu finden [49–51]. In Gleichung 2.1 ist Ĥ der Hamiltonoperator und E die dazugehörige
Energie. Durch die Lösung dieser Gleichung wird die Wellenfunktion Ψ erhalten, die
alle Informationen über das betrachtete System enthält. Der Hamiltonoperator Ĥ für
































wobei ri die Koordinaten des i-ten Elektrons und RA die Koordinaten des A-ten Atom-
kerns sind. Die ersten beiden Terme beschreiben die ausschließlich von den Elektronen
abhängigen Energiebeiträge, die kinetische Energie und ihre repulsiven Wechselwirkun-
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2. Theoretische Grundlagen
gen untereinander. Der dritte Term hängt sowohl von den Kern- als auch von den Elek-
tronenpositionen ab und beschreibt die anziehende Wechselwirkung zwischen Atomkern
und Elektron. Die beiden letzten Terme hängen ausschließlich von den Koordinaten der
Atomkerne ab und beschreiben deren kinetische Energie und die repulsiven Wechsel-
wirkungen zwischen den Kernen.
Zur Vereinfachung des Hamiltonoperators wird die Born-Oppenheimer-Näherung ver-
wendet, die den Operator um die letzten beiden Terme reduziert. Im Rahmen dieser
Näherung wird angenommen, dass sich die Elektronen in einem Feld stationärer Kerne
bewegen. Dies lässt sich dadurch rechtfertigen, dass sich die Kerne aufgrund ihrer deut-
lich höheren Masse wesentlich langsamer bewegen als die Elektronen. Die kinetische
Energie der Kerne ist damit vernachlässigbar. Für die repulsiven Wechselwirkungen
der Kerne ergibt sich ein konstanter Wert, der keinen Einfluss auf die Wellenfunktion
hat und bei der Lösung der Schrödingergleichung nicht berücksichtigt werden muss. Es



















= T̂ + V̂ee + V̂ne, (2.3)
wobei im Folgenden −∑MA ZAriA als das externe Potential der Kerne νext(ri), bezeichnet
wird, in dem sich das i-te Elektron bewegt.
Die Schrödingergleichung reduziert sich bei der Verwendung der Born-Oppenheimer-
Näherung zu
ĤelΨel = EelΨel. (2.4)
Die Gesamtenergie des Systems E ergibt sich dann aus der Summe der elektronischen
Energie Eel und der konstanten Kern-Kern Abstoßungsenergie Enuc:







Nach dem Variationsprinzip kann es keine Wellenfunktion Ψ geben, die eine nied-
rigere elektronische Energie liefert als die Grundzustandswellenfunktion Ψ0. Um eine




Ψ∗(r)ĤelΨ(r) d(r1, r2, . . . , rn) (2.6)
gefunden werden. Gleichung 2.6 liefert eine Methode, um ausgehend von dem Potential
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2.1. Dichtefunktionaltheorie
νext(r) und der Anzahl der Elektronen n die Grundzustandswellenfunktion Ψ0 und
damit die Grundzustandsenergie E0[n, νext] zu bestimmen. Die Energie des Systems ist
ein Funktional von n und νext(r), d. h. jeder Energie in Abhängigkeit von n und νext(r)
kann eine Wellenfunktion Ψel zugeordnet werden. Eine Möglichkeit, Gleichung 2.6 zu
lösen, bietet das Hartree-Fock-Verfahren, wobei die Wellenfunktion Ψel näherungsweise
als Slaterdeterminante von n Einelektronenwellenfunktionen beschrieben wird.
2.1. Dichtefunktionaltheorie
Einen weiteren Ansatz neben dem Hartree-Fock-Verfahren, um das in Gleichung 2.6
beschriebene Problem zu lösen, bietet die Dichtefunktionaltheorie. Mit ihrer Hilfe wird
das Problem in eine andere Form gebracht, wodurch sich die Anzahl der zu lösenden
Gleichungen im Vergleich zum Hartree-Fock-Verfahren deutlich reduziert.
Der grundlegende Ansatz ist es, die Elektronendichte und nicht die Wellenfunktion
zu betrachten. Es ist
ρ(r) = N
∫
|Ψel(r1, r2, . . . , rn)|2 d(r2, . . . , rn). (2.7)
Die Funktion ρ(r) wird als Elektronendichte bezeichnet, da
∫
ρ(r) dr der Wahrschein-
lichkeit entspricht, im Volumenelemente dr um r ein Elektron zu finden.
Hohenberg und Kohn zeigten 1964, dass das externe Potential νext(r) durch die Elek-
tronendichte ρ(r) bis auf einen additiven Faktor bestimmt ist [52]. Es ist ρ(r) die
Wahrscheinlichkeit ein Elektron im Volumenelement dr zu finden, da aber Elektronen
ununterscheidbar sind, entspricht
∫∞
−∞ ρ(r) dr der Anzahl der Elektronen. Aus diesem
Grund kann ρ(r) genutzt werden, um die Grundzustandsenergie zu bestimmen. Somit
wird E zum Funktional von ρ(r). Dadurch ergibt sich das Energiefunktional aus
E[ρ] = T [ρ] + Vee[ρ] + Vne[ρ] = FHK[ρ] +
∫
ρ(r)νext(r) dr. (2.8)
Hohenberg und Kohn zeigten ebenfalls, dass das Variationsprinzip zur Minimierung der
Energie auch angewandt werden kann, wenn die Energie als Funktional der Elektro-
nendichte gegeben ist. Es ist also
E0 ≤ E[ρ] (2.9)
für beliebige Dichten ρ, wobei die Dichtefunktion ρ an Bedingungen wie beispielsweise
∫∞
−∞ ρ(r) dr = n geknüpft ist.
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Aus den Gleichungen 2.8 und 2.9 ergeben sich zwei Teilschritte zur Minimierung
der Energie. Zunächst wird über alle Wellenfunktionen minimiert, die eine bestimmte
Dichte ergeben, anschließend wird über die Dichte selbst variiert und das Minimum





















Das Problem dieser Minimierung ist, dass keine vollständige, analytische Beschreibung
der Funktionale T [ρ] und Vee[ρ] bekannt ist. Wäre eine solche Beschreibung bekannt,
so wäre eine exakte Lösung möglich. So bleibt nur eine approximative Form für die
Funktionale zu finden.
Den ersten Schritt in die Richtung einer quantitativen Näherung machten Kohn und
Sham im Jahre 1965 [53], indem sie die Beschreibung der kinetischen Energie in zwei
Funktionale aufteilten. Die kinetische Energie nicht wechselwirkender Teilchen lässt sich









schreiben, wobei ψi die Spinorbitale und oi die entsprechenden Besetzungszahlen der





oi |ψi(r)|2 . (2.12)
In erster Näherung wird angenommen, dass ni = 1 für die ersten n Orbitale und ni = 0









In einem System aus n nicht interagierenden Elektronen gilt T = TS, ansonsten be-
schreibt TS die kinetische Energie nicht exakt.
Für das Hohenberg-Kohn-Funktional aus Gleichung 2.8 ergibt sich dann die Form
FHK[ρ] = T [ρ] + Vee[ρ] = TS[ρ] + J [ρ] + EXC[ρ]. (2.14)
Es handelt sich bei J [ρ] um den klassischen Teil der repulsiven Elektron-Elektron-
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Wechselwirkung. Das Austausch-Korrelationsfunktional EXC[ρ] beschreibt die verblei-
benden Beiträge und es ist
EXC[ρ] = T [ρ] − TS[ρ] + Vee[ρ] − J [ρ]. (2.15)
Das Austausch-Korrelationsfunktional lässt sich weiter zerlegen in ein Austausch- und
ein Korrelationsfunktional. Das Austauschfunktional ist definiert gemäß
EX[ρ] =
∫
Ψ∗(r)V̂eeΨ(r) d(r1, r2, . . . , rN) − J [ρ] (2.16)
und das Korrelationsfunktional lässt sich darstellen als
EC[ρ] = FHK[ρ] − TS[ρ] − J [ρ] − EX[ρ]. (2.17)
Da die genaue Form beider Funktionale nicht bekannt ist, müssen Näherungen gefun-
den werden, entweder für EXC[ρ] insgesamt oder getrennt für das Austausch- und das
Korrelationsfunktional.





det[ψ1ψ2 · · ·ψn] (2.18)
bestimmt, wobei es sich bei den Kohn-Sham-Orbitalen um die n kleinsten Eigenzustän-







ψi = ǫiψi (2.19)





die Ableitung des Funktionals Vee.
Spindichtefunktionaltheorie
Im vorherigen Abschnitt wurde der Spin der Elektronen zunächst vernachlässigt. Aller-
dings führt die Erweiterung der Dichtefunktionaltheorie um die Betrachtung des Spins
zu mehreren Vorteilen. Unter anderem können die Eigenschaften eines Atoms oder
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Moleküls unter dem Einfluss eines magnetischen Feldes betrachtet werden. Aber auch
auf die Genauigkeit der Näherung des Austausch-Korrelationsfunktionals hat diese Be-
trachtung eine positive Auswirkung, insbesondere wenn offenschalige Systeme betrach-
tet werden.
Zu diesem Zweck wird nicht die Gesamtelektronendichte ρ(r), sondern es werden die
Elektronendichten der Elektronen mit α-Spin ρα(r) und die der Elektronen mit β-Spin
ρβ(r) getrennt betrachtet. Für das Hohenberg-Kohn-Funktional ergibt sich dann
FHK[ρα, ρβ] = TS[ρα, ρβ] + J [ρα + ρβ] + EXC[ρα, ρβ] (2.21)












oβi 〈ψβi | −
1
2
∇2|ψβi 〉 . (2.22)























Die Potentiale ναKS und ν
β
KS ergeben sich aus
ναKS = νKS(r) +
∫ ρ(r′)




νβKS = νKS(r) +
∫ ρ(r′)




Die Elektronendichte ρα und ρβ müssen die Einschränkungen mit den Einschränkungen
nα =
∫
ρα(r) d(r) und nβ =
∫
ρβ(r) d(r) (2.27)
erfüllen. Für nα und nβ wiederum gilt nα + nβ = n. Für das Austausch-Korrelations-
funktional EXC[ρα, ρβ] muss wie auch bei der Vernachlässigung des Spins eine Näherung
gefunden werden, da die exakte Form des Funktionals nicht bekannt ist.
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2.2. Näherungen des Austausch-Korrelationsfunktionals
Um das Austausch-Korrelationsfunktional zu nähern, werden unterschiedliche Ansätze
verfolgt, wovon im folgenden vier Näherungsstufen vorgestellt werden, die in dieser
Arbeit auch angewendet wurden.
2.2.1. Lokale Dichtenäherung (LDA)
Die erste lokale Dichtenäherung wurde von Kohn und Sham verwendet [53] und beruht





erhalten. Es ist ǫXC(ρ) die Austausch-Korrelationsenergie pro Elektron in einem homo-










∇2 + νext(r) +
∫ ρ(r′)
|r − r′| dr
′ + νLDAXC (r)
)
ψi = ǫiψi. (2.30)
Die Energie kann noch weiter aufgeteilt werden in den Austausch- und den Korrelati-
onsanteil. Der Austauschanteil der Energie kann aus dem Thomas-Fermi-Modell [54,55]








Eine genaue Beschreibung von EC[ρ] erfolgt durch Anpassung an Quanten-Monte-
Carlo-Berechnungen [56,57].
2.2.2. Lokale Spindichtenäherung (LSDA)
Eine Weiterentwicklung der lokalen Dichtenäherung stellt die lokale Spindichtenähe-
rung (LSDA) dar. Dabei wird von einem polarisierten, homogenen Elektronengas aus-
gegangen. Unter Verwendung der Näherung für die Austauschenergie aus der LDA
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(Gleichung 2.31) wird für den polarisierten Fall















ζ ist entweder 0 im Fall eines unpolarisierten Systems oder ±1 für ein einzelnes un-
gepaartes Elektron. Es ergibt sich für die Spindichten ρα(r) = 1/2(1 + ζ)ρ(r) und
ρβ(r) = 1/2(1 − ζ)ρ(r) und somit für das Austauschfunktional








(1 + ζ)4/3 + (1 − ζ)4/3
)
dr. (2.34)
Für die Korrelationsenergie gibt es keine solche Zerlegung und es existieren in der
Literatur verschiedene Approximationen [56,58–60].
2.2.3. Generalisierte Gradientennäherung (GGA)
Ein Nachteil der lokalen Spindichtenäherung ist die Überschätzung der Austauschener-
gie und die Unterschätzung der Korrelationsenergie. In den meisten Fällen tritt eine
Fehlerkompensation auf, sodass minimumsoptimierte Strukturen erhalten werden, die
in relativ guter Übereinstimmung mit experimentellen Daten sind. Bindungsenergien
werden jedoch allgemein überschätzt und Ionisierungsenergie unterschätzt [61].
Bei der generalisierten Gradientennäherung wird zusätzlich zur Dichte noch ihr Gra-
dient berücksichtigt, um Ungleichmäßigkeiten in der Dichte stärker zu berücksichtigen.








Im Unterschied zu LDA sind die bei GGA zugrunde gelegten Überlegungen zur Her-
leitung der Austausch- und Korrelationsfunktionale selten auf physikalische Modelle
zurückzuführen und enthalten oft empirische Parameter, die angepasst wurden, sodass
die Energien mit experimentellen oder berechneten Hartree-Fock-Energien übereinstim-
men. Des Weiteren werden das Austausch- und das Korrelationsfunktional oft getrennt
behandelt. Dies spiegelt sich auch in den Namen der Austausch-Korrelationsfunktionale
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wider. Ein prominentes Beispiel ist das BLYP-Funktional, bei dem eine Näherung von
Becke für das Austauschfunktional [62] und eine Näherung von Lee, Yang und Parr für
das Korrelationsfunktional [63] verwendet wird.
Das in dieser Arbeit verwendete Funktional ist das PBE-Funktional von Perdew,
Becke und Ernzerhof [1]. Dieses lässt sich schreiben als
EGGAXC =
∫
ǫLSDAXC (ρ(r))FXC(rs, ζ, s) dr. (2.36)
FXC ist ein Verstärkungsfaktor, der von dem Seitz-Radius rs = (4ρ/3π)
1/3, dem Spinpo-











Einen verbesserten Ansatz für das Austausch-Korrelationsfunktional bieten oftmals die
Hybridfunktionale. Hierbei wird die exakte Hartree-Fock-Austauschenergie EX mit ein-
bezogen, was die Berechnungen genauer aber auch rechenintensiver macht. Durch die
Verwendung von Hartree-Fock-Austauschenergien wird der Selbstwechselwirkungsfehler




X + (1 − a)EGGAX + EGGAC (2.38)
beschreiben, wobei a abhängig vom Funktional ist und meist zwischen 0,2 und 0,25
liegt [61]. Es gibt aber auch Hybrid-Funktionale, die umfangreichere Kombinationen
von Energiefunktionalen verwenden. Dabei werden zusätzlich zu den GGA- auch noch
die LDA-Austausch-Korrelationsfunktionale verwendet [64,65]. Ein Hybrid-Funktional








+ aX(EGGAX − ELSDAX ) + aC(EGGAC − ELSDAC ).
(2.39)
Die Verwendung von GGA- oder LDA-Funktionalen kann sich ebenfalls im Namen wi-
derspiegeln. Das B3LYP-Funktional ist beispielsweise eine Kombination aus der bereits
erwähnten Form des Austauschfunktionals von Becke und des Korrelationsfunktionals
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von Lee, Parr und Yang. Das von Becke ursprünglich vorgeschlagene B3LYP-Funktional












Durch die Berücksichtigung der exakten Austauschenergie bei den Hybridfunktio-
nalen wird der Selbstwechselwirkungsfehler von LDA- und GGA-Methoden verringert.
Dieser beruht darauf, dass Coulomb- und Austauschwechselwirkungsenergien nicht auf
gleichem Niveau berechnet werden, wodurch sich Einteilchenbeiträge nicht exakt kom-
pensieren. Daraus resultiert eine Unterschätzung der Ionisierungsenergien und eine zu
starke Delokalisierung ungepaarter Elektronen. Allerdings ergibt sich fast kein Unter-
schied bei Dispersionswechselwirkungen zwischen GGA- und Hybridfunktional [61].
2.2.5. Korrekturterme
Es ist einerseits problematisch, dass Hybrid-Funktionale so rechenintensiv sind. Ande-
rerseits lässt sich mithilfe von reinen GGA-Funktionalen entweder die Energie oder die
Struktur aber nicht beides zugleich gut beschreiben [66]. Aufgrund dessen gibt es einige
Korrekturen für die GGA-Funktionale, mit deren Hilfe bei gleichbleibendem Rechen-
aufwand bessere Ergebnisse erzielt werden als mit reinen GGA-Funktionalen.
Dispersionskorrektur
Die Dispersionskorrektur ist einer dieser Korrekturterme und verbessert vor allem die
Beschreibung der langreichweitigen Wechselwirkungen, die von vielen lokalen Aus-
tausch-Korrelationsfunktionalen nicht korrekt wiedergegeben werden, da sie auf lang-
reichweitigen Effekten beruhen [67]. Viele Funktionale wie BLYP und PBE, sind zu
stark repulsiv, wodurch teilweise im Widerspruch zu den Referenzdaten nichtbindende
Zustände vorhergesagt werden. Um dieses Problem zu korrigieren, gibt es mehrere An-
sätze, wobei die DFT-D-Korrektur nach Grimme hier näher betrachtet werden soll, da
diese auch in der folgenden Arbeit noch ihre Verwendung findet.
Bei der DFT-D-Korrektur [67] wird zur Energie des GGA-Funktionals ein weiterer
Energieterm addiert
EDFT−D = EGGA + EDispersion (2.41)
26
2.2. Näherungen des Austausch-Korrelationsfunktionals










und berücksichtigt die langreichweitigen Wechselwirkungen. CABn ist der Dispersionsko-
effizient n-ter Ordnung (n = 6, 8, 1 . . . ) für das Atompaar AB und RAB ist der Abstand
zwischen den Atomen A und B. sn ist ein vom Funktional abhängiger Skalierungsfaktor,
der dafür genutzt wird, die Korrektur dem Abstoßungsverhalten des Funktionals anzu-
passen. Um auf kurzer Distanz nicht zu starke Anziehungskräfte vorherzusagen, wird
eine Dämpfungsfunktion fDämpfung(RAB) verwendet, die vom Atomabstand abhängt. In
dieser Arbeit wird die Becke-Johnson-Dämpfungsfunktion verwendet [68]
Hubbard-Korrektur
Eine weitere wichtige Korrektur der GGA- und LSDA-Funktionale ist die Hubbard-
Korrektur [69–74]. Diese spielt eine wichtige Rolle bei der Beschreibung von Über-
gangsmetallen und den Metallen der Seltenen Erden, da hier eine gute Beschreibung
der d- und f -Elektronen wichtig ist. Entwickelt wurde die Hubbard-Korrektur für
LSDA-Funktionale [75,76]. Sie kann aber auch bei GGA-Funktionalen angewandt wer-
den [77–80].
Notwendig ist die Korrektur, da die d- und f -Elektronen stärkere lokale Austausch-
wechselwirkungen aufweisen, als mithilfe der Beschreibung durch das Elektronengas
vorhergesagt wird. Die grundlegende Idee ist es, die d- und f - getrennt von den s-
und p-Elektron-Elektron-Wechselwirkungen zu beschreiben [69]. Die Elektron-Elektron-
Wechselwirkung der s- und p-Elektronen wird weiterhin über das Funktional beschrie-
ben und die Wechselwirkungen der d- und f -Elektronen werden mithilfe des Korrek-
turterms angepasst.
Es ergibt sich für die Energie
EDFT+U = EDFT + EHubbard. (2.43)











om, σom′, σ. (2.44)
Es ist om, σ die Besetzungszahl eines f - oder d-Orbitals mit Spin σ und Drehimpuls m.
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Der additive Term beschreibt die Elektron-Elektron-Wechselwirkungen der d- und f -
Elektronen nach dem Hubbard-Modell. Der zweite Term subtrahiert den Teil der Ener-
gie der Elektron-Elektron-Wechselwirkung, der bereits durch das eigentliche Funktional
berücksichtigt wird, sodass eine Doppelzählung der Energie vermieden wird. Die Form
der Terme ist abhängig von der Implementierung und zwei empirischen Parametern U
und J [75], bzw. deren Differenz Ueff = U − J [76]. Für die hier verwendete Methode
von Dudarev et al. [76] hat das Energiefunktional die Form





om, σ − o2m, σ. (2.45)
Die Parameter U und J müssen zunächst für das zu untersuchende Material bestimmt
werden. Häufig werden die Werte ermittelt, indem die berechnete Bandlücke an die
experimentell gefundene oder die mit Hybridrechnungen oder qualitativ höherwertigen
Rechnungen ermittelte Bandlücke angepasst wird.
2.3. Der elektronische Grundzustand
Die Kohn-Sham-Gleichungen 2.19 müssen analog zu den Hartree-Fock-Gleichungen ite-
rativ gelöst werden. Schematisch ist dies in Abbildung 2.1 dargestellt. Für die hier
vorliegende Arbeite wird das ebene Wellen Programm VASP verwendet, weshalb in
diesem Abschnitt insbesondere auf den dort implementieren Algorithmus zur Bestim-
mung des elektronischen Grundzustands eingegangen wird.
2.3.1. Pseudopotentiale
Um die Startdichte und die Orbitale ermitteln zu können, wird bei VASP in Ansatz
gewählt, in dem die kernnahen Elektronen über Pseudopotentiale und die Valenzelek-
tronen mithilfe von ebenen Wellen beschrieben werden [82]. Basierend auf diesem An-
satz wurden verschiedene Ideen entwickelt, wie die Pseudopotentiale und ebene Wellen
beschaffen sein müssen um obige Gleichung möglichst effizient zu lösen. Eine Metho-
de ist die der projektionsaugmentierten ebenen Wellen (PAW) von Blöchl [83], die die
Methode der ultraweichen Pseudopotentiale [84, 85] in VASP weitestgehend abgelöst
hat. Durch die Methode von Blöchl wird es möglich, die Allelektronenwellenfunkti-
on zu erhalten, was mit den vorherigen Pseudopotentialansätzen nicht möglich war.
Dies ist insbesondere für die Betrachtung der Elemente der ersten Periode und die
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Startdichte ρin und Ausgangs-Kohn-Sham-Orbitale ψn
Hartree- νH und Austausch-Korrelations-Potential νXC berechnen
Lösen der Kohn-Sham-Gleichungen zur Berechnung der Orbitale ψn
Bestimmen der neuen Besetzungszahlen fn
Berechnen der neuen Energie E
Berechnen der neuen Dichte ρout(r) =
∑
n fn |ψn(r)|2




Abbildung 2.1.: Schaubild des in VASP implementierten self consistent field-Verfahren
zur Minimierung der Energie nach [81]
Übergangsmetalle wichtig. Die grundlegende Idee der PAW-Methode ist die Auftei-
lung der Wellenfunktion in zwei Bereiche. Nahe des Kerns oszilliert die Wellenfunktion
stark, wohingegen sie in größerer Entfernung vom Kern eher gleichmäßig ist. Die Be-
schreibung abseits des Kerns erfolgt mit ebenen Wellen. Bei der PAW-Methode wird
innerhalb atomarer Sphären ein Projektionsoperator T für jedes Orbital eingeführt, der
Pseudowellenfunktionen in Allelektronenwellenfunktionen umwandelt. Damit wird der
Berechnungsaufwand der stark oszillierenden kernnahen Beschreibung reduziert.
2.3.2. self consistent field-Verfahren
In der Arbeit von Kresse und Furthmüller [81] ist das self consistent field-Verfahren
(SCF) zur Minimierung der Grundzustandsenergie, welches in Abbildung 2.1 dargestellt
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ist, ausführlich erläutert. An dieser Stelle soll deswegen nur kurz darauf eingegangen
werden.
Wurden die Startdichte und die Ausgangs-Kohn-Sham-Orbitale gewählt, bzw. aus
dem letzten Minimierungsschritt erhalten, so werden zunächst das lokale Potential





EH [ρ] + EXC [ρ] −
∫
νxc(r)ρ(r) dr (2.47)
bestimmt. Im nächsten Schritt werden die Kohn-Sham-Orbitale optimiert und dar-
aus die Besetzungszahlen fn sowie die freie Energie berechnet. Im Anschluss wird aus
den Kohn-Sham-Orbitalen die neue Dichte ρout berechnet. Ist das Konvergenzkriterium
nicht erfüllt, wird die Ausgangsdichte mit der alten Eingangsdichte vermischt, woraus
eine neue Eingangsdichte erhalten wird.
2.3.3. Geometrieoptimierung
Für eine Geometrieoptimierung werden nach dem Abbruch des SCF-Verfahrens die
Kräfte berechnet, die auf die einzelnen Atome wirken. Diese lassen sich auf Basis des
Hellmann-Feynman-Theorems bestimmen.
Wenn der Hamiltonoperator von einem Parameter λ abhängt (hier von den Atom-
koordinaten), sind auch die Eigenfunktionen und Eigenwerte abhängig von diesem Pa-










Mithilfe dieses Theorems kann die Änderung der Energie bei Änderung des Parameters
λ beschrieben werden [86, 87]. Die Ableitung der Energie nach der Raumkoordinate
eines Atoms oder einer Komponente des Gittervektors entspricht der Kraft, die entlang
dieser Richtung wirkt. Mithilfe der wirkenden Kräfte lassen sich die Kernpositionen in
Richtung des nächstgelegenen lokalen Minimums verschieben. Anschließend wird das
Energieminimierungsverfahren mit der resultierten Dichte und der neuen Geometrie
als Eingabe erneut durchlaufen, sofern das Abbruchkriterium für die Geometrieop-
timierung nicht erreicht ist. Die Kräfte werden im Quasi-Newton-Raphson-Verfahren
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zusätzlich zur Approximation der Hesse-Matrix verwendet. VASP verwendet dazu stan-
dardmäßig ein Verfahren, das auf konjugierten Gradienten basiert.
2.4. Modellierung von Festkörpern
Ein idealer Kristall zeichnet sich durch eine unendliche Wiederholung gleicher struk-
tureller Einheiten in alle Raumrichtungen aus [88, 89]. Dies wird in den Berechnungen
durch das Bloch-Theorem gewährleistet [90]. Ein Kristall lässt sich auf seine Basis, sich
wiederholende Atome oder Gruppen von Atomen, und sein Gitter, die Punkte im Raum
an denen sich jeweils der Ursprung der Basis befindet, reduzieren. Das Gitter lässt sich
durch die Vektoren a1, a2 und a3 beschreiben. Es ist
r
′ = r + u1a1 + u2a2 + u3a3 = r + T (2.49)
mit ui ∈ Z. r′ und r sind zwei unterschiedliche Punkte im Raum, die die gleiche
Umgebung besitzen. Der Vektor T wird auch als Translationsvektor und a1, a2 und a3
als primitive Gittervektoren bezeichnet.
Die Periodizität des Kristallgitters lässt sich in folgender Bedingung für die Schrö-
dingergleichung ausdrücken
T̂ Ĥ(r)Ψ(r) = Ĥ(r + T )Ψ(r + T ) = Ĥ(r) + Ψ(r + T ) = Ĥ(r)T̂Ψ(r). (2.50)
Dabei ist T̂ der Operator, der die Translation um den Vektor T ausdrückt. Unter der
Annahme eines periodischen externen Potentials mit νext(r + T ) = νext(r) ist der Ha-
miltonoperator unabhängig von der Translation um T . Somit kommutieren Hamilton-
und Translationsoperator. Eigenfunktionen des Hamiltonoperators sind also zugleich
auch Eigenfunktionen des Translationsoperators. Somit kann sich die Wellenfunktion
bei Translation nur um einen Phasenfaktor verändern. Es ist demnach
T̂Ψ(r) = Ψ(r + T ) = exp(ik · T )Ψ(r). (2.51)
wobei k ein Punkt im reziproken Gitter ist mit k = v1b1 + v2b2 + v3b3. Hierbei handelt
es sich um die zentrale Aussage des Bloch-Theorems.
Die reziproken Gittervektoren bi lassen sich aus dem Gitter ai bestimmen über
b1 = 2π
a2 × a3
a1 · a2 × a3
, b2 = 2π
a3 × a1
a1 · a2 × a3
, b3 = 2π
a1 × a2




Die Translation im reziproken Raum lässt sich durch den Vektor K = k1b1+k2b2+k3b3
beschreiben. Mit ki ∈ Z ergibt sich









Dies hat wiederum zur Folge, dass nur Punkte der Referenzzelle im reziproken Raum
κ betrachtet werden müssen. Diese Punkte liegen in der erste Brillouin-Zone (BZ) und
für alle Punkte k′ außerhalb der ersten BZ ist Ψ(k′) = Ψ(κ + K) = Ψ(κ).
2.4.1. Periodische Randbedingungen
Im Folgenden sind die Festkörpereigenschaften eines Kristalls von Interesse, die unbe-
einflusst von der Oberfläche sind. Bei der Beschreibung eines Kristallausschnitts wird
demnach angenommen, dass dieser Teil eines unendlich ausgedehnten Kristalls ist [91].
Für die Wellenfunktion gilt dann die Bedingung von Born und von Kármán
Ψ(r +Njaj) = exp(iNjkaj)Ψ(r) = exp(i2πNjkj)Ψ(r) = Ψ(r) (2.54)
mit j = 1, 2, 3 und Nj ∈ N als Anzahl an Elementarzellen in Richtung aj. Wenn
















κ ist eine diskrete Größe, solange nicht N1 · N2 · N3 → ∞, und jedem Vektor κ kann
ein Volumen Vκ
Vκ =






mit N = N1 · N2 · N3 als Gesamtzahl an Elementarzellen zugeordnet werden. κ kann
nur dann alle Werte innerhalb der ersten BZ annehmen, wenn N → ∞.
Für viele Eigenschaften ist es notwendig, über die erste BZ zu integrieren, etwa um
den Energiebeitrag der Bänder zu bestimmen. Allerdings ist es rechnerisch aufwändig
das Integral zu berechnen. Bei ausreichend gleichmäßigen Funktionen ist es möglich
das Integral näherungsweise zu bestimmen, indem nur einzelne Punkte in der ersten
BZ betrachtet werden [92]. Monkhorst und Pack haben zu diesem Zweck ein Schema
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entwickelt, um mit relativ kleinen Werten für N1, N2 und N3 ein äquidistantes Gitter
von Punkten in der ersten BZ zu generieren [93], welches auch als k-Punkte-Gitter
bezeichnet wird. Wichtig ist es, dass sich die Wellenfunktion zwischen den Punkten
nicht inhomogen verändert, weshalb für jedes Material die Wahl des k-Punkte Gitters
evaluiert werden sollte.
2.4.2. Qualität des ebenen-Wellen-Basissatzes
In VASP wird die Größe des Basissatzes aus ebenen Wellen durch die Abschneidenergie
(cutoff energy) Ecut, festgelegt. Es werden alle ebenen Wellen berücksichtigt, deren kine-
tische Energie kleiner ist als Ecut [94]. Mathematisch wird dies durch eine Beschränkung




> |k + K|. (2.58)
Die variationelle Qualität des Basissatzes hängt somit nur von Ecut ab. Je weiter die
ebene Welle vom k-Punkt entfernt ist, desto kleiner werden die Beiträge zur Gesamt-
energie. Je mehr ebene Wellen berücksichtigt werden, desto größer wird die Rechenzeit.
2.5. Das elastische Stoßbandverfahren
In der folgenden Arbeit werden Aktivierungsbarrieren für die Lithiumionenwanderung
in Festkörpern berechnet. Die Kristallstruktur des Übergangszustands liegt auf einem
(lokalen) Maximum entlang der Reaktionskoordinate und würde deshalb bei einer Geo-
metrieoptimierung immer zu einem (lokalen) Minimum optimiert werden. Damit dies
nicht passiert, wird das elastische Stoßbandverfahren (nudged elastic band (NEB)) ver-
wendet, um Übergangszustände zu bestimmen [95,96].
Für das NEB-Verfahren werden zunächst durch Interpolation mehrere Geometri-
en festgelegt, die einen Wanderungspfad zwischen Start- und Endstruktur darstellen.
Zwischen benachbarten Strukturen – beim NEB-Verfahren wird auch von Bildern ge-
sprochen – werden Federkräfte tangential Wanderungspfad angelegt. Dadurch wirken
entlang des Minimumenergiepfads die Kräfte zwischen den Bildern wie ein Gummiband.
Zusätzlich werden nur die radialen Komponenten der Hellmann-Feynmann-Kräfte be-
rücksichtigt. Dies bewirkt, dass keine Optimierung der Strukturen in das nächstgelegene
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lokale Minimum erfolgt. Die auf das i-te Bild wirkende Gesamtkraft
Fi = F Federi − ∇E(Ri,j)⊥ (2.59)
setzt sich zusammen aus der Federkraft F Federi und der projizierten Kraft auf die Atom-
positionen Rj des i-ten Bildes. Mithilfe des Kraftvektors Fi werden die Atompositionen
optimiert, ähnlich wie bei der bereits beschriebenen Geometrieoptimierung.
Eine Erweiterung des NEB-Verfahrens ist die des kletternden Bildes (climbing image
CI-NEB). Hierbei wird nach einigen Iterationen das Bild mit der höchsten Energie
bestimmt und anschließend die Energie für dieses Bild maximiert, indem die Federkräfte
auf null gesetzt werden. Dadurch kann mit weniger Optimierungsschritten ein genauerer
Minimumenergiepfad erhalten werde.
Unterscheidung verschiedener Typen von Maxima
Aufgrund der angelegten Federkräfte können die Atompositionen der Strukturen nicht
beliebig optimiert werden. Existiert entlang des gewählten Wanderungspfades auf der
Energiehyperfläche ein flacher Sattelpunkt zweiter Ordnung, so kann dieser als Maxi-
mum im Minimumenergiepfad als Resultat der NEB-Methode erhalten werden. Dass
es sich dabei um einen Sattelpunkt zweiter Ordnung handelt, ist nicht aus den Ergeb-
nissen der NEB-Rechnung ersichtlich (siehe auch Abbildung 2.2). Um zu prüfen, dass
die Struktur, die das Maximum repräsentiert, ein Sattelpunkt erster und nicht zweiter
Ordnung ist, muss die Berechnung des vibratorischen Frequenzspektrums durchgeführt
werden.
Bei der Frequenzrechnung wird die Änderung der Kraft auf die Atome bei Auslenkung
in alle drei Raumrichtungen untersucht. Eine negative Änderung der Kraft bedeutet,
dass die Energie für die Relaxation in die Auslenkungsrichtung abnimmt. Für jede
negative Änderung der Kraft wird jeweils eine imaginäre Frequenz erhalten. Wird nur
eine imaginäre Frequenz aus der Berechnung erhalten, so handelt es sich um einen
Sattelpunkt erster Ordnung und das Maximum des Minimumenergiepfads entspricht
dem Übergangszustand. Wird mehr als eine imaginäre Frequenz erhalten, so handelt es
sich um einen Übergangszustand höherer Ordnung, der keine physikalische Bedeutung
besitzt.
34




















Abbildung 2.2.: Ausgehend von denselben Start- und Endbildern können unterschiedli-
che Wanderungspfade erzeugt werden, die durch Optimierung zu zwei
verschiedenen Minimumenergiepfaden (MEP) führen können. Aller-
dings muss es sich bei den Maxima der MEP nicht zwangsläufig um
Sattelpunkte erster Ordnung auf der Energiehyperfläche handeln. Der
hier grau dargestellte Wanderungspfad weist entlang des MEP ein Ma-
ximum auf, bei der Berechnung des vibratorischen Frequenzspektrums
wird allerdings klar, dass es sich um einen Sattelpunkt zweiter Ord-
nung handelt. Dies ist durch die gestrichelte Linie angedeutet, welche
die Maxima der beiden MEP auf der Energiehyperfläche verbinden.
Eine Optimierung zu dem hier schwarz dargestellten Wanderungspfad,
der einen Sattelpunkt erster Ordnung besitzt, ist aber nicht aufgetre-








In der vorliegenden Arbeit liegt der Fokus auf den Übergangsmetalldichalkogeniden,
insbesondere den Titandichalkogeniden, die in der 1T-Struktur kristallisieren. Um mög-
lichst gute Ergebnisse aus der theoretischen Beschreibung dieser Materialien zu gewin-
nen, wird in diesem Kapitel großer Wert auf die Wahl des Austausch-Korrelationsfunk-
tionals gelegt. Dazu wird zunächst aus der Vielzahl an GGA-basierten Austausch-Kor-
relationsfunktionalen anhand der Strukturbeschreibung geschaut, welche Funktionale
für die Beschreibung in Frage. Zusätzlich wird geprüft, ob durch die Verwendung von
Korrekturtermen eine Verbesserung der Beschreibung erzielt werden kann. Anschlie-
ßend wird die gewählte Methode durch die Berechnung verschiedener elektronischer
und spektroskopischer Eigenschaften und den Vergleich dieser mit experimentellen Da-
ten evaluiert.
Die theoretische Beschreibung erfolgt mithilfe von VASP [81,97,98]. Neben der Me-
thode müssen das k-Punktegitter und die Cutoffenergie konvergiert werden. An der
Elementarzelle von TiS2 wurden diese Werte auf ein 6 × 6 × 3-Monkhorst-Pack-Gitter
und eine Cutoffenergie von 600 eV optimiert. Eine Visualisierung des Konvergenzver-
haltens bei Zunahme der k-Punkte und der Cutoffenergie ist in Anhang A gegeben. Im
Anhang D sind die Eingaben für alle folgenden Berechnungen dargelegt. Sind Abwei-
chungen von den angegebenen Parametern vorgenommen, ist dies an den entsprechen-
den Stellen im Text erwähnt.
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3.1. Strukturbeschreibung von TiX2 und LiTiX2
Wie aus dem Kapitel zur theoretischen Beschreibung von Festkörpern deutlich gewor-
den ist, wird für die folgenden Berechnungen eine Näherung für das Austausch-Korre-
lationsfunktional benötigt, da keine exakte Beschreibung des Funktionals bekannt ist.
Für die folgenden Untersuchungen an Lithiumtitandichalkogeniden ist eine möglichst
optimale Beschreibung über die gesamte Lithiumstöchiometrie 0 ≤ x ≤ 1 notwendig.
Daher ist es das Ziel dieses Abschnitts, eine Näherung zu ermitteln, die sowohl die
lithiierten als auch die delithiierten Systeme am besten beschreibt.
Um eine geeignete Näherung zu bestimmen, wurden mehrere im VASP-Programmco-
de implementierten und auf der generalisierten Gradientennäherung (GGA) beruhenden
Funktionale (AM05 [99–101], PBE [1], PBESOL [102], PW91 [59], revPBE [103] und
RPBE [104]) verwendet, um die Geometrie der (Li)TiX2-Systeme zu optimieren, wobei
mit X im Folgenden die Menge { S, Se, Te } gemeint ist. Zusätzlich wurde auch ein Hy-
bridfunktional (HSE06 [3]) herangezogen, das auf der Jacobs-Leiter zwei Sprossen über
den GGA-Funktionalen steht und somit eine bessere Näherung für das Austausch-Kor-
relationsfunktional darstellt [105]. Aus den optimierten Geometrien wurden die Abwei-
chungen zu den experimentellen Daten ermittelt [7,18,106]. Diese Abweichungen dienen
als erster Anhaltspunkt der Güte der Funktionale. Das Hauptaugenmerk liegt hierbei
auf dem Gitterparameter c, da dieser bei den delithiierten Systemen schwieriger zu be-
schreiben ist. Der Grund dafür sind die schwachen van der Waals-Wechselwirkungen,
die die TiX2-Schichten zusammenhalten. Für die nachfolgenden Berechnungen ist je-
doch eine gute Beschreibung der Geometrie unerlässlich, da die Ionenabstände einen
großen Einfluss auf die Aktivierungsbarriere der Lithiumionenwanderung haben.
Die graphische Darstellung der prozentualen Abweichung der optimierten zu den ex-
perimentellen Strukturen für den Gitterparameter c ist in Abbildung 3.1 dargestellt.
Aus Abbildung 3.1 wird deutlich, dass besonders die Beschreibung der delithiierten
Systeme problematisch ist. Um von einer guten Beschreibung des Systems sprechen zu
können, sollten Abweichungen von ±1 % nicht überschritten werden. Das einzige Funk-
tional, welches diesem Kriterium nahezu gerecht wird, ist das PBESOL-Funktional.
Dieses Funktional wurde so entwickelt, dass es die Vorteile der lokalen Dichtenähe-
rung (LDA) und des PBE-Funktionals vereint [2]. Laut der Arbeit aus der Van der
Ven-Gruppe zu diesem System, liefert das LDA-Funktional eine gute Beschreibung der
Sulfidverbindungen [10]. Sie erhalten für den Gitterparameter c einen Fehler von −2,2 %
für LiTiS2 und −3,9 % für TiS2. Eigene in VASP durchgeführte Geometrieoptimierun-
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Abbildung 3.1.: Prozentuale Abweichung des Gitterparameters c für TiX2 (links) und
LiTiX2 (rechts) mit X = { S(blau), Se(grau), Te(schwarz) } von ex-
perimentellen Referenzwerten [7, 18, 106]. Die Geometrien wurden je-
weils mit den in VASP implementierten GGA-Funktionalen und einem
Hybrid-Funktional (HSE06) optimiert. Die gestrichelte Linie zeigt die
gewünschte Abweichung von höchstens ±1 % an.
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gen mit dem LDA-Funktional ergeben Abweichungen für den Gitterparameter c von
−1,9 % und −4,6 % für die Strukturen von LiTiS2 bzw. TiS2. Das PBESOL-Funktional,
welches eine Kombination des LDA-Funktionals (Unterschätzung des Gitterparameters
c) und des PBE-Funktionals (Überschätzung des Gitterparameters c) ist, liefert auf-
grund einer Fehlerkompensation ein gutes Ergebnis. Das Hybridfunktional HSE06 lie-
fert im Vergleich zu den restlichen GGA-Funktionalen noch die besten Ergebnisse. Hier
sind Abweichungen von etwa 5 % für alle delithiierten Systeme und keine signifikanten
Abweichungen für die lithiierten Systeme zu beobachten. Allerdings ist die Verwen-
dung des HSE06-Funktionals für die Geometrieoptimierung mit einer Verzehnfachung
der Rechenzeit im Vergleich zu den GGA-Funktionalen verbunden. Da die Ergebnis-
se für das HSE06-Funktional nicht annähernd dem vorher festgelegten Gütekriterium
entsprechen, lohnt sich der zusätzliche Rechenaufwand nicht. Alle weiteren GGA-Funk-
tionale weisen Abweichungen von mehr als 10 % zu den experimentellen Werten auf.
Zufriedenstellende Ergebnisse liefert somit nur das PBESOL-Funktional.
Da die schlechte Beschreibung von van der Waals-Wechselwirkungen durch GGA-
Funktionale auf Grund ihrer lokalen Natur ein bekanntes Problem ist, wurden Disper-
sionskorrekturen entwickelt, die sich dieser Problematik annehmen. Die bekannteste
und am meisten genutzte Dispersionskorrektur ist die D3-Korrektur der Arbeitsgruppe
Grimme [4]. Im Programmcode von VASP ist neben der D3-Korrektur zusätzlich die
Dispersionskorrektur von Tkatchenko und Scheffler [5] (D-TS) implementiert. Um die
Güte der beiden in VASP implementierten Dispersionskorrekturen vergleichen zu kön-
nen, wurden mit dem PBE-Funktional beide Korrekturen getestet. Weitere Funktionale
wurden in Kombination mit der D3-Korrektur getestet. Da aber nicht für jedes Funk-
tional die Dispersionskorrektur-Parameter bestimmt wurden, können nicht alle Funk-
tionale betrachtet werden, für die die Ergebnisse ohne Korrekturen in Abbildung 3.1
dargestellt wurden.
In Abbildung 3.2 sind die Abweichungen zu den experimentellen Geometrien für die
mit Dispersionkorrektur optimierten Strukturen gezeigt. Der Einfluss der Dispersions-
korrektur ist bei den delithiierten Systemen größer. Aber auch auf die Geometrien der
lithiierten Systeme hat die Dispersionskorrektur einen Einfluss. Aus diesem Grund ist
für alle Funktionale zu beobachten, wie die Abweichung zu den experimentell ermit-
telten Strukturparametern für die delithiierten Systeme sinkt und für die lithiierten
Systeme steigt. Für alle Funktionale sinkt damit der durchschnittliche, absolute Feh-
ler im Vergleich zu den reinen GGA-Funktionalen außer für das PBESOL-Funktional.
Des Weiteren sind die Unterschiede der prozentualen Fehler zwischen lithiiertem und
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Abbildung 3.2.: Prozentuale Abweichung des Gitterparameters c für TiX2 (links) und
LiTiX2 (rechts) mit X = { S(blau), Se(grau), Te(schwarz) } von ex-
perimentellen Referenzwerten [7,18,106]. Die Geometrieoptimierungen
wurden mit den in VASP implementierten GGA-Funktionalen mit der
D3-Korrektur durchgeführt. Um beide Dispersionskorrekturen verglei-
chen zu können, wurden die Strukturen auch mit der PBE-D-TS-Me-
thode optimiert. Die gestrichelte Linie zeigt die gewünschte Abwei-
chung von höchstens ±1 % an.
delithiiertem System deutlich geringer. Dadurch ergibt sich ein konstanter Fehler über
die gesamte Lithiumstöchiometrie 0 ≤ x ≤ 1 und die mit Dispersionskorrektur erzeug-
ten Ergebnisse wären untereinander besser vergleichbar. Die Dispersionskorrektur von
Tkatchenko und Scheffler liefert im Vergleich zur D3-Korrektur schlechtere Ergebnisse.
Die durchschnittliche Abweichung für den Gitterparameter c mit dem PBE-Funktional
liegt für die D3-Korrektur bei −2,2 %, bei der D-TS-Korrektur hingegen bei −3,8 %.
Aus diesem Grund wird die D3-Korrektur in dieser Arbeit bevorzugt.
Keines der Funktionale liefert eine Abweichung von weniger als 1 % für alle Systeme.
Das PBESOL-Funktional liefert für die reinen GGA-Funktionale die geringste Abwei-
chung zu den experimentellen Daten. Unter Verwendung einer Dispersionskorrektur re-
sultiert aus der Verwendung der PBE-D3-Methode die bestmögliche Beschreibung. Aus
diesem Grund werden zunächst das PBESOL-Funktional wie auch die PBE-D3-Metho-
de in den nächsten Abschnitten berücksichtigt. Es ist allerdings nicht ausreichend, dass
die Funktionale nur die Strukturparameter gut beschreiben. Auch eine optimale Be-
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schreibung der elektronischen Eigenschaften der Systeme ist von Interesse, denn auch
diese haben einen Einfluss auf die Aktivierungsbarriere der Lithiumionenwanderung,
wie im folgenden noch gezeigt wird.
3.2. Elektronische Eigenschaften von TiS2 und LiTiS2
Dieser Abschnitt der Arbeit beschäftigt sich mit der Evaluation der Beschreibung der
elektronischen Eigenschaften der beiden Sulfide. Die Titandiselenid- und Titanditellu-
ridverbindungen werden an dieser Stelle nicht diskutiert, da es kaum experimentelle
Ergebnisse gibt, die zum Vergleich herangezogen werden können. Es ist davon auszu-
gehen, dass eine gute Beschreibung der Sulfidverbindung mit einer guten Beschreibung
der Selen- und Tellurverbindungen einhergeht. Es wird sich auf die Betrachtung der
PBE-D3-Methode und das PBESOL-Funktional beschränkt, da sich die anderen Funk-
tionale auf Grund der schlechten Strukturbeschreibung bereits als ungeeignet für die
Beschreibung von lithiierten und delithiierten Übergangsmetalldichalkogeniden heraus-
gestellt haben. Zunächst wird der magnetische Grundzustand von LiTiS2 betrachtet.
Daraus ergibt sich die Berücksichtigung der Hubbard-Korrektur neben der Dispersi-
onskorrektur für das PBE-Funktional. Dabei wird ein neuer Ansatz verwendet, um
den bei der Hubbard-Korrektur benötigten semiempirischen Parameter zu optimieren.
Anschließend wird unter Verwendung dieser Korrektur die Bandstruktur von TiS2 be-
rechnet.
3.2.1. Magnetischer Grundzustand von LiTiS2
LiTiS2 ist bei tiefen Temperaturen (< 100 K) ein Paramagnet [107]. Diese Eigenschaft
sollte von den theoretischen Berechnungen wiedergegeben werden können. Streng ge-
nommen lässt sich der paramagnetische Zustand jedoch in den theoretischen Berech-
nungen nicht direkt erzeugen, weil sich nur ferro- oder antiferromagnetische Zustände
simulieren lassen. Um eine Aussage machen zu können, ob es sich um einen paramagne-
tischen Grundzustand handelt, muss die Energie bei Beschreibung über einen ferro- und
einen antiferromagnetischen Zustand näherungsweise gleich sein. Des Weiteren müssen
diese energetisch günstiger als bei der Beschreibung von LiTiS2 als Diamagnet sein.
Wird LiTiS2 als offenschaliges System beschrieben, ergibt ausschließlich das Hybrid-
Funktional HSE06 einen ferromagnetischen Grundzustand. Bei einer 2×2×1-Superzelle
liefert das HSE06-Funktional nahezu dieselbe Energie für einen ferromagnetischen und
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antiferromagnetischen Zustand und beschreibt somit den magnetischen Grundzustand
von LiTiS2 korrekt. Die GGA-Funktionale konvergieren bei einer offenschaligen Rech-
nung jedoch zu einem diamagnetischen Zustand. Eine mögliche Lösung des Problems
liegt in der Verwendung der DFT+U-Methode [75,76] (siehe 2.2.5).
Zunächst werden alle in VASP implementierten DFT+U-Methoden getestet, für die
zunächst die zwei semiempirischen Parameter U und J bestimmt werden müssen. Für
die Methode von Dudarev [76] muss nur der Parameter Ueff = U −J optimiert werden.
Bei den anderen Methoden wird üblicherweise J = 1/10U gewählt und dieses Vorgehen
wird auch in dieser Arbeit verwendet.
Typischerweise wird der Wert von U optimiert, indem die berechnete der experi-
mentell bestimmte Bandlücke des betrachteten Materials angepasst wird. Da jedoch
die magnetische Eigenschaft von LiTiS2 von Interesse ist, wird der Wert von U bezüg-
lich dieser Eigenschaft optimiert. Ein experimenteller Wert für die Energiedifferenz des
dia- und ferromagnetischen Zustands steht dabei nicht zur Verfügung. Stattdessen wird
gegen einen Wert optimiert, der aus der Beschreibung des Systems mit dem HSE06-
Funktional resultiert. Mit dem HSE06-Funktional wurde der energetische Unterschied
zwischen einer diamagnetischen und einer ferromagnetischen Beschreibung des Systems
bestimmt. Mit der ferromagnetischen Beschreibung ist die Gesamtenergie des Systems
etwa 0,2 eV niedriger.
Für die Variation des Parameters U werden sowohl das PBESOL-Funktional als auch
die PBE-D3-Methode getestet, da diese die beste Übereinstimmung mit den experimen-
tellen Geometrien liefern. Für das PBESOL-Funktional wird beobachtet, dass der fer-
romagnetische Spinzustand für U -Werte kleiner als 10 eV nicht energetisch günstiger ist
als der diamagnetische Zustand. Der LDA-Anteil des Funktionals, der für die gute Be-
schreibung der Geometrie verantwortlich ist, beeinflusst an dieser Stelle wahrscheinlich
das Ergebnis negativ.
In Abbildung 3.3 ist der Energieunterschied zwischen dia- und ferromagnetischem Zu-
stand für das PBE-D3-Funktional in Abhängigkeit von U dargestellt. Mit der DFT+U-
Methode von Dudarev et al. [76] (LDAUTYPE = 2) liegt der Schnittpunkt mit ∆EHSE06
bei einem U -Wert von etwa 3,5 eV. Die beiden anderen Methoden basieren auf einer
Veröffentlichung von Liechtenstein et al. [75]. Für LDAUTYPE = 1 ergibt sich für
U ≈ 3,5 eV und J = 0,35 eV eine Energiedifferenz von 0,2 eV. Mit der anderen Imple-
mentierung (LDAUTYPE = 4) wird für U ≈ 5,5 eV und J = 0,55 eV ein energetischer
Unterschied zwischen den Spinzuständen von 0,2 eV erhalten. Da alle Methoden ver-
gleichbare Ergebnisse für den Parameter U liefern, aber für die Methode von Dudarev
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Abbildung 3.3.: Abhängigkeit der Energiedifferenz zwischen dem ferro- und diamagne-
tischen Zustand von LiTiS2 von U für die drei in VASP implementier-
ten DFT+U-Methoden [75, 76]. Durch das Setzen des Schlüsselwortes
LDAUTYPE wird aus diesen drei Methoden ausgewählt. Für LDAU-
TYPE=1 und LDAUTYPE=4 ist J = 1/10U , für LDAUTYPE=2 ist
J = 0. Die horizontal durchgezogene Linie zeigt die mit dem HSE06-
Funktional berechnete Energiedifferenz von 0,2 eV zwischen ferro- und
diamagnetischem Spinzustand an.
et al. der Wert für J nicht noch zusätzlich optimiert werden muss, wird diese Methode
im Folgenden verwendet.
Zusätzlich hat die Änderung der Beschreibung des Coulombenergie- und Austausch-
terms durch den Ueff-Parameter eine Auswirkung auf die optimierten Geometrien. In
Abbildung 3.4 sind die prozentualen Abweichungen des Gitterparameters c zu den ex-
perimentellen Daten für das PBE-Funktional mit und ohne D3-Korrektur sowie mit
und ohne DFT+U-Methode dargestellt. Für das lithiierte TiS2 sind sowohl für den fer-
romagnetischen als auch den diamagnetischen Zustand die Abweichungen dargestellt.
Die experimentellen Daten sind bei Temperaturen > 100 K aufgenommen, wo LiTiS2
in einem diamagnetischen Zustand vorliegt. Deshalb ist bei der Struktur vor allem der
Vergleich der Geometrieoptimierung mit diamagnetischem Grundzustand zum Experi-
ment von Interesse.
Die Abweichung des Gitterparameters c zu den experimentell bestimmten Geometri-
en ist für die PBE+U-D3-Methode am geringsten. Der Fehler von −1,47 % liegt nahe
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Abbildung 3.4.: Prozentuale Abweichung der optimierten Geometrie zu der experi-
mentell bestimmten Struktur für den Gitterparameter c für TiS2 und
LiTiS2. Die Gitterparameter wurden mit VASP basierend auf PBE mit
und ohne D3-Korrektur und DFT+U-Methode optimiert. Für LiTiS2
wurde sowohl für den ferromagnetischen (FM) als auch für den dia-
magnetischen (DM) Zustand die Struktur optimiert. Die gestrichelte
Linie zeigt die gewünschte Abweichung von höchstens ±1 % an.
an der gewünschten 1 %-Grenze, die für eine gute Beschreibung des Systems erreicht
werden sollte. Positiv fällt auf, dass die prozentuale Abweichung für TiS2 und LiTiS2
ähnliche Werte aufweist und somit von einem konstanten Fehler bei der Beschreibung
des Gitterparameters c von etwa −1,5 % über den Bereich von 0 bis 1 des Lithiumanteils
ausgegangen werden kann. Es wird demnach nicht nur der magnetische Grundzustand
durch die PBE+U-D3-Methode richtig beschrieben, sondern aufgrund des Korrektur-
terms U auch die Struktur. Somit ist die PBE+U-D3-Methode die bevorzugte Methode
für die nachfolgenden Beschreibungen der zu untersuchenden Systeme.
3.2.2. Bandstruktur von TiS2
Die fundamentale Bandlücke von TiS2 ist eine der am häufigsten untersuchten elektro-
nischen Eigenschaften dieses Materials. Es finden sich zahlreiche experimentelle [20–28]
und theoretische Veröffentlichungen [108–118] zu diesem Thema. TiS2 ist ein Halb-
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leiter mit einer kleinen indirekten Bandlücke, die je nach Veröffentlichung zwischen
0,18 eV [26] und 0,56 eV [28] liegt. In den auf theoretischen Simulationen basieren-
den Veröffentlichungen herrscht kein einheitliches Bild. In einigen Arbeiten resultieren
die Berechnungen an TiS2 in Halbleitereigenschaften, in anderen Veröffentlichungen
hingegen ist TiS2 ein Halbmetall mit einer schmalen Überlappung des Valenz- und
Leitungsbands.
Auf Basis der experimentellen Strukturparameter wurde mit dem PBE-Funktio-
nal mit und ohne DFT+U-Methode die Bandstruktur von TiS2 berechnet. Die Dis-
persionskorrektur hat auf die Berechnung der Bandstruktur keine Auswirkung und
wird deswegen an dieser Stelle nicht weiter berücksichtigt. Damit sich aber bei die-
sem aus Theoretikersicht strittigen Thema nicht nur auf GGA-basierende Funktio-
nale verlassen wird, wurde die Bandstruktur ebenso mit dem HSE06-Funktional be-
stimmt. Für das PBE-Funktional wurde die Bandstruktur entlang des k-Punktepfads
Γ −M −K − Γ − A− L−H − A berechnet, wie es für hexagonale Strukturen üblich
ist. Für die Berechnung mit dem HSE06-Funktional wurde ein 6 × 6 × 6-Monkhorst-
Pack-Gitter zu Grunde gelegt und die Wege zwischen den speziellen Punkten wurden
aus dem gleichmäßigen Gitter rekonstruiert.
Die erhaltenen Bandstrukturen sind in Abbildung 3.5 dargestellt. Für die mit dem
PBE-Funktional durchgeführten Berechnungen resultiert die elektronische Bandlücke
aus einem indirekten Übergang zwischen dem Valenz- und dem Leitungsband. Das Ma-
ximum des Valenzbandes befindet sich am Γ-Punkt eines Schwefel-p-Bands und das
Minimum des Leitungsbands liegt am L-Punkt eines Titan-d-Bands. An diesen beiden
Punkten wird aus denselben Bändern die indirekte Bandlücke für die Berechnungen mit
dem PBE-Funktional bei Verwendung der DFT+U-Methode und dem HSE06-Funktio-
nal erhalten. Dabei liegt das Ergebnis mit Verwendung der DFT+U-Methode mit einer
indirekten Bandlücke von 0,19 eV an der unteren Grenze der experimentellen Werte und
das Ergebnis des HSE06-Funktionals mit 0,55 eV an der oberen Grenze. Alle berechne-
ten Bandstrukturen sind sich sehr ähnlich, abgesehen von der Lage des Leitungsbands
bezüglich des Ferminiveaus. Die experimentell gemessenen Bandlücken lassen sich sehr
gut mit dem PBE-Funktional bei zusätzlicher Verwendung der DFT+U-Methode und
dem HSE06-Funktional reproduzieren. Mit dem unkorrigierten PBE-Funktional lässt
sich das experimentelle Ergebnis jedoch nicht reproduzieren.
Häufig wird der Parameter Ueff so angepasst, dass die Bandlücke mit der aus experi-
mentellen Messungen oder theoretisch hochwertigen Rechnungen (z. B. Quasi-Partikel-
oder Hybrid-Rechnungen) übereinstimmt. In dieser Arbeit konnte jedoch gezeigt wer-
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Abbildung 3.5.: Mit verschiedenen Methoden berechnete Bandstrukturen von TiS2
auf Grundlage der experimentellen Strukturparameter. Für das PBE-
Funktional wird die indirekte Überlappung eines Schwefel-p-Bands am
L-Punkt mit einem Titan-d-Band am Γ-Punkt beobachtet. Wird zu-
sätzlich die DFT+U-Methode verwendet, resultiert die Berechnung
in einer indirekten Bandlücke von 0,19 eV zwischen dem Γ- und dem
L-Punkt. Gleiches gilt für die Verwendung des HSE06-Funktionals mit
einer Bandlücke von 0,55 eV.
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den, dass auch die Anpassung an die Energiedifferenz zwischen ferro- und diamagneti-
schem Zustand eine Bandstruktur liefert, die mit den experimentellen Ergebnissen eine
gute Übereinstimmung aufweist.
3.3. Spektroskopische Eigenschaften
In diesem Abschnitt werden verschiedene spektroskopische Eigenschaften mit dem PBE-
Funktional und der PBE+U-D3-Methode berechnet und mit experimentellen Daten
verglichen. Zunächst werden die Quadrupolkopplungskonstante Cq und die chemische
Verschiebung ∆δ für 7Li betrachtet. Abschließend wird das Infrarot-Spektrum (IR-
Spektrum) für TiS2 betrachtet.
3.3.1. NMR-Parameter für Lithium
Mithilfe von VASP lassen sich die elektrischen Feldgradienten (EFG) fast ohne zusätz-
liche Rechenzeitkosten ermitteln. Aus diesen lässt sich durch einfache Umrechnung die
Quadrupolkopplungskonstante Cq bestimmen. Des Weiteren lässt sich störungstheore-
tisch auch die chemische Verschiebung ∆δ bestimmen.
Um eine bessere Genauigkeit zu erhalten, wurden sowohl für die Berechnung der
chemischen Verschiebung als auch der Quadrupolkopplungskonstanten die Cutoffener-
gie und das k-Punktegitter verdoppelt. Dementsprechend ist eine Cutoffenergie von
1200 eV und ein 12 × 12 × 6-Monkhorst-Pack-Gitter verwendet worden. Alle folgenden
Berechnungen wurden auf Basis der mit der jeweiligen Methode optimierten Struktur
durchgeführt. Des Weiteren wurde für Lithium eine Allelektronen-PAW verwendet, wie
es vom VASP-Handbuch bei der Betrachtung von NMR-Parametern empfohlen wird.
Um die chemische Verschiebung mit experimentellen Werten vergleichen zu können,
wird ein Referenzwert benötigt. Die Referenz für die experimentellen Werte ist eine
ein molare LiCl-Lösung [11,119]. Für die theoretischen Berechnungen wird als Referenz
ein LiCl-Festkörper verwendet. Der hierdurch entstehende Fehler beträgt laut experi-
mentellen Messungen −1,1 ppm [120].
In Tabelle 3.1 sind sowohl die theoretisch berechneten als auch die experimentell
bestimmten Quadrupolkopplungskonstanten Cq für verschiedene Lithiumanteile aufge-
führt. Es ist auffällig, dass mit abnehmendem Lithiumgehalt für die experimentellen
Werte jeweils eine Verringerung der Cq-Werte zu beobachten ist. Allerdings fällt diese
unterschiedlich stark aus, abhängig davon, welche experimentellen Werte als Grundlage
48
3.3. Spektroskopische Eigenschaften
Tabelle 3.1.: Berechnete und experimentelle Werte für Cq(7Li) in LixTiS2. Die Qua-
drupolkopplungskonstanten wurden sowohl mit der PBE+U-D3-Methode
als auch mit dem PBE-Funktional für den diamagnetischen (DM) und
ferromagnetischen Zustand (FM) berechnet.
Methode Cq(Li1TiS2) Cq(Li0,7TiS2) Cq(Li0,3TiS2)
/ kHz / kHz / kHz
PBE (DM) 47 44 37
PBE (FM) 39 39 36
PBE+U-D3 (DM) 39 30 18
PBE+U-D3 (FM) 25 14 13
Exp. [33] 31 ± 2 11 ± 2 < 5
Exp. [121] 29 13 –
Exp. [16] 29 25 11
genommen werden. Die Werte aus [33] und [121] zeigen ein sehr ähnliches Verhalten
und die Werte aus [121] liegen in dem Fehler, der in der Arbeit von Bredow et al. [33]
angegeben ist. Für die Arbeit von Silbernagel und Whittingham [16] zeigen die Werte
nur für Li1TiS2 eine Übereinstimmung. Allerdings weicht das beobachtete Verhalten
für einen niedrigeren Lithiumgehalt stark von den beiden anderen experimentellen Ar-
beiten ab.
Alle experimentelle Cq-Werte haben gemeinsam, dass sie mit sinkendem Lithiuman-
teil stark abnehmen. Im Gegensatz dazu lässt sich für das PBE-Funktional in Abhängig-
keit zum Lithiumanteil kaum eine Verringerung beobachten. Für den diamagnetischen
Zustand sinkt der Cq-Wert um 3 kHz bzw. um 10 kHz und für den ferromagnetischen
Zustand zunächst gar nicht und dann um 3 kHz. Die beiden auf der PBE+U-D3-Me-
thode basierenden Berechnungen weisen eine deutlich stärkere Reduzierung der Qua-
drupolkopplungskonstante auf. Für den diamagnetischen Zustand wird eine Reduktion
von 9 kHz und 21 kHz beobachte, für den ferromagnetischen Zustand von 11 kHz und
12 kHz. Sowohl die Werten für den dia- als auch den ferromagnetischen Spinzustand
weisen mit der PBE+U-D3-Methode eine besser Übereinstimmung mit den experimen-
tellen Daten auf, als die mit dem PBE-Funktional berechneten. Im Gegensatz zu den
Gitterparametern zeigt sich für die erhaltenen Ergebnisse mit der PBE+U-D3-Metho-
de für keinen der beiden Spinzustände eine deutlich bessere Übereinstimmung mit den
experimentellen Daten, die zum Teil selber ein sehr unterschiedliches Verhalten aufwei-
sen.
Die Ergebnisse für die chemische Verschiebung ∆δ(7Li) für LiTiS2 sind in Tabel-
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Tabelle 3.2.: Die berechnete chemische Verschiebung ∆δ(7Li) für LiTiS2 mit einem
LiCl-Festkörper als Referenz sowie ein experimentell bestimmter Wert.
Die Werte wurden für die PBE+U-D3-Methode und das PBE-Funktional








Exp. [11] 2,5 ± 5,0
Exp. [121] −1
Exp. [16] 12 ± 3
le 3.2 aufgeführt. Erneut wurden beide Spinzustände berücksichtigt und die Ergebnisse
mit dem PBE-Funktional und der PBE+U-D3-Methode bestimmt. Ebenso wie für die
Quadrupolkopplungskonstante stehen Daten aus mehreren experimentellen Veröffentli-
chung zur Verfügung, deren Werte stark voneinander abweichen. Alle experimentellen
Werte haben aber gemeinsam, dass die PBE+U-D3-Methode für den diamagnetischen
Zustand am besten mit ihnen übereinstimmt. Die mit dem PBE-Funktional und die
für den ferromagnetischen Zustand mittels der PBE+U-D3-Methode bestimmten Wer-
te liegen alle etwa 15 ppm über den Werten der chemischen Verschiebung, die für den
diamagnetischen Zustand mit der PBE+U-D3-Methode berechnet wurden.
Auch für die NMR-Parameter hat sich in Übereinstimmung mit den vorherigen be-
rechneten Eigenschaften gezeigt, dass die beste Beschreibung mit dem PBE-Funktional
in Kombination mit Dispersionskorrektur und Korrekturterm U gelingt. Des Weite-
ren konnte bei den Berechnungsergebnissen zusätzlich beobachtet werden, dass mit der
PBE+U-D3-Methode für den ferromagnetischen Fall die Elektronen an einzelnen Titan-
ionen lokalisiert werden. Dadurch entstehen Ti3+-Ionen und Ti4+-Ionen. Im Gegensatz
dazu liefert das PBE-Funktional für den ferromagnetischen Zustand eine gleichmäßige
Verteilung der Elektronendichte auf den Titanatomen.
3.3.2. IR-Banden von TiS2
Eine weitere zu untersuchende spektroskopische Eigenschaft ist das IR-Spektrum von
1T-TiS2. Dieser Abschnitt befasst sich mit dem IR-Spektrum des delithiierten Systems.
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Dieses wurde bereits in einigen experimentellen Arbeiten bestimmt [29–32] und stellt
somit eine gute Grundlage für einen weiteren Vergleich mit experimentellen Daten dar.
Es ist notwendig, die Berechnung des Frequenzspektrums auf Basis der mit der je-
weiligen Methode optimierten Geometrie durchzuführen, da das berechnete Spektrum
abhängig von der Lage der Struktur auf der Energiehyperfläche ist. Ist die Struktur
nicht ein lokales Minimum, so werden die Ergebnisse verfälscht. Für das reine PBE-
Funktional ist demnach eine größere Abweichung zum Experiment zu erwarten, da sich
der größere Fehler in den Gitterparametern (s. Abschnitt 3.1) indirekt auch auf die
Frequenzen auswirkt.
Tabelle 3.3.: Experimentelle und berechnete IR-Moden von 1T-TiS2. Die IR-Moden
wurden sowohl mit der PBE+U-D3-Methode als auch mit dem PBE-Funk-
tional berechnet.
Symmetrie Exp. / cm−1 PBE+U-D3 / cm−1 PBE / cm−1
A1g 335a, 336b, 332c, 343d 336 302
Eg 232a, 232b, 236c, 240d 245 228
a [29], b [30], c [31], d [32]
In Tabelle 3.3 sind die experimentellen und die theoretisch bestimmten IR-Moden
aufgeführt. 1T-TiS2 besitzt eine D3d-Punktsymmetrie. Daraus ergeben sich insgesamt
vier Moden. Es sind jedoch nur zwei dieser Moden IR-aktiv. Aus diesem Grund be-
schränkt sich der Vergleich mit den theoretischen Werten auf die A1g- und Eg-Moden.
Bezüglich der A1g- und Eg-Moden weist die PBE+U-D3-Methode einen durchschnittli-
chen Fehler von 2,6 % auf. Im Vergleich dazu liegt der Fehler mit dem PBE-Funktional
bei 6,6 %. Die mit der PBE+U-D3-Methode erzielten Ergebnisse stimmen erneut besser
mit den experimentellen Daten überein als die Ergebnisse, die aus der Beschreibung
mit dem PBE-Funktional resultieren.
3.4. Zusammenfassung
In diesem Kapitel wurde sich mit der Bestimmung einer geeigneten Methode zur Be-
schreibung von lithiierten und delithiierten Titandichalkogeniden in VASP befasst und
diese anschließend getestet. Die beste Beschreibung liefert das PBE-Funktional in Kom-
bination mit der D3-Dispersionskorrektur und der DFT+U-Methode mit Ueff = 3,5 eV
für das Titan d-Orbital. Die Notwendigkeit einer Dispersionskorrektur wurde bei dem
Vergleich der optimierten Struktur für delithiierte Titandichalkogenide deutlich, da fast
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Tabelle 3.4.: Prozentuale Abweichung des mit der PBE+U-D3-Methode bestimmten
Gitterparameters c für TiX2 und LiTiX2 mit X = { S, Se, Te } von expe-
rimentellen Referenzwerten [7, 18,106].
∆c / %
x LixTiS2 LixTiSe2 LixTiTe2
0 −1,5 −0,6 −1,6
1 −2,0 −2,3 −2,8
alle unkorrigierten Funktionale eine schlechte Beschreibung lieferten. Unter Verwen-
dung der D3-Korrektur zeigten alle Funktionale eine verbesserte Beschreibung dieser
Systeme. Der Korrekturterm U ist notwendig, da die auf GGA basierenden Funktionale
den magnetischen Grundzustand von LiTiS2 nicht richtig wiedergaben. Der verwendete
Wert für Ueff wurde so optimiert, dass mit der PBE-D3-Methode der ferromagneti-
sche Zustand energetisch bevorzugt wird. Der Parameter Ueff wurde basierend auf den
Ergebnissen von Hybrid-Rechnungen mit dem HSE06-Funktional optimiert.
Anschließend wurden das PBE-Funktional und die PBE+U-D3-Methode für weitere
Eigenschaften dem Experiment gegenübergestellt. Es wurden der Gitterparameter c, die
Bandstruktur von TiS2, die Quadrupolkopplungskonstante Cq und die chemische Ver-
schiebung ∆δ von Lithium sowie das IR-Spektrum von TiS2 betrachtet. Dabei konnte
für die PBE+U-D3-Methode für jede dieser Größen bzw. Spektren eine bessere Überein-
stimmung mit den experimentellen Daten beobachtet werden als mit dem reinen PBE-
Funktional. Wurden die dia- und ferromagnetischen Zustände betrachtet, dann lieferte
der diamagnetische Zustand eine bessere Übereinstimmung mit den experimentellen
Daten. Dies klingt zunächst nach einem Widerspruch, da der magnetische Grundzu-
stand paramagnetisch ist. Der paramagnetische Zustand tritt aber nur bei niedrigen
Temperaturen auf. Die experimentellen Ergebnisse wurden im Allgemeinen bei Tempe-
raturen bestimmt, bei denen LiTiS2 in einem diamagnetischen Zustand vorliegt.
Es lässt sich feststellen, dass mit der Kombination von PBE-Funktional, D3-Dis-
persionskorrektur und DFT+U-Methode eine geeignete Beschreibung für LixTiS2 im
Bereich von 0 ≤ x ≤ 1 gefunden wurde. Auch für die Diselenid- und Ditelluridver-
bindungen sollte die PBE+U-D3-Methode eine gute Beschreibung liefern, auch wenn
sich die Beschreibung nur für die Gitterparameter testen ließ. Die Abweichung des Git-
terparameters c von den experimentellen Werten für die PBE+U-D3-Methode sind in




Im Anschluss an die Methodenevaluation soll die PBE+U-D3-Methode nun genutzt
werden, um verschiedene Übergangsmetalldichalkogenide hinsichtlich ihrer Eignung als
Lithiumioneninterkalat zu untersuchen. Hierfür werden Eigenschaften auf makroskopi-
scher Ebene, die Veränderung der Gitterparameter und die Spannung bei veränderli-
chem Lithiumgehalt, genutzt. Zusätzlich zu den Titandichalkogeniden, die bei der Me-
thodenevaluation betrachtet wurden, werden hier auch Vanadium- und Tantaldichalko-
genide betrachtet. Zum einen soll die Frage beantwortet werden, ob welches der Über-
gangsdichalkogenide als Kathodenmaterial am besten geeignet ist und zum anderen
wird untersucht, ob sich ein Trend der Eigenschaften mit Änderung der Gruppe oder
auch der Periode beobachten lässt. Alle Übergangsmetalldichalkogenide, die im folgen-
den betrachtet werden, kristallisieren in derselben Struktur, weswegen gut die Abhän-
gigkeit der Eigenschaften vom Übergangsmetall und Chalkogenid untersucht werden
kann.
4.1. Übergangsmetalldichalkogenide
Für die Simulation der Vanadium- und Tantalverbindungen wird zunächst, analog
zu den Titanverbindungen, der Ueff-Parameter für die jeweilige Sulfidverbindung be-
stimmt. Mit dieser soll eine möglichst gute Beschreibung des Systems erzielt werden.
Anschließend werden 2 × 2 × 2-Superzellen aller Materialien bezüglich der Verände-
rung des Gitterparameters und der Spannungskurve bei veränderlichem Lithiumanteil
betrachtet.
4.1.1. Ueff-Parameter für Vanadium und Tantal
Wie aus der Ueff-Parameter-Bestimmung für Titan deutlich geworden ist, ist es aus-
reichend, die Energiedifferenz des ferro- und diamagnetischen Zustand der lithiierten
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Übergangsmetalldisulfidverbindung bezüglich des Wertes der HSE06-Rechnung zu op-
timieren. Diese Erkenntnis wurde im Folgenden auf Tantal und Vanadium übertragen.
Mithilfe des HSE06-Funktionals wurde die Energiedifferenz zwischen dem ferro- und















































Abbildung 4.1.: Energiedifferenz des ferro- und diamagnetischen Zustand für LiTaS2
(links) und LiVS2 (rechts) für verschiedene Ueff-Werte. Die schwarze
waagerechte Linie kennzeichnet die Energiedifferenz, die aus HSE06-
Rechnungen resultiert. Es ergibt sich ein Ueff-Wert von 2,25 eV für Tan-
tal und 3,1 eV für Vanadium.
In Abbildung 4.1 ist die Energiedifferenz zwischen ferro- und diamagnetischem Zu-
stand in Abhängigkeit des Ueff-Wertes dargestellt und zusätzlich die mit dem HSE06-
Funktional bestimmte Differenz. Aus dem Schnittpunkt dieser beiden Kurven lässt sich
der Ueff-Parameter für Tantal und Vanadium ablesen. Es ergibt sich Ueff(V) = 3,1 eV
und Ueff(Ta) = 2,25 eV. Diese Werte sind in guter Übereinstimmung mit früheren theo-
retischen Arbeiten, die GGA+U -Methoden auf diese Übergangsmetalle anwenden. In
der Veröffentlichung von Jiang und Falk [122] wird für Vanadium ein GGA-Funktional
und ein optimierter Ueff-Wert von ≈ 3,0 eV für die Beschreibung von Li1+xV3O8 ver-
wendet. In der Arbeit von Darancet et al. [123] wird für die Beschreibung von TaS2 ein
optimierter Ueff-Wert von 2,27 eV für Tantal verwendet. Für Tantal ist der diamagne-
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tische Zustand stabiler, wohingegen bei Vanadium der ferromagnetische Zustand eine
niedrigere Energie aufweist.
Tabelle 4.1.: Vergleich des experimentellen Gitterparameters c mit dem aus der Geo-
metrieoptimierung resultierendem Gitterparameter für die PBE+U-D3-
Methode mit den zuvor bestimmten Ueff-Werten von Ueff(Ta) = 2,25 eV
und Ueff(V) = 3,1 eV.
cexp / Å ctheo / Å ∆c / %
TaS2 6,04a, 5,862b 5,769 −4,5, −1,59
LiTaS2 6,475a 6,33 −2,24
TaSe2 6,348a, 6,241b 6,123 −3,54, −1,89
LiTaSe2 6,817a 6,637 −2,64
TaTe2 6,694c 6,728 0,50
LiTaTe2 7,175c 7,004 −2,39
VS2 5,755d 5,652 −1,78
LiVS2 6,139d 6,037 −1,67
VSe2 6,10a 6,035 −1,06
LiVSe2 6,356a 6,307 −0,77
VTe2 6,445c 6,466 0,33
LiVTe2 6,786c 6,702 −1,24
a [7], b [41], c [42], d [40]
Zur Validierung der bestimmten Ueff-Parameter wurden die Gitterparameter für die
Tantal- und Vanadiumdichalkogenide mit und ohne interkaliertem Lithium bestimmt
und mit experimentellen Werten verglichen. Die experimentellen Werte und die pro-
zentuale Abweichung der hier bestimmten Gitterparameter zu diesen sind in den Ta-
bellen 4.1 und 4.2 aufgeführt. Die Abweichungen bewegen sich im Bereich von −3 bis
1,5 %. Ausnahmen sind hierbei der Gitterparameter a von LiVTe2, der die höchste bis-
her beobachtete Abweichung von 7,57 % für diese Methode hat. Die Veröffentlichung
von Guzman et al. [42] lässt keine Schlüsse zu, dass diese hohe Abweichung durch die
experimentellen Werte zustande kommt. Es konnten allerdings auch keine weiteren ex-
perimentellen Gitterparameter für LiVTe2 gefunden und zum Vergleich herangezogen
werden. Weitere hohe Abweichungen der experimentellen und theoretisch berechneten
Gitterparameter konnten für den Gitterparameter c von TaS2 und TaSe2 mit jeweils
−4,5 % und −3,54 % zu den Ergebnissen von Whittingham et al. [7] beobachtet wer-
den. Für TaS2 und TaSe2 sind die Werte in der Literatur allerdings nicht eindeutig.
Für Tantaldisulfid finden sich Gitterparameter in einer weiteren experimentellen Ar-
beit. In der Arbeit von Suzuki et al. [41] wurde für TaS2 ein Gitterparameter c von
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Tabelle 4.2.: Vergleich des experimentellen Gitterparameters a mit dem aus der Geo-
metrieoptimierung resultierendem Gitterparameter für die PBE+U-D3-
Methode mit den zuvor bestimmten Ueff-Werten von Ueff(Ta) = 2,25 eV
und Ueff(V) = 3,1 eV.
aexp / Å atheo / Å ∆a / %
TaS2 3,340a, b 3,364 0,73
LiTaS2 3,340a 3,344 0,11
TaSe2 3,436a, b 3,481 1,32
LiTaSe2 3,477a 3,503 0,76
TaTe2 3,624c 3,653 0,81
LiTaTe2 3,752c 3,808 1,49
VS2 3,218d 3,179 −1,20
LiVS2 3,381d 3,293 −2,60
VSe2 3,35a 3,325 −0,76
LiVSe2 3,584a 3,49 −2,63
VTe2 3,598c 3,583 −0,42
LiVTe2 3,606c 3,879 7,57
a [7], b [41], c [42], d [40]
5,862 Å gemessen, von dem der hier bestimmte Gitterparameter nur um −1,59 % ab-
weicht. Weitere Veröffentlichungen berichten ebenfalls von Werten zwischen 5,85 und
5,9 Å für den Gitterparameter c für TaS2 [124–127]. Eine sehr ähnliche Situation liegt
für Tantaldiselenid vor. Auch hier wurden experimentelle Werte von Suzuki et al. [41]
veröffentlicht, die zu den hier berechneten in deutlich weniger Abweichung resultieren.
Für den Gitterparameter c von TaSe2 wurde ein Wert von 6,241 Å gemessen, von dem
der hier bestimmte Gitterparameter nur um −1,89 % abweicht. Ein sehr ähnlicher Wert
(6,272 Å) findet sich auch in der Veröffentlichung von Bjerkelund und Kjekshus [128]. Es
lässt sich feststellen, dass mit der gewählten Methode und den bestimmten Ueff-Werten
die Struktur der Tantal- und Vanadiumdichalkogenide sowohl für die lithiumhaltigen
als auch die lithiumarmen Verbindungen ähnlich gut beschrieben werden wie bei den
Titandichalkogeniden.
4.1.2. Untersuchung von 2 × 2 × 2-LixMX2-Superzellen
Im folgenden Abschnitt werden die verschiedenen Übergangsmetalldichalkogenide an-
hand ihrer Volumenänderung und ihrer Zellspannung bei der Interkalation von Li-
thium auf ihre Eignung als Batteriematerial untersucht. Von Interesse ist hierbei ei-
ne möglichst hohe und gleichbleibende Zellspannung sowie ein möglichst unveränder-
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tes Volumen in Abhängigkeit vom Lithiumgehalt. Zu diesem Zweck wurde zunächst
mithilfe des in CRYSTAL14 enthaltenen Tools CONFRAND für die zu untersuchen-
den 2 × 2 × 2-1T-Superzelle alle nicht symmetrieäquivalenten Lithiumkonfiguration für
0 ≤ x ≤ 1 bestimmt. Diese wurden anschließend in VASP für alle Kombinationen aus
Übergangsmetall und Chalkogenide optimiert. Dabei ergeben sich für jedes Übergangs-
metalldichalkogenid insgesamt 22 symmetrieinäquivalente Strukturen. Die Auswertung
erfolgt unter der Annahme von boltzmannverteilten Größen, sodass bei der Berech-
nung der Spannung und des Volumens die Energie des Systems und die Multiplizität
miteinbezogen wird.
Zellvolumen
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Abbildung 4.2.: Abhängigkeit des Zellvolumens vom Lithiumgehalt x in verschiedenen
Übergangsmetalldichalkogeniden.
In Abbildung 4.2 ist die Änderung des Zellvolumens in Abhängigkeit vom Lithiumge-
halt für die verschiedenen Lithiumübergangsmetalldichalkogenide dargestellt. Allen drei
Übergangsmetallverbindungen ist gemein, dass die Volumenänderung für die Schwefel-
und Selenverbindung einen ähnlichen Kurvenverlauf hat, wobei die absolute Volumen-
zunahme für die Vanadiumverbindung gegenüber den Tantal- und Titanverbindungen
leicht erhöht ist. Für alle drei Übergangsmetallverbindungen ist ebenfalls die durch-
schnittliche Volumendifferenz zwischen den Schwefel- und Selenverbindungen ähnlich.
Die durchschnittliche Volumendifferenz für die Tellurverbindungen ist für Vanadium
und Tantal gleich und geringer als für Titan. Der größte Unterschied zwischen den
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Tabelle 4.3.: Prozentuale maximale Volumenzunahme bei der Lithiuminterkalation in
Übergangsmetalldichalkogenide
Übergangsmetall- Volumenzunahme bei










Übergangsmetallverbindungen zeigt sich in den absoluten Werten für das Zellvolumen.




geringeres Zellvolumen als die
Tantal- und Titanverbindungen. Die Tantal- und Titanverbindungen hingegen weisen
nahezu identische Werte auf, wobei das Volumen der Titanverbindungen meist etwas
größer ist.
Auf Basis der Volumenänderung der Elementarzelle wären alle Selen- und Schwe-
felverbindungen geeignet für eine Batterie, denn es ist keine starke Ausdehnung bei
der Lithiuminterkalation zu beobachten. Wird von der prozentualen maximalen Aus-
dehnung ausgegangen, wäre TiS2 mit einer Ausdehnung von 7,3 % am besten als In-
terkalationsmaterial geeignet. Bei Tantaldisulfid wird eine Volumenzunahme von 9,7 %
beobachtet, Vanadiumdisulfid hingegen weist bei der Interkalation von Lithium sogar
einen doppelt so großen Zuwachs von 14,6 % auf. Die Selenverbindungen weisen einen
leicht erhöhten Volumenzuwachs von 9,6 % (TiSe2), 10,8 % (TaSe2) und 15,1 % (VSe2)
im Vergleich zu ihren Schwefeläquivalenten auf. Nicht berücksichtigt wurde an dieser
Stelle der Unterschied des Gesamtvolumens zwischen den verschiedenen Übergangs-
metallen. Dies ist ebenfalls von Interesse, kann aber erst im Zusammenspiel mit der
Zellspannung bewertet werden.
Zellspannung
Aus den Geometrieoptimierungen lässt sich zunächst die Ruhespannung (UOC) bestim-
men. Die Ruhespannung entspricht der Spannung, die im Grenzfall wird, wenn beim
Schließen des Stromkreises der innere Widerstand des Interkalationsmaterials gleich
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null ist. Die Leerlaufspannung wird auch als elektromotorische Kraft bezeichnet und
berechnet sich bei den vorliegenden Ergebnissen für die 2 × 2 × 2-Superzelle über die
Gleichung
UOC = −
E(LixM8X16) − E(M8X16) − x · E(Libcc)
x · z , (4.1)
wobei z die Ladungszahl ist, die im Fall der Lithiumionenbatterie den Wert 1 annimmt.
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Abbildung 4.3.: Abhängigkeit der elektrischen Ruhespannung UOC in Abhängigkeit vom
Lithiumgehalt x in verschiedenen Übergangsmetalldichalkogeniden.
In Abbildung 4.3 ist die Veränderung der Ruhespannung mit dem Lithiumgehalt ge-
zeigt. Für die Titandichalkogenide wird ein leichter, gleichmäßiger Abfall der Spannung
mit zunehmendem Lithiumanteil beobachtet. Bei den Tantal- und Vanadiumdisulfiden
und -diseleniden steigt die Spannung mit zunehmendem Lithiumgehalt bis zu x = 0,5
an. Anschließend sinkt die Spannung wieder ab, wobei die Ruhespannung für x ≈ 0
und x ≈ 1 in etwa den gleichen Wert annimmt. Für die Telluride von Tantal und
Vanadium ist das Verhalten deutlich anders. Zunächst wird ein starker Anstieg der
Spannung beobachtet, bis der Lithiumgehalt den Wert 0,25 erreicht, und anschließend
sinkt die Spannung mit zunehmendem Lithiumgehalt wieder auf ihren ursprünglichen
Wert ab. Dabei liegt die Spannungsspitze bei x = 0,25 teilweise über der Spannung
der anderen Dichalkogenidverbindungen. Bis auf diese Ausnahme ist die Spannung für
alle Telluride niedriger als für die Selenide, die wiederum niedriger liegt als die der
Schwefelverbindungen.
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Diese Arbeit Nach Abbildung 2 aus [43]
Nach Abbildung 1 aus [47] Nach Abbildung 8 aus [48]
Abbildung 4.4.: Leerlaufspannungskurven in Abhängigkeit des Lithiumgehalts x für
verschiedene Übergangsmetalldichalkogenide aus dieser Arbeit und an-
deren veröffentlichten experimentellen Ergebnissen [43,47,48].
Zu erwarten wäre für die Tantal- und Vanadiumdichalkogenide ein Verlauf ähnlich
dem der Titandichalkogenide, denn die Spannung müsste kontinuierlich abnehmen. Dies
lässt sich auch mit Ergebnissen aus der Literatur belegen. Hier finden sich einige expe-
rimentell bestimmte Ruhespannungen für Titandisulfid, -diselenid, Vanadiumdisulfid,
-diselenid sowie Tantaldisulfid [43, 47, 48]. In Abbildung 4.4 sind die experimentellen
Werte zusammen mit denen in dieser Arbeit bestimmten Werte aufgetragen. Die expe-
rimentellen Leerlaufspannungen weisen alle einen mit zunehmendem Lithiuminterkala-
tionsgrad abfallenden oder zumindest gleichbleibenden Verlauf auf.
Für die Titandichalkogenide wird eine gute Übereinstimmung mit den experimentel-
len Daten beobachtet. Zwar sind die in dieser Arbeit berechneten Leerlaufspannungen
weniger vom Lithiumanteil abhängig als im Experiment beobachtet, die Zahlenwerte lie-
gen aber im Bereich der experimentellen Daten. Für Tantaldisulfid und die Vanadium-
dichalkogenide wird im Vergleich mit den experimentellen Daten ein entgegengesetztes
Verhalten für einen Lithiumanteil kleiner als 0,5 beobachtet. Für Vanadiumdiselenid ist
die Abweichung besonders groß. Experimentell wurde für dieses Interkalationsmaterial
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ein vom Lithiumgehalt unabhängiges Verhalten beobachtet [47,48]. Werden für Tantal-
und Vanadiumdisulfid nur die Leerlaufspannungen für x > 0,5 mit den Werten aus der
Arbeit von Whittingham [47] verglichen, ist der Verlauf der berechneten UOC ähnlich.
Für fast alle Materialien ist zu beobachten, dass die Übereinstimmung mit den expe-
rimentellen Daten mit steigendem Lithiumgehalt zu nimmt. Ausgehend davon scheint
die Beschreibung der Energie der lithiierten Vanadium- und Tantaldichalkogenide mit
der gewählten Methode besser zu sein als für die delithiierten Systeme.
Aus den vorliegenden Ergebnissen der Geometrieoptimierungen können ebenfalls die
Klemmspannung (USOC) bestimmt werden. Die Klemmspannung ist die tatsächlich er-
zeugte Spannung. Für den Entladevorgang ergibt sie sich über die Gleichung
USOC = −
E(LixM8X16) − E(Lix−1M8X16) − E(Libcc)
z
. (4.2)





















Abbildung 4.5.: Abhängigkeit der Klemmspannung USOC in Abhängigkeit vom Lithi-
umgehalt x in verschiedenen Übergangsmetalldichalkogeniden. Die ge-
strichelte Linie zeigt die Leerlaufspannung UOC, die theoretisch das
obere Limit der Klemmspannung anzeigt.
In Abbildung 4.5 sind die berechneten Klemmspannungen für die Übergangsmetall-
dichalkogenide in Abhängigkeit vom Lithiumgehalt aufgetragen. Zusätzlich ist durch
eine gestrichelte Linie jeweils die Leerlaufspannung angedeutet, da diese prinzipiell die
obere Grenze der Klemmspannung darstellt. Allerdings ist dies nur für die Titandichal-
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kogenide der Fall. Für die Tantal- und Vanadiumdichalkogenide ist insbesondere im
Bereich x ≤ 0,5 die Klemmspannung höher als die Leerlaufspannung. Da für die Be-
rechnung der Klemmspannung jeweils die Energie des geringer lithiierten Systems als
Referenz für jeden Punkt verwendet wird, verstärkt sich der bereits in Abbildung 4.3
beobachtete Fehler für x < 0,5. Für x > 0,5 gilt die Bedingung UOC ≥ USOC. Interessant
sind die negativen Spannungen für vollständig lithiiertes TaSe2 und TaTe2 sowie VTe2.
Ein Lithiumgehalt von x > 0.875 scheint mittels einer elektrochemischen Lithiierung
nicht erreichbar zu sein.
Fraglich ist die Ursache des Fehlers bei den Tantal- und Vanadiumdichalkogeniden.
Die Wahl des k-Punkte-Gitters ist für alle Übergangsmetalldichalkogenide gleich und
für die Titandichalkogenide ergeben sich mit diesem gute Ergebnisse. Da die Gitter-
parameter aller Übergangsmetalldichalkogenide sehr ähnlich sind, sollte das gewählte
k-Punktegitter für alle Materialien ausreichend sein. Dasselbe gilt für die gewählte
Cutoffenergie. Die angegebenen Minimums- und Maximumswerte für die Cutoffener-
gie sind für alle Übergangsmetalle ähnlich und die verwendete Cutoffenergie ist bereits
mehr als doppelt so groß wie der angegebene Maximumswert für alle Übergansgmetalle.
Auch die Wahl der Superzelle steht als Ursache nicht in Verdacht, da gute Ergebnisse
für die Titandichalkogenide erzeugt werden und es keine Notwendigkeit gibt, diese bei
Veränderung des Übergangsmetalls zu vergrößern.
In Frage für den Fehler kommt eigentlich nur die gewählte Methode. Für LiTiS2
und TiS2 wurde die Methode ausführlich evaluiert, auch in Hinblick auf elektroni-
sche Eigenschaften des Materials. Für die Tantal- und Vanadiumdichalkogenide wurde
angenommen, dass die Methode ebenfalls eine gute Wahl sei, aber die elektronisch-
en Eigenschaften wurden nicht weiter untersucht. Auch haben Vanadium und Tantal
ein d-Valenzelektron mehr als Titan, weshalb es sein kann, dass für die delithiierten
Systeme ein offenschaliger Spinzustand hätte berücksichtigt werden müssen, denn zu-
mindest für LiVS2 ist der ferromagnetische Spinzustand energetisch günstiger als der
diamagnetische. Eine stichprobenartige Rechnung für TaTe2, dem problematischsten
der hier beschriebenen Übergangsmetalldichalkogenide, resultiert für alle Konfigura-
tionen in keiner Veränderung mit einem offenschaligen Spinzustand. Die erhaltenen
Energien waren die selben wie zuvor auch. Die Berechnungen weisen für keine der
Konfigurationen eine Differenz zwischen α und β-Spin auf. Weitere stichprobenhafte
Rechnungen für TaS2, deren Rechenzeit günstiger ist als TaTe2, mit festgelegter Dif-
ferenz zwischen α und β-Spin liegen zwischen 0,1 eV und 0,9 eV höher in der Energie.
Es wurde angenommen, dass bei voller Lithiuminterkalation keine Differenz zwischen
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α und β-Spin existiert. Auch der umgekehrte Fall wurde zur Überprüfung betrachtet,
wobei die Energien zwischen 1 eV und 2 eV höher waren.
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Diese Arbeit Nach Abbildung 41 aus [129]
Nach Abbildung 6 aus [46] Nach Abbildung 1, 2 und 4 aus [45]
Abbildung 4.6.: Klemmspannungskurven in Abhängigkeit des Lithiumgehalts für ver-
schiedene Übergangsmetalldichalkogenide aus dieser Arbeit und ande-
ren veröffentlichten experimentellen Ergebnissen [45,46,129].
Auch für die Klemmspannung finden sich in der Literatur für Lithiumtitandisulfid,
-vanadiumdisulfid und -vanadiumdiselenid experimentell bestimmte Entladekurven [44–
46]. Diese sind zusammen mit den Klemmspannungen in der hier bestimmten Arbeit
in Abbildung 4.6 aufgetragen.
Für die Klemmspannung wird nur für Titandisulfid eine gute Übereinstimmung mit
den Ergebnissen der Veröffentlichung von Onuki et al. [46] beobachtet. Die Werte aus
der Veröffentlichung von Murphy [45] liegen aber deutlich niedriger und der Verlauf
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der Kurven ist unterschiedlich. Für Vanadiumdisulfid stehen nur Werte aus dieser Ver-
öffentlichung zur Verfügung und es wird keine Übereinstimmung der hier berechne-
ten Klemmspannung beobachtet. Bei Vanadiumdiselenid liefern alle Veröffentlichungen
ähnliche Werte, die mit den hier berechneten Werten in guter Übereinstimmung stehen.
Leider ist das Verhalten in Abhängigkeit des Lithiumgehalts für alle experimentellen
Daten unterschiedlich und auch keines der experimentellen Ergebnisse stimmt mit dem
hier beobachteten Verhalten überein.
4.2. LixTiS2 mit x > 1
In diesem Abschnitt wird die Lithiumioneninterkalation in TiS2 mit einem Lithium-
gehalt von bis zu 3 Lithiumionen pro Elementarzelle untersucht. Mit diesem Thema
hat sich bereits eine experimentelle Arbeit von Suslov et al. [19] befasst. Dabei stufen
sie TiS2 bei der Interkalation von mehr als einem Lithiumion pro Elementarzelle als
vielversprechendes Batteriematerial ein. Die Ergebnisse dieser experimentellen Arbeit
sollen im Folgenden mit Hilfe von theoretischen Simulationen in VASP nachvollzogen
werden.
Analog zu den vorherigen Abschnitten, wird der Einfluss der Lithiuminterkalation
auf die Struktur und die Zellspannung untersucht. Zu diesem Zweck wird erneut das
CRYSTAL14-Tool CONFRAND verwendet, um aus einer 2 × 2 × 1-Superzelle die ver-
schiedenen Defektstrukturen zu erhalten. Die betrachtete Superzelle ist etwas klei-
ner in dem vorherigen Abschnitt, da sich durch die zusätzlich zu berücksichtigen-
den Tetraederpositionen deutlich mehr Konfigurationen ergeben. Bei der untersuch-
ten 2 × 2 × 1-Superzelle sind es bereits 192 unterschiedliche Defektstrukturen, die zu
untersuchen sind.
4.2.1. Strukturänderung
Aus der Optimierung der Defektstrukturen lässt sich die Änderung der Gitterparameter
bestimmen. Hier können experimentelle Daten aus der Arbeit von Suslov et al. für den
Bereich 0 ≤ x ≤ 3 zum Vergleich herangezogen werden. Diese wurden bei einer Tempe-
ratur von 25 ◦C bestimmt. Bei den Gitterparametern wird von einer boltzmannverteilten
Größe ausgegangen, was in Verbindung mit der Temperatur T und der Multiplizität
der jeweiligen Struktur Mi in den Gitterparameter einfließt. Ein Gitterparameter d bei
einem Lithiumanteil x ergibt sich über
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Abbildung 4.7.: Die in dieser Arbeit optimierten Gitterparameter a (blaue, durchgezo-
gene Linie) und c (rote, durchgezogene Linie) und die von Suslov et al.
























Dabei ist Emax die höchste Energie für den jeweiligen Lithiumanteil und k steht für
die Boltzmannkonstante.
In Abbildung 4.7 sind die boltzmannverteilten Gitterparameter a und c in Abhän-
gigkeit vom Lithiumanteil dargestellt. Ebenso sind die Ergebnisse aus der Veröffent-
lichung von Suslov et al. [19] wiedergegeben. Zusätzlich sind in Anhang B auch die
Kurven für minimalen Gitterparameter und durchschnittlichen Gitterparameter darge-
stellt. Bei der Beschreibung des Gitterparameters c wird ein deutlich anderes Verhalten
beobachtet als im Experiment, denn es sind zwei Plateaus zu erkennen, innerhalb derer
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sich der Gitterparameter kaum verändert. Die experimentellen Daten lassen nur ein
solches Plateau erkennen. Des Weiteren wird ein deutlich anderes Verhalten für den
Gitterparameter a beobachtet, denn dieser steigt bei den optimierten Defektstrukturen
mit zunehmendem Lithiumanteil kontinuierlich an, wohingegen bei den experimentellen
Daten nur ein sehr geringer Anstieg beobachtet werden kann.
4.2.2. Spannungskurve
Über eine Anpassung der Gleichungen 4.1 und 4.2 auf die kleinere Superzelle lassen sich
erneut Leerlauf- und Klemmspannung in Abhängigkeit des Lithiumgehalts bestimmen.
Für den hier vorliegenden Fall einer 2 × 2 × 1-Superzelle ergibt sich eine Differenz
zwischen dem Lithiumanteil x von minimal 0,25.
































Abbildung 4.8.: Die in dieser Arbeit theoretisch bestimmte Leerlaufspannung VOC (ro-
te, gestrichelte Linie) und Klemmspannung VSOC (rote, durchgezogene
Linie) und die experimentellen Daten für die Leerlaufspannung aus der
Arbeit von Suslov et al. [19] (blaue, gestrichelte Linie) und die Klemm-
spannung aus der Veröffentlichung von Dahn und Hearing [17] (blaue,
durchgezogene Linie), aufgetragen gegen den Lithiumanteil x.
Wie im vorherigen Abschnitt diskutiert, können aus den vorliegenden Ergebnissen
der Superzellenstrukturrechnungen die Leerlaufspannung und die Klemmspannung be-
rechnet werden. Insbesondere für die Klemmspannung wird eine gute Übereinstimmung
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mit den experimentellen Daten von Dahn und Hearing [17] beobachtet. Die Leerlauf-
spannung hingegen sinkt deutlich stärker ab, als es bei Suslov et al. der Fall ist. Im
Gegensatz dazu wurde im vorherigen Abschnitt für LixTiS2 mit 0 ≤ x ≤ 1 im Vergleich
mit den experimentellen Daten beobachtet, dass die hier bestimmten Werte weniger
stark abfallen als die experimentellen (siehe Abbildung 4.4). Da auch die Übereinstim-
mung der Klemmspannung mit den experimentellen Daten gut ist, kann davon ausge-
gangen werden, dass die Leerlaufspannung einen stärkeren Abfall zeigt, als es Suslov et
al. in ihrer Arbeit beobachtet haben.
Auffällig ist das Verhalten bei der Beschreibung von Li3TiS2, wo sowohl die Gitter-
parameter (vgl. Abb. 4.7) als auch die Zellspannung (vgl. Abb. 4.8) stark absinken.
Für LixTiS2 für 0 ≤ x ≤ 1 wurde eine bessere Übereinstimmung der Gitterparameter
für den diamagnetischen Spinzustand beobachtet, weswegen auch für den Lithiuman-
teil x > 1 ein diamagnetischer Spinzustand zugrunde gelegt wurde. Dieses Vorgehen
müsste bei den vorliegenden Ergebnissen, insbesondere für Li3TiS2, aber auch für die
Leerlaufspannung hinterfragt werden.
4.3. Zusammenfassung
Dieses Kapitel befasste sich mit der Untersuchung verschiedener Übergangsmetall-
dichalkogenide auf ihre Eignung als Batteriematerial. Die Titan- und Tantaldichalkoge-
nide verhalten sich sehr ähnlich hinsichtlich der Strukturveränderung und der Zellspan-
nung bei Lithiuminterkalation. Des Weiteren nimmt von Schwefel über Selen zu Tellur
die Zellspannung ab und die Stärke der Strukturveränderung zu. Von den untersuchten
Materialien sind Titandisulfid und Vanadiumdisulfid aufgrund der hier untersuchten
Eigenschaften und Ergebnisse am besten als Batteriematerial geeignet.
Obwohl die genutzte Methode die experimentellen Strukturdaten der Chalkogenide
hinreichend genau beschreibt und bei der Beschreibung der relativen Stabilität der ver-
schiedenen Spinzustände von LiMS2 auf die Hybridmethode angepasst wurde, war es
nur teilweise möglich, die experimentellen Spannungskurven in Abhängigkeit vom Lithi-
umgehalt zu reproduzieren. Die für die Titandichalkogenide bestimmten Spannungsver-
läufe zeigen die beste Übereinstimmung mit den experimentellen Daten. Bei Vanadium
und Tantal war insbesondere die Beschreibung der Spannungsverläufe für x ≤ 0,5 pro-
blematisch. Die Ursache dafür könnte darin begründet liegen, dass die Ueff-Wert für die
lithiumhaltigen Übergangsmetalldisulfide angepassten wurden. Ändern sich die elek-
tronischen Eigenschaften zu stark, so könnte es sein, dass hier die GGA+U-Methode
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mit einem Ueff-Wert für alle Chalkogenide und über alle Lithiumanteile versagt. Die
einzige Abhilfe könnte die Verwendung einer Hybrid-Methode schaffen, die aber mit ei-
nem deutlich höheren Rechenaufwand verbunden wäre. Auch die Berücksichtigung des
offenschaligen Spinzustands könnte die Ergebnisse verbessern, obwohl erste stichpro-
benartige Berechnungen für LixTaTe2 mit der PBE+U-D3-Methode keine Änderungen
in den Energien und der Differenz der Spins mit sich brachten.
Der Bereich von x > 0,5 sowie die Schwefel- und Selenverbindungen werden durch
die gewählte Methode für alle drei Übergangsmetalle gut beschrieben. Die Zunahme
des Volumens ist für alle Verbindungen ähnlich und für die Vanadiumverbindungen
am stärksten. Die Vanadiumverbindungen besitzen das kleinste Volumen und haben
somit bei etwa gleicher Leerlaufspannung eine höhere Energiedichte. Die Übergangs-
metalldiselenidverbindungen weisen hingegen ein höheres Volumen und eine kleinere
Leerlaufspannung gegenüber den Sulfidverbindungen auf. Daher sind sie als Batterie-
material weniger gut geeignet als ihre Schwefelhomologe.







































Abbildung 4.9.: Berechnete Energiedichte in Abhängigkeit vom Lithiumgehalt für
Titan-, Vanadium- und Tantaldisulfid. Die Werte für x < 0,5 sind auf
Grund der schlechten experimentellen Übereinstimmung der berechne-
ten Daten nur als gepunktete Linie dargestellt.
Für die Übergangsmetalldisulfidverbindung ist in Abbildung 4.9 die Energiedichte
aus der Klemmspannung in Abhängigkeit vom Lithiumanteil aufgetragen. Die Ener-
giedichte wird erhalten, indem Gleichung 4.2 mit z multipliziert wird. Die typische
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Energiedichte von Lithiumionenbatterien liegt bei etwa 300 W h l−1 [130]. Durch die
Unterschätzung der Gitterparameter wird in den Berechnungen auch das Volumen der
Zelle unterschätzt, was wiederum in einer deutlich höheren Energiedichte resultiert. Da-
her dienen die Werte in Abbildung 4.9 zum Vergleich der Materialien. Durch das kleinere
Volumen, aber eine ähnliche Klemmspannung, eignet sich Vanadiumdisulfid hinsichtlich
der Energiedichte geringfügig besser als Titandisulfid. Der Nachteil an Vanadiumdisul-
fid ist aber die deutlich erhöhte prozentuale Volumenzunahme bei Interkalation und
die mit zunehmendem Lithiumgehalt stärker abnehmende Klemmspannung.
Im zweiten Abschnitt wurde untersucht, inwiefern TiS2 als Interkalationsmaterial
profitieren würde, wenn mehr als ein Lithiumion pro Elementarzelle interkaliert wird.
Aus den vorliegenden Ergebnissen, wäre eine Interkalation von bis zu zwei Lithiumionen
pro Elementarzelle vorstellbar. Allerdings sinkt die Klemmspannung bereits für einen
Lithiumanteil x > 1 von etwa 2 V auf 0,5 V ab.
















Abbildung 4.10.: Berechnete Leerlaufspannung verschiedener Übergangsmetalldichal-
kogenide LixMX2 für 0 < x ≤ 3.
Auch für die anderen Übergangsmetalldichalkogenide lässt sich approximativ die
Leerlaufspannung unter Verwendung der Elementarzelle abbilden. Diese sind in Ab-
bildung 4.10 dargestellt. Aus der Approximation ergibt sich kein detaillierter Verlauf
der Leerlaufspannung. Allerdings lässt sich einschätzen, wie stark die Klemmspannung
für die Interkalation für x > 1 absinkt. LiVS2 weist über den gesamten Bereich eine
leicht höhere Leerlaufspannung auf als LiTiS2. Für Tantaldisulfid ist bereits die In-
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terkalation für x > 1 mit einer negativen Leerlaufspannung verbunden, dass heißt es
wird sich kein Li2TaS2 bilden. Für fast alle untersuchten Verbindungen ist die Bildung
von Li3MX2 mit einer negativen Leerlaufspannung verbunden. Titanditellurid weist
als einziges über den gesamten Interkalationsbereich eine positive Spannung auf. Den-
noch würde sich keines dieser Materialien gut eignen, um mehr als ein Lithiumion pro




Im vorherigen Kapitel hat sich herausgestellt, dass Titandisulfid mit am besten als In-
terkalationsmaterial geeignet ist und durch die PBE+U-D3-Methode besser beschrieben
wird als die Tantal- und Vanadiumäquivalente. Im folgenden Kapitel wird deshalb die
Lithiumionenwanderung in verschiedenen Titandichalkogeniden, insbesondere in Titan-
disulfid, untersucht. Zu diesem Zweck werden zuerst die möglichen Wanderungspfade
in LixTiS2 betrachtet. Im Anschluss wird hinsichtlich der Aktivierungsbarriere noch
einmal die zugrunde gelegte Methode evaluiert. Anschließend wird der Einfluss des Li-
thiumgehalts auf die Wanderung eines Lithiumions in LiTiS2 untersucht. Abschließend
wird das Chalkogenid variiert und der Einfluss dessen auf die Aktivierungsbarriere sowie
der Zusammenhang zwischen Aktivierungsbarriere und Lithiumgehalt bei verschiede-
nen Chalkogeniden betrachtet.
5.1. Wanderungspfade
Die allgemeine Betrachtung der Wanderungspfade wird in zwei Abschnitte unterteilt,
die sich jeweils mit der Oktaeder- und der Tetraederwanderung befassen. Die beiden
Wanderungspfade unterscheiden sich signifikant in ihren Energiebarrieren und dem Ver-
lauf des Minimumenergiepfads (MEP). Diese Wanderungspfade können noch weiter
unterteilt werden, indem der Einfluss durch die Besetzung der benachbarten Lithiumi-
onenpositionen betrachtet wird.
5.1.1. Tetraederwanderung
In Abbildung 5.1 ist eine 3 × 3 × 1-Superzelle von LiTiS2 dargestellt. Es wurden drei
Schwefeloktaeder kenntlich gemacht, die jeweils ein Lithiumion koordinieren. Diese
Schwefeloktaeder bilden gemeinsam mit einem vierten Schwefeloktaeder, der ein Tita-
nion koordiniert, eine Tetraederlücke. In Abbildung 5.1 ist diese Tetraederlücke durch
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Abbildung 5.1.: Blick in Richtung der xy-Ebene (links) und entlang der z-Richtung
(rechts) einer 3×3×1-Superzelle von LiTiS2 (S: gelb, Ti: blau, Li: oran-
ge). Die schwarzen Linien verbinden die Schwefelionen zu drei kanten-
verknüpften Oktaedern. Die oktaedrisch koordinierten Lithiumionen
zeigen die Wyckoffposition 1b an. Das grüne Quadrat kennzeichnet die
Tetraederlücke. Auf dieser Position hat Lithium in der experimentellen
Struktur einen Abstand von etwa 2,3 Å zu den drei direkt benachbarten
Oktaederpositionen (orange Linien).
ein grünes Quadrat gekennzeichnet. Diese Position stellt ein lokales Minimum während
einer Wanderung von einer Oktaederlücke zu einer unbesetzten, direkt benachbarten
Oktaederlücke dar. Experimentell wie auch theoretisch wurde dieser Wanderungsme-
chanismus schon beobachtet bzw. postuliert [9, 10, 13–15]. Eine Wanderung über eine
solche Tetraederposition (Wyckoffposition 2d) wird im Folgenden als Tetraederwande-
rung bezeichnet.
Es ist zu erkennen, dass ein Lithiumion auf der Tetraederposition drei Oktaederlücken
als direkte Nachbarn hat. Bei der Wanderung eines Lithiumions ist eine der Oktaeder-
lücken unbesetzt, da von dieser das migrierende Lithiumion auf die Tetraederposition
gewandert ist. Damit es sich um eine Wanderung handelt, muss eine der beiden ver-
bleibenden Oktaederlücken ebenfalls unbesetzt sein. Dieser Fall wird im Folgenden als
Einzelvakanzwanderung bezeichnet, analog zu der englischen Nomenklatur in der Veröf-
fentlichung von van der Ven et al. [10]. Es können auch beide Oktaederlücken unbesetzt
sein. In diesem Fall wird von einer Doppelvakanzwanderung gesprochen.
5.1.2. Oktaederwanderung
In 1T-LiTiS2 koordinieren die Schwefelionen Titan und Lithium oktaedrisch. Diese
Oktaeder sind kantenverknüpft und eine Wanderung des Lithiumions durch den Mit-
telpunkt dieser Kante ist denkbar und wurde schon theoretisch betrachtet [9]. Dieser
Wanderungsmechanismus wird im Folgenden als Oktaederwanderung bezeichnet. Zwei
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Abbildung 5.2.: Blick in Richtung der xy-Ebene (links) und entlang der z-Richtung
(rechts) einer 3 × 3 × 1-Superzelle von LiTiS2 (S: gelb, Ti: blau, Li:
orange). Die schwarzen Linien verbinden die Schwefelionen zu zwei
kantenverknüpften Oktaedern. Die zwei Lithiumionen in der Mitte der
Oktaeder zeigen die oktaedrisch koordinierte 1b-Position an. Das grü-
ne Quadrat zeigt den Übergangszustand einer Oktaederwanderung an.
Auf dieser Position hat Lithium in der experimentellen Struktur einen
Abstand von 1,75 Å zu den zwei direkt benachbarten Oktaederpositio-
nen (orange Linie) und etwa 3 Å Abstand zu den zwei nächsten be-
nachbarten Oktaederpositionen des Lithiumions (graue Linie).
dieser Schwefeloktaeder sind in der Abbildung 5.2 in eine 3 × 3 × 1-Superzelle von
1T-LiTiS2 eingezeichnet. Das grüne Quadrat kennzeichnet den Mittelpunkt der Okta-
ederwanderung. An dieser Position hat das Lithiumion während der Wanderung den
kürzesten Abstand zu den nächsten Nachbarn (2 Å zu Schwefel in der experimentellen
Struktur). Dadurch ergibt sich aus dieser Struktur das Maximum des MEP.
Aus den Untersuchungen der Tetraederwanderung durch van der Ven et al. ist be-
kannt, dass die Besetzung der benachbarten Oktaederlücke einen Einfluss auf die Akti-
vierungsbarriere dieses Wanderungsmechanismus hat [10]. Für die Wanderung entlang
der Oktaederkante ist dies auch denkbar. Im Übergangszustand der Oktaederwande-
rung hat das migrierende Lithiumion zwei Lithiumionen als nächste Nachbarn. Die
direkt benachbarten Oktaederpositionen hingegen sind unbesetzt, da sonst keine Wan-
derung möglich wäre. Es können drei verschiedene Besetzungsvarianten unterschieden
werden. Sind beide Oktaederpositionen besetzt, so wird dies im Folgenden als Oktaeder-
wanderung der Ordnung 0 bezeichnet. Analog dazu hat eine Oktaederwanderung mit
einer besetzten Oktaederposition die Ordnung 1. Sind beide benachbarten Oktaeder-
positionen unbesetzt, so wird dies als Oktaederwanderung der Ordnung 2 bezeichnet.
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5.2. Abhängigkeit des MEP von der Wahl der Methode
Mit diesem Abschnitt soll die Evaluation der Methode abgeschlossen werden und gleich-
zeitig ein Einblick in die Thematik der folgenden Abschnitte gegeben werden. Zunächst
wird nur die Tetraederwanderung eines Lithiumions in LixTiS2 für x ≈ 1 betrachtet.
Zum Abschluss dieses Abschnitts wird der gleiche Wanderungsprozess für LixTiS2 für
x ≈ 0 betrachtet.
5.2.1. Lithiumionwanderung in LixTiS2 für x ≈ 1
Sowohl für das PBE-Funktional als auch die PBE+U-D3-Methode soll an dieser Stelle
der MEP für die Wanderung eines Lithiumions für die experimentelle und die opti-
mierte Geometrie bestimmt werden. Diese Geometrien unterscheiden sich insbesondere
für das PBE-Funktional für TiS2 stark (vgl. Kapitel 3). Zu diesem Zweck wird eine
3 × 3 × 2-Superzelle konstruiert und ein Lithiumion aus dieser entfernt. Dadurch er-
gibt sich die Summenformel Li0,94TiS2. Der MEP wurde mithilfe der NEB-Methode
bestimmt und es wurden für jede Berechnung sieben Bilder zwischen den beiden Ok-
taederpositionen verwendet. Dadurch wird ein gut aufgelöster MEP erhalten, aus dem
die Aktivierungsenergie für die Wanderung abgelesen werden kann.



































Abbildung 5.3.: MEP für die Wanderung eines Lithiumions über die Tetraederlücke in
Li0,94TiS2.
In Abbildung 5.3 sind die erhaltenen MEP visualisiert. Das Lithiumion bewegt sich
von der Oktaederposition 1b durch den Mittelpunkt einer Schwefeloktaederfläche zur
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Tetraederposition 2d und von dort auf dem gleichen Weg auf die leerstehende benach-
barte Oktaederposition 1d′. Das Maximum des MEP ergibt sich aus der Situation, in
der sich das Lithiumion auf dem Mittelpunkt der Oktaederfläche befindet, die von drei
Schwefelionen aufgespannt wird. In dieser Position des Lithiumions hat es die kürzesten
Abstände zu den nächsten Nachbarn. Dadurch erreichen die repulsiven Wechselwirkun-
gen ihr Maximum. Die Tetraederposition, in der die Abstände zu den Schwefelionen
wieder leicht erhöht sind, stellt deshalb ein lokales, wenn teilweise auch sehr flaches,
Minimum dar.
Die in Abbildung 5.3 dargestellten MEP variieren nur geringfügig in ihrer Aktivie-
rungsbarriere. Bei dem Vergleich von experimenteller und optimierter Geometrie lassen
sich zwei interessante Sachverhalte beobachten. Zum einen kann für die optimierte Geo-
metrie festgestellt werden, dass die Tetraederposition ein (flaches) Minimum darstellt,
wohingegen es sich in der experimentellen Geometrie um das Maximum des MEP han-
delt. Zum anderen ist zu erkennen, dass die Differenz zwischen den Energiemaxima des
PBE-Funktionals und der PBE+U-D3-Methode für die optimierte und die experimen-
telle Struktur gleich ist. In beiden Fällen liegt das Energiemaximum für die mit der
PBE+U-D3-Methode durchgeführten Optimierungen circa 0,06 eV niedriger. Der Feh-
ler bei der Strukturbeschreibung für x ≈ 1 im Vergleich zur experimentell bestimmten
Struktur ist für beide Methoden ungefähr gleich. Aus diesem Grund haben auch die
Aktivierungsbarrieren für die experimentelle aber auch für die optimierte Struktur die
gleiche Differenz. Trotz gleicher struktureller Beschreibung, resultiert die unterschied-
liche elektronische Beschreibung in einem Energieunterschied von 0,06 eV, wenn das
wandernde Lithiumion die Tetraederlücke besetzt.
5.2.2. Lithiumionwanderung in LixTiS2 für x ≈ 0
In diesem Abschnitt wird erneut eine 3 × 3 × 2-Superzelle von LiTiS2 betrachtet, aus
der alle bis auf ein Lithiumion entfernt wurden. Dies entspricht der Summenformel
Li0,06TiS2. Analog zum vorherigen Abschnitt wird der MEP für das PBE-Funktional
und die PBE+U-D3-Methode verglichen.
In Abbildung 5.4 sind die MEP für die Wanderung in LixTiS2 für x ≈ 0 dargestellt.
Zur Berechnung des MEP wurde zum einen die optimierte, zum anderen die experimen-
telle Geometrie für TiS2 verwendet. Mit der PBE+U-D3-Methode ist eine noch bessere
Übereinstimmung für den MEP von experimenteller und optimierter Struktur als bei
Li0,94TiS2 zu beobachten, da die Übereinstimmung der Geometrie größer ist. Zusätz-
lich lässt sich beobachten, dass bei gleicher Struktur die unterschiedliche elektronische
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Abbildung 5.4.: MEP für die Wanderung eines Lithiumions über die Tetraederlücke in
Li0,06TiS2
Beschreibung durch die verschiedenen Methoden erneut einen Einfluss auf die Akti-
vierungsbarriere hat. Das Maximum des MEP der experimentell bestimmten Struktur
für das PBE-Funktional liegt hier jedoch niedriger im Vergleich zur PBE+U-D3-Me-
thode im Gegensatz zu Li0,94TiS2. Die unterschiedliche elektronische Beschreibung der
PBE+U-D3-Methode sorgt bei LixTiS2 mit x ≈ 0 für eine höhere Aktivierungsbarriere,
während es bei x ≈ 1 zu einer Verringerung der Aktivierungsenergie gegenüber dem
PBE-Funktional kommt.
Der Einfluss des Gitterparameters c auf den MEP zeigt sich bei diesen Berechnun-
gen deutlich. Für die mit dem PBE-Funktional optimierte Geometrie wird eine Akti-
vierungsenergie erhalten, die etwa 0,4 eV niedriger liegt als die Barriere, die aus der
Berechnung auf Basis der experimentell bestimmten Struktur erhalten wird. Dies liegt
vor allem daran, dass der Gitterparameter c bei der Geometrieoptimierung stark über-
schätzt wird. Die repulsiven Wechselwirkungen mit den benachbarten Ionen sind auf-
grund des erhöhten Gitterparameters viel geringer, da die Abstände zwischen den Ionen
zunehmen. Zusätzlich lässt sich beobachten, dass das lokale Minimum bei der optimier-
ten Geometrie im Vergleich zur experimentellen sehr viel flacher ist. Auch dies lässt sich
auf die geringeren repulsiven Wechselwirkungen zurückführen. Damit ist der Energiege-
winn durch die größere Entfernung zu den Schwefelionen auf der Tetraederposition nur
minimal. Im Verhältnis zur Höhe der Aktivierungsbarriere bleibt der Energiegewinn im
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lokalen Minimum allerdings ungefähr konstant. In der experimentellen Struktur beträgt
der Energiegewinn zum lokalen Minimum für das PBE-Funktional etwa 0,09 eV und für
die optimierte Struktur etwa 0,05 eV bei einer etwa halb so hohen Aktivierungsbarriere.
Trotz der stark unterschiedlich hohen Aktivierungsbarrieren und lokalen Minima bleibt
der Verlauf des MEP trotzdem verhältnismäßig gleich.
5.3. Abhängigkeit der Aktivierungsbarrieren vom
Wanderungspfad
Die am Anfang des Kapitels erwähnten Wanderungspfade werden nun an einer 3×3×2-
Superzelle von LiTiS2 mit möglichst wenig Lithiumleerstellen untersucht. Alle NEB-
Rechnungen wurden mit den optimierten Gitterparametern für LiTiS2 durchgeführt.
Somit gibt es keine zusätzlichen indirekten Einflüsse durch unterschiedliche Gitterpa-
rameter aufgrund der unterschiedlichen Defektverteilung. Es werden nur die Effekte
berücksichtigt, die die Leerstellen in der direkten Nachbarschaft auf das wandernde
Lithiumion haben.
5.3.1. Tetraederwanderung
In diesem Abschnitt werden die beiden bereits in Abschnitt 5.1 vorgestellten Tetraeder-
wanderungspfade einander gegenübergestellt. Für die Doppelvakanzwanderung wurden
zwei Leerstellen in der 3×3×2-Superzelle von LiTiS2 eingeführt. Damit ergibt sich die
Summenformel Li0,88TiS2. Auch für die Einzelvakanzwanderung wurden zwei Leerstel-
len mit einem größtmöglichen Abstand voneinander eingeführt, damit die Anzahl der
Lithiumleerstellen keinen Einfluss auf das Ergebnis hat.
Der MEP für die beiden Wanderungspfade ist in Abbildung 5.5 dargestellt. Die beiden
unterschiedlichen Verläufe kommen durch die unterschiedliche Besetzung der benach-
barten Lithiumionenplätze zustande. Liegt die Aktivierungsbarriere bei einer besetzten,
benachbarten Oktaederlücke bei circa 0,55 eV, so sinkt diese auf rund 0,33 eV, wenn
alle dem Übergangszustand benachbarten Oktaederlücken unbesetzt sind. Neben der
Aktivierungsbarriere verändert sich auch der Verlauf des MEP stark. Für die Einzelva-
kanzwanderung ist kein lokales Minimum zu beobachten, wie es bei Li0,94TiS2 mit den
für den Lithiumanteil optimierten Gitterparametern der Fall war. Die Hauptursache
für das Fehlen des lokalen Minimums sind die Gitterparameter, die hier nahezu den ex-
perimentellen Werten entsprechen. Hier wurden die optimierten Gitterparameter von
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Abbildung 5.5.: MEP für die Wanderung eines Lithiumions in Li0,88TiS2 über einen
Einzel- (rot) und einen Doppelvakanzwanderungspfad (cyan). Die Git-
terparameter entsprechen hier den für LiTiS2 optimierten Gitterpara-
metern, um Einflüsse auf den Gitterparameter durch die Leerstellen-
verteilung zu vermeiden.
LiTiS2 verwendet, damit die Gitterparameter für den Vergleich von Einzel- und Dop-
pelvakanzwanderung gleich sind und nicht durch die Leerstellenverteilung beeinflusst
werden. Für die Doppelvakanz hingegen ist das lokale Minimum stark ausgeprägt und
zeigt eine Energiedifferenz von 0,11 eV zum Maximum des MEP. Dies entspricht einem
Energiegewinn von 33 % gegenüber der für die Aktivierung benötigten Energie.
Der Unterschied in der Aktivierungsenergie zwischen den beiden Wanderungspfa-
den ist auf den Li-Li-Abstand zurückzuführen. Dieser beträgt 2,64 Å im Maximum des
Einzelvakanzwanderungspfad, aber nur 3,57 Å im Maximum des Doppelvakanzwande-
rungspfad.
5.3.2. Oktaederwanderung
Für alle drei Ordnungen der Oktaederwanderung wurde jeweils eine NEB-Rechnung
mit drei Bildern durchgeführt. Aus vorherigen Testrechnungen war bekannt, dass drei
Bilder ausreichend sind, um den MEP der Oktaederwanderung abzubilden. In Abbil-
dung 5.6 sind die MEP der drei verschiedenen Oktaederwanderungen gezeigt. Für die
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Abbildung 5.6.: MEP für die Wanderung eines Lithiumions in LixTiS2 mit x ≈ 1 über
einen Oktaederwanderungspfad mit keiner Leerstelle (Ordnung 0; oran-
ge), einer Leerstelle (Ordnung 1; grün) und zwei Leerstellen (Ord-
nung 2; lila) der nächsten benachbarten Lithiumpositionen im Über-
gangszustand.
Berechnung des Wanderungspfades wurden die Gitterparameter konstant gehalten, so-
dass die unterschiedliche Anzahl an Defekten keinen Einfluss auf den Gitterparameter
und dadurch indirekt auf den MEP hat. Es kann beobachtet werden, dass es kaum
einen Unterschied zwischen den Strukturen gibt, bei denen eine oder zwei der benach-
barten Lithiumionenpositionen unbesetzt sind. Sind hingegen beide Oktaederpositionen
besetzt, so erhöht sich die Aktivierungsenergie um etwa 0,25 eV.
Die Wanderung über die Oktaederkante wird im Folgenden nicht weiter berücksich-
tigt. Grund dafür sind zwei imaginären Frequenzen, die bei der Frequenzrechnung des
Übergangszustands für alle Maxima beobachtet werden. Da es zwei imaginäre Frequen-
zen sind, handelt es sich bei dem Maximum des MEP um einen Sattelpunkt zweiter
Ordnung und somit nicht um einen Übergangszustand (vgl. Abschnitt 2.5).
Für die folgende Arbeit heißt dies wiederum, dass nur die Wanderung über die Te-
traederlücken berücksichtigt wird. Denn für diesen Wanderungspfad weist die Struktur
am Maximum des MEP nur eine imaginäre Frequenz auf. Auch für einen niedrigeren
Lithiumanteil wird der Oktaederwanderungspfad nicht berücksichtigt und ebenso nicht
für andere Chalkogenide. Der Grund hierfür ist, dass davon ausgegangen wird, dass
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die Änderung des Lithiumgehalts oder des Anions keinen Einfluss auf die Lage des
Oktaederwanderungspfads im Vergleich zum Tetraederwanderungspfad auf der Ener-
giehyperfläche hat.
5.4. Abhängigkeit der Aktivierungsbarriere vom
Lithiumgehalt
Um die Aktivierungsbarriere für verschiedene Lithiumanteile untersuchen zu können,
müssen zunächst die zugehörigen Defektstrukturen untersucht werden. Im Folgenden
wird sich intensiver mit LixTiS2 für x = 0,33 und x = 0,67 auseinandergesetzt. Zu die-
sem Zweck werden mit dem CONFRAND-Tool des CRYSTAL14-Programms [131,132]
verschiedene Defektstrukturen generiert, die alle denselben Lithiumgehalt aufweisen,
aber aufgrund der Symmetrie energetisch nicht gleichwertig sind. Für eine 3 × 3 × 2-
Superzelle sind dies für die beide Lithiumanteile jeweils 134 verschiedene Strukturen.
5.4.1. Eigenschaften der Defektstrukturen
Es wurden für x = 0,67 und x = 0,33 jeweils 134 verschiedene Lithiumkonfigurationen
einer 3 × 3 × 2-Superzelle optimiert und die Ergebnisse ausgewertet. Für x = 0,67 liegt
die Energiedifferenz zwischen der energetisch günstigsten und der energetisch ungüns-
tigsten Struktur bei 0,5 eV. Für x = 0,33 beträgt diese Differenz nur noch 0,28 eV. Bei
den Gitterparametern ist ein umgekehrtes Verhalten zu beobachten. Hier ist bei einem
Lithiumgehalt von x = 0,67 die maximale Abweichung zwischen den verschiedenen
Defektstrukturen für den a-Gitterparameter 0,019 Å und 0,11 Å für den Gitterparame-
ter c. Bei Li0,33TiS2 ist die Abweichung für den Gitterparameter a höher und beträgt
0,036 Å. Die maximale Differenz des Gitterparameters c ist in etwa die gleiche wie bei
x = 0,67 und beträgt 0,10 Å. Wird von einer Boltzmannverteilung der Gitterparameter
bei Raumtemperatur ausgegangen, so ergibt sich für Li0,67TiS2 ein durchschnittlicher
Gitterparameter a von 3,458 Å und für den Gitterparameter c ein Wert von 5,984 Å.
Für Li0,33TiS2 ergibt sich mit der gleichen Annahme ein Wert für den Gitterparameter a
von 3,469 Å und für den Gitterparameter c von 5,864 Å.
Beispielhaft sind in den Abbildungen 5.7 und 5.8 die drei energetisch günstigsten
Strukturen für die beiden Lithiumanteile schematisch dargestellt. Es lässt sich erken-
nen, dass jeweils eine Struktur durch Doppelvakanzwanderung in eine der anderen
Strukturen überführt werden kann. Werden alle optimierten Strukturen des jeweiligen
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133: E = −383,257 eV
x
z y
107: E = −383,243 eV
x
z y
124: E = −383,232 eV
x
z y
Abbildung 5.7.: Die drei energetisch günstigsten Strukturen für x = 0,67 aufsteigend
von links nach rechts nach ihrer Energie sortiert. Die Parallelogram-
me stellen jeweils eine Lithiumschicht in TiS2 dar. Dabei kennzeich-
nen die ausgefüllten Kreise die besetzten Lithiumpositionen, die leeren
Quadrate die unbesetzten Lithiumpositionen. Die Nummerierung der
Strukturen ergibt sich aus der Generierung der Geometrien aus der
CRYSTAL14-Ausgabe.
Lithiumgehalts nach ihrer Energie sortiert, können die wichtigsten Einflussfaktoren auf
die Positionierung der Struktur in dieser sortierten Liste identifiziert werden. Eine Ta-
belle mit allen Strukturen, ihrer Leerstellenbesetzung sowie den Gitterparametern und
der absoluten Energie befindet sich im Anhang C.
Zunächst ist eine gleichmäßige Verteilung der 6 beziehungsweise 12 verbleibenden
Lithiumionen auf die xy-Ebenen energetisch begünstigt. Diese wird im Folgenden als
Asymmetriefaktor s bezeichnet, der zwischen 0 und 3 liegen kann. Ebenso spielt die
Anordnung der Lithiumionen in den beiden xy-Ebenen eine wichtige Rolle, die im Fol-
genden als Überlappungsfaktor o bezeichnet wird. Es ist energetisch günstiger, wenn
auf den verschiedenen Ebenen nur eine der (x,y)-Positionen besetzt ist. Dies kann bei
mehr als der Hälfte an besetzten Lithiumpositionen nicht gewährleistet werden, hier ist
es energetisch bevorzugt, dass sich so wenige Lithiumionen wie möglich in benachbarten
Schichten auf der gleichen (x,y)-Position befinden. Eine untergeordnete Rolle spielt der
durchschnittliche Abstand aller Lithiumionen voneinander dxyz, der einen kleinen Ein-
fluss auf die energetische Verteilung der Strukturen hat. Ebenso ist der durchschnittliche
Abstand der Lithiumionen auf der xy-Ebene dxy ein weiterer Einflussfaktor. Allerdings
war es nicht möglich, eine einfache Gewichtung dieser Einflussfaktoren zu finden, mit
der die Reihenfolge exakt vorhergesagt werden kann.
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049: E = −357,874 eV
x
z y
123: E = −357,862 eV
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z y
084: E = −357,859 eV
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Abbildung 5.8.: Die drei energetisch günstigsten Strukturen für x = 0,33 aufsteigend
von links nach rechts nach ihrer Energie sortiert. Die Parallelogram-
me stellen jeweils eine Lithiumschicht in TiS2 dar. Dabei kennzeich-
nen die ausgefüllten Kreise die besetzten Lithiumpositionen, die leeren
Quadrate die unbesetzten Lithiumpositionen. Die Nummerierung der
Strukturen ergibt sich aus der Generierung der Geometrien aus der
CRYSTAL14-Ausgabe.
Gut vorhersagen lässt sich allerdings, welche Strukturen als energetisch günstigste in
Frage kommen. Hierfür müssen die eben beschriebenen Einflussfaktoren explizit berech-
net werden, ins Verhältnis gesetzt werden und zu dem Gewicht w aufsummiert werden.


















































(xi − xj)2 + (yi − yj)2 · δzizj (5.3)
dxyz =
2























5.4. Abhängigkeit der Aktivierungsbarriere vom Lithiumgehalt
Tabelle 5.1.: Die zehn energetisch günstigsten Strukturen bzw. die zehn Strukturen mit
dem geringsten Gewicht w für die Defektstrukturen mit einem Lithiumge-
halt von x = 0,67 sortiert nach Energie (links) und nach Gewicht (rechts).
Die drei energetisch günstigsten Strukturen (133, 107 und 124) sind bei
der Sortierung nach Gewicht in der Tabelle enthalten.






















Es bezeichnen dabei S die Menge aller Strukturen (hier 134), die mithilfe von CONF-
RAND identifiziert wurden, N die Anzahl der Atome und |Z| die Mächtigkeit der
Menge der verschiedenen Ebenen in z-Richtung (hier 2). xi, yi und zi bezeichnen die
Koordinaten des i-ten Lithiumions in der jeweiligen Struktur und Zi die z-Koordinate
der i-ten Ebene in z-Richtung. δij ist die Dirac-Funktion und nimmt den Wert 1 an,
wenn i = j und ansonsten den Wert 0. Das endgültige Gewicht einer Struktur w be-
rechnet sich aus der Summe der normierten Einflussfaktoren. Für die Asymmetrie und
die Überlappung wird das Minimum der Werte als Bezugspunkt gewählt, da niedrigere
Werte eine energetisch günstigere Struktur identifizieren. Bei den Abständen der Li-
thiumionen voneinander ist es umgekehrt, hier sind möglichst hohe Werte energetisch
begünstigt.
Werden die Gleichungen auf die vorliegenden Defektstrukturen vor der Geometrie-
optimierung angewandt und anschließend nach ihrem Gewicht sortiert, so sind die drei
energetisch günstigsten Strukturen unter den ersten zehn Strukturen mit dem gerings-
ten Gewicht. In Tabelle 5.1 und 5.2 ist dies für x = 0,67 bzw. x = 0,33 dargestellt.
Für größere Superzellen als der getesteten müssen wahrscheinlich für o, dxy und dxyz
nur benachbarte Schichten bzw. Lithiumionen betrachtet werden. Mit benachbart sind
dabei für dxy die 6 nächsten Lithiumionen in der Schicht und bei dxyz die 6 nächsten
Lithiumionen in der Schicht sowie die Lithiumionen mit denselben xy-Koordinaten in
der Schicht darüber und darunter und deren 6 nächste Lithiumionen gemeint. Außer-
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Tabelle 5.2.: Die zehn energetisch günstigsten Strukturen bzw. die zehn Strukturen mit
dem geringsten Gewicht w für die Defektstrukturen mit einem Lithiumge-
halt von x = 0,33 sortiert nach Energie (links) und nach Gewicht (rechts).
Die drei energetisch günstigsten Strukturen (49, 123 und 84) sind bei der
Sortierung nach Gewicht in der Tabelle enthalten.






















dem müsste für größere Systeme wahrscheinlich der gleiche prozentuale Anteil optimiert
werden, wie es für das getestete System der Fall war (10⁄134).
5.4.2. Aktivierungsbarrieren
Auf Basis der vorangegangenen Ergebnisse kann nun die Aktivierungsbarriere in Abhän-
gigkeit vom Lithiumgehalt bestimmt werden. Dazu wird zunächst der MEP für die Ein-
zelvakanz und Doppelvakanzwanderung in Li0,33TiS2 und Li0,67TiS2 bestimmt. Dafür
wurde jeweils eine energetisch günstige Defektstruktur ausgewählt, in der beide mögli-
chen Tetraederwanderungspfade mit derselben Start- und Endstruktur simuliert werden
können. Der verwendete Gitterparameter entspricht dabei immer dem optimierten Git-
terparameter der Startstruktur, da eine Optimierung dieser im NEB-Algorithmus nicht
möglich. Die NEB-Rechnungen wurden mit 5 Bildern durchgeführt.
Die aus den NEB-Rechnungen erhaltenen MEP sind in Abbildung 5.9 visualisiert.
Es fällt auf, dass die Wanderungspfade nicht symmetrisch sind. Das liegt daran, dass
Start und Endstruktur über die Symmetrieoperationen der Raumgruppe nicht inein-
ander überführt werden können und somit energetisch verschieden sind. Als Aktivie-
rungsbarriere wird das Maximum des MEP bei der Einzelvakanzwanderung und bei
der Doppelvakanz die Aktivierungsbarriere verwendet, die zur Startstruktur gehört.
Die erhaltenen Werte sind in Tabelle 5.3 aufgeführt.
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× Einzelvakanz x = 0,67
× Einzelvakanz x = 0,33
× Doppelvakanz x = 0,67
× Doppelvakanz x = 0,33
Abbildung 5.9.: Wanderungsbarrieren der Lithiumionenwanderung in Li0,33TiS2 und
Li0,67TiS2 für den Einzel- und Doppelvakanzwanderungspfad.
Tabelle 5.3.: Aktivierungsbarriere für die Einzel- und Doppelvakanzwanderung für ver-
schiedene Lithiumanteile x.
x = 0,88 x = 0,67 x = 0,33 x = 0,06
Einzelvakanz 0,55 eV 0,69 eV 0,71 eV
Doppelvakanz 0,33 eV 0,43 eV 0,50 eV 0,61 eV
Die Doppelvakanzwanderung ist immer energetisch günstiger als die Einzelvakanz,
da weniger repulsive Wechselwirkungen im Übergangszustand auftreten. Durch die freie
Lithiumposition in der direkten Nachbarschaft ist der Abstand zum nächsten Lithium-
ion für die Doppelvakanz deutlich verringert. Somit verringern sich auch die repulsiven
Wechselwirkungen. Für beide Wanderungspfade wird ein Anstieg der Aktivierungsbar-
riere mit sinkendem Lithiumanteil beobachtet. Hauptursache für den Anstieg der Ak-
tivierungsbarriere ist der verringerte Gitterparameter c und der damit einhergehende
verringerte Abstand der Lithiumionen zueinander. Bereits für die Doppelvakanzwan-
derung bei einem Lithiumgehalt von 0,33 ist der Abstand zwischen Titanion und Li-
thiumion aber kleiner, als der Li-Li-Abstand. Bei der Einzelvakanzwanderung hingegen
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ist der Li-Li-Abstand geringer. Für x = 0,06 ist nur noch ein einziges Lithiumion in der
betrachteten Superzelle enthalten und trotzdem ist die Aktivierungsbarriere gegenüber
x = 0,33 weiter deutlich erhöht. Dies liegt daran, dass die Ti-Li-Abstände weiter ver-
ringert sind und diese die repulsiven Wechselwirkungen bereits für x = 0,33 dominiert
haben.
Für die vorliegenden Aktivierungsbarrieren können zwei veröffentlichte Arbeiten zum
Vergleich herangezogen werden: die theoretische Arbeit von van der Ven et al. [10], die
mit VASP unter Verwendung des LDA-Funktionals die Aktivierungsbarriere für ver-
schiedene Lithiumanteile von LixTiS2 bestimmt haben, sowie die experimentellen Ar-
beiten von Wilkening et al. und Bensch et al., die die Aktivierungsbarriere in Li1,0TiS2,
Li0,7TiS2 und Li0,7TiSe2 untersucht haben [12–15]. Die experimentellen Aktivierungs-
barrieren von Wilkening et al., die aus den Maxima der T−11 - und der T
−1
1ρ -Messungen
bestimmt wurden, liegen bei 0,48 eV für Li1,0TiS2 und 0,41 eV für Li0,7TiS2. Die Ergeb-
nisse aus den τSAE-Messungen resultieren in einer Aktivierungsbarriere von 0,26 eV im
niedrigen Temperaturbereich.
Für Li1,0TiS2 kann davon ausgegangen werden, dass es sich bei der Aktivierungsbar-
riere von 0,48 eV im hohen Temperaturbereich um eine Einzelvakanzwanderung handelt,
und die in dieser Arbeit erhaltene Aktivierungsbarriere für Li0,88TiS2 von 0,55 eV kommt
dem experimentellen Wert sehr nahe. Die Aktivierungsbarriere aus den τSAE-Messungen
im niedrigen Temperaturbereich wird der Barriere für die Doppelvakanz entsprechen,
für die in dieser Arbeit eine Barriere von 0,33 eV in Li0,88TiS2 berechnet wurde. Bei-
de experimentellen Aktivierungsbarrieren stimmen gut mit den theoretischen Werten
überein. Wilkening kommentierte damals die zwei unterschiedlichen Aktivierungsbar-
rieren in seiner Doktorarbeit mit: „Es zeigt sich, dass im Gegensatz zu Li0,7TiS2 die
Diffusion nicht nur durch einen einzigen Mechanismus beschrieben wird.“ Die Vermu-
tung liegt nahe, dass es sich bei den beiden Mechanismen um die Einzelvakanz und die
Doppelvakanz handelt und in Li0,7TiS2 aufgrund der zahlreichen Leerstellen nur noch
die Doppelvakanzwanderung beobachtet wird. Auch für Li0,7TiS2 passen die Zahlenwer-
te gut zusammen, denn für die Doppelvakanzwanderung wurde in dieser Arbeit eine
Aktivierungsbarriere von 0,43 eV für Li0,67TiS2 erhalten. Eine Abweichung zu den expe-
rimentellen Aktivierungsbarrieren in Li1,0TiS2 von 0,07 eV wird sowohl für die Einzel-
als auch die Doppelvakanzwanderung beobachtet. Für Li0,7TiS2 ist die Abweichung zu
den hier bestimmten Barrieren niedriger und beträgt 0,02 eV. Dies kann daran liegen,
dass für x = 0,88 die Abweichung für den c Gitterparameter zu x = 1 größer ist als für
x = 0,7 und x = 0.67.
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Van der Ven et al. [10]
Abbildung 5.10.: Aktivierungsbarrieren der Doppelvakanzwanderung in Abhängigkeit
vom Lithiumanteil in LixTiS2 aus der Veröffentlichung von van der
Ven et al. [10] (rot) und der in dieser Arbeit berechneten Werte (cyan).
Für die Doppelvakanzwanderung wurden die Ergebnisse aus der Veröffentlichung von
van der Ven et al. [10] und die Ergebnisse aus dieser Arbeit Abbildung 5.10 zusammen-
gefasst dargestellt. Wird für die Doppelvakanzwanderung von einem linearen Zusam-
menhang zwischen Aktivierungsenergie und Lithiumgehalt ausgegangen, so ergibt sich
die folgende Regressionsgerade
EA = −0,32 eV · xLi + 0,62 eV. (5.6)
Für x = 1,0 ergibt sich aus Gleichung 5.6 eine Barriere von 0,3 eV und für x = 0,7 ist
EA = 0,4 eV. Im Vergleich mit den experimentellen Aktivierungsbarrieren von Wilke-
ning von 0,26 eV und 0,41 eV ist so eine noch bessere Übereinstimmung festzustellen.
Die Ergebnisse von van der Ven et al. liegen im Schnitt 0,1 eV über den in dieser
Arbeit bestimmten Aktivierungsbarrieren. Zum einen wird die Ursache dafür in der
aus dem LDA-Funktional resultierenden elektronischen Beschreibung liegen. Das LDA-
Funktional tendiert dazu, Bindungsenergien zu überschätzen, und dadurch kommt eine
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höhere repulsive Kraft zwischen migrierendem Lithiumion und den drei im Energie-
maximum koordinierten Schwefelionen zustande. Des Weiteren unterschätzt das LDA-
Funktional den Gitterparameter c stärker und es wurde bereits am Beispiel der Ak-
tivierungsbarriere von TiS2 gezeigt, dass ein niedrigerer Gitterparameter c mit einer
höheren Aktivierungsbarriere korreliert.
5.5. Titandichalkogenide
Zusätzlich zu der Betrachtung von Lithiumtitandisulfid wurden auch die äquivalenten
Selen- und Tellurverbindungen untersucht. Analog zu dem Vorgehen bei Lithiumtitan-
disulfid wurden die Aktivierungsbarrieren für verschiedene Lithiuminterkalationsgrade
berechnet. Die Berechnungen erfolgen dabei mit den jeweils optimierten Gitterparame-
tern. Die Anordnungen der besetzten und unbesetzten Oktaederlücken sind hingegen
unverändert zu den Berechnungen im vorherigen Abschnitt.
In Abbildung 5.11 sind die Aktivierungsbarrieren und die jeweiligen Regressionsge-
raden für die Einzel- und Doppelvakanzwanderung in den verschiedenen Lithiumtitan-
dichalkogeniden visualisiert. Die Aktivierungsenergie in Abhängigkeit vom Lithiuman-
teil weist für die Schwefel- und die Selenverbindungen ein sehr ähnliches Verhalten
auf. Die Barriere für die Selenverbindungen ist aber sowohl für die Einzel- als auch
die Doppelvakanzwanderung gegenüber den Schwefelverbindungen erhöht. Die Akti-
vierungsbarriere der Doppelvakanzwanderung in TiSe2 ist im Schnitt um 0,08 eV höher
als bei TiS2. Für TiTe2 sind es etwa 0,3 eV im Vergleich zu TiS2. Für LixTiS2 und
LixTiSe2 liegt die Aktivierungsbarriere für die Einzelvakanzwanderung deutlich höher
als die der Doppelvakanzwanderung. Bei LixTiTe2 sind die Aktivierungsbarrieren der
Einzel- und Doppelvakanzwanderung sehr ähnlich.
Für Li0,7TiSe2 ist in der Arbeit von Bensch et al. eine mittels NMR ermittelte Akti-
vierungsbarriere von 0,45(2) eV für Li0,7TiSe2 beobachtet worden. Diese stimmt mit der
hier beobachteten Aktivierungsbarriere für die Doppelvakanzwanderung in Li0,67TiSe2
von 0,43 eV sehr gut überein.
Dass die Aktivierungsbarriere mit zunehmender Ionengröße aber auch zunehmenden
Gitterparametern ansteigt, liegt an der sinkenden Differenz von Zellvolumen und dem
Volumen, welches die Ionen einnehmen. Das heißt, dass die Gitterparameter nicht im
gleichen Maße ansteigen, wie der Ionenradius des Chalkogenids. Rechnerisch lässt sich
das von den Ionen eingenommene Volumen in der verwendeten 3 × 3 × 2-Superzelle
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Abbildung 5.11.: Abhängigkeit der Aktivierungsbarrieren in LixTiS2 (blau), LixTiSe2
(grau) und LixTiTe2 (schwarz) vom Interkalationsgrad x sowie die
ermittelten Regressionsgeraden für die Einzelvakanzwanderung (ge-
strichelte Linie und kreuzförmige Punkte) sowie die Doppelvakanz-







(18 −NLi) · r3Ti4+ +NLi · r3Ti3+ +NLi · r3Li+ + 36 · r3X2−
)
(5.7)
bestimmen. Wird das Ionenvolumen vom Zellvolumen abgezogen, so sinkt das verblei-
bende Restvolumen mit abnehmendem Lithiumgehalt, aber auch mit zunehmendem
Ionenradius. Aus diesem Grund steigt die Aktivierungsbarriere mit abnehmender Li-
thiumanteil und mit zunehmendem Ionenradius.
5.6. Zusammenfassung
In diesem Kapitel wurde die Wanderung eines Lithiumions in Titandichalkogeniden
untersucht. Zunächst wurden die verschiedenen denkbaren Wanderungspfade und ihre
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Varianten vorgestellt. Es ist sowohl eine Wanderung über die Oktaederkante als auch
die Tetraederlücke denkbar. Durch die Besetzung benachbarter Lithiumpositionen des
Übergangszustands entstehen zusätzliche Varianten dieser Wanderungspfade.
Im Vergleich zu früheren theoretischen Arbeiten wurde hier explizit der Einfluss
der Dispersion- und Hubbard-Korrektur auf die berechneten Aktivierungsbarrieren be-
trachtet. Dabei wurde für die Wanderung in lithiumarmen und -reichen TiS2 der MEP
für die Tetraederwanderung mit optimierten und experimentellen Gitterparametern für
das PBE-Funktional und die PBE+U-D3-Methode bestimmt. Im Vergleich zu experi-
mentellen Ergebnissen lieferte die PBE+U-D3-Methode erneut die besten Ergebnisse.
Des Weiteren konnte beobachtet werden, wie die starke Fehleinschätzung des Gitterpa-
rameters c für TiS2 des PBE-Funktionals die Aktivierungsbarriere verfälscht.
Bei der Auseinandersetzung mit dem Tetraeder- und Oktaederwanderungspfad für
verschiedene Lithiumkonfigurationen ließ sich feststellen, dass die Wanderung über die
Oktaederkante keinen Übergangszustand darstellt, da die Frequenzrechnung des Über-
gangszustands zwei imaginäre Frequenzen ergab. Für einen Übergangszustand dürfte
nur eine imaginäre Frequenz zu beobachten sein, wie es bei der Tetraederwanderung
der Fall ist. Bei der Tetraederwanderung lassen sich die Einzel- und die Doppelvakanz-
wanderung unterscheiden, wobei zweitere eine deutlich geringere Aktivierungsbarriere
besitzt.
Abschließend wurden die Tetraederwanderungspfade für verschiedene Lithiumanteile
untersucht. Dafür wurde zunächst die Optimierung aller symmetrieinäquivalenten De-
fektstrukturen vorgenommen, die die Lithiumanteile x = 0,67 und x = 0,33 darstellen.
Aus den Daten der Optimierung konnte eine Methode auf Basis der Eingangsstruktu-
ren vorgeschlagen werden, mit der die energetisch günstigsten Strukturen vorhergesagt
werden können.
Eine der energetisch günstigen Strukturen wurde anschließend als Ausgangspunkt der
NEB-Rechnung verwendet. So wurde sichergestellt, dass die Ergebnisse mit den experi-
mentellen Daten möglichst gut vergleichbar sind. Auf Basis dieser optimierten Geome-
trien wurden die verschiedenen Varianten des Tetraederwanderungspfads für LixTiS2
untersucht. Im Vergleich zu den Experimenten zeigte sich eine sehr gute Übereinstim-
mung der hier bestimmten Aktivierungsbarrieren.
Abschließend wurden die Aktivierungsbarrieren für verschiedene Titandichalkogeni-
de bestimmt. Dabei wurde festgestellt, dass die Aktivierungsbarriere mit zunehmendem
Ionenradius der Chalkogenide steigt und die Aktivierungsbarriere der Einzel- und Dop-
pelvakanzwanderung bei LixTiTe2 fast identisch ist.
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Die vorliegende Arbeit hat sich mit der quantenchemischen Beschreibung von Titandi-
sulfid und weiteren Übergangsmetalldichalkogeniden sowie der Lithiumioneninterkalati-
on in diesen befasst. Dabei wurde deutlich, dass reine GGA-Funktionale nicht geeignet
sind, um lithiiertes und delithiiertes Titandisulfid gleichermaßen gut zu beschreiben.
Hybridfunktionale wären zur Beantwortung der eingangs gestellten Fragen zu rechen-
intensiv gewesen, insbesondere im Hinblick auf die Aktivierungsbarriere, welche in aus-
reichend großen Superzellen berechnet werden muss. Es konnte gezeigt werden, dass das
PBE-Funktional unter Einbeziehung von Dispersions- und Hubbardkorrekturtermen
gute Ergebnisse bei gleicher Rechenzeit im Vergleich zu GGA-Funktionalen liefert.
Die Eignung als Kathodenmaterial der Übergangsmetalldichalkogenide wurde mit zu-
nehmender Periode des Chalkogenids schlechter. Das Volumen steigt an, die Spannung
nimmt ab, wodurch die Energiedichte stark sinkt. Von Titan zu Vanadium, also mit stei-
gender Gruppe, wurde das Volumen kleiner und die Spannung stieg leicht an. Innerhalb
der Gruppe, von Vanadium zu Tantal, nahm das Volumen zu und die Spannung sank,
ebenso wie es bei den Dichalkogeniden mit zunehmender Periode beobachtet wurde.
Leider war es nicht möglich, die Spannungskurven der Tantal- und Vanadiumdichalko-
genide für den Lithiuminterkalationsgrad von x ≤ 0,5 gut zu beschreiben. Entweder
lässt sich die gewählte Methode auf die schwach lithiierten Systeme nicht anwenden
oder die Beschreibung des Spinzustands hätte anders gewählt werden müssen.
Die Frage nach dem Wanderungspfad in Lithiumtitandichalkogeniden konnte in dieser
Arbeit beantwortet werden. Es wurde gezeigt, dass die Wanderung ausschließlich über
die Tetraederlücke stattfindet, wobei zwischen einer Doppel- und einer Einzelvakanz-
wanderung unterschieden werden kann. Die Einzelvakanzwanderung tritt aufgrund der
hohen Barriere nur in stark lithiierten Systemen auf, wo die Doppelvakanzwanderung
weniger wahrscheinlich ist. Aus diesem Grund wurden auch experimentell für LiTiS2
zwei verschiedene Aktivierungsbarrieren beobachtet [15] bzw. können aus [12] abgelei-
tet werden (siehe [133]). Die experimentellen Aktivierungsbarrieren konnten mit der
gewählten Methode gut reproduziert werden.
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Für alle Dichalkogenide wird eine lineare Zunahme der Aktivierungsbarriere mit
abnehmendem Lithiumgehalt beobachtet. Zwar wird die Wanderung in stärker de-
lithiierten Systemen wahrscheinlicher, aber der c-Gitterparameter sinkt, die Titan-
dichalkogenidschichten liegen enger beieinander und die repulsiven Li-Li- und Li-Ti-
Wechselwirkungen während der Migration nehmen zu. Ebenso nimmt mit zunehmender
Periode des Chalkogenids die Aktivierungsbarriere zu. Dies liegt daran, dass das von
den Ionen eingenommene Volumen stärker ansteigt, als das Volumen der Elementar-
zelle und dadurch ebenfalls die repulsiven Wechselwirkungen während der Migration
des Lithiumions zunehmen. Interessant ist ebenfalls zu beobachten, dass sich die Ak-
tivierungsbarrieren von Einzel- und Doppelvakanzmigration mit zunehmender Periode
des Chalkogenids annähern. Es ist davon auszugehen, dass die zunehmend stärker wer-
denden repulsiven Wechselwirkungen durch die zusätzliche Lithiumvakanz nicht mehr
verringert werden können.
Darüber hinaus wurde in dieser Arbeit ein empirisches Modell vorgestellt, das die sys-
tematische Suche nach den energetisch günstigsten Defektstrukturen erleichtern könnte.
Es konnte gezeigt werden, dass für das vorliegende System nur ein Bruchteil aller De-
fektstrukturen optimiert werden muss, um die drei energetisch günstigsten Strukturen
zu ermitteln.
Zusätzlich wurde sich der Untersuchung der Eigenschaften von TiS2 bei Lithiumin-
terkalationsgraden von x > 1 gewidmet. Diese wurden in einer Veröffentlichung von
2015 experimentell untersucht und als vielversprechend erachtet [19]. Allerdings ist die
Klemmspannung für x > 1 viel zu niedrig, um eine Interkalation von Lithium für x > 1
anzustreben. Auch die anderen Übergangsmetalldisulfide und Titandichalkogenide wei-
sen für x > 1 keine sonderlich hohen Spannungen auf, weshalb von einer weiteren
Untersuchung dieser Materialien abgesehen wurde.
Interessant wäre es gewesen, die Vorhersage der energetischen Reihenfolge der De-
fektstrukturen weiter zu evaluieren und zu verfeinern, denn die Optimierung ist zeit-
und ressourcenaufwändig. Auch müsste geprüft werden, ob die Erkenntnisse auf an-
dere Übergangsmetalldichalkogenide übertragen werden können. Des Weiteren wurde
die Abhängigkeit der Eigenschaften vom Interkalat nicht untersucht. Es wäre durch-
aus interessant gewesen, die Eigenschaften bei Natrium- und Magnesiuminterkalation
zu untersuchen. Die Erkenntnis, dass für eine niedrige Aktivierungsbarriere das Ver-
hältnis von Ionen- zu Elementarzellvolumen möglichst klein sein muss, hätte weiter
genutzt werden können, um ein gut geeignetes Interkalationsmaterial zu finden. Zu
diesem Zweck hätten auch Mischungen aus verschiedenen Übergangsmetallen, Dichal-
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kogeniden oder Interkalaten betrachtet werden können, mit dem Ziel das Volumen der
Elementarzelle zu vergrößern, aber die repulsiven Wechselwirkungen bei der Migration
so gering wie möglich zu halten. Zu diesem Thema gibt es bereits einige experimentelle
Untersuchungen, deren Aktivierungsbarrieren zur Evaluation theoretischer Berechnun-
gen heranzuziehen. Als ein Beispiel sei die Arbeit von Bensch et al. angeführt, die die
Lithiumionenwanderung in TiS2−zSez mittels NMR untersucht haben [134]. Die dort
erhaltenen experimentellen Aktivierungsbarrieren weisen ein deutliches Minimum bei
z = 1 von weniger als 0,20 eV auf. Sowohl zu schauen, ob sich dieses Ergebnis mit
der hier evaluierten Methode reproduzieren lässt, als auch zu untersuchen ob durch
Beimischung von Tellur die Barriere noch weiter gesenkt werden könnte, wäre ein sehr
spannendes Projekt.
Insgesamt stellt diese Arbeit eine ausführliche quantenchemische Untersuchung der
Eigenschaften von Titandisulfid bei Lithiumioneninterkalation dar, die darüber hinaus
noch die Abhängigkeiten der Eigenschaften vom eingesetzten Übergangsmetall und
Chalkogenid betrachtet, sowie die Frage nach der Lithiumionenmigration auf atomaren
Ebene beantwortet.
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Abbildung A.1.: Änderung der Energie bei Erhöhung des k-Punktegitters (links) und
der damit verbundenen Änderung der CPU-Zeit (rechts) für TiX2 und
LiTiX2. Als Referenzwert wurde die Energie für ein k-Punktegitter
von 12 × 12 × 6 verwendet.
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A. Anhang zu Kapitel 3
400 500 600 700 800 900



















x x x x x
x
x x x x x
x
x x x x x
bc
bc bc bc bc bc
bc
bc bc bc bc bc
bc







400 500 600 700 800 900
























































Abbildung A.2.: Änderung der Energie bei Erhöhung der Cutoffenergie (links) und der
damit verbundenen Änderung der CPU-Zeit (rechts) für TiX2 und
LiTiX2. Als Referenzwert wurde die Energie für eine Cutoffenergie
von 1000 eV verwendet.
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Abbildung B.1.: Abhängigkeit der Gitterparameter a (cyan) und c (rot) in Abhän-
gigkeit der Lithiumstöchiometrie, bestimmt aus dem minimalen Wert
(gepunktete Linie), aus dem Durchschnitt (gestrichelte Linie) bzw. un-
ter der Annahme einer boltzmannverteilten Größe aus Gleichung 4.3
(durchgezogene Linie).
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Abbildung C.1.: Nummerierung der Lithiumionenpositionen in der betrachteten 3×3×
2-Superzelle
C.1. Li0,33TiS2
Tabelle C.1.: Ergebnisse der Berechnungen der verschiedenen Defektstrukturen für
Li0,33TiS2 sortiert nach der Gewichtung.
Nummer Gewichtung Energie Besetzte Positionen
084 2,9725 −357,859 181 3, 5, 6, 16, 17, 18
123 2,9889 −357,862 470 3, 4, 6, 16, 17, 18
049 3,0222 −357,873 991 4, 5, 6, 16, 17, 18
133 3,1089 −357,827 340 2, 3, 4, 14, 16, 18
112 3,1222 −357,803 051 3, 7, 9, 14, 15, 17
127 3,1942 −357,824 823 3, 4, 6, 14, 17, 18
130 3,2143 −357,717 295 2, 3, 4, 5, 7, 18
095 3,2962 −357,842 037 3, 5, 8, 15, 16, 18
107 3,3099 −357,837 632 3, 6, 7, 14, 17, 18
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125 3,3284 −357,802 602 3, 4, 7, 15, 17, 18
053 3,3494 −357,839 693 4, 5, 8, 15, 16, 18
052 3,3810 −357,787 557 4, 5, 7, 15, 17, 18
131 3,4149 −357,819 052 2, 3, 4, 5, 16, 18
134 3,4782 −357,592 882 2, 4, 9, 12, 14, 16
091 3,4884 −357,726 497 3, 5, 7, 15, 17, 18
096 3,5039 −357,805 959 3, 5, 9, 15, 16, 17
111 3,5202 −357,774 457 3, 6, 7, 14, 16, 17
076 3,5774 −357,720 684 3, 5, 6, 7, 8, 18
121 3,5924 −357,754 322 3, 4, 6, 8, 9, 16
119 3,6062 −357,756 399 3, 4, 6, 7, 8, 18
104 3,6242 −357,755 726 3, 6, 7, 8, 9, 14
077 3,6267 −357,740 856 3, 5, 6, 7, 9, 17
081 3,6339 −357,766 574 3, 5, 6, 8, 9, 16
115 3,6449 −357,766 860 3, 7, 8, 14, 15, 16
083 3,7500 −357,828 689 3, 5, 6, 9, 16, 17
088 3,7728 −357,689 262 3, 5, 6, 7, 8, 16
082 3,7812 −357,809 372 3, 5, 6, 8, 16, 18
106 3,8094 −357,841 862 3, 6, 7, 9, 14, 17
047 3,8272 −357,746 083 4, 5, 6, 7, 8, 18
122 3,8387 −357,827 958 3, 4, 6, 8, 16, 18
120 3,8418 −357,798 310 3, 4, 6, 7, 17, 18
078 3,8421 −357,769 731 3, 5, 6, 7, 17, 18
100 3,8467 −357,690 302 3, 5, 7, 15, 16, 17
099 3,8480 −357,718 103 3, 5, 7, 15, 16, 18
109 3,8604 −357,762 370 3, 6, 7, 14, 16, 18
098 3,8619 −357,751 258 3, 5, 8, 15, 16, 17
074 3,8648 −357,717 946 3, 5, 7, 16, 17, 18
040 3,8739 −357,770 106 5, 6, 8, 15, 16, 18
060 3,8757 −357,773 823 3, 6, 8, 16, 17, 18
070 3,8849 −357,771 128 3, 5, 9, 16, 17, 18
019 3,9197 −357,786 503 5, 6, 8, 16, 17, 18
017 3,9260 −357,797 626 5, 6, 9, 16, 17, 18
058 3,9316 −357,798 616 3, 6, 9, 16, 17, 18
079 3,9631 −357,657 901 3, 5, 6, 7, 8, 17
086 3,9656 −357,696 546 3, 5, 6, 7, 9, 16
048 3,9678 −357,822 597 4, 5, 6, 7, 17, 18
050 3,9822 −357,822 390 4, 5, 7, 8, 15, 18
089 4,0342 −357,732 857 3, 5, 6, 7, 16, 17
065 4,0503 −357,764 993 3, 8, 9, 15, 16, 17
093 4,0584 −357,780 158 3, 5, 9, 15, 16, 18
103 4,0657 −357,751 616 3, 7, 8, 14, 16, 18
063 4,0707 −357,733 188 3, 7, 8, 15, 17, 18
036 4,0787 −357,738 776 5, 6, 7, 15, 17, 18
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025 4,0796 −357,742 199 5, 7, 8, 15, 17, 18
026 4,0887 −357,804 250 5, 8, 9, 15, 16, 18
041 4,1060 −357,765 817 5, 6, 9, 15, 16, 17
072 4,1684 −357,682 985 3, 5, 7, 8, 9, 16
085 4,1780 −357,751 128 3, 5, 6, 8, 16, 17
117 4,2115 −357,676 865 3, 5, 7, 14, 16, 18
087 4,2158 −357,735 909 3, 5, 6, 7, 16, 18
132 4,2225 −357,714 034 2, 3, 4, 9, 14, 16
064 4,2470 −357,785 448 3, 8, 9, 15, 16, 18
061 4,2537 −357,725 496 3, 7, 9, 15, 17, 18
023 4,2729 −357,729 804 5, 7, 9, 15, 17, 18
027 4,3076 −357,771 455 5, 8, 9, 15, 16, 17
067 4,3243 −357,673 660 3, 5, 7, 8, 9, 18
033 4,3368 −357,700 878 5, 6, 7, 8, 9, 15
056 4,3971 −357,693 472 3, 6, 7, 8, 9, 17
073 4,3991 −357,729 637 3, 5, 7, 8, 16, 18
101 4,4395 −357,680 221 3, 7, 9, 14, 16, 18
045 4,4585 −357,671 582 5, 6, 7, 15, 16, 17
043 4,4588 −357,689 895 5, 6, 8, 15, 16, 17
097 4,5037 −357,790 394 3, 5, 15, 16, 17, 18
059 4,5076 −357,766 250 3, 6, 8, 9, 16, 17
080 4,5078 −357,766 597 3, 5, 6, 9, 16, 18
069 4,5278 −357,767 555 3, 5, 8, 9, 16, 18
113 4,5354 −357,777 057 3, 7, 14, 15, 17, 18
042 4,5383 −357,771 442 5, 6, 15, 16, 17, 18
013 4,5427 −357,691 351 5, 6, 7, 8, 9, 18
094 4,5539 −357,824 566 3, 5, 8, 9, 15, 16
124 4,5556 −357,738 129 3, 4, 7, 9, 15, 17
126 4,5583 −357,830 089 3, 4, 8, 9, 15, 16
034 4,5626 −357,732 571 5, 6, 7, 8, 15, 18
128 4,5646 −357,605 579 3, 5, 7, 12, 14, 16
015 4,5707 −357,693 094 5, 6, 7, 8, 9, 17
068 4,5764 −357,706 593 3, 5, 7, 9, 17, 18
057 4,5944 −357,729 726 3, 6, 7, 8, 17, 18
105 4,5982 −357,812 136 3, 6, 7, 8, 14, 18
090 4,6040 −357,719 504 3, 5, 7, 9, 15, 17
038 4,6238 −357,716 802 5, 6, 9, 15, 16, 18
031 4,6318 −357,692 286 5, 6, 8, 15, 17, 18
010 4,6476 −357,694 804 6, 7, 8, 15, 17, 18
029 4,6501 −357,679 170 5, 7, 8, 15, 16, 17
022 4,6935 −357,748 218 5, 7, 8, 9, 15, 18
028 4,7206 −357,756 950 5, 8, 15, 16, 17, 18
014 4,7402 −357,751 636 5, 6, 7, 9, 17, 18
018 4,7447 −357,756 432 5, 6, 8, 9, 16, 17
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016 4,7520 −357,750 306 5, 6, 7, 8, 17, 18
054 4,7581 −357,670 263 3, 6, 7, 8, 9, 18
051 4,7789 −357,755 176 4, 5, 7, 9, 15, 17
110 4,7875 −357,707 170 3, 6, 7, 8, 14, 16
021 4,8289 −357,698 413 5, 8, 9, 15, 17, 18
008 4,8451 −357,697 370 6, 7, 9, 15, 17, 18
003 4,8742 −357,700 052 6, 8, 9, 16, 17, 18
005 4,8827 −357,719 488 6, 7, 9, 16, 17, 18
108 4,8931 −357,727 250 3, 6, 7, 9, 14, 16
055 4,9234 −357,765 288 3, 6, 7, 9, 17, 18
114 4,9350 −357,727 843 3, 7, 14, 15, 16, 18
092 4,9603 −357,647 138 3, 5, 7, 8, 15, 17
071 4,9662 −357,664 877 3, 5, 7, 9, 16, 18
102 5,0922 −357,735 212 3, 7, 8, 9, 14, 16
116 5,1423 −357,667 999 3, 5, 7, 9, 14, 16
020 5,1552 −357,679 098 5, 6, 7, 8, 16, 17
062 5,2596 −357,717 640 3, 7, 8, 9, 15, 17
066 5,2767 −357,752 820 3, 8, 15, 16, 17, 18
032 5,2948 −357,655 577 5, 6, 7, 9, 15, 18
039 5,3135 −357,760 935 5, 6, 8, 9, 15, 16
035 5,3186 −357,707 517 5, 6, 7, 9, 15, 17
011 5,3855 −357,611 549 6, 7, 9, 15, 16, 18
006 5,4093 −357,616 779 6, 8, 9, 15, 17, 18
012 5,4571 −357,694 185 5, 6, 8, 9, 17, 18
024 5,4687 −357,708 516 5, 7, 8, 9, 15, 17
007 5,4727 −357,682 743 6, 7, 8, 9, 15, 18
044 5,5072 −357,681 046 5, 6, 7, 8, 15, 16
004 5,6656 −357,676 614 6, 7, 8, 9, 16, 18
002 5,6786 −357,685 660 6, 7, 8, 9, 17, 18
037 5,6811 −357,643 854 5, 6, 7, 8, 15, 17
009 5,8413 −357,661 013 6, 7, 8, 9, 15, 17
001 5,8575 −357,638 740 7, 8, 9, 16, 17, 18
030 6,0269 −357,665 658 5, 6, 8, 9, 15, 17
129 6,1524 −357,667 915 2, 3, 4, 5, 7, 9
075 6,6044 −357,668 622 3, 5, 6, 7, 8, 9
118 6,6126 −357,665 838 3, 4, 6, 7, 8, 9




Tabelle C.2.: Ergebnisse der Berechnungen der verschiedenen Defektstrukturen für
Li0,67TiS2 sortiert nach der Gewichtung.
Nummer Gewichtung Energie Unbesetzte Positionen
133 1,9860 −383,257 267 6, 8, 9, 10, 11, 13
125 2,1685 −383,221 390 3, 8, 9, 10, 11, 13
108 2,2055 −383,232 226 4, 5, 8, 10, 11, 12
107 2,2178 −383,243 472 4, 5, 7, 10, 11, 12
127 2,2705 −383,226 497 3, 4, 9, 10, 11, 14
119 2,2817 −383,209 996 3, 5, 9, 10, 11, 13
106 2,2944 −383,223 162 4, 5, 6, 10, 11, 12
128 2,2954 −383,201 864 3, 4, 6, 10, 11, 16
124 2,3431 −383,231 928 3, 7, 9, 10, 11, 13
134 2,4182 −383,150 016 2, 4, 9, 10, 15, 17
117 2,4485 −383,175 711 3, 5, 8, 10, 11, 13
126 2,5022 −383,211 819 3, 4, 6, 10, 11, 14
114 2,5391 −383,196 425 3, 5, 6, 10, 11, 13
115 2,5708 −383,152 406 3, 5, 7, 10, 11, 13
079 2,6849 −383,211 602 1, 4, 6, 10, 11, 17
071 2,7983 −383,201 730 1, 6, 9, 10, 11, 13
112 2,8956 −383,208 760 3, 9, 10, 11, 13, 14
084 2,9237 −383,169 074 1, 6, 8, 10, 11, 14
103 2,9254 −383,206 041 5, 9, 10, 11, 12, 13
069 2,9286 −383,181 381 1, 6, 8, 10, 11, 13
131 2,9344 −383,226 867 8, 9, 10, 11, 13, 15
087 2,9420 −383,194 295 1, 5, 8, 10, 11, 15
078 2,9472 −383,226 701 1, 4, 8, 10, 11, 15
040 2,9756 −383,166 593 1, 6, 8, 10, 11, 12
054 3,0142 −383,159 187 1, 3, 4, 10, 11, 17
036 3,0355 −383,147 584 1, 4, 9, 10, 11, 12
101 3,0452 −383,191 784 5, 8, 10, 11, 12, 13
035 3,0516 −383,159 478 1, 4, 8, 10, 11, 12
104 3,0548 −383,185 689 7, 8, 10, 11, 12, 13
073 3,0557 −383,145 338 1, 4, 6, 10, 11, 14
105 3,0597 −383,213 727 7, 9, 10, 11, 12, 13
049 3,0700 −383,173 689 1, 3, 9, 10, 11, 13
032 3,0942 −383,151 180 1, 4, 6, 10, 11, 12
122 3,1073 −383,189 053 3, 6, 10, 11, 13, 17
111 3,1097 −383,164 853 3, 8, 10, 11, 13, 14
099 3,1219 −383,208 061 5, 7, 10, 11, 12, 13
030 3,1333 −383,134 917 1, 4, 5, 10, 11, 12
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059 3,1351 −383,208 806 1, 3, 8, 10, 11, 15
110 3,1438 −383,193 276 3, 7, 10, 11, 13, 14
033 3,1606 −383,156 184 1, 4, 7, 10, 11, 12
063 3,1734 −383,141 927 1, 5, 6, 10, 11, 13
121 3,1882 −383,179 271 3, 8, 10, 11, 13, 15
047 3,1937 −383,137 074 1, 3, 8, 10, 11, 13
075 3,2057 −383,176 587 1, 4, 8, 10, 11, 14
132 3,2163 −383,170 826 6, 8, 10, 11, 13, 18
089 3,2224 −383,184 744 1, 6, 8, 10, 11, 15
050 3,2360 −383,142 877 1, 3, 4, 10, 11, 14
044 3,2391 −383,148 843 1, 3, 6, 10, 11, 13
109 3,2479 −383,183 972 3, 6, 10, 11, 13, 14
097 3,2514 −383,169 111 5, 6, 10, 11, 12, 13
042 3,3507 −383,104 553 1, 3, 5, 10, 11, 13
116 3,3560 −383,142 391 3, 5, 10, 11, 13, 17
051 3,3799 −383,162 772 1, 3, 4, 10, 11, 15
118 3,3964 −383,108 674 3, 5, 10, 11, 13, 18
053 3,4045 −383,137 046 1, 3, 4, 10, 11, 16
045 3,4557 −383,109 757 1, 3, 7, 10, 11, 13
085 3,4607 −383,111 739 1, 5, 6, 10, 11, 15
083 3,4852 −383,191 370 1, 6, 10, 11, 14, 17
123 3,4899 −383,129 246 3, 6, 10, 11, 13, 18
090 3,5226 −383,198 129 1, 6, 8, 10, 15, 17
076 3,5298 −383,141 514 1, 4, 6, 10, 11, 15
113 3,5414 −383,144 174 3, 5, 10, 11, 13, 15
016 3,5746 −383,172 029 1, 2, 9, 10, 11, 13
039 3,6899 −383,174 723 1, 8, 10, 11, 12, 15
057 3,6924 −383,091 041 1, 3, 6, 10, 11, 15
010 3,7187 −383,140 684 1, 2, 6, 10, 11, 13
066 3,7383 −383,193 765 1, 8, 10, 11, 13, 15
082 3,7427 −383,181 204 1, 8, 10, 11, 14, 15
068 3,7492 −383,170 634 1, 9, 10, 11, 13, 15
034 3,7611 −383,121 840 1, 4, 10, 11, 12, 17
074 3,7833 −383,146 288 1, 4, 10, 11, 14, 17
019 3,8060 −383,079 934 1, 2, 7, 10, 11, 14
014 3,8099 −383,124 920 1, 2, 8, 10, 11, 13
027 3,8323 −383,129 510 1, 8, 10, 11, 12, 13
061 3,8369 −383,148 073 1, 6, 10, 11, 13, 14
029 3,8552 −383,130 173 1, 9, 10, 11, 12, 13
077 3,8699 −383,150 078 1, 4, 10, 11, 15, 17
070 3,9253 −383,106 723 1, 6, 10, 11, 13, 18
052 3,9333 −383,119 962 1, 3, 4, 6, 10, 11
086 3,9465 −383,118 952 1, 5, 10, 11, 15, 17
041 3,9806 −383,110 755 1, 3, 10, 11, 13, 14
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031 3,9906 −383,137 111 1, 4, 10, 11, 12, 15
012 3,9945 −383,087 642 1, 2, 7, 10, 11, 13
056 3,9967 −383,153 883 1, 3, 4, 9, 10, 11
023 4,0025 −383,091 253 1, 6, 10, 11, 12, 13
046 4,0090 −383,109 024 1, 3, 10, 11, 13, 17
008 4,0146 −383,085 136 1, 2, 5, 10, 11, 13
021 4,0275 −383,099 861 1, 5, 10, 11, 12, 13
005 4,0330 −383,064 082 1, 2, 5, 10, 11, 12
058 4,0373 −383,107 709 1, 3, 10, 11, 15, 17
072 4,0378 −383,132 998 1, 4, 10, 11, 14, 15
003 4,0430 −383,077 347 1, 2, 4, 10, 11, 12
062 4,1077 −383,102 796 1, 5, 10, 11, 13, 15
088 4,1162 −383,146 467 1, 6, 10, 11, 15, 17
025 4,1243 −383,101 672 1, 7, 10, 11, 12, 13
043 4,2253 −383,127 501 1, 3, 10, 11, 13, 15
048 4,2472 −383,053 401 1, 3, 10, 11, 13, 18
080 4,2481 −383,073 071 1, 6, 10, 11, 14, 15
055 4,2495 −383,156 615 1, 3, 4, 8, 10, 11
037 4,3777 −383,095 746 1, 6, 10, 11, 12, 15
064 4,4166 −383,106 475 1, 6, 10, 11, 13, 15
006 4,5265 −383,061 680 1, 2, 4, 10, 11, 13
017 4,5596 −382,983 201 1, 2, 5, 10, 11, 14
009 4,5769 −383,092 171 1, 2, 10, 11, 13, 15
015 4,6155 −383,084 432 1, 2, 10, 11, 13, 18
011 4,6896 −383,064 364 1, 2, 10, 11, 13, 16
007 4,7303 −383,074 999 1, 2, 10, 11, 13, 14
018 4,7363 −383,041 269 1, 2, 10, 11, 14, 16
013 4,7863 −383,102 409 1, 2, 10, 11, 13, 17
094 4,7932 −383,133 611 7, 10, 11, 12, 13, 14
096 4,7944 −383,110 241 8, 10, 11, 12, 13, 14
098 4,8055 −383,094 589 5, 10, 11, 12, 13, 16
004 4,8578 −383,015 105 1, 2, 10, 11, 12, 14
002 4,9075 −383,041 789 1, 2, 10, 11, 12, 13
092 4,9672 −383,094 762 6, 10, 11, 12, 13, 14
001 5,0268 −382,970 514 1, 2, 3, 10, 11, 12
102 5,0611 −383,052 793 5, 10, 11, 12, 13, 18
100 5,2811 −383,081 240 5, 10, 11, 12, 13, 17
130 5,3278 −383,073 138 9, 10, 11, 13, 15, 17
120 5,5148 −383,027 173 3, 10, 11, 13, 15, 17
060 5,5435 −383,068 683 1, 10, 11, 13, 14, 15
081 5,6072 −383,032 520 1, 10, 11, 14, 15, 17
020 5,6843 −383,037 659 1, 10, 11, 12, 13, 14
022 5,6984 −383,045 535 1, 10, 11, 12, 13, 15
038 5,7883 −383,025 219 1, 10, 11, 12, 15, 17
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024 5,8314 −382,954 280 1, 10, 11, 12, 13, 16
028 5,9509 −382,977 381 1, 10, 11, 12, 13, 18
026 5,9817 −383,030 370 1, 10, 11, 12, 13, 17
065 6,0759 −383,045 779 1, 10, 11, 13, 15, 17
067 6,0869 −383,003 387 1, 10, 11, 13, 15, 18
091 6,9220 −383,008 536 10, 11, 12, 13, 14, 15
093 7,7098 −382,888 843 10, 11, 12, 13, 14, 16
095 7,7275 −382,908 349 10, 11, 12, 13, 14, 17
129 9,4978 −382,768 355 10, 11, 13, 15, 17, 18
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D.2. KPOINTS
Für die Elementarzelle der lithiierten und delithiierten Übergangsmetalldichalkogenide






Für die Berechnungen an den Superzellen wurde die Werte entsprechend reduziert.
D.3. INCAR
D.3.1. Methode
Um das PBE-Funktional [1] in Kombination mit der D3-Korrektur von Grimme [68]
und dem Hubbardkorrekturterm von Dudarev [76] bei Lithiumtitandichalkogeniden zu




LDAUL = 2 -1 -1
LDAUJ = 0 0 0
LDAUU = 3.5 0 0
Für die Übergangsmetalle Tantal und Vanadium muss der erste LDAUU-Wert angepasst
werden, auf 2,25 bzw. 3,1. Für die Übergangsmetalldichalkogenide ohne interkaliertes
Lithium muss jeweils bei LDAUL, LDAUJ und LDAUU der letzte Wert entfernt werden. Es
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ist zu beachten, dass sowohl die Geometrien, als auch die Methode davon abhängig
sind, dass die angegebene Reihenfolge der Elemente (Übergangsmetall, Dichalkogenid,
Lithium) mit der in den POTCAR-Dateien übereinstimmt.
D.3.2. Energieminimierung
Die Parameter, die die Energieminimierung beeinflussen und von den Standardwerten
in VASP abweichen, wurden wie folgt eingestellt:
ALGO = FAST





Bei Bedarf wurden die Parameter NBANDS und NELM erhöht und der Wert für PREC auf Ac-
curate gesetzt. Der Wert für die Cutoffenergie (ENCUT) wurde bei einigen Berechnungen
ebenfalls erhöht. Wann und auf welche Werte ist in den entsprechenden Abschnittene
erwähnt.
D.3.3. Geometrieoptimierung





Wenn nur noch die Atompositionen und nicht die Gitterparameter optimiert wurden,
wurde ISIF auf den Wert 2 gesetzt. Sollte die Geometrieoptimierung mehrfach fehlge-
schlagen sein, wurde die Geometrieoptimierung auch mit IBRION = 1 und POTIM = 0.2
durchgeführt.
D.3.4. NEB-Berechnungen
Zur Durchführung einer NEB-Berechnung mit 7 Bildern wurden die folgenden Werte









D. Eingabe für VASP
Im Gegensatz zur Geomtrieoptimierung, wird hier von Anfang an IBRION = 1 und ein
niedrigerer POTIM-Wert verwendet. Das Abbruchskriterium für die Optimierung wurde
etwas aufgeweicht (EDIFFG = -0.01), da die meisten Rechnungen auch nach mehreren
hundert Stunden sonst nicht konvergiert sind.
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