Abstract. We introduce a new search problem motivated by computational metrology. The problem is as follows: we would like to locate two unknown numbers x, y ∈ [0, 1] with as little uncertainty as possible, using some given number k of probes. Each probe is specified by a real number r ∈ [0, 1]. After a probe at r , we are told whether x ≤ r or x ≥ r , and whether y ≤ r or y ≥ r . We derive the optimal strategy and prove that the asymptotic behavior of the total uncertainty after k probes is 13 7 2 −(k+1)/2 for odd k and 13 10 2 −k/2 for even k.
Introduction.
The following search problem was introduced by [4] in the context of geometric tolerancing and metrology [2] , [1] , [3] . Given a closed interval B ⊆ R, our task is to estimate its length L = |B|. In practice, B is a rod or some body whose length we wish to estimate. Toward this end, we are to probe B using a grid which, after a scaling factor, may be identified with Z. The initial probe amounts to placing B arbitrarily on the real line-if a placement is specified by a real number s 0 ∈ R, then the position of B in placement s 0 corresponds to the interval B + s 0 = {x + s 0 : x ∈ B}. See Figure 1 for an illustration.
The result of the initial probe is the discrete set S 0 := (B + s 0 ) ∩ Z.
In Figure 1 , S 0 has five points. It is immediate that if n 0 = |S 0 |, then
So the uncertainty about L is 2 after the initial probe.
In subsequent probes, we are allowed to shift B by any desired amount. If the first probe after the initial probe is obtained by shifting B by s 1 , then B is next placed in position B + s 0 + s 1 , and the result of this probe is the set To ensure that S 1 is nonempty, we assume L > 1. In general, if the kth shift is s k , then the result of the corresponding probe is the set
For any given k ≥ 0, our goal is to devise a strategy of choosing k shifts so that the worst case uncertainty concerning L is minimized. It is not hard to see that we may restrict s i so that 0 < s i < 1.
The Abstract Problem.
We reformulate the above problem in an abstract setting. To establish the context, recall the classic problem of searching for an unknown real number x, known to lie in some interval I 0 ⊆ R. We are allowed to compare x with any chosen real number r ∈ R. Such a comparison, denoted x : r , has one of two possible outcomes "x ≤ r " or "x ≥ r ." The classic binary search algorithm, after making k comparisons, determines a subinterval I k ⊆ I 0 of size |I k | = 2 −k |I 0 |. Interpreting |I k | as the uncertainty of x after k comparisons, it is well known that the binary search algorithm is optimal, that is, it achieves the minimax uncertainty after k comparisons. Now consider a generalization called a simultaneous searching problem: we are given two intervals I, J ⊆ R and a number k ≥ 0. Our goal is to locate two unknown numbers x ∈ I and y ∈ J as accurately as possible using k probes. Each probe is specified by a real number r ∈ R called the discriminant, and it corresponds to making a pair of simultaneous comparisons, x : r and y : r . If the outcome is x ≥ r , then I is next reduced to I = I ∩ {α ∈ R: α ≥ r } and otherwise I = I ∩ {α ∈ R: α ≤ r }. The outcome of the comparison on y is similarly treated, and let J be updated to J . Notice that if I ∩ J = ∅, then a probe amounts to a choice of one of the two intervals I or J upon which to perform an ordinary comparison.
The uncertainty of I, J is given by |I | + |J |. After a probe, uncertainty is reduced to |I | + |J |. Let U k (I, J ) denote the minimax uncertainty after k probes. Let σ k (I, J ) be the discriminant r of the first probe in an optimal k-probe strategy. We are interested in two special cases: DISJOINT CASE. This is when I ∩ J = ∅. 
and similarly forĴ i . It is easy to see that
is the uncertainty about the numbers x, y after the ith probe. The ith probe corresponds to the comparisons x : r i and y : r i , where
It is not hard to see that U 1 = 1. Next we claim that
, let the discriminant of the first probe be 1 3 . There are basically two cases of the resultant intervals (I , J ) to consider: 1 3 ], [ 1 3 , 1]). In either case, the discriminant of the next probe (second probe) can be chosen as 2 3 . We see that the uncertainty is at most 2 3 after this probe. To see that U 2 ≥ 2 3 , suppose the first probe discriminant is r = 1 3 . If r > 1 3 , then
; otherwise r < 1 3 and we have
We have the following bound for any |I | = |J | = 1:
The lower bound of U k comes from the fact that each probe reduces the uncertainty by a factor of at most 1 2 . The upper bound on U k comes from the fact that we can reduce the uncertainty by a factor of at least 1 2 with every two probes. The main result of this paper determines the behavior of U k as k → ∞. To understand this behavior, we first normalize U k by defining .
This can be seen in Table 1 as well. 
Normalize V k (α) by considering the function
For example, with α = 1 2 , it is easy to see that V k ( . As k goes to infinity, the sequence {v k (α)} ∞ k=1 does not converge but has two limit points. For even k it converges to v even (α), whereas for odd k it converges to v odd (α), where
PROOF. First assume k is even and sufficiently large so that (2 k+1 + 1)
− . If we perform (k/2) − comparisons in I and the remaining (k/2) + comparisons in J , then the remaining uncertainty is 2
We also note that
Thus α = α i is the cross-over point between optimally assigning k/2 − i versus k/2 − i + 1 comparisons to the first interval [0, α] . This proves that
We can similarly calculate the cross-over point when k is odd to verify the other half of the lemma.
Note that the proof actually shows a stronger result, namely, for fixed α, v k (α) is equal to v even (α) or v odd (α) for k large enough.
In the next section we need the following more precise statement of the lemma when α ∈ [ 1 9 , 1 3 ]: for all k ≥ 2,
The following properties are easy to verify. LEMMA 2. Let k ≥ 1 be fixed.
1.
For α in the range [0, 1 2 ], the functions v k (α), v even (α), and v odd (α) are continuous, increasing, and piecewise linear. are I and J , there are only two cases to consider: either I and J are disjoint (for which we can use the analysis of the previous section) or they are equal (which is a recursive situation). This observation implies that, for all k ≥ 1, U k satisfies the recurrence
By the definition of σ k , the right-hand side is minimized by the choice α = σ k . Multiplying the equation by 2 k/2 , we obtain the normalized form.
where ε k = 2 if k is odd, otherwise ε k = 1.
Consider, with k fixed, the graphs of v k−1 (α) and (1 − α)u k−1 . As α increases from 0 to 1 2 , both graphs intersect at most once since the latter decreases from u k−1 (by (1) ,
) while the former, by Lemma 2, increases from 2
) is the normalized uncertainty in the case of two disjoint intervals of equal size; thus v k−1 (
u k−1 . Therefore, the two graphs intersect exactly once. The intersection is the point (σ k , u k /ε k ). Thus we can rewrite (3) as
where the base case is u 1 = 2 and σ 1 = . The values in Table 1 were computed by iterating this recurrence. Figure 2 illustrates this process.
The question naturally arises whether this process "converges" in a suitable sense, and, specifically, does {u k } converge? The answer is given in the next result. , and, for j ≥ 1, the following equations hold:
We now solve for σ k and u k : by the substitutionsũ 2 
Expanding the functions f and g and simplifying, we get σ 2 j = 3σ 2 j−1 2 + 3σ 2 j−1 andσ 2 j+1 = 1 + 2σ 2 j 5 + 2σ 2 j Fig. 2 . Iterative process to find u k+1 and u k+2 from u k (k odd). orσ 2 j+2 = 3 + 6σ 2 j 13 + 10σ 2 j andσ 2 j+1 = 2 + 9σ 2 j−1 10 + 21σ 2 j−1 .
These could be written as two independent iterative equations,
where F(x) := (3 + 6x)/(13 + 10x) and G(x) := (2 + 9x)/(10 + 21x). Note that F( Furthermore, there is an obvious generalization to n intervals (I 1 , . . . , I n ) where each I i contains an unknown x i . Another generalization is to define the uncertainty of (I 1 , . . . , I n ) to be i w i |I i |, where w i ≥ 0 are specified weights.
