We develop a high-order hybridized discontinuous Galerkin (HDG) method for a linear degenerate elliptic equation arising from a two-phase mixture of mantle convection or glacier dynamics. We show that the proposed HDG method is well-posed by using an energy approach. We derive a priori error estimates for the method on simplicial meshes in both two-and three-dimensions. The error analysis shows that the convergence rates are optimal for both the scaled pressure and the scaled velocity for non-degenerate problems and are sub-optimal by half order for degenerate ones. Several numerical results are presented to confirm the theoretical estimates. We also enhance the HDG solutions by post-processing. The superconvergence rates of (k + 2) and (k + 3 2 ) are observed for both a non-degenerate case and a degenerate case away from the degeneracy. Degenerate problems with low regularity solutions are also studied, and numerical results show that high-order methods are beneficial in terms of accuracy.
Introduction
The Earth's core is hotter than the Earth's surface, which leads to thermal convection in which the cold mantle is dense and sinks while the hot mantle is light and rises to the surface. The induced current, i.e., mantle convection, moves slowly and cools gradually. The evolution and circulation of the mantle induce plate tectonics, volcanic activity, and variation in crustal chemical composition. Therefore, the study of mantle dynamics is critical to understanding how the planet functions [1] . Glacier dynamics, on the other hand, describes the movement of glaciers and ice sheets. Glaciers and ice sheets interact with the atmosphere, the oceans, and the landscape [2] , which could lead to a large impact on weather and climate change [3] . Though mantle convection and glacier dynamics are different in nature, their dynamics can be mathematically modeled by the Stokes equations combined with a Darcy equation accounting for melt.
In this paper, we are interested in developing numerical methods for both glacial dynamics and mantle convection described by a similar two-phase mathematical model, as we now briefly discuss. In glacial dynamics, the mixture of ice and water is observed near the temperature at the pressure-melting point, which is in a phase-transition process [4, 5] . In mantle dynamics, a partially molten rock is generated by supplying heat or reducing the pressure. In both cases, the relative motion between the melt and the solid matrix is modeled by two-phase flow [6] .
We adopt the mathematical model in [7, 6, 8, 9, 10, 11, 12] . In particular, the mixture parameter of fluid melt and solid matrix is described by the porosity φ-the relative volume of fluid melt with respect to the bulk volume-which separates the solid single-phase (φ = 0) and fluid-solid two-phase (φ > 0) regions [13] . The partially molten regions 1 arXiv:1808.07044v2 [cs.CE] 18 Nov 2018 are governed by Darcy flow through a deformable solid matrix which is modeled as a highly viscous Stokes fluid [14, 12] . We use the subscript f and s to distinguish between the fluid melt and solid matrix, and boldface lowercase letters for vector-valued functions. We denote by v f and v s the velocities of fluid and solid,p f andp s the pressures, ρ f and ρ s the densities,q f andq s the viscosities, and σ f and σ s the stresses. Darcy's law [15, 6] states
where κ(φ) is the permeability with κ(0) = 0 and g is the gravity. We assume that the solid matrix is more viscous than the fluid melt (q f q s ) so that the fluid and the solid stresses can be modeled as
σ s : = −p s I +q s ∇v s + ∇v
where I is the second order identity tensor. The mixture of the melt and the solid matrix obeys the Stokes equation [10, 12] ∇ · φσ f + (1 − φ)σ s + φρ f + (1 − φ)ρ s g = 0.
The mass conservations of the fluid melt and the solid matrix are given as [6, 10] ∂ ρ f φ ∂t
Applying a Boussinesq approximation (constant and equal densities for non-buoyancy terms) to (5)- (6) , the total mass conservation of the mixture can be written as
The pressure jump between the melt and the matrix phases (the compaction relation) is given by [16, 11] p s −p f = −q
The coupled Darcy-Stokes system (1), (4) , (7) and (8) describes the motion of the mantle flow (and glacier dynamics). The challenge is when φ = 0. Since solid matrix always exists, the Stokes part is well-posed, but the Darcy part is degenerate when φ = 0.
In this paper, we shall focus on addressing the challenge of solving the linear degenerate elliptic equation arising from the Darcy part of the system. With a change of variables, (1) and a combination of (7)- (8) becomẽ
where Ω ⊂ R dim , dim = 2 or 3, is an open and bounded domain, Γ D = ∂Ω the Dirichlet boundary, g D the Dirichlet data, n the outward unit normal vector,ṽ = φ(v f − v s ) the Darcy velocity,p =p f the fluid pressure,g = ρ f g, f = φ The boundary value problem (9) has been studied in [17] , where the scaled velocity and pressure were proposed in order to obtain well-posedness. For numerical implementation, a cell-centered finite difference method [18] and a 2 mixed finite element method [17] have been studied. The results showed that the numerical schemes are stable and have an optimal convergence rate for smooth solutions. However, these schemes are low order accurate approaches.
Meanwhile, the high-order discontinuous Galerkin (DG) method-originally developed [19, 20, 21] for the neutron transport equation-has been studied extensively for virtually all types of partial differential equations (PDEs) [22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33] . This is due to the fact that DG combines advantages of finite volume and finite element methods. As such, it is well-suited to problems with large gradients including shocks and with complex geometries, and large-scale simulations demanding parallel implementations. In particular, for numerical modeling of magma dynamics, the DG methods have been used to study the interaction between the fluid melt and the solid matrix [34, 31] , and to include a porosity-dependent bulk viscosity and a solid upwelling effect [35] . In spite of these advantages, DG methods for steady state and/or time-dependent problems that require implicit time-integrators are more expensive in comparison to other existing numerical methods, since DG typically has many more (coupled) unknowns.
As an effort to mitigate the computational expense associated with DG methods, the hybridized (also known as hybridizable) discontinuous Galerkin (HDG) methods are introduced for various types of PDEs including Poissontype equation [36, 37, 38, 39, 40, 41] , Stokes equation [42, 43] , Euler and Navier-Stokes equations, wave equations [44, 45, 46, 47, 48, 49, 50, 51] , to name a few. In [52, 53, 54] , one of the authors has proposed an upwind HDG framework that provides a unified and systematic construction of HDG methods for a large class of PDEs. We note that the weak Galerkin (WG) methods in [55, 56, 57, 58] share many similar advantages with HDG. In fact, HDG and WG are the same for the degenerate elliptic problem in this paper.
The main goal of this paper is to develop a high-order HDG scheme for the linear degenerate elliptic equation (9) . In section 2, we briefly discuss the scaled system for (9) . In section 3, we derive the HDG formulation for the scaled system based on the upwind HDG framework. The key feature is that we have modified the upwind HDG flux to accommodate the degenerate regions. When the porosity vanishes, the resulting HDG system becomes ill-posed because the upwind parameter associated with the HDG flux disappears. To overcome the difficulty, we introduce a generalized stabilization parameter that is an extension of the upwind based stabilization parameter. It has positive values on the degenerate interfaces. Next, we show the well-posedness and error analysis of the HDG system under the assumption that the grid well matches with the intersection between the fluid melt and the solid matrix. In section 4, various numerical results for the scaled system will be presented to confirm the accuracy and robustness of the proposed HDG scheme. Finally, we conclude the paper and discuss future research directions in section 5.
Handling the degeneracy
Let (·, ·) Ω be the L 2 inner-product on Ω, and ·, · ∂Ω be the L 2 inner-product on ∂Ω. We denote the L 2 norm by
Ω on Ω and by · ∂Ω = ·, · 
The scaled system
When the porosity becomes zero, the system (9) degenerates. However, we can still investigate how the solutions behave as the porosity vanishes. According to [17] , a priori energy estimates for the system (9) read as
for some constant c > 0. Note that we may lose control of the pressurep as the porosity approaches zero. This is because the fluid pressurep is not defined in the solid regions.
To have the control of the pressure, following [17] , we define the scaled velocity and the scaled pressure as u = d −1ṽ and p = φ 1 2p , respectively. The system (9) becomes
Here, we interpret the differential operators in (11) as
where we assume that
With the assumption (14) , the scaled system does not degenerate. If the porosity vanishes, then d(φ) = 0, which leads to u = 0 and p = f . The energy estimates for the scaled system (11) read as
for some constant c > 0 [17] . We clearly see that we have control of the scaled pressure p even when the porosity becomes zero.
Upwind-based HDG flux
With some simple manipulation, the scaled system (11) can be rewritten as
We cast the scaled system (16) into the conservative form
where we have defined the scaled velocity u := (u 1 , u 2 , u 3 ), the solution vector r := (u 1 , u 2 , u 3 , p), the source vector f := (dg 1 , dg 2 , dg 3 , f ), the flux tensor
and
We define the normal vector n := (n 1 , n 2 , n 3 ) and the flux Jacobian
which has four eigenvalues −φ
, and
The system (17) can be considered as a steady state hyperbolic system [59] . Finally, following the upwind HDG framework in [52] we can construct the upwind HDG flux with scalarp and vectorû trace unknowns aŝ [52] , we can computeû · n as a function ofp, and henceû · n can be eliminated. The upwind HDG flux can be then written in terms ofp aŝ
HDG formulation
We denote by Ω h := ∪ N e i=1 K i the mesh containing a finite collection of non-overlapping elements, K i , that partition Ω. Here, h is defined as h := max j∈{1,...,N e } diam K j . Let ∂Ω h := {∂K : K ∈ Ω h } be the collection of the boundaries of all elements. Let us define E h := E o h ∪ E ∂ h as the skeleton of the mesh which consists of the set of all uniquely defined faces/interfaces, where E ∂ h is the set of all boundary faces on ∂Ω, and
h is the set of all interior interfaces. For two neighboring elements K + and K − that share an interior interface e = K + ∩ K − , we denote by q ± the trace of the solutions on e from K ± . We define n − as the unit outward normal vector on the boundary ∂K − of element K − , and n + = −n − the unit outward normal of a neighboring element K + . On the interior interfaces e ∈ E o h , we define the mean/average operator {{v}}, where v is either a scalar or a vector quantify, as {{v}} := (v − + v + ) /2, and the jump operator v · n := v + · n + + v − · n − On the boundary faces e ∈ E ∂ h , we define the mean and jump operators as {{v}} := v, v := v. Let P k (D) denote the space of polynomials of degree at most k on a domain D. Next, we introduce discontinuous piecewise polynomial spaces for scalars and vectors as
and similar spaces V h (K), Λ h (e), V h (K), and Λ h (e) by replacing Ω h with K and E h with e. Here, m is the number of components of the vector under consideration. We define the broken inner products as (·, ·) Ω h := K∈Ω h (·, ·) K and ·, · ∂Ω h := ∂K∈∂Ω h ·, · ∂K , and on the mesh skeleton as ·, · E h := e∈E h ·, · e . We also define the associated norms as 
Weak form
From now on, we conventionally use u e , p e andp e for the exact solution while u, p andp are used to denote the HDG solution. Unlike the DG approach, in whichp on an interface is computed using information from neighboring elements that share that interface, i.e.,p
the idea behind HDG is to treatp as a new unknown. Testing (16) or (17) with (v, q) and integrating by parts we obtain the local solver for each element by replacing the flux F · n, (v, q) ∂K with the HDG numerical flux F · n, (v, q) ∂K . The local solver reads:
Clearly we need an additional equation to close the system since we have introduced an additional trace unknown p. The natural condition is the conservation, that is, the continuity of the HDG flux. For the HDG method to be conservative, it is sufficient to weakly enforce the continuity of the last component of the HDG flux (22) on each face e of the mesh skeleton, i.e., φ
On degenerate faces, where φ = 0, the conservation condition (26) is trivially satisfied. These faces would need to be sorted out and removed from the system. However, this creates implementation issues. To avoid this, we introduce a more general HDG fluxF
where τ is a positive function on the edge. For example, we can take τ = φ − 1 2 d for non-degenerate faces (i.e., faces with φ > 0), and for degenerate ones (i.e. faces with φ = 0) we take τ = γ > 0. Alternatively, we can take a single value τ = O (1/h) over the entire mesh skeleton. We shall compare these choices in Section 4. With this HDG flux, the conservation condition (26) becomes
On the Dirichlet boundary Γ D , we impose the boundary data g D top through the weak form of
With the general HDG flux (27) and Dirichlet boundary condition (11c), the local equation (25) now becomes
The HDG comprises the local solver (30) , the global equation (28) and the boundary condition (29) . By summing (30) over all elements and (28) over the mesh skeleton, we obtain the complete HDG system with the weakly imposed 6 Dirichlet boundary condition (29) 
Note that this form resembles the weak Galerkin framework [55, 56, 57, 58] . Indeed, HDG and the weak Galerkin method are equivalent in this case. The HDG computation consists of three steps: first, solve the local solver for (u, p) as a function ofp element-byelement, completely independent of each other; second, substitute (u, p) into the global equation (28) to solve forp on the mesh skeleton; and finally recover the local volume unknown (u, p) in parallel.
Well-posedness
Let us denote the bilinear form on the left hand side of (31) as a ((u, p,p) ; (v, q,q)) and the linear form on right hand side as ((v, q,q)). We begin with an energy estimate for the HDG solution.
for some positive constant c = c (φ, d, τ, h, k). In particular, there is a unique solution (u, p,p) to the HDG system (31).
Proof. We start with the following identities
Now taking v = u, q = p, andq =p in (31) and (34), and then adding all equations in (31) gives
which, after invoking the Cauchy-Schwarz and Young inequalities, becomes
which yields the desired energy estimate after applying an inverse trace inequality (c.f. Lemma (A.1)) for the second term on right hand side and choosing sufficiently small values for ε 1 , ε 2 , ε 3 and ε 4 .
Since the HDG system (31) is linear and square in terms of the HDG variables (u, p,p), the uniqueness result in Proposition 1 implies existence and stability, and hence the well-posedness of the HDG system. Lemma 1 (Consistency). Suppose (u e , p e ) is a weak solution of (11), which is sufficiently regular. Then u e , p e , p e | E h satisfies the HDG formulation (31) . In particular, the Galerkin orthogonality holds, i.e.,
The proof is a simple application of integration by parts and hence omitted.
Error analysis
We restrict the analyis for simplicial meshes and adopt the projection-based error analysis in [37] . To begin, we define p e as the trace of p e . For any element K, e ∈ E h , e ⊂ ∂K, we denote by P u e , p e , p e := Pu e , Pp e , Π p e , where Π is the standard L 2 -projection, a collective projection of the exact solution. Let us define
and then the projections Pu e and Pp e are defined by
for each K ∈ Ω h , e ∈ E h and e ⊂ ∂K. Here α, to be defined below, is a positive constant on each face e of element K.
Lemma 2. Let τ K := τ/α. The projections Pu e and Pp e are well-defined, and
, where e * is the edge on which τ K is maximum.
The proof can be obtained from [37] . Since the interpolation errors ε We use an energy approach to estimate the discretization errors. To begin, let us define
Lemma 3 (Error equation). It holds that
Proof. The proof is straightforward by first adding and subtracting appropriate projections in the Galerkin orthogonality equation (35), second using the definition of the projections (39) , and finally taking v = ε h u , q = ε h p , and
The next step is to estimate A, B, C and D. To that end, we define α on faces of an element K as
where φ 
Bounding the first term is straightforward:
For the second term, we have
where we have used (39b) in the first equality, the Cauchy-Schwarz inequality and the Bramble-Hilbert lemma (see, e.g., [60] ) in the first inequality, and Lemma 8 (in the appendix) in the last inequality. Here, W 1,∞ is a standard Sobolev space.
Lemma 5 (Estimation for B). There exists a positive constant c
where we have used the property of L 2 -projection Π p e in the first equality, the Cauchy-Schwarz inequality in the first inequality, and the Bramble-Hilbert lemma in the last inequality. Now the best approximation of Π p e implies ε Ip ∂Ω h ≤ ε 
Proof. We have
The rest of the proof is similar to that of Lemma 4 by using (39a). 
where
Proof. Employing similar techniques as in estimating B, we have
Now using the definition of α in (41) and the Bramble-Hilbert lemma,
and this ends the proof.
Now comes the main result of this section.
otherwise , where c = c (φ, d, τ) is a positive constant independent of h.
Proof. Using the results in Lemmas 3-7 and the Cauchy-Schwarz inequality, we have
The estimate for ε
can be obtained directly from Lemma 2. Now using Lemma 9 in the appendix and approximation properties of Pu e , Pp e in Lemma 2 gives
Similarly we can obtain
The assertion is now ready by combining the inequalities (42)- (44), the definition of β, and the Cauchy-Schwarz inequality.
Remark 1. When the system is degenerate, but the exact solution is piecewise smooth, the convergence rate is suboptimal by half order. The above proof, especially inequality (44), shows that this suboptimality may not be improved by using τ = O h −1 . The reason is that the gain by half order from max K 1 τ is taken away by the loss of half order from max K τ * K . This will be confirmed in our numerical studies of the sensitivity of τ on the convergence rate in Section 4.4. 10
Numerical results
In this section, we present numerical examples to support the HDG approach and its convergence analysis. For a non-degenerate case, we consider a sine solution test, while for degenerate cases, we choose smooth and non-smooth solution tests [17] . We take the upwind based parameter τ = φ
Non-degenerate case
We consider a non-degenerate case on Ω = (0, 1) 2 with the porosity given by φ = exp(2(x + y)). We choose the pressure to bep e = exp(−(x + y)) sin(m x πx) sin(m y πy). The corresponding manufactured scaled solutions are given as 
Here, we take m x = 2 and m y = 3. Table 1 shows h-convergence results in the L 2 (Ω h )-norm using a sequence of nested meshes with N e = {8 2 , 32 2 , 128 2 } for rectangular and N e = {104, 416, 1664} for triangular elements, respectively. The corresponding coarse meshes are shown in Figure 1 . We observe approximately the optimal convergence rates of (k + 1) for both scaled pressure p and scaled velocity u for both mesh types. 11 Table 1 . Non-degenerate case: the results show that the HDG solutions for scaled pressure p and scaled velocity u converge to the exact solution with optimal order of k + 1 for both triangular and rectangular meshes. The upwind based parameter τ = φ 
Degenerate case with a smooth solution
Following [17] we consider the smooth pressure of the formp e = cos(6xy 2 ) on Ω = (−1, 1) 2 and the following degenerate porosity
We note that φ 
In Figure 2 are the contours of the pressurep and the scaled pressure p computed from our HDG method using N e = 64 2 rectangular elements and solution order k = 4. We observe that the pressurep changes smoothly in the twophase region Ω 2 , but abruptly becomes zero in the one-phase region Ω 1 . The sudden pressure jump on the intersection Ω 12 is alleviated with the use of the scaled pressure p.
For a convergence study, we use a sequence of meshes with n e = {16, 32, 64, 128} and with k = {1, 2, 3, 4}. Here we choose an even number of elements so that the mesh skeleton aligns with the intersection ∂Ω 12 . As can be seen in Figure 3 , the convergence rate of k + 1 2 is observed more or less for both the scaled pressure p and the scaled velocity u, and this agrees with Theorem 1 for the degenerate case with a piecewise smooth solution.
12 
Degenerate case with low solution regularity
Similar to [17] , we choose the exact pressure to bep e = y(y − 3x)(x + When β = − 1 4 , the scaled pressure p and the scaled velocity u reside in H 1.25−ε for ε > 0 [17] . In order to see how the HDG solution behaves for this case, we perform a convergence study with n e = {16, 32, 64, 128} and k = {1, 2, 4, 8}. As shown in Figure 5 , the scaled pressure p and the scaled velocity u converge to the exact counterparts with the rate of about 1.25. Note that though our error analysis in Section 3.3 considers exact solutions residing in standard Sobolev spaces with integer powers, it can be straightforwardly extended to solutions in fractional Sobolev spaces. For this example, the convergence rate is bounded above by 1.25 − ε regardless of the solution order. However, the high order HDG solutions are still beneficial in terms of accuracy, for example, the HDG solution with k = 8 is 4.5 times more accurate than that with k = 4. When β = − 3 4 , the scaled pressure p and the scaled velocity u lie in H 0.75−ε for ε > 0 [17] . We conduct a convergence study with n e = {16, 32, 64, 128} and k = {1, 2, 4, 8}. As shown in Figure 6 , the convergence rate of about 0.75 is observed for both the scaled pressure p and the scaled velocity u. Similar to the case of β = − 
Sensitivity of τ for the degenerate case with smooth solution
In this section we assess numerically whether the sub-optimality in Theorem 1 is sharp. To that end, we consider the degenerate example with smooth solution in Section 4.2 again here. Recall that the generalized parameter τ is given by
We first compare the convergence rates for three different values of γ, namely γ ∈ {1/h, 1, 10}, and the numerical results (not shown here) show that the convergence rates are the same and are sub-optimal by half order. For that reason we show only the case when γ = 1/h in the fourth column of Tables 2 and 3 , in which we report the convergence rates of p and u, respectively. We now present convergence rates for the cases where we use a single value for τ over the entire mesh skeleton E h . We consider three cases: τ = (1/h, 1, 10 ). The convergence rates of p and u for these parameters are shown in the sixth, eighth, and tenth columns of Tables 2 and 3 . The results for τ = 1 and τ = 10 show the convergence rate of about k + 1 2 . The cases with τ = 1 h initially have the convergence rate of (k + 1) for both the scaled pressure p and the scaled velocity u, then approach the predicted asymptotic rate of k + 1 2 as the grid is refined. If we look at the value of the errors at any grid level, the cases with τ = 1/h have the smallest errors compared to the other cases (including the cases with τ given in (49)). It could be due to the initial higher-order convergence and/or smaller error constants. We thus recommend that τ = 1/h should be used.
Enhance accuracy by post-processing
In this section, we explore the superconvergence property for the degenerate elliptic equations. It is well-known that the HDG methods have a superconvergence property [61] , i.e., the post-processed solution p converges faster than p. For the standard elliptic system, a post-processed solution p has (k + 2) convergence rate. For degenerate equations, the convergence rate, as shown in the numerical results, is dictated by the regularity of the degenerate solutions. For that reason, it is not meaningful to post-process the solution over the entire domain Ω. However, over sub-domains with positive porosity, the solution has higher regularity and thus the post-processed counterpart is expected to exhibit super-convergence. To this end, we seek a new approximation p ∈ P k+1 (K) by minimizing u −
2 over an element K, which leads to the following local equations: for all ω ∈ P k+1 (K). Since the resulting linear system has k + 2 equations and any one of (50a) is a linear combination of the others, we remove one of the rows of the linear system of (50a) in order to obtain a unique solution. Similarly, we utilize the post-processing technique for the unscaled fluid pressurep. We seek a new approximationp ∈ P k+1 (K) by minimizing u − d∇p 2 over an element K, which leads to the following local equations:
for all ω ∈ P k+1 (K). Table 4 shows h-convergence results for the non-degenerate case in Section 4.1 with (m x , m y ) = (1, 2) using a series of nested meshes, N e = {8 2 , 16 2 , 32 2 }, for rectangular elements. We observe that both the post-processed scaled pressure p and the post-processed fluid pressurep converge faster than the scaled pressure p and the fluid pressurẽ p. The convergence rates of both the p andp are approximately (k + 2), except when k = 1.
Next, we examine if the post-processing technique can be utilized in a degenerate case. To address the question, we first define a subdomainΩ ⊂ Ω, which is a two-phase region and is "far" enough from the degenerate regions so that the solutions are less affected by the degeneracy. We perform several convergence studies for the degenerate cases in Section 4.2 and Section 4.3 using a sequence of nested meshes, N e = {16 2 , 32 2 , 64 2 }, for rectangular elements. Table 5 shows h-convergence results for the degenerate case with the smooth solution in Section 4.2 overΩ ∈ [−0.5, 1] 2 . In general, both the post-processed solutions p andp converge faster than the solutions p andp. When k > 1, the convergence rates for the post-processed solutions p andp are (k + 3 2 ), one order faster than p andp. For the degenerate case with low solution regularity in Section 4.3, the HDG solution already attains the maximal convergence order. It is thus not meaningful to post-process the solution over the whole domain as there will be no gain in the convergence rate. Instead, we conduct post-processing studies overΩ ∈ [−0. the solution is expected to be more regular, and hence allowing the post-processing procedure to achieve a better convergence rate. In Table 6 with β = − 3 4 , the convergence rate for the scaled pressure p is approximately (k + 1) when k ≤ 2, but it starts to degrade to 2.3 as the order k increases. This numerically implies that the exact solution p e overΩ resides in H 2.5−ε Ω (i.e., it has a higher regularity than over the whole domain). When the convergence rate of p reaches the maximum possible, there is no improvement for the post-processed counterpart.
Another observation is that the post-processed solution over the sub-domain still provides a benefit in terms of accuracy to a certain extent. In Table 6 and 7, the post-processed scaled pressure p has a smaller error than the scaled pressure p. However, the difference between p and p becomes negligible as the solution order increases. A similar behavior is also seen for the post-processed fluid pressurep and the fluid pressurep.
Non-degenerate case in three dimensions
We consider finally a non-degenerate case on Ω = (0, 1) 3 with the positive porosity φ = exp(2(x + y + z)). Let the pressurep e = sin(m x πx) sin(m y πy) sin(m z πz) exp (−(x + y + z)). The corresponding manufactured scaled solutions are given as (52d) Table 8 shows h-convergence results in the L 2 (Ω h )-norm using a sequence of nested meshes with n e = {8, 12, 16, 20}. Here we take m x = m y = m z = 1 and use the upwind based parameter τ = φ − 1 2 d. We observe the convergence rates Table 4 . Non-degenerate case: the errors and the convergence rates for the scaled pressure p, the post-processed scaled pressure p , the fluid pressurep, and the post-processed fluid pressurep . The post-processed solutions show asymptotically (k + 2) convergence rates for k > 1. between k + 1 2 and (k + 1) for both scaled pressure p and scaled velocity u. Recall that the optimal convergence rate of k + 1 is proved for only simplices, though similar results for quadrilaterals and hexahedra are expected. Indeed, Table 8 shows that as the solution order increases, the convergence rate is above k + 
Conclusions and future work
In this paper, we developed numerical methods for both glacier dynamics and mantle convection. Both phenomena can be described by a two-phase mixture model, in which the mixture of the fluid and the solid is described by the porosity φ (i.e., φ > 0 implies the fluid-solid two-phase and φ = 0 means the solid single-phase region). The challenge is when the porosity vanishes because the system degenerates, which make the problem difficult to solve numerically. To address the issue, following [17] , we start by scaling variables to obtain the well-posedness. Then we spatially discretize the system using the upwind HDG framework. The key feature is that we have modified the upwind HDG flux to accommodate the degenerate (one-phase) region. When the porosity vanishes, the unmodified HDG system becomes ill-posed because the stabilization parameter associated with the HDG flux disappears. For this reason, we introduce the generalized stabilization parameter that is composed of the upwind based parameter τ = φ We have shown the well-posedness and the convergence analysis of our HDG scheme. The rigorous theoretical results tell us that our HDG method has the convergence rates of (k + 1) for a non-degenerate case and k + 1 2 for a degenerate case with a piecewise smooth solution.
Several numerical results confirm that our proposed HDG method works well for linear degenerate elliptic equations. For the non-degenerate case, we obtain the (k + 1) convergence rates of both the scaled pressure p and the scaled velocity u in two dimensions, whereas in three dimensions we observe the convergence rates above k + 1 2 . For the degenerate case with a smooth solution, the convergence rate of k + 1 2 is observed for both the scaled pressure p and the scaled velocity u. For the degenerate case with low solution regularity, the convergence rates of the numerical solutions are bounded by the solution regularity, but the high-order method still shows a benefit in terms of accuracy. For smooth solutions for which the superconvergence property of HDG methods holds, we can enhance the HDG 18 solutions by post-processing. We have shown that the post-processed HDG solution converges to the exact solution faster than the HDG solution. The convergence rates for the post-processed solutions are approximately (k + 2) for the non-degenerate case, and (k + 3 2 ) for the degenerate case with a smooth solution. Through a parameter study, we found that using a positive parameter on the one-phase region does not affect the accuracy of a numerical solution. We also found that τ = 1/h showed slightly better performance in terms of error levels and convergence rates for the degenerate case with smooth solution.
In order for our proposed method to work in two-phase flows, the interfaces between matrix solid and fluid melt need to be identified and grids should be aligned with the interfaces. In other words, the degeneracies are always required to lie on a set of measure zero. Note that we do not consider the full set of dynamical equations (1), (4), (7), (8) yet. We will tackle this challenge in a future work.
Appendix A. Auxiliary results
In this appendix we collect some technical results that are useful for our analysis. Table 8 . Non-degenerate case in three dimensions: the results show that the HDG solutions for scaled pressure p and scaled velocity u converge to the exact solutions with the rate in above k + 
