The time when an event occurs can become part of autobiographical memories. In brain structures that support such memories, a neural code should exist that represents when or how long ago events occurred. Here we describe a neuronal coding mechanism in hippocampus that can be used to represent the recency of an experience over intervals of hours to days. When the same event is repeated after such time periods, the activity patterns of hippocampal CA1 cell populations progressively differ with increasing temporal distances. Coding for space and context is nonetheless preserved. Compared with CA1, the firing patterns of hippocampal CA3 cell populations are highly reproducible, irrespective of the time interval, and thus provide a stable memory code over time. Therefore, the neuronal activity patterns in CA1 but not CA3 include a code that can be used to distinguish between time intervals on an extended scale, consistent with behavioral studies showing that the CA1 area is selectively required for temporal coding over such periods. episodic memory | pattern completion | place cells A utobiographical memories include a detailed record about the place where events occurred and about when the events took place (1-4). The temporal aspect of these memories consists of detailed sequences of events as they occurred in real time, but many memories are also part of an extended timeline that relates the different episodes to each other, such as in a storyboard for filmmaking. The hippocampal system is required for remembering events over time intervals that exceed the capacity of short-term or immediate memories (5). Because these memories include temporal information over extended timescales, hippocampal neuronal activity should generate a code that can represent when or how long ago an event occurred within the remembered time range. However, hippocampal coding for time has only been described on a scale up to minutes. Temporal coding over these shorter intervals is thought to occur by the sequential or cumulative activation of cell populations or by the activation of delay-dependent cells (6-11). These mechanisms depend on ongoing activity patterns, which can be interrupted by unrelated neuronal firing patterns or by a change in brain state, and thus are not amenable to coding over longer timescales. It is known that humans and other animal species can remember temporal relations on the timescale of hours and days (12-20), and theoretical considerations have suggested that the coding of such extended temporal relations may emerge from fluctuations within the memory network (21-25). Nonetheless, a neural code for remembering when or how recently an episode occurred within the last hours or days has not yet been identified experimentally.
The time when an event occurs can become part of autobiographical memories. In brain structures that support such memories, a neural code should exist that represents when or how long ago events occurred. Here we describe a neuronal coding mechanism in hippocampus that can be used to represent the recency of an experience over intervals of hours to days. When the same event is repeated after such time periods, the activity patterns of hippocampal CA1 cell populations progressively differ with increasing temporal distances. Coding for space and context is nonetheless preserved. Compared with CA1, the firing patterns of hippocampal CA3 cell populations are highly reproducible, irrespective of the time interval, and thus provide a stable memory code over time. Therefore, the neuronal activity patterns in CA1 but not CA3 include a code that can be used to distinguish between time intervals on an extended scale, consistent with behavioral studies showing that the CA1 area is selectively required for temporal coding over such periods. episodic memory | pattern completion | place cells A utobiographical memories include a detailed record about the place where events occurred and about when the events took place (1) (2) (3) (4) . The temporal aspect of these memories consists of detailed sequences of events as they occurred in real time, but many memories are also part of an extended timeline that relates the different episodes to each other, such as in a storyboard for filmmaking. The hippocampal system is required for remembering events over time intervals that exceed the capacity of short-term or immediate memories (5) . Because these memories include temporal information over extended timescales, hippocampal neuronal activity should generate a code that can represent when or how long ago an event occurred within the remembered time range. However, hippocampal coding for time has only been described on a scale up to minutes. Temporal coding over these shorter intervals is thought to occur by the sequential or cumulative activation of cell populations or by the activation of delay-dependent cells (6) (7) (8) (9) (10) (11) . These mechanisms depend on ongoing activity patterns, which can be interrupted by unrelated neuronal firing patterns or by a change in brain state, and thus are not amenable to coding over longer timescales. It is known that humans and other animal species can remember temporal relations on the timescale of hours and days (12) (13) (14) (15) (16) (17) (18) (19) (20) , and theoretical considerations have suggested that the coding of such extended temporal relations may emerge from fluctuations within the memory network (21) (22) (23) (24) (25) . Nonetheless, a neural code for remembering when or how recently an episode occurred within the last hours or days has not yet been identified experimentally.
Beyond the timescale during which sustained firing patterns of hippocampal neurons can maintain a continuous representation of events, each new memory is thought to be stored as a change in synaptic strengths resulting from neuronal firing patterns at the time of encoding (26, 27) . Later retrieval would be achieved by reinstating the corresponding neuronal activity from the stored pattern of synaptic strengths (28, 29) . Under such a coding scheme, the activation of neuronal firing patterns for familiar, repeated events would be expected to be highly similar. If the reinstated firing patterns were exactly the same during each repetition, the event would be represented with high fidelity, but the neuronal code would not contain any information about when the events occurred or about how much time had passed between the events. Alternatively, random fluctuations or a continuous change in neuronal firing patterns could result in a somewhat distinct neuronal firing pattern for each occurrence of an otherwise highly similar event and thereby generate information about temporal distances or the temporal context of events (21) (22) (23) (24) (25) . We therefore asked whether these proposed neural coding schemes could be observed in hippocampal neural networks for events that were identical except for the time when they occurred.
If differences in neuronal activation emerge over extended time periods, this might result in a loss of detailed information about past events. We therefore also asked how encoding of time might be complementary to retaining precise representations for other types of contextual information. To address these questions, we used a behavioral paradigm in which the firing patterns of the same hippocampal cell populations were repeatedly measured in the same behavioral apparatus over extended time intervals. To examine if coding differences over time might result in a loss of precise information about other aspects of the context, we tested, at each time point, to what extent the firing patterns were able to code for differences between enclosures that only differed in their shape.
Results
We trained six rats to randomly forage in a square and in a circular enclosure in the morning (AM) and, after an interval of 6 h, in the afternoon (PM) of each day. The training at each time of the day consisted of four 10-min sessions, two in each enclosure shape, presented in random order (Fig. 1A) . The training schedule remained consistent over many days. Rats were therefore highly familiar with the behavioral paradigm when recordings began such that any observed differences in firing patterns could not be attributed to novelty-related effects.
Because it was critical for all aspects of the data analysis that each recorded cell could be identified accurately throughout the entire sequence of sessions, we used a technique for electrode placement that was optimized for recording stability across time, and we applied stringent standards to the acceptance of cells for further analysis (Materials and Methods and Fig. S1 ). In particular, we flanked the recordings in behavior with recording periods during rest. Most hippocampal cells fire bursts of action potentials during rest periods (30, 31) , and these recordings can thus be used to confirm that the signals of each cell could be reliably recorded before, after, and throughout the entire experimental paradigm, even if the cell was not active during all periods of random foraging.
In the dataset with confirmed cell identity within an entire recording day (n = 99 CA1 cells and n = 126 CA3 cells), we found in both the hippocampal CA1 and CA3 subregions that repetitions of the same enclosure shape resulted in highly reproducible firing of hippocampal cells at well-defined spatial locations, as reported consistently since hippocampal place fields were first described (32) (33) (34) (35) . However, when considering the network activity pattern of the CA1 cell population, we found that the similarity in neuronal activity decreased for the 6-h interval compared with intervals of less than 1 h (t = −7.71, P < 0.001), indicating that events that are farther separated in time have more distinct neuronal representations ( Fig. 1 B and C) . In contrast, the similarity of firing patterns in the CA3 cell population decreased to a much smaller extent between the <1-h interval and the 6-h interval (t = −2.95, P < 0.05 for the comparison between time intervals; t = −9.92, P < 0.001 for the comparison between CA1 and CA3). Differences between hippocampal subregions were also observed for the firing rates of single cells such that subsets of CA1 but not CA3 cells showed a high variability between repetitions of the same enclosure shape in the morning and afternoon. Thus, we find that CA3 maintains highly similar representations for repeated events, irrespective of the elapsed time between them, whereas CA1 representations vary to a larger extent between repeated events that are separated over intervals of several hours [F(103, 49) = 1.98, P < 0.01] (Fig. 2 ).
Next, we asked whether differences in hippocampal firing patterns were circadian. Pronounced fluctuations in hippocampal gene expression patterns, neurotransmitter release, and in hippocampal synaptic excitability occur with the circadian clock (36) (37) (38) (39) (40) . Any differences in the population code for an identical environment after a time interval of 6 h might therefore reflect a circadian or ultradian modulation of activity patterns. If hippocampal neural network activity were controlled by internal states associated with circadian or other endogenous clocks, one would expect to find a cyclical pattern in neuronal firing such that the similarity at matching times of the day is higher than at nonmatching times within a day. To examine this possibility, we identified the hippocampal place cells that could be reliably tracked through the morning and afternoon of two consecutive recording days (n = 50 CA1 cells and n = 71 CA3 cells). We first looked for circadian fluctuations in normalized firing rates. Consistent with a previous study (41) , we found no differences across time in the average normalized firing rate [F(15) = 0.90 for CA1 and 0.32 for CA3; not significant (n.s.)] ( Fig. 3 A and B) . We then asked whether the differences in neuronal activity patterns in the hippocampal CA1 area, when comparing sessions recorded 24 h apart and thus matched for time of day, showed any increase in similarity compared with those at 6-h time intervals, as would be expected for a circadian cycle. Instead, the recordings after 24 h exhibited a further decrease in similarity compared with the 6-h time point, such that the similarity in hippocampal firing in CA1 monotonically decreased for time intervals between 30 min up to at least 30 h [F(4) = 46.3, P < 0.001] ( Fig. 3 C and D; Fig. S2 ). The network activity in CA3 also showed a gradual decrease in similarity with time [F(4) = 50.5, P < 0.001], although to a much smaller extent than the decrease in CA1. The correlation at 30 h was 0.80 ± 0.003 in CA3 compared with 0.57 ± 0.006 in CA1 (t = −11.5, P < 0.001). Therefore, we do not find a distinct coding scheme in the CA1 or CA3 network for representing the exact time of day at which an event occurred, but rather find that the degree of similarity between two representations differs depending on the temporal distance between them, in particular within the CA1 cell population.
If the decrease in similarity over time reflected merely an unconstrained random drift in firing patterns, such continuous change could eventually result in a decrease in the accuracy with which hippocampal neuronal firing patterns code for a repetition of the same event after a long time interval and, consequently, in a change of the ability to represent the relative similarity between contexts (42, 43) . We observed that, at any time point, there were many CA1 cells that discriminated between the two different enclosure shapes, but that individual CA1 cells showed inconsistency across extended time periods in their strength of preference for firing in one of the enclosure shapes ( Fig. 4 A and B; see figure legend for statistics). In contrast, individual CA3 cells showed a striking consistency in enclosure shape coding by firing rate over extended time periods. Although individual CA1 cells showed high variability in preferentially firing in one of the enclosure shapes, the average degree of shape preference within the CA1 cell population did not change over time periods of 6 h or between days [absolute shape preference: CA1, F(3) = 0.28, n.s., CA3, F(3) = 0.33, n.s.; spatial correlation: CA1, F(3) = 0.30, n.s., CA3, F(3) = 2.59, n.s.] ( Fig. 4 C and D). This pattern of coding in CA1 can result in consistent representations of contextual differences, even though the population vector correlations for repetitions of identical shapes were as low as 0.57 between days (see above and Fig. 3 ).
Did the dissimilarity in the CA1 hippocampal population code emerge as a function of elapsed time, or could differences in neuronal firing patterns be the outcome of cumulative rate changes during the behavioral sessions such that larger differences were reached with increased random foraging experience? If experience in the recording enclosure were primarily responsible for the reorganization of the network, then the changes in network activity would be expected to occur predominantly during running in the enclosure, the period during which place cells are active and when activity-dependent network plasticity occurs (44) . To examine this possibility, we established several control conditions. First, we tested whether the amount of random foraging experience between two time points had an effect on the similarity of CA1 population coding. At the 24-h and at the 30-h interval, we found the same degree of decorrelation irrespective of the number of intervening four-session blocks (t = −0.64, n.s. for 24-h intervals; t = −1.82, n.s. for 30-h intervals; Fig. S3A ). Second, we observed decorrelation with time even when limiting our analysis to time intervals without any intervening AM or PM blocks [F(3) = 41.6, P values for all post hoc comparisons <0.001 except that the comparisons between the 18-and 24-h interval is n.s.] (Fig. S3B ). Third, we asked whether the continued switching between two different enclosure shapes might explain why CA1 firing patterns accumulated firing differences across a series of recording sessions. To examine this possibility, we performed a 2-d series of AM and PM recordings in only one enclosure shape (Fig. 5A ). We found that this paradigm abolished the already small degree of decorrelation that we had observed over long time periods in CA3 [all mean population vector (PV) correlations >0.96; all post hoc comparisons between time intervals ≥0.5 h, n.s.] ( Fig. 5 B and C) . Mean AM Peak Firing Rate (Hz) Mean PM Peak Firing Rate (Hz) 5 1 5
CA3 r² = 0.69 Fig. 2 . CA1 place fields show variability in firing rate between morning and afternoon sessions. (A) Firing rates for two representative CA1 place fields and (B) for two CA3 place fields. Fields 2, 3, and 4 were recorded simultaneously. Each 10-min recording session throughout the AM and PM is shown. Symbols above each graph indicate the order of enclosure shapes. Each bar (green for the square shape and purple for the circular shape) represents the firing rate of the cell during a pass of the animal through the place field (see Fig. S6 for methods and Fig. S7 for additional examples). For each pass, the corresponding running speed of the animal is plotted downward below the x-axis (cm/s, in blue). The variability in firing rates cannot be explained by movement velocity or by the proximity of the path to the field center ( Fig. S8 ). For each firing field the corresponding color-coded rate maps (averaged across each 10-min recording session) are shown below the line graph. The color scale for rate maps is from 0 Hz (blue) to the peak rate of the day (red). Coding differences emerged, in part, from CA1 place fields that changed or became silent at a subset of time points. In all cases in which cells became silent, it was verified in preceding or subsequent rest sessions that spikes from these cells could be detected ( Fig. S1 ). (C) For each place field, mean peak rates within each enclosure shape were calculated in the morning and in the afternoon. These rates were compared within each hippocampal subregion. Place fields that were not active (mean peak rate <2 Hz) at either time point were excluded. For active cells, the firing rates between AM and PM were more variable in CA1 compared with CA3 (see text for statistics; SI Materials and Methods). n.s. for 6 h compared with 18 h, 18 h compared with 24 h, and 24 h compared with 30 h]. Finally, we examined whether a repetitive increase or a repetitive decrease in the firing rate of place fields within each 10-min session might contribute to progressive changes over long time periods. We observed that a large fraction of CA3 place fields (57.9%) exhibited either a consistent decrease or a consistent increase in firing rate within each 10-min behavioral session. However, consistent rate changes were uncommon in CA1 cells (11.1%; Fig. S4 ). Systematic changes in firing patterns within recording sessions-as expected for activity-dependent plasticity mechanisms-were thus primarily observed in the CA3 hippocampal subregion, which showed only minor differences in activity patterns over long time periods, and not in the CA1 subregion, where marked changes occurred across longer timescales.
Discussion
Theories of long-term memory coding require that stored firing patterns are accurately reinstated during later retrieval (26) (27) (28) (29) .
In contrast, theoretical considerations for representing temporal aspects in long-term memory require fluctuations of activity patterns in neuronal networks such that relative temporal distances or temporal order can be represented even when the events are otherwise identical (21) (22) (23) (24) (25) . We provide evidence for both of these neuronal coding schemes within distinct subregions of hippocampus on a timescale of hours and days. In the CA1 cell population, the degree of similarity of neuronal responses for identical locations in the same context decreases monotonically as a function of the time between experiences for at least 30 h. These changes in neuronal network activity were measured in highly familiar environments and thus appear unrelated to changes that have been reported during new learning (41, (45) (46) (47) . The fluctuations also seem not to correspond merely to noise, as it would be unlikely for a cell to stop firing for a time and then resume its prior firing field, firing rate, and shape preference by chance. Finally, we could not detect a circadian component in the coding difference within the hippocampal CA1 Fig. 4 . Differences in firing patterns over extended time periods did not preclude the encoding of spatial information or of contextual differences. (A) For each place field a shape preference score was calculated as a measure of the difference in firing rates between the circular and the square enclosure (scores of −1 or +1 indicate that the cell fired only in the circle or only in the square, respectively). This score was compared between recording blocks (Left, CA1; Right, CA3) in the AM and PM (Upper) and between days (Lower). For calculating each day's score, all AM and PM recording sessions within a day are used. Individual CA1 fields show more variable shape coding over 6-h intervals and over 1-d intervals than individual CA3 fields [F(82, 43) = 2.51 and F(50, 31) = 2.55, P < 0.01 for comparisons of shape preference scores at both time intervals]. (B) Firing rates within two representative CA1 place fields from the same cell over 2 d (data presented as described in Fig. 2 ; see Fig. S10 for additional examples). The CA1 place fields showed a change in the degree of discrimination between the square and circular enclosure between time points ( Fig. 2A) . Field 1 normally fired at its highest rate in the circular shape, but became silent in the AM session on day 2. The field resumed its firing in the circular enclosure during the PM session on day 2. It was therefore observed that shape preferences could be lost and regained between blocks of sessions at different time points. (C and D) Even though individual CA1 cells show coding differences between time points, the average degree of context and place coding is consistent within CA1 and within CA3 cell populations (see text for statistics). Fig. 5 . When testing with a single enclosure shape, firing patterns of the CA3 network remained highly consistent for repetitions of the same environment over extended time intervals, whereas activity patterns in the CA1 network changed. (A) An experimental design with a single enclosure shape was used to test whether the decorrelation of hippocampal activity patterns could have been an effect of intervening experiences in a different context (Fig. 3) . The mean PV correlation between pairs of recordings in the same enclosure shape (B) and the corresponding cumulative distribution function for the PVs (C) are shown as described in Fig. 3 . Highly consistent firing patterns in the CA3 population were observed over time intervals of 30 min to 30 h. In contrast, the CA1 network continued to show a pronounced monotonic decrease in firing similarity with time (see text for statistics).
cell populations. The increasing decorrelation with longer time intervals in CA1, but not in CA3, is consistent with behavioral studies showing that the hippocampal CA1 area is selectively required for temporal coding over extended time periods (20) , and that rats are able to use "how long ago" but not "when in a day" as a cue for locating a food reward (15, 19) . In contrast to CA1, CA3 cell populations showed highly reproducible firing patterns over extended time periods between repeated recordings. We therefore find a complementary neural code in CA3, which provides a highly stable representation of space and context without the possibility of contributing information about extended time. The striking stability of firing patterns in CA3 compared with the pronounced decorrelation in CA1 suggests that differences in neuronal activity over time are not an inevitable consequence within highly plastic hippocampal networks. To the contrary, CA3 generates nearly identical firing patterns for repeated events over time intervals when changes in synaptic strengths are expected (36) (37) (38) (39) . This function is consistent with the proposed role of the recurrent network architecture in CA3 for pattern completion (27, (48) (49) (50) . Although the typical definition of pattern completion proposes that a partial sensory input pattern is expanded to a pattern that is stored in memory, our finding of network stability for exact repetitions across long time intervals suggests that accurate neuronal firing patterns can be generated not only from degraded sensory inputs, but also when fluctuation or degradation in synaptic strength may emerge within neural circuits over extended time intervals. Ongoing changes in synaptic strength could emerge not only from random variability, but also by network reorganization over long time periods, as predicted by theories of consolidation and reconsolidation (51) . Our results indicate that hippocampal memory circuitry includes network mechanisms within CA3 that provide consistency of neuronal representations despite fluctuations or circuit reorganization over extended time intervals within CA1 and, possibly, within a wider cortical network.
Even though neuronal firing patterns in CA3 remained remarkably consistent, the input from CA3 to CA1 did not result in equally consistent firing patterns in CA1. This finding is perhaps not unexpected because CA1 also receives major direct input from entorhinal cortex (52) and is thus the site for convergence of firing patterns from layer III of entorhinal cortex-which may include temporal information (53, 54) and be critical for memory consolidation (55)-with the highly consistent firing patterns it receives from CA3. Even though the CA3 firing patterns are not completely transferred to CA1, they may nonetheless provide substantial firing stability to the CA1 cell population. This notion is supported by the finding that although each individual subregion became more decorrelated in the two-shape compared with the single shape condition, the difference in decorrelation over time between CA3 and CA1 remained consistent irrespective of the experimental condition ( Figs. 3 and 5; Fig. S5 ). This consistency further supports the idea that a neuronal code for temporal distances might emerge in CA1 by adding fluctuations to a more stable representation of other aspects of context it receives from CA3.
Though temporal coding over periods of seconds and minutes can use delay-dependent and sequential coding (7-10), and though time-stamps over weeks might be explained by long-term structural reorganization (56) , the mechanism that we describe can encompass temporal coding in the behaviorally relevant domain of hours and days. The observed pattern of neural activity rules out the possibility that the differences across time are due to a small subpopulation of hippocampal cells that is dedicated to temporal coding. Rather, differences in neuronal coding with extended time, along with sustained precision for other aspects of the context unrelated to time, are achieved by a high but balanced variability in the firing patterns of individual CA1 cells such that the average context discrimination remains consistent. Even though such a network pattern may, at least in part, be generated by random variability and decay in synaptic strength, by intervening modifications of synaptic strength, or by random fluctuations in network patterns, this would nonetheless correspond to theoretical considerations (21) (22) (23) (24) (25) that predict that temporal information can be retrieved from the resulting variability in the population code over time. Our findings provide experimental evidence of a neuronal code that can be used for encoding temporal distances on a timescale of hours and days and that can co-occur with a precise neuronal code for other aspects of memory such that the "when, what, and where" aspects of memories can be simultaneously represented within the hippocampal CA1 cell population.
Materials and Methods
Subjects. Six male Long Evans rats with a preoperative weight of 400-485 g were housed individually and maintained on a 12-h light/12-h dark schedule with lights off at 6:00 AM. All behavioral testing occurred in the dark phase with one exception, as described below. All experimental procedures were performed as approved by the Institutional Animal Care and Use Committee at the University of California at San Diego and according to the National Institutes of Health Guidelines for the Care and Use of Laboratory Animals (57) . Behavioral Procedures. After 1 wk of recovery from surgery, rats were partially food-deprived and trained to forage for randomly scattered cereal crumbs in an enclosure with walls that could be shaped either as a square (80 × 80 cm) or as a 16-sided polygon (50-cm radius; referred to as a circle) (43) . A polarizing white cue card (20 cm wide) was placed on an inside wall of the enclosure. The center of the enclosure was always located at the same place in the room, and the angle of the cue card compared with external room cues was kept constant. Training was performed in two daily blocks. For all rats, the first block started between 8:30 and 9:30 AM, and the second block between 2:30 and 3:30 PM. For each individual rat, the daily start time of each block varied by less than 30 min. Rats were returned to the animal housing room between the morning and afternoon training blocks.
Rats were trained to run for four 10-min sessions during each block, with two sessions in the square enclosure and two sessions in the circle enclosure. The order of the shapes varied randomly within each training block. The rats were allowed to rest for 5 min between sessions, and training blocks were flanked by sleep sessions (10-20 min before and after each block). The floor of the enclosure was cleaned with water between each session. Following the sleep session at the end of the afternoon training block, rats were screened for single-unit activity. Electrophysiological recordings throughout the morning and afternoon sessions were initiated when multiple well-isolated cells (>300 μV) were observed on most tetrodes. The recording phase of the experiment began after 14-26 d of behavioral training, except in one rat in which the recordings commenced after 9 d.
Recordings were first conducted for 2 d in the training paradigm (referred to as day 1 and day 2 in the text). In three animals, recordings were performed on a third day. The third day was identical to the first two recording days, except that the start times of the blocks were shifted by 6 h, so that the first block occurred at 3:00 PM and the second at 9:00 PM. The second block was thus during the light phase of the light/dark cycle. Two animals returned for 1 d to the standard training conditions before two additional days of recordings were performed in which all four random foraging sessions in the morning and afternoon block were conducted in one enclosure shape (single shape, day 1; single shape, day 2). This paradigm was identical to the standard paradigm, except that only one of the two enclosure shapes was used in all behavioral sessions throughout both days. One rat was tested in the square and the other in the circle enclosure. For each animal, we selected the shape in which we identified the larger number of active cells during the recording on the preceding day.
Cell Tracking. Becauseourstudydepended on beingabletofollowthesameset of principal cells over an extended time period, we developed a customized version of MClust (58) with added functions that allowed for the comparison of the cluster boundaries of each cell throughout a series of 10-min recording sessions. Clusters that persisted in the same region of parameter space throughout a day (or multiple days) were accepted for further analysis. Care was taken to accept only cells that could be precisely followed from the beginning to the end of the data analysis (Fig. S1) , and for which all spikes were included in the cluster boundary such that observed rate changes could not be attributed to the definition of the cluster boundaries.
Data Analysis. For tracked cells, we calculated the spatial map of each 10-min session and the spatial correlations between maps. For a more detailed analysis of firing rates within the place field, we also analyzed the firing during individual passes through the place field (Figs. S6 and S11). From firing-rate measurements within the place field, we derived scores for differences between square and circular enclosures for different times throughout the experiment. For the entire population of CA1 cells and for the population of CA3 cells, we calculated PV correlations between 10-min sessions that were recorded at different times, but within the same enclosure shape.
Histology. Final tetrode locations were confirmed histologically. Tetrodes with tips in or near the border of the CA2 region were excluded from the analysis.
Additional details on the cell tracking, data analysis, and histology can be found in SI Materials and Methods.
