Abstract-This paper presents a robust and effective method for bidimensional recognition of 2D or 3D objects, from intensity images based on: matching of the models with symbolic structures of the scene, using of the inexact matching, intensive using of techniques for search space reduction.
INTRODUCTION
The most recognition methods try to realise a 1 : 1 matching between sensorial and model features. The request of 1:l matching between features reduces the applicability of the methods.
Because of the impossibility to maintain an absolute control over the scene, the successive images of the same object, in the same positions towards the sensor, may give birth to variations which after the segmentation process, generate different representations.
There are two kinds of variations of the representations:
-node and arc attributes variations; -structural variations, caused by the appearance or disappearance of some nodes and arcs.
To obtain a robust and effective recognition method, the inexact matching is introduced.
Inexact matching allows the pairing of a model feature with more sensorial features or fragments of sensorial features.
The major problem of inexact matching is the combinational explosion that it generates, during the pairing process.
To obtain effective inexact matching methods it is necessary to intensively use techniques for search space reduction.
The search space dimension is determined by: -number of model and sensorial features; -the order of feature considering;
-constraints using;
-the use of heuristics for search guiding, -search focus; abandoning or ending.
THE INEXACT MATCHING PROBLEM
Let it be:S = {si I i = 1, . where CM is a model constraint and Cs a sensorial one.
Global consistency: Is the consistency at the object level. The inexact matching IM is global consistent if and only if
where Tr is a rigid transfonnation.
THE METHOD
It is presented a robust and effective method for bidimensional recognition of 2D or 3D objects, from intensity images. The method is based on:
-matching the models with symbolic structures of the scene; -using of the inexact matching; -intensive using of techniques for search space The sigtllfication factors allow the selection of the privileged features and the features ordering accordmg to their importance.
Model indexing
Sequential extradion of the models from model library to realise a matching with sensorial features is acceptable in the case of small number 2D object libraries. Considering a great number of 2D objects or the 3D object library, the former being specified by projections correspondmg to their different aspects, it is necessary to use indexing techniques[2], [3] .
The index features defined in the intermediate representation are used in the implementation of indexing. It is used a technique based on model level accumulation of the votes coming out after a successfhl indexing of the models by the index features from the arcs.
scene. The vote number for each model will be normalised.
The models will be sorted dqendmg on to the accumulated vote number. In the recognition process fkst the models with greater vote number will be used.
The realisation of inexact matching
To realise the inexact matclung it is used the hypothesis generation and verification method. This virtual segment is used to realise a new focus at the feature level. Only the segments intersecting or mnl "f "' into a rectangle, which has as a median line the mi segment, and has an orientation close to the one of the mi* feat^^^ appear: mi =T(mi).
segment are selected from the sensorial segment set associated to the hypothesis. 
AL= (8)
The likeness factor has the maximum value of 1 when mi* and sji segments covers each other exactly and decreases when AM, A0, and AL grow.
If a 1:l matching is not possible one has to try an inexact matching.
For each of the sensorial segments associated with the virtual appearance of the model segment on the scene it is calculated the dm distiyce between their middle and the support l i e of the mi segment. Only the I Fig. 2 The inexact matching at the feature level.
segments with the distance dm<D,, having the same gradient orientation are taken. Each of these segments will contribute to the matching in a ratio which is proportional to the length of its projection on the mi* segment and an inverse ratio to the dm.diStance. So, the contribution of a sjk segment at the pairing with mi+ segment will be :
D m F
The llkeness factor between the mi segment and the fiagments of sensorial segments which satisfjr the above conditions are calculated as it follows : Dmax 0 ,else (10) The likeness factor is used to update the quality factor and the covering factor. The quality factor can be calculated with the iterative formula: where:
THE EXPERIMENTAL RESULTS
The above presented method was tested on a set of industrial objects in the following conditions: unproper lighting; noises; touching and partial overlapping of the objects.
In fig. 3 and 4 there are presented the results of the recognition of a polygonal object using the presented method, and the HYPER method respectively[ 11.
The use of the inexact matching, determines an improvement of the recognition accuracy. So the quality factor obtained through the presented method is 0.882 instead of 0.689 with the HYPER method.
The tables 1 and 2 reveal the realised matching through the two methods. For every pairing the identifier and the length of the model feature, the identifier and the length of the sekorial feature, the likeness factor, the weight of the paired model segments and the quality factor of the partial matching are presented. The better result of the presented method is determined by the inexact matching. So the model feature 4 is paired with the sensorial features 14 and 13 contributing with a weight of 0.14 at the quality factor, if the model segment has a weight of 0.15 in the model's perimeter. The model feature 5 it is paired with a fragment from the sensorial feature 16 contributing with a 0.06 weight at the quality factor if the model segment has a weight of 0.1 1. In the HYPER method the segments 4 and 5 of the model are not found in scene, determining a decrease of the quality factor.
The figures 5 to 7 show the recognition of some objects in noisy scenes with partial overlapping. In all these situations the quality factor of the recognition is close to the weight of the visible perimeter of the objects.
In fig. 8 the recognition of a cub with hard 3D features from a noisy occluded image is presented.
CONCLUSIONS
This paper presents a robust and effective method for bidimensional recognition of 2D or 3D objects, from intensity images based on:
-matching of the models with symbolic structures of the scene; -using of the inexact matching; -intensive using of techniques for search space reduction.
The inexact matching problem is presented and it is justified it's necessity. The major problem of inexact matching is the combinational explosion which it generates.
To realise the inexact matching the hypothesis generation and verification method is used. Thls method allows the focus of the search at the model, feature and algorithm level.
A formula for likeness factor computing in inexact pairing is presented.
The recognition accuracy is tested on scenes with noise and occlusions. The obtained accuracy is higher than the one obtained by HYPER methods, and this result is obtained due to using of inexact matching. 
