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Introduzione
In questa tesi studiamo l’insieme singolare delle misure n-uniformi in Rd. Una
misura µ è detta n-uniforme se ha la seguente forma:
µ(B(x, r)) = crn
per una qualche costante c > 0 e per ogni x nel supporto di µ. Comprendere
la struttura delle misure uniformi è diventata una questione importante fin da
quando furono introdotte da Preiss [4] nello studio della rettificabilità delle misure
di Radon in Rd. Appaiono infatti come misure tangenti (degli “ingrandimenti”)





per φ-quasi ogni x ∈ Rd. L’indice n di una misura n-uniforme non può variare
liberamente in R. Marstrand [13] infatti prova che:
Teorema 0.1. Sia µ una misura n-uniforme in Rd; allora n è un intero non
negativo minore o uguale a d.
Questo risultato si estende alle misure con densità finita (si veda la Definizione
1.3). Per n = 1, 2 Preiss in [4] fornisce una classificazione delle misure uniformi.
In questi casi µ è n-uniforme se è la misura di Hausdorff ristretta ad una linea
o ad un piano; in generale le misure di Hausdorff ristrette ad un n-piano sono
misure n-uniformi dette piatte. Tuttavia, grazie al lavoro di Kowalski e Preiss
[11] e all’articolo di Nimer [12] abbiamo altri esempi. Di grande rilievo è il cono
di Kowalski-Preiss: la misura di Hausdorff ristretta al cono in R4
Γ = {x24 = x21 + x22 + x23},
è una misura 3-uniforme. Kirchheim e Preiss in [14], Teorema 1.4, dimostrano
che il supporto di una misura n-uniforme è l’insieme degli zeri di una funzione
analitica. Ciò implica che è unione al più numerabile di sottovarietà analitiche
e che l’insieme singolare ha dimensione al più n − 1. In questo lavoro studiamo
il risultato ottenuto da Nimer in [1], in cui si migliora in modo ottimale il limite
sulla dimensione dell’insieme singolare, abbassandolo a n− 3.
3
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Teorema 0.2. Sia µ una misura n-uniforme in Rd con supporto Σ e 3 ≤ n ≤ d.
Allora Σ è la seguente unione disgiunta:
Σ = Rµ ∪ Sµ,
con Rµ sottovarietà di classe C
1 e dimensione n in Rd, e Sµ insieme chiuso dei
punti singolari per cui vale
dim(Sµ) ≤ n− 3.
Dal momento che Γ ha un solo punto singolare, l’origine, il cono di Kowalski
Preiss rappresenta in R4 il caso peggiore per l’insieme singolare di una misura 3-
uniforme. Questo risultato è la linea guida di queste pagine, che sono strutturate
come segue.
Il primo capitolo è di preliminari, trattiamo alcune proprietà delle misure
di Radon, di Hausdorff e delle sottovarietà. In questo modo procediamo gra-
dualmente verso dei concetti profondi di teoria della misura partendo da nozioni
elementari.
Il secondo capitolo introduce le misure uniformi e quelle tangenti, riportan-
done alcune proprietà importanti. In particolare presentiamo il funzionale intro-
dotto da Preiss [4] che calcola quanto una misura n-uniforme è vicina ad essere
una misura piatta. Ci prepariamo inoltre alla dimostrazione del Teorema 0.2
studiando la componente sferica delle misure uniformi. Concludiamo il capitolo
provando che l’insieme singolare delle misure coniche 3-uniformi è dato unica-
mente dall’origine.
Il terzo capitolo è finalizzato alla dimostrazione del Teorema 0.2, che avviene
per induzione sull’indice n ∈ N della misura uniforme.
L’ultima parte della tesi è un capitolo di esempi, in cui studiamo nel dettaglio
il cono di Kowalski-Preiss e riportiamo i risultati ottenuti da Nimer in [12].
Ciò che ci ha spinti a svolgere questi studi è la mancanza di una classificazione
generale per le misure n-uniformi, in contrasto con la semplicità della loro defini-
zione. Qui non risolviamo il problema, ma presentiamo una panoramica generale
di questo settore della teoria geometrica della misura, presentandone i contenuti
in modo chiaro e fornendo le fonti necessarie per ampliarne la conoscenza.
Capitolo 1
Preliminari
In questo primo capitolo vogliamo richiamare alcune nozioni di teoria della misura
ed introdurne altre di più specifiche per le misure uniformi. Incominciamo con
una prima sezione di notazioni, a cui segue una parte di definizioni e teoremi in
particolare riguardo le misure di Hausdorff e di Radon. Infatti, come vedremo
in seguito, esse hanno un ruolo centrale nello sviluppo degli argomenti trattati
in questa tesi. Si conclude infine con una sezione dedicata alle sottovarietà di
Rd; vogliamo infatti studiare la regolarità dei supporti delle misure ed il concetto
di sottovarietà è alla base. Abbiamo principalmente seguito il lavoro di Nimer
[1] per la selezione degli argomenti ed il libro di Mattila [2] come fonte per gli
enunciati e le dimostrazioni.
1.1 Notazioni
Con R, N indichiamo rispettivamente gli usuali insiemi dei numeri reali e dei
numeri naturali. Dati x ∈ Rd e r > 0, con B(x, r) indichiamo la palla aperta
centrata in x e di raggio r, B(x, r) = {y ∈ Rd : |y − x| < r}. La scrittura | · |
denota l’usuale norma Euclidea in Rd, mentre 〈·, ·〉 l’usuale prodotto scalare.
Data una funzione f : A → Rm, A ⊂ Rd aperto, con df(x) s’intende il suo
differenziale calcolato in un punto x ∈ A; data una base per Rd e una per Rm,
con Jac(f(x)) indichiamo la matrice del differenziale di f calcolata in x.
Dati A,B ⊂ Rd, x ∈ Rd e r > 0 usiamo:
1. P(A) = {C : C ⊂ A}, l’insieme delle parti di A;
2. |A| per indicare le cardinalità di A;
3. ∂A per indicare la frontiera di A;
4. rA+ x = {xa+ r : a ∈ A};
5. diam(A) = sup{|y − z| : y, z ∈ A}, il diametro di un insieme;
5
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6. dist(x,A) = inf{|x− y| : y ∈ A}, la distanza di un punto da un insieme;
7. dist(A,B) = inf{|y − z| : y ∈ A, z ∈ B} la distanza tra due insiemi;
8. D[A,B] = sup{dist(y,B) : y ∈ A} + sup{dist(y, A) : y ∈ B} la distanza
di Hausdorff tra due insiemi.
Il simbolo ⊂ indica l’inclusione insiemistica non necessariamente stretta.
Dato A ⊂ Rd, la funzione χA è la funzione caratteristica di A, ossia:
χA(x) =
{
1 se x ∈ A
0 se x /∈ A.









Nel caso in cui s ∈ N, ωs è pari al volume della palla unitaria B(0, 1) in Rs.
Sia {rk}k∈N una successione di numeri positivi; con la scrittura rk ↓ 0 intendia-
mo che la successione è decrescente e tende a 0. Con o(ε) denotiamo l’o piccolo,




Con G(n, d) indichiamo l’insieme di tutti gli n-piani (vettoriali) in Rd.
1.2 Nozioni base di teoria della misura
In questa sezione richiamiamo alcuni concetti basilari di teoria della misura, a
partire proprio dalla definizione di misura stessa, su Rd, d ∈ N generico, con
l’usuale topologia indotta dalla norma Euclidea. Presentiamo anche la definizione
di densità di una misura.
Definizione 1.1 (Misura). Una funzione d’insiemi µ : P(Rd) → [0,∞] è detta
misura se:
1. µ(∅) = 0;





i=1 µ(Ai) per A1, A2, ... ⊂ Rd.
Si definisce il supporto di µ come l’insieme:
supp(µ) = {x ∈ Rd : µ(B(x, r)) > 0 per ogni r > 0}
Il supporto di una misura è un insieme chiuso e ne studieremo più approfondita-
mente le proprietà ne prossimi capitoli quando tratteremo delle misure uniformi.
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Definizione 1.2 (Insieme misurabile). Sia µ una misura in Rd. Un insieme
A ⊂ Rd è detto µ-misurabile se per ogni B ⊂ Rd vale:
µ(B) = µ(A ∩B) + µ(B\A).
Siano µ misura in Rd ed f : Rd → Rm una funzione, ricordiamo che f è
detta µ-misurabile se f−1(A) è un insieme µ-misurabile per ogni A ⊂ Rm aperto.
Richiamiamo anche la definizione di σ-algebra. Un insieme A ⊂ P(Rd) è detto
σ-algebra se:
1. ∅,Rd ∈ A;
2. A ∈ A⇒ Rd\A ∈ A;
3. A1, A2, ... ∈ A⇒
⋃
iAi ∈ A.
Teorema 1.1. Sia µ una misura in Rd. L’insieme di tutti gli insiemi µ-misurabili
è una σ-algebra.
La dimostrazione di questo teorema la si può trovare nel libro di Federer [3].
La più piccola σ-algebra contenente tutti gli aperti di Rd è detta σ-algebra
dei boreliani. Una misura in Rd è detta boreliana o di Borel se i boreliani sono
µ-misurabili; una funzione f : Rd → Rm è detta boreliana o di Borel se f−1(A) è
un boreliano per ogni A ⊂ Rm aperto.
Dati una misura µ in Rd ed un insieme A ∈ Rd, definiamo la misura
µ A
tramite la formula
µ A(B) = µ(A ∩B).
Il supporto di µ A è supp(µ) ∩ A e ogni insieme µ-misurabile è anche (µ A)-
misurabile. Questa misura, che rappresenta la restrizione di µ all’insieme A,
la troveremo al termine del prossimo capitolo, in cui vedremo che le misure n-
uniformi sono una restrizione delle misure di Hausdorff n-dimensionali. Per questa
ragione le misure di Haudorff sono l’argomento della prossima sezione.
Siano µ e ν due misure su Rd. Dato A ⊂ Rd, ricordiamo che µ è assolutamente
continua rispetto a µ se
ν(A) = 0⇒ µ(A) = 0
e scriveremo µ ν.
Definiamo ora la densità per le misure. Partendo da essa, si può definire una
densità per insiemi; in questo lavoro la densità viene utilizzata solamente nella
dimostrazione del Teorema 2.6 riguardante il legame tra le misura di Hausdorff
e le misure uniformi, ma in realtà ha un rapporto profondo con la regolarità dei
supporti delle misure. Si veda ad esempio il lavoro di Preiss [4].
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Definizione 1.3 (Densità). Siano µ una misura in Rd e x ∈ Rd. Si definiscono
la densità superiore θ∗,s(µ, x) e la densità inferiore θs∗(µ, x) come:










Se i limiti superiore ed inferiore coincidono, tale valore si chiama densità e la si
indica con θs(µ, x).
1.2.1 Regolarizzazioni





|x|2−1), |x| < 1
0 |x| ≥ 1.
è detta nucleo di regolarizzazione. Si può verificare che χ ∈ C∞(Rd), c0 è una
costante fissata in modo che ∫
χ(x)dx = 1.








che sono di classe C∞, hanno come supporto B(0, ε) e il loro integrale rispetto
alla misura di Lebesgue su tutto Rd è pari a 1. Se f : Rd → R è una funzione






la funzione regolarizzata. Per ε→ 0 si ha fε → f uniformemente.
1.3 Misura di Hausdorff
In questa sezione richiamiamo la definizione alcune proprietà basilari della misura
di Husdorff; diamo inoltre la definizione di densità di un insieme.
Definizione 1.4 (Misura di Hausdorff). Dati δ ∈ (0,∞] e 0 < s < d, si può
definire la misura Hsδ in Rd nel seguente modo. Dato A ∈ Rd si pone:











Ek, diam(Ej) < δ
}
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La misura di Hausdorff ha delle buone proprietà verso traslazioni e dilatazioni.
Infatti dati un insieme A ⊂ Rd, a ∈ Rd, r ≥ 0 ed un qualsiasi s > 0, si ha che:
1. Hs(A+ a) = Hs(A);
2. Hs(rA) = rsHs(A).
Ciò è dato dal fatto che una famiglia di insiemi {Ej}j∈N è un ricoprimento di A
se e solo se {Ej + a}j∈N è un ricoprimento di A+ a e {rEj}j∈N è un ricoprimento
per rA. Inoltre diam(Ej + a) = diam(Ej) e diam(rEj) = r · diam(Ej).
La misura di Hausdorff permette d’introdurre una definizione di dimensione
di un insieme. L’apice s infatti indica la potenza alla quale si eleva il diametro
degli insiemi di ricoprimento; se è pari a 1 quindi è come se si stessero misurando
delle lunghezze, col valore 2 invece, delle aree.
Definizione 1.5 (Dimensione di Hausdorff). La dimensione di Hausdorff di un
insieme A ⊂ Rd è:
dim(A) = sup{s ≥ 0 : Hs(A) > 0} = sup{s : Hs(A) =∞}
= inf{t ≥ 0 : Ht(A) <∞} = inf{t : Ht(A) = 0}.
La definizione è ben posta in quanto dati 0 ≤ s < t <∞ si ha:
1. Hs(A) <∞⇒ Ht(A) = 0;
2. Ht(A) > 0⇒ Hs(A) =∞.
Per dimostrare la prima, basta prendere un ricoprimento {Ej}j∈N ⊃ A tale che




























Per δ → 0 si ottiene la tesi. La seconda affermazione si dimostra esattamente
allo stesso modo.
In altre parole, la dimensione di Hausdorff è l’unico numero per il quale s <
dim(A) implica Hs(A) =∞ e t > dim(A) implica Ht(A) = 0. Un altra proprietà
che verrà utilizzata è:
Hs > 0⇐⇒ Hs∞ > 0.
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E’ semplice da osservare: per definizione Hs > Hs∞. Viceversa, se H
s > 0 allora
esistono un δ > 0 ed un ε tali che Hsδ > ε. Quindi, dato un ricoprimento {Ej}Nj=1






















Siano 0 ≤ s < ∞, A ⊂ Rd e a ∈ Rd. Utilizzando la definizione di densità
di una misura applicata alla misura di Haudorff ristretta, possiamo definire le
s-densità superiore ed inferiore di A in a rispettivamente come:









Se entrambe le quantità sono uguali, il valore in comune è detto densità di A in
a e si indica con θs(A, a).
1.4 Misure di Radon
In questa sezione definiamo la differenziazione e la convergenza debole per le
misure di Radon. Diamo inoltre una metrica per esse, seguendo quanto fatto
nell’articolo di Nimer [1]; la utilizzeremo con particolare frequenza nell’ultimo
capitolo per provare la convergenza debole di successioni di misure di Radon.
Definizione 1.6 (Misura di Radon). Una misura µ in Rd è detta di Radon se è
una misura di Borel e:
1. µ(K) <∞ per ogni K ⊂ Rd compatto;
2. µ(V ) = sup{µ(K) : K ⊂ V compatto} per ogni V ⊂ Rd aperto;
3. µ(V ) = inf{µ(A) : V ⊂ A aperto} per ogni V ⊂ Rd.
Si indica con M(Rd) l’insieme di tutte le misure di Radon in Rd.
Una misura che soddisfa la proprietà (1) è detta localmente finita.
1.4.1 Convergenza debole di misure di Radon
Definizione 1.7 (Convergenza debole). Siano µ e {µj}j∈N misure di Radon in





f(z)dµ(z), per j →∞.
Per indicare la convergenza debole si scriverà µj ⇀ µ.
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Il seguente teorema varrebbe come “se e solo se”, cioè fornirebbe una ca-
ratterizzazione della convergenza debole. Tuttavia lo presentiamo soltanto con
un’implicazione e sarà l’unica che utilizzeremo.
Teorema 1.2 (Caratterizzazione). Siano µ e {µj}j∈N misure di Radon in Rd. Se
µj ⇀ µ allora per ogni compatto K ⊂ Rd e ogni aperto A ⊂ Rd si ha:
1. µ(K) ≥ lim supj→∞ µj(K);
2. µ(A) ≤ lim infj→∞ µj(A).
Dimostrazione. Sia K un compatto di Rd. Siccome µ è misura di Radon, esiste
un aperto V ⊃ K tale che µ(K) ≥ µ(V ) − ε per un certo ε > 0 fissato. Esiste
una funzione ϕ ∈ Cc(Rd) tale che 0 ≤ ϕ ≤ 1, ϕ = 1 su K e supp(ϕ) ∈ V . Allora:






ϕdµj − ε ≥ lim sup
j→∞
µj(K)− ε,
segue la prima disuguaglianza facendo tendere ε a 0. La seconda disuguaglianza
si ottiene procedendo in modo analogo, approssimando A dall’interno con un
compatto.
Il teorema di rappresentazione di Riesz permette di risalire a delle misure
partendo da una funzione su funzioni, mentre il teorema di Stone-Weierstrass
conferisce la separabilità dello spazio delle funzioni continue a supporto compat-
to. Entrambi li utilizzeremo nella dimostrazione del prossimo teorema, quindi li
ricordiamo riportandone semplicemente l’enunciato.
Riesz afferma che dato L : Cc(Rd)→ R un funzionale lineare positivo. Allora




Si può trovare la dimostrazione in Federer [3], teorema 2.5.13. Riportiamo ora
una versione adattata del teorema di Stone-Weierstrass, che si può trovare nel
libro di Rudin [6], Teorema 7.32.
Sia R > 0 fissato e sia A un sottoinsieme di C(B(0, R)) con B(0, R) ⊂ Rd. Se
A soddisfa:
1. Per ogni f, g ∈ A, si ha fg, f + g ∈ A;
2. Per ogni c ∈ R, f ∈ A⇒ cf ∈ A;
3. Per ogni x ∈ B(0, R) esiste una funzione f ∈ A tale che f(x) 6= 0;
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4. Per ogni x, y ∈ B(0, R) tale che x 6= y, esiste f ∈ A tale che f(x) 6= f(y);
allora A è denso in C(B(0, R)) rispetto alla topologia della convergenza uniforme.
I polinomi in più variabili ristretti alla palla B(0, R) soddisfano alle condizioni
date e pertanto rendono lo spazio C(B(0, R)) dotato della metrica della conver-
genza uniforme, separabile. Inoltre, ogni polinomio a coefficienti reali ammette
una successione di polinomi a coefficienti razionali che convergono a lui uniforme-
mente. Definiamo quindiDR := {P ·χB(0,R) : P polinomio a coefficienti razionali}
e D =
⋃∞
R=1 DR, insieme numerabile in quanto unione numerabile di insiemi nu-
merabili. Allora per ogni f ∈ Cc(Rd) esiste R > 0 tale che il supporto di f è
contenuto in B(0, R) e quindi esiste una successione di funzioni in DR che ten-
de uniformemente a f . Questo rappresenta il principio della dimostrazione del
teorema che ora enunciamo.
Teorema 1.3 (Sottosuccessioni convergenti). Sia {µj}j∈N una successione di
misure di Radon in Rd tale che:
sup
j
(µj(K)) = CK <∞
per ogni insieme compatto K ⊂ Rd. Allora c’è una sottosuccessione di {µj}j∈N
che converge debolmente.
Dimostrazione. Consideriamo lo spazio delle funzioni Cc(Rd) dotato della norma
‖ϕ‖∞ = max{|ϕ(x)| : x ∈ Rd},
e sia D l’insieme precedentemente definito. Data una ϕ ∈ D, la successione∫
ϕdµj è limitata: ∫
ϕdµj ≤ ‖ϕ‖∞CK
per ogni j, quindi ammette una sottosuccessione convergente. Ma allora, utiliz-
zando un metodo diagonale, si può estrarre una sottosuccessione {µjk}k conver-
gente per ogni ϕ ∈ D.
Per quanto detto sulla separabilità di Cc(Rd), possiamo prendere D in modo
che per ogni φ ∈ Cc(Rd) con supporto contenuto in B(0, R) per un qualche R ∈ N,
esista una successione di funzioni φj ∈ D che convergono a φ e con supporto con-
tenuto in B(0, R). Per alleggerire la notazione rinominiamo la sottosuccessione





Siccome {φj}j è una successione convergente, è anche una successione di Cauchy,
quindi dato ε
CB(0,R)
esiste J tale che per ogni j1, j2 > J vale ‖φj1−φj2‖∞ ≤ εCB(0,R) .
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Di conseguenza:
|Lφj1 − Lφj2| ≤ lim
k→∞
∫






cioè la successione {Lφj}j è reale e di Cauchy, quindi è convergente ad un valore
Lφ. Ma allora:∣∣∣∣Lφ− ∫ φdµk∣∣∣∣ ≤ ∣∣∣∣Lφ− ∫ φjdµk∣∣∣∣+ ∣∣∣∣∫ φj − φdµk∣∣∣∣
≤
∣∣∣∣Lφ− ∫ φjdµk∣∣∣∣+ ‖φj − φ‖∞CB(0,R).
Facendo tendere k a ∞ si ottiene allora:
lim sup
k
∣∣∣∣Lφ− ∫ φdµk∣∣∣∣ ≤ |Lφ− Lφj|+ ‖φj − φ‖∞CB(0,R),





Questo vale per una qualsiasi φ ∈ Cc(Rd), quindi per il teorema di rappresenta-
zione di Riesz esiste una misura limite µ a cui tende debolmente la sottosucces-
sione.
1.4.2 Metrizzabilità di M(Rd)
Definizione 1.8 (Metrica). Siano 0 < r < ∞ e d ∈ N. Si indica con L(r) lo
spazio delle funzioni Lipschitziane non negative su Rd con supporto in B(0, r) e
costante di Lipschitz minore o uguale a 1. Date due misure di Radon µ e ν su
Rd, si definisce
Fr(µ, ν) = sup
{∣∣∣∣∫ fdµ− ∫ fdν∣∣∣∣ : f ∈ L(r)} .







Le Fr soddisfano la disuguaglianza triangolare, di conseguenza la soddisfa
anche F, la quale costituisce quindi una metrica per lo spazio delle misure di
Radon.
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Il seguente Teorema dà una caratterizzazione della convergenza debole che
verrà utilizzata nei capitoli successivi. Per la sua dimostrazione ricorriamo al
teorema di Ascoli-Arzelà, di cui riportiamo l’enunciato.
Sia {fn}n∈N una successione di funzioni in C(Rd) che siano:
1. Equicontinue:
∀x ∈ Rd, ∀ε > 0∃δ > 0 :
|y − x| < δ, y ∈ Rd ⇒ |fn(x)− fn(y)| < ε ∀n;
2. Equilimitate:
∀x ∈ Rd ∃Mx > 0 : |fn(x)| ≤Mx ∀n.
Allora esiste una sottosuccessione {fnk}k∈N ed una f ∈ C(Rd) tale che fnk → f
per k →∞ uniformemente sui compatti.
Per maggiori dettagli si può consultare il Brezis [5], Teorema IV.25, il quale
rimanderà ad altri testi per una dimostrazione.
Teorema 1.4 (Continuità). Siano µ e {µj}j∈N misure di Radon su Rd. Allora
sono equivalenti:
1. µj ⇀ µ;
2. ∀r > 0, limj→∞ Fr(µj, µ) = 0.
Dimostrazione. (1)⇒ (2)
Fissato r > 0, siano µ, ν due misure e {fn}n una successione di funzioni in L(r)
tali che
Fr(µ, ν) = lim
n→∞
∣∣∣∣∫ fndµ− ∫ fndν∣∣∣∣ .
Per definizione di L(r) le funzioni fn sono equicontinue ed equilimitate, quindi
soddisfano le ipotesi di Ascoli-Arzelà. Allora esiste una funzione f ∈ Cc(Rd) alla
quale tendono uniformemente in B(0, r); B(0, r) contiene il supporto delle fn che
di conseguenza tendono ad f uniformemente in tutto Rd ed f stessa risulta avere
supporto in B(0, r), essere positiva ed avere una costante di Lipschitz minore o
uguale a 1. Significa che f ∈ L(r). Si è quindi dimostrato che per ogni µ e ν
misure di Radon, esiste una funzione f ∈ L(r) tale che
Fr(µ, ν) =
∣∣∣∣∫ fdµ− ∫ fdν∣∣∣∣ . (1.1)
Sia allora fj la funzione che soddisfa l’equazione appena dimostrata (1.1) per
le misure µj e µ. Mostriamo che ogni sottosuccessione di {Fr(µj, µ)}j c’è una
sottosuccessione che converge a 0. Per alleggerire la notazione, sia {Fr(µk, µ)}k
una sottosuccessione, a cui corrisponde la successione {fk}k in L(r). Come sopra
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fatto, per il teorema di Ascoli-Arzelà si estrae una sottosuccessione {fki}i che
converge uniformemente ad una f ∈ L(r).
Fr(µki , µ) =
∣∣∣∣∫ fkidµki − ∫ fkiµ∣∣∣∣
≤
∫
|fki − f |dµki +
∫
|fki − f |dµ+
∣∣∣∣∫ fdµki − ∫ fµ∣∣∣∣
≤ ‖fki − f‖∞(µki(B(0, r)) + µ(B(0, r))) +
∣∣∣∣∫ fdµki − ∫ fµ∣∣∣∣ .
Per la caratterizzazione della convergenza debole sui compatti data dal Teorema
1.2 ed essendo le misure localmente finite in quanto di Radon, esiste C > 0 tale
che µki(B(0, r)) + µ(B(0, r)) ≤ C per ogni i. Di conseguenza:
Fr(µki , µ) ≤ ‖fki − f‖∞C +
∣∣∣∣∫ fdµki − ∫ fµ∣∣∣∣ ;
il membro a destra tende a 0 per i→∞ per la convergenza uniforme delle fki a
f e per la convergenza debole delle µki a µ.
(2)⇒ (1)
Siano r > 0, f una qualsiasi funzione Lipschitziana positiva a supporto con-
tenuto in B(0, r) e c = Lip(f). Dal momento che 1
c
f è 1-Lpschitziana, quindi sta
in L(r), si ha:





∣∣∣∣ ≤ cFr(µj, µ)→ 0
per j →∞. Siano ora f ∈ Cc(Rd), χ il nucleo di regolarizzazione e consideriamo




Siccome f è a supporto compatto, fε converge uniformemente a f per ε → 0.
fε ∈ C∞c (Rd), quindi una qualsiasi derivata parziale è una funzione continua a
supporto compatto, di conseguenza limitata. Esiste allora Cε tale che ‖∇fε‖∞ ≤
Cε, che implica la Lipschitzianità di fε. Sia r > 0 tale che definitivamente
supp(fε), supp(f) ⊂ B(0, r); la dimostrazione del Teorema 1.2 può essere fat-
ta prendendo una ϕ ∈ C1c (Rd) per approssimare l’insieme compatto, quindi è
valida per {µj}j e µ di questo teorema che soddisfano (2), di conseguenza esiste
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K > 0 tale che µj(B(0, r)) + µ(B(0, r)) ≤ K per ogni j. Allora:
lim sup
j→∞
∣∣∣∣∫ fdµj − ∫ fdµ∣∣∣∣ ≤ lim sup
j→∞
(∫






(∣∣∣∣∫ fεdµj − ∫ fεdµ∣∣∣∣)
≤ lim sup
j→∞
(‖f − fε‖∞(µj(B(0, r))) + µ(B(0, r))) + 0
≤ ‖f − fε‖∞K → 0
per ε → 0. Si è quindi dimostrata la convergenza debole della successione {µj}j
a µ.
1.4.3 Differenziazione di misure di Radon
Quanto trattiamo in questa sottosezione lo utilizziamo unicamente nel Teorema
2.6, per darne la dimostrazione.
Siano µ e ν due misure localmente finite e di Borel su Rd. Le derivate superiore
ed inferiore di µ rispetto a ν in x ∈ Rd si definiscono rispettivamente come:









Se i due limiti coincidono, il valore comune si chiama derivata di µ rispetto a ν
in x e si indica con D(µ, ν, x).
Teorema 1.5 (Integrale della derivata). Siano µ e ν due misure di Radon su Rd.
1. La derivata D(µ, ν, x) esiste ed è finita per ν-quasi ogni x ∈ Rd;
2. Per ogni B ⊂ Rd boreliano,∫
B
D(µ, ν, x)dν(x) ≤ µ(B)
e vale l’uguaglianza se µ ν;
3. µ ν se e solo se D(µ, ν, x) <∞ per µ-quasi ogni x ∈ Rd.
La dimostrazione la si può trovare nel libro di Mattila [2].
1.5. SOTTOVARIETÀ DI RD 17
1.5 Sottovarietà di Rd
Siccome la utilizzeremo spesso quando studieremo i supporti delle misure n-
uniformi, riportiamo in seguito la definizione di sottovarietà che utilizzeremo in
questo lavoro. Riportiamo anche le formule di area e di coarea e concludiamo
questa sezione con un calcolo della densità per una sottovarietà.
Ricordiamo che insieme M ⊂ Rd è una sottovarietà differenziabile di Rd di
dimensione n e di classe Ck se per ogni x ∈M esistono un r > 0, un aperto A di
Rn ed una funzione ϕ : A→M ∩B(x, r) tale che:
1. ϕ ∈ Ck(A,M ∩B(x, r));
2. ϕ : A→M ∩B(x, r) è una biezione;
3. rango(dϕ(ξ)) = n per ogni ξ ∈ A;
4. ϕ−1 : M ∩B(x, r)→ A è continua, ossia ϕ è aperta.
La funzione ϕ è detta parametrizzazione (regolare) di M .
Dato x ∈ M e data una sua parametrizzazione regolare ϕ tale che ϕ(ξ) = x,
definiamo TxM lo spazio tangente a M in x come l’immagine del differenziale di
ϕ in ξ, ossia
TxM = {dϕ(ξ)x : x ∈ Rn}.
Dati x ∈ M , r > 0 sufficientemente piccolo ed una base ortonormale {v1, ..., vn}
per TxM , esistono un aperto Gr ⊂ Rn ed una parametrizzazione F : Gr →
M ∩B(x, r) tale che
F (ξ) = x+ ξ1v1 + ...+ ξnvn + Fn+1(ξ)vn+1 + ...+ Fd(ξ)vd
con {vn+1, ..., vd} un completamento di {v1, ..., vn} ad una base ortonormale di
Rd. In questo modo F (0) = x e dFk(0) = 0 per ogni k = n+ 1, ..., d.
Una generalizzazione di varietà si ottiene con la rettificabilità.
Definizione 1.9 (Insieme rettificabile). Sia M ⊂ Rd Hn-misurabile e tale che
Hn(M) <∞. Allora M si dice n−rettificabile se esiste un insieme numerabile di









Si suppone senza perdere di generalità che l’intersezione tra due sottovarietà
distinte della famiglia che rettifica l’insieme abbia misura Hn nulla; allora per la
numerabilità della famiglia stessa anche l’insieme dei punti in cui s’intersecano
(almeno) due sottovarietà {Mi ∩Mj : i 6= j} ha misura Hn nulla. Ciò significa
che per Hn-quasi ogni punto di M passa una sola sottovarietà Mj della famiglia.
18 CAPITOLO 1. PRELIMINARI
1.5.1 Formule di Area e Coarea
Teorema 1.6 (Formula dell’area). Sia f : Rn → Rd una funzione di classe C1
e biettiva, con n < d. Allora per ogni boreliano A ⊂ Rn e per ogni funzione










e df(x)∗ è l’aggiunta di df(x).
Dato un insieme n-rettificabile M con {Mj}j la famiglia di sottovarietà che
lo rettifica, per Hn-quasi ogni x ∈M esiste un solo j per il quale x ∈Mj; si può
allora prendere TxM come piano tangente ad M in x il piano tangente ad Mj in x.
Una funzione Lipschitziana f : M → R è differenziabile quasi ovunque, quindi
definiamo il differenziale dMf : TxM → R come il differenziale di f applicato ai
vettori del tangente.
Teorema 1.7 (Formula di coarea). Siano M ⊂ Rd insieme n-rettificabile e f :
M → Rm, m < n ≤ d, una funzione Lipschitziana. Allora per ogni funzione di












Un’importante applicazione della formula di coarea è l’integrazione sferica.
Prendendo infatti M = Rd e f = | · | : Rd → R e fissata una base di Rd, si ottiene
che Jac(f(x)) = x
t

















1.5.2 Densità di una sottovarietà
Sia M una sottovarietà di Rd di classe C1 e dimensione n. Allora ogni suo
punto ha densità 1. Fissato y0 ∈ M , sia {v1, ..., vn} una base ortonormale per
Ty0M che completiamo ad una base {v1, ..., vd} di Rd, la quale viene presa come
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riferimento. Partendo da una generica parametrizzazione di un intorno di y0,
esistono un R > 0, un aperto UR ⊂ Rn ed una funzione F : UR →M ∩B(y0, R)
biettiva e di classe C1 della seguente forma:
F (x1, ..., xn) = y0 + (x1, ..., xn, Fn+1(x1, ..., xn), ..., Fd(x1, ..., xn)).
Allora Fi(0) = 0,
∂
∂xj
Fi(0) = 0 per ogni i = n+ 1, ..., d. Posti F̃ := (F1, ..., Fd), e
Ur := F
−1(M ∩ B(0, r)) per ogni r ≤ R, si ha che Ur ⊂ B(0, r) e per continuità
del determinante, per ogni ε > 0 esiste un rε > 0 tale che per ogni r ≤ rε vale la
seguente stima:
|JF (x)− 1| =
∣∣∣√det((Jac(F (x)))tJac(F (x)))− 1∣∣∣
=
∣∣∣∣√det(In + (Jac(F̃ (x)))tJac(F̃ (x)))− 1∣∣∣∣
≤ ε
per ogni x ∈ B(0, r). Utilizzando allora la formula dell’area, si ottiene che:




≤ (1 + ε)
∫
Ur




= (1 + ε)ωnr
n.
Sviluppando con Taylor F̃ si ottiene che F̃ (x) = 0 + dF̃ (ξ)(x) per una qualche ξ
nel segmento che congiunge 0 con x. Dato k > 0, per continuità di F̃ esiste un
rk tale che per ogni r ≤ rk e per ogni ξ ∈ B(0, r) si ha ‖dF̃ (ξ)‖ ≤ 1k , con ‖ · ‖ la
norma indotta da quella Euclidea. Quindi:











Prendendo r ≤ min(rk, rε), si ottiene che B(0, r k
2
k2+1
) ⊂ Ur e inoltre:





















20 CAPITOLO 1. PRELIMINARI









≤ (1 + ε)






Questo capitolo si apre con una sezione dedicata alle misure tangenti. Esse sono
state introdotte da Preiss [4] nel modo in cui qui le presentiamo. Fare la tangente
di una misura è un po’ come fare la derivata di una funzione e proprio come que-
st’ultima ci permette di studiare alcune proprietà locali della misura. Segue poi la
definizione delle misure n-uniformi ed il loro rapporto con le misure di Hausdorff.
Infine questo capitolo si chiude con lo studio di un caso particolare di misure uni-
formi, le misure coniche, di cui studiamo la componente sferica. Alcune proprietà
di quest’ultima, nel caso particolare delle misure 3-uniformi, ci permetteranno di
ottenere un risultato importante sulla struttura del loro supporto. Dimostreremo
infatti che nel caso di una misura conica 3-uniforme, il supporto escluso lo 0 è
una sottovarietà 3-dimensionale.
2.1 Misure tangenti
Siano µ una misura di Radon e Σ il suo supporto; dato un punto x ∈ Rd ed un
r > 0, definiamo la misura Tx,r[µ] in questo modo:
Tx,r[µ](A) := µ(rA+ x)




Definizione 2.1 (Misura tangente). Siano µ una misura di Radon in Rd e x ∈
Rd. Una misura ν si dice tangente a µ in x se è una misura di Radon ed esistono
due successioni {ri}i∈N e {ci}i∈N di numeri positivi tali che ri ↓ 0 e
ciTx,ri [µ] ⇀ ν
per i → ∞. Con Tan(µ, x) si indica l’insieme di tutte le misure tangenti a µ in
x.
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Se esiste un n ∈ N tale che:
0 < θn∗ (µ, x0) ≤ θ∗,n(µ, x0) <∞,
allora per ogni ν ∈ Tan(µ, x0) esistono una successione {ri}i∈N con ri ↓ 0 ed una
costante c > 0 tali che (in senso debole):
ν = c lim
i→∞
r−ni Tx0,ri [µ]. (2.1)
Siano infatti {ci}i e {ri}i due successioni tali che ri ↓ 0 e ciTx0,ri [µ] ⇀ ν e sia
R > 0 tale che ν(B(0, R)) > 0. Per il Teorema 1.2 sulla caratterizzazione della
convergenza debole:



















quindi lim infi→∞ ciωn(Rri)
n > 0. Analogamente, siccome ν è di Radon e di
conseguenza localmente finita, si ha
∞ > ν(B(0, R)) ≥ lim sup
i→∞
ciTx0,ri [µ](B(0, R)) ≥ lim sup
i→∞
ciTx0,ri [µ](B(0, R))
e quindi come sopra lim supi→∞ ciωn(Rri)
n < ∞. Si può quindi estrarre una
sottosuccessione di {ri}i, che per semplicità continuiamo a indicizzare allo stesso
modo, per la quale esiste finito e positivo c := limi→∞ cir
n















Dal momento che si useranno prevalentemente misure uniformi, per la misura
tangente si utilizzerà la formula (2.1) per il limite debole.
Le sottovarietà di classe C1 sono localmente un grafico di una funzione tramite
il cui differenziale ricaviamo i piani tangenti. Un concetto analogo a quello di
piano tangente esiste anche per le misure; come mostreremo coi Teoremi 2.4 e 2.7
una misura uniforme ha quasi ovunque come misura tangente una misura piatta.
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Definizione 2.2 (Misure e punti piatti). Una misura in Rd è detta n-piatta se è
uguale a cHn V , con V un n-piano di Rd e 0 < c <∞.
Siano µ una misura di Radon in Rd con supporto Σ e x ∈ Σ. Si dice che x è
un punto piatto di Σ se esiste un n-piano V tale che:
Tan(µ, x) = {cHn V : c > 0}.
Un punto non piatto è detto punto singolare.
2.1.1 Proprietà di Tx,r[µ]
Nel corso delle successive dimostrazioni utilizziamo spesso le misure tangenti e di
conseguenza le misure Tx,r[µ]. Riportiamo allora qui alcune loro proprietà.
Siano µ una misura di Radon in Rd, x ∈ Rd, r > 0 e A ⊂ Rd. Allora:∫
Rd









Dal momento che ogni funzione misurabile positiva può essere approssimata da
una somma crescente di funzioni della forma aχA per opportuni insiemi A e
coefficienti a, siccome le parti positive e negative di una funzione sono misurabili,












Dati r0 > 0 e y ∈ Rd, vale la seguente regola per la composizione:
Ty,r0 ◦ Tx,r[µ](A) = Ty,r0 [Tx,r[µ]](A) = Tx,r[µ](r0A+ y) = µ(r(r0A+ y) + x).















per r → r0. Quindi per l’equivalenza mostrata nel Teorema 1.4 si ha Tx,r[µ] ⇀
Tx,r0 [µ].
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2.2 Misure uniformi
Definizione 2.3 (Misure uniformi). Sia µ una misura di Radon in Rd e sia Σ il
suo supporto. Si dice che µ è:
1. Uniformemente distribuita se esiste una funzione φ : R+ → R+ tale che
µ(B(x, r)) = φ(r)
per ogni x in Σ e per ogni r > 0. φ è chiamata funzione di distribuzione di
µ;
2. n-uniforme se è uniformemente distribuita ed esiste c > 0 tale che φ(r) =
crn;
3. Conica n-uniforme se è n-uniforme e T0,r[µ] = r
nµ per ogni r > 0.
Se µ è una misura conica allora, per definizione, Σ = Σ
r
per ogni r > 0. Questo
significa che per una misura conica, se x è un punto del supporto, lo è pure tx
per ogni t > 0. Il supporto inoltre è un insieme chiuso, quindi 0 sta nel supporto
di ogni misura conica.
Il seguente teorema legittima il calcolo della misura tangente nel caso di una
misura uniforme, mostrandone l’esistenza e l’unicità per una qualsiasi successione
di raggi decrescenti. La sua dimostrazione è in [4], Teorema 3.11.
Teorema 2.1 (Unicità del tangente). Sia µ una misura n-uniforme in Rd. Allora:
1. Esiste un’unica misura λ n-uniforme conica tale che
r−nTx,r[µ] ⇀ λ per r →∞
per ogni x ∈ Rd. λ è detta misura tangente di µ ad∞. Poniamo Tan(µ,∞) :=
{cλ : c > 0};





Di conseguenza Tan(µ, x) = {cλx : c > 0}.
In entrambi i casi, la misura tangente cλ tale che cλ(B(0, 1)) = ωn è detta
tangente normalizzata.
2.2. MISURE UNIFORMI 25
2.2.1 Un funzionale per M(Rd)
Nel lavoro di De Lellis [7] viene ripreso un funzionale introdotto da Preiss [4] che
misura quanto distante è una misura dall’essere piatta. Lo usiamo soprattutto
nel terzo capitolo, in cui indaghiamo sui punti singolari del supporto delle misure
e quindi abbiamo bisogno di un criterio per stabilire se un punto è o no piatto.
Per i teoremi che ora elenchiamo facciamo quindi riferimento a [7].
Definizione 2.4. Sia data una funzione ϕ ∈ Cc(B(0, 2)), B(0, 2) ⊂ Rd tale che
χB(0,1) ≤ ϕ ≤ χB(0,2). Possiamo allora definire il funzionale F : M(Rd) → R
come




Teorema 2.2 (Continuità). Siano {µj}j∈N, µ delle misure di Radon in Rd tali
che µj ⇀ µ. Allora F (µj)→ F (µ).
Sia µ è una misura piatta in Rd e siano V ∈ G(n, d) c > 0 tali che µ = Hn V .




Teorema 2.3. Siano µ una misura uniforme in Rd e λ la sua misura tangente
normalizzata a ∞. Se n ≥ 3 allora esiste un ε0 dipendente unicamente da n e da
d tale che
F (λ) ≤ ε0 ⇒ µ è piatta.
Notiamo che se µ è anche conica allora r−nT0,r[µ] = µ per ogni r > 0, quindi
λ = µ e di conseguenza basta calcolare F (µ).
2.2.2 Regolarità del supporto di misure uniformi
Nell’articolo [8] viene dimostrato il teorema sulla regolarità dei supporti di misure
che qui riportiamo. Il teorema di Nimer, che dimostriamo nel prossimo capitolo,









Σ ∩B(x, r), L ∩B(x, r)
]
: L n-piano affine per x
}
.
Teorema 2.4 (Regolarità). Sia µ una misura n-uniforme in Rd con Σ = supp(µ).
1. Se n = 1, 2 allora Σ è una sottovarietà di classe C1 e dimensione n di Rd;
2. Se n ≥ 3 allora R = {x ∈ Σ : lim supr→0 θΣ(x, r) = 0} è una sottovarietà
di classe C1 e dimensione n in Rd e Hn(Σ\R) = 0.
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Il seguente teorema mostra come il supporto di misure n-uniformi che tendo-
no debolmente ad una misura di Radon si avvicini al supporto di quest’ultima.
Lo usiamo per dimostrare l’inclusione (2.2), la quale permette di dimostrare il
Teorema 2.3, che identifica i punti nella parte regolare R del Teorema 2.4 appena
mostrato con i punti piatti. La dimostrazione del seguente teorema può essere
trovata in [9] Teorema III.5.9.
Teorema 2.5 (Avvicinamento supporti). Sia {µj}j∈N una successione di misure
n-uniformi in Rd, con la stessa costante c > 0 e che converge debolmente ad una


















Corollario 2.1. Sia µ una misura n-uniforme su Rd con supporto Σ, allora:
{x ∈ Σ : lim sup
r→0
θΣ(x, r) = 0} ⊃ {x ∈ Σ : x è punto piatto.}. (2.2)

























è proprio il supporto di µr. Dati x ∈ Σ−xr ∩ B(0, 1) e y ∈ V tale che
|x− y| = dist(x, V ), allora y ∈ B(0, 1) perché (x− y) ⊥ y e quindi per Pitagora
|y|2 = |x|2−|x−y|2 ≤ |x|2 ≤ 1. Ciò significa che dist(x, V ) = dist(x, V ∩B(0, 1))








dist(x, V ∩B(0, 1))
)
= 0
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dist(x, ∂B(0, 1)) ≥ η, allora yx ∈ B(0, 1). Se invece dist(x, ∂B(0, 1)) < η, sia
x0 ∈ V ∩B(0, 1) tale che |x− x0| ≤ η e dist(x, ∂B(0, 1) ≥ η. Allora:
|x− yx0| ≤ |x− x0|+ |x0 − yx0| ≤ 2η



















∩B(0, 1), V ∩B(0, 1)
]
= 0.
Abbiamo quindi dimostrato l’inclusione (2.2).
2.3 Rapporto tra misure uniformi e di Hausdorff
In questa sezione enunciamo e dimostriamo il teorema che lega le misure di Hau-
sdorff e le misure uniformi. Successivamente, sfruttiamo la regolarità del supporto
data dal Teorema 2.4 e la formula dell’area espressa nel Teorema 1.6 per dimo-
strare che un punto del supporto di una misura uniforme è regolare se e solo se è
un punto piatto.
Teorema 2.6. Siano µ una misura n-uniforme in Rd con Σ = supp(µ) e c > 0
tale che µ(B(x, r)) = crn per ogni x ∈ Σ. Allora
µ = cω−1n H
n Σ.
Dimostrazione. Dal momento che µ è una misura n-uniforme, per il Teorema 2.4,
Σ è una sottovarietà C1 intorno a Hn-quasi ogni suo punto. Allora θ(Σ, x) = 1
per Hn-quasi ogni x ∈ Σ. Per ogni x ∈ Σ si ha θn(µ, x) = cω−1n , quindi per
µ-quasi ogni x ∈ Rd la densità esiste positiva e finita.
Vale µ  Hn Σ. Sia infatti E ⊂ Rd tale che 0 = Hn Σ(E) = Hn(E ∩ Σ).
Questo significa che per ogni ε > 0 esiste una famiglia di palle {Bi}i∈N in Rd di
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Di conseguenza













per l’arbitrarietà di ε abbiamo µ(E) = 0. Per definizione:
D(µ,Hn Σ, x) = θn(µ, x)θn(Σ, x)
= cω−1n · 1
per ogni x ∈ Σ, altrimenti D(µ,Hn Σ, x) = 0. Tenendo conto dell’assoluta











da cui µ = cωnH
n Σ.
2.3.1 Sottovarietà e punti piatti
Usiamo il Teorema 2.6 per mostrare che ogni punto nella parte regolare del sup-
porto di una misura n-uniforme è un punto piatto.
Sia µ una misura n-uniforme in Rd con supporto Σ; per il Teorema 2.4 sap-
piamo che R = {x ∈ Σ : lim supr→0 θ(x, r) = 0} è una varietà C1 di dimensione




Tx0,r[µ], vogliamo mostrare che µr ⇀ H
n V per r → 0. Ossia data



















Il supporto di g è un insieme compatto, quindi esiste un R > 0 tale che supp(g) ⊂
B(0, R) e dist(supp(g), ∂B(0, R)) > 0. Ma x−x0
r
∈ B(0, R) ⇔ x ∈ B(x0, Rr) e












2.3. RAPPORTO TRA MISURE UNIFORMI E DI HAUSDORFF 29
Sia {v1, ..., vn} una base ortonormale di vettori tangenti per V , la completiamo
ad una base per Rd di vettori ortonormali {v1, ..., vd}. Siccome Σ è una varietà,
per r sufficientemente piccolo esistono un aperto Gr ⊂ Rn ed una funzione F :
Gr → B(x0, Rr) ∩ Σ di classe C1 e biettiva tale che
F (y) = (y, F̃ (y)) + x0
con F̃ (y) = (Fn+1(y), ..., Fd(y)) e
∂
∂xi






















Usando Taylor, per un qualche ξ nel segmento che congiunge 0 con y si ha∣∣∣∣∣ F̃ (y)r
∣∣∣∣∣ =
∣∣∣∣∣Jac(F̃ (ξ))yr
∣∣∣∣∣ ≤ ‖Jac(F̃ (ξ))‖R
poichè |y| ≤ Rr dal momento che F (y) ∈ B(x0, Rr); la norma ‖·‖ è quella indotta
dalla norma Euclidea e per continuità per ogni δ esiste rδ > 0 tale che per r < rδ
vale ‖Jac(F̃ (ξ))‖ ≤ δ
R


























Per continuità di JF esiste rε tale che per r < rε si ha |JF (y)− 1| < ε e abbiamo







⊂ Gr . Prendiamo





































per una qualche costante c1 ∈ R. Dal momento che per k sufficientemente grande
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per una qualche costante c2 ∈ R. Per r → 0 si ha ε→ 0 e otteniamo la tesi (2.3).
Unendo quanto trovato con l’inclusione (2.2), abbiamo dimostrato il seguente
teorema.




x ∈ Σ : lim sup
r→0
θΣ(x, r) = 0
}
= {x ∈ Σ : x è punto piatto di µ}.
2.4 Componente sferica
In questa sezione vediamo come una misura conica possa essere scomposta in
una parte radiale ed una sferica. Il vantaggio è la riduzione di dimensione del
supporto della misura.
A meno di rinormalizzazioni, possiamo supporre la costante delle misure pari
a 1.
Definizione 2.5 (Componente sferica). Sia ν una misura conica n-uniforme in
Rd con supporto Σ. Si definisce componente sferica di ν la misura
σ = Hn−1 (Σ ∩ ∂B(0, 1)).
Si può scomporre l’integrale rispetto a ν nell’integrale doppio sulla sua com-
ponente sferica e su una parte radiale.
Teorema 2.8 (Scomposizione). Siano ν una misura conica n-uniforme in Rd e







Dimostrazione. Vogliamo prima provare la tesi per le funzioni g = χA, con A ⊂
Rd di Borel. Siano u = | · | : Rd → R la norma Euclidea, funzione Lipschitziana,
e Σ il supporto di ν, che per il Teorema 2.4 è Hn-quasi ovunque una varietà C1










Calcoliamo J∗Σu(y) quando y ∈ R, fissando delle basi per gli spazi tangenti. Sia
Py lo spazio di vettori tangenti a y in R e consideriamo la curva γ(t) = t
y
|y|+y con
t ∈ (−|y|,∞); poiché ν è una misura conica, γ(t) ∈ Σ e quindi γ′(0) = y|y| ∈ Py.
Poniamo τ1 =
y
|y| e lo completiamo a {τ1, ..., τd} base ortonormale di Py. du(y) =
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τ1, quindi d















































che è la tesi per le funzioni caratteristica. Per convergenza monotona e linearità
la tesi vale allora anche per le funzioni boreliane.
Per studiare il caso delle misure coniche 3-uniformi usiamo il fatto che la com-
ponente sferica di una misura conica eredita l’uniformità. Per dimostrarlo però
abbiamo bisogno del seguente teorema, la cui dimostrazione può essere trovata
in [4], Teorema 3.10.
Teorema 2.9 (Integrazione). Siano µ una misura n-uniforme su Rd con supporto
Σ e f : R2 → [0,∞] una funzione boreliana. Allora per ogni u ∈ Σ e per ogni
e ∈ Rn tali che |u| = |e| vale:∫
Rd




per una qualche C > 0.
Teorema 2.10 (Uniformità della componente sferica). Sia ν una misura co-
nica n-uniforme in Rd. Allora la sua componente sferica σ è uniformemente
distribuita.
Dimostrazione. Siano Ω il supporto di σ e Σ il supporto di ν e siano x ∈ Ω e
r > 0. Definiamo gli insiemi:
1. N(|x|,r) = {(a, b) ∈ [0,∞)× R : (1 + |x|2 − r2)a− 2b < 0};
2. Br(x) = ∂B(0, 1) ∩B(x, r);
3. (Br(x))
ε
1 = {cy : y ∈ Br(x), c ∈ (1− ε, 1 + ε)}.
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Allora:
z ∈ (Br(x))ε1 ⇐⇒
∣∣∣∣ z|z| − x
∣∣∣∣2 < r2 e |z| ∈ (1− ε, 1 + ε)
⇐⇒ (1 + |x|2 − r2)|z| − 2〈z, x〉 < 0 e |z| ∈ (1− ε, 1 + ε).
Possiamo quindi definire la funzione G : R2 → R in questo modo:
G(a, b) = χN(|x|,r)(a, b) · χ(1−ε,1+ε)(a)
e di conseguenza
χ(Br(x))ε1(z) = G(|z|, 〈z, x〉).
Fissato un qualsiasi e ∈ Rn tale che |e|=1, siamo nella condizione di poter










(|z|, 〈z, e〉) ∈ N(|x|,r) ⇐⇒ (1 + |x|2 − r2)|z| − 2〈z, e〉 < 0
⇐⇒ (1 + |e|2 − r2)|z| − 2〈z, e〉 < 0
⇐⇒
∣∣∣∣ z|z| − e
∣∣∣∣2 < r2.
Se inoltre |z| ∈ (1−ε, 1+ε), allora z ∈ (B(r(e)))ε1 e quindi z|z| ∈ Br(e). Utilizzando





























(1 + ε)n − (1− ε)n
n
Hn−1(Br(e)).


















Notiamo che Hn−1(Br(e)) non dipende dall’e scelto in ∂B(0, 1). Usando invece il



































Hn−1(∂B(0, 1) ∩ Σ ∩Br(x))










Combinando quest’ultima con la (2.5) si ottiene la tesi. Per un certo e ∈ ∂B(0, 1),
per ogni x ∈ Ω infatti si ha:
σ(B(x, r)) = Hn−1(B(x, r) ∩ Ω) = Hn−1(Br(x) ∩ Ω) = Hn−1(Br(e)). (2.6)
2.5 Misure coniche 3-uniformi
Nel caso particolare di una misura conica 3-uniforme si può dire qualcosa in più
riguardo l’uniformità della componente sferica. Si scopre infatti che quest’ultima
è “localmente” 2-uniforme.











, x ∈ Σ, allora Σ è una sottovarietà di classe C1 e
dimensione n in Rd.
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Notiamo che si tratta di una generalizzazione del Teorema 2.4 per le misu-
re n-uniformi nel caso particolare di n = 1, 2. Per l’enunciato abbiamo fatto
riferimento a [8].
Teorema 2.12 (Uniformità). Siano ν una misura conica 3-uniforme in Rd e σ la
sua componente sferica, con supporto Ω. Allora esiste una funzione φ : (0,∞)→
(0,∞) tale che per ogni x ∈ Ω e per ogni r > 0
σ(B(x, r)) = φ(r)
con
φ(r) = πr2χ(0,2)(r) + 4πχ[2,∞)(r).
Dimostrazione. L’esistenza di una tale φ è propria della della definizione di una
misura uniformemente distribuita e quindi è la tesi del Teorema 2.10. Guardan-
do poi all’eguaglianza (2.6) si nota che basta calcolare H2(Br(e)) per un qualche
e ∈ ∂B(0, 1) ⊂ R3.
Se r ≥ 2 chiaramente ∂B(0, 1) ⊂ B(e, r) e quindi H2(Br(e)) = H2(∂B(0, 1)) =
4π.
Altrimenti, fissiamo una qualsiasi base ortonormale di R3; possiamo prendere
e = (0, 0, 1). In tal caso:
∂Br(e) = {(x, y, z) ∈ R3 : x2 + y2 + z2 = 1, x2 + y2 + (z − 1)2 = r2},





2, allora Br(e) = {(x, y, z) ∈ R3 : z ≥ 0, x2 + y2 + z2 = 1} e quindi























1− ρ. Si ha quindi:
Jac(ϕ(x, y)) =






e di conseguenza det(Jac(ϕ(ξ))tJac(ϕ(ξ))) = 1 + |ξ|
2
















2.5. MISURE CONICHE 3-UNIFORMI 35









































2 < r < 2 la sfera B(e, r) interseca il guscio sferico ∂B(0, 1) in z = 1− r2
2
< 0,
quindi non è possibile applicare lo stesso tipo di calcoli. D’altro canto, B :=







applicare un ragionamento analogo al caso precedente per calcolare che H2(B) =
π(4−r2) e quindi H2(Br(e)) = H2(∂B(0, 1))−H2(B) = 4π−π(4−r2) = πr2.













e quindi per il Teorema 2.11 si ha come conseguenza il seguente teorema.
Teorema 2.13. Sia ν una misura conica 3-uniforme in Rd e sia σ la sua com-
ponente sferica con supporto Ω. Allora Ω è una sottovarietà di classe C1 e
dimensione 2 in Rd.
Teorema 2.14. Sia ν una misura conica 3-uniforme in Rd con supporto Σ.
Allora Σ\{0} è una sottovarietà di classe C1 e dimensione 3 in Rd.
Dimostrazione. Dal momento che cΣ = Σ per ogni c > 0, possiamo limitarci a
mostrare che Σ è una sottovarietà in un intorno di un qualsiasi x ∈ Ω (ricordiamo
che Ω = Σ∩∂B(0, 1)). Fissiamo x0 ∈ Ω; per il Teorema 2.14, Ω è una sottovarietà
2-dimensionale, quindi possiamo prendere {v1, v2} una base ortonormale per Tx0Ω
ed un suo completamento {v1, ..., vd} ad una base ortonormale di Rd. Esistono
un intorno U0 di x0, un aperto G ⊂ R2 ed una parametrizzazione F : G→ Ω∩U0
della forma
F (x1, x2) = x0 + x1v1 + x2v2 + F3(x1, x2)v3 + ...Fd(x1, x2)vd.
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Fissiamo 0 < ε < 1 e definiamo l’aperto V = {cx : x ∈ ∂B(0, 1) ∩ U0, c ∈
(1− ε, 1 + ε)}; allora V è un intorno di x0 e
y ∈ Σ ∩ V ⇐⇒ y = cx per x ∈ Ω, c ∈ (1− ε, 1 + ε)
⇐⇒ y = cF (x1, x, 2) per (x1, x2) ∈ G, c ∈ (1− ε, 1 + ε).
Ne consegue che H : G× (1− ε, 1+ ε)→ Σ∩V è un diffeomorfismo C1. Abbiamo
quindi dimostrato che ogni x0 ∈ Ω ha un intorno in cui Σ è una varietà 3-
dimensionale di classe C1; di conseguenza lo è Σ\{0}.
Capitolo 3
Teorema di Nimer
Dimostriamo in questo capitolo il seguente teorema:
Teorema 3.1 (Nimer). Sia µ una misura n-uniforme in Rd con supporto Σ e
3 ≤ n ≤ d. Allora Σ è la seguente unione disgiunta:
Σ = Rµ ∪ Sµ, (3.1)
con Rµ sottovarietà di classe C
1 e dimensione n in Rd, e Sµ insieme chiuso dei
punti singolari che verifica:
dim(Sµ) ≤ n− 3. (3.2)
La novità di questo teorema non è tanto la decomposizione (3.1), nota già
con il Teorema 2.4, quanto la limitazione per la dimensione dell’insieme dei punti
singolari (3.2). I teoremi della prossima sezione servono infatti per dimostrare
quest’ultima disuguaglianza.
3.0.1 Notazioni





Se x ∈ supp(µ) e r ↓ 0, sia ν la misura tangente alla quale µx,r converge debol-
mente (esiste ed è un multiplo di quella normalizzata per il Teorema 2.1). Per il
Teorema 1.2:
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e












Per ε → 0 si ha ν(B(0, 1)) ≥ ωn, che con la disuguaglianza precedente porta
proprio a ν(B(0, 1)) = ωn, che è la definizione di misura tangente normalizzata.
Analogamente se x ∈ Rd e r → ∞, la misura ν a cui tende µx,r è la misura
tangente ad infinito normalizzata.












dal momento che ry + x ∈ Σ.
3.1 Risultati preliminari
In questa sezione seguiamo da vicino l’articolo di Nimer [1]. Dimostriamo in
particolare due teoremi. Il primo afferma che l’insieme dei punti singolari di una
misura 3-uniforme è discreto. Il secondo riguarda nuovamente l’inseme dei punti
singolari e afferma che nel caso generico di una misura n-uniforme è contenuto
nell’insieme dei punti singolari della misura tangente.
Cominciamo con un teorema che mostra la relazione tra le due misure che si
ottengono dilatando una misura con due sequenze differenti di raggi e traslandola
lungo la stessa sequenza di punti. Ricordiamo che F è il funzionale introdotto
dalla Definizione 2.4.
Teorema 3.2. Siano µ una misura n-uniforme in Rd, {xk}k∈N ⊂ supp(µ),
{τk}k∈N e {σk}k∈N successioni di numeri decrescenti a 0. Supponiamo inoltre
che σk < τk per ogni k e che esistano due misure n-uniformi α e β, in particolare
α conica, tali che
µxk,τk ⇀ α, µxk,σk ⇀ β.
Allora
F (α) < ε0 ⇒ F (β) < ε0,
dove ε0 è il valore del Teorema (2.3).
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Dimostrazione. Sia c la costante di µ e supponiamo per assurdo che sia F (α) < ε0
e F (β) ≥ ε0. Per continuità del Funzionale (2.2), esistono 0 < κ < ε0 e k0 > 0
tali che per k > k0 si ha:
F (µxk,τk) < κ < F (µxk,σk).
Dato k > 0, definiamo la funzione fk : (0,∞)→ (0,∞) come
fk(r) = F (µxk,r)
che risulta continua. Infatti se r → r0, allora µx,r ⇀ µx,r0 e per il Teorema 2.2,
F (µx,r) → F (µx,r0). Poiché per ogni k > k0 si ha fk(τk) < κ < fk(σk), esiste
δk ∈ (σk, τk) tale che
fk(δk) = κ e fk(r) ≤ κ per ogni r ∈ [δk, τk].
Sia K ⊂ Rd un compatto e sia R > 0 tale che B(0, R) ⊃ K. Allora per ogni k:






quindi per il Teorema 1.3 esiste una misura di Radon ξ a cui una sottosuccessione
di {µxk,δk}k∈N converge debolmente. Per semplicità denotiamo la sottosuccessione
usando gli stessi indici; vogliamo mostrare che ξ è n-uniforme. Fissiamo allora
un y ∈ supp(ξ) ed un R > 0; per il Teorema 2.5 esiste una successione {yk}k∈N
tale che yk ∈ supp(µk) e yk → y, ossia per ogni ε > 0 esiste k1 tale che per k > k1
si ha




Abbiamo potuto usare tale teorema perché ciascuna µxk,δk è n-uniforme con
costante ωn. Usando il Teorema 1.2 otteniamo allora:
ξ(B(y,R)) ≤ lim inf µxk,δk(B(y,R))

































































di conseguenza per ε → 0 si ha proprio che ξ(B(y,R)) = ωnRn, cioè ξ è una
misura n-uniforme.
Per la continuità di F data dal Teorema 2.2, F (ξ) = κ > 0, quindi ξ non può
essere piatta. Vogliamo ora mostrare che il funzionale F calcolato sulla tangente
ad infinito di ξ è minore di ε0 e quindi per il teorema 2.3 deve essere ξ piatta,
contraddicendo quanto appena mostrato.




Supponiamo per assurdo che βk :=
τk
δk
→ C, con 1 ≤ C <∞ (τk > δk per ogni k,










[Txk,δk [µ]] = β
−n
k T0,βk [µxk,δk ]
e poichè µxk,δk ⇀ ξ, proviamo che β
−n
k T0,βk [µxk,δk ] ⇀ ξ0,C . Siano R > 0 e f ∈
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L(R), allora∣∣∣∣β−nk ∫ f(y)dT0,βk [µxk,δk ](y)− ∫ f(y)dξ0,C(y) ∣∣∣∣
=

















+ |β−nk − C
−n|












≤ βk|β−1k − C
−1|ωn(R + c0)n+1 + |β−nk − C
−n|ωn(R + c0)n
+ C−n












∈ L(R) e quindi il
tutto tende a 0 per k →∞, che dimostra esattamente la convergenza desiderata,
grazie al Teorema 1.4. D’altro canto per ipotesi µxk,τk ⇀ α, quindi per unicità
α = ξ0,C ed essendo F (α) < ε0 e α conica, per il Teorema 2.3 deve essere α
piatta, quindi ξ0,C piatta. Ne consegue che ξ è piatta, giungendo quindi ad una
contraddizione. Deve essere allora βk →∞.
Fissiamo ora R > 1. Poiché βk →∞, esiste k2 > k0 tale che per ogni k > k2:
Rδk ∈ [δk, τk] e F (µxk,Rδk) ≤ κ;
ne consegue che :
lim sup
k→∞
F (µxk,Rδk) ≤ κ. (3.3)












∈ L(Rs) e che per ogni g ∈ L(Rs) si ha R−1g(·R) ∈
L(s), vale
Fs(µxk,Rδk , ξ0,R) = R
−n−1FRs(µxk,δk , ξ)→ 0
per k →∞. Allora per la relazione (3.3) e per il Teorema 2.2 sulla continuità di
F , per ogni R > 0 si ha:
F (ξ0,R) ≤ κ.
Facendo tendere R →∞, per il Teorema 2.1 abbiamo ξ0,R → ν misura tangente
ad ∞ di ξ e quindi F (ν) ≤ κ < ε0, il che comporta che ξ è piatta per il Teorema
2.3, contraddicendo che F (ξ) = κ > 0.
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Come conseguenza troviamo una proprietà dei punti singolari della misura
tangente.
Teorema 3.3. Sia µ una misura n-uniforme in Rd, x̄ ∈ supp(µ), {xk}k∈N ⊂ Sµ,




∈ B(0, 1) e che yk → y. Allora:
y ∈ Sν
con ν la misura tangente normalizzata a µ in x̄.
Dimostrazione. Senza perdere di generalità possiamo supporre x̄ = 0 e chiamiamo
νk le tangenti normalizzate a µ in xk. Vogliamo innanzitutto dimostrare che esiste
una misura conica non piatta ν∞ a cui converge debolmente una sottosuccessione
di {νk}k.
Sia K ⊂ Rd compatto e sia R > 0 tale che B(0, R) ⊃ K; allora per ogni k:
νk(K) ≤ νk(B(0, R)) = ωnRn
dal momento che ciascuna νk è una misura conica (quindi 0 ∈ supp(νk)) ed n-
uniforme. Per il Teorema 1.3 esiste allora una misura ν∞ a cui tende debolmente
una sottosuccessione delle νk e procedendo esattamente come visto nel teorema
precedente otteniamo che ν∞ è a sua volta n-uniforme. Siccome gli xk sono pun-
ti non piatti, le νk sono misure coniche non piatte e quindi per il Teorema 2.3
deve essere F (νk) > ε0 per ogni k, di conseguenza per continuità del funzionale
F (Teorema 2.2), F (ν∞) ≥ ε0, quindi non può essere piatta (se lo fosse sarebbe
F (ν∞) = 0). Per semplicità nominiamo gli indici della sottosuccessione conver-










Abbiamo quindi mostrato che ν∞ è una misura conica n-uniforme non piatta.
Vogliamo ora mostrare che
y ∈ supp(ν) e µxk,rk ⇀ νy (3.4)
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dove νy := Ty,1[ν]. Fissiamo δ > 0, per il Teorema 1.2




















































Inoltre rkyk = xk, di conseguenza:


















Ciò dimostra che y ∈ supp(ν). Passiamo ora alla dimostrazione della convergenza
debole. Fissiamo R > 0 e prendiamo una generica φ ∈ L(R). Dal momento che
yk
rk
→ 0 e rk ↓ 0, deve essere |yk| → 0, in particolare per k sufficientemente grandi
|yk| ≤ 2. Allora definitivamente :∣∣∣∣∫ φ(z)dµxk,rk(z)− ∫ φ(z)dTyk,1[ν](z)∣∣∣∣
=


















∣∣∣∣∫ φ (z − yk) dµ0,rk(z)− ∫ φ(z − yk)dν(z)∣∣∣∣
≤ FR+2(µ0,rk , ν),
poiché per k sufficientemente grandi φ(· − yk) ∈ L(R + 2). D’altra parte∣∣∣∣∫ φ(z)dTyk,1[ν](z)− ∫ φ(z)dTy,1[ν]∣∣∣∣ = ∫ |φ(z − yk)− φ(z − y)|dν(z)
≤ |y − yj|ν(B(0, R + 2)).
Prendendo l’estremo superiore sulle φ ∈ L(R):
FR(µxk,rk , νy) ≤ FR+2(µ0,rk , ν) + |y − yj|ν(B(0, R + 2))→ 0
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per k →∞. Per la generalità di R e per il Teorema 1.4 abbiamo quindi dimostrato
la convergenza in (3.4).
Fissiamo nuovamente un generico R > 0. Per il Teorema 2.1, per ogni k
abbiamo:
FR(µxk, 1j
, νk)→ 0 per j →∞.











, ν∞) ≤ FR(µxk, 1jk





e sia α la tangente normalizzata di νy in 0. Dal momento che
1
jkrk
< rk → 0 abbiamo:
(νy)0,ρk ⇀ α.
Equivalentemente α è la tangente normalizzata di ν in y. Infatti νy = Ty,1[ν] e
T0,ρk ◦ Ty,1 = Ty,ρj , di conseguenza:
(νy)0,ρk = ρ
−n
k T0,ρk [νy] = ρ
−n
k T0,ρk [Ty,1[ν]] = ρ
−n
k Ty,ρk [ν] = νy,ρk .
Per l’affermazione (3.4) possiamo prendere una sottosuccessione {xlk}k di {xk}k
in modo che lk > k, lk > lk−1 e valga:
F1(µxlk ,rlk ) <
1
k
ρn+1k e ρlk < ρk,
ciò è possibile perché ρk → 0. Sia τk = rlkρk, allora:





k T0,ρk [µxlk ,rlk ], ρ
−n
k T0,ρk [νy])
= ρ−n−1k FRρk(µxlk ,rlk , νy)




per k sufficientemente grandi infatti ρkR < 1. Ma allora:
FR(µxlk ,τk , α) ≤ FR(µxlk ,τk , (νy)0,ρk) + FR((νy)0,ρk , α)→ 0




⇀ ν∞ e µxlk ,τk ⇀ α







. Se α fosse piatta allora per il Teorema
3.2 sarebbe F (α) = 0 < ε0 ⇒ F (ν∞) < ε0, contrariamente a quanto mostrato.
Quindi α non è piatta e di conseguenza y ∈ Sν .
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Discendono da questo teorema i due risultati nominati all’inizio di questa
sezione. Il primo lo utilizziamo per passare dallo studio della dimensione del-
l’insieme singolare di una misura n-uniforme allo studio dell’insieme singolare di
una sua misura tangente. Il secondo costituisce invece la base induttiva della
dimostrazione del Teorema 3.1.
Teorema 3.4. Siano µ una misura n-uniforme in Rd, x0 ∈ supp(µ), ν la tangente
normalizzata di µ in x0 e {rk}k∈N una successione di numeri positivi decrescenti
a 0. Allora per ogni ε > 0 esiste un N tale che per ogni k ≥ N
Sµ − x0
rk
∩B(0, 1) ⊂ (Sν)ε,
con (Sν)ε = {y ∈ Rd : dist(y, Sν) < ε}.
Dimostrazione. Supponiamo per assurdo che non valga la tesi. Allora a meno di








Di conseguenza esiste una successione di punti xk ∈ Sµ tali che yk := xk−x0rk ∈
B(0, 1), dist(yk, Sν) ≥ ε e yk → y per un qualche y ∈ B(0, 1). Ma allora
dist(y, Sν) ≥ ε, contrariamente a quanto si ottiene applicando il Teorema 3.3.
Teorema 3.5. Sia µ una misura 3-uniforme in Rd. Allora l’insieme singolare di
µ è discreto. Ossia, per ogni K ⊂ Rd compatto, |Sµ ∩K| <∞.
Dimostrazione. Supponiamo per assurdo che esista un compatto K ⊂ Rd tale che
|Sµ ∩ K| = ∞. Per la compattezza di K esiste allora una successione di punti
{xk}k∈N ⊂ Sµ ∩K che converge ad un qualche punto x∞ ∈ K. Inoltre, poiché il




. Per il Teorema 2.1:
µx∞,rk ⇀ ν,
con ν la misura tangente normalizzata di µ a x∞; d’altro canto le yk stanno in
∂B(0, 1) quindi, a meno di passare ad una sottosuccessione, esiste y ∈ ∂B(0, 1)
tale che yk → y. Per il Teorema 3.3 allora y ∈ Sν ; d’altro canto Sν ⊂ supp(ν)
e y 6= 0, quindi per il Teorema 2.14 y è contenuto in una varietà e quindi per i
Teoremi 2.4 e 2.7 non può essere un punto singolare.
3.2 Dimostrazione del teorema di Nimer
Dimostriamo il Teorema 3.1. L’idea è di ricondursi alle misure tangenti; la misura
tangente ad una misura n-uniforme infatti è conica e quindi può essere scomposta
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in due parti, una delle quali è (n − 1)-uniforme. Dal momento che abbiamo un
teorema che limita la dimensione dell’insieme singolare di una misura 3-uniforme
e che possiamo ricondurci a studiare una misura (n − 1)-uniforme partendo da
una n-uniforme, la strategia per la dimostrazione è di tipo induttivo.
3.2.1 Base induttiva della dimostrazione di Nimer
Sia µ una misura 3-uniforme in Rd. Il Teorema 3.5 afferma che il suo insieme
singolare è discreto. Ciò significa che dim(Sµ) = 0 = 3−3, di conseguenza rispetta
la tesi del Teorema 3.1.
Supponiamo ora di avere una misura µ m-uniforme in Rd e supponiamo che il
Teorema 3.1 sia valido per tutte le misure n-uniformi con n < m. Sia s > 0 tale
che Hs(Sµ) > 0; vogliamo dimostrare che s ≤ m− 3.
3.2.2 Passaggio al tangente di µ
Vogliamo provare che esiste un punto singolare x0 nel supporto di µ tale che:
Hs(Sν ∩B(0, 1)) > 0, (3.5)
dove ν è la tangente normalizzata a µ in x0. Per quanto visto sulle misure di
Hausdorff, Hs(Sµ) > 0⇔ Hs∞(Sµ) > 0; esiste quindi un compatto K per il quale
Hs∞(Sµ ∩K) > 0.
Abbiamo ora bisogno del seguente teorema. Lo si trovare in [10], Teorema 3.6
(2).
Teorema 3.6. Sia J ⊂ Rd un insieme compatto. Allora θ∗,s(Hs∞ J, z) ≥ 2−s
per Hs quasi ogni z ∈ J .
Ne consegue che per Hs quasi ogni z ∈ Sµ ∩K =: SKµ vale:
θ∗,s(Hs∞ S
K
µ , z) ≥ 2−s;











































µ , z) ≥ 2−s;
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Per il Teorema 2.1, µx0,rj ⇀ ν; allora per il Teorema 3.4 per ogni ε > 0 esiste un
j0 > 0 tale che per ogni j ≥ j0 abbiamo:
SKµ − x0
rj
∩B(0, 1) ⊂ (Sν)ε. (3.6)










Poiché SBν è compatto, esiste un numero finito di El, l = 1, ..., L, che ricopre S
B
ν .
Siano allora E =
⋃L
l=1Ek ed ε = min{diam(El) : l = 1, ..., L}, abbiamo:
(SBν )ε ⊂ E.
Per la relazione (3.6), per ogni j ≥ j0 abbiamo che:
SKµ − x0
rj












s ≤ Hs∞(SBν ) + δ.
Facendo il limite superiore otteniamo:
δ + Hs∞(S
B









e infine per l’arbitrarietà di δ otteniamo che
Hs∞(S
B
ν ) ≥ 2−s
dimostrando cos̀ı la relazione (3.5).
Ripetendo esattamente lo stesso argomento, troviamo che esiste ξ ∈ Sν ∩
B(0, 1) tale che:
Hs(Sλ ∩B(0, 1)) > 0,
con λ la misura tangente normalizzata di ν in ξ. Dal momento che ν è m-uniforme
e ξ è singolare, λ è una misura conica m-uniforme non piatta il cui supporto verrà
indicato con Σ.
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3.2.3 Scomposizione di Σ
Vogliamo ora dimostrare che Σ = Re1 ⊕ A, per un opportuno e1 ∈ Rd ed A
l’intersezione del supporto Σ con un m− 1-piano. Per farlo però abbiamo prima
bisogno di dimostrare che
Ttξ,1[λ] = λ (3.7)
per ogni t > 0, dove ξ è il punto singolare di ν in prendiamo la misura tangente
λ. Fissiamo allora un t > 0 e sia {sj}j∈N una qualsiasi successione di raggi





(1 + t) = sjU + ξ(1 + t),















→ 0 per j → ∞ e con dei passaggi analoghi a quelli
visti nel Teorema 3.6 si vede che la misura tangente a cui tende è proprio quella
normalizzata.
D’altro canto per U ⊂ Rd:
sjU + (1 + t)ξ = (U + tξ)sj + (1 + (1− sj)t)ξ
e di conseguenza T(1+t)ξ,sj [ν] = Ttξ,1[T(1+(1−sj)t)ξ,sj [ν]]. Vogliamo mostrare che
s−mj T(1+(1−sj)t)ξ,sj [ν] ⇀ λ. Prendiamo R > 0 e φ ∈ L(R); allora per j sufficiente-
mente grandi |1− sj| ≤ 2 e quindi:
s−mj










= s−mj sjt|ξ|ωmsmj (R + (1 + 2|t|)|ξ|)m.
Prendendo l’estremo superiore su φ ∈ L(R) otteniamo:
Aj := FR(s
−m
j T(1+(1−sj)t)ξ,sj [ν], s
−m
j T(1+t)ξ,sj [ν])
≤ sjt|ξ|ωm(R + (1 + 2|t|)|ξ|)m → 0
per j →∞, dal momento che sj → 0. Di conseguenza:
FR(s
−m
j T(1+(1−sj)t)ξ,sj [ν], λ) ≤ Aj + FR(s−mj T(1+t)ξ,sj [ν], λ)→ 0
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per j →∞. Sappiamo quindi che:
Ttξ,1[T(1+(1−sj)t)ξ,sj [ν]] = T(1+t)ξ,sj [ν]
e quindi, facendo il limite debole per j →∞ otteniamo la (3.7).
Da questa uguaglianza segue che per t > 0 Σ − tξ = Σ. Aggiungendo tξ a
entrambi i membri otteniamo Σ = Σ + tξ e quindi:
Σ = Σ + tξ
per ogni t ∈ R. Poniamo allora e1 = ξ|ξ| e A = {x ∈ Σ : 〈x, e1〉 = 0}. Allora:
Σ = Re1 ⊕ A. (3.8)
Infatti da una parte, se z ∈ Re1 ⊕ A, allora esistono z′ ∈ A e t ∈ R tali che
z = z′ + te1 = z
′ + t|ξ|ξ e di conseguenza z ∈ Σ. Dall’altra, se z ∈ Σ possiamo
scrivere
z = (z − 〈z, e1〉e1) + 〈z, e1〉e1
che comporta z ∈ Re1 ⊕ A.
3.2.4 Passo induttivo della dimostrazione di Nimer
Per la scomposizione (3.8) e per il Teorema 2.6 la misura λ è della forma λ =
cω−1m H
m (Re1 ⊕ A), per una qualche c > 0.
Teorema 3.7. Sia M una sottovarietà m-dimensionale di classe C1 di Rs, m < s.
Allora sono equivalenti:
1. Hm(B(x, r) ∩M) = αrm
per ogni x ∈M , r > 0, B(x, r) ⊂ Rs, per una fissata costante α;
2. Hm+1(B(x, r) ∩ (M × R)) = αrm+1
per ogni x ∈M × R, r > 0, B(x, r) ⊂ Rs+1.
Per l’enunciato abbiamo fatto riferimento al Teorema 3.11 di Kowalski e Preiss
in [11]. Di conseguenza:
λ0 := H
m−1 A
è una misura (m − 1)-uniforme in {z ∈ Rd : 〈z, e1〉 = 0} ∼= Rd−1. Vogliamo
provare che:
Sλ ⊂ Re1 ⊕ Sλ0 . (3.9)
Per come lo abbiamo definito, possiamo considerare A ⊂ Rd−1. Iniziamo mo-
strando che se y ∈ A è un punto piatto di λ0, per ogni t ∈ R il punto y + te1
è piatto per λ. Per i Teoremi 2.7 e 2.4 esiste un intorno U ′ di y in Rd−1 tale
che A ∩ U ′ è una sottovarietà di Rd−1 di classe C1 e dimensione m − 1. Presa
50 CAPITOLO 3. TEOREMA DI NIMER
{e2, ..., em} una base ortonormale per Ty(A∩U ′), la si può estendere a {e2, .., ed}
base ortonormale per Rd−1; esistono un aperto G ⊂ Rm−1 contenente lo 0 ed una
parametrizzazione ψ : G→ A ∩ U ′ della forma ψ(z) = y + (z, ψm+1(z), ..., ψd(z))
e quindi:
U ′ ∩ A =
{
z2e2 + ...+ zmem +
d∑
k=m+1
ψk(z2, .., zm)ek : (z1, .., zd) ∈ G
}
. (3.10)
Ma allora Σ è una sottovarietà di classe C1 e dimensione m nell’intorno U =
{se1 + z′ : (s, z′) ∈ (t− 1, t+ 1)× U ′} per un qualsiasi t ∈ R fissato. Grazie alla
(3.9) e alla (3.10), z ∈ Σ ∩ U può essere scritto come:




con (z2, .., zm) ∈ G e z1 ∈ (t − 1, t + 1). Essendo che {e1, ..., ed} costituisce una
base ortonormale di Rd per definizione, la funzione Ψ : (t−1, t+ 1)×G→ Σ∩U ,
Ψ(z1, .., zm) = (z1, ψ(z2, .., zm)) è una parametrizzazione per Σ ∩ U .
Prendiamo allora x ∈ Sλ. In particolare x ∈ Σ e quindi x = te1 + y per
un qualche t ∈ R. Per quanto appena mostrato, se y fosse un punto piatto di
λ0 allora dovrebbe esserlo anche x, di conseguenza y ∈ Sλ0 . Abbiamo quindi
dimostrato la (3.9) e poiché Re1 ⊕ Sλ0 ∼= R× Sλ0 abbiamo:
dim(Sλ) ≤ dim(Sλ0) + 1.
Poiché Hs(Sλ) > 0 allora dim(Sλ) ≥ s. Per il passo induttivo, siccome λ0 è
(m− 1)-uniforme, dim(Sλ0) ≤ (m− 1)− 3, quindi abbiamo dimostrato che:
Hs(Sµ) > 0⇒ s ≤ m− 3
e di conseguenza
dim(Sµ) ≤ m− 3.
Capitolo 4
Esempi
La misura di Lebesgue L in Rd è d-uniforme con supporto Σ = Rd. Infatti
L(B(x, r)) = ωdr
d.
Dato poi V un n-piano di Rd, la misura di Hausdorff ristretta a V è n-uniforme
con supporto Σ = V . Poiché la misura di Hausdroff di un insieme è invariante
per traslazioni e rotazioni, dati x ∈ V e r > 0 si ha
Hn(V ∩Bd(x, r)) = Hn({(y1, ..., yd) ∈ Bd(0, r) : yn+1 = ... = yd = 0})
dove l’apice d sulla palla lo usiamo per indicare che è una palla di Rd. Quindi
per la formula dell’area (Teorema 1.6):





Esclusi questi casi più semplici, esistono pochi altri esempi di misure n-uniformi.
Qui ne studiamo altri due, il guscio sferico in R3 ed il cono di Kowalski-Preiss.
4.1 Guscio sferico in R3
Sia B(x0, R) una palla di R3 con x0 ∈ R3 e R > 0. Dato x ∈ Σ := ∂B(x,R) e
r ∈ (0, 2R) allora:
H2 Σ(B(x, r)) = πr2.
Questa relazione la si è vista nella dimostrazione del Teorema 2.12, che riguarda
il calcolo esplicito della funzione di distribuzione della componente sferica. Dal
momento che deve essere r < 2R, H2 Σ non è una misura 2-uniforme, ma viene
utilizzata da Nimer [12] per costruire nuovi esempi di misure 3-uniformi.
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4.2 Cono di Kowalski-Preiss
Posto
Γ = {x ∈ R4 : x21 + x22 + x23 = x24},
vogliamo dimostrare che H3 Γ è una misura 3-uniforme. Seguiamo la strategia
di De Lellis [7], che riprende il lavoro di Kowalski-Preiss [11] in cui si raggiunge
il seguente risultato più generale.
Teorema 4.1. Sia µ in Rd. µ è una misura (d− 1)-uniforme se e solo se è una
misura piatta oppure d ≥ 4 ed esiste un sistema di coordinate ortonormali per il
quale µ = Hd−1 {x21 + x22 + x23 = x24}.
Posto P l’insieme di tutti i polinomi in una variabile reale, definiamo Rn come
lo spazio vettoriale generato da
{f ∈ C∞(Rn) : f(x) = P (|x|2)e−b|x|2 , P ∈ P, b > 0}.
Per ogni g ∈ Cc(Rn), posta G ∈ Cc(Rn) come G(x) := g(|x|), esiste una succes-
sione di {Gk}k∈N ⊂ Rn tale che Gk → G uniformemente. Fissato infatti N ∈ N
si ha
1. per ogni a, b ∈ [0, N ] esiste una funzione f ∈ R1 tale che f(a) 6= f(b);
2. per ogni a ∈ [0, N ] esiste una funzione f ∈ R1 tale che f(a) 6= 0.
Il Teorema di Stone-Weierstrass permette allora di concludere che R1 è denso
in C([0, N ]) per ogni N > 0, di conseguenza è denso in Cc([0,∞)). Otteniamo
quanto volevamo mostrare notando infine che G ∈ Rn se e solo se G(x) = g(|x|)
per una qualche g ∈ R1. Dimostriamo ora l’uniformità della misura di Hausdorff
ristretta al cono Γ.




2|x−p|2dH3 Γ = cr−3 (4.1)
per un’opportuna costante c > 0 e per ogni r > 0.
Γ è invariante per rotazioni che lasciano fisso (1, 0, 0, 0) e per dilatazioni cen-
trate all’origine, quindi è sufficiente dimostrare (4.1) per p = (1, 0, 0, 1). Dal mo-
mento che x|x| ∈ TxΓ, possiamo applicare la formula di coarea (Teorema 1.7) pren-
dendo una base ortonormale dello spazio tangente in x che includa x|x| . Utilizziamo
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Notiamo che
(x1 − 1)2 + x2 + x3 + (x4 − 1)2 = |x|2 + 2− 2(x1 + x4),
quindi


































































Calcoliamo K1(ρ) utilizzando le coordinate sferiche
(θ, φ)→
(




, (θ, φ) ∈ (0, π)× (0, 2π)






































Con le coordinate (θ, φ) → (cos θ, sin θ sinφ, sin θ cosφ,− ρ√
2
) otteniamo esatta-


























































































































Passo 2. Fissato p ∈ Γ\{0}, vogliamo mostrare che per ogni ϕ ∈ Cc(R) esiste






dH3 Γ(x) = cϕr
3. (4.2)
Poniamo allora B come l’insieme di tutte le funzioni reali che soddisfano questa
uguaglianza. La relazione (4.1) è equivalente a:∫
e−
|x−p|2
r2 dH3 Γ = cr3,






r2 dH3 Γ(x) = cr2








dH3 Γ(x) = cr3.
Allora la funzione ϕ(x) = x2e−x
2
soddisfa l’uguaglianza (4.2). Derivando nuova-
mente rispetto ad r troviamo che anche ϕ(x) = (4x4 − 6x2)e−x2 rispetta la (4.2),
di conseguenza tale uguaglianza vale anche per ϕ(x) = x4e−x
2
. Procedendo in
questo modo si dimostra per induzione che
ϕ(x) = x2ke−x
2 ∈ B
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per ogni k ∈ N. Ma allora, dato un polinomio P ∈ P, anche ϕ(x) = P (x2)e−x2 ∈














































2 ∈ B, per a > 0 e P ∈ P. Per linearità allora R1 ⊂ B.
Fissiamo ϕ ∈ Cc(R); esiste una successione di funzioni {γk}k∈N ⊂ R1 che converge















e siccome ciascuna γk sta in B, esiste una costante cϕ per la quale ϕ soddisfa la
relazione (4.2).
Passo 3. Fissiamo p ∈ Γ\{0} e sia {ϕk} ⊂ Cc(0, 1) una successione di funzioni
che converge puntualmente a χ(0,1). In questo caso la successione delle costanti
cϕk sarebbe limitata, quindi a meno di passare ad una sottosuccessione, possiamo





















dH3 Γ(x) = H3 Γ(B(p, r))
per ogni r > 0. Dal momento che Γ\{0} è una varietà 3-dimensionale, la sua






Sia {pk}k∈N una successione di punti in Γ\{0} tendente a 0. Siccome per ogni
r > 0 le funzioni χB(pk,r) tendono puntualmente a χB(0,r) abbiamo anche che:
H3 Γ(B(0, r)) = ω3r
3.
Abbiamo dimostrato che H3 Γ è una misura 3-uniforme.
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4.3 Classificazioni note
Il Teorema 4.1 dà una classificazione delle misure n-uniformi in codimensione 1.
Per R5 sono state classificate anche quelle in codimensione 2.
Teorema 4.2 (Classificazione in R5). Sia ν una misura conica 3-uniforme in R5
con supporto Σ. Allora Σ è uno dei seguenti 3 insiemi:
1. Un 3-piano affine;
2. {x ∈ R5 : x24 = x21 + x22 + x23, x5 = 0};
3. {x ∈ R5 : x24 = x21 + x22 + x23, x25 = 2x24}.
La dimostrazione, dovuta a Nimer, è in [12] Teorema 3.12. Per ottenere
questo risultato ha prima approfondito lo studio del supporto della componen-
te sferica di una misura conica 3-uniforme, giungendo alla conclusione che de-
ve essere un’unione di sfere 2-dimensionali con centri e raggi rispettanti alcu-
ne proprietà. In particolare, l’insieme dei centri deve essere in distanza sim-
metrica (si veda la Definizione 3.8 in [12]). Infatti l’insieme {x25 = 2x24} è
l’unione dei piani {x5 +
√
2x4 = 0} ∪ {x5 −
√
2x4 = 0} e l’intersezione di
{x ∈ R5 : x24 = x21+x22+x23, x25 = 2x24} con la sfera unitaria {x21+x22+x23+x24 = 1}
dà le 2-sfere












Ci sono quindi quattro 2-sfere Sl e rispettano la proprietà della distanza simme-
trica. Mostra poi come le condizioni trovate sulle sfere 2-dimensionali siano anche
sufficienti per costruire una misura conica 3-uniforme, ottenendo la classificazio-
ne qui riportata nel caso di R5. Generalizzando questi risultati in dimensione
maggiore ottiene:


















Allora per ogni x ∈ Ck, per ogni r > 0:




La dimostrazione è nel Teorema 4.4 in [12]. Preiss in [4] dimostra che per
n = 1, 2 in Rd le sole misure n-uniformi sono le misure piatte. Siamo quindi
a conoscenza di tutte le possibili misure n-uniformi in Rd per d = 1, ..., 5. Per
dimensioni maggiori, il problema è aperto.
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