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STRONG EQUIVALENCES OF APPROXIMATION NUMBERS
AND TRACTABILITY OF WEIGHTED ANISOTROPIC
SOBOLEV EMBEDDINGS
JIDONG HAO, HEPING WANG
Abstract. In this paper, we study multivariate approximation defined over
weighted anisotropic Sobolev spaces which depend on two sequences a =
{aj}j≥1 and b = {bj}j≥1 of positive numbers. We obtain strong equiva-
lences of the approximation numbers, and necessary and sufficient conditions
on a, b to achieve various notions of tractability of the weighted anisotropic
Sobolev embeddings.
1. Introduction
This paper is devoted to investigating sharp constants of approximation numbers
and tractability of embeddings of weighted anisotropic Sobolev spaces on [0, 1]d into
L2([0, 1]
d). The approximation numbers of a bounded linear operator T : X → Y
between two Banach spaces are defined as
an(T : X → Y ) : = inf
rankA<n
sup
‖x‖X≤1
‖Tx−Ax‖Y
= inf
rankA<n
‖T −A‖X→Y , n ∈ N.
They describe the best approximation of T by finite rank operators. If X and Y
are Hilbert spaces and T is compact, then an(T ) is the n-th singular number of T .
Also an(T ) is just the (n− 1)-th minimal worst-case error with respect to arbitrary
algorithms and general linear information in the Hilbert setting.
Recently, Ku¨hn and many other authors investigated and obtained strong equiva-
lences, preasymptotics, asymptotics of the approximation numbers and tractability
of the classical isotropic Sobolev embeddings, Sobolev embeddings of dominating
mixed smoothness, Gevrey space embeddings, anisotropic Sobolev embeddings on
the torus Td = [0, 2pi]d (see [11, 12, 10, 1]), and Sobolev embeddings and Gevrey
type embeddings on the sphere Sd and on the ball Bd (see [2]). In [24] Werschulz and
Woz´niakowski investigated tractability of weighted isotropic Sobolev embeddings.
We note that unlike on the torus Td = [0, 2pi]d, the anisotropic spacesWb2 ([0, 1]
d)
on the torus [0, 1]d naturally induce weighted norms given in terms of Fourier coef-
ficients (see (2.4) in Section 2.1), where b = {bj}j≥1 is a positive sequence describ-
ing smoothness index of each variable. In this paper we consider general weighted
anisotropic Sobolev spaces W a,b2 ([0, 1]
d) on the torus [0, 1]d whose definitions are
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2given in Section 2.1, where the positive sequence a = {aj}j≥1 is a scaling param-
eter sequence, and b = {bj}j≥1 is a smoothness parameter sequence. We discuss
the approximation numbers and tractability of the weighted anisotropic Sobolev
embedding
(1.1) Id : W
a,b
2 ([0, 1]
d) −→ L2([0, 1]d),
where Id is the identity (embedding) operator.
We obtain strong equivalences of the approximation numbers an(Id) ≡ an(Id :
W a,b2 ([0, 1]
d)→ L2([0, 1]d)) as n→∞. We remark that the sharp orders of an(Id)
depend only on the smoothness parameter sequence b, and the sharp constants
are closely related to the volume of the generalized ellipsoid defined by a,b and d.
Our result generalizes Theorem 2.4 in [1]. However, we do not obtain results about
preasymptotics of an(Id) as in [1].
We also consider tractability of the approximation problem I = {Id} of the
weighted anisotropic Sobolev embeddings. We consider algorithms that use finitely
many continuous linear functionals. The information complexity n(ε, Id) is defined
to be the minimal number of linear functionals which are needed to find an approx-
imation to within an error threshold ε. There are two kinds of tractability based
on polynomial convergence and exponential convergence. The classical tractabil-
ity describes how the information complexity behaves as a function of d and ε−1,
while the exponential convergence-tractability (EC-tractability) does as one of d
and (1 + ln ε−1). Nowadays the study of tractability and EC-tractability has at-
tracted much interest, and a great number of interesting results have been obtained
(see [14, 15, 16, 5, 6, 17, 21] and the references therein).
Denote by H(Kd,a,2b) the analytic Korobov space which is a reproducing kernel
Hilbert space with the reproducing kernel Kd,a,2b, and whose definition will be
given in Section 2.2. Such space H(Kd,a,2b) has been widely investigated in the
study of tractability and EC-tractability (see [4, 5, 6, 7, 8, 13, 22]). Particularly,
the papers [4, 22] considered different notions of EC-tractability of the approxima-
tion problems APP = {APPd}d∈N, and obtained the corresponding necessary and
sufficient conditions, where
(1.2) APPd : H(Kd,a,2b) −→ L2([0, 1]d), with APPd(f) = f.
In this paper, we establish the relationship of the information complexities
n(ε, Id) and n(ε,APPd). Based on this relationship, we obtain necessary and suf-
ficient conditions for various notions of tractability of the approximation problem
I = {Id}d∈N.
The paper is organized as follows. In Section 2 we introduce the weighted
anisotropic Sobolev spaces, the analytic Korobov spaces, properties of the ap-
proximation numbers, tractability, and then state out main results. Section 3
is devoted to proving strong equivalence of the approximation numbers of the
weighted anisotropic embeddings. In Section 4 we prove tractability of the weighted
anisotropic embeddings.
2. Preliminaries and main results
2.1. Weighted anisotropic Sobolev spaces on [0, 1]d.
3Denote by L2([0, 1]
d) the collection of measurable functions f on [0, 1]d with
finite norm
‖f‖2 =
(∫
[0,1]d
|f(x)|2 dx
) 1
2
< +∞.
It is well known that any f ∈ L2([0, 1]d) can be expressed by its Fourier series
f(x) =
∑
k∈Zd
fˆ(k)e2piikx, x ∈ [0, 1]d,
where i =
√−1, kx =∑dj=1 kjxj , and
fˆ(k) =
∫
[0,1]d
f(x)e−2piikxdx, k ∈ Zd,
are the Fourier coefficients of the function f . We have the following Parseval equal-
ity:
‖f‖2 =
( ∑
k∈Zd
|fˆ(k)|2
)1/2
.
For r > 0, denote by Drjf ≡ ∂
r
∂xrj
f the r-order partial derivative of f with respect
to xj in the sense of Weyl, i.e.,
Drjf(x) =
∑
k∈Zd
(2piikj)
r fˆ(k)e2piikx, (2piikj)
r = |2pikj |r exp (rpii
2
signkj).
It follows from the Parseval equality that for Drjf ∈ L2([0, 1]d),
(2.1) ‖Drjf‖2 =
( ∑
k∈Zd
|2pikj |2r|fˆ(k)|2
)1/2
.
Now we define weighted anisotropic Sobolev spaces. Let a =
{
ak
}
k≥1
and
b =
{
bk
}
k≥1
be two sequences of positive numbers. Usually, we assume that the
sequences a =
{
ak
}
k≥1
and b =
{
bk
}
k≥1
satisfy
(2.2) 0 < a1 ≤ a2 ≤ · · · ≤ ak ≤ . . . , and b∗ := inf
k≥1
bk > 0.
The weighted anisotropic Sobolev space W a,b2 ([0, 1]
d) is defined by
W a,b2 ([0, 1]
d) =
{
f ∈ L2([0, 1]d) : Dbjj f ∈ L2([0, 1]d), j = 1, 2, . . . , d
}
,
with norm
∥∥f∥∥
Wa,b2
=
(∥∥f∥∥2
2
+
d∑
j=1
aj
(2pi)2bj
∥∥Dbjj f∥∥22
)1/2
.
Clearly, W a,b2 ([0, 1]
d) is a Hilbert space. We remark that b is a smoothness pa-
rameter sequence, a is a (regulated) scaling parameter sequence with respect to the
sequence b.
It follows from (2.1) that
(2.3)
∥∥f∥∥
Wa,b2
=
( ∑
k∈Zd
(
1 +
d∑
j=1
aj|kj |2bj
)|fˆ(k)|2) 12 .
4If aj = (2pi)
2bj , j ∈ N, thenW a,b2 ([0, 1]d) recedes to the usual anisotropic Sobolev
spaces Wb2 ([0, 1]
d) on the torus [0, 1]d. We emphasize that the anisotropic Sobolev
spaces given in [1] are defined on the torus Td = [0, 2pi]d, not on [0, 1]d. It is easily
seen that
(2.4)
∥∥f∥∥
Wb2
=
(∥∥f∥∥2
2
+
d∑
j=1
∥∥Dbjj f∥∥22
)1/2
=
( ∑
k∈Zd
(
1 +
d∑
j=1
|2pikj |2bj
)|fˆ(k)|2) 12 .
We emphasize that if we denote b˜ = {b˜j}, b˜j = (2pi)2bj , j ∈ N, then
Wb2 ([0, 1]
d) =W b˜,b2 ([0, 1]
d).
2.2. Analytic Korobov spaces.
Let a = {aj}j≥1 and b = {bj}j≥1 be the sequences satisfying (2.2). Fix ω ∈
(0, 1). We define the analytic Korobov kernel Kd,a,2b by
Kd,a,2b(x,y) =
∑
k∈Zd
ωke
2piik(x−y), for all x,y ∈ [0, 1]d,
where
ωk = ω
∑d
j=1 aj |kj |
2bj
, for all k ∈ Zd.
Denote by H(Kd,a,2b) the analytic Korobov space which is a reproducing kernel
Hilbert space with the reproducing kernel Kd,a,2b. The inner product of the space
H(Kd,a,2b) is given by
〈f, g〉H(Kd,a,2b) =
∑
k∈Zd
fˆ(k)gˆ(k)ω−1k , f, g ∈ H(Kd,a,2b),
where fˆ(k), gˆ(k), k ∈ Zd are the Fourier coefficients of the functions f and g. The
norm of a function f in H(Kd,a,2b) is given by
‖f‖H(Kd,a,2b) = (
∑
k∈Zd
|fˆ(k)|2ω−1k )
1
2 <∞.
Obviously, {ek}k∈Zd is an orthonormal basis for H(Kd,a,2b) with
ek(x) = e
2piikxω
1
2
k .
2.3. Approximation numbers.
Let H and G be two Hilbert spaces and T be a compact linear operator from
H to G. The basic properties of approximation numbers an(T : H → G) are well
known, see e.g., Pietsch [18, Chapter 11] and [19, Chapter 2], Ko¨nig [9, Section 1.b],
Pinkus [20, Theorem IV.2.2], and Novak and Woz´niakowski [14, Corollary 4.12].
Let H be a separable Hilbert space, {ek}∞k=1 an orthonormal basis in H , and
τ = {τk}∞k=1 a sequence of positive numbers with
τ1 ≥ τ2 ≥ · · · ≥ τk ≥ · · · > 0.
Let Hτ be a Hilbert space defined by
Hτ =
{
x ∈ H : ‖x‖Hτ =
( ∞∑
k=1
|(x, ek)|2
τ2k
)1/2
<∞
}
.
According to [20, Corollary 2.6] we have the following lemma.
5Lemma 2.1. Let H, τ and Hτ be defined as above. Then
an(Id : H
τ → H) = τn, n ∈ N.
Let {W ∗a,b,d(l)}∞l=1 be the non-increasing rearrangement of
{(
1 +
d∑
j=1
aj |kj |2bj
)− 12}
k=(k1,...,kd)∈Zd
,
and let {λd,k}∞k=1 be the non-increasing rearrangement of
{ωk}k∈Zd =
{
ω
∑d
j=1 aj |kj |
2bj
}
k=(k1,...,kd)∈Zd
,
with fixed ω ∈ (0, 1). According to Lemma 2.1, we get
(2.5) an(Id :W
a,b
2 ([0, 1]
d)→ L2([0, 1]d)) =W ∗a,b,d(n),
and
(2.6) an(APPd : H(Kd,a,2b)→ L2([0, 1]d)) = λ1/2d,n .
2.4. General notations of tractability.
Let Hd and Gd be two sequences of Hilbert space and for each d ∈ N, Fd be the
unit ball ofHd. Assume a sequence of bounded linear operators (solution operators)
Sd : Hd → Gd
for all d ∈ N. For n ∈ N and f ∈ Fd, Sdf can be approximated by algorithms
An,d(f) = φn,d(L1(f), L2(f), . . . , Ln(f)),
where Lj , j = 1, 2, . . . , n are continuous linear functionals on Fd which are called
general information, and φn,d : R
n → Gd is an arbitrary mapping. The worst case
error e(An,d) of the algorithm An,d is defined as
e(An,d) = sup
f∈Fd
‖Sd(f)−An,d(f)‖Gd .
Furthermore, we defined the nth minimal worst-case error as
e(n, Sd) = inf
An,d
e(An,d),
where the infimum is taken over all algorithms using n information operators
L1, L2, . . . , Ln. For n = 0, we use A0,d = 0. The error of A0,d is called the
initial error and is given by
e(0, Sd) = e(A0,d) = sup
f∈Fd
‖Sd(f)‖Gd .
From [14, p. 118], we know that the nth minimal worst-case error e(n, Sd) with
respect to arbitrary algorithms and general information in the Hilbert setting is
just the (n+ 1)-approximation number an+1(Sd : Hd → Gd), i.e.,
e(n, Sd) = an+1(Sd : Hd → Gd).
In this paper, we consider the embedding operators Sd = Id and Sd = APPd
which are defined by (1.1) and (1.2). We note that
e(0, Id) = ‖Id‖ = 1 and e(0,APPd) = ‖APPd‖ = 1.
6In both cases, e(0, Sd) = 1. In other words, the normalized error criterion and
the absolute error criterion coincide for the approximation problems I = {Id} and
APP = {APPd}.
For ε ∈ (0, 1) and d ∈ N, let n(ε, Sd) be the information complexity defined by
(2.7) n(ε, Sd) = min{n : e(n, Sd) ≤ ε},
where
e(n, Id) = an+1(Id : W
a,b
2 ([0, 1]
d)→ L2([0, 1]d)),
e(n,APPd) = an+1(APPd : H(Kd,a,2b)→ L2([0, 1]d)).
Now, we list the concepts of tractability below. We say that the approximation
problem S = {Sd}d∈N is
• strongly polynomially tractable (SPT) iff there exist non-negative numbers C
and p such that for all d ∈ N, ε ∈ (0, 1),
n(ε, Sd) ≤ C(ε−1)p;
• polynomially tractable (PT) iff there exist non-negative numbers C, p and q
such that for all d ∈ N, ε ∈ (0, 1),
n(ε, Sd) ≤ Cdq(ε−1)p;
• quasi-polynomially tractable (QPT) iff there exist two constants C, t > 0 such
that for all d ∈ N, ε ∈ (0, 1),
n(ε, Sd) ≤ C exp[t(1 + ln ε−1)(1 + ln d)];
• uniformly weakly tractable (UWT) iff for all α, β > 0,
lim
ε−1+d→∞
lnn(ε, Sd)
(ε−1)α + dβ
= 0;
• weakly tractable (WT) iff
lim
ε−1+d→∞
lnn(ε, Sd)
ε−1 + d
= 0;
• (s, t)-weakly tractable ((s, t)-WT) for fixed positive numbers s and t iff
lim
ε−1+d→∞
lnn(ε, Sd)
(ε−1)s + dt
= 0.
In the above definitions of SPT, PT, QPT, UWT, WT, and (s, t)-WT, if we re-
place 1ε by (1+ ln
1
ε ), we get the definitions of exponential convergence-strong poly-
nomial tractability (EC-SPT), exponential convergence-polynomial tractability (EC-
PT), exponential convergence-quasi-polynomial tractability (EC-QPT), exponential
convergence-uniform weak tractability (EC-UWT), exponential convergence-weak
tractability (EC-WT), and exponential convergence-(s, t)-weak tractability (EC-(s, t)-
WT), respectively. We now give the above notions of EC-tractability in detail.
We say that S = {Sd}d∈N is
• Exponential convergence-strong polynomial tractable (EC-SPT) iff there exist
non-negative numbers C and p such that for all d ∈ N, ε ∈ (0, 1),
n(ε, Sd) ≤ C(1 + ln ε−1)p;
• Exponential convergence-polynomial tractable (EC-PT) iff there exist non-
negative numbers C, p and q such that for all d ∈ N, ε ∈ (0, 1),
n(ε, Sd) ≤ Cdq(1 + ln ε−1)p;
7• Exponential convergence-quasi-polynomial tractable (EC-QPT) iff there exist
two constants C, t > 0 such that for all d ∈ N, ε ∈ (0, 1),
n(ε, Sd) ≤ C exp{t[1 + ln(1 + ln ε−1)](1 + ln d)};
• Exponential convergence-uniformly weakly tractable (EC-UWT) iff for all α, β >
0,
lim
ε−1+d→∞
lnn(ε, Sd)
(1 + ln ε−1)α + dβ
= 0;
• Exponential convergence-weakly tractable (EC-WT) iff
lim
ε−1+d→∞
lnn(ε, Sd)
(1 + ln ε−1) + d
= 0;
• Exponential convergence-(s, t)-weakly tractable (EC-(s, t)-WT) for fixed posi-
tive s and t iff
lim
ε−1+d→∞
lnn(ε, Sd)
(1 + ln ε−1)s + dt
= 0.
2.5. Main results.
Let a =
{
ak
}
k≥1
and b =
{
bk
}
k≥1
be two sequences of positive numbers. For
t > 0 and d ∈ N, denote by
Bda,b(t) = {x ∈ Rd :
d∑
j=1
αj |xj |bj ≤ t}
the generalized ellipsoid in Rd. We write Bda,b instead ofB
d
a,b(1) for brevity. Clearly,
when a1 = a2 = · · · = ad = 1, Bda,b recedes to the generalized unit ball
Bdb =
{
x ∈ Rd :
d∑
j=1
|xj |bj ≤ 1
}
.
We shall show that the volume of the generalized ellipsoid Bda,b is
vol(Bda,b) = 2
da
− 1
b1
1 a
− 1
b2
2 · · · a
− 1
bd
d
Γ(1 + 1b1 )Γ(1 +
1
b2
) · · ·Γ(1 + 1bd )
Γ(1 + 1b1 +
1
b2
+ · · ·+ 1bd )
= a
− 1
b1
1 a
− 1
b2
2 · · · a
− 1
bd
d vol(B
d
b),
where Γ(x) =
∫∞
0 t
x−1e−tdt is the Gamma function. The volume of Bdb is known
(see [23]).
The authors in [1] investigated, among others, strong equivalence of approxima-
tion numbers an(Id :W
R
2 (T
d)→ L2(Td)), where Td = [0, 2pi]d,R = (R1, R2, . . . , Rd) ∈
Rd+, and Id is the identity (embedding) operator. They obtained (see [1, Theorem
2.4])
(2.8) lim
n→∞
ng(R)an(Id :W
R
2 (T
d)→ L2(Td)) = (vol(Bd2R))g(R),
where g(R) = 11
R1
+ 1
R2
+···+ 1
Rd
.
In this paper, we generalize the above result to the weighted anisotropic spaces
W a,b2 ([0, 1]
d). We use the volume argument to obtain the asymptotic behavior of
an(Id :W
a,b
2 ([0, 1]
d)→ L2([0, 1]d)). Our result can be formulated as follows.
8Theorem 2.2. Let a = {aj}j≥1 and b = {bj}j≥1 be two sequences of positive
numbers. Then we have
(2.9) lim
n→∞
ngd(b)an(Id :W
a,b
2 ([0, 1]
d)→ L2([0, 1]d)) = (vol(Bda,2b))gd(b),
where gd(b) =
1
1
b1
+ 1
b2
+···+ 1
bd
.
In particular, we have the following corollary.
Corollary 2.3. Let b = {bj}j≥1 be a sequences of positive numbers. Then
(2.10) lim
n→∞
ngd(b)an(Id :W
b
2 ([0, 1]
d)→ L2([0, 1]d)) =
(
(2pi)−2dvol(Bd2b)
)gd(b).
Remark 2.4. Let a = {aj}j≥1 and b = {bj}j≥1 be two sequences of positive num-
bers, and gd(b) =
1
1/b1+···+1/bd
. Theorem 2.2 indicates that the exact decay rate
in n of the approximation numbers an(Id : W
a,b
2 ([0, 1]
d) → L2([0, 1]d)) is n−gd(b)
which is independent of a, and the sharp constant is (vol(Bda,2b))
gd(b). We can
rephrase (2.9) as strong equivalences
an
(
Id :W
a,b
2 ([0, 1]
d)→ L2([0, 1]d)
) ∼ n−gd(b)(vol(Bda,2b))gd(b).
The novelty of Theorem 2.2 is that they give strong equivalences and provide asymp-
totically optimal (sharp) constants, for arbitrary fixed d, a, and b.
Remark 2.5. Comparing (2.8) with (2.10), we get that the sharp constants of the
approximation numbers of anisotropic Sobolev embeddings on the torus [a, b]d de-
pend on the volume of the torus. We can show that
lim
n→∞
ngd(b)an(Id :W
b
2 ([a, b]
d)→ L2([a, b]d)) =
((b− a
2pi
)2d
vol(Bd2b)
)gd(b)
.
Remark 2.6. According to [3, Theorem 3.1], we know that the condition gd(b) >
1
2
is a sufficient and necessary condition for the embedding from W a,b2 ([0, 1]
d) into
L∞([0, 1]
d) or C([0, 1]d). Furthermore, for gd(b) >
1
2 , using the proof technique of
[3, Theorem 4.3] we can show
lim
n→∞
ngd(b)−
1
2 an(Id : W
a,b
2 ([0, 1]
d)→ L∞([0, 1]d)) = (2gd(b)−1)− 12 (vol(Bda,2b))gd(b).
Note that the above equality also holds if we replace L∞([0, 1]
d) by C([0, 1]d).
Next, we establish a relationship of the information complexities n(ε, Id) and
n(ε,APPd). Such relationship is crucial for obtaining sufficient and necessary con-
ditions of various notions of tractability of the approximation problem I = {Id}.
Theorem 2.7. For ε ∈ (0, 1), d ∈ N, we have
(2.11) n(ε,APPd) = n
(( ln ε−2
lnω−1
+ 1
)− 12
, Id
)
and
(2.12) n(ε, Id) = n(ω
ε−2−1
2 ,APPd),
where n(ε, Sd) is given in (2.7), Sd = Id or APPd.
9We know that the classical tractability of the multivariate problem APP has
been solved completely in [8, 13, 6]. For the EC-tractability of APP, the sufficient
and necessary conditions for EC-SPT, EC-PT, EC-QPT, EC-UWT, EC-WT, and
EC-(s, t)-WT with max(s, t) > 1 were given in [6], and for EC-(s, t)-WT with
max(s, t) ≤ 1 and min(s, t) < 1 in [22]. Based on Theorem 2.7 we obtain the
following tractability results of the approximation problem I = {Id}.
Theorem 2.8. Consider the approximation problem I = {Id} in the worst case
setting with the sequences a and b satisfying (2.2). Then
(i) SPT holds iff PT holds iff
∞∑
j=1
b−1j <∞ and lim
j→∞
ln aj
j
> 0;
(ii) QPT holds iff
sup
d∈N
∑d
j=1 b
−1
j
1 + ln d
<∞ and lim
j→∞
(1 + ln j) ln aj
j
> 0;
(iii) UWT holds iff
lim
j→∞
ln aj
ln j
=∞;
(iv) WT holds iff
lim
j→∞
aj
j
=∞;
(v) (s, t)-WT with max(s/2, t) > 1 always holds;
(vi) (2, 1)-WT holds iff
lim
j→∞
aj =∞;
(vii) (2, t)-WT with t < 1 holds iff
lim
j→∞
aj
ln j
=∞;
(viii) (s, t)-WT with s < 2 and t ≤ 1 holds iff
lim
j→∞
aj
j(2−s)/s
=∞.
In particular, let b = {bj} satisfy
(2.13) 0 < b1 ≤ b2 ≤ · · · ≤ bj ≤ . . . ,
and b˜ = {b˜j}, b˜j = (2pi)2bj , j ∈ N. Then Wb2 ([0, 1]d) =W b˜,b2 ([0, 1]d). By Theorem
2.8 we have the following result.
Theorem 2.9. Consider the approximation problem I˜ = {I˜d}d∈N in the worst case
setting with the sequence b satisfying (2.13), where
I˜d :W
b
2 ([0, 1]
d)→ L2([0, 1]d) with I˜d(f) = f.
Then we have
(i) I˜ is SPT iff I˜ is PT iff
∞∑
j=1
b−1j <∞;
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(ii) I˜ is QPT iff
sup
d∈N
∑d
j=1 b
−1
j
1 + ln d
<∞;
(iii) UWT holds iff
lim
j→∞
bj
ln j
=∞;
(iv) WT holds iff
lim
j→∞
(2pi)2bj
j
=∞;
(v) (s, t)-WT with max(s/2, t) > 1 always holds;
(vi) (2, 1)-WT holds iff
lim
j→∞
bj =∞;
(vii) (2, t)-WT with t < 1 holds iff
lim
j→∞
(2pi)2bj
ln j
=∞;
(viii) (s, t)-WT with s < 2 and t ≤ 1 holds iff
lim
j→∞
(2pi)2bj
j(2−s)/s
=∞.
3. Strong equivalences of approximation numbers
This section is devoted to studying strong equivalence of the approximation
numbers an(Id : W
a,b
2 ([0, 1]
d) → L2([0, 1]d)), where a = {aj}j≥1 and b = {bj}j≥1
are two sequences of positive numbers. In this section we do not need to assume
that a, b satisfy (2.2).
We know from [23] that the volume of the generalized unit ball Bdb is
vol(Bdb) = vol{x ∈ Rd :
d∑
j=1
|xj |bj ≤ 1} = 2d
Γ(1 + 1b1 )Γ(1 +
1
b2
) · · ·Γ(1 + 1bd )
Γ(1 + 1b1 +
1
b2
+ · · ·+ 1bd )
.
Lemma 3.1. Let a = {aj}j≥1 and b = {bj}j≥1 be two sequences of positive num-
bers. Then
(3.1) vol(Bda,b) = a
− 1
b1
1 a
− 1
b2
2 · · ·a
− 1
bd
d vol(B
d
b).
Proof. We make a change of variables
y1 = x1a
1
b1
1 , y2 = x2a
1
b2
2 , · · · , yd = xda
1
bd
d
that deforms Bda,b into B
d
b. The Jacobian determinant is J(y) = a
− 1
b1
1 a
− 1
b2
2 · · ·a
− 1
bd
d .
By the change of variables formula, we get
vol(Bda,b) =
∫
Bd
a,b
1dx =
∫
Bd
b
J(y)dy = a
− 1
b1
1 a
− 1
b2
2 · · · a
− 1
bd
d vol(B
d
b).
The proof of Lemma 3.1 is finished. 
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Lemma 3.2. Let a = {aj}j≥1 and b = {bj}j≥1 be two sequences of positive num-
bers. Then
(3.2) vol(Bda,b(t)) = t
1
b1
+ 1
b2
+···+ 1
bd vol(Bda,b) = t
1
gd(b) vol(Bda,b),
where gd(b) =
1
1
b1
+ 1
b2
+···+ 1
bd
.
Proof. We make a change of variables
y1 = x1t
− 1
b1 , y2 = x2t
− 1
b2 , . . . , yd = xdt
− 1
bd
that deforms Bda,b(t) into B
d
a,b. The Jacobian determinant is J(y) = t
1
b1
+ 1
b2
+...+ 1
bd .
By the change of variables formula, we obtain
vol(Bda,b(t)) =
∫
Bd
a,b
(t)
1dx =
∫
Bd
a,b
J(y)dy = t
1
b1
+ 1
b2
+···+ 1
bd vol(Bda,b).
The proof of Lemma 3.2 is finished. 
Lemma 3.3. Let a = {aj}j≥1 and b = {bj}j≥1 be two sequences of positive num-
bers, and let pd = max{1, 2b1, 2b2, . . . , 2bd}. Then for any x,y ∈ Rd, we have
(3.3)
( d∑
j=1
aj |xj + yj|2bj
) 1
pd ≤
( d∑
j=1
aj |xj |2bj
) 1
pd +
( d∑
j=1
aj |yj|2bj
) 1
pd .
Proof. It follows from [1, Lemma 3.2] that for x = (x1, . . . , xd), y = (y1, . . . , yd), x,y ∈
Rd, we have
( d∑
j=1
|xj + yj|2bj
)1/pd ≤ ( d∑
j=1
|xj |2bj
)1/pd
+
( d∑
j=1
|yj |2bj
)1/pd
.
If we replace xj , yj , j = 1, 2, . . . , d by a
1
2bj
j xj , a
1
2bj
j yj, j = 1, 2, . . . , d in the above
inequality, then we get
( d∑
j=1
|a
1
2bj
j xj + a
1
2bj
j yj|2bj
)1/pd ≤ ( d∑
j=1
|a
1
2bj
j xj |2bj
)1/pd
+
( d∑
j=1
|a
1
2bj
j yj |2bj
)1/pd
,
which gives (3.3). Lemma 3.3 is proved. 
Proof of Theorem 2.2.
It follows from (2.5) that
an(Id :W
a,b
2 ([0, 1]
d)→ L2([0, 1]d)) =W ∗a,b,d(n),
where {W ∗a,b,d(l)}∞l=1 is the non-increasing rearrangement of{(
1 +
d∑
j=1
aj |kj |2bj
)− 12}
k=(k1,...,kd)∈Zd
.
For m ∈ N, let C(m, a,b, d) denote the cardinality of the set
{
k :
d∑
j=1
aj |kj |2bj ≤ mpd , k ∈ Zd
}
.
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where pd = max{1, 2b1, 2b2, . . . , 2bd}. It follows that for n > C(m, a,b, d),
an(Id :W
a,b
2 ([0, 1]
d)→ L2([0, 1]d)) ≤ (1 +mpd)− 12 .
and for n ≤ C(m, a,b, d),
an(Id :W
a,b
2 ([0, 1]
d)→ L2([0, 1]d)) ≥ (1 +mpd)− 12 .
For any m ∈ N, let Qk be a cube with center k, sides parallel to the axes and
side-length 1. For
x ∈
⋃
k∈Zd∑d
j=1 aj |kj |
2bj≤mpd
Qk,
there exists a k ∈ Zd such that ∑dj=1 aj |kj |2bj ≤ mpd and x ∈ Qk. It follows from
the definition of Qk that
|xj − kj | ≤ 1
2
, j = 1, 2, . . . , d.
By (3.3) we have
( d∑
j=1
aj |xj |2bj
) 1
pd ≤
( d∑
j=1
aj |xj − kj |2bj
) 1
pd +
( d∑
j=1
aj |kj |2bj
) 1
pd
≤
( d∑
j=1
aj2
−2bj
) 1
pd +m.
It follows that
(3.4)
⋃
k∈Zd∑
d
j=1 aj |kj |
2bj≤mpd
Qk ⊂ Bda,2b
((
m+
( d∑
j=1
aj2
−2bj
) 1
pd
)pd)
.
Using the same technique, we get
(3.5) Bda,2b
((
m− ( d∑
j=1
aj2
−2bj
) 1
pd
)pd
+
)
⊂
⋃
k∈Zd∑
d
j=1 aj |kj |
2bj≤mpd
Qk,
where a+ is equal to a if a > 0 and 0 if a < 0. We note that the volume of the set
vol
( ⋃
k∈Zd∑d
j=1 aj |kj |
2bj≤mpd
Qk
)
= #
{
k :
d∑
j=1
aj |kj |2bj ≤ mpd , k ∈ Zd
}
is just C(m, a,b, d), where #A denotes the number of elements in a set A. We set
Ca,b,d =
( d∑
j=1
aj2
−2bj
) 1
pd .
By (3.5), (3.4), and (3.2) we get
(3.6) (m− Ca,b,d)
pd
gd(2b)
+ vol(B
d
a,2b) ≤ C(m, a,b, d) ≤ (m+ Ca,2b,d)
pd
gd(2b) ,
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where gd(2b) = 2gd(b) =
2
1
b1
+ 1
b2
+···+ 1
bd
. We write
an(Id) = an(Id :W
a,b
2 ([0, 1]
d)→ L2([0, 1]d)).
We also write
A(m, a,b, d) = (m+ Ca,b,d)
pd
2gd(b) vol(Bda,2b),
and
B(m, a,b, d) = (m− Ca,b,d)
pd
2gd(b)
+ vol(B
d
a,2b).
On the one hand, we suppose that A(m, a,b, d) < n ≤ A(m + 1, a,b, d). By
(3.6) we get
n > C(m, a,b, d),
which implies
an(Id) ≤ (1 +mpd)− 12 .
It follows that
ngd(b)an(Id) ≤ (A(m + 1, a,b, d))
gd(b)
(1 +mpd)
1
2
≤ (m+ 1 + Ca,b,d)
pd
2 (vol(Bda,2b))
gd(b)
(1 +mpd)
1
2
Obviously, we have
lim
m→∞
(m+ 1 + Ca,b,d)
pd
2
(1 +mpd)
1
2
= 1,
which implies that
(3.7) lim
n→∞
ngd(b)an(Id) ≤ (vol(Bda,2b))gd(b).
On the other hand, we suppose that B(m, a,b, d) ≤ n < B(m + 1, a,b, d) as n
is sufficiently large. By (3.6) we get
n < C(m+ 1, a,b, d),
which implies
an(Id) ≥ (1 + (m+ 1)pd)− 12 .
It follows that
ngd(b)an(Id) ≥ (B(m, a,b, d))
gd(b)
(1 + (m+ 1)pd)
1
2
≥ (m− Ca,b,d)
pd
2
(1 + (m+ 1)pd)
1
2
(vol(Bda,2b))
gd(b).
We have
lim
m→∞
(m− Ca,b,d)
pd
2
(1 + (m+ 1)pd)
1
2
= 1,
which implies that
(3.8) lim
n→∞
ngd(b)an(Id) ≥ (vol(Bda,2b))gd(b).
Combining (3.7) with (3.8), we obtain (2.9).
Theorem 2.2 is proved. 
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4. Tractability results of weighted anisotropic embeddings
In this section, we first give the proof of Theorem 2.7. Next we establish the
relationship between tractability of I = {Id}d∈N and EC-tractability of APP =
{APPd}d∈N based on Theorem 2.7, where Id and APPd are given by (1.1) and
(1.2). Finally we show Theorems 2.8 and 2.9.
Proof of Theorem 2.7.
For any ε ∈ (0, 1), d ∈ N, by (2.7), (2.5), and (2.6) we have
n(ε, Id) = min{n : an+1(Id : W a,b2 → L2([0, 1]d)) ≤ ε}
= min{n :W ∗a,b,d(n+ 1) ≤ ε},(4.1)
and
n(ε,APPd) = min{n : an+1(APPd : H(Kd,a,2b)→ L2([0, 1]d)) ≤ ε}
= min{n : λd,n+1 ≤ ε2},(4.2)
where {W ∗a,b,d(l)}∞l=1 is the non-increasing rearrangement of
{(
1 +
d∑
j=1
aj |kj |2bj
)− 12}
k=(k1,...,kd)∈Zd
,
and {λd,k}∞k=1 is the non-increasing rearrangement of
{ωk}k∈Zd =
{
ω
∑
d
j=1 aj |kj |
2bj
}
k=(k1,...,kd)∈Zd
with the fixed ω ∈ (0, 1).
For any ε1 ∈ (0, 1), by (4.2) we have
n(ε1,APPd) = min{n : λd,n+1 ≤ ε21} = #{j ∈ N : λd,j > ε21}
= #{k ∈ Zd : ω
∑
d
j=1 aj |kj |
2bj
> ε21}
= #{k ∈ Zd : ω−
∑d
j=1 aj |kj |
2bj
< ε−21 }
= #
{
k ∈ Zd :
d∑
j=1
aj |kj |2bj < ln ε
−2
1
lnω−1
}
.
We set
ε2 =
( ln ε−21
lnω−1
+ 1
)− 12
.
Then ε2 ∈ (0, 1) and
ε−22 − 1 =
ln ε−21
lnω−1
.
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By (4.1) we obtain
n(ε2, Id) = min{n : W ∗a,b,d(n+ 1) ≤ ε2} = #{l ∈ N :W ∗a,b,d(l) > ε2}
= #
{
k ∈ Zd :
(
1 +
d∑
j=1
aj |kj |2bj
)− 12
> ε2
}
= #
{
k ∈ Zd :
d∑
j=1
aj |kj |2bj < ε−22 − 1
}
= #{k ∈ Zd :
d∑
j=1
aj |kj |2bj < ln ε
−2
1
lnω−1
}
.
It follows that
n(ε1,APPd) = n(ε2, Id) = n
(( ln ε−21
lnω−1
+ 1
)− 12
, Id
)
,
which gives (2.11). Using the same method we can prove (2.12).
Theorem 2.7 is proved. 
Theorem 4.1. Consider the approximation problems I = {Id} and APP = {APPd}
in the worst case setting, where Id and APPd are given by (1.1) and (1.2). We have
(i) for fixed s, t > 0, I is (2s, t)-WT iff APP is EC-(s, t)-WT;
(ii) I is UWT iff APP is EC-UWT;
(iii) I is QPT iff APP is EC-QPT;
(iv) I is PT iff APP is EC-PT;
(v) I is SPT iff APP is EC-SPT.
Proof. (i) First we prove the sufficiency. Assume that I is (2s, t)-WT. For ε ∈ (0, 1),
we set
(4.3) ε1 =
( ln ε−2
lnω−1
+ 1
)− 12 ∈ (0, 1).
Then we have
d+ ε−1 →∞ iff d+ ε−11 →∞.
By the definition of (s, t)-WT we have
lim
d+ε−11 →∞
lnn(ε1, Id)
dt + (ε−11 )
2s
= 0.
It follows from (2.11) that
lnn(ε,APPd)
dt + (1 + ln ε−1)s
=
lnn(ε1, Id)
dt + ε−2s1
dt + ( ln ε
−2
lnω−1 + 1)
s
dt + (1 + ln ε−1)s
.
Noting that
(4.4) ε−21 =
ln ε−2
lnω−1
+ 1 ≤ C1(1 + ln ε−1),
where C1 = max{1, 2lnω−1 }, we get
dt + ( ln ε
−2
lnω−1 + 1)
s
dt + (1 + ln ε−1)s
≤ d
t + Cs1(1 + ln ε
−1)s
dt + (1 + ln ε−1)s
≤ Cs1 .
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It follows that
lim
d+ε−1→∞
lnn(ε,APPd)
dt + (1 + ln ε−1)s
= 0,
which yields that APP is EC-(s, t)-WT.
Next we show the necessity. Suppose that APP is EC-(s, t)-WT. For ε ∈ (0, 1),
we set
(4.5) ε2 = ω
ε−2−1
2 ∈ (0, 1).
Then we have
d+ ε−1 →∞ iff d+ ε−12 →∞.
By the definition of EC-(s, t)-WT we have
lim
d+ε−12 →∞
lnn(ε2,APPd)
dt + (1 + ln ε−12 )
s
= 0.
By (2.12), we have
lnn(ε, Id)
dt + (ε−1)2s
=
lnn(ε2,APPd)
dt + (1 + ln ε−12 )
s
dt + (1 + ε
−2−1
2 lnω
−1)s
dt + (ε−1)2s
.
Noting that
(4.6) 1 + ln ε−12 = 1 +
ε−2 − 1
2
lnω−1 ≤ 1 + ε−2 lnω−1 ≤ C2ε−2,
where C2 = 1 + lnω
−1, we obtain
dt + (1 + ε
−2−1
2 lnω
−1)s
dt + (ε−1)2s
≤ d
t + Cs2 ε
−2s
dt + ε−2s
≤ Cs2 .
It follows that
lim
d+ε−1→∞
lnn(ε, Id)
dt + (ε−1)2s
= 0,
which leads to that I is (2s, t)-WT. Hence (i) is proved.
(ii) We note that I is UWT iff for all α, β > 0, I is (α, β)-WT. By (i) we obtain
that I is UWT iff for all α, β > 0, APP is EC-(α2 , β)-WT. This is equivalent to that
APP is EC-UWT. Hence (ii) is proved.
(iii) We first assume that I is QPT. Then there exist two constants C, t > 0
such that for all d ∈ N, ε ∈ (0, 1),
n(ε, Id) ≤ C exp[t(1 + ln ε−1)(1 + ln d)].
By Theorem 2.7 and (4.4) we have
n(ε,APPd) = n
(
ε1, Id
)
≤ C exp[t(1 + ln ε−11 )(1 + ln d)]
≤ C exp
{
t
[
1 +
1
2
ln(C1(1 + ln ε
−1))
](
1 + ln d
)}
≤ C exp
{
t1
[
1 + ln(1 + ln ε−1)
](
1 + ln d
)}
,
where ε1 is given by (4.3), t1 = t(1 +
lnC1
2 ), C1 = max{1, 2lnω−1 }. This means that
APP is EC-QPT.
Next, we assume that APP is EC-QPT. We want to show that I is QPT. There
exist two constants C, t > 0 such that for all d ∈ N, ε ∈ (0, 1),
n(ε,APPd) ≤ C exp{t[1 + ln(1 + ln ε−1)](1 + ln d)}.
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According to Therorem 2.7 and (4.6), we obtain
n(ε, Id) = n(ε2,APPd) ≤ C exp
{
t[1 + ln(1 + ln ε−12 )](1 + ln d)
}
≤ C exp{t[1 + ln(C2ε−2)](1 + ln d)}
≤ C exp [t2(1 + ln ε−1))(1 + ln d)],
where ε2 is given by (4.5), t2 = tmax{1 + lnC2, 2}, C2 = 1 + lnω−1. This means
that I is QPT. Hence (iii) is proved.
(iv) First we assume that I is PT. There exist non-negative numbers C, p and q
such that for all d ∈ N, ε ∈ (0, 1),
n(ε, Id) ≤ Cdqε−p.
By Theorem 2.7, (4.3), (4.4) we have
n(ε,APPd) = n(ε1, Id) ≤ Cdqε−p1 ≤ CCp/21 dq(1 + ln ε−1)p/2,
which means that APP is EC-PT.
Next, suppose that APP is EC-PT. There exist non-negative numbers C, p and
q such that for all d ∈ N, ε ∈ (0, 1),
n(ε,APPd) ≤ Cdq(1 + ln ε−1)p.
By Theorem 2.7, (4.5), (4.6) we have
n(ε, Id) = n(ε2,APPd) ≤ Cdq(1 + ln ε−12 )p ≤ CCp2dqε−2p,
which implies that I is PT. Hence (iv) is proved.
(v) The proof is the same as the one of (iv).
The proof of Theorem 4.1 is finished. 
Proof of Theorem 2.8.
According to [6] and [22], we have the following EC-tractability results of APP:
• EC-SPT holds iff EC-PT holds iff
∞∑
j=1
b−1j <∞ and lim
j→∞
ln aj
j
> 0.
• EC-QPT holds iff
sup
d∈N
∑d
j=1 b
−1
j
1 + ln d
<∞ and lim
j→∞
(1 + ln j) ln aj
j
> 0.
• EC-UWT holds iff
lim
j→∞
ln aj
ln j
=∞.
• EC-(s, t)-WT with max(s, t) > 1 always holds.
• EC-WT holds iff
lim
j→∞
aj =∞.
• EC-(1, t)-WT with t < 1 holds iff
lim
j→∞
aj
ln j
=∞.
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• EC-(s, t)-WT with s < 1 and t ≤ 1 holds iff
lim
j→∞
aj
j(1−s)/s
=∞.
Hence, Theorem 2.8 follows from Theorem 4.1 and the above results immediately.

Proof of Theorem 2.9.
We note that if b˜ = {b˜j}, b˜j = (2pi)2bj , j ∈ N, then
Wb2 ([0, 1]
d) =W b˜,b2 ([0, 1]
d).
It follows from Theorem 2.8 that
(1) I˜ is SPT iff I˜ is PT iff
∞∑
j=1
b−1j <∞ and lim
j→∞
bj
j
> 0;
(2) I˜ is QPT iff
sup
d∈N
∑d
j=1 b
−1
j
1 + ln d
<∞ and lim
j→∞
(1 + ln j) bj
j
> 0;
(3) (iii), (iv), (v), (vi), (vii), (viii) hold.
Hence, in order to show Theorem 2.9, it suffices to prove that
(a) if
∞∑
j=1
b−1j <∞, then we have lim
j→∞
bj
j > 0;
(b) if sup
d∈N
∑d
j=1 b
−1
j
1+ln d <∞, then lim
j→∞
(1+ln j) bj
j > 0.
First we prove (a). Assume that B :=
∞∑
j=1
b−1j <∞. We have
B ≥
k∑
j=1
b−1j ≥ kb−1k .
It follows that
bk
k
≥ 1
B
,
which yields that
lim
k→∞
bk
k
≥ 1
B
> 0.
Hence (a) holds.
Next we show (b). Assume that D := sup
d∈N
∑d
j=1 b
−1
j
1+ln d <∞. We have
D ≥
∑k
j=1 b
−1
j
1 + ln k
≥ kb
−1
k
1 + ln k
.
It follows that
(1 + ln k)bk
k
≥ 1
D
,
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which yields that
lim
k→∞
(1 + ln k) bk
k
≥ 1
D
> 0.
Hence (b) holds.
This completes the proof of Theorem 2.9. 
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