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Objective Probability 
Henry  E. Kyburg ,  Jr. 
Department of Philosophy, University of Rochester, Rochester, 
New York 14627 
A distinction is sometimes made between "statistical" and "subjective" probabilities. 
This is based on a distinction between "unique" events and "repeatable" events. This 
paper argues that his distinction isuntenable, since all events are "unique" and all events 
belong to "kinds," and offers a conception of probability for AI in which (1) all 
probabilities are based on--possibly vague--statistical knowledge and (2) every statement 
in the language has a probability. This conception of probability can be applied to very 
rich languages. 
Belief in Belief Functions: An Examination of Shafer's Canonical 
Examples 
Kathryn  B lackmond Laskey  
Decision Science Consortium, Inc., 7700 Leesburg Pike, Suite 421, 
Falls Church, Virginia 22043 
In the canonical examples underlying Shafer-Dempster theory, beliefs over the 
hypothesis of interest are derived from a probability model for a set of auxiliary 
hypotheses. Beliefs are derived via a compatibility relation connecting the auxiliary 
hypotheses to subsets of the primary hypotheses. A belief function differs from a 
Bayesian probability model in that one does not condition on those parts of the evidence 
for which no probabilities are specified. The significance of this difference in 
conditioning assumptions i  illustrated with two examples giving rise to identical belief 
functions but different Bayesian probability distributions. 
Comparisons of Reasoning Mechanisms for Computer Vision 
Ze-N ian  Li  
Department of Electrical Engineering and Computer Science, 
University of WisconsinuMilwaukee, Milwaukee, Wisconsin 
53706 
An evidential reasoning mechanism based on the Dempster-Shafer theory of evidence is 
introduced. Its performance in real-world image analysis is compared with ,,~her 
mechanisms based on Bayesian formalism and a simple weight combination method. 
Nilsson's Probabilistic Entailment Extended to Dempster-Shafer 
Theory 
Mary  McLe ish  
Department of Computing and Information Science, University of 
Guelph, Guelph, Ontario, Canada N1G 21411 
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Probabilistic logic has been discussed in a recent paper by Nilsson. An entailment scheme 
is proposed that can predict he probability of an event when the probabilities of certain 
other connected events are known. This scheme involves the use of a maximum entropy 
method proposed by Cheeseman. The model uses vectors that represent certain possible 
states of the world. Only consistent vectors are entered into the probability scheme. As a 
result, entailment does not always yield an acceptable result and cannot be applied to real 
situations that could arise. 
This paper investigates a technique to overcome this problem, which involves 
extending the idea of probabilistic logic and the maximum entropy approach to Dempster- 
Shafer theory. A new entailment scheme for belief unctions i  used that produces well- 
defined results even when only "consistent" worlds are being considered. 
The paper also reconsiders an earlier attempt by the author to model default reasoning 
(and subsequent onmonotonicity) b  adding inconsistent vectors to Nilsson's model. In 
the extended setting, more sensible ntailment values are obtained than in the previous 
work. 
A Knowledge Engineer's Comparison of Three Evidence 
Aggregation Methods 
Donald H. Mitchel l  
Allied-Bendix, 9140 Old Annapolis Rd., Columbia, Maryland 
21045 
Steven A. Harp 
Honeywell 
David K. S imkin  
Northwestern University, Evanston, Illinois 
The comparisons ofuncertainty calculi from the last two uncertainty workshops have all 
used theoretical probabilistic accuracy as the sole metric. While mathematical orrectness 
is important, there are other factors that should be considered when developing reasoning 
systems. These other factors include the error in uncertainty measures obtainable for the 
problem and the effect of this error on the performance of the resulting system. 
Towards Solving the Multiple Extension Problem: Combining 
Defaults and Probabilities 
Eric Neufeld and David  Poole 
Logic Programming and Artificial Intelligence Group, Department 
of Computer Science, University of Waterloo, Waterloo, Ontario, 
Canada 
The multiple extension problem frequently arises in both diagnostic and default 
reasoning. That is, in many settings it is possible to use any of a number of sets of 
instances, defaults, or hypotheses toexplain (expected) observations. In some cases, we 
choose among explanations by making inferences about information believed to be 
