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CHAPTER 1  
INTRODUCTION 
 
According to recent statistics, breast cancer is among the top two forms of 
cancer in women, second only to non-melanoma skin cancer, and is also one of 
the most common causes of cancer death for women.1  Mammography is the 
current standard in breast cancer screening; however, it produces a false-
negative rate of approximately 10% for women over the age of 50, and de-
creases in accuracy with women of younger ages and women with dense breasts 
(where the false negative rate can be as high as 50%)2—resulting in overlooked 
cancer.  With early detection, breast cancer is highly treatable.3  Consequently, 
imaging approaches that emphasize early detection and avoid the shortcomings 
of mammography are highly desirable. 
Currently, mammography, the primary form of breast cancer screening, 
uses an x-ray imaging technique that requires the compression of breast tissue.  
The result is a collapsed image of the breast onto a two-dimensional (2-D) film or 
solid state sensor.  For three-dimensional (3-D) imaging, techniques include 
Magnetic Resonance Imaging (MRI) and Computed Tomography (CT).  CT also 
uses x-rays but is seldom applied for breast imaging because of potential over-
exposure risks.  MRI, on the other hand, is radiation-free, but exam times are 
very long and, in the case of breast imaging, requires the use of invasive contrast 
agents.  Furthermore, MRI is very expensive, thereby limiting access.  These fac-
tors have prevented the adoption of MRI for general breast screening.   
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1.1 Conventional Ultrasound 
Ultrasound in general can be defined as sound at frequencies higher than 
that of the human audible range—higher than 20 KHz.  In a more familiar sense, 
however, ultrasound corresponds to frequencies ranging from 1-10 MHz, and is 
the term used to describe the medical technique for creating images with acous-
tic interpretation. 
The basic aspect of ultrasound is quite simple—a wave is emitted along a 
focused path from a source transmitter, backscatters from boundaries in the 
path, and returns to a surface of receiving elements, usually centered around and 
including the transmitter.  The time of translation is then converted into a depth 
distance by multiplying by a constant speed of sound in the media—for soft tis-
sue this is assumed to be 1540 m/s in most ultrasound systems.  The received 
signal is then output to a graphical display for user interpretation.  The process is 
repeated after all expected reflections have reached the receivers, and the rate 
of repetition is defined as the pulse repetition frequency. 
Reflections in ultrasound are defined as being specular or diffuse (non-
specular).  Specular reflections are mirror reflections that occur on smooth 
boundaries when the boundary size is larger than the wavelength incident on the 
surface.  When incident on an object or course boundary with interaction size 
less than that of a wavelength, non-specular reflections occur, and the wave is 
reflected in multiple directions.  Non-specular reflectors are responsible for 
speckle patterns between solid boundaries in ultrasound display.  Different meth-
ods exist for interpreting or removing speckle. 
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For image processing, the fundamental type of display is known as A-
mode, for amplitude.  This mode outputs a signal with respect to distance from 
the transducer as calculated from the travel time.  This signal is the amplitude of 
the pressure as detected by the receiver.  In B-mode, this amplitude is converted 
to a proportional “brightness” scale, and displayed along the one-dimensional 
propagation path.  M-mode displays the “motion” of the boundaries by running 
repeated B-mode scans along a line of imaging for a span of time.  The B-mode 
scans translate across the display as the new B-scans are displayed, allowing for 
visualization of reflector motion.  
 These display modes are for a single dimension of imaging.  Modern two- 
dimensional images are created by translating or rotating the signal, and overlay-
ing the images on the same display.  Several types of transducers exist to obtain 
this result.  In the earliest state of ultrasound, a single piezoelectric element 
would serve the job of both transmitter and receiver, and had to be carefully op-
erated to properly sample the imaging region.  With modern equipment, trans-
ducers come in arrays of various shapes and sizes with a multitude of different 
number of elements.  These elements can be fired sequentially as groups to cre-
ate focused beams along lines that sweep the area of interest to create data.  
Similarly, a phased array can excite all elements using appropriate delays to fo-
cus and steer the beam through the imaging region.4 
 Several artifacts arise due to the limiting nature of the assumptions used 
in ultrasonic imaging.  The assumption of a constant sound speed of propagation 
can cause angular displacement of objects due to refractions of the beam at 
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boundary interfaces.  Similarly, if the beam passes through regions of varying 
sound speed, boundaries may appear closer or further than their actual position-
ing.   
To compensate for signal decay through tissue, ultrasound systems incor-
porate automatic gain control/compensation (AGC) and/or time gain con-
trol/compensation (TGC) which allows for operator dependent dialing of the sig-
nal compensation with respect to depth, as well as a hardcoded gain to compen-
sate for presupposed minimum signal decay.  These compensations lead to an-
other form of artifact caused by media of varying attenuation.  If an object of at-
tenuation lower than that assumed by the compensation techniques lies in the 
path of the beam, a shadow of hyperechoic tissue forms behind the object.  
Likewise, an object of higher attenuation than assumed casts a hypoechoic 
shadow.  These artifacts can be used to help identify the properties of the ob-
ject,5 but also degrade the quality of the image behind the object. 
 
1.2 History of Tomographic Ultrasound  
Ultrasonography has the virtue of being fast, inexpensive and radiation-
free.  Stavros et al. analyzed ultrasonographic properties of breast tissue and the 
clinical implementation for differentiating between cancerous and benign 
masses.6  In the past, this has been generally done with a linear array of trans-
ducers, creating an image plane perpendicular to the patient’s coronal plane.  
Such an approach is operator dependent and does not easily image the whole 
breast.  Currently, new technology is being developed to pioneer the physics of 
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an encompassing array of transducers.  While a linear array only detects re-
flected signals from a localized region, surrounding the imaging area with acous-
tic elements allows detection of reflected signals from all angles and even for the 
measurement of transmitted signals.7  Consequently, the structural properties of 
tissue can more accurately be determined with more precise measurement of 
wave propagation and information from an encompassing boundary.  
Early work of Carson et al. involved scanning along coronal planes of the 
breast and superimposing images detected by a linear array as it revolved 
around the imaging area at a determined depth.8  This process was then re-
peated for additional image slices.  These promising preliminary results inspired 
the advancement of other ultrasound imaging techniques.  Later work of Liu and 
Wagg has yielded some of the methods for calculating acoustic fields from given 
planar surface vibrations.9  Their calculations for propagation and backpropaga-
tion in a uniform medium verified and established ultrasound image calculation 
methods and applications.   
The work of André et al. demonstrated the ability to produce operator in-
dependent images of internal breast structure, but failed to reconstruct breast le-
sions.10 Marmarelis et al. have developed a method wherein the breast is 
scanned with two parallel ultrasound arrays through a process named High-
resolution Ultrasonic Transmission Tomography (HUTT).11  Unlike standard ul-
trasound, the images produced are frequency-dependent attenuation profiles of 
the scanned media.  Their results include images of phantom and kidney archi-
tectures; however, they have yet to produce images from in vivo studies.  Tech-
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niScan Inc. has developed an experimental setup similar to HUTT, and has dem-
onstrated the ability to image breast lesions.12,13  The TechniScan procedure 
gathers and reconstructs transmitted wave data; however, the reflection data is 
not implicated, and, to date, no reflection images have been published. 
Recently, Duric et al. pioneered an approach that uses a ring-shaped 
transducer system which simultaneously generates images from both the trans-
mitted and reflected signals.2  The ring design is particularly amenable to combin-
ing reflection and transmission data to correct for propagation effects such as re-
fraction and attenuation. The transmitted signal is used to reconstruct sound 
speed and attenuation maps of the imaged area. 14-16  The sound speed images 
are reconstructed from measurements of the signal arrival times using bent-ray 
techniques, while the attenuation is reconstructed from the calculated loss of 
wave energy along bent ray paths.  To date, the reflection images are recon-
structed using sum and delay beam forming techniques. 
 
1.3 Dissertation Outline 
In this thesis, we aim to develop and apply a clinical imaging technique for 
the classification of tissue by their reflective properties.  This classification is 
necessary to bridge information of former results acquired using standard ultra-
sonography with tomographic imaging results acquired from both transmission 
and reflected data.  In addition, the resolution ability of reflection is considerably 
higher than methods developed for transmission algorithms, thus we require a 
reflection reconstruction method to evaluate the internal textures and fibrous 
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structures of tissue. 
This research project is a continuation and advancement of the method 
established by Duric et al. by using measurements of the transmitted signals and 
a more appropriate migration algorithm for a circular geometry that improves cal-
culated reflection signals from the imaging area.  To distinguish between paths 
from sources to receivers when creating the transmission images, the beam 
forming methods used in conventional ultrasound are not applied.  Thus, for 
proper reflection reconstruction using tomographic ultrasound, the image forma-
tion methods used in standard ultrasound are poorly adapted to the ring geome-
try with single transmit data acquisitions.  This beam forming must be done com-
putationally after data acquisition, which suggests a solution provided by a 
method of migration. 
The migration algorithm that we have developed is a modification of the 
Kirchhoff migration equation—a common method used in the dicipline of 
geophysics.17  Assuming a large planar surface for signal transmission and 
sampling, Kirchhoff migration was originally derived using a Green’s function 
solution to the wave equation for the imaging of subteranean reflecting surfaces 
from seismic data. 
In Chapter 2, we derive the governing equations behind acoustic physics 
and the mathematical development of the Kirchhoff method.  We extend the 
Kirchhoff method for our system setup, approximating the Kirchhoff Integral 
Theorem to satisfy the boundary conditions imposed by the ring geometry. 
Working with real data generates many obstacles to overcome that are generally 
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unaccounted for in the theoretical derivations; in Chapter 3, we discuss the 
experimental setup and data acquisition for the particular ultrasound geometry of 
ring transducers used in our system and confront these obstacles.  Chapter 4 
shows the preliminary results of these methods applied to numerical and 
phantom data.  Some initial examples are given with in vivo data demonstrating 
variations in system parameters.  The experiemental results of application to a 
commercial system are also shown.  In Chapter 5 the derived Kirchhoff equation 
is further modified to take into account improper focusing due to inhomogenous 
media in sound speed and echogenicity artifacts due to strong attenuation 
gradients.  These techniques are then applied to the in vivo data for improved 
visualization of the media for several clinically relevant cases in Chapter 6.  The 
goal of the project is to improve the reflection technique used in the 
representation of masses and tissue that may otherwise be hidden or poorly 
rendered by other imaging methods.   
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CHAPTER 2  
AMPLITUDE MIGRATION 
 
In this chapter, we will derive in detail the basic theoretical equations that 
govern the motion of sound waves in fluids.  First, it is necessary to outline the 
fundamental wave equations at the foundation of sound mechanics.  We then 
present the amplitude reconstruction methods for the limiting cases of physical 
signal propagation, including ray based and two and three-dimensional wave re-
construction.  The results and consequences of these cases will be considered 
and compared with both theoretical results and experimental data in Chapter 4. 
 
2.1 Wave Equation 
The eventual goal of this thesis is to develop and improve wave based im-
age reconstruction.  For this, a general understanding of fluid dynamics is re-
quired,18 giving us the wave equations necessary for propagation reconstruction 
in fluid and tissue.  The first and foremost fluid equation is that of the continuity 
equation generic for all densities 
 ( ) 0=•∇+
∂
∂
vρ
t
ρ rr
. (2.1) 
This equation gives the straightforward relation for density ρ; the concentration 
change with respect to time must be equal to the negative divergence of the cur-
rent, which is defined by the product of ρ and the velocity vector field vr ( rv , t).  Ig-
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noring viscosity, conservation of momentum with force per unit mass q
r
 gives rise 
to Euler’s equation in an expanded form 
 
( ) q
t
rrrrrr
r
+∇−=×∇×−




∇+
∂
∂ p1vvv
2
1v 2
ρ
, (2.2) 
where p is the local pressure in the fluid. 
The vorticity ξr  of a fluid is defined as the curl of the velocity field: 
 v
rrr
×∇≡ξ . (2.3) 
Here we assume that vorticity is equal to 0, which is a valid approximation as 
stated by Thomson’s theorem for perturbations to water in equilibrium when qr  is 
a conservative force; thus the velocity field can be written as the negative gradi-
ent of a velocity potential Φ : 
 ( )t ,rv rrr Φ∇−= . (2.4) 
Furthermore, first order perturbations, p' and ρ', to a constant pressure po and 
density ρo, respectively, produce the following wave relations from Eq. (2.1) and 
Eq. (2.2): 
 
t∂
Φ∂
= op' ρ , t
c
∂
Φ∂
= o
2
' ρρ , 2
2
2
2 1
tc ∂
Φ∂
=Φ∇
r
. (2.5) 
Here c is the wave speed propagation as defined by the equation evaluated at 
constant entropy s 
 
s
2 p






∂
∂
≡
ρ
c . (2.6) 
Applying a source function ( )tq  ,rr  gives a more generic wave equation  
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( ) ( )
( ) ( )tq
t
t
c
t  ,r
 ,r
r
1
 ,r 2
2
2
2 r
r
r
rr
−=
∂
Φ∂
−Φ∇ . (2.7) 
This wave equation is the fundamental starting point not only for the proposed 
reflection reconstruction methods in this thesis, but also for wave propagation 
techniques which are utilized for calculation of c using transmission algorithms.   
 Thus far, the derivation has been limited to fluids; however, for elastic 
media, similar derivation leads to the wave equations 
 
( ) ( )
( ) ( )tq
t
t
c
t t
t
t
t  ,r
 ,r
r
1
 ,r 2
2
2
2 rr
rr
r
rrr
−=
∂
Φ∂
−Φ∇ , 
 
 
( ) ( )
( ) ( )tq
t
t
c
t l
l
l
l  ,r
 ,r
r
1
 ,r 2
2
2
2 rr
rr
r
rrr
−=
∂
Φ∂
−Φ∇ , (2.8) 
where Φ
r
 represents the local displacement of the media, the subscripts l and t 
indicate the longitudinal and transverse components respectively, and  
 
2
1






=
ρ
µ
tc , 
2
1
3
4












+
=
ρ
µK
cl   
are the propagation speeds of the disturbances.  The value K is known as the 
bulk modulus and µ as the shear modulus of the media.  Together these define 
the elastic properties of the material; however, the Young’s modulus and Pois-
son’s ratio values are also commonly used.  Since ct is smaller than cl, the com-
pression wave propagates faster than the shear wave.  These definitions can be 
applied to the speed of sound in a fluid; however, in a fluid the shear modulus 
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contribution to the longitudinal sound speed is identically zero, and thus c for a 
fluid is only a function of the bulk modulus and density.  
In the case of ultrasound, the propagation of sound is through both elastic 
media and fluid.  Because the sound wave disturbance is longitudinal in nature 
as fashioned by the transducer and cl is the larger propagation speed, the recon-
struction method is based on compression waves only.  
 The term acoustic impedance Z is also a defining characteristic in 
sound waves.  Specific acoustic impedance is defined as the ratio of sound pres-
sure to speed at a point in the material.  From Eq. (2.6) we have 
 
c
p
Z = , cZ ρ= , 
 
where the unit of impedance is known as the rayl. 
 The intensity I of the wave is defined as the power per unit area of the 
wave (watts/m2), which is equivalent to the product of the pressure and speed of 
the wave front, giving the equations 
 
pcI = , 
Z
pI
2
= .  
Considering pressure and velocity matching at a boundary, the ratios of 
pressures and intensities for reflections (subscript r) and transmissions (subscript 
t) at a surface from an incident wave (subscript i) in material with impedance Z1 
normal to the interface with a material of impedance Z2 can be represented by 
12
12
ZZ
ZZ
p
pR
i
r
p
+
−
== , 
2
12
12






+
−
==
ZZ
ZZ
I
IR
i
r
I , 
12
22
ZZ
Z
p
pT
i
t
p
+
== , ( )212
124
ZZ
ZZ
I
IT
i
t
I
+
==  
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where Rp and Tp are the pressure reflection and transmission coefficients, respec-
tively, and RI and TI are the intensity reflection and transmission coefficients, re-
spectively. 
 
2.2 Sum and Delay 
Solutions to wave theory are very computationally expensive and still re-
quire some approximations for solutions.  One approach to simplify the problem 
is to analyze the direct paths of the wave between given points in space as de-
scribed by ray theory.  A basic reflection reconstruction consideration is also 
founded on the basis of rays.  However, before continuing with the ray propaga-
tion of sound waves, it is necessary to formally derive the ray approximation. 
  
2.2.1 Eikonal Equation 
Performing a Fourier Transform on the scalar wave equation (2.7) with no 
source, q = 0, and assuming a slowly varying wave speed field produces the 
Helmholtz equation 
 ( ) ( ) ( )rrr 222 rrrr Φ∇=Φ− cω . (2.9) 
When c is constant, Eq. (2.9) has plane-wave solutions of the form 
 ( ) rkie rrr ⋅=Φ Ar ,  
where we have introduced the wave number kk
r
=  defined by the relation 
k2=ω2/c2.  Testing a solution of the form 
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 ( ) ( ) ( )rrAr rrr iue=Φ ,  
where A is a real and slowly-varying amplitude and u represents a given phase of 
the wavefront, produces the real and imaginary parts of Eq. (2.9) as 
 ( )
A
A2
2
22 ∇
+=∇
r
r
c
u
ω
, (2.10) 
 0A2A 2 =∇⋅∇+∇ uu
rrr
. 
(2.11) 
Given A is slowly varying, at high frequencies such that  
 
A
A2
2
2 ∇
>>
r
c
ω
 
 
(which is known as asymptotic ray theory), we have the limiting result of Eq. 
(2.10) 
 ( ) 222
c
u
ω
=∇
r
, (2.12) 
which is more commonly known as the eikonal equation.  Eq. (2.11) depicts the 
geometric spreading of the wave amplitude.  Eq. (2.12) describes the local gradi-
ent for a given phase of the wavefront and thus determines the direction of pro-
pagation of the ray path. 
 
2.2.2 Ray Approximation 
Assuming a signal is initialized at a point source within a medium of ho-
mogeneous sound speed; a straight ray can be traced from the transmitter to a 
presupposed point of reflection at position rr  over a distance d1, and then again 
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traced from the reflection point to a receiving element along a distance d2 calcu-
lated by the equations 
 
22
1 )()( TirTir yyxxd −+−= , 222 )()( TjrTjr yyxxd −+−=  (2.13) 
in Cartesian coordinates, where the subscript Ti refers to the transmitting trans-
ducer coordinates; r, the point of reflection; and Tj, the receiving transducer.  The 
distances are then divided by sound speeds c1 and c2 determined from the sound 
speed reconstructions to give a reflected wave full travel time  
 
2
2
1
1
c
d
c
d
ttt rjririj +=+= . (2.14) 
The measured real wave amplitude ψ for transmitter, receiver, and reflection 
point is calculated from the arrival time trij and weighted by Wrij to compensate for 
wave decay, and then summed into the reflection amplitude ( )rrΨ  for the reflec-
tion point grid position.  The sum is then taken over all selected transmitters and 
receivers: 
 
( )
rij
i j
rij Wtr ∑∑=Ψ )(ψ
r
. (2.15) 
The result is commonly referred to as a sum and delay beam forming method.  
For a variable sound speed model, the travel times ti and tj can be calculated 
with a bent ray model to more accurately determine the total travel time from 
transmitter to reflection point to receiver, but this adds to the computational ex-
pense.   
 
 16  
  
 
2.3 Kirchhoff Integral Theorem  
In this section, we introduce the tools for a wave based method for reflec-
tion migration.  The method is known as Kirchhoff migration as it is developed 
from the Kirchhoff integral theorem.  In this section we formally derive the 
Kirchhoff integral theorem as a special case of Green’s Theorem when solving 
for the scalar wave equation.   
At the heart of the Kirchhoff integral theorem is the divergence theorem 
 
∫∫ ⋅=⋅∇
S
dnAdA a V 
V
rrrr
. (2.16) 
Here, A
r
 is any continuously differentiable vector field in the volume V, S is a 
piecewise smooth boundary ∂V, and nr  is the outward directed normal unit vector 
to surface S.   
 Letting gfA ∇= rr  , where f and g are twice differentiable, continuous 
scalar fields, gives 
 
( ) ( )∫∫ ⋅∇=∇⋅∇
S
dngfdgf a  V  
V
rrrr
, 
 
 
( ) ∫∫ ∂∂=∇+∇⋅∇ S dn
gfdgfgf a V   
V
2
rr
. (2.17) 
Similarly, using fgA ∇= rr  , we have  
 
( ) ∫∫ ∂∂=∇+∇⋅∇ S dn
fgdfggf a V   
V
2
rr
. (2.18) 
Subtracting Eq. (2.18) from (2.17) produces  
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( ) ∫∫ 





∂
∂
−
∂
∂
=∇−∇
S
d
n
fg
n
gfdfggf a V   
V
22
, (2.19) 
which is the general form of Green’s Theorem. 
Green’s Theorem can be utilized for the specific use of sound waves.  
Substituting Φ for f, rearranging Eq. (2.7) and plugging into Eq. (2.19) produces 
 ∫∫ 





∂
Φ∂
−
∂
∂Φ=











−
∂
Φ∂
−∇Φ
S
d
n
g
n
gdq
tc
gg a V 1  
V
2
2
2
2
. (2.20) 
We then introduce a Green’s Function Γ for the scalar field g.  We choose this 
function for its mathematical significance and define it as a solution of 
 
( ) ( ) )'()'rr(','rr)r(
1
','rr 2
2
2
2 tt
t
tt
c
tt −−−=
∂
−−Γ∂
−−−Γ∇ δδ rr
rr
r
rr
. (2.21) 
In three-dimensions, the free-space Green’s function that satisfies this 
equation within a region of unvarying sound speed is given by 
 
( ) ( )','r|,rG
'rr
''rr
tt
tct rr
rr
rr
+
−
−−±
=Γ
δ
, (2.22) 
where G satisfies the homogeneous differential equation 
 
( ) ( )
( ) 0 ,rG
r
1
 ,rG 2
2
2
2
=
∂
∂
−∇
t
t
c
t
r
r
rr
, 
 
in the integrating volume of interest.19  For media with varying sound speed, 
c'rr
rr
−  can be replaced by a travel time tR for more flexibility.  The sign in front 
of this term is positive for advanced time and negative for retarded time.  Ad-
vanced time indicates an anti-causal Green’s function, representing a collapsing 
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spherical wave.  This is the choice sign for migrating the detected signal back to 
its origin of reflection. 
Returning to the general case, combining Eq. (2.21) with Eq. (2.20) and in-
tegrating over time produces 
 
∫ ∫
∞
∞−
∂
Φ∂Γ−
∂
Γ∂Φ
S
dtd
nn
a  ( ) ( )∫ ∫
∞
∞− 








−−−
∂
Γ∂Φ=
V
2
2
2 )'()'rr(
 ,r
)r(
1
  ,r tt
t
t
c
t δδ rr
v
r
v
 
 
 
( ) ( )
( ) ( ) dtdtq
t
t
c
t V  ,r ,r
r
1
  ,r 2
2
2









−
∂
Φ∂Γ− v
v
v
v
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  ( ) ( )
∫ ∫
∞
∞− 








∂
Φ∂Γ−∂
Γ∂Φ∂
∂
=
V
2
 ,r ,r
 )r(
1
t
t
t
t
tc
vv
r  
 
 
( ) ( )} dtdtqttt V  ,r)'()'rr( ,r vrrv Γ+−−Φ− δδ , 
 
 ( ) ( ) V ,r ,r)r(
1
V
2 dt
t
t
t
c
t
t
∫
∞=
−∞=




∂
Φ∂Γ−
∂
Γ∂Φ=
vv
r  
 
 ( ) ( ) dtdttttq V )'()'rr( ,r ,r
V
∫ ∫
∞
∞−
−−Φ−Γ+ δδ rrvv . (2.23) 
The last line follows from integration by parts.  Evaluating at the time limit t → -∞, 
Φ and ∂Φ/∂t vanish because we assume causality of the wave field.  These two 
terms also vanish at t → ∞ due to the Sommerfeld radiation condition.20   
 Evaluating the delta functions and exchanging the primed and unprimed 
variables produces 
 
( ) ( ) ∫ ∫∫ ∫
∞
∞−
∞
∞−
Γ+





∂
Γ∂Φ−
∂
Φ∂Γ=Φ ' V' ' a' 
''
 ,rr
V
dtdqdtd
nn
t
S
rr
ε , (2.24) 
where ( )rrε  is 4π when rr  is within the integrating volume V', 2π when rr  is on the 
surface (or when Green’s Theorem is being evaluated in two-dimensions), and 0 
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elsewhere.  When there is no internal source, q = 0, and Eq. (2.24) becomes 
identically the Kirchhoff’s Integral Theorem, which when evaluated for the for-
ward propagating wave, is the mathematical representation of Huygens’ Princi-
ple, stating that every point of a wave front acts as a new center of transmission 
of a spherical wave.  Thus, by superposition, the resulting waves will interfere 
constructively and destructively to produce the physical resulting wave front.  Al-
ternatively, when the boundary is taken to infinity, only the volume integral re-
mains, and the resulting term is the mathematical expression for the superposi-
tion principle of multiple acoustic sources. 
 
2.4 Kirchhoff Migration Along a Plane  
As shown in the previous section, the Green’s function is not unique.  In 
general Γ can be any twice differentiable, continuous scalar field, but it was cho-
sen in such a way as to simplify Eq. (2.20) into the form of Eq. (2.24).  Addition-
ally, the term G in Eq. (2.22) can be modified to better suit the boundary condi-
tions of the specific problem to further simplify Eq. (2.24). The boundary condi-
tions can be defined by one of three forms—Dirichlet, Neumann, or Cauchy.  
When the boundary condition is Dirichlet, the value of Φ is specified on the inte-
grated surface.  If the boundary satisfies Neumann conditions, ∂Φ/∂n' is known 
on the boundary.  When both Φ and ∂Φ/∂n' are specified on the boundary, the 
boundary condition is Cauchy.  In the Dirichlet case, we look to construct a G that 
causes Γ to vanish on the surface to simplify Eq. (2.24).  Likewise, when ∂Φ/∂n' is 
specified, we look for a G to cancel ∂Γ/∂n' on the boundary. 
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 For the special case of Dirichlet conditions on a planar surface, it is con-
venient to use an image of the point source Green’s function reflected about the 
measuring surface defined by the plane z=0; which produces 
 







−
−
+
−
−







−
−
+
−
=Γ '
"rr
"rr
1
'
'rr
'rr
1
t
c
tt
c
t
rr
rr
rr
rr δδ . (2.25) 
where 
 ( ) ( ) ( )222 z'zy'yx'x'rr −+−+−=− rr ,  
 ( ) ( ) ( )222 z'zy'yx'x"rr ++−+−=− rr   
in Cartesian coordinates (see Figure 2.1).  Clearly this term vanishes on the 
boundary z=0, relaxing the need to know ∂Φ/∂n' on the boundary.  If instead the 
surface satisfied Neumann conditions, the two terms in Eq. (2.25) would be of the 
 
Figure 2.1: Visualization of the image method for the Green’s function which vanishes on the 
plane boundary at z = 0. 
 21  
  
 
same sign, causing ∂Γ/∂n' to vanish on the surface.  If we consider no sources 
within the imaging volume of interest, Eq. (2.24) takes the final form of the 
Kirchoff Integral Theorem 
 ( ) '' 
'
- 
'4
1
 ,r
0 '
dtdA
nn
t
S
∫ ∫
∞






∂
Φ∂Γ
∂
Γ∂Φ−=Φ
pi
r
. (2.26) 
Eq. (2.26) can be represented as two contributing terms to the value of the field: 
 ( ) ''
'4
1
'' 
'4
1
 ,r
0 '0 '
dtdA
n
dtdA
n
t
SS
∫ ∫∫ ∫
∞∞
∂
Φ∂Γ+
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Γ∂Φ−=Φ
pipi
r
 
 
 ( ) ( ) ( )ttt  ,r~~ ,r~ ,r rrr Φ+Φ=Φ . (2.27) 
Substituting Eq. (2.25) into Eq. (2.26) eliminates Φ~~  and produces 
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'rr
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1
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'rr
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3 dtt
t
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( ) ( ) ( ) a' ','r
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'rr
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2
1
,r
'
2 dtt
t
tt
S ttt
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R
∫
+=



 Φ−
∂
Φ∂
−
=Φ r
r
rr
r
pi
. (2.28) 
This final equation is known as the Kirchhoff migration formula.  θ is the angle be-
tween the z-axis and 'rr rr −  on the surface, and the term cos θ is commonly re-
ferred to as the obliquity factor.21 
 
2.5 Ring Geometry  
In this work we focus on reconstructing a reflection image from backscat-
tered signals in the plane of a ring transducer.  For the circular geometry of our 
system we approximate the Kirchhoff migration algorithm to satisfy the Dirichlet 
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boundary conditions due to our direct measurement of the wave amplitude along 
a “spherical” surface, S’.  Starting with the wave equation, we apply Green’s 
Theorem to solve Eq. (2.7) within the imaging area and assume no internal 
acoustic sources.  The resulting equation governing the wave amplitude is again 
given by the Kirchhoff Integral Theorem Eq. (2.26).  Here, again Γ is the Green’s 
Function and within the integrating volume must satisfy Eq. (2.21).  Since we as-
sume the real wave amplitude Φ will be obtained from measurement, ∂Φ/∂n' re-
mains to be calculated from the measured value at the surface, as defined by the 
Dirichlet conditions. A preferred Green’s Function vanishes on the surface S’ to 
eliminate the last term of the integrand in Eq. (2.26), represented by Φ~~  in Eq. 
(2.27).  For conventional planar imaging this is achieved by the method of im-
ages; however, to exactly satisfy the boundary conditions given here for a ring or 
sphere of radius a, the conventional image method cannot be applied.  Nonethe-
less, the obliquity factor from the results of the image method on a planar surface 
can be adapted to the ring array by simple geometric interpretation and is valid 
as long as the wavelength of the signal is much smaller than the radius of curva-
ture of the aperture.9,22  We will derive this same result by neglecting the contri-
bution of the Φ
~
~
 term to the reconstruction, and proceed with the calculations us-
ing the free-space Green’s function Eq. (2.22) where 
γcos'2''rr 22 rrrr −+=− rr , r r=r , 'r' r=r  
in polar coordinates, and γ is the angle between position rr  and the Green’s 
function source position 'rr .  Substituting Eq. (2.22) with G = 0 into the first term 
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of the integrand of Eq. (2.26) yields  
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where R = (r2+a2-2ar cos γ)½ is equal to 'rr rr −  evaluated with r' = a, and Φ~  indi-
cates that we are only evaluating the first term in the integrand.  Note that tR as 
defined in the case of constant sound speed is equal to the travel time from the 
point of interest rr  to the sampling point on the surface.  Φ~  in Eq. (2.29) is simply 
half of the value of Φ obtained by converting the obliquity factor in the image 
method Eq. (2.28) to that of one produced by the angle θ between 'rr rr −  and the 
normal to the spherical surface.  This is due to the contribution of the image 
source which we omitted by using G = 0.  Thus, the consequence of this term is 
that it scales the final reconstruction by two.  We can then make the approxima-
tion that the unevaluated term Φ
~
~
 in the integrand contributes an equivalent 
amount as the first term, and return to the result in Eq. (2.28).   
In Eq. (2.29) we have performed this integration over a sphere of radius a; 
however, the arguments in this section can also be extended to a circular cylin-
drical surface of radius a to produce 
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where φ represents the azimuth component of the polar coordinate system, and 
P is the magnitude of the projection of 'rr rr −  onto the xy-plane. 
 
2.6 Two-Dimensional Migration  
For completeness of practical application, we shall extend our method to 
that of a fully two-dimensional physical space.  This can be done by noting that a 
point source in two-dimensions can be represented as an infinite line source in 
three-dimensions.  We can then collapse the results from three-dimensions into 
two-dimensions by taking an infinite integral parallel to one of the Cartesian axes.  
Integrating Eq. (2.22) along the z-axis to positive and negative infinity produces 
the Green’s function for a point source in 2-D 
 
( ) ( )
( ) ( ) ( ) ( )



>−
−−
<−
=Γ cPtt
cPtt
cPtt
' if
'
2
' if0
22
, (2.31) 
where P is the 2-D magnitude 'rr rr − .  The amplitude for Green’s function for a 
point source in 2-D has a temporal dependent wake that trails behind the im-
pulse, different from the 3-D model.  Following through with the derivation and 
reasoning given in the three-dimensional case, the resulting migration algorithm 
for two-dimensions is   
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This consideration is theoretically appropriate for reconstruction of simu-
lated numerical data prepared strictly using two-dimensional propagation within a 
two-dimensional array.  Application to real data is dependent on the model to be 
solved.  In near field cases of a focused fan beam or cylindrically spreading 3-D 
sources, reconstruction may be well suited by the two-dimensional model.  The 
most obvious draw back to this method is the infinite time integral.  When con-
sidering this method for real application, this infinite integral must be truncated to 
an appropriate approximation.  Additionally, treatment of the singularity at the ini-
tial travel time must be handled carefully.  We have developed methods for im-
plementing this migration equation; however the computational expense is ex-
tremely costly, and will not be further employed or discussed in this study. 
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CHAPTER 3  
CLINICAL APPLICATION 
 
The transformation from mathematically derived physical equations into an 
image useful for interpretation requires very specific adaptation to the system 
used for data acquisition.  In this chapter, the system specifications are outlined 
and the migration equations from Chapter 2 are modified for the application to 
the acquired data.  Previous reflection reconstruction methods for this system 
were ray based models.  The development of my work included the adaptation of 
the Kirchhoff integral for the ring geometry (shown in Chapter 2), conversion to a 
calculable discretized sum, the complete programming of this as a new algorithm 
(see Appendix), and the application to various clinical data as will be detailed be-
low and in the following chapters.  The reconstruction algorithm was programmed 
in C++ on a workstation computer with Linux operating system, two Intel Xeon 
Quad Core 2.66 GHz processors, and 20 GB available RAM.  Results shown 
here were developed using single core processing, however the algorithm has 
recently been parallelized to multi-thread processing as an initial step towards 
optimization. 
 
3.1 Data Acquisition 
The data was obtained using a clinical prototype located at the Karmanos 
Cancer Institute in Detroit, MI.  The patient is positioned on a table and sub-
merges her breast through an opening into an imaging tank that contains the 
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transducer ring.  The tank is filled with water for proper acoustic coupling be-
tween the transducer and breast tissue (see Figure 3.1).  To initialize the scan, 
the transducer is positioned near the patient’s chest wall: the first element fires a 
pulse, all elements record the resulting signal, and the next elements follow in 
sequence until all transducers have fired.  The ring then translates along the cor-
onal axis and repeats the firing sequence until the desired length of the breast 
has been scanned.  
The current ring array contains 256 individual acoustic elements evenly 
distributed along the inner surface of the ring.  The elements systematically 
transmit and receive wave signals.  The primary wave pulse transmits at broad-
band frequencies centered around 2 MHz (see Figure 3.4 in the following sec-
tion), while all receivers detect for a period of about 0.175 ms after firing.  With an 
additional interval to allow for the vibrational settling of the medium, a single slice 
takes about a second to acquire.  The data is then transferred into a binary file 
containing all signal information for the procedure (see Figure 3.2). 
 The receivers measure the incoming wave signal at a sample rate de-
 
(a) 
 
(b) 
Figure 3.1: Close up views of the imaging tank and transducer ring.  The array moves vertically 
as controlled by the gantry pillar. 
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termined prior to the scan.  For proper waveform reconstruction, the sample fre-
quency needs to be at least twice that of the transmit frequency as stated by the 
Nyquist sampling theorem.23  For the results of Chapter 4 and 5, we sampled at 
varying frequencies, including 6.25 and 8.33 MHz.  The data is read from the raw 
signal file and analyzed with various computerized algorithms to develop images 
that best reconstruct the physical characteristics of the scanned breast.   
 
3.2 Discretization of Integrals 
 For the first step in adaptation to acquired data, we convert the integral in 
Eq. (2.29) over the spherical surface into a discrete form for the finite number of 
transducers along a circular array.  There are multiple ways to handle the limited 
signal coverage for the surface integral.  One option is to assume spherical 
spreading from the reflection point as described by Huygens’ Principle.  The in-
 
Figure 3.2: A graphical display of raw receiver response data due to a single transmission ele-
ment.  The amplitudes are plotted as a grayscale.  Temporal sampling is along the horizontal and 
receiver number is along the vertical. 
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tersection of the spherical wavefront with the spherical sampling surface creates 
a circle, which is then, for a single receiver, evaluated as a semi-annular 
weighted section (See Figure 3.3).  Using this model produces 
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where ∆γ is equal to pi divided by the number of transducers.  (If only considering 
the contributions from the measured positions on the ring, the term sin γ is re-
placed by a constant, and all out of plane information is aliased to zero.)  This 
equation, the migration formula, maps the amplitude of the wave at any point and 
time within the sampling surface area.  
 
Figure 3.3: Depiction of the spherical geometry.  The shadowed plane represents the region for 
reconstruction.  Transducers reside evenly spaced on the edge of the shadowed circular region.  
As shown by the arrows, the transmitted signal reaches a presumed reflection point, and is then 
spherically radiated by the reflector as described by Huygens’ principle, creating the circular in-
tersection on the surface of the sphere. 
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3.3 Signal Processing 
To reconstruct the reflected signals via Eq. (3.1), we consider each point 
in the imaging area as a point reflector and reconstruct the amplitude at the time 
the wavefront intersects that point.  If this procedure is repeated with every re-
ceiver, we would create an image of the total amplitude of the wavefront at every 
point in the plane, and would only obtain radial and attenuated wave decay.  For 
reflection imaging, we are only concerned about the reflectivity of each point 
within the material.  To model this, we only reconstruct wave amplitude using an-
gles limited by an approximated maximum total internal reflection angle (which is 
calculated from an expected maximum difference of internal sound speeds).  Be-
yond that angle, it is circumstantial as to whether or not the wave is actually re-
flecting or refracting at a different incident angle, and this cannot be determined 
by the primary image reconstruction iteration.  One consideration from this result 
is to only reconstruct the reflection images with a portion of the receiving ele-
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Figure 3.4: The frequency spectrum obtained from a Fast Fourier Transform of a water shot re-
ceived on the opposite side of the ring from the transmitting element.  The dark blue line is the origi-
nal frequency obtained in the recorded signal.  The white line is the data filtered and scaled by a 
factor of 2 for analytic signal processing.  The negative, aliased frequencies are not shown. 
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ments that then define the aperture.  For maximum reflection signal, we use the 
transmission element itself as the center receiving element and an equal amount 
of nearest-neighbor transducers on each side of the transmitter to reconstruct the 
image.  This aperture can easily be changed to optimize for computational speed 
or image quality. 
 For a given transmit/receive pair, the raw data is read and corrected for 
DC variation.  An imaginary array is then aliased with an equivalent number of 
data points as the real data.  A Fast Fourier Transform (FFT)  
 ∑
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 (3.2) 
transforms the data into the frequency domain, and a trapezoidal filter is used to 
bandpass useful frequencies and cut noise.  This process removes unwanted 
noise and background and produces a cleaner signal of the real data (see Figure 
3.4).  When transformed into frequency domain, the FFT of the real signal con-
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Figure 3.5: Transmitted waveform of a watershot on the opposite side of the ring.  The white line 
shows the result of the original waveform filtered in frequency domain.  The waveform can addi-
tionally be converted to its analytic form as shown by the red line. 
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tains both real and imaginary components that span the frequency spectrum over 
the range of the sampling frequency.  However, only half of the sampling fre-
quency contains useful information as stated by Nyquist, the other half is a sym-
metric aliasing, known as folding, to negative frequencies. 
The signal can additionally be filtered with a Hilbert Transform in the fre-
quency domain for creation of the analytic signal.  To produce the analytic signal 
in the frequency domain, the positive values of both the real and imaginary fre-
quencies are doubled for energy conservation, and the negative values are ali-
ased to zero.  The data is then inverse-transformed back into the time domain 
where the signal now contains an imaginary component, and both real and 
imaginary parts define the analytic signal.  The magnitude of the complex ana-
lytic signal is also known as the envelope of the waveform as shown in Figure 
3.5.  This transform can be used as an alternate form of the signal to create a re-
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Figure 3.6: Top muting is used to eliminate the transmitted signal and primary reflections off of the 
surface of the ring.  Bottom muting sets a limit to the end of the trace, but for this recording is at a 
time beyond the length of recording. 
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flection image to emphasize different features of the material, as shown in the 
following chapter. 
 Additional general compensations for our system are applied to Eq. (3.1).  
The wave experiences multiple reflections as it travels along the wall of the ring 
transducer.  Thus, all recorded signal prior to the transmission wavefront and the 
wave from the surface of the transducer must be discarded as illustrated in 
Figure 3.6.  This process is known in some literature as top muting due to the 
fact that the muting occurs at the “top” of the image when creating a subsurface 
map, thus limiting the earliest available information.  The frequency response of 
this application can be seen in Figure 3.7.  This result also helps to define the op-
timization of chosen receiving apertures.   
As the aperture widens, more signals fall into the transmission and ring 
surface reflection category and must be discarded.  The grayed out areas in 
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Figure 3.7: The change in frequency spectrum due to muting of the primary signal. The remaining 
reflection signal produces the frequencies displayed in white. 
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Figure 3.8 demonstrate the spatial regions that essentially cannot be recon-
structed due to this temporal signal rejection.  Thus, there is a diminishing return 
as to the amount of signal useable by expanding the included aperture.  The ef-
fect of the number of transducers used for the reconstruction aperture on recon-
struction time can be seen in Figure 3.9.  The asymptotic effect of top muting can 
be seen as the number of receivers in the aperture reaches a point where the re-
construction time is less effected due to the reduction in amount of signal capa-
ble of being used from the added receivers.   A similar muting is applied at the 
longest applicable receiving time, as indicated by the earliest far reflection off of 
the ring between a transmitter and receiver pair.  This “bottom” muting, however, 
 
Figure 3.8: Excluded imaging regions in grey as determined by the Top Muting parameter.  As 
the receiver increases in distance from the transmitter, more of the signal falls into the region of 
first arrival and the wave that travels along the ring/water interface. 
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is rarely in our cases short enough to occur before the end of the recording of the 
signal.   
Additionally, the angle of the wavefront with respect to the transducers 
must be considered to compensate for the angular response sensitivity of the 
elements.  This is also strongly related to the shape of the transmitted wave, and 
is dependent on the frequency of the signal.  The transducer elements of our sys-
tem initially focus the signal in plane as a fan beam.  This creates a positional 
dependence of the perceived broadband amplitude of the wave, which can be 
calculated as a function of the angle normal to the transmitting element, ϕt, and 
receiving element, ϕr.  This transducer response and the existence of side lobes 
can be calculated theoretically with the use of the Kirchhoff Integral Theorem and 
assuming a vibrating piston along a wall.  The result is a wavefield with amplitude 
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Figure 3.9: Image reconstruction times with respect to aperture.  The increase in time is roughly 
linear with respect to number of receivers for the first two-thirds of the curve; after which, addi-
tional receiver data becomes saturated by transmission signal and the ring surface wave. 
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response that follows that of a Bessel Function.  Alternately, an integral number 
of sources with Eq. (2.24) in the shape of a piston (or transducer) will also simu-
late the diffraction pattern that matches.   
The measured broadband signal decay as a function of angle with respect 
to the normal incident wave detected opposite to the transducer is graphed in 
Figure 3.10.  The results have been normalized to the signal recorded by the 
transducer opposite to the transmitting element.  In Figure 3.11, the narrowband 
responses of the transducers are plotted, and are again normalized to the trans-
ducer opposite the transmitting element. 
We also compensate for initial amplitude decay as modeled by radial cy-
lindrical energy spreading from the transmission source to the reflection point 
over a distance d1, due to the initial in-plane focusing of our transmitters.  Thus 
 
Figure 3.10: Broadband frequency response curve.  Average angular energy response of trans-
ducers over all frequencies with respect to the normal primary wavefront at 0°. 
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the amplitude must be scaled by a factor of (d1)½.  A more accurate mapping of 
the wave decay is given by near field and far field dynamics.  The near field zone 
(known as the Fresnel zone) occurs closest to the transducer and is the zone in 
which the beam is still focusing due to the integral number of “point” transducers 
that make up the physical transmitting element (or elements in a multi-
transmitting array).  The Fresnel number F is defined as 
 λ⋅= 1
2
d
bF , (3.3) 
where b is the radius of the transducer, d1 is the distance from the transducer as 
defined in Chapter 2, and λ is the wavelength of the transmitted signal.  When F 
 
Figure 3.11: Narrowband frequency response curve.  The angular energy response of transduc-
ers over a range of frequencies with respect to the normal primary wavefront at 0°. 
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is greater than 1 (i.e. large transducer, short distance, and/or large wavelength) 
the signal is in the Fresnel Zone.  In this zone, the wave amplitude undergoes 
several fluctuations as the continuous number of waves from the transducer sur-
face interfere with each other.  The focal point of the wave occurs at F=1, after 
which for F<1 the beam diverges geometrically in a conical fashion.  This area is 
known as the far field (Fraunhoffer zone), and the angle of divergence θd is given 
by 
 
b
λ61.0θsin d = . (3.4) 
Unfortunately, our system currently does not have accurate measurements for 
the values of the zone boundaries nor the actual spreading pattern of the beam.  
The transducers of our system are elongated in nature, complicating the calcula-
tions of the zones; however, the small width of the transducer approximates a 
very near axial focal point to the surface of the ring, whereas the lateral focal 
point occurs slightly closer to the center of the ring.  Thus, we must rely on the 
approximation of an initial in-plane focusing fan beam that resembles two-
dimensional geometric spreading.  This approximation, though crude, yields ac-
ceptable results. 
 
3.4 Signal to Noise Issues 
As we compensate for geometrical spreading and attempt to simulate the 
wave as either two-dimensional or three-dimensional, the issue of noise must be 
addressed.  When boosting the signal with respect to expected geometric decay,  
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areas of the trace signal that do not have wave propagation data do contain 
background noise.  Generally, this background noise is supposed to destructively 
cancel over the amplitude integrations that are taken over the measuring surface.  
However, when amplified because of expected amplitude decay of the signal or 
compensating for under sampling, this noise may not cancel completely.   
To anticipate this issue, a tradeoff presents itself—reconstruct with noise 
in the hopes that it will destructively interfere and cancel, while maintaining the 
ability to positively reconstruct coherent signal that may otherwise be buried in 
the noise, or set a threshold to which all noise is filtered, losing the ability to re-
construct below noise level.  These issues can be addressed by filtering either in 
temporal or frequency domain or both, i.e. via thresholding out low amplitude 
signal below noise level or removing noise in the frequencies we know to have 
very little signal. 
One way to reduce the burden of this issue is to boost the amount of sig-
nal coverage for the reconstruction method.  By adding signal coverage, the 
probability of incoherent noise cancelation increases.  For our setup, we have 
 
 
Figure 3.12: The ring is rotated to allow for additional signal coverage.  The angle is small and 
regulated by small inserts of different sizes. 
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tested this by accumulating data at four different angles of coverage in the same 
plane by rotating the transducer positions by mechanical means (see Figure 
3.12).  In addition to boosting signal to noise, the simulation of additional ele-
ments reduces the problem of under sampling for proper spatial resolution. 
 
3.5 Two and Three-Dimensional Image Processing 
The reflection reconstruction algorithm contains many tunable parameters, 
one of which is the pixel size of the image reconstruction.  The reconstruction al-
gorithm treats each pixel as a point in space as opposed to a bin.  Thus, given 
the same region of interest (ROI), an image with smaller pixel size will have 
longer computation time (as in Figure 3.13) and use more data storage.  The 
comparison between the point model and binning model will be made in the next 
chapter.  
Once the images have been reconstructed, several image manipulation 
procedures can be applied to correct for brightness, contrast, sharpness, and 
noise issues.  When created, the final output of the reflected signal is in what is 
known as the radio frequency (RF) image because it contains the raw display of 
the resulting migrated wave amplitudes.  Our images are thereafter read and en-
hanced by means of programming in C, Matlab, and/or ImageJ.24,25  
 Though it may contain more information than the traditional grayscale 
mapped amplitude B-mode ultrasound image26 the RF image is not the standard 
view used by the radiologist.  The drawback of using envelope grayscales of the 
RF images is demonstrated in Figure 3.14.  The boarder of the cyst in this exam- 
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Figure 3.13: (a) Image reconstruction times with respect to image cell size with a fixed region of 
interest.  (b) Here the linear response to computation time with respect to number of pixels per 
square millimeter is clear. 
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ple is visible in the RF image, but becomes buried in noise by converting to the 
amplitude image.  This drawback also occurs to some fibrous structures with the 
transformation.  Deformation of fibrous structures can be an indicator of a local-
mass; however, we potentially lose this detection by neglecting the original RF 
image. 
An amplitude intensity fitting to the data may be done several ways.  One 
way is to recover the analytic magnitude for the two-dimensional image in a 
manner similar to that performed for the one-dimensional analytic signal.  Several 
different methods exist for this procedure,27 and this is still experimental for our 
post processing procedures.  For the images here, a smoothed absolute value of 
the RF signal was used for brightness display. 
 
(a) 
 
(b) 
Figure 3.14: An example of an RF image (a) and its corresponding amplitude image (b).  In many 
cases, structures in the RF image can become lost in the conversion process, as shown by the 
cyst wall boundary.  Phase information is also sacrificed in the transformation. 
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To reduce noise in the image, a smoothing algorithm can be applied be-
fore or after transformation of the image from its RF form.  The different smooth-
ing methods used here include neighbor averaging and Gaussian blurring. 
Since our data acquisition obtains several coupled patient slices in a sin-
gle session, our method benefits from the ability to create three-dimensional im-
age stacks.  An example of an entire data acquisition is shown in Figure 3.16 as 
a posterior-anterior sequence.  Once stacked into a 3-D data array, additional 
noise can be removed through a process of a moving volume averaging, due to 
the fact that the elevation beam thickness of the transmitted signal is larger than 
interslice thickness of adjacent slices.  An example of smoothing can be seen in 
Figure 3.15. 
Additionally, the images can be resliced to be observed at different angles  
 
 
(a) 
 
(b) 
Figure 3.15: Example of smoothing using neighboring slices.  Image (a) is the unfiltered image 
and image (b) is the result from averaging neighboring slices. 
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Figure 3.16: A full stack reconstruction starting at the chest wall and ending at the nipple. 
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for interpretation.  Our scanning technique acquires images in the coronal plane, 
but reslicing the stack allows projection of the 3-D volume information into the 
transverse and sagittal planes.  Using custom viewers, the 3-D stack can benefit 
from multiple cross-sectional views as displayed in Figure 3.17. 
 
 
 
(a) 
 
(b) 
Figure 3.17: A stack of 2-D images can be re-sliced and viewed from different angles and at dif-
ferent depths with image manipulation software such as 3-D Volume Viewer in ImageJ. 
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CHAPTER 4  
EXPERIMENTAL RESULTS 
 
The results of this section test the reconstruction abilities of the migration 
methods.  Many of the tests used here have not only been used to test the algo-
rithms, but also have been applied in order to develop the system specifications 
for the next generation of the prototype.  In addition to the results of this chapter, 
Chapter 6 contains an assortment of in vivo reconstructions of breasts with vari-
ous density and mass characteristics, and their corresponding sound speed and 
attenuation results.  
 
4.1 Phantom Data 
To test the accuracy and robustness of reconstruction methods, a known 
model is used to create data for reconstruction—this is known as a phantom.  
Phantoms can be synthetically created entirely from expected simulated re-
sponse material.  Simulated data can create a best case scenario of noiseless 
data that reacts exactly as expected from a modeled propagation.  Alternately, a 
physical phantom can be created from materials with well established properties 
to calibrate the data acquisition hardware as well as the algorithm used to recon-
struct it. 
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4.1.1 Numerical Phantom 
To create the numerical phantom, a forward model wave propagation 
simulation is run and the values of the wave field are recorded and stored along 
the simulated sampling surface.  For this forward model, a fabricated model with 
varying sound speed regions is constructed (see Figure 4.1).  The second order 
derivatives of the wave equation can be approximated by the finite difference 
form 
 ( ) ( ) ( )[ ]xxx
x
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x
Φ−−Φ++Φ≈
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Φ∂ 2122
2
εε
ε
, (4.1) 
where εx is the size of the finite grid to be considered.  Creating finite difference 
equations for y and t in the same manner as Eq. (4.1) and plugging into the wave 
equation with no source we have 
 
(a) 
 
(b) 
Figure 4.1: The numerical phantom (a) is a known synthetic sound speed model.  An edge de-
tection algorithm was used to simulate the perfect reflection result (b).  The masses have been 
labeled for identification. 
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where we have assumed that the spacing in the x direction is the same as the y 
direction and the sampling in time is defined as εt.  Convergence restrictions ap-
ply to this algorithm—the higher the frequency of the synthetic signal being en-
tered into the algorithm, the finer the necessary grid size.  The grid size should 
also be fine enough for the largest expected speed of sound in the propagation 
model.  Additionally, to avoid interference from the boundary of the imaging area 
for the wave propagation, an absorbing boundary condition or a boundary suffi-
ciently far from the wave spreading or both are required to properly simulate free 
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Figure 4.2: Transmitted synthetic signal.  The peak of the analytic signal occurs at 3µs.  
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space. 
 Thus, given a known sound speed map, the finite difference method 
propagates the wavefront from a specified source following the forward model 
method.  The source position transmits a signal in time with amplitude as shown 
in Figure 4.2. 
 Using the sum and delay amplitude reconstruction method discussed in 
Chapter 2, the RF data of the numerical phantom is resolved very well (Figure 
4.3.)  As noted earlier, the RF data contains information of the raw amplitude field 
of the transmitted wave.  The sum and delay method can also be applied to the 
magnitude of analytic signal as recorded by the receiving elements.  The result of 
this process is shown in Figure 4.4  As can be seen, imaging with the analytic 
signal does not allow for signal cancelation, and thus a falloff of the edges 
 
Figure 4.3: Reconstruction of numerical synthetic data using ray sum and delay. 
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spreads away from the actual reflection point.  With some filtering tools borrowed 
from conventional tomography, we can apply a ramp filter to remove the effect of 
this smearing to create Figure 4.5. 
 The result of applying the Kirchhoff migration method to the synthetic 
data can be seen in Figure 4.6.  The Kirchhoff equation used was that derived for 
a 3-D point source Green’s Function.  The results are quite well resolved, and do 
not appear to suffer from the two-dimensional nature of the synthesized forward 
model.   
 A detailed look at the cross-sectional view of the edge reconstructions 
of the internal masses can be seen in Figure 4.7.  It is clear that at an interface 
going from a region of high sound speed to that of low sound speed inverts the 
wave amplitude of the reflected signal, as expected.  Also corresponding to the-
 
Figure 4.4: Reconstruction of the numerical synthetic data using the sum and delay method of 
the envelope of the received signal. 
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ory, the wave amplitude does not invert when the wave is incident on a boundary 
going from region of relatively lower sound speed to a region of higher sound 
speed.  Also noticeable from these cross-sections is the influence the transmitted 
pulse has over the resolving factor of the system.  It is clear that the resolved 
signal is actually a convolution of the boundary with the signature of the transmit-
ted pulse.  The conversion of the spatial width of the pulses in Figure 4.7 to tem-
poral widths by use of the speed of sound in that region roughly gives the tempo-
ral scale of the transmitted pulse.  Variances of this are slight due to the fact that 
the cross section was not taken exactly normal to the boundary of each mass, 
and the wave reflection reconstruction is processed at several angles to the 
boundaries. 
  When reconstructing the reflection image, we look to resolve the peak 
 
Figure 4.5: A ramp filtered version of Figure 4.4.  Ramp filtering removes the smearing of point 
data. 
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amplitude of the wave as it breaches a boundary.  For these reconstructions, the 
time delay chosen was 3 µsec, as is the measured peak magnitude of the signal 
in Figure 4.2.  This value favors the Kirchhoff method, which, when derived 
shows the time derivative of the signal to be the leading order term of image re-
construction.  For the ray migration method, this time delay puts the signal at a 
local minimum for the calculated travel times to the boundary.  Thus, the images 
appear to be off by a phase shift at the boundaries (see Figure 4.8).   
 
 
 
Figure 4.6: Numerical phantom reconstructed using the Kirchhoff migration method generated 
via the 3-D Green’s function.  The lines indicate the cross sections measured for comparison 
Figure 4.7. 
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(d) 
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(e) 
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(f) 
Figure 4.7: Cross sectional view of mass edges in the numerical phantom.  Masses (b) and (d) 
consisted of lower sound speeds relative to their neighboring tissue.  All other masses had higher 
sound speed relative to their surrounding tissue. 
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4.1.2 Physical Phantom 
The physical phantom used for reconstructions was created by Dr. Ernest 
L. Madsen at University of Wisconsin Madison.  This phantom has been used for 
many years by the Ultrasound Tomography group as a basis for transducer and 
algorithm performance.  Figure 4.9 shows the scanning method of the phantom, 
 
(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 4.8: Zoomed in view emphasizes difference between amplitude reconstruction using ray 
migration (top (a) and (b)) compared to the Kirchhoff migration method (bottom (c) and (d)).  The 
amplitude of the wave reconstructed is dependent on the incidence time of the peak of the signal. 
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and the known inclusions within the phantom at a particular cross-section as 
measured by computed tomography. 
 The results of Kirchhoff wave reconstruction method on the phantom 
are shown in Figure 4.10.  Image (a) shows the standard reconstruction method 
performed with 256 transducers and an aperture of 80 receivers on each side of 
the transmitters.  As mentioned in Section 3.4, we were able to boost signal to 
noise by increasing spatial ray coverage by acquiring data at interval angular ro-
tations of the transducer assembly.  Figure 3.12 shows how we were able to ro-
tate the ring mechanically.  By rotating the transducer positions in the algorithm 
to match their positions due to the rotation, a virtual increase in available trans-
ducers allowed for reconstruction with four times the signal coverage.  The result 
is shown in Figure 4.10(b).  The noise cancelation in the water is obvious, as well 
as the significant enhanced contrast and edge sharpness within the phantom it-
 
 
 
(a) 
 
(b) 
Figure 4.9: Physical phantom data acquisitions as acquired by the ring array submerged under-
water (a). Image (b) shows a cross sectional view of the inclusions imaged via CT. 
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self.  Unfortunately, the data collection did not occur at the proper cross-section 
to image the fourth mass shown in Figure 4.9(b).  Additionally, the angular posi-
tioning and condition of the phantom in the scan caused some signal loss in a 
portion of the reconstruction. 
 
4.2 Pixel Resolution 
As discussed earlier, the limiting spatial resolution of the system is deter-
mined by the source transmission wavelength, pulse length, pulse height, and 
the area of signal coverage as determined by the number of transducers and the 
aperture of reconstruction.  The pixel resolution is a modifiable parameter that 
simply scales the size of individual pixels of the image creating the pixel resolu-
tion in terms of pixels per unit area.  The spatial resolution of the reconstruction 
method is limited by the pixel resolution.  For this algorithm, each pixel is treated 
 
(a) 
 
(b) 
Figure 4.10: Results of physical phantom reconstructions. (a) is the phantom as reconstructed 
with 256 transducers. (b) corresponds to four times data coverage with rotation. 
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as a single point in the imaging plane, not as a bin.  The result of this is a linear 
increase in time with respect to the number of points to resolve, as shown in 
Figure 3.13.  The left side of Figure 4.11 represents the in vivo reconstruction re-
sults as obtained with the different pixel sizes used in Figure 3.13.  The right side 
of Figure 4.11 shows the ideal scenario where the proper delays are used for 
several points within the pixel as a bin.  The result is an averaging of pixels in a 
neighborhood.  This method can potentially save some time for reconstruction by 
reducing the absolute number of travel time, attenuation, distance calculations, 
but increases overall time compared to that of the single point pixel result.  For 
our reconstructions, we treat each pixel as a point, and calculate the images at a 
pixel resolution just finer than the resolvable wavelength as determined by the 
transmitted pulse. 
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  (a) 
  (b) 
  (c) 
Figure 4.11: Left column: Image reconstruction with pixels treated as singular point in space..  
Right column: Image results when the pixels are summed as a bin. Pixel sizes are as follows: 
(a) 2mm (b) 1mm (c) 0.5mm (d) 0.25mm (e) 0.1mm (f) 0.05mm 
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  (d) 
 
 (e) 
  (f) 
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4.3 Aperture Resolution 
The spatial signal coverage of the image is dependent on the number of 
transmitters and receivers used for reconstruction.  Figure 2.1 gives the duration 
of reconstruction times with respect to the modification of the aperture.  Here in 
Figure 4.12, the effect of the change in aperture on image resolution can be 
seen. Here we have again used in vivo reconstructions.  The results have been 
normalized for the purpose of comparison.  Before normalization, Figure 4.12(a) 
was much brighter with incoherent noise.  With the increase in spatial coverage, 
the overall intensity of the image background decreases as the noise destruc-
tively interferes, and the internal structures come into focus.  As can be seen by 
the images, the enhancement of the image due to larger aperture tapers off as 
increasing the number of receivers is limited by the bottom muting of the first ar-
rival signals. 
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(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 4.12: Aperture changing can affect the resolution of the image by the amount of signal cov-
erage.  The images are shown with the following numbers of neighboring receivers on each side of 
the transmitting elements  (a) 0 (only received on the same transmitting element)  (b) 5 (c) 10 (d) 20 
(e) 40 (f) 60 (g) 80 (h) 120  
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(e) 
 
(f) 
 
(g) 
 
(h) 
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4.4 Application to Commercial Devices 
In addition to the main development of reflection imaging for this project, 
some additional side ventures were attempted and yielded positive results.  One 
of those endeavors was to test the compatibility of the circular ring hardware and 
image reconstruction methods with commercially available devices already in use 
for medical application.  If such application proved to be possible, the ring hard-
ware could potentially be manufactured and used commercially for existing units.  
For this experiment we used the Ultrasonix28 Sonix RP station.  This unit is a cer-
tified clinical and research ultrasound machine.   
4.4.1 Linear Array 
Chapter 2 introduces a Kirchhoff method of migration for sampling along a 
planar surface.  We tested this method using a linear transducer on a conven-
tional ultrasound device.  The Ultrasonix L14-5/38 linear transducer array con-
 
(b) 
 
 
(a) 
 
(c) 
Figure 4.13: Sonix RP Ultrasound Machine (a).  The side view (b) and overhead view (c) of the 
data acquisition setup.  The phantom and transducer are submerged in water.   
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sists of 128 individual elements over a 38 mm length span.  The Ultrasonix soft-
ware was used with standard B-mode acquisition to probe the physical phantom 
and locate a mass for imaging.  The whole experiment was set up in a water tank 
and both phantom and transducer were entirely submerged as shown in Figure 
4.13 
For the acquisition of unprocessed individual element radio-frequency 
data, we used a product software source package provided on the Ultrasonix re-
search forum.  The scan consisted of individual transducers transmitting sequen-
tially along the array while all elements received on individual channels.  The raw 
RF signals for each transmit/receive pair was stored into a data file and proc-
essed by the reflection algorithm. 
For reflection reconstruction, Eq. (2.28) was discretized for the individual 
elements of the linear transducer array.  In a manner similar to the one described 
in Chapter 3, the non-existence of out of plane data and limited recording surface 
 
(a) 
 
 
(b) 
Figure 4.14: Phantom scan with linear transducer using conventional ultrasound method (a) and 
Kirchhoff method (b). 
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was compensated in the following way: individual elements were weighted as 
half annuli, and beyond the ends of the array the signal had to be aliased to zero.  
The result of the image reconstruction for the Ultrasonix software is shown 
in Figure 4.14 (a) and the Kirchhoff planar surface reconstruction in Figure 4.14 
(b).  The difference in image sizes is due to the additional displays on the screen 
of the commercial product. 
4.4.2 Circular Array 
To adapt the circular array which contains 256 individual elements to the 
Ultrasonix workstation built with 128 element connector ports, an adaptive cable 
needed to be constructed.  By referencing the pinouts of both the circular ring ar-
 
 
 
 
 
(a) 
 
(b) 
Figure 4.15: Adapter created to allow an array of 256 elements to be used on a 128 element ma-
chine. 
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ray and the channel board diagram for the Ultrasonix machine, we were able to 
create a splitter that allowed for 128 of the 256 elements of the circular ring array 
to be used at a time as a single array of elements (see Figure 4.15).  We chose 
to use every other neighboring transducer so as to maintain the same geometry 
but with less signal coverage for a single acquisition.  The adapter contains two 
plugs to go to two ports on the workstation, so that the program could simply be 
triggered electronically to scan on the remaining 128 elements as a separate 
data acquisition.  Using both data sets (if no motion occurs) we can maintain half 
of the signal coverage as that of an array with all 256 communicating elements.  
The available software at the time did not allow for cross-talk between individual 
transducers to reestablish this signal loss; however, a pending update of the soft-
ware claims to enable such an option. 
A scan of the physical phantom was acquired and processed with 128 ele-
 
Figure 4.16: Physical phantom image results with commercial hardware and ring array. 
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ments.  Once again, the scan consisted of individual transducers transmitting se-
quentially around the ring while all elements received on individual channels.  
The signals for each transmit/receive pair were again stored into a data file to be 
processed for image reconstruction.  A comparative image could not be pro-
duced with the Ultrasonix imaging software due to incompatibility with the ge-
ometry of the ring and the geometry of the commercial imaging algorithm.  The 
two-dimensional image reconstruction of the reflection amplitudes can be seen in 
Figure 4.16. 
4.4.3 Commercial Application Conclusion 
The aim of this experiment was the overall proof of concept that the ring 
hardware geometry and the algorithms described earlier could be successfully 
applied to commercially available systems already in use.  Overall, the experi-
ment was a success.  Some complications arose due to slight mismatch of sys-
tem design for things such as transmit pulse and our inability to utilize all of the 
elements of the ring array at the same time.  These limiting factors slightly de-
graded the optimization of the use of the ring array.  However, these factors are 
readily solvable by changes in software implementation, and by overcoming 
them, enable full application to the commercial devices. 
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CHAPTER 5  
PHYSICAL CORRECTIONS 
 
Thus far, the discussion has been based entirely on constant sound speed 
media with no attenuating properties of the tissue.  However, in reality the breast 
is a heterogeneous medium, especially when masses are present.  Additionally, 
in some cases the contrast between the breast and the coupling medium being 
used (i.e. water) can create substantial errors when using a constant medium 
approximation.  In this chapter, we introduce the sound speed and attenuation 
images created with the transmission waves, and determine how they will be 
useful in developing the reflection method.  Note that these images when used in 
conjunction can well characterize the breast tissue of interest, with detailed 
method being discussed elsewhere. 29-34   The examples used in this chapter are 
results taken from an in vivo data set of a dense breast with a large cyst. 
 
5.1 Sound Speed 
For an average sound speed model (i.e. homogeneous medium), Eq. (3.1) 
can be calculated geometrically to give acceptable first order results.  However, 
Table 1: Sound propagation velocities of various tissues.4 
Material 
Sound Speed c 
[km·s-1] 
Air 0.331 
Fatty tissue 1.450 
Water 1.480 
Soft tissue 1.540 
Muscle 1.585 
Bone 4.080 
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in human tissue, the sound speed can have considerable variance, as can be 
seen in Table 1.4  In our system, sound speed maps (Figure 5.1(b)) are made in 
conjunction to the method of reflection imaging using transmitted signals, which 
allows for correction of travel times within an inhomogeneous medium.  An eiko- 
 
(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 5.1: Figure of travel time table from a transducer element (location noted by the dot) cre-
ated with a constant sound speed model (a).  Figure of sound speed model (b) with units of km/s. 
Figure of travel time table from a transducer element created with the variable sound speed 
model (c).  The difference between the variable time table and the constant sound speed travel 
time is illustrated in figure (d).  All travel time charts are in units of µsec. 
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nal solver program is used to process the sound speed images and produce a 
unique travel time table from each transducer element to the entire reconstruc-
tion area (see Figure 5.1(c)).35  The eikonal solver imports the grid of sound 
speeds, and turns it into a slowness map.  Following Snell’s Law of refraction 
(c1·sinθ2 = c2·sinθ1), the eikonal program steps through the slowness map, begin-
ning at the specified transition position creating a grid of travel times with respect 
to the position of the transmitter.  My assimilation of this consideration into the 
algorithm is demonstrated graphically in the Appendix. 
Using this table of time values and interpolating to the grid size of reflec-
tion allows us to accurately determine t and tR for summation in Eq. (3.1).  This 
allows for wave amplitude interference, both constructive and destructive, to align 
more accurately.  The calculated travel time differences between constant and 
variable sound speed models are pictured in Figure 5.1(d).  As can be seen the 
 
(a) 
 
(b) 
Figure 5.2: Image reconstruction with the use of a sound speed model for more accurately cal-
culated travel times.  Note the focusing and contrast enhancement of edges in the resulted image 
of (b) compared to the original image shown in (a).  Overall interference effects are more accu-
rately superimposed.  The sound speed image Figure 5.1(b) was used for this reconstruction. 
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variation from the constant model is small in the water region but grows rapidly in 
the region of and beyond the heterogeneous breast medium.  The resulting im-
ages produced with this method benefit from enhanced contrast and sharper 
edges due to this alignment as shown by the skin, internal fibrous structure, and 
cyst wall in Figure 5.2.  The constructive interference additionally boosts coher-
ent signal which was previously buried by travel time misalignment. 
 
5.2 Attenuation 
 As sound waves propagate through media, energy is lost in the primary 
wave due to both scatter and energy absorption, this is known as attenuation to 
the signal.  Signal decay due to attenuation can be predicted with theoretical 
consideration of shear viscosity η and bulk viscosity ζ in fluids, however in prac-
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Figure 5.3: Graphical representation of signal attenuation.  The dark blue line shows a constant 
signal attenuation at .8db/cm, a common value for tissue.  The signal is further degraded by geomet-
ric energy spreading as shown with a 2-D representation for the white line, and even stronger for the 
3-D case as demonstrated by the red line.  The geometric spreading here is reduced by assuming 
the starting depth at -10mm to avoid singularity. 
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tice it is more practical to measure attenuation in order to calculate viscosity.  
The attenuation coefficient for a fluid can be given by 
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where Kth is the thermal conductivity of the fluid, and cV and cp are the specific 
heat per unit mass at a constant volume and pressure respectively.  The ampli-
tude A of a wave then decays from an initial amplitude Ao following the equation 
 
d⋅−
⋅=
α
eAA o  (5.2) 
at a depth d from the initial amplitude.  Here, the units of the attenuation coeffi-
cient α are nepers per unit length.  In common practice for sound waves, the unit 
to express amplitude is the decibel (dB), which is also an exponential ratio with 
base 10 instead of e.  The effect of signal attenuation in conjunction with geomet-
rical spreading can rapidly decay the amount of energy detectable in the signal, 
as represented by Figure 5.3. 
Table 2: Attenuation coefficients of various materials in the body. 
Material 
Attenuation Coefficient 
[dB·cm-1·MHz-1] 
Fat 0.63 
Skeletal muscle along fibers 1.3 
Skeletal muscle across fibers 3.3 
Cardiac muscle 1.8 
Blood 0.18 
Bone 20.0 
Lung 41.0 
Liver 0.94 
Kidney 1.0 
White matter along fibers 2.5 
White matter across fibers 1.2 
Gray matter 0.5-1.0 
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 For the materials of diagnostic ultrasound, the attenuation coefficients 
are approximated by a linear frequency dependence and are commonly repre-
sented as dB·cm-1·MHz-1.  A list of attenuation coefficients for various tissues in 
the body are outlined in Table 2 as measured by Bushong and Archer.36  Landini 
and Sarnelli tested nonlinear ultrasound attenuation response of breast tissues to 
various frequencies.37  The results of these experiments are outlined in Table 3. 
 Corresponding attenuation maps (Figure 5.4(b)), created from transmis-
sion signals, can be invoked to appropriately scale the amplitude of the signal for 
the different wave paths propagating through differing media.  The attenuation 
image contains a 2-D array of attenuation coefficients µ, created assuming a nar-
row frequency band signal, which are read into the reflection algorithm and then 
used to calculate the total signal decay through the traveled wavepath.  Note that 
some attenuation artifacts do arise from the recreation method, leading to im-
proper correction in the reflection images.  Negative values in the attenuation 
map correspond to errors in measured magnitude of the wave signal or mis-
alignment of signal energy.  The following equation is used 
Table 3: Attenuation coefficients of breast tissue specimens displaying nonlinear response with 
respect to frequency measured in MHz. 
Material 
Attenuation Coefficient 
[dB·cm-1] 
Fatty tissue 0.31+0.034 f 1.1 
Medullary carcinoma 0.16+0.041 f 1.4 
Scirrhous carcinoma 0.37+0.078 f 1.4 
Fibrosis 0.41+0.113 f 1.5 
Fibrofatty parenchyma 0.44+0.225 f 1.4 
 77  
  
 
 
 
dl
fo
oAA
⋅∫
⋅=
d
20
1
10
µ
, 
(5.3) 
where Af is the detected signal, Ao is the desired boosted signal, µ is in units of  
 
(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 5.4: Figure of accumulated average attenuation from a transducer element (location 
noted by the dot) created with a constant attenuation model (a).  Figure of attenuation model (b). 
Figure of accumulated average attenuation table from a transducer element created with the vari-
able attenuation model (c).  The difference between the constant attenuation travel time and the 
variable attenuation table is illustrated in figure (d).  All charts are in units of dB/cm. 
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decibels per cm, and the integral is taken over the path from the transmitter to 
the reflection point and then to the receiver (implementation can be seen in the 
Appendix).  The current reconstruction algorithm approximates this integral as an 
average attenuation coefficient over discrete pixels (Figure 5.4(c)), which is then 
multiplied by the path length for the total attenuation.  The calculated attenuation 
differences between constant and variable attenuation models are pictured in 
Figure 5.4(d).  From the figure, it is clear that the attenuation in the water is over-
estimated by the constant model of .5dB/cm and is largely underestimated when 
the signal passes through the breast tissue.  The effect of this compensation is 
made clear in Figure 5.5.  The original image was reconstructed using constant 
attenuation coefficient of 0.5 db/cm for compensation.  The variable method 
properly boosts signals attenuated by tissue, but does not create unnecessary 
 
(a) 
 
(b) 
Figure 5.5: Results of attenuation compensation, which helps to amplify signal to the center of 
the image.  The original image (a) was constructed using a constant attenuation coefficient of 0.5 
db/cm.  The attenuation map (Figure 5.4(b)) was then used to properly compensate for attenua-
tion variations to create (b). 
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noise in the water.  In an ideal case, an attenuation map would be produced on a 
frequency and transducer dependent basis to account for frequency and direc-
tional dependence of absorption and scatter on the signal and then uniquely ap-
plied to each reflection waveform.  However, this method would add a substantial 
amount of time to the reconstruction method, consume a large amount of data, 
and additionally the current system does not provide adequate signal sampling to 
create individual maps for each transducer. 
 Figure 5.6 demonstrates the overall improvement of compensation for 
both variable sound speed and attenuation.  Signal gains are properly applied to 
maintain consistency within similar tissue, and travel times are properly calcu-
lated to give accurate edge resolution.  Figure 5.7 shows numerically the im-
provement in image quality along the boundary of the cyst.  The peak values at 
 
(a) 
 
(b) 
Figure 5.6: This reconstruction includes all aspects of signal compensation.  The variable sound 
speed and attenuation models have been applied in (b).  Compared to the original image (a), the 
cyst wall and skin are complete and in focus, and the tissue signal maintains continuity due to a 
proper mapping of signal loss.  The line indicates the measured segment. 
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the boundary are much higher in the compensated case than the constant case 
recreated assuming homogeneous media.  When compared to the background 
value of the signal, this numerically models the contrast improvement of the 
boundary.  Comparing the full width at half maximum of this peak demonstrates 
the sharpness of the boundary.  The width of the uncorrected model is wider than 
that of the corrected model, showing the improvement in sharpness of the image.  
The noise background levels when normalized maintain roughly the same magni-
tude in this measurement. 
Preliminary implementations of these corrections indicated that for each 
correction applied, the calculation time of the image roughly doubled.  Thus, for 
proper sound speed and attenuation correction, the image reconstruction dura-
tion is roughly increased by a factor of four.  This value has yet to be determined 
for the case of fully optimized code and parallel processing. 
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Figure 5.7: Graphical representation of pixel values through the cyst boundaries.  The cyst walls 
occur at 10 mm and 48.3 mm. 
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CHAPTER 6  
CLINICALLY RELEVANT EXAMPLES  
 
This section contains multiple examples of reflection images created using 
the Kirchhoff migration method for breasts with varying densities and different 
masses.  The densities include fatty, scattered fibroglandular, heterogeneous, 
and extremely dense.  The densities were identified as listed by the resident di-
agnosis and clinical report of the patient.  The masses range from cysts and fi-
broadenomas to cancerous tumors and were also identified from both preliminary 
diagnosis and pathological reports.  The chosen slices represented here were 
those selected by the clinical review as the best representation of the mass in 
that particular case study.   
When calibrating the algorithm, the focus was on the current generation 
ring transducer for the Ultrasound Tomography program.  Some images pro-
duced in this section were constructed using data acquired with the previous 
generation prototype. 
For the scanning technique developed by this project, to identify the na-
ture of the mass in question, we can compare the properties of the mass with all 
three modalities—sound speed, attenuation, and reflection.  One important as-
pect of this method is that we do not need to apply some formerly used tech-
niques of identifying masses from produced ultrasound reflection artifacts.  These 
artifacts are no longer necessary nor desired with this method because the mate-
rial parameters formerly interpreted from the imperfections in the image are now 
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presented in a separate quantitative image, i.e. the attenuation and sound speed 
images. 
For each reflection image, the corresponding sound speed and attenua-
tion images are included as they were used in the algorithm for proper travel 
times and anticipated signal decay.  Additionally, for proper classification of the 
masses, the sound speed and attenuation maps, as mentioned, are required to 
quantitatively assess masses.  When viewed using image viewing software, the 
three images can be synchronized with cursor positioning over the image areas.  
Another viewing tool is to apply a color scale to each of the image modalities and 
overlay all three images to create a fused image of all tissue parameters.38  
However, this process is still in the experimental phase because in performing 
the fusion, the numerical values of the sound speed and attenuation are normal-
ized and thus lose their physical representation. 
 
6.1 Densities 
The density of the breast tissue is extremely varied on a case to case ba-
sis.  This parameter has a large impact on the visualization of tissue attributes.  
Dense tissue is highly attenuating, and can thus degrade the quality of signal and 
in return the resulting image.  Breast Imaging Reporting and Data System (BI-
RADS) is a categorizing scale used to allocate the findings of breast density in 
the case of mammography to four separate groups.39,40  These groups are in or-
der of breast density composition: predominantly fatty (less than 25% dense 
glandular tissue), scattered glandular (25-50% dense tissue), heterogeneously 
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dense (50-75% dense tissue), and extremely dense (greater than 75% dense tis-
sue).  However, when placed into these categories, there is dependence on the 
interpretation by the radiologist.41  Examples of each of these density classifica-
tions as imaged with ultrasound tomography can be seen in Figure 6.1. 
 
 
(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 6.1: Examples of breasts with different densities.  The images represent the densities as 
follows (a) fatty (b) scattered glandular (c) heterogeneously dense (d) dense. 
 84  
  
 
6.2 Malignant Tumors  
In this section we highlight clinical examples of breasts which contain can-
cerous masses.  The densities of the breasts in the examples vary for compara-
tive purposes.  Imaging characteristics of a carcinoma can include a combination 
of the following: gradient shadowing, poorly defined and/or irregular edges, sur-
rounding structural distortion of fibers and tissue.5,42  These criteria contribute to 
what is known as the level of suspicion (LOS) as defined by André et al.  Table 4 
shows the defining characteristics used to qualitatively define masses in conven-
tional ultrasound.  The level of suspicion score is then calculated from the criteria 
findings as listed in Table 5 in the following section.  To emphasize the visualiza-
tion of distortion for these examples, we have included enlarged images of the 
RF data in the region of interest around the mass in question. 
 
Table 4: Differentiation characteristics to establish a mass level of suspicion. 
Criteria Associated with Benign 
Lesions 
Criteria Associated with Malignant 
Lesions 
Spherical/ovoid/lobulated Irregular shape 
Linear margin Poorly defined margin 
Homogeneous texture Central shadowing 
Isoechoic/anechoic Distorted architecture 
Edge shadow Calcificationsa 
Parallel to the skin Skin thickening 
Distal enhancementb  
Dilated duct/mobile  
a
 Beyond the resolution of the current prototype 
b
 Not visualized with reflection using ultrasound tomography 
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(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 6.2: Example of a fatty breast with ductal carcinoma. (a) sound speed (b) attenuation 
(c) reflection (d) zoomed in RF image of mass area represented by dashed line emphasizes ar-
chitectural distortion. 
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(a) 
 
(b) 
 
(c) 
  
(d) 
Figure 6.3: Example of a scattered density breast with ductal carcinoma. (a) sound speed 
(b) attenuation (c) reflection (d) zoomed in RF image of mass area represented by dashed line 
emphasizes architectural distortion. 
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(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 6.4: Example of a scattered density breast with ductal carcinoma.  Alternate slice of 
Figure 6.3. (a) sound speed (b) attenuation (c) reflection (d) zoomed in RF image of mass area 
represented by dashed line emphasizes architectural distortion. 
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(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 6.5: Example of a scattered density breast with ductal carcinoma.  Slice from Figure 3.16 
that contains the mass. (a) sound speed (b) attenuation (c) reflection (d) zoomed in RF image of 
mass area represented by dashed line emphasizes architectural distortion. 
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(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 6.6: Example of scattered density breast with a cancer. (a) sound speed (b) attenuation 
(c) reflection (d) zoomed in RF image of mass area represented by dashed line emphasizes archi-
tectural distortion. 
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(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 6.7: Example of breast with scattered density and ductal carcinoma. (a) sound speed 
(b) attenuation (c) reflection (d) zoomed in RF image of mass area represented by dashed line 
emphasizes architectural distortion. 
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(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 6.8: Example of scattered density breast with ductal carcinoma. (a) sound speed (b) at-
tenuation (c) reflection (d) zoomed in RF image of mass area represented by dashed line empha-
sizes architectural distortion. 
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(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 6.9: Example of a heterogeneous breast with carcinoma. (a) sound speed (b) attenuation 
(c) reflection (d) zoomed in RF image of mass area represented by dashed line emphasizes archi-
tectural distortion. 
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6.3 Benign Masses 
In this section we demonstrate the visualization of non-cancerous masses.  
Unlike malignant tumors, the properties of benign tumors usually include homo-
geneous shadowing and well defined boundaries.  The masses in this section 
include cystic tumors and fibroadenomas in breasts of various densities.  For 
some cases, little structure is seen in the corresponding sound speed and at-
tenuation images, however arrows are still positioned to indicate the area in 
these modalities.  Additionally, some shadowing characteristics are deempha-
sized here due to contrast limitations of the document.  In general, the masses 
for the benign examples in this section appear as dark regions with respect to the 
surrounding tissue with smooth well defined boundaries.  Using the defining 
properties of Table 4 for the examples here, most of the examples in this section 
would achieve a LOS lower than 3 as defined in Table 5.  An additional example 
of a well defined cyst within a dense breast is the patient example that was used 
to demonstrate the compensation parameters in Chapter 5. 
 
Table 5: Scoring parameters used to define the mass level of suspicion. 
LOS Diagnosis Number of Criteria 
5 Malignant 5 malignant criteria 
4 Probably malignant 3-4  malignant criteria 
3 Indeterminate criteria 1-2  malignant criteria 
2 Probably benign 0  malignant criteria 
1 Benign 0  malignant criteria & all benign criteria 
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(a) 
 
(b) 
 
(c) 
Figure 6.10: Example of a scattered density breast with a cyst and fibroadenoma. (a) sound 
speed (b) attenuation (c) reflection 
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(a) 
 
(b) 
 
(c) 
Figure 6.11: Example of a scattered glandular breast with non-malignant fibrosis and cyst forma-
tion. (a) sound speed (b) attenuation (c) reflection 
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(a) 
 
(b) 
 
(c) 
Figure 6.12: Example of heterogeneously dense breast with an unidentified masses, suspect of 
fibroadenoma. (a) sound speed (b) attenuation (c) reflection 
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(a) 
 
(b) 
 
(c) 
Figure 6.13: Example of heterogeneously dense breast with a cyst.  An alternate slice of Figure 
6.12.(a) sound speed (b) attenuation (c) reflection 
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(a) 
 
(b) 
 
(c) 
Figure 6.14: Example of a heterogeneously density breast with a cyst. (a) sound speed 
(b) attenuation (c) reflection 
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(a) 
 
(b) 
 
(c) 
Figure 6.15: Example of dense breast with a cyst not well represented by transmission data. 
(a) sound speed (b) attenuation (c) reflection 
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(a) 
 
(b) 
 
(c) 
Figure 6.16: Example of dense breast with a cyst.  Alternate slice of Figure 6.15. (a) sound speed 
(b) attenuation (c) reflection 
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(a) 
 
(b) 
 
(c) 
Figure 6.17: Example of dense breast with multiple benign cysts. (a) sound speed (b) attenuation 
(c) reflection 
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(a) 
 
(b) 
 
(c) 
Figure 6.18: Example of extremely dense breast with fibroadenoma. (a) sound speed 
(b) attenuation (c) reflection 
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(a) 
 
(b) 
 
(c) 
Figure 6.19: Example of dense breast with a cyst.  This reflection image was created with volume 
averaging enhancement (a) sound speed (artifacts at the 8 o’clock position) (b) attenuation 
(c) reflection 
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6.4 Clinical Summary 
 The results of this chapter demonstrate the variability and necessity of the 
error corrected reflection modality.  The strongest aspect of the reflection mode is 
the ability to detect and resolve cysts, especially in dense tissue.  The sound 
speed reconstruction in some cases is unable to detect the cyst when embedded 
in dense tissue.  This is due to the similarities in the characteristic sound speed 
of the fluid within the cyst and the surrounding breast media.  However, there is 
still a change in impedance across the interface; thus, the reflected signal recon-
structs the boundary quite clearly. 
 Additionally, in the case of malignant tumors, the architectural distortion 
detectable in the RF mode of reflection is a critical factor for the characterization 
of a tumor.  Though not commonly used for diagnosis, a suspicious legion could 
be examined in RF mode in specific cases when other factors indicate the pres-
ence of a mass. 
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CHAPTER 7  
CONCLUSIONS 
 
The results given in this project have indicated that proper corrections to 
the Kirchhoff migration method yields improved quality images due to the inher-
ent sensitivity to amplitude interference and superposition for signal coherence 
within the imaging region.  The overall contrast is also improved by the general 
increase of the signal to noise ratio and signal coverage via the inclusion of addi-
tional receivers.  This result indicates that we may venture far away from the 
standard planar Kirchhoff reconstruction approximation, yet still gain overall im-
age quality. 
By using a variable sound speed model, wave amplitude interference 
aligns more accurately.  This allows for proper cancellation of noise, alignment of 
boundaries, and boosting of real signal.  Without variable sound speed, the re-
construction method still provides reasonable reconstructions, provided the ac-
tual sound speed of the material does not vary too largely from an average ap-
proximated value. 
The variable attenuation model drastically improves signal loss due to ma-
terial absorption and scatter.  Additionally, it does not blindly overcompensate as 
in the case of constant attenuation assumption or manual time gain control.  In 
these experiments, however, it should be noted that for proper restoration of the 
non-attenuated wave amplitude, we would need the total absorption and scatter 
through a specific path in the tissue, including out-of-plane scatter.  Additionally, 
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the frequency components of attenuation should be considered independently.  
The method for creating the current attenuation images does not distinguish 
these differences, and thus over-estimates the attenuation of the tissue when 
creating a single map of attenuation coefficients.  If not scaled down, this can re-
sult in an over-enhancement of echogenicity.  Furthermore, attenuation compen-
sation potentially boosts noise if the signal is not properly processed before ap-
plying these compensations.  For these current results, the wave paths for at-
tenuation compensation are approximated by straight rays, potentially creating 
some areas of improper enhancement.  Proper implementation to account for all 
of these parameters has been considered, but many compromises become ap-
parent, namely computational costs and the ability to resolve coherent data be-
low noise level. 
By applying all of the enhancements to the image migration method—
variable sound speed, variable attenuation, and large reconstruction aperture—
the Kirchhoff migration method greatly enhances the overall contrast, sharpness, 
edge boundaries, and possible resolution of the reconstructed reflection image.  
The greatest improvements are expected to continue to materialize in cases of 
denser tissue, which is the most important clinical case due to difficulties it poses 
for standard imaging and because of the link of breast cancer risk to breast den-
sity.43-45   
Initial experiments with application to commercially available existing con-
ventional ultrasound devices have also proved successful.  These results indi-
cate a universal application of the Kirchhoff method to different reconstruction 
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geometries, as well as the potential to expand the use of the prototype to existing 
hardware.  However, the sound speed and attenuation corrections are currently 
limited to the ability to compute these values, which for the case of clinical imag-
ing require transmission tomography. 
An important caveat of this method of data acquisition and reconstruction 
is that some tissue analysis parameters used for conventional ultrasound cannot 
be directly applied to the reflection images created here.  Since we compensate 
for parameters inaccessible to standard ultrasound and overlay reflection charac-
teristics from multiple angles, the standard process of mass identification through 
shadows and boundary displacement must be slightly modified to rely on trans-
mission images.  Prospectively, this mass identification process will ultimately 
include not only the reflection properties of the tissue, but the sound speed and 
attenuation characteristics in conjunction. 
To create the enhanced images, the overall tradeoff is the large computa-
tional cost, and hence the code will need to be optimized and parallelized in or-
der to maximize efficiency.  The most efficient combination of methods to bal-
ance between computational time and image quality has yet to be determined.  
Obviously, there are also great dependencies on the quality and speed of crea-
tion of the attenuation and sound speed models, which also currently plead to be 
optimized and automated alongside the reconstruction of the reflection images.  
For such future programming obstacles, Moore’s Law is expected to be on the 
side of science. 
The reflection characteristics of tomographic ultrasound represent an in-
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dispensible cornerstone of proper mass identification.  The results of my work 
support the clinical importance of the application of the Kirchhoff based reflection 
reconstruction method with proper sound speed and attenuation compensation 
parameters for the visualization and classification of masses and tissue. 
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APPENDIX 
SOURCE CODE FLOW CHART 
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CREATE TRAVEL TIME MAPS Routine 
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CREATE ATTENUATION MAPS Routine 
 
Set 
Transducer 
Last 
Transducer? 
Return To Main Chart 
START 
Calculate Attenuation Along 
Path 
No 
Yes 
Read Global Attenuation Map 
Resize And Smooth Attenuation 
Map To Specified Dimension  
Store To Path Average  
Attenuation Map 
Set Attenuation  
x-Coord 
Set Attenuation  
y-Coord 
Last x Position? 
No 
Yes No 
Yes 
Last y Position? 
 112  
  
 
PREPROCESS DATA Routine 
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DO MIGRATION Routine 
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ABSTRACT 
INNOVATIVE ACOUSTIC REFLECTION IMAGING TECHNIQUES AND 
APPLICATION TO CLINICAL BREAST TOMOGRAPHY 
by 
STEVEN P. SCHMIDT 
August 2010 
Advisor: Dr. Zhi-Feng Huang 
Co-Advisor: Dr. Nebojsa Duric 
Major: Physics 
Degree: Doctor of Philosophy 
 Conventional ultrasound techniques use beam-formed, constant sound 
speed ray models for fast image reconstruction.  However, these techniques are 
inadequate for the emerging new field of ultrasound tomography (UST). We pre-
sent a new technique for reconstruction of reflection images from UST data. We 
have extended the planar Kirchhoff migration method used in geophysics, and 
combined it with sound speed and attenuation data obtained from the transmis-
sion signals to create reflection ultrasound images that are corrected for refrac-
tive and attenuative effects.   
The resulting techniques were applied to simulated numerical phantom 
data, physical phantom data and in-vivo breast data obtained with an experimen-
tal ring transducer prototype. Additionally, the ring transducer was customized to 
test compatibility with an existing ultrasound workstation.  We were able to obtain 
independently recorded radio-frequency (RF) data for individual transmit-receive 
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pair combinations for all 128 transducers.  The signal data was then successfully 
reconstructed into reflection data using the Kirchhoff migration techniques.  
The results from the use of sound speed and attenuation corrections lead 
to significant improvements in image quality, particularly in dense tissues where 
the refractive and scattering effects are the greatest.  The procedure was applied 
to a variety of breast densities and masses of different natures.  The resulting re-
flection images successfully resolved boundaries and textures. 
The reflection characteristics of tomographic ultrasound maintain an indis-
pensible position in the quantification of proper mass identification.  The results 
of this project indicate the clinical significance of the invocation of properly com-
pensated Kirchhoff based reconstruction method with the use of sound speed 
and attenuation parameters for the visualization and classification of masses and 
tissue. 
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