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Abstract
A random phase property is proposed for products of random matrices drawn from
any one of the classical groups associated with the ten Cartan symmetry classes of non-
interacting disordered Fermion systems. It allows to calculate the Lyapunov spectrum
explicitly in a perturbative regime. These results apply to quasi-one-dimensional random
Dirac operators which can be constructed as representatives for each of the ten symmetry
classes. For those symmetry classes that correspond to two-dimensional topological in-
sulators or superconductors, the random Dirac operators describing the one-dimensional
boundaries have vanishing Lyapunov exponents and almost surely an absolutely contin-
uous spectrum, reflecting the gapless and conducting nature of the boundary degrees of
freedom.
PACS: 72.15.Rn, 73.23.-b
The theory of products of random matrices has successfully been applied to the analysis
of Anderson localization effects in quasi-one-dimensional disordered quantum systems. In the
mathematical literature [BL], particular focus has traditionally been put on time-reversal in-
variant systems without spin, for which the transfer matrices are in the symplectic group. On
the other hand, it is well known from work of Altland and Zirnbauer [AZ, HHZ] (see also
[SRFL, RSFL]) that all disordered systems of non-interacting Fermions can be fully classified
by their behavior under time-reversal, particle-hole and so-called chiral (or ‘sublattice’) sym-
metries (denoted in the sequel by TRS, PHS and SLS). There are precisely ten ways a system
of non-interacting Fermion can respond to these symmetires, and the resulting ten symme-
try classes are in one-to-one correspondence with the ten (non-exceptional) symmetric spaces
classified by E. Cartan. In one dimension this leads to transfer matrices in classical groups
other than the symplectic group (see Section 1 below for terminology), and in fact each of
the non-exceptional groups of the Cartan classification appears as the transfer matrix group
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of an adequate quasi-one-dimensional model. For instance, an SLS implies implies reflection
symmetry of the spectrum about a special energy, and this may occur, e.g., as a consequence
of a sublattice structure. The best known example for this is probably the Dyson model with
off-diagonal disorder, for which the transfer matrices at zero energy have such a chiral symme-
try (it is in the chiral orthogonal class). On the other hand, the Bogoliubov-de Gennes (BdG)
classes describe quasi-particles in dirty superconductors. The BdG Hamiltonian describing the
quantum dynamics of the Fermionic quasiparticles inside the superconductor possesses by con-
struction a built-in PHS, relating particles to holes. Representatives for all symmetry classes
can be constructed in terms of one-dimensional random Dirac operators with the corresponding
symmetries [BMSA, BFGM]. The interplay between physical symmetries of these Hamiltonians
defining the ten Cartan classes and the symmetries of the transfer matrix group is reviewed
in Sections 3 and 4 below, see also [CaM, SRFL]. Of course, apart from this physically moti-
vated application, the study of random products in each of the classical groups is of intrinsic
mathematical interest as well.
The most interesting quantities associated to such random products are the Lyapunov ex-
ponents γp ≥ γp+1 with p = 1, . . . , N , where N is the fixed size of the square random matrices.
They are the exponential growth rates of the singular values of the random matrix products,
and their formal definition is recalled in Section 2. The collection of these exponents constitutes
the Lyapunov spectrum. In the applications to quasi-one-dimensional random quantum sys-
tems, the smallest non-negative Lyapunov exponent is the inverse localization length and hence
has a direct and important physical interpretation. Its positivity is also a crucial prerequisite
for mathematical proofs of Anderson localization [BL]. The remaining part of the Lyapunov
spectrum is also of physical interest. Indeed, all singular values enter into the expression for
the conductance (calculated for a large, but finite number of random matrices, so that strictly
speaking not the Lyapunov exponents themselves are relevant). Furthermore, the equidistance
of the Lyapunov spectrum enters for example into the analysis of the shot noise [BB]. For these
reasons, and for its own sake, it is interesting to calculate the Lyapunov spectrum of a given
model.
In the physics literature, the approach most widely used for the study of the Lyapunov spec-
trum is based on the Dorokhov-Mello-Pereyra-Kumar (DMPK) equations [Dor, MPK]. These
equations are universal (in the sense that they do not contain model dependent information
other than the above-mentioned symmetry properties), and their derivation relies on the so-
called maximal entropy Ansatz. A recently proposed alternative approach [RS2] is closer to
the theory of products of random matrices and the numerical transfer matrix method. One
considers the random action of the transfer matrices on adequate frames (orthogonal coordinate
systems). Each frame specifies an increasing sequence of subspaces, so that the action can also
be seen as an action on the collection of compact Grassmannians. For each dimension, this
leads to a Markov process which is known to have a unique invariant measure ν, called the
Furstenberg measure [Fur, BL]. The random phase property (RPP) supposes that this measure
ν is given by the geometric invariant measure on the Grassmannian. In [RS2] the RPP was
only studied for the three standard symmetry classes, and in the present work this notion is
extended to treat the other symmetry classes of BdG and chiral type. Moreover, the formu-
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lation of the RPP presented here is of more geometric and conceptual nature than in [RS2].
In order to keep the presentation and concepts clear, we choose not to include models with
hyperbolic (closed) channels here, even though this would be straightforward along the lines of
[RS2]. Models for which the RPP holds exactly can easily be constructed, see Section 2. As
discussed in [RS2], the RPP is considerably weaker than the maximal entropy Ansatz, and it
is amenable to numerical verification in concrete models.
It is well-known [Fur, BL] that the Lyapunov exponents are without approximation given
in terms of ν by the Furstenberg formula
γp = Eν(fp) ,
where fp is a certain explicitly calculable function on the Grassmannian, which depends also
on the distribution of the random matrices. Whenever the RPP holds, so that ν is given by the
geometric invariant measure on the Grassmannian, the calculation of the Lyapunov spectrum
thus reduces to the evaluation of the corresponding averages. These geometric invariant mea-
sures are given in terms of the Haar measure on the maximal compact subgroups of the given
classical groups, and all these compact subgroups are in turn given in terms of the unitary,
orthogonal, or symplectic group. While in principle it is known how to calculate these averages
[Wei, CS, CSt], it becomes algebraically feasible only in a perturbative regime of small random-
ness. This means that the matrices entering in the random products are close to unitary with
random deviations of small order λ > 0. In this situation the function fp can be expanded in
λ, and thus only the second and some fourth moments w.r.t. the geometric measures need to
be calculated. The necessary formulas are collected in the Appendix. The outcome are nice
and compact formulas for the Lyapunov spectrum in a perturbative regime. They are listed
for each symmetry class separately in the subsections of Section 2. In the case of a centered
random perturbation of strength λ they are in all cases given by roughly the same formula
γp = λ
2 CN
N − η p + η′
N
+ O(λ3) , (1)
with η ∈ {1, 2} and p-dependent η′ ∈ {0, 1
2
, 1}. The prefactor CN depends on the symmetry class
and on the details of the distribution of the random matrices, see the formulas in Section 2.
It is roughly given by CN ∼ 1N
∑
Var(Pn,m) where the sum runs over n,m = 1, . . . , N and
Var(Pn,m) is the variance of the (n,m)−entry of the random perturbation of order λ. These
explicit formulas for the Lyapunov exponents for all ten Cartan symmetry classes are a first
set of main results of the paper. They allow to read off the smallest non-negative Lyapunov
exponent and show the equidistance of the Lyapunov spectrum, provided the RPP holds. As
already pointed out above, it is possible to construct models for which the RPP holds exactly.
This is the case for the quasi-one-dimensional random Dirac operators constructed for every
symmetry class in Section 4.
The perturbative formula for fp leads to numerous terms which have to be combined to
the compact formula (1). Thus its proof is a rather lengthy and tedious algebraic calculation
in each symmetry class, carried out in Section 2 based on the formulas in the Appendix. We
feel this effort is justified by the results above as well as for the following reasons. In many
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applications, one is confronted with a weak coupling regime of the disorder. In particular, in
systems with only few channels (small N), the explicit form of the prefactors is of interest.
Often numerical calculations are carried out and the analytical formulas above allow to gauge
the accuracy of the numerical data (remembering that only the elliptic channels are taken into
account). If there are discrepancies this is a clear sign that one is confronted with a situation
in which the RPP does not hold. Furthermore, the treatment is exhaustive in the sense that
it covers all ten symmetry classes. The detailed list of the groups may serve as a reference,
as well as the discussions of peculiarities of the symmetry classes (such as symmetry enforced
or accidental degeneracies of the Lyapunov spectrum). This also highlights some differences
between the symmetry classes.
The second set of main results is connected with the possibility that the products of random
matrices may have vanishing Lyapunov exponents which are symmetry enforced, namely they
result from the defining relations of the classical group considered. The most basic example
of this type are products in the group U(N,M) with M > N , which have at least M − N
vanishing Lyapunov exponents (symmetry class A). This appears in an effective description
of the edge modes of 2D integer quantum Hall insulators in terms of quasi-one-dimensional
random Dirac operators. Subclasses of transfer matrices correspond to a description of edge
modes of the 2D thermal- (symmetry class D) [RG] and of the 2D spin quantum Hall insulator
(symmetry class C) [SMF]. By quasi-one-dimensional Kotani theory [KS] for random Dirac
operators [Sun, SS2] the vanishing of the M −N Lyapunov exponents implies the existence of
absolutely continuous spectrum of multiplicity M − N . Under supplementary conditions, the
arguments of [SS2] allow to show that there is no singular spectrum. For more realistic models
for integer quantum Hall insulators given by half-space magnetic operators, the stability of
the absolutely continuous spectrum under (disordered) perturbations can be demonstrated by
using positive commutators resulting from the edge channels [BP, FGW].
Other interesting cases with vanishing Lyapunov exponents concern quasi-one-dimensional
Hamiltonians in the Cartan classes AII and DIII which describe boundary states of two-
dimensional quantum spin Hall systems [KM] and time-reversal invariant dirty superconductors
[SRFL]respectively. Both systems possess time-reversal invariance and have spin-orbit interac-
tions. The parity of their channel number N can be understood as a Z2-invariant and, if it is
non-trivial (namely, N is odd), then there are again at least two vanishing Lyapunov exponents
(arising from Kramers’ degeneracy). This again leads to delocalization and to absolutely con-
tinuous spectral measures. The case AII was studied in detail in [SS2]. Here in Section 5 we
discuss how these results translate to the case DIII, and provide details on the effective models
for quantum Hall systems described above. Since the Cartan symmetry classes A, D, C, AII,
and DIII correspond precisely[SRFL] to the five topological insulators (superconductors) in two
spatial dimensions, and have therefore gapless (‘conducting’) boundary modes which are pro-
tected from Anderson localization[SRFL, RSFL], while on the other hand, the remaining five
Cartan symmetry classes can be Anderson localized by disorder, the vanishing of the Lyapunov
exponents in the first five classes reflects precisely the existence of 2D topological insulators
(superconductors) in these symmetry classes.
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1 A list of the classical groups
The classical groups in the sense of Weyl incorporate certain families of matrix groups. The list
is given in the first chapter of [GW] and recapitulated below. There is also a close connection
with the Cartan classification of symmetric spaces, because each non-compact classical group
from the list below corresponds to a non-compact Lie algebra in duality with a classical compact
symmetric space [Hel]. As such, there is a Cartan label associated to each classical group, and
this label has been used heavily in the physics community [AZ, BFGM, SRFL]. For this reason,
we also choose to attach the Cartan label to each classical group G, but at the same time also
the classical terminology is recalled in each case below. Because it will be heavily used later
on, we also recall the maximal compact subgroup U for each classical group G, as well as
peculiarities of the spectral theory of elements in G. The groups G with their Cartan label are
listed in Table 1, albeit in a different order than we go through them here. The groups will be
described using the matrices
J =
(
1 0
0 −1
)
, I =
(
0 −1
1 0
)
, K =
(
0 1
1 0
)
, (2)
where the identity 1 is of adequate size, mostly an N × N matrix. These are real matrices
satisfying J∗ = J , K∗ = K, I∗ = −I and 1 = J2 = −I2 = K2, which is why we call J and K
an even, but I an odd symmetry. In these formulas and below, A∗ = A
t
denotes the adjoint
given by the conjugate-transpose. The matrices J , I and K do not commute, and one has
KJ = I. Of course, one could use Pauli matrices instead, but they are not real, and this is
notationally less convenient for the discussion below. Writing ı =
√−1, the three involutions
J , K and ı I are isospectral, and one can pass from one to another by a unitary transformation.
In particular, the Cayley transformation C achieves the following:
C∗ J C = ı I , C J C∗ = K , where C =
1√
2
(
1 −ı 1
1 ı 1
)
. (3)
Moreover, C∗IC = ıK, CtKC = 1, CKCt = ıJ and CICt = −ıI. Among the possible
realizations of the classical groups, we choose ones for which the maximal compact subgroup
takes a particularly simple form, since this will allow us to simplify the calculation of averages
over these subgroups later on.
1.1 Class A
In Class A there are no further symmetries imposed. Thus GA = GL(N,C) is the set of all
invertible N×N matrices. The maximal compact subgroup UA = U(N) is given by the unitary
matrices.
1.2 Class AI
Class AI contains the subgroup of GA composed of the real matrices (invariant under the
operation of complex conjugation):
GAI = {T ∈ GL(N,C) ∣∣T = T } = GL(N,R) .
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Clearly the maximal compact subgroup UAI = O(N) is composed of the orthogonal matrices.
1.3 Class AII
The definition of Class AII is
GAII = {T ∈ GL(2N,C) ∣∣ I∗TI = T } = U∗(2N) .
Writing out the symmetry one readily checks that T ∈ U∗(2N) is of the form T = ( A B
−B A
)
with
entries given by N × N complex matrices. One obtains an N × N quaternion matrix from
T by setting F(T ) = A + Bj where j is the second of the standard unit quaternions ı, j, k
satisfying ı2 = j2 = k2 = ıjk = −1. This map F is a ∗-isomorphism from U∗(2N) to the group
GL(N,H) of invertible quaternion matrices. Thus the classes A, AI, AII simply correspond to
the invertible matrices over the fields C,R,H, respectively. The maximal compact subgroup of
U∗(2N) is the symplectic group
UAII = U∗(2N) ∩ U(2N) =
{(
A B
−B A
) ∣∣∣∣ A∗A+BtB = 1 , A∗Bt = BtA
}
= SP(2N) .
The spectral theory of T ∈ U∗(2N) has the following feature. If Tv = λv for some v ∈ C2N
and λ ∈ C, then T Iv = λ Iv, and furthermore the vectors v and Iv are linearly independent.
Indeed, suppose v =
(
a
b
)
satisfies v = µIv for some non-vanishing µ ∈ C. Then a = −µb
and b = µa, which combined imply a = −|µ|2a so that a = b = 0. This implies that the
real spectrum of T ∈ U∗(2N) has even geometric multiplicity, a fact that is called Kramers’
degeneracy in the physics literature. Actually, all the above also holds for all (possibly non-
invertible) matrices in the Lie algebra u∗(2N) (which by the above map F is mapped to all
N ×N quaternion matrices).
1.4 Class AIII
The group of Class AIII is defined by
GAIII = {T ∈ GL(2N,C) |T ∗ J T = J } = U(N,N) ,
for which the maximal compact subgroup is
UAIII = U(N,N) ∩ U(2N) =
{(
V 0
0 W
) ∣∣∣∣ V,W ∈ U(N)
}
= U(N)×U(N) . (4)
Elements of U(N,N) are often also called J-unitaries because they conserve the quadratic
form J . Their spectrum has a reflection property around the unit circle S1 because T −
λ1 = −λJ(T ∗)−1(T − (λ)−11)∗J so that the invertibility of T − λ1 is indeed equivalent to
the invertibility of T − (λ)−11. Note, however, that in general the two eigenvectors satisfy no
relation so that one also cannot conclude that each eigenvalue on the unit circle is degenerate.
Another important feature of the spectral theory in U(N,N) is that the eigenvectors v and
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w corresponding to eigenvalues λ and µ with µλ 6= 1 are J-orthogonal, namely w∗Jv = 0.
Indeed, Tv = λv and Tw = µw imply w∗Jv = (µ−1Tw)∗Jλ−1Tv = (µλ)−1w∗Jv which implies
the claim. For the generalized eigenvectors the same J-orthogonality holds. Let us sketch the
argument for the generalized eigenvector v′ of first degree, namely satisfying Tv′ = λv′ + v.
As w∗Jv = 0, one now has w∗Jv′ = (λ)−1w∗J(Tv′ − v) = (λ)−1w∗JTv′ = (µλ)−1w∗Jv′ = 0.
Iteration allows to analyze generalized eigenvectors of higher degree in a similar manner, as well
as the J-orthogonality between all generalized eigenvectors corresponding to eigenvalues λ and
µ satisfying µλ 6= 1. An alternative argument can be given using Riesz projections. Note that,
in particular, this shows that eigenvectors v corresponding to eigenvalues off the unit circle are
J-isotropic, that is, they satisfy v∗Jv = 0.
Class AIII also contains a generalization of the group GAIII defined above:
U(N,M) = {T ∈ GL(N +M,C) |T ∗GT = G } , where G =
(
1N 0
0 −1M
)
, (5)
and M ≥ N (say) are possibly different. Then U(N,M) ∩ U(N + M) = U(N) × U(M) is
the maximal compact subgroup. All the above arguments about the spectral theory still apply
to T ∈ U(N,M). In particular, the spectrum always comes in pairs λ, (λ)−1, and generalized
eigenvectors corresponding to eigenvalues λ and µ with µλ 6= 1 are J-orthogonal. This implies
that there are at most N eigenvalues off the unit circle, or, alternatively stated, at least M −N
eigenvalues on the unit circle (here both N and M−N give the algebraic multiplicity). Indeed,
let v1, . . . , vp be a maximal set of linear independent generalized eigenvectors of eigenvalues of
modulus larger than 1. By the above, they then span a p-dimensional G-isotropic subspace,
namely a subspace on which G seen as quadratic form vanishes. But the maximal dimension
of G-isotropic subspaces is N , so that p ≤ N .
1.5 Class CI
Class CI consists of the following subgroup of GAIII = U(N,N):
GCI = {T ∈ GL(2N,C) ∣∣T ∗ J T = J , K∗ T K = T } .
Its maximal compact subgroup is
UCI = GCI ∩ U(2N) =
{(
V 0
0 V
) ∣∣∣∣ V ∈ U(N)
}
∼= U(N) . (6)
The group GCI is actually a disguised version of the real non-compact symplectic group, namely
using the Cayley transform one has
C∗ GCI C = {T ∈ GL(2N,C) ∣∣T ∗ I T = I , T = T } = SP(2N,R) .
In this representation the maximal compact subgroup does not take a form as simple as (6).
The spectrum of T ∈ GCI has, of course, the S1-reflection property holding for any matrix in
GAIII, but, moreover, Tv = λv leads to T Kv = λKv. Thus the eigenvalues come in quadruples
λ, λ, λ−1, (λ)−1. Let us point out that v and Kv are, in general, not linearly independent.
Therefore one cannot conclude from the above that real eigenvalues are degenerate.
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1.6 Class DIII
Class DIII is also a subgroup of GAIII = U(N,N):
GDIII = {T ∈ GL(2N,C) ∣∣T ∗ J T = J , I∗ T I = T } .
Thus GDIII = U(N,N) ∩U∗(2N), and one can also view GDIII as a subgroup of GAII. In particular,
the map F described in Section 1.3 is well-defined on GDIII, and the image F(GDIII) is given by
those quaternion matrices F(T ) satisfying F(T )∗ıF(T ) = ı 1. Its maximal compact subgroup
is
UDIII = GDIII ∩ U(2N) =
{(
V 0
0 V
) ∣∣∣∣ V ∈ U(N)
}
∼= U(N) .
Taking the Cayley transform of GDIII one finds, using CtIC = ı I, another one of the classical
groups:
C∗ GDIIIC = {T ∈ GL(2N,C) ∣∣T ∗ I T = I , I∗TI = T } = SO∗(2N) .
Here the equation I∗TI = T can equivalently be replaced by T tT = 1, because the relation
T ∗IT = I holds. As to the spectral theory, again the S1-reflection property holds. Further-
more, Tv = λv implies T Iv = λ Iv so that again the spectrum comes in quadruples as in
GCI ∼= SP(2N,R). Furthermore, because GDIII ⊂ GAII, the real spectrum has again a Kramers’
degeneracy (see Section 1.3).
It is worth mentioning that the two symmetries J and I used in the definition of GDIII do
not commute. If the matrix size is 4N instead of 2N , which we realize by tensorizing with C2
(or equivalently, N is even in the above), then one can also use two commuting symmetries:
(CB)∗GDIIICB = {T ∈ GL(4N,C) ∣∣T ∗ I ⊗ 1T = I ⊗ 1 , 1⊗ I∗ T 1⊗ I = T } ,
where B = 2−
1
2
(
−ıI 1
1 ıI
)
. Indeed, then B∗ = B−1 = B as well as B 1 ⊗ IB = −ı I ⊗ 1 and
B∗I ⊗ 1B = −I ⊗ 1. This representation of the group GDIII appears as transfer matrices in
physical models with odd spin, where then 1⊗ I acts on the spin degree of freedom only (e.g.
[RS2]).
1.7 Class BDI
Class BDI is yet another subgroup of GAIII = U(N,N):
GBDI = {T ∈ GL(2N,C) ∣∣T ∗ J T = J , T = T } = O(N,N) .
Of course, GBDI is also the subgroup of GAI = GL(2N,R) specified by the relation T tJT = J .
Its maximal compact subgroup is
UBDI = GBDI ∩ U(2N) =
{(
V 0
0 W
) ∣∣∣∣ V,W ∈ O(N)
}
= O(N)×O(N) .
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As matrices in O(N,N) are real, λ is an eigenvalue if and only if λ is. Therefore, the spectrum
for matrices in O(N,N) comes again as complex quadruples, or real pairs λ, λ−1. These pairs
are in general not degenerate though (an example for a matrix in O(1, 1) with simple real
eigenvalue pairs is the hyperbolic rotation). Similarly as in (5), it is possible to define the
groups O(N,M) with maximal compact subgroup O(N) × O(M). Similar spectral properties
as for U(N,M) hold, but this will not be spelled out in detail.
1.8 Class CII
Class CII is also a subgroup of GAIII, however, with a symmetry that requires tensorizing with
another C2 so that the matrices are of size 4N × 4N . The symmetry in U(2N, 2N) is denoted
by J ⊗ 1 instead of just J in order to highlight the difference. Then
GCII = {T ∈ GL(4N,C) ∣∣T ∗ J ⊗ 1T = J ⊗ 1 , J ⊗ I∗ T J ⊗ I = T } = SP(2N, 2N) ,
and
UCII = GCII ∩ U(4N) =
{(
V 0
0 W
) ∣∣∣∣ V,W ∈ SP(2N)
}
= SP(2N)× SP(2N) .
Obviously, GCII ⊂ U(2N, 2N), but one also has
D∗ GCII D = {T ∈ GL(4N,C) ∣∣T ∗ I ⊗ I T = I ⊗ I , I∗ ⊗ 1T I ⊗ 1 = T } ,
where D = 2−
1
2
(
1 I
I 1
)
, and this shows that D∗GCIID ⊂ U∗(4N). It is not possible, however, to
write GCII as an intersection of U(2N, 2N) and U∗(4N) (which was possible in Class DIII).
By the same reasoning as in Class DIII (see Section 1.6), the spectrum of T ∈ SP(2N, 2N)
comes in quadruples, and real eigenvalues always have even geometric multiplicity. However,
Tv = λv here implies T J ⊗ I v = λ J ⊗ I v. Class DIII has again a generalization SP(2N, 2M)
as in (5), but the obvious details are not given here.
1.9 Class D
Class D is again a subgroup of GA of matrices of size N ×N :
GD = {T ∈ GL(N,C) ∣∣T tT = 1 } = O(N,C) .
Note that this is also a ∗-group, namely T ∗ ∈ O(N,C) if and only if T ∈ O(N,C). Clearly the
maximal compact subgroup is UD = GD ∩ U(N) = O(N). The relation T tT = 1 implies that
the spectrum of T ∗ is given by the S1-reflection λ 7→ (λ)−1of the spectrum of T . Therefore the
spectrum of a self-adjoint element T = T ∗ ∈ O(N,C) is invariant under the map λ 7→ λ−1.
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1.10 Class C
Finally Class C is also a subgroup of GA, albeit of size 2N × 2N :
GC = {T ∈ GL(2N,C) ∣∣T tIT = I } = SP(2N,C) .
This is also a ∗-group. The maximal compact subgroup is UC = GC ∩ U(2N) = SP(2N). The
conclusions for the spectral theory of T ∈ SP(2N,C) are the same as in Class D.
2 Lyapunov spectrum with random phase property
Consider a sequence (Tn)n≥0 of independently drawn and identically distributed random matri-
ces in one of the above classical groups G ⊂ GL(N,C). For sake of simplicity, these distributions
are supposed to have finite moments (existence of third moments is sufficient for the second
order perturbation theory later on). One is then interested in the growth in n of the norm of
the products Tn · · ·T1, or what is equivalent, the growth of their largest singular value. As one
might expect, it turns out that this growth is exponential with a rate defining the top Lyapunov
exponent:
γ1 = lim
n→∞
1
n
log (‖Tn · · ·T1‖) .
It is known [BL] that the limit is almost surely constant and therefore an expectation can
be introduced on the r.h.s. before the limit is taken. Furthermore, instead of calculating an
operator norm, an arbitrary vector v, say of unit length, may be inserted so that one actually
only needs to calculate the length of vectors:
γ1 = lim
n→∞
1
n
E log (‖Tn · · ·T1v‖) .
Of course, also the growth rates γp of the other singular values are of interest. Together
they constitute the Lyapunov spectrum. One convenient way to extract them is to use exterior
powers ΛpTN · · ·T1 acting on the p-dimensional Grassmannian identified with the decomposable
unit vectors in ΛpCN , where N is the size of the matrices [BL]. Then
p∑
q=1
γq = lim
n→∞
1
n
E log (‖ΛpTn · · ·T1 v1 ∧ . . . ∧ vp‖) ,
where v1, . . . , vp are unit vectors in C
N which are at least orthogonal (further conditions will
be imposed below when G is not GA), and the norm is now calculated in ΛpCN . It is now very
convenient to telescope the r.h.s. so that it becomes a Birkhoff sum. For that purpose let us
introduce a sequence (v(p)(n))n≥0 of decomposable unit vectors in Λ
pCN by
v(p)(n) =
ΛpTnv
(p)(n− 1)
‖ΛpTnv(p)(n− 1)‖ , v
(p)(0) = v1 ∧ . . . ∧ vp . (7)
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Indeed, then one has
p∑
q=1
γq = lim
n→∞
1
n
n∑
k=1
E log
(‖ΛpTk v(p)(k − 1)‖) .
As the conditional expectation over Tk can immediately be taken in each summand (because
v(p)(k − 1) is independent of Tk), one is therefore confronted with the calculation of Birkhoff
sums of the random dynamical system (7) on the p-dimensional Grassmannian in CN , which
is a compact Riemannian manifold. It is known [BL] that this Markov process has a unique
invariant and ergodic measure ν called the Furstenberg measure. In terms of expectations w.r.t.
ν, one then has the so-called Furstenberg formula [Fur]:
p∑
q=1
γq = ET Eν log
(‖ΛpT v(p)‖) . (8)
The measure ν is always Ho¨lder continuous, and, if the distribution of T is absolutely contin-
uous, then also ν is absolutely continuous [BL]. Here we will be particularly interested in a
situation where Tn is of the form
Tn = Rn e
λPn , (9)
where Rn ∈ G is unitary, λ is a real coupling constant, and Pn is in the Lie algebra of G.
In applications, the random matrices Tn may be of the form (9) only after an adequate basis
transformation independent of n. An example of this type are discrete random Schro¨dinger
operators [RS1, RS2]. If the distribution of the Rn and Pn satisfies a certain coupling hypothesis
formulated in [SS1] (of Ho¨rmander type), then the invariant measure ν = νλ is in a weak sense
and with errors of order λ absolutely continuous w.r.t. the invariant distribution [SS1]. This
invariant distribution is simply obtained by taking a decomposable unit vector v(p) ∈ ΛpCN and
randomly rotating it by ΛpU , with the unitary U drawn according to the Haar measure on the
maximal compact subgroup U ⊂ G. If G = GA = GL(N,C), the measure on the p-Grassmannian
(still identified with the decomposable unit vectors in ΛpCN) is independent of the choice of
the reference vector v(p). However, if G is not equal to GA = GL(N,C) so that U is smaller than
UA = U(N), the distrubution thus obtained need not be supported on the full Grassmannian.
Thus in this case the choice of the reference vector v(p) becomes relevant. The guiding principle
in determining the correct choice is that the vectors vq composing v
(p) as in (7) can be the
eigenvectors of the a positive element in G (which is (TN · · ·T1)∗TN · · ·T1 in the application
above). For instance, if G = U(N,N), this imposes that the vq are J-isotropic and pairwise
J-orthogonal. Furthermore, if the spectral theory in G leads to Kramers’ degeneracy, then also
the vectors vq have to respect that structure and come in adequate pairs. The choice of the
orthonormal basis will be discussed in detail in each case below. Apart from this (admittedly
important) detail, we can now state the central hypothesis of this paper extending that of [RS2].
Strictly speaking, it extends [RS2] to other symmetry classes, but is less general because no
hyperbolic channels in the terminology of [RS1, RS2] are considered here.
Random phase property (RPP): The invariant measure ν of the Markov process (7) gen-
erated by a random sequence in G is given by the invariant measure on the Grassmannian
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obtained by rotating an adequate initial condition v(p) with unitaries drawn from the Haar
measure on the maximal compact subgroup U ⊂ G.
We don’t expect the RPP to hold exactly except in a model where it is imposed artificially.
On the other hand, it may hold approximately in the perturbative situation described above,
and its implications can also be observed in numerical experiments on particular models, pro-
vided one restricts the attention to so-called elliptic channels (e.g. [RS1]). As discussed in
detail in [RS2], the RPP is strictly weaker than the maximal entropy Ansatz [Dor, MPK] used
for the derivation of the DMPK equations. A simple toy model for which the RPP holds exactly
(and thus all the below as well) is obtained by requiring Rn in (9) to be Haar distributed on
U ⊂ G and then P to be distributed independently according to an arbitrary measure on the
Lie algebra of G. Then it is obvious that the invariant measure ν of the Markov process (7)
is given by the Haar measure, i.e., the RPP holds. In general, provided the RPP holds, the
calculation of the Lyapunov spectrum by Furstenberg’s formula (8) becomes
p∑
q=1
γq = ET EU log (‖ΛpT ΛpU v1 ∧ . . . ∧ vp‖) . (10)
In a perturbative regime which is of interest for several applications, the evaluation of (10) is
now an algebraic exercise. This was actually carried out in detail for the groups GAIII, GCI, and
GDIII in [RS2]. Here we also consider the remaining cases which involves calculating averages
not only over the unitary, but also the orthogonal and symplectic group. The basic tool will be
the following perturbative formula in the case where T = ReλP with R unitary. Let v1, . . . , vp
be orthonormal vectors in CN , and set πp =
∑p
q=1 vqv
∗
q . Then
log
(‖ΛpReλP ΛpU v1 ∧ . . . ∧ vp‖)
=
λ
2
Tr (U∗QUπp) +
λ2
4
Tr (U∗S Uπp) − λ
2
4
Tr (U∗QUπpU
∗QUπp) + O(λ3) ,(11)
where
Q = P + P ∗ , S = P 2 + 2P ∗P + (P ∗)2 .
To check this, let us begin by recalling the definition of the norm in ΛpCN :
log
(‖ΛpReλP ΛpU v1 ∧ . . . ∧ vp‖) = 1
2
log detp
(
v∗i (e
λPU)∗eλPUvj
)
i,j=1,...,p
.
Next the identity log detp = Trp log and an expansion in λ shows equality to
1
2
Trp log
(
1p + λ (v
∗
iU
∗QUvj)i,j=1,...,p +
λ2
2
(v∗iU
∗SUvj)i,j=1,...,p + O(λ3)
)
.
Now an expansion of the logarithm already proves (11). Substituting (11) into (10) one obtains
a perturbative formula for the sum of the Lyapunov exponents. Taking the difference of two
such sums then allows to deduce a perturbative formula for each Lyapunov exponent γp. This
procedure and also the above proof of (11) do not provide good error estimates on the depen-
dence of the O(λ3) term on the matrix size N . Actually, considerably improved bounds can
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be obtained using the Gram-Schmidt cocycle with values in the upper triangular matrices with
positive diagonal [RS2]. Further improvements in this direction will be provided elsewhere.
Here the main focus is on the calculation of the contributions up to order O(λ2) rather than
the error estimate. Let us now come to the results in each of the 10 Cartan classes. Even
though the final formulas are all relatively compact, it ought to be added that the calculations
leading to these formulas are quite tedious. We only provide the main intermediate steps.
2.1 Lyapunov spectrum for Class A
As this is the first case, let us treat it with some more details. Due to Section 1.1, the group
is GA = GL(N,C) with maximal compact subgroup UA = U(N). As there are no specific
symmetries, one may choose the unit vectors vq to be the standard basis vectors eq, having only
one non-vanishing entry in the qth component. Then, replacing (11) into (10), one sees that
one needs to calculate second and fourth moments of the Haar measure on U(N). The formulas
needed are listed in Lemma 1 of the Appendix. As Tr(πp) = p, one deduces with some care
p∑
q=1
γAq = EP
[
λ
pTr(Q)
2N
+ λ2
pTr(S)
4N
− λ2 (Np− p
2)Tr(Q)2 + (Np2 − p)Tr(Q2)
4N(N2 − 1)
]
+ O(λ3) .
Now the identity Tr(S) = Tr(Q2) allows to further simplify. Furthermore, taking the difference
of
∑p
q=1 γ
A
q and
∑p−1
q=1 γ
A
q , one finds
γAp = λ
1
2N
EP Tr(Q) + λ
2 N + 1− 2p
4(N2 − 1) EP
(
Tr(Q2)− 1
N
Tr(Q)2
)
+ O(λ3) . (12)
The main remarkable facts about this formula are the following. To order λ, the Lyapunov
spectrum is N -fold degenerate. However, in second order perturbation theory, this degener-
acy is lifted and, furthermore, the spacings between the Lyapunov exponents are equal. This
equidistance is observed in numerous numerical experiments and is here shown to be a conse-
quence of the RPP. Finally, the Lyapunov exponent γA
[N+1
2
]
is smallest in absolute value. Here
[ . ] denotes the integer part. If N is odd, then γA
[N+1
2
]
= 0 if P is centered. However, this
vanishing is lifted by higher order terms, just as a non-centered P would not necessarily lead
to a non-vanishing Lyapunov exponent. Hence the vanishing is not symmetry enforced, as in
Classes DIII and D with odd N discussed below.
2.2 Lyapunov spectrum for Class AI
Here all matrices are real, since GAI = GL(N,R). Thus also the initial vectors v1, . . . , vp should
be chosen real. Thus one can again choose vq = eq. Then one is led to an analogous calculation
as in Class A, but according to the RPP, the averages now have to be taken over the orthogonal
group instead of the unitary group. The corresponding formulas are collected in Lemma 2. After
some algebra one finds
γAIp = λ
1
2N
EP Tr(Q) + λ
2 N + 1− 2p
4(N − 1)(N + 2) EP
(
Tr(Q2)− 1
N
Tr(Q)2
)
+ O(λ3) .
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The same comments as in Class A apply.
2.3 Lyapunov spectrum for Class AII
Here the matrices T = ReλP are in the group GAII = U∗(2N), and averages have to be taken
over the compact symplectic group UAII = SP(2N). However, some further care is needed with
the choice of the v1, . . . , vp. Indeed, the Lyapunov exponents are the scaling exponents of the
singular values of Tn · · ·T1, thus of the eigenvalues of the positive matrix (Tn · · ·T1)∗Tn · · ·T1
in the group U∗(2N). As explained in Section 1.3, these eigenvalues are twice degenerate, and
the eigenvectors are pairs v, Iv. Thus also the Lyapunov spectrum is twice degenerate. If one
chooses v1 = e1 and this leads to the largest singular value and thus largest Lyapunov exponent
in (10), then one has to choose v2 = Ie1 so that indeed the second Lyapunov exponent is equal
to the first one, hence establishing the degeneracy just explained. Arguing similarly for the
other Lyapunov exponents, we therefore set
v2q−1 = eq , v2q = I v2q−1 = I eq = eq+N .
Then the projections πp =
∑p
q=1 vqv
∗
q = (πp)
t are of the form
πp =
(
b 0
0 c
)
, b =
j+δ∑
q=1
e′q(e
′
q)
∗ , c =
j∑
q=1
e′q(e
′
q)
∗ , (13)
where p = 2j + δ with j ∈ N and δ ∈ {0, 1}, and e′q denotes again the standard basis vectors
of CN (those in C2N being denoted by eq). Note that both b and c are N ×N matrices. They
satisfy bc = cb = c as well as Tr(b) = j + δ and Tr(c) = j. This implies
I∗π2j+δI π2j+δ = π2j .
Furthermore the formula I∗QtIQ = I∗QIQ = Q2 is needed. With these identities at hand, a
careful use of Lemma 3 leads to
p∑
q=1
γAIIq = EP
[
λ
pTr(Q)
4N
+ λ2
pTr(S)
8N
− λ2 (2Np + δ − p
2)Tr(Q)2 + (2Np2 − 2p− 2Np + 2Nδ)Tr(Q2)
16N(N − 1)(2N + 1)
]
+ O(λ3) ,
where δ = 1
2
(1 − (−1)p) as above. Now again Tr(S) = Tr(Q2) allows to somewhat simplify.
Then taking differences a further calculation shows
γAIIp = λ
1
4N
EP Tr(Q) + λ
2 2N + 1− 2p+ (−1)p
8(N − 1)(2N + 1) EP
(
Tr(Q2)− 1
2N
Tr(Q)2
)
+ O(λ3) ,
where p = 1, . . . , 2N . Besides the comments made in Class A, let us note that this formula
respects the double degeneracy of the Lyapunov spectrum resulting from Kramers’ degeneracy.
14
2.4 Lyapunov spectrum for Classes AIII
The reflection symmetry of the spectrum of matrices in GAIII = U(N,N) first of all implies
that the Lyapunov spectrum satisfies γAIIIp = −γAIII2N+1−p. Hence it is sufficient to calculate the
non-negative Lyapunov exponents. In principle, one can proceed as above, but it is important
to choose the vectors vq J-isotropic because the Lyapunov spectrum studies the scaling of the
singular values of products in U(N,N), which are eigenvalues of positive matrices in U(N,N)
so that their eigenvectors are always isotropic. Therefore we choose
vq =
1√
2
(eq + eq+N) . (14)
It follows that πp =
1
2
(
d d
d d
)
where d =
∑p
q=1 e
′
q(e
′
q)
∗ is an N ×N matrix built from the standard
basis e′q in C
N . Now the average over UAIII = U(N)×U(N) can be calculated with Lemma 1(i).
Furthermore, the relation QJ + JQ = 0 implies that Q =
(
0 a
a∗ 0
)
is off-diagonal so that, in
particular, Tr(Q) = 0. With the notations Π+ =
(
1 0
0 0
)
and Π− =
(
0 0
0 1
)
, and with V,W as in (4)
above, one gets after carrying out the averages over the quadratic terms of U :
p∑
q=1
γAIIIq = EP EV EW
[λ2
4
1
2N
(
Tr(SΠ+)Tr(πpΠ+) + Tr(SΠ−)Tr(πpΠ−)
)
− λ
2
16
(
Tr(V ∗aWdW ∗a∗V d) + Tr(W ∗a∗V dV ∗aWd)
)]
+ O(λ3) ,
so that Tr(πpΠ±) = Tr(d) = p and Tr(S) = 2Tr(a
∗a) = Tr(Q2) lead to
p∑
q=1
γAIIIq =
λ2
8
(
p
N
− p
2
2N2
)
EP Tr(Q
2) + O(λ3) .
Taking differences therefore shows
γAIIIp = λ
2 N − p + 12
8N2
EP Tr(Q
2) + O(λ3) , p = 1, . . . , N , (15)
which was already derived in [RS2]. One important feature of this formula is that the smallest
non-negative Lyapunov exponent γAIIIN is strictly positive. This does not hold if one considers
random products in U(N,M) with N < M . Indeed, then there areM −N vanishing Lyapunov
exponents. With some care one can transpose the above calculation to show that the remainder
of the Lyapunov spectrum is again given by (15), but in the denominator N2 is replaced by
NM .
2.5 Lyapunov spectrum for Classes CI
In Class CI, GCI ∼= SP(2N,R) and UCI ∼= U(N). This was also dealt with in [RS2] and the
result is
γCIp = λ
2 N − p+ 1
8N(N + 1)
EP Tr(Q
2) + O(λ3) , p = 1, . . . , N .
Then the other half of the Lyapunov spectrum is again given by γCIp = −γCI2N+1−p. The proof is
a mixture of Class AIII and DIII below.
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2.6 Lyapunov spectrum for Class DIII
In Class DIII the matrices are in the group GAIII = U∗(2N) ∩ U(N,N) ∼= SO∗(2N), so that the
Lyapunov spectrum has both the double Kramers’ degeneracy and the symmetry around 0. For
odd N , this implies that there must be a twice degenerate vanishing Lyapunov exponent. This
vanishing is symmetry enforced and thus must also hold to all orders of perturbation theory.
The implications of a vanishing Lyapunov exponent are discussed in Section 5. Now let us come
to the perturbative calculation of the Lyapunov spectrum. For the choice of the orthonormal
basis vq, two criteria have to be satisfied. First of all, the eigenvectors have to be J-isotropic
and pairwise J-orthogonal for different eigenvalues as in the case of GAIII, and second of all,
they should be chosen in pairs as in the case of GAII. Therefore, we set
v2q−1 =
1√
2
(eq + eq+N) , v2q = I v2q−1 =
1√
2
(eq+N − eq) . (16)
Note that both of these vectors are J-isotropic, but they are not J-orthogonal (which is not
required because they correspond to eigenvectors of the same eigenvalue). However, each is J-
orthogonal to all other basis vectors except for its partner. Then πp =
∑p
q=1 vq(vq)
∗ is precisely
the same as in (13). Now the average over the group UDIII ∼= U(N) in (10) is carried out using
the formulas of Lemma 4. Note that QJ + JQ = 0 and I∗QI = Q imply that Q = Q∗ =
(
0 a
a∗ 0
)
is off-diagonal with at = −a, so that Lemma 4(iii) applies. Also Tr(Q) = 0. Furthermore, πp is
also of the form required in Lemma 4(ii) and (iii). With the notation Π± as in Lemma 4, and
writing again p = 2j + δ with j ∈ N and δ ∈ {0, 1},
p∑
q=1
γDIIIq =
λ2
4
EP
[
j + δ
N
Tr(Π+S) +
j
N
Tr(Π−S)− (j + δ)j − j
N(N − 1) Tr(Q
2)
]
+ O(λ3) .
As one also has I∗SI = S and I∗Π+I = Π−, it follows that Tr(Π−S) = Tr(Π+S) =
1
2
Tr(Q2).
Thus
p∑
q=1
γDIIIq =
λ2
16
[
2 p
N
− p
2 − 2 p+ δ
N(N − 1)
]
EP Tr(Q
2) + O(λ3) .
From this one deduces
γDIIIp = λ
2 N − p+ 12 + 12 (−1)p
8N(N − 1) EP Tr(Q
2) + O(λ3) , p = 1, . . . , N .
Again the other half of the Lyapunov spectrum is given by γDIIIp = −γDIII2N+1−p. As already
pointed out above, the case of even N was already treated in [RS2].
It is remarkable that the smallest non-negative Lyapunov exponents γAIIIN , γ
CI
N and γ
DIII
N for
even N are strictly positive and satisfy 2 γAIIIN = γ
CI
N +O(N−1) and 2 γAIIIN = γDIIIN +O(N−1), the
latter again in the case of even N . This reflects the change of the inverse localization length
under breaking of time-reversal symmetry, see the discussion in [RS2].
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2.7 Lyapunov spectrum for Class BDI
Because the spectrum of a self-adjoint matrix in GBDI = O(N,N) comes in pairs λ, λ−1, the
Lyapunov spectrum always satisfies γBDIp = −γBDI2N+1−p. Hence it is again sufficient to calculate
the first half of the spectrum. As O(N,N) ⊂ U(N,N), one has to choose the vectors vq as in
(14). These vectors are already chosen to be real, which would be the second requirement in
the present case. Now both πp and Q are as in Class AIII, πp =
1
2
(
d d
d d
)
where d =
∑p
q=1 e
′
q(e
′
q)
∗
and Q =
(
0 a
a∗ 0
)
. The only supplementary property is that a is real. Also the calculation of the
Lyapunov spectrum remains the same as in Class AIII, except that the average is now taken
w.r.t. the Haar measure on O(N) instead of U(N). As only the second moments enter and
they are the same by Lemma 2(i) and Lemma 1(i), also the final result of the calculation is the
same:
γBDIp = λ
2 N − p + 12
8N2
EP Tr(Q
2) + O(λ3) , p = 1, . . . , N .
If one considers the case of O(N,M), the same comments as at the end of Section 2.3 apply.
2.8 Lyapunov spectrum for Class CII
As already stressed in Section 1.8, elements of both groups GCII and GDIII have Kramers’ de-
generacy and reflection symmetry, so that the Lyapunov spectrum is twice degenerate and
symmetric around 0. However, the symmetry leading to Kramers’ degeneracy is different and
therefore instead of (16) one may set for q = 1, . . . , N
v2q−1 =
1√
2
(eq + eq+2N ) , v2q = J ⊗ I v2q−1 = 1√
2
(eq+N − eq+3N ) .
From this one deduces
πp =
(
e f
f e
)
, e =
1
2
(
b 0
0 c
)
, f =
1
2
(
b 0
0 −c
)
,
with N ×N matrices b and c defined in (13). Thus IfIf = 1
4
(
c 0
0 c
)
. In particular, for p = 2j+ δ
one has 2Tr(e) = p and 2Tr(IfIf) = j. Furthermore, Q =
(
0 a
a∗ 0
)
with IaI = a (note the sign
which means that a is not a quaternion matrix, but ı a is). Now from Lemma 5 it follows that
p∑
q=1
γCIIq =
λ2
4
EP
[ 1
2N
(
Tr(Π+S)Tr(Π+πp) + Tr(Π−S)Tr(Π−πp)
)
− 1
4N2
Tr(Q2)
(
Tr(e)2 + Tr(I∗fIf)
)]
+ O(λ3) ,
Replacing thus shows
p∑
q=1
γCIIq =
λ2
4
[
p
4N
− 1
4N2
(p2
4
− j
2
)]
EP Tr(Q
2) + O(λ3) .
Therefore
γCIIp =
λ2
8
2N − p+ 1 + 1
2
(−1)p
4N2
EP Tr(Q
2) + O(λ3) , p = 1, . . . , 2N .
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2.9 Lyapunov spectrum for Class D
The reflection symmetry of the spectrum of a positive matrix in GD = O(N,C) discussed in
Section 1.9 implies again that the Lyapunov spectrum always satisfies γDp = −γDN+1−p. There-
fore, if N is odd, there is one vanishing Lyapunov exponent γDN+1
2
= 0. This vanishing is
hence symmetry enforced. For the calculation of the Lyapunov spectrum, one starts again
from (10) and (11). According to the RPP the average now has to be calculated over the
group UD = O(N), thus depends on the formulas in Lemma 2. Furthermore, one uses that
Q = Q∗ ∈ so(N,C) satisfies Tr(Q) = 0 and Q = −Qt = −Q, hence Tr(QtQ) = −Tr(Q2). From
this and Tr(S) = Tr(Q2) one deduces after some algebra
p∑
q=1
γDq =
λ2
4
[
p
N
− p
2 − p
N(N − 1)
]
EP Tr(Q
2) − λ
2
4
Np− p2
N(N − 1)(N + 2) EP Tr(Q)
2 + O(λ3) ,
which implies
γDp =
λ2
4
N + 1− 2p
N(N − 1) EP
[
Tr(Q2)− 1
N + 2
Tr(Q)2
]
+ O(λ3) , p = 1, . . . , N .
Hence in Class D there is never a term of order O(λ), and the perturbative formula indeed
respects γDN+1
2
= 0.
2.10 Lyapunov spectrum for Class C
Similar as in Class D the Lyapunov spectrum satisfies γCp = −γC2N+1−p, but as 2N is even, this
symmetry enforces no vanishing of a Lyapunov exponent. As preparation for the calculation of
the Lyapunov spectrum, let us note that Q = Q∗ ∈ sp(2N,C) satisfies Q = −I∗QtI = −I∗QI
and thus Tr(Q) = 0 and Tr(I∗QtIQ) = −Tr(Q2). By the RPP, the average in (10) is calculated
over the group UC = SP(2N), based on Lemma 3. One finds, first for p ≤ N ,
p∑
q=1
γCq =
λ2
4
EP
[
p
2N
Tr(S)− p
2
2N(2N + 1)
Tr(Q2)
]
+ O(λ3) ,
and therefore
γCp =
λ2
4
N + 1− p
N(2N + 1)
EP Tr(Q
2) + O(λ3) , p = 1, . . . , N .
The second (negative) half of the Lyapunov spectrum is again given by reflection.
3 Symmetries of one-particle Hamiltonians
This section briefly reviews the ten-fold way of Altland and Zirnbauer [AZ], albeit with a
classification of the symmetries in the spirit of [SRFL, RSFL]. In this classification the one-
particle (first quantized) Hamiltonian H acting on a complex Hilbert space can have three
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basic symmetries, the time reversal symmetry (TRS), the particle-hole symmetry (PHS) and
the sublattice or chiral symmetry (SLS). The first two of these symmetries can be either even
or odd. These symmetries are implemented by real unitaries J , I, K, L and M in the following
manner:
(even TRS) J∗H J = H , J2 = 1 , (17)
(odd TRS) I∗H I = H , I2 = −1 , (18)
(even PHS) K∗HK = −H , K2 = 1 , (19)
(odd PHS) L∗H L = −H , L2 = −1 , (20)
(SLS) M∗HM = −H , M2 = ±1 . (21)
The notational choice of letters J , I, etc., is not yet connected to the symmetries as defined in
(2), but will in some cases be so in our examples later on. For instance, it is possible to have
J = 1 so that the even PHS just reads H = H .
Let us add a few comments. A given Hamiltonian H can have only one TRS and one PHS
symmetry. If one TRS and one PHS is present, then one also has a SLS symmetry. For example,
if (18) and (19) hold, then also (21) withM = K∗I. This also imposes the sign of the SLS which
is why one does not keep track of it. The only case in which this sign may seem interesting is
the case where there is only SLS. But in this situation the reality of M is irrelevant and then
M may be changed to ıM which alters the sign. Counting all possibilities to combine the three
symmetries, one obtains 10 classes which are listed in Table 1 (1 with no symmetry, 5 with
one symmetry and 4 with three symmetries). The table also contains the Cartan classification
associated to each such H Class by Altland and Zirnbauer [AZ] in the following manner. Each
Cartan class is specified by an involution on a compact Lie algebra. The −1 eigenspace of
the involution multiplied with ı then produces a set of self-adjoint matrices which forms the
corresponding H Class of Hamiltonians. See also [HHZ, SRFL, RSFL, SCR, AK] for further
insights on this connection.
4 Quasi-one-dimensional model operators
In this section we construct for every H Class in Table 1 a quasi-one-dimensional model operator
of Dirac type. If the symmetries are organized using the invariance under representations of
the real and complex Clifford algebras [HHZ, Kit, SCR, AK], then there is a nice constructive
way to obtain these model operators. Even though this might be quite illuminating, it is not
the focus of the present paper where we only restrict ourselves to providing one example for
each given class, similar as in [BMSA, BFGM, TBFM]. Our model operator of Dirac type will
have a random perturbation and the study of its fundamental solutions (transfer matrices) then
leads to one of the classes of random products described in Section 2. The model operators
act on the Hilbert space L2(R,C2N) or, if necessary, on L2(R,C2N)⊗C2, and are of one of the
three following forms:
HJ = J ı∂ − λV , HI = I ∂ − λV , HK = K ı∂ − λV , (22)
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H Class TRS PHS SLS G Class G U ∼= µ
A 0 0 0 AIII U(N,M) U(N)×U(M) 1
AI +1 0 0 CI SP(2N,R) U(N) 1
AII −1 0 0 DIII SO∗(2N) U(N) 2
AIII 0 0 1 A GL(N,C) U(N) 1(2)
BDI +1 +1 1 AI GL(N,R) O(N) 1(2)
CII −1 −1 1 AII U∗(2N) SP(2N) 2(4)
D 0 +1 0 BDI O(N,M) O(N)×O(M) 1
C 0 −1 0 CII SP(2N, 2M) SP(2N)×SP(2M) 1
DIII −1 +1 1 D O(N,C) O(N) 2
CI +1 −1 1 C SP(2N,C) SP(2N) 2
Table 1: Table with symmetries taken from [TBFM, SRFL] together with the transfer matrix
group G for quasi-one-dimensional operators H and its maximal compact subgroup U . Further-
more, µ is the symmetry imposed multiplicity of the Lyapunov spectrum given by the spectral
multiplicity of self-adjoint elements of G. The numbers in parenthesis give the multiplicity to
lowest order in perturbation theory for centered perturbations.
Here J , I and K are the matrices given in (2) acting on C2N and the supplementary C2 allows
to implement a further symmetry (this is only necessary for H Classes C, CI and CII because
an odd PHS cannot be implemented in any of the three model Hamiltonians). Furthermore, ∂
is the derivative on L2(R,C2N) and V = V∗ is a matrix-valued potential. It could be a matrix-
valued function, but for sake of concreteness let us rather only consider a potential given by a
sum of Dirac peaks:
V(x) =
∑
n∈Z
Vn δ(x− n) . (23)
The Vn are independent and identically distributed random matrices. The formal definition
of the singular potential is via boundary conditions, namely either ψ(n+) = eλ ıJVnψ(n−)
or ψ(n+) = eλ IVnψ(n−) or ψ(n+) = eλ ıK Vnψ(n−), depending on which model in (22) is
considered. These formulas combined with Weyl-Titchmarch theory allow to show that HJ , HI
and HK are well-defined self-adjoint operators (see [SS2] for details).
In H Classes A,C and D it is possible to consider HG = G ı∂ − λV acting on L2(R,CN+M)
where G is defined in (5) and N < M . This models a system with a different number of left and
right movers and gives an effective description of chiral edge states of quantum Hall systems
(conventional, spin and thermal quantum Hall effect respectively), which is reflected by the fact
that the Lyapunov spectrum contains at least M − N vanishing Lyapunov exponents. These
systems will be discussed briefly in Section 5.
For each real energy E, the fundamental solutions TE(x, y) of the Schro¨dinger equation
HTE(x, y) = ETE(x, y) which are right continuous in both x and y and satisfy the initial
condition TE(y, y) = 1 are also called the transfer matrices of the system. By the above, they
20
are given by
TE(n−, 1−) = Tn · · ·T1 , (24)
where the matrices Tn for three cases in (22) are respectively given by
Tn = e
ı E Jeλ ı J Vn , Tn = e
E Ieλ I Vn , Tn = e
ı E Keλ ıK Vn .
These matrices are of the form (9) if one sets Rn = e
ı E J and Pn = ı J Vn in the first case,
and correspondingly in the other cases. Now by construction, the transfer matrices are in the
following three groups:
TJ = U(N,N) , TI = C∗U(N,N)C , TK = C U(N,N)C∗ , (25)
where C is the Cayley transform defined in (3). For H Class C, CI and CII one has to replace
U(N,N) by U(2N, 2N) due to the supplementary C2. Thus it looks like the transfer matrices
are always in the Cartan Class AIII, but actually the game in the following subsections is
to show how the symmetries of the Hamiltonian (TRS, PHS, SLS) lead to subgroups of TJ ,
TI or TK which then actually cover all Cartan classes. Table 1 collects the results of this
correspondence.
4.1 Standard unitary class (H Class A)
Let us choose the model HJ . As there are no further symmetries, the transfer matrix group
T AJ is equal to GAIII = U(N,N) and therefore the results of Section 2.4 can be directly applied
to study the associated Lyapunov spectrum.
4.2 Standard orthogonal class (H Class AI)
Let us again choose the model HJ and then implement the even TRS by K
∗HJK = HJ . Then
the equalities
K∗ TnK = K
∗ e−ı E J e−λ ı J Vn K = eı E J eλ ı J K
∗VnK = Tn
show that T AIJ = GCI = C SP(2N,R)C∗, and Section 2.5 applies. Alternatively, one can choose
HI and then implement the even TRS by HI = HI . Then T AII = SP(2N,R).
4.3 Standard symplectic class (H Class AII)
Starting again from the model HJ , the odd TRS is now I
∗HJI = HJ . By a similar calculation
as above one finds that T AIIJ = GDIII = C SO∗(2N)C∗. Thus Section 2.6 applies.
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4.4 Chiral unitary class (H Class AIII)
When there is a chiral symmetry, it is good to work with the model operator HI and implement
the SLS by J∗HIJ = −HI . The reason is that this implies J∗TnJ = Tn, which combined with
T ∗nITn = I shows that Tn is in the group
T AIIII =
{(
A 0
0 (A−1)∗
) ∣∣∣∣ A ∈ GL(N,C)
}
. (26)
Therefore T AIIII ∼= GA and the results of Section 2.1 for Class A apply. The formula in Section 2.1
gives the Lyapunov spectrum of the upper component in T AIIII . The exponents of the lower
component are then given exactly by the negative of the upper component. In this manner
one recovers the symmetry of the Lyapunov spectrum which has to hold for the group T AIIII ⊂
U(N,N). It is worth mentioning the following implication of the comments at the end of
Section 2.1. If the potentials Vn are centered with a distribution that is also even, then already
the Lyapunov spectrum of the upper component given in (12) is symmetric around 0 up to
terms of order O(λ4). Therefore, the Lyapunov spectrum in T AIIII has a double degeneracy up
to terms of order O(λ4). If, moreover, N is odd, then there are two Lyapunov exponents that
vanish to second order perturbation theory and the first non-vanishing contribution appears
only at order O(λ4). This leads to a very large, but finite localization length in such systems
(with small randomness). The same comments apply to the other two chiral classes.
4.5 Chiral orthogonal class (H Class BDI)
Everything of the last section transposes, but, moreover, one has the even TRS HI = HI .
Combined one also obtains an even PHS J∗HIJ = −HI . The transfer matrices are now, on top
of being in T AIIII , real as in Section 4.2 and therefore
T BDII =
{(
A 0
0 (A−1)∗
)∣∣∣∣ A ∈ GL(N,R)
}
∼= GAI .
Thus the results of Section 2.2 apply, as well as the comments made in Section 4.4.
4.6 Chiral symplectic class (H Class CII)
As in the other two chiral classes, the Hamiltonian is HI with SLS J
∗HIJ = −HI , but now
it acts on L2(R,C2N) ⊗ C2 and the supplementary C2 is used to implement the odd TRS by
1 ⊗ I∗HI 1 ⊗ I = HI (note that here the I ⊗ 1 in the definition of HI and 1 ⊗ I in the
odd TRS are in different gradings). As usual the two symmetries together imply another one,
namely an odd PHS J ⊗ I∗HI J ⊗ I = −HI . One deduces that the transfer matrices satisfy
1⊗ I∗ Tn 1⊗ I = Tn so that
T CIII =
{(
A 0
0 (A−1)∗
) ∣∣∣∣ A ∈ U∗(2N)
}
∼= GAII .
Thus the results of Section 2.3 apply, which lead in particular to Kramers’ degeneracy, which
leads even to a fourfold degeneracy up to order O(λ4) if the distribution of Vn is even.
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4.7 Even PHS without TRS (H Class D)
Here let us choose the model HJ and implement the even PHS simply by HJ = −HJ . This
implies for the transfer matrices that Tn = Tn, which leads to the following subgroup of T AJ :
T DJ =
{
T ∈ GL(2N,C) ∣∣T ∗J T = J , T = T } = O(N,N) = GBDI .
Thus the formulas of Section 2.7 apply.
4.8 Odd PHS class without TRS (H Class C)
The odd PHS cannot be implemented in any of the three model Hamiltonians, unless they are
tensorized with an extra C2. Having done that, let us choose the model HJ . Then an odd PHS
is given by J ⊗ I∗HJ J ⊗ I = −HJ . From this one deduces J ⊗ I∗ Tn J ⊗ I = Tn so that the
transfer matrix group is
T CJ =
{
T ∈ GL(4N,C) ∣∣T ∗J ⊗ 1T = J ⊗ 1 , J ⊗ I∗ T J ⊗ I = T } = GCII .
Thus the Lyapunov spectrum can be calculated as in Section 2.8.
4.9 Even PHS with odd TRS (H Class DIII)
In Class DIII let us use the model operator HK and implement the odd TRS by I
∗HKI = HK
and the even PHS by K∗HKK = −HK . Then one readily checks that the transfer matrices are
in the following group:
T DIIIK =
{
T ∈ GL(2N,C) ∣∣T ∗K T = K , I∗T I = T , K∗T K = T } .
Writing out the latter relations implies (first deduce J∗TJ = T and then use it)
T DIIIK =
{(
A 0
0 (A−1)∗
) ∣∣∣∣ A ∈ O(N,C)
}
∼= GD .
Thus the results of Section 2.9 apply. In particular, the Lyapunov spectrum of HK is always
twice degenerate (because the spectrum in O(N,C) is symmetric), and there is always a twice
degenerate vanishing Lyapunov exponent if N is odd.
4.10 Odd PHS and even TRS (H Class CI)
Again the odd PHS enforces the use of a supplementary grading, so the Hilbert space is
L2(R,C2N) ⊗ C2. Let us choose the model operator HK and implement the even TRS by
I ⊗ I HK I ⊗ I = HK and the odd PHS K ⊗ I∗HK K ⊗ I = −HK . Then also the SLS
J ⊗ 1HK J ⊗ 1 = −HK holds. Next one verifies that the transfer matrices are in the following
group:
T CIK =
{
T ∈ GL(4N,C) ∣∣T ∗K ⊗ 1T = K ⊗ 1 , K ⊗ I∗ T K ⊗ I = T , J ⊗ 1T J ⊗ 1 = T } .
23
After some algebra, the latter relations show
T CIK =
{(
A 0
0 (A−1)∗
) ∣∣∣∣ A ∈ SP(2N,C)
}
∼= GC .
Hence the results of Section 2.10 apply. In particular, the Lyapunov spectrum of HK is always
twice degenerate (because that in SP(2N,C) is symmetric).
5 Symmetry enforced delocalization
The paper [SS2] studies the model Hamiltonian HI of (22) in the H Class AII and, in particular,
the case where the channel number N is odd. As explained in Section 4.3 there are at least
two vanishing Lyapunov exponents in this case. Furthermore, if a certain coupling hypothesis
formulated in [SS2] holds, there are exactly two vanishing Lyapunov exponents, just as in the
case with RPP. By Kotani theory for Dirac operators [Sun, SS2] the two vanishing Lyapunov
exponents imply that the spectrum of H has almost surely an absolutely continuous component
of multiplicity 2. Furthermore, it was possible to show in [SS2] that almost surely there is no
singular spectrum, provided the distribution of the Vn is absolutely continuous. All these results
directly transpose to H Class DIII in the case where N is odd. No details of proof are provided
here because there is really no essential difference except for the verification that there are at
most 2 non-vanishing Lyapunov exponents in a situation with sufficient coupling.
Finally let us discuss systems with a different number of left and right movers which are
relevant for the modeling of the edge modes in various quantum Hall systems:
HG = G ı ∂ + V ,
acting on L2(R,CN+M) where N ≤M are integers. If H satisfies a TRS or a SLS, then N = M
because otherwise the kinetic part is not isospectral to its negative. But in the remaining H
Classes A,C and D it is permitted to have M > N , see Table 1. It follows that the transfer
matrices are in the group U(N,M). For the H Classes C and D they are actually in the
subgroups O(N,M) and SP(N
2
, M
2
), where N and M have to be even in the latter case. Now
the spectral theory of a self-adjoint T ∈ U(N,M) shows that T has at least M −N eigenvalues
1, see Section 1.4. Thus HG must haveM−N vanishing Lyapunov exponents. Under a coupling
hypothesis on the random potential similar as in [SS2], there are no other vanishing Lyapunov
exponents. Again it follows from Kotani theory alluded to above that these Hamiltonians have
almost surely an absolutely continuous spectrum of multiplicity M − N . Again one can show
that this absolutely continuous spectrum is almost surely pure if the distribution of the Vn is
absolutely continuous.
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A Moments for the Haar measures over compact groups
Section A.1 of this appendix collects formulas for certain averages over the compact classical
groups that are used in the main part of this paper. These formulas can be derived rather easily
from results scattered over the literature, and those involving averages over the unitary group
were already listed in [RS2]. Nevertheless, it is emphasized in the remaining sections of the
appendix that all these formulas follow from a useful calculus involving the so-called Weingarten
function [Wei, CS, CSt], which may be viewed as a systematic approach to invariant theoretic
arguments in the physics literature on averages, as in Section VIII of [AZ]. To illustrate how
invariant theory is applied, Section A.2 deals explicitly with the fourth moments over the
symplectic group (averages of a product of four matrix entries) and provides the corresponding
value of the Weingarten function. This allows in Section A.3 to deduce Lemma 3(ii), which is
actually the most complicated of all formulas in Section A.1. All others follow similarly from
prior results on the orthogonal group [CS]. Higher moments can also be calculated explicitly,
provided that the matrix size is sufficiently large compared to the order of the moment (that is,
the number of matrix entries that are being considered). Section A.4 presents the general version
of the Weingarten integration formula for the unitary, orthogonal, and symplectic groups. These
results are not really used in this paper, but they are definitely of independent interest and are
provided for further reference.
A.1 Collection of formulas used in Section 2
Lemma 1 Let A,B,C,D ∈ Mat(N ×N,C). The following holds for averages over U(N):
(i) 〈Tr(U∗AUB) 〉 = 1
N
Tr(A)Tr(B) ,
(ii) 〈Tr(UAUB) 〉 = 1
N
Tr(ABt) , 〈Tr(U tAUB) 〉 = 0 ,
(iii) 〈Tr(U∗AUBU∗CUD) 〉 = 1
N2 − 1
[
Tr(A)Tr(C)Tr(BD) + Tr(AC)Tr(B)Tr(D)
]
− 1
N(N2 − 1)
[
Tr(AC)Tr(BD) + Tr(A)Tr(B)Tr(C)Tr(D)
]
,
(iv) 〈Tr(U∗AUBU tCUD) 〉 = 1
N2 − 1
[
Tr(A)Tr(C)Tr(BD) + Tr(ACt)Tr(BDt)
]
− 1
N(N2 − 1)
[
Tr(ACt)Tr(BD) + Tr(A)Tr(C)Tr(BDt)
]
,
(v) 〈Tr(U∗AUBU tCUD) 〉 = 1
N2 − 1
[
Tr(ACt)Tr(BDt) + Tr(AC)Tr(B)Tr(D)
]
− 1
N(N2 − 1)
[
Tr(AC)Tr(BDt) + Tr(ACt)Tr(B)Tr(D)
]
.
All formulas remain valid if all U ’s are replaced by their complex conjugates, e.g.
〈Tr(U tAUBU tCUD) 〉 = 〈Tr(U∗AUBU∗CUD) 〉 .
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Lemma 2 Let A,B,C,D ∈ Mat(N ×N,C). The following holds for averages over O(N):
(i)
〈Tr(OtAOB) 〉 = 1
N
Tr(A)Tr(B) , 〈Tr(OAOB) 〉 = 1
N
Tr(ABt) .
(ii)
〈Tr(OtAOBOtCOD) 〉
=
N + 1
N(N − 1)(N + 2)
[
Tr(A)Tr(C)Tr(BD) + Tr(ACt)Tr(BDt) + Tr(AC)Tr(B)Tr(D)
]
− 1
N(N − 1)(N + 2)
[
Tr(A)Tr(C)Tr(BDt) + Tr(A)Tr(C)Tr(B)Tr(D) + Tr(ACt)Tr(BD)
+Tr(ACt)Tr(B)Tr(D) + Tr(AC)Tr(BD) + Tr(AC)Tr(BDt)
]
.
(iii)
〈Tr(OtAOtBOCOD) 〉
=
N + 1
N(N − 1)(N + 2)
[
Tr(AtBCtD) + Tr(DCBA) + Tr(AC)Tr(B)Tr(D)
]
− 1
N(N − 1)(N + 2)
[
Tr(AtBCtDt) + Tr(AtBCt)Tr(D) + Tr(CBADt)
+Tr(CBA)Tr(D) + Tr(CADt)Tr(B) + Tr(CADt)Tr(B)
]
.
Lemma 3 Let A,B,C,D ∈ Mat(2N × 2N,C). The following holds for averages over SP(2N):
(i) One has
〈Tr(U∗AUB)〉 = 1
2N
Tr(A) Tr(B) , 〈Tr(U tAUB)〉 = 1
2N
Tr(IA) Tr(I∗B) , (27)
and
〈Tr(UAUB)〉 = 〈Tr(U∗AU∗B)〉 = 1
2N
Tr(AIBtI) , 〈Tr(UAUB)〉 = 1
2N
Tr(ABt) .
(ii)
〈Tr(U∗AUBU∗CUD) 〉
=
1
4N(N − 1)(2N + 1)
[
(2N − 1)Tr(A)Tr(C)Tr(BD) + Tr(A)Tr(C)Tr(I∗BtID)
−Tr(A)Tr(C)Tr(B)Tr(D)− Tr(I∗AtIC)Tr(BD) + Tr(I∗AtIC)Tr(B)Tr(D)
−Tr(AC)Tr(BD)− (2N − 1)Tr(I∗AtIC)Tr(I∗BtID)
−Tr(AC)Tr(I∗BtID) + (2N − 1)Tr(AC)Tr(B)Tr(D)
]
.
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Let us close this section by stating two results that follow from the above and are also used
in Section 1. Recall from Section 1.5 the special form of UCI = UDIII ⊂ U(2N), which is is
isomorphic to U(N). The following lemma presents no general formula for second and fourth
moments of this group, but only those moments which are needed in Section 2.6. The proof of
the lemma is a calculation based on the identities in Lemma 1.
Lemma 4 Let A,B ∈ Mat(2N × 2N,C). Then the averages over UCI = UDIII lead to the
following:
(i) With Π+ =
(
1 0
0 0
)
and Π− =
(
0 0
0 1
)
〈Tr(U∗AUB) 〉 = 1
N
Tr (Π+A)Tr (Π+B) +
1
N
Tr (Π−A) Tr (Π−B) .
(ii) Let A and B be of the form
A =
(
0 a
a∗ 0
)
, B =
(
b 0
0 c
)
,
where all entries are of size N ×N . Then
〈Tr(U∗AUBU∗AUB) 〉 = 2Tr(a
∗a)(NTr(b)Tr(c)− Tr(bct)) + 2Tr(aa)(NTr(bct)− Tr(b)Tr(c))
N(N2 − 1) .
(iii) If, moreover, at = −a, then
〈Tr(U∗AUBU∗AUB) 〉 = Tr(A
2)(Tr(b)Tr(c)− Tr(bct))
N(N − 1) .
Recall from Section 1.5 the special form of UCII = SP(2N)× SP(2N). The following lemma
presents no general formula for second and fourth moments of this group, but only those
moments which are needed in Section 2.8. The proof of the lemma is a somewhat tedious
calculation based on the identities in Lemma 3(i).
Lemma 5 Let A,B ∈ Mat(4N × 4N,C). Then the averages over UCI lead to the following:
(i) With Π+ =
(
1 0
0 0
)
and Π− =
(
0 0
0 1
)
as above,
〈Tr(U∗AUB) 〉 = 1
2N
Tr (Π+A)Tr (Π+B) +
1
2N
Tr (Π−A) Tr (Π−B) .
(ii) Let A and B be of the form
A =
(
0 a
a∗ 0
)
, B =
(
e f
f e
)
,
where all entries are of size 2N × 2N and furthermore IaI = a and B∗ = Bt = B. Then
〈Tr(U∗AUBU∗AUB) 〉 = Tr(A
2)
(
Tr(e)2 + Tr(I∗fIf)
)
4N2
.
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A.2 The symplectic Weingarten function for fourth moments
As already pointed out, the formulas of Section A.1 can be deduced from [Col, CS] except
for averages involving the symplectic group. In the symplectic case a sign factor is missing in
[CS]. This was corrected in [CSt], but no explicit value of the Weingarten function was given.
This section treats the fourth moment needed for the proof of Lemma 3(ii) in detail. This also
indicates how in principle the general results stated in Section A.4 can be proved.
Let ej, j = 1, . . . , 2N , denote the standard basis of the complex vector space V = C
2N . For
any linear map T on V , the matrix entries are denoted by Ti,j = e
∗
iTej. Associated to I defined
in (2), let us introduce on V the skew symmetric bilinear form a(v, w) = vtIw where vt = v∗
denotes the transpose of v ∈ V . Then for i, j = 1, . . . , N ,
Ti+N,j = − a(ei, T ej) , Ti+N,j+N = − a(ei, T ej+N) ,
Ti,j = a(ei+N , T ej) , Ti,j+N = a(ei+N , T ej+N) .
Thus, for i1, j1, . . . , i4, j4 ∈ {1, . . . , N} and α1, β1, . . . , α4, β4 ∈ {0, 1},∫
SP(2N)
dU Ui1+α1N,j1+β1N Ui2+α2N,j2+β2N Ui3+α3N,j3+β3N Ui4+α4N,j4+β4N (28)
= (−1)α1+α2+α3+α4 a
(
ei1+(1−α1)N ⊗ . . .⊗ ei4+(1−α4)N ,
∫
SP(2N)
dU Uej1+β1N ⊗ . . .⊗ Uej4+β4N
)
,
where a is extended to V ⊗4 via
a(v1 ⊗ v2 ⊗ v3 ⊗ v4, w1 ⊗ w2 ⊗ w3 ⊗ w4) = a(v1, w1) a(v2, w2) a(v3, w3) a(v4, w4) .
Note that this yields a symmetric bilinear form on V ⊗4. By the definition of Haar measure, the
integral ∫
SP(2N)
dU Uej1+β1N ⊗ . . .⊗ Uej4+β4N (29)
is a SP(2N)-invariant in V ⊗4, specifically, it is fixed under the action of U ∈ SP(2N) on V ⊗4
which on decomposable tensors is given via U(v1⊗v2⊗v3⊗v4) = (Uv1⊗Uv2⊗Uv3⊗Uv4). IfN ≥
2, then by the symplectic case of Weyl’s First Fundamental Theorem for tensor invariants [GW,
Thm 5.3.3] and the results of Section 3.4 in [Sto], a basis of the (three-dimensional) subspace
of invariant tensors in V ⊗4 can be described as follows. Write p1 = {{1, 2}, {3, 4}}, p2 =
{{1, 3}, {2, 4}} and p3 = {{1, 4}, {2, 3}}. These are the pair partitions of the set {1, 2, 3, 4}. To
control the sign factors that arise from the skew symmetry of the form a on V , let us keep track of
the natural order on the individual blocks by using the following notation. For m ∈ {p1, p2, p3},
let us write m = {(m1(m), n1(m)), (m2(m), n2(m))}, where {m1(m), n1(m)}, {m2(m), n2(m)} are
the blocks of m, and m1(m) < n1(m), m2(m) < n2(m). To p1 is now associated the tensor
θ1 = θp1 =
N∑
η1,η2=1
1∑
ǫ1,ǫ2=0
eη1+ǫ1N ⊗ eη1+(1−ǫ1)N (−1)ǫ1 ⊗ eη2+ǫ2N ⊗ eη2+(1−ǫ2)N (−1)ǫ2 .
28
Here, the maps r 7→ ηr and r 7→ ǫr are constant on the block {m1(p1), n1(p1)} as well as on
{m2(p1), n2(p1)}, and to the m component of a block corresponds a vector of the form eηr+ǫrN ,
while to the n component corresponds a vector of the form (−1)ǫreηr+(1−ǫr)N . Analogously,
θ2 = θp2 =
N∑
η1,η2=1
1∑
ǫ1,ǫ2=0
eη1+ǫ1N ⊗ eη2+ǫ2N ⊗ eη1+(1−ǫ1)N (−1)ǫ1 ⊗ eη2+(1−ǫ2)N (−1)ǫ2 ,
θ3 = θp3 =
N∑
η1,η2=1
1∑
ǫ1,ǫ2=0
eη1+ǫ1N ⊗ eη2+ǫ2N ⊗ eη2+(1−ǫ2)N (−1)ǫ2 ⊗ eη1+(1−ǫ1)N (−1)ǫ1 .
Then {θ1, θ2, θ3} is a basis of the space of symplectic invariants in V ⊗4, and it is a straightforward
(tedious) computation to verify that the Gram matrix of the form a with respect to this basis
is given by 
 4N
2 2N −2N
2N 4N2 2N
−2N 2N 4N2

 .
As long as N ≥ 2, this matrix is invertible with inverse
1
4N(N − 1)(2N + 1)

 2N − 1 −1 1−1 2N − 1 −1
1 −1 2N − 1

 . (30)
By definition, the (i, j)-entry of this inverse is the value WgSP(2N)(pi, pj) of the symplectic
Weingarten function. In Section A.4, the general Weingarten function WgSP(2N) is defined by
the matrix entries of the inverse of the Gram matrix of a w.r.t. a basis of the invariants, which
in turn is in bijection with the pair partitions (of 2k points if 2kth moments are considered).
In order to evaluate (28), one now expresses the invariant (29) in terms of the basis {θ1, θ2, θ3}.
Noting that a(ei1+α1N⊗. . .⊗ei4+α4N , θpj ) vanishes unless imr(pj) = inr(pj) and αmr(pj) = 1−αnr(pj)
for r = 1, 2, one obtains
∫
SP(2N)
dU Ui1+α1N,j1+β1N Ui2+α2N,j2+β2N Ui3+α3N,j3+β3N Ui4+α4N,j4+β4N (31)
=
∑
m,n∈{p1,p2,p3}
WgSP(2N)(m, n) (−1)αm1(m)+αm2(m)+βm1(n)+βm2(n)
δ(im1(m), in1(m)) δ(αm1(m), 1− αn1(m)) δ(im2(m), in2(m)) δ(αm2(m), 1− αn2(m))
δ(jm1(n), jn1(n)) δ(βm1(n), 1− βn1(n)) δ(jm2(n), jn2(n)) δ(βm2(n), 1− βn2(n)) .
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A.3 Proof of Lemma 3(ii)
Let us begin by writing out the l.h.s. explicitly:〈
Tr(IU tIAUBIU tICUD)
〉
=
N∑
i1,i2,...,i8=1
1∑
α1,α2,...,α8=0
Ii1+α1N,i1+(1−α1)N Ii2+(1−α2)N,i2+α2N Ai2+α2N,i3+α3N Bi4+α4N,i5+α5N
Ii5+α5N,i5+(1−α5)N Ii6+(1−α6)N,i6+α6N Ci6+α6N,i7+α7N Di8+α8N,i1+α1N〈
Ui2+(1−α2)N,i1+(1−α1)N Ui3+α3N,i4+α4N Ui6+(1−α6)N,i5+(1−α5)N Ui7+α7N,i8+α8N
〉
.
The next step is to expand this average 〈 . 〉 = ∫
SP(2N)
dU according to (31). Then one
interchanges the sum over pairs of pair partitions with the sums over the i and α indices and
then determines the contribution of each pair (pi, pj). Let us illustrate this procedure for the
pair (p1, p2). One reads off from (31) that for a choice of i and α indices to give a non-vanishing
contribution, one must have that i3 = i2, α3 = α2, i7 = i6, α7 = α6, i5 = i1, α5 = 1−α1, i8 =
i4, α8 = 1−α4. Furthermore, the sign factor corresponding to each choice of i and α indices is
(−1)(1−α2)+(1−α6)+(1−α1)+α4 = (−1)α1+α2+α4+(1−α6) .
Consequently, the coefficient of WgSP(2N)(p1, p2) in the sum over pairs of pair partitions is∑
i,α
(−1)α1+α2+α4+(1−α6) Ii1+α1N,i1+(1−α1)N Ii2+(1−α2)N,i2+α2N Ai2+α2N,i2+α2N Bi4+α4N,i1+(1−α1)N
Ii1+(1−α1)N,i1+α1N Ii6+(1−α6)N,i6+α6N Ci6+α6N,i6+α6N Di4+(1−α4)N,i1+α1N .
Observing that Ii+αN,i+(1−α)N = (−1)1−α and Ii+(1−α)N,i+αN = (−1)α, one can group the factors
as follows:
Ai2+α2N,i2+α2N ,
Ci6+α6N,i6+α6N ,
Bi4+α4N,i1+(1−α1)N Ii1+(1−α1)N,i1+α1N Di4+(1−α4)N,i1+α1N (−1)α4
= Bi4+α4N,i1+(1−α1)N Ii1+(1−α1)N,i1+α1N Di4+(1−α4)N,i1+α1N Ii4+(1−α4)N,i4+α4N ,
Ii1+α1N,i1+(1−α1)N (−1)α1 = −1 ,
Ii2+(1−α2)N,i2+α2N(−1)α2 = 1 ,
Ii6+(1−α6)N,i6+α6N(−1)1−α6 = − 1 .
Hence, WgSP(2N)(p1, p2) comes with the coefficient Tr(A) Tr(C) Tr(BID
tI). Going in this man-
ner through all nine cases yields〈
Tr(U−1AUBU−1CUD)
〉
=
〈
Tr(IU tIAUBIU tICUD)
〉
= Wg(p1, p1) Tr(A) Tr(C) Tr(BD) + Wg(p1, p2) Tr(A) Tr(C) Tr(BID
tI)
−Wg(p1, p3) Tr(A) Tr(B) Tr(C) Tr(D) − Wg(p2, p1) Tr(AICtI) Tr(BD)
− Wg(p2, p2) Tr(AICtI) Tr(BIDtI) + Wg(p2, p3) Tr(AtICI) Tr(B) Tr(D)
− Wg(p3, p1) Tr(AC) Tr(BD) − Wg(p3, p2) Tr(AC) Tr(BIDtI)
+ Wg(p3, p3) Tr(AC) Tr(B) Tr(D) ,
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and then the claim follows from (30).
A.4 The general Weingarten integration formulas
This appendix collects the general results on the integration over the orthogonal, symplectic and
unitary group, as they are given in (or can be deduced from) [CS], [CSt] and [Col] respectively.
The following notation will be used. For m,n ∈ N denote by F(m,n) the set of all maps from
{1, . . . , m} to {1, . . . , n}. If m is a partition of {1, . . . , m}, then F(m, n) denotes the set of
those elements of F(m,n) which are constant on the blocks of m. Denote by PP(k) the set of
all pair partitions of {1, . . . , k}. In particular, PP(k) = ∅ if k is odd. If k = 2l is even, we write
PP(k) ∋ m = {{mν(m), nν(m)} | ν = 1, . . . , l}, where the numbering of the blocks is arbitrary,
but mν < nν holds for all ν. For maps α ∈ F(k, {0, 1}) from {1, . . . , k} to {0, 1}, let us write
α ∈ A(m, {0, 1}) if for all ν holds α(mν(m)) = 1− α(nν(m)).
Now let us begin with the orthogonal case. If N ≥ l, then the space of O(N)-invariants in
V ⊗2l admits a basis {θm |m ∈ PP(2l)} given by
θm =
∑
φ∈F(m,N)
eφ(1) ⊗ . . .⊗ eφ(2l) ,
where as above ei, i = 1, . . . , N , is the standard orthonormal basis on V = C
N which is furnished
with the symmetric bilinear form b(v, w) = vtw. The Weingarten function WgO(N)(m, n) is the
(m, n)-entry of the inverse of the Gram matrix of the extension of b via b(v1⊗ . . .⊗v2l, w1⊗ . . .⊗
w2l)) = b(v1, w1) · . . . · b(v2l, w2l) with respect to the basis {θm |m ∈ PP(2l)}. For example, on
PP(2)×PP(2) one obtains WgO(N) = 1N , while on PP(4)×PP(4) the orthogonal Weingarten
function WgO(N) is given by the matrix entries
1
N(N − 1)(N + 2)

 N + 1 −1 −1−1 N + 1 −1
−1 −1 N + 1

 .
The general orthogonal Weingarten integration formula now reads as follows.
Proposition 1 Let φ, ψ ∈ F(k,N). Then
∫
O(N)
dU
k∏
j=1
Uφ(j),ψ(j) =
∑
m,n∈PP(k)
1F(m,n)(φ) 1F(n,n)(ψ) WgO(N)(m, n) .
Next let us consider the symplectic case, hence V = C2N with a as in Section A.2. If N ≥ l,
then the space of SP(2N)-invariants in V ⊗2l admits a basis {θm |m ∈ PP(2l)}, where
θm =
∑
η∈F(l,n)
∑
ε∈F(l,{0,1})
⊗2lj=1v(η, ǫ, j) ,
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with
v(η, ǫ, j) =
{
eν(η+nǫ) , if j = mν ,
eν(η+n(1−ǫ)) (−1)νǫ , if j = nν . .
The Weingarten function WgSP(2N)(m, n) is the (m, n)-entry of the inverse of the Gram matrix
of the extension of a (as above) with respect to the basis {θm |m ∈ PP(2l)}. On PP(2)×PP(2)
one obtains WgSP(2N) =
1
2N
, and on PP(4)×PP(4) it is given by (30) above.
Proposition 2 Let φ, ψ ∈ F(k,N), α, β ∈ F(k, {0, 1}). Then
∫
SP(2N)
dU
k∏
j=1
Uφ(j)+Nα(j),ψ(j)+Nβ(j) =
∑
m,n∈PP(k)
WgSP(2N)(m, n) (−1)
∑l
ν=1 α(mν (m))+β(mν (n))
1F(m,2N)(φ) 1A(m,2N)(α) 1F(n,2N)(ψ) 1A(n,2N)(β) .
Finally let us turn to the unitary case. Let Sk denote the full symmetric permutation group
of the set {1, . . . , k}, and e∗1, . . . , e∗N the dual to the basis e1, . . . , eN on V = CN w.r.t. the
standard scalar product c. If N ≥ k, then the space of U(N)-invariants of V ⊗k ⊗ (V ∗)⊗k (with
the contragredient representation on the dual space) admits a basis {Cπ | π ∈ Sk} where
Cπ =
∑
φ∈F(k,N)
eφ(π−1(1)) ⊗ . . .⊗ eφ(π−1(k)) ⊗ e∗φ(1) ⊗ . . .⊗ e∗φ(k) .
The Weingarten function WgU(N)(σ, τ) is the (σ, τ)-entry of the inverse of the Gram matrix of
the extension of the scalar product c w.r.t. the basis {Cπ | π ∈ Sk}. Then on S1× S1 one has
WgU(N) =
1
N
, while on S2× S2 the unitary Weingarten function is given by
1
N(N2 − 1)
(
N −1
−1 N
)
.
Proposition 3 Let φ, ψ, φ′, ψ′ ∈ F(k,N). Then
∫
U(N)
dU
k∏
j=1
Uφ(j),ψ(j) Uφ′(j),ψ′(j) =
∑
σ,τ∈Sk
WgU(N)(σ, τ) δ(φ, σφ
′) δ(ψ, τψ′) .
Let us conclude with a comment on higher order Weingarten functions. The definitions
given here have the merit that they can be easily motivated in an invariant theoretic context.
Their calculation, in particular, for higher orders, can be simplified by remarking, e.g., that
WgU(N)(σ, τ) depends only on the cycle type of στ
−1. This combined with harmonic analysis
on the symmetric group leads to sophisticated and computationally feasible expansions of Wg,
see [CM] for the unitary and orthogonal cases. The recent preprint [Mat] which contains an
expansion in the symplectic case was posted only after the present paper had been submitted.
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