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Abstract
In the last decade, with the development of horizontal drilling and multistage hydraulic
fracturing technology, extraction of unconventional resources has significantly increased in
western Canada. These industrial activities have been associated with the rise in the seismicity
rate. This thesis aimed to improve the quality of the available geomechanical models of the
injection-induced seismicity in the Western Canada Sedimentary Basin, by incorporating
detailed geoscience characterization for two unconventional reservoirs of the Duvernay
Formation in the Fox Creek area and the Cardium Formation in West Pembina. Hydraulic
fracturing has induced seismicity in the first area, but no induced seismicity has been detected in
the second. A 3D multi-layered geomechanical modeling coupled with fluid flow was applied in
order to simulate fluid injection and obtaining the pore pressure and stress changes on the preexiting faults for both geological regions. Differences in geology including reservoir rock
properties (i.e., elastic parameters and hydraulic properties), distance to the basement faults,
presence of pre-exiting faults, stress field, and hydraulic properties of the underlying formations
are shown to be primarily responsible for the differences in induced seismicity. In addition, a 2D
one-layered geomechanical model coupled with fluid flow was constructed for analyzing the
induced seismicity cluster that occurred in Dec 2014-Jan 2015 in the Fox Creek. To quantify the
simulation results different scenarios for operational parameters, faults orientation, hydraulic
properties of the reservoir and faults were investigated. The spatiotemporal distribution of pore
pressure and Coulomb failure stress reveal that there is permeability heterogeneity in the
reservoir in sections of pre-existing faults. Ultimately, the 2D geomechanical modeling approach
was improved by defining the reservoir porosity and permeability as a function of pore pressure
and stress field. The pressure-dependent model also suggests heterogeneity in reservoir
permeability, as changes in seismicity rate is related to changes in porosity and permeability.
Keywords: Induced seismicity, hydraulic fracturing, poroelasticity, geomechanical modeling,
Coulomb failure stress, pore pressure, permeability, Cardium Formation, and Duvernay
Formation.
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Lay Summary
In the last decade, with the development of horizontal drilling and multistage hydraulic
fracturing technology, extraction of unconventional resources has significantly increased in
western Canada. These industrial activities have been associated with the rise in occurrence rate
of earthquakes. This thesis investigated physical mechanisms of fault reactivation during these
operations by performing a numerical modeling approach. The modeling results suggest that
mechanical and hydraulic rock properties, distance from the injection sites to the pre-exiting
faults, and injection volume and duration are key factors controlling the fault reactivation
mechanisms. In addition, the result of this thesis emphasizes the importance of detailed
geoscience studies in creating more realistic models representing the regional geology.
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“If you're going to try, go all the way. Otherwise, don't even start”
Charles Bukowski, Factotum, 1975.
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Chapter 1
1

Introduction

1.1 Induced seismicity
Industrial activities in the subsurface can perturb the state of stress in the crust and cause
earthquakes. These anthropogenic earthquakes have been detected for almost a century (e.g., Prat
and Johnson, 1926). Early reported events were attributed primarily to depletion of hydrocarbon
reservoirs and water impoundment (Pratt and Johnson, 1926; Mead and Carder, 1941; Segall,
1989; Shapiro and Dinske, 2018). Seismicity caused by injection of the fluid into subsurface
formations has been studied since the 1950s. In fact, this type of induced seismicity began to
attract attention in the 1960s when fluid injection caused M 4.8 earthquake in the Rocky
Mountain Arsenal, Colorado, U.S.A. (Bardwell, 1966; Evans, 1966; Healy et al., 1968). This
event was considered the largest injection-induced event until 2010 (Keranen and Weingarten,
2018).
In the last decade, with the development of horizontal drilling and multistage hydraulic
fracturing technology (HF), extraction of hydrocarbons from unconventional resources has
significantly increased in the U.S.A and Canada. In the central U.S.A, the increased rate in
seismicity has been primarily associated with injection of wastewater disposal (WD) whereas in
western Canada the rise in the seismicity rate has been correlated with hydraulic fracturing
operations (Ellsworth, 2013; Atkinson et al., 2016; Grigoli et al., 2017; Kao et al., 2018a;
Konstantinovskaya et al., 2021); Figure. 1.1 shows the distribution of earthquakes with M ≥ 2
from 2013 to Jan 2020 documented by Composite Alberta Seismicity Catalogue (CASC) in the
western Canada (i.e., not all these earthquakes plotted here are considered anthropogenic).
Several cases of induced earthquakes due to hydrocarbon production have been detected in the
Western Canada Sedimentary Basin (WCSB). These include occurrences associated with
production in Rocky Mountain House (Baranova et al., 1999; Baan et al., 2017), secondary oil
recovery near Fort St. John, BC (Horner et al., 1994; Rubinstein and Babaei, 2015), wastewater
disposal (Schultz et al., 2014; Rubinstein and Mahani, 2015) and hydraulic fracturing operations
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(Atkinson et al., 2016; Eaton, 2018). The Rocky Mountain House cluster, for example, first
occurred in the 1970s and was linked to the secondary recovery from the Leduc Formation
(Wetmiller, 1986). Another early case of induced seismicity in Alberta was the Brazeau River
Cluster in the1990s, which was tied to wastewater disposal in the Rundle Group. Despite the
long history of induced seismicity in western Canada, the seismicity rate in the region has
increased sharply since 2009, which is coincident with unconventional oil and gas production
technologies. The increase in the seismicity rate demonstrates a better spatiotemporal correlation
with HF wells than other oil and gas industry activities, such as WD (Atkinson et al., 2016).

Figure 1.1: Locations of seismicity with magnitudes M ≥ 2 in western Canada from 2013 to Jan
2020, documented by CASC. The largest earthquake with M 4.6 occurred in BC in 2018. The
color bar and circle size represent earthquake magnitude.
2

Atkinson et al. (2016) correlated 12289 HF wells and 1236 WD in WCSB with earthquakes M ≥
3 from the NRCan national catalogue. The authors used a radius of 20 km for matching wells and
seismicity. For the HF operations, they used a temporal window of three months after cessation
of operations, while for WD, they considered any earthquake after operations. The authors found
39 wells correlated to 69 M ≥ 3 for HF wells (0.3%) and 33 M ≥ 3 linked to WD (1.4%). Overall,
the seismicity was unevenly distributed in the context of the number of wells and cumulative
volumes of fluid injection. Other studies pointed out that these earthquakes have occurred in
areas with large injection volumes and regional geological susceptibility (e.g., Schultz et al.,
2016; Schultz et al., 2018; Pawley et al., 2018). The regional susceptibility differs according to
injection layer, for example, it is ∼ 6% for HF wells in the Duvernay Formation and ∼ 0.07% for
HF wells in the Cardium Formation (Ghofrani and Atkinson, 2020).
Seismicity is induced where the in-situ stress field is perturbed on a pre-existing critically
stressed fault. Induced events often occur within 2 km distance from injection wells days to
weeks after injection termination. The distance is controlled by various parameters such as
geological and tectonic components, fracture/fault intensity, fracture-network connectivity, insitu stress, overpressure (where pressure gradient is significantly higher than hydrostatic) and
distance to the basement (Keranen and Weingarten, 2018). The local disparity in parameters
mentioned above determine magnitude variability in seismogenic index (discussed in Section
2.7). The corresponding hazard of induced seismicity depends on magnitude of the earthquake
and its proximity to the infrastructure, and intensity of the ground motion (Atkinson et al., 2020).
To reduce the seismic hazard risk related to induced seismicity, regulators and industry have
introduced the concept of induced seismicity traffic light protocol (IS-TLP) (e.g., Bommer et al.,
2006; Majer et al., 2012; Grigoli et al., 2017; Kao et al., 2018a). The primary goal of the protocol
is to prevent the occurrence of earthquakes that could threaten the safety of the local population
and critical infrastructures. The red-light threshold is based on the magnitude of the largest event,
M 4 and the yellow light is M 2 in the WCSB. IS-TLP has a few drawbacks that need to be
discussed here. First, the IS-TLP does not account for post-injection seismicity. It is assumed
that injection shut-in (termination) will result in stopping seismicity however most of the large
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events occurred days or weeks after shut-in. It is further assumed that large events are preceded
by small events but there are examples of large events without any precursor small events in
western Canada (e.g., M 4.4 near Red Deer in 2019 or M 4.6 near Fort St. John in 2018). Second,
there is uncertainty in magnitude calculation. Some approaches such as incorporating ground
motion into calculation of magnitude have been suggested for improving the current method
(e.g., Kao et al., 2018). Third, events in western Canada are monitored by sparse regional
network and that inhibits detecting small events and hypocentral uncertainties are often large.
Therefore, it is probable that some of the events still may not be detected (Friberg et al., 2014;
Schultz et al., 2015a, b; Skoumal et al., 2015; Wang et al., 2017). In summary, the TLP strategy
is not sufficient and further development is required to protect the vulnerable infrastructures and
mitigate the associated risk to HF operations (Atkinson et al., 2020).
Although most induced earthquakes are small to moderate, their shallow depth (~2-5 km),
combined with their lower attenuation of seismic waves compared to tectonic earthquakes, can
potentially make them hazardous (Atkinson et al., 2015). Understanding the correspondence to
production operational processes such as injection rate, volume, and pressure will enable us to
explain the physics and mechanisms of induced earthquakes, hence the risk of corresponding
hazards can be mitigated. Geomechanical and poroelasticity models are the most reliable tools
available to forecast the likelihood of induced seismicity resulting from fluid injection. Injection
parameters, and hydrogeological properties of the rocks and faults, and faults friction properties
are essential components in this type of modeling.
Deng et al. (2016) used a numerical simulation to find a pattern in the relationship of pore
pressure perturbations and changes in Coulomb Failure Stress (CFS) for the Fox Creek induced
seismicity. The authors suggested that changes in CFS are more related to poroelastic stress than
pore pressure. Another study, Bao and Eaton (2016) noted that mechanisms of the induced
seismicity are different on the east and west strands of an en echelon fault. Unlike Deng et al.
(2016), Bao and Eaton concluded that pore pressure increase is more enduring than the
poroelastic response. Based on their model, some notable post-injection events are more
complicated to interpret. Schultz et al. (2018) also proposed a link between injection volume and
seismicity rate rather than correlation between pore pressure increase and seismicity.
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The increase in fluid pressure in the faulted region is another factor investigated previously (e.g.,
Igonin et al., 2021; Konstantinovskaya et al., 2021). The details of the physics of induced events
in this region are not yet fully understood, and the complexity of developing predictive models
remains unresolved.

1.2 Study motivation
This thesis focuses on induced seismicity resulting from oil and gas industry activities in the
WCSB. The study aims to investigate the potential mechanisms of induced seismicity in the
WCSB by applying a numerical modeling approach. Despite many available simulations and
models of injection-induced seismicity in the WCSB, this study incorporates the site-specific
geology, real-time injection parameters, and corresponding earthquakes into its simulations.
Development of such numerical simulations of subsurface formations can help monitoring the
fluid injection process and estimating the potential for corresponding seismic activity. Moreover,
the fluid injection process is modelled in West Pembina where there are hundreds of active HF
wells but has remained quiescent until this date. The main objectives of this thesis are as follows:
•

Fit-for-purpose characterization of the geology, petrophysics, and geomechanics of the
Upper Devonian stratigraphic units in west-central Alberta (Fox Creek region). The
results were used as inputs for geomechanical modeling.

•

Fit-for-purpose characterization of the geology, petrophysics, and geomechanics of the
Upper Cretaceous stratigraphic units in west-central Alberta (west Pembina region).The
results were used as inputs for geomechanical modeling.

•

Simulate the fully coupled model of fluid flow through poroelastic media using
COMSOL Multiphysics software to better understand the reactivation mechanisms of
injection induced seismicity.

•

Calibrate the model with injection parameters of the wells and real-time occurrence of the
earthquakes to better understand causes of induced seismicity in the Fox Creek region.

•

Model the seismicity rate using the poroelastic results from simulations to verify the
simulation results in respect to the timing of observed earthquakes.
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The simulations are performed in two different settings of one-layered two-dimensional and
multi-layered three-dimensional geometries. The results of two settings are ultimately compared
and pros and cons of each model are outlined. The results of this thesis may be applicable to
estimating and predicting crucial parameters, including critical pressure, time of the events, and
injection volume and rate prior to the stimulation of the reservoir. Furthermore, a better
understanding of the causes of induced seismicity may allow operators to examine the potential
seismic hazard linked to hydraulic fracturing or wastewater wells prior to any oil and gas
industry activities.

1.3 Multistage hydraulic fracturing
Hydraulic fracturing has enabled production of oil and gas from previously inaccessible
shale/tight-sand reservoirs. Shale reservoirs, for example, commonly exhibit abundant natural
fractures. These fractures are created due to stress differential related to tectonic processes or as a
result of high fluid pressure and are often sealed by diagenetic processes (Gale et al., 2014).
Overpressure development, through hydrocarbon generation, compaction disequilibrium, or
other processes, can contribute to natural fracture development in shales (Lacazette and
Engelder, 1992; Olson et al., 2009; Gasparrini et al., 2014). These tight formations typically have
very low permeability, typically in micro to nano Darcy.
Reservoir permeability determines the flow capacity, as defined by Darcy’s Law, thereby
governing production rate. Matrix permeability of shale reservoirs is typically in the nanoDarcy
range (Katahara, 2008). Fractures, hydraulic or natural, can add a second component to the
“system permeability” of shale reservoirs. Hydraulic fracturing can generate new fractures
(tensile or shear fractures) or reopen pre-existing fractures. Hydrocarbons can then migrate
through the fracture networks and flow into the production well.
Traditional hydraulic fracturing has been used to stimulate production from conventional
reservoirs since the 1940s. In this method, a perforation was made in the well casing of a vertical
well, creating a flow path for hydrocarbon migration into the well. Production was stimulated by
injecting a small volume of fluid (75 to 300 m³) to remove drilling-induced damage (impaired
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permeability) near the wellbore. Fracture propagation was limited to a relatively small volume
around the well (Spence, 1989). The high permeability of conventional reservoirs would make
production viable by only applying traditional hydraulic fracturing. However, the matrix
permeability in shale reservoirs is typically six to eight orders of magnitude lower than
conventional reservoirs (King, 2012). This necessitated modified operations leading to multistage hydraulic fracturing stimulations in horizontal wells.
In modern hydraulic fracturing technology, a well is drilled vertically up to a certain depth
(target formation) and is turned to drill horizontally through the target reservoir (Figure 1.2). The
horizontal segment of the well extends typically for 1.8 to 3 km. The fracturing process usually
starts from the toe of the well, i.e., the farthest point from the wellhead, and moves toward the
well heel. The fracturing process can be done using different approaches. One approach is to
perforate a length of 5 to 15 m of the well casing at pre-set intervals. Each interval is called a
stage. The distance between stages can vary between 100 to 300 m depending on the operator’s
preference. The number of stages can also vary from 15 to 30 along the length of the horizontal
well. The wellbore perforations allow fracturing fluid to be forced out of the wellbore into the
target formation, and subsequently oil or natural gas can flow into the wellbore and be brought to
the surface. Perforating causes initial cracks in the formation which are extended during
hydraulic fracturing stimulation. After perforation each interval is fractured by injection of a
high-pressure fluid and proppant, then a packer is installed to separate the section and the process
is repeated for the other intervals toward the well heel. The injection time for each stage ranges
from 20 minutes to 4 hours (King, 2012). The injection fluid contains 98-99% water and 1-1.9%
proppant (usually sand or particles to keep fractures open). After completion of hydraulic
fracturing, the injected hydraulic fracturing fluid is allowed to flow back through the wellbore
from the formation. The amount of flow-back fluid varies based on the geology of the target
formation, for a tight shale, for example it ranges from 10 to 50 % of the injected fluid in areas
like the Barnette and the Marcellus shale (King, 2010). Some of the fluid remains in the shale
formations since shales act like a dry sponge, they absorb and hold the water in their small pores
(King, 2012).
There are many examples of fault reactivation due to hydraulic fracturing stimulation reported in
the literature (e.g., Warpinski et al., 1998; Wolhart et al., 2005; Vulgamore et al., 2007; Maxwell
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et al., 2009; Cipolla et al., 2012; Schultz et al., 2016). The largest earthquake caused by
hydraulic fracturing heretofore is recorded in Sichuan Basin in China with M 4.7 (Lei et al.,
2017). Large earthquakes from hydraulic fracturing have been also detected in Ohio, USA
(Friberg et al., 2014; Skoumal, 2015; Bruzdzinski and Kozlowska, 2019), Oklahoma, USA
(Holland, 2013) Alberta and BC, Canada (Atkinson, 2016; Bao and Eaton, 2016). Kao et al.
(2018a), for example, identified five earthquakes with M ≥ 4 in the WCSB associated with
hydraulic fracturing. These events have been reported in the northern Montney Basin, BC in
2014 and 2015, the Dawson Creek, BC in 2018 (Roth et al., 2020), the Fox Creek/Crooked Lake,
AB in 2015 and 2016, and Red Deer, AB in 2019 (International Seismological Centre, 2019).
HF operations started in 2006 in BC and seismicity in those regions has increased drastically
since then; the cumulative number of M ≥ 3 events in BC increased by a factor of 3 from 33 in
2008 to 97 in 2015 (Babaei Mahani et al., 2017). In the Fox Creek/Crooked Lake region, ~ 25
km southwest of the Fox Creek town in central Alberta, the cumulative number of earthquakes
with M ≥ 3 increased from 3 in 2013 to 37 in 2017 (Schultz et al., 2017). The total number of
M ≥ 3 documented in the WCSB from 2009 to 2019 is 152 and the Duvernay Formation has
> 5% association rate with these earthquakes (Atkinson and Ghofrani, 2020). The largest induced
earthquakes related to HF in western Canada to date occurred in Nov 2018 with M 4.6 near Fort
St. John, BC (Mahani et al., 2018; Atkinson et al., 2020).
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Figure 1.2: Schematic illustration of horizontal drilling and hydraulic fracturing treatment.
The well is drilled vertically through different sedimentary layers down to the reservoir and
drilled horizontally within the shale reservoir. Multiple hydraulic fracturing stages are
shown. Microseismic activities are monitored by a monitoring well and special tools. Length
and number of stages depend on reservoir properties and operational purposes. (Adapted
from National Research Council, 2013).
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1.4 Wastewater disposal
Wastewater wells or salt-water disposal wells are categorized as Class II well types, which are
used for the sole purpose of injecting waste fluids associated with oil and natural gas
productions. Waste fluid can be produced from different oil and gas extraction operations. It can
be result of flowback from hydraulic fracturing operations (e.g., in Ohio and Kansas) or it can be
coproduced brine from hydrocarbon wells. For instance, in Oklahoma only 10% of wastewater
fluid comes from the hydraulic fracturing flowback; most of the fluid is formation brine that was
coproduced with oil (Murray, 2013). In fact, most of the oil wells in Oklahoma produce more
saltwater than oil (Langenbruch and Zoback, 2016). The coproduced water is regularly injected
back to the reservoir for maintaining the pressure or for enhanced oil recovery (EOR) purposes
(Rubinstein and Mahani, 2015; Horner et al., 2016). However, for low-permeability
unconventional reservoirs the wastewater is not reinjected and is instead disposed in deep
aquifers.
The recent increase in unconventional development increased coproduced water volume in the
U.S. This change in volume has created reservoir pressure changes regionally (Scanlon et al.,
2019). The coproduced water primarily has been injected as WD in low-permeability reservoirs
or depleted reservoirs. For example, within the last decade, coproduced water from hydrocarbon
production in north-central Oklahoma has been disposed into the permeable Arbuckle Group.
The disposal operations were coincident with a rapid increase in seismicity rate (Langenbruch
and Zoback, 2016). The greatest occurrence of induced earthquakes in North America is in the
southern-central U.S.A in Oklahoma, Kansas, and Texas where waste fluids were disposed into
the high-permeability Arbuckle and Ellenburger formations overlying crystalline basement
(Holland, 2013; Keranen et al., 2013, 2014; Walsh and Zoback 2015; Schoenball and Ellsworth,
2017).
Prior to 2009 in Oklahoma there was one M ≥ 3 per year and this rate increased to ~ 900 felt M ≥
3 in 2015. Since earthquake rate outside the injection areas is consistent with background
tectonic seismicity, this 900-fold rise in earthquake rate has been widely attributed to WD
injections (Ellsworth, 2013; Keranen et al., 2014; Walsh and Zoback, 2015; Weingarten et al.,
2015). Five induced earthquakes with M ≥ 5 occurred in Oklahoma in the last decade. Three of
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these earthquakes were in 2016 when Pawnee M 5.8 considered the largest earthquake in history
in Oklahoma occurred (Keranen and Weingarten, 2018; Langenbruch and Zoback, 2018).
While tens of thousands of disposal wells are currently active in the U.S. and some have been
linked to induced earthquakes in the past several decades, these wells do not go through
geological review prior to injection. In north-central Oklahoma, injection volumes can reach up
to 200 million m³ within an area of ≈ 8000 km² (Langenbruch and Zoback, 2018). To mitigate
the risk of hazard, therefore, Oklahoma regulators authorized 40% reduction in WD injection
volume in two areas with high seismicity in early 2016 after occurrence of the M 5.1 Fairview
earthquake sequence (Langenbruch and Zoback, 2016). The regular threshold for Oklahoma is
now 15000 bbl/day (Hincks et l., 2018). After significant reduction in wastewater injection rates,
the earthquake rate dropped by 80% in a year (Langenbruch and Zoback, 2017). Despite the
recent drastic decline in seismicity rate in Oklahoma, in 2017, 294 M ≥ 3 and 6 M ≥ 4 were
recorded in the region, which is still considered anomalous (Langenbruch and Zoback, 2018). In
addition to citing injection volumes as the main cause of induced events in Oklahoma, some
recent studies indicated the well depth in the region as an important controlling aspect, for
example, seismicity is not observed in shallow disposal wells in Marcellus and Bakken plays
(Skoumal et al., 2018; Hincks et al., 2018).
In contrast, lower volumes of wastewater are coproduced in the WCSB, and this leads to a lower
number of WD wells per producing well. More than a thousand WD wells have been drilled
between 1985 to 2015 and ~ 1.4 % of these wells were attributed to induced seismicity (Atkinson
et al., 2016). For instance, among 104 active WD wells in Fort St. John, BC, two of these wells
were linked to induced seismicity. The events started to occur 13 months after initiation of
injection (BCOGC, 2014). The region is susceptible to induced seismicity due to its vicinity to
the pre-existing structures of the pre-existing structures of the Fort St. John Graben complex
(Eaton and Eyre, 2018). Seismicity in the Rocky Mountain House in Alberta (Wermiller, 1986;
Baranova et al., 1999), and the Cordel Field cluster in southern Alberta were also linked to WD
activities (Schultz et al., 2014).
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WD activities currently are considered the largest seismic hazard risk for induced seismicity. The
recorded earthquake magnitudes to date are larger for WD cases compared to the HF cases
(Goebel et al., 2017; Weingarten, et al., 2015; Weingarten et al., 2017). The total number of
globally reported induced events caused by WD is also higher than HF related earthquakes.
Injection durations and volumes are higher for WD relative to the HF, leading to higher
magnitudes of changes in pressure and stresses. WD injections take place over months or years
whereas HF operations complete in days. Larger volumes of fluid are injected into the disposal
zones over larger areas in WD. The largest reported fluid volume, for example, in the U.S. for
HF was roughly ≈ 80,000 m³ per single well (Jackson et al., 2014); while there are thousands of
WD wells with injection rate up to 160,000 m³/month (Rubinstein and Mahani, 2015;
Weingarten et al., 2015). Thus, there is a greater likelihood for WD injections to induce
earthquakes over the larger distance and time interval than HF operations (Rubinstein and
Mahani, 2015). In general, there could be two different upper bounds for the largest possible
induced earthquake. Induced earthquakes can approach the upper limit of regional tectonic
events (van der Elst et al., 2016) or it can be tied to the total volume of fluid injections (McGarr,
2014). Although the upper size limit of induced earthquakes can be similar to natural
earthquakes, they can have distinct rupture mechanism (Keranen and Weingarten, 2018).

1.5 Mechanisms of injection-induced seismicity
As mentioned previously, there are three essential factors necessary for the occurrence of
injection-induced seismicity in regions with anthropogenic activities: 1) a source for pressure or
stress perturbations, 2) a pre-existing critically stressed fault, and 3) a pathway for migration of
the fluid from the source to the fault (Eaton, 2018) (Figure 1.3). Understanding the interactions
between these three factors will allow us to analyze the physics and mechanisms of injectioninduced seismicity and predict the related risk of potential hazards.
The Mohr-Coulomb Failure Criterion has been widely used (e.g., King et al., 1994; Scholz,
1998) for explaining fault physical reactivation process by injection. The Mohr-Coulomb failure
criterion is the linearized form of the Mohr-envelope with slope O and intercept P which are two
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material constants. In the presence of fluid, the linearized Mohr failure line for intact rocks has
the following form (Zoback, 2007):
Q = P + O (T − K),

(1.1)

where Q stands for shear stress at which failure occurs, P is inherent shear strength, also known
as cohesion, T is normal stress, positive in compressive (according to Eq. (1.1), but it is
considered negative in modeling chapters of this thesis, see Section 2.6), K is pore pressure, O
is the coefficient of internal friction, and T − K is called effective normal stress. Normal and
shear stresses are the stresses acting on the fault plane (Figure 1.4). Normal stress is
perpendicular and shear stress is parallel to the fault plane. Normal and shear stress magnitudes
depend on the orientation of the fault plane with respect to principal stresses (Jaeger and Cook,
2009). The coefficient of internal friction is related to the angle of fault orientation. Cohesion is
negligible for rocks with pre-existing fractures. This criterion will be explained in detail in
Chapter 2.
Injection of fluid increases pore pressure, and this will result in reduction of effective normal
stress and can initiate slip on a pre-existing fault (Figure 1.4a). Overall, slip on the fault occurs
when a ratio between the shear stress over effective normal stress acting on the fault becomes
greater than sliding coefficient (Morris et al., 1996; Rutqvist et al., 2007). Shear strength is a
function of friction between fault blocks. In summary, failure may occur when any of the
following conditions are met:
1) there is an increase in pore pressure,
2) there is a reduction of normal stress, or
3) there is an increase in shear stress.
Figure 1.3 illustrates different fault reactivation mechanisms of injection-induced seismicity.
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(Indirect poroelastic effects)

Figure 1.3:The main mechanisms for injection-induced seismicity. A nearby critically stressed
fault is required for all three mechanisms (Adapted from Eaton, 2018).

The first mechanism is direct pore pressure diffusion, mostly responsible for induced seismicity
resulting from WD wells. In this case, a high volume of fluid is injected over a long duration,
from months to years, into a deep permeable layer (e.g., Arbuckle Group in Oklahoma). If the
injection layer is hydraulically connected to the fault, this can perturb the stress state on the fault
and result in an earthquake (Rubinstein and Mahani, 2015). Increase in fluid pressure within the
fault reduces the normal effective stress and the circle moves towards the failure envelope
(Figure 1.4a). The magnitude of the pore pressure increase depends on the injected fluid volume,
and hydraulic properties of the reservoir, including porosity, permeability, storage coefficient,
and fluid viscosity. One of the proven early cases of these earthquakes was recorded in Colorado
in the 1960s with M 4.8 (Healy, 1968), which was triggered by a WD well at Rocky Mountain
Arsenal.
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Figure 1.4: Failure mechanisms of induced seismicity. The solid lines represent the initial
state of stresses and dashed lines represent the perturbed stresses. (a) Direct pore pressure
diffusion. When pore pressure increases, the magnitude of maximum and minimum normal
stresses (T! and T" ) decrease and circle moves towards failure envelope. (b) Indirect
poroelastic stress increases differential stress (T! − T" ). Increase in poroelastic stress results
in increase in larger Mohr circle, therefore, the circle reaches failure line (Adapted from
Keranen and Weingarten, 2018).

The second mechanism occurs during hydrocarbon extraction or secondary recovery fluid
injection (Baranova et al., 1999; Horner et al., 1994). In this case, faults are not hydraulically
connected to the injection layer, and stress perturbation is a result of the poroelastic effect
(Segall, 1989). Figure 1.4 (a-b) compares two different failure mechanisms caused by pore
pressure, and poroelastic stress. In the case of poroelastic stress changes, the diameter of the
Mohr-diagram increases as a result of increase in differential stress which is the difference
between maximum principal stress (T! ) and minimum principal stress (T" ). However, for the first
case (Figure.1.4 a), differential stress remains the same even after stress perturbations caused by
injection. The diagram reaches the failure envelope simply by effective normal stress reduction
due to pore pressure increase. Figure 1.4 is only used for illustrating Mohr-Coulomb failure
diagram changes respect to fluid injection. In this thesis, however, compressive normal stresses
are considered negative.
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The third mechanism is related to induced events from hydraulic fracturing operations. This
takes place when the HF well is close to the critically stressed fault. In this case, pore pressure or
poroelastic stress changes can favor slip on the fault (Bao and Eaton, 2016; Deng et al., 2016).
Pore pressure is higher close to the injection well but poroelastic stress is higher at farther
distance (Segall and Lu, 2015). The magnitude of the changes depends on injection rate and
volume, poroelastic parameters, distance, time, and hydraulic diffusivity. There are some main
differences between third mechanism and first mechanism. For the HF well, fluids are injected at
high pressure to be able to fracture the rock, however with lower volume and shorter duration
relative to WD. In addition, HF wells are drilled through impermeable layers; hence, fluid
migration can be inhibited (Atkinson et al., 2016). The magnitude of pore pressure and stress
changes are also very small over the small surrounding area for the HF.
The Crooked Lake seismicity cluster 1(abbreviated SS1 by Schultz et al., 2015) in Dec 2014-Jan
2015, is a good example for third mechanism (Bao and Eaton, 2016). This cluster includes one of
the largest events of X# 3.9 (occurred on Jan 23, 2015) nucleated on top of the crystalline
basement two weeks after injection termination. For this cluster, the west strand of the fault was
active a few months after injection termination. The east strand was only active during injection.
The west strand was interpreted to be activated by pore pressure, and east strand was interpreted
to be activated by changes in poroelastic stress. Activation by fluid pressurization was more
persistent compared to the activation by poroelastic response (Bao and Eaton, 2016).
There are other proposed reactivation mechanisms in the literature. Injection of high-pressure
fluid during hydraulic fracturing in shale gas and tight reservoirs, for example, may cause slip
even on not well-oriented faults (respect to current stress regime). Slip may be slow and generate
long period, long duration (LPLD) seismic waves, which are different from conventional high
frequency microseimsicity (mostly with M < 0) during hydraulic fracturing (Das and Zoback,
2011; Eaton et al., 2013). These events are similar to tectonic tremors in subduction zones.
LPLD events were observed in the Cardium Formation in west-central Alberta (Das and Zoback,
2013). A smaller number of LPLD events were also detected in the Horn River play of
northeastern BC due to smaller fracture networks in the shale reservoir in the region (Eaton et al.,
2013). Slip on a fault based on the fault’s hydromechanical properties and in situ stresses can be
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seismic or aseismic. Some study cases reported that an increase in pore fluid pressure can
primarily induce accelerating aseismic creep and fault opening. Later, by further increase in
pressure, friction evolves to rate strengthening and favors aseismic slip. This mechanism has
been suggested mainly for shallower reservoirs (< 1 km depth) where the aseismic slip can occur
beyond the fluid pressurization zone (Cappa et al., 2018; Bhattacharya and Viesca, 2019).
Another study showed that elastic stress transfer could be another driving mechanism for
induced earthquakes (Kettlety et al., 2020). The authors found that elastic stress changes could
inhibit further slip at later times rather than facilitating the initial slip. Zhang et al. (2019)
mentioned the change in the coefficient of friction in addition to change in pore pressure and
poroelastic stresses as an inducing mechanism. They took into account the influence of
mineralogy, chemicals of the fluid, and temperature on rock strength and slip support on the
fault. Kao et al. (2018b) proposed tectonic strain rate as an essential factor on injection-induced
seismicity rate. They suggested that in areas with moderate strain the seismicity may increase
locally. This study, however, will focus and investigate further on three main mechanisms
described in Figure 1.3.
Although pore pressure increase has been considered as the main cause of injection-induced
seismicity (Hsieh and Bredehoeft 1981; Shapiro and Dinske, 2009; Zhang et al., 2013), it cannot
explain the spatiotemporal distribution of all injection-induced events (Segall and Lu., 2015;
Ellsworth, 2013). Segall and Lu (2015) showed that pore pressure increase is dominant adjacent
to the injection well and poroelastic stress dominates in distal zones. Distance most strongly
influences the reactivation mechanism (Westwood et al., 2017; Goebel et al., 2017). As
previously mentioned, in the event of hydraulic fracturing, a low to moderate volume of highpressure fluid is injected into the impermeable layer (Rubinstein and Mahani, 2015). The low
permeability layer can hinder diffusion of pore pressure to larger distance. In these cases,
seismicity at larger distances implies an alternative trigger for fault reactivation. Shear stresses
must be perturbed on the critically stressed fault mainly by indirect poroelastic response of the
solid matrix (Deng et al., 2016; Schultz et al., 2018). This poroelastic response is defined as the
deformation of the rock, resulting from tensile fractures and shear slip on the pre-existing
fractures that lead to rearranging stress field and building up CFS.
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In the U.S. induced seismicity is observed in the basement while in the WCSB induced
seismicity mostly appeared in sedimentary layers above the very thick crystalline basement (Bao
& Eaton, 2016; Wang et al., 2017; Schultz et al., 2017; Babaie Mahani et al., 2017). Goebel and
Brodsky (2018) analyzed the global distribution of injection‐induced earthquakes. They
proposed that in less stiff sedimentary strata above the basement, the coupling between fluid and
solid matrix is more vigorous, and therefore, conditions are more favorable for poroelastic stress
transfer than pore pressure. On the other hand, fluid-matrix coupling could be less strong in the
stiff crystalline basement, favoring pore pressure diffusion as a leading reactivation mechanism.
Hydraulic properties of faults and formations can also determine the primary mechanism.
Geological components such as lithology, fractures, and layering can create lateral and vertical
permeability changes, which lead to variations in induced seismicity distribution.
Induced seismicity can be limited or accelerated by stratigraphic variations and geological
factors. For instance, seismicity is concentrated in carbonate reefs in Cogdell Field in Texas and
in the Swan Hills area in Alberta, Canada where reef growth may have formed on structural
highs related to basement tectonics (Davis and Pennington, 1989; Schultz et al., 2016).
Earthquakes usually are isolated around the fault plane. Pressure transmission from a well to the
fault typically has a tortuous path through permeable zones. In high-permeability reservoirs,
pressure can propagate tens of km, so seismicity may occur at large distance from the injection
wells e.g., 10 or even 20 km distant (Keranen et al., 2014; Rubinstien and Mahani, 2015). Some
study cases suggested that permeable faults and fractures act as conduits and facilitate the fluid
pressure migration from the injection well to greater distances (e.g., Holland, 2013; Schultz et
al., 2015; Westaway, 2017). Seismicity can occur immediately if faults are hydraulically
connected to the injection layer. On the contrary, if the injection layer has low permeability, the
pore pressure diffusion over large distance is less effective than poroelastic stress transfer (e.g.,
Deng et al., 2016). In summary, a delayed induced earthquake could possibly be based on
(Parsons, 2002; Dieterich, 2015):
•

Rock properties,

•

Distance from injection,
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•

Connectivity to the faults, for example, sealing faults, or lateral and vertical
lithological barriers that can hinder diffusion,

•

In situ stress field,

•

Rate-state properties of the fault.

In most cases, seismicity happens days or hours after injection terminates and fluid pressure is an
essential factor for post-injection seismicity. There are some reported cases when seismicity
occurred up to 17 years after injection (Keranen et al., 2013). In these cases, a fault may get close
to critical stress failure over longer period of time.
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1.6 Geological settings of WCSB
The WCSB comprises the eastern Canadian Cordillera and two sedimentary basins: the Alberta
Basin and the Williston Basin (Figure 1.5). The overall thickness of sedimentary strata in the
WCSB varies from zero along the margin of Canadian Shield to ~ 6 km adjacent to the foreland
thrust and fold belt (Wright et al., 1994).

Figure 1.5: Regional map of the WCSB. The WCSB extends through several provinces in
Canada and North Dakota in the USA. The WCSB includes Williston and Alberta basins
(adapted from Machel et al., 2012). The red polygon highlights the province of Alberta
within the WCSB.

Phanerozoic sedimentary rocks of the WCSB overlie the crystalline basement. The crystalline
basement is formed of Late Archean through Early Proterozoic crystalline rocks emplaced as a
result of accretionary events of plate collision and subduction accompanied by arc magmatism
following by cooling of the lithosphere (Ross et al., 1991; Villeneuve, 1993; Ross, 2002). The
sedimentary succession of the WCSB consists of strata deposited during two different tectonic
phases: 1) a Late Proterozoic to Late Jurassic passive margin, and 2) a Late Jurassic to Early
Eocene foreland basin (Hein and McMechan, 1994; Kent, 1994; Smith, 1994).
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The passive margin phase is represented by Paleozoic carbonate-dominated strata and reveals a
significant period of carbonate ramp, shallow-shelf carbonate, slope carbonate and reef
deposition on the western margin of North America (Beaumont et al., 1993). There is still a
debate of whether basement faults or structural highs are the main controlling factor on
nucleating carbonate buildups (Goodman, 1956; Layer, 1958; Sikabonyi and Rodgers, 1959;
Andrichuk, 1961; Martin, 1967; Keith, 1970; Klovan, 1974; Mountjoy, 1980; Viau and
Oldershaw, 1984; Viau, 1987). Passive margin sedimentation terminated during the Early
Jurassic when subduction of the Farallon plate beneath North America plate began (Monger,
1993). The foreland basin evolved in two orogeny stages due to collision of North America plate
with two oceanic terranes; the first stage occurred in Middle Jurassic to Early Cretaceous
(Columbian orogeny), and second stage covered occurred during Late Cretaceous to Paleocene
time (Laramide orogeny; Evenchick et al., 2007). The main oil generation window in the WCSB
was coincident with the Laramide orogeny, the time of greatest burial and maximum thrusting, in
Late Cretaceous to Early Tertiary (Deroo et al., 1977; Creaney and Allan, 1990; Issler et al.,
1990; Fermor and Muffat, 1992).
The North America Plate drifted northwestward as a result of the Atlantic Ocean opening in the
Middle Jurassic. Throughout the Middle Jurassic, rapid seafloor spreading of the Atlantic Ocean
was accompanied by subduction of the Farallon Plate beneath the western margin of North
America led to development of the Cordilleran fold and thrust belt. Crustal shortening and
thickening were balanced out with flexural subsidence and creation of the foreland basin towards
the east (Price and Scott, 1994; Evenchick et al., 2007). The development of the WCSB as a
foreland basin continued till the Early to Middle Eocene (Price and Scott, 1994).
Since the WCSB is a hydrocarbon-producing basin, public domain structural data such as
gravity, magnetic anomaly and seismic reflection profiles are available (Wright et al., 1994; Ross
et al., 1994; Eaton et al., 1995; Eaton et al., 1999; Hope and Eaton, 2002). However, basement
faults are not mapped in detail and most of the faults developed during second stage of foreland
basin evolution are identified by applying regional aeromagnetic anomaly data and seismic
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reflection profiles. The Precambrian basement is speculated to have been reactivated in
Phanerozoic. Many features and structures in sedimentary section of WCSB such as orientation
of reef trends, fracture porosity and accumulation of hydrocarbons are assumed to be controlled
by basement faults (Kent, 1973; Gerhard et al., 1990; Burwash et al., 1993; Ross and Eaton,
1999). The influence of basement fault control on sedimentation in the WCSB has been studied
by Lithoprobe since the 1980s. However, investigating the link between basement faults and
overlying strata requires very long receiver-source offsets and long recording times (Ugalde et
al., 2008). For example, Ekpo et al. (2017) used regional gravity and magnetic datasets
accompanied with Lithoprobe seismic profiles to analyze the link between basement tectonics
and crustal structure in area with induced seismicity activity in the WCSB.
Ross and Eaton (1999) used Lithoprobe crustal seismic profiles and aeromagnetic data to
compare Phanerozoic deformation patterns relative to basement structures. According to those
authors’ analyses, basement faults were rarely reactivated in the Phanerozoic other than places
like the Vulcan structure and Peace River Arch area in northwest of Alberta, (O’Connell et al.,
1990; Dix, 1990; Keith, 1990). In addition, the orientation of faults in the sedimentary succession
does not always follow basement structures. Therefore, Ross and Eaton (1999) suggested that
direct basement control on developing these structures in the sedimentary section is limited.
They suggested that the thermal age of lithospheric mantle may regionally control basement
reactivation in Phanerozoic. In fact, according to authors, the regions with younger thermal
lithospheric mantle, for example, the Cordilleran margin and Williston Basin show great
indication of basement reactivation.
Another example associated with reactivation of the Paleoproterozoic Snowbird tectonic zone
basement structures is the increased accommodation within Viking Formation in central Alberta
(Schultz et al., 2019). The Snowbird tectonic zone faults are interpreted to be reactivated during
Aptian-Albian and caused syndepositional subsidence during this time. The Viking Formation is
recognized to be accumulated prior, during, and following this structural reactivation (Schultz et
al., 2019). The upper unit of the Muskiki Member (Wapiabi Formation) that shows boundary of
the clinoform package corresponds with an Archean thrust fault, also may have undergone
extensional reactivation during the Coniacian, forming a local trough (Grifi, 2012; Shank, 2012).
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Intracratonic basin stresses in the WCSB are formed from loading of the basin fill or far field
stresses resulted from tectonic processes at the plate margin (Zoback et al., 1989). Far-field stress
related to Late Devonian - Early Carboniferous Antler and Jurassic to Early Eocene Cordilleran
contraction to the west may be responsible for faulting during this time (Wright et al., 1994). The
post-orogenic isostatic equilibration that caused 2 km erosion could be responsible for Late
Cenozoic faulting (Wright et al., 1994). According to complied information from well logs,
hydraulic fractures, mini-frac tests, and well productions, the WCSB is characterized by NE-SW
SHmax (Maximum Horizontal Stress) orientations (Zoback, 1980; Adams and Bell, 1991;
Heidbach et al., 2018). The SHmax orientation and magnitude have been measured in the WSCB
and correspond to the North America plate motion vector (Minster and Jordan, 1978).
Most of the induced seismicity clusters in Alberta, except the one near Cardston town, are within
20 km inside the edge of the Swan Hills carbonate formation (Schultz et al., 2016).
This suggests that critically stressed faults in Alberta are spotted in the immediate vicinity of
carbonate platform. Hydraulic fracturing in this region is concentrated in the Upper Devonian
Duvernay Formation at ~ 3.5 km depth while the Precambrian basement lies at depth of ~ 4 km
(3 km below sea level; Schultz et al., 2017). The late Devonian Duvernay Formation consists of
a bituminous/argillaceous carbonate, which is developed as an extensive hydrocarbon play in
central Alberta (Creaney and Allan 1990; Hammermaster, 2012). The Duvernay is enriched with
organic matter, and it generates oil or natural gas depending on its location and thermal maturity
in the basin (Switzer et al. 2016). The Duvernay Formation is the source rock for petroleum
accumulations in penecontemporaneous and younger Devonian formations such as Leduc, Nisku,
and Wabamun carbonate plays in Western Canada. (Dunn, 2012).
As mentioned above, seismicity in western Canada is unevenly distributed. Although seismicity
in central-western Alberta occurs in proximity to Swan Hills reef complexes, this cannot explain
the larger scale of observed seismicity (Kao et al., 2018b). Pawley et al. (2018) suggested that
overpressured Duvernay Formation, minimum principal stress, lithium absorption, and
background tectonic seismicity rate are the other effective model predictors for controlling
induced seismicity inconsistency in western Canada. Hydrocarbon generation can cause increase
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in volume of pore fluid and lead to overpressure (Swarbrick and Osborne, 1998). Eaton and
Shultz (2018) documented that induced earthquakes in the WCSB are strongly concentrated in
regions with pore pressure gradient higher than 15 kPa/m. Presence of the lithium-rich brines in
Alberta basin is considered as an indication of hydrothermal fluid flow. This distinct fluid
suggests the presence of deep-seated faults nearby. Observation of lithium, therefore, is
considered as a proxy for vertical fault related fluid flow. In addition, areas with lower least
principal stress gradient close to upper Swan Hills reef complexes are associated with induced
seismicity (Pawley et al, 2018). Lower minimum horizontal stress accelerates moving CFS
towards failure. Regions that had undergone higher strain rate due to natural seismicity are also
assumed to be more susceptible to induced seismicity (e.g., Evans et al., 1966).

1.7

Thesis outline

The main objective of this thesis is to investigate the pre-existing faults reactivation mechanisms
in the areas of induced seismicity in the WCSB. The existing numerical models focus on
building conceptual models rather than real time injection simulations. As mentioned above the
majority of induced seismicity occur on pre-existing faults in regions with regional geological
susceptibility. In order to develop better understanding of induced seismicity processes, the role
of hydromechanical and geological components in simulation results must be analyzed. This
thesis aims to evaluate the two main reactivation mechanisms of pore pressure increase and
poroelastic stress effect on induced seismicity in the WCSB. Two geological regions of Fox
Creek and west Pembina with large number of hydraulic fracturing operations are investigate in
order to study the reservoirs responses to fluid injection.
Chapter 2 reviews the poroelasticity theory and outlines the governing equations describing fluid
flow and diffusion through a poroelastic medium. In addition, the dependence of material
parameters on pore pressure and confining stress is described by pressure dependent porosity and
permeability model. The Coulomb failure criterion is used to interpret the rock failure and
reactivation mechanism for a pre-existing strike-slip fault. Lastly, the seismicity rate models are
explained based on two reactivation mechanisms of pore pressure increase rate and CFS rate on
pre-existing faults.
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Geology, petrophysics, and geomechanics of Fox Creek and west Pembina area in west-central
Alberta are analyzed in Chapter 3 and Chapter 4. Well log correlations and structural and
thickness maps are created in both areas. The available core analyses are employed to evaluate
porosity and permeability for the reservoirs and sedimentary layers above and below the
reservoir in each region. Moreover, dynamic elastic parameters including Young’s Modulus and
Poisson’s Ratio are calculated using well logs. Lastly, the stress profiles are generated for
vertical wells to address bias towards fracture propagation and fluid flow during stimulation
process. The results of Chapter 3 and Chapter 4 are calibrated into the poroelastic models created
in next chapters.
The numerical model of the thesis is divided in three chapters of 3D and 2D models.
Chapter 5 provides the results of simulation for multilayered 3D geometries in two geological
regions of Fox Creek and west Pembina. The simulations are performed for different model
scenarios. The effect of reservoir permeability, fault orientation (dip and strike in 3D), the
permeability of layers overlaid and underlaid the reservoir, and basement permeability are
analyzed. The obtained results of Fox Creek models are compared to the poroelastic models in
west Pembina.
In Chapter 6, one-layer poroelastic 2D model is evaluated. The role of fault permeability,
reservoir permeability, fault orientation, are analyzed in detail. The results of each case are
compared with the reference case. Two seismicity rate models for pressure and poroelastic stress
mechanisms are calculated on each pre-existing fault. The obtained seismicity rates models are
compared with the actual timing of the observed seismicity in Fox Creek region in 2015.
In Chapter 7, similar model geometry is applied for analyzing the role of pressure-dependent
porosity and permeability on simulation results described in Chapter 6. The results of the
pressure-dependent models are ultimately compared with the reference case in Chapter 6 where
the porosity and permeability of the reservoir are constant over the simulation time. Discussions
and constraints for 2D and 3D poroelasticity models are given in Chapter 8, and conclusions, and
considerations for future work are summarized in Chapter 9.
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Chapter 2
2

Methodology

2.1 Linear poroelasticity
Deformation of a porous rock or sediments has been studied in variety of science fields such as
soil mechanics, petroleum engineering, and geophysics. It has been also studied in cases of
induced seismicity phenomena when the rock failure occurs due to fluid injection or withdrawal.
The simultaneous deformation of the porous material and the flow of the pore fluid is the subject
of the theory of consolidation, often denoted as poroelasticity. The theory is applied to solve
different problems such as subsidence (Greetsma, 1966), hydraulic fracturing (Cheng, 2016), and
aquifer behaviors (Verruijt, 2016). To study the processes associated with the fluid injection
during hydraulic fracturing operations, therefore, a fully coupled poroelastic approach is
considered.
The poroelasticity equations relate deformation and fluid-mass changes to pore pressure and
stress changes. The magnitude of change in pressure to change in applied stress depends on the
compressibility of the porous medium, the compressibility of the pores, grains, and pore fluid
and porosity of the medium (Wang, 2000). In this formulation, the propagation of injected fluid
through the porous subsurface material is coupled with the deformation of the material. There are
two major coupling behaviors. First, solid to fluid coupling when change in applied stress (e.g.,
compression) creates change in fluid pressure or fluid mass. Second, fluid to solid coupling when
change in fluid pressure or fluid mass creates dilation and change in volume of the porous
material (Wang, 2000). The coupling mechanisms are time-dependent on mechanical properties
of the rock. The deformation of the porous media depends on the behavior of the fluid and
stiffness of the porous material. In fact, if the excess pore pressure dissipates through diffusive
fluid mass transport, the rock will be further deformed. The rock is more compliant under
drained conditions when excess pore pressure is completely dissipated; under undrained
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conditions the fluid is retained in the pore system. This will be explained in detail later in this
chapter.
The original theory considering the influence of pore fluid on deformation of soil was developed
by Terzaghi (1923) who proposed a one-dimensional consolidation theory. Terzaghi (1923)
modeled the creep phenomenon of saturated clay as a soil consolidation process. During his
laboratory experiments, he recognized that when a uniform extra load is added to a clay layer,
the pore pressure is increased. This excess pore fluid pressure dissipates through the top surface
according to the one-dimensional diffusion equation. Later, Biot formulated a three-dimensional
theory of deformation of a porous elastic material saturated with a viscous fluid in series of
publications in the 1940s to the 1960s, (Biot, 1941; Biot, 1956; Biot, 1962). The theory was
originally used for statistically isotropic materials and later was extended to anisotropic porous
elastic materials (e.g., Cheng and Detournay, 1993; Cheng, 1997).
Poroelasticity theory was reconsidered by different authors over time. Gasmann (1951), for
example, developed the theory for non-ideal elastic medium. Detournay and Cheng (1993), as
mentioned above, addressed issues such as anisotropy, nonlinearity, and aspects of the role of
pore fluid on rock strength and failure mechanism. Rice and Cleary (1976) reformulated Biot’s
equations for the undrained and drained (when there is no fluid flow) cases and their equations
are widely used since then (e.g., Cocco and Rice, 2002). Despite extensive work by other
authors, none of the latter reformulations show any advantage over the initial theory of linear
poroelasticity by Biot (Cheng, 2016).
In the linear theory of poroelasticity several assumptions concerning the behavior of the solid
matrix and pore pressure are considered as follows:
•

The solid matrix exhibits linear elasticity.

•

The fluid is Newtonian (i.e., fluid viscosity is constant and independent of changes in
stress).

•

Pores are connected, meaning there is a permeability.
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•

Deformation is reversible, meaning non-linear effects are ignored. Some phenomena like
thermal effects, chemical reactions, and viscoelastic deformation, are neglected in these
general assumptions of poroelasticity.

A poroelastic description of the deformation of porous materials infiltrated by fluid can be
characterized by the relationship between four fundamental quantities: stress T$% , strain Y$% , pore
pressure K, and increment of fluid content Z. Stress is defined as force per unit area ([/\). In
continuum mechanics, stresses acting on materials are second-rank tensor quantities acting on
the surface of the cubic element of the substance. Stresses acting on the surface, are broken down
into three mutually orthogonal components (Figure 2.1). One component is normal to the face
and indicates normal stress. The other two components are tangential to the face and indicate
shear stresses. The stress tensor is symmetric, meaning (i.e., T$% = T%$ ) ] describes the direction
of the force and ^ indicates the axis normal to the surface T$% . The indices of ] and ^ can have
values of 1,2, and 3 (Figure 2.1).

Figure 2.1: Components of stress tensors in a three-dimensional Cartesian coordinate system (x1,
x2, x3). The first subscript indicates the direction of the force, and the second subscript indicates
the direction of the axis normal to the face.
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At depth in the Earth, materials are under compression from the weight around and above,
therefore, normal stresses are compressional. This thesis adopts the seismological convention in
which compressive stresses are considered negative. The magnitude of the stresses depends on
depth, pore pressure, rock properties, and geological processes occur in different time and space
scales (Zoback, 2007).
In contrast to an elastic medium, it is not trivial to determine stress at a point in a poroelastic
medium (i.e., T$% = T$% (_, `, a)) because it requires a very good knowledge about pore geometry.
Thus, for a porous material saturated with fluid, the pressure in pores, and the total stress acting
on grains and solid matrix are assumed to be uniform but distinct quantities (Zoback, 2007). The
total stresses (i.e., acting on solid and fluid) in mesoscale (i.e., where pore and solid matrix are
considered homogenous) are defined as average values over a representative elementary volume
(REV) (Bear, 1972). Unlike solids, there is no shear stress in fluids. Based on Newton’s law of
viscosity, for a given temperature and pressure, the ratio of shear stress to the rate of shear strain
is constant. In addition, according to Pascal’s law, for a fluid in a closed system, its normal
stresses are identical in all direction. For fluid, therefore, the stress tensor is limited to pore
pressure, which is a scalar quantity and positive for compression. Total stress on the REV for a
poroelastic material can be decomposed into solid and fluid components as (Wang, 2000):
T$% = (1 − b)T$%' − bc$% K,

(2.1)

where T$%' refers to solid partial stress, b is porosity, defined as the ratio of total pore volume to
(

the bulk volume of the medium e (! f , K is the pore fluid pressure exerted by the fluid within the
pore space, and c$% is Kronecker delta defined as (Wang, 2000):

c$% = g

0
1

]h ] ≠ ^
]h ] = ^

(2.2)

In Eq. (2.1) pressure is subtracted from stress due to different conventional signs for stress and
pore pressure in the Earth. Pore pressure is constant under equilibrated state within a small
volume of pores (where pores are connected). There are different methods to measure pore
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pressure. In reservoir engineering, for example, it may be inferred by well logs (sonic logs or
resistivity logs) or seismic velocities (Eaton, 1975). It can also be directly measured in permeable
rocks with some pressure tests such as MDT or DFIT. Stresses, however, can vary with
grain/pore scale and cannot be measured directly. The solid stress measurements require good
knowledge of porosity distribution within the material. The total porosity of the rock can be
estimated either using wireline well logs such as density and neutron or conducting some core
analysis (Pirson, 1963). Different approaches of porosity estimations in different sedimentary
layers in the Fox Creek and west Pembina regions will be discussed in Chapter 3 and Chapter 4.
Deformation of porous material is expressed in terms of displacement, strain, or rotation. When a
porous material is deformed, the deformation of the frame (solid phase) is expressed by the
displacement of the outer part of the frame, including solid and the void space. To describe
deformations, a mathematical function j$ = j$ (_, `, a) of the displacement field is used that
refers to the solid frame (Cheng, 2016). For small deformation, the total strain tensor is defined
as:

Y$% =

1 lj$ lj%
k
+
m,
2 l_%
l_$

(2.3)

where Y$% is total strain tensor on REV, and j$ is the displacement in ]-direction. Like stress,
strain is also a second-rank tensor with nine components. The indices ] an ^ have values of 1,2,
and 3 denoting a coordinate direction of a Cartesian coordinate system _, `, a (Wang, 2000;
Shapiro 2015). The total volumetric strain, therefore, is written as:

Y = Y$$ = Y)) + Y** + Y++ =

lj) lj* lj+
+
+
= ∇. j
o⃗,
l_
l`
la

(2.4)

where the repeated index is Einstein summation and ∇ is the gradient operator (Chen 2016). The
solid displacement is defined as the vector j
o⃗. The total displacement comprises both solid and
pore volume displacement. Because a poroelastic medium has solid and fluid phases, volumetric
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strain should be determined for the fluid phase too. Thus, a scalar quantity called increment of
fluid content Z needs to be introduced here. Although it is not easy to observe such a quantity, it
can be expressed as the amount of the fluid volume imported into the solid frame per unit
volume of the solid frame (Biot, 1941; Cheng, 2016). Fluid exchange with a control volume can
be due to deformation, change of fluid pressure, or the presence of a source or sink (Wang,
2000). This will be explained in detail later in this chapter.

2.1.1 Material properties of linear elastic and poroelastic solids
(isotropic elastic medium)
To establish the constitutive equations for isotropic poroelastic medium later in this chapter, the
constitutive equations for an isotropic elastic medium should be explored first and the concepts
of isotropic medium and constitutive equation are introduced before proceeding further.
A medium is known as isotropic when mechanical properties are the same in all directions. In
fact, in an isotropic material, response to the applied stress is independent of the orientation of
the stress. Constitutive equations are interpreted as mathematical relations between two or more
physical quantities. The constitutive equation between stress and strain, for example, is
determined by distinct coefficients related to the material (material parameters). This linear
relation between stress and strain (constitutive equation) is known as generalized Hook’s law
which in modern day notation is given by:
T$% = qc$% Y + 2rY$% ,

(2.5)

where q and r are the Lamé parameters; r is called shear modulus or modulus of rigidity and
can be measured by applying a shear force to the sides of a sample and expressed as:

r=

T$%
,] ≠ ^ .
2Y$%

(2.6)

Lamé parameters in Eq. (2.5) are the coefficients that relates stress and strain. This relation can
be rewritten by using other material parameters. In addition to the shear modulus r, other widely
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used material parameters include bulk modulus (s), Young’s modulus (t), and Poisson’s ratio
(u). Bulk modulus is defined as the ratio of a fractional volume change with respect to pressure
change:

s = −v

ΔK
,
Δv

(2.7)

where v is the volume. The volume can contain the pore volume, grain volume, fluid volume, or
bulk volume. The pressure can be pore pressure, confining pressure or differential pressure
(Zimmerman et al., 1986; Laurent et al., 1993). Compressibility of the material is the inverse of
bulk modulus (1/s).
Young’s modulus is measured under unconfined uniaxial stress conditions and it is expressed as:

t=

[/\
T-)$-.
=
,
∆y/z,
Y-)$-.

(2.8)

where [ is applied force over the area \, ∆y is the change in sample length and z, is the sample
length prior to applied force, T-)$-. is axial stress, and Y-)$-. is axial strain. Elastic parameters r,
s, and t are measured in same units as stress (Pa).
Poisson’s ratio is another elastic solid material parameter that is also measured under uniaxial
stress conditions. It is ratio of lateral expansion to axial contraction, written as:

u= −

Y/0-1'
,
Y-)$-.

where Y/0-1' is transverse strain (lateral expansion). For different purposes, these material
constants can be expressed into different forms. The following formulae, in case of linearly
elastic solids, define the relationship between material parameters from one set to the other:
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(2.9)

q=

2ru
2r
tu
=s−
=
,
(1 + u)(1 − 2u)
1 − 2u
3

r=

t
3s(1 − 2u)
=
,
2(1 + u)
2(1 + u)

(2.10)

(2.11)

The elastic parameters can be calculated either using wireline well logs such as density and fullwave velocities or applying some core tests. Chapter 3 and Chapter 4 will discuss the details
regarding elastic parameters calculations in the Fox Creek and west Pembina regions.
For isotropic linearly elastic materials, due to material symmetries, only two independent
material parameters are required to fully characterize the stress-strain relations. For example, in
terms of bulk modulus s and shear modulus r, Eq. (2.5) can be expressed as:

T$% = |s −

2r
} c$% Y + 2rY$% .
3

(2.12)

2.2 Governing equations
The constitutive equations of linear elasticity introduced in section (2.1) are often incorporated
into other physics laws that are related to the deformation of the porous material and fluid flow
within/through the porous material to form a set of governing equations of the linear
poroelasticity theory. The governing equations, therefore, are described with the constitutive
equations, Darcy’s law, equilibrium, and continuity equations. These equations were developed
over a series of works by Rice and Cleary, 1976, Rudnicki, 1986, Detournay and Cheng, 1993,
and Wang, 2000.
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Deformation of the solid matrix is considered as a quasi-static process, means the time scale of
the matrix deformation is much faster than the time scale of the fluid flow. The quasi-static
approximation is widely applied for analyzing problems related to stress, strain, and pore
pressure interactions in fluid-saturated rocks (poroelastic materials) such as problems related to
induced earthquake mechanics.

2.2.1 Isotropic poroelastic medium
The constitutive equations for an isotropic poroelastic material relate strain and fluid content to
stress and pore pressure. In other words, for the poroelastic material, the total stress tensor T$% is
not only dependent on total strain tensor ~$% but also on fluid content Z or pore pressure K.
According to Biot’s theory of linear poroelasticity (Biot, 1941; Wang, 2000), there are two
constitutive equations for an isotropic poroelastic medium. The first constitutive equation,
relating stress T$% , strain Y$% , and the fluid pore pressure K is given by (Wang, 2000; Cheng,
2016):

T$% = 2rY$% +

2ru
Yc − 2 Kc$% ,
1 − 2u $%

(2.13)

where u is the drained Poisson’s ratio, r is the modulus of rigidity (shear modulus), and 2 is the
Biot-Willis coefficient, Y = Y33 is the dilatation (volumetric strain) and c$% is Kronecker delta.
The Biot-Willis coefficient 2 is related to the drained and solid grains bulk moduli
2 = 1 − s/s' , where s is the drained bulk modulus of the medium. The bulk modulus s'
characterizes the mechanical properties of the solid matrix that forms the framework of the
porous material. For a solid rock with no interconnected pores (no porosity, when pore pressure
has no effect), 2 = 0, whereas for a highly porous rock (when pore pressure has maximum
influence), 2 = 1.
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The second constitutive equation relates pore pressure K with dilatation Y and increment of fluid
content Z. The positive increment of fluid content Z characterizes the amount of fluid volume
imported into the medium and negative Z specifies the fluid removed from the medium. The
second constitutive equation is given by (Cheng, 2016):
K = X (Z − 2 Y),

(2.14)

where X is the Biot modulus a material constant, defined as an inverse of the storage coefficient
Ä, which is related to other material parameters. Storage coefficient can be expressed in terms of
compressibility. Storage coefficient is different from fluid compressibility. In fact, fluid
compressibility is the change in volume of fluid to change in pressure or stress. Storage
coefficient, however, is the volume of the fluid gained or lost in a poroelastic material when pore
pressure increases or decreases:

Ä=

1
b 2 − b b
1 − 2
=
+
=
+ (2 − b)
,
X s4
s'
s4
s

(2.15)

where s' is bulk modulus of solid, s4 is bulk modulus of fluid, b is porosity, and s4 is the fluid
!

bulk modulus and is inversely proportional to the compressibility of the fluid s4 = 5 .
"

For the poroelasticity model in this thesis, two material parameters of r and u are used. In this
case, therefore, a constrained specific storage model needs to be applied which considers change
in the total stress as well as the fluid pressure (Detournay and Cheng, 1993):

Ä∈ =

2 ²(1 − 2u)(1 − 2u7 )
,
2r(u7 − u)
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(2.16)

where Ä∈ is the constrained specific storage which shows the fluid volume change due to
pressure change at constant control volume. u and u7 refer to drained and undrained Poisson’s
ratio respectively.
As mentioned before, for an isotropic elastic medium, there are two independent material
parameters. For an isotropic poroealstic medium, however, there are four independent material
parameters that need to be included in poroelasticity modeling (Kumpel, 1991, Wang, 2000,
Cheng, 2016). A complete set of material parameters, for example, can be defined as:
{r, 2 , u, u7 } (Cheng and Detournay, 1993).
Some of these material parameters are subject to different constraints. For example, some of
these parameters can have different responses under drained or undrained conditions because the
mechanical behaviors of an elastic solid strongly depends on whether it is dry or saturated.
The undrained condition assumes that fluid is trapped in the porous medium and cannot escape.
The undrained condition can also be applied to the situation when a poroelastic medium has
undergone a sudden applied force. In this case, there is not enough time for the fluid to flow
through the material. The drained condition, in contrast, corresponds to where fluid pressure has
enough time to equilibrate with the imposed load. The drained state also agrees with the
condition that increment of fluid content is zero (Z = 0), which implies zero pore pressure
(Wang, 2000; Cheng, 2016).
In drained state wherein there is no fluid, for example, s is defined only by solid material.
Laboratory experiments showed that the undrained bulk modulus s7 is greater than drained s
(Cheng, 2016). The s7 is larger than s because under the undrained state the incompressible
fluid as well as the solid is reacting to the load. The drained and undrained conditions should be
explicitly stated for Poisson’s ratio as well. The Poisson’s ratio equations can be rearranged upon
each condition. Poisson’s ratio ranges between 0 and 0.5 for elastic materials. The undrained
Poisson’s ratio u7 is greater than the drained because increase in pore pressure decreases the
axial strain. It can be therefore concluded that 0 ≤ u ≤ u7 ≤ 0.5.
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2.2.2 Darcy’s law
The fluid flow in a porous medium can be described by Darcy’s law, an empirical equation for
flow in a porous material. Fluid transport can also be derived from Navier-Stokes equations by
ignoring the inertia effect. Solving Navier-Stokes equations requires having exact knowledge of
channel geometry and also imposing proper boundary conditions (Batchelor, 2000). In the
empirical equations of Darcy, however, the effect of fluid viscosity and density, channel
geometry, and gravity are all gathered into the coefficient of hydraulic conductivity Ö (Whitaker,
1986). The fluid density variation can be neglected since it is assumed that deformation is
infinitesimal. Darcy’s law, therefore, is adopted here for describing fluid transport without any
modification.
Darcy (1856) discovered from his experiments on water flow through a column of sand filter that
the specific discharge of a fluid in a porous medium is proportional to the excess pore pressure
relative to hydrostatic state. According to Darcy’s law, the nonuniform pore pressure leads to
time-dependent fluid flow. Darcy’s law can be written as:
8

o⃗K,
Ü
ooo⃗=− 9 ∇

(2.17)

where Ü
ooo⃗ is fluid mass flux, o∇⃗K is the gradient of the pore pressure, á is the fluid viscosity, and à
is permeability. Permeability can be directly obtained by conducting core routine and special
analyses. The details of permeability estimation in the Fox Creek and west Pembina areas will be
explained in Chapter 3 and Chapter 4.
The excess pressure (the gradient of pore pressure) in Eq. (2.17) is the same as Darcy’s head
loss, sometimes used in the literature. Permeability can also be replaced by hydraulic
diffusivity(Ö) also called coefficient of permeability, which is related to fluid viscosity (á),
density (â), permeability (à), and gravity (ä) and written as:

Ö=

àâä
.
á
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(2.18)

Gravity effect is neglected here, since this thesis considers perturbations from an initial selfequilibrium stress state. The changes in temperature resulting from stress changes are also
ignored.

2.2.3 Equilibrium equation for solid matrix
For the purpose of poroelasticity modeling, the equations of force equilibrium and mass
conservation (continuity) are combined with the constitutive equations. The fully solid-fluid
coupling is assumed to be quasi-static, which means deformation occurs instantaneously, and
elastic wave propagation is neglected. As a result, the inertia effects and fluid density variation
associated with the matrix deformation are ignored as well (Segall, 2010). Standard
considerations of static equilibrium led to the local stress balance. The instantaneous state of a
solid in equilibrium, therefore, is expressed by the quasi-static equilibrium Navier’s equations:
lT$%
= −[$ ,
l_%

(2.19)

where T$% is the total stress tensor and [$ is the body force per unit volume acting on the
material. Body forces are usually associated with the gravitational forces ( [$ = âg ) where [$ is
the body force per unit volume of the bulk material density, and for a poroelastic material
â = (1 − b)â' + bâ4 , where â' and â4 are the bulk density of solid matrix and fluid
respectively.

2.2.4 Mass conservation (Continuity equation)
The fluid flow in a porous medium can be derived from the continuity equation using Darcy’s
law. To define the flow phenomenon, fluid continuity is required along with Darcy’s law.
According to continuity equation, a fluid must move in a way that the fluid mass is conserved.
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The original Darcy’s law defines Ü
ooo⃗ for the nondeformable porous material. Continuity equation,
however, uses Ü
ooo⃗ for a deformable porous material. The definition of flux, therefore, is modified
for relation between the solid and the fluid phase of the medium. The mass conservation of the
fluid can be expressed in terms of flux as:
lZ
o⃗. Ü⃗ = 0.
+∇
lå

(2.20)

The equation states conservation of mass for the compressible fluid even though its derivation
seems to include only fluid volumes. This is owing to the fact that Z is defined as the amount of
the additional fluid volume imported into the system due to the mass transfer (Jaeger et al.,
2009). The equation is a linearized mass conservation that ignores spatial variation in fluid
density.

2.3 Field equations
2.3.1 Displacement equation for the poroelastic medium
The governing equations in Section (2.2) now are combined into field equations to obtain a
mathematical framework for solving poroelasticity problems. The approach is used here, consists
of the Navier equation for displacement field j(_) and diffusion equation for pressure K . They
both contain a coupling term.

The partial differential equations describing the displacement field due to variation of the pore
pressure are obtained by substituting the constitutive relations (i.e., stress, strain, and pore
pressure relations, Eq. 2.5) into the force equilibrium Eq. (2.16). The outcome equation should
include either pore pressure or increment of fluid content to account for the coupling variable for
stress-strain relations with fluid (Wang, 2000; Segall, 2010). Here the equation is given by
including pore pressure K:
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r∇: j$ +

r lY
lK
= 2
− [$ ,
1 − 2u l_$
l_$

(2.21)

ooooooooo⃗describing the material displacement. The
where j$ is the component of the vector field j(_)
governing equation uses displacement as the primary variable. By solving Eq. (2.21) one can
ooooooooo⃗of the linear porous material.
obtain the instantaneous deformation field j(_)

2.3.2 Fluid diffusion in porous media
As mentioned above, Darcy’s law relates stationary fluid mass flux to pore pressure gradients
where the fluid is incompressible in a porous material. The continuity equation also represents
the conservation of mass. The continuity Eq. (2.20) can be developed by adding up a rate at
which mass is flowing according:
lZ
o⃗. Ü⃗ = ç,
+∇
lå

(2.22)

where ç is the rate of injection/extraction of the fluid per unit volume of the solid due to a given
fluid source. It is positive when the fluid is added to the system. By substituting Darcy’s law into
Eq. (2.22) the partial differential fluid flow equation is obtained as:

lZ à :
− ∇ K = ç,
lå á

(2.23)

where à and á are assumed to be spatially stationary in constant permeability model in Chapter
3.3.; however, à can be effectively space dependent as a function of pressure (e.g., Chapter 7 in
this thesis).
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During hydraulic fracturing operations the fluid is injected in the subsurface and is allowed to
propagate through porous media. The pore pressure diffusion equation describes relaxation of the
pressure perturbations in a poroelastic medium. The diffusion is governed by the partial
differential equation that is obtained by combining Eq. (2.23) and constitutive equations (Wang,
2000; Segall, 2010). The diffusion equation can be derived for pore pressure K or increment of
fluid content Z as the fluid element, and stress or strain as the mechanical variable. The diffusion
equation for K and Y is given by:

Ä

lK
lY à :
+
= ∇ K + ç(å),
lå
lå á

(2.24)

where ç(å) indicates the time-dependent injection rate. The pore pressure changes in space and
time are coupled with the deformation of the porous material through the dilatation Y. The term
;<

 ;/ in Eq. (2.24) shows that the time-dependent strain field is coupled with governing equation
for fluid flow.

2.4 Boundary and initial conditions
To describe the response of a poroelastic medium to injection of fluid by solving the system of
partial differential equations given above, Eq. (2.21 and 2.24), a set of initial and boundary
conditions are required. Although finite-element modeling with finite boundaries is used here to
minimize the effect of boundaries on diffusion and pressure/stress perturbations, initial and
boundary conditions are necessary for the fluid and for the solid matrix.
The most common boundary condition for the fluid phase of the poroelastic material is pore
pressure and flow rate. Here, the pore pressure boundary condition is set to the drained case,
when K = 0 at all boundaries and the flow condition is specified to no-flow Z = 0 at all
boundaries to indicate impermeable boundaries, (Wang, 2000).
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For the solid mechanical boundary conditions, the top surface is a traction free surface model
(i.e., free to move). The bottom surface is fixed and not able to move. A roller is imposed on the
sides of the media meaning that displacement is not allowed perpendicular to the surface but is
allowed parallel to the surface, written as:
lim èê . j = 0,

)→>

(2.25)

where èê is the normal vector and j is displacement.

For the initial conditions, an initial stress field, pore pressure, or displacement field such as
equilibrium equation must be prescribed. The initial conditions are set for the pore pressure, and
displacement field, j(_, `, a)) at å = 0. It is assumed that all the quantities are set to zero at
å = 0:
j(_, å = 0) = 0,

(2.26)

K(_, å = 0) = 0.

(2.27)

The initial pore pressure often corresponds to the sudden applied load. Because the stresses are
transmitted at speed of sound throughout the medium which is faster than the fluid movement,
therefore, the fluid can be assumed to be undrained. In this thesis, however, by setting all the
initial conditions to zero, one can obtain the change in stress, pressure, and displacement with
respect to an initial self-equilibrium stress state. The effect of gravity on deformation is
neglected and this thesis only considers perturbations from the initial state.
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2.5

Dependence of the material parameters on pore pressure

The relationship between stress and strain in the constitutive equations of linear elasticity, Eq.
(2.5), and linear poroelasticity, Eq. (2.13) has been defined based on two assumptions. First, it is
assumed that deformation is infinitesimal and reversible. However, the volumetric response of
the poroelastic material to change in pore pressure and stress is nonlinear even within a small
deformation range (Houghes and Cooke, 1953; van der Knaap, 1959; Zimmerman, 1986). The
linear response explained in previous sections could still be applicable to small stress changes
and the nonlinear effect of poroealsticity deformation should be employed for deformations such
as closing and opening of cracks. Second, it is assumed that the material parameters are
independent of pore pressure and stress and considered constant over the simulation. However,
material parameters can be pressure and stress dependent and vary in space and time. Laboratory
experiments on fluid-saturated porous material show significant change in material elastic
parameters induced by change in confining stress or pore pressure (applied loads) (Shapiro,
2015).
A nonlinear influence of poroelastic deformations is important to understand induced seismicity
resulted from fluid injection or production. Under an increase in confining pressure, or a
decrease in pore pressure, crack-like pores can close. Once the cracks close, they do not
contribute to the bulk compressibility of the porous rock. The bulk compressibility of the porous
material, therefore, decreases as a result of increase in confining pressure or decrease in pore
pressure. In rocks with high porosity this can cause pores to fail. This failure is non-reversible,
and rocks cease behaving elastically (Shapiro, 2015).
The dynamic response of the saturated media and changing stress can affect the effective
permeability of poroelastic materials. Rock permeability can decrease rapidly with increasing
confining pressure (overburden stress) due to compaction. In addition to the pore space volume,
their shapes can deform too. Therefore, the change in crack shapes and volumes can alter
permeability even with small compaction. Berryman (1992) proposed the stress-dependent
permeability relations. According to these relations permeability can alter in line with change in
position of the grains and pores.
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Berryman (1992) used the concept of differential pressure, ë? , in his model (also used by Nur
and Byerlee, 1971), and correlated permeability with the differential pressure. Differential
pressure ë? is characterized as the difference between confining pressure and pore pressure
(ë? = ë@ − K), where ë@ is considered as an arithmetic average of principal stresses and for nonhydrostatic condition is ë@ = –T$$ /3, where T$$ is the trace of the stress tensor and is assumed to be
negative in case of compressive stresses (Shapiro, 2003; Segall, 2010). It needs to be mentioned
that differential pressure is different from effective stress. Effective stress is defined as the
difference between external applied stress and pore pressure, T$%A = T$% − c$% 2 K, where T$% is
the external applied stress (negative for compression), and K is pore pressure. In the case of
hydrostatic load, when the effective stress coefficient 2 ≈ 1, thus T$%A = −c$% ë? (Kaselow and
Shapiro, 2004).
Porosity can also be described as a function of differential pressure. By defining a pressuredependent porosity, one can estimate pressure-dependent permeability. The following models
concentrate on pressure-dependent porosity of an isotropic rock when the load is hydrostatic
(e.g., change in pore pressure).
Shapiro (2003) suggested several functional models to describe the dependence of material
properties of rock on confining stress and pore pressure. The author proposed an empirical model
of pressure dependence on stiff and compliant porosity. In this formulation, the total porosity is
separated into:
b = b@ + [b', + b' ],

(2.28)

where b@ is compliant porosity supported by thin cracks and grain-contact vicinities and b',
and b' refer to stiff porosities. Subdividing porosity into compliant and stiff components has
been done in seismic rock physics. These definitions are also comparable with stiff and soft
porosity used by Mavko and Jizba (1991).
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Based on laboratory experiments, compliant porosity usually diminishes under only a few tens of
MPa differential pressure increase. This porosity loss constitutes less than 0.01 of the total
porosity (Zimmerman et al., 1986). The second part of the equation, [b', + b' ] is defined by
stiff porosity supported by equidimensional pores, oval-like, or worm-like residuals of closed
fractures and cracks. The stiff porosity is divided into a part of b', (when the ë? = 0 , initial
condition), and b' when some load is applied. In general, stiff porosity values are much larger
than the compliant porosity. In a porous sandstone, for example, b', can be greater than 0.1
while b@ is less than 0.01 (Shapiro, 2015).
Compliant porosity indicates nonlinear stress dependent part of the porosity, whereas stiff
porosity indicates the linear stress dependent part of the porosity. Based on this model, where
compliant pores control permeability, there is an exponential pressure dependency on porosity
and permeability, while for permeability controlled by stiff pores, there is a power-law pressure
dependency relationship (Shapiro, 2015).
In some situations, such as during hydraulic fracturing of unconventional reservoirs or hydraulic
stimulation of geothermal systems, a change in pore pressure can lead to a change in
permeability. In these cases, confining pressure is approximately equal to minimum principal
stress. Increase in pore pressure, therefore, leads to negative values for differential pressure when
ë@ < K. As a result of the hydraulic fracturing process, permeability is enhanced by creating new
pores and tensile fractures and reopening the pre-existing cracks.
In this thesis, it is assumed that porosity and permeability change when there is an increase in
pore pressure due to fluid injection during hydraulic fracturing operations. Two nonlinear
material models, therefore, are used to analyze the pressure-dependent porosity and permeability.
The first model is an empirical model based on laboratory experiments introduced by Shapiro
(2003) and (2013). The pressure-dependent porosity, b(ë? ), in this model is given as:

b(ë? ) = b'# − (P ?0' − P B0 )ë? + b@# exp (−ó@ P ?0' ë? ),
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(2.29)

where b'# , and b@# are initial stiff and compliant porosity respectively, and P B0 , P ?0' are
constants related to bulk compressibility of grains and drained stiff rock. The quantity ó@ is
dimensionless and defines the sensitivity of the elastic moduli to the differential pressure, called
piezo sensitivity (Shapiro, 2003). This quantity is controlled by compliant porosity and is
proportional to an averaged (effective) reciprocal aspect ratio of the compliant porosity. ó@
usually, can be an order of 102. Therefore, despite of a very small b@ , the quantity ó@ b@ can
reach the value of 0.1 or even lager.
Shapiro (2013) used stiff and compliant pressure-dependent porosities and proposed a pressuredependent permeability according to these two porosity components. In situations such as
hydraulic fracturing the main changing parameter is pore pressure. Permeability enhancement by
increasing pore pressure or decrease in differential pressure can be controlled by the stiff
component of newly opened fractures. A cloud of seismicity accompanies the rock stimulation
operation. As mentioned in Chapter 1, increase in pore pressure causes reduction in effective
normal stress and this may lead to occurrence of earthquakes on pre-existing faults. This
temporal behavior indicates a nonlinear pressure diffusion resulting from power-law pressure
dependencies of the permeability. In this case, the pressure-dependent porosity can be used to
obtain the pressure-dependent permeability. For the case of permeability controlled by stiff
porosity of the rock, power-law pressure dependent permeability is adequate and is obtained as
follows (Shapiro, 2013):
1

P ?0' − P B0
à ∝1+k
m ë? .
b',

(2.30)

It is further assumed that matrix permeability is very small but finite. If the permeability is
controlled by stiff porosity but the b', is very small, increase in pore pressure will lead to
opening new stiff pores ë? < 0. Shapiro (2013) obtained a power-law model under such
conditions as:
à ∝ (−ë? )1 ,

(2.31)
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where è is an empirical exponent which varies according to lithology of the formation; for
sedimentary rocks n is close to 4 (Berryman, 1992). However, lower values of 3 or as low as 1
are also reported in the literature (e.g., Mavko et al., 1998; Costa, 2006).
Under some circumstances, such as borehole-fluid injection or geothermal stimulation of
crystalline rocks, permeability is governed by compliant porosity. In these scenarios,
permeability can increase as an exponential function of pore pressure with a standard diffusion.
Fracture porosity in carbonates or shales, for example, are compliant pores that provide fluid
pathway (e.g., experimental studies by Lie et al., 2009). The new pore space opened by
stimulation processes are also compliant. This yields to exponential pressure-dependent
permeability (Shapiro, 2013):
à(ë? ) = à, exp(−ôë? ),

(2.32)

where à, is the reference permeability or initial permeability before commencing reservoir
stimulations and ô is called permeability compliance and defined as ô = èó@ P ?0' .
Shapiro (2013) proposed that both Eq. (2.31) and Eq. (2.32) can describe the pressure-dependent
permeability and they can be used alternatively without considering stiff and compliant
components of porosity. The author also suggested that all these models are applicable for
analyzing and explaining microseismicity induced by hydraulic fracturing of shale reservoirs.
However, sometimes the power-law model seems to be a better fit for permeability
enhancements in shale reservoirs (e.g., Hummel and Shapiro, 2013).
The second pressure-dependent porosity and permeability model analyzed in this thesis was
developed for defining changes in permeability of the reservoir by Chin et al. (2000). In their
model, the permeability is related to volumetric strain, i.e., the sum of the elastic and plastic
component of strain. In their model, the porosity is given as:
b = ( 1 − b, )ö C<$$ ,

(2.33)

where b, is the porosity of the unstressed state (initial porosity) and Y33 is volumetric strain.
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According to Walder and Nur (1984) permeability can be then defined by a power-law relation
with porosity as:
à
b =| } ,
à,
b,

(2.34)

where õ is a constant that can range from 1 to 25, but commonly has a value of 3, as in the
Kozeny-Carman relationship (Scheidegger, 1974):

à=õ

b " ú:
(1 − b):

(2.35)

2.6 Coulomb failure criterion
Coulomb failure criterion is expressed as a set of linear equations in terms of normal and shear
stresses to describe the conditions that cause failure in an isotropic material. The criterion has
been extensively used to describe shear slip, fault reactivation process, aftershock patterns, and
seismicity rate changes over time (e.g., Harris, 1998; King and Cocco, 2001, King and Deves,
2015). According to this criterion, the rock failure depends on applied stress and orientation of
the pre-existing faults and fractures. Orientation of the fault plane determines the magnitude of
normal and shear stress acting on this plane. Normal and shear stresses are considered
compressive at depth in the Earth, and following the seismological convention, compressive
stresses are being negative (Stein and Wysession, 2003). Shear fracture on the rock occurs when
the absolute value of shear stress combined with normal stress exceeds a certain value. This
relation is known as Coulomb failure function/stress (King et al., 1994; Harris, 1998) and can be
written as:

P[Ä = Q + O(T + K),
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(2.36)

where Q is shear stress (positive in direction of slip), T is total normal stress (positive in
extension), K is the pore fluid pressure (positive in compression) and O is the coefficient of
internal friction (ranges from 0.6 to 0.8 e.g., Harris, 1998). The Coulomb criterion defined above
is a simple approximation. The time-dependent coefficient of internal friction is neglected in this
assumption. In this formulation, Q should be always positive while shear stress resolved onto the
fault plane can be positive or negative (King and Deves, 2015). Sign of the shear stress
determines whether the slip is left or right lateral.
Slip on a fault occurs when the shear stress exceeds the sliding or τ > μ (T + K) (if normal stress
is negative for compression) or P[Ä > 0. In the upper crust, rocks are often filled with fluid,
mainly water. The presence of fluids and pore pressure in the rocks reduces the effect of normal
stress in failure; therefore, in this case lower shear stress is required for the rock failure. In
general, the slip is caused by a nearby fault or can be triggered by increase in pore pressure and
reduction in effective normal stress when fluid is present (Stein and Wysession, 2003). In other
words, slip can occur by increase in shear stress in the rake direction or increase in pore pressure
that leads to T + K > 0. The unclamping stress depends on the fault orientation (King et al.,
1994). The Coulomb static stress change caused by earthquake can be estimated by applying
Coulomb failure assumptions in Eq. (2.37):
∆CFS = ∆Q + O(∆T + ∆K),

(2.37)

where ∆Q , ∆T, ∆K are changes in shear stress, normal stress, and pore pressure accordingly. The
first two terms ( ∆Q + O ∆T) represent the poroelastic coupling effect on mechanical deformation
of the rock and the last term evaluates pore pressure influence. In the absence of poroelastic
coupling, therefore, where P[Ä = O ∆K, positive pore pressure changes lead to fault instability
and failure (Chang and Segall, 2016).
As mentioned before, normal and shear stress can be calculated on the failure plane if the
principal stress orientation from the failure plane is known. The normal stress under plane-stress
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condition on the plane oriented at the angle 2ü (Figure 2.2) from the maximum principal stress
T! direction in terms of principal stresses can be calculated as (King and Deves, 2015):
1
1
T = (T! + T" ) − (T! − T" )cos(2ü),
2
2

(2.38)

where T! and T" are the maximum and minimum principal stresses respectively. The effect of
intermediate principal stress is neglected in this formulation, since for the strike-slip faulting
regime used in this thesis, the intermediate principal stress is vertical. Therefore, the deviatoric
part of regional stress (i.e., minimum, and maximum horizontal stresses) are sufficient to
determine the orientation of principal axes (King and Deves, 2015). The shear stress component
on the fault plane denoted as Q is given by:
1
Q D = (T! − T" )sin(2ü),
2
1
Q E = − (T! − T" )sin(2ü),
2

(2.39)
(2.40)

where Q D is left-lateral shear stress and Q E is right-lateral shear stress. By having normal and
shear stresses in terms of principal stresses one can obtain the Coulomb stress equation for the
left-lateral fault by rewriting Eq. (2.37) as:

!

!

CFS = : (T! − T" )(sin2ü − Ocos2ü) − : O(T! + T" ) + OK.

(2.41)

By differentiating Eq. (2.41) as a function of ü, the maximum CFS occurs for two angles when:
tan2ü = −O,
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(2.42)

Figure 2.2:Schematic of coordinate system used for calculation of Coulomb failure stress,
modified from King and Deves (2015). The red line shows the failure plane where normal
stress is perpendicular to the plane and shear stress is parallel. T! is the greatest principal stress
and T" is the least principal stress.

The normal and shear stress can also be obtained in a two-dimensional coordinate system on a
specified plane orientation where _ and ` axis and fault displacement are horizontal and fault
planes are vertical (King and Deves, 2015). In this case, if the failure plane is oriented at angle ¢
from x-axis (Figure 2.2), the normal and shear stresses resolved onto the plane are given by:
T!! = T)) cos : ¢ + 2T)* sin¢cos¢ + T** sin: ¢,

(2.43)

T"" = T)) sin: ¢ + 2T)* sinψcos¢ + T** cos : ¢,

(2.44)

1
Q!" = − §T** − T)) •sin2¢ + Q)* cos¢.
2

(2.45)

In Eq. (2.45) the sign of the shear stress is unchanged for right-lateral slip and reversed for leftlateral slip. CFS for the right-lateral fault on the plane oriented by angle ¢ from the x-axis then
can be expressed as:
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E
CFS E = Q!"
+ O(T + K).

(2.46)

According to this formulation, calculation of CFS on the plane oriented with angle ¢ from the xaxis is independent of any current regional stresses or pre-existing stresses from previous events.
Positive CFS, therefore, implies a tendency for slip and negative CFS implies less tendency for a
slip (King and Deves, 2015).
Accuracy of the coseimsic CFS calculation depends on sufficient understanding of source
parameters of the earthquake, such as slip distribution, fault geometry, and rupture location
(Okada, 1992; Stein et al., 1992; King and et al., 1994; King and Cocco, 2000). Coulomb failure
stress distribution after a large earthquake can help forecasting the approximate location of large
earthquakes within months of mainshocks (e.g., Reasenberg and Simpson, 1992). Aftershocks
often occur when CFS exceeds the failure strength of the fault surface (Sumy et al., 2014). Stein
(1999), for example, assumed that aftershocks are more likely to occur when a fault experiences
stress changes greater than ≈ 0.01 MPa, the small value suggests that the fault is near failure
before earthquake.
Although the CFS model is frequently used to estimate the patterns of aftershocks, it
underestimates the number of aftershocks within the areas of increase in CFS adjacent to the
fault plane. In area adjacent to the fault, stress changes are influenced by uncertainty about fault
geometry and slip distribution since it is often assumed that faults have a planar geometry and
slip distribution is smooth along the fault (e.g., Hardebeck et al., 1998; Smith and Dieterich,
2010). The correlation between distribution of aftershocks and CFS, therefore, gives better
results in distances greater than a few kilometers from the fault (King et al., 1994)
The Coulomb failure condition was described in two-dimensions where the intermediate
principal stress plays no role in this formulation. In addition, it is easy to model vertical strikeslip faults (for the purpose of this thesis) in a 2D plane-stress problem set up, since the vertical
component of the stress tensor can be ignored. However, it is more efficient to model a fault in a
3D coordinate system as a 2D plane where it is possible to exhibit fault strike, dip, and rake
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angles. By determining the orientation of the maximum and minimum principal stress in a 3D
coordinate system, one can generalize the mathematics of a three-dimension model. In such a 3D
model, the fault plane is characterized by èê which is a unit normal vector. For a fault plane with
fault strike (ü) and dip angle (ó), èê is given as (Stein and Wysession, 2003):
è! = − sin(ó) ∗ sin(ü)
èê = ßè: = − sin(ó) ∗ cos(ü)¨.
è" = ©™´ (ü)
The Coulomb failure stress changes on the fault plane are calculated using the rotated coordinate
system. The Euler angles illustrated in Figure 2.3 are defined according to the fault strike, dip,
and rake angle where  = 0.5 × Æ − ü, ó, and ¶ are fault dip and rake angles.

Figure 2.3: Schematic of Euler angles. Three Euler angles , ó, and ¶ are used in COMSOL
Multiphysics to define the orientation of the original coordinate system with respect to the
fault plane. The xyz original coordinate system is displayed in blue and XYZ rotated system
is displayed in red. N is described as the intersection of the xy and XY planes shown in
green.
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2.7 Seismicity rate
One of the characteristics of earthquakes is the temporal variation in their occurrence rate. There
is a connection between stress alteration and earthquake rates (Dieterich, 1994). Changes in
effective stress caused by fluid injection, for example, can modify seismicity rate. Dieterich
(1994) suggested an approach that relates seismicity rate to stressing history. In the absence of
stress perturbation, therefore, seismicity rate remains constant over time. The approach is applied
for faults with rate and state dependent constitutive properties. These properties are derived from
laboratory fault slip experiments. The author also assumed that pre-existing faults are critically
stressed, so small perturbation in stressing rate can lead to occurrence of earthquakes. Dietrich’s
(1994) seismicity rate model estimates seismicity rate relative to the background seismicity rate.
For example, R = 100 in Eq. (2.47), means hundredfold increase in seismicity rate respect to the
background rate.
Segall and Lu (2015) reformulated the Dieterich (1994) seismicity rate equation by eliminating
the state variable, the obtained seismicity rate model (L) evolves with time and stressing rate as
follows:
úL
L Q̇
= | − L},
úå å- Q,̇

(2.47)

where L is the relative seismicity rate with respect to the background rate, Q̇ is the Coulomb
stressing rate (derivative of ∆CFS), Q,̇ is the background stressing rate and å- is characteristic
time scale determined by å- = \T∞/Q, , where T∞ is the background effective normal stress which
is assumed constant, and \ is the constitutive parameter for rate-state friction law (ranges from
0.1-0.5, Toda et al., 2005; Catalli et al., 2008). å- is the time aftershocks need to recover to the
pre-mainshock state; it is recognized to be 5-10 % of an interseismic cycle (Dieterich, 1994).
Measurements in California, for example, show å- of 10-100 yrs. (Toda et al., 2005).
Stress histories may include changes in effective normal stress, which are tied to changes in fluid
pore pressure. A stress history could be steady or can be time dependent. For the steady case,
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Ḟ

changes in L are simply controlled by changes in Coulomb stressing rate (L'' = F ̇ ) (Segall and
#

Lu, 2015). There is no critical value for stress rate in Eq. (2.47) Seismicity rate rises with sudden
growth in stressing rate and diminishes inversely with time. The higher the background
seismicity rate (L, ) at å = 0, the higher the change in seismicity rate (L). In other words, the
fault with a high rate of background seismicity will undergo higher response to the stress change
(Toda et al., 2008). This formulation does not predict a definitive value within a range of
magnitude. In other words, the Dieterich (1994) model is independent of earthquake magnitudes.
However, it can be combined with magnitude-frequency relations or may be used with stochastic
models employing seismicity rate (e.g., Zhai and Shirazei, 2019). Analyzing earthquake
magnitudes distribution requires accurate data of fault geometry, frictional properties, and
background stress state. According to this model rate prediction, under appropriate
circumstances, seismicity rate continues to increase after shut-in which is consistent with the
poroelastic effect triggering seismicity.

As previously mentioned in Chapter 1, pore pressure increase is one of the main causes of
injection-induced seismicity. Thus, seismicity rate can also be derived by applying the derivative
of injection pressure increase where the pore pressure is the leading mechanism for causing
induced earthquakes (Langenbruch and Zoback, 2018):

LHI (±, å) = 10-(0,/)CMI = [

l
K(±, å)]²10N!(0)CMI ,
lå

(2.48)

;

where X is the earthquake magnitude, ;/ K(±, å) is the injection-induced pressure rate in space
and time, õ is a spaciotemporal-dependent earthquake productivity which can be obtained by:
:
l
õ(±, å) = z™ä!, ≤≥ K(±, å)¥ µ + ΣO (±),
lå
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(2.49)

where ∑O is seismogenic index (SI), and ∏ is the b-value from the modified Gutenberg-Richter
law (π = 10-CMI ) for induced earthquakes. In contrast with the conventional Gutenberg-Richter
law where õ is stationary, here õ varies with time and injection fluid volume.
In this method, the spatial variability of seismicity rate (L) can be assessed by extracting the
spatial and temporal variations in pore pressure from the simulation results (solving equations in
(2.2), (2.3), and (2.4)) and obtaining the spatial variation in seismogenic index by using injection
volumes or pore pressure increase by injection. Seismogenic index can be gained by knowing
number and state of stress for pre-existing faults. The previous models of seismogenic index
used the injection volume (e.g., Shapiro et al., 2010; Langenbruch and Zoback, 2016):
z™ä !, [π ≥ X(å)] = õ(å) − ∏X = z™ä!, [vP (å)] + Σ − ∏X,

(2.50)

where vP (å) is the cumulative injection volume beyond the time of the triggering threshold, å' is
the time lag between injection of fluid and earthquake occurrences. In Eq. (2.50) SI incorporates
the fluid volume and pre-existing faults and the state of stress (seismotectonic state)
(Langenbruch et al., 2011).
Langenbruch and Zoback (2018) used the pressure increase rate and local earthquake rate based
on observed regional seismicity to estimate SI:

ΣO (±) = z™ä!, {πIH" (å ≤ å@ )} − z™ä!, {∫[
1

l
K (±1 , å ≤ å@ )]²} + ∏(å@ )X, (2.51)
lå

In this SI model, only positive pressure rates are calibrated, since the negative pressure means
increase in effective normal stress and consequently fault strengthening. In areas where there are
insufficient observed earthquakes to find the SI, the authors interpolated the values within 40 km
radius.
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2.8 Summary of Chapter 2
This chapter provided insight into the physics of poroelasticity theory, pressure-dependent of
porosity and permeability, Coulomb failure stress, and the seismicity rate models:
•

The steps of governing equations for coupling linear elasticity with fluid flow in a porous
medium were explained.

•

The porosity and permeability of the medium were introduced as pressure and stress
dependent.

•

The theory of obtaining Coulomb failure stress by using normal and shear stress on a
fault plane was given for a two-dimensional and a three-dimensional medium.

•

The seismicity rate may be calculated from pressure rate or Coulomb failure stress rate
using two different models introduced by Langenbruch and Zoback (2016) and Dieterich
(1994).
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Chapter 3
3
Geoscience characterization of the Duvernay Formation at
Fox Creek
3.1 Introduction
Understanding the physics of HF seismicity requires information about hydrogeological and
geomechanical properties of injection layer and overlying and underlying formations.
This chapter provides geological, petrophysical, and geomechanical analyses of the Duvernay,
Ireton, and Beaverhill Lake formations to evaluate occurrence of induced seismicity in the Fox
Creek / Kaybob region in Alberta.
The Frasnian Duvernay Formation in Alberta is a source rock generating gas, liquid, and oil for
hydrocarbon reservoirs such as the Leduc reefs, the Swan Hills, and the Nisku carbonates
(Creaney et al., 1994). The Duvernay Formation has also been drilled as an unconventional shale
reservoir. It was initially drilled in 1950 in east-central Alberta. Application of horizontal drilling
and multi-stage hydraulic fracturing technology has made shale reservoirs exploitation more
viable since 2010. Thus, the Duvernay has been further developed using this technology and
considered to be currently at early to middle stages of development (Beavis, et al., 2017).
The Duvernay Formation covers about 130,000 km2 or 20 % of Alberta province (Alberta
Energy Regulator, 2016). The Duvernay Formation hosts 350 to 540 trillion cubic feet of natural
gas and 61.7 and 11.3 billion bbl of oil and natural gas liquid respectively (Rokosh et al., 2012).
Alberta Energy Regulator (AER, 2016) has estimated the potential for development and
economic value for the next 30 years for the Duvernay Formation.
The thermal maturity, thickness, richness, reservoir quality, pressure, and burial depth are some
of the key factors that define sweet spots in the Duvernay play in Kaybob area (Chopra et al.,
2017). The Duvernay Formation is considered overpressured, meaning the formation pressure
gradient is greater than hydrostatic gradients. It has been suggested that the geological
susceptibility to induced seismicity is larger in overpressured Duvernay (Eaton and Schultz,
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2018). The overpressured condition in the Duvernay facilitates production and influences rock
properties and in-situ stresses (Slotanzadeh et al., 2015). Furthermore, the effect of pore pressure
on in situ stresses and geomechanics of the Duvernay is analyzed in this chapter. The results of
this chapter will be used in Chapter 5 to simulate the pore pressure diffusion of injected fluids
and poroelastic responses of a multi-layered medium in the study area.

3.1.1 Study area
The Duvernay Formation contains two main play areas of the Duvernay Fox Creek play and the
Duvernay Innisfail play. These plays are separated by their boundaries (reef trend) at West and
East Shale Basins respectively (Switzer et al., 1994). The Kaybob area in the north portion of the
Duvernay Fox Creek play is the focus of this chapter. The study area for this project is located in
Kaybob in north portion of the Duvernay Fox Creek play, approximately 250 km northwest of
Edmonton. The study area covers Townships 62-64 and Ranges R20-25W5 (Figure 3.1). The
Kaybob area, of the Fox Creek play, has been the focus of development with hundreds of wells,
with 35% production of oil and gas from the Duvernay Formation in Alberta.
This study area was chosen due to the observed recurrence of induced seismicity associated with
hydraulic fracturing operations in the Fox Creek region, in the Kaybob-Duvernay zone
(Atkinson, et al., 2016; Schultz et al., 2017). There have been 1000’s of HF wells completed in
the Duvernay Formation today (Schultz & Pawley, 2019). Analyzing spatiotemporal correlation
between HF wells and seismicity revealed that ~ 0.3 % of these wells are coincide with
seismicity (Atkinson et al., 2016). Since the 2015 earthquakes in the Fox Creek area, it is
mandatory to monitor microseismicity during the hydraulic fracturing operations in KaybobDuvernay zone (AER, 2015).
In this region, the Duvernay Formation is buried at a depth of 3000 – 3500 m. The horizontal
wells are drilled in N-S or NW-SE orientations, targeting the Upper Duvernay shale unit, and
have typical lateral length of ~ 2 km. The typical injection volume for each HF well is ~ 20,000
m3 (Schultz et al., 2018).
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Figure 3.1: Location of Kaybob / Fox Creek in Alberta. The map on the right illustrates the well
data in Fox Creek used in this thesis. The red circle, the blue square, the green pentagon, and
purple star show vertical wells, the available core analyses, the available full-wave velocity logs,
and horizontal wells respectively.

3.2 Geological settings / stratigraphy
3.2.1 Geology of the Duvernay

The Duvernay Formation is part of the Woodbend Group in the WCSB. The Woodbend Group
consists of 5 chronostratigraphic units of the Ireton, Leduc, Duvernay, Majeau Lake and Cooking
Lake. During deposition of the Woodbend Group rapid sea level changes and basin subsidence
led to increase in accommodation space and deposition of thick shales and reef complexes
(Switzer et al., 1994). The reef complexes are interpreted as paleobathymetric highs separating
reef from the subbasin shales (Eaton et al., 1995).
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The Duvernay deposited in marine environment about 380 million years ago (upper Devonian).
It is subdivided into lower, middle, and upper members (Andrichuk,1961). The upper and lower
members mainly contain organic-rich siliceous mudstone, and the middle member is composed
of lime mudstone (Chow et al., 1995; Knapp et al., 2017). The source of the silica within the
Duvernay facies appears to be a biogenic since there is a strong correlation between quartz
content and total organic carbon (TOC) which generates a very brittle mudstone (Ross and
Bustin, 2008). The lower and upper shale members are the target for development while the
middle carbonate unit is considered non-reservoir. In general, the lower shale unit of the
Duvernay is less thick and continuous compared to the upper and middle units, however, this
shale unit thickens in Kaybob area (see Sections 3.5 and 3.6). The boundary between the lower
shale and Majeau Lake is conformable and identified by a transgressive lag (Soltanzadeh, 2015).
The carbonate unit varies in thickness and facies and generally thins towards west and southwest.
The Duvernay Formation is equivalent to the Muskwa Formation in the Horn River Basin of
Northeast B.C. and is equivalent to Leduc Formation reefs in the west Alberta Ridge and Peace
River Arch (Switzer et al., 1994). In the Fox Creek play, the Duvernay overlies Majeau Lake
Formation or the Middle Devonian Swan Hills Formation of the Beaverhill Lake Group where
Majeau Lake is absent (Glass, 1990). The Ireton Formation conformably overlies the Duvernay
(Stokes, 1980, Cioppa et al., 2002).
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Figure 3.2: (a) The Devonian stratigraphic column of west-central Alberta plains where the study
area is located. A gamma ray log of the well 100-14-33-62-21W5 is displayed along with the
generalized corresponding lithology for each unit. (b) Schematic of Devonian lithostratigraphy
units in west-central Alberta (modified from Shen et al., 2021).
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The Duvernay Formation is comprised of 5 main lithofacies: argillaceous mudstones, bioturbated
limestone, siliceous organic rich mudstone, mixed siliceous mudstones, and limestones (Figure
3.3; Dunn et al., 2012; Knapp, 2017).

A

B

C

Figure 3.3: core photos from some of main lithofacies within the Duvernay Formation a)
siliceous mudstones, b) argillaceous-dolomitic mudstone, and c) mixed siliceous mudstone
and limestone (core photos are adapted from Knapp, 2017).
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3.2.2 Geology of the Ireton, Majeau Lake, and Beaverhill Group
The Ireton Formation is subdivided into three parts. The Upper Ireton contains grey-green shale
and argillaceous limestones. This unit is very dolomitized, and the thickness reaches 20 m in
some places. The Middle Ireton contains grey-green shale with occasional calcirudite. The
Lower Ireton comprises massive nodular limestone with some calcareous shale interbedded with
green shales. The Ireton was deposited in platform, slope and basinal environment settings. The
overall thickness of the Ireton varies from 3 m in reefs to 250 m in most basinal areas (Stoakes,
1980).
The Majeau Lake Formation is equivalent to the Cooking Lake Formation. The Majeau Lake is
divided into lower and upper units. The lower unit consists of deep-water limestone whereas the
upper unit is made of shales. Where the lower limestone is absent the Majeau Lake is composed
of shale packages. The Majeau Lake thickens to the north with a maximum thickness of 200 m.
The Beaverhill Lake Group consists of shale and carbonate reef complexes of Swan Hills
including the Fort Vermilion, Swan Hills, and Waterways formations. The formations of
Beaverhill Lake Group were deposited during Upper Givetian to Lower Frasnian. The Fort
Vermilion was deposited in a low water level environment with excessive evaporation. Increase
in water level led to deposition of the overlying carbonates of Swan Hills and Waterways
Formation (Oldale and Munday, 1994). The maximum thickness of the Beaverhill Lake Group
reaches 240 m.

3.3 Methodology
To examine the distribution of the Duvernay Formation and its reservoir properties in the region,
conventional well logs from 35 vertical wells were studied. These wireline logs include gamma
ray, neutron, density, resistivity, sonic/dipole sonic, and caliper. The top of Duvernay, Duvernay
Carbonate, bottom of the Duvernay Carbonate, and bottom of the Duvernay were picked.
Wireline logs permitted lithostratigraphic and structural analyses of the subsurface formations.
Wireline logs were extracted from the Divestco Inc database. The well log correlations were
completed using MATLAB code developed by the author. Four stratigraphic and structural cross
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sections are shown here to define lateral stratigraphic and structural variability, 1 parallel to the
depositional strike and 2 parallel to the depositional dip (B-B’ and C-C’), and 1 structural cross
section (D-D’). Stratigraphic picks were used to generate isopach and structure maps using
SURFER software.
Due to lack of availability of core data, the core data of one vertical well was adapted from Dong
et al. (2019). The core porosities were compared with porosity obtained from density logs. The
core porosity was correlated with core permeability to establish a relation between porosity and
permeability. These petrophysical analyses were conducted in order to define broad-scale
characteristics of the Duvernay reservoir that could be used for later poroelastic modeling. They
would not be suitable for detailed reservoir characterization or reservoir modeling purposes.
In addition to geological and petrophysical evaluations, wireline logs were used to calculate
elastic parameters and principal stresses. The full-wave velocity and density logs were adopted to
obtain Young’s modulus and Poisson’s ratio. The Poisson’s ratio and density logs were later
used as inputs to define vertical and horizontal stresses.
The workflow of Figure 3.4 shows the methods and products of this chapter.
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Data Gathering

Core Analyses / Core Photos

Well Logs

Elastic Parameters

Well Log Correlations
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Core Porosity vs Density Porosity
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Core Porosity vs Core Permeability Correlation

Isopach and Elevation Maps

Results and Discussion

Figure 3.4: Workflow and products of this chapter.
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3.4 Type well logs
Geophysical wireline logs including gamma ray, caliper, velocity, neutron, density, and
resistivity logs were used to pick well tops of the Ireton, Duvernay, and Beaverhill Lake Group.
The three type well logs in Figure 3.5 (a-c) show the typical Ireton, Duvernay, Majeau Lake, and
Beaverhill Lake (Swan Hills here) log characteristics in the study area. The middle carbonate
unit in the Duvernay Formation is also picked to separate the reservoir units from the nonreservoir portion of the Duvernay. Each well is presented with 4 wireline log tracks. The first
column shows gamma ray and caliper responses. The gamma ray log measures the natural
radioactivity of the rocks which is due primarily to uranium in organic matter or potassium in
clay minerals or feldspars. Caliper logs measure the hole size and diameter. Caliper logs provide
information about the wellbore conditions. The larger borehole diameter can be indicative of
wellbore instability which can be due to stress anisotropy, formation lithology, and pore fluid
pressure. Other well logs such as density and neutron logs can be impacted by the borehole
instability as well. The correlation between large caliper and low density/neutron logs, for
example in Figure 3.5 (orange boxes) is a result of borehole enlargement. In these cases, density
and neutron log data should be corrected for bad hole condition to avoid false interpretation of
high porosity. Therefore, the other well logs such as mud log or resistivity should be
incorporated into well log analysis (Bassiouni, 1994). The orange boxes in the Figure 3.5 shows
enlargement in borehole diameter which led to inaccurate measurements in the density and
neutron porosity logs.
The second column displays compressional velocity (!! ) which is the inverse of the sonic log.
Sonic logs measure the interval travel time (∆#), also called slowness. Formations with higher
organic matter, clay content, and porosity usually show greater ∆# which results in lower !! . !! is
directly proportional to the density of the rock (Mavko et al., 2020). Overall, the sonic log
reflects the elastic properties of the rock matrix as well as porosity, fluid content and pressure
(Tixier et al., 1959).
Neutron porosity and density logs are displayed on the third track. Density log response is
relative to the mineralogy, organic matter, and the porosity. The average density of sedimentary
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rocks varies between 2.6-2.8 g/cm3. Neutron logs measure the hydrogen content (i.e., water
content) which is directly proportional to the porosity. Clay content can affect the neutron
measurements. Therefore, other well logs (such as density) should be used in conjunction with
the neutron porosity log to define true porosity.
The last column presents resistivity log in logarithmic scale. Resistivity logs measure resistivity
which is the inverse of the conductivity of the material. Resistivity logs are indicators of porefilling fluids (e.g., hydrocarbons and fresh water are resistors) and the mineralogy of the rocks
(e.g., clays conduct electricity, calcite and quartz do not).

The top Ireton is identified by higher gamma ray and lower resistivity compared to the overlying,
Nisku Formation. The upper unit of the Ireton is uniquely characterized by an increase in caliper
log. This increase in caliper/ borehole diameter causes false measurements in density logs
(orange boxes in Figure 3.5). The increase in caliper is consistent throughout the study area and
was seen everywhere in the study area. The top Duvernay is recognized by an increase in gamma
ray, resistivity, and neutron and decrease in density log due to the presence of porosity. Whereas
the middle carbonate unit shows very high density and lower gamma ray and resistivity
compared to the lower and upper shale units. The Majeau Lake is not present everywhere in the
study area. The Majeau Lake log responses are not very distinguishable from the Lower
Duvernay or Swan Hills of the Beaverhill Lake Group. The Majeau Lake is often very similar to
the Lower shale unit of the Duvernay where it is muddy and very similar to Beaverhill Lake
Group where is composed of calcite-rich facies. In this study, the interval between the Lower
Duvernay and Beaverhill Lake Group which is less muddy than the Lower Duvernay and less
calcite-rich than the Beaverhill Lake Group interpreted as Majeau Lake Formation (e.g., Figure
3.5 a).
The Beaverhill Lake group is distinctive from the Duvernay by very low gamma and high
resistivity. The Beaverhill Lake contains carbonates which results in a very clean gamma ray log
and high density values.

68

69

a)

100-03-32-063-22W5

b)

Ireton

Middle Duvernay

Upper and Lower Duvernay

Majeau Lake

100-14-33-062-21W5

c)

100-07-22-063-24W5

Beaverhill Lake Group

Figure 3.5: (a-c) Log responses of well 100-03-32-063-22W5, 100-14-33-062-21W5, and 100-07-22-063-24W5 in central, southeast, and southwest of the study area. Each well is
presented with four tracks including GR/Caliper, Vp, Neutron/Density, and Resistivity. The orange boxes indicate borehole enlargement. These wells were not used for any
petrophysical or geomechanical analyses. These wells’ locations are shown as red dots with a, b, c lower case alphabets in Figure 3.1.
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3.5 Cross sections
Structural and stratigraphic cross sections were created to study the structural geometry, the
vertical and lateral stratigraphic variations of the upper Devonian strata in the study area. The
stratigraphy cross sections were created by flattening on top Duvernay as a laterally traceable
surface on the well logs that was traced and correlated across the study area. The top Duvernay
was chosen due to its consistency and distinct log characteristics in this area.
All the cross sections were built using gamma ray and resistivity logs.
The first two cross sections are oriented SW-NE, parallel to depositional dip (Figure 3.6-7). The
overall thickness of the Duvernay is greater in northeast, reaches the maximum in the center and
minimizes in southern portion of the study area. The third stratigraphic cross section was created
parallel to the depositional strike, oriented NW-SE (Figure 3.8). This cross section similar to the
first two cross sections reveal centralized maximum thickness.
Figure 3.9 illustrates a structural cross section made in Southwest-Northeast direction. Three
stratigraphic units of Ireton, Duvernay, and the Beaverhill Lake were mapped and correlated in
this figure. This cross section shows that the Duvernay and other stratigraphic units burial depths
decrease towards northeast. The thickness variation is also evident in this cross section. The
Ireton thickness remains steady across the area and exhibits a sheet-like geometry. In contrast,
the Duvernay shows varied thickness. It thickens from SW to the central area, and thins again in
NE. The Beaverhill Lake also exhibits a wedge-like geometry that thickens in NE.
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A

A’

Top of Duvernay

B.L. Group

Upper and Lower Duvernay

Middle Duvernay

Figure 3.6: A SW-NE stratigraphic cross section, parallel to depositional dip. There is a decrease in burial depth towards the NE of the Fox Creek Duvernay play. The wells are
correlated using GR and resistivity logs except for the 100-04-28-064-23W5 where resistivity log was not available, the density log was used instead. The top Duvernay was used
as a datum for correlations.
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B

B’

Top of Duvernay

B.L. Group

Figure 3.7:A SW-NE stratigraphic cross section, parallel to depositional dip. There is a decrease in burial depth towards the NE of the Fox Creek Duvernay play. The top Duvernay
Formation was used as a datum for correlations.
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C

C’

Top of Duvernay

B.L. Group

Figure 3.8:A NW-SE stratigraphic cross section, parallel to depositional strike. There is a decrease in burial depth towards the SE of the Fox Creek Duvernay play. The top
Duvernay Formation was used a datum for correlations.
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D

D’

Top of Ireton

Top of Duvernay
Top of B.L. Group

Figure 3.9:A structural SW-NE cross section, parallel to depositional strike. The green, dark grey, light blue, and cyan present the Ireton, Upper and Lower Duvernay, Middle
Duvernay, and Beaverhill Lake. The same log scale was used for all the wells.
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3.6 Maps
Structural and isopach (thickness) maps of the Upper Duvernay and the Middle Duvernay were
constructed to better understand the thickness variation and structural geometry (i.e., possible
folds and faults). The maps were generated in SURFER using tops picked on 35 vertical wells.
Figure 3.10 (a) illustrates the structural elevation map of the Upper Duvernay in the study area.
The structural maps are used to specify the regional dip, and potentially faulted and deformed
regions. The contour lines are approximately parallel across the study area and oriented in NWSE direction, representing a uniformly dipping surface for the Upper Duvernay in the study area.
Overall, the Duvernay Formation dips significantly towards southwest (with an angle of ~ 30°)
which was observed in cross sections as well (Figures 3.6 – 3.9). The structural elevation varies
from ~ 2100 m below sea level in NE to ~ 2700 m below sea level in SW.
The isopach map of the Duvernay Formation is presented in Figure 3.10 (b). The isopach map
was created measuring the vertical thickness between top Upper Duvernay and top Beaverhill
Lake Group. The contour lines, therefore, reveal the area with the same thickness. The Duvernay
Formation thickness varies between 40 – 66 m. As mentioned above, the thickness maximizes in
the center of the study area which is consistent with the stratigraphic cross sections shown above.
This could be due to the presence of sedimentary depocenters in the central part.
The structural elevation and isopach maps of the Middle Duvernay are presented in Figure 3.11
(a-b). The Middle carbonate unit also dips uniformly to the southwest. The structural elevation,
ranges from 2100 below sea level to 2700 below sea level in SW. In contrary to the Upper
Duvernay, the Middle Duvernay thins in the centre of the study area and thickens towards north
and east. The overall thickness variation is from 2 to 12 m.
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a)

b)

Figure 3.10:(a) Structural elevation map of the Duvernay. (b) Isopach map of the Duvernay
Formation, the vertical distance between Top Duvernay and top Beaverhill Lake.
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a)

b)

Figure 3.11:(a) Structural elevation map of the Middle Duvernay carbonate unit. (b) Isopach map
of the Duvernay carbonate unit, the vertical distance between Top Duvernay carbonate and bottom
carbonate unit.

3.7 Petrophysics of the Devonian strata
The most prolific hydrocarbon bearing strata in the WCSB belong to the Devonian period and
includes the Beaverhill Lake, Woodbend and Winterburn groups. In fact, more than 60% of the
OIP and 25% of the total GIP reserves in the WCSB are accommodated in Devonian carbonates
(Reinson et al., 1993). The porosity and permeability of the Devonian strata in the WCSB varies
significantly from one unit to another. Hydrocarbon storage and long-term flow capacity are
controlled by porosity and permeability of the reservoir; therefore, it is necessary to characterize
these properties (Dong et al., 2019).
Porosity and permeability are commonly measured by the petroleum industry to understand
reservoir quality. The porosity is defined as a fraction that measures the total pore volume (!! ) to
the bulk volume (!" ) of the rock (" = !! /!" ). The primary pore space when a sediment is laid
down can be later disconnected during diagenetic processes. The disconnected pores cannot be
penetrated by hydrocarbon migration into a reservoir. The porosity which contains connected
and disconnected pores is referred as total porosity, however, the ratio of volume of connected
pores to bulk volume is described as effective porosity (Hook, 2003). In this thesis, the porosity
term is referred to total porosity unless mentioned as effective porosity.
Permeability is the ability of the porous medium to allow fluid to flow. Permeability can vary
depending on the heterogeneity of the porous medium and it can be defined as a function of the
direction in which the flow is measured. Heterogeneity in permeability is often associated with
diagenetic processes or syn-deposition lithological variations (Solano et al., 2017). Minerology
and cementation are some of the key factors controlling permeability distribution.
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Due to the lack of core data in the study area, the core data from one well in eastern region of the
study area were adapted from Dong et al. (2019). The core data and wireline logs of the
corresponding well were integrated to analyze the reservoir quality and hydromechanical
properties of the Duvernay Formation in the Fox Creek. By using density logs, porosity is given
as:

"=

&#$ − &"
&#$ − &%

(3.1)

where &#$ is the matrix density, &" is the bulk density of the formation, and &% is the density of
the fluid, for water is considered 1000 kg/m3. The calculated porosity was compared with
porosity obtained by core analyses. The matrix density of 2650 kg/m3 was primarily used and the
value was then adjusted to 2630 kg/m3 to obtain a better match between core porosity and
density porosity. Once this matrix density was defined, porosity can be calculated for any well in
the study area having a density log. In addition to the correction of density value, the core depths
were shifted 1.2 m up in order to match the core depth to the depth read by wireline logs.

The density porosity obtained by density logs and porosity from core analysis are plotted in
Figure 3.12. The core data were only available in the Upper Duvernay. The core and log porosity
match well, however, there are a few samples that show higher core porosity. The high porosity
samples are missed on log data due to different resolution of core and log data. The high core
porosity samples may be the preservation of primary pores by a rigid silica (Dong et al., 2017).
Fabric and composition of the shale reservoirs strongly control the porosity. The Duvernay shale,
which is the focus of this thesis, consists of organic-rich facies and clastic-rich facies. The
interparticle pores are better retained within the matrix of organic-rich facies than the calcite-rich
facies. The pores in calcite-rich facies are filled with calcite cements and this has minimized the
void space (Galvis-Portilla et al., 2019). Additional pore volume may be created during kerogen
transformation into hydrocarbon in organic-rich facies (Loucks et al., 2012). Porosity and
permeability of the Duvernay Formation have been reported by various studies in the Fox Creek
region (e.g., Dunn et al., 2012; Weir et al., 2018). In general, the Duvernay shale reservoir has
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porosity of 6 – 7 % and average permeability of 390 nD while the average permeability for the
well studied here is 20 nD (Dong et al., 2019; Figure 3.13).
The porosity and permeability measured by core analysis were correlated to evaluate the
relationship between these two variables (Figure 3.13). The porosity shows a good log-linear
relationship with permeability except for one outlier with relatively high porosity and very low
permeability.
For the purpose of a multilayered poroelastic model, the porosity and permeability of the layers
above and below the Duvernay needed to be investigated. Core data were not accessible for the
Ireton and Beaverhill Lake formations, the porosity and permeability of these layers were
collected from previous studies. The Ireton porosity and permeability values have been reported
by various authors, for example, Hui and Chen (2021) used a porosity of 7% and permeability of
10 mD in their model. While others stated porosity of 6.5% and fracture permeability of 25 to
100 mD (e.g., Dunn et al., 2012; Lyster et al., 2017; Igonin et al., 2019).

The porosity in Devonian reefs, for example of Swan Hills Formation is created by molds and
vugs (Kaufman et al., 1991). The Beaverhill Lake Group (i.e., Swan Hills Formation) in
proximity of induced events in the Fox Creek region has also undergone dolomitization (Schultz
et al., 2016). Replacement of matrix limestone by dolomite may result to considerable increase in
intercrystaline porosity and subsequently enhancing permeability (Machel, 2004). The porosity
and permeability of the Swan Hills in this region varies substantially from facies to facies. The
average porosity for different facies ranges between 1 - ~10 % while the average matrix
permeability ranges between 2 – 479 mD (Saller et al., 2001).
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L.D

M.D

Upper Duvernay

100-02-22-63-20W5

M.D: Middle Duvernay

L.D: Lower Duvernay

Figure 3.12: A log display of the 100-02-22-063-20W5 well showing gamma ray and caliper on
the first track (from left to right), density on the second track, and the core porosity with density
porosity on the last track on right. The circle indicates the porosity obtained by core routine
analysis. The core porosities are adopted from Deng et al. (2019).
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100-02-22-63-20W5

Figure 3.13:The correlation between core porosity and permeability for the Duvernay Formation.
The data is fitted using a log-linear relation. The core porosities and permeabilities are adopted from
Deng et al. (2019). There were 20 samples available for the Duvernay reservoir unit and the
coefficient of correlation was 0.85. The core porosities and permeabilities are adopted from Deng et
al. (2019).
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3.8 Geomechanics of the Devonian strata
A successful HF treatment is highly influenced by variation in geomechanical and petrophysical
properties of the target formation and overlying and underlying formations. The Duvernay
response to the hydraulic fracturing operation, for example, depends on the carbonate unit
(Middle Duvernay) thickness, TOC, and porosity. The elastic parameters vary significantly from
Ireton to the Duvernay and the Beaverhill Lake Group which can be caused by variation in fluid
content, pore pressure, and lithofacies of these stratigraphy units (Dvorkin and Walls, 2000). The
Young’s modulus (-) and Poisson’s ratio (.) used in this section to determine the Ireton,
Duvernay, Majeau Lake, and Beaverhill Lake strength and fracability.
As mentioned before in Chapter 2.1, in an isotropic linear elastic medium two elastic parameters
are required to fully define the relationship between stress and strain. The p-wave velocity
depends on the elastic properties of the rock. Therefore, p-wave velocity which is measured
routinely in wells can be used as a proxy to estimate the dynamic rock elastic parameters. The swave velocity as well as density logs are other measurements required for the estimation of the
elastic parameters. Although dynamic elastic parameters of the rock obtained by full-wave sonic
logs are tools for predicting the rock response to dynamic conditions such as wave propagation,
they can be used for the rock response to static loading conditions such as fluid injection (Zhang,
2019). Here, 3 vertical wells with dipole sonic logs (p-wave and s-wave velocities)
measurements were used to obtain - and .. The density log is often influenced by the borehole
condition. In order to quality control the density log, caliper logs were used to identify stable
borehole conditions. The dynamic Young’s modulus -, and Poisson’s ratio . are estimated using
velocity logs for ., and velocity logs combined with density for - as follows (Rickman et al.,
2008):

1 (!& /!' )( − 2
.=
2 (!& /!' )( − 1

-=

&!'( 13!&( − 4!'( 3
!&( − !'(
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(3.2)

(3.3)

The well logs representing gamma ray, full-wave velocities, density, and elastic parameters for
three wells in the east, north, and southwest of the study area are shown in Figure 3.14. The
Duvernay has the maximum burial depth in the well 100-08-25-062-25W5 in southwest. In all
three wells, the top Duvernay is characterized with higher gamma ray, lower density, higher and much lower . from the Ireton. Within the Duvernay Formation, the middle carbonate unit is
characterized from the upper and lower shale units with drastic increase in -. The average - for
the shale units of the Duvernay is 32 GPa while this is about 38 GPa in the middle carbonate
layer. The average . for the upper and lower Duvernay is 0.23 and this increases to 0.3 in the
carbonate part. The middle carbonate unit is very distinctive in north (Figure 3.14 b) and
becomes shaly in east and very thin and hard to pick in southwest (Figure 3.14a and 3.14c). The
Majeau Lake in this area contains mud, therefore, it shows high gamma ray while the carbonate
of Beaverhill Lake (Swan hills) is identified by low gamma ray, high compressional and shear
wave velocities, and high Young’s modulus.

Three different cross plots displaying mineralogy and geomechanics of the Devonian Formation
for the 3 wells explained above are presented in Figures 3.15-17. The first exhibits Poisson’s
ratio versus Young’s modulus. There is a strong negative correlation between these two
parameters in the Upper Duvernay (reservoir unit).
The second crossplot exhibits GR versus Young’s modulus. The correlation between Young’s
modulus and shale content (GR log measurements) are good indicators showing different
mechanical properties in stratigraphic units of the Ireton, Duvernay, and Beaverhill Lake Group
(Soltanzadeh et al., 2015). The Young’s modulus shows strong correlation with shale content
(GR log). The moduli decrease as the shale content increases (higher GR values). The porefilling calcite cement in the Middle Duvernay led to creating a stiffer rock, the organic-rich
facies, in contrast, are less stiff with lower -. High TOC, high clay content, higher porosity
typically led to less brittle rock in organic rich facies part of the Duvernay. Some studies showed
that the rocks with middle range Young’s modulus and clay content are accompanied with more
presence of fractures (Soltanzadeh, 2015).
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The last crossplot illustrates strong correlation between compressional and shear wave velocities.
The higher Vp is accompanied with higher Vs. The Beaverhill Lake Group and carbonate unit of
the Duvernay display the highest compressional and shear wave velocities due to their
lithological content as carbonates typically are considered fast rocks.
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100-08-25-062-25W5

a)

Ireton

b)

Upper and Lower Duve.

100-04-19-064-22W5

Middle Duvernay

c)

Majeau Lake

100-04-08-063-20W5

Beaverhill Lake Group

Figure 3.14:(a-c) Display of gamma ray, Vp and Vs, density, dynamic E and ν in four tracks from left to the right. The dark grey box shows the upper shale unit (reservoir) of the
Duvernay Formation. The first well on the left shows some chaotic density measurement in Ireton. The anomalous values of E and ν from this well were not used in modeling. The
location of wells are shown as green pentagon in Figure 3.1.
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100-04-08-063-20W5
a)

b)

c)

Figure 3.15: Variations in mechanical and lithological properties of the Devonian strata. (a) Crossplot of
! vs " (b) Crossplot of ! vs gamma ray, and (c) Crossplot of Vp vs Vs. In all three cross plots blue
circle, red circle, yellow square, purple pentagon, green and light blue circle represent the Ireton, Upper
Duvernay, Middle Duvernay (carbonate), Lower Duvernay, Majeau Lake, and the Beaverhill Lake
respectively.
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100-04-19-064-22W5
a)

b)

c)

Figure 3.16: (a) Crossplot of ! vs " (b) Crossplot of ! vs gamma ray, and (c) Crossplot of Vp vs Vs. In
all three crossplots blue circle, red circle, yellow square, purple pentagon, and light blue circle
represent the Ireton, Upper Duvernay, Middle Duvernay (carbonate), Lower Duvernay, and the
Beaverhill Lake respectively.

91

100-08-25-062-25W5
a)

c)

b)

Figure 3.17: (a) Crossplot of ! vs " (b) Crossplot of ! vs gamma ray, and (c) Crossplot of Vp vs Vs.
In all three crossplots blue circle, red circle, yellow square, purple pentagon, and light blue circle
represent the Ireton, Upper Duvernay, Middle Duvernay (carbonate), Lower Duvernay, and the
Beaverhill Lake respectively.
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3.9 Stress profiles
According to the Mohr-Coulomb failure criterion, a fault slips when shear stress on the fault
plane exceeds the friction resistance (or when CFS > 0). Therefore, understanding the magnitude
and orientation of the in-situ stresses along with pore pressure and the coefficient of internal
friction are critical in order to investigate the potential of pre-existing faults for induced
seismicity. The recurrence of induced earthquakes in the Fox Creek area led to increase in
conducting quantitative research for the stress tensors (Shen et al., 2018; 2019; 2021). The stress
tensors were used to understand the stability conditions of the faults for the largest earthquakes.
The fact that only small portion (~ 3 %) of the HF wells in the WCSB are associated with
induced events suggest difference in initials geological state of these formations as well as
operational differences. Nonetheless, most of the previous studies that assessed the fault stability
used numerous assumptions regarding stress and pressure gradients and only a few studies have
developed based on geomechanical observations. In this section, the magnitudes of principal
stresses in the study area were estimated using well logs and DFIT or XLOT tests.
The results of this section are not used in the numerical models, as the state of stresses are set to
zero and the changes in pressure and stresses are calculated by numerical simulations. Moreover,
it is assumed that faults are critically stressed where the shear stress is nearly high compared to
the effective normal stress and optimally oriented (Shen et al., 2019). However, understanding
the in-situ state of stresses including horizontal stresses (#!"#$ and #%"&' ) and vertical stress
(#( ) are required for studying the geoemchanics, the tendency for fracture propagation and fluid
migration during the hydraulic fracturing operations, and the potential for occurrence of induced
earthquakes in the study area.
The orientation of #!"#$ in the WCSB is noted to be NWSE (e.g., Bell et al., 1996; Bachu,
2001). Hydraulic fractures normally tend to propagate in a direction orthogonal to the minimum
principal stress, therefore it is important for the operators to be aware of the regional orientation
of #!"#$ . The #!"#$ orientation can be recognized from borehole breakouts (Bell, 2003).
The presence of pre-existing faults in the Fox Creek has been determined by seismic data
interpretation (e.g., Chopra et al., 2017; Weir et al., 2018; Eaton et al., 2018). There are other
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indicators of vertical displacement in the Precambrian basement such as sedimentation patterns
and accommodation. The present-day stress field and the 3-D reflection seismic show the
reactivation of basement rooted strike-slip faults to cause induced seismicity in the Duvernay
play (Wang et al., 2017; Chopra et al., 2017). Assuming Anderson (1951) state of stress, the
compressional principal stresses include vertical stress (#( ) and two horizontal stresses (#!"#$
and #%"&' ). In the case of strike-slip faulting regime, the #%"&' and #!"#$ are the maximum
and minimum principal stress (#%"&' > #( > #!"#$ ). In this thesis, as mentioned before in
Chapter 2, the compressive stresses are considered negative which is conventional sign in
geosciences. The stresses and pressure are typically reported as gradients in engineering
practices which are obtained by ratio of the stress magnitude to the certain depth on which is
measured.
The magnitude of the vertical stress can be calculated by integrating the density log from the
surface to the depth of interest:
*

#( = & ' () (*),*

(3.4)

+

where () is the bulk density at the depth of interest and * is the depth. Using this approach, it
should be considered that density logs are not usually ran in shallow depth. The bulk density of
the shallow depth, therefore, should be estimated (Gentzis, 2009; Shen et al., 2018). Moreover,
the density logs as mentioned before, needs to be quality controlled. The quality of density logs
is influenced by borehole conditions.
The density of the shallow sediments can be estimated by using the available data over the study
area and applying a statistical approach to interpolate the bulk density as a function of depth
where data is not available (Shen et al., 2019). The bulk density of sedimentary rocks in western
Canada normally ranges between 2000 kg/m3 for highly porous rocks to ~ 2700 kg/m3 for tight
limestone (e.g., Shen et al., 2018). For the sake of simplicity, here it was assumed that the
Quaternary sediments have a lower bulk density than the Devonian sediments. The average
density of the Duvernay Formation is ~2550 kg/m3. The bulk density of the shallow sediments is,
therefore, assigned to the value of ~ 2400 kg/m3. Adopting such a value is consistent with results
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of Shen et al. (2018) that the vertical stress in Alberta is expected to be ~ 90 MPa at the depth of
3500 m.
For the purpose of evaluation of variation in magnitudes of stresses and pressure, 2 vertical wells
in the north and east of the study area were selected. The #( is a function of depth and is
governed by the integration of bulk density at the depth of interest, thus #( increases with
increase in depth. The magnitude of #( is expected to be greatest in southwest of the study area
in which the Duvernay has the greatest burial depth. The depth of the Duvernay in 2 wells
displayed in this section is 3100, and 3310 m respectively. The vertical stresses for these wells
are ~ 76, and 84 MPa accordingly (Figure 3.18). The #( gradient variation is slightly different in
these wells. It ranges from 24.5 KPa/m in east to 25.3 KPa/m in north. The #( gradients obtained
in this thesis are within the range (23-26 KPa/m) addressed by AER, 2018.

95

96

a)

100-04-08-063-20W5

b)

100-04-19-064-22W5

Figure 3.18:( (a-b) Density log (on the left) and vertical stress (on the right) obtained by integrating the density log for the vertical wells 100-04-08-063-20W5 and 100-04-19064-22W5. The top formations of interest are indicated on the plots. The red curve shows the smooth curve of the density log.
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Horizontal stresses can be calibrated directly employing leak off test (LOT), extended leak off
test (XLOT) and diagnostic fracture injection test (DFIT). !!"#$ and !%"&' can also be
estimated indirectly using wireline logs including full-wave velocity and density logs (dynamic
elastic parameters). Furthermore, using linear poroelasticity (Chapter 2) model where the
information about tectonic strains is available is another method to compute principal horizontal
stresses (Thiercelin and Plumb, 1994). The tectonic strain can be calculated either from the insitu stresses or from shear and tensile wellbore failures (Dolinar, 2003).
Eaton’s equations have been widely used in the petroleum industry to calculate pore pressure
gradients and horizontal stresses. Eaton (1969), related overburden stress, pore pressure ("), and
rock elastic properties (i.e., dynamic Poisson’s ratio) to govern minimum horizontal stress:

!!"#$ =

%
(! − ") + "
1−% (

(3.5)

where " is the pore pressure. The equation indicates that the !!"#$ is highly influenced by !(
and ". " and !( magnitudes are both functions of depth thus the magnitude of !!"#$ is a
function of depth as well. Here, the pore pressure was calculated using hydrostatic gradient (~10
KPa/m) for the Ireton and the Beaverhill Lake Group, as they are assumed to be normally
pressured. The pressure data from one well in the central part of the study area showed the
normal pressure gradient for the Ireton Formation (geoSCOUT data). Figure 3.19 displays the
pressure versus depth for this horizontal well in the Fox Creek. The Duvernay Formation, on the
other hand, is addressed to be overpressured by numerous studies (e.g., Fox and Soltanzadeh,
2015; Schultz and Eaton, 2018).
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Figure 3.19:Pore pressure gradient for the horizontal well 100-08-33-063-22W5 in the central
part of the study area. The red dot shows the pressure measured at the corresponding depth.
The pressure increases with increase in depth. Data was obtained from geoSCOUT.

The average gradient of !!"#$ in the Duvernay for these wells is ~ 21 KPa/m (Figures 3.20 and
3.21) where the Duvernay was considered overpressured with gradient of 17 KPa/m (e.g., Eaton
and Schultz, 2018). Whereas the fracture closure gradient reported by DFIT is ~ 19 KPa/m. The
minimum horizontal stress in Figure 3.20 was estimated using Eq. (3.5). In both wells, the !!"#$
is greater in the Duvernay reservoir than the overlying and underlying formations. The !!"#$
similar to !( shows greater values in the well 100-04-19-064-22W5 which is buried deeper than
the other well.
The Eaton’s equation appears to compute the lower bound of the !!"#$ and the value needs to be
matched to the actual value governed by the well tests (Almalikee and Alnajm, 2019; Zhang and
Zhang, 2017). The equation can be used in normal or strike-slip faulting regime where the !!"#$
is the minimum principal stress, however, the tectonic stress should be taken into account to
accurately calculate !!"#$ (Daines, 1982):

!!"#$ =

"#$
!)*+)
=

%
"#$
(! − ") + " + !)*+)
1−% (

/
− (0! − %0% )
1 − %,
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(3.6)

(3.7)

where 0! and 0% are the tectonic strains in the directions of the minimum and maximum
horizontal stress. Tectonic stress can be derived from a relationship between fracture reopening
pressure (2- ), overburden stress, pore pressure, and Poisson’s ratio. In case of presence of the
well test, the tectonic stress gradient can be estimated using a linear relation (Daines, 1982). The
gradient then can be applied in the areas where the frac tests are not feasible. The Poisson’s ratio
and Young’s modulus (dynamic) can be obtained using density and velocity logs as explained in
the last section or it can be taken from core analysis (static). The dynamic elastic parameters can
be calibrated with static measurements where core tests are available, which were not available
for this thesis. The deviation between the lab measurements and log data may be related to
different resolutions, sampling frequency and different laboratory conditions (Soltanzadeh,
2015). However, the dynamic elastic parameters typically correlate well with static parameters in
the vertical direction. In this study, the anisotropy in the elastic parameters is ignored, thus the
log-based measurements can be a good representative of the elastic parameters (Sarvaramini et
al., 2021).
Constraining the maximum horizontal stress is very challenging and there are some uncertainties
regarding these calculations. For more accurate prediction of !%"&' , multiple methods should be
applied and integrated to verify the model (Zhang, 2019). For a homogenous elastic rock, a
uniform and constant injection rate leads to a linear trend in increase pressure till the rock
formation is leaked and reached a peak called fracture breakdown pressure (FBP, Figure 3.20).
With continuous pumping, the fractures are extended away into the far field stress. The pump is
shut off when the fractures propagate for some volume, the pressure begins to drop. At this stage,
the earth’s stresses (!!"#$ ) causes resistance to close the fracture. This is the point called fracture
closure pressure (2+ ). The fracture closure pressure, therefore, represents the magnitude of !!"#$ .
In normal and strike-slip faulting regimes (this thesis), the most reliable method to determine
maximum horizontal stress is by the XLOT or DFIT tests and adopting fracture reopening
pressure or wellbore stability modeling. The fracture reopening pressure is equal to breakdown
pressure in second cycle of injection (Figure 3.20; Zang and Stephansson, 2010). This pressure is
slightly higher than the fracture closure gradient in the first cycle. Having this value from XLOT,
the maximum horizontal stress can be obtained by:
!%"&' = 3 ∗ !!"#$ − 2- − "
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(3.8)

(2- )

(2+ )

Figure 3.20:A typical XLOT plot with two cycles of injections (adapted from Kundan et al.,
2017). The fracture closure pressure ((2+ /672) in first cycle, and fracture reopening
pressure 2- /682) in second cycle are used to calculate horizontal stresses.

The pore pressure directly affects the minimum and maximum horizontal stresses. Since there
was no available detailed pore pressure data for all Devonian formations analyzed here, the
generic pore pressure gradients were used and there is uncertainty regarding the calculation of
pore pressure magnitudes and gradient. Therefore, four different scenarios were applied to
examine the effect of pore pressure on calculation of horizontal stresses and discuss
uncertainties. These four different case scenarios are presented in Figure 3.21 (a-d). The first
scenario presents pressure and stresses variations where the pore pressure in the Duvernay
Formation assumed overpressured with the gradient of 17 KPa/m as reported by (AER, 2018). In
this case, the minimum and maximum principal stresses are considerably greater in the Duvernay
than the Ireton and formations below the Duvernay. The difference between !!"#$ in the
Duvernay and Ireton can result in propagation of the fractures into the Ireton. The fractures are
contained in the Duvernay if !!"#$ in the Duvernay is lower than the overlying and underlying
formations. The second plot presents the case where the pore pressure starts to deviate from
hydrostatic gradient in the Duvernay and reaches the maximum value by the bottom of the
Duvernay and goes back to normal gradient in the Beaverhill Lake. The third plot is similar to
the second, however, the deviation from the normal gradients begins in the lower section of the
Ireton. Some studies have suggested a pore pressure transition zone in the lower part of the
Ireton Formation influenced by the overpressured Duvernay (e.g., Fox and Soltanzadeh, 2015).
In these two conditions, the !!"#$ and !%"&' show lower values in the upper part but higher
values in the lower Duvernay of the Duvernay compared to the Ireton and Beaverhill. The fourth
scenario produces results for the case where the pore pressure gradient is hydrostatic from Ireton
through the Beaverhill Lake Group (Alimahomed et al., 2019). In such a condition, the Ireton
and Beaverhill act as stress barriers, !!"#$ is larger in these formations compared to the
Duvernay. The maximum horizontal stress is also lower in the Upper Duvernay yet larger in the
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carbonate and lower Duvernay. Moreover, !%"&' is less than the vertical stress in the Upper
Duvernay which is not consistent with the conventional stress magnitudes in the strike-slip
faulting regime. Analysis of the stresses in the study area revealed that the study area is in strikeslip faulting regime where the minimum and maximum stresses are horizontal and intermediate
stress is vertical (e.g., Shen et al., 2018). Moreover, the induced earthquakes in the area show
strike of N-S or E-W implying strike-slip faulting regime which is in agreement with the regional
horizontal stress orientations (Reiter et al., 2014). Therefore, the fourth scenario seems to be less
applicable based on the geological conditions of the Duvernay Formation in the Fox Creek
region.

a)

b)

c)

M.L: Majeau Lake

d)

B.L: Beaverhill Lake

Figure 3.21:(a-d) Four scenarios used for modeling principal stresses for the well 04-08-063-20W5.
The blue, red, orange, and purple curves indicate pore pressure, vertical stress, minimum horizontal
stress, and maximum horizontal stress.
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3.10 Summary of Chapter 3
This chapter aimed to analyze the geoscience of the Upper Devonian in the Fox Creek region
including reservoir characterization i.e., stratal thickness, porosity, and permeability. Moreover,
the geomechanics of the Upper Devonian strata were investigated. The elastic parameters and
stress profiles were developed for three vertical wells using wireline well logs. Limited core data
and XLOT test created procedural challenges for evaluating petrophysical properties and
developing stress profiles for the study area. The stress profiles were created assuming different
pore pressure gradients to analyze the sensitivity of magnitudes of maximum and minimum
horizontal stresses to pore pressure.
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Chapter 4
4
Geoscience Characterization of the Cardium Formation at
Pembina Field
4.1 Introduction
This chapter investigates the geology and geomechanical properties of the Upper Cretaceous
Cardium Formation and adjacent shales in West Pembina Field, west-central Alberta. The results
of this chapter will be used to analyze the potential for occurrence of induced seismicity. The
goal is to develop a fit-for-purpose geoscience characterization that can be subsequently used to
construct a geomechanical model on pore pressure diffusion of injected fluids and poroelastic
properties of a multi-layered medium in the study area.
The Pembina Field covers about 4000 km2 and is considered the largest Cardium reservoir in
west-central Alberta. Hydrocarbons are sourced from the marine shale unit of the underlying
Second White Specks. There are currently 20 individual pools in the Cardium Pembina oil field
that have produced 1.1 billion bbls in total (Duhault, 2012).
Production initially began in 1950’s targeting the relatively high porosity and permeability,
intervals of the Cardium (Solano, 2012). This is the conventional Cardium production that
produces hydrocarbons by drilling vertical wells. Parts of the Cardium with permeability lower
than 0.1 mD are referred as “tight oil play” and are the focus of unconventional development
(Clarkson and Pederson, 2011). Beginning in 2010, more than 500 horizontal wells have been
completed in tight oil play of the Cardium using multistage hydraulic fracturing technology. The
hydrocarbon production for these horizontal wells varies between 10,000 barrels of oil (bbl) to >
80,000 bbl per year (Wiseman, 2014). The original oil in place in the Cardium is estimated to be
approximately 8 billion bbl.
The Cardium tight oil play is the subject of this study because of concerns of the potential hazard
of triggered seismicity in a region with sensitive surface infrastructure. There are large number
of hydraulically fractured wells in the area and there has been little regional study of the Cardium
with regards to induced seismicity. The stratigraphy varies laterally and vertically in the study
area, and this may cause variations in elastic and petrophysical properties of the rock.
Occurrence of injection-induced seismicity can be dominated by elastic rock heterogeneity i.e.,
seismic events are preferentially occurred in rocks with high Young’s modulus and low
Poisson’s ratio (Langenbruch and Shapiro, 2015). The definition of vertical and lateral variations
in geology, petrophysics, and geomechanics of the Cardium Formation and adjacent shales is the
main objective of this chapter.
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4.1.1 Study area
The study area is located at West Pembina Oil Field in Townships 44-48 and Ranges R8-13W5
in west-central Alberta (Figure 4.1). The study area contains more than 500 horizontal wells
completed in the Cardium Formation and 1000s of vertical wells that penetrate the Cardium
Formation. Of these, 50 vertical wells, mainly located in the West Pembina Pool area, were
selected for detailed geological, petrophysical, and geomechanical studies.
In addition to vertical wells, 6 horizontal wells were selected for poroelastic modeling in Chapter
6. The horizontal wells in the study area are drilled with N-S or E-W directions which is very
different from the general orientation of HF wells in western Canada. In western Canada, the HF
wells are typically directed perpendicular to the orientation of !%"&' . Horizontal production
wells are landed in shaly sandstones of the uppermost Raven River allomember of the Cardium
and the pay zone (second lithofacies in Figure 4.3) has a thickness of 8-13 meters in the study
area.

Figure 4.1: Location of West Pembina Field in Alberta. The map on the right illustrates the
location of wells in West Pembina used in this thesis. The red circle, the blue square, the green
pentagon, and purple star show vertical wells, the available core analyses, the available fullwave velocity logs, and horizontal wells respectively.
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4.2 Geological setting/ Stratigraphy
4.2.1 Geology of the Cardium
The Cardium Formation was deposited during the Late Turonian to the Early Coniacian in the
western margin of Alberta Foreland Basin. The Cardium contains a depositional succession
interpreted as marine transgressions and regressions caused by regional relative sea level changes
(Plint and Walker, 1987). The Cardium Formation overlies marine shale of the Blackstone
Formation, and it is overlain by a thick succession of marine mudstone of the Wapiabi Formation
(Figure 5.2; Shank and Plint, 2013). Repeated sea level changes produced a stacked succession
of upward coarsening parasequences showing the transition from offshore marine to lower
shoreface or delta front environment (Friesen et al., 2017). Transgressive conglomerates overlie
the mudstone to sandstone successions. These cycles are separated by laterally extensive
flooding surfaces that have been used to define a surface-based allostratigraphic framework
(Plint et al., 1987; Shank & Plint, 2013.). The Cardium Formation can be therefore traced by E1
to E7 allomember-bounding discontinuities (erosion surfaces) across the study area by unique
well log signatures.
No agreement exists about the stratigraphic nomenclature used for the Cardium. Plint and
Walker (1987) used numbered surfaces to establish an allostratigraphic zonation of the
formation. Their surface E1 defines the base of the Cardium and E7 defines its top. The reservoir
sands at Pembina underlie their E5 surface and belong to their Raven River Allomember. The
petroleum industry uses a simpler terminology (e.g., Krause and Nelson, 1984), defining the top
of the Cardium (E7) as the top of the “Cardium Zone” and the top of the reservoir sands (E5) as
the “Cardium Sand” (Cardium SS) log pick. For clarity, both systems are shown in Figure 4.2
and both terminologies are used interchangeably in this thesis. The Cardium gross thickness
fluctuates between 95 to 120 m in the current study area whereas the reservoir thickness (net
pay) varies between 8 to 13 m. The reservoir facies are marine muddy sandstone with intensive
bioturbation (Clarkson and Pederson, 2011).
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Santonian

84

Wapiabi

90

E5
Cardium Alloformation

Coniacian
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Turonian

Upper Cretaceous

Cardium zone (E7)

Cardium SS. / Reservoir

E1

Cenomanian

Blackstone

Second White Specks

94

Wapiabi

Upper and Lower Cardium

Blackstone

Second White Specks

Cardium SS

Figure 4.2:The Upper Cretaceous stratigraphic column of west-central Alberta plains where the
study area is located. A gamma ray log of the well 102-08-27-046-10W5 is displayed along
with the generalized corresponding lithology for each unit.
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There are 5 main lithofacies observed in cores from the Cardium in the Pembina area (Figure
4.3). They are (Krause and Nelson, 1984; Grey, 2016):
1) Offshore transition/shelf deposits consisting of dark gray thinly bedded mudstone with mmcm scale laminated siltstone and/or sandstone.
2) Lower shoreface deposits consisting of three different sub lithofacies; med-dark gray
bioturbated silty (to sandy) mudstone; bioturbated sandy mudstone to muddy sandstone; and
moderately bioturbated thinly interbedded sandstone and mudstone (reservoir unit).
3) Middle shoreface deposits consisting of interbedded very fine- or fine-grained sandstone and
dark gray to black mudstone.
4) Upper shoreface deposits consisting of medium to thickly bedded very fine to fine grained
sandstone.
5) Lowstand shoreface and transgressive lag deposits consisting of matrix- and clast-supported
conglomerate composed of well-rounded chert granules, pebbles, and occasional cobbles.
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Figure 4.3:Core photos corresponds to the Cardium lithofacies 1 to 5. The color of the circles
matches the color used in core logging figures (Modified after Grey, 2016).
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4.2.2 Geology of the Lower and Upper Colorado Group
The Wapiabi, Cardium, Blackstone and Second White Specks (2WS) formations are part of the
Colorado Group in the WCSB. The Colorado Group is subdivided into upper and lower
Colorado subgroups. The subdivision is based on the First and Second White Specks Shales
(Simpson, 1982). The term Alberta Group is broadly synonymous with the Upper Colorado
Group.
The geomechanical and petrophysical properties of the formations above and below the Cardium
are different from the Cardium and this can affect the pore pressure and stress changes during the
hydraulic fracturing stimulations. The detailed studies of the geomechanics and petrophysics of
these formations, therefore, are necessary for creating a more realistic 3D multilayered
poroelastic model. The lithology of the Alberta Group is characterized by shale, siltstone, and
sandstone. There are subordinate thin silty beds with sideritic concentrations and calcareous
shales containing argillaceous limestone.
The Wapiabi Formation was deposited during the Coniacian to early Campanian in the Western
Interior Seaway. The Wapiabi consists of marine mudstone and siltstone successions with
thickness ranging from 50 to 750 m. The relative sea-level rise throughout Santonian as a result
of regional subsidence of the North America plate led to the deposition of the marine mudstone
of the Wapiabi Formation (Kauffman, 1977).
In central and southern Alberta, the Blackstone Formation was deposited during the Late Albian
to Middle Turonian. The Blackstone Formation consists of interbedded mudstone and finegrained sandstone. The Blackstone Formation studied here was defined the interval between the
2WS and the Cardium E1 erosional surface. The Blackstone Formation was deposited in a
retroarc foreland basin in a storm dominated environment of the Western Interior Seaway (Tyagi,
2009). The overall thickness of Blackstone ranges between 80 m in southeast Alberta to 500 m in
northwest Alberta (Scott, 1963).
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The Second White Specks Formation is a marine source/reservoir rock considered a target for
recent exploitation as well as being the source for multiple Cretaceous hydrocarbon reservoirs in
western Canada. The 2WS was deposited over the span of Early Turonian (94 Ma) to Early
Cenomanian (100 Ma). The 2WS shales composed of laminated calcareous mudstone with
distinct light color “specks”. The specks are pellets composed of calcareous coccolith debris
(Goodman, 1951). The 2WS thickness varies in Alberta and like the Blackstone thins towards the
east.
Following deposition, in the Late Cretaceous and Tertiary, the Cordilleran Orogeny deformed the
Cardium, Wapiabi, Blackstone and other stratigraphic units. The deformation led to a regional
dipping towards the southwest and thrust faulting that increases in importance to the southwest.

4.3 Methodology
In this chapter similar approaches to the Chapter 3 were employed. The Cardium reservoir
qualities and geometric structure/distribution were evaluated by studying conventional well logs
from 45 vertical wells in the region. Gamma ray, neutron, density, resistivity, sonic/dipole sonic,
and caliper logs were used to pick the tops of Cardium zone (E7), Cardium Sandstone (SS, E5),
bottom of the Cardium SS, and bottom of Cardium (E1).
Well log correlations provided information about lithostratigraphy and structure of the Cardium
and adjacent shales in the study area. The well log correlations were completed using MATLAB
code mentioned in Chapter 3. Stratigraphic cross sections, 2 parallel to the depositional dip and 1
parallel to the depositional strike were created to analyze the lateral variations in the Upper
Cretaceous strata in the region. The stratigraphic picks were imported as the inputs for creating
isopach and structure maps in SURFER software.
The observed Cardium top and Cardium SS top from the core were correlated with
corresponding log signatures. Core logs from 16 wells and routine core analyses from 30 wells
were observed and 2 core logs and core analyses were selected for further investigation. The
detailed core logging including schematic core logs and supporting core photos were adapted
from Grey, 2016. The reservoir petrophysical properties (both core and logs) were obtained from
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the geoSCOUT database. The core porosities were compared with porosity obtained from
density logs. The core porosity was correlated with core permeability to establish a relation
between porosity and permeability. These petrophysical analyses were conducted in order to
define broad-scale characteristics of the Cardium reservoir that could be used for later
poroelastic modeling. They would not be suitable for detailed reservoir characterization or
reservoir modeling purposes.
Moreover, elastic parameters including Young’s modulus and Poisson’s ratio were calculated
applying full-wave velocity and density logs. The elastic parameters combined with pore
pressure gradients and density logs were tools for defining vertical and horizontal stresses.
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4.4 Type well logs
In this study, the geophysical wireline logs were used to pick top E7, E5, E1, and the base of the
Cardium SS. The Cardium and Cardium SS thickness are measured based on top and bottom
depth of each unit. In addition, geophysical well logs such as velocity and density logs were
employed for assessing the rock petrophysical and elastic properties. For example, an upward
decrease in gamma ray, lower density and lower neutron porosity, faster velocity (lower
slowness) and elevated resistivity were observed over the Cardium sandstone/reservoir interval.
Apart from the correlation panels which represent a regional overview, three well types were
chosen to examine the well log characteristics of the proximal, medial, and distal parts of the
marine depositional system (increase in Cardium SS thickness).
The three log types in Figure 4.4 (a-c) show the typical Cardium Formation log characteristics in
the study area. Each well is presented with 4 wireline log tracks. The first column shows gamma
ray and caliper responses. The borehole enlargement (orange rectangles) was identified in wells
displayed in Figure 4.4 (b-c). Increase in borehole size caused chaotic measurements in the
density and neutron porosity logs. The compressional velocity (9. ), neutron porosity and density
logs are displayed on second and third tracks. The resistivity log in logarithmic scale is presented
in fourth track.
The Upper Cardium (E5 to E7/ Cardium zone member) consists primarily of facies 1, thin
bedded mudstone with laminated siltstone or sandstone. The Upper Cardium is distinguishable
with rise in gamma ray and fall in resistivity. The Middle Cardium sandstone which is
coarsening upward can be noted by decrease in gamma ray and increase in resistivity. The lower
unit (E1 to E5) of the Cardium Formation also shows an upward coarsening pattern. This upward
increase in grain size, similar to the middle Cardium, can be identified by decrease in gamma ray
and increase in resistivity. However, the lower Cardium is distinguished from the middle
Cardium by higher gamma ray and lower resistivity. The Wapiabi Formation overlies the
Cardium and is characterized by higher gamma ray and very low resistivity compared to the
Cardium Zone.
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a)

100-11-10-046-9W5

b)

100-10-32-048-13W5

Upper and Lower Cardium

102-06-25-045-13W5

v

v

Wapiabi

c)

Cardium SS

v

Blackstone

Figure 4.4:(a-c) Log responses of well 100-11-10-046-9W5, 100-32-048-13W5, and 102-06-25-045-13W5 in east-central, northwest, and southwest of the study area. Each
well is presented with four tracks including GR/Caliper, Vp, Neutron/Density, and Resistivity. The location of these wells are shown in Figure 4.1 with red dots and a, b, c
lower case alphabets.
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4.5 Cross sections
To create the structural and stratigraphic cross sections, the top of the Cardium, E7, was used as
the datum across the sections because of the ease of identification and lateral extension
throughout the study area. The E7 has a distinct GR and resistivity values compared to the layers
above (Wapiabi) and below (E5). As mentioned above, the E7 is identified with slightly lower
GR and higher resistivity compared to the overlying layer of Wapiabi mudstone. On the other
hand, the E7 can also be identified by higher GR and lower resistivity compared to the Cardium
sandstone (E5). The E5 is located between 20-30 m below the E7. E5 is generally easy to pick
throughout the study area, however, in some area it becomes muddier with higher GR response.
Figures 4.5-7 show the stratigraphic cross sections generated from gamma ray and resistivity
logs. The first two cross sections created parallel to the regional dip, oriented SouthwestNortheast (A-A’ and B-B’). The third stratigraphic cross section was made parallel to the
depositional strike (paleo shoreline trend), oriented Northwest-Southeast (C-C’). The three
stratigraphic cross sections reveal vertical and horizontal thickening and thinning across the
study area. Cross section BB’, for example, demonstrates evident decrease in Cardium thickness
towards the northeast. The lower shoreface sandstones thin towards the southwestern portions of
the study area and maintain a relatively consistent thickness in the central area. Thickening of the
sandstone unit occurs in northern portion of the west Pembina.
Figure 4.8 presents a structural cross section with 5 highlighted layers in the Blackstone, the
lower Cardium, Cardium SS, and Upper Cardium. This cross section helps identifying the broadscale structure of the study area, with all the formations deepening towards southwest of the
study area.

The Cardium Formation (E1 to E7) shows thickness anomalies in the western portion of the
study area due to the presence of thrust faults. The faults were identified by repetition in E7
using gamma ray and resistivity log signatures (e.g., Figure 4.7). The two tops are separately
annotated with E7 I and E7 II. Among the 50 vertical wells used in this study, only two wells
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with repetition in E7 were pinpointed. The development of thicker Cardium in Townships 46/4713W5 implies irregular and non-continuous presence of the thrust faults. The presence of the
thrust fault in this area is commensurate with previous studies in Brazeau River located in
Townships 44-48, Ranges 14-17 (e.g., Ebner, 2007). However, further stratigraphic/structural
analyses should be conducted in order to map the extension of the thrust faults in West Pembina
field. This was beyond the scope of this thesis.
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A (SW)

E7
E5

A’(NE)

E7 II
E7 I

E1

Upper and Lower Cardium

Cardium SS

Figure 4.5:A stratigraphic cross section A-A’, West-South, parallel to depositional strike. There is a repetition in top E7 in the well 100-13-7-47-13. The two tops can be
distinguished by E7 I and E7 II.
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Figure 4.6:A Stratigraphy cross section B-B’, SW-NE, parallel to depositional dip. There is a decrease in the Cardium thickness towards NE of the study area.
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C’(S)
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Figure 4.7:A Stratigraphy cross section C-C’, SW-NE, parallel to depositional dip. There is a decrease in the Cardium thickness towards NE of the study area.
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D (SW)

D’(NE)

Top of Wapiabi

Top of Cardium
Top of Cardium SS

Top of Blackstone

Figure 4.8:A Structural cross section D-D’, SW-NE, shows the structure of 5 different layers of Blackstone, Lower Cardium, Cardium SS, Upper Cardium, and Wapibi. All the 5
layers are deepening towards SW of the study area.
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4.6 Maps
Isopach and structure maps of the Cardium and Cardium reservoir unit were constructed to
understand the Cardium thickness variations and geometric structures in the study area. The
maps were generated in SURFER using well tops picked on 50 vertical wells.
Figure 4.9 presents the E7 structure map. In the West Pembina area, the Cardium Formation is
characterized by a regional dip towards the southwest (with an angle of ~ 45°). The elevation
varies from -1300 in the southwest to -700 in the northeast of the study area. The isopach map of
the Cardium was built from E1 to E7 (Figure 4.9 b). The average thickness of the Cardium
Formation is 103 m in the study area with minimum of 96 m and maximum of 125 m. Thrust
faults were identified in the west of the study area as they were observed in Figure 4.7. The
development of thicker Cardium Formation in western portion of the study area, where the thrust
faults at the depth of the Cardium were mapped, is very evident in isopach map of the Cardium
Formation. This section shows thicknesses > 110 m (Figure 4.10 b, red color).
The isopach and the structural contour maps of the Cardium pay zone are illustrated in Figure
4.10 (a-b). Similar to E7, E5 is deepening towards the southwest. The subsurface elevation of E5
ranges between -1350 to -750. The Cardium SS thickness has values of 8 to 13 m.
The Cardium sandstone appears to thin where the Cardium is buried deeper. In other word,
there seem to be a geometric relationship between Cardium sandstone isopach map and the
structural elevation map. The thickest sandstone of the Cardium Formation developed in the
northcentral portion of the study area where Cardium has shallower burial depth.
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a)

b)

Figure 4.9:(a) Structural elevation map of the Cardium (E7). (b) Isopach map of the Cardium
Formation, the vertical distance between E1 and E7.
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a)

b)

Figure 4.10:(a) Structural elevation map of the Cardium SS (E5). (b) Isopach map of the
Cardium SS, the vertical distance between E5 and bottom of the Cardium sandstone.
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4.7 Petrophysics of the Colorado Group
The porosity and permeability of the Cardium Formation and overlying and underlying units
were analyzed at different lithofacies in order to evaluate formations and their hydraulic
conductivity. The porosity and permeability evaluation were conducted using routine core
analyses and wireline logs. The results of these analyses are summarized in the following.
Routine core analyses were available on geoSCOUT for 16 vertical wells in the study area. Two
wells with available core descriptions and core photos were selected for further petrophysical
investigations. Here the permeability measured on core samples parallel to the bedding, reported
as κ!"# , was investigated because of its availability. Porosity of the Cardium Formation was
calculated using density logs and Eq. (3.1) and water density of 1000 kg/m3. Different bulk
densities were examined to compute the best fit between core porosity and density porosity. The
bulk density of 2630 kg/m3 ultimately provided the best results in the Cardium reservoir unit
displayed in the Figures 5.11 and 4.13.
Figure 4.11 summarizes the well logs in the Cardium and compares calculated porosity from
well logs with porosity from core analysis. The first track shows gamma ray and caliper logs, the
second track shows density log. The last track compares the neutron and density porosities. The
well logs are zoomed in for the reservoir unit. The log porosities are compared with core porosity
in the Cardium SS. As it can be seen in the figure, there is an order-of-magnitude match between
calculated porosity and core porosity, which is adequate for the poroelastic modeling but not for
flow simulation/reservoir modeling. Discrepancies between core plug and log-derived porosity
values could be due to differences in resolution (logs cannot resolve small-scale heterogeneity
such as that seen in Figure 4.11), problems with plug measurements (e.g., Li et al., 2015) or other
reasons.
The corresponding core description of the same well is also illustrated in Figure 5.11. The
reservoir unit consists of facies 3, 4 and 2b, described above. The reservoir porosity changes are
significant compared to the other lithofacies. The reservoir unit appears to have lower neutron
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porosity, due to the presence of the hydrocarbon, higher density porosity and less shaly material
compared to lithofacies above and below. The routine core analysis and density porosity log
show that facies 3 and 4 have the greatest reservoir porosities. In general, the reservoir porosity
varies between 3-13% with the average of 7.9%. The permeability varies between 0.02-3 mD.
Figure 4.12 plots the core sample porosity versus permeability. Most of the samples demonstrate
a very good log-linear relationship between porosity and permeability, meaning the samples with
lower porosity have lower permeability. There were a few samples belonged to facies 2 that
showed very low porosity with relatively high permeability. These two samples were omitted
from the regression analysis because they were assumed to be damaged during sample
preparation (e.g., Li et al., 2015).
The average permeability for the reservoir unit in east-central, well 100-07-01-046-09W5, is
0.46 mD, geometric average 0.195 mD, harmonic average 0.089 mD and the median is 0.24 mD.
Geometric and harmonic permeability averages are reported as more effective averaging tools for
predicting the reservoir permeability (e.g., Jensen, 1991; Mohammadmoradi and Kantzas et al.,
2018). The arithmetic average porosity for the reservoir unit is 8.28 %.
Figure 4.13 compares the log porosities and the core porosity in western portion of the study
area. The core porosity is plotted versus the core permeability for the same well in Figure 5.16.
The average porosity for this well is 7.7%. The arithmetic average permeability is 0.07 mD,
geometric average 0.06 mD, and harmonic mean of 0.049 mD and median is similar to the other
well, 0.24 mD. In terms of rock type, the well in western side shows very clean sandstone in the
upper part, while the lower part is shalier.
The conglomerate unit above the reservoir is very thin in this well. Analyzing wells with
different burial depth showed that the burial depth of the Cardium has a great effect on reservoir
petrophysical properties. It appears that porosity and permeability of the Cardium Formation
decrease with increase in burial depth in western part of the study area. This has greater
influence on permeability than the porosity. In general, the shale volume increases in the deeper
well and this leads to decrease in effective porosity.
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Core data were not available for the non-reservoir, shale-dominated section of the Cardium,
therefore, the porosity of the upper and lower Cardium is assumed to be an average of neutron
and density porosities:
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(4.1)

Lower

SS

Upper Cardium

100-07-01-046-09W5

Figure 4.11: Comparison between porosity from density neutron logs (third log track) in the Cardium Formation. The core porosity in the reservoir unit is plotted
with porosity from well logs for the well 100-07-01-046-9W5 in the east side of the stud area. The core description of the same well is plotted on the right side of
the figure. The dashed line shows the top of the reservoir unit (Cardium SS). The well location is highlighted with a blue square on the study area map.
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Figure 4.12: Core porosity vs core permeability. Data was fitted using log-linear relation after
eliminating the outliers. There were 33 samples available for the Cardium reservoir and the
coefficient of correlation was 0.73.
In order to correlate porosity and permeability in the Cardium reservoir, clustering data based on
facies is recommended. Formation pressure and principal stresses exert a great impact on
permeability distribution in the area. The greater the difference between the two-horizontal stress
(deviatoric stress) leads to enhancement in permeability (e.g., Dashtgard et al., 2017). The full
analysis of correlation between porosity and permeability is beyond the scope of this thesis.
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Lower

SS Upper Cardium

100-07-32-045-12W5

Figure 4.13: Comparison between porosity from density and neutron logs (third log track). The density porosity is plotted with porosity from in the reservoir unit. The core
description of the same well is plotted on the right side of the figure. The yellow box shows the Cardium reservoir unit. The blue square shows the location of the well in
Figure 4.1.
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Figure 4.14:Core porosity vs core permeability. Data was fitted using a log-linear function. The
yellow circle shows the lower bound limit for measuring core permeability using routine core
analyses. There were 26 samples available for the Cardium reservoir and the coefficient of
correlation was 0.77.
Since core data are not typically available for the non-reservoir formations, different approaches
were applied to obtain the porosity and permeability in overlying and underlying shale
formations. The digital data including helium pycnometry results of core porosity and bulk
density for mudstones in the WCSB are publicly available through the Alberta Government open
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data program (Alberta Government, 2016). The bulk densities of shale units of Colorado Group
including Wapiabi, Blackstone and 2WS were correlated with their core porosities (Figure 4.15
a). There is a negative correlation between porosity and bulk density, porosity increases due to
decrease in bulk density of the rock.
There were no available open data for the permeability of these formations in Alberta. Therefore,
the porosity/permeability data from the time- and facies equivalent Mancos Shale in New
Mexico (New Mexico Bureau of Geology and Resources) were adopted to define a correlation
between porosity and permeability in Upper Cretaceous mudstones in Alberta (Figure 4.15 b).
The coefficients of correlation from Figure 4.15 a were used to predict the porosity of shaly
formations above and below the Cardium from the density logs. Moreover, the permeability of
the Wapiabi and Blackstone was predicted using the obtained equation from Figure 4.15 b. The
results of these predictions are plotted in Figures 4.16 and 4.17.
The permeability for the upper and lower shale units is in range of 1-3 × 10-4 mD which is three
orders of magnitudes lower than the permeability in the Cardium sandstone reservoir.
The porosity is between 6-8 % for Wapiabi and Blackstone, however, porosity is slightly greater
in 2WS with an average of 9 %.
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Figure 4.15:(a) The rock bulk density is correlated with the core porosity. (b) The core porosity
is correlated with permeability. Data was adapted from New Mexico Bureau of Geology and
Resources.
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100-07-32-045-12W5

Figure 4.16:Porosity and permeability variations with depth in the Wapiabi Formation for the
well 100-07-32-045-12WS.
100-07-32-045-12W5

Figure 4.17:Porosity and permeability variations with depth for the Blackstone and Upper Unit
of 2WS for the well 100-07-32-045-12WS. The dashed line shows the 2SW depth.
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4.8 Geomechanics of the Colorado Group
Characterizing the mechanical properties of tight reservoirs plays a key role on evaluating these
unconventional reservoirs. The geomechanical properties of the rock combined with in-situ state
of stress regimes help to establish the area with geological susceptibility regards to induced
seismicity. Since the standard laboratory techniques of rock strength determination were not
publicly available, wireline logs were used as an indication for the rock dynamic elastic
parameters. The main objectives of this section are 1) characterize the geomechanical properties
of the upper Cardium, Cardium SS, and lower Cardium, 2) investigate the relationship between
geomechanical and petrophysical properties of these units, 3) compare the geomechanical
properties of the Cardium Formation with the stratigraphic units above and below.
The vertical wells with dipole sonic and density logs measurements provided calculation of the
Young’s modulus and Poisson’s ratio by adopting Eq. (3.2) and Eq. (3.3). As mentioned above,
the Cardium has been subdivided into three units of the Upper (shale), Middle (sandstone), and
Lower (shale). The mechanical and hydraulic rock properties of these units are unique. The
subdivision helped clustering these three layers. Three vertical wells with dipole sonic logs
across the study area were selected to evaluate how the mechanical properties of the Cardium
Formation vary by variation in burial depth and lithostratigraphy in these units. The
geomechanical properties of the Wapiabi, Blackstone, and Second White Specks were also
plotted and analyzed in this section. Figure 4.18 illustrates the wireline logs including GR,
density, velocity logs and calculated Young’s modulus and Poisson’s ratio in three wells in
central, northwest, and southwest of the study area. The geomechanical responses of the Cardium
SS in these wells exhibited significant difference with the upper and lower units of the Cardium
(Figure 4.18). These variations can be impacted by the fluid content in the Cardium reservoir as
well as the lithology. The Upper and Lower Cardium are characterized with lower 7 and higher
8 compared to the Cardium reservoir. Whereas these sandy mudstone units are distinguishable
with larger 7 and smaller 8 compared to the hot shales of Wapiabi and Blackstone above and
below. In general, the overlying and underlying layers, Wapiabi, Blackstone, and Second White
Specks respectively, appear with relatively comparable geomechanical properties. The hot shales
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typically exhibit large Poisson’s ratio and smaller Young’s modulus in comparison with
sandstones (Soltanzadeh et al., 2015).
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102-08-27-047-10W5

Wapiabi

Upper and Lower Cardium

100-11-28-048-12W5

Cardium SS

102-11-03-045-12W5

Blackstone

Second White Specks

Figure 4.18:shows gamma ray, Vp and Vs, bulk density, and dynamic E and ν in 4 tracks respectively. The yellow box presents the reservoir unit / injection layer. Three different
wells in central, northwest, and southwest of the study area, shown by green pentagons in Figure 4.1.
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102-08-27-047-10W5
a)

b)

c)

Figure 4.19: (a) cross plot of Poisson’s ratio and Young’s modulus (b) cross plot of GR and Young’s
modulus (c) cross plot of Vp and Vs for the well 102-08-27-046-10W5. In all cross plots, blue dot, red
dot, yellow square, purple star, green and light blue dots present Wapiabi, the Upper Cardium, the
Cardium SS, the Lower Cardium, Blackstone, and Second white Specks respectively.
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Rock elastic properties control the reaction of the rock to hydraulic fracturing and wellbore
stability. Young’s modulus, for example, can control the width of the hydraulic fractures. A high
Young’s modulus results in a narrower fracture width. The average of Young’s modulus in the
Cardium Formation in well 102-08-27-046-10W5, for example, is 35 GPa and ~ 43 GPa in the
Cardium SS unit. The Upper and Lower units of the Cardium are identified with lower !. The
high Young’s modulus in the Cardium reservoir, therefore, favors narrow fracture widths (Haug,
2007)
Poisson’s ratio, on the other hand, is an indication of rock minimum principal stress. Muddy
formations, for example, with high Poisson’s ratio and high "!"#$ tend to act as a barrier for
propagation of hydraulic fractures (Zhang, 2019). The average dynamic Poisson’s ratio in the
Cardium for the same well is 0.27 while this value is much lower in the reservoir unit, about
0.20. The average of static Poisson’s ratio reported in AGS for the Cardium Formation in the
same study area are 0.27 to 0.21, and consistent with the results here. The average of ! and # for
the overlying shale (Wapiabi /caprock) are even lower than the Upper Cardium with the value of
28 GPa and 0.29 respectively, this also supports fracture containment in the Cardium.
Based on Young’s modulus and Poisson’s ratio cross plots in figures 4.19 a, 4.20 a, and 4.21 a,
the Cardium sandstone unit is more brittle (higher Young’s modulus and lower Poisson’s ratio)
than the overlying and underlying formations. A strong correlation between shale content and !
was observed here in all three wells. The modulus decreases as the shale content increases
(Figures 4.19 b, 4.20 b, and 4.21 b). The Vs is greater in sandstones than shale units. Figures
4.19 c, 4.20 c, and 4.21 c suggest that the Vp/Vs ratios are greater in muddy formations than the
Cardium SS. However, the compressional and shear wave velocities are faster in sandstones than
the mudstones. This leads to greater slope in cross plots for the reservoir unit (yellow squares in
the figures).
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100-11-18-048-12W5
a)

b)

c)

Figure 4.20: (a) cross plot of Poisson’s ratio and Young’s modulus (b) cross plot of GR and Young’s
modulus (c) cross plot of Vp and Vs for the well 100-11-28-048-12W5. In all cross plots, blue dot, red
dot, yellow square, purple star, green and light blue dots present Wapiabi, the Upper Cardium, the
Cardium SS, the Lower Cardium, Blackstone, and Second White Specks respectively.
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102-11-03-045-12W5
a)

b)

c)

Figure 4.21: (a) cross plot of Poisson’s ratio and Young’s modulus (b) cross plot of GR and Young’s
modulus (c) cross plot of Vp and Vs for the well 102-11-03-045-12W5. In all cross plots, blue dot, red
dot, yellow square, purple star, green and light blue dots present Wapiabi, the Upper Cardium, the
Cardium SS, the Lower Cardium, Blackstone, and Second White Specks respectively.
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4.9 Stress profiles
Understanding principal stresses orientations and magnitudes including horizontal stresses
("!"#$ and "%"&' ) and vertical stress ("( ) are required for studying the geoemchanics, hydraulic
fracturing process, and the potential for occurrence of induced earthquakes in West Pembina.
The "!"#$ in the West Pembina is oriented 120 – 149 SE-NW means induced fractures will
extend in SE-NW direction with angle of 30 – 59 degrees, orthogonal to the Rocky Mountain
deformation belt (Haug, 2007). The magnitudes of the vertical and minimum horizontal stresses
in West Pembina were calculated employing Eq. (3.4) and Eq. (3.5). The minimum horizontal
stress was calculated using Eq. (3.5) due to data limitations to constrain horizontal stresses with
tectonic strain. The pore pressure gradients were not available and were assumed hydrostatic
from Wapiabi through the Second White Specks (~10 KPa/m).
Figure 4.22 (a-c) show the bulk density and vertical stress for three vertical wells examined in
previous section. The magnitude of "( is the greatest in well 102-11-03-45-12W5 in southwest
of the study area in which the Cardium has the greatest burial depth. The depth of the Cardium in
three wells displayed in this section is 1823, 1916, and 2195 m respectively. The vertical stresses
for these wells are ~ 44, 46.5, and 53.6 MPa accordingly. The "( gradient variation is slightly
different in these wells. It ranges from 24.2 KPa/m in northeast to 24.5 KPa/m in southwest. The
"( gradients obtained in this thesis are slightly larger in the northern portion of the study area
than the ones reported by Haug, 2007.
Figure 4.23 (a-c) compare the calculated "( , "!"#$ , and $) for the three vertical wells. In all
three wells, the "!"#$ is smaller in the Cardium reservoir than the overlying and underlying
formations. The "!"#$ similar to "( shows greater values in the well 102-11-03-045-12W5
which is buried deeper than the other two wells. The lower minimum horizontal stress in the
Cardium reservoir can cause the retainment of the fractures within the reservoir layer. In other
words, the Upper and Lower Cardium can act as stress barrier.
Overall, the minimum horizontal stress is highly influenced by the vertical stress and pressure
gradients. The pore pressure decreases due to the depletion which is the case for the Cardium
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Formation in the West Pembina region, therefore, can cause drop in "!"#$ (Haug, 2007). The
average gradient of "!"#$ in the vertical wells estimated in Figure 4.23(a-c) is about 18 KPa/m.
The average gradient of the "!"#$ for the depleted wells with available frac test is 14 KPa/m
(AGS database; Haug, 2007). Therefore, it can be suggested that using the hydrostatic gradient
for the Cardium reservoir unit can lead to overestimating the "!"#$ .

144

a)

102-08-27-047-10W5

b)

100-11-28-048-12W5

c)

102-11-03-045-12W5

Figure 4.22:(a-c) The bulk density log and !! obtained by integrating the density log for three vertical wells in central, northwest, ad southwest of West Pembina. The red line
shows the smooth trend of the density.
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102-08-27-047-10W5

b)

100-11-28-048-12W5

c)

102-11-03-045-12W5

Figure 4.23:(a-c) Calculated "" , !! and !#$%& in Wapiabi, Cardium and Second White Specks for three vertical wells in central, northwest, and southwest of West Pembina.
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4.10 Summary of Chapter 4
The steps taken in this chapter can be summarized as follow:
•

The structure and stratigraphic variation of the Upper Cretaceous sedimentary layers in
West Pembina were investigated through well log correlations, creating cross sections,
and making geologic maps.

•

Core analyses and well logs were applied to analyze porosity and permeability of the
Cardium Formation. The Cardium Formation is confined between two mudstone
formations with lower porosity and permeability.

•

Elastic parameters including Young’s modulus and Poisson’s ratio were estimated for
different stratigraphic units of the Upper Cretaceous in West Pembina. The Cardium SS
has higher Young’s modulus and Lower Poisson’s ratio compared to the overlying and
underlying sedimentary layers.

•

Stress profiles including two principal stresses were developed by well logs and pressure
gradients in the region. However, lack of XLOT tests for the Cardium Formation created
some uncertainty for estimation of maximum horizontal stress. Therefore, maximum
horizontal stress was not calibrated.
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Chapter 5
5
3D Geomechanical Modelling of Hydraulic Fracturing
Operations in Fox Creek and West Pembina, Alberta, Canada
5.1 Introduction
This chapter addresses three critical questions regarding injection-induced seismicity in two
geological regions of Alberta, Canada, i.e., Fox Creek area and West Pembina due to significant
increase in hydraulic fracturing operations in those areas. First, how the operational constraints
in the Fox Creek and West Pembina regions influence the pressure and stress perturbation not
only in the reservoir units but also in farther distance from the reservoir. Second, how fault
orientations can make a difference in calculation of the stress changes. Third, how geological
settings in the Fox Creek region prompt induced earthquakes with ! > 3 but there have been no
observed induced earthquakes (! > 3) in West Pembina up to this date.
Changes in poroelastic stresses and pore pressure can result in reactivation of the pre-existing
faults and subsequently induce earthquakes. Injection of the fluid into the reservoir leads to
increase in reservoir pore pressure. The impact of increase in pore pressure depends on hydraulic
and elastic parameters of the surrounding formations. The permeability, for example, can control
the extent of the pressurized region. In other words, pressure diffusion is enhanced in permeable
formations (Chang and Segall, 2016). Thus, the spatial distribution of induced seismicity is
potentially influenced by the expansion of the pressurized zone. The increase in pore pressure
can also cause perturbation in magnitude of total stresses. The stress perturbation can be
transferred to farther distances. This is called a poroelastic effect. The poroelastic stress has been
introduced as an indirect mechanism for seismic event occurrence after shut-in or in the greater
distance from the injection formation (e.g., Deng et al., 2016; Chang and Seagall, 2016; Zhai et
al., 2019).
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The coupled fluid flow and geomechanical modeling approach has been used in the literature for
analyzing fault reactivation processes during and after fluid injection into the reservoir for
enhanced geothermal systems (e.g., Rutqvist et al., 2013a; Jeanne et al., 2015; Rinaldi et al.,
2015), carbon sequestration (e.g., Rinaldi and Rutqvist, 2013; Urpi et al., 2016; Chang et al.,
2018), wastewater disposal wells (e.g., Chang and Segall, 2016) and for hydraulic fracturing in
shale reservoirs (e.g., Rutqvist et al., 2013b, 2015).
The fault reactivation mechanisms in western Canada have been studied by different authors.
Bao and Eaton (2016), for example, proposed that the far-field earthquakes (kilometers) were
induced by stress changes whereas the earthquakes in vicinity of the well operation were caused
by pore pressure changes. The pressure perturbations were persistent for months after injection
termination. Lele (2017) stated that the induced fractures were hydraulically connected to the
fault and led to the slip on the fault during the well operation. The most recent model developed
by Eyre et al. (2020) suggested aseismic slip on a stable portion of the fault nearby the HF
treatments loaded the unstable portion of the fault. Despite large number of conducted research,
there are no detailed studies that thoroughly analyze the underlying conditions considering
geological, operational, and geomechanical parameters in areas with HF activities but no
observed induced earthquakes.
I adopted an integrated approach of the 3D geomechanical modeling coupled with fluid flow to
analyze the pressure and stress changes as the result of the injection in two different geologic
regions of Fox Creek and West Pembina in central-west Alberta. The number of HF wells, the
well location relative to the fault plane, fault orientations, and hydraulic and geomechanical
properties of the injection layer and its surrounding are the most critical factors to analyze
mechanical failure of a fault (Chang et al., 2020). In order to evaluate the influence of each
parameter in these two different geological settings, a series of sensitivity analysis were
performed. The results of the models in Fox Creek were then compared to the results of the
models in West Pembina to understand the absence of the larger earthquakes in the West
Pembina despite the larger number of hydraulic fracturing operations.
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5.2 Numerical modeling approach
The geomechanical modeling is an approach to investigate the coupled behaviour of deformation
of rocks combined with pore pressure propagration in order to infer the changes in the stress
field. Dynamic elastic parameters, porosity, and permeability derived from wireline well logs
and core analysis in Chapters 3 and 4 were calibrated into the geomechanical modeling in this
chapter. The modeling was executed by using COMSOL Multiphysics finite-element software:
•

Setting up the geometry of the model by including multiple stacked layers, a horizontal
well, and an imaginary fault plane.

•

Assigning geomechanical, petrophysical, and geological properties such as Young’s
modulus, Poisson’s ratio, porosity, permeability, and formation thickness to each layer.

•

Identifying fault properties such as coefficient of friction and fault orientation (i.e., strike,
dip, and rake).

•

Defining physics of poroelastcicity modeling composed of fluid flow and geomechanics
of the medium.

•

Applying a quasistatic finite element method to solve the coupled equations of
poroealstic deformation of solids and fluid propagation.

The quasistatic finite element method implies that neither inertia forces and nor seismic wave
propagation were considered (because deformations are infinitesimal). Moreover, the plastic and
creep deformations of the stacked layers were ignored (Haddad and Eichhubl, 2020). COMSOL
Multiphysics is a simulation platform that solves physics-based problems. This software package
solver uses finite element analysis to solve partial differential equations (PDEs). The modeling
workflow includes defining geometries, material properties, and the physics describing specific
phenomena. The software can be augmented with several additional modules (COMSOL 5.4
User Guide). To solve poroelasticity problem in this thesis, combinations of Subsurface Flow
Module and Solid Mechanics interface were used. The subsurface flow module analyzes
geophysical phenomena including fluid flow through porous medium. Fluid flow is modeled by
applying Darcy’s law that is controlled by the pore pressure gradient. Darcy’s law is coupled
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with the equation for the force balance (Section 2.2.4) to solve for combined evolution of the
stress field and propagation of fluids. Solid mechanics describes behaviour between stress and
strain (linear elasticity). The coupling between the two modules of solid mechanics and fluid
flow gives the relation between incremental fluid content, volumetric strain, and pore pressure.

5.3 3D Model set up
A 3D model domain with dimensions of 10×10×10 km in Cartesian coordinate system (x, y, and
z directions) is considered for each geographic setting. The positive portion of each axis is
labelled by x, y, and z (Figure 5.1 c). Both model domains have a vertical thickness of 4 km up
to the Precambrian basement. The basement is 6 km thick and extends vertically to a depth of 10
km (Figure 5.1 a-b). The single injection well is located within the Duvernay Formation at a
depth of -3250 m for the Fox Creek Model (FCM) and a depth of -1900 m within the Cardium
Formation for the West Pembina Model (WPM). The injection well is placed at the middle of the
domain (x and y directions) to minimize the effect of the boundaries on simulation results. In
each model, a specified fluid volume was injected through a single HF well. The well was
modeled as a single line with several identical interval of injection points, representing multiple
stages of hydraulic fracturing operations. There were 25 stages for the well in FCM while 13
stages for the well in WPM. The spacing between stages was set at 80 m apart for FCM and 100
m apart for WPM. The average length of HF wells in WPM is shorter than FCM due to smaller
number of stages in West Pembina (Tables 5.3 and 5.4). The hydraulic fracturing operations in
the Fox Creek are performed in the Upper or Lower Duvernay shales. The Duvernay formation is
sandwiched between Ireton mudstones and carbonates of the Beaverhill Lake Group. In West
Pembina, the Cardium SS is the target of the fracturing stimulation. The Cardium is overlaid and
underlaid by mudstone units of Wapiabi and Blackstone/Second White Specks. The 3D
poroelastic models, therefore, were set up in a multilayered geometry to account for unique
physical properties of each of these sedimentary layers.
The FCM geometry domain is subdivided into five layers. It consists of the Duvernay Formation
(reservoir) with a thickness of 100 m, overlaid by the Ireton Formation and overburden Middle
Paleozoic – Cenozoic formations with a thickness of 200 and 3000 m. The Beaverhill Lake
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Group underlies the Duvernay with a thickness of 200 m and overlies Cambrian – Lower
Devonian strata, and Precambrian basement with a thickness of 500, and 6000 m respectively.
Each layer is considered isotropic, homogenous with a distinct porosity and permeability (Figure
5.1 a). The WPM geometry is composed of seven isotropic, homogenous layers of Upper
Mesozoic – Cenozoic, Wapiabi Formation, Cardium Formation, Blackstone and Second White
Specks, Upper Devonian – Lower Cretaceous, Cambrian – Lower Devonian, and Precambrian
basement with thicknesses of 1300, 500, 200, 500, 1000, 500, and 6000 m respectively. The
mechanical and hydraulic properties of each stratigraphic unit for the FCM and WPM are
compiled in Table 5.1. and Table 5.2. The values reported here are the averages of the
parameters obtained in Chapters 3 and 4. However, this is an idealized description of a complex
geological medium. Considering a complex anisotropic heterogenous medium was beyond the
scope of this thesis.
The fault orientation is required in order to evaluate the principal tresses and Coulomb failure
stress on the fault. Faults can be modeled as a 2D discrete medium with assigned properties and
thickness (e.g., Chapter 6 of this thesis) or they can be simply assumed as imaginary planes with
specific orientation. This chapter aims to evaluate the effect of the fault orientation on pore
pressure and stress changes. In West Pembina, there were no data available regarding any major
pre-existing faults. Thrust faults were only identified at the depth of the Cardium Formation,
there was no thorough study available regarding these faults’ length and orientations. Therefore,
faults were modeled as imaginary planes in this chapter for both FCM and WPM.
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a)

b)

d)

c)

Figure 5.1: A schematic illustration of the model geometry. Vertical profiles of the multilayered
geometry in (a) Fox Creek and (b) West Pembina. The model is subdivided into 6 layers in case of the
Fox Creek area and 7 layers in case of West Pembina. The horizontal wells are placed within the
Duvernay Formation (dark grey box) and the Cardium (yellow box). The horizontal wells in both areas
are oriented W-E. Tetrahedral finite element mesh used for discretization in (c) FCM and (d) WPM.
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Table 5. 1 Material parameters for the 3D model in the Fox Creek
!

"

#

$!

%

&

Stratigraphic

Thickness

units

(m)

(GPa)

(-)

(kg/m )

(-)

(-)

Shallow

3000

25

0.25

2500

0.6

0.1

10"#$

Ireton

200

35

0.3

2630

0.7

0.08

10"#%

Duvernay

100

40

0.24

2600

0.9

0.07

10"#&

Beaverhill

200

35

0.28

2650

0.8

0.08

10"#%

500

40

0.27

2700

0.8

0.07

10"#$

6000

66

0.2

2900

0.23

0.05

10"#&

3

(m2)

Lake
Group
Lower
Devonian –
Cambrian
Precambrian
Basement

Table 5. 2 Material parameters for the 3D model in West Pembina
!

"

#

$!

%

&

Stratigraphic

Thickness

units

(m)

(GPa)

(-)

(kg/m )

(-)

(-)

Shallow

1300

20

0.25

2400

0.6

0.1

10"#$

Wapiabi

500

28

0.3

2630

0.7

0.08

10"#$

Cardium

200

35

0.27

2600

0.9

0.08

10"#'

Blackstone/2WS

500

25

0.3

2570

0.7

0.07

10"#$

Lower Mesozoic-

1000

40

0.27

2600

0.7

0.07

10"#$

500

45

0.25

2700

0.8

0.07

10"#'

6000

66

0.2

2900

0.23

0.05

10"#&

3

(m2)

Upper Devonian
Upper DevonianCambrian
Precambrian
Basement

154

The well pads treatment data were submitted by operators and accessed through the geoLOGIC
systems Well Completions & Frac Database using the gDCweb application. I compiled injection
data for 11 wells drilled between 2014 and 2015 in the Fox Creek and 6 horizontal wells in West
Pembina drilled between 2010 and 2015. The horizontal wells in Fox Creek mentioned here are
all located at the seismically active area and the wells in West Pembina are located around the
Brazeau dam. Table 5.3 and Table 5.4 summarize the injection volume, number of stages, and
the well pad length for each HF well. In the Fox Creek on average the treatment lasted about two
weeks for each HF well while there was a gap of hours to days between stages. In West Pembina,
on contrary, the injection operation typically lasted around 48 hours with minuets to couple of
hours gap between stages. Different injection scenarios were examined in this chapter. The
details of each scenario will be explained accordingly. The multi-stage fracturing set up was also
slightly different in Fox Creek and West Pembina. In Fox Creek, the average HF well length was
~ 2000 m including 25 – 35 stages with well spacing of ~ 80 m. In West Pembina, on the other
hand, the average HF well length was ~1300 m and comprised of 13 – 24 stages with well
spacing of ~ 80-100 m.
The governing equations (Eq. (2.21), Eq. (2.23) and Eq. (2.24)) were numerically solved by
using COMSOL Multiphysics with initial and boundary conditions. The model geometry
dimension was designed in such a way that the boundaries did not impact the simulation results.
The initial and boundary conditions as described in Section (2.4) were introduced for the solid
mechanics and for the fluid flow boundaries separately (Figure 5.2). For mechanical boundary
conditions, a roller was imposed to the side boundaries. The top surface was assigned as traction
free surface.
The bottom surface was defined as a fixed surface where no displacement was allowed. I
performed simulations where the bottom surface was assigned as a roller boundary, however, the
results remained the same. Therefore, I proceeded with fixed surface that was reported
previously by few authors (e.g., Fan et al., 2019; Hui et al., 2021). For fluid flow boundary
conditions, the pressure at all the boundaries were assigned to " = 0 except the top surface which
was set to the atmospheric pressure. The flow rate was set also to zero at the boundaries. The
initial states for pore pressure and stress fields were set to zero and the model calculated the
155

changes in pressure and stress fields (e.g., Chang and Segall, 2016; Chang et al., 2018; Zhai and
Shirzaee, 2019).
Table 5. 3 Operational constraints for the HF wells in the Fox Creek
Well-UWI

Average

Well-

Well-

Frac -

Total

fluid

completed

average

stages

volume

pumped

length (m)

frac

per

spacing

stage

(m)

(#)

(m3)

(m3)
100/15-07-063-22W5/02

1236.81

1941

79.65

25

30920.3

102/15-07-063-22W5/00

1209.14

1934

79.33

25

33039.53

100/15-34-063-23W5/00

844.24

2430

73.64

34

28704.2

102/08-33-063-22W5/00

2451.7

2180

71.53

31

71439.7

100/14-34-063-22W5/00

2422.78

2191.2

68.95

32

77528.9

102/08-23-063-22W5/00

2381.32

2021

68.16

30

71439.7

102/12-24-063-22W5/00

2457.52

1997

71.11

29

71268.2

100/14-24-063-22W5/00

2316.32

2000.9

67.82

30

69489.6

102/01-03-064-23W5/00

1095.59

2286

71.44

33

36154.32

103/01-03-064-23W5/00

835.01

2220.7

71.64

32

26720.18

104/01-03-064-23W5/00

1113.12

2189.8

71.81

31

34506.631
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Table 5. 4 Operational data for the HF wells in West Pembina
Well-UWI

Average

Well-

Well-

Frac -

Total

fluid

completed

average

stages

volume

pumped

length (m)

frac

per

spacing

stage

(m)

(#)

(m3)

(m3)
100/01-32-045-12W5/00

248.63

1352.33

108.07

13

3265

102/04-20-047-11W5/00

208.06

1354.02

79.88

20

4187.3

100/08-26-047-11W5/00

94.05

1254.53

77.16

16

1534

100/04-36-046-10W5/00

188.99

1265

71.53

13

2645

100/15-10-045-11W5/00

150.69

1314.2

78.66

17

2561.678

100/09-12-045-12W5/00

141.69

1357.46

56.92

24

3351.54
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a)
Atmospheric pressure

"=0

"=0

"=0

b)

Free movement surface

Roller

Roller

Fixed
constraint

Figure 5.2: Schematic illustration of boundary conditions in 3D models. (a) Fluid flow boundary
conditions. The red surfaces show where the pressure is set to zero. The top blue boundary
presents the atmospheric pressure for the surface layer. (b) Mechanical boundary conditions. The
green surfaces show the rollers which means that the boundary cannot move in the direction
perpendicular to the boundary but can move in the direction tangential to the boundary. The
purple boundary indicates the fixed constraint where the surface is fixed without any movements.
The top surface is a traction free surface.
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Triangular mesh elements were used for spatial discretization and a variable step method was
used for time-dependent studies. The mesh chosen for the simulation can strongly affect the
results. In this thesis, the default of the software which is a tetrahedral meshing type was used
(Figure 5.1 c-d). The meshing in COMSOL Multiphysics is customizable (i.e., size, type). The
meshing size, in the following models presented in this chapter, was assigned to normal size for
achieving allowable simulation runs. The solution time and memory used during running
simulations are related to the number of degrees of freedom in the model. The number of degrees
of freedom can be estimated by the number of elements in the model. The higher number of
elements, the higher degree of freedom, means the longer simulation time and larger memory
needed. The running time varies based on material properties and physics defined for each case
analyzed in this chapter and next chapters.
Assigning a very low permeability and thickness value to the reservoir (e.g., the Duvernay
Formation in FCM; the Blackstone and Wapiabi formations in WPM) or the basement adjacent
to the layers with high permeability without refining mesh size may create low convergence rate
(Haddad and Eichhubl, 2020). One solution to resolve this issue is to increase the time steps to
reduce the processing time, however, may result in less accurate solutions. Another solution is to
increase meshing size. I tried both approaches for FCM and WPM and none of them improved
the convergence rate (i.e., number of iterations required to achieve reasonable solutions) and
processing time. Thus, for the Duvernay Formation, for example, the thickness and permeability
were considered higher than the actual values in the field in order to avoid overwhelming
computational complications. However, the ratio of high permeability layers adjacent to the low
permeability layers remained the same as actual values to achieve reasonable results.
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5.4 Simulation results
5.4.1 Scenario 1 – effect of fault orientation on simulation results
This section presents the simulation results of pore pressure and stress changes as a result of fluid
injection and hydraulic fracturing operations in the Fox Creek and West Pembina regions. The
injection rates for each stage during the simulation were set based on the mass flow rate per
second (kg/s). To estimate the injection rate for simulation purposes, the injection volumes were
divided by the stimulation duration, giving the rate per second. This rate was then multiplied by
1000 kg/m³, density of the water as the main injection fluid, to calculate the mass flow injection
rate. For both model setups, the simulations were performed for % = 50 days (d). The fluid was
injected for 15 d with constant rate of 22 kg/s for FCM, while the fluid was injected for 2 d with
constant rate of 11 kg/s for WPM. Assuming the given injection rates, the total injection volume
for FCM were 15 times greater than WPM. The fluid was injected through a single well in these
simulations for the sake of simplicity of the model geometry. Spatiotemporal evolution of
pressure, stresses, and displacement were obtained by numerically solving the system of
equations (2.13), (2.21), and (2.24). The simulation results presented here were obtained at
discrete time steps of (%!"#$ = 0.1 d) using COMSOL Multiphysics. The 0.1 d time step was
used only for extracting results, however, COMSOL uses adaptive time steps for numerical
solutions which can be smaller than 0.1 d. Moreover, the simulation results of the FCM were
compared with the WPM where the operational inputs were different. The comparison between
these two models provided insights into understanding the impact of the site-specific operational
data (i.e., injection rate and volume), geomechanics, and hydrogeology of the reservoirs and
surrounding units on spatiotemporal pattern of the pore pressure and stress changes as a result of
fluid injection.
Calculation of changes in CFS depend on the fault orientations (i.e., strike, dip, and rake) and
earthquake focal mechanisms. Three different scenarios of fault orientations were performed in
this section to quantify the effect of the fault orientation on pressure and stress perturbations.
Figure 5.3 (a-c) exhibit the three fault orientations with strike angle ()) of 0°, 20°, and 50°. The
dip angle (*) for all three cases is set to 80°.
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a)

b)

c)

Figure 5.3: Illustration of fault plane orientation. (a) Fault plane with strike angle of ) = 0°, and dip
angle of, * = 80° (b) Fault plane with ) = 20°, *= 80°(c) Fault plane with ) = 50°, * = 80°. The
purple, turquoise, and blue (x, y, and z) arrows indicate the three-unit vector elements of the
Cartesian coordinate system, and the red arrow indicates the unit normal to the fault vector. The
black horizontal line in the middle of the domain represents the HF well.
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a)

b)

Figure 5.4: (a-b) Vertical profile of the geometry in Fox Creek and West Pembina. Pt1 – Pt6
indicate the points used for graphing data. The points are located at vertical distance of
∆Pt1=-150 m, ∆Pt2=0 m, ∆Pt3= 150 m, ∆Pt4=350 m, ∆Pt5=550 m, and ∆Pt6=1050 m from the HF
well. The color code for layers corresponds to figure 5.1.

Figure 5.4 (a)-(b) present the location of the points relative to the HF well location for (a) FCM
and (b) WPM. The points were used to probe to pressure and stress changes in this chapter. The
points are located at a vertical distance (∆Pt) of -150 (above the HF well), 0, 150, 350, 550, and
1050 m from the injection well respectively.
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Poroelastic results in FCM

Poroelastic results in WPM

b b)

a)

c)

d)
d)

Figure 5.5: Comparison of pressure, normal stress, shear stress, poroelastic stress, and CFS between FCM
and WPM at Pt2 (a-b) and Pt6 (c-d). The dashed lines represent the shut-in time for FCM and WPM. The
blue, green, red, purple, and black curves exhibit changes in pore pressure, CFS, normal stress, shear
stress, and poroelastic stress.
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Figure 5.5 (a-b) illustrate the comparison of temporal evolution of pore pressure ("), normal
stress (+), shear stress (t ), poroelastic stress, and CFS for FCM and WPM at Pt2 (injection
depth, 200 m horizontal distance from the injection well) as well as Pt6, ~ 1 km away from the
injection well. The poroelastic stress (∆- + / ∆+), refers to sum of shear and normal stresses
where / is the coefficient of internal friction and considered 0.75 in the simulations. For both
models, the pore pressure starts to elevate as injection begins, and drops when it stops. WPM
experiences greater pressure changes than the FCM. The fluid flow into the Blackstone/SWS is
hindered by the low permeability of this unit and causes the second pore pressure elevation in the
Cardium after shut-in. The observed jumps of pore pressure within the Duvernay Formation are
caused by the poroelastic effect due to a very low permeability and a large 0% of the Duvernay.
In addition, the longer injection duration and presence of high permeability carbonate unit below
the Duvernay led to fluid leakage to this unit and smaller magnitudes of pressure changes in the
Duvernay compared to the Cardium.
The pore pressure propagates through pore space of a porous medium, however, the stress is
transferred by the deformation of the solid skeleton of the rock (Altmann et al., 2010). The
changes in stress, therefore, are not influenced by the permeability of the medium, but by the
elastic parameters and the Biot-Willis coefficient (0% ) (Rutqvist, 2012; Kim and Hosseini, 2016).
The igneous rocks of the basement typically have lower porosity and permeability and higher
Young’s modulus, hence a lower 0% . The sedimentary rocks, however, are assigned higher 0% ,
ranging between 0.6 – 0.9 (Wang, 2000; Tables 5.1 and 5.2). Thus, the increase in pore pressure
results in higher poroelastic response and subsequently higher compression and negative normal
stress within the injection layer. Whereas in the basement (Figure 5.5 c), the smaller poroelastic
response leads to greater ∆CFS caused by positive normal stress. In other words, the normal
stress inhibits slip in the reservoir while favors a slip in the basement.

164

For the strike-slip faulting regime assumed here (e.g., Wang et al., 2017), the positive induced
shear stress increases the ∆CFS in the tensional quadrant of the fault fronting the injection well
and in the compressional quadrant facing away from the injection well. The negative shear stress
reduces ∆CFS in other two quadrants of the fault (Fan et al., 2019). The magnitudes of the
changes in shear stress are generally smaller than the normal stress. The normal stress thus has
stronger contribution to the poroelastic effect. The induced normal and shear stress are also
larger in the reservoir (Figures 5.5 a-b) than in the basement and layers in farther distance from
the reservoir (Figure 5.5 c-d), due to the more vigorous poroelastic coupling in the reservoir.
According to the graphs in figures 5.5 (a-d), it can be concluded that the instantaneous
poroelastic stressing develops positive CFS values in greater distance from the injection source,
while in nearby well the excess pore pressure develops positive CFS. This is consistent with
conclusions previously reported by other authors (e.g., Chang and Segall, 2016; Zhai and
Shirzaei, 2018).
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∆* Evolution in FCM

∆* Evolution in WPM

b)

a)

c)

d)

e)

f)

g)

h)

Figure 5.6: Comparison of pore pressure perturbations between FCM and WPM at Pt1 (a-b), Pt3 (c-d),
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Pembina at first point below the reservoir and also at the point above the reservoir (Figure 5.6 ab). The pressure magnitude however is higher for the two points in farther distance from the
reservoir in West Pembina than Fox Creek (Figure 5.6 e-h). Pressure magnitudes in both models
decrease as the distance between the point and injection well increases. The peaks and
fluctuations on the curves are controlled by the permeability of the corresponding layer and the
permeability of the surroundings. The low permeability formations cause slower diffusion. For
example, the fluid is retained within the Blackstone Formation (Figure 5.6 d) for a longer period,
and this causes the fluctuation as the fluid cannot easily propagate away.
Figure 5.7 (a-h) show temporal evolution of CFS at Pt1, Pt3, Pt4, and Pt5 in Fox Creek and West
Pembina. Coulomb failure stress is estimated based on the fault plane orientation; therefore, the
values are controlled by fault strike. The well parallel to the fault plane minimized the stress
perturbations on the fault in vicinity of the injection site which is consistent with Chang et al.
(2020). Whereas the fault parallel to the well shows greater ∆CFS at Pt3, Pt4, and Pt5 at farther
distances from the well, for both FCM and WPM. The changes of CFS in WPM are similar to
pore pressure changes on the corresponding point, implying that the CFS is highly influenced by
pressure diffusion. In Fox Creek, however, the CFS is controlled by pressure diffusion in nearby
injection well and controlled by poroelastic stress (normal and shear stresses) at farther distances.
Furthermore, the location of the well with respect to the pre-existing fault plane does not
dominate the ∆CFS magnitudes in Fox Creek, unlike the pore pressure. On contrary, the
magnitudes of ∆CFS in West Pembina are controlled by the distance to the injection well,
meaning the CFS changes are smaller at the farther distance. Considering the simulations above,
the poroelastic results were dominated by different injection parameters in FCM and WPM. The
results in this section suggested that gradual interval of injection rates can reduce the magnitude
of pore pressure and subsequently stress on the fault plane in the reservoir unit of the Duvernay.
Meanwhile the abrupt injection and shut-in, can increase the magnitude of pressure and stresses
in the Cardium unit. In addition, larger volume of injection for FCM resulted in greater changes
of pressure and stresses in the higher permeability layers above and below the Duvernay.
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∆,-. Evolution in FCM

∆,-. Evolution in WPM

a)

b)

c)

d)

e)

f)

g)

h)

Figure 5.7: Comparison of CFS perturbations between FCM and WPM at Pt1 (a-b), Pt3 (c-d), Pt4
(e-f), and Pt6 (g-h). The blue, red, and yellow curves represent the CFS variations on a fault with
strike of 0°, 20°, and 50° respectively. The dashed vertical lines indicate the shut-in time which
is at t = 15 d for the FCM and at t = 2 d for the WPM.
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5.4.2 Scenario 2 – effects of geological settings on simulation
results
To specifically examine the effect of geological and geomechanical parameters on poroelastic
results in Fox Creek and West Pembina, the operational constraints and the fault geometry were
assumed identical for both models presented in this section. In each model, the fluid was injected
for % = 5 d with a constant rate of 20 kg/s. The simulation was conducted for % = 50 d. The
normal, shear, poroelastic, Coulomb failure stresses were computed on an imaginary strike-slip
fault plane with strike angle of ) = 20°, * = 0°. The pore pressure and CFS perturbation profiles
were tracked for three points: Pt1 within the reservoir unit, Pt2 at 150 m below the injection well,
and Pt3 at 350 m distance below the injection well.
The temporal pore pressure profiles for 50 d at Pt1, Pt2, and Pt3 in FCM and WPM are illustrated
in Figure 5.8 (a-b). Overall, the poroelastic responses of the Cardium and the Duvernay and
surrounding formations to stimulations are very similar earlier in the injection history and after
injection shut-in. The pressure changes within the Duvernay in FCM and the Cardium in WPM
experience two episodes of pressure buildups one during the injection and one later after
injection stops ( % > 5 d). The higher permeability of the Cardium favors a rapid pressure
diffusion during injection. Meanwhile, the low permeability layers below the Cardium attributes
to a delay in diffusion at the interface later after injection ends, leading to a second elevation in
pressure within the Cardium. In Fox Creek region, however, the Duvernay Formation, unlike the
Cardium is surrounded with high permeability units of the Ireton and Beaverhill Lake Group.
Thus, the faster pressure diffusion at the interface from the Duvernay to the Beaverhill Lake
Group causes remarkable drop in pore pressure when pumping stops. The two points of Pt2 and
Pt3 outside the injection zones, experience post-injection rise in pressure because of the greater
distance to the source of injection; hence, the smallest magnitudes of ∆" are witnessed at Pt3 that
is farther from the HF well.
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∆* Evolution in FCM

∆* Evolution in WPM

a)

b)

∆,-. Evolution in FCM

∆,-. Evolution in WPM

c)

d)

Figure 5.8: Comparison of temporal evolution of pore pressure (a-b) and Coulomb failure stress (c-d)
at Pt1, Pt2, and Pt3 for (c) Fox Creek and (d) West Pembina. The blue, red, and yellow curves represent
the pressure at points P1, P2, and P3 respectively. The dashed vertical line indicates the shut-in time at
t = 5 d.
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Figure 5.8 (c-d) demonstrates CFS changes at points Pt2, Pt3, and Pt4 for the two models of FCM
and WPM. The CFS patterns at three points follow the pore pressure diffusion pattern in both
models. Larger CFS perturbations are observed in WPM than FCM within the reservoir unit,
following a similar trend to ∆". The maximum ∆CFS observed within the Duvernay with a value
of ~ 0.04 MPa at % = 5 d while the maximum ∆CFS observed in the Cardium with a value ~ 0.2
MPa days after stimulation terminates.
Distance between injection source and the point is a critical factor that leads to fault instability in
WPM. The CFS perturbations rises with increase in distance from the injection well. The ∆CFS
at Pt3 for the FCM model, however, shows a larger perturbation compared to the Pt2 within the
Duvernay. This is due to combination of high permeability of the underlying formation and a less
compressive (negative) normal stress.
The spatial distribution of pore pressure and CFS on a 2D plane in x - y, and y-z directions for
FCM and WPM are compared in Figures 5.9 – 5.12. Due to higher permeability of the injection
layer for WPM, pressure propagates faster from the injection compared to FCM where the
Duvernay Formation has much lower permeability. The low permeability Duvernay results in a
buildup pressure within the Duvernay and a delayed diffusion, thus smaller perturbations in
pressure and CFS in distances far from the injection well.
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∆* Evolution in FCM

∆* Evolution in WPM

Figure 5.9:The spatial distribution of pore pressure for FCM and WPM at t = 1, 5, 20, and 50 days
on a 2D plane at x-y direction.
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∆* Evolution in FCM

∆* Evolution in WPM

Figure 5.10:The spatial distribution of pore pressure for FCM and WPM at t = 1, 5, 20, and 50
days on a 2D plane at y-z direction.
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∆,-. Evolution in FCM

∆,-. Evolution in WPM

Figure 5.11:The spatial distribution of CFS for FCM and WPM at t = 1, 5, 20, and 50 days on a 2D
plane at x-y direction.
174

∆,-. Evolution in FCM

∆,-. Evolution in WPM

Figure 5.12:The spatial distribution of CFS for FCM and WPM at t = 1, 5, 20, and 50 days on a
2D plane at y-z direction.
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As mentioned earlier in Chapter 1, only ~ 3 % of hydraulic fracturing operations in the WCSB
have been linked to induced earthquakes with ! > 3 (Atkinson et al., 2016). It has been
suggested that the induced seismicity in western Canada have occurred in areas with geological
susceptibility, for example, presence of pre-exiting fractures and faults, overpressure formations,
and permeability conduits (Pawley et al., 2018). Based on the simulation results obtained in this
chapter, the permeability and elastic parameters of the injection formation and surrounding
sedimentary formations, the distance between the point on the fault and injection source, and the
operational constraints are the critical factors controlling the fault reactivation mechanisms
including pore pressure and poroelastic stressing. The fault orientations play a relatively less
important role on controlling poroelastic results. The results of this chapter are in agreement with
previously analyses conducted on effect of fault orientation, geological and geomechanical
parameters of sedimentary layers on pressure and stress calculations by other authors (e.g.,
Pawley et al., 2018; Eyre et al., 2019; Hui et al., 2021). Furthermore, by comparing two models
in the Fox Creek and West Pembina, it can be suggested that absence of pre-exiting faults and
operational constraints i.e., shorter injection duration could be some of the main reasons for not
observing any major earthquakes in West Pembina.

5.5 Summary of Chapter 5
The results of 3D poroelastic modeling for two regions of the Fox Creek and West Pembina are
summarized in this chapter. The pore pressure and stress changes as a result of injection into the
reservoir layer on a pre-exiting fault were obtained. Different simulation scenarios were
introduced to understand the influence of each input parameters on the simulation results. The
sensitivity analyses provided information about criticality of each parameter. Furthermore, the
poroelastic results of the Fox Creek were compared to the poroelastic results of West Pembina.
This helped to address the difference that cause the occurrence of induced earthquakes in the Fox
Creek. The simulation results suggest that injection parameters including injection volume and
duration, reservoir permeability, and distance to the basement are the main controlling factors in
magnitude of pressure and stress changes.
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Chapter 6
6

2D poroelasticity model

6.1 Introduction
The spatiotemporal distribution of injection-induced seismicity is highly influenced by the
characteristics of geological architectures and operational constraints such as injection rate,
volume, and duration, as they were analyzed in Chapter 5. Thus, induced earthquakes are not
evenly distributed. Approximately 0.5-1.0% of HF wells in the WCSB are related to induced
earthquakes with M ≥ 3. The association rates are variable for different geological formations,
for example, the Duvernay Formation is > 5% (Ghofrani and Atkinson, 2020). In this chapter,
the simulation results of investigation of induced seismicity mechanisms in the Fox Creek /
Crooked Lake region are presented. One of the most critical issues associated with injectioninduced seismicity is the occurrence of post-injection earthquakes. The physical processes that
trigger these events are still not well understood. The post-injection earthquakes are important to
analyze in terms of regional geology, hydromechanical behavior of the reservoir and the
formations that connect reservoir to the basement faults. Moreover, understanding of the physical
mechanisms of these earthquakes will help to forecast these events and develop better mitigation
strategies.
In this chapter, to further validate the numerical results, the model was applied to a particular
earthquake sequence associated with hydraulic fracturing operations near Crooked Lake, Alberta.
This sequence was specifically chosen because the largest earthquake with !& 3.9 occurred 2
weeks after shut-in. There were six significant clusters occurred between December 2014 to
March 2015 in the region. Most of the observed seismicity during this time exhibited a temporal
correlation with hydraulic fracturing operations and occurred during the operations relatively
close to the well pads which were being completed in the Duvernay Formation. However, this
specific cluster was persistent during and after the stimulation termination (from early January to
late March). The seismicity in the Crooked Lake SS1, unlike other sequences in the region, does
not show any Omori-type decay in seismicity rate (Bao and Eaton, 2016). The event took place
during the flow back process; only 7% of the fluid flowed back to wellhead which is
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anomalously low compared to the 50% flowback typical of comparable wells. This may indicate
that the fluid was retained by hydrological connection to another fracture network (Bao and
Eaton, 2016).
I specifically analyzed the influence of direct pore pressure and indirect poroelastic stress on
occurrence of post-injection events by employing a site-specific geomechanical modeling
approach. In this approach, the injection rate and volume in real time of operations were used to
model the fluid flow processes. The first step involved implementing a 2D poroelasticity model
governing the Coulomb failure stress on pre-existing faults. This allowed analysis of how fluid
injection perturbs the pore pressure and stress fields, leading to induced seismicity on the faults.
The influence of characteristics of pre-existing faults and reservoir on the poroelastic results was
evaluated by running sensitivity analyses. Furthermore, the Coulomb failure stress and pore
pressure changes were quantified by obtaining the seismicity rate models explained in Section
2.6. The constructed seismicity rate models were plotted along with the actual time of occurrence
of observed seismicity. The calculated seismicity rates do not fully explain the earthquake
magnitudes but can be used to interpret the pattern of earthquake initiation on each fault. In other
words, this would enable to compare the timing of elevation in estimated rates with the timing of
the actual events with M ≥1.

6.2 Numerical model setup
6.2.1 Case study: Jan 2015 – Mar 2015 SS1 cluster near
Crooked Lake
The 2D poroelasticity modeling approach explained previously, was implemented using well pad
1, cluster 1 seismicity data as categorized by Bao and Eaton (2016) in the Crooked Lake region.
The seismicity data was supplemented by data from seismograph stations installed by oil and gas
operators, as described in Bao and Eaton (2016). The well pad treatment data was submitted by
operators and accessed through the geoLOGIC systems Well Completions & Frac Database
using the gDCweb application.
The 2D model was designed in a way that allowed investigation of the poroelastic effect of the
fluid injection on pressure and stress changes on pre-existing faults. This model configuration is
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only applicable if it is assumed that faults are critically stressed and optimally oriented prior to
the well operations. The model geometry is a laterally extensive layer, with a dimension of
20×20 km, for minimizing the effect of boundary conditions on simulation results. The
numerical domain also includes vertical (strike N-S) strike-slip faults (Bao and Eaton, 2016).
There are two faults in the model representing the west and east strand of the fault documented
by Bao and Eaton (2016). Faults are modeled as two end-member domains. Fault I, the west
strand, has a length of 1 km, and width of 10 m. Fault II, the east strand, has a length of 900 m,
and width of 10 m. Fault I is closer to the wellbores than Fault II. Fault rupture length and
magnitude relationship from Wells and Coppersmith (1994) was employed for approximating the
length of each fault strand. The width of the fault was assigned small finite value for the sake of
the simulation. This allowed characterizing fault porosity and permeability as a distinct domain
from the reservoir. The material (media) parameters were defined and assigned to the reservoir
and each fault (Table 6.1). These material parameters can be constant or can be defined as a
variable function coupled with other parameters (i.e., Chapter 7 of this thesis).
Well pad 1 comprises two horizontal wellbores. Each wellbore contains 25 stages of hydraulic
fracturing treatments. The spacing between each stage is about 80 m, therefore the length of each
well is around 1920 m. In the simulation, each HF well was modeled as 25-point source injectors
with 80 m spacing between points. The entire hydraulic fracturing process took about 23 days in
which each stage took a couple of hours on average. There was a gap interval of hours to days
between the stages.
Simulation on both wellbores began from the points in the farthest north of the geometry (Figure
6.1a). In the simulation presented in this chapter, the injection initiated about an hour after
simulation started, the injection stopped at % = 23 d, however, the simulation was run (total
simulation time) for 100 days to account for the post-injection effects. The post-injection
seismicity continued until % = 100 d. Figure 6.2 shows the cumulative injection volume
compared with the observed seismicity for earthquakes with ! ≥ 1 on each day for both
wellbores.
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a)

Fault II

Well 1

Well 2

Fault I

b)

Figure 6.1: (a) Schematic illustration of the 2D aerial view of the model geometry. The blue
arrow shows the direction in which multi-stage hydraulic fracturing operations are performed.
Each stage is represented by a point. The spacing between stages is 80 m. The two wellbores
(Well 1, Well 2) represent two horizontal wells with 200 m spacing between them. Two faults
are also introduced into the model. The first fault (Fault I) is 1 km long and located 500 m from
well pad 2 (Well 2). The second fault (Fault II) is 900 m long and is located 1050 m from (Well
2). Both faults are characterized by strike of 90 degree. (b) Numerical tetrahedral meshing. The
meshing is refined around the well pads and faults (Fault I, Fault II) for more accurate simulation
results.
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a)a)

b)

Figure 6.2: (a-b) Cumulative injection volume (m³) for Well 1 and Well 2. The y-axis on the
right provides the earthquake magnitude scale. The blue columns show the cumulative injection
volume and magenta circles represent earthquake magnitudes with ! ≥ 1 that occurred during
and after injection. The large gap between blue columns is related to the operational break over
Christmas holidays.
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The injection rate was defined as a rectangular function for each stage. There are total of 50
rectangular functions, representing total of 50 stages in two wellbores. Injection started at %!( and
ended at %#( for each stage, where 2 refers to the stage number, 1 to 25 for Well 1 and from 26 to
50 for Well 2. Therefore, the duration of injection was defined as %#( − %!( . There was a gap
between end of each stage %#( and beginning of the next stage %!()* The rate was calculated based
on the operational data of injection volume for each stage. The total volume of fluid injection
from both wells was about 59,408.4 m³. The operational average injection rate was 9.5 m³/min.
The injection rates for each stage for simulation purposes were set based on the mass flow rate
per second (kg/s). This was explained in Chapter 5. Figure 6.3 shows the mass flow rate (kg/s)
for each stage on two wellbores. The time intervals and injection rates for each stage are
represented in Appendix A. The boundary conditions for numerically solving governing
equations (Section 2.2) similar to Chapter 5, were introduced for the solid mechanics and for the
fluid flow boundaries separately (Figure 6.4). For mechanical boundary conditions, a roller was
imposed to all the boundaries. For fluid flow boundary conditions, the pressures at all the
boundaries were assigned to " = 0. The initial state of pressure and stress fields were set to zero
as well.
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a)

b)

Figure 6.3:(a-b) Mass flow rate (kg/s) per stage for Well 1 and Well 2. The x-axis shows the
duration of each stage in (s). The total simulation time is 100 d.
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a)

b)

Figure 6.4: Schematic illustrations of boundary conditions. (a) Mechanical boundary conditions.
For the solid mechanics, boundaries act as roller means the boundary cannot move in the
direction perpendicular to the boundary but can move in the direction tangential to the boundary
(b) Fluid flow boundary conditions. For the fluid flow, the pressure is set to zero at boundaries,
meaning there is no change in pressure at boundaries.
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6.3 Results
6.3.1 Reference model
To analyze the poroelastic response of the 2D domain to fluid injection, a reference base model
was defined. For the reference case, material properties of the reservoir and the pre-existing faults
were both assigned with isotropic material parameters. Two vertical faults, with strike N-S (north
to south), were placed at 0.05 km and 1.05 km horizontal distance from the domain center located
at point (0,0) (Figure 6.5). The permeability of both faults (5'* and 5'+ ) was 1000 times greater
than the reservoir permeability (5! ). Material and fault parameters used for the reference case are
given in Table 6.1. Material parameters used here are approximation of hydrogeological and
mechanical properties of sedimentary rocks at injection depth of Duvernay Formation (≈3500 m).
These material parameters listed in Table 3.1 were estimated based on the Upper Devonian
geology analysis in Chapter 3 and Soltanzadeh and Fox (2015), Hornbach et al. (2016), Chang et
al. (2018), and Eyre et al., 2019).
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Table 6. 1 Material parameters used for the reference case
Material

Symbol

Reservoir

Fault I

Fault II

Fluid

/

43

14.4

14.4

-

0

0.2

0.2

0.2

-

0,

0.25

0.3

0.3

Density (kg/m³)

1

2600

2500

2500

1000

Porosity(-)

9

0.15

0.02

0.02

-

parameters (unit)
Youngs modules
(GPa)
Drained Poisson’s
ratio (-)
Undrained
Poisson’s ratio (-)

Permeability (m²)

?

Biot coefficient

@.

(-)
Fluid viscosity
(Pa s)
Fluid
Compressibility

10

"#-

10

"#-

10

0.75

0.62

0.62

-

A

-

0.75

0.75

-

B

-

-

-

40"/

-

-

-

-

40"#0

(-)
Friction coefficient

"#%
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Well 1

Well 2

Figure 6.5: Model geometry for the reference case. The black lines represent horizontal
wellbores (Well 1 and Well 2). The blue and green lines represent Fault I and Fault II
respectively. The red solid circles show the SS1 earthquake epicentres. The radius of the
solid circles is proportional to earthquake magnitudes.
I obtained the spatial distribution of pore pressure, normal stress, shear stress, poroelastic stress,
and Coulomb failure stress at four different time steps of % = 1 d, % = 10 d, t = 22 d, and t = 38
d. These dates were chosen to present how fluid injection caused changes in pore pressure and
stresses throughout the stimulation process and after injection ended. Day 22 and Day 38 were
specifically picked up because the first few earthquakes with ! ≥ 3 occurred during the well
operations around day 22, and the largest earthquake with !& = 3.9 occurred on Fault I at % =
38 d. The same color scheme is used for all the figures where red displays positive changes,
grey displays no changes, and blue displays negative changes.
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Figure 6.6 (a-d) shows the spatial distribution of pore pressure at t = 1 d, t = 10 d, t = 22 d, and
t= 38 d. The spatiotemporal distributions are formed according to injection history. Injection
started at t = 0.5 d on Well 1 at the “toe” (north end) of the wellbore and continued till t = 23 d
on Well 2 at the south end. As the fluid was injected the pressure started to elevate around the
active injector. At Day 1, the pore pressure perturbations are dominant in the north end of the
wellbores and the pressure dissipates further away from the injectors. At Day 22, the pore
pressure magnitudes are enhanced around the conductive Fault I and Fault II due to the rapid
pore pressure diffusion. Fault distance to the injectors plays a critical role here. The pore
pressure magnitudes are greater around Fault I due to the small distance to the activated
injectors. On the other hand, smaller magnitudes of pressure buildup are observed around Fault II
which is farther away from the wellbores. In general, the pore pressure perturbations vary
between 0 to ≈ 6 MPa, where the greatest magnitude is observed at t = 22 d. Pore pressure
continues to spread out after operations completion i.e., % = 38 d.
The spatial evolution of normal stress at four different time steps are shown in Figure 6.7 (a-d).
As the fluid is injected, the normal stress starts to change around the injectors. Similar to pore
pressure variations, normal stress at % = 1 d is restricted to adjacent to Well 1 and Well 2.
Pressure buildup causes negative (compressive) normal stress in pressurized region. However,
normal stress is positive (extension) where there is no change in pressure. The positive normal
stress, red color, is observed in far distances from the injection points where pressure is
dissipated. The plot shows negative values in larger area around injection wells and faults at % =
22 d where the fluid has migrated to larger distances from the injectors. At this time Fault I and
Fault II are starting to experience the greatest negative values for normal stress. Normal stress
variation begins to be less negative as the injection terminates at t = 23 d; therefore, the plot
shows smaller negative variation (compressive stress) in normal stress at % = 38 d, but it has
propagated to larger area of the domain due to the delayed pressure buildup.
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b)

a)

d)

c)

Figure 6.6:Spatial distribution of pore pressure at (a) t = 1 d, (b) t = 10 d, (c) t = 22 d, and (d) t = 38 d.
The red color indicates positive values and grey color indicates zero variation in pore pressure.
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b)

a)

d)

c)

Figure 6.7:Spatial distribution of normal stress at (a) t = 1 d, (b) t = 10 d, (c) t = 22 d, and (d) t = 38 d. The
red, blue, and grey colors indicate positive, negative, and zero values accordingly.

190

Figure 6.8 (a-d) gives the spatial evolution of shear stress at four different time steps.
Shear stress has zero values in a point which is located on the fault and a perpendicular line
connecting the wellbores to this point. Shear stress shows a symmetric pattern of negative and
positive values. For the right-lateral strike-slip fault considered here northwest and southeast of
the domain have positive shear stress (red color) and northeast and southwest have negative
values (blue color). Zero shear stress is observed on both faults on first day of injection.
At % = 22 d, Fault I and half of the Fault II are in the region with negative shear stress. At % = 38
d, the area between wellbores experiences no change in shear stress (zero values), and faulted
region show lower intensity of positive and negative shear stress variations compared to the time
of injection.
Figure 6.9 (a-d) illustrates the spatial evolution of poroelastic stress (∆- + / ∆+) at different time
steps over the injection and two weeks after shut-in. The results in Figures 6.7 to 6.9 show that
the fault orientation and distance from the injectors can strongly impact the normal and shear
stress and consequently poroelastic stress. Overall, shear and normal stresses are calculated
according to the fault plane orientation. The location and orientation of the faults regarding to the
wells can influence the magnitudes of normal and shear stresses. The magnitude of shear stress
and normal stress variations determine the magnitude of the poroelastic stress. Here, the
poroelastic stress resembles the normal stress pattern, since shear stress shows lower
perturbations compared to normal stress and in fact zero at some places as mentioned above.
Thus, poroelastic stress is governed mainly by normal stress. The pressurized region shows
negative values significantly influenced by large negative compressive stressing. For example, at
% = 22 d, majority of the domain specifically along the faulted zones are covered with negative
poroelastic stress (compressive stressing). At % = 38 d, the poroelastic stress in the faulted
region is still negative but with lower intensity (less compressive) compared to Day 22.
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a)

b)

c)

d)

Figure 6.8:Spatial distribution of shear stress at (a) t = 1 d, (b) t = 10 d, (c) t = 22 d and (d) t = 38 d.
Red color indicates positive shear stress, blue color indicates negative shear stress, and grey color
represents zero changes in shear stress.
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a)

b)

c)

d)

Figure 6.9:Spatial distribution of poroelastic stress at (a) t = 1 d, (b) t = 10 d, (c) t = 22 d and (d) t = 38 d.
The red color indicates positive values, blue color indicates negative values, and grey color indicates
zero value.
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a)

b)

c)

d)

Figure 6.10:Spatial distribution of Coulomb failure stress at (a) t = 1 d, (b) t = 10 d, (c) t = 22 d and (d) t
= 38 d. The red, blue, and grey colors represent positive, negative, and zero CFS accordingly.
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Figure 6.10 (a-d) gives the spatial evolution of CFS at different time steps during injection and
after shut-in. Sum of pore pressure, normal and shear stresses give CFS changes (∆CFS = ∆- +
/(∆+ + ∆")) on the faults. The CFS spatial distribution has a similar appearance to pore
pressure diffusion, however, the magnitudes of changes are smaller for CFS compared to the
pore pressure. This is due to negative compressive stressing effect of poroelastic stress
(Δ-(<, %) + /∆+(<, %)) within the pressurized region.
The temporal evolution of pore pressure, shear stress, normal stress, Coulomb stress, and
seismicity rate was evaluated on two midpoints inside of each fault (Figure 6.11 (a-b)). Pore
pressure dissipates away from the injection wellbores as the fluid is injected. The permeability
contrast between the domain and faults causes the rapid diffusion through the high permeability
faults. The magnitude of pore pressure is greater than shear stress and normal stress. Therefore,
the CFS is mainly affected by the pore pressure and follows its pattern. As mentioned in previous
section, the magnitude of CFS is smaller than pore pressure due to negative normal stress inside
of the pressurized region.
Once the injection operations are completed, the pressure continues to build up inside the fault
due to delayed diffusion. This is more distinctive for the second fault at the farther distance from
the well pads. The pressure drops gradually days or weeks after injection ends. This time varies
depending on the distance from the injection wells and permeability of the domains (both faults
and reservoir). The delayed pressure diffusion enhances the Coulomb stress after shut-in for
about a week on Fault I and about three weeks on Fault II. Diffusion of the pore pressure into the
high permeability faults causes the faults to dilate, however, the reservoir with lower
permeability is more resistant to diffusion of the fluid and this leads to more compression around
the fault zone. This compression is another reason for higher CFS values resulting from
poroelastic stressing around the fault planes (Chang and Yoon, 2018).
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Poroelastic results on Fault I

Poroelastic results on Fault II

a)

b)

Figure 6.11: Temporal evolution of pressure and stresses on a point in the middle of (a) Fault I and
(b) Fault II. The blue line represents pore pressure, the green, red, magenta, and black lines represent
Coulomb, normal, shear, and poroelastic stresses at a midpoint inside of each fault. The vertical
dashed lines represent the end of injection at % = 23 d.

It is assumed that faults are optimally oriented and critically stressed prior to well operations.
Small perturbation in pressure and stress, therefore, leads to a failure on faults. Although
seismicity rate can nucleate everywhere on the fault and in fact can reach a critical value at one
end of the fault, I assumed that seismicity initiated on a midpoint inside each fault and calculated
the seismicity rate > on that point. Temporal changes of seismicity rate with respect to
background seismicity is estimated using the seismicity rate models introduced in Section 2.6.
Seismicity rate models relate the Coulomb stress rates or pore pressure rates to the seismicity
rate changes, R. The estimation of > requires the temporal variations of Coulomb stress rate and
pressure rate at a point in the middle of each fault.
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The numerical simulation, as described above, generated the spatiotemporal distribution of ∆?@A
and ∆" along the faults. The poroelastic results including ∆CFS and ∆" were extracted from
COMSOL Multiphysics and fit by the cubic smoothing splines built-in BC"CD() function and
then differentiated with the EFGHI() function in MATLAB. These functions were used to fit the
̇ (<, %) or "̇ (<, %).
curves and differentiate ∆CFS or ∆" to yield the corresponding rates ∆?@A
̇ (<, %), the ordinary differential equation (Eq.
For the seismicity rate model derived from ∆?@A
2.50) was then solved to determine the temporal distribution of > on the middle of the faults
using MATLAB built-in solver ode45 with relative tolerance of 1E-6 and very small absolute
tolerance.
The results of the CFS seismicity rate model in Sections (6.3.1 – 6.3.4) were obtained using the
following values for each parameter. The fault constitutive parameter K was assumed to be 0.003
which evaluated the rate-state friction law, the background effective stress was assumed 35 MPa.
The background stressing rate was assumed 10() MPa/yr means there is 1 MPa stress drop
accumulation in 10) years. Therefore, the characteristic time of %* was 1050 yrs. As mentioned
earlier, this formulation does not predict a definitive value within a range of magnitude. The
influence of each input parameter in calculations of > was investigated through sensitivity
analyses which will be discussed later in Section 6.4.2.
The second seismicity rate model uses pore pressure as the leading mechanism for induced
seismicity. The pore pressure rates were put into Eq. (2.51) to calculate the seismicity rate. I used
the L value of 1.01 as was obtained by Schultz et al. (2018a) and the seismogenic index AM value
of 3. The AM should be calculated according to regional geology and tectonics, background
seismicity (seismotectonic stress), and pressure rates. However, since this data was not available,
the AM value was approximated based on comparison with Langenbruch and Zoback (2018), AM
value for Oklahoma induced seismicity.
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Figure 6.12 (a-d) compares the two seismicity rate models from pore pressure, Eq. (2.51), and
CFS rates, Eq. (2.50), on midpoints inside the Fault I and Fault II. The computed values of the
rate depend on the input parameters; therefore, those parameters will determine above which
magnitude this rate is valid. Here, I used M ≥ 1 which means the seismicity rate R gives the
number of earthquakes with M ≥ 1 per day. The seismicity rates are plotted with actual observed
earthquakes with M ≥ 1. This will enable determination of any match between the temporal
evolution of calculated seismicity rate and observed seismic events. It will also help determining
which leading mechanism describes observed seismicity on each fault.
Seismicity rate follows the pressure rate trend; the rate rises with injection and reaches the
maximum value when the maximum pressure is achieved. Seismicity rate is very low for the first
two weeks ( R < 1), remaining at essentially the background seismicity rate. Seismicity initiates
after two weeks and hits the peak around day 30 (R ≈ 160) a week after injection ends. Although
seismicity remains slightly higher than the background rate after 100 simulated days, it gradually
falls after shut-in. The calculated seismicity rate models show good representation of pattern of
observed earthquakes, red dots in the figures.
The seismicity rate on Fault II (Figure 6.12 b) is lower compared to Fault I. The rate is very low
at the first 10 days and begins to rise afterward. Due to the delayed diffusion on this fault, the
seismicity rate achieves maximum around day 45. The actual seismicity started to take place on
this fault around day 20 which is consistent with initial growth in calculated seismicity rate
curve. The maximum R is observed along Fault I (≈ 160) due to greater pressure changes on this
conductive fault.
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Seismicity Rate Evolution on Fault II

Shut-in @ t = 23 d

Seismicity Rate Evolution on Fault I

a)

b)

d)

c)

Figure 6.12: Calculated seismicity rate on Fault I and Fault II. Seismicity rates governed by pore
pressure rate (a-b). Seismicity rate models from CFS rate (c-d). The histogram of observed
earthquakes with M ≥ 1 are plotted in blue, and event magnitudes are showing in red dot. The green
vertical lines indicate the shut-in day at % = 23 d.

199

Figure 6.12 (c-d) gives the seismicity rate model based on CFS rates on Fault I and Fault II. In
general, the amplitude and shape of the seismicity rate model from CFS is highly influenced by
the input parameters. For Fault I, seismicity rate remains at the background level for the first 20
days of operations. The maximum seismicity rate is achieved on day 30. The seismicity rate
stays higher than background rate even after injection activities are ended. In comparison with
the rates by pressure for Fault I, the rates by CFS show rapid increase and subsequently rapid
decay after shut-in.
The seismicity rate resulted from CFS on Fault II is more comparable to seismicity rate from
pressure. The continuous rise in seismicity rate in both models after shut-in is caused by increase
in normal stress (less compressive), and pore pressure due to delay diffusion that all result in
increase in CFS. The observed earthquakes on Fault II are coincident with the timing of sudden
rise in rate for both models. For Fault II, the shape of the curve is different from the seismicity
rate governed by pressure rate. Here, seismicity rate has a bimodal distribution. Seismicity goes
slightly above the background rate (> = 1) around day 15 of injection and then grows
significantly from day 20. The maximum rate is observed at % = 50 d and drops steadily after
this date.
The poroelastic results obtained above were highly sensitive to hydromechanical properties of
the reservoir and faults, fault orientation and distance to the injectors. A set of sensitivity
analyses, therefore, was applied to evaluate the poroelastic response of the pre-existing faults
assuming various fault and reservoir configurations and hydromechanical properties. The
injection rates were similar for all the cases to quantify the effect of each hydromechanical
property on the simulation results.
In the following four case scenarios, I used the reference case as the base model and compared
each case scenario to the results of the reference case in terms of pressure and stress evolution on
each fault. The corresponding changes in seismicity rates were also predicted for each case. The
predicted seismicity rate was plotted with the observed seismicity to potentially identify the best
model representing the SS1 cluster in the Crooked Lake region. Table 6.2 summarizes the four
cases examined here.
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Table 6. 2 Summary of sensitivity analyses cases for simulation results
Case #

Reservoir

Reservoir

Fault I

Fault II

Fault

Distance

Porosity

Permeability

Permeability

Permeability

strike

(m)

&! , ((² )

(&"# , (²)

(&"$ , (²)

angle

Fault I

(*, °)

(,-1) Fault

! (−)

II (,-2)
Reference
case 1
Case 2
Case 3

0.15

10%#&

10%#$

10%#$

90

0.15

10%#&

10%#'

10%#$ /10%#'

90

0.15

10%#&

10%#$

10%#$

10%#$

10%#$

%#(

10

Case 4
0.15

,-1 = 500
,-2 = 1050
,-1 = 500
,-2 = 1050

80,70,

,-1 = 500

60

,-2 = 1050

%#&

/10
/

10%#) /10%#*
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90

,-1 = 500
,-2 = 1050

6.3.2 The effect of the fault permeability (Case study 2)
The effect of the fault permeability on the simulation results was analyzed using different fault
permeability values. Two different scenarios were investigated. For the first scenario,
Fault I had very low permeability (sealing, Q'+ = 10(+, m²) and Fault II was highly permeable
(conductive, Q'- = 10(+- m²). This afforded analysis of the effect of low permeability of Fault I
on the results of conductive Fault II. For the second scenario, both faults had very low
permeability values of 10(+, m². This allowed to investigate the effect of low permeability faults
on occurrence of post-injection seismicity on both faults. The two scenarios are summarize
below accompanied with the reference Case 1 where both faults are highly permeable with the
permeability value of 10(+- m².
Figure 6.13 (a) shows the temporal evolution of pore pressure at a midpoint inside Fault I for the
two different scenarios defined above and the reference case. The solid line represents the
reference case, dashed and dotted lines represent the first and second scenarios explained above.
Low permeability Fault I (dashed and dotted curves) acts as a hydraulic barrier and limits the
pore pressure propagation. The permeability contrast between reservoir and impermeable fault
generates intense mechanical response to diffusion. The impermeable fault resists fluid flow.
Therefore, pressure accumulates along the sealing fault for a longer period. In fact, the sealing
Fault I achieves the highest value of pore pressure after 70 days of injection whereas this
happens at % ≈ 30 d for the conductive Fault I. On the other hand, diffusion into the permeable
fault compresses the fault more significantly compared to the sealing fault and results in greater
magnitude of ∆". The magnitudes of pore pressure are ≈ 0.5 MPa for the sealing Fault I,
contrary to ≈ 1.3 MPa for the conductive Fault I.

Figure 6.13 (b) shows the temporal evolution of pore pressure on Fault II for the three different
scenarios. Similar to Fault I, the magnitudes of pore pressure perturbations are lower for the last
scenario where Fault II is impermeable. The longer delayed pressure buildup can also be
observed in this case compared to the first two cases where Fault II has high permeability.
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The results are slightly different where Fault I is impermeable compared to the reference case
where Fault I is permeable. The magnitudes of pressure changes are smaller about 0.4 MPa
compared to ≈ 0.45 MPa for the reference case. This approves the effect of permeability of one
fault on simulation results of the other fault. In the last scenario, where both faults are
impermeable, the low permeability Fault II can cause even more delay in diffusion of the fluid
into the sealing fault. Pressure perturbations on Fault II in this case, therefore, appear to be rising
even after 100 days of simulation. In general, Fault II shows smaller pressure perturbation due to
its greater distance to the injectors compared to the Fault I.
Figure 6.13 (c-d) present the seismicity rate resulted from pressure rates on Fault I and Fault II.
Seismicity rate on both faults follows the same pattern as pore pressure. The results of seismicity
rate for cases of sealing and conductive fault indicate that some of the post-injection earthquakes
nucleated on Fault I can be better explained by the sealing case than the conduit case (reference
case / solid line), since on the sealing fault the seismicity rate stands high for longer period after
shut-in.
The temporal evolution of CFS for three different scenarios of fault permeability on Fault I and
Fault II are compared in Figure 6.14 (a-b). Similar to pore pressure plots, the CFS plots show
that the magnitude of changes in CFS for high permeability Fault I and Fault II (solid line) are
larger than the scenarios where faults are impermeable. In contrast, low-permeability faults act as
flow barrier, therefore, the magnitudes of pore pressure and subsequently CFS are smaller, and
diffusion occurs more slowly and over a longer period through/within these faults. CFS
variations on Fault I for the reference case are negative for the first 5 days and rise substantially
around day 20. ?@A perturbations for the last two scenarios, where Fault I has very low
permeability, are identical. The sealing fault inhibits pressure diffusion, and the largest ∆CFS is
observed along the Fault I for the reference case.
CFS on Fault II is negative for the first 5 days of injection and then begins to surge and reaches a
maximum around day 45 for the reference case and first scenario (solid and dashed lines).
However, for the case in which Fault I is impermeable (dashed line), CFS variations on Fault II
are lower compared to the reference case. The magnitudes of CFS are even lower on Fault II
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when the fault itself is a sealing fault (dotted curve). As a result, the permeability of Fault I that
determines the fluid migration path to Fault II) can influence the magnitude of pressure and
stresses on Fault II. CFS on Fault II in the last scenario similar to pore pressure continues to
grow even after 100 days of simulation time. In fact, CFS in this case remains negative till
t = 70 d. In general, there is a delayed increase in CFS as well as pore pressure. This delay is
longer when both faults have very low permeability (dashed and dot lines). CFS falls gently on
impermeable faults compared to quick drop after shut-in for the permeable faults.
The seismicity rate based on ∆CFS rates for Fault I and Fault II are plotted in Figure 6.14 (c-d).
Overall, the seismicity rate is much lower for the impermeable faults compared to the reference
case; however, it persists high for a longer duration after injection termination. The stresses
following shut-in continue to increase on the fault and perhaps this can cause increases in
seismicity rate. Seismicity rate on Fault I for the last two scenarios (sealing fault) are about 20
times lower than the reference case. The high-permeability fault causes intense increase in fluid
pressure and ∆CFS which result in large R values. The maximum R, therefore, is observed along
the Fault I in the reference case. Seismicity rate is greater on the sealing Fault II when Fault I is
highly permeable compared to the scenario in which both faults have low permeability.
In summary, the fault hydrological properties and architecture can significantly influence the
seismic activities along the fault. Fault permeability controls pressure diffusion into the fault and
surrounding reservoir and subsequently, the magnitude of ∆p, ∆CFS. The high-permeability
fault, for example, results in rapid diffusion of the fluid into the fault and consequently greater
pore pressure and CFS perturbations. This determines the greater likelihood of occurrence of
injection induced earthquakes. In addition, the presence of hydraulic connectivity or barriers
from the injection to the fault (e.g., another conductive/sealing fault or fractures) can enhance or
inhibit the potential for occurrence of induced earthquakes.
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c)

d)

Figure 6.13: Temporal evolution of the pore pressure diffusion on Fault I (a) and Fault II (b).
Seismicity rate models plotted with observed seismicity on Fault I (c) and Fault II (d). The histogram
of observed earthquakes with M ≥ 1 are plotted in blue, and event magnitudes are showing in red dot.
Solid lines represent the case of 5'+ = 10(+- and 5'- = 10(+- , dashed line represent the case of 5'+ =
10(+, and 5'- = 10(+- , and dotted line represents the case of 5'+ = 10(+, and 5'- = 10(+, . The green
lines show the shut-in time at % = 23 d.
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Figure 6.14: Temporal evolution of Coulomb stress on Fault I (a) and Fault II (b). Calculated
seismicity rate plotted with actual earthquakes on Fault I (c) and Fault II(d). The histogram of
observed earthquakes with M ≥ 1 are plotted in blue, and event magnitudes are showing in red dot.
Solid lines represent the case of 5'+ = 10(+- and 5'- = 10(+- , dashed line represent the case of
5'+ = 10(+, and 5'- = 10(+- , and dotted line represents the case of 5'+ = 10(+, and 5'- = 10(+, .
The green lines show injection termination at % = 23 d.
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6.3.3 Effect of fault orientation angle (Case study 3)
The model set up initially for the reference case was created based on the assumption of
existence of two vertical faults parallel to the wellbores. Since it was difficult to identify the
exact location and orientation of the faults, various fault configurations were examined. The
effect of each configuration by varying the fault strike angle was evaluated on simulation results
such as pore pressure and stress evolutions on the midpoints inside each fault. Figure 6.15 (a-c)
shows the geometry of the three scenarios with different fault strike angles ()). In all cases, I
used the same orientation/strike angle for both Fault I and Fault II. All the three scenarios’
results were then compared and plotted with the reference case where both faults were vertical.

a)

b)

c)

Figure 6.15: (a-c) Model geometry with different faults strike angles of 80°, 70° and 60°
respectively. The black lines represent horizontal wellbores (Well 1 and Well 2). The blue and
green lines represent fault I and fault II respectively. The red dots show the SS1 earthquakes on
each fault. The size of the dots is a function of actual earthquake magnitudes.
Figure 6.16 (a-b) presents the temporal evolution of pore pressure on midpoints inside Fault I
and Fault II. The solid line represents the reference case, the dashed line, dotted line, and dashdot lines represent the faults with orientation angles 80°, 70°, and 60°. Principally, when the fault
is far enough from the injectors, the fault-orientation angle should not cause any significant
influence on pore pressure propagation results. Although fault angle shouldn’t affect the
magnitude of pore pressure, it can be clearly seen in Figure 6.16 (b) that Fault II encounters
greater changes of pore pressure towards the end of the injection process where the fault
orientation angle is smaller. This is because the fault midpoint becomes closer to the injectors by
varying the angle in clockwise orientation. For Fault II, this is clear from earlier stages of
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injection due to a proximity of the fault to the early stages of injection. For Fault I, the pore
pressure results are more complicated. During the first two days, pore pressure values are smaller
for the fault with lower strike angle. However, the fault with ) = 60°, achieves larger peak of
pressure than the reference case in which fault is vertical. Seismicity rate resulted from pore
pressure (Figure 6.16 c-d) follows similar pattern as the pore pressure variations. Seismicity on
both faults increases where fault orientation angle decreases from 90° to 60°.
The temporal evolution of CFS on faults are shown in Figure 6.17 (a-b). In theory, CFS should
decrease as the fault orientation angle decreases. However, the fault is rotated clockwise on the
point at the center of the fault. Due to the proximity of Fault I to the wellbores, therefore, a false
increase in pore pressure and consequently CFS is observed here. CFS on Fault I is higher for the
reference case in comparison with other cases in the first 20 days of injection where the fluid was
discharged from the injectors far from the fault center. In contrast, the other cases overtake the
reference case after 20 days. The CFS perturbations by varying fault orientation are more
distinctive on the second fault with greater distance to the injection points. Fault II shows greater
CFS changes by decreasing fault orientation from the beginning of the injection process.
Seismicity rates resulted from CFS (Figure 6.17 c-d) increase considerably by decreasing the
angle. The seismicity rate on Fault II, for example, drastically increases from
> ≈ 5 for )= 90° to > ≈ 10 for )= 60°. In summary, the fault orientation has a minimum
influence on simulation results on Fault I. Fault II on the other hand, shows a clear response for
different fault orientation. Moreover, the effect of fault angle is more notable on CFS results and
consequently the seismicity rate resulted from CFS model compared to pore pressure and
seismicity rate model from pore pressure as predicted theoretically. The results of this case
suggest that the fault distance to the injectors is a more critical factor on simulation results than
the fault orientation. This is also due to the fact that CFS is dominated by pore pressure.
Although, normal and shear stresses strongly depend on fault orientation, are not contributing
significantly to changes in CFS. The orientation of the horizontal well to the fault strike can
directly affect the simulation results on the fault (Chang and Yoon, 2020). In other words, if the
horizontal wells were drilled perpendicular to the fault orientation that would affect the
poroelastic results considerably.
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Figure 6.16: Temporal evolution of the pore pressure diffusion on Fault I (a) and Fault II (b).
Comparison of calculated seismicity rate with actual earthquakes on Fault I (c) and Fault II (d). The
histogram of observed earthquakes with M ≥ 1 are plotted in blue, and event magnitudes are showing
in red dot. Solid lines represent the case of and strike angle, β= 90 º, dashed line represents the case
of β= 80º, dotted lines represent the case of β= 70 º and dash-dot lines represents the case of β= 60 º.
The green vertical lines show the time of the injection termination.
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Figure 6.17: Temporal evolution of Coulomb stress on Fault I (a) and Fault II (b). Comparison of
calculated seismicity rate with actual earthquakes on Fault I (c) and Fault II (d). The histogram of
observed earthquakes with M ≥ 1 are plotted in blue, and event magnitudes are showing in red dot.
Solid lines represent the case of and strike angle, )= 90 º, dashed line represent the case of )= 80 º,
dotted lines represent the case of )= 70 º and dash-dot lines represents the case of )= 60 º. The
green vertical lines show the time of the injection termination.
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6.3.4 Effect of reservoir permeability (Case study 4)
The reservoir hydraulic properties such as porosity and permeability have a great impact on
poroelastic simulation results. Permeability effect is considered as one of the main contributions
to change in pore pressure, Coulomb failure stress and seismicity rate. Reservoir permeability
(5! ) values of 10(+) m², 10(+. m², (reference case), and 10(+/ m², 10(+0 m², were examined to
analyze the impact of both a high permeability and a low permeability reservoir on poroelastic
results and occurrence of earthquakes on pre-existing faults.
Figure 6.18 (a-b) compare the temporal evolution of pore pressure on midpoints inside faults for
the effect of reservoir permeability. Four different scenarios are investigated. The solid line
refers to reference case, dashed line, dotted line, and dash-dot line refer to the cases with
reservoir permeability of 10(+) m², 10(+/ m², and 10(+0 m² respectively. The later lowpermeability scenario approximately corresponds to the matrix permeability of the Duvernay
Formation.
The low reservoir permeability leads to delayed diffusion, therefore, the maximum values of
pressure changes for the reservoir permeability of 10(+. m², are achieved at t ≈ 30 d on Fault I.
The dot line representing the reservoir permeability of 10(+/ m², on the other hand, does not
experience any pressure changes for the first 30 days on Fault I. The pressure shows upward
trend in this case after % = 30 d. The very low permeability reservoir causes a very long delay in
diffusion of the fluid. The fluid diffuses slowly and takes months to flow into the fault when the
reservoir is impermeable. For example, when 5! = 10(+0 m², the variation of the pore pressure on
Fault I is almost zero for the first 80 days. In this case, the pressure starts to grow with very slow
rate after this date. For Fault II, due to the greater distance to the injection wellbores this can be
hardly observed by this simulation.
Seismicity rate models for three different permeability scenarios are compared with the reference
case in Figure 6.18 (c-d). The seismicity rate for the reservoir with permeability of 10(+. m²
shows larger values compared to the case of 10(+) m². The lower permeability of 10(+. m²
causes delayed diffusion and, as a result, a later seismicity peak on Fault I. The values are also
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smaller compared to the reference case. The results plotted here suggest that the lower
permeability reservoirs describe the post-injection earthquakes better than the case with high
reservoir permeability (10(+) m²).
Figure 6.19 (a-b) gives the temporal evolution of CFS on both fault planes. Like the pore
pressure evolution results, the larger difference between reservoir and fault permeability (solid
line), leads to larger magnitudes of CFS perturbations on both faults. However, the very lowpermeability reservoir (dash-dot line) requires longer simulation time to show CFS changes. This
exercise suggests that CFS remains negative (clamping persists) over the entire simulation time
for this scenario.
Seismicity rate models from CFS rate for Fault I and Fault II are plotted in Figure 6.19 (c-d).
Seismicity rate increases substantially on Fault I from > ≈ 20 to > ≈ 250 as the reservoir
permeability decreases by a magnitude of 10 from 10(+) m² to 10(+. m². The seismicity rate for
the last scenario, the dash-dot line, goes below the background seismicity rate, since CFS
perturbations are negative over the simulation time frame. In fact, the negative CFS changes can
stabilize faults and inhibit slip. A very permeable reservoir, where the contrast between 5! and
5' is not very large, leads to smaller degree of changes in pressure. Whereas the lower 5! with
value of 10(+. m², for example, causes very significant difference between 5! and 5' , results in
greater degree of changes in ∆", ∆CFS, and >. In other words, delayed diffusion as well as
poroelastic stressing can increase > dramatically depending on the fault and reservoir
permeability (Chang et al., 2018).
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Figure 6.18: Temporal evolution of the pore pressure diffusion on Fault I (a) and Fault II (b).
Comparison of calculated seismicity rate with actual earthquakes on Fault I (c) and Fault II (d). The
histogram of observed earthquakes with M ≥ 1 are plotted in blue, and event magnitudes are showing
in red dot. Solid lines represent the case of Q! = 10(+. m², dashed lines represent the case of Q! =
10(+) m², dotted line represent the case of Q! = 10(+/ m², and dash-dot lines represent the case of Q! =
10(+0 m². The green vertical lines indicate the injection shut-in time.
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Figure 6.19: Temporal evolution of Coulomb stress on Fault I (a) and Fault II (b). Comparison of
calculated seismicity rate with actual earthquakes on Fault I (c) and Fault II (d). The histogram of
observed earthquakes with M ≥ 1 are plotted in blue, and event magnitudes are showing in red
dot. Solid lines represent the case of Q! = 10(+. m² dashed lines represent the case of Q! =
10(+) m², dotted line represent the case of Q! = 10(+/ m², and dash-dot lines represent the case of
Q! = 10(+0 m². The green vertical lines indicate the injection shut-in time.
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6.4 Discussion
One of the main uncertainties for the validation of the model is to assign accurate reservoir and
fault mechanical/hydromechanical parameters and to properly define initial and boundary
conditions. The information about pre-existing faults and fractures, their size, and connectivity is
not sufficiently available in the literature. Therefore, constructing a model that fully describes the
regional geology and geophysics is not straightforward. The one-layered 2D model does not
account for hydromechanical properties of the different strata that connect injection layer to the
basement faults. In other words, the 2D model described in this chapter is overly simplified.
Subsurface geological architectures are not as simple as one-layer homogenous isotropic which
is modeled here. Thus, the fluid diffusion can be altered by assuming more realistic geological
architectures and the numerical simulation results including pore pressure diffusion, CFS, and
accordingly seismicity rate can be overestimated or underestimated by a one-layered 2D model.
This was discussed in more detail in Chapter 5 by constructing a 3D multi-layered model.
Moreover, the interaction between pore pressure and hydraulic properties of the rock (porosity
and permeability) can alter the simulation results as well as the model structure. This effect will
also be more explored in Chapter 7 by assuming a pressure-dependent porosity and permeability
model. Last, the injection rate and volume from operational data are based on 3D geometry in m³
units. The injection rate and volume, therefore, should be converted to a 2D plain-strain
geometry in m² units. This is not always trivial since it requires exact information about diffusion
length. In this thesis, the actual injection volumes were divided by 500, as the characteristic
length scale value for diffusion in this region.
The vertical 2D geometry can be helpful to resolve the issue of representing heterogeneity in
mechanical and hydromechanical properties of different strata from injection layer through the
basement. Nonetheless, performing the displacement for strike slip faults in such a geometry is
not practical. This can be done for normal and reverse faulting regimes (e.g., Segall and Lu,
2015; Segall and Chang, 2016) but not the strike-slip faulting regime. The 2D vertical model also
assumes finite horizontal geometry, thus the simulation results would be highly affected by the
boundary conditions.
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6.4.1 Uncertainty in mechanisms of induced seismicity
Either pore-pressure diffusion or poroelastic stress transfer to the fault can initiate earthquakes
depending on hydrogeological and geomechanical conditions of the faults in the Crooked Lake
region. One of the main objectives of this thesis was analyzing these two mechanisms for the
SS1 cluster in the region. These two mechanisms were evaluated in Sections 6.3.1 - 6.3.4 in the
result sections by plotting and comparing the temporal evolution of pressure, stresses, and
seismicity rate with the timing of actual observed seismicity. Here, from all the scenario cases
presented above, four scenarios that showed better temporal correlation with observed seismicity
are selected for further investigations. Table 6.3 summarizes these cases. The spatial distribution
of ∆" , ∆?@A, and > obtained by CFS rate on days 22 and 38 are presented in Figures 6.20-25.
Days 22 and 38 are selected for further analysis, since a few earthquakes with ! ≥ 3 occurred on
Fault II on day 22 and the largest event with !& = 3.9 took place on Fault I on day 38.
Spatiotemporal matches between the increase in ∆?@A and seismic events validate the
poroelasticity models described above.
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Table 6. 3 Summary of the cases considered in this section
Case#

Reservoir

Fault I

Fault II

Fault

Distance

Porosity/Permeability

Permeability

Permeability

strike

(m)

9 (−)/?1 , (I² )

(?2# , I²)

(?2- , I²)

angle

Fault I

(K, °)

(MN1) Fault
II (MN2)

a

MN1 = 500
"#%

0.15/ 10

"#-

10

"#-

10

MN2 =

90

1050
MN1 = 500
b

0.15/ 10"#%

"#3

10

"#-

10

MN2 =

90

1050
MN1 = 500
c

0.15/ 10"#%

10"#3

10"#3

MN2 =

90

1050
MN1 = 500
d

"#'

0.15/ 10

"#-

10

"#-

10

90

MN2 =
1050

Figure 6.21 shows the spatial distribution of pore pressure on day 22 for the four cases defined in
Table 6.3. The pore pressure perturbations for all cases show magnitude of ≤ 1 MPa around
faulted zone of Fault II at this time. It is, therefore, impractical to determine which case better
describes seismicity on this fault according to pore pressure perturbations. However, pore
pressure distribution around Fault I for the two cases where the fault is impermeable (b, c) shows
larger pore pressure perturbation on this date. The impermeable fault acts as a barrier for
pressure to spread out, therefore, the fluid pressure is built up around the faulted region.
The spatial distribution of CFS on day 22 for the four cases are shown in Figure 6.21. CFS
perturbations show magnitude of 0-0.5 MPa around faulted zone of Fault II for case (a). For the
cases of sealing faults (b, c), the fluid migration is inhibited through the faults, and this causes
negative CFS on the other side of the faults. CFS changes for the case (d), are negative on both
faulted zones. Negative CFS inhibits the slip on the faults. Thus, according to CFS distributions,
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the low permeability reservoir in case (d), is inconsistent with the occurrence of the earthquakes
on Fault II on day 22.
The spatial distributions of seismicity rate obtained from the CFS rate on day 22 are given in
Figure 6.22 (a-d). Induced seismicity is greatly correlated with injection distance to the faults.
Seismicity rates are high around the wellbores, yellow color, and low in distances away from the
wellbores in all four cases. For the cases (b, c), where Fault I is impermeable, greater seismicity
rates are observed around this fault. In fact, slower diffusion results in more outstanding effect of
poroelastic stressing on seismicity rate when faults are impermeable. The lowest rate of
seismicity on Fault I is obtained in case (d) where reservoir has lower permeability compared to
the other three cases. In all cases, seismicity rates are smaller, blue color, around Fault II. The
difference in seismicity rate magnitudes for the first three cases is insignificant, therefore, it is
not trivial to notify which case explains the events on Fault II.
Higher permeability of geological structures, cases (a-c), leads to higher pressure diffusion into
the faults and consequently, higher CFS. The seismicity rate is strongly related to CFS changes.
Even small perturbations in CFS leads to significant increase in seismicity rate because seismic
response to the stressing rate is nonlinear. The poroelastic results are also highly time-dependent
due to the time-dependent nature of injection rate and poroelastic processes.
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a)

b)

c)

d)

Figure 6.20: (a-d) Comparison of spatial distribution of pore pressure on day 22 for four different cases
given in Table 6.3. The blue dots represent the projection of seismicity cluster of SS1 on top of two
fault strands. The size of the dots is a function of earthquake magnitudes. A few earthquakes with ! ≥
3 occurred on Fault II on this date.
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b)

a)

d)

c)

Figure 6.21: (a-d) Comparison of spatial distribution of CFS on day 22 for four different cases.
The blue dots represent the projection of seismicity cluster of SS1 on top of two fault strands.
The size of the dots is a function of earthquake magnitudes. A few earthquakes with ! ≥ 3
occurred on Fault II on this date.
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a)

b)

c)

d)

Figure 6.22: (a-d) Comparison of the spatial distribution of seismicity rate, Eq. (2.51), on day
22 for four different cases given in Table 6.3. Blue color represents smaller seismicity rate and
yellow color represents greater seismicity rate.
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Figure 6.23 gives the spatial distribution of pore pressure on day 38. Pressure perturbations
around Fault II are almost identical for cases (a-c) and magnitude of changes are lower for case
(d). Pressure changes within the faulted area of Fault I are also identical for cases (b, c) and
lower magnitudes are observed for case (a). The low permeability reservoir, case (d), shows the
smallest pressure changes on Fault I at t = 38 d. Arguably, cases (b, c) can better justify the
occurrence of M1 3.9 on Fault I at t = 38 d based on the spatial distribution of fluid pressure on
this date.
The spatial distributions of CFS on day 38 are presented in Figure 6.24. CFS perturbations, like
pore pressure changes, are higher for cases (b, c), slightly lower for the case (a) and lowest CFS
perturbations are observed for the case (d) around Fault I. CFS is negative in case (d) around
Fault II, means the fault is stabilized on this date according to this model.
Figure 6.25 (a-d) shows the spatial distribution of seismicity rate resulted from CFS rate on day
38. The largest seismicity rates are observed around the faulted zone of Fault I in all cases. The
impermeable Fault I shows larger seismicity rate at two ends of the fault. This is more evident in
north end of Fault I in case (c) where Fault II is also impermeable. The low permeability Fault II
restricts the pressure propagation; therefore, the fluid pressure is built up in the area between the
sealing Fault I and Fault II. The low permeability reservoir in case (d) shows the greatest
seismicity rate values around the injection wells. In fact, the impermeable reservoir causes the
very slow diffusion and leads to post-injection seismicity rise.
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a)

b)

c)

d)

Figure 6.23: (a-d) Comparison of the spatial distribution of pore pressure on day 38. The blue dots
represent the projection of seismicity cluster of SS1 on top of two fault strands. The size of the dots
is a function of earthquake magnitudes. The largest event with !& = 3.9 occurred on Fault I on this
date.
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a)

b)

c)

d)

Figure 6.24: (a-d) Comparison of the spatial distribution of CFS on day 38. The blue dots
represent the projection of seismicity cluster of SS1 on top of two fault strands. The size of the
dots is a function of earthquake magnitudes. The largest event with !& = 3.9 occurred on Fault I
on this date.
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a)

b)

c)

d)

Figure 6.25: (a-d) Comparison of the spatial distribution of seismicity rate (Eq. 2.51) on day 38 for
four different cases given in Table 6.3. Blue color represents smaller seismicity rate and yellow color
represents greater seismicity rate.
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According to poroelastic results, the timing of the estimated induced seismicity is sensitive to the
hydrological properties of the faults and the reservoir, and distance between injection wells and
faults. The number of wells and location of the wells with respect to the fault plane are also
essential factors on spatial distribution of the induced earthquakes, which were not explored in
the scenarios explained above. In addition, the amplitude of the estimated seismicity rate is
highly influenced by the input parameters of the seismicity rate models, Eq. (2.50) and Eq.
(2.51), which will be discussed in next section. In 2D poroelastic models, the pore pressure
diffusion seems to be the main drive mechanism of induced seismicity in the region. It is evident
from the results that the pore pressure perturbations control the spatiotemporal changes in CFS.
In other words, poroelastic stress changes are mainly quantified by pore pressure changes. It can
be suggested that the Duvernay Formation and layers below have different hydraulic properties
that lead to different timing of fluid diffusion, seismicity patterns and amplitudes in different
locations of the domain.
It should be mentioned that there are some other reactivation mechanisms not considered in this
thesis. The other reactivation mechanisms have been explained in detail in Chapter 1. Hence, the
post-injection earthquakes that are difficult to explain by these two mechanisms could be
induced by other reactivation mechanisms. This needs to be further investigated in the future.
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6.4.2 Uncertainty in Seismicity rate models
The seismicity rate models calculated from simulation results can be compared with the timing
of actual seismicity observed in the region in order to identify the model configuration that better
explain occurrence of induced earthquakes. Although the seismicity rate models (2.6) are
independent of the earthquake magnitudes and actual numbers, they can provide information
about the time of the occurrence and the pattern of rise/fall in the number of earthquakes respect
to the background seismicity rate. In this section, the two seismicity rate models are further
investigated by analyzing the sensitivity of each input parameters on seismicity rate results.
The Dieterich (1994) seismicity rate model (driven by the CFS rate) is very simplified. The
model does not consider the magnitude of the earthquakes. In addition, the model predicts the
Omori’s aftershock decay rate by rapid changes in stress but does not explain the occurrence of
triggered daughter events (Segall and Lu, 2015). The Dieterich model assumes that faults are
critically stressed and close to failure, therefore any positive CFS rate can lead to nucleation of
earthquakes. For more accurate estimation of seismicity rate, there should be a pressuredependent threshold stress in which seismicity vanishes or initiates (Segall and Lu, 2015).
The seismicity rate model, Eq. (2.50), depends on the perturbation in pore pressure and CFS but
also on characteristic time scale %* (Segall and Lu, 2015). The input parameters for Eq. (2.50)
used in results sections above were assumed to be similar to Zhai and Shirzaei (2019). However,
these parameters should be estimated regionally and there should be a site-specific analysis for
obtaining more accurate results. To evaluate the influence of each parameter, I alter only one
parameter at a time and fix the rest to the reference model. If I vary all the four parameters at the
same time, this will result in a great change in amplitude, timing of the peak, and shape of the
seismicity rate curve (Segall and Lu, 2015; Zhai and Shirzaei, 2019). The reference Case 1 was
used for all the results presented in 6.3. Summary of each case scenario is given in Table 6.4.
Case 2 shows the effect of fault friction parameter K on seismicity rate. Case 3 presents the
impact of background effective normal stress (+ ) and case 4 presents the impact of background
stressing rate (-2̇ ).
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Table 6. 4 Summary of different seismicity rate analysis cases
Fault

Effective

Background

Background

Characteristic

friction

normal

stressing rate

seismicity

time scale

parameter

stress

(T0̇ , QRS/

rate (X0 )

(Y5 , VW)

(O)

(P, QRS)

VW)

0.003

35

10"/

1

1050

Case 2

0.006

35

10"/

1

2100

Case 3

0.003

17.5

10"/

1

525

Case 4

0.003

35

10"6

1

105

Case #

Reference
case 1

Figure 6.26 (a) shows seismicity rate model for the reference case on Fault I. For the reference
case, %* is equal to 1050 years. In this case, the seismicity rate jumps at % ≈ 20 d and quickly
drops about a week after injection ends but never returns to the background rate. Figure 6.26 (b)
presents the seismicity rate model for Case 2 where the %* doubles as a result of increase in K
from 0.003 to 0.006. In this case, the seismicity rate amplitude decreases significantly from ≈
110 in Case 1 to ≈ 11, however, the seismicity stays high for longer span of time. Figure 6.26 (c)
gives the seismicity rate model for Case 3. For this case, the %* halves by reducing + from 35
MPa in case 1 to 17.5 MPa. In this case, on the other hand, the seismicity rate stays high for
shorter time after injection ends and returns to the background rate around day 60. The amplitude
of the maximum seismicity rate is greater for this case compared to the reference case 1 when %*
is larger. Figure 6.26 (d) shows the seismicity rate model for Case 4. For this case, increasing %*
by increasing the background stressing rate does not influence the seismicity rate in the same
way as Cases 2 and 3. In fact, by increasing the background stressing rate from 1MPa drop in
10) year in case 1 to 1MPa stress drop in 104 year in Case 4, the maximum amplitude of
seismicity rate is almost similar to the reference case. It can be suggested that the seismicity rate
> is insensitive to the background stressing rate but highly sensitive to + and K and long
characteristic relaxation time had minimum impact on seismicity rate.
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a)

b)

c)

d)

Figure 6.26: (a-d) Compare seismicity rate model obtained by CFS rate for (a) the reference Case 1,
(b) Case 2, (c) Case 3, and (d) Case 4 on a point in the middle of Fault I. The blue graph shows the
temporal evolution of seismicity respect to background seismicity. The red dots show the
earthquakes with ! ≥ 1 occurred on Fault I.
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Figure 6.27 (a) shows the seismicity rate model for the reference case on Fault II. In this case,
the seismicity rate jumps at % ≈ 20 d and continues to grow for almost 50 days and never gets
back to the background seismicity rate for this model. Figure 6.27 (b) gives the seismicity rate
model for the case 2. In this case, the seismicity rate scales down from ≈ 4.5 in case 1 to ≈ 2.1.
In case 3, Figure 6.27 (c), the amplitude of the maximum seismicity rate enhances by reducing %*
compared to the reference case 1. The seismicity rate model for case 4 is shown in Figure 6.27
(d). For the second fault, located at larger distance from the injectors, decreasing the background
stressing rate doesn’t affect the seismicity rate results. Hence, the seismicity rate result remains
identical to the reference case.
The results of this analyses suggest that the Dieterich (1994) seismicity rate model is greatly
influenced by the input parameters. Based on this analysis, it can be concluded that
increasing/decreasing %* can influence the seismicity rate model in different ways. Generally,
increasing %* by varying effective stress + or friction parameter K can decrease the seismicity
rate. While decreasing %* significantly by increasing the background stressing rate -2̇ has no
effect on seismicity rate results. Overall, varying the input parameters changes the maximum
number of modeled earthquakes as well as the timing of the events generation. Changing one
parameter at a time can change the shape of the curve, the amplitude and the timing of the
estimated seismicity. The delay between seismicity rate increase and injection is probably due to
the gradual increase in cumulative CFS. In summary, the amplitude of the seismicity rate has the
greatest sensitivity to K and + and lowest sensitivity to -2̇ .
According to these sensitivity test analyses, the parameters used for the case 2 seem to be more
acceptable for the Fault I. Fault II appears to have different fault friction parameter and different
hydrological properties (porosity and permeability). The reservoir hydrological properties may
also be varying in different portions of the domain.
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a)

b)

c)

d)

Figure 6.27: (a-d) Compare seismicity rate model obtained by CFS rate for the reference case 1, case
2, case 3, and case 4 on a point in the middle of Fault II. The blue graph shows the temporal
evolution of seismicity respect to background seismicity. The red dots show the earthquakes with
! ≥ 1 occurred on Fault II.

The second seismicity rate model is obtained by changing pressure rates. There are two critical
input parameters for this model. The L value and seismogenic index (AM). Table 6.5 gives the
summary of each case analyzed here. The reference case was used for the results in section 6.3
presented above. Case 2 analyzes the influence of seismogenic index and case 3 analyzes the
influence of L value on the results. The L value used here for the reference case is obtained from
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Schultz et al. (2018a). AM used for the reference case is a comparison with what have been used
in Langenbruch and Zoback (2018), for Oklahoma induced seismicity.
Table 6. 5 Summary of different cases pressure rate seismicity model
Z

Case #
Reference case

Seismogenic index (.[)

1.01

3

Case 2

1.01

6

Case 3

2.02

3

1

Figure 6.28 (a-c) compares the seismicity rate obtained by pressure rates for three different
scenarios on Fault I. By doubling the AM from 3 for the reference case to 6 for Case 2, seismicity
rises dramatically by 1000 order of magnitude, but the shape of the graphs remains similar to the
case 1. Doubling the L value, on the other hand, decreases the seismicity rate by order of 10 in
Case 3. The shape and pattern of the graphs is comparable for all the cases. The seismicity starts
to grow at the same time and drops at the same time and began to plateau at the same time for all
three cases.
The seismicity rates gained by pressure rates for three different scenarios on Fault II are given in
Figure 6.29 (a-c). Unlike the other seismicity rate model by CFS rate, this seismicity rate model
by pressure rate is not influenced by the fault distance to the injectors. Hence, similar to Fault I,
by doubling AM, seismicity increases by order of magnitude of 1000 from > ≈ 20 in case 1 to
> ≈ 20000 in case 2. Doubling the L value also causes significant drop from > ≈ 20 in case 1 to
> ≈ 2 in case 3. Contrary to the seismicity rate modeled from CFS rate, varying input parameters
in the seismicity rate modeled from pressure only changes the maximum value of earthquakes.
The time frame of earthquake activation remains analogous for all the cases introduced in this
section.
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a)

b)

c)

Figure 6.28: (a-c) Compare seismicity rate model obtained by pressure rate for the reference case 1,
case 2, case 3 on a point in the middle of Fault I. The blue graph shows the temporal evolution of
seismicity respect to background seismicity. The red dots show the earthquakes with ! ≥ 1
occurred on Fault I.
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a)

b)

c)

Figure 6.29: (a-c) Compare seismicity rate model obtained by pressure rate for the reference case 1,
case 2, case 3 on a point in the middle of Fault II. The blue graph shows the temporal evolution of
seismicity respect to background seismicity. The red dots show the earthquakes with M ≥ 1 occurred
on Fault II.
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Chapter 7
7

Pressure-dependent porosity and permeability

7.1 Introduction
Induced seismicity resulting from hydraulic fracturing operations in the Fox Creek region
demonstrated in this thesis were assumed to be caused by changes in pore pressure and/or
poroelastic stresses (see Chapters 5 and 6). The fluid-diffusion process in the subsurface is
controlled by hydraulic properties of the host rock as discussed in previous chapters. Thus,
characterizing the spatial distribution of permeability during the fluid injection can provide
information to better assess the influence of pressure and stress perturbations on the pre-exiting
faults and occurrence of induced seismicity.
The standard constitutive equations of linear poroelasticity (see Section 2.2), assume constant
material parameters. However, in situations such as hydraulic fracturing of unconventional
oil/gas reservoirs, porosity and permeability of the reservoir can be pressure and stress dependent
and vary in space and time. Hydraulic fracturing operations generally result in an increase in
porosity and permeability of the reservoir and surrounding formations, depending on the
extension of hydraulic fractures (Figure 7.1). The elevation in pore pressure leads to increase in
permeability either by shear failure on pre-existing fractures or opening new tensile fractures.
The pores remain open if the pore fluid pressure overcomes the minimum principal stress,
otherwise the pores will close by the creep effect (Renard et al., 2000). In addition, as fluid is
injected into the reservoir, the pore fluid pressure increases and causes a decrease in effective
normal stress which consequently lead to change the state of the stress in reservoir. In such
conditions the reservoir rocks are highly sensitive to changes in effective stress, therefore, using
stress-sensitive reservoirs to study pressure transient problems is suggested (e.g., Chin et al.,
2000; Yehya et al., 2018). The stress-sensitive reservoirs have been long recognized, however,
most of the previous studies focused on compaction caused in reservoirs as a result of oil and gas
production (e.g., Lorenzo 1999, Fisher et al., 2017) and less research has been conducted on
reservoir stress-sensitivity during fluid injection.
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This chapter addresses the effect of pressure-dependent porosity and permeability of the
reservoir on pressure propagation and poroelastic stress response to fluid injection. Further, the
results of the pressure-dependent model are compared with the model wherein porosity and
permeability were defined constant over the injection process. Ultimately, the model setup in a
2D is applied to a real case of injection-induced seismicity in the Crooked Lake region.
The permeability enhancement by increase in pore fluid pressure causes rapid diffusion of fluid
into the fault and can facilitate a slip on the fault. Therefore, this case analyzes the evolution of
the permeability that might affect the occurrence of injection induced earthquakes in different
ways (e.g., Cappa 2009; Zhu et al., 2020).

7.2 Numerical model settings
I investigated two different pressure-dependent permeability scenarios. The first scenario is a
short-period injection point model which focuses on pressure and stress perturbations on nearby
faults. The second scenario analyzes the effect of permeability evolutions on occurrence of
injection-induced seismicity in the Crooked Lake. The latter scenario was performed to improve
the modeling configurations used in Chapter 6, since the hydraulic properties of the injection
layer are time and space dependent during hydraulic fracturing stimulations. The material
parameters, i.e., except reservoir porosity and permeability for the pressure-dependent case, used
are identical for two scenarios and summarized in Table 6.1. However, the injection parameters
are assigned to each specific case and will be described for each simulation case accordingly.
For both scenarios, I considered a 2D domain with a dimension of 20×20 km with two high
permeability faults which are oriented vertical. The fault permeability based on laboratory
samples can show a range of values between 10-22 for a sealing fault to 10-12 m2 for a conduit
fault (Smith and Evans, 1984). In this chapter the faults are considered conduit with a value of
10-12 m2 while the surrounding host rock has a lower permeability of 10-15 m2, meaning that the
host rock permeability is 103 times less than the faults permeability. The initial permeability (52 ),
and initial porosity (W2 ) of the reservoir (host rock) were selected based on the geology analyses
conducted in Chapter 3.
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Figure 7.1:Schematic illustration of hydraulic fracturing operations. The hydraulic fractures are
illustrated with respect to the modeling setup in this chapter. The hydraulic fractures can
generate enhancement in matrix porosity and permeability.

To define the enhanced permeability, I correlated the porosity of the reservoir with changes in
differential pressure as was explained in Section 2.5. The model correlated to the differential
pressure is used in this section for further investigation due to its better description of hydraulic
fracturing stimulations. The permeability and porosity of the injection layer correlated with the
differential pressure and porosity of the injection layer correlated with the differential pressure
using Eq. (2.29) and Eq. (2.32). As mentioned in Chapter 2, the differential pressure is defined as
difference between confining pressure and pore pressure (X5 = X6 − ").
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Both model scenarios demonstrate the permeability evolution during the hydraulic fracturing and
healing (when injection ends) processes. In the first phase, as fluid is injected the pore pressure
starts to rise around the injection point and this leads to decrease in differential pressure.
Decrease in differential pressure causes enhancement in porosity and permeability of the
reservoir according to Eq. (2.29) and Eq. (2.32). This would be the case for either opening new
tensile fractures in the host rock or reopening pre-existing fractures. In phase two, the porosity
and permeability drop as the pore fluid pressure decrease (differential pressure rises), once
pumping stops. The poroelasticty equations are then numerically solved defining initial and
boundary conditions for both scenarios similar to the previous 2D models in Chapter 6, Figure
6.5 (a-b). The material parameters used for solving pressure-dependent porosity and permeability
equations are summarized in Table 7.1, where ? 57! is the drained compressibility, ? 87 is the
grained compressibility and were calculated based on elastic parameters in Table 6.1.; and F is
the correlation factor (Shapiro et al., 2003). The porosity of the rock is divided into two
components of compliant (W67 ) and stiff porosities (W!7 )which were described in detail in
Section 2.5.

Table 7. 1 Summary of pressure-dependent model parameters used in Eq. (2.29) and Eq. (2.32)
9 (−)

?0 (m²)

91!

98!

, 9:1 − ,;:

\8 , 9:1

]

Reference case

9 = 0.15

?0 = 10"#%

-

-

-

-

-

Pressure-

-

?0 = 10"#%

0.14

0.01

4E-11

4E-7

3.5

dependent case
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7.3 Simulation Results
7.3.1 Scenario 1 - point source injection
This section is not meant to simulate a site-specific injection case but to apply some reasonable
permeability and porosity values to explain the fault response to fluid injection and obtain the
poroelastic results accordingly. A second goal is to compare the results of the model that
considered the deformation impact on the host rock with the model that considered the porosity
and permeability constant throughout the injection process. This scenario assumed that the fluid
was injected through a point at a horizontal distance of 100 and 750 m from the Fault I and Fault
II respectively (see Figure 7.2). The fluid was injected from % = 0.1 d to % = 5 d with an
injection rate of 0.1 kg/s. The host rock and faults material parameters are similar to the
reference case in Chapter 6, Table 6.1.
Figure 7.2 (a-b) illustrates the model geometry and meshing elements used for the numerical
solutions in this section. There are five monitoring points with 100 m distance between two
consecutive points around each faulted zone. The points were used for monitoring pressure and
stress variations around each fault. Mesh element size are refined around the faults and injection
point to obtain more accurate pressure and stress perturbation results.
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b

a

2km

Injection point

2km

Figure 7.2: (a) Model geometry. There are two faults. Numbered black dots are monitoring points
used for data extraction and plots in this section. The horizontal distance between two consecutive
points is 100 m. The red dot shows the injection source point which is located at a horizontal
distance of 100 m from the Fault I. (b) Numerical tetrahedral meshing. Meshing element size is
refined around the injection point and faults. These illustrations focus on the faults and injection
site for clarity; the actual model dimension is 20×20 km to minimize boundary effects.

The differential pressure and permeability evolution of the reservoir at % = 1, 5, 20, and 100
days are presented in Figures 7.2 and 7.3. The differential pressure, which is a function of pore
pressure and the average of principal stresses, decreases as the pore pressure increases during the
injection. As the region of elevated pore pressure expands from the injection point, the
differential pressure becomes more negative. The change in differential pressure ranges between
-2 MP to ~ -0.15 MPa in the pressurized region over the simulation time span. Near the end of
injection, at t = 5 d, the faulted regions show the greatest changes in differential pressure which
subsequently leads to greatest increase in reservoir permeability (Figure 7.3b). The permeability
at this time is approximately ten times of the initial value around the injection point.
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b

-2
-1

Fault II

Fault II

-2

-1
Fault I

Fault I
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d

-0.5

-0.15
Fault II

Fault II

Fault I
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Figure 7.3: (a-d) Spatial distribution of differential pressure X5 at (a) t = 1, (b) 5, (c) 20 and (d) 100
Figure 7.3: (a-d) Spatial distribution of differential pressure X at (a) t = 1, (b) 5, (c) 20 and (d)
days. The differential pressure is shown in MPa unit. The purple5 represents greater changes (more
100 days. The differential pressure is shown in MPa unit. The purple represents greater changes
negative) and green represent smaller changes (less negative) of X5 .
(more negative) and green represent smaller changes (less negative) of X5 .
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Figure 7.4:Spatial evolution of permeability at (a) t = 1, (b) 5, (c) 20 and (d) 100 days. The
permeability is plotted in m2 unit. The purple represents greater values and green represents smaller
values of permeability.
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Figure 7.5:Regional pore pressure perturbation at t = 5d for the reference case (a) and pressuredependent case (b).

Regional pore-pressure perturbations are presented for the reference case and pressure-dependent
case at % = 5 d in Figures 7. 5. The lower permeability reservoir (reference case) shows fluid as
being trapped around the injection point at the end of injection while the case wherein
permeability evolution is considered shows fluid travels to larger distance by the end of
injection. The pressure perturbations in vicinity of the injection point are approximately six times
greater for the reference model than the pressure-dependent model. In addition, for the pressuredependent model Fault I and Fault II witness pressure increase of 0.5 – 1 MPa, while the
pressure remains unchanged in faulted regions for the reference case at this time.
The simulation results of changes in pore pressure around Fault I and Fault II at four points of
Pt1, Pt2, Pt4, and Pt5 are shown in Figures 7.6 and 7.7. All the pressure-dependent models in this
section are plotted with the reference case model wherein porosity and permeability are uniform
throughout the simulation. The pore-pressure changes are greater at all the points around the
faults for the pressure-dependent model. The higher permeability reservoir facilitates pressure
diffusion; thus, pressure reaches its peak faster than the model with uniform and relatively lower
permeability. On the other hand, the pressure-dependent model exhibits faster relaxation phase
after injection stops at % = 5 d. In other words, the model that incorporates a permeability
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increase deviates slightly from the reference case from the beginning of the injection. The
pressure drops immediately at shut-in time for the pressure dependent case while the reference
case experiences the peak of pressure a few days after injection terminates.

Figure 7.6: Pressure evolution around Fault I on Pt1 (a) Pt2 (b) Pt4 (c) and Pt5 (d). The red vertical
dashed line displays the shut-in time at t = 5 d. The solid and dashed curves represent two cases
where permeability is uniform and pressure dependent respectively.
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Figure 7.7: Pressure evolution around Fault II on Pt1 (a) Pt2 (b) Pt4 (c) and Pt5 (d). The red
dashed line displays the shut-in time at t = 5 d. The solid and dashed curves represent two cases
wherein permeability is uniform and pressure dependent respectively.
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Figure 7.8: Regional CFS perturbation at t = 5d for the (a) reference case and (b) pressuredependent case.

Next, the changes of Coulomb failure stress were examined. The Coulomb failure stress as
mentioned in previous chapters is a function of pore pressure, normal and shear stresses. Based
on the results of the Chapter 6, the CFS in the 2D domain with similar dimensions to this section
was dominantly influenced by pore pressure perturbations. Therefore, the graphs of ∆CFS show
very similar shape and trend to ∆". As shown in Figure 7.8a, the CFS variations are influenced
directly by pore pressure and increases significantly around the injection point, on contrary the
rest of the domain has zero changes in CFS. In Figure 7.8b magnitudes of changes around the
injection point are smaller as the fluid migrates away from the injection due to relatively higher
permeability. The difference between the reference case and the pressure-dependent case
adjacent to the injection point can be as large as ten times.
Figures 7.9 and 7.10 illustrate ∆CFS at Pt1, Pt2, Pt4, and Pt5 around Fault I and Fault II
respectively. The ∆CFS are greater for the pressure-dependent model compared to the reference
case. Similar to changes in pressure, the changes in CFS varies by distance from the injection
point. It is noted that Pt2 (7.9 b) for Fault I is located in smaller distance to the injection point
compared to the Pt1. Therefore, the CFS as well as the pore pressure depict larger values at Pt2
than Pt1.
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Figure 7.9: Coulomb failure stress evolution around Fault I on Pt1(a) Pt2 (b) Pt4 (c) and Pt5 (d).
The red vertical dashed line displays the shut-in time at t = 5 d. The solid curves show the
reference case while the dashed curves show the pressure dependent case.
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Figure 7.10: Coulomb failure stress evolution around Fault I on Pt1(a) Pt2 (b) Pt4 (c) and Pt5 (d).
The red vertical dashed line displays the shut-in time at t = 5 d. The solid curve represent the
reference model while the dashed curves represent the pressure-dependent model.
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7.3.2 Scenario 2 - the Crooked Lake case
To analyze the effect of permeability and porosity evolution during fluid injection process on
occurrence of induced seismicity, I performed a 2D simulation with pressure-dependent porosity
and permeability for the reservoir. The reservoir geomechanics, faults hydraulic and
geomechanics, as well as injection parameters and model setup remain identical to the reference
case described in Section 6.3.4. Pore pressure and CFS changes were tracked at two points in the
middle of Fault I and Fault II. In addition, the seismicity rate models by pressure rates and CFS
rates were calculated on points in the middle of each fault.
Figure 7.11 includes findings of pressure changes and calculated corresponding seismicity at
Fault I and Fault II. The results of the pressure dependent case (dashed curves) are plotted with
the reference model (solid curves). In addition, the histogram of observed earthquakes with ! ≥
1 are plotted for both faults. The pressure-dependent model shows greater change in pore
pressure on both faults compared to the reference model. The reference model, on the other hand,
shows the delayed diffusion more significantly. The two seismicity rate models (Figures 7.11)
are substantially different in terms of shape, peak, and timing. The pressure-dependent model for
both faults predict higher seismicity. The seismicity rate on Fault I, for example, shows increase
before shut-in and instantaneous decay afterwards. The rate for the reference model, however,
exhibits a more progressive feature with gradual increase and slower decline after shut-in.
The CFS perturbations observed on Fault I and Fault II and their corresponding seismicity rates
are presented in Figure 7.12. The CFS perturbations follow the pressure changes which is
consistent with previous results in Chapter 6. Thus, ∆CFS are larger for the pressure-dependent
model which subsequently predicts higher seismicity rates. The calculated seismicity rates for
Fault I can be as large as two times the reference case (Figure 7.12 c).
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Figure 7.11: Pressure evolution inside Fault I (a) and Fault II (b). The seismicity rate evolution
obtained by pressure rates on a point in the middle of Fault I (c) and Fault II (d). The solid curves
show the data for the case where porosity and permeability are constant whereas the dashed
curves represent the case where porosity and permeability are pressure dependent. The red
dashed line displays the time of injection shut-in at t = 23 d. The histogram of observed
earthquakes with M ≥ 1 are plotted in blue.
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Figure 7.12: Coulomb failure stress evolution on points in the middle of Fault I (a) and Fault II
(b). The seismicity rate models obtained by CFS rates on two points in the middle of Fault I (c)
and Fault II (d). The solid and dashed curves represent two different cases of constant and
pressure dependent porosity and permeability respectively. The red dashed lines display the time
of injection termination at t = 23 d. The histogram of observed earthquakes with M ≥ 1 are
plotted in blue.
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To compare the poroelasticity models, I also evaluated spatiotemporal matches between the
increase in pore pressure, CFS and observed seismic events. The spatial distribution of pressure
and CFS on day 22 and day 38 for two models are plotted in Figures 7.13 and 7.14. Days 22 and
38 of the simulation are selected specifically, since a few earthquakes with M ≥ 3 occurred on
Fault II on day 22 and the largest event with M = 3.9 took place on Fault I on day 38 (2 weeks
after shut-in), as was explained in Chapter 6.
The pressure-dependent model exhibits greater pressure perturbations on Fault I compared to the
reference model. The pressure changes on Fault II, however, do not indicate any significant
difference for the two models. Similar to pore pressure, CFS perturbations on Fault I are larger
for the pressure-dependent model and there is no significant difference around Fault II between
the two models.
The results of spatial distributions of pressure and CFS on day 38 imply that
pressure and stress variations are greater for the reference model than the pressure-dependent
model. This is due to quicker healing after shut-in for the pressure-dependent model.
In other words, pressure and stresses for the pressure-dependent model are larger during the well
operations and drop quickly afterward which also leads to lower magnitude of pressure and CFS
around both faults.
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Figure 7.13: Comparison of spatial distribution of pore pressure for the reference model (a)
and pressure dependent model (b) at t = 22 d. Comparison of spatial distribution of CFS for
the reference model (c) and pressure- dependent model (d) at t = 22 d. Blue dots represent the
observed seismicity with M ≥ 1 on Fault I and Fault II.
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Figure 7.14: Comparison of spatial distribution of pore pressure for uniform (a) and pressure
dependent porosity and permeability (b) at t = 38 d (a-b). Comparison of spatial distribution of
CFS for constant(c) and pressure dependent porosity and permeability (d) at t = 38 d (c-d). Blue
dots represent the observed seismicity with M ≥ 1 on Fault I and Fault II.
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7.4 Summary of Chapter 7
This chapter analyzed the theoretical effect of pressure-dependent porosity and permeability on
the poroelastic results. Two different model setups were investigated. The permeability was
correlated with differential pressure. Therefore, two phases of permeability were observed. The
first phase is when the permeability rises as a result of increase in pore pressure and
consequently decrease in differential pressure. The second phase is when permeability drops as
the injection stops, however, it remains slightly higher than initial value even after 100 days of
simulation time.
Overall, the pressure-dependent model better explains the occurrence of the induced earthquakes
on the fault farther from the injection well, whereas the lower permeability reservoir (uniform
permeability) may be a better match for the observed earthquakes for the fault closer to the
injection well. In addition, changes in pressure and stress for the constant-permeability case
persist for a longer time span compared to the pressure-dependent case. Thus, the post-injection
earthquakes may be attributed to the reservoir with lower and uniform permeability.
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Chapter 8
8

Discussion of the Results and Concluding Remarks

8.1 Quantitative geoscience of the Upper Devonian in Kaybob
region (Chapter 3)
As noted, several fault reactivation mechanisms have been considered for injection-induced
earthquakes in the WCSB (see Chapter 6). To quantify these mechanisms, it is essential to
understand the geologic characteristics of the seismically active regions. This thesis aimed to
improve the quality of the available geomechanical models of the injection-induced seismicity in
the WCSB, by 1) incorporating detailed geoscience characterization of the areas being modeled,
and 2) identifying the sources of uncertainties.
Safe hydraulic fracturing operations require evaluation of many geoscience parameters including
current in-situ stress state (i.e., magnitudes and orientations), the location, size, and orientation of
pre-exiting faults (if any), the expected magnitude of the stress and pressure changes caused by
HF operations, the thickness of sedimentary layers, and the hydraulic and elastic parameters of
the reservoir and overlying and underlying formations. As demonstrated in previous chapters,
these parameters need to be defined in order to establish the likelihood that stimulation process
may induce seismicity.
Chapters 3 and 4 characterized the geoscience of the Upper Devonian strata in the Fox Creek,
and the Upper Cretaceous strata in West Pembina, respectively, through well log interpretation /
analysis and core analysis. Stratigraphic / structural cross sections, structural elevation /
thickness maps were developed by correlating well logs and picking formation tops. The results
allowed the development of realistic 2D and 3D geometries for modeling. The porosity and
permeability of each stratigraphic unit was estimated adopting available core analysis or using
density logs. In addition, the elastic parameters were calculated using borehole logs, and stress
profiles were developed in order to assess the effect of lithology on fracturing process.
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These analyses demonstrated strong vertical variations of the mechanical properties of the Upper
Devonian formations at Fox Creek. The Duvernay Formation is composed of three units: the
Upper Shale, Middle Carbonate, and the Lower Shale. The variation in lithology resulted in
heterogeneity in elastic and hydraulic properties of the Duvernay. The Upper Duvernay which is
the target for the hydraulic fracturing, for example, showed negative correlation for higher
Young’s Modulus and Poisson’s Ratio. While the Middle Duvernay carbonate exhibited a very
high Young’s Modulus and high Poisson’s Ratio (Figures 3.15-17). Overall, TOC, clay content,
and porosity are some of the components that defined stiffness of the rock in the Duvernay
Formation. The Middle Duvernay, with its calcite cement and lower organic content, is stiffer
(higher Young’s Modulus) compared to the Upper and the Lower shale units.
It was also noted that the Duvernay Formation in the Kaybob region, is sited above high
permeability layer of the Beaverhill Lake Group and fractured Precambrian basement which can
highly influence the fracturing and injection process.
The overpressured condition of the Duvernay Formation is another factor that favors extension
of hydraulic fractures to the Ireton and the Beaverhill Lake Group. In fact, the overpressure
results in higher +9:;< in the Duvernay than the formations above and below. On the other hand,
when pore pressures in the Duvernay are hydrostatic, hydraulic fractures should be contained
within the Duvernay because the +9:;< is higher in the Ireton and the Beaverhill Lake Group. In
other words, the Ireton and the Beaverhill Lake Group act as stress barriers.

8.2 Quantitative geoscience of the Upper Cretaceous in West
Pembina
Stratigraphic analyses of the Upper Cretaceous section in West Pembina revealed significant
vertical variation within the Cardium Formation. The Cardium reservoir/ sandstone unit is
sandwiched between the Upper and the Lower Cardium shale units. The lithological variations
within the Cardium can affect the fracturing process. The quartzose sandstones, for example,
respond to hydraulic fracture treatments better than the relatively clay-rich shales. The rock
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dynamic elastic properties and stress profiles suggested that the conditions in the Cardium
reservoir unit promote hydraulic fracture containment within the reservoir.
Based on several years of drilling and completing horizontal wells in this region, it seems the
vertical fractures generated by hydraulic fracturing process do not extend through the caprock
(Colorado Group) which is consistent with lower gradient of minimum horizontal stress in the
Cardium reservoir unit.
Furthermore, the Cardium becomes more deeply buried towards the west of the study area, with
burial depth ranging from ~1700 in the east to ~2400 m in the west. This change in depth might
affect the reservoir properties and perhaps the potential for induced earthquakes in relation to
depth. For example, the Cardium has lower porosity in the west, possibly due to a higher degree
of compaction and cementation. In turn, these physical changes can be associated with different
petrophysical and geomechanical characteristics.

8.2.1 Uncertainties for geoscience characterizations
The geoscience characterizations are typically performed based on well logs, core tests, or
seismic data. For this thesis, seismic data were not available, and the geological maps were
created using only wireline well logs. Borehole logs provide a one-dimensional portrayal of the
geology. There are resolution limits on log measurements, e.g., sonic logs have a resolution limit
of ~60 cm, and any geological feature smaller than this resolution cannot be identified. Mapping
the extent and dimensions of geologic features using wireline logs alone adds uncertainty. For
example, thrust faults were identified in the western part of the West Pembina study area,
however it was not possible to map their extent given the availability of wireline logs for this
study. 3D seismic data might have been helpful, assuming the faults were large enough to be
resolvable, but were not accessible for this study.
Core tests and analyses can provide detail on in-situ stresses, i.e., borehole breakouts or drillinginduced fractures, as well as mechanical and hydraulic properties of the rock. For this thesis, the
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reservoir hydraulic properties (i.e., porosity and permeability) were determined through core
analyses for both regions. However, core measurements are typically limited to the reservoir
unit. Thus, for units above and below the reservoir other methods including well logs, previous
studies, or analogy for the Upper Cretaceous mudstones were employed.
The mechanical properties of the rock such as Young’s Modulus and Poisson’s Ratio can be
derived either from core tests (static) or well logs (dynamic). In an ideal case, where such core
tests are accessible, static elastic parameters can be calibrated with dynamic elastic parameters.
The two measurements usually correlate well in a vertical direction, such as borehole condition
(Sarvaramini et al., 2021). Although, the log-based measurements worked very well for the sake
of simulation in this thesis, where anisotropy is ignored, calibrating static and dynamic
measurements can improve representation of elastic parameters.
Furthermore, there is uncertainty in deriving pore pressure and principal stresses magnitudes
which were conducted through wireline log analysis. The most accurate method for estimating
+=:*> , is by the XLOT or DFIT tests wherein fracture reopening pressure is provided. These
tests were not accessible for West Pembina. This caused uncertainty for maximum horizontal
stress estimations. The vertical stresses in both regions were also estimated by integrating the
density logs. However, density logs are not typically measured in shallower depth. Therefore, to
estimate the vertical stress in shallow depth, the uniform density of 2500 kg/m3 was used.
Although the results of the vertical stress were consistent with profiles reported by Shen et al.
(2018), more statistical analysis are recommended to meticulously estimate vertical stress.
The microseismic monitoring project in the west Pembina monitored two HF wells in the area. In
west Pembina, unlike the other horizontal wells drilled in the western Canada in which HF wells
are drilled perpendicular to the +=:*> orientation, the HF wells are mostly drilled in N-S or
E-W orientations for economical or logistic purposes (Duhault et al., 2018). The effect of the HF
wells orientation with respect to the orientation of in-situ stresses may be further investigated in
future. Micoseismicity data gives information about location of faults and focal mechanisms.
However, the seismogram stations are sparse and mostly have a threshold for earthquake
magnitude of 1.5 (Galloway, 2012). Microseismcity data can also provide information about
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hydraulic fractures and hydraulic length (e.g., Shapiro, 2015). Unfortunately, this data was not
available for any of the studied regions in this thesis.

8.3 3D poroelasticity modeling (Chapter 5)
The simulation results of Chapters 5, showed that the geological parameters of lithology,
layering, and cementation can create vertical and lateral permeability heterogeneity and lead to
variability in observation of induced seismicity. The permeability heterogeneity from one
geologic unit to other resulted in different spatial and temporal distribution of stress and
pressure. In a region with a high matrix permeability, for example, pore pressure rapidly
propagated away from the source of injection. While in a region with a low permeability, pore
pressure diffusion occurred over a longer period. Mechanical properties of sedimentary layers in
injection site can also control the simulation results. Despite identical injection parameters in
Section 5.4.2, the CFS distributions differ significantly for FCM and WPM. The difference in
CFS distributions reflects difference in mechanical and hydraulic properties of geological
formations in these two regions and difference in operational constraints such as injection
volume and duration.
The orientation of the fault relative to the principal stresses can also control the magnitudes of
the CFS and therefore fault reactivation. Chapter 5 analyzed the effect of fault orientation on
simulation results. The fault orientation had minimum effect on CFS changes compared to other
factors such as distance to the injection, permeability of the sedimentary layers, and injection
parameters (rate and volume). Although a fault should be optimally oriented with respect to
tectonic stress regimes to be reactivated by injection process, non-optimally oriented faults may
be reactivated if they are located close to the injection well (e.g., Fan et al., 2016). Moreover, the
coefficient of friction can affect the potential for induced earthquakes. The lower coefficient of
friction can facilitate a slip on a fault, while a higher coefficient of friction can delay a slip (Fan
et al., 2018). The effect of coefficient of friction was not assessed in this thesis.
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Further, Chapter 5 addressed the question of why in some geologic regions such as West
Pembina, induced earthquakes (M > 3) have not been observed yet, despite high density of HF
activity? First, in such regions, the injection volume may be insufficient to increase pore pressure
and stress beyond critical level (e.g., Frohlich et al. 2015). The critical injection volume is
measured with respect to the permeability of the injection layer, overlying and underlying
formations. The typical injection volume for each well in the Duvernay is ~ 20000 m3 (Schultz
et al., 2018).
while this value is as low as 2000 m3 for the Cardium. Although the injection volume per well is
low in West Pembina, the number of HF wells are quite high. Therefore, the cumulative injection
volume in a given area can be as high as those in the Fox Creek. It should be mentioned that HF
operations are designed in such a way that the density of HF wells varies significantly from one
Township (~10 km x 10 km) to the next.
Second, for the case of West Pembina, the Cardium Formation overlies impermeable mudstones
of the Blackstone and Second White Specks. These low-permeability layers can act as barrier to
pressure transmission to the layers below and cause a delayed diffusion. In addition, the Cardium
Formation sits at a depth of ~ 2 km, while the basement faults are located at a depth of ~ 4 km.
Therefore, the likelihood of basement-connected faults around the Cardium depth is minor and
so the magnitudes of pressure and stress changes on such faults (if present) would be negligible
from Cardium completions. In addition, thrust faults reactivation was not considered in modeling
setups in Chapter 5 (e.g., Riazi and Eaton, 2020). Overall, the 3D simulation results in both
regions suggested that permeability and elastic parameters of the sedimentary layers, the distance
between the point on the fault and injection site, and the operational constraints are predominant
factors for the fault reactivation mechanisms and fault orientation is a relatively less critical
factor for simulation results.
In summary, a combination of permeability distribution in the region, high volume of fluid
injection, and presence of critically stressed basement faults increased the potential for induced
earthquakes in the Fox Creek / Kaybob region. As reported by various authors, induced events in
Alberta preferably occur in areas near the basement carbonate reef platform (Ghofrani and
Atkinson, 2016). Furthermore, it is suggested that there is a geological susceptibility in
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overpressured Duvernay (Eaton and Schultz, 2018). The geological susceptibility including
proximity of the injection layer to the basement faults, overpressure reservoir, adjacency to fossil
reef margins are some of the key factor controlling geological susceptibility to induced
earthquakes in the Duvernay play (Eaton and Schultz, 2018; Pawley et al., 2018; Schultz &
Pawley, 2019). The proximity to the basement controls the CFS increase by poroelastic effect of
the basement as discussed in Section 5.4.2. (Figures 5.7 and 5.9). In other words, CFS increase
are influenced directly by pore pressure in vicinity of the injection well, whereas the CFS
variations are indirectly influenced by the poroelastic effect in the basement (i.e., low Biot-Willis
coefficient).
To mitigate the potential for seismic hazard, therefore, the above factors should be considered
prior to operations. Although geological and geomechanical factors cannot be changed, the
injection parameters such as injection volume can be modified according to the location of HF
operations and proximity to the basement faults. However, this requires understanding the
location, dimensions, and orientation of pre-existing faults that can only be defined through 3D
seismic reflection data. Unfortunately, neither the nature of the fault surfaces (a control on
coefficient of friction) nor the fault permeability can be measured from seismic data.
Whereas in West Pembina, the lower permeability of overlying and underlying formations, the
shorter duration of injection, and absence of pre-exiting faults decreased the probability of
occurrence of larger induced earthquakes, even though the magnitudes of changes in pressure
and stress were as large as ten times for the Cardium Formation than the Duvernay Formation.
The changes in pressure and stress for the WPM occurred over a short period. In other words,
longer duration of injection can minimize the magnitude of pressure and stress changes while
quick injection and shut-in generates greater pressure and stress changes. In addition, the great
distance to the basement fault decreased the probability of observing any large event.

8.3.1 Limitations of the 3D geomechanical modeling
The coupled fluid flow and geomechanical modeling approach used in Chapter 5 created some
uncertainties and limitations as follow:
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•

Permeability anisotropy for sedimentary layers is ignored. Shales are considered
anisotropic, meaning the vertical permeability differs from horizontal permeability.
Assuming anisotropic permeability can influence simulation results which should be
considered in future works.

•

The initial state of pressure and principal stresses is neglected in modeling setup,
meaning the pressure and stress calculations in this chapter (see Figures 5.5-9) display the
changes of pressure and stress respect to initial state of zero. The Duvernay Formation is
considered to be overpressured at Fox Creek. As reported by other authors (e.g., Eaton
and Schultz, 2018), the induced earthquakes tended to occur in overpressured region of
the Duvernay.

•

In this thesis, the simulations were set to initial state of zero, therefore, the effect of
parameters such as overpressure in the Duvernay was ignored. The overpressure is
considered as a facilitator factor for trigger earthquakes in the Fox Creek region (Schultz
and Eaton, 2018).

•

The induced earthquakes in the Swan Hills/Duvernay were interpreted as reactivation of
basement strike-slip faults by Wang et al. (2017). 3D seismic reflection data from this
area, and studied by other authors, suggested similar fault inferences (e.g., Chopra et al.,
2017). Dynamic triggering from teleseismic surface waves implied that the faults in the
Fox Creek region are interpreted to be critically stressed and near failure prior to
operations (Wang et al., 2015, 2019). The models in this thesis also assumed faults are
critically stressed and near failure, therefore, slight increase in CFS can lead to a slip on a
fault. However, the ability to trigger fault movement can only be truly analyzed where
details of in-situ stress magnitudes are available (e.g., Van der Elst et al., 2013). Stress
profiles were developed for the Upper Devonian and Upper Cretaceous as a proxy to
determine the fracture extension in these two areas. However, XLOT tests would be
needed to better estimate horizontal stress magnitudes and therefore to rigorously
evaluate the potential for fault reactivation.
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•

The 3D model setup could not consider the effects of hydraulic fractures or stress
sensitivity of the reservoir. As noted previously, during hydraulic fracturing stimulation,
some natural fractures will be opened, and some new fractures will be added and create a
fracture network which was not considered in the 3D modeling setup. Characterizing
these fracture networks would require extensive 3D seismic interpretation or
microseismic data which were not available for this study.

•

Faults can be modeled as a 2D domain with a finite thickness. In Chapter 5, faults were
modelled as imaginary planes for CFS calculations. Therefore, faults were not treated as
a distinct domain with specific mechanical and hydraulic properties. Faults are generally
considered to consist of a fault core and a surrounding damage zone (Caine et al., 1996).
A fault can either act as a conduit wherein the fault permeability is higher than the
surrounding rocks, or act as a barrier wherein the fault permeability is lower than the
surrounding rocks. On some occasion, a combined conduit-barrier system exists (e.g.,
Caine et al., 1996). The fault hydraulic properties can greatly influence the pore pressure
diffusion and therefore the CFS and seismicity rate estimations, as discussed in detail in
Chapter 6. Chapter 5 has not analyzed the effect of fault permeability on simulation
results, since it was focused on comparison between FCM and WPM, the stratigraphic
units in these two regions, and operation parameters including injection volume and
duration.

•

The fluid was injected through a single line for the sake of simplicity in the model.
However, the effect of multiple wells with different orientations is suggested to be
evaluated in future.

8.4 Stress sensitivity of the reservoir
As discussed in Chapter 7, permeability of porous medium is dependent on pore pressure and
confining pressure (stress field). However, most previous studies using a geomechanical
modeling approach for fault reactivation mechanisms have assumed that the influence of rock
deformation on permeability is negligible. This assumption may be applicable in certain
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conditions (e.g., conventional sandstone or carbonate reservoirs) where deformations are very
small because of the reservoir rock’s low compressibility and relatively high permeability.
Nevertheless, for conditions such as hydraulic fracturing stimulation, the permeability of preexisting fractures can be significantly enhanced as a result of deformation of the rock and
changes in pore pressure and stress field.
Using the pressure-dependent modeling approach in Chapter 7, the permeability was correlated
with the differential pressure and was controlled by compliant and stiff components of porosity
of the rock. The model was developed based on experimental analysis conducted by Shapiro
(2003; 2015). I have conducted another approach correlating porosity and permeability to
volumetric strain. The pressure-dependent model by Shapiro (2015) better explained the
injection process due to its tie to pore pressure and differential pressure. A more detailed of
comparison between these models would require a detailed understanding of fracture networks
and microseismicity data.
The pressure-dependent model revealed that that there is a permeability heterogeneity in the
Duvernay Formation and the layers below the Duvernay. Fault II, located farther from the
injection wells observed seismicity beginning of the injection while Fault I, located closer to the
injection wells, observed post-injection seismicity. According to the results of the pressuredependent model, the lower permeability reservoir, therefore, is a better match for the postinjection events. The faults in the model are considered to be conduits. If Fault I was a barrier for
fluid diffusion, there would be a delayed diffusion and consequently delayed in occurrence of
induced earthquakes (see Figure 6.15).

8.4.1 Restrictions of a pressure-dependent permeability model
Despite the advances made in this project, there remain some limitations and uncertainties
regarding the modeling approach and data availability which should be discussed and considered
for future studies:
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•

The pressure-dependent case in Chapter 7 was evaluated for highly permeable faults.
However, faults can also act as barrier for fluid diffusion which was not analyzed here.

•

The faults are also modeled as a simple smooth 2D geometry without considering any
heterogeneity and roughness which can cause further shear resistance to slip (Fang and
Dunham, 2013). The permeability heterogeneity of faults can also contribute to the
simulation results, i.e., pressure and stress changes differently depending on their
permeability, i.e., conduit and barrier (e.g., Yehya et al., 2018).

•

The pressure-dependent model used in Chapter 7, is a very simplified consideration of a
stress / pressure sensitive reservoir (Shapiro, 2003). The model was created based on few
assumptions. First, rock deformations as a result of injection must be elastic and a
function of pore pressure and stress field. The porosity used in the model should be
connected porosity (effective porosity). Moreover, the rock should be considered
homogenous and isotropic. Shale reservoirs as mentioned previously can be highly
heterogenous and anisotropic which can be very important to represent as it may cause
variation in simulation results and explaining reactivation mechanisms.

•

The exponent using for fitting Eq. (2.32) also called permeability compliance, relates
permeability to other parameters. Different values between 0 to 4 were assumed in the
literature. This thesis used a value of 3.5 which is reasonable for a clastic rock (Hummel
and Muller, 2009). The fitting exponent can change the permeability variation with
differential pressure. The coefficient needs to be calibrated with well data (i.e., pressure
data, production data, or microseismicity data) to achieve a certain order of magnitudes
increase in permeability (e.g., Cappa and Rutqvist, 2011).

•

Further, the model was obtained based on Gassmann-type approximation of the
poroelasticity which is applicable for rocks with connected porosity. The rock ductile and
plastic response are ignored in this model. However, the model can be applicable in some
situations such as hydraulic fracturing stimulations wherein permeability changes by fluid
injection process (Shapiro, 2015).
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•

The permeability evolution was only considered for the reservoir; however, the fault zone
permeability also evolves during reactivation. The fault permeability changes depend on
the fault architecture and properties (Cappa and Rutqvist, 2011).

•

There are uncertainties regarding seismicity rate models obtained by CFS rates and
pressure rates. The seismicity rate models do not consider the magnitudes of the events
but are instead an approximation for showing the trend of seismicity. This was discussed
in detail in Section 6.4.2.

•

There is uncertainty regarding events hypocenters which leads to uncertainty in
determining fault location and size (Hun et al., 2021).

8.5 Conclusions
This thesis compared and contrasted relationships between hydraulic fracturing and induced
seismicity for two different unconventional reservoirs at two different locations in Alberta: The
Fox Creek area where the Devonian Duvernay Formation is the hydrocarbon development target,
and West Pembina where the Upper Cretaceous Cardium Formation is being developed.
Hydraulic fracturing has induced seismicity in the first area, but no induced seismicity has been
detected in the second. Differences in geology including reservoir rock properties (i.e., elastic
parameters and hydraulic properties), distance to the basement faults, presence of pre-exiting
faults, stress field, and hydraulic properties of the underlying formations are shown to be
primarily responsible for the differences in induced seismicity.
The Fox Creek analyses focused on an induced seismicity cluster that occurred in Dec 2014-Jan
2015. Geomechanical modeling coupled with fluid flow was applied in order to simulate fluid
injection and obtaining the pore pressure and stress changes on the pre-exiting faults. The
geoscience characterization of the Upper Devonian was incorporated into the geomechanical
modeling approach to improve accuracy of the simulation results. To quantify the simulation
results different scenarios for operational parameters, faults orientation, hydraulic properties of
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the reservoir and faults were investigated in both two-dimensional and three-dimensional
domain. In addition, a 3D model was constructed for hydraulic fracturing operations in West
Pembina based on geoscience characterization of the Upper Cretaceous in the region. The WPM
was compared with FCM to specify the difference between two regions in terms of occurrence of
induced earthquakes despite large number of HF activities.

8.5.1 Impact of geoscience characterization in geomechanical
modeling
The geoscience characterization work presented here went beyond the analyses typically
included in most subsurface modeling. The intent of that work was to: a) provide realistic inputs
for the modeling (thicknesses, properties, etc.), and b) evaluate model sensitivity to variations in
geologic parameters. A key finding was that the models can be quite sensitive to variations in
parameters such as permeability and elastic parameters, and so it is important to either measure
the properties directly (e.g., core analysis) or to calculate them from available data (e.g., pore
pressure).
The following specific results highlight some of the geoscience findings:
1. The Duvernay Formation thickness varies between 40 - 66 m with highest thickness in
the central area, while the Middle Duvernay carbonate unit thickness ranges between 212 m with highest thickness in north and east of the study area.
2. The Duvernay Formation dips significantly towards southwest of the study area. The
structural elevation varies from ~ 2100 m below sea level in northeast to ~ 2700 m below
sea level in southwest.
3. The Duvernay is overlain by mudstones of the Ireton Formation and underlain by
carbonates of the Beaverhill Lake Group. The Duvernay Formation has an average
permeability of ~ 390 nD while Ireton and the carbonate of the Beaverhill Lake group
have permeability of 25-100 and 2-479 mD respectively. The Upper Devonian
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stratigraphic units in the study area pose significant vertical variations in terms of elastic
parameters and hydraulic properties and incorporating these variables significantly
affected results of poroelastic modeling.
4. The Cardium Formation thickness varies from 96-125 m with the highest thickness
towards west, in part due to the presence of thrust faults. The Cardium reservoir (referred
to as the “Cardium Sand” in industry or the Raven River allomember by some
stratigraphers) varies in thickness from 8 m in the south to 13 m in north and northwest of
the study area.
5. The Cardium Formation, similar to the Duvernay deepens by approximately 500 m
towards the southwest of the study area (elevation ~ -780 in the northeast to -1280 in
southwest).
6. The Upper Cretaceous stratigraphic units including the Wapiabi, Cardium, Blackstone,
and Second White Specks differ in terms of geomechanical and hydraulic properties. The
Cardium reservoir has a permeability of 0.02-3 mD and porosity of 3-13 %. The Wapiabi
and Blackstone formations have permeabilities approximately three orders of magnitudes
less than the Cardium.
7. The lithological variations also lead to geomechanical variations in the Upper Cretaceous
formations. The Cardium SS has higher Young’s Modulus and lower Poisson’s Ratio
compared to the mudstones above and below.
8. Stress profiles in West Pembina reservoir units remarkably differ from stress profiles in
the Fox Creek. In other words, the Cardium Formation has lower minimum horizontal
stress compared to the overlying and underlying shales which leads to containment of
fractures within the Cardium. In the Fox Creek area, by assuming overpressure gradient
for the Duvernay, the minimum horizontal stress of the Duvernay is greater than the
Ireton and the Beaverhill Lake Group, and this promotes hydraulic fracture propagation
upward into the Ireton.
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Different modeling setups were evaluated in this thesis. The 3D geomechanical modeling
coupled with fluid flow was adopted for evaluation of relation between hydraulic fracturing and
induced seismicity in the Fox Creek and West Pembina, the following presents the major
findings of these models:
9. The 3D model for the Fox Creek showed that the pore pressure is dominant factor for
induced seismicity in vicinity of the injection well and poroelastic stress is the leading
mechanism in the basement, farther distance from the injection well.
10. The 3D model in West Pembina, showed great elevation in pore pressure and CFS nearby
injection site. However, pressure drops quickly after injection termination.
11. The Cardium Formation is located about 2 km above the Precambrian basement,
therefore, the probability of presence of pre-exiting strike-slip or normal faults at the
reservoir level is reduced, and fracture fluids would need to travel long distance in order
to reach to any basement-related faults. Thrust faults are present at the level of the
Cardium reservoir, but modeling the effects was not attempted. To identify the length and
size of these thrust faults more detailed structural analysis is required. The in-situ faulting
stress regime in most places in the WCSB has been reported as strike-slip by various
authors. The thrust faults were formed when [? (maximum principal stress) was the
maximum horizontal stress and [@ was the vertical stress. Considering the present stress
field where [? is the maximum horizontal stress and [@ is the minimum horizontal stress,
the probability that fluid injection causes any fault reactivation is reduced, due to not
favorably orientation of the fault.
12. Injection duration plays a critical role on persistence of pressure and stress perturbations,
for example, the FCM model showed more enduring pressure and CFS perturbations
compared to the WPM.
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13. The effect of fault orientation on CFS was analyzed for both models of FCM and WPM.
The fault orientation had a minimum effect on simulation results compared to the
injection parameters and rock properties.
The 2D model setup was employed for describing the seismicity cluster in Dec 2014-Jan 2015 in
the Fox Creek and here are some of the findings of evaluation of different scenarios for the
modeling setup:
14. The two model results showed that the pore pressure is dominant factor in causing
induced earthquakes on both Fault I and Fault II. The magnitudes of CFS were greatly
influenced by pore pressure perturbations.
15. Analyzing different scenarios for fault permeability and reservoir permeability suggest
that the lower permeability reservoir or the lower permeability Fault I are good proxy for
explaining post-injection seismicity.
16. Similar to 3D model results, fault orientation is considered a less important controlling
factor on simulation results compared to other factors including the distance to the
injection wells, faults permeability and reservoir permeability.
17. The spatiotemporal distribution of pore pressure and CFS revealed that there is
permeability heterogeneity in the reservoir in sections of Fault I and Fault II.
Ultimately, the 2D geomechanical modeling approach was improved by defining the reservoir
porosity and permeability as a function of pore pressure and stress field:
18. The pressure-dependent model suggested heterogeneity in reservoir permeability, as
induced earthquakes on Fault I were better explained with the model wherein reservoir
porosity and permeability were considered uniform, while induced events on Fault II can
preferably be described by the pressure-dependent model wherein reservoir porosity and
permeability increase as a result of injection.
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In summary, it can be concluded that the controlling parameters in poroelastic results in order of
importance are 1) Fault distance to the injection site, 2) Reservoir permeability, 3) Fault
permeability, 4) Injection constraints specifically injection duration, 5) The Biot-Willis
coefficient of the basement in cases where hydraulic fracturing occurs relatively close to the
basement, and 6) Fault orientation. This emphasizes the role of detailed geoscience studies in
constructing more realistic models that can be a good representative for the regional geology.

8.6 Future work recommendation
Geoscience characterization requires analyzing a complex 3D volume of rock formations with
heterogeneity and anisotropy. Using 1D wireline well logs have limited resolution. Most of the
available conceptual geologic models create characterization uncertainties (Lindsay et al., 2013;
Westaway, 2015). In geologic regions where there is a public concern regarding oil and gas
activities such as western Canada, therefore, it is critical to determine sources of uncertainties
and reduce these uncertainties. For example, in modeling setup used in this thesis, the
sedimentary layers and faults were modeled as an isotropic and homogenous medium. However,
the simulation results suggest heterogeneity in the reservoir and faulted region. In addition, faults
were modeled as a simple 2D medium without considering any roughness and the effect of
fracture networks on reservoir permeability was ignored. Thus, the validation of 3D and 2D FEM
models by adding more complexity to the modeling setup needs to be investigated further in
future.
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Appendices
Appendix A
Table A 1. Injection rates start and end time and rate per stage for well 1.
Name
Expression
Description
Ss1
0.271[d]
stage 1 start
Se1
0.432111111[d] stage 1 end
S1rate
0.18[kg/s]
injection rate
Ss2
3.148777778[d] stage 2 start
Se2
3.276555556[d] stage 2 end
S2rate
0.20[kg/s]
injection rate
Ss3
3.530722222[d] stage 3 start
Se3
3.648083333[d] stage 3 end
S3rate
0.24[kg/s]
injection rate
Ss4
4.182805556[d] stage 4 start
Se4
4.298777778[d] stage 4 end
S4rate
0.26[kg/s]
injection rate
Ss5
11.73697222[d] stage 5 start
Se5
12.06197222[d] stage 5 end
S5rate
0.06[kg/s]
injection rate
Ss6
12.48211111[d] stage 6 start
Se6
12.60086111[d] stage 6 end
S6rate
0.25[kg/s]
injection rate
Ss7
12.84391667[d] stage 7 start
Se7
12.9585[d]
stage 7 end
S7rate
0.26[kg/s]
injection rate
Ss8
13.18211111[d] stage 8 start
Se8
13.29808333[d] stage 8 end
S8rate
0.26[kg/s]
injection rate
Ss9
13.74113889[d] stage 9 start
Se9
13.86266667[d] stage 9 end
S9rate
0.23[kg/s]
injection rate
Ss10
14.23836111[d] stage 10 start
Se10
14.35363889[d] stage 10 end
S10rate
0.27[kg/s]
injection rate
Ss11
14.68488889[d] stage 11 start
Se11
14.79877778[d] stage 11 end
S11rate
0.22[kg/s]
injection rate
Ss12
15.15086111[d] stage 12 start
Se12
15.26822222[d] stage 12 end
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S12rate
Ss13
Se13
S13rate
Ss14
Se14
S14rate
Ss15
Se15
S15rate
Ss16
Se16
S16rate
Ss17
Se17
S17rate
Ss18
Se18
S18rate
Ss19
Se19
S19rate
Ss20
Se20
S20rate
Ss21
Se21
S21rate
Ss22
Se22
S22rate
Ss23
Se23
S23rate
Ss24
Se24
S24rate
Ss25
Se25
S25rate

0.24[kg/s]
15.44738889[d]
15.56058333[d]
0.26[kg/s]
16.046[d]
16.8585[d]
0.03[kg/s]
17.25502778[d]
17.36475[d]
0.27[kg/s]
17.67377778[d]
17.7835[d]
0.27[kg/s]
18.11405556[d]
18.22794444[d]
0.25[kg/s]
18.53488889[d]
18.63975[d]
0.26[kg/s]
18.96336111[d]
19.07586111[d]
0.25[kg/s]
19.546[d]
19.64322222[d]
0.25[kg/s]
19.92516667[d]
20.03419444[d]
0.23[kg/s]
20.17863889[d]
20.29113889[d]
0.26[kg/s]
20.88836111[d]
20.99669444[d]
0.22[kg/s]
21.11475[d]
21.2335[d]
0.22[kg/s]
21.41127778[d]
21.53627778[d]
0.19[kg/s]

injection rate
stage 13 start
stage 13 end
injection rate
stage 14 start
stage 14 end
injection rate
stage 15 start
stage 15 end
injection rate
stage 16 start
stage 16 end
injection rate
stage 17 start
stage 17 end
injection rate
stage 18 start
stage 18 end
injection rate
stage 19 start
stage 19 end
injection rate
stage 20 start
stage 20 end
injection rate
stage 21 start
stage 21 end
injection rate
stage 22 start
stage 22 end
injection rate
stage 23 start
stage 23 end
injection rate
stage 24 start
stage 24 end
injection rate
stage 25 start
stage 25 end
injection rate
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Table A 2. Injection rates start and end time and rate per stage for well 2.
Name
Expression
Description
Ss26
0.0264[d]
stage 1 start
Se26
0.168066667[d]
stage 1 end
S26rate
0.23[kg/s]
injection rate
Ss27
0.755566667[d]
stage 2 start
Se27
0.895844444[d]
stage 2 end
S27rate
0.21[kg/s]
injection rate
Ss28
1.178483333[d]
stage 3 start
Se28
1.298622222[d]
stage 3 end
S28rate
0.23[kg/s]
injection rate
Ss29
1.578483333[d]
stage 4 start
Se29
1.688205556[d]
stage 4 end
S29rate
0.25[kg/s]
injection rate
Ss30
1.900705556[d]
stage 5 start
Se30
2.00765[d]
stage 5 end
S30rate
0.26[kg/s]
injection rate
Ss31
2.2014[d]
stage 6 start
Se31
2.309038889[d]
stage 6 end
S31rate
0.26[kg/s]
injection rate
Ss32
2.604177778[d]
stage 7 start
Se32
2.78265[d]
stage 7 end
S32rate
0.18[kg/s]
injection rate
Ss33
2.9889[d]
stage 8 start
Se33
3.094455556[d]
stage 8 end
S33rate
0.25[kg/s]
injection rate
Ss34
3.365288889[d]
stage 9 start
Se34
3.459038889[d]
stage 9 end
S34rate
0.26[kg/s]
injection rate
Ss35
4.022927778[d]
stage 10 start
Se35
4.118066667[d]
stage 10 end
S35rate
0.27[kg/s]
injection rate
Ss36
4.43265[d]
stage 11 start
Se36
4.566677778[d]
stage 11 end
S36rate
0.21[kg/s]
injection rate
Ss37
13.15487222[d]
stage 12 start
Se37
13.25001111[d]
stage 12 end
S37rate
0.22[kg/s]
injection rate
Ss38
14.48959444[d]
stage 13 start
Se38
14.59931667[d]
stage 13 end
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S38rate
Ss39
Se39
S39rate
Ss40
Se40
S40rate
Ss41
Se41
S41rate
Ss42
Se42
S42rate
Ss43
Se43
S43rate
Ss44
Se44
S44rate
Ss45
Se45
S45rate
Ss46
Se46
S46rate
Ss47
Se47
S47rate
Ss48
Se48
S48rate
Ss49
Se49
S49rate
Ss50
Se50
S50rate

0.25[kg/s]
14.97778889[d]
15.1014[d]
0.23[kg/s]
15.48265[d]
15.59723333[d]
0.26[kg/s]
15.94445556[d]
16.07917778[d]
0.21[kg/s]
17.96042778[d]
18.08681667[d]
0.24[kg/s]
18.48403889[d]
18.59445556[d]
0.27[kg/s]
18.90556667[d]
19.02848333[d]
0.24[kg/s]
19.32015[d]
19.43820556[d]
0.24[kg/s]
19.8014[d]
19.92153889[d]
0.23[kg/s]
20.2264[d]
20.32778889[d]
0.25[kg/s]
20.76876111[d]
20.89584444[d]
0.24[kg/s]
21.41042778[d]
21.5014[d]
0.25[kg/s]
22.64723333[d]
22.76598333[d]
0.21[kg/s]

injection rate
stage 14 start
stage 14 end
injection rate
stage 15 start
stage 15 end
injection rate
stage 16 start
stage 16 end
injection rate
stage 17 start
stage 17 end
injection rate
stage 18 start
stage 18 end
injection rate
stage 19 start
stage 19 end
injection rate
stage 20 start
stage 20 end
injection rate
stage 21 start
stage 21 end
injection rate
stage 22 start
stage 22 end
injection rate
stage 23 start
stage 23 end
injection rate
stage 24 start
stage 24 end
injection rate
stage 25 start
stage 25 end
injection rate
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