Among the iterative reconstruction algorithms for tomography, the multiplicative algebraic reconstruction technique (MART) has two advantages that make it stand out from other algorithms: it confines the image (and therefore the projection data) to the convex hull of the patient, and it maximizes entropy. In this paper, we have undertaken a series of experiments to determine the importance of MART nonlinearity to image quality. Variants of MART were implemented aiming to exploit and exaggerate the nonlinear properties of the algorithm. We introduce the Power MART, Boxcar Averaging MART and Bouncing MART algorithms. Power MART is linked to the relaxation concept. Its behaviour is similar to that of the chaos of a logistic equation. There appears to be an antagonism between increasing nonlinearity and noise in the projection data. The experiments confirm our general observation that regularization as a means of solving simultaneous linear equations that are underdetermined is suboptimal: it does not necessarily select the correct image from the hyperplane of solutions, and so does not maximize the image quality:x-ray dose ratio. Our investigations prove that there is scope to optimize CT algorithms and thereby achieve greater dose reduction.
Introduction
MART (multiplicative algebraic reconstruction technique) is a nonlinear iterative algorithm for CT (computed tomography) image reconstruction (Gordon et al 1970) with the desirable properties that: (a) it converges to and selects for the one solution of the simultaneous, usually underdetermined set of linear CT equations that maximizes entropy (Lent 1977 , Lent and Censor 1991 , Darroch and Ratcliff 1972 it confines the reconstruction to the convex hull of the object (Meisters and Ulam 1967 , Beyer and Ulam 1968 , Chaudhuri and Rosenfeld 1998 . With the revival of iterative algorithms for CT, in the context of cone beam reconstruction for multislice CT (Donaire and Garcia 1999 , Mueller et al 1999a , 1999b , Mueller and Yagel 2000 , Wang et al 1999 , Badea 2000 , Hsieh et al 2000 , Chlewicki 2001 , and the high total patient doses that are now occurring, with CT representing 40-75% of the population dose (Kalender 2000 , Crawley et al 2001 , Wiest et al 2002 , it is time to readdress the issue of dose reduction in CT (Gordon 1976) . From Wiest et al (2002) we may estimate that at present the ratio of the dose of an average CT to the dose of an average non-CT x-ray examination is 16. The total dose per person to the population, including CT, is now at a level four times that before CT, and is on the increase.
We think that dose reduction may be possible, that goes well beyond alternate beam filtering (Itoh et al 2001) , digital filtering (Kachelriess et al 2001) , tailoring technique to patient size , Paterson et al 2001 , Kalra et al 2002 or beam modulation according to cross-sectional shape of the patient , 2001 , Mastora et al 2001 , Lehmann et al 1997 , Giacomuzzi et al 1996 , by revamping the CT algorithms themselves. Towards this goal, we have undertaken a series of experiments to determine the importance of the degree of MART nonlinearity for image quality. Variants of MART were devised and implemented aiming to exploit and exaggerate the nonlinear properties of the algorithm. To our surprise, we reached a threshold at which MART became chaotic in its behaviour.
The convex hull property of the MART algorithm is clinically important: it automatically approximates the convex hull of the patient, and thus most of the data are driven into the region occupied by the patient, resulting in an increased image quality:dose ratio. The convex hull is defined as the envelope of all straight lines that touch an object at its perimeter or surface, but do not cross the object (Meisters and Ulam 1967 , Beyer and Ulam 1968 , Chaudhuri and Rosenfeld 1998 . For the two-dimensional case, we define the CT convex hull as a polygon designated by the intersection of two sets: (a) the rays used in acquiring a set of CT data and (b) the straight lines defining the convex hull. MART confines the reconstruction to the CT convex hull of the object, which is, in general, just marginally larger than the convex hull. This is a modest improvement over additive ART, which confines the data to a square around the patient, and a vast improvement over the industry-standard filtered backprojection (see FBP for cone beam CT: Cho et al 1994 , Defrise and Clack 1994 , Weng et al 1996 , Kudo and Saito 1998 , Tang and Ning 2001 , Tam et al 2002 , which scatters image over infinite space. Thus, as the CT community turns to 3D iterative algorithms, we suggest that the best choices will be MART-like algorithms.
Methods
The original MART algorithm (Gordon et al 1970) can be written as
where x k j and x k+1 j are the successive estimates at iterations k and k + 1 of the reconstructed value for the jth ray; y i and H ik x k are the projection and the reprojection values corresponding to the ith ray; H is the projection operator applied on the current x k image; γ is the relaxation factor and h ij represents the contribution of reconstruction ray i and pixel j. Note that there is a different ray j generated for each distinct position of each detector array and/or the x-ray source, if a moving gantry is used.
Power MART and the relaxation concept
In expression (1), by notation, the correction error ratio is c = y i /H ik x k . Thus, the multiplicative updating of ray j in the reconstructed image becomes, for γ = 1,
where p = 1 for h ij = 1 and p = 0 for h ij = 0 (binary weighting: Gordon and Herman 1974) . In our study, we have tested, when h ij = 0 or 1, p = {0.5, 1, 1.9, 2, 2.1}, and named the new algorithms (for p = 1) 'Power MART'. The motivation for doing this is that higher powers sharpen features along a ray that develop during the reconstruction process. Different power exponents applied to the correction factor were also used with the Expectation Maximization algorithm to alter the speed of convergence and to have a uniform correction efficiency at all spatial frequencies (Tanaka 1987) . Expression (2) is equivalent to
and if we make the assumption that c − 1 1, i.e., that the normalized error c − 1
1, we can take the first term in the Taylor expansion of (3):
Expression (4) is the well-known RAMLA algorithm (Browne and De Pierro 1996) . In Censor et al (1989) , it was proved that MART is a particular case of Bregman's relaxed algorithm introduced in De Pierro and Iusem (1986) , that is, for a given p there is a value of Bregman's relaxation parameter that gives rise to MART.
Critical power
According to our tests, Power MART using p > 2 power exponents leads to divergence of the reconstruction process and to the collapse of the image even for the well-determined case. Figure 1 presents the reconstructed images of a modified Shepp and Logan phantom available in MATLAB (The MathWorks, Natick, MA) version 6.5, with n 2 = 157 × 157 pixels, M = 128 projections, using Power MART with different exponents p = {1, 1.9, 2, 2.1}. The detailed description of the phantom is given in table 1. Note that p < 2 involves convergence, p = 2 cycles between two false solutions shown here at the fifth (b) and tenth iterations (c), while p = 2.1 causes collapse of the image even before the first iteration. The power exponent leading to the collapse of the reconstructed image was named the critical power. The critical power is p c = 2. Some understanding of the convergence/divergence of the Power MART algorithm is attained if we look at equation (2) as a recursive series with p as a parameter that determines the behaviour. Indeed, let us consider an image made of a single pixel and two projections (horizontal and vertical) and study Power MART for p = {0.5, 1.0, 2.0, 2.1}. Both the reconstructed value and the correction ratio after each cycle (or view) are shown in figures 2(a) and (b). It can be noticed that p = 0.5 involves more cycles until the reconstruction converges. In a fully convergent case, the correction ratio should converge and stabilize towards the value c = 1 corresponding to the situation where the projections and reprojections are matched. The divergence of the algorithm that finally produces the collapse of the reconstruction image can be recognized by the increasing amplitudes both in the correction ratio c and the reconstructed values.
Chaos is present if starting from two very close seeds (i.e., initial solutions) x 0 and x 0 + ε we would obtain growing differences the more we iterate. The chaotic behaviour is shown in figure 2(c) where values of p > 2 clearly display growing amplitudes as the number of iterations A is the additive intensity value of the ellipse, a is the length of the horizontal semi-axis of the ellipse, b is the length of the vertical semi-axis of the ellipse, x 0 is the x-coordinate of the centre of the ellipse, y 0 is the y-coordinate of the centre of the ellipse and φ is the angle (in degrees) between the horizontal semi-axis of the ellipse and the x-axis of the image.
increases. This growth corresponds to a Lyapunov exponent λ ∼ = 0.3 > 0, confirming chaotic behaviour (Peitgen et al 1992) . The Lyapunov exponent was computed for p = 2.1, using the 
Chaotic behaviour is also empirically observed if we reconstruct and plot max(c), i.e., the maximum of the correction ratio for images with the number of pixels n 2 > 1. Figure 3 presents a logarithmic plot of max(c) for the Shepp and Logan reconstructed image with n 2 = 157 × 157 and M = 128 views. A power p 2 produces oscillations in the reconstruction process.
Power MART similarity to logistic equations and coupled map lattices
Power MART has behaviour similar to a logistic equation (Peitgen et al 1992 , May 1976 ):
with b as a parameter. To see the similarity, let us consider again the image made of a single pixel and two projections (horizontal and vertical), where the MART updating equation is In figure 4 , we plot the logistic maps for p = {1.9, 2.0, 2.1} using an initial seed x 0 = 1 and a projection y = 2; the x-coordinate is set as the initial value x 0 = 1 and a vertical line is drawn from the initial value to the 'near' hyperbolas (exact for p = 2) plotted using equation
The y-coordinate of the intersecting point is x 1 . This value is returned to the x-axis using the equation g(x) = x, and x 2 , x 3 . . . are obtained with the same procedure. The values of p < 2 produce convergence, p = 2 is on the edge producing oscillations between two false solutions, while p > 2 brings divergence.
Alternatively, by using numerical analysis (fixed point theory) we can explain the convergence/divergence property of Power MART as follows: let us use as the fixed point for the iteration x = y = 2; if we differentiate the iteration function in g(x) = y p /x p−1 , and consider the values y = 2, x 0 = 1, we obtain the result that the iteration will be convergent locally if (|1 − p|y p )/x p < 1 for x 0 close enough to y. If x 1 is 2 p we will obtain convergence for |1 − p| < 1, i.e., 0 < p < 2. There will be oscillations for p = 2.
Note that the recursive pixel updating in equation (2) uses the values of an anisotropic neighbourhood in the expression of c since the reprojection process H ik x k involves the summation along the ray. Thus, reconstruction could be recognized as a special class of coupled map lattices (CML) (Thomas 2003) or cellular automata processes (Disconzi and Brunnet 2002) . A CML is a dynamical system, in our case the image that consists of dynamical (4) for p = {1.9, 2, 2.1}. An initial seed x 0 = 1 and a projection y = 2 were considered; the x-coordinate is set as the initial value x 0 = 1 and a vertical line is drawn from the initial value to the 'near' hyperbolas plotted using the equation g(x) = y p /x p−1 . The y-coordinate of the intersecting point is x 1 . This value is returned to the x-axis using the equation g(x) = x, and x 2 , x 3 , . . . are obtained with the same procedure. elements on a lattice, i.e., the pixels, which interact with other elements on the lattice during the iterative process. The neighbourhoods on which the pixels interact, i.e., the rays in this CML model, change from one view (angle) to another.
Power MART performance versus exponent
As will be shown by our results (see figures 5-8), the nonlinearity introduced by the different p exponents in Power MART can improve the figures of merit (FOMs) when compared to the original MART algorithm, for noise-free data. Two types of phantoms were used for assessment, i.e., the Shepp and Logan (figures 5 and 6) phantom and a CT image phantom (figures 7 and 8). Both noiseless and noisy projections with different SNR = {10, 20, 50} were used. For image quality assessment we used two FOMs:
• The root mean square (RMS) distance in Euclidean (M × n)-dimensional space between the reprojection and the original projections:
• The overall nearness FOM as given by Gordon and Herman (1974) . This is the RMS distance in Euclidean n 2 -dimensional space between the reconstruction and the original, normalized by the standard deviation of the original. The expression for the nearness FOM is given by where x and x 0 refer to the reconstructed and the original test image;x 0 is the mean value of the test image.
A lower RMS of the projections would ensure a better agreement between the reconstructed image (the solution of the inverse problem) and the available, measured projections. A lower nearness FOM would also account for a better similarity to the phantom image.
Boxcar averaging MART
Boxcar averaging refers to the practice of averaging the outputs over the previous B observations in an experiment. We investigated whether the chaotic behaviour would be affected by averaging solutions between projections with B = 2. Insight into the boxcar effect is again obtained by studying the logistic maps. As shown by figure 9(a), boxcar averaging removes the cycling and ensures convergence at p = 2 but does not remove the chaotic behaviour at higher exponents such as p = 5 (see figure 9(b) ), where the image is brought close to a solution and then diverges from it. This is also confirmed by the RMS plots (figure 9(c)) computed for reconstructed images of the Shepp and Logan phantom with n 2 = 157×157 and M = 128 projections. Empirically, the critical power for Boxcar Averaging MART was close to p c = 4.
Bouncing MART
If, during the reconstruction process, we monitor the convergence rate computed as r k =
with k as the iteration number, we could use the low values of r k to 'shake' the reconstruction process. Thus, we propose the 'Bouncing MART' algorithm in which p = 2 if r k < a/k (to 'bounce' the image) and p = 1 when r k a/k (to let it converge). This has two justifications: (a) bouncing is analogous to simulated annealing (Laarhoven and Aarts 1987, Mazur et al 1993) ; (b) in the case of underdetermined equations, bouncing provides a new way of exploring the hyperplane of alternative solutions (Gordon 1973) . Simulated annealing was successfully applied in optimization problems where an iterative procedure is used to find the optimum solution. Iterative improvements consist of a search 'downhill' in the solutions space. The search usually gets stuck in a local minimum. One way of solving this problem is to start from different randomly generated configurations, carry out the process and save the best results. Simulated annealing introduced an alternative method that 'shakes' the procedure from a local optimum by pushing sometimes 'uphill' and then 'downhill'. It is the same idea that we use in the Bouncing MART although our scope is not to find a global minimum but a better image. If this is achieved, we believe that we are indeed coming close to the global optimum solution. By changing the p values and introducing the oscillations p = 2 for short time we move 'uphill' away from a solution. p = 1 allows the 'downhill' recovery of the algorithm. The decrease in threshold with k is analogous to the decrease in pseudotemperature in simulated annealing. The parameter a is introduced to control the number and the instances of the bouncing occurrences during the reconstruction process. Thus, a > 1 will increase the frequency of bouncing while a < 1 will reduce it, allowing more recovery iterations with p = 1.
Simulations of Bouncing MART
The performance of Bouncing MART versus original MART has been ascertained using perfect and noisy parallel projection data of the modified Shepp and Logan phantom. We studied the algorithm for various situations, including limited number of views or limited arc reconstruction. Our experimental comparisons span the following cases for reconstructing an image with n 2 = 157 × 157 unknowns:
(a) a well-determined case (full arc, M = 128 equally spaced views, with angle step = 1.4063 • ), i.e., M × n = 128 × 157 equations; (b) a highly underdetermined case (full arc, M = 16 equally spaced views, angle step = 11.2504
• ), i.e., M × n = 16 × 157 equations; and Since the reconstruction algorithms address inversion of ill-conditioned matrices, it is reasonable to expect their sensitivity to noise. The main source of noise in x-ray projection data is quantum noise. The number of photons passing through the patient and striking the detectors is susceptible to quantum fluctuations, and is given by
where N 0 and N are the mean number of photons before and after passing through the object and the integral is computed along each ray l. A common measure of the image quality is the signal (S) to noise (σ ) ratio (SNR), which is dependent on the number of photons N, assuming Poisson statistics, according to the relation
A SNR = 20 in the projection data affected by Poisson noise was used with all the Bouncing MART algorithm variations. The weighted distance scheme (WDS) for projection ordering (Mueller et al 1997) was performed during all reconstruction procedures. WDS heuristically attempts to optimize the order of projections therefore ensuring a great speed of convergence and accuracy of the reconstruction, as we have also demonstrated (Guan and Gordon 1996) .
Assessment of image quality
In order to quantitatively compare the reconstructed images and to evaluate the performance of the algorithms, the following measures were computed: (a) The RMS for projections computed to measure the error between the projections and reprojections, as in equation (8). (b) The overall nearness FOM as given in equation (9). (c) The entropy S given, as in Gordon et al (1970) , by equation
where n 2 is the size of the reconstructed image, x j is the image value at pixel j and τ is the total density of the reconstructed image, which is evaluated using any of the available projections y:
(applicable to parallel projections) where P is the total number of rays in projection y.
Results
The performance of Power MART versus the exponent p was explored for the well-determined case M = 128 using Shepp and Logan (figures 5 and 6) and CT image phantoms (figures 7 and 8). Both noise-free and noisy projections were used. With the CT phantom image (n 2 = 157 × 157) the influence of different SNRs (SNR = {10, 20, 50}) was studied (see Figure 13 shows the same FOMs for the noisy, well-determined dataset.
Since a = 1 used in the Bouncing MART did not produce better FOMs for the noisy dataset, we experimented with different values of a and the results are shown in figure 13 . We also investigated whether a higher value p = 2.1 would improve the reconstruction process in Bouncing MART both for noise-free and noisy datasets. The results are given in figure 14.
Discussion
The different exponents of the correction terms applied in all Power MART variations affect the reconstructed images in an interesting way. As shown by our results, both Power MART and Bouncing MART with 2 > p > 1 are able to provide better FOMs (RMS projections and nearness) when compared to the original MART for noise-free data. The exponents ensure lower FOMs for those cases of reconstructions. This was shown to be independent of the image content (see figures 5-9). Power MART performance can improve for values of p < p c = 2, perhaps a case of approaching the 'edge of chaos' (Kauffman and Johnsen 1991 , Langton 1992 , Lewin 1992 , Waldrop 1992 , Ray and Jan 1994 , Smith 1995 . The term 'edge of chaos' refers in our case to the critical power p = 2 which separates convergence via oscillations from divergence. In our case the divergence could be associated with chaos as shown by the positive Lyapunov parameter. The reverse happens in the presence of clinical levels of noise (see figures 5(c) and (d)) where p < 1 actually shows better results than the original MART. The benefit of Bouncing MART with a noiseless dataset is also reflected by the entropies of the reconstructed images, which in these cases are closer to the entropy of the original phantom. Noisy projections contravene the performance of Bouncing MART ( figure 13) . Changing the parameter a, which controls the bouncing occurrences, to the range a 1, provides results that are not better than the original MART. Values of p > 2 in Bouncing MART do not improve the RMS of projections (see figure 14 for p = 2.1). Empirically, values of p > 2 bring the collapse of the Bouncing MART reconstruction process, a bit higher than p c = 2 for Power MART.
Conclusion
We presented and evaluated variations of the MART algorithm. The reason such variations produce different images is that we are applying them to underdetermined sets of CT equations, so that an infinite number of alternative solutions is available. We use underdetermined equations because this is the simplest way to reduce the number of equations, and thus the x-ray dose. It has long been known that ART and other iterative algorithms produce significantly superior images to the commonly used Fourier backprojection algorithm when the number of views is reduced so that the equation sets are highly underdetermined (Barbieri 1974 , Herman 1980 . Our investigations prove that there is scope to optimize CT algorithms and thereby achieve greater dose reduction. We have shown that increasing the nonlinearity of a nonlinear computed tomography algorithm can enhance the accuracy of the reconstructed image for noise-free data. The reconstruction accuracy improvements conform to the general notion that regularization as a means of solving simultaneous linear equations that are underdetermined does not necessarily select the correct image from the hyperplane of solutions (Gordon 1973) . Additive ART minimizes image variance (Gordon and Herman 1974) , MART maximizes entropy (Lent 1977, Lent and Censor 1991) and FBP selects the pseudoinverse (Anastasio et al 2001) , so all three basic algorithms are routes to generally suboptimal, regularized solutions of the projection equations (1), i.e., regularization as a means to finding the optimal solution to a set of simultaneous equations in general leads to suboptimal results. We believe that the optimal stochastic solution should converge to the optimal deterministic solution, when photon counts are high, which means that once we have achieved the optimal deterministic solution, we will know better how to handle the stochastic case (Leahy and Byrne 2000 , De Man et al 2001 , Elbakri and Fessler 2002 . Geometric deconvolution (Dhawan et al 1984a , 1984b , 1984c finds significantly better images than those resulting from regularization. Our failure to gain improvement with noisy data suggests that increasing nonlinearity may be antagonistic to noise suppression. Nevertheless, some middle ground may be anticipated. Thus the next step in our efforts to squeeze as much information out of CT data as possible, to maximize the image quality:dose ratio, will be to combine Power MART with geometric deconvolution, which has been shown to substantially improve image quality for CT with a limited angle range and number of projections . Since the nonlinearity in Power MART and geometric deconvolution both generally amplify noise, a subtle balance must be sought.
