We shall study the first order singular nonlinear
§1. Introduction
We consider the following first order nonlinear partial differential equation of general form in the complex domain:
f (x, u(x), ∂ x u(x)) = 0, u(0) = 0 (1.1) where x = (x 1 , . . . , x n ) ∈ C n , ∂ x u = (∂ x 1 u, . . . , ∂ x n u), and f (x, u, ξ) (ξ = (ξ 1 , . . . , ξ n ) ∈ C n ) is a holomorphic function in a neighborhood of the origin.
We assume that f (x, u, ξ) is an entire function in ξ variables when x and u are fixed. As a fundamental assumption, we always assume the existence of a formal solution of the equation (1.1) , that is, Our interest in this paper is to study the convergence or the divergence nature of such a formal solution in the case where the equation (1.1) is singular in the sense defined in Miyake-Shirai [3] as follows: 
Under the above situation, Miyake-Shirai [3] proved the following results: In this paper, we give a refinement of Theorem 1. Firstly we determine the Gevrey order of the formal solution u(x) in the case where the matrix A is nilpotent, that is, the case where m = 0 and p ≥ 1, which is not studied in Miyake-Shirai [3] .
Theorem 2.
If m = 0, p ≥ 1 and f u (0, 0, ξ 0 ) = 0, then the formal solution u(x) of (1. In the case of first order linear singular equations, Hibino [2] and Yamazawa [5] , [6] studied the same problem and they determined the Gevrey order of the formal solutions which deeply depends on the Jordan canonical form of A. Theorem 2 is a nonlinear version of their results in the case where the matrix A is nilpotent.
Secondly we consider (1.1) in the case where A is regular, that is, the case where m = n. By Theorem 1, we already know that the formal solution converges in a neighborhood of the origin under the Poincaré condition (1.6). In this paper, we assume the following condition which is a combination of the Siegel condition and the non-resonance condition:
Assumption 2.
For all α = {α j } ∈ N n with |α| ≥ 2, there exist C > 0 and p < 1 such that
We remark that in the case where p > 0, the condition is equivalent to the following two conditions:
The Jordan canonical form of A in (1.5) is written by
where λ j = 0 for j = 1, 2, . . . , N and k j ∈ N denotes the size of Λ j . Our result is stated as follows: We remark that when p = 1 Theorem 3 claims the convergence of the formal solution, which is already known by Theorem 1.
At the end of this introduction we give a mention about the study by Gérard-Tahara on singular partial differential equations which can be seen in their book [1] and the references therein. Their research treats many kinds of problems for singular (nonlinear) partial differential equations such as the convergence of formal solutions, the Maillet type theorem for divergent formal solutions, the existence of singular solutions, etc. However, their study is somewhat restricted to the equations of reduced form such as
where 
can be treated only by our framework. Our theory can be said to be a trial toward the classification of singular equations from the general point of view. §2.
Refinements of Theorems
The estimate of Gevrey order given in Theorems 2 and 3 is not bestpossible. In fact, if we introduce the Gevrey order s = (s 1 , . . . , s n ) depending on the variables (cf. Definition 1 below) after employing a linear transformation which reduces the matrix A to its Jordan canonical form, we can obtain more precise estimates.
Definition 1 (s-Borel transformation).
Let 
converges in a neighborhood of the origin. Moreover, for all linear transforma-
Let us give a refined form of Theorem 2. Let us suppose that the same assumption as in Theorem 2 holds and further that the vanishing order of v(x) is K ≥ 2. Then by a linear change of independent variables which brings the matrix A in (1.5) to the Jordan canonical form, the equation (1.4) is reduced to the following form:
where
where |β|, |γ|, |µ| and |ν| denote the length of multi-indices
Remark 2. We may assume that the constant δ is as small as we want. Indeed, we introduce new independent variables y = { y i,j } by y i,j = ε n 1 +···+n i−1 +j y i,j . Then δ is replaced by εδ. Therefore, by choosing ε > 0 small enough, we may assume that the coefficient δ is arbitrary small.
and a constant a, we define p(a) by
Then Theorem 2 is obtained immediately from the following:
The
equation (2.2) has a unique formal solution which belongs to the Gevrey class of order s with
Proof of Theorem 2. As mentioned above, the equation (2.2) is the one which is obtained from (1.4) by a linear change of independent variables. The Gevrey order of the formal solution v(x) of (1.4) is estimated by the maximal value of components of s. Because of the trivial estimate A(µ, ν) ≤ N = max{n 1 , . . . , n p } and the determination of s i , we see that the Gevrey order of v is estimated by 2N .
Next we shall suppose Assumption 2 in Section 1 and consider a refinement of Theorem 3. Similarly to the reduction of (1.4) into (2.2), the equation (1.4) is reduced to the following one by a linear change of independent variables.
By the same reason as in Remark 2, we may assume the coefficient δ is arbitrary small as we want. Now Theorem 3 is obtained from the following:
Under the condition (1.7), the equation (2.7) has a unique formal solution which belongs to the Gevrey class of order s with
Proof of Theorem 3. By an easy calculation, we have
Then s i,j + σ are estimated by
By this inequality, we can see that the formal solution belongs to the Gevrey class of order at most
Proof of Propositions 1 and 2
In this section, we shall prove Propositions 1 and 2 by assuming the lemmas below which will be proved in the next section. §3.
Proof of Proposition 1
First we prove the uniqueness of formal solutions. We decompose the formal power series v(y, z) into the sum of homogeneous polynomials in (y, z) variables, that is, we put
into the equation, we can see that the homogeneous polynomials {v L (y, z)} L≥K satisfy the following relations:
We can prove the statements for {L l } and {N kl } in a similar mannar. These guarantee that (3.2) gives a recursion formula for {v L }.
Here we prepare the following lemma:
L be the set of homogeneous polynomials of degree L in y and z variables. Then for all L ≥ 2, the operator P :
n where s i is the vector defined in Proposition 1, and let u L (y, z),
We consider the following equation:
By Lemma 1 (i), the recursion formulas (3.1) and (3.2) are solvable uniquely. Therefore the uniqueness follows immediately.
Next we shall give the estimate of the Gevrey order. We take U (y, z) = P v(y, z) as a new unknown function. Then U (y, z) satisfies the following equation:
By applying the s-Borel transformation to the equation (3.5), we have
In order to construct a majorant equation of this equation, we prepare the following lemma.
Lemma 2.
(i) For two arbitrary formal power series u(y, z) =
where |u|(y, z) := |β|+|γ|≥0 |u βγ |y β z γ .
(
exists a positive constant M > 0 independent of i, j and k such that
Here we consider the following ordinary differential equation which is called the majorant equation of (3.6):
Let us explain how the equation (3.7) is derived from (3.6). By Lemmas 1 and 2, we can show that a majorant relation B s (U )(y, z)
Indeed, to prove this, it is sufficient to notice that B s (U
C 0 ≥ 1, etc., and that
Therefore by the above construction of the equation (3.7), the formal solution W (T ) of (3.7) is a majorant series of B s (U )(y, z), that is,
For the equation (3.7), we have W (|y|+|z|) ∈ G 1 n (σ) y,z , because we can prove the following result:
Lemma 3. Let p be nonnegative real number and D T = d/dT (T ∈ C). We define the formal differentiation (T D T )
p by
We consider the following nonlinear equation:
where a = 0, p ≥ 0, s k ≥ 0 (k = 1, 2, . . . , n), K ≥ 2 and
Here 
We remark that A(i, j, m, α) denotes the maximal order of differentiation in the term
Now we return to the proof of Proposition 1. In our majorant equation (3.7), the maximal order of differentiation in each term is given by A(µ, ν) which appeared in the statement of Proposition 1, and the difference of vanishing order of each term and that of W (T ) is given by
Therefore, by Lemma 3, we have W (T ) ∈ G 1+σ T . By Lemma 1 (ii), the following majorant relation holds:
Thus Proposition 1 is proved. §3.2. Proof of Proposition 2
First we give the following lemma:
where p < 1 is the constant which appeared in (1.7).
We take P v(y) = U (y) as a new unknown function. Then U (y) satisfies the following equation:
(3.12)
By the same argument as in the proof of Lemma 2 (ii), we have
Then the following equation gives a majorant equation for B t (U )(y) which is obtained from (3.12) by the t-Borel transformation in the same way as in obtaining the equation (3.7).
(3.14)
W .
Here C 1 = CC 0 and C 2 = MC 0 , where C, C 0 and M are the positive constants which appeared in Lemma 4, Lemma 2 (i) and (3.13), respectively. This means that
By Lemma 3, the formal solution W (|y|) of (3.14) belongs to the Gevrey class G
where σ is the constant which appeared in Proposition 2. Therefore by (3.11) we have
By Remark 1 (iii), the Gevrey order s of v(y) is estimated by
Thus the proof is completed. §4. Proof of Lemmas §4.
Proof of Lemma 1
By the lexicographic order of the basis of homogeneous polynomials of degree L in y = {y ij } and z = {z k }, the matrix representation of P = p i=1 n i −1 j=1 δy i,j+1 ∂ y i,j + c is given by a triangle matrix as follows:
Therefore P is an invertible operator for all L ≥ K, since c = 0. Thus the invertibility is proved.
(ii) The definition of the s norm of f L is equivalent to the following:
Let e(i, j) be a vector defined by e(i, j) = (e 1 , . . . , e p ) ∈ N n 1 +···+n p where
we see that the s norm of
that is, the operator norm of y i,j+1 ∂ y i,j is estimated by ||y i,j+1 ∂ y i,j || s ≤ 1. This implies
As mentioned at Remark 2 in Section 2, we may assume |δ| to be as small as we want. Therefore we assume that |δ| ≤ |c|/{2(n 1 + · · · + n p )}. By this inequality and Neumann's series expansion of P −1 , we have
Moreover, by Remark 3, we have 
We shall prove that there exists a positive constant C 0 ≥ 1 independent of β, γ, β j and γ j (j = 1, 2) such that By the relation between the Gamma functions and the Beta functions, we have
where B(p, q) denotes the Beta function defined by
We remark that if 1 ≤ p ≤ p and 1 ≤ q ≤ q , then B(p + 1, q + 1) ≤ B(p + 1, q + 1) holds. By this inequality, we have
By Lemmas 1 and 5, the following majorant relation holds:
Now it is sufficient to prove the following equality: 
Thus we have
Left hand side of (4.
which shows (4.6).
§4.3. Proof of Lemma 3
Lemma 3 is proved in a similar manner to the proof of Theorem 1 in Shirai [4] .
Let U (T ) = L≥K U L T L be a formal solution of (3.10). By substituting this into the equation (3.10), we have the following recursion formula:
where ( * ) is taken over
We notice the following inequality which can be seen in Shirai [4, Lemma 6] . We remark that Ω 1 is a finite set. We put M which is used in ( 
Thus Lemma 3 is proved.
§4.4. Proof of Lemma 4
The invertibility is easily proved by the same argument as in the proof of Lemma 1, so we omit the proof.
By the assumption (1.7), we have By the definition of the t norm and (1.7), we have 
This implies
||Λ −1 || t ≤ 1 CL p .
