In this paper, we present a new formulation for the local access network expansion problem. Previously, we have shown that this problem can be seen as an extension of the well-known Capacitated Minimum Spanning Tree Problem and have presented and tested two flow-based models. By including additional information on the definition of the variables, we propose a new flow-based model that permits us to use effectively variable eliminations tests as well as coefficient reduction on some of the constraints. We present computational results for instances with up to 500 nodes in order to show the advantages of the new model in comparison with the others.
Introduction
A local access network is composed by a set of customer nodes, a central office and several links that allow the transmission of the traffic from one customer to another through the central office. The network has a tree structure that connects the customers to the central office, located at the root of the tree. This work addresses the local access network expansion problem (LANEP), where an existing network must be adapted to traffic increase either by expanding the capacity of the links and/or by installing concentrators in some nodes. Concentrators are electronic devices that compress the traffic and can be installed in the network in order to eliminate or reduce the need of the links expansion. Balakrishnan et al. (1991) and, more recently, Carpenter and Luss (2006) have presented the main characteristics of several problems arising in the context of access network planning. Some variants of the local access network expansion problem have also been considered in the literature, with different kinds of concentrators and transmission links and for single and multi-period versions (see, for instance, Bienstock (1993) , Lee (1993) , Balakrishnan et al. (1995) , Shaw (1996, 1998) , and Flippo et al. (2000) for single-period versions of the problem and Jack et al. (1992) , Shulman and Vachani (1993) , Gendreau et al. (2006) and Kouassi et al. (2009) for multiperiod versions).
The problem we address here is the expansion of a local access network with a fixed tree topology. We consider the single time period version of the problem, where we want to determine, with minimum cost, which links need to be expanded and/or where the concentrators should be located in order to guarantee that the node demands can be sent to (or from) the central office. We consider the version of the problem with uncapacitated concentrators. It was shown in Corte-Real and Gouveia (2007) that the LANEP could be seen as an extension of the well-known Capacitated Minimum Spanning Tree Problem (CMSTP) (see, for instance, Gavish (1993) and Gouveia and Lopes (2000) ) and, as a consequence, two flow-based models were proposed and tested for the LANEP. These two models, denoted by FA and FD, are characterized respectively by aggregated and disaggregated flows that circulate in the links and are augmented versions of models originally developed for the CMSTP. In this paper we review the FA model and present a new flow-based model that adds information on the first node of each feasible path in the graph (that corresponds to the central office or to a concentrator). As we shall show, this additional information permits us to create a model with a linear programming relaxation that is substantially tighter than the linear programming relaxation of the FA model. Furthermore, the new information on the variables permits us to use effectively variable elimination tests as well as coefficient reduction on some of the constraints of the new model. These features lead to more solution methods for the problem which are, in general, more efficient than the ones based on the previous FA and FD models. at j; F j , and the other corresponding to the variable cost c j , which depends on the amount of flow that circulates through the edge. Fig. 2 illustrates a feasible solution in T and the corresponding feasible solution in T 0 . As we can see, this solution is a spanning tree in the new graph.
The representation of the problem given by the new graph permits us to model the problem as a capacitated network flow model in T 0 . Since a powerful modelling construct to improve formulations for several network design problems is to ''direct the given network" (see, for instance, Goemans and Myung (1993) and Magnanti and Wolsey (1995) ), we model our problem in a directed graph D 0 ¼ ðN 0 ; A 0 Þ, where N 0 denotes the set of nodes and A 0 the set of all arcs, as described next: each edge ði; jÞ in E 0 is replaced by two arcs, hi; ji and hj; ii, with the same parameters as the original edge (the exception are edges of the form ð1; jÞ and ð0; jÞ that are replaced only by one single arc, h1; ji and h0; ji, respectively, since we consider that the traffic flows from the central office/concentrators to the nodes). The arcs of the form h0; ji, for each node j 2 N, are designated as auxiliary arcs. The set A corresponds to the set of arcs without the auxiliary arcs.
Based on this representation, Corte-Real and Gouveia (2007) has described an adaptation for the new problem of a single-commodity model originally proposed for the CMSTP. We define, for each arc hi; ji 2 A 0 , the binary variable x ij indicating whether or not the arc hi; ji is included in the solution and a nonnegative variable y ij , indicating the amount of flow that circulates in the arc. For each arc hi; ji 2 A, let z ij denote the binary variable indicating whether or not the arc hi; ji is expanded and s ij a nonnegative variable indicating the added capacity to the arc. The basic directed single-commodity flow formulation, denoted by FA 0 , is as follows:
F j x 0j þ X n j¼1 c j y 0j þ X hi;ji2A
e ij s ij subject to X i:hi;ji2A 0 
x ij 2 f0; 1g; y ij P 0 8hi; ji 2 A 0 ; z ij 2 f0; 1g; s ij P 0 8hi; ji 2 A:
Constraints (1) ensure that each node, except node 0, has only one incident arc and constraints (2) are the flow conservation constraints, guaranteeing that each node j receives d j units. Constraints (3) ensure that an arc in A is expanded only if it is used. For each one of these arcs, constraints (4) guarantee that the flow in any arc is less or equal than the available capacity plus the added capacity. For the auxiliary arcs h0; ji, constraints (5) state that the flow value is less or equal than the maximum capacity M 0j . Constraints (6) define an upper bound on the added capacity to the expanded links (the maximum demand that can circulate in the arc minus the corresponding available capacity). The last set represents the variables domain. The objective function states that we want to minimize the sum of the concentrator costs together with the link expansion costs. Note that constraints (4) and (6) together with (3) guarantee that the constraints y ij 6 M ij x ij 8hi; ji 2 A are verified and that is why they were not explicitly included. These constraints together with (5),
(1), (2), and the nonnegativity constraints (7), guarantee that the set of arcs defined by the x variables equal to 1 define a spanning tree in the graph D 0 .
In order to improve the optimal solution of the linear programming relaxation of FA 0 , several sets of valid inequalities were described in Corte-Real and Gouveia (2007) . As these inequalities are needed for comparing with some of the inequalities for the new NRFA model, we make a brief review of them.
As noted in Corte-Real and Gouveia (2007) , subtour elimination constraints are satisfied by the solutions of the problem. In particular, the linear programming relaxation of the model was substantially improved by adding the simple 2-subtour elimination constraints:
x ij þ x ji 6 1 8ði; jÞ 2 E; i; j -1:
Another interesting class of inequalities is based on the concept of Saturated Nodes (originally introduced in Balakrishnan et al. (1995) ). We recall that a node j is saturated if the total demand in the subtree rooted at node j, which is denoted by DðjÞ, is greater than the available capacity in the arc that connects the predecessor of j; a j , to j. Let N s be the set of saturated nodes and let TðjÞ be the subtree rooted at node j. Two sets of constraints, based on the concept of saturated nodes, are as follows:
For each saturated node j, constraints (9) guarantee that either we install at least one concentrator in the subtree rooted at j or we expand the arc that converges into node j; constraints (10) ensure that, if no concentrator is installed in that subtree, the expanded capacity must be greater or equal than the difference of the total demand DðjÞ and the available capacity of the arc.
New inequalities -inequalities that give lower and upper bounds on the value of the arcs
In this paper, we introduce new inequalities that are lower and upper bounding inequalities on the value of the arc flows and that generalize, in some sense, simple lower and upper bounding flow inequalities.
Since the value of the flow on arc hi; ji must satisfy at least the demand of that node, we have the following well-known lower bounding inequalities, already used in Corte-Real and Gouveia (2007) :
Similar and more general inequalities, originally described in Gouveia and Lopes (2000) , that consider one or all the arcs diverging from node j are also valid to the problem and were used in Corte-Real and Gouveia (2007) . Here, we present stronger versions of these inequalities:
These inequalities differ from the versions presented in Corte-Real and Gouveia (2007) and Gouveia and Lopes (2000) due to the extra x kj term involved in the right hand-side summation terms.
Result 3.1. Inequalities (12) and (13) are valid for the LANEP.
Proof. For simplicity we only proof the validity of (12) since the proof of (13) is similar. Since (12) is known to be valid when x kj ¼ 0, we only need to address the case with x kj ¼ 1. But then, by (1), x ij ¼ 0 and y ij ¼ 0 by constraints y ij 6 M ij x ij 8hi; ji 2 A 0 . The inequality becomes x jk þ x kj 6 1 which is valid. h
It can be easily proved that the inclusion of (13) does not imply that constraints (11) and (12) become redundant in the linear programming relaxation of FA 0 or that the inclusion of (12) implies the redundancy of (11). Thus, using both sets together with (11) might lead to better linear programming bounds and this is confirmed by our results.
We introduce, next, new inequalities that are upper bounding analogues of the previous inequalities. In order to introduce these general upper bounding inequalities, we define more precisely the M ij coefficients that appear in constraints (6). Since, for each arc hi; ji the corresponding coefficient represents the maximum capacity that can circulate in arc hi; ji, its value can be made equal to the total demand of the nodes that can be served through the arc (see Corte-Real and Gouveia (2007) ). If some nodes are disconnected from the arc by the elimination of some arcs from the graph, this coefficient value can be further reduced.
In a similar way as was previously developed for the lower bounding inequalities, we develop upper bounding inequalities related to the flow in each arc hi; ji. Consider the following inequalities:
As done previously with (12) to obtain (13), we can adapt constraints (14) in order to include all the diverging arcs from node j leading to Proof. Again, we only provide the proof of the validity of (14) since the proof of (15) Similarly to what was stated before for the lower bounding inequalities, the inclusion of (15) in FA 0 formulation does not make (14) redundant in the linear programming relaxation of FA 0 .
Finally, we can create constraints that are similar to the previously given constraints s ij 6 ðM ij À B ij Þz ij 8hi; ji 2 A (6):
which consider, respectively, one or all the arcs diverging from node j.
Result 3.3. Inequalities (16) and (17) are valid for the LANEP.
Proof. Similarly to previous results, we only prove the validity of (16). Consider the following three cases: (i) if z ij ¼ 1 and x jk ¼ 1, the inequality becomes s ij 6 M ij À B ij , which is valid due to (6); (ii) if z ij ¼ 1 and x jk ¼ 0, we get s ij 6 M ij À M jk À B ij ; since the arc hj; ki is not in the solution, the maximum value of the flow that can circulate in hi; ji is given by M ij À M jk and the added capacity to the arc must be less or equal than this maximum flow value minus the available capacity; (iii) if z ij ¼ 0, we get s ij ¼ 0 from (6) and (7) and M jk x jk is always nonnegative. h
The following result shows that inequalities (16) and (17) imply constraints (14) and (15), respectively. Thus, only the inequalities (14) and (15) corresponding to auxiliary arcs are considered for augmenting the FA 0 formulation. (14) and (ii) for each arc hi; ji 2 A, inequality (17) implies inequality (15).
Proof. (i) Let hi; ji and hj; ki be two arcs in A (with k -iÞ. By combining (4) for the arc hi; ji with (16), for hi; ji and hj; ki, we obtain y ij 6 B ij x ij þ ðM ij À M jk À B ij Þz ij þ M jk x jk . By combining this inequality with (3) for the same hi; ji, we obtain y ij 6 ðM ij À M jk Þx ij þ M jk x jk as desired. The proof of (ii) is similar. h To illustrate that the inclusion of several of these valid inequalities can improve the linear programming relaxation of FA 0 , we introduce the following example where a local access network with 10 nodes is considered.
Example 3.1. Consider the local access network with 10 nodes denoted by tree 10 and shown in Fig. 4 , whose structure is represented in (a) and the associated parameters in (b). Table 1 depicts the linear programming bound obtained with FA 0 formulation and the same formulation augmented with the different sets of the inequalities presented before. Several combinations were performed but, for simplicity, we have chosen the eight formulations presented in the table and easily identified by the designation at the top of each column. Table 1 includes two more columns, the first one characterizes the instance considered and the last one gives the optimal cost. We have also included the results taken from the instances tree 10_Fx2 and tree 10_Bx2, obtained from tree 10 by, respectively, doubling the fixed cost of installing the concentrators and doubling the available capacity of the links. The results on the Table 1 show that the several sets of inequalities previously discussed improve the cost of the linear programming solution presented in column ''FA 0 ". The second formulation represents the FA 0 formulation augmented with the 2-subtour elimination constraints and the constraints based on the saturated nodes. The next three show the effect of the inclusion of the lower bounding inequalities: the simple ones (11) and the more general inequalities (12) and (13). In the next two columns we include the lower and upper bounding inequalities (in the last case, the upper bounding inequalities (14) and (15) are included only for the auxiliary arcs). The last column ''FA 1 " gives the FA 0 formulation augmented with all the inequalities presented.
3.3. Disaggregated flow model -FD (Corte-Real and Gouveia, 2007) We now make a brief reference to the FD model, the multi-commodity version of the FA model presented in Corte-Real and Gouveia (2007) . As it is well-known, the linear programming relaxation of a single-commodity formulation can be strengthened by reformulating as a so-called multi-commodity formulation where the flow variables are indexed by source and/or destination (see, for instance, Magnanti and Wong (1984) and Rardin and Choe (1979) ). The disaggregated flow model FD uses flow variables f p ij indexed by destination, for each arc hi; ji and node p, that specify the amount of flow in hi; ji sent from node 0 to p. We denote by FD 0 the initial formulation, adapted directly from FA 0 with the new flow variables and the inclusion of the inequalities f p ij 6 d p x ij 8hi; ji 2 A 0 ; p 2 N, that characterizes the multi-commodity models (the reader is referred to Corte-Real and Gouveia (2007) for a detailed description of the FD model). The FD 1 formulation is the formulation FD 0 augmented with similar inequalities to the ones presented before, non-redundant however to the linear programming relaxation of FD 0 . In Section 5 we include the results obtained with these two formulations.
Node rooted aggregated flow model -NRFA

The model
The idea of the new model is to add information about the first node on each feasible path leaving the root. Recall that, for any two nodes p and jðp; j -0Þ, if the demand of node j is processed by the concentrator located at node p in T (Fig. 5a ), the demand of every node in the path from the concentrator to node j is also processed by the same concentrator (by the contiguity restriction) and the path from p to j must be in the solution in D 0 (Fig. 5b) .
The information about the first node on each feasible path permits us to define new variables and a new coefficient M p ij that corresponds to an upper bound on the required capacity for arc hi; ji, when the directed path rooted at node p includes arc hi; ji. For some values of p this bound may be smaller than the one given by M ij and used in the previous model, leading to an improved linear programming relaxation. Recall that the upper bound M ij on the capacity required on arc hi; ji is defined by the sum of the demands of the nodes that can be served through the arc. In this case, the concentrator that sends this traffic is not known in advance and the M ij value is the sum of the node demands reachable from arc hi; ji (Fig. 6a) . To define the new coefficients, let p 2 N and hi; ji 2 A such that the directed path from p to j includes arc hi; ji. The value of the maximum flow that can circulate on arc hi; ji sent by node p is equal to the sum of the demand of the nodes reachable from arc hi; ji that can be served by the concentrator located at p. This value will be denoted by M p ij . If, by the elimination of some arcs, some paths or some node to concentrator assignments, we can show that node p cannot serve some of those nodes in any optimal solution, then the M p ij value for some indexes p may become less than the M ij coefficient (Fig. 6b ). For the auxiliary arc h0; ji, we define as before the coefficient M 0j as the total demand that can be served by the concentrator located at j.
The model uses binary variables x p ij indicating whether or not arc hi; ji 2 A is included in a directed path rooted at node p (if x p ij ¼ 1, nodes i and j are assigned to the concentrator located at node pÞ. These variables are defined for each pair ðp; hi; jiÞ only if the directed path from p 
Concentrator at node p process node j demand in T (b) h0; pi is in the solution in D0 and node p process node j demand and all the demand of the nodes from the path from p to j.
to j traverses arc hi; ji. In a similar way, we define nonnegative flow variables y p ij indicating the amount of flow sent from the concentrator at node p that circulates in arc hi; ji. For the auxiliary arcs, we define the binary variables x 0j indicating whether or not a concentrator is located at node j and the flow variables y 0j indicating the total demand served by that concentrator. To model the expansion of the links, we define the binary variables z p ij indicating whether or not arc hi; ji, belonging to the directed path rooted at p, is expanded and the nonnegative variables s p ij denoting the respective expanded amount of flow. Note that the new and the variables of the FA model are related as follows:
The summation terms in these expressions can be simplified by noting that the index ''p" is not considered whenever i or j cannot be served by the concentrator located at node p.
The formulation, denoted by NRFA, involving the new variables is as follows:
We omit the description of the objective function and constraints in the new model since it can be taken from the description of the constraints in the FA model and the constraints (18) linking the two sets of variables. Note the new coefficients M p ij appearing in constraints (24) . Recall that these coefficients may become smaller than the corresponding coefficient in the FA model when it is known that node p (the corresponding concentrator) will not serve some nodes in the tree. Although the new model includes many more variables and constraints than the FA model, the proposed pre-processing permits us to eliminate several directed paths and consequently eliminate many variables and constraints as well as reduce the value of the M p ij coefficient (in fact, it was the pre-processing leading to a reduction in the M p ij coefficients that has motivated this model).
Result 4.1. The linear programming relaxation value of the NRFA formulation is greater or equal than the linear programming relaxation bound of the FA 0 formulation.
Proof. The result follows simply from the fact that by using (18), the constraints of the NRFA model imply the constraints of the FA model (note that M p ij 6 M ij ; 8p 2 N and all arcs hi; jiÞ. The objective functions are the same after using (18). h
The computational results show that in general, the NRFA model already produces better lower bounds. However, the linear programming relaxation of the new model can be substantially improved by using the information attached to the new variables in order to derive new sets of inequalities: where node p i is the predecessor of node i in the directed path from p to i. The constraints in the first set guarantee that if the arc hp; ki is served by node p (it means that the nodes associated to the arc are served by node pÞ a concentrator must be located at p and the constraints in the second set state, explicitly, the contiguity restriction for the arc hi; ji and the arc hp i ; ii. The proof of the following result follows immediately from these arguments.
Result 4.2. Inequalities (26) and (27) are valid for the LANEP.
Note that (26) and (27) guarantee that x p ij 6 x 0p ; 8hi; ji 2 A; 8p 2 N, which, in turn, guarantee that a concentrator will be located at node p if this node serves arc hi; ji. The valid inequalities (26) and (27) are included in the NRFA formulation in order to improve its linear programming relaxation. We denote by NRFA 0 the formulation obtained in this way.
Valid inequalities ''adapted" from the FA model
In this subsection, we describe another interesting feature of the new formulation. Namely, we introduce valid inequalities that are similar to the ones introduced for the FA model and show that several of them are redundant in the linear programming relaxation of the NRFA 0 model.
2-subtour elimination constraints
Using the relation between the new and old variables, the 2-subtour elimination constraints (8) can be rewritten as
Result 4.3. Inequalities (28) are redundant to the linear programming relaxation of NRFA 0 .
Proof. Let ði; jÞ 2 E with i; j -1. Using constraints (19) for node j, the left-hand side of (28) can be rewritten as
ji , where P pv denotes the directed path from node p to node v. Now, if we add constraints (27) for hj; ii and all p -j such that j is in the path from p to i, we obtain
, and constraint (26) implies x j ji 6 x 0j . Combining these two inequalities with the previous expression gives the desired inequality. h
Inequalities based on saturated nodes
The inequalities based on saturated nodes can be simply rewritten for the new model by using the relation between the new and old variables (for this case, we were unable to write disaggregated constraints as we did for many other inequalities): thus, for each j 2 N s , we consider
Lower and upper bounding inequalities
We now analyse the lower bounding inequalities introduced before. These inequalities can be adapted to the new model by using the relation between the new and old variables or by considering their disaggregated versions. We consider the disaggregated versions to each of the inequalities presented before. We shall prove that several of the adapted inequalities are redundant to the linear programming relaxation of NRFA 0 .
Before presenting these inequalities and the redundancy of the results we make the following important observation. Observation: Let p; j 2 N: (i) we are considering the directed path from p to j which has only one incident arc in j and (ii) represent the situation where node j is served by a concentrator located at this node).
The disaggregated version of constraints (11)- (13) are, respectively, constraints:
Note that we cannot include in (32) and (33) the x p kj term (as we did for the aggregated versions in FA) because this variable is not defined in the new model. Note also that as observed before, these constraints are defined only for specific triples (or m-tuples) of nodes. With respect to (32), note also that, for p -j and k -i, the expression y . Using (31) in the previous expression (note that j is in the path from node p to node kÞ we obtain y p ij
À 1 6 0, the previous inequality implies y p ij
, which is the same as the desired inequality y
The proof of (33) is similar and we omit it from the paper. h
The disaggregated version of the constraints (14) and (15) are, respectively, the constraints:
Result 4.5. Inequalities (34) and (35) (22), (21) and (24), for hi; ji 2 A, and by (23) for the auxiliary arcs. We start by proving the redundancy of (35). Combining the flow conservation constraints y
hj;ki2A;k -i y p jk with constraints (36) for the arcs hj; ki 2 A; k -i, we get y
jk which is constraint (35) for hi; ji 2 A 0 and p 2 N.
With respect to constraints (34), let p 2 N; hi; ji 2 A 0 and hj; ki 2 Aðk -iÞ. If p -j, the constraints (35) and the fact that
hj;vi2A;v -i M p jv permit us to rewrite constraint (35) for hi; ji 2 A 0 and p 2 N as follows y
. By rearranging, we obtain y p ij
which is (34) for hi; ji 2 A 0 ; hj; ki 2 A and p 2 N. If p ¼ j the proof is similar. h
The following result follows from the previous results. Finally, the disaggregated version of the constraints (16) and (17) are, respectively, the constraints:
Our computational results will show that these constraints are not redundant in the linear programming relaxation of the NRFA 0 model. We denote by NRFA 1 the formulation NRFA 0 augmented with (29), (30), (37), and (38). We present next the linear programming bounds obtained with NRFA and NRFA 0 and the same formulation augmented with the several sets of inequalities in order to show that the inclusion of the different sets improve the cost of the linear programming solution to the instances presented in Example 3.1.
Example 4.1. Consider the local access network shown in Fig. 4 and the three instances used in Example 3.1. Table 2 depicts the linear programming bounds obtained with the NRFA formulation, the NRFA 0 formulation and this formulation augmented with different sets of the inequalities presented before, for instances tree10, tree10_Fx2 and tree10_Bx2. The table description is omitted because is similar to Table 1 .
The results show that the value of the linear programming relaxation of the NRFA formulation is quite improved by adding constraints (26) and (27), which are specially tailored to the new model.
Computational tests
Pre-processing
Pre-processing is an efficient way of reducing the size of the models. In some cases, pre-processing leads to an improvement on the value of the corresponding linear programming relaxation and to the reduction of the time used to obtain the solutions since eliminating a variable is equivalent to adding the inequality that sets to zero the value of the same variable. In this section, we show how to reduce some data coefficients and how to eliminate some variables from the models. 
Coefficient reduction
Recall that the M ij coefficient represents the maximum flow that can circulate in an arc hi; ji and that the M p ij coefficient represents a similar value when the arc is used in the directed path rooted at node p. As referred, the initial values of these coefficients are set equal to the total demand of the nodes reachable through arc hi; ji. We present next several properties that permit us to define a better upper bound on the value of these coefficients.
By examining the costs of concentrators and links, it is possible to eliminate some node to concentrator assignments. Given p; j 2 N, Balakrishnan et al. (1995) show how to determine a lower bound to the cost of assign node j to a concentrator located at node p, denoted by L pj , and an upper bound to the cost of installing a concentrator at j, denoted by U jj (see Balakrishnan et al. (1995) for details).
Property 5.1. Let p; j 2 N. If U jj < L pj , node p will not serve node j in any optimal solution.
Based on the elimination of node to concentrator assignments, it is possible to reduce or set equal to zero the values of the M ij and M p ij coefficients. The next two properties show how this can be done.
Property 5.2. Let hi; ji 2 A and p 2 N such that the path P pj includes arc hi; ji: (i) The total demand of the nodes that can be served by a concentrator located at node p through arc hi; ji is an upper bound to the M Note that in the context of the variables of the FA models, we can only set to zero the M ij coefficient if any node p cannot serve j through that arc.
Based on the fixed and variable costs of installing a concentrator at node j and of expanding the arc hi; ji, Balakrishnan et al. (1995) determine an upper bound to the value M ij by calculating the amount of flow from which it is cheaper to locate a concentrator at node j rather than expanding the arc hi; ji. This value is easily adapted for the M p ij coefficients. After using this property, some of the values M ij and M p ij may become smaller than the sum of the demands of the nodes reachable after arc hi; ji (or reachable after hi; ji and in paths served by a concentrator in p in the case of the M p ij coefficients). In this case, the following property permits us to calculate these values in a different manner. Property 5.4. Let hi; ji 2 A 0 and hj; ki 2 A, for all k 2 N and k -i:
is an upper bound to M p ij .
Variable elimination
We first show how coefficient reduction permit us to eliminate arcs and paths from the graph D 0 .
Property 5.5. Let j 2 N and hi; ji 2 A 0 :
< d j , for all p 2 N, the arc hi; ji will not be used in any feasible solution; (ii) If M p ij < d j , for some p 2 N, the arc hi; ji will not be used in the directed path rooted at p in any feasible solution (note that (i) and (ii) result from constraints (11) and (31), respectively).
We can generalize this property for the directed paths in the graph by considering the total demand of a sequence of nodes located ''after" node j. Recall that P jk is the directed path from node j to node k.
Property 5.6. Let hi; ji 2 A 0 ; k 2 Nðk -jÞ and let us assume that the path P ik includes arc hi; ji. Let D jk be the total demand from the path P jk : (i) If M ij < D jk or M p ij < D jk , for all p 2 N, then neither the path P ik nor any other path that includes P ik can be included in a feasible solution; (ii) If M p ij < D jk , for some p 2 N, then neither the path P ik rooted at p nor any path rooted at p that includes P ik can be included in a feasible solution.
Note that if a path P jk is eliminated from the graph D 0 than the assignment of node k to a concentrator located in j is also eliminated. Finally, the next two properties show how to use the previous properties to eliminate variables from the models.
Property 5.7. Let hi; ji 2 A: (i) If the arc hi; ji will not be used in any feasible solution, then the variables x ij ; y ij ; z ij and s ij can be eliminated from the FA models as well as the variables This property permit us to eliminate many variables from the models (this is more notorious in the NRFA model). The value of the M ij and M p ij coefficients (before or after reduction) also permits the elimination of the variables related to the expansion of the links. Property 5.8. Let hi; ji 2 A: (i) If M ij 6 B ij , then the arc hi; ji will not be expanded in any feasible solution and the variables z ij and s ij can be eliminated from the FA models as well as the variables z , for the same indexes p, can be eliminated from the NRFA models.
Note also that the elimination of arcs/paths can also lead to a further reduction of several M ij and M p ij coefficients (if the corresponding nodes are no longer reachable from an arc hi; ji, the maximum flow value in this arc can be reduced). Thus, the properties here suggested may and should be used more than once and iteratively until no further reduction or elimination is possible. The time used in the pre-processing is less than 1 s for instances with 100 and 200 nodes and, for instances with 500 nodes, the time is less or equal than to 3 s.
Computational results
We have compared three classes of flow-based formulations for the local access network expansion problem: FA and FD models (aggregated and disaggregated flow models, respectively) which were previously developed and the new NRFA model. Note, however, that the FA model was significantly enhanced with the inclusion of the general lower and upper bounding inequalities. In this section, we present some computational results to assess their efficiency in solving instances of the problem and, in particular, we want to emphasize the advantages of developing the new model.
In order to evaluate and compare the linear programming relaxations of our models, we used instances with 100, 200 and 500 nodes. Some of these instances were already considered in Corte-Real and Gouveia (2007) . Here we have included as well the 500-node instances and different scenarios for the smaller instances. The whole set includes two 100-node tree topologies, two 200-node tree topologies and two 500-node tree topologies, with two types of tree structure, which differ on the number of sons for each node. In the first case, this number is less or equal than 3 (trees 101, 201 and 501) and, in the second, is less or equal than 10 (trees 102, 202 and 502). For each tree, we have generated different set of parameters in order to represent three alternatives to expand the network, denoted by A; B and C, where A represents the situation that favours concentrator installation, B favours link expansion and C represents a more balanced alternative. Also, the number of links that need to be expanded, decreases from A to C. For each one of these 18 cases, we also varied some parameters in order to create different scenarios, considering several values for the node demands, links available capacities and costs. Thus, for each tree topology and each alternative (A; B or C), we have considered 14 more additional cases: we have divided the demand of each node by 5 and 2 and we have multiplied it by 2 (instances denoted by P/5, P/2 and P Â 2, respectively); we have divided the available capacity of each arc by 2 and we have multiplied it by 2 and 5 (instances denoted by B/2, B Â 2 and BÂ5, respectively); we have divided the variable cost of the links by 2 and multiplied by 2, 5 and 20 (instances denoted by e/2, e Â 2, e Â 5 and e Â 20, respectively) and we have divided the fixed cost of concentrators by 2 and multiplied it by 2, 5 and 20 (instances denoted by F/2, F Â 2, F Â 5 and F Â 20, respectively). The results presented in the following tables correspond to average values obtained with three instances, the three of them generated with the same characteristics. All the tests were run in an Intel Core 2 Duo, 2.00 GHz, personal computer with 2 GB of RAM, and the CPLEX package, version 10.2, has been used to obtain the linear programming bounds and the integer optimal solutions.
Before presenting and comparing in detail the results for the three classes of models, we first introduce Table 3 in order to illustrate the effect of the pre-processing. This table shows the gaps for the instances with 100 nodes given by the optimal linear programming bound for formulations FA 0 ; FA 1 ; NRFA 0 and NRFA 1 described before, with and without the pre-processing, and the corresponding CPU times (the results correspond to the average of the three alternatives). The first two columns specify the problem instances. The next eight columns present the gaps given by the value [(OPT À LB)/OPT] * 100 (OPT is the value of the integer optimal solution and LB is the value of the lower-bound given by the optimal linear programming solution of the model indicated at the top of the column). Next to this value we present two other values in parentheses: the first one is the CPU time needed to solve the linear programming relaxation and the second one is the CPU time needed to obtain the optimal value (time is given in seconds).
The results strongly indicate that pre-processing reduces significantly the gaps, in particular for the FA 0 formulation: the maximum reduction obtained is of 10.89% for FA 0 , 0.87% for FA 1 , 1.20% for NRFA 0 and 1.22% for NRFA 1 . Note, also, that the pre-processing has a great impact in the CPU times of the NRFA model because it eliminates many paths, leading to a substantial number of variables that were eliminated from the model. This in turn, leads to a greater reduction in the M p ij coefficients. As stated before, it was this pre-processing leading to a reduction in the M p ij coefficients that has motivated the idea for creating the new model. In order to compare the models, Tables 4-6 depict the gaps given by the optimal linear programming bound of the formulations FA 0 ; FA 1 ; FD 0 ; FD 1 , NRFA 0 and NRFA 1 , obtained with the pre-processing described. Each table corresponds to instances with the same number of nodes and the two structures used. Each column is easily identified by the corresponding name at its top. We present, in the same way as before, the gap value and, in parentheses, the corresponding CPU times. The designation À indicates that we were not able to solve the integer model within the time limit of 2 h.
The results indicate that the NRFA models produce, in general, the best linear programming bounds and that the FA models produce, as expected, the worst. However, we note that for the alternatives A and B the three classes of models produce, in general, small gaps for all the instances giving some practical confirmation that the previous transformation of the LANEP into a CMSTP with additional constraints was worth developing (the exceptions are the cases with costs variation opposite to the network expansion type and whose necessity of expansion is reduced). We can also see that the three classes of models permit, in general, to obtain very quickly the optimal solutions to all instances with 100 and 200 nodes and to the instances with 500 nodes for alternatives A and B. With respect to the 500 nodes instances and for alternative C, the models required in general more time. We identify cases where FA models use less time than the others as well as the NRFA models. Note that, in some problem instances, the NRFA 1 formulation produced the optimal solution in seconds while the FA 1 and FD 1 Table 3 Average results for instances with 100 nodes, with and without pre-processing, for FA and NRFA models. Results for instances with 500 nodes with pre-processing. for structures 501 and 502. Instance formulations did not provide the solution within the given time (see, for example, instances 502A_P/5, 501C_Fx2 and 501C_Bx5). Alternative C is the one that clearly presents the worst results with respect to the gaps values as well as the CPU times because it represents a more balanced alternative and the need to expand the network is smaller than in the other cases. We can also see that the alternatives C and B are the most dependent on the tree structure. When we compare the results of the augmented formulation with the original formulation, for each class, or compare the results between the augmented formulations, the results indicate that the gaps given by the FD 1 and NRFA 1 formulations are significantly better than the corresponding gaps from the FA 1 model. These improvements are more accentuated for the alternative C. When we compare the gaps between the formulations NRFA 1 and FD 1 , the differences are less significant (less than 0.5 percentage points), with NRFA 1 still providing the best results. The results also show that it is the FA class that benefits more from the inclusion of the valid inequalities. This is expected, since many of the inequalities introduced in FA 0 , leading to FA 1 , are redundant in the linear programming relaxation of FD 0 and NRFA 0 . The comparison between the FA 0 and FA 1 models indicates a maximum reduction of nearly 40% on the gap values (see instance 102C_Fx20). For the FD and NRFA classes, the comparison between the original formulation and the corresponding augmented model show a maximum reduction of 2% on the gap values.
Conclusion
We have proposed a new flow-based model for the local access network expansion problem. We have shown that the new model has a linear programming relaxation that dominates the linear programming relaxation of a single-commodity flow model. This result is significantly enhanced by the fact that the linear programming relaxation of the new model also implies a large set of inequalities defined in the variables space of the single-commodity flow model. Furthermore, the model is also adequate for coefficient reduction and variable elimination, permitting us to obtain an extended flow-based model with much fewer variables (in some cases, the number of variables is in the same order of the number of variables of the aggregated FA model) and a tighter linear programming relaxation. Although there is no dominance relationship between the linear programming relaxation of the new model and the linear programming relaxation of the previously presented disaggregated flow model, the results indicate that the new model is preferable since it leads, in general, to smaller gaps (in fact, in no case did the FD models produce a better gap) and to similar or faster solution times. As a conclusion, we think that these network flow-based approaches, and here significantly enhanced by the new NRFA model, are a good alternative to solve the local access network expansion problem.
