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Abstract
Complex networks are powerful tools enabling the study of complex systems.
In many fields, complex networks are used as a tool to gain an understanding of
the dynamics of interacting entities such as neurons in a brain, humans on social
media, or global weather systems. At the same time, new theoretical frameworks
that extend the toolbox of Network Science promote the application of network
tools in new research fields. In this thesis, we aim for both, advancing the
theoretical framework of Network Science as well as applying complex networks
in Climatology and Computational Social Science.
Real-world networks are not only characterized by their topology but often also
by their embedding in a two-dimensional spherical surface representing planet
Earth. For such networks, we propose a framework to extract information from
the network geometry in the first part of the thesis. In particular, we quantify
the heterogeneity of the spatial arrangement of edges in different networks to
illustrate the broad applicability of our method.
In the second part of the thesis, we shift the focus to functional climate
networks as an application of complex networks in Climatology. By comparing
two state-of-the-art event synchrony measures, we shed light on the caveats of
network inference. In two case studies analyzing synchronous rainfall related to
the South American Monsoon System, we show the distinct advantages of two
event synchrony measures. With the analysis framework set up, we investigate
the temporal evolution of the East Asian Summer Monsoon and identify a double
band structure of synchronous heavy rainfall. By examining the characteristics
of this rainfall band, we find that it is not only coinciding with the onset and
withdrawal of the Baiu frontal system but also related to two atmospheric
drivers that have previously been considered to be independent. Moving on from
real-world climate networks to networks based on idealized model output data,
we prove that global sea surface temperature variability is intimately linked to
the time mean position of the inter-tropical convergence zone.
The concept of networks is not limited to studying climate systems, but has
broad applicabilities. In this spirit, we utilize Network Science to contribute to
Computational Social Science in the third part. Nowadays, online platforms
are heavily scrutinized but undoubtedly influential actors in public discourse.
Half of the Earth’s population uses social media, therefore contributing to the
rising amount of accessible data. Simultaneously, new trends emerge, gain
and lose popularity with accelerating rate. Our contribution to the analysis
framework of such data is a novel matching scheme which allows for tracking the
evolution of network communities. Analyzing hashtag co-occurrence networks
utilizing the proposed framework enables studying and characterizing the ups
and downs of online discussions. In the last chapter of the thesis, we perform a
large-scale study examining individual behavior on the social media platform
Twitter. Exploring the trajectory of 600, 000 users, we find empirical evidence for
an acceleration of individual user interactions. We believe that our observation
of a shrinking individual content horizon due to the quantitative change in
tweeting behavior can facilitate multiple problematic developments such as the




Komplexe Netzwerke sind mächtige Werkzeuge, die die Untersuchung kom-
plexer Systeme unterstützen. In vielen Bereichen werden komplexe Netzwerke
eingesetzt, um die Dynamik interagierender Entitäten wie Neuronen, Menschen
oder sogar Wettersysteme zu verstehen. Darüber hinaus erweitern sich die An-
wendungsbereiche mit der stetigen Entwicklung neuer theoretischer Ansätze. In
dieser Arbeit wollen wir sowohl den theoretischen Rahmen der Netzwerkwissen-
schaften weiterentwickeln als auch komplexe Netzwerke in der Klimatologie und
der computergestützten Sozialwissenschaft anwenden.
Reale Netzwerke zeichnen sich nicht nur durch ihre Topologie aus, sondern
oft auch durch ihre Einbettung auf eine zweidimensionale Kugel, den Planet
Erde. Für solche Netzwerke führen wir einen theoretischen Ansatz ein, um
Informationen aus der Netzwerkgeometrie solcher eingebetteter Netzwerke zu
extrahieren. Anschließend quantifizieren wir die Heterogenität der Anordnung
von Verbindungen in Netzwerken, um die breite Nützlichkeit unserer Methode
zu veranschaulichen.
Im zweiten Teil der Arbeit konzentrieren wir uns insbesondere auf funktio-
nale Klimanetzwerke, die eine Anwendung komplexer Netzwerke in der Klima-
tologie darstellen. Durch den umfassenden Vergleich zweier moderner Ereig-
nissynchronisationsmethoden veranschaulichen wir die Herausforderungen der
Netzwerkinferenz basierend auf Klimadaten. In zwei entsprechenden Fallstu-
dien zur Analyse synchroner Niederschlagsereignisse im Zusammenhang mit
dem südamerikanischen Monsunsystem zeigen wir die jeweiligen Vorteile der
beiden Ereignissynchronisationsmethoden auf. Anschließend untersuchen wir
die zeitliche Entwicklung des ostasiatischen Sommermonsuns mittels einer der
beschriebenen Synchronisationsmethoden. Mithilfe funktionaler Klimanetzwer-
ke identifizieren wir eine Doppelbandstruktur synchroner Starkniederschläge.
Wir stellen fest, dass die Bildung und das Verschwinden nicht nur mit dem
Einsetzen und Zurückziehen des Baiu-Frontensystems zusammenfällt, sondern
auch mit zwei synoptischen Faktoren zusammenhängt, die zuvor als unabhängig
angesehen wurden. Durch die nachfolgende Netzwerknanalyse von Daten, die
aus idealisierten Klimamodellen gewonnen werden, zeigen wir, dass die glo-
bale Variabilität der Meeresoberflächentemperatur eng mit der Position der
Innertropischen Konvergenzzone im zeitlichen Mittel korreliert.
Schließlich nutzen wir im dritten Teil Methoden der Netzwerkwissenschaft, um
einen Beitrag zur computergestützten Sozialwissenschaft zu leisten. Heutzutage
agieren soziale Medien als wichtige Akteure in öffentlichen Diskursen. Dazu
ist die Hälfte der Weltbevölkerung in sozialen Medien aktiv und trägt somit
zur steigenden Datenmenge bei, auf die zugegriffen werden kann. Gleichzei-
tig entstehen neue Trends, die stetig an Popularität gewinnen und verlieren.
Um zur Verbesserung des theoretischen Analyserahmens beizutragen, führen
wir zunächst einen neuartigen Algorithmus ein, mit dem die Entwicklung von
Netzwerk-Communities verfolgt werden kann. Das Analysieren von Netzwerken,
die wir durch die gleichzeitige Verwendung von Hashtags erstellen, erlaubt uns
Beliebtheit in sozialen Medien zu untersuchen und zu charakterisieren. Im letzten
Kapitel der Arbeit führen wir eine groß angelegte Studie einzelner Benutzer auf
der Social-Media-Plattform Twitter durch. Durch das Verfolgen von 600.000
vii
Benutzern finden wir empirische Belege für eine Beschleunigung individueller
Benutzerinteraktionen. Wir sind der Meinung, dass unsere Beobachtung eines
schrumpfenden individuellen Inhaltshorizonts aufgrund der quantitativen Ände-
rung des Tweeting-Verhaltens mehrere problematische Entwicklungen wie die
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In this first part of the thesis, we introduce network
science which offers powerful tools to study various sys-
tems of coupled entities. Specifically, we first outline
its importance for the two main fields of applications
in this thesis, Climatology and Computational Social
Science in chapter 1. In the subsequent theoretical
foundations (chapter 2), the basic concepts of Net-
work Science are laid out. Here, the whole range from
node-based network measures to global network char-
acteristics is covered. This includes the discussion of
mesoscale structures in networks, so-called network
communities, before the multiple ways to construct
networks in different application fields are reviewed. In
the final chapter of the first part (chapter 3) a geomet-
ric approach to study spatially embedded networks is
introduced. The presented framework is applicable in
many different contexts and, thus, bridges from the
theoretical foundations to the subsequent part where





In various situations, sensors, cameras, satellites, humans, or communication devices
collect data [1]. In modern times, this data is utilized to analyze human behavior,
predict stock market prices, understand the formation of climate feedbacks, plan
responses to natural hazards, or improve all different kinds of services [2–6]. This
development has led to the digitalization of many aspects of our modern society,
including scientific research [7]. One of the most pressing challenges of research in
the last two decades has been to make use of the increasing amount of available data
[1, 8]. In this context, data science has emerged and has led to the development of
powerful tools to process and abstract data into a form that is useful for contemporary
computational methods [4, 9]. Located at the interface of computer science, physics,
and statistics, data science makes use of many different approaches to generate
insights from collected data. Having emerged as one branch of graph theory for
analyzing relational data, nowadays, Network Science supports scientists from various
disciplines in their endeavor to distill information from data [10].
As network scientists, researchers have contributed and still contribute to a multi-
tude of different improvements. On the one side, theoretical work provides a growing
number of tools which facilitate the detailed study of various systems [11–13]. On the
other side, scientists from diverse backgrounds apply such tools to analyze systems
ranging from coupled oscillators to transportation networks in cities [14, 15]. In this
spirit, we attempt to promote data-driven investigations of dynamic processes using
complex networks in this thesis. In particular, we propose a set of novel tools to study
a specific class of networks as well as illustrate the broad applicability of complex
networks by conducting studies in Climatology and Computational Social Science.
1.1. Complex networks in Climatology
The Earth’s climate is a highly complex system [16]. Driven by solar insolation,
an uncountable number of entities interact on different spatial and temporal scales
[17]. Since prehistoric times, humans have tried to understand and forecast future
weather and climate, relying, among others, on the seasonal cycle [18]. Anomalies
and extreme events, such as heavy rainfall, droughts and temperature highs have
influenced the evolution of humankind leading to conflicts and migration in the past
and present [19, 20]. Nowadays, many components of the Earth’s climate system have
been identified and are well described in the literature but especially the accurate
3
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prediction of climate change and corresponding shifts in the frequency and extent
of extreme weather events are still challenges that Earth system scientists focus on
[21–24]. This research is supported by a rising amount of data that is collected
via satellites at fine spatial and temporal resolution, enabling climate scientists to
progressively utilize data-driven approaches [25].
Almost two decades ago, network approaches have entered the field of Climatology
[26, 27]. So-called climate networks act as functional representations of the underlying
climate system. They are often constructed via a non-linear correlation measure
using observations from various locations which are commonly distributed on a
regular spherical grid [28–30]. Incorporating non-linearity enables the corresponding
network representations to complement traditional linear methods and has led to
multiple discoveries. Notable examples include a newly developed network-based
index that allows for discriminating between different flavors of the El Niño–Southern
Oscillation (ENSO) [31], a network-based prediction scheme that has improved the
Indian monsoon forecast [32], and the identification of Rossby waves as a source for
global teleconnections of extreme rainfall [24].
Along with the exploration of the Earth’s climate system using data-driven ap-
proaches, new methods for constructing and analyzing networks have been proposed
and utilized. Event Synchronization, which is one of the most frequently used meth-
ods to correlate climate event time series, was initially developed for measuring the
synchrony of EEG spikes. The utilization of Event Synchronization in Climatology is
an example of interdisciplinary method transfer in the context of complex networks
[33, 34]. In the second part of the thesis, we do not only apply Event Synchro-
nization to analyze precipitation time series, but we also investigate possible biases
of synchrony measures in general. Furthermore, we outline two studies where we
examine synchronous rainfall related to the East Asian Summer Monsoon and classify
model outputs from different classes of climate models utilizing zonal mean network
measures of a surface temperature-based network.
1.2. Complex networks in Computational Social Science
With the popularity of online platforms such as Facebook, Twitter, or Instagram,
the organization of societal communication has transformed dramatically [35, 36].
Motivated by the increasingly important role of these communication channels, the
emerging data source for quantifying human behavior, and the rising computational
power available, computer scientists, physicists, or more generally, data scientists,
have entered the Social Sciences [37]. Their collaboration with researchers from
the Social Sciences has yielded tools to analyze data that was generated by the
interaction of humans [38, 39]. These interactions can be of different kind, ranging
from measuring contacts based on the spatial distance of people at conferences to
friendship relations on some social network. In addition, the described interplay of
people, or entities is most often highly dynamic and thus, changes its characteristics
over time [40, 41].
4
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One side effect of the associated acceleration of information flow is the increased
spread of misinformation [42, 43]. Besides, complex effects of social network topologies
can even lead to undemocratic decisions [44]. Therefore, it is not only important
to examine the new forms of interaction and to understand corresponding implica-
tions for the formation of opinions. Also investigating the consequences of changes
or interventions that get implemented on online platforms are pressing topics of
Computational Social Science.
Due to the multitude of different opportunities to interact in online environments,
networks can be defined in various ways from corresponding data sets. In the last
part of the thesis, we employ two distinct strategies to infer networks from social
interaction. In the first chapter of the third part of this thesis, we propose a method
to construct content networks from the co-occurrence of hashtags and study the
associated dynamic changes of the network structure. In the second chapter, we
investigate interaction patterns of individual users on Twitter in a longitudinal study
and illustrate how online platforms and their users’ behavior have changed over time.
1.3. Organization of the thesis
To subdivide between the theory and different application contexts, we have split the
thesis into three parts.
In the first part, the introduction (chapter 1) is followed by the theoretical foun-
dations of the conducted analyses (chapter 2). These sections serve as the toolbox
which is utilized in the second and third part of the thesis. We start by introducing
networks as abstract objects and then we present an overview of the basic concepts
of Network Science. This includes reviewing commonly applied global and local
network measures which are used in the scope of the thesis. In addition, we discuss
state-of-the-art approaches to group nodes into distinct clusters and present different
strategies to analyze temporal changes of network topology. To connect these the-
oretical concepts with the broad scope of applications, we continue illustrating the
construction of functional climate networks by reviewing the most frequently used
strategies to construct networks from climate time series. In Climatology, not only
network construction comes with different obstacles, also the analysis of networks
where nodes are embedded in physical space requires specialized tools. Accordingly,
spatially embedded networks and associated network measures are discussed. Along
with the introduction of the common concepts, we examine differently sourced biases
and the corresponding correction schemes. The theoretical foundations are closed by
a short comment on the construction of networks in Computational Social Science.
As there are multiple different ways to design networks from data of human (online)
interaction, we exemplarily highlight two distinct approaches. From chapter 3 onward,
we present our own original results. We initially extend the toolbox of Network Science
by introducing geometric network measures suited for studying networks embedded
in spherical geometry. We therein propose a comprehensive set of edge directionality
measures, which can be defined in spatially embedded networks. By studying edge
5
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directionality in complex climate networks as well as in an air transportation network
and in the world trade network of 2009, the broad applicability of geometric network
measures is illustrated and already indicates the potential of network approaches.
Therefore, we consider this mainly methodological work as a bridging chapter con-
necting the theoretical foundations with the applications presented in part two and
part three of the thesis.
In the second part of the thesis, we make use of these theoretical foundations
and discuss applications of climate networks. To highlight the advantages of two
distinct event synchrony measures that are employed to construct climate networks
in this thesis, two case studies are conducted in chapter 4. Here, we initially focus
on differently caused shortcomings and discuss a suited correction scheme, before
illustrating the respective capabilities to track cascades of heavy rainfall related to
the South American Summer Monsoon. Subsequently, Event Coincidence Analysis,
one of the previously studied event synchrony measures, is used to identify patterns
of synchronous rainfall related to the East Asian Monsoon System in chapter 5. In
particular, we study the Baiu front which distributes heavy rainfall in East Asia and
show that the emergence of a double band structure of synchronous heavy rainfall
is closely related to the onset of Baiu related heavy rainfall south of the Japanese
archipelago. As a second application of climate networks, an ensemble of model
outputs is examined in chapter 6. Specifically, we investigate idealized aquaplanet
simulations from different comprehensive global circulation models. By analyzing the
zonal mean network measures of the various corresponding network representations,
we find that the surface air temperature correlation patterns are related to the
time-mean position of the inter-tropical convergence zone (ITCZ). By clustering the
models according to their zonal mean network measures, we identify groups of climate
models which exhibit distinct mean ITCZ positions. Therein, the related network
charcteristics of different groups are discussed.
In the third part, we change the area of application and study networks in Compu-
tational Social Science. In the first study, we construct networks from co-occurrences
of hashtags in chapter 7 showing that networks derived from posts in an online fashion
blog exhibit strong modularity and are, thus, ideally suited to track the popularity
of different topics. In this scope, we introduce a comprehensive matching scheme to
connect the subsequent temporal layers of the hashtag co-occurrence network. We
additionally illustrate how the incorporation of memory in the matching framework
enables us to successfully track the evolution of network communities. In chapter
8, we conduct a study based on a very large subset of interactions on the social
media platform Twitter. By analyzing posts from 600, 000 users that have been active
throughout the last eight years, we show how social platforms have changed over time.
Furthermore, we confirm that users individually behave differently depending on the
provided platform environment. Observing the growing responsivity and, thus, the
increasing burstiness of user interaction, we prove social acceleration on an individual
level.
Finally, in chapter 9, we summarize the main conclusions derived in chapters 3-8.
We do not only highlight the variety of application fields of complex networks and
6
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Complex systems are omnipresent. Ranging from microscopic feedback loops in the
human brain to the interaction within galaxy clusters, complex systems can be found
almost everywhere and can be identified at all temporal and spatial scales [45–47].
Characterizing such systems, understanding their dynamics, and even forecasting
future developments challenge humanity since millennia [48]. While theoretical physics
and mathematics have contributed for centuries to grasp the nature around us [49],
computational methods have just recently become relevant. Among the multiple
methods to study complex systems, complex networks are one tool enabeling the
analysis of relational data. Originating from graph theory which has been a branch
of mathematics since the 18th-century [50], Network Science is presently applied in a
multitude of disciplines [10].
Networks are often abstract representations of a set of interactions. Thus, it is
not always only a network itself that is being studied. Also, network construction
is sometimes challenging. In this thesis, networks are obtained in many different
ways based on a variety of interactions and various sorts of data. Therefore, we
first introduce networks as abstract objects and introduce common measures to
characterize the interacting entities before we outline strategies to construct networks
from different data sets.
9







































































































































































































































































Figure 2.1.: Example of a weighted and undirected empirical real-world network. The network
shows co-occurences of hashtags on the fashion blog lookbook.nu (for details,
see chapter 7). Node label sizes scale with the node degree. Edge color indicates




A network consists of N nodes which are connected by E edges which can be directed,
undirected, weighted, and unweighted. In Fig. 2.1, we show a weighted and undirected
network obtained from a data set which we will study later in this thesis. The topology
of such networks is most commonly encoded in the so-called adjacency matrix A. In
the case of an unweighted and undirected graph, the elements of the adjacency matrix
take the value of aij = aji = 1 if node i and j are connected and aij = aji = 0 if they
are not connected [52]. Such a mathematical representation offers the opportunity to
compute a multitude of network measures to analyze a network’s properties.
To illustrate the usability of the adjacency matrix, we note that we can infer
topological path length (graph distance between two nodes) directly from basic
10
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calculations. For a pair of nodes i and j, we first check whether the matrix element
aij equals 1. In this case, we can stop the calculations and conclude that there is a
direct connection between node i and node j. If not, we compute A2. An element a2i,j
of this matrix takes value a2i,j = 1 if there exists a 2-step path between node i and
node j. If not, a2i,j = 0 and we proceed by computing A3. Following this rationale,
we can iteratively determine the path length between each pair of nodes.
Weights of edges in a network are often motivated by systematic differences between
edges and substantial discrepancies in the importance of edges. To account for such
weighted edges we can replace the adjacency matrix by the weight matrix W with
elements wij representing the weights of the edges between nodes i and j [53]. In the
following, we will omit the discussion of possibly weighted edges, as most measures
can be extended in a straightforward manner to weighted networks. In subsequent
parts where we discuss weighted networks, we specify the utilized measures and their
particular definition.
Some networks represent unidirectional relations which are not well captured by
bidirectional edges. In this case, the elements aij and aji of the adjacency matrix (or
the corresponding values in the weight matrix) are not equal (since an unidirectional
edge pointing from node j to node i is completely reflected by aij = 1) [54]. In the
following, we usually introduce the network measures for undirected networks, as
most of the studied networks in this work are undirected and the majority of the
network measures can be easily adapted to the study of directed networks.
2.1.2. Global network measures
In a network with N nodes, the maximal number of edges is given by Emax =
N · (N − 1). In networks, where a node can be connected with itself via a so-called
self-loop (normally modeling some kind of self-feedback of some entity), the total
number of edges can reach up to Emax = N2. In most real-world networks as well
as in functional networks, where nodes and edges model the interaction in phyical
systems, only a few of the possible edges are present. To quantify the number of






N(N − 1) . (2.1)
If all edges are present in a (sub-)network or graph, we call this object complete.
To o obtain a rough knowledge of the global arrangement and interconnectivity of
a network, we can compute the average shortest path length l by [10]
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Here, l measures the shortest path length between node i and j which denotes the
minimal number of edges an imaginary walker on the network would have to traverse
to reach node j starting at node i.
The maximum of all shortest path lengths in a network is commonly known as the




To quantify the existence of transitive links within a network, we can calculate the
network transitivity T . The network transitivity is the ratio between the number of
topological triangles in a network and the number of connected triples in the network.






2.1.3. Node-wise network measures
A variety of node-wise defined quantities complement the previously introduced global
network measures.
To investigate the role and importance of nodes in a network, various centrality
measures have been proposed which often account for very specific properties. The
node degree is the most basic of all centrality measures and simply equals the number
of adjacent edges to a single node. This can mathematically be achieved by a
summation over the columns of the adjacency matrix. In an undirected, unweighted





In directed networks, we can differentiate between in- and outgoing edges for each












In this manner, many network measures can be extended to directed networks.
A measure that is only defined for directed networks is the network divergence Δk.
We compute the network divergence by considering the difference between in- and
out-degree [55]
Δki = kini − kouti (2.8)
and interpret the network divergence as an indication of sinks and sources in a
network.
In addition to node-based quantifications of adjacent edges, we can also compute
the interconnectivity of different subgroups of nodes Nm and Nn. This is commonly







In contrast to the previously introduced network measures, which are directly
related to the degree of a node, the closeness v is associated with the topological






Accordingly, nodes with a large closeness have on average shorter paths to other
nodes in the network than nodes with a small closeness.
Following a different rationale, we can measure the centrality of a node by computing
how many shortest paths in a network traverse this node. The corresponding centrality





j =k l(j, k|i)∑N
j =k l(j, k)
(2.11)
where i, j and k serve as node labels and l(j, k|i) denotes a shortest path between
node j and k which traverses node i in between.
To quantify the connectedness of the neighborhood of a node, there has been
introduced the local clustering coefficient c [10]
ci =
2ei
ki(ki − 1) . (2.12)
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Figure 2.2.: Illustration of a network highlighting the difference between the global clustering
coefficient and the network transitivity.
Here, ei represents the number of edges connecting the topological neighbors of node
i. The local clustering coefficient takes values between 0 (no neighboring nodes
are connected) and 1 (neighbors form a complete subgraph). We can average this
measure for all nodes in the network which is commonly known as the global clustering
coeffient.
A measure that is often mistakenly assumed to be identical to the global clustering
coefficient is the network transitivity (Eq. 2.4).
The similarity, as well as the difference between the transitivity and the clustering
coefficient, can be directly inferred by considering an alternative form of Eq. 2.12 [30]
ci =
2ei
ki(ki − 1) =
∑N
j,k=1 aijaikajk
ki(ki − 1) . (2.13)
This definition directly points to the systematic difference between these two
measures. Whereas the local clustering coefficient and, therefore, also the global
clustering coefficient directly depends on the degree k of the nodes in the network, the
transitivity relates to the overall connectivity pattern and does not explicitly depend
on the degree k. We illustrate this by utilizing two examples: first, we consider a
connected pair of nodes that are each the center of star-like network topologies and
are connected to all nodes (see Fig. 2.2). In such a network, each node (beside the
two nodes at the centers) has clustering coefficient 1 which leads to 1N
∑N
i=1 ci → 1
for large N . In turn, the transitivity in such a topology decreases due to the absence
of transitive connections (see Fig. 2.2) [10]. Second, in real-world networks, it has
been shown that the emergence of localized structures goes hand in hand with the
simultaneous decrease of the global clustering coefficient as normally the degree of
such nodes increases. In the same scenario, the transitivity has been shown to still
increase due to the influence of new transitive links in the network [57].
14
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After the introduction of globally (network diameter, average shortest path length,...)
and locally (degree, local clustering coefficient,...) defined network measures, we
next present network communities, which describe mesoscale structures in complex
networks.
2.1.4. Communities
To analyze a network at mesoscale, the concept of network communities has been
developed [10, 58, 59]. A community within a network describes a set of nodes that is
highly interconnected and exhibits fewer connections to the rest of the network. Such
communities are most commonly derived by unsupervised algorithms and can have
many different attributes. Accordingly, the specific definition of a community differs
among the algorithms. Whereas some methods allow for overlapping communities
and do not attribute all nodes to some community, others classify each node as a
member of one distinct community [60–62].
A first class of community detection algorithms uses the concept of modularity
to obtain network communities [63]. Modularity is a measure that quantifies the
difference between the edge density within a set of nodes and the density expected








given the community affiliation Xi of node i and the probability of a link between the
respective nodes in a random graph model kikj2E . Modularity maximization leads to a
complete partitioning of the underlying network. In addition, the modularity often
exhibits a plateau around its maximum and, therefore, shows results of partitioning
that are rather unstable to small changes of the network topology. Moreover, the
modularity is characterized by a resolution limit for small communities. Therefore,
more sophisticated algorithms have been developed.
A second class of community detection algorithms uses random walkers to identify
highly interconnected sets of nodes [40, 65–67]. This approach is motivated by the
observation that random walkers might get stuck for some time in densely connected
subgraphs. To describe random walks on a network, methods often rely on the
Laplacian matrix which is defined by [10]
Lij =
{
ki, if i = j,
−aij , otherwise,
(2.15)
for an undirected network. Note that the sum of each row (and column) of the
Laplacian is zero which directly corresponds to the application of the Laplacian
operator to describe diffusion processes. To directly incorporate the transition
15
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probabilities into the Laplacian, we can normalize each row by the corresponding
degree ki.
One popular random-walker-based method is the Infomap algorithm [65]. Starting
from trajectories of random walkers on the network, the algorithm relies on the
minimization of the corresponding description length. The map equation [65]








describes the average code length which is needed to specify a single step of a
random walker trajectory on a network with partitioning M . The first part accounts
for the jumps between the n communities and the second for the jumps and the
respective code length within each community. H(·) describes the entropy of the
community names or the within-community movements, respectively. The application
of the Infomap algorithm does not only lead to more robust communities but is also
applicable for all kinds of networks.
In addition to these two classes of community detection algorithms, there exist
multiple other systematically different strategies. In particular, the statistical inference
has been successful in contributing new insights via community detection [68]. As we
are not specifically interested in presenting a comprehensive overview of community
detection algorithms in this thesis, we refer to the corresponding literature for
further details [68, 69]. In this thesis, we only identify communities using modularity
maximization and the Infomap algorithm.
2.1.5. Temporal networks
As networks are sometimes abstract models of physical processes that change in
time, we incorporate temporality in the analysis of networks [41, 70]. As an example,
temporality is crucial to correctly describe information diffusion between agents in a
contact network [71, 72]. Let us assume that nodes in such a network are persons
which at some time meet each other and exchange the information which thereby
diffuses among the network’s nodes. In such a scenario, analyzing the static aggregated
network of all contacts over a longer period can only be a poor approximation of the
actual diffusion process. In this example, the temporal order of the meetings between
three persons is a decisive factor whether it is possible to pass the information. Such
considerations are important in many different applications of networks as abstract
models of physical processes [72].
There are two basic strategies to integrate temporality in networks. First, we can
attribute a specific time or period to every edge and analyze the stream of edges.
This enables us to fully grasp the interactions between the agents which are modeled
as nodes of the network. Alternatively, we can aggregate the interactions for some
short period and analyze consecutive time windows. Although this method is not as
exact as considering the exact temporal order of edges, it is sufficient to describe the
temporal change in some applications. In chapter 7, we investigate the dynamically
16
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changing popularity of topics in a social network. In this specific context, it is more
the coarse time frame of days and weeks at which the popularity of topics changes.
We, therefore, stick to this approach in our analysis in chapter 7.
Following the rationale of aggregating interactions in some short time-window, we
can generalize all the above-mentioned network measures by attributing a time domain
to all of them. We start by obtaining a temporal (time-window-wise) adjacency matrix
At which encodes the topology of the network for the particular time window at time
t. Accordingly, we subsequently compute the time-dependent degree of node i, kti . In
this way, we construct temporal layers of networks with certain properties that we
can track over time to reveal the dynamic change of the studied network.
2.2. Construction of functional climate networks
As mentioned above, in some contexts, network construction is not straightforward.
This holds especially for networks in Climatology where edges represent some func-
tional connection between nodes which represent locations in physical space. In the
following, we describe how we infer the existence of such edges by using the similarity
of time series.
Functional climate networks, as they were introduced by Tsonis et al. [26, 27] and
further developed by Donges et al. [28], are obtained based on climatic time series
from some variable. Since then, there have been presented multiple studies employing
and improving the introduced frameworks. An overview over some publications using
functional climate networks based on event synchrony can be found in appendix B.
The general rationale behind climate networks is illustrated in Fig. 2.3 [30].
We start by selecting variables such as (sea surface) temperature or precipitation in
a region of interest with an appropriate temporal and spatial resolution. Throughout
the thesis, a variety of data sets with diverse spatial and temporal resolution from
different sources are utilized. More details on the data are given in the respective
sections.
In a second step, we calculate the pairwise similarity between all time series from
the different locations within the region of interest (see Fig. 2.3). Depending on the
similarity measure, we need to pre-process the data to be able to apply the selected
similarity measure. In this thesis, we estimate the similarity between time series using
Event Synchronization [33], Event Coincidence Analysis [73], and Pearson correlation
[74].
Event Coincidence Analysis and Event Synchronization quantify the similarity
between event time series. Therefore, we either need to directly access data which has
an event-like structure or transform non-event time series into event time series. An
established approach for the latter is to define events by thresholding the values of
each time series at some percentile [32, 75]. The methodological details of Event Syn-
chronization and Event coincidence analysis are described in detail in the subsequent
sections (section 2.2.1 and section 2.2.2).
17
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Figure 2.3.: Schematic illustration of climate network construction adapted from publication
[30].
To successfully distill information from networks based on Pearson correlation, we
follow the established procedure of first calculating the anomaly (deseasonalized) time
series. This is commonly done by subtracting the annual mean climatology for each
time series [28, 30]. Thereafter, we compute the correlation between the time series.
We outline the details in a subsequent section (section 2.2.4).
Regardless of the similarity measure, we order the pairwise similarity scores in a
quadratic similarity matrix S which we can directly interpret as a weighted adjacency
matrix of a network in which each location of the respective time series represents a
node (as illustrated in Fig. 2.3). Although we could start a network analysis directly
at this point, this weighted adjacency is often transformed into a binary unweighted
version. As the number of grid points is normally of order N = 105 − 106, keeping
the weighted adjacency matrix does not only decrease computations speed but is
sometimes not possible due to limited memory. Also, low similarity (arising from
estimating the similarity of all pairs of time series) does most often have no physical
meaning and might induce some biases in the network structure.
To binarize the matrix, two main approaches have been applied in the context of
climate networks. On the one hand, we can use statistical testing to decide whether
a similarity value is significant up to some confidence [5, 24]. On the other hand, we
can threshold the similarity matrix at some value to only keep the strongest similarity
and thereby control the resulting link density in the network [31, 75, 76].
In each chapter, we specify and motivate the choices for the methodological setup
which we tailor differently for the distinct applications. There, we also present the
details of the network analysis (the last step in the illustration in Fig. 2.3).
18



















































Figure 2.4.: Schematic illustration of synchrony estimation using ES. Depicted are two event
time series i and j. Green lines indicate events. Striped areas are excluded in the
computation for correct normalization. The dynamic, local coincidence window is
shaded grey. Figure taken from publication P2.
In the following sections, we introduce the rationales and definitions behind Event
Synchronization, Event Coincidence Analysis, and Pearson correlation.
2.2.1. Event synchronization
Event Synchronization (ES), first introduced by Quiroga et al. [33], is a parameter-free
method to quantify the synchrony of events in event time series. This method has
frequently been utilized to construct networks from climate time series in the last
decade. Pre-requisites for the application of ES are event time series for observations
located at the different nodes in a network. In the following, we describe how we
estimate the similarity between event time series and, thus, obtain an adjacency
matrix. Here, we stick to the notation which has been presented in recent publications
[77, 78].
Using ES, two events l and m in time series at node i and j at time til and t
j
m are
considered to be synchronized if, and only if, they have occurred within the local
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Thus, the synchrony condition reads
σijlm =
{
1, if 0 < til − tjm ≤ τ ijlm,
0, otherwise,
(2.18)
and can, in principle, be limited by an upper bound τmax to avoid unrealistically
large coincidence intervals.
As the local coincidence interval is calculated by subtracting temporal distances
between events, we exclude the first and the last event of all time series [77].
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Here, the definition of c(i|j) implies that events in time series at node j precede
events in time series at node i. We, therefore, have to use this version of the indicator
function to prevent double counting. In addition, we set the total number of events
as l = 2, 3, ..., ni − 1 and m = 2, 3, ..., nj − 1 due to the exclusion of the first and last
time series.
We then calculate the event synchronzation strength by considering the numbers
of synchronized events in both directions (c (i|j) and c (j|i))
sESij =
c (i|j) + c (j|i)√
(ni − 2) (nj − 2)
. (2.21)
Note, that we exclude the first and the last event of each time series for a correct





functional climate network. As there are several ways to transform SES into an
adjacency matrix, we discuss different utilized options in the respective chapters.
2.2.2. Event Coincidence Analysis
Event Coincidence analysis (ECA) [73] quantifies the similarity between event time
series in a similar fashion as ES. In contrast to ES where a dynamic, data-adaptive,
coincidence interval is utilized, ECA follows the rationale of a static (globally defined)
coincidence interval (set by a parameter), which can be adjusted to the desired time
20






































Figure 2.5.: Schematic illustration of lagged synchrony estimation using ECA. Shown are two
event time series i and j. Green lines indicate events. Striped areas are excluded in
the computation for correct normalization. The static, global coincidence window is
shaded grey. Figure taken from publication P2.
scale allowing for analytical examinations [73]. The basic idea of the method is
illustrated in Fig. 2.5. Again, we stick to the notation which has been presented by
Odenweller et al. [77].
Using ECA, two events at times til and t
j
m are considered to coincide if they occur
within the global coincidence interval ΔT and, thus, fulfill the condition
0 < til − tjm < ΔT. (2.22)
The coincidence rates between the events from two event time series indicating
the fraction of events in time series i that are preceded by at least one event in time
series j are computed as [77]













with the indicator function
1I (x) =
{




Chapter 2. Theoretical foundations
and the Heaviside step function Θ(·). Whereas the Heavyside step function prevents
the double counting of events, removing the number of events within the time interval









from the number of events in time series j.
At this point, we can again highlight the bidirectionality of undirected connections
by calculating the mean of the event coincidence rates
sECA,meanij =
r (i|j; ΔT ) + r (j|i; ΔT )
2 (2.26)
for obtaining a symmetric similarity matrix SECA.
As an additional feature, which we utilize in chapter 4 and chapter 5, we can also
consider the the directional coincidence rates r (i|j; ΔT ) and r (j|i; ΔT ) to emphasize
a strong unidirectional association between the event time series. In this case, we
define elements of the similarity matrix SECA by computing the maximum of the
two pairwise event coincidence rates
sECA,maxij = max (r (i|j; ΔT ) , r (j|i; ΔT )) . (2.27)
Note that examining the directionality of connections can, in the same manner, be
computed using Event Synchronization.
In this thesis, we omit the discussion of possible differences between the trigger
and precursor coincidence rates [73, 77] which differ regarding their normalization in
Eq. 2.23. The stated definition refers to the trigger coincidence rate where events in
time series i trigger events in time series j. Our computations have led to (visually)
identical results using the precursor coincidence rate in the studied cases.




to obtain an adjacency
matrix for the construction of functional climate networks.
2.2.3. Time Delayed Versions of ES and ECA
In the above definitions, both methods feature temporal distances ≥ 0 between
two coinciding events. Whereas the introduction of a second parameter τ taking
care of lagged coincidence is commonly discussed in the context of ECA, a similar
parameter can be easily implemented in the ES serving as a lower limit of the dynamic
coincidence interval. However, in the present thesis, we will only apply the lagged
version ECA in chapter 4 while we utilize the ES only in the stated version. Regarding
the previously introduced definitions, a time-lagged version of ES and ECA can be
realized by a shift of one event sequence by the constant value τ in the equations of
the two previous subsections [77].
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2.2.4. Pearson correlation
Computing the linear Pearson correlation coefficient is an established way to estimate
correlation between two samples. In this thesis, we utilize the Pearson correlation
coefficient to access the similarity between to equally sampled functions (of time or




i=1 (xi − x̂) (yi − ŷ)√∑n
i=1 (xi − x̂)2
√∑n
i=1 (yi − ŷ)2)
(2.28)
Here, x̂ and ŷ denote the time-mean or latitudinal-mean of x and y. For constructing
a climate network, we consider the (deseasonalized) time series measured at the grid
points and compute the Pearson correlation coefficient for each pair (i, j). Due to
the symmetry g(x, y) = g(y, x) we obtain the symmetric similarity matrix SPearson
with entries
sPij = g(xi, xj) (2.29)
As for ES and ECA, we threshold the similarity matrix SPearson at some value to
obtain an adjacency matrix for the construction of functional climate networks.
2.3. Spatially embedded networks
In spatially embedded networks such as functional climate networks, nodes are
additionally characterized by a location in some physical space. Therefore, functional
climate networks do not only have a specific network topology but can also be analyzed
with geometric approaches. In the following, we introduce a pair of network measures
which are solely defined for spatially embedded networks. Second, we discuss a
comprehensive framework which corrects for systematic biases due to heterogeneous
node placement in spatially embedded networks. Third, we discuss a scheme that
accounts for boundary effects which we employ when we analyze a network in a
confined region.
2.3.1. Network measures
In spatially embedded networks, we can measure distances between nodes [15, 79].
Accordingly, we can quantify the distance specific edges are covering. Next to possible
global measures such as the global mean link distance or the maximal link distance
23
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present in a network, its node-wise pendant, the average link distance d is a popular







with dij representing the distance between the nodes i and j.
In addition to these distance-based measures, a few studies quantifying the geometry
of a network have been conducted [79, 80]. Additionally, there have been introduced
edge directionality measures which are one approach to quantify the directional
tendency of edges adjacent to a node [80]. A detailed analysis of such geometric
network measures and their application to study complex networks embedded in
spherical geometry is presented in chapter 3.
2.3.2. Geometry correction
In spatially embedded networks where nodes represent heterogeneously sized entities,
systematic biases have been observed [81–84]. Here, we shortly address two differently
sourced biases and their corresponding correction schemes.
In some types of networks, the probability that an edge is present in the network
depends on the physical distance between nodes. This is, in particular, the case for
complex networks in Climatology and the corresponding functional climate networks
which have been introduced in the previous section (section 2.2). Nodes in functional
climate networks are commonly located on a regular spherical grid with constant
latitudinal and longitudinal distance but heterogeneous spatial node density [82].
Specifically, in regular spherical grids, the density of nodes increases with the inverse
of the cosine of the latitude [81]. In a scenario where nodes are more likely connected if
their distance in the physical space is small, nodes around the poles will automatically
have a higher number of connections to their direct neighbors than nodes located
around the equator . To account for such biases, Heitzig et al. [82] have developed a
comprehensive framework that is based on node splitting and twin merging. Note
that this framework is not exclusively useful in the context of functional climate
networks but also for complex networks in neuroscience, where similar biases have
been observed [82].
To account for differently sized regions that are represented by a single node in
a network, Heitzig et al. [82] have proposed to use tailored node weights which are
based upon imaginary mergers or splittings of nodes to resample the node placement
and compensate the original misplacement. This concept is commonly known as
node splitting invariance (n.s.i.). As an effect, the authors have suggested weighing
each node in a climate network by the fraction of the corresponding area each
node represents. Accordingly, they have proposed to use node weights which are
proportional to the cosine of the latitude φ.
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where wj = cos φj symbolizes the respective node weight.
Along with this definition of the n.s.i.-degree, the authors have introduced a
comprehensive scheme to construct n.s.i.-corrected network measures and came
up with definitions of the most popular network measures (such as the clustering
coefficient and betweenness). We utilize n.s.i. network measures in all chapters where
we study complex climate networks and refer to the respective network measure
disregarding the term n.s.i. to increase readability. We only use the uncorrected
versions if we explicitly mention doing so.
An additional issue in networks with distance-dependent linkage occurs at the
boundaries of the study area. Nodes located close to a boundary of a study area have
a reduced number of neighboring nodes in a small physical distance [85]. Therefore,
we expect an elevated average link distance and a smaller degree for those nodes
in such networks. According biases have been intensively studied by Rheinwalt
et al. [85]. In this study, the authors have not only proposed an algorithm to
account for the corresponding bias but have also subsequently released a software
package for python which we have used for the work presented in the thesis (https:
//github.com/Rheinwalt/spatial-effects-networks/blob/master/sern.py).
Their algorithm is based on the construction of surrogate networks that explicitly
conserve the link distance distribution of the whole network. In the surrogate networks,
nodes i and j are connected based on the probability of the corresponding link distance
in the link distance distribution of the original network. To maintain the overall link
density, this probability is adapted considering the number of all possible links of this
length based on the node locations. In an application, this procedure is repeated for
a large number (at least 100 times) to construct an appropriate number of surrogate
networks. To finally obtain the boundary-corrected network measure for each node,
Rheinwalt et al. have proposed to subtract the mean of the respective network
measure in the surrogate networks from the value in the original network.
To this end, we mention that the boundary correction algorithm can also be used
to correct for heterogeneous node placement in climate networks as the differing node
density is reflected in the node distance distribution which scales the linking probability
in the surrogate networks. Due to the relatively large computational resources which
are needed for constructing the surrogate networks, utilizing appropriate node weights
is normally the preferred choice when boundary effects are negligible.
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2.4. Construction of networks in Computational Social
Science
Social platforms, such as Facebook, Twitter, or Instagram are often originally orga-
nized as networks. Through the affordances of these platforms, people can uni- or
bidirectionally engage via following or friendship connections and, therefore, naturally
form a network [35]. Next to these obvious network representations, there are multiple
other ways to abstract data into a network representation. In chapter 7 and chapter
8 we pursue two different approaches, which we shortly outline in the following.
In social networks, friendships and follower relations can have heterogeneous
meanings as people often have many different contacts with varying interaction
frequency. To construct a representation of the effective interaction network, we,
therefore, do not study the social network (e.g. the friendship or follower network)
itself but use the dynamic interactions as a definition of an edge in a network. Using
this strategy, nodes in the network are still the different users but the network
represents the temporally changing and potentially weighted interaction strength
between user pairs. Thus, an inactive user with many connections might be a node
with only a few edges in the interaction network, whereas an active user with only a
few connections in the static network can have all connections represented with large
weights in the interaction network.
Next to these direct user-user interactions, in which we normally disregard the
exchanged content, we can construct networks based on the shared content. In this
case, we can identify URLs, hashtags, or even specific content such as a video as a
node. Edges in this context for example refer to the co-occurrence (under a post or
within some time interval) of two of such entities. The resulting content networks are
somewhat disconnected from the actual user interaction but reflect the popularity
and relation of different topics.
We refer to chapter 7 and chapter 8 where we conduct comprehensive data analyses





To access the information hidden in network representations of complex systems,
various network measures and methodological approaches have been introduced in
chapter 2. In addition to the traditional topological analysis, we, here, present
geometrical network measures to extract information from the spatial arrangement
of edges. By utilizing the rationale from previous work [80] where the authors have
proposed a geometric perspective on complex networks by introducing the concept of
edge anisotropy, we further develop and generalize the toolbox of such measures to
study networks embedded in spherical geometry.
To show the variety of insights that can be accessed using edge directionality
measures, we first tie in with the concept of edge anisotropy which has been formulated
by Molkenthin et al.[80]. As a second step, we slightly enlarge the number of the
so-called edge directionality measures and present a framework to compute such
measures in real-world networks which are commonly embedded in spherical geometry.
We further show, that geometric network measures are prone to systematic biases and
demonstrate a scheme to correct for corresponding effects. Finally, we illustrate the
potential of geometric network measures by studying three different climate networks,
an air transportation network and the global trade network from 2009.
The results presented and the figures shown in this chapter are based on publication
P1 (Wolf, F., Kirsch, C. and Donner, R. V. (2019): Edge directionality properties in
complex spherical networks. Physical Review E 99.1, 012301). We thank APS for the
kind permission to reuse/adapt the content and figures.
3.2. Geometric network measures
In principle, geometric network measures quantify spatial arrangement of edges that
are adjacent to a distinct node. This consideration adds another layer of information
to the sole topological network analysis. In spatially embedded networks, nodes are
not only characterized by their topological attributes but also by a physical location.
Therefore, we can attribute a unit vector eij pointing from node i towards another
node j along an edge if both nodes are connected in the studied network.
Following this rationale, the authors of a previos study [80] have suggested quanti-
fying the edge anisotropy as
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To not only analyze a scalar value indicating anisotropic edge placement, we suggest







which illustrates the geometrical imbalance of the edge directions. Note that ri = ||ri||.
The definition of the weighted mean edge direction and the weighted edge anisotropy
follows directly by replacing the adjacency matrix elements aij with the weight matrix
elements wij .
To apply these edge directionality measure when analyzing directed networks,





















The in- and out-mean edge direction are computed accordingly.
3.3. Anisotropy in spherical geometry with homogeneous
areas of representation
Nodes in climate networks are characterized by their topological properties as well as
a latitude φm and longitude λm. The latter specify the location on a sphere that is
embedded in three-dimensional space. An edge pointing from node i to node j can,
therefore, be assigned the course angle αij (we present a detailed derivation of the
analytic expression for course angles in Appendix A)
αij = arccos cij (3.5)
with
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cij =
cos φi sin φj − cos(λi − λj) cos φj sin φi√
1 − (cos(λi − λj) cos φi cos φj + sin φi sin φj)2
. (3.6)
The course angle αij which has originally been introduced to quantify the angle
between the geodetic north and the course of a moving ship is, by definition bounded
between αij ∈ [0, π] and can be attributed to an edge connecting node i and node j.
To distinguish directions with eastward and westward component we further define
βij = αij for the former and βij = 2π − αij for the latter.
Finally, for the calculation of the mean edge direction, we locally neglect the







where the second coordinate denotes the northward component in this definition.
Furthermore, we name the angle δi between the mean edge direction ri (Eq. 3.2) and
the geodetic north the local mean angle.
3.4. Anisotropy in spherical geometry with heterogeneous
areas of representation
In networks where nodes represent differently sized regions or entities, network
measures can be biased. To account for such inaccuracies the framework of node-
splitting invariance (n.s.i., see chapter 2) has been introduced by the authors of [82]
and further specified in subsequent studies [83, 84].
While the corresponding biased degree and local clustering coefficient values in
climate networks have been discussed by the authors of [82], we address an analogous
bias in edge anisotropy and local mean angle. In accordance with the already













which can, again, be generalized for weighted networks where we suggest a multiplica-
tive combination of intrinsic and AOR-weights (AOR is an abbreviation for area of
representation). Here, we do not utilize the term n.s.i.-weights as we employ edge
properties. We, therefore, have to introduce specific edge weights in contrast to the
approach of Heitzig et al. [82] who have suggested the use of node weights.
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Figure 3.1.: Local mean angle (a,b), local anisotropy (c,d) and zonal mean local anisotropy (e,f)
of the benchmark network. The left column (a,c,e) shows the uncorrected values
and the right column (b,d,f) the corresponding corrected values.
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3.5. Bias correction for edge directionality measures
To investigate possible systematic biases in edge directionality measures, we study a
synthetic network that is embedded in a regular spherical grid where heterogeneous
node placement naturally arises. Here, we utilize a rotationally and translationally
symmetric benchmark network which we, in line with previous work [82], construct
utilizing the linking probability
p(dαij) = min(1, exp(0.4 − 0.09dαij)) (3.9)
depending on the angular distance dαij . This imitates the preference towards smaller
link distances which is observed for many correlation based climate networks. The
parameter setting (0.4, 0.09) assures a link density of ρ = 0.035 which is of the
order commonly used in climate networks. Our results are based on a network with
N = 18432 nodes on a spherical grid with a resolution of 1.875◦ × 1.875◦ latitude
and longlitude.
Although we follow the described random linkage mechanism, we find systematic
gradients in local mean angle (Fig.3.1a) and local anisotropy (Fig.3.1c,e).
Figure 3.1a features the hemispheric splitting of the local mean angle to values
around 0 (or 2π) on the Northern Hemisphere and values around π for the Southern
Hemisphere with a transition region in between. The local anisotropy, in turn,
increases from zero at the equator to a maximum around ±75◦ latitude followed by a
marked decrease around the poles on both hemispheres.
Such a systematic derivation from random fluctuations is no feature of the bench-
mark network itself but can be attributed to the spatial embedding of the network
on the regular spherical grid.
On a regular spherical grid, where the angular distance between nodes is kept
constant, the node density increases with the inverse of the cosine of the latitude
which can be proven straightforwardly by considering the area of a spherical rectangle
A associated with a node at latitude φi. The size of the spherical rectangle is
proportional to the difference between two spherical caps cut at φi − 12Δφ and
φi + 12Δφ where Δφ denotes the difference between the neighboring latitudes φi and
φj .
Following this notation, we compute










= 2 sin Δφ2 cos φi ∝ cos φi
(3.10)
and conclude that the area of spherical rectangles decreases with the cosine of the
latitude.
This implies that the distance between nodes depends on the direction in which we
measure the distance. Let us consider a node on the Northern Hemisphere: in the
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vicinity of the node, we find a higher link density and smaller distances between nodes
in the north than towards the south. Therefore, distance-dependent linkage schemes
automatically induce a preference towards the poles resulting in a systematic bias
in the mean angle and an increase in the local anisotropy. The marked decrease of
the local anisotropy at the poles can also be explained by the distance-based linking
scheme. Due to the decrease of p(dαij) to 1e at dαij ∼ 15◦ latitude, a critical portion
of edges cross the polar region and are connected to nodes of similar latitude and,
hence, cause the decrease for values  | ± 75◦|.
To correct for this bias, we suggest utilizing specific edge weights to compensate
for the systematic deviation. In climate networks, the choice wAORij = cos φi has been
shown to correct for the biases of topological network measures such as degree or
clustering coefficient [82]. Correspondingly, we suggest to weigh edges pointing from
node i to node j with the AOR-weight wAORij = cos φi to obtain the unbiased versions
of the edge directionality measures which we show in Fig. 3.1b,d,f. Confirming the
success of the bias correction, Fig. 3.1b shows uniformly distributed mean angles in
[0, 2π] and Fig. 3.1d,f demonstrate that the local anisotropy exhibits solely random
fluctuations with an amplitude of 102 lower than in the biased version.
Having set up the theoretical framework to analyze networks using the concept
of edge directionality, we continue by studying several real-world networks in the
following. Thereby, we illustrate the broad applicability of the introduced edge
directionality properties.
3.6. Edge directionality in climate networks
3.6.1. Data and network construction
In this section, we demonstrate the capability of edge directionality measures to
study climate networks. Initially, we study a surface air temperature (SAT) data
set from the ECHAM 6.1 AquaControl simulation which was performed within the
TRACMIP coordinated experiment [86]. Here, the authors have presented compre-
hensive simulations, where an idealized planet without landmasses is studied. This
allows for a detailed analysis of atmospheric processes without possible disturbances
due to landmasses. The studied aquaplanet features a thermodynamic slab ocean
with interactive sea-surface temperatures and air-sea coupling as well as follows
present-day insolation [86, 87]. An implemented hemispherically asymmetric, but
zonally symmetric meridional heat transport shifts the position of the inter-tropical
convergence zone (ITCZ) northwards and thereby causes asymmetric circulation cells
[86]. The simulation covers 30 years with monthly values and a spatial resolution
of approximately 1.875◦ × 1.875◦ latitude and longitude. Note that we present a
comprehensive study of multiple different model simulations performed within the
TRACMIP experiment in chapter 6.
Besides, we study global monthly precipitation sums and SAT averages between
1979 and 2016 from the ERA-Interim reanalysis data set, which are available at a
spatial resolution of 2.5◦ × 2.5◦ [88].
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Figure 3.2.: Comparison between degree and local anisotropy in a climate network. (a) shows the
n.s.i. degree, (b) the local anisotropy. The meridional wind with marked circulation
cells is shown together with the rescaled zonal mean degree (c) and the rescaled
zonal mean local anisotropy (d). P ,F ,H indicate the circulation cells, subscripts
the hemisphere.
In both cases, we construct climate networks as described in chapter 2 by using
the respective anomaly time series and Pearson correlation as the similarity measure.
We finally obtain the adjacency matrix by thresholding the similarity matrix at some
value to achieve a link density of ρ = 0.005 which is a typical value in global climate
networks with similar spatial resolution [28, 30].
3.6.2. SAT aquaplanet climate network
Figure 3.2a features the degree of the SAT aquaplanet climate network which is
zonally symmetric due to the absence of landmasses and corresponding symmetric
dynamics. Whereas there is not much complex structure observable in the global
degree pattern (Fig. 3.2a), Fig. 3.2c reveals a close relation between the zonal mean
degree and the meridional wind of the hemispherically asymmetric circulation cells.
The cells themselves are not directly observable in the degree field but we observe
some relation between maxima of the meridional wind and the degree which we
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suspect to arise from the transportation of temperature anomalies by low-level winds.
This has been described also in a previous study [80].
In contrast to the degree, the local anisotropy which is shown in Fig. 3.2b exhibits
complex structures and allows for a more detailed analysis of the climatic features.
First, we observe that the northward-shifted ITCZ (4.6◦N [86]) is characterized
by a low anisotropy canal in Fig. 3.2b and a local minimum in the zonal mean local
anisotropy. As implied by the name convergence zone, winds merge from northern
and southern direction resulting in links into both directions and, thus, a relatively
low local anisotropy. This observation is supported by the other local minima of the
local anisotropy for the edges of the circulation cells on the Southern Hemisphere.
On the Northern Hemisphere, we observe trade wind-related structures in Fig. 3.2b
and generally smaller circulation cells with weaker meridional wind maxima. This
leads to weaker signatures of circulation cell edges in the local anisotropy as the
Southwest-to-Northeast-orientated trade wind imprints blur the edges of the Ferrel
(Fn) and Hadley cell (Hn).
Second, we find a specific double band (or double peak in the zonal mean) structure
of elevated anisotropy related to the southern Hadley cell HS which ranges from
∼ 4◦N to ∼ 30◦S (Fig. 3.2a,c). Implied by the coinciding high node degree covering
the southern Hadley cell, we suspect that this might be a characteristic feature of
the edge anisotropy in densely connected parts of a network. Due to the densely
connected nodes, we find a minimum of the anisotropy in the center of the Hadley cell
and edge directions pointing towards the interior when we analyze the nodes more
towards the edges of the circulation cells. At the boundary of the circulation cells,
finally, the edge direction completely changes which leads to the already described
edge anisotropy minima between the cells.
Third, the most striking similarity is, in line with the observation from the southern
Hadley cell, a relative minimum of the local anisotropy in the center of the circulation
cells and maxima slightly shifted to the respective mean boundaries which can be
observed for almost all circulation cells (except the southern Ferrel cell). A previous
study [80] already mentioned that large degree values and low local anisotropy are
related to fast directed flow in model systems, which we also expect in the center
of the circulation cells. In turn, at the boundaries either moderately diverging or
moderately converging winds transport anomalies in a directed manner towards or
from the circulation cell center which might also explain large anisotropy values close
to the boundaries. However, as we here exclude interannual shifts of the whole system
of the circulation cells and the ITCZ and disregard perturbations due to the Coriolis
force or atmospheric waves, deviations are to be expected and are indicated by the
large general variability of the anisotropy along the latitudes.
3.6.3. SAT and precipitation real-world climate networks
For the SAT and the precipitation network, we show the local anisotropy and the
mean edge direction for nodes with ri > 0.25 and ki > 10 in Fig. 3.3.
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Figure 3.3.: Local anisotropy (a,b) and mean edge direction (c,d) of the real-world SAT (a,c)
and precipitation (b,d). The mean edge direction is color-coded by the cardinal
direction and only shown for nodes with ri > 0.25 and ki > 10.
For the former (Fig. 3.3a,c), we mainly find elevated values of edge anisotropy
along the coasts, which is caused by the abrupt change in heat capacity at the coasts
leading to different temperature dynamics over land and ocean. At the boundary
of the regions with different dynamics, we, therefore, find a flip in the mean edge
direction. This gets amplified by deflected (trade) winds which transport temperature
anomalies. In addition, we predominately show the mean edge direction over the
ocean in Fig. 3.3c as we observe larger values of the degree over the ocean due to
elevated spatial temperature persistence. The El Niño–Southern Oscillation (ENSO)
which is one of the largest temperature variabilities of the Earth’s climate system is
the second feature highlighted in the SAT network. The elevated degree values and
highly connected nodes in the South Pacific originate from the well-known sea surface
temperature anomalies occuring with varying frequency (2 to 7 years) in the Pacific.
In the precipitation network (Fig. 3.3b,d), we identify two main characteristics. On
one hand, we again observe a marked region of elevated local anisotropy values related
to the ENSO. Interestingly, we find a double band structure similar to the signature
of the zonal mean anisotropy of the southern Hadley cell in the aquaplanet network
confirming that double bands in the edge anisotropy are characteristic features of
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Figure 3.4.: Mean edge direction of the import (a) and export (b) trade network. The mean
edge direction is color-coded by the cardinal direction and only shown for nodes
with ri = 0.3 and ki = 25.
large regions of high interconnectivity. A similar structure with lower amplitude
and a smaller spatial extent can be identified that coincides with the position of the
Atlantic Niño between South America and Africa [89]. The identification of both is
remarkable as we, in this part, solely utilized the geometry of the network edges and
excluded traditional topological measures.
3.7. Edge directionality in trade networks
To complement the previous study of the climate network, we investigate the global
trade network with nodes representing different countries. Such networks have already
been analyzed in previous studies utilizing topological approaches [13, 90].
The studied network is based on the year 2009 world trade network, which we
construct from the Eora multiregional input-output database [91]. The E = 7, 043
edges in the network represent the directed and weighted trade of goods between
N = 186 countries, each symbolized by a node at its geographical center.
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Figure 3.5.: Snippet from Fig. 3.4 showing the mean edge direction of the import trade.
The directed global trade network is characterized by relatively large anisotropy
values and dense interconnectivity (link density of ≈ 20%). To illustrate these features,
we show the incoming edge direction (colored according to their cardinal direction)
referring to the import in Fig. 3.4a and the corresponding outgoing and export-related
edge direction in Fig. 3.4b for all nodes which exceed ri = 0.3 and ki = 25. This
criterion is met by 171 of the 186 countries illustrating the high entanglement of the
world’s trade.
By comparing the import and the export directionality of the network, we can
distinguish between different actors of the global trade. On a global scale, the import
and export mean edge direction differ and are easily discriminated against. In the
detailed analysis of the single nodes representing different countries, we mainly find
two classes: either export and import align or exhibit opposite edge direction. We
suspect this difference to arise from the position in global supply chains. Whereas
some countries are at intermediate positions (e.g. Canada, receiving import from
Asian countries, exporting to the east) other countries stack many intermediate goods
to the final product and, therefore, exhibit opposite export and import direction (e.g.
Australia).
Another local anisotropy feature in the trade network is caused by the signature of
the European export. As an influential actor in the world’s economy, the European
Union accounts for approximately one-third of the export trade worldwide. Especially
North and West African, Middle Eastern, and South American countries receive
many goods from the EU resulting in import edge directions pointing away from the
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European Union (see Fig. 3.5). Also in Fig. 3.5, we observe mean edge directions
flipping at the border between countries which joined the EU pre- and post the EU
enlargement in 2004. Whereas this could be a relict from older trade agreements, this
particular edge directionality pattern (western European countries pointing westward,
eastern European countries vice versa) can also be related to the large trade volume
in a confined region which automatically leads to diverging import edge directions.
3.8. Edge directionality in air transportation networks
Finally, we analyze an air transportation network to illustrate the potentials of
geometric network measures to analyze such complex systems. Air transportation
networks have also previously been analyzed using network approaches [92, 93].
Here, we study the airport and route datasets from the OpenFlights database
(https://openflights.org/data.html) containing N = 7, 184 airports (interpreted
as nodes) connected via E = 67, 663 weighted, directed edges, each representing
different flight routes.
In line with the previous analysis, we again only show airports with an elevated
degree and anisotropy (ri > 0.3 and ki > 30) in Fig. 3.6 and, hence, neglect smaller
airports (in terms of flight volume).
In Figure 3.6a, mean edge directions around the Pacific pointing away from the ozean
indicate that only a comparably low number of flights cross the Pacific Ocean. Whereas
this water body is avoided due to its size, we cannot generalize this observation to the
other oceans, as most North and South American East coast airports exhibit mean
edge direction pointing towards the East. This also implies that larger coastal airports
do not mainly serve domestic flights because the resulting mean edge direction had
to point towards the inner part of the continent in this case.
Another feature of the analyzed network is the marked southern-pointing mean edge
direction in most parts of Europe. We suspect that this is a result of the placement
of Europe on the Northern Hemisphere in combination with the high connectivity
to all parts of the world, which sum up to a purely southern pointing mean edge
direction in the outgoing flights.
Finally, we can also identify subsystems of locally organized structures utilizing
geometric network measures. In the present network, we, accordingly, find the Asian
air traffic with a distinct edge directionality pattern as a relevant subsystem. Due
to the large inner-Asian flight volume, we find converging edge directions pointing
towards the center of China at airports in many countries surrounding the Chinese
mainland (see Fig. 3.6b).
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Figure 3.6.: Global (a) and Eurasian (b) mean edge direction of the air transportation network.
The mean edge direction is color-coded by the cardinal direction and only shown
for nodes with ri = 0.3 and ki = 30.
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3.9. Summary
Geometric network measures can complement traditional topological network analysis.
To confirm this assumption, we have initially presented a comprehensive set of
geometric network measures. Motivated by the study of real-world networks which
are commonly embedded in spherical geometry, we have generalized the edge direction
properties accordingly. To avoid geometry-induced biases in the network measures,
we have discussed a systematic bias that is induced by heterogeneous node placement.
To correct for this bias, we have employed a corresponding correction scheme and,
thereby, set up a framework to apply edge directionality measures to investigate
real-world networks.
In climate networks, we have shown that geometric network measures reveal large-
scale phenomena like the El Niño–Southern Oscillation or the Atlantic Niño and
exhibit complex patterns indicating trade wind directions and circulation cell centers
and edges.
In trade networks, edge directionality measures have confirmed and visualized the
importance of the EU export trade and have characterized countries as endpoints or
in-between members of international supply chains.
Finally, the analysis of an air transportation network has displayed different air
transportation subsystems and has indicated the influence of big water masses on the





In the second part of the thesis, different properties of
the Earth’s climate system using complex networks are
examined. First, the caveats of network construction
based on event synchrony in chapter 4 are addressed.
Using two case studies focusing on distinct features of
the South American Monsoon System, the characteris-
tics of Event Synchronization and Event Coincidence
Analysis are highlighted. With the help of Event Co-
incidence analysis, a study on the temporal evolution
of heavy rainfall event patterns related to East Asian
Summer Monsoon is conducted in chapter 5. In chapter
6, the presented work contributes to the understand-
ing of global rainfall distribution associated with the
intertropical convergence zone by analyzing sea surface
temperature anomalies of an ensemble of idealized aqua-
planet models. For this work, a distinct approach for




Event synchrony measures for
functional climate network analysis
4.1. Introduction
Studying extreme events, their co-occurrence and their changing characteristics in the
context of ongoing climate change is an integral part of climate impact research. This
is not only motivated by the impact of extreme weather on the economy of regions or
countries but also by their threat to people’s lives [21, 22, 94]. To support the effort of
investigating extreme events, multiple studies have employed Event Synchronization
(ES) [33, 95] as a method to estimate the similarity between event time series. The
results of this analysis can be used to construct functional representations of statistical
interrelations between (cascades of) extreme events [5, 34, 70]. Utilizing a dynamic
local coincidence interval, the ES can capture event synchrony at different time
scales [5, 24] but inherits a systematic problem to capture clustered events [5, 77,
78]. While there has been suggested a correction scheme to correct for the resulting
bias in functional climate networks [5, 24, 96], other authors have introduced Event
Coincidence Analysis (ECA) [73] as a powerful alternative that is not susceptible to
the mentioned clustering bias.
In this chapter, we study the already introduced event synchrony measures ES
and ECA (see chapter 2) regarding their capabilities to construct and study climate
networks. To comprehensively compare and contrast the ES and the ECA, we apply
both methods in combination with and without the correction scheme to study the
South American Monsoon System (SAMS) [29, 55, 96–98].
Accordingly, we first shortly introduce the main drivers and components of the
SAMS, specify the parameter settings, and comment on the respective data prepro-
cessing before we conduct two case studies highlighting the features and possible
shortcomings of both methods. In particular, we investigate differently caused biases
and a corresponding correction scheme in the first case study whereas we highlight
the systematically differing potentials of the different event synchrony measures to
capture cascading events across scales in the second.
The results presented and the figures shown in this chapter are based on publication
P2 (Wolf,F., Bauer, J., Boers, N., Donner, R.V. (2020): Event synchrony measures
for functional climate network analysis: A case study on South American rainfall
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Figure 4.1.: Topography of South America and key features of the South American Monsoon
System (SAMS), including typical wind directions (light blue dashed arrows) and
the South American Low-Level Jet (SALLJ). The climatological positions of the
Intertropical Convergence Zone (ITCZ) and the South Atlantic Convergence Zone
(SACZ) are shown by dark blue lines. The red boxes illustrate the parcellation of
the study area into 7 boxes to track the propagation of extreme precipitation events
(see text).
dynamics. Chaos: 30.3., 033102). We thank AIP Publishing for the kind permission
to reuse/adapt the content and figures.
Note that we present an extension of the first case study (section 4.5) in Appendix
B.
4.2. The South American Monsoon System
In this exemplary application of event synchrony measures, we study heavy precipita-
tion events related to the SAMS [29, 55, 96–98]. Covering the time period between
December and February, the SAMS is mainly fed by trade-wind driven moisture
influx from the Atlantic ocean which converges at the ITCZ (see Fig. 4.1) [99]. The
converging winds carry moisture, which is recycled over the Amazon basin towards
the northern part of the Andes mountain range, where the winds get blocked and
channeled southwards [84, 100]. From there, low-level winds distribute the moisture
either towards South East Brazil (SEBRA) or (via the South American Low-Level Jet
- SALLJ) South East South America (SESA) [101–105]. This distribution of moisture
is highly influenced by the Rossby wave train phase [106] and results in the South
American Rainfall Dipole between SEBRA and SESA as the most prominent rainfall
variability in South America [97, 107].
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4.3. Data and network construction
As mentioned in the introduction to this chapter, we mainly aim for a comprehensive
comparison of ECA and ES especially in the context of potential biases of both
methods resulting from the analysis of temporally clustered events in time series.
For our study, we utilize the rainfall data set from the Tropical Rainfall Monsoon
Mission (TRMM, version 3B42 V7) [25], which is available on a spatial resolution of
0.25◦ × 0.25◦ latitude and longitude covering the time between 1998 and 2015 with
a temporal resolution of 3h. Specifically, we analyze the rainfall during the South
American Summer Monsoon in the period from December to February (DJF) and
conduct two case studies, one based on daily rainfall sums and one based on the raw
3-hourly data.
Subsequently, we consider rainfall to be extreme if the daily sum or the 3-hourly
raw data exceeds the 90th (daily data) or the 98th percentile (3-hourly data). Given
enough rainfall days, this results in a constant number of events in all time series (172
for the daily, 232 for the 3-hourly data). With only 4379 of the daily time series and
of 5087 of the 3-hourly time series (out of in total 48400 time series) deceeding 90%
of the respective maximum number of rainfall events (predominantly the continental
shadow west of the Central Andes), we proceed by not treating possible dry spots
differently.
Utilizing the stated definition of extreme events and specifying the ES and the ECA
as the chosen similarity measures, we follow the described procedure (see chapter 2
for details), to construct functional climate networks. The parameters are chosen
differently for the two case studies and are specified in the respective sections. In
all figures showing the spatial pattern of different network measures we show the
geometry corrected version of the respective network measure which we obtain using
the algorithm from Rheinwalt et al. [85] (see chapter 2 for further details).
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Figure 4.2.: Number of remaining events after declustering the obtained event sequences with
initially a constant number of events for daily precipitation data (see text for details).
4.4. Declustering scheme for extreme event time series
In event time series, events are potentially temporally clustered and thereby induce
a bias when applying ES in its original definition. This bias mainly arises from the
collapse of the local dynamic coincidence interval (Eq. 2.17) to 12 for subsequent events
and, therefore, only allows for simultaneous coincidence (we consider a sequence of
at least two subsequent events as an event cluster). This resulting bias and possible
implications have been discussed in recent publications [77, 78]. One way to cope with
this issue has been proposed and applied in several studies from Niklas Boers et al.
(e.g. [5, 24]) and is based on the following correction scheme: before the application
of ES we need to individually analyze each time series alone and only keep the first
event of all event clusters in the time series.
Although the scheme corrects for the described issue of ES, we can further motivate
its application as a tool for interpreting a sequence of subsequent events as a long
persistent event [5]. Especially for analyzing precipitation time series where heavy
rainfall events are often related to major weather systems, we can argue that there is
also a physical meaning behind the correction scheme. In this context, we conclude,
that it is also worth studying the effects of the correction scheme on networks
constructed using the ECA, where subsequent events do not imply a systematic bias
due to the definition of the global, static coincidence interval.
Depending on the overall strategy of constructing a functional climate network
based on event synchrony, the application of the correction scheme can have a
considerable effect on the corresponding similarity on which we define edges. Most
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notably, we reduce the number of events in the time series by only keeping the first
of all event clusters which directly influences the similarity values of ES and ECA.
Here, there are different ways to tackle this issue. In the studies where the correction
scheme has been applied [5, 24] edges are defined by tailored significance testing
utilizing surrogate time series with the respective combination of event numbers.
Although this strategy is coherent and specified to the present issue, it does not
conserve the serial dependency of extreme events. Another possible way to approach
this problem is to include more extreme events step by step to even out event numbers,
which appears to be computationally costly and incoherently sets event thresholds.
However, in the present study, we do not aim for revealing new climatic features of
the SAMS. Therefore, we follow the most naive approach and neglect the existence of
differing event numbers in the time series which we justify by relatively low changes
in event numbers in most regions. In Fig. 4.2, we show the numbers of extreme events
for time series with daily resolution in the respective grid cells which are initially
influenced by possibly too little wet days (as described in the previous section) and
then secondly by the correction scheme. In particular, Fig. 4.2 indicates decreased
numbers of events in the Pacific ocean related to the continental shadow west of
the Central Andes, the Atacama desert, the Orinoco Basin, and some regions in
the northern Atlantic Ocean. In the analysis, we further investigate related network
changes and especially discuss prominent pattern in the northern Atlantic ocean.
Summarizing, we utilize the described data sets along with the proposed event
definition and calculate the similarity matrix S with and without the declustering
scheme. We finally obtain the adjacency matrix by thresholding S to acquire a link
density which we specify in the sections of the respective case study. For details on
the network construction, see chapter 2. We also want to stress, that utilizing the
uncorrected version of the ES in combination with employing a threshold for defining
extreme events (as we do it in this chapter) is a reasonable strategy and frequently
used for constructing climate networks [75, 76].
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Figure 4.3.: Degree of the functional climate network representations of heavy rainfall events
based on (a,b) ES and (c,d) ECA without (a,c) and with (b,d) the utilization of the
correction scheme for temporally clustered events. For the two ES based networks,
we set τ ijlm ≤ 3 days, while for ECA, ΔT = 3 days. All networks exhibit a link
density of 0.02.
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4.5. Case study 1: Network pattern of the SAMS
4.5.1. Method intercomparison
Initially, we study the SAMS by constructing networks from the daily precipitation
estimates. To tie in with previous studies, we set τ ijlm ≤ τmax = 3 days to avoid overly
large (and unrealistic) coincidence intervals (Eq. 2.17 and Eq. 2.22) and thereby copy a
previously employed setup of the ES [29] where the authors studied the SAMS without
the application of the correction scheme. Subsequently, we threshold the similarity
matrix S (Eq. 2.21 and Eq. 2.26) at some value to obtain a link density (Eq.2.1)
of ρ = 0.02 which is of the common order for climate networks with comparable
resolution [30, 57].
According to the already mentioned publication [29], we first apply the ES (for
definition see section 2.2.1) without the utilization of the correction scheme. In the
node degree (Eq. 2.31) of the resulting network (Fig. 4.3a), we identify the ITCZ as a
low degree channel in the northern Atlantic. In addition, we recognize elevated node
degree along the East Central Andes where the SALLJ transports moisture towards
the south. In comparison to the moisture exit zone in SESA which is marked by
high node degree values, SEBRA, as the second part of the South American Rainfall
Dipole, is less prominent in Fig. 4.3a.
To investigate the influence of the declustering scheme on the resulting network
pattern, we show the node degree of the corresponding network in Fig. 4.3b. In
comparison to Fig. 4.3a, the observed features are easier to distinguish and appear to
be well pronounced in Fig. 4.3b. Firstly, the low degree band at the position of the
ITCZ is narrower and longer extending to the coastline of South America. Secondly,
the Amazon basin, where most moisture recycling takes place is marked with elevated
degree values which can be differentiated from the rather blurry signature in Fig. 4.3a.
Thirdly, the moisture pathway along the East Central Andes is highlighted as well
as both exit zones in SESA and SEBRA, which exhibit a comparably high node
degree. The differences between the two functional climate networks and their node
degree (in Fig. 4.3a and Fig. 4.3b) are directly caused by the implementation of the
correction scheme, which prevents the underrepresentation of regions with highly
clustered events [77, 78].
We do not only investigate the results of an application of the correction scheme
but also aim for carrying out a comparison between the ECA and the ES. Hence, we
construct networks utilizing the ECA (for definition see section 2.2.2) and set the
according parameters to τ = 0 and ΔT = 3 in order to ensure that we study similar
time scales as in the application of the ES (and consider immediate coincidences to co-
incidences with a lag up to 3 days). In addition, we utilize the average symmetrization
(Eq. 2.26) as we are not specifically interested in directed relations between extreme
events at different grid points. Other than the method to compute the similarity
between the time series we do not change the analysis setup and conduct the analysis
first without the correction scheme.
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Figure 4.4.: Pairing coefficient of heavy daily precipitation events.
The resulting node degree of the corresponding network is shown in Fig. 4.3c and
exhibits different patterns in comparison to the ES-derived networks. The main
similarity is the signature of the ITCZ as a band of low degree and an elevated degree
values in SEBRA. As the degree maximum north of the ITCZ is characterized by a
larger spatial extent and larger degree values and we simultaneously have, as before,
limited the edge density to ρ = 0.02, other features like the SALLJ or the moisture
exit zone in SESA are only partially visible.
With the application of the correction scheme (Fig. 4.3d), we observe a considerable
change of the degree pattern and observe very similar features as in the application
of the ES with the correction scheme (Fig. 4.3b). The main differences between the
node degree of the corrected versions of both methods (Fig. 4.3b and Fig. 4.3d) are
the only vague representation of the SALLJ and an increased separation of the two
degree peaks related to the South American Rainfall Dipole in the ECA derived
network.
4.5.2. Event pairing and degree correlations of differently constructed
networks
To further investigate and better understand the differences and similarities between












4.5. Case study 1: Network pattern of the SAMS
which quantifies the temporal clustering of events in time series and takes values
between Pi = 0 (no clustered events) and Pi = 1 (all events on subsequent time steps).
Note that si denotes the number of events in the time series at grid point i and δ(·)
only takes value 1 for vanishing argument. In addition, in this definition we measure
time unit-less. As the pairing coefficient is a measure, which we compute for each
time series separately, we can in a straightforward manner analyze the previously
studied daily event time series (without the application of the correction scheme) and
show the resulting values in Fig. 4.4.
Although the pairing coefficient only refers to the information encoded in the single
time series, Fig. 4.4 reveals several features of the SAMS and indicates why ES and
ECA over- or underestimate the degree in some regions.
In Fig. 4.4 we recognize the ITCZ as a low-value band and especially the region
north of the ITCZ as a region of high pairing coefficient. In addition, rainfall events
over SEBRA also appear to be highly paired. Comparing Fig. 4.4 with the differences
between Fig. 4.3a and Fig. 4.3b or Fig. 4.3c and Fig. 4.3d, respectively, reveals that
these two regions are among the most striking differences. Here, the uncorrected ES
systematically underrepresents regions with a high pairing coefficient, whereas the
application of the ECA leads to an overestimation of the node degree.
Regarding the ES, we infer that the systematic underrepresentation of grid points
with high pairing is a consequence of the already explained bias and, thus, results
from overly small local coincidence intervals [77]. For the ECA, there does not exist
a known generic bias that follows from the definition of event coincidence and we,
therefore, suspect that physical interpretation and event definition plays a crucial role
and explains the overestimation in the present case. As heavy precipitation events
are often related to major weather systems, we expect that in some regions, heavy
rainfall events do not only occur over a period of some days but also occur at many
neighboring grid points. As the ECA counts all of these events at the subsequent
time steps at the different grid points to coincide (see section 2.2.2 for definitions
related to the ECA), such large weather systems lead to high coincidence rates and,
thereby, an elevated degree. Therefore, the correction scheme, in this case, corrects
for the physical misinterpretation of subsequent events as singular events in contrast
to one long-lasting persistent extreme event.
In addition, we want to emphasize that neither the degree fields of the different
analysis setups nor the pairing coefficient pattern exhibit a direct visual correspondence
to the features in Fig. 4.2 and we, therefore, estimate our analysis setup as sufficient
to draw the stated conclusions.
Furthermore, we emphasize the differences between the ES and ECA based networks
by investigating the degree (Eq. 2.31) of the single nodes and their relation to the
pairing coefficient by showing the respective scatter plot in Fig. 4.5. Figure 4.5a
features the degree of the nodes in the uncorrected ES based network on the x-axis
and the degree of nodes in the uncorrected ECA based network on the y-axis as a
scatter plot, color-coded by the respective pairing coefficient. Figure 4.5a supports
the previous finding by indicating that only nodes with a high pairing coefficient can
achieve a high degree in the uncorrected ECA based network. Vice versa, we observe
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a b
Figure 4.5.: Degree–degree scatter plot for the uncorrected (left) and corrected (right) versions
of ES and ECA. The x axes show the degree of a node in the ES based network,
whereas the y axes show the degree in the ECA based network. The color code
indicates the respective pairing coefficient, the dashed line the line of identity.
that only nodes with low and intermediate pairing coefficient exhibit a high degree
in the uncorrected ES based network. These two opposite effects lead to the clear
separation of low and high pairing coefficient in Fig. 4.5a.
Figure 4.5b shows the same scatter plot but now for the degree with the utilization
of the corrected synchrony measures. In line with the high similarity in Fig. 4.3, the
scattered points are now somewhat aligned along the diagonal indicating that a high
degree in the corrected ES based network highly correlates with a high degree in
the corrected ECA based network. In addition, there is no clear separation between
high and low pairing values left after the application of the declustering scheme.
Whereas we explain the high similarity by the relative short maximum coincidence
windows of 3 days for both methods, which only allows for a few different values of
the dynamic coincidence interval of the ES, we assume that the differences are due to
the structurally distinct definition of the two methods.
Before we present a second case study highlighting the advantages of both event
synchrony measures, we want to emphasize that we present an extension of the
method intercomparison in Appendix B.
4.6. Case study 2: Tracking cascading heavy rainfall
across scales
In the second case study, we aim for emphasizing the different advantages of ES and
ECA to track rainfall cascades. Similar to the previous case, we make use of an
already conducted study [5], where the authors have revealed a mechanism leading to
rainfall cascades from SESA to the East Central Andes using a corrected ES based
directed network approach. To access the time scales, pathways, and direction of the
rainfall extremes, the authors combine the network divergence (the difference between
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Figure 4.6.: Rescaled total cross degree K1,m∗ between region 1 and the other boxes in Figure 4.1
for (left) ECA using the maximum of the pairwise event coincidence rates, (center)
ECA using the mean of the pairwise rates, and (right) corrected ES, allowing for a
varying delay in the ECA based networks.
in- and out-degree in directed networks, see Eq. 2.8) with a comprehensive scheme to
track heavy precipitation events occurring successively in 7 regions between the East
Central Andes and SESA (indicated by the boxes in Fig. 4.1).
In contrast to this study, we here aim for a purely network-driven approach utilizing
the ES and the ECA in multiple different parameter settings. To be able to track the
traversing rainfall extremes in detail, we here utilize the 3-hourly TRMM data set and
consider rainfall to be extreme if the rainfall exceeds the 98%th percentile. For each
pair of the event time series, we first employ the ECA with the average (Eq. 2.26)
and the maximum symmetrization (Eq. 2.27) and set the global coincidence interval
(Eq. 2.22) to ΔT = 1 while we vary τ ∈ [0, 9]. Finally, we threshold the resulting
similarity matrix S at some value to obtain a link density of ρ = 0.05. These different
parameter settings ensure that we stepwise (with increasing τ) track synchronous
events in a small time window which at the same time makes an application of the
correction scheme obsolete. Second, we apply the cluster-corrected ES without setting
parameters (no upper bound for the dynamic coincidence interval (Eq. 2.17) and no
time lag) and construct a functional climate network with the same link density.
In each of the described parameter settings, we measure the total cross degree
(Eq. 2.9) [30, 56] between different regions (here the 7 regions indicated by the
described boxes).
Since the connectivity between spatially disconnected regions depends on their
physical distance, we further rescale the total cross degree k1,n between region 1 and
the other regions by subtracting the cross degree k1,r;e we would expect from the link
distance distribution of the entire network, considering the corresponding fraction of
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area the respective region covers in that specific distance range. In particular, we,
therefore, calculate














denoting the ratio between the total number of possible edges between region 1 and
the other region n and the actual edges in the network in the specific range of link
distances between both regions. Note that d(e) symbolizes distance traversed by the
edge e ∈ E and Θ(•) the Heaviside step-function.
The resulting rescaled cross degree for the different parameter settings is shown in
Fig. 4.6 and highlights the capabilities of the different methods.
First, we emphasize the different results of the rescaled cross degree between region
1 and the other regions for the different delays τ . While we observe elevated rescaled
cross degree between region 1 and regions 2,3 and 4 (close to region 1) for small
values of τ , we notice a gradual shift towards a maximum of the rescaled cross degree
between region 1 and region 6 and 7. This trend is coherent for both symmetrization
methods shown in Fig. 4.6a and Fig. 4.6b.
Second, we find larger positive and negative values of the rescaled cross degree
and, thus, a more coherent tracking of the rainfall extremes for the maximum
symmetrization (Eq. 2.27) shown in Fig. 4.6a. As already implied by definition,
this option emphasizes the directionality of event coincidence and better suits the
present task of tracking directed rainfall cascades from SESA to the East Central
Andes. In addition, the maximum symmetrization leads to negative and, hence, fewer
connections than expected between region 1 and 2, 3 for delays between 9h-18h. In
contrast, we observe positive rescaled cross degree between region 1 and 2 for all
parameter settings when applying the average symmetrization (Eq. 2.26). We suspect
that this is a result of weather systems causing coherent rainfall in SESA but no
directed cascade of rainfall extremes from SESA towards the Andes. Although the
cascade is better represented in Fig. 4.6a, knowing the temporal resolution of 3h
enables us to estimate the time frame of the rainfall cascades to values between
18h-24h based on Fig. 4.6a and Fig. 4.6b which agrees with the earlier finding from
Boers et al. [5].
Third, we observe a positive rescaled cross degree between region 1 and the other
regions in the corrected ES based network (see Fig. 4.6c). This is a remarkable result
as we have not adapted any parameter to tailor our analysis. Although the values are
rather low in comparison to the maxima in the ECA based networks and the result
does not allow for an estimation of the directionality or time frame, the dynamic
nature of the coincidence interval of the ES enables us to capture the rainfall cascade
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at once calculating only a single network representation.
4.7. Summary
Event synchrony measures are crucial methods to study climate extremes with the
help of Network Science. Thus, it is an integral part of research to investigate possible
drawbacks and biases as well as differences between potential approaches. In this
chapter, we have shown that Event Synchronization (ES) and Event Coincidence
Analysis (ECA) are both prone to differently sourced biases which can be corrected
utilizing a declustering scheme.
In a first case study, we have confirmed that ES has a systematic problem of
capturing temporally clustered events and, therefore, should always be applied in
combination with the correction scheme. The results of the ECA based networks
show that preprocessing of the data and a correct interpretation of event clusters as
long persistent events can serve as physical reasoning of the declustering scheme and
thus correct for corresponding biases.
In a second case study, we have highlighted the different features of the event
synchrony measures. Whereas the dynamic character of the ES enables us to grasp
event cascades as a whole, ECA helps to reveal the direction and timescales of





Spatiotemporal pattern of heavy
rainfall during the East Asian Summer
Monsoon
5.1. Introduction
After setting the stage for synchrony measures by studying their advantages and
possible biases in the previous chapter, we now continue by utilizing event synchrony
to disentangle synchronous rainfall during the East Asian Summer Monsoon (EASM).
Heavy rainfall related to the EASM occurs regularly in the period from May to
July in South East Asia [108, 109]. The EASM associated rainfall band which is
known as Mei-yu over China and Baiu over Japan gradually moves northward during
that period and distributes heavy rainfall over China and the Japanese Archipelago
[108, 110, 111]. Studying its temporal evolution as well as the formation and the
withdrawal is not only important for agriculture but also crucial to save people’s
life from natural hazards such as rainfall-induced landslides or floods, which are
considerable scenarios based on persistent rainfall in Japan [112]. Whereas a coherent
prediction scheme for the monsoon onset in Japan does not exist, it is also up to
discussion to which extent the different already identified drivers of the EASM are
interdependent.
To contribute some new insights to these open research questions, we investigate
heavy precipitation events during the EASM with the help of Event Coincidence
Analysis (ECA). In particular, we utilize a sliding window approach to capture the
temporal development of eventually synchronous rainfall in the eastern part of the
EASM and identify the formation of a double band of coherent heavy precipitation
which coincides with the onset of the monsoon season in the respective area. In
addition, we study rainfall composites and reveal the interplay of different drivers as
responsible for the formation of the double band. With this approach, we tie in with
a recent study [75] where the authors have analyzed the synchronization of heavy
rainfall in June and July using a static network. In this work, we do not only enlarge
the temporal (April to August) and spatial domain (110◦E − 150◦E, 10◦N − 50◦N)
but focus on the temporal evolution within this period.
Accordingly, we first introduce the climatological setting and a static network
utilizing data covering the whole period of the EASM. Second, we study the temporal
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network evolution before, during, and after the monsoon season. To specifically study
the Baiu associated rainfall band, we further investigate the community structure of
the underlying temporal network as well as analyze composites related to different
periods of EASM emergence. We explain possible atmospheric drivers of the formation
of the rainfall band by examining different climatic variables and their temporal
change. Finally, we summarize our findings in the last section of this chapter.
The results presented and the figures shown in this chapter are based on publication
P4 (Wolf, F., Ozturk, Cheung, K., U., Donner, R. V. (2020): Spatiotemporal synchro-
nization patterns of heavy rainfall events during the East Asian Baiu season. Earth
Syst. Dynam. Discuss., in review). We thank Copernicus for the kind permission to
reuse/adapt the content and figures.
5.2. The East Asian Summer Monsoon
In vast regions in Asia, annual rainfall is considerably attributed to monsoon systems.
From the Arabic peninsula to the Japanese Archipelago regular persistent periods
of rainfall can be associated with different branches of the Asian Monsoon System.
Whereas the western branch of the Indian Monsoon System (ISM) extends over the
Arabic Sea, its eastern counterpart is initiated over the Bay of Bengal and the eastern
Indian Ocean [113]. Closely connected to the ISM, the East Asian Summer Monsoon
distributes substantial rainfall over China and the Philippines (as Meiyu), the Korea
Peninsula (as Changma), and the Japanese Archipelago as (Baiu) [114–116]. As we
especially focus on rainfall over the Japanese Archipelago we stick to the term Baiu
in the following. In the time between May and July, this most eastern branch of
the Asian Monsoon System gradually migrates northwards, mostly driven by the
Northwest Pacific Subtropical High (NPSH) and the corresponding upper-level jet
[111, 117].
Emerging from latitudes around 25◦N the Baiu migrates northwards up to latitudes
around 40◦N in around 40 days. During this period it is characterized as a quasi-
stationary subtropical frontal zone which is facilitated with moisture from the tropical
Western Pacific, the South China Sea, and the Bay of Bengal. This moisture is
transported eastwards by the NPSH associated high-level jet along the front which
ranges east-to-northeastward from the Tibetan Plateau to Southern Japan [108,
109]. In this frontal zone, the northeastwards transported warm maritime air masses
converge with cool polar air resulting in heavy rainfall events [118]. The further
migration of the NPSH and an abrupt northward shift of the subtropical jet together
with enhanced convection over the western Pacific end the Baiu season in late July
[108, 110, 111]. Especially due to the multiple couplings to other large scale circulation
systems or climate variabilities such as the El Niño Southern Oscillation, the Antarctic
Oscillation, the ISM and the corresponding South Asian Anticyclone (SAA), the
onset and the strength of the Baiu varies interannually and is, thus, only partially
predictable [116, 119–121].
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5.3. Data, network construction, and parameter choices
As we are interested in heavy rainfall data at high spatial resolution, we employ daily
rainfall estimates from the Tropical Rainfall Measurement Mission (TRMM, version
3B42 V7) [25] covering a period between 1998 and 2018 with a spatial resolution of
0.25◦ × 0.25◦ latitude and longitude.
For our analysis, we consider rainfall exceeding the 90th percentile as a heavy
rainfall event. The choice of this value is not only in line with previous work [75]
but also assures a large enough number of events to compute meaningful similarity
values with event synchrony measures (3 events per year using a sliding window of 30
days). Setting the event threshold even lower would increase the number of events
but contradict the assumption of rare and heavy rainfall events. This local threshold
(defined for each grid point) also ensures that we achieve the same number of events at
each grid point and adaptively change the threshold according to the general rainfall
at the different locations. A small number of dry areas with insufficient numbers of
rainfall days are mostly located in inner Mongolia and are neglected in the following
as they do not cause visible signatures in the network pattern.
To calculate the similarity between the event time series, we utilize Event Coin-
cidence Analysis (ECA) (for details, see section 2.2.2 and [73]). We consider ECA
to be an ideal method to capture coinciding rainfall at different locations within
an adaptive time window as ECA is not directly susceptible to the clustering bias
on which we have elaborated in the previous chapter (chapter 4). As shown, Event
Synchronization, an alternative method, should always be used in combination with
a correction scheme that removes event clusters [5]. In this study, we already suffer
from a very low number of events per time series and do not want to reduce the
number by the application of a correction scheme. In addition, we assume that the
study area is small enough to assure that we do not observe a possible differing
representation of areas with rainfall associated with distinct climatology by the ECA
(as shown in chapter 4). This methodological setting also has the advance of constant
numbers of events (disregarding dry areas) and, thus, quick computation times which
is essential for a sliding window network analysis.
We have set up the analysis framework in line with the analysis in the first case
study of the previous chapter (section 4.5) as we assume that similar atmospheric
drivers govern the potential synchrony of extreme events. For the ECA, we choose
zero time lag (τ = 0) as we are not specifically interested in lagged coincidence (we
also want to consider instant or subdaily coincidence of heavy rainfall) and choose
ΔT = 3 as the size of the global coincidence interval (Eq. 2.22), as we consider the
typical period of directly correlated atmospheric pattern to be 3 or fewer days. In
addition, we employ the average symmetrization (Eq. 2.26) if not stated differently
as we do mainly not aim for highlighting some kind of directed interrelation.
Finally, we construct the networks based on ECA-derived similarity values by
thresholding the similarity matrix (Eq. 2.26) to obtain a link density (Eq. 2.1) of ρ =
5%. This is in agreement with a previous study investigating heavy rainfall extremes
using a static network approach [75] and ensures considerable interconnectivity in the
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regionally confined study area. To account for biases due to the regional confinement
we make use of the framework from Rheinwalt et al. [85] (introduced in chapter 2) to
obtain geometry corrected network measures.
In the following, we utilize the described setup and only vary the time window of
considered days per year which we accordingly specify.
5.4. Mean EASM network pattern
To tie in with a previous study [75], where the authors have investigated a static
network based on heavy rainfall over the Japanese archipelago, we initially study a
similar setup but greatly enlarge the temporal and spatial domain. In Fig. 5.1 we
illustrate the seasonal mean features of the EASM in the study area.
Figure 5.1a,b illustrate the seasonal mean rainfall distribution between April and
July. Besides the heavy rainfall in the southern part of the study area which is related
to the northward shifted inter-tropical convergence zone (ITCZ) in boreal summer,
we recognize a rainfall band extending from southeastern China over Taiwan and
Okinawa to Kyushu, Honshu, and the Korean Peninsula.
In the corresponding network which we base on heavy rainfall events during the 100
days between April 25th and August 3rd and show in Fig. 5.1c,d, we notice different
features. We observe elevated node degree (Eq. 2.31) and average link distance
(Eq. 2.30) in the southern part which is most likely related to highly synchronous
rainfall distributed along the ITCZ. Furthermore, we identify band-like structures in
the degree and link distance which are aligned in a Southwest to Northeast direction
with two fuzzy peaks, one in the Japanese Sea and another South of Honshu between
20◦N and 30◦N. In the following, we demonstrate that the evolution of this double
band is highly related to the evolution of the Baiu front.
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Figure 5.1.: (a) Mean and (b) 90th percentile of daily rainfall sums in the study region between
April 25th and August 3rd. (c) Geometry corrected degree and (d) link distance of
the climate network based on heavy rainfall events between April 25th and August
3rd.
5.5. Network evolution during the EASM
As stated above, the Baiu onsets in the first weeks of May over Okinawa [111]. To
differentiate between the active Baiu and the precursing and subsequent phases, we
separately show the networks from rainfall between May and July (active phase) in
Fig. 5.2 and from April and August (before and after) in Fig. 5.3.
Figure 5.2 features the node degree (top panels) and link distance (bottom panels)
of the networks based on heavy precipitation events in May, June, and July (left to
right). We observe that synchronous rainfall during the EASM is closely related to
the emergence of a double band structure. In May (Fig. 5.2a,d), the double band is
characterized by a region of elevated node degree south of the actual position of the
front (and west of Okinawa) and another in the Japanese Sea. In June, especially
the northern part of the double band is shifted northwards (which is related to the
gradual progression of the Baiu front). Simultaneously, the double band structure
appears as clearly marked peaks of elevated degree. The findings are both supported
by a corresponding evolution of the average link distance, where the double band is
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Figure 5.2.: Geometry-corrected degree (a,b,c) and link distance (d,e,f) of networks based on
data from May (a,c), June (b,e) and July (c,f).
not as clearly established but shares the described emergence. To the end of the active
Baiu phase, the southern band has shifted further northwards and covers the western
parts of Honshu, while the northern band has vanished. In addition, we observe a
complete change of the corresponding link distance pattern which we assume to be
related to the breakdown of the northern band.
To shed light on the formation and breakdown of the double band structure, we
additionally show the networks based on heavy rainfall events from April and August
in Fig. 5.3.
In April (Fig. 5.3a,c), we already observe elevated degree and link distance values
in the Japanese Sea and the Korean Peninsula which coincides with the location
of the previously mentioned northern band. Furthermore, we observe a band-like
pattern of high degree and link distance in the South of Honshu. In contrast to the
double band structure in May and June, these two bands are not well separated. In
August (Fig. 5.3b,d) not only the link distance pattern has changed completely but
also the southern band in the degree has vanished (in comparison to July Fig. 5.2a,c)
and new patterns emerge.
62





Figure 5.3.: Geometry-corrected degree (a,b) and link distance (c,d) of networks based on data
from April (a,c) and August (b,d).
5.6. Temporal interconnectivity of the rainfall band
The previously conducted network analysis has shown that the Baiu phase is charac-
terized by the emergence of a double band structure. As elevated link distance in
combination with the high degree in both regions is already an indication of possible
interconnectivity between the two regions, we continue by analyzing the community
structure (for details see section 2.1.4). We have inferred the networks’ communi-
ties by utlizing the Infomap-algorithm [65] (minimizing the description length, see
Eq. 2.16) of the temporal networks to confirm this initial suspicion. In Fig. 5.4a, we
show the communities of the network based on the heavy rainfall events occurring in
the 30 day window starting on June 14th (ending July 13th). In agreement with the
observed double band structure with an orientation from Southwest to Northeast,
we find alike arranged and spatially seperated communities. Specifically, we find a
spatially seperated community (purple regions in Fig. 5.4a) of which the respective
locations coincide with the positions of the two previously mentioned bands. As
communities are subsets of nodes in a network with high topological interconnectivity
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Figure 5.4.: (a) Community structure of the network based on heavy rainfall events between
June 14th and July 13th. (b) Total cross degree between the two regions marked in
white in panel (a) in the time between April and July.
we hereby confirm that at least in this time window a considerable number of edges
connect the two regions of the double band.
To further investigate the temporal evolution of this interconnectivity, we measure
the total cross degree (Eq. 2.9) between two boxes, which we locate according to the
communities (white boxes in Fig. 5.4a) and, thus, the double band.
For quantifying the mutual linkage of the two regions, we measure the total cross
degree which only depends on the edges connecting the regions. To separate potentially
different flavors of the directionality of the double band structure, we perform this
analysis for both, the average (Eq. 2.26) and the maximum symmetrization (Eq. 2.27)
of the ECA and show the results in Fig. 5.4b. In Fig. 5.4b, we observe a marked
increase of the total cross degree after May 9th for the maximum symmetrization
and a delayed increase of the cross degree for the average symmetrization while both
measures peak around mid-June and rapidly decrease after this maximum. Here we
want to note that the cross degree is calculated for the 30 days window following the
date highlighted in Fig. 5.4b.
We interpret this result as further proof of the mutual connectivity between the
bands which is present in both network configurations and coincides with the onset
of the Baiu for the average symmetrization. The precursing increase of the cross
degree in the maximum symmetrization can either be attributed to the earlier onset
of the Baiu in the region around Okinawa or caused by a direct precursor of the
bidirectional interrelation. However, the existence of a directional coupling of the
heavy rainfall events which transforms into a more bidirectional interrelation is a
direct indication of some physical atmospheric process controlling heavy rainfall in
spatially distinct regions.
64
5.7. Temporal evolution of the rainfall band
a cb
Figure 5.5.: (a) Event coincidence rates between the days with the 10% most synchronous events
in the regions marked in Fig. 5.4a for the same sliding windows as in Fig. 5.4(b).
The shadings refer to the quantiles (0.1, 0.25, 0.75, 0.9) estimated from 1000
surrogate event time series based on random shuffling.(b),(c) Rainfall composites
based on days at which the number of rainfall events exceeds the 90th percentile in
both regions between (b) 4 April–3 May and (c) 14 June–13 July, respectively.
5.7. Temporal evolution of the rainfall band
Comparing the locations of the mean rainfall maxima (see Fig. 5.1a.b) and the
location of the double band (see white boxes in Fig. 5.4a), we observe that both
positions do not directly spatially coincide. This implies that the heavy rainfall events
which lead to the formation of the double band in the network measures are not the
overall strongest maxima nor do they directly relate to the actual position of the
front. If that would be the case then at least one region should cover Kyushu and
Honshu where the Baiu front usually distributes the most severe rainfall.
To shed light on the actual rainfall distribution during the phases when the regions
of the double band are characterized by synchronous heavy rainfall, we investigate
the number of extreme events in the two regions shown in Fig. 5.4a. For each 30
day window of the running window analysis shown in Fig. 5.4b, we calculate the
sum of events in each box. Subsequently, we transform the two corresponding time
series of every time step into an event time series (by thresholding with respect to
the 90th percentile) and compute the event coincidence rates (Eq. 2.23) with the
already utilized parameter setting (τ = 0, ΔT = 3). This results in a time series of
coincidence rates for the studied period. In Fig. 5.5a, we show the coincidence rates
together with the corresponding quantiles which we compute from 1000 randomly
shuffled surrogates with preserved number of events and time series length.
Figure 5.5a features the temporal change of a high number of correlated events
and exhibits two maxima, one at the beginning of the study period (phase 1) and
one around mid-June where the Baiu front is active and the double band is fully
developed (phase 2). In addition to these two phases, we observe a phase of significant
asynchrony at the beginning of July. This possibly indicates that during some time
after the Baiu-related heavy rainfall precipitation in one region goes in hand with
suppressed rainfall in the other. We do not investigate this further in this work, but
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Table 5.1.: Days with high numbers of grid cells exhibiting heavy precipitation events in the
two regions of interest during Phase 1 (4 April–3 May, left) that have been used
for defining the composites shown in Fig. 5.5a. The numbers of grid points in the
two regions of interest (and therefore the maximum number of grid points with
events per day) are 1375 for the northern region and 1344 for the southern region,
respectively.
date #events northern band #events southern band
14 April 1998 467 789
12 April 1999 657 1069
25 April 2009 862 409
3 May 2012 527 429
6 April 2013 1168 624
14 April 2015 712 573
Table 5.2.: Days with high numbers of grid cells exhibiting heavy precipitation events in the
two regions of interest during Phase 2 (14 June–13 July, right) that have been used
for defining the composites shown in Fig. 5.5b. The numbers of grid points in the
two regions of interest (and therefore the maximum number of grid points with
events per day) are 1375 for the northern region and 1344 for the southern region,
respectively.
date #events northern band #events southern band
9 July 2002 740 717
13 July 2002 865 478
18 June 2004 729 471
22 June 2011 925 452
17 June 2013 664 597
10 July 2013 443 708
11 July 2013 511 764
5 July 2016 629 719
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it might be interesting in future studies.
To investigate the climatological difference between the two periods of high event
coincidence rate of which only the latter is additionally characterized by a high cross
degree (Fig. 5.4c), we show corresponding composites in Fig. 5.5b,c. Both composites
are only based on instantaneous coincidences of over 90th percentile event sums
in both regions and feature the mean rainfall distribution in phase 1 and phase 2.
Although the composites are based on 6 events (phase 1) and 8 events (phase 2) only
and refer to the 30 day time windows after April 4th and June 14th, respectively,
they are representative for other time windows in both periods (not shown). We show
the details of the event numbers and the respective days in table 5.2.
During the first phase of elevated event coincidence rate, we observe a large
region of coherent rainfall covering not only the two regions but also the region in
between (Fig. 5.4b). We attribute this pattern to a major weather system distributing
rainfall over a large spatial extent. In contrast to this configuration, we observe
spatially separated heavy rainfall which is mostly located within both boxes during
phase 2 (Fig. 5.4c). This pattern only leads to the high cross degree indicating the
interconnectivity between the two regions, as heavy rainfall events most prominently
are located within the double band.
5.8. Discussion
All results presented above are not only based on rainfall data but also derived by the
application of the network construction scheme and, thus, do not directly relate to
specific atmospheric processes. Accordingly, we now investigate composites based on
multiple climatic variables (advection, relative vorticity, winds in different altitudes,
geopotential height). The discussion is structured as follows: initially, we present the
most important drivers which we identify in our climatological analysis and introduce
them by reviewing the related literature. In particular, we show monthly means of
relative vorticity, 850 and 200 hPa wind and 500 hPa geopotential height (in 5.6)
based on the NCEP-DOE-Reanalysis (versions 1 and 2 [122, 123]. Subsequently, we
perform two case studies, one based on composites from dates with high inter-band
activity (see the previous section) and another based on particularly strong Baiu
events to illustrate the importance of the presented drivers.
5.8.1. The South Asian Antocyclone and the North Pacific Subtropical
High
The Baiu, as one part of the EASM, is linked to different climatological features in
other regions of the EASM. Especially, a close connection between the Baiu and Meiyu
(the frontal rainfall over southern China) has been confirmed. During the EASM,
south-westerlies transporting moisture towards the Baiu region have been proven
to contribute to heavy rainfall over Japan [124]. In addition to these intra-EASM
connections, studies have demonstrated that the Indian Summer Monsoon (ISM)
is also correlated with the EASM. While the onset of the ISM is closely related to
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Figure 5.6.: Monthly mean contour of (a) 200 hPa relative vorticity at 2.8 · 10−5 s−1, (b)
200 hPa isotachs of 30 ms−1, (c) 500 hPa geopotential height at 5880 m, and (d)
850 hPa isotachs of 7 ms−1 during April-August. Contours in June are colored red.
the formation of the Baiu and Meiyu frontal systems, the precipitation in Kerala is
significantly correlated with Baiu related rainfall at intraseasonal and interannual
timescales. This coupling has been explained by the so-called southern mode of
teleconnection [109, 116, 125].
Rainfall over Japan during the EASM is particularly influenced by the South Asian
Anticyclone (SAA) the intensity of which is correlated with the magnitude of the
high-altitude jet connecting the Tibetian plateau with the study region [116]. In
addition, the SAA is part of the cyclone-anticyclone pattern of the southern mode
of teleconnection emerging from a zonally oriented upper-level wavetrain [109, 125].
To illustrate the development of the SAA between April and August, we show the
corresponding relative vorticity at 2.8 · 10−5s−1 in Fig. 5.6a. While the high altitude
vorticity remains low in April and May, the SAA forms in June and persists during
July and August. In line with the formation of the SAA in June, we observe a narrow
zonal band of strong upper-level wind at about 35◦N to 40◦N (see Fig. 5.6b) which is
an indication of the enhanced high altitude jet. The jet which retreats to the west in
the following month is one of the factors which finally drive the formation of the Baiu
front. In addition to establishing the high altitude jet, previous work has also shown
that a strong SAA is correlated with an enhanced meridional upper-level temperature
gradient [116], which may serve as a source for the temperature advection in early
June [111, 126] and the consecutive migration of the Baiu front.
The second major driver of the Baiu is the North Pacific Subtropical High (NPSH)
which is accompanied by the corresponding low at high altitudes. This low induces a
strong high-level jet which reaches down to lower levels at the northern ridge of the
NPSH in the latitudes just South of the Japanese Archipelago, and, therefore, serves
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as one driver for the Baiu migration [125]. This stable weather system is previously
considered as independent of the SAA (correlation coefficient of 0.02 estimated by Li
et al. [116]). The comparably persistent high forms in April just north of the tropics
and migrates northward during the study period (Fig. 5.6c), in line with the mean
Baiu development. In June, the northern ridge of the NPSH is located just south
of Japan at 30◦N (Fig. 5.6c). As mentioned above, the corresponding westerlies are,
thus, also centered at this latitude and reach from Taiwan to longitudes ≥ 160◦E. In
addition, the low-level winds form a narrow corridor and serve as a major driver of
the Baiu onset in this period (Fig. 5.6d). The distinct combination of strong and
narrow westerlies just at the northern ridge becomes visible by comparing the pattern
from June to the pre- and post-Baiu phases (Fig. 5.6c,d).
In summary, we assume, that the observed double band of synchronous rainfall
which is most prominent in the network of June (Fig. 5.2b,e) is a signature of the
interplay between the SAA and the NPSH. In contrast to the previous finding of the
independence between these two, we suggest that the synchronous heavy precipitation
events are possibly triggered and controlled by both and, thus, by their interaction.
In the following, we provide two different approaches to confirm this suspicion by
first extending the study from section 5.7 and investigating corresponding composites
and second by conducting two case studies of strong Baiu phases.
5.8.2. Climatology during high inter-band activity
To tie in with the network analysis and the identified double band, we investigate
composites during the days of high inter-band activity (see section 5.7 and table 5.2
which are most likely responsible for elevated values of cross-degree in the temporal
network analysis.
Figure 5.7a,b features the NPSH and the SAA-related jet. In Fig. 5.7a the low
values of relative vorticity (blue colors) indicate the position of the NPSH while
the clockwise rotating winds transport the moisture towards the southern band
of enhanced rainfall. A further indication of the NPSH are the elevated values of
geopotential height just south of Japan in Fig. 5.7b. The SAA-related jet which is
illustrated by the white contours in Fig. 5.7b serves as the main source for the heavy
rainfall in the northern band.
In line with the spatially separated rainfall, we observe two distinct regions of
updraft and corresponding enhanced vertical velocity referring to the two bands in
Fig. 5.7c. In addition, we show the specific humidity as blue contours which confirm
the role of the upper-level jet as a source of moisture for the northern band. Finally,
we observe that it is indeed a spatially separated formation of clouds and, thus, two
separate weather systems serving the northern and southern band as indicated by the
OLR anomaly in Fig.5.7d. Here, the southern band is characterized by very strong
anomalies revealing the existence of deep (tropical) convection in the southern and
weaker (extratropical induced) convection in the northern band (maximal values not
shown by the centered color bar with upper and lower limit).
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Figure 5.7.: Composites based on the dates with strong inter-band activity (see Fig. 5.5c and
table 5.2). (a) Average 850 hPa winds with speed larger than 5 ms−1 and relative
vorticity larger than 10−5 s−1 (red tones) and smaller than -10−5 s−1 (blue tones),
(b) Average 500 hPa geopotential height (shaded) and 200 hPa wind speed larger
than 20 ms−1 (white contours). (c) Average 850 hPa winds with speed larger than
5 ms−1, specific humidity larger than 12 g kgs−1 (blue contour, interval 3 g kg−1)
and 700 hPa updraft vertical velocity larger than 0.05 Pa s−1 (shaded). (d) OLR
anomalies with respect to the NOAA long term mean between 1981-2010.
5.8.3. Case studies: periods between 29 June – 3 July 1998 and 25
June – 30 June 1999
To go beyond the identified dates of strong inter-band activity and discuss the heavy
rainfall and the related atmospheric processes in other temporal domains we present
two case studies from Guan et al. [127] where the authors identified the pair of a
cyclone and an anticyclone as the main driver of the frontal development during the
active Baiu phase. The authors mention the periods between June 29th and July 3rd,
1998, and June 25th and June 30th, 1999 which coincide with heavy Baiu induced
rainfall. Both years (1998 and 1999) are among the rather strong Baiu years. In the
first period, rainfall was distributed over the Bay of Bengal and northeastern China,
while the latter was characterized by an extended rainfall band ranging from eastern
China to Honshu and, therefore, leading to heavy rainfall in Japan (Fig. 5.8a,b). In
both cases, the authors attributed the occurrence of heavy rainfall to the existence
of a northern shifted anticyclone which they refer to as the Midlatitude Anomalous
Cyclone (MAC) and an anticyclone which they term as the Tropical Anomalous
Anticyclone (TAAC).




Figure 5.8.: Mean rainfall (a) between 29 June and 3 July 1998 and (b) between 25 and 30
June 1999.
pair intensified the Baiu rainfall and is reflected in the relative vorticity (Fig. 5.9a).
The corresponding south-westerlies (arrows in Fig. 5.9a) indicate the cyclonic flow
towards the front whereas the gradient in geopotential height confirms the updraft
and the corresponding precipitation at the front (Fig. 5.9b). Furthermore, we observe
a band of strong upper-level westerlies enhancing the convection at the position of
the front (white contours in Fig. 5.9b).
In the latter period, the synoptic factors were organized differently but nevertheless
strongly connected to the MAC/TAAC pair. The MAC was significantly weaker while
the TAAC appeared to be well developed and facilitated strong south-westerlies. With
the absence of the upper-level jet related to the MAC, moisture was transported by
these south-westerlies originating from southern Asia (Fig. 5.9c). Another indication
for southern Asia as the main moisture source is the strong advection in that area
shown in Fig. 5.9d. In addition, enhanced updraft (Fig. 5.9c) which is needed for
strong convection [128] organized the latter along the front and initiated the rainfall
shown in Fig. 5.8b.
As illustrated by both case studies, the TAAC, which originates from the NPSH is
a key factor driving the emergence of the Baiu front. In addition, we have also shown
that the upper-level jet (Fig. 5.9b), which most likely arises due to the formation of
the SAA facilitates convection at the front. While in both cases the TAAC suppressed
rainfall in that region, we strongly assume that the TAAC is a key factor in controlling
the rainfall in the southern band which we have identified in the network analysis.
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Figure 5.9.: (a) Average (29 June–3 July 1998) 850 hPa winds with speed larger than 5 ms−1 and
relative vorticity larger than 10−5 s−1 (red tones) and smaller than -10−5 s−1 (blue
tones), (b) Average (29 June–3 July 1998) 500 hPa geopotential height (shaded)
and 200 hPa wind speed larger than 20 ms−1 (white contours). (c) Average (25–30
June 1999) 850 hPa winds with speed larger than 5 ms−1, specific humidity larger
than 12 g kgs−1 (blue contour, interval 3 g kg−1) and 700 hPa updraft vertical
velocity larger than 0.05 Pa s−1 (shaded). (d) Winds as in panel (c), but combined
with specific humidity advection larger than 2 × 10−8 s−1 (shaded) and divergence
at −0.01 ms−1 (i.e., convergence, blue contour).
5.9. Summary
In this chapter, we have analyzed the temporal organization of heavy rainfall during
the EASM. In particular, we have investigated the synchrony of heavy rainfall events
between April and August utilizing event coincidence analysis and corresponding
temporal networks based on a sliding window approach.
In our analysis, we first investigated the monthly evolution of the EASM related
network pattern by shifting a corresponding 30 day time window and studying the
monthly network pattern. This can be considered as an extension of a previous study
[75] as we do not only enlarge the spatial extent of this study but also analyze the
temporal evolution of synchronous heavy rainfall events in contrast to the former
static approach. In the monthly pattern, we have identified a double band of spatially
separated, coherent rainfall. The emergence of this double band, which we have not
only observed in degree and link distance pattern but also confirmed by the analysis
of the networks’ community structure, is closely related to the onset of the Baiu.
This has been shown by studying the total cross degree between the two regions of
synchronous rainfall by using a sliding window of 30 days which we consecutively shift
by 1 day. The corresponding results reveal the onset of a unidirectional relationship
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between the two regions in the network after the onset of the Baiu in the Okinawa
region and a subsequent bidirectional relation after the onset of the Baiu over Honshu
and Kyushu.
By studying the corresponding maxima of event numbers in the two regions of
the double band, we have shown that there exist two distinct periods which are
characterized by large numbers of coinciding events in both bands, one at the
beginning of April and one after mid-June. Whereas the former is related to large
scale weather events that distribute rain simultaneously in both bands and the region
in between, the latter is characterized by two spatially separated regions of rainfall
which coincide with the double band.
By conducting three case studies and investigating corresponding composites based
on different variables, we have shown that the double band of synchronous rainfall
which to our best knowledge has not been studied before, is closely related to the
upper-level jet emerging from the South Asian Anticyclone and low-level south-
westerlies originating from the North Pacific Subtropical High. Our results from
the network analysis suggest that these two do not behave like independent actors
influencing heavy rainfall during the active Baiu phase as previously described in the
literature but are somewhat linked via an external variable or mutually dependent
drivers. In addition, we have shown that the interdependence between the two bands
is temporally coinciding with the Baiu onset, which might set the stage for a new
approach for a Baiu onset prediction scheme.
Nevertheless, we stress that the described rainfall pattern is not the prominent
pattern during the active Baiu phase, where rainfall is normally distributed along
a west-to-east orientated front which gradually migrates northward. Therefore, we
assume that the illustrated mechanism possibly only occurs intermittently in the
context of some specific large-scale synoptic situations. We outline the corresponding




ITCZ dynamics as seen by network
theory
6.1. Introduction
Unlike in the previous chapters, we do not examine extreme events associated with
a monsoon system to construct functional climate networks in this chapter. Here,
we aim for disentagling the relationship between monthly sea surface temperature
variability and tropical rainfall at the inter-tropical convergence zone (ITCZ).
The ITCZ is a band of low pressure emerging from the convergence of the near-
surface winds of the Hadley circulation. Driven by the moisture influx of these
near-surface winds, regular heavy rainfall affects people and nature in this zone [129].
In total, one-third of the global precipitation falls within the region between 10◦N
and 10◦S [130].
During each year, the position of the ITCZ changes with the position of the Earth
on its orbit around the sun. Mainly driven by the hemispherically asymmetric heating,
the ITCZ is shifted into the heated hemisphere. Recent work has explained this either
by cross-equatorial heat transport which adjusts the energy imbalance [131, 132] or
by sea surface temperature-(SST-)induced changes in near-surface moist static energy
as well as boundary-layer convergence [133, 134]. Both pictures are well-established
in the field and have led to a coherent picture of the time mean ITCZ location. In
particular, the time-mean ITCZ position is commonly linked with the time-mean
energy transport and the time-mean tropical SST gradient.
In contradiction to these established frameworks, recent model-based works have
not only shown that the link between cross-equatorial heat transport or tropical SST-
gradient can be not as strong as expected [135], but also climate models commonly
fail to correctly reproduce the ITCZ with its characteristic dynamics. Furthermore,
state-of-the-art climate models exhibit only rough agreement on the response of
climate change due to rising carbon dioxide levels and the corresponding shifts in
the annual migration of the ITCZ [23, 136, 137]. To contribute to the increasing
effort towards studying idealized models to understand small-scale climate variability
and its link to ITCZ dynamics [131, 132, 138, 139], we, here, conduct an alternative
approach. In this chapter, we perform a network-based analysis of SST variability by
investigating idealized model output from 14 global circulation models (GCMs) where
an aquaplanet is studied. In our work, we use this special class of climate models, as we
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Figure 6.1.: Time- and zonal-mean precipitation (a) and SST (b) in the AquaControl simulations.
(c) Correlation between time-mean ITCZ and time-mean tropical SST contrast.
are specifically interested in the unperturbed dynamics of the ITCZ. Neglecting land
masses and orography inhibits monsoon-like precipitation anomalies and convection
gradients. Therefore, aquaplanets are ideal setups to study the tropical rain belts
[86]. In each of the different aquaplanet setups, we investigate the monthly SST
pattern and the corresponding zonal mean network measures. In particular, we utilize
hierarchical clustering based on the zonal mean node degree and zonal mean average
link distance to cluster the 14 GCMs into groups. Finally, we analyze the mean ITCZ
positions and SST gradients of the models in the identified clusters and evaluate
whether the respective clusters share distinct time-mean ITCZ characteristics. By
systematically manipulating connectivity patterns, we iteratively study the importance
of extratropical, tropical, and extratropical-tropical connections, regarding their
contribution to distinct signatures in the network and the corresponding influence on
the clustering output.
Hence, the chapter is organized as follows: we first present the TRACMIP model
ensemble which serves as the data source for the study. Subsequently, we introduce the
methodological setup and, thereby, present the network construction and hierarchical
clustering approach. Thereafter, we show the results of different network analyses.
Specifically, we study global networks as well as specific subnetworks to disentangle
the importance of different connection patterns. Finally, we discuss and summarize
the most striking findings.
The results presented and the figures shown in this chapter are based on publication
P5 (Wolf, F., Voigt, A., Donner, R. V. (2020): A climate network perspective of the
intertropical convergence zone. Earth Syst. Dynam. Discuss., in review). We thank
Copernicus for the kind permission to reuse/adapt the content and figures.
6.2. The TRACMIP model ensemble
The TRACMIP (Tropical Rain belts with an Annual Cycle and a Continent Model
Intercomparison Project) is a model ensemble containing simulations of 14 different
GCMs which was designed to study central features of the ITCZ. All models have been
simulated in two different setups, a first containing an idealized aquaplanet only and
a second including an additional idealized continent. Thereby, the TRACMIP allows
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Figure 6.2.: Zonal-mean of the standard deviation of monthly SST time series in the AquaControl
simulations. The different models are color-coded as in Fig. 6.1.
for studying the relation between the tropical SST gradient (or the cross-equatorial
heat transport) and the ITCZ variability [135]. The model output is available on
a regular spherical grid with varying spatial resolution of 1◦ − 3◦ degrees latitude
and longitude. For our analysis, we will solely focus on the SST data. In a previous
study [86], the authors have presented a comprehensive summary of the features of
the different GCMs and the corresponding ITCZ dynamics.
As we are not specifically interested in differences between the ITCZ migration
over land and water masses, we utilize the aquaplanet model runs in this work. These
aquaplanet setups include a slab ocean with implemented present-day ocean heat
transport and ocean-atmosphere coupling which allows for interactive sea-surface
temperatures. Besides, the annual insolation follows the present-day solar insolation
and, thus, induces the typical migration of the ITCZ in all models which is located
in the northern hemisphere in the time- and zonal-mean.
In this work, we stick to the definition of locating the ITCZ through the precipitation
centroid [140], which has also been used by other authors studying the TRACMIP
model output [135]. In Fig. 6.1a we show the zonal mean precipitation of the different
models to demonstrate the precipitation pattern and the locations of the model-
dependent maxima. The corresponding time mean ITCZ positions vary little from the
time mean ITCZ locations stated in the already mentioned comprehensive TRACMIP
summary [86] but the results which we present in the following are valid for both
definitions of the ITCZ location calculation frameworks. To illustrate the close
relationship between the SST gradient (which we define by the difference of the SST
means between 0◦N and 20◦N and 0◦S and 20◦S, respectively; for zonal-mean SST see
Fig. 6.1b) and the time- and zonal-mean ITCZ position, we show the corresponding
values in Fig. 6.1c.
As already mentioned, previous work [133, 134] has confirmed the close relationship
between the time-mean SST contrast and the ITCZ position which we show in
Fig. 6.1c. This mechanism has, therefore, been incorporated in many Earth system
models. Here, we conduct an alternative approach by evaluating the SST variability
of the different aquaplanet setups utilizing functional climate networks. To obtain a
basic understanding of the SST variability, we show the zonal mean SST variance of
the 14 GCMs in Fig. 6.2 and observe local minima at the poles and in the tropics
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and rather constant elevated values in between.
In addition to this present-day scenario, which is called AquaControl in TRACMIP
and this study, TRACMIP also contains climate change scenarios with quadrupled
carbon dioxide concentration (1392 ppmv in comparison to 348 ppmv in AquaControl)
to which we refer as Aqua4xCO2 model runs. This coherent increase in CO2 results in
a global mean temperature increase between 3 − 10K and slight southward to strong
northward shifts (up to 7◦ latitude) of the time mean ITCZ among the models. Note
that Fig. 6.1 and Fig. 6.2 are based on the AquaControl model runs.
6.3. Methodological setup
6.3.1. Network construction and network measures
In this study, we use monthly SST anomalies to construct functional climate net-
works. Accordingly, we follow the strategy outlined in chapter 2 and employ Pearson
correlation (Eq. 2.28) to distill meaningful correlation values to abstract SST pattern
into a network representation. Here, we obtain the different adjacency matrices by
thresholding the respective Pearson correlation based similarity matrices (Eq. 2.29)
by some value such that the resulting link density (Eq.2.1) equals ρ = 0.005. This is
of the order commonly chosen in global climate networks with high spatial resolution
[30, 57].
To avoid biases of the network measures due to the initial conditions of the model
runs, we only utilize the in-equilibrium phase of each simulation. Therefore, we only
consider the last 30 years of each AquaControl model run and the last 25 years of each
Aqua4xCO2 model run for our analysis. The difference in spin-up time arises from a
delayed convergence of the Aqua4xCO2 models. As we want to maximize the number
of annual cycles studied, we stick to the stated choice. This assures both, completed
spin-off of all GCMs and identical time periods for the network construction for the
respective model class.
The 14 GCMs within the TRACMIP do not share the same spatial resolution.
This implies that keeping the link density constant for all networks directly induces
different numbers of links in the different networks. We prefer that over the option
of maintaining some constant number of links, as different link densities have been
proven to correlate with substantial differences in the network topology [57, 141]. In
the following, we adapt our analysis framework to minimize the resulting systematic
differences in the network measures.
Although we have studied many different local and global network characteristics
(such as local clustering coefficient, transitivity, closeness, etc.), we, here, stick to the
analysis of the node degree (Eq. 2.31) and the average link distance (Eq. 2.30). This
allows for including topological as well as spatial information of the networks in the
analysis and assures the interpretability of the results. In addition, other network
measures have only little contributed to other insights and have, therefore, been




Motivated by the zonally uniform boundary conditions of the aquaplanet setup, we
only analyze the zonal mean network measures in this study. As we are interested in
identifying groups of similar SST anomaly patterns, we intend to cluster the different
models employing the zonal mean network measures. Here, we utilize hierarchical
clustering to achieve this goal.
Initially, we resample the zonal mean network measure distributions to the low-
est latitudinal resolution (2.8◦ latitude, Caltech model) using linear interpolation.
Subsequently, we compute the similarity between the resampled zonal mean network
measures by utilizing Pearson correlation (Eq. 2.28). This approach ensures that the
systematic offset between the zonal mean network measures which is induced by the
different spatial resolutions does not have any influence on the similarity, as Pearson
correlation is not sensitive to differences resulting from constant factors. We sum the
resulting individual correlation scores which we obtain from measuring the similarity
between the zonal mean link distance and zonal mean degree for each model pair.
Finally, we insert the summed similarity scores which are bounded by [−2, 2] (sum
of two values bounded by [−1, 1]) in the matrix S. Therefore, S has a dimension
of 14 × 14. To cope with the condition of hierarchical clustering methods of input
values bounded by [0, 1], we rescale the similarity scores in S by computing
snewij =
sij − min S
max
ij
(sij − min S) , (6.1)
where Snew represents the rescaled correlation matrix which we use as an input for
the hierarchical clustering method. Note that min S can be a negative value.
To the end, we cluster the 14 GCMs using the hierarchical clustering method from
the python package scipy with the default setting of single linkage. This choice is
motivated by the central goal to group the most similar models into the same cluster.
Single linkage possibly leads to including some outliers into a cluster, which is not a
problem due to the relatively low number of models.
In hierarchical clustering methods, entities (here the models) are pairwise merged
into clusters based on the input similarity. Due to the stepwise merging of the different
models, clusters grow in size and finally end up as one cluster. This procedure is
commonly visualized in a dendrogram which is read from left to right. Horizontal
lines represent the cophenetic distance (level of similarity between [groups of] models).
Vertical lines indicate the merger of some (groups of) models. To obtain the clusters,
we can cut the dendrogram at some value of cophenetic distance. All models that
have merged into one group below that value are considered as one cluster.
Finally, we acknowledge that there are several different options for clustering
models by the means of their zonal network measures. Here, we have chosen this
option motivated by the objective to minimize the effect of the different spatial grid
resolutions and to maximize the simplicity of the analysis framework (by choosing
basic correlation measures).
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Figure 6.3.: (a) Dendrogram based on the clustering of the zonal-mean network measures utilizing
global connection patterns. Models are split into the cluster at the cophenetic
distance indicated by the vertical line. Cluster-wise time-mean (b) tropical SST-
contrast and (c) ITCZ position.
6.4. Network analysis - global SST correlation pattern
We start by analyzing the global network of the AquaControl model runs. The
application of the above-explained framework leads to the dendrogram we show in
Fig. 6.3a. Here, we identify four clusters, where the first two consist of six models
and the last two are single model clusters. As explained, these results are based on
the zonal mean network measures, which we show in Fig. 6.4.
Before we study the zonal network distributions in greater detail, we highlight the
clustering regarding the tropical SST contrast and the mean ITCZ position, which
we illustrate in Fig. 6.3b,c. Both figures underline the success of the clustering as
the models separate well in both measures. In particular, models in cluster 1 exhibit
a greater SST contrast and a more northward shifted ITCZ than models in cluster
2. Furthermore, the single model cluster 3 shows almost no tropical SST contrast
and an ITCZ close to the equator, whereas the single model cluster 4 is characterized
by values even larger than the models in cluster 1. We emphasize that there is no
overlap between the clusters regarding the corresponding ranges of the mean ITCZ
positions and SST contrasts. As expected from this results, the models also separate
by the means of their Southern Hemisphere Hadley circulation strength (minimum of
mass stream function: cluster 1: 130-158; cluster 2: 102-129; cluster 3: 53; cluster
4: 266; all values in units of 109 kg/s) which is closely related to the mean ITCZ
position [132].
The clusters do not only differ regarding their SST contrast and mean ITCZ
position but exhibit distinct zonal mean network measure distributions which we
show in Fig. 6.4. Figure 6.4 features the normalized (sum of all values along the
latitude range equals 1) zonal mean degree (Eq. 2.31, left column) and the zonal mean
average link distance (Eq. 2.30, right column) for the different models. In addition,
we indicate the ITCZ position of the models in each cluster by the vertical lines.
The models in cluster 1 (top row in Fig. 6.4) exhibit a global maximum at the
center of the southern Hadley cell and a coherent minimum of both network measures
around the position of the ITCZ. In a study analyzing a single model, which is part
of this first cluster (ECHAM6.1) (P1, see chapter 3) this has been confirmed and
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Figure 6.4.: Zonal mean average node degree (left panels) and zonal mean average link distance
(right panels) for all four previously identified clusters (vertically ordered, see Fig. 6.3)
of the AquaControl simulations. Black dashed line indicates the cluster mean of
the respective network measure. Vertical lines indicate the time-mean position of
the ITCZ in the respective models.
has been explained by the strong southern Hadley cell and the resulting enhanced
propagation of SST anomalies. In contrast to this observation, models in cluster 2
(second row in Fig. 6.4) are characterized by a maximum (in the average link distance)
or at least elevated values (in the degree) around the equator. Simultaneously, models
in cluster 2 show rather symmetric network measure distributions with respect to the
equator. We conclude that these observations (more symmetric network measures
and elevated values around the equator) are correlated with the smaller northward
shift of the ITCZ and a weaker SST contrast.
The single model clusters 3+4 directly follow this rationale. Whereas cluster 3
(Caltech model) shows almost perfect network measure symmetry and, thus, a near
equator ITCZ and low SST contrast, the AM2.1 model in cluster 4 exhibits a clear
maximum at the position of the southern Hadley cell indicating the far northward
shifted ITCZ and the corresponding large SST contrast.
To further shed light on the correlation between the zonal network distribution
on which we have based the clustering analysis, we investigate the elements of the
similarity matrix S. As explained in the methodology, the matrix elements sij
represent the sum of the pairwise similarity between the average link distance and
degree distributions and are, therefore, bounded by [−2, 2]. In Fig. 6.5, we show the
matrix elements and the corresponding mean ITCZ position difference (marked by
+) and SST contrast difference (marked by ·) as a scatter plot. In addition, we have
colored the pairs, which have been clustered together in red (cluster 1) and blue
(cluster 2).
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Figure 6.5.: Matrix elements (correlation scores) indicating the network measure similarity
between model pairs versus the difference in time-mean ITCZ (+) and time mean
SST contrast (·). Models pair within one cluster are marked red (cluster 1) and
blue (cluster 2).
Figure 6.5 mainly highlights two observations. First, there is a trend of smaller
SST contrast difference (and mean ITCZ position difference) for models with higher
similarity. This can directly be interpreted as a confirmation of the analysis framework.
We have shown that zonal mean network measures, which are based on the correlation
between SST anomaly time series are closely related to the mean position of the ITCZ
and the tropical SST contrast. Second, we observe that the colored elements in the
scatter plot are located in the bottom right corner which is characterized by low SST
contrast difference and high similarity between the model pairs. We interpret that as
a confirmation of the clustering method and conclude that the analyzed clustering
has been meaningful.
6.5. Network analysis - excluding extratropic-extratropic
connections
To disentangle the importance of different global connectivity patterns regarding their
influence on the mean ITCZ position, we stepwise exclude connectivity patterns and
analyze the resulting networks with the described framework.
As a first step, we delete all cross-equatorial edges connecting the respective
extratropics (> 35◦N/S). This results in almost the same networks (no visual difference
in network measures and identical clustering). We, therefore, conclude that potential
cross-equatorial teleconnectivity patterns do not significantly influence the ITCZ
position or are not present in the monthly SST variability of the aquaplanet scenario.
In a second step, we exclude all extratropic-extratropic connections. In this case,
it is important to emphasize that excluding connections in a network is realized by
removing edges but not nodes. As a result of the exclusion scheme, which we achieve
by manipulating the adjacency matrix, nodes in the extratropics exhibit a strongly
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Figure 6.6.: (a) Dendrogram based on the clustering of the zonal-mean network measures utilizing
global connection patterns excluding extratropic-extratropic links. Arrangement of
panels as in Fig. 6.3.
decreased degree. Accordingly, an analysis following in the previously described way
leads to similarity scores between the manipulated distributions which are heavily
influenced by the values in the extratropics. This phenomenon is amplified by the fact
that the extratropics contribute 110 latitudinal degrees to the whole latitude range
whereas the tropics contribute 70 degrees latitude only. Therefore, we need to adapt
the analysis framework to access the influence of tropical-extratropical connection on
the mean ITCZ position.
In networks, edges contribute to the degree of two nodes. Therefore, the degree
and average link distance of the nodes in the tropics depend on the edges to the
extratropics. Here, we make use of this by only analyzing the degree and link distance
of the nodes in the tropics of the network in which we have excluded extratropic-
extratropic edges. With this strategy, we achieve both, independency from the biased
values in the extratropics and a simultaneous dependency on the links between the
extratropics and the tropics. Surprisingly, we can also realize this by utilizing the
part in the tropics (35◦S to 35◦N) of the zonal mean network distributions from
the previous section, as these values are not dependent on extratropic-extratropic
connections.
Selecting this latitude range from the previous section as an input for the analysis
framework leads to the clustering which we show in Fig. 6.6a. In this case, the 14
GCMs get clustered in four groups of similar size, which to some extent also separate
regarding their tropical SST contrast and mean ITCZ position (6.6b,c).
In particular, models in cluster 1 exhibit a suppressed northward shift of the ITCZ
as well as a reduced tropical SST gradient in comparison to cluster 3. In contrast,
cluster 2 is characterized by widespread mean ICTZ positions and SST gradients.
Finally, models in cluster 4 (which is a group of three single model clusters) all show
very small SST gradient and ITCZ positions close to the equator. We especially
emphasize the alignment of the values in cluster 4 which seem to contradict the
observation of large cophenetic distance.
To further understand the cluster allocation and, specifically the interpretation
of cluster 4 as a distinct group, we show the zonal mean network measures in the
corresponding range between 35◦S and 35◦N in Fig. 6.7. Comparing cluster 1 and
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Figure 6.7.: Zonal mean average node degree (left panels) and zonal mean average link distance
(right panels) for the previously identified clusters (vertically ordered, see Fig. 6.6)
of the AquaControl simulations excluding extratropic-extratropic connections. Ar-
rangement of panels as in Fig. 6.4.
cluster 3 (row 1 and 3 in Fig. 6.7) which separate well by the means of SST gradient
and ITCZ position, we find that the respective zonal mean network distributions
are all characterized by a maximum of the zonal mean degree at the center of the
southern Hadley cell. Besides, we observe a minimum of both network measures north
of the position of the mean ITCZ. The zonal mean network measure distributions
differ in mainly two points: first, the described minimum of the network measures
is shifted further northwards for cluster 1 models and their degree and average link
distance distribution are additionally characterized by two local minima between the
respective minimum north of the mean ITCZ position and the global maximum on
the Southern Hemisphere. We assume, that these additional features are sourced by
some atmospheric wave pattern suppressing the cross-equatorial energy transport
and, thus, restrain a further northward shift of the ITCZ and a greater SST gradient.
In line with the observation of widespread SST contrasts and ITCZ positions of
models in cluster 2 (see 6.6b,c) also the zonal network measures of the models of this
cluster exhibit a greater spread and do not allow for coherent analysis. Similarly,
cluster 4 is also characterized by dissimilar zonal network measures which lead to
the large cophenetic distance between these models. But, we notice that all models
exhibit fairly symmetric network measures that agree with the observation of small
tropical SST contrasts and ITCZ positions close to the equator.
In summary, we have shown that the symmetric network measure distributions are
coherently linked with small SST gradients and near equator ITCZ positions and
vice versa in both network setups studied. In addition, we have studied several other
network configurations (e.g. using tropical-tropical connections only). These analyses
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Figure 6.8.: (a) Dendrogram based on the clustering of the zonal-mean network measures
utilizing the difference between the zonal mean network measures based on the
AquaControl and Aqua4xCO2 model runs. Arrangement of panels as in Fig. 6.3.
have not led to useful insights and especially not to meaningful model clusters. We,
therefore, conclude that considering tropical-extratropical interactions is crucial to
understand the ITCZ dynamics which highlights the global character of the ITCZ
and has also been shown by a recent study [142].
In the following, we proceed by analyzing networks based on the Aqua4xCO2 model
runs. In these scenarios, we aim for understanding the climate change response of
the ITCZ triggered by the elevated carbon dioxide levels.
6.6. Network analysis - climate change response
To test the functionality of the framework to identify systematic differences among
groups of models regarding their global warming response that is induced by the
quadrupled carbon dioxide concentration, we construct networks based on the Aqua4x-
CO2 model runs. To evaluate the model-specific differences between the networks
based on the Aqua4xCO2 model runs and the AquaControl model runs and correlate
these with the respective response in the SST gradient and mean ITCZ position, we
subsequently subtract the zonal mean network measure based on the AquaControl
model run from the zonal mean network measure in the climate change scenario. We
use this difference as input for the clustering framework.
Figure 6.8 shows the clustering of the models and the respective SST gradient and
mean ITCZ difference between the AquaControl and the Aqua4xCO2 scenarios. The
framework identifies three clusters where cluster 1 and cluster 2 consist of two models
each. Although cluster 1 and cluster 2 separate well in terms of SST contrast change
and ITCZ position difference, we do not consider this clustering as successful, as most
models are grouped in cluster 3. In addition, cluster 3 features a broad variety of
climate change responses. In general, the climate change response is heterogeneous
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Figure 6.9.: Difference between the zonal mean average node degree (left panels) and zonal
mean average link distance (right panels) of the AquaControl and Aqua4xCO2
simulations for the previously identified clusters (vertically ordered, see Fig. 6.8).
Arrangement of panels as in Fig. 6.4.
among the models. We observe slight reductions of the tropical SST gradient as well
as an increase of 2◦K. The mean ITCZ position changes in the range from a small
southward shift to a strong northward shift of nearly 7◦ latitude.
To shed light on the zonal mean network measure differences that result in the
above-described clustering, we show the corresponding distributions in Fig. 6.9. The
first two clusters both exhibit a muted response to the drastic increase of carbon
dioxide. Although the distributions in clusters 1 and 2 have only a few features
in common, we still observe a coherent increase or constant values of the network
measures in the Northern Hemisphere. In contrast, most models in cluster 3 show
reduced degree and link distance on the Northern Hemisphere which we link with
suppressed atmospheric dynamics in this latitude range. As the zonal mean network
measures otherwise substantially differ and show almost no agreement, we conclude
that the framework is not able to meaningfully separate models with distinct climate
change response and corresponding similar change in ITCZ dynamics.
6.7. Robustness of the results
We are aware that although our analysis setup has been specifically designed for
studying zonal network measure distributions, there exist alternative strategies to
tackle the stated research question. To validate the significance of our clustering
analysis, we have conducted two tests. On one hand, we have split the 30 years of
the in-equilibrium time series of the 14 AquaControl model runs into two parts of 15
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years length. An application of the analysis framework leads to two clusterings of the
models which only slightly differ from the result we have presented above.
In addition, we have randomly selected and shuffled 20 years of the same time
series for each model and have performed 20 iterations of this procedure. For each
model, we have compared the resulting mean of the zonal mean network measures
with the original zonal mean network measure distribution. We notice that the main
features of the zonal mean network distributions agree.
Considering all the above we conclude that our results are sufficiently stable.
We have attached the corresponding figures for this section in the appendix to this
chapter (Appendix C).
6.8. Discussion and summary
In this chapter, we have applied the framework of functional climate networks to
investigate the signature of ITCZ dynamics in 14 global circulation models. In
particular, we have clustered the models by their zonal mean network measure
distributions. Utilizing the AquaControl model runs and hierarchical clustering we
have identified meaningful clusters considering the global network and a manipulated
network with deleted extratropic-extratropic connections. The clusters in both above-
mentioned cases separate regarding their mean ITCZ position and tropical SST
contrast. Considering this result, we conclude that we have, in contrast to previous
approaches [131–134], linked time mean ITCZ dynamics with monthly SST variability
patterns. This result illustrates the power of network-based approaches to extract
additional information from climate data which complement traditional analyses using
self-organizing maps and empirical orthogonal functions. As complex networks have
not yet been applied to study, validate, and cluster output from global circulation
models, we interpret this study as a step towards data-driven techniques in this
direction.
As we have limited our analysis to the study of zonal mean network measures, we
have neglected information hidden in the meridional links in the network. A more
detailed investigation of the two-dimensional network pattern can possibly reveal the
physical mechanisms leading to the described differences between the models and is






In the two chapters of this third part of the thesis,
the dynamically evolving popularity of content and the
individual behavior on social media platforms are ex-
amined. By analyzing the topology of content networks
which are based on the co-occurrence of hashtags in
chapter 7, it is shown how distinct trends are connected
via related buzzwords. To study the temporal evolution
of these content networks, a comprehensive matching
scheme is developed. The usability of this approach is
illustrated by accessing the bursty popularity dynamics
in a fashion blog. In chapter 8, the findings related to
the research question "How the social media platform
Twitter has changed in the last decade and how Twitter
has potentially changed us?" are explored. This is done
by tracking the tweeting behavior of 600, 000 users over
the time of 7.5 years and evaluating the individual
behavior at different stages of the Twitter career.

Chapter 7.
Capturing the popularity of hashtag
communities
7.1. Introduction
Online platforms that provide interactive environments play a prominent role in
modern societies [38, 43, 143, 144]. Due to their omnipresence, they have gained
attention by research and economy [4]. Especially, the analysis of shared content
has become crucial to understand information diffusion in the online world. This
work has led to new insights about the formation of trends, ways of interaction, and
opinion formation [143, 145, 146].
With the rise of social media, hashtags have been invented to easily find related
posts and connect them to different topics and trends. Hashtags are built up by
the combination of the #-symbol with a number of letters, which can be anything
ranging from abbreviations of slogans (as in e.g. #ootd standing for outfit of the
day) to whole sentences (as in #blacklivesmatter). With the emergence of topics,
hashtags are simultaneously being created, become popular in this context, and can
often be uniquely attributed. Therefore nowadays, hashtags are an established way
to link descriptive buzzwords to posts and set the shared content in a context of some
ongoing discussion, trend, or topic on many different platforms [146, 147].
Here, we propose a methodological framework that is able to capture this dynami-
cally changing stream of topics and trends. For this purpose, we set up a network
where nodes of the networks represent hashtags which we cluster into groups. We
approximate these groups as distinct topics.
One way to efficiently group nodes in networks is community detection, a type
of unsupervised clustering in networks. Such communities can exhibit different
characteristics and can be obtained by the application of various detection algorithms
[61, 68, 148, 149]. In the last two decades, the improvement of community detection
in static networks has gained attention [64]. Naturally, also tracking the evolution
of communities in temporal networks is a subsequent research question which has
been addressed by different authors [39, 150, 151]. Here, we tie in with other
studies which promote approaches using comprehensive matching schemes to connect
communities from subsequent static network snapshots [60, 152, 153]. In contrast to
other approaches, our algorithm is independent of the static community detection
algorithm and, therefore, broadly applicable.
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In this chapter, we initially propose a way to construct networks from hashtag
co-occurrences. By analyzing the static networks from weekly hashtag co-occurrences
in posts on the fashion blog lookbook.nu, we find that hashtags are hierarchically
ordered and communities exhibit mainly two characteristic topological patterns. To
enable the analysis of the temporal change of the networks’ community structure,
we introduce a matching scheme to stack the subsequent weekly network slices. Our
approach is based on a combination of different algorithms and incorporates higher
orders of memory [154]. Finally, we illustrate the functionality of the framework by
analyzing the dynamic popularity landscape of co-occurring hashtags on lookbook.nu.
The results presented and the figures shown in this chapter are based on publication
P6 (Lorenz-Spreen, P., Wolf, F., Braun, J., Ghoshal, G., Djurdjevac Conrad, N.,
Hövel, P. (2018): Tracking online topics over time: understanding dynamic hashtag
communities, Computational Social Networks 5.1). We thank Springer for the kind
permission to reuse/adapt the content and figures under the creative common license
http://creativecommons.org/licenses/by/4.0/.
7.2. Data and network construction
Social platforms have often the appearance of a network by nature as people interact
via (usually bidirectional) friendship connections or (usually unidirectional) follower-
following connections [35]. This results in undirected and directed network structures,
respectively. In contrast to the rather obvious user interaction network, we here
suggest to base networks on the co-occurrence of hashtags that users utilize to tag
their posts. This procedure has previously been employed to investigate social tagging
systems [155]. To construct a network representing the connection between different
topics, we interpret hashtags as nodes in a network and connect these nodes if
a pair of hashtags is simultaneously used in some user’s post. The basic idea is
illustrated in Fig. 7.1, where we show screenshots of two posts on the fashion platform
lookbook.nu and the resulting network. Due to the proposed edge definition, we
obtain a complete subgraph of size n with every post that contains n different hashtags.
By aggregating this stream of small networks that are based on the different posts into
a single network, we obtain a weighted topic-relation network. As we are specifically
interested in the evolution of topics we aggregate posts within distinct time windows
into different networks. We finally interpret the temporal stream of static networks
referring to the post activity within the distinct time windows as layers of a multiplex
network which enables us to temporally study relations of topics and their relative
importance.
As already mentioned, we utilize a dataset from lookbook.nu which has been
obtained in May 2017 by an HTML scraper. Lookbook is a fashion platform where
users can post so-called looks (fashionable pictures) which are often tagged using
more or less specific hashtags and connect via unidirectionally following each other.
To show appreciation of a post users can hype posts. Screenshots of typical posts
are partially shown in Fig. 7.1. Its architecture is similar to other popular social
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Figure 7.1.: Construction of hashtag co-occurence networks. Hashtags which appear under posts
(screenshots on the right) get connected in a temporal network (shown on the left).
media platforms such as Instgram which makes Lookbook an interesting case for
studying social networks. Crawling along the follower-following connections, the
content of 22, 748 users and 1, 158, 340 associated posts containing 81, 409 individual
hashtags have been acquired. The above-described procedure leads to 1, 358, 241
weighted edges (hashtags appear together under multiple different posts) connecting
the different hashtags. For our analysis, we choose an aggregation window of Δt = 1
week to neglect intra-weekly time cycles and, therefore, obtain 52 static network
snapshots for the year 2015. As standard network measures for these networks (mean
degree, network diameter, average shortest path length, global clustering coefficient)
remain comparably constant for all 52 snapshots, we assume this choice to be of
appropriate size.
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Figure 7.2.: Color-coded two-dimensional distribution of degree and local clustering coefficient.
The most frequently used hashtags in the respective marked interval are listed.
7.3. Hierarchical order of hashtags and different
community types
To initially examine the structure of the network, we investigate the degree and the
clustering coefficient of the networks’ nodes which each represent a distinct hashtag.
Here, we measure the degree and clustering coefficient across all different snapshots
and calculate the mean for each hashtag.






In Fig. 7.2 we show a density plot where the x-axis represents the degree whereas the
y-axis indicates the local clustering coefficient. We can observe a ci ∝ k−1i dependency
which is the relationship that a simple model for hierarchical networks predicts [156].
This finding can be supported by an exemplary study of the different hashtags which
get each associated with distinct bins in Fig. 7.2. Whereas hashtags like #summer
or #denim with an elevated degree and low local clustering coefficient are top-level
hashtags of different topics, low degree and increased clustering associated hashtags
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Figure 7.3.: Histogram of the module (community) mean clustering coefficient. We show
two respective examples (with marked mean clustering coefficient) illustrating the
features of the bimodal distribution.
such as #oversize, #culottes, or #effortless either describe more specific styles or are
nonsense hashtags which can be used in many different contexts. We, therefore, do
not only find topological indications but also semantic hints for a hierarchical order
of hashtag usage.
To identify broader topics and groups of hashtags, we have applied different
community detection algorithms for each of the static weekly-binned networks. As
different community detection methods have led to topologically and visually similar
results (not shown), we utilize modularity maximization (Eq. 2.14) based spectral
partitioning. The relatively high modularity of all networks (Qt > 0.5) enables us to
interpret the networks as large, rather well-separated, selections of different topics
which are each characterized by a number of more or less specific hashtags [63, 64].
For further classification of the modularity maximization based hashtag communities
we calculate the mean clustering coefficient of all hashtags in each community for
each of the 52 networks and show the corresponding histogram in Fig. 7.3.
The bimodal distribution of the module-mean local clustering coefficient indicates
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Figure 7.4.: Two snapshots of the temporal co-occurence networks (a: July, b: December).
Nodes are colored according to their allocation into communities (colors) and
transition regions (grey).
the existence of two main classes of communities. On the one hand, we find star-like
communities with a hub and many unconnected nodes in the periphery, and on
the other hand, we identify nodes with a rather flat degree distribution and dense
interconnectivity. A semantic analysis of the different hashtag communities reveals
that low clustering coefficient (star-like) communities like the purple community
in Fig. 7.3 consist of descriptive hashtags, whereas the usage of rather nonsense
buzzword hashtags leads to communities with elevated clustering coefficient.
7.4. Tracking temporal community evolution
7.4.1. Distinguishing temporal communities
Networks from different time windows are topologically similar, but differ in present
nodes (used hashtags in the specific period) and, thus, also their community structure.
In Fig. 7.4 we show two different snippets of networks from August and December.
The different colors of the nodes indicate the community association. To filter out the
rather unspecific hashtags which can be used in multiple contexts and, therefore, do
not belong to the core of some community, we utilize a suited random walker based
community detection algorithm [66, 67] to identify nodes belonging to transition zones
(colored in grey). The details of this approach are explained in detail in publication
P6.
Comparing the communities in Fig. 7.4a and Fig. 7.4b which are based on hashtag
co-occurrences in July and December, respectively, we observe a shift from a major
community associated with the hub #summer to a dominant community with #winter
in the center. As lookbook.nu is a global platform (which is dominated by users from
the Northern Hemisphere), we can still identify the opposite community as a small
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Figure 7.5.: (a,b) Illustration of two exemplary steps of the temporally extended Jaccard-Index
based matching scheme. Colors indicate matched communities, fractions indicate
overlap. Colored fractions indicate the memory weights leading to the according
matching.
group of nodes in the other network. In addition to that, we find both, communities
that are present in July and December (e.g. the community around #instafashion)
but also appearing and disappearing communities (e.g. related to #menswear or
#swag).
To track the community evolution, we consecutively stack the static network layers
of the weekly hashtag co-occurrences and perform a multilayer comparison algorithm
to match communities from different time windows. We introduce this strategy as a
more general tool in the following.
7.4.2. Memory weights
To match network parcellations of different networks we suggest considering the
Jaccard-Index
I (At−1, Bt) =
|At−1 ∩ Bt|
|At−1 ∪ Bt| , (7.2)
with labels At−1 and Bt of two different communites from subsequent time steps.
In this definition, the Jaccard Index is a measure of the overlap of two communities.
Due to the nature of community detection algorithms, network parcellations are
often unstable and tend to vary for different parameter settings or small topological
changes of the network. In a temporal evolution of network communities, we expect
communities to grow and shrink but also to merge, split, and reunite. To account for
the instabilities that come along with static community detection, we propose the
memory weights as a temporal extension of the Jaccard-Index
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|At−t′ ∪ Bt| (7.3)
Here, we measure the overlap of a community of the present time-step with all
temporal instances of one community A of the previous time steps. In the version
stated above, we introduce the simple memory kernel 1t′ which can, in principle, be
replaced by different choices. Exemplarily, utilizing an exponential memory kernel




′·r |At−t′ ∩ Bt|
|At−t′ ∪ Bt| (7.4)
allows to estimate the memory based on the mean relative overlap of all nodes (or
hashtags) of adjacent network parcellations.
To illustrate the memory weights approach, we execute the relabeling of communities
with the help of examplary communities from an imaginary network parcellation in
Fig. 7.5. In the second time step of a relabelling process, we first need to apply a
matching technique. Due to the fact that we can only compare the communities at
t = 2 with one previous set of communities, we measure the overlap and rename the
communities according to the maximal overlap. As relabelling needs to be unique,
left communities (here community Ft in yellow) appear as new communities and do
not get relabelled. At t = 3 we apply the memory weights to match the newly found
communities with the already identified communities. The proposed method (with the
memory kernel 1t′ ) allows for rediscovering community A as W ({At−1, At}, Gt+1) =
0 + 12 is larger than W ({Bt−1, Bt}, Gt+1) = 25 + 0. In addition, we correctly identify
community It+1 with community C as the overlap between t = 1 and t = 2 is
considered and hence W ({Ct−1, Ct}, It+1) = 13 + 26 > W ({Ft−1, Ft}, It+1) = 12 + 0.
To correctly realize the label allocation by maximizing the overlap between the
actual and the previous community parcellations, we utilize the Hungarian algorithm
[157]. This algorithms solves the bipartite matching problem in polynomial time.
Finally, note that the introduction of a lower limit of a matching score should
be applied to avoid unintended allocation of community labels. In addition and
most importantly, the proposed matching scheme is independent of the utilized static
community detection method and, therefore, is broadly applicable.
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Figure 7.6.: Stability test of the matching algorithm. Circles indicate n-th order matching, stars
represent an exponential kernel with exponent r.
7.5. Stability test of the proposed method
Next to the motivation of introducing memory to mimic fading long-term correlation
of similar hashtag use, the memory weights also inherit the advantage of stabilizing
possible uncertainties of static community detection. To demonstrate this feature of
the proposed combination of algorithms, we construct a test case where we pertubate
a defined test community structure with temporally uncorrelated noise. This setup
imitates possible misallocations due to the static community detection.
As illustrated in Fig. 7.6, we shuffle community members at random with shuffling
probability p and construct randomized copies. Following this procedure, we produce
a surrogate multilayer community time series of length 10. To test both introduced
memory kernels (Eq. 7.3 and Eq. 7.4), we subsequently apply the above-introduced
scheme in three parameter settings (n = 1 and r = 10: no memory, n = 4 and r = 0.1:
intermediate/realistic memory, n = 10 and r = 0: infinite memory) and compare the
resulting community labelling with the benchmark parcellation. Finally, we compute
the success rate s (correct labeling vs. all other incorrect labeling outcomes) for
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Figure 7.7.: Relative size before and after the size maximum. The mean trajectory is marked in
green (gains) and red (losses). Bars indicate the variance.
different shuffling probabilities p and show the result in Fig. 7.6.
We observe that the success rate decreases, as expected, with increasing shuffling
probability but can be improved by increasing the memory of the matching scheme.
Whereas the memory weights in the form as in Eq. 7.3 with n = 1 correspond to
the application of the Jaccard-Index and perform worst (measuring the pairwise
overlap between subsequent time steps only), increasing the memory to n = 4 already
clearly improves the success rate. We find similar results for an exponential kernel.
Furthermore, for low shuffling probabilities, there is only a small difference between
intermediate and infinite memory indicating respective advantages for real-world
applications where we expect noise in the low shuffling probability regime.
7.6. Temporal hashtag communities
Having the methodology set up and the algorithm tested, we can finally analyze
temporal communities identified by employing modularity maximization (Eq. 2.14)
within the hashtag co-occurrence network of lookbook.nu.
Based on the mean hashtag overlap between subsequent complete networks Ht∩Ht−1Ht∪Ht−1 ≈
0.9 we choose an exponential kernel with r = 0.1 for our analysis.
An application of the memory-based community relabelling enables us to track the
growing and shrinking of communities. In the following, we interpret the size S(t)
of a community (the number of members) as a proxy for the popularity of a topic
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Figure 7.8.: Alluvial diagram of the dynamic hashtag communities between week 34 and week
39 of year 2015. Vertical bars repesent community size, horizontal bars shared
members of subsequent communities.
that is described by the participating hashtags. To analyze how topics alter in their
popularity, we investigate the mean trajectory of each community before and after
its relative peak S(tpeak).
Figure 7.7 shows the ensemble of the resulting relative increases and decreases of
community sizes with the mean increase marked in green and the mean decrease
highlighted in red. Figure 7.7 illustrates the multiple dynamic features of community
emergence in the lookbook.nu data set. All communities exhibit dynamic size shifts
and a broad variety of different trajectories around the respective peak. The increasing
variance close to the maximum at t = tpeak indicates the various different possible
trajectories around the peak ranging from longer-lasting plateaus to short bursty
popularity periods. In addition, we observe a striking similarity between size (or
popularity) gain and loss in Fig. 7.7 implying that not only popularity gain but also
popularity loss is distributed broadly. The burstiness is illustrated as often more than
70% of the maximum size is gained (lost) in the time step before (after) the peak. In
the meantime, this behavior has been shown to be characteristic of online popularity
and has become even more bursty in recent years among various data sets which is
suspected to be highly linked to an acceleration of online discourses [147].
To visualize the shifted developments and bursty size gains of the weekly communi-
ties, a snapshot of the corresponding alluvial diagram [40] is depicted in Fig. 7.8.
In the alluvial diagram Fig. 7.8, the number of communities is reflected by the size
of the vertical bars below the annotation of the time step whereas the communities
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themselves are sorted by their size. Horizontal bars between communities from different
time steps indicate shared members. The coherent coloring of the community has
been realized using the memory weights in the described parameter setting.
Figure 7.8 depicts the bursty popularity shifts of the different communities. We
observe a season-related change of the biggest community related to summer which gets
replaced as the biggest community by the community related to autumn between week
36 and week 37 (first weeks of September 2015). Simultaneously, smaller communities
merge, shift their rank, or disappear while some small communities related to specific
groups (e.g. #gothic, #asian) persist and also form stable communities. An interactive
tool has been programmed by Philipp Lorenz-Spreen and can be accessed at www.
tu-berlin.de?lorenz.
7.7. Summary
Temporal community detection is prone to many different challenges, such as instability
with respect to small topological changes. In this chapter, we have not only proposed
a method to conduct temporal community detection but have also analyzed the
evolution of trends in a fashion blog.
Based on the co-occurrence of hashtags, we have constructed weighted networks
out of posts on a fashion blog. By accumulating co-occurrences on a weekly basis,
we have constructed 52 temporally ordered snapshot networks. The node degree
and clustering coefficient exhibit a ci ∝ k−1i dependency indicating a hierarchical
order of hashtags. This finding has been supported by analyzing the content of the
differently characterized hashtags. The community-mean local clustering coefficient is
distributed bimodally highlighting two preferred community organizations, a star-like
structure, and a hub-less highly connected node grouping.
Motivated by significant differences between networks from different time steps,
we have investigated the temporal evolution of the communities. Independent from
the applied static community detection algorithm, we have proposed a temporally
extended Jaccard-Index, the so-called memory weights, in combination with the
Hungarian algorithm to solve the bipartite matching of subsequent sets of communities.
Thereby, we have introduced a higher-order memory to the community allocation and
have shown that memory effects can stabilize and increase the potential of temporal
community analysis. Thus, they help to overcome the inherent instability of static
community detection. As the proposed approach is independent from the employed
static community detection algorithm it is widely applicable. As the static instances
do not even neccessarily have to originate from network parcellations, we can also
analyze outcomes from other temporal clustering analyses with the memory weights.
By applying the proposed method, we have identified bursty size shifts of hashtag
communities. Interpreting the size of a community as a proxy for the popularity of
the respective topic has enabled us to study content dynamics around the popularity
peak. We have shown that popularity gain and loss exhibit striking similarity and are
distributed broadly among the communities. Finally, we have introduced an alluvial
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diagram illustrating the dynamic evolution of hashtag communities and highlighting




Cohorts of Twitter users: increasing
engagement and shrinking content
horizons
8.1. Introduction
Unlike in the previous chapter where we have aimed for understanding the content
dynamics on social media, we, here, focus on the individual behavior of users on one
of the most widely used social media platforms worldwide.
Engaging with social media has become a part of daily life in the last decade. In
many European countries, more than 50% of the population is actively using social
media [158]. Nowadays, 90% of the population in Europe and North America spend
time online every day. In addition, more than 50% of the world’s population has used
online services [159].
Since internet access for households is a fairly new phenomenon, we now observe
the first generation of young adults who belong to the group of ”digital natives” [160,
161]. For these people, globally connected devices are the standard and have been
around for their whole life. Not only for this generation but also for large fractions
of global societies, sharing content online via applications on their digital devices is
one important way of interacting with other people [162–165]. Therefore, technical
innovations have led to a new era of communication where people connect on social
media platforms worldwide [1, 166]. It is obvious that the new channels of interaction
have changed, are changing, and will change how we, as humans, communicate [147,
167]. Additionally, social media platforms transform over time as well as they lose or
gain popularity [168, 169].
Previous work has confirmed that online platforms influence societal opinion
formation [44, 144, 159, 170]. Next to studying the topology of the networks of social
media [53, 90, 146], investigating the rise and fall of topics and trends [143, 171], or
discussing problematic developments and suggesting possible interventions [172, 173],
current research tries to fill the gap of long-term studies on social media [174, 175].
Since the most popular social media platforms have only been around for some
years to a good decade, long term studies have just recently been conducted. For
studying social media interactions, the microblogging service Twitter has been a
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frequent choice, as it is used worldwide since 2006 and reduced public data sets are
available through the Twitter API.
A recent study [147] has provided first empirical evidence for a collective acceleration
of public discourses and confirmed a shortening of the collective attention span not
only in a Twitter data set but also reviewing movie ticket sales, google books and
google trends, Wikipedia, and Reddit. In our work, we go one step beyond this
study and elaborate on the individual behavior of users on the social media platform
Twitter. Thereby, we generalize this finding to a shortening of the individual content
horizon.
We contribute to the ongoing research by leveraging a Twitter data set that includes
individual identifiers to track different users over time covering the eight years between
2012 and 2019, a, relative to Twitter’s existence, long period. We show that user
activity has changed on an individual level, becoming increasingly frequent, socially
reactive, and dense in content over the years. We also reveal that users having joined
Twitter more recently have a larger probability to become highly active. Furthermore,
we demonstrate that different tweeting behavior induces differing positions in the
retweet network and we find empirical evidence for a shortening individual content
horizon which strongly depends on the activity of a singular user.
To make our conclusions understandable for readers without social media (or
Twitter) experience, we first introduce the wording which we use in this chapter.
Subsequently, we introduce the data set and review our methodology. We start the
analysis by defining user cohorts that have entered Twitter at different points in time
and by studying their possibly distinct tweeting pattern. Next, we determine different
user types with dissimilar activity and examine their composition and content sharing
behavior over time. Thereafter, we construct an interaction network based on the
retweets in our data set and study the centrality of the different user types in the
interaction network. We, finally, shed light on the temporal topical correlation of
tweet content for the different tweeting interactions before summarizing our findings.
The results presented and the figures shown in this chapter are based on publication
P7 (Wolf, F., Lorenz-Spreen, P., Lehmann, S. (in preparation): Generations of Twitter
users reveal increasing engagement and shrinking content horizons).
8.1.1. Defining the wording
Modern social media has led to new entities and, therefore, new terms with specific
meanings. In this chapter, we will often use such terms which are not common for
everybody who is unfamiliar with the social media platform Twitter. We, therefore,
first introduce the wording we use in the following.
• Tweet: Post on the social media platform Twitter that contains a maximum of
280 characters. This is normally a short text which can be accompanied by an
URL, a hashtag, or a picture.
• Follower: On Twitter, people unidirectionally connect via ”following”. If user A
follows another user B, A will be shown the content and activity of user B.
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• Retweet: Post which has been originally formulated by user A and if rewteeted
by user B shown to their own followers.
• Active retweet: A user retweets a tweet of another user.
• Passive retweet: A user’s tweet is retweeted by another user.
• Inter-event time: Time between two recorded tweets in our data set.
• Starting day: Date of the first appearance of a user in our data set.
8.2. Data and methods
8.2.1. Data set
For our study, we utilize data from the social media platform Twitter. Implemented
in 2006, the popularity of Twitter has risen over the last decade with currently more
than 300 million monthly active users (https://de.wikipedia.org/wiki/Twitter,
Oct 21, 2020). On the platform, users can connect with each other via the following-
function thereby creating a directed social network. Users can interactively share
content such as texts, pictures, or videos. In addition, users can like each other’s posts
to show appreciation of the tweeted content. As a follower of a specific user, Twitter
presents the tweeted content of this user to the follower. To spread the content of
other users among the own followers, users can retweet content of each other. Due to
these functionalities, the directed Twitter network serves as a substrate for dynamic
spreading of content along its edges, where nowadays content is shared that varies
across all kinds of topics.
For quantifying developments of long-term behavior on a broader scale within
social media, it is crucial to access data sets that fulfill certain conditions. Firstly,
the data sets need to cover a sufficiently long period. Secondly, the data must contain
information to identify a large sample of users to be able to distinguish individual
behavioral changes from collective changes in user behavior. Thirdly, the data sets
have to be sampled at an adequate sampling rate so that single users can be tracked
over the study period.
To conduct the study, we had access to a sample from the gardenhose data set
[167] which covers the period from January 2012 until June 2019. Between January
1st, 2012, and December 6th, 2016, the data set samples 10% of the Twitter traffic
dropping to 1% for the rest of the study period. The data set provides full information
of the tweet such as user ID, timestamp, tweet text, and the ID of the original tweeter
(in case of a retweet). For our study, we selected N = 600, 000 users who have
been active in March, April, and May 2019 and tracked their behavior over the full
study period. To cope with the abrupt change of sampling rate, we resampled the
data from the period with the higher sampling rate to the lower sampling rate via a
uniform random sampling scheme, which imitates Twitter’s random sampling routine
(see illustration top of Fig. 8.1). In this chapter, we show results that are based on
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the sample from April containing 200, 000 users. In the appendix (chapter D), we
show results from the other samples to prove the robustness of our analysis and the
insensitivity of the results regarding the downsampling procedure.
8.2.2. Temporal tweet correlation estimation
In the analysis of the Twitter data set, we compute the correlation between tweet time
series for different time lags. To estimate the extent to which the content of the tweet
time series is correlated, we first collect the weekly tweets for each user including the
used hashtags. We, here, use weekly bins, as a finer binning would lead to a huge
number of empty bins (or zeros in the time series) and a larger bin size would further
reduce the temporal resolution. Since the users’ behavior is broadly distributed from
very inactive (no recorded tweeting activity for many weeks) to very active (multiple
tweets or retweets every week) the tweet time series differ fundamentally. As we are
specifically interested in the topical similarity of the weekly tweet time series, we
consider the Jaccard-Index
I (At, Bt′) =
|At ∩ Bt′ |
|At ∪ Bt′ | . (8.1)
Here, A and B represent sets of hashtags used in different weeks indicated by t and
t′.
The utilization of the Jaccard-Index enables us to compare the similarity of the
categorical data encoded in the hashtags independent of the size of the set.
In our analysis, we compute the (auto-)correlation of content for the individual
weekly time series as well as the (lagged) correlation between the passive retweets






I(hi(t), hj(t + τ)). (8.2)
Here, hi(t) represents the hashtags used by user i in week t, T stands for the period
which has passed since the user has joined Twitter and T − τ = Nactive weeks.
We, in particular, do not want to bias our results towards more or less active users.
Therefore, we comute the (auto-)correlation U ignoring pairs of weeks where at least
one week did not contain any activity and, thus, no used hashtags.
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Figure 8.1.: User cohorts and user types in the Twitter data set. (a) Illustration of 1% down-
sampling from the original tweet trajectory of a single user between 2012 and 2019.
Illustration of the difference between user types (vertical axis) and user cohorts
(horizontal axis). User types are colored purple to yellow and are sorted by activity,
user cohorts are colored black to orange and differ in the year of the first appearance
in the data set. (b) Aligned weekly tweets per cohort in the study period. The
respective first year is highlighted. Variance is indicated by shaded areas.
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8.3. Temporal evolution of user cohorts
To access the potentially different activity of users who have entered Twitter at
different points of time, we split the user sample from April 2019 into different
cohorts, each depending on the time they first appear in our data set as an active user
(sending a tweet or retweet). Subsequently, we analyze the mean tweeting behavior
of each user cohort. We show an illustration of the construction of the cohorts in
Fig. 8.1a, horizontal axis.
To get an intuitive understanding of how the users in the different user cohorts
engage with Twitter, we compute the number of tweets per week for each user. To
enable a meaningful comparison of users within a single cohort, as well as between
the cohorts, we map all individual weekly tweeting trajectories of each cohort on the
first week of the respective year. Thereby, we align all trajectories of each cohort
irrespective of their actual starting date. Additionally, we exclude the first tweet,
as otherwise all cohorts have elevated activity in their first week (by defining the
starting date as the date of the first recorded tweet, all users post a tweet in their
first week). The mean of the cohort-wise tweeting trajectory is shown in Fig.8.1b.
Before we discuss the cohort tweeting trajectories, note that we only show the
results for the cohorts starting between 2013 and 2018. Users in the cohort from
2012 first appear in 2012 and might have already joined Twitter in 2011 or earlier.
Therefore, we interpret the absence of a user in the whole year 2012 as a proxy that
this user has not entered Twitter before our study period. In addition, we ignore all
users which first appear after April 2018 as we do not have one consecutive year of
tweeting for those users.
Investigating the cohort’s mean tweeting trajectories (Fig.8.1b), we observe that
from year to year, cohorts end up on an increasing level of activity (offset at the
end of the study period). Although this comparison is based on tweeting activity of
differently "aged" users, this already indicates the different levels of activity of the
cohorts. By examining the activity in the first year of each cohort, we additionally
observe a trend of increasing activity, especially for the last cohorts. This is an
indication that users who have entered Twitter more recently tend to get engaged
with Twitter more rapidly and, thus, tweet more frequently from the early beginning.
8.4. Temporal evolution of user types
Another natural way to subdivide users into distinct groups is to split the users by
means of activity.
To investigate how the activity is distributed among the users, we first compute
the ratio between the days at which we record at least a single tweet of a user and all
days between the respective starting date and the end of the study period. Thus, the
activity ratio is bounded by [0, 1] and a proxy for the activity of a single user. Using
unsupervised k-means clustering and the explained activity criterion, we identify 8
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Figure 8.2.: Composition and interevent time of user types. Top: median starting date of each
user type indicated by arrow to time axis. (a) Histrograms showing the fraction of
users in each cohort for each cluster. (b) User-mean interevent time in the first year
for users in the different clusters.
user types with different tweeting activity. We show the schematic difference between
user types in Fig. 8.1a. Users of the same user type are colored accordingly.
To connect the different user types with the previous analysis of the cohorts, we
subsequently compute the fraction of each cohort for each user type. We show the
fractions as histograms in Fig. 8.2 where each histogram (for each user type) sums
up to 1. Note, that the last cohort is the largest and the most active user type is the
smallest which is not shown in Fig. 8.1. Motivated by the activity offset between the
cohorts, we compute the median starting date on Twitter for each user type. We find
a one-to-one correspondence between median starting date and the activity of the user
type (indicated by the arrows to the time axis, top of Fig. 8.2). This is additionally
implied by the heights of cohort fractions in the histogram: we observe that an
increasing fraction of recent users ends up as more active user types (decreasing
height for cohort 1, increasing height for cohort 6). This also implies that user type 8
grows the quickest relative to its size.
To finally investigate the, by definition, dissimilar user activity of the user types,
we compute the mean waiting time between two recorded tweets of each user. The
bottom panel of Fig. 8.2 shows the corresponding user-type-wise box plot. As we
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Figure 8.3.: Average (a) hashtags and (b) URLs per tweet for each user type over time. Only
users that have posted at least one hashtag or URL are considered.
have obtained the user types by measuring the activity, the systematic differences
(note the logarithmic axis in the bottom panel of Fig. 8.2) are not surprising. The
striking finding is the one-to-one correspondence between the mean age ranking and
the activity ranking. We assume that this finding further supports the hypothesis of
increasing individual activity of Twitter users.
With user types separated into different groups, we have obtained a user partition
which allows for long term study. Although each user type grows in size with time,
we can compare the different user types over the whole study period to systematically
investigate different behavior of user types.
Accordingly, we analyze the content of the tweets which is shared by users of a
different type. We compute the average number of URLs and hashtags which are
shared by users who have at least once shared an URL or a hashtag on Twitter. In
Fig. 8.3a, we show the result for the different user types and the evolution of the
hashtag usage over the study period. As a general trend, we observe that the average
number of hashtags has increased from ≈ 0.6 hashtags per tweet to ≈ 1 hashtag per
tweet. Additionally, more active user types tend to use more hashtags per tweet.
In addition to hashtags, sharing URLs is an effective way to share opinions and
information with other users. Utilizing the same framework as for the hashtags, we
compare the URL use of the different user types in Fig. 8.3b. In contrast to the
evolution of hashtag use, Fig. 8.3b shows no coherent separation between the user
types. While hashtag use has been found to depend on the activity of the users the
use of URLs seems to be independent. Although the user types exhibit more or less
indistinguishable numbers of URLs per post for all years, they agree on the increasing
trend which supports the hypothesis of users sharing more content and connecting
their posts to more topics.
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Figure 8.4.: Properties of retweet interactions. (a) In-degree and b) out-degree distribution for
each user type of the retweet interaction network. (c) Illustration of the retweet
network with using gephi [51]. Nodes are colored by the user type. Diameter of the
nodes varies according to the total degree.
8.5. User types in the retweet network
To investigate how tweeting behavior is related to the interaction on social platforms,
we study how activity translates to the position in the interaction network. Based on
the retweets in our data set, we introduce a directed edge pointing from the actively
retweeting user towards the user that is passively being retweeted and, thus, construct
a weighted interaction network. In other words, we update the elements wij of the
weight matrix W , by wnewij = wij + 1 for each retweet of user i retweeting user j.
The results of the network analysis are shown in Fig. 8.4.
Figures 8.4a,b depict the in- and out-degree (Eqs. 2.6 and 2.7, replace aij with
wij) distributions which relate to the passive and active tweeting behavior of the
users. This basic analysis highlights differences between the user types and reveals
that users with a higher tweeting activity are more central in the network. This
is reflected by a broader distribution of the in- and out-degree. As the out-degree
is directly connected to the tweeting activity of a single user, we can explain the
clearer separation between the user types by their distinct activity. The difference
in the in-degree distribution reveals an interesting feature and hints already to the
overall network structure. More active users do not only tweet and retweet more
but also get retweeted more often and are, therefore, expected to be represented by
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more central nodes in the interaction network. Figure 8.4c shows a representation of
the interaction network with two dimensions of differentiation. Firstly, nodes with a
higher degree are marked with a larger diameter, and, secondly nodes are vertically
aligned by means of their tweeting activity. The color code represents their user-type
affiliation. This representation highlights that users from the more active user type
(which are on average “younger”) are more central (larger diameter) in the network
and inactive user types build up the periphery.
In the previous sections, we have shown that active users show a qualitatively
different behavior, use more hashtags, and, thus, increase the density of information
and more likely have joined Twitter in recent years. Besides, we have observed that
the response of the network, the number of passive retweets, aligns with the number
of active tweets.
To investigate how different levels of activity shape and influence topical persistence,
we further elaborate on the used hashtags of users in the following.
8.6. Individual content horizon
As a first step, we examine how the content in tweets and passive retweets aligns for
different delay times (see Fig. 8.5a). This illustrates whether and how topics in the
tweets of a user relate to the topics that have been retweeted by other users in the past
or will be retweeted in the future. Note that we have normalized the correlation using
Uij(0), which we define as the mean of Uij(−1 week) and Uij(1 week). As Uij(0)
refers, by definition, to the maximal overlap of 1 which is one order of magnitude larger
than the other correlation scores, we have removed this value. Without normalization,
the correlation is higher for low activity user types (not shown).
In general, less active user types align longer with their passively retweeted content
(indicated by larger correlation for increased delay). This can be related to a quicker
shift of topics for the high active users or possibly implies that highly active users do
not align their content with their own peers. This rapid transition towards sharing
new content can occur intentionally with the goal to influence the peers. To get a
clearer picture of that, we study the topical autocorrelation of the own tweets which
is shown in Fig. 8.5b which is normalized as described above. This normalization
enables us to compare the slopes of the user type autocorrelation functions. We do
not show the systematic offset between the autocorrelation functions. As in Fig. 8.5a,
less active user types exhibit larger topical autocorrelation.
We suspect that the findings in Fig. 8.5 point to multiple features of the communi-
cation among user types. First, less active user types have a large topical persistence
(flat autocorrelation) and, thus, share similar content for a longer period. This might
imply that less active users spend more time with distinct topics than more active
users. Second, for the more active users, we observe decreasing topical overlap with
increasing delay. Whereas the general offset between the autocorrelations (which we
have not shown) is likely being related to the fewer hashtags posted each week by
less active users, the heterogeneous decay of the autocorrelation functions indicates
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Figure 8.5.: Normalized topical correlation between tweets and passive retweets (a) and own
tweets (autocorrelation) (b) for varying delay. On top of both figures we schemati-
cally illustrate measuring topical correlation.
that more active user types spend less time with the same topic(s) before drawing
their attention to new trends. We assume that this is possibly caused by a limit of
the individual content horizon: with enhanced activity, users get exposed to more
topics and, to maintain an overview on the trending subjects, reduce the attention
towards older topics after some time. This effect can additionally be amplified by the
construction of Twitter as a so-called feed. New posts are presented in a hierarchical
order and older posts do not appear in the feed after some time (without extensive
scrolling). This draws attention to more recent topics. As more active users have a
more crowded feed, the organization of the Twitter application might facilitate this
effect.
Individual content horizon and increasing activity
In the first sections of this chapter, we have shown that more recent users tend to
use Twitter more actively. This rising activity has been characterized by increasing
numbers of tweets per week and decreasing inter-event times. Such a development
together with the observation of a shrinking content horizon can lead to multiple
potentially undesired effects. Among others, shorter individual attention towards
so-called fake news can undermine efforts to correct false statements, might facilitate
the need for simplification of complex problems, and possibly impedes a focus on
long-term challenges. As we assume that our finding can be confirmed by studying
other data sets (already mentioned empirical evidence for collective acceleration [147]
or trend of decreasing desktop time on news webpages [176]), we want to emphasize
that the possibly accelerating nature of collective and individual interactions and
the corresponding reduced content horizon have changed and will change how people
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interact online. Future studies covering more data sets, examining potential qualitative
shifts or social tipping points, and suggesting constructive interventions such as
frictions are crucial to understand how we, as societies, should cope with these
evolvements.
8.7. Summary
In this chapter of the thesis, we have investigated user behavior on the social media
platform Twitter in a longitudinal study. By analyzing tweets from 600, 000 Twitter
users, we have studied the frequency and content of online interactions during the
time between January 2012 and June 2019.
Initially, we have addressed how the Twitter environment, which has changed over
the last decade, has succeeded in engaging the users to actively use social media.
Therefore, we have split up the users into cohorts with a mutual starting year. For
each of the cohorts, we have analyzed the mean weekly tweeting activity. This analysis
has shown that the level of activity has not only increased comparing the first year of
each cohort but has also led to a separation of cohorts by means of activity on the
long run.
Subsequently, we have investigated different user types. By applying an activity-
based clustering scheme, we have split the users into 8 user types with distinct activity.
To link these user types with the cohorts, we have computed the relative fraction of
users of the different cohorts in each user type. This has revealed that more recent
users dominate the more active user types. We have, therefore, concluded that the
more active user types grow quicker relative to their size than the less active user
types. We have further illustrated this finding by computing the median starting day
of each user type. This has revealed the one-to-one correspondence of more recent
starting days and shorter user-mean inter-event times. Along with the study of the
tweeting frequency of the user types, we have shown that increased activity coincides
with more frequent use of hashtags. Furthermore, the numbers of URLs and hashtags
per tweet have almost doubled in the last eight years.
Thereafter, we have investigated how the different activity of users shapes the
topological neighborhood in the social network of Twitter. We have set up a network
by using the retweets among the users. By analyzing the out-degree (referring to the
active retweeting of a user) and the in-degree (referring to the passive retweets of a
user), we have found that more active user types are more central with respect to
their in- and out-degree. This has proven that the attention of the own followers is
not only raised by quality but also quantity of tweets.
By finally investigating the topical correlation of the tweets, we have shown that
more active users switch topics more quickly and, therefore, exhibit a shorter individual
content horizon.
We conclude that interactions between single users on Twitter have accelerated
over time. We suspect that this quantitive different behavior can lead to qualitative
shifts of collective online dynamics especially in combination with the described
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co-occurrence of increasing content per tweet and prominent positions of highly
active users in the Twitter network. In a world where public discourses are at least
partly discussed on social media, we assume that this observation has to be evaluated






The main goal of this thesis has been to promote data-driven investigations of dynamic
processes using complex networks employing a twofold approach: on the one side, we
have aimed for improving the theoretical framework by introducing novel measures
for networks embedded in spherical geometry. On the other side, we have tailored
diverse specialized tools and conducted several studies in the fields of Climatology
and Computational Social Science utilizing complex networks. For that, we have
separated the thesis into three parts. In the following, we review the main findings of
these three parts before we close the thesis with an outlook, elaborating on important
tasks for future research.
9.1. Conclusions from part 1 - Methodological
approaches to study complex networks
In the first part of the thesis, we have introduced complex networks as a tool to study
complex systems and have reviewed the theoretical foundations as pre-requisites for
understanding the analyses performed. We have also proposed a methodological
framework to quantify edge directionality in complex spherical networks in the last
chapter (chapter 3).
To extend the toolbox of measures suited to study spatially embedded networks,
we have recalled the concept of edge anisotropy which has been proposed for flow
networks in two dimensions. Following the rationale of this previous work, we
have introduced the mean edge direction and the mean angle as additional network
measures. Motivated by the study of global real-world networks, we have introduced
their representation for networks embedded in a two-dimensional spherical surface
representing planet Earth. Next, we have studied a generic bias that can arise from
heterogeneous node placement and have suggested a suitable correction scheme. With
the analysis framework in place, we have finally illustrated the broad applicability of
edge directionality measures by studying different climate networks, a trade network,
and an air transportation network. In the climate networks, we have identified the
edges of the circulation cells as well as structures related to the El Niño–Southern
Oscillation and the Atlantic Niño. In the trade network, we have highlighted the
influence of the EU on the global import network as well as classified countries by
their alignment of import and export directions. Finally, we have recognized regions
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of distinct air transport in the respective network. All these analyses have been based
on edge directionality measures only.
9.2. Conclusions from part 2 - Complex network in
Climatology
In the second part, we have studied the Earth’s climate system employing functional
climate networks.
In the first chapter (chapter 4), we have comprehensively compared different
strategies to construct climate networks from extreme event time series. In particular,
we have utilized Event Coincidence Analysis and Event Synchronization to investigate
synchronous heavy rainfall related to the South American Monsoon System. In
their original definition, both methods lead to distinct networks although they
predominantly only differ regarding their exact definition of event coincidence. By
considering the pairing coefficient which quantifies event clustering in event time
series, we confirm a generic bias of Event Synchronization. Subsequently, we have
analyzed the results from the application of a corresponding correction scheme, which
does not only account for the existing bias but can also be motivated physically by
interpreting event clusters as long persistent events. Considering the latter, we have
shown that the application of the correction scheme can also be meaningful for Event
Coincidence Analysis which is not prone to the systematic clustering bias. To further
illustrate the systematic difference between the local definition of the coincidence
interval of the Event Synchronization and the global setting of the coincidence interval
in the Event Coincidence Analysis, we have conducted an additional case study, where
we have highlighted the advantages of both methods: whereas the global setting of the
delay and coincidence interval in the Event Coincidence Analysis allows for tracking
rainfall event cascades in great detail, the dynamic character of Event Synchronization
enables us to study event cascades as a whole without setting parameters.
In the second chapter (chapter 5), we have utilized Event Coincidence Analysis to
study heavy rainfall events associated with the Baiu frontal system. Throughout our
analysis, we have identified a spatially separated double band of synchronous heavy
rainfall. The formation and withdrawal of this double band seem to be intimately
linked to the onset and withdrawal of the Baiu front. Starting by studying monthly
network patterns, we have validated our observation by investigating the community
structure during the period of high inter-band-synchrony, the development of the total
cross-degree between the double band over time, and by studying rainfall composites
of days with large event numbers in both regions. Finally, we have studied additional
meteorological variables such as geopotential height, winds in different altitude, and
relative vorticity. This has led to the conclusion, that the double band is related to
the interplay of the North Pacific Subtropical High and the South Asian Anticyclone,
which have been considered independent in previous studies.
To complement these two real-world climate network analyses, we have examined
model output from the global circulation models within the TRACMIP in chapter 6.
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By clustering the respective 14 comprehensive aquaplanet model runs utilizing their
zonal mean network measures, we have classified the models into groups with distinct
ITCZ dynamics. This has enabled us to relate specific structures and features of the
zonal mean network measures to the time mean position of the ITCZ. In addition
to the analysis of the global network, we have re-run the clustering framework
for scenarios with selected linkage patterns (e.g. excluded extratropic-extratropic
connections) and have shown that we need to consider tropical-tropical as well as
tropical-extratropical links to obtain meaningful clusters of climate models. With this
work, we have confirmed the global character of the ITCZ and its related dynamics
and proven that SST variability (in contrast to the time-mean tropical SST difference)
and the time-mean ITCZ position are intimately linked.
9.3. Conclusions from part 3 - Complex networks in
Computational Social Science
In chapter 7, we have investigated the temporal change of interactions on the fashion
blog lookbook.nu in the year 2015. Initially, we have constructed weekly networks
based on aggregated co-occurrences of hashtags. Analyzing these static networks, we
have not only shown that hashtags are hierarchically organized but also found that
hashtags on this fashion platform mainly form two different classes of communities.
Whereas the first has been characterized by a hub at the center of communities
and adjacent descriptive hashtags with few other connections, the second has been
highly interconnected and exhibits an elevated community-mean clustering coefficient.
To study the dynamic temporal change of the communities, we have introduced a
novel matching scheme which we have based on a temporal extension of the Jaccard
index, the so-called memory weights. The method allows for automatic relabeling of
community allocation considering different orders of memory. After basic stability
testing, we have applied the method to study the temporal emergence of topics
on lookbook.nu. We have found that topics and trends which we have identified
with the different communities in the hashtag co-occurrence network change over
time. In particular, we have revealed the seasonal change of topic popularity and
discovered stable distinct fashion genres. Finally, we have conducted a comparison
of the popularity trajectories around their respective peaks and have shown that
popularity is gained and lost in a surprisingly similar fashion.
In the last chapter of the thesis (chapter 8), we have studied the long-term change
of individual user behavior on the social platform Twitter. For this study, we have had
access to a large data set of interactions on Twitter covering the period from January
2012 to June 2019. Initially, we have grouped users into cohorts with mutual starting
year and have shown that users in more recent cohorts tend to be more active which
we attribute to a shift in the cohort mean activity. To enable the long-term study
of distinct user groups, we have clustered the users by means of their activity and,
thus, have identified distinct user types. The activity of these user types has differed
dramatically and has revealed the broad activity range from passive to addictive user
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behavior. We have linked the user types to the cohorts by computing the relative
cohort fraction of each cohort for the user types. We have shown that the most active
user types exhibit a more recent median starting date and that the fraction of more
recent users coherently increases with the activity of the user type. Examining the
content of the tweets has revealed that all users have significantly increased their
hashtags and URLs per tweet indicating the rising information shared on Twitter.
Considering that users having joined Twitter more recently use Twitter more actively
and that more active users exhibit a smaller individual content horizon as well as
increase their hashtags and URLs per tweet, we have presented empirical evidence for
a social acceleration on an individual user level. This individual acceleration might
lead to a collective acceleration as active users are located at more central positions
in the interaction network.
9.4. Outlook
As illustrated by the multiple different applications presented in this thesis, network
approaches to study complex systems have a great potential to distill information
from the data that is collected, regardless of whether we aim for analyzing sea surface
temperature variability or interactions on social media. Therefore, Network Science
and associated approaches are state-of-the-art tools in many different fields of study.
Before we review the challenges and possible future tasks of the two application fields
(Climatology and Computational Social Science), we want to stress the potentials of
interdisciplinary research. Our work was inspired and supported by findings from
completely different fields. Methods such as Event Synchronization have originally
been developed for Neuroscience and network measures such as edge anisotropy have
been developed to study the directionality of flows. Utilizing concepts from other
fields of applications often opens the doors for completely new views on many tasks.
This is one of the most striking advantages of Network Science. To set already
developed methods in a new context should always be considered as a natural strategy
in our field. Despite this general focus on interdisciplinarity, many concrete research
questions are arising from the results in this thesis.
Utilizing complex networks to study the Earth’s climate system has led to great
advances in Climatology. We believe that there is potential for other network-based
precise onset prediction schemes besides the successful onset scheme for the Indian
Summer Monsoon. In this thesis, we have presented the first step towards such
a scheme for the East Asian Summer Monsoon. In this particular case, further
investigations on the characteristics of the newly observed double band are of utmost
importance to clarify its relation to the Baiu onset.
As a general problem, we have identified the resolution limit of temporal network
analysis using the common approach of sliding windows as one conceptual limitation.
As most of the recent network science-related findings in Climatology are based on
Event Synchronization or Event Coincidence Analysis, sufficiently long event time
series are crucial ingredients for such analyses. An alternative novel method to
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construct such networks could possibly set the stage for even more accurate prediction
schemes.
To our knowledge no network-based study has yet been conducted on monsoonal
rainfall in Africa and only one recent study on the Australian Monsoon System [177].
To better understand extreme events and their precursors in general, a comprehensive
comparison between the singular studies might contribute to a generalized picture of
the climatology of extreme events.
In addition to the long-term goal of a generalized prediction scheme for the formation
of major weather systems and associated extreme events, the investigation of tipping
points is an increasingly important topic in Earth System Science. While most of the
recent studies focus on conceptual work linking a small number of tipping elements,
we believe that Network Science can serve as a toolbox to investigate regime shifts
on a greater scale. Describing tipping elements by groups of nodes or communities in
a network can eventually point out the most critical couplings.
Finally, we have used complex networks to examine idealized model output data.
Working together with experts in the field of modeling has brought together two
different approaches to studying ongoing climate change. Making use of network
science methods to analyze, classify, and validate climate model output can possibly be
used to advance the precision climate change projections. In this scope we emphasize
that disentangling the relation between the time-mean ITCZ position and the SST
variability can possibly further clarify why global circulation models often fail to
correctly reproduce ITCZ dynamics.
In the context of Social Science, complex networks have been utilized since compu-
tational power allows for the analysis of the ever-rising amount of collected data. In
our opinion, merging Complex System Science with Social Sciences is an important
and promising collaboration. To constantly evaluate the impacts of modern commu-
nication, theoretical modeling and data analysis are crucial. Nowadays, researchers
can base their findings on data with a temporal resolution of seconds. As the content
of the data is expanding every year, completely new analysis frameworks enable us to
characterize human interactions with fundamental laws. Specifically, modeling the
rise and fall of social networks, the formation of echo chambers within these networks,
and information diffusion as well as opinion formation are well-established research
fields. Further research in this direction can guide policymakers on the super-national
level to establish frameworks in which the internet and social media can transform
such that societies profit from online interaction. Our effort to develop a tool for
tracking the popularity of topics on social media is one step towards a clearer picture
of online popularity in general.
Simultaneously, the observed acceleration of online discourses and the decreasing
timespan of public attention challenge democracy and the organization of our society.
We outline the study of intervention strategies such as friction (decelerate the inter-
action and posting frequency) and individual choices for information presentation
(enable users to understand why they see which posts) as topics for further inves-
tigations. Summarizing, studying modern ways of interaction in empirical studies
contributes to the basic understanding of how we, as humans, communicate online.
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We do not only need such information to set up useful models but also to anticipate
eventual consequences of the environment design. We, therefore, emphasize the
importance of validating our finding regarding the acceleration of individual user













Figure A.1.: Sketch of a spherical triangle ΔABC. We identify point C with the North Pole
(φC = 90◦).
To derive the analytic expression for the course angle (Eq. 3.6), we start by
considering an arbitrary spherical triangle which we illustrate in Fig.A.1. The triangle
we consider is characterized by the three corners (labeled A,B and C) and the sides
with length a,b and c. In line with common notation, the side with length a is
opposite to corner A and the angle α is measured at corner A between the sides with
length b and c. All other labels (angle β and γ and sides with length b and c) are
located accordingly. Note that we specify length in radiants.
For such a spherical triangle, we recall the spherical law of cosine (cosine rule for
sides on a sphere) as
cos a = cos b cos c + sin b sin c cos α
⇔ cos α = cos a − cos b cos csin b sin c . (A.1)
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Note that lengths are measured as angular distance in radiants (and correspondingly
need to be multiplied by the Earth’s radius to match with real-world networks).
In our application we quantify the angle α between the side with length c and the
true northern direction for a triangle as shown in Fig. A.1. Therefore, we identify
the corner C with the North Pole. This simplifies the caclulations as we measure the
angular distance between between A and C (and B and C, respectively) in terms
of the latitudes. As the latitude increases from the equator to the poles, we set
cos a = sin φB, cos b = sin φA, and sin b = cos φA. Replacing the according terms in
Eq. A.1 leads to
cos α = sin φB − sin φA cos ccos φA sin c =
sin φB − sin φA cos c
cos φA
√
1 − cos2 c . (A.2)
where we ignore the second possible (negative) solution of sin c = ±√1 − cos2 c for
the second identity. This (negative) solution refers to the supplement angle which is
not of interest in our considerations.
In addition, we can express the angular distance between A and B by considering
the corresponding scalar product in spherical cooridinates. Simple calculations show
cos c = sin φA sin φB + cos φA cos φB cos(λB − λA). (A.3)
Inserting Eq. (A.3) into the numerator of Eq. (A.2) leads to
sin φB − sin φA (sin φA sin φB + cos φA cos φB cos(λB − λA)) (A.4)
⇔ sin φB − sin2 φA sin φB − sin φA cos φA cos φB cos(λB − λA) (A.5)
⇔ sin φB(1 − sin2 φA) − sin φA cos φA cos φB cos(λB − λA). (A.6)
Using the identity (1 − sin2 φA) = cos2 φA we can further simplify the numerator
⇔ sin φB cos2 φA − sin φA cos φA cos φB cos(λB − λA) (A.7)
⇔ cos φA (sin φB cos φA − sin φA cos φB cos(λB − λA)) . (A.8)
As φA = 90◦ we can now cancel cos φA in Eq. (A.2). To obtain Eq. (3.6) in chapter
3 we finally have to insert Eq. (A.3) into the denominator and replace A → i, B → j
to match the stated notation.
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Extension of the method
intercomparison between ES and ECA
Introduction
In this chapter, we outline further investigations related the method intercomparison
presented in chapter 4 section 4.5. In particular, we elaborate on differences regarding
the spatial network measure pattern and network measure correlations between
networks based on ES and ECA. For both, we examine their relation to varying the
link density ρ (see Eq. 2.1).
The results presented and the figures shown in this chapter are based on publication
P3 Wolf, F., and Donner, R.V. (submitted to European Physical Journal - Special
Topics). Spatial organization of functional climate network characteristics describing
event synchrony of heavy precipitation. We thank EPJ for the kind permission.
Motivation and study setup
Many studies have utilized event synchrony measures to study certain features of the
Earth’s climate system. In table B.1, we show an overview of some previous work.
We do not claim that this list is complete by any means. A large fraction of the
investigations employed a fixed link density between ρ = 2% and ρ = 10%. Next
to this systematic difference, there have been examined various network measures.
In chapter 4, we have solely focussed on the information encoded in the degree
pattern. Here, we illustrate the impacts of modifications regarding the analysis setup
on functional climate network analysis. Specifically, we first show spatial network
measure patterns obtained by modifying the link density. Second, we examine
single network measure correlations as in Figure 4.5. Finally, we present multi-
variable correlations and comment on their potential to complement climate network
analyses and to illustrate event synchrony method dissimilarities. As in chapter 4, we
study network characteristics for the SAMS setting an upper limit for the dynamic
coincidence interval of the ES (τmax = 3 days) (see Eq. 2.17) and choosing ΔT = 3
(see Eq. 2.22) as the size of the global coincidence interval of the ECA. For the
analysis, we again employ the declustering scheme for both ES and ECA as well as
the average symmetrization (see Eq. 2.26) of the ECA.
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Table B.1.: Previous publications employing event synchrony measures to study functional
connectivity in the Earth’s climate system based on rainfall data (exeption: Boers
et al. [55] employed moisture divergence). We have used the following notations
for the network measures: k degree, c local clustering coefficient, v closeness, b
betweenness, Δk network divergence, V vulnerability, L long distance directedness,
d average link distance, Δs node strength divergence, R regional connectivity, M
MSES value, P participation coefficient, Bri bridgeness, BIL degree and influence of
line, Q molularity. For a definition of the different characteristics which we have not
specified in the theoretical foundations (chapter2), we refer to the corresponding
publications.
authors year region time covered link density network measures
Malik et al. [95] 2010 ISM 1961 − 2004 – –
Malik et al. [34] 2012 ISM 1951 − 2007 5% k, c, v, b, Δk, V
Boers et al. [29] 2013 SAMS 1998 − 2012 – k, L, d, v, b, L
Boers et al. [5] 2014 SAMS 1998 − 2012 – Δs
Boers et al. [97] 2014 SAMS 1998 − 2012 2% k, c, d, b, L
Boers et al. [55] 2014 SAMS 1979 − 2010 5% c
Stolbova et al. [70] 2014 ISM 1951 − 2012 5% k, b, d
Su-Hong et al. [178] 2014 EASM 1951 − 2007 5% d, V
Boers et al. [96] 2015 SAMS 1998 − 2012 – R
Boers et al. [98] 2015 SAMS 1979 − 2013 2% k, c, b, R
Agarwal et al.[76] 2017 Germany 1901 − 2010 – M
Agarwal et al.[179] 2018 ISM 1901 − 2013 – k, P
Ozturk et al. [180] 2018 East Asia 1998 − 2015 5% Δk
Agarwal et al.[181] 2019 Germany 1901 − 2010 – k, c
Boers et al. [24] 2019 worldwide 1998 − 2016 – k
Kurths et al. [182] 2019 ISM 1951 − 2013 5% P, Q
Ozturk et al. [75] 2019 EASM 1998 − 2015 5%-10% k, d, v, c
Agarwal et al.[183] 2020 Germany 1901 − 2010 – k, b, Bri, BIL
Cheung et al. [177] 2020 AMS 1998 − 2015 5% k, c
Wolf et al. P2 2020 SAMS 1998 − 2015 2% k
Wolf et al. P4 2020 EASM 1998 − 2018 5% k, d
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Figure B.1.: Node degree patterns of the functional climate network representations of heavy
rainfall events based on (a,b) ES and (c,d) ECA without (a,c) and with (b,d)
incorporating the declustering scheme. All networks exhibit a link density of
ρ = 0.5%.
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Spatial network measures
Node degree
To tie in with the analysis in part two of the thesis, we first examine the degree
patterns. In contrast to the previous analysis where we have utilized a link density of
ρ = 2%, we here show the node degree pattern of the SAMS for the link density of
ρ = 0.5% and ρ = 5% in Figs. B.1 and B.2, respectively. The two cases, therefore,
illustrate two scenarios with decreased and increased link density.
In Fig. B.1 we present the degree (see Eq. 2.5) patterns for ES (top) and ECA
(bottom) without (left) and with (right) utilizing the correction scheme. As for the
degree patterns in the networks with a link distance of 2% (Fig. 4.3), the uncorrected
versions of ES and ECA exhibit major differences, whereas the corrected versions
appear to have similar features. Again, in the corrected ES-based and ECA-based
networks, both the rainfall dipole as well as the ITCZ are characterized by elevated
degree values. In turn, we observe a band of high degree north of the ITCZ in the
Atlantic Ocean and only slightly elevated degree in SESA in the uncorrected ECA
based network. In the uncorrected ES-based network, there is a clear sign of the
South American rainfall dipole but the ITCZ is less expressed. For both measures,
we observe two patches of an elevated degree in the northern Amazon basin, whereas
the moisture pathways along the East Central Andes are hardly visible.
To examine the influence of elevated link distance, we show the degree pattern for
a link density of 5% in Fig. B.2. Comparing the degree pattern of the uncorrected
versions of ES and ECA (Fig. B.2a,c), we find that the structures in the degree field
appear like negatives of each other.
The uncorrected ES-based network is now characterized by spatially extended areas
of an elevated degree over continental South America. Specifically, the Southwestern
part of the South American rainfall dipole over SESA (along with those regions of
the southwestern Atlantic ocean associated with the southern part of the rainfall
dipole) and the Andes mountain range as well as the southern Amazon basin display
high degree values. As before, the ITCZ and the eastern part of the South American
rainfall dipole are less marked. Comparing the pattern to the uncorrected ES-based
network in Fig. B.1, there has been a prominent shift in the highlighted regions. To
our best knowledge, a similar crossover behavior has not been described in ES-based
climate networks before but was reported for the global (scalar) clustering coefficients
of global surface air temperature networks established based on classical Pearson
correlation [57].
The uncorrected ECA-based climate network still closely resembles the pattern
we have observed employing a smaller link density. This includes particularly high
degree values along the ITCZ, the northern Amazon basin, and SEBRA whereas
the southern part of the South American Rainfall dipole in SESA is marked by an
intermediate degree.
Utilizing the declustering scheme again results in a notably more similar degree
pattern. As the differences have been much greater in the networks with elevated
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link density, we emphasize the impact of the declustering scheme. Although the main
features of the SAMS are displayed in both degree pattern (Fig. B.2b,d) there remain
certain contrasts. Especially the separation between the two patches related to the
South American rainfall dipole and the degree along the eastern flank of the Andes
are expressed differently in the degree pattern.
Average link distance
To complement the topological information obtained by analyzing the node degree,
we subsequently compute the average link distance (Eq. 2.30). Considering the spatial
information of link lengths allows for distinguishing between regional connectivity
(e.g., locally increased spatial autocorrelation of the climate variable of interest) or
the emergence of large-scale teleconnectivity [57].
The spatial pattern of the average link distance employing a link density of ρ = 0.5%
(see Fig. B.3) resembles the corresponding degree pattern of the corresponding analysis
(corrected or uncorrected ES/ECA) with the same link density (compare Fig. B.1
and Fig. B.3). This also holds for an enhanced link density of ρ = 5% (not shown),
where link distance patterns highlight more or less the key features of the SAMS for
all analysis setups. As a contrast, the patterns based on the uncorrected synchrony
measures differ substantially. The pattern differences vanish to a large extent by
applying the declustering scheme but the resulting features again match with the
degree in the network based on the corrected methods. This indicates that greater
degree generally origins from the existence of long-distance connections and, thus,
elevated average link distance.
Considering all of the above (node degree and average link distance), we emphasize
the great impact of the application of the correction scheme and the choice of the link
density. For the ECA, we have identified larger differences between the uncorrected
and corrected versions particularly for the low link density, whereas the differences
between the uncorrected and corrected ES have been substantial for elevated link
density.
Local clustering coefficient
To further include an analysis of not only node-wise information of network topology
(degree) and spatial distance but information on the neighborhood of a node, we
examine the local clustering coefficient (Eq. 2.12). In this spirit, it can be considered
as a higher-order network characteristic as compared with degree and average link
distance.
In Fig. B.4, we show the local clustering coefficient patterns for a link density of
ρ = 2%. Comparing the pattern based on the different synchrony measures reveals
notable differences. In the ES-based networks, there is a coherent region of low
clustering coefficient in the southern Amazon basin which is not featured by the
network based on the ECA. Additionally, Fig. B.4b,d illustrates that the declustering
scheme does not lead to high similarity between the spatial network pattern in this
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case. We assume that this is a direct consequence of the local clustering coefficient
being a higher-order network measure. Whereas the declustering scheme corrects
for node-wise biases, measuring the neighborhood of nodes and, thus, multi-node
properties, reveals systematic differences between the event synchrony methods on
which we base the networks.
As compared to the other two local network characteristics, the spatial pattern of
the local clustering coefficient is notably finer even for the intermediate link density of
ρ = 2%. A further decrease of the link density (e.g., ρ = 0.5%, not shown), results in
a rather spiky and noisy pattern which does not allow for interpretation. Accordingly,
the emergence of large-scale spatially coherent structures becomes increasingly unlikely
with decreasing link density. This holds especially for regions with a low degree,
where the existence of the few edges can lead to large variance in values of the local
clustering coefficient. Therefore, we recommend an elevated link density for studying
functional climate networks based on event synchrony utilizing higher-order network
measures. Due to the large impact of the declustering scheme for higher link densities,
this is particularly relevant when employing ES.
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Figure B.2.: Same as Fig. B.1 but for a link density of ρ = 5%
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Figure B.3.: Same as Fig. B.1 but for the average link distance.
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Figure B.4.: Same as Fig. B.1 but for the local clustering coefficient and a link density of ρ = 2%
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Single variable network measure correlations
In the following, we, as in chapter 4, address the interrelationships between the
network measure values obtained utilizing the (un-)corrected versions of ES and ECA.
As in Fig. 4.5, we show the values of the network measures based on the (un-)corrected
versions of ES and ECA for each node colored by the corresponding pairing coefficient
for two link densities in Figs. B.5 and B.6 as scatter plots. Thereby, we highlight the
heterogeneity of the different effects resulting from the choice of the network measure
(degree, average link distance, and local clustering coefficient), the link density, and
the declustering scheme.
As described in the previous sections, there are minor qualitative differences in
the network characteristics based on ECA and ES for low link density (see Fig. B.5).
In line with the coherent trends towards higher similarity with incorporating the
declustering scheme for degree and average link distance, we find a better quantitative
agreement (i.e., an alignment around the line of identity in the scatter plot) in
Fig. B.5b,f in comparison to Fig. B.5a,e. Although the scattered node degrees and
average link distances show a clearer agreement after employing the declustering
scheme, some differences remain. We suspect that these are sourced by the systematic
differences between ECA and ES regarding the global/local coincidence interval. ECA
counts all pairs of events that appear within a temporal distance of 3 days, whereas
ES only counts those which fall into the dynamic coincidence interval, which can be
smaller than 3 days. In our study setup, these minor differences do not allow for
drawing different conclusions from the respective spatial pattern.
For an increased link density and the network measures based on the uncorrected
event synchrony methods, we observe a broader scattering of the network measure
values. In particular, we observe a clear separation for nodes with large and low
pairing coefficient for degree and average link distance (Fig. B.6a,e). We explain this
separation by the differently sourced biases for ES and ECA (ES: underestimation of
nodes with high pairing due to event clusters, ECA: overestimation of nodes close to
the ITCZ due to spatial clustering, see chapter 4). By incorporating the declustering
scheme, the degree values get aligned along the diagonal (Fig. B.6b) which does not
hold as clear for the average link distance (Fig. B.6f).
In line with the analysis of the spatial pattern of the local clustering coefficient,
the distinction between values obtained by using ES and ECA is much less obvious
than for the degree and average link distance and does not change markedly when
the correction scheme is applied or the link density is varied. As a general tendency,
we observe that nodes with a high pairing coefficient tend to exhibit higher local
clustering values especially for larger link density in the ES-based network.
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Figure B.5.: Values of (a,b) node degree, (c,d) local clustering coefficient and (e,f) average
link distance for functional networks based on the two employed event synchrony
measures. All results are shown for a link density of ρ = 0.5%. Panels a,c,e (b,d,f)
show the properties of the networks obtained without (with) incorporating the
declustering scheme. Each individual value is color-coded by the pairing coefficient
of the event series associated with the corresponding node. The lines of identity
are indicated as black dashed lines. Note that unlike node degree and average link
distance, the local clustering coefficient is restricted to the interval [0, 1], which
leads to saturation effects in the plot.
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Figure B.6.: Same as Fig. B.5 but for a link density of ρ = 2%.
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Multi variable network measure correlations
Finally, we shed light on the interrelation between different network measures in
Fig. B.7 and Fig. B.8.
Figure B.7 features the scatter plots for node degree and local clustering coefficient
without (left) and with (right) incorporating the correction scheme. In all four panels,
we observe a trend towards a negative correlation which has been observed also
in previous studies [57, 59]. Besides this tendency, however, the overall scatter is
fairly diffuse and consists of different groups of nodes sharing a certain dependency.
Although we have no coherent interpretation of these structures, we assume that
specific features (atmospheric, orographic, or geographic) cause differently shaped
relations which result in the branches in Fig.B.7.
Figure B.8 illustrates the interrelation between node degree and average link
distance. We find a general positive correlation of degree and link distance in all four
setups which has been already indicated by the agreement in the respective spatial
pattern. In the ES-based network, we however identify a gradual shift towards nodes
with low pairing coefficient for high average link distances which is not shared by the
ECA-based network. This feature is somewhat corrected by the declustering scheme
but still partly remains for low degree and high average link distance.
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Figure B.7.: Relationship between node degree and local clustering coefficient for a link density of
ρ = 2%. Panels a,c (b,d) show the network measures without (with) incorporating
the declustering scheme. The values are color coded according to the pairing
coefficient of each node.
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Figure B.8.: Same as Fig. B.7 but for degree and average link distance.
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Summary
In this appendix, we have extended the case study 1 presented in chapter 4. We have
not only considered three parameter settings of the link density ρ but also studied
the degree along with the average link distance and the local clustering coefficient.
For the degree and average link distance, we have found that the differences
between the spatial patterns disagree to greater extent when increasing the link
density. By incorporating the declustering scheme, the patterns exhibit similar
features. Additionally, we have identified a positive correlation of degree and average
link distance in all analysis setups.
For the local clustering coefficient, which we have analyzed as an example for a
higher-order network measure, the networks have exhibited distinct structures in
networks based on ES and ECA. Also, the local clustering coefficient has appeared not
to be as sensitive to the declustering scheme as the degree and the average link density.
Whereas this might be related to systematic differences between the event synchrony
measures (and related structural differences in the network topology), we have also
observed that studying higher-order network measures typically requires larger link
densities. As larger link densities tend to amplify (as mentioned before) the structural
differences between ES and ECA, our results imply that selecting parameters and
setting up the analysis framework has do be done by carefully considering the
advantages and shortcomings of the respective event synchrony method, in particular
when aiming for computing higher-order network measures.
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Appendix C.
Additional information on ITCZ
dynamics as seen by network theory -
Jacknife and bootstrap test for
clustering analysis
By splitting the data from 30 years into two parts cointaing 15 years, we produce two
samples which we can individually analyze with our clustering framework. Following
the steps we have conducted in chapter 6, we obtain two dendrograms (shown in
Fig. C.1 and Fig. C.2) which we compare with the dendrogram computed based on
the full time series (Fig. 6.3a).
Comparing Fig. C.1 with Fig. 6.3a, we find in general larger cophenetic distance
between the models. This might be related to minor residues from the spin-up
process. Although the dendrogram looks, therefore, slightly different, we can still
observe main features of the full data analysis. First, the sub-cluster MetUM-ENT,
METUM-CTL, LMDZ5A, CAM4, ECHAM6.3 nearly completely matches the original
cluster 1 (only ECHAM6.1 exhibit larger cophenetic distance and joins the CALTECH
and AM2.1 model in the outlier group which we have also observed in the full time
series analysis. Additionally, we find the cluster 2 models again in two sub-clusters.
The only difference is the larger cophenetic distance between these two sub clusters.
Similarily to the above-stated analysis of the first 15 years, we can compare the
clustering obtained from the second 15 years (shown in Fg. C.2) with the full data
analysis. In contrast to the first Jacknife sample, we now identify CAM3 and CNRM-
AM5 as two additional outliers (CALTECH and AM2.1 are again classified as single
model clusters). Furthermore, we can again observe the sub-clusters which make up
cluster 1 and cluster 2 of the full time series analysis. We do not obtain a similar
grouping, as the cophenetic distance between these subgroups differs.
We conclude that the main features e.g. sub-clusters and outliers can be identified
even using only half of the time series.
To further validate our results we have used a bootstrapping test: from the 30 years
time series we randomly select 20 (shuffled) years which we treat as an individual
time series. Repeating this for 20 realizations allows for computing the mean of the
bootstrap data set. For each of the models, we subsequently compare the zonal mean
network measures of the full data analysis with the mean of the bootstrapping test.
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Figure C.1.: Dendrogram obtained from the global network analysis using the first 15 years of
the time series. The vertical line indicates the level of cophenetic distance at which
we have split the groups using the full time series.
Figure C.2.: Same as Fig. C.1 but for using the second 15 years of the time series.
As this results in numerous figures (2 network measures × 14 models), we only show
the result for the zonal mean degree of the LMDZ5A model as an example in Fig. C.3.
Figure C.3 shows that the mean features (double peak around ITCZ, additional
maxima in the extratropics) are still present even if we randomly shuffle and restack
the time series. We, therefore, consider that the zonal network measure distributions
exhibit characteristic and distinct local maxima which certainly match the dynamics
of this specific model.
Considering all of the above, we conclude that the results presented in chapter 6
are robust enough to draw the stated implications.
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Figure C.3.: Bootstrap-mean zonal mean degree (orange) and zonal mean degree for the full
data analysis (blue). Note that the y-axis features the 128 latitudes of the LMDZ5A




Robustness tests regarding the
tweeting behavior changes presented in
chapter 8
Raw inter-event times indicate differences between
cohorts
The analysis presented in chapter 8 has been based on 200.000 users which have
been active in April 2019. To verify our results, we have additionally crawled the
tweeting behavior of 200.000 users which have been active in March 2019 and May
2019, respectively. In the following, we illustrate the raw data which we have utilized
for all three samples. We do not show replicates of all figures based on the other data
sets, but provide information on the inter-event times of both cohorts and clusters for
all three data sets (shown in Fig. D.1). Note that we here also show the results for
the cohort of 2012, which we have neglected in the main chapter. The distributions
already indicate most of the results which have been presented in detail in chapter 8.
To highlight the differences in posting behavior on a sub-daily level for users starting
at different points of time in the temporally changing environment of Twitter, we
have analyzed the inter-event times of each user. Here, we again measure inter-event
times within the tweeting timeseries of each user individually, before we compute the
overall distribution for each cohort.
We show the distribution of inter-post times during the first year of each cohort in
Fig. D.1 (left panels). The complex distributions have several features in common. All
distributions exhibit a cut-off at inter post times of more than one year (31536000s)
due to our analysis restriction, a global maximum at one day (86400s) followed by
local maxima for multiple days and decreasing values for sub-daily inter-event times.
The striking difference is the consecutive shift towards more sub-daily inter-event
times for the cohorts which have entered twitter more lately and vice versa for super
daily inter post times, whereas the global maxima of all distributions coincide. This
trend is represented in all the data sets with the possible exception of extremely short
inter-event times which have been observed with greater probability during the first
year of cohort 4 from 2015 in sample 1 (top left panel in Fig. D.1). We suspect that
these extreme very short inter-event times is most likely related to bots.
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A larger fraction of short inter-event times in the first year automatically leads to a
larger number of tweets per week for more recent cohorts (as shown in Fig.8.1). We,
therefore, confirm an increasing activity of users which have entered Twitter more
recently in all samples.
In chapter 8, we have split the users by their ratio of active days and obtained user
types of distinct activity. Here, we repeat the analysis for sample 1 and sample 3 and
show the inter-event time distribution of the user types in three samples in Fig. D.1
(right panels). Whereas the general features are the same as for the cohorts, the
separation between the user types is larger (due to the criterion we used to obtain the
user types). Nevertheless, the distributions directly relate to the boxplot in Fig. 8.2
which confirms distinct inter-event times for the user types.
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Figure D.1.: Inter-event time distribution for both cohorts (a,c,e) and user types (b,d,f) for the
three analyzed samples (top to bottom). The distribution is colored differently for
each cohort.
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Cumulative starting day distributions and hashtag/URL
use for the different user types
One striking finding of our analysis in chapter 8 has been that increasing fractions
of recent cohorts end up as more active user types. While we have shown that for
sample 2 (users active in April 2019) in Fig. 8.2, we here illustrate this in Fig. D.2a,b
for the other samples. Figure D.2a,b depict the cumulative starting day distribution
of users in the different user types for the study period. For both samples (sample 1,
left; sample 3, right) the more active user types fill up in more recent time and, thus,
exhibit a more recent median starting date. Furthermore, this indicates that more
active user types grow quicker in more recent times.
As shown in Fig. D.1 and Fig. D.2, the trend of shortening inter-event times across
cohorts and user types, as well as the increasing fraction of more recent users in more
active user types is consistent for all samples. We, therefore, consider our results to
be robust against the user selection.
To further confirm the trends in content use, we examine the average use of URLs
and hashtags for the different user types (as studied in Fig. 8.3). The general trend
(more hashtags and URLs per tweet in more recent years, see Fig. D.2c,d,e,f) is
consistent with the described results in chapter 8.
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Figure D.2.: Cumulative starting day distribution of users in the user types for sample 1 (a) and
sample 3 (b). Average hashtags per tweet over time per user type for sample 1 (c)
and sample 3 (d). Average URLs per tweet over time per user type for sample 1
(e) and sample 3 (f). Standard deviation is indicated by shaded area.
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Full 10% data set analysis
To this end, we want to stress that we do not find fundamentally different results
using a data set featuring a denser sampling rate. As we have access to a 10% sample
of tweeting behavior between 2012 and 2016, we also investigate the evolution of
tweeting behavior of a smaller subsample of users for this shorter period. We show
the inter-event time for the according four cohorts (2013-2016) in Fig. D.3. Although
the trend of increasing short inter-event times is visible to lesser extent due to the
brief study period, our findings regarding the increase of cohort activity are also
robust in this temporal domain employing a higher sampling rate.
In addition to studying the cohorts, we have, again, split the users into distinct
user types by means of the ratio of active days. Thereafter, we have determined
the composition of the user types by computing the fractions of the four cohorts in
the respective user types. As in chapter 8, Fig. D.4a shows the fractions of the four
cohorts in four histograms. We identify an increasing fraction of more recent users in
the more active user types. Furthermore, the user types separate well regarding their
quantiles in the inter-event time distributions Fig. D.4b. All these observations agree
with the results obtained employing the full period 1% sample.
Due to the overall similar results of the 1% and the 10% sample, we conclude that
the resolution of 1% is sufficient to draw the conclusions we have presented in chapter
8.
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Figure D.3.: Inter-event time distribution for each cohort of the 10% user sample.
Figure D.4.: Fractions of cohorts for each user type (a). Each histogram sums up to 1. User-mean
inter-event time distribution for the user types (b).
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Code and data availability
The code for the data preprocessing, data analysis and data visualization in this
thesis is available from the author upon request. Please do not hesitate to contact
me. All data for the work in part 1 and part 2 is available online and was referenced
accordingly. The data used in part 3 was provided by external sources and can be
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