Abstract. Let C ⊂ N d be an affine semigroup, and R = K[C] its semigroup ring. This paper is a collection of various results on "C-graded" R-modules M = c∈C M c , especially, monomial ideals of R. For example, we show the following: If R is normal and I ⊂ R is a radical monomial ideal (i.e., R/I is a generalization of Stanley-Reisner rings), then the sequentially Cohen-Macaulay property of R/I is a topological property of the "geometric realization" of the cell complex associated with I. Moreover, we can give a squarefree modules/constructible sheaves version of this result. We also show that if R is normal and I ⊂ R is a Cohen-Macaulay monomial ideal then √ I is Cohen-Macaulay again.
Introduction
First, we fix the notation used throughout this paper. Let C ⊂ Z d ⊂ R d be an affine semigroup (i.e., C is a finitely generated additive submonoid of Z d ), and
1 , . . . , x Of course, R = c∈C Kx c is a Z d -graded ring. We say a Z d -graded ideal of R is a monomial ideal. Let *Mod R be the category of Z d -graded R-modules and their degree preserving R-homomorphisms, and *mod R its full subcategory consisting of finitely generated modules. As usual, for M ∈ *Mod R and a ∈ Z d , M a denotes the degree a component of M, and M(a) denotes the shifted module of M with M(a) b = M a+b . We say M ∈ *Mod R is C-graded, if M a = 0 for all a ∈ C. A monomial ideal I ⊂ R and the quotient ring R/I are C-graded modules. Let *mod C R be the full subcategory of *mod R consisting of C-graded modules.
Miller [14] proved that *mod C R has enough injectives and any object has a minimal injective resolution in this category, which is unique up to isomorphism and has finite length. This resolution is called a minimal irreducible resolution, since an indecomposable injective in *mod C R corresponds to a monomial irreducible ideal.
In §2, under the assumption that R is Cohen-Macaulay and simplicial, we show that information on M ∈ *mod C R such as depth and Cohen-Macaulay property can be read off from numerical invariants of the minimal irreducible resolution of M (something analogous to "Bass numbers"). One might think these results should be a variant of the fact that depth and related conditions can be characterized by Bass numbers. But this insight is not quite correct. Philosophically, our result is rather closer to a theorem of Eagon and Reiner [2] stating that the Stanley-Reisner ring of a simplicial complex ∆ is Cohen-Macaulay if and only if that of the Alexander dual ∆ * has a linear free resolution, and Miller's generalization of this result to finitely generated N d -graded modules over a polynomial ring K[x 1 , . . . , x d ] (see [13] ). In fact, in the polynomial ring case, the "Alexander dual" of our Theorem 2.6 corresponds to his [13, Theorem 4.20] . But the proofs are not similar.
In § §3-6, we assume that R is normal (but not necessarily simplicial). In §3, we study the full subcategory Sq of *mod C R consisting of squarefree modules. The notion of squarefree modules over a normal semigroup ring was introduced by the author in [22] . A monomial ideal I ⊂ R is squarefree if and only if it is a radical ideal (i.e., I = √ I). The category Sq behaves much nicer than *mod C R as shown in [22] . In this paper, we show that a squarefree module M is sequentially CohenMacaulay (a non-pure generalization of the Cohen-Macaulay property) if and only if the linear strand of its minimal irreducible resolution is acyclic.
In §4, assuming that R is normal, we study the quotient ring R/I by a radical monomial ideal I, focusing on the problem when R/I is sequentially CohenMacaulay. When R is a polynomial ring, R/I is usually called a Stanley-Reisner ring. As a Stanley-Reisner ring is associated with a simplicial complex, our R/I is associated with a polyhedral complex ∆ contained in the polyhedral cone R ≥0 C ⊂ R d . So we denote it by K[∆]. Our K[∆] is a special case of the rings Stanley constructed from more general polyhedral complexes in [18, §4] , but still an interesting class. On the other hand, the sequentially Cohen-Macaulay property has become important in the theory of Stanley-Reisner rings, since it is closely related to non-pure shellability and shifting of simplicial complexes (c.f. [17, 3] ). Among other things, we show that the sequentially Cohen-Macaulay property of K[∆] is a topological property of the "geometric realization" |∆| ⊂ B of the complex ∆. Here B is a (d −1)-dimensional polytope which is the intersection of the cone R ≥0 C and a hyperplane H ⊂ R + . In §5, we show that if M is regular then the (sequentially) Cohen-Macaulay property of M depends only on the sheaf M + . This result can imply the main result of §4. Assume that R is normal and I ⊂ R is a (not necessarily monomial) ideal. In §6, generalizing a result of Herzog, Takayama and Terai [9] [20] showed that the range
m (S/I)] a = 0 } is controlled by the degrees of minimal generators of I (especially, when H i m (S/I) has finite length). In §6, after giving a simple new proof of this result, we will (partially) extend it to affine semigroup rings. For example, we prove the following: Assume that R is normal and simplicial. For M ∈ *mod C R, H i m (M) has finite length if and only if H i m (M) is C-graded. A similar result holds for arbitrary affine semigroup rings, but some modification is necessary.
Irreducible resolutions over Cohen-Macaulay simplicial semigroup rings
We use the same notation as in the introduction. Let R ≥0 := {r ∈ R | r ≥ 0} be the set of non-negative real numbers, and
the polyhedral cone spanned by C. Let L be the set of (non-empty) faces of P. Note that P itself and {0} belong to L. For F ∈ L, P F denotes the monomial ideal (x c | c ∈ C \ F ) of R. Then P F is a prime ideal. Conversely, any monomial prime ideal of R is of the form P F for some F ∈ L.
It is well-known that *Mod R has enough injectives (c.f. [15, Chapter 11] ). We denote the injective hull of R/P F in *Mod R by * E(R/P F ). Assume that M ∈ *Mod R is indecomposable. Then M is injective in *Mod R if and only if there are some a ∈ Z d and F ∈ L such that M ∼ = * E(R/P F )(−a). Recall that M ∈ *Mod R has a minimal injective resolution in *Mod R, which is unique up to isomorphism. For a monomial prime ideal P F , set
where K(F ) is the quotient field of R/P F . It is well-known that if J
• is a minimal injective resolution of M in *Mod R, then we have
for all i as underlying R-modules (i.e., if we forget the grading of the modules).
We say an ideal I ⊂ R is irreducible if every expression I = I 1 ∩ I 2 of I as an intersection of two ideals satisfies that I = I 1 or I = I 2 . An irreducible ideal is always a primary ideal, while the converse is not true. In particular, the radical √ I of an irreducible ideal I is a prime ideal. According to Miller [14] , we use the letter W to denote a monomial irreducible ideal. Then we have √ W = P F for some F ∈ L. In this case, dim(R/W ) equals the dimension of F as a polyhedral cone. When R is a polynomial ring K[x 1 , . . . , x d ], I is a monomial irreducible ideal if and only if it is a complete intersection ideal generated by powers of variables.
For M ∈ *Mod R, we say the submodule c∈C M c is the C-graded part of M, and we denote it by M C . Proposition 2.1 (Miller [14, §2] ). We have the following.
(1) Let I ⊂ R be a monomial ideal. Then I is irreducible if and only if there are some a ∈ C and F ∈ L such that R/I ∼ = [
The category *mod C R has enough injectives. An indecomposable module M is injective in *mod C R if and only if M ∼ = R/W for some monomial irreducible ideal W ⊂ R.
We say an injective resolution in *mod C R is an irreducible resolution.
Theorem 2.2 (Miller [14, Theorem 2.4]).
Let M ∈ *mod C R be a C-graded module, and
• is an irreducible resolution of M, and has finite length.
We say the irreducible resolution given in Theorem 2.2 is a minimal irreducible resolution. Every M ∈ *mod C R has a minimal irreducible resolution, and this is unique up to isomorphism. Any irreducible resolution is a direct sum of a minimal one and an exact sequence. It is noteworthy that Helm and Miller [8] gave an algorithm to compute minimal irreducible resolutions.
Let I
• be a minimal irreducible resolution of M ∈ *mod C R. Then, for a monomial irreducible ideal W and an integer i ≥ 0, we have ν i (W, M) ∈ N satisfying
Note that
In fact, for a given integer n, we have ir-dim( (R/m)(−c) ) > n for sufficiently "large" c ∈ C.
Proof. The first assertion follows from (2.1). Since M is a submodule of
and an irreducible ideal is a primary ideal, we have Ass(M) ⊂ Ass(
. So the second statement follows. The last assertion is easy.
For further information on irreducible resolutions, consult [15, Chapter 11] .
We say R is simplicial if there are
is a primary example of a simplicial semigroup ring.
assume that F is spanned by e 1 , e 2 , . . . , e n as a polyhedral cone. Set H := C ∩ F to be a submonoid of C, and set
Then U is an H-ideal in the sense of [5] , that is, H + U ⊂ U. (In [5] , they assumed that U is contained in the group generated by H. But their results hold without this assumption.) Note that A := K[H] = c∈H Kx c is a simplicial affine semigroup ring. Clearly, A ∼ = R/P F . But here we regard A as a subring of R via the inclusion H ⊂ C. As an A module, R/W is isomorphic to K[U], and it is finitely generated. Since R = K[C] is Cohen-Macaulay, U satisfies the condition (iii) of [5, Theorem 2, 2] as an H-ideal. Thus R/W is a Cohen-Macaulay module over A (thus over R). 
But computation by Macaulay 2 shows that R/W is not Cohen-Macaulay.
(2) If R is normal (but not necessarily simplicial), then R/P F is a normal semigroup ring (in particular, Cohen-Macaulay) for any monomial prime ideal P F . If R is simplicial and Cohen-Macaulay, then so is R/P F by Lemma 2.4. On the other hand, if R is Cohen-Macaulay but not simplicial, then R/P F need not be Cohen-Macaulay. The following example is due to Professor Ngo Viet Trung. When R is Cohen-Macaulay, ω R denotes the canonical module of R.
Theorem 2.6. If R is Cohen-Macaulay and simplicial, and M ∈ *mod C R, then we have
→ · · · be a minimal irreducible resolution of M, and set Ω i (M) := ker(d i ). Of course, Ω 0 (M) = M. Set δ to be the right hand side of (2.2).
To prove depth R M ≥ δ, we will show that depth(Ω i (M)) ≥ δ − i for all i by backward induction on i. (Here we set the depth of the 0 module to be +∞.) If i ≥ d, there is nothing to prove. Assume that depth R (Ω i+1 (M)) ≥ δ − i − 1. Consider the short exact sequence
Recall that 
We can take n ∈ N such that ν n (W, M) = 0 for some W with dim(R/W ) = δ −n. To prove depth R M = δ, we will show that depth R (Ω i (M)) = δ − i for all i ≤ n by backward induction on i. Since √ W is an associated prime of Ω n (M) and
The following is an easy consequence of the theorem.
Corollary 2.7. Assume that R is Cohen-Macaulay and simplicial. Then M ∈ *mod C R is a Cohen-Macaulay module of dimension p if and only if
We can also characterize Serre's condition (S n ) in our context. Theorem 2.8. Assume that R is Cohen-Macaulay and simplicial. If I ⊂ R is a monomial ideal with dim(R/I) = p, then the following are equivalent for an integer
To prove the theorem, we need the following (more or less) well-known facts. Note that these facts hold in much wider context (e.g., over a noetherian local ring admitting a dualizing complex).
Lemma 2.9. For a monomial ideal I ⊂ R and a module M ∈ *mod R, we have the following.
(
And the equality holds if and only if there is an associated prime P of M with dim(R/P ) = d − j.
(2) If R/I satisfies the (S n ) condition for some n ≥ 2, then all associated primes of R/I have the same dimension. 
for all i < n − 1 and j > d − p + i. Using this, we get
In this case, the dimension of any associated prime of Ω n−1 (A) is at least p − n + 1 by (b), and we have dim(Ext
Conversely, assume that A satisfies (S n ) for some n ≥ 2 but ν i (W, A) = 0 for some i ≤ n − 1 and some
We can also define this concept over a noetherian local ring in a similar way.
By Lemma 2.9 (1), all minimal primes of a generalized Cohen-Macaulay module have the same dimension. Proof. (Sufficiency) By argument similar to the proof of Theorem 2.6, H j m (Ω i (M)) has finite length for all j < p − i. Since Ω 0 (M) = M, we are done. (Necessity) We will prove the contrapositive. Assume that ν n (W, M) = 0 for some n ≥ 0 and some W with 0 < dim(R/W ) < p − n. We may assume that n is minimum among such integers, and set q := dim(R/W ). We can prove that H 
Squarefree modules over a normal semigroup ring
For the results in the previous section, the assumption that R is simplicial is really necessary. But when we consider radical monomial ideals in a normal semigroup ring, we can remove this assumption.
Throughout this section, we assume that R is normal. For a point u ∈ P (= R ≥0 C), we always have a unique face F ∈ L whose relative interior contains u. In this notation, we denote s(u) = F .
Definition 3.1 ([22]
). Assume that R is normal. We say an R-module M is squarefree, if M ∈ *mod C R and the multiplication map
For a monomial ideal I ⊂ R, I (or R/I) is a squarefree module if and only if I is a radical ideal (i.e., I = √ I). Since the canonical module ω R of R is isomorphic to the ideal ( x c | c ∈ C with s(c) = P ), it is also squarefree. It is easy to check that if M is squarefree, we have dim
Let us recall basic properties of squarefree modules. See [22] for detail. Sq denotes the full subcategory of *Mod R consisting of squarefree modules. Then Sq is closed under kernels, cokernels and extensions in *Mod R. Hence Sq is an abelian category. Moreover, it admits enough projectives and injectives, and an indecomposable injective object is isomorphic to R/P F for some F ∈ L.
If M ∈ *mod R and N ∈ *Mod R, then the R-module
Lemma 3.2 ([22]
). Let M be a squarefree R-module, and I • its minimal irreducible resolution. Then we have the following.
( . For M ∈ Sq and F ∈ L with dim F = t, we have
Since Ext
is squarefree, the value of the right side of the equality (3.1) does not depend on the choice of c(F ).
Propositions 3.4, 3.5 and 3.6, which follow from Theorem 3.3, are the squarefree modules version of results in the previous section. While (the latter part of) Proposition 3.4 has been stated in [22] , we state it here for the reader's convenience.
Since R/P F is always Cohen-Macaulay whenever R is normal, we can also prove these results by arguments similar to the previous section.
In particular, M is a Cohen-Macaulay module of dimension p if and only if ν i (P F , M) = 0 for all i and all P F with dim(R/P F ) = p − i . Proposition 3.5. If I ⊂ R is a radical monomial ideal with dim(R/I) = p, then the following are equivalent for an integer n ≥ 2.
(a) R/I satisfies Serre's condition (S n ).
For squarefree modules, we can prove the converse of Proposition 2.12 by virtue of [23, Corollary 4.6] .
Proposition 3.6. Assume that R is normal. Let M be a squarefree R-module of dimension p. Then M is Buchsbaum, if and only if it is generalized CohenMacaulay, if and only if ν i (P F , M) = 0 for all i and all monomial prime ideal P F with dim(R/P F ) = 0, p − i.
The linear strand of a minimal free resolution of a finitely generated graded module over a polynomial ring is an important notion introduced by Eisenbud (c.f. [4] ). Here we introduce the analog of this concept for an irreducible resolution of squarefree modules. (Miller also studied this concept implicitly. See [14, §3] .)
Let M be a squarefree R-module, and I • its minimal irreducible resolution. For each l ∈ N, we define the l-linear strand lin l (M) of (the minimal irreducible resolution of) M as follows: The term lin l (M) i of cohomological degree i is
which is a direct summand of
i+1 is the corresponding component of the differential
Using spectral sequence argument, we can construct lin(M) from a (not neces-
, and the associated spectral sequence {E * , *
On the other hand, we always have a decomposition
which is isomorphic to lin(M).
A minimal injective resolution of ω R in *Mod R is of the form
and the differential is composed of the maps (±1) nat :
′ ∈ L with F ⊃ F ′ and dim F = dim F ′ + 1, where nat : * E(R/P F ) → * E(R/P F ′ ) is induced by the natural surjection R/P F → R/P F ′ , and the sign ± is given by an incidence function (c. 
Sq (*Mod R), so we will identify these categories. For a complex M
• and an integer n, let
. For M ∈ *Mod R, we say the submodule c∈C M c is the C-graded part of M. Since R is normal now, the C-graded part of * E(R/P F ) is isomorphic to R/P F (c.f. [15, Chapter 13] ). Moreover, we have the following.
Proof. When R is a polynomial ring, this result was given in [21, Lemma 3.20] . The general case can be proved by essentially same argument. But we give a precise proof here for the reader's convenience. Let M ′ be the submodule of M generated by M c(F ) . By the injectivity of
, there is some c ′ ∈ F such that g(y) = 0 for some y ∈ M c ′ . In this situation, we have g(
′ is 0 if and only if g = 0. Combining these observations, we have
But it is easy to see that this is also an isomorphism of R-modules.
Here the differential is the sum of the maps
) and the differential
is induced by the differential ∂
Proof. When R is a polynomial ring, the assertion was given in [24, §3] . The general case can be proved by a similar argument to [24] . Here we only remark that RHom
• ) where I
• is the minimal injective resolution of ω R described in (3.2), and the isomorphism (3.3) clearly follows from Lemma 3.7.
Convention. In the sequel, as an explicit complex,
Sq) means the complex described in Lemma 3.8.
The next result refines Theorem 3.3. 
Sequentially Cohen-Macaulay face rings
In this section, we always assume that R is normal. We have a hyperplane H ⊂ R d such that B := H ∩ P is a (d − 1)-dimensional polytope. Clearly, B has the topology induced by the Euclidean space R d , and B is homeomorphic to a closed ball of dimension d − 1. For a face F ∈ L, set |F | to be the relative interior of F ∩ H. Regarding L as a partially ordered set by inclusions, we say ∆ ⊂ L is an order ideal, if ∆ is a non-empty subset such that; In particular, if ∆ = L (resp. ∆ = { {0} }), then I ∆ = 0 (resp. I ∆ = m) and
is nothing other than the Stanley-Reisner ring of a simplicial complex ∆. (If R is simplicial, then B is a simplex and ∆ is a simplicial complex.) Clearly, I ∆ and K[∆] are squarefree modules.
Let ∆, Σ ⊂ L be order ideals with ∆ ⊃ Σ. When we consider such a pair, we assume that Σ = { {0} }, but allow the case Σ = ∅. Thus, |Σ| = ∅ if and only if Σ = ∅. We set I ∅ = R. We always have I Σ ⊃ I ∆ , and I ∆/Σ := I Σ /I ∆ is a squarefree R-module. Note that I ∆/∅ = K[∆]. We say a pair (∆, Σ) is Cohen-Macaulay if so is the module I ∆/Σ . (The Cohen-Macaulay property of (∆, Σ) depends on char(K). But, in this paper, we fix the base field K. So we omit the phrase "over K".) Clearly, the Cohen-Macaulay property of (∆, Σ) depends only on ∆ \ Σ. For a topological space X, Sh(X) denotes the category of sheaves of K-vector spaces on X. Recall that Z := |∆| \ |Σ| admits Verdier's dualizing complex 
where e G is a basis element, and the sign ± is given by an incidence function of L.
Hence (∆, Σ) is Cohen-Macaulay if and only if
Clearly, these are order ideals of L again. It is easy to see that
Here we set (∆ [r+1] ) (r) = ∅. For a finitely generated graded R-module M and an integer i, we set
It is easy to see that M is sequentially Cohen-Macaulay if and only if
is Cohen-Macaulay (of course, we allow the case M (i) /M (i−1) = 0) for all i.
Since
, we have the following. 
When R is a polynomial ring (i.e., K[∆] is a Stanley-Reisner ring), the next result has been obtained by Duval [3] . Proof. The proof of [3, Theorem 3.3] for the Stanley-Reisner ring case also works here. This proof uses Lemma 4.3 and Lemma 4.5 below. The latter, which is a well-known result in the Stanley-Reisner ring case, also holds in our context.
Proof. We may assume that i + 1 = dim |∆| =: r. For each F ∈ ∆, the canonical module
for all c ∈ C. We have a short exact sequence 
The module of right side, which is isomorphic to the canonical module of K[∆ (i) ], is clearly generated by its degree 0 part. Proof. Set X := |∆|. Note that the subspace
|F | of X does not depend on the particular cell decomposition of X by (4.1). In fact, it coincides with { x ∈ X | dim x X = i }, where the dimension dim x X of X at x is the one defend in [12, III, Definition 9.10]. So the assertion follows from Theorem 4.1 and Lemma 4.3.
Even in the Stanley-Reisner ring case, it is well-known that the Gorenstein property of K[∆] is not a topological property of |∆| (i.e., depends on the simplicial decomposition). In the normal semigroup ring case, we have another problem. A normal semigroup ring R is always Cohen-Macaulay, but not necessarily Gorenstein, even if it is simplicial. Note that K[∆] = R if ∆ = L. So the Gorenstein property can not be determined by the poset structure of ∆ (i.e., sensitive to the semigroup C). But we can prove that the Gorenstein* property is topological. Recently, Ichim and Römer also studied the Gorenstein (or Gorenstein*) property of a toric face ring, which is a notion containing our K[∆]. Their [11, Corollary 6.9] is closely related to Theorem 4.9 below. Under the assumption of Proposition 4.9, we have X ) x = K for all x ∈ X is not a sufficient condition for K[∆] to be Gorenstein*. In fact, if X is a manifold without boundary, then
But, of course, X need not be orientable. For example, if X is homeomorphic to a real projective plane and char(K) = 2, then K[∆] is Cohen-Macaulay but not Gorenstein*.
Constructible sheaves associated with squarefree modules
Throughout this section, R is normal, and ∆ is an order ideal of L with X := |∆|.
-module (i.e., M ∈ Sq and ann(M) ⊃ I ∆ ), then we can construct a sheaf M + on X as in [23] (see also Remark 5.3 (1) below). More precisely, the assignment Γ(
actually defines a sheaf. It is easy to see that M + is a constructible sheaf with respect to the cell decomposition X = F ∈∆ |F |. In fact, for all {0} = F ∈ ∆, the restriction + ∼ = j * K |F | ∈ Sh(X), where j : |F | ֒→ X is the embedding map and K |F | is the constant sheaf on |F | (note that j * K |F | is essentially the constant sheaf on the closure |F | of |F |, not on |F | itself). Recall that the canonical module ω R is a squarefree R-module, and
• is the interior of B, h : B
• ֒→ B is the embedding map, and K B • is the constant sheaf on B • . It is noteworthy that h ! K B • is the orientation sheaf of B (over K). This is a key point for Theorem 5.7 below.
Theorem 5.2 ([23, Theorem 3.3]).
For M ∈ Sq(∆), we have an isomorphism
0 for all i ≥ 1, and an exact sequence
th reduced cohomology of X with coefficients in K. + is always a sheaf on B there. But this is not a problem. In fact, if F ∈ Sh(B) is the sheaf constructed from M ∈ Sq(∆) in the style of [23] , and M + ∈ Sh(X) is the sheaf constructed in the style of the present paper, then we have F ∼ = i * M + . Here i : X ֒→ B is the embedding map. Since Proof. We put
. Then M satisfies the expected condition by the sequence (5.1).
Remark 5.6. If X is connected, then we have
where n is the number of the connected components of X.
Set r := dim X. Consider the complex
) and all i ∈ Z. But here we prefer ω
. Moreover, the following result holds. 
Here supp(M 
Of course, the Cohen-Macaulay (resp. Buchsbaum) property of M does not depend on whether we regard M as a
Let F ∈ Sh(X), and set
is the sheaf associated with the presheaf defined by
. By the same argument as Lemma 3.8, we may assume that
Thus (N i ) + is a direct sum of copies of the sheaf
+ is not an injective object in Sh(X), it is a constant sheaf over the closed ball |F | and 
), the assertion can be checked easily. Theorem 5.12. Assume that M ∈ Sq(∆) is regular. Then M is sequentially Cohen-Macaulay if and only if the following conditions are satisfied. 
) is either the 0 module or a Cohen-Macaulay module of dimension 1 − i for all i. Since Ext
) is an artinian module, we do not have to check Ext
) for i ≥ 1. Moreover, the case when i = 0 is also unnecessary in our situation. In fact, since M is regular, we have [ Since Ext
, the assertion follows from the above observation and Theorem 5.9 (and Proposition 5.8). Cohen-Macaulay, then X is connected.
Ideals whose radicals are monomial ideals
In this brief section, we generalize a result of Herzog, Takayama and Terai [9] . Let I ⊂ R be a (non-monomial) ideal. Even if R/I is Cohen-Macaulay, R/ √ I is not Cohen-Macaulay in general. See the introduction of [9] for an explicit example. But the next theorem states that if √ I is a monomial ideal then such an example does not exist. When R is a polynomial ring, this result was obtained in [9] . To extend Proposition 7.4 to semigroup rings, we have to introduce the notion supp + (u) for u ∈ R d . There are (the "defining equations" of) hyperplanes h 1 , . . . , h t ∈ (R d ) * such that P (= R ≥0 C) = { u ∈ R d | h i (u) ≥ 0 for all i }. We may assume that h 1 , . . . , h t form a minimal system defining P (equivalently, the number of d − 1 dimensional faces of P is t). For u ∈ R d , set supp + (u) := { i | h i (u) > 0 } ⊂ {1, . . . , t}.
For u, v ∈ P, supp + (u) = supp + (v) if and only if s(u) = s(v). So let be h 1 , . . . , h t ∈ (R d ) * the "defining equations" of the cone P ⊂ R d . Recall that, for u ∈ R d , we have supp + (u) = { i | h i (u) > 0 } ⊂ {1, . . . , t}. Set C := Z d ∩P. Note that R is normal if and only if C = C. It is easy to see that, for a ∈ Z d , supp + (a) = ∅ if and only if a ∈ −C. We say M ∈ *Mod R is C-graded, if M a = 0 for all a ∈ C. Clearly, a C-graded module is always C-graded, and the converse is true if R is normal. We also set Ψ C := { a ∈ Z d | supp + (−a) ⊃ supp + (c) for some 0 = c ∈ C }. To prove the theorem, we consider the following condition for a module N ∈ *Mod R.
(⋆) If a ∈ Z d and 0 = c ∈ C satisfy supp + (−a) ⊃ supp + (c), then the multiplication map N a−c ∋ y → x c y ∈ N a is bijective.
Lemma 7.8. Assume that a Z d graded R-module N has finite length and satisfies the condition (⋆). Then N a = 0 for all a ∈ Ψ C .
Proof. If a ∈ Ψ C , then we can take 0 = c ∈ C such that supp + (−a) ⊃ supp + (c). Since supp + (−a+nc) = supp + (a) for all n ≥ 0, we have N a ∼ = N a−c ∼ = N a−2c ∼ = · · · by the condition (⋆). So N a must be 0. 
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