Abstract. We consider the semilinear elliptic equation Δu = W (u) with Dirichlet boundary condition in a Lipschitz, possibly unbounded, domain Ω ⊂ R n . Under suitable assumptions on the potential W , we deduce a condition on the size of the domain that implies the existence of a positive solution satisfying a uniform pointwise estimate. Here uniform means that the estimate is independent of Ω.
Introduction
We consider the semilinear elliptic problem Under these conditions on W , if Ω is bounded, existence of a solution for problem (1.1) can be proved by the method of sub and sup solutions or by minimization of the energy functional associated to (1.1). We refer for instance to [10] , [17] , [15] . We derive a condition on the size of Ω that, independent of Ω being bounded or unbounded, ensures existence of a solution of problem (1.1) which satisfies a pointwise estimate which is uniform in the sense that is valid for all domains.
For x ∈ R n , ρ > 0, we let Remark 1.2. Without straightening the assumptions in Theorem 1.1, uniqueness of positive solutions cannot be expected. A sufficient condition for uniqueness is W (s)/s being nondecreasing in (0, μ) (see [7] ). Then, as we will show at the end of section 2, we can replace (b) by the weaker condition ( 
where χ E denotes the characteristic function of a set E, g :
2 ) 4 and the constants C j > 0 are chosen to have the ratio C j+1 /C j , j = 1, . . . , N − 1, sufficiently large.
The arguments in the proof of Theorem 1.1 can be used for giving a simple proof of the existence of a potential function such that the equation
has infinitely many solutions for any λ > 0 and for any domain. This was proved in [11] for a general class of nonlinear elliptic equations including (1.9) and for bounded domains. See also [9, 17, 14] for related results. We prove the following 
Then, the semilinear elliptic problem (1.9) admits infinitely many distinct positive solutions independent of the value of λ > 0 and independent of the choice of the domain Ω. We also consider the mixed Dirichlet-Neumann problem (1.13)
Given ρ > 0 and x ∈ Ω, let B ρ (x) be the connected component of
where H 1 is the one-dimensional Hausdorff measure and the infimum is taken on the set of the absolutely continuous paths
We have the following theorem. 
with r * and a as in Theorem 1.1. Figure 1 shows an example where Γ N is convex in the sense of Definition 1.8. Notice the difference between d(x, Γ D ) and G(x, Γ D ). If Γ N is not convex, the shape of Γ N can be quite involved and the imposing Neumann boundary condition may limit the decay rate of the solution. In section 4 we derive an exponential estimate which takes into account the geometry of Γ N (cf. Theorem 5.2).
Our approach to the proof of Theorems 1.1 and 1.9 is variational and uses ideas developed in [2] and [3] (see also [4] ) in the context of semilinear elliptic systems. We first consider the case of a bounded domain and find u as a minimizer of the action functional (1.16) . Once the exponential estimate is available, a standard limit procedure based on elliptic regularity allows us to extend the existence result and the estimates to the case of unbounded domains.
We conclude this introduction by observing that, under the additional assumption that W is even,
by means of Theorem 1.1 we can derive the existence of various entire solutions for the problem
Following [6] we say that a bounded solution u : R n → R is a saddle solution if
Note that (h1), (h2) and (h3) imply that a saddle solution vanishes on the Simon cone C = {(x, y) : |x| = |y|}. Saddle solutions have been studied in detail in [7] for m = 1, see also [16] , and for general m in [6] . To prove existence (for m > 1) we use Theorem 1.1 with Ω = {|x| > |y|} 1 and restrict to the weakly closed subspacê W
This yields a solution u : Ω → R that satisfies (h1) and (h3) and the exponential estimate (1.3). Then, the solution is extended to the whole of R n by odd reflection across the Simon cone. If m = 1 we take Ω = {x > |y|}, and we get a saddle solution by odd reflection first with respect to y = x and then with respect to y = −x. The paper [1] studies saddle type solutions u n : R 2 → R that vanish on the lines
Under the assumption (1.19) the existence of a solution u n with nodal lines l k , k = 0, 1, . . . , 2n − 1, can be derived by Theorem 1.1 with Ω the sector {(x, y) ∈ R 2 : 0 < y < x tan(π/n), x > 0}. The solution given by Theorem 1.1 is then extended to the whole R 2 by odd reflection across the lines l k .
We can also consider "tick" saddle solutions. Apply Theorem 1.1, with Ω ⊂ R 2m+1 defined by
Under the assumption D > R * Theorem 1.1 yields a positive solution u : Ω → R to problem (1.1) that vanishes on
. By odd reflection with respect to {|x| = |y|, z ∈ (−D, D)} and then with respect to the planes z = (2k + 1)D, k ∈ Z, the solution u : Ω → R given by Theorem 1.1 can be extended to the whole of R 2m+1 , yielding an entire solution of (1.20) which has a saddle structure on each plane z = const and is periodic of period 4D in the z variable.
* , Theorem 1.1 yields a positive solution u : Ω → R. By odd reflection with respect to the planes
. . , n, we obtain an entire solution to (1.20) which is 4D h periodic in the variable x h and is positive or negative in the rectangle
depending on whether n h=1 k h is even or odd. 3. Theorem 1.1 can be applied to get existence and estimates to various other situations. For instance, in the case considered in [5] of an unbounded domain Ω defined by
where φ : R n−1 → R is a Lipschitz continuous function, Theorem 1.1 yields a positive solution.
The paper is organized as follows. In section 2 we present the comparison lemmas that we use for deriving the exponential estimate (1.3). In section 3 we prove Theorem 1.1 for the case of a bounded domain and then extend the result to unbounded domains. In section 4 we discuss the case of Dirichlet-Neumann boundary conditions under a convexity assumption on Γ N . Finally, in section 5, we consider the mixed problem in more general domains.
Basic lemmas
In this section we give some lemmas that we will use to prove Theorem 1.1. We set
Then, we can rewrite for V properties (a), (b), (c) of W as follows:
Let O ⊂ R n be an open set. The action functional takes the form
Proof. From the definition of (2.4) it immediately follows thatṽ(
and properties (a1), (b1) of V give
Then, from (2.5) and (2.
6) we have E(ṽ, O) ≤ E(v, O).
We remark that from Lemma 2.1 it follows that it suffices to specify W only in the interval [0, μ] .
Let c, a be as in (1.6) and let r < R be positive constants.
Denote by ϕ r and ψ r,R (for short ϕ and ψ) the solutions of the problems
x ∈ ∂B r and (2.8)
It is well known that the functions ϕ r and ψ r,R are radial:
r,R and Ψ r,R are increasing; Φ r,R is convex and Ψ r,R is concave. In the following we will often drop the superscripts r and r, R.
Lemma 2.2. Assume a, c > 0 as in (1.6) and let
Proof. From (2.7), integrating by parts, we have (2.13)
In particular, if we take (2.14)
and observe that (1.6) implies
Letṽ be defined by (2.11) with the equality sign in the second line of (2.11). Then we have (2.18)
where we have used (2.15) and (2.16). Since we have ϕ < v ≤ a a.e. in E, from (2.17) we deduce
Therefore, (2.12) follows from (2.18).
Proof. From (2.8), integrating by parts, we have (2.24)
In particular, if we take
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Letṽ be defined by (2.22) with the equality sign in the second line of (2.22). Then we have (2.27)
where we have used (2.26), (2.19) and assumption (b1) on V. 
Moreover, there exists a strictly increasing function
and
Proof. Set w(s) = Φ (s)/Φ(s)
. Then, (2.7) and Φ (0) = 0 imply that w solves (2.31)
The right hand side g(s, w) of (2.31) has a positive root
It results in lim s→0 + z(s) = 0 and lim
and therefore
It follows that (2.34) 
From (2.36) we deduce that Φ (r) = w(r)a is strictly increasing in (0, +∞) and that (2.28) holds.
To prove (2.29) we set
Then, by (2.36), h is increasing and satisfies (2.30). LetΦ(s) be the right hand side of (2.29). Then,
Indeed, (2.37) and h (r) > 0 imply that Proof. An explicit computation reveals that
This and (2.28) show that (2.39) holds with
Remark 2.6. Note that R r is a continuous function of r ∈ (r, ∞) Moreover, R r → +∞ for r → +∞ and for r → r + . Therefore, there is r * > 0 such that R r * is minimum.
Let ϑ = ϑ r,R : B R → R be defined by
We have ϑ r,R (x) = Θ r,R (|x|) and 
Then, Ψ δ (s) is increasing in (r − δ, r + δ) and, if δ is sufficiently small,
Moreover, there exist r ∈ (r, r + δ) and a < a such that
Proof. The fact that Ψ δ is increasing follows from (2.43). From the explicit expression of Ψ δ one derives that
and in particular that
From this and the assumption R > R r that implies Θ (r − ) > Θ (r + ), it follows that (2.49) lim
Since lim δ→0 + Θ (r − δ) = Θ (r − ), from (2.49) we have that, for δ sufficiently small,
Now, observing that Ψ δ (r − δ) = Θ(r − δ) and recalling that Θ (s) is increasing in (0, r) while Ψ δ (s) is decreasing in (r − δ, r + δ), from (2.50) we deduce that
In particular, Ψ δ (r) < a. This and the maximum principle imply
and (2.45) follows. The last statement of the lemma follows from the fact that Ψ δ is increasing with Ψ δ (r) < a and Ψ δ (r + δ) = Θ(r + δ).
Proposition 2.8. Set r = r * , where r * is as in Remark 2.6, and take R > R r * .
where ψ δ , δ > 0 small, as is in Lemma 2.7. Assume
Then there exists a functionṽ ∈ W 1,2 (B R ) such that
In particular, (2.57) implies that there are r > r, a < a such thatṽ ≤ a < a for x ∈ B r .
Proof. The proof is a direct consequence of Lemmas 2.2, 2.3, and 2.7.
We now show that Proposition 2.8 continues to hold when assumption (b) on W is relaxed to (1.7). To see this we set 
As before we will show that r and R can be chosen so that Φ (r) > Ψ (r). For fixed r the minimum value of Ψ (r) is obtained for α = ω n R n . If we substitute this expression of α in (2.60) and (2.61) and set ρ = R/r, we get
and finally, after eliminating r,
From (2.63) we deduce that r → +∞ when ρ → 1 + . This and (2.64) imply
Then from (2.65) and (2.28) we see that the condition ω < c 2 a 2 /2(μ − a) ensures the existence of r and R such that Φ (r) > Ψ (r). Once this inequality is established, recalling that V (s) ≥ −ω, the conclusions of Lemma 2.7 still hold with the same proof when the first equation in (2.44) is replaced by Δψ = −ω. Therefore we conclude that Proposition 2.8 holds.
3. The proof of Theorem 1.1
We first consider the case when Ω is bounded. Fix a number R * > R r * and take r = r * , and R = R * in the definition of the comparison functions ϕ, ψ, ϑ, ϑ δ . The assumption that Ω contains a closed ball of radius R * implies that
The boundedness of Ω implies that Ω R * has a finite number of connected components Ω 
E(v, Ω) ≤ E(u, Ω). (3.5)
Proof. 1. By Lemma 2.1 we can restrict ourselves to the subset of A of the functions verifying (3.3).
2. Since R * > R r * , from Proposition 2.8 we have the existence of a , δ > 0 such that, given z ∈ Ω R * and w ∈ A, the condition w(x) ≤ a a.e. x ∈ B r * (z) (3.6) implies the existence of a functionw satisfying
and E(w, Ω) ≤ E(w, Ω).
3. For each fixed y ∈ Ω R * there exist 1 ≤ j ≤ N and points
Since u ∈ A, w = u and z = y j satisfy (3.6). This, together with steps 2 and 3 and an induction argument, prove the existence of v ∈ A also satisfying (3.4) and (3.5) . This concludes the proof. Proof. First consider x ∈ Ω R * and set ρ( 
where we have also used the monotonicity of h and ρ(x) ≥ r * . Now, observing that,
Thus, estimate (3.10) holds for any x ∈ Ω with k = h(r * ) and K = μe h(r * )R * .
Theorem 3.3. Assume that Ω is a Lipschitz bounded domain and assume that W satisfies (a)-(c).
Then all the statements of Theorem 1.1 hold true.
Proof. Suppose that Ω contains a closed ball of radius R * . Then there exists v ∈ A such that
The condition B R * (x) ⊂ Ω for some x ∈ Ω implies Ω R * = ∅, and therefore the set A is nonempty. For instance the function u 0 defined by
belongs to A and satisfies
⊂ A, a minimizing sequence. We can assume that (3.16) and by Proposition 3.1 and Corollary 3.2 we can also assume that v h satisfies (3.3), (3.4) and the exponential estimate (3.10). From (3.16) it follows that Ω |∇v h | 2 ≤ 2E 0 , which implies the existence of a subsequence v h j that converges weakly and pointwise to a function v ∈ A that satisfies (3.3), (3.4) and (3.10) . By weak convergence we have
and, recalling that V ≥ 0, we can apply Fatou's Lemma to obtain a < a a.e. x ∈ B r  *  (y j ) + B δ , j = 1, . . . , N;  (3.19) that is, v stays away from the constraint imposed by membership in A. It follows that v is a free minimizer and therefore a weak solution of (2.2). Since 0 ≤ v ≤ μ and V (s) is bounded on [0, μ], we have
Let B ρ be a ball such that B ρ ⊂ Ω. From this, (3.20) and the interior elliptic estimate, assuming p > n, and also using the Sobolev inequality
where C i , i = 1, 2, depend only on n, ρ and on the distance
2) and apply (3.21) to ∇v to conclude that for each ball B ρ such that B ρ ⊂ Ω we have
where the constant C depends only on n, ρ and on the distance d(B ρ , ∂Ω). This shows that v is a classical solution of (2.2). The assumption that Ω is Lipschitz implies that v can be extended to Ω as a continuous function that vanishes on ∂Ω (see Theorem 8.30 in [8] ). It remains to prove that v satisfies (3.3) with the sign of strict inequality. This follows from 0 ≤ v ≤ μ, V (v) ≥ 0 and the strong maximum principle. The equivalence between (1.1) and (2.2) concludes the proof.
We now remove the assumption that Ω is bounded and prove Theorem 1.1. We assume that 0 ∈ Ω and let Ω 1 be the connected component of Ω∩B 1 (0) that contains the origin. For h > 1 we define Ω h as the connected component of Ω ∩ B h (0) that
Moreover, we have
Let B ρ j (x j ), j ∈ N, be a sequence of balls such that
Then, for each j ∈ N, there is h j such that h ≥ h j implies
From Theorem 3.3 we obtain a sequence v h , h ∈ N, of solutions of (2.2) in Ω h . From (3.22) and (3.26) it follows that for each j ∈ N there is a constant C j such that
Therefore the Ascoli-Arzelá Theorem implies that for each j ∈ N there is a subse-
) for each j ∈ N and pointwise to a C 2 function v that is a classical solution of (2.2) and satisfies (3.3), (3.4) and (3.10). For each k ∈ N we have
Finally a further application of the strong maximum principle establishes the strict inequality in (3.3) . The equivalence of (2.2) and (1.1) concludes the proof.
Proof of Theorem 1.6. By examining the proof of Theorem 1.1, we see that the only thing we need to check is that, under the assumptions (1.10), (1.11), and (1.12), there exist sequences λ j , r j , R j , j ∈ N, that converge to zero and
where ϕ j , ψ j are the solutions of problems (2.7) and (2.8) with a = a j , μ = μ j , c = λ
Indeed, once this inequality is established, given λ > 0 and a domain Ω, there exists i = i(λ, Ω) such that j > i implies
This implies that the sufficient condition required in Theorem 1.1 for the existence of a positive solution of (1.9) in the interval [0, μ j ] is satisfied for all j > i. From Theorem 1.1 it follows that, up to subsequences,
and then u j = u h , for j = h. It remains to show the existence of the sequences λ j , r j , R j , j ∈ N. To this end, let Φ :
From (2.28) with γ = cr one derives that
If we set γ
. From this and (2.40) with a, μ, r, R as before, we see that (3.28) is equivalent to
We fix a number η ∈ (0, 1) and set R j = 1 η r j , j ∈ N. Then, (1.12) and (3.32) imply that there is a γ > 0 such that
j c j r j , j ∈ N. By assumption, lim j→+∞ c j = +∞, therefore we can take for λ j , r j , j ∈ N, any pair of sequences that converge to zero and satisfy (3.34).
The mixed Dirichlet-Neumann boundary condition
In this section we study problem (1.13) and prove Theorem 1.9. The proof is a slight variation of the proof of Theorem 1.1, and it is based on simple extensions of the comparison lemmas, Lemmas 2.2 and 2.3, that allow us to cover the case when the ball B R * (x) intersects Γ N . We rewrite problem (1.13) in the equivalent form:
For each x ∈ Ω and ρ > 0, let B ρ (x) and ∂ Ω B ρ (x) be the sets defined in section 1. By a translation we can always reduce to the case x = 0; therefore we assume x = 0 and set 
Moreover, we assume that
Then there is a functionṽ ∈ W 1,2 (B r ) verifying
Proof. Let η ∈ W 1,2 (B r ) be a function vanishing, in the trace sense, on ∂B r \ ∂ Ω B r . Then, integrating (2.7) on B r we have
from (4.7) it follows that (4.9)
Then, proceeding as in the proof of Lemma 2.2 we obtain, instead of (2.18), (4.10)
From this inequality (4.6) follows by the same argument as in the proof of Lemma 2.2, provided we show that the boundary integral on the right hand side of (4.10) is nonnegative. This follows from assumption (4.4) recalling that Φ (r) > 0, and so
The following extensions of Lemma 2.3 and Proposition 2.8 are proved in a similar way. 
Lemma 4.2. Let ψ be the solution of (2.8) and assume that
Then, provided that assumption (4.14) holds, there exists a functionṽ ∈ W 1,2 (B R ) such that
In particular, (4.20) implies that there is r > r such thatṽ < a < a for x ∈ B r . 
Proof. The proof is analogous to the proof of Proposition 3.1 and is omitted. 
and note that
The maximality of r(x) implies the existence of y ∈ ∂Ω N R * \ ∂Ω such that Therefore, also using the fact that the convexity of Γ N implies that both B r(x) (x) and B R * (y) are convex sets, we conclude
* , and it follows that
and concludes the proof.
Proof of Theorem 1.9. As in the proof of Theorem 1.1 we first assume Ω bounded and find a minimizer v ∈ A N of E(u, Ω). By Proposition 4.4 and Corollary 4.5 v is a weak solution of (4.1) and the estimate (4.27) holds. By interior elliptic regularity v ∈ C 2,α (B ρ ), α ∈ (0, 1), for all balls B ρ Ω. Then by applying the same limit procedure as in the Dirichlet case, we obtain a solution v ∈ C 2 (Ω) of (4.1) for Ω unbounded. The assumption that Ω is C 2 implies that v can be extended to Ω as a continuous function satisfying the Dirichlet condition on Γ D . By a result in [13] (see sec. 6 in [13] ) v satisfies the Neumann boundary condition on Γ N .
For the analysis of the regularity of the solution of problem (1.13) when Γ D ∩ Γ N = ∅, we refer to [12] and to the references therein. Proof. We only discuss the case of Ω bounded. As before we transform (1.13) into the equivalent problem for v = μ − u. We choose v to be a minimizer of E(v, Ω) on the set A of admissible functions v ∈ W In Figure 2 we give an example of Ω, Γ D , Γ N that satisfies the assumptions in Theorem 5.2.
