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Abstract
A weakly distance-regular digraph is thick if its attached scheme is regular.
In this paper, we show that each commutative thick weakly distance-regular
digraph has a thick weakly distance-regular subdigraph such that the corre-
sponding quotient digraph falls into six families of thick weakly distance-regular
digraphs up to isomorphism.
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1 Introduction
All the digraphs considered in this paper are finite, simple and strongly connected.
Let Γ be a digraph and V Γ be its vertex set. For any x, y ∈ V Γ, let ∂Γ(x, y) denote
the distance from x to y in Γ. The pair ∂˜Γ(x, y) = (∂Γ(x, y), ∂Γ(y, x)) is called the
two-way distance from x to y. If no confusion occurs, we write ∂(x, y) (resp. ∂˜(x, y))
instead of ∂Γ(x, y) (resp. ∂˜Γ(x, y)). Let ∂˜(Γ) be the set of all pairs ∂˜(x, y).
A digraph Γ is said to be weakly distance-regular if, for any h˜, i˜, j˜ ∈ ∂˜(Γ),
the number of z ∈ V Γ such that ∂˜(x, z) = i˜ and ∂˜(z, y) = j˜ is constant whenever
∂˜(x, y) = h˜. This constant is denoted by ph˜
i˜,j˜
. The integers ph˜
i˜,j˜
are called the
intersection numbers. We say that Γ is commutative if ph˜
i˜,j˜
= ph˜
j˜,˜i
for all i˜, j˜, h˜ ∈ ∂˜(Γ).
Γ is thin (resp. quasi-thin) if the maximum value of its intersection numbers is 1
(resp. 2).
As a natural generalization of distance-regular graphs (see [3,4] for the theory of
distance-regular graphs), Wang and Suzuki [6] introduced the concept of weakly
distance-regular digraphs. Since then some special families of weakly distance-
regular digraphs were classified. See [5, 6] for valency 2, [7–9] for valency 3, [5]
for thin case, [10] for quasi-thin case.
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To state our main theorem, we need additional notations and terminologies.
Let Γ be a weakly distance-regular digraph and R = {Γi˜ | i˜ ∈ ∂˜(Γ)}, where
Γi˜ = {(x, y) ∈ V Γ × V Γ | ∂˜(x, y) = i˜}. Then (V Γ, R) is an association scheme
(see [2, 15, 16] for the theory of association schemes), which is called the attached
scheme of Γ. The size of Γi˜(x) := {y ∈ V Γ | ∂˜(x, y) = i˜} depends only on i˜, denoted
by ki˜. For each i˜ := (a, b) ∈ ∂˜(Γ), we define i˜
∗ = (b, a), and write ka,b (resp. Γa,b)
instead of k(a,b) (resp. Γ(a,b)).
For two nonempty subsets E and F of R, define
EF := {Γh˜ |
∑
Γ
i˜
∈E
∑
Γ
j˜
∈F
ph˜
i˜,j˜
6= 0},
and write Γi˜Γj˜ instead of {Γi˜}{Γj˜}. We say F closed if Γi˜∗Γj˜ ⊆ F for any Γi˜ and
Γj˜ in F . Let 〈F 〉 be the minimum closed subset containing F . Denote F (x) =
{y ∈ V Γ | (x, y) ∈ ∪f∈F f} and T = {q | (1, q − 1) ∈ ∂˜(Γ)}. For a subset I
of T and a vertex x ∈ V Γ, let ∆I(x) be the digraph (FI(x),∪q∈IΓ1,q−1), where
FI = 〈{Γ1,q−1}q∈I〉. Since the digraph ∆I(x) does not depend on the choice of
vertex x up to isomorphism, if no confusion occurs, we write ∆I instead of ∆I(x).
For any nonempty closed subset F of R, let V Γ/F := {F (x) | x ∈ V Γ}. The
quotient digraph of Γ over F , denoted by Γ/F , is defined as the digraph with vertex
set V Γ/F in which (F (x), F (y)) is an arc whenever there is an arc in Γ from F (x)
to F (y).
A weakly distance-regular digraph Γ is thick if its attached scheme is regular, that
means ph˜
i˜,˜i
, ph˜
i˜,˜i∗
∈ {0, ki˜} for any i˜, h˜ ∈ ∂˜(Γ). The regular association schemes have
been investigated by Yoshikawa in [11–14]. In this paper, we study commutative
thick weakly distance-regular digraphs, and obtain the following result.
Theorem 1.1 Let Γ be a commutative thick weakly distance-regular digraph, and q
the maximum integer in T . Then ∆T\I is a thick weakly distance-regular digraph
for some nonempty subset I of {q − 1, q}, and Γ/FT\I is isomorphic to one of the
following digraphs:
(i) Cay(Zp, {1});
(ii) Cay(Zp, {1})[K2];
(iii) Cay(Z2q−2, {1, 2});
(iv) Cay(Z2q−2, {1, 2})[K2];
(v) Cay(Z2α+1(q−1) × Z21−α , {(2
α + β, 1), (2α − β, α), (2α+1 , α+ 1)});
(vi) Cay(Z2α+1(q−1) × Z21−α , {(2
α + β, 1), (2α − β, α), (2α+1 , α+ 1)})[K2].
Here, p ∈ {q − 1, q}, α = 2( 2gcd(q−1,4) − ⌊
2
gcd(q−1,4)⌋) − 1, β =
2αα(1−q)
gcd(q−1,4) and K2 is
the coclique of 2 vertices.
Routinely, all digraphs in Theorem 1.1 (i)–(vi) are thick weakly distance-regular
digraphs. Since all the digraphs in (i)–(iii) and (v) have valency at most 3, one can
check from [6, Theorem 1.1], [7, Theorem 1.3] and [8, Theorem 1 and Proposition
2
9]. Since the digraphs in (iv) and (vi) are lexicographic products from the digraphs
in (iii) and (v) to K2, respectively, they are thick weakly distance-regular digraphs
from [8, Section 2] and [6, Propositions 2.3 and 2.4].
This paper is organized as follows. In Section 2, we introduce some basic results
about commutative thick weakly distance-regular digraphs. In Section 3, applying
the results in Section 2, we give a characterization of mixed arcs. In Section 4,
applying the results in Section 3, we give some results about the two-way distance
which are used frequently in this paper. In Section 5, applying the results in Sections
3 and 4, we determines the relationship between different types of arcs. In Section
6, applying the results in Sections 3–5, we give a proof of Theorem 1.1.
2 Basic properties
In the remaining of this paper, Γ always denotes a commutative thick weakly
distance-regular digraph, let Pi˜,j˜(x, y) = Γi˜(x) ∩ Γj˜∗(y) for all i˜, j˜ ∈ ∂˜(Γ) and
x, y ∈ V Γ.
Lemma 2.1 If Γl
i˜
Γj˜ ∩ Γ
l−1
i˜
Γ2
j˜
6= ∅ with l > 1, then i˜ = j˜.
Proof. By the assumption, we may assume (xl, xl+1), (yl−1, yl), (yl, yl+1) ∈ Γj˜ and
(xh, xh+1), (yh′ , yh′+1) ∈ Γi˜ for 0 ≤ h ≤ l − 1 and 0 ≤ h
′ ≤ l − 2, where x0 = y0 and
xl+1 = yl+1. Since Pi˜,˜i(y0, x2) = Γi˜(y0), we have (y1, x2) ∈ Γi˜. By induction, one
gets (yh, xh+1) ∈ Γi˜ for any 0 ≤ h ≤ l − 1. By Pj˜,j˜(yl−1, yl+1) = Γj˜∗(yl+1), we get
∂˜(yl−1, xl) = i˜ = j˜. ✷
Lemma 2.2 If Γ1,p−1 ∈ Γ1,q−1Γq−1,1, then Γ
2
1,p−1 ⊆ Γ1,q−1Γq−1,1.
Proof. Since p
(1,p−1)
(1,q−1),(q−1,1) = k1,q−1, we have Γ1,p−1Γ1,q−1 = {Γ1,q−1}. This implies
Γ21,p−1 ⊆ Γ1,p−1Γ1,q−1Γq−1,1 ⊆ Γ1,q−1Γq−1,1. ✷
We recall the definitions of pure arcs and mixed arcs introduced in [10]. An arc
(u, v) of Γ is of type (1, q − 1) if ∂(v, u) = q − 1. An arc of type (1, q − 1) is said to
be pure, if every circuit of length q containing it consists of arcs of type (1, q − 1);
otherwise, this arc is said to be mixed. We say that (1, q − 1) is pure if any arc of
type (1, q − 1) is pure; otherwise, we say that (1, q − 1) is mixed. We say that the
configuration C(q) (resp. D(q)) exists if p
(1,q−2)
(1,q−1),(1,q−1) 6= 0 (resp. p
(1,q−1)
(1,q−2),(q−2,1) 6= 0)
and (1, q − 2) is pure.
Lemma 2.3 If C(q) exists, then any shortest path between distinct vertices contains
at most two arcs of type (1, q − 1).
Proof. Suppose to, the contrary that (x0, x1, . . . , xl) is a shortest path such that
(x0, x1), (x1, x2), (x2, x3) ∈ Γ1,q−1. Since C(q) exists, there exists a vertex x
′
2 ∈
P(1,q−2),(q−1,1)(x0, x1). By P(1,q−1),(1,q−1)(x1, x3) = Γ1,q−1(x1), we have (x
′
2, x3) ∈
Γ1,q−1, contrary to the fact that (x0, x1, . . . , xl) is a shortest path. ✷
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Lemma 2.4 If p
(2,q−2)
(1,q−1),(1,q−1) = m > 0, then ∆{q} is isomorphic to the digraph
Cay(Zq ×Zm, {(1, 0), (1, 1), . . . , (1,m− 1)}) and Γl1,q−1 = {Γl,q−l} for 1 ≤ l ≤ q− 1.
Proof. Choose a circuit (x0,0, x1,0, . . . , xq−1,0) such that (x0,0, x1,0), (x1,0, x2,0) ∈
Γ1,q−1 and (x0,0, x2,0) ∈ Γ2,q−2, where the first subscription of x are taken modulo q.
Sincem = k1,q−1, one has Γ1,q−1(x0,0) = Γq−1,1(x2,0). Note that (x1,0, x3,0) ∈ Γ2,q−2.
It follows that Γ1,q−1(x1,0) = Γq−1,1(x3,0) and (x2,0, x3,0) ∈ Γ1,q−1. By induction,
we get (xi,0, xi+2,0) ∈ Γ2,q−2, Γ1,q−1(xi,0) = Γq−1,1(xi+2,0) and (xi+1, xi+2) ∈ Γ1,q−1
for each i. Write Γ1,q−1(xi,0) = {xi+1,j | 0 ≤ j ≤ m − 1}. Since ∂˜(xi−1,0, xi+1,j) =
(2, q − 2) for any j, we get ∂˜(xi,j′ , xi+1,j) = (1, q − 1) for any j
′. The first statement
is valid. By ∂˜(xi,j, xi+l,j′) = (l, q− l) for 1 ≤ l ≤ q−1, we obtain Γ
l
1,q−1 = {Γl,q−l}.✷
Lemma 2.5 If C(q) exists, then the following hold:
(i) Γ1,q−1Γ
i−1
1,q−2 = {Γi,q−i} for 1 ≤ i ≤ q − 1.
(ii) Γ21,q−1 = {Γ1,q−2} or Γ
2
1,q−1 = {Γ1,q−2,Γ2,q−1}.
(iii) Any circuit of length q containing an arc of type (1, q − 1) consists of arcs of
types (1, q − 1) and (1, q − 2).
Proof. (i) Pick a path (x, x0, x1, . . . , xi−1) such that ∂˜(x, x0) = (1, q − 1) and
∂˜(xj, xj+1) = (1, q − 2) for 0 ≤ j ≤ i − 2. Since (1, q − 2) is pure, from Lemma
2.4, we have (x0, xi−1) ∈ Γi−1,q−i. If i = q − 1, from p
(1,q−2)
(1,q−1),(1,q−1) = k1,q−1, then
x ∈ P(1,q−1),(1,q−1)(xq−2, x0), as desired. Suppose that i < q−1. Pick a vertex xq−2 ∈
P(q−1,1),(1,q−2)(x, x0). In view of Lemma 2.4, we obtain ∂˜(xq−2, xi−1) = (i, q− i− 1),
which implies ∂˜(x, xi−1) = (i, q − i). Thus, (i) is valid.
(ii) Suppose |Γ21,q−1| > 1. Let (z0, z1, z2) be a path consisting of arcs of type
(1, q−1) with (z0, z2) /∈ Γ1,q−2. Pick a vertex z3 ∈ P(1,q−2),(q−1,1)(z1, z2). By (i), one
has Γ1,q−1Γ1,q−2 = {Γ2,q−2}, which implies ∂˜(z0, z3) = (2, q−2) and p
(2,q−2)
(1,q−1),(1,q−1) =
0. Since (z0, z2) /∈ Γ1,q−2, we get ∂(z2, z0) = q − 1. By P(1,q−1),(1,q−1)(z0, z2) =
Γ1,q−1(z0), one has ∂˜(z0, z2) = (2, q − 1). This proves (ii).
(iii) Let (y0, y1, . . . , yq−1) be a circuit with ∂˜(yq−1, y0) = (1, q− 1). If (yi, yi+1) ∈
Γ1,q−1 for 0 ≤ i ≤ q − 2, by q > 2, then (y0, y2) ∈ Γ2,q−2, and so Γ2,q−2 ∈ Γ
2
1,q−1,
contrary to (ii). Hence, (yi, yi+1) ∈ Γ1,p−1 with p 6= q for some i. By the com-
mutativity of Γ, we may assume i = 0. It suffices to show that p = q − 1. Since
p
(1,q−2)
(1,q−1),(1,q−1) = k1,q−1, one has ∂˜(yq−1, y1) = (2, q − 2). By (i), there exists a ver-
tex y ∈ P(1,q−2),(1,q−1)(yq−1, y1), which implies y0 ∈ P(1,q−1),(1,q−1)(yq−1, y). Since
y ∈ P(1,q−1),(1,q−1)(y0, y1), from (ii), we get p = q − 1. ✷
The commutativity of Γ will be used frequently in the sequel, so we no longer
refer to it for the sake of simplicity.
Lemma 2.6 Suppose that C(q) exists and Γ21,q−1 = {Γ1,q−2,Γ2,q−1}. Then the fol-
lowing hold:
(i) If 2 ≤ i ≤ q − 1, then Γ2i−11,q−1 = Γ
i−1
1,q−2Γ1,q−1 = {Γi,q−i}.
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(ii) If 2 ≤ i ≤ q − 2, then Γ2i1,q−1 = Γ
i−1
1,q−2Γ
2
1,q−1 = {Γi,q−i−1,Γi+1,q−i}.
Proof. Let (x0, x1, . . . , xj) be a path consisting of arcs of type (1, q − 1) for 3 ≤
j ≤ 2q− 3. By induction, there exists a vertex x′2h ∈ P(1,q−1),(1,q−1)(x2h−1, x2h+1) =
Γ1,q−1(x2h−1) such that (x
′
2h−2, x
′
2h) ∈ Γ1,q−2 for 1 ≤ h ≤ (j − 1)/2, where x
′
0 = x0.
If j = 2i− 1 for some i ∈ {2, 3, . . . , q − 1}, from Lemma 2.5 (i), then (i) holds.
Assume that j = 2i for some i ∈ {2, 3, . . . , q−2}. If ∂˜(x′2i−2, x2i) = (1, q−2), from
Lemma 2.4, then ∂˜(x0, x2i) = (i, q − i − 1). Now suppose ∂˜(x
′
2i−2, x2i) = (2, q − 1).
Pick a path (x′2i−2, x
′
2i, . . . , x
′
2q−2 = x0) consisting of arcs of type (1, q − 2) and a
vertex x2i+1 ∈ Γ1,q−1(x2i). Since P(1,q−1),(1,q−1)(x2i−1, x2i+1) = Γ1,q−1(x2i−1) and
p
(1,q−2)
(1,q−1),(1,q−1) = k1,q−1, one obtains (x2i−1, x
′
2i), (x
′
2i, x2i+1), (x2i+1, x
′
2i+2) ∈ Γ1,q−1.
The fact that P(1,q−2),(1,q−2)(x
′
2i−2, x
′
2i+2) = Γq−2,1(x
′
2i+2) implies that (x2i, x
′
2i+2) ∈
Γ2,q−1. Since ∂(x0, x2i) ≤ i + 1 and ∂(x
′
2i+2, x2i) ≤ ∂(x
′
2i+2, x0) + ∂(x0, x2i) ≤
q − i − 2 + ∂(x0, x2i), we have ∂(x0, x2i) = i + 1. By (i), we get ∂˜(x0, x2i+1) =
(i + 1, q − i − 1). Since q − 1 = ∂(x2i, x
′
2i−2) ≤ ∂(x2i, x0) + i − 1, one has q − i ≤
∂(x2i, x0) ≤ 1 + ∂(x2i+1, x0) = q − i. Thus, (ii) holds. ✷
Lemma 2.7 If D(q) exists, then Γ21,q−1 = {Γ2,q−2} or Γ
2
1,q−1 = {Γ2,q−1}.
Proof. Pick a path (x, y, z) consisting of arcs of type (1, q − 1) and a vertex w ∈
Γ1,q−2(x). Since p
(1,q−1)
(1,q−2),(q−2,1) = k1,q−2, we get y, z ∈ Γq−2,1(w). Note that q − 2 ≤
∂(z, x) ≤ 1 + ∂(w, x) = q − 1. Since p
(1,q−2)
(1,q−2),(1,q−2) = p
(1,q−1)
(1,q−1),(1,q−1) = 0, one
has ∂(x, z) = 2. If Γ2,q−2 ∈ Γ
2
1,q−1, then Γ
2
1,q−1 = {Γ2,q−2} from Lemma 2.4; if
Γ2,q−2 /∈ Γ
2
1,q−1, then ∂˜(x, z) = (2, q − 1) and Γ
2
1,q−1 = {Γ2,q−1}. ✷
3 Characterization of mixed arcs
The main result of this section is the following important result which characterizes
mixed arcs.
Theorem 3.1 The configuration C(q) or D(q) exists if and only if (1, q − 1) is
mixed.
In order to prove Theorem 3.1, we need a lemma.
Lemma 3.2 Suppose that (1, q − 1) is pure or one of the configurations C(q) and
D(q) exists. If p
(1,q−1)
(1,s−1),(1,t−1) 6= 0 with s 6= t, then q ∈ {s, t}.
Proof. Let x0, x, x
′, x1 be distinct vertices such that ∂˜(x0, x1) = (1, q − 1), x ∈
P(1,s−1),(1,t−1)(x0, x1) and x
′ ∈ P(1,t−1),(1,s−1)(x0, x1). Assume the contrary, namely,
q /∈ {s, t}. Note that q > 2.
We claim that ∂˜(x, y) 6= ∂˜(x′, y) for all y ∈ Γ1,q−1(x1). Let y ∈ Γ1,q−1(x1). Since
p
(1,q−1)
(1,s−1),(1,t−1) 6= 0, we have p
(1,q−1)
(1,s−1),(1,s−1) = 0, which implies (x0, x
′
1) /∈ Γ1,q−1
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for all x′1 ∈ Γ1,s−1(x). The fact that P(1,q−1),(1,q−1)(x0, y) = Γq−1,1(y) implies
(x′1, y) /∈ Γ1,q−1 for all x
′
1 ∈ Γ1,s−1(x). Hence, P(1,s−1),(1,q−1)(x, y) = ∅. Since
x1 ∈ P(1,s−1),(1,q−1)(x
′, y), the claim is valid.
Suppose that (1, q − 1) is pure. Pick a vertex y ∈ P(2,q−2),(q−1,1)(x0, x1). Since
q /∈ {s, t}, we have ∂(y, x) = ∂(y, x′) = q − 1, which implies ∂(x, y) = ∂(x′, y) = 2,
contrary to the claim.
Suppose that C(q) exists. Note that there exists y ∈ P(1,q−2),(q−1,1)(x0, x1). Since
x ∈ P(1,s−1),(1,t−1)(x0, x1) and p
(1,q−2)
(1,q−1),(1,q−1) = k1,q−1, we have q − 1 /∈ {s, t}. By
Lemma 2.5 (iii), one gets ∂(y, x) = ∂(y, x′) = q − 1. Since P(1,q−1),(1,q−1)(x0, y) =
Γq−1,1(y), we obtain x, x
′ ∈ Γq−1,2(y), contrary to the claim.
Suppose that D(q) exists. Since s 6= t and p
(1,q−1)
(1,q−2),(q−2,1) = k1,q−2, we have q−1 /∈
{s, t}. Pick vertices x2 ∈ P(1,q−2),(q−2,1)(x0, x1) and y ∈ P(1,q−1),(1,q−2)(x1, x2).
If ∂˜(x, x2) = ∂˜(x0, y), from x1 ∈ P(1,t−1),(1,q−2)(x, x2), then there exists x
′′
1 ∈
P(1,t−1),(1,q−2)(x0, y), which implies x0 ∈ P(1,q−2),(1,q−2)(x
′′
1 , x2) = Γq−2,1(x2), con-
trary to t 6= q − 1. Then ∂˜(x, x2) 6= ∂˜(x0, y). Similarly, ∂˜(x
′, x2) 6= ∂˜(x0, y).
Since (1, q−2) is pure and ∂(x2, x) ≤ 1+∂(x2, x0), one has ∂(x2, x) = q−2 or q−1.
The fact q−1 6= s and p
(1,q−1)
(q−2,1),(1,q−2) = k1,q−2 imply (x, x2) ∈ Γ1,q−2∪Γ2,q−2∪Γ2,q−1.
By Lemma 2.7, we obtain (x0, y) ∈ Γ2,q−2 ∪ Γ2,q−1. Since ∂˜(x, x2) 6= ∂˜(x0, y), one
has q− 2 ≤ ∂(y, x) ≤ min{∂(x2, x), ∂(y, x0)}+1 = q− 1. By P(1,q−1),(1,q−1)(x0, y) =
Γq−1,1(y), we get ∂˜(x, y) 6= ∂˜(x0, y) and (x, y) /∈ Γ1,q−1. Since t 6= q − 1 and
p
(1,q−1)
(1,q−2),(q−2,1) = k1,q−2, we obtain (x, y) /∈ Γ1,q−2, and so (x, y) ∈ Γ2,q−2 ∪ Γ2,q−1.
Similarly, ∂˜(x′, y) 6= ∂˜(x0, y) and (x
′, y) ∈ Γ2,q−2 ∪ Γ2,q−1. It follows that ∂˜(x, y) =
∂˜(x′, y), contrary to the claim. ✷
Now we are ready to give a proof of Theorem 3.1.
Proof of Theorem 3.1. If C(q) or D(q) exists, it is obvious that (1, q−1) is mixed.
We prove the converse. By way of contradiction, we may assume that q is the
minimum integer such that (1, q−1) is mixed, and neither C(q) nor D(q) exists. Since
(1, 1) is pure, q > 2. Pick a circuit (z0, z1, . . . , zq−1) such that (zq−1, z0) ∈ Γ1,q−1.
Case 1. Γ1,q−1 ∈ Γ
q−1
l−1,1 for some l ∈ {2, 3, . . . , q − 1}.
Without loss of generality, we assume (zi, zi+1) ∈ Γ1,l−1 for 0 ≤ i ≤ q−2. By the
minimality of q, (1, l − 1) is pure or one of the configurations C(l) and D(l) exists.
Suppose that (1, l − 1) is pure. If l = 2, from P(1,1),(1,1)(z0, z2) = Γ1,1(z2), then
q = 3 and p
(1,2)
(1,1),(1,1) 6= 0, contrary to the fact that D(q) does not exist. Then
q > l > 2. By Lemma 2.4, we have ∂˜(z0, zl−1) = (l−1, 1). Since D(q) does not exist,
q > l + 1. Hence, z0 ∈ P(1,l−1),(1,l−1)(zl−1, zl+1) = Γ1,l−1(zl−1), a contradiction.
Suppose that C(l) or D(l) exists. Since q > l > 2, from Lemma 2.3, D(l) exists.
Pick a vertex z′0 ∈ Γ1,l−2(z0). Since p
(1,l−1)
(1,l−2),(l−2,1) = k1,l−2, we have ∂˜(zi, z
′
0) =
(1, l − 2) for 0 ≤ i ≤ q − 1. Then q − 1 = ∂(z0, zq−1) ≤ 1 + ∂(z
′
0, zq−1) = l − 1,
contrary to l < q.
Case 2. Γ1,q−1 /∈ Γ
q−1
l−1,1 for any l ∈ {2, 3, . . . , q − 1}.
Without loss of generality, we may assume ∂˜(z0, z1) = (1, p − 1) with p < q.
Case 2.1. ∂(zi+1, zi) 6= q − 1 for 1 ≤ i ≤ q − 2.
Without loss of generality, we may assume ∂(zq−1, zq−2) = s− 1 with s /∈ {p, q}.
6
Suppose ∂(zq−1, z1) = 1. By the minimality of q and Lemma 3.2, we have
∂(z1, zq−1) = q − 2 = p− 1, and so p = q− 1. Since s 6= q − 1, (1, q − 2) is mixed. If
D(q−1) exists, from p
(1,q−2)
(1,q−3),(q−3,1) = k1,q−3, then there exists a vertex z
′
q−2 such that
zq−1, z0, z1 ∈ Γq−3,1(z
′
q−2), which implies q − 1 = ∂(z0, zq−1) ≤ 1 + ∂(z
′
q−2, zq−1) =
q−2, a contradiction. By the minimality of l, C(q−1) exists. Since ∂(z1, zq−2) = q−3,
from Lemma 2.5 (iii), we have s = q − 2. Since (1, q − 3) is pure, by Lemma
3.2, one gets ∂˜(zq−2, z0) = (2, q − 2), and so p
(2,q−2)
(1,q−1),(1,q−1) = 0. Pick a vertex
z′2 ∈ P(1,q−3),(q−2,1)(zq−1, z1). Since ∂(z0, zq−1) ≤ ∂(z0, z
′
2) + q − 3, from Lemma
2.5 (ii), one obtains ∂˜(z0, z
′
2) = (2, q − 2). By zq−1 ∈ P(1,q−3),(1,q−1)(zq−2, z0), there
exists z′1 ∈ P(1,q−1),(1,q−3)(z0, z
′
2). Since p
(2,q−2)
(1,q−1),(1,q−1) = 0, one has ∂˜(zq−1, z
′
1) =
(1, q − 2), which implies p
(1,q−2)
(1,q−1),(1,q−1) = k1,q−1. Then z0 ∈ P(1,q−1),(1,q−1)(zq−1, z1),
a contradiction. Then ∂˜(zq−1, z1) = (2, q − 2). Similarly, ∂˜(zq−2, z0) = (2, q − 2).
Since z0 ∈ P(1,q−1),(1,p−1)(zq−1, z1), there exists z
′
q−1 ∈ P(1,q−1),(1,p−1)(zq−2, z0).
Note that the number of arcs of type (1, p − 1) in the circuit (z′q−1, z0, z1, . . . , zq−2)
is more than the number of arcs of type (1, p − 1) in the circuit (z0, z1, . . . , zq−1).
Repeat this process, there exists a circuit of length q consisting of an arc of type
(1, q − 1) and q − 1 arcs of type (1, p − 1), contrary to Γ1,q−1 /∈ Γ
q−1
l−1,1 for 1 < l < q.
Case 2.2. ∂(zi+1, zi) = q − 1 for some i ∈ {1, 2, . . . , q − 2}.
Without loss of generality, we may assume ∂(zq−1, zq−2) = q − 1. Note that
∂˜(zq−1, z1) = (2, q−2). By z0 ∈ P(1,q−1),(1,p−1)(zq−1, z1), we have p
(2,q−2)
(1,q−1),(1,q−1) = 0,
which implies ∂˜(zq−2, z0) = (1, q − 2) and p
(1,q−2)
(1,q−1),(1,q−1)
= k1,q−1. Since C(q) does
not exist, (1, q − 2) is mixed. By the minimality of q, C(q − 1) or D(q − 1) exists.
Suppose that C(q − 1) exists. Pick a vertex z′′1 ∈ P(1,q−3),(q−2,1)(zq−2, z0) and
a circuit (zq−2, z
′′
1 , z
′′
2 . . . , z
′′
q−3) consisting of arcs of type (1, q − 3). Note that
(z′′q−3, zq−1), (zq−1, z
′′
1 ) ∈ Γ2,q−2. Since zq−2 ∈ P(1,q−3),(1,q−1)(z
′′
q−3, zq−1), there exists
z′′0 ∈ P(1,q−1),(1,q−3)(zq−1, z
′′
1 ). By p
(1,q−3)
(1,q−2),(1,q−2) = k1,q−2, we get (z
′′
0 , z0) ∈ Γ1,q−2.
Since p
(1,q−2)
(1,q−1),(1,q−1) = k1,q−1, one has zq−1 ∈ P(1,q−1),(1,q−1)(z
′′
0 , z0), a contradiction.
Suppose that D(q − 1) exists. Pick vertices w ∈ P(1,q−3),(q−3,1)(zq−2, z0) and
z ∈ P(1,q−2),(1,q−3)(z0, w). Since q − 1 = ∂(zq−1, zq−2) ≤ ∂(zq−1, w) + q − 3, we have
∂˜(zq−1, w) = (2, q − 2). If ∂˜(zq−2, z) = (2, q − 2), from z0 ∈ P(1,q−2),(1,q−2)(zq−2, z),
then there exists w′ ∈ P(1,q−2),(1,q−2)(zq−1, w), which implies zq−1, w
′ ∈ Γ1,q−3(z0)
since p
(1,q−2)
(1,q−3),(q−3,1) = k1,q−3, contrary to q 6= 2. By Lemma 2.7, ∂˜(zq−2, z) = (2, q −
3). Since z0 ∈ P(1,q−2),(1,q−2)(zq−2, z) = Γq−2,1(z), we get ∂˜(zq−1, z) = (2, q − 2).
By z0 ∈ P(1,q−1),(1,q−2)(zq−1, z), there exists w
′′ ∈ P(1,q−1),(1,q−2)(zq−1, w). The fact
p
(1,q−2)
(1,q−3),(q−3,1) = k1,q−3 implies zq−2 ∈ Γq−3,1(w
′′), contrary to ∂(w′′, zq−2) ≥ q− 2.✷
In Lemmas 2.4, 2.7 and Lemma 2.5 (ii), we determine all the possible of the set
Γ21,q−1 for q > 2 from Theorem 3.1.
Combining Theorem 3.1 and Lemma 3.2, we obtain the following corollary.
Corollary 3.3 If p
(1,q−1)
(1,s−1),(1,t−1) 6= 0 with s 6= t, then q ∈ {s, t}.
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4 The two-way distance
In this section, we give some results about the two-way distance which are used
frequently in the remaining of this paper.
Lemma 4.1 If p
(2,q−2)
(1,p−1),(1,q−1) 6= 0 with q 6= p, then C(q) exists and p = q − 1.
Proof. Suppose to, the contrary that C(q) does not exist or p 6= q − 1. Note
that (1, q − 1) is mixed. By Lemma 2.5 (iii) and Theorem 3.1, D(q) exists. Since
p
(1,q−1)
(1,q−2),(q−2,1) = k1,q−2, one obtains p < q − 1. By Lemma 2.7, we have Γ
2
1,q−1 =
{Γ2,q−1}. Choose vertices xq−1, x0, x1 such that (xq−1, x1) ∈ Γ2,q−2 and x0 ∈
P(1,q−1),(1,p−1)(xq−1, x1). Pick a path (x1, x2, . . . , xq−1). If (xq−2, xq−1) ∈ Γ1,q−2,
from p
(1,q−1)
(1,q−2),(q−2,1) = k1,q−2, then (xq−2, x0) ∈ Γ1,q−2, which implies p = q − 1 since
(1, q − 2) is pure, a contradiction. Since Γ21,q−1 = {Γ2,q−1}, we obtain ∂(xi+1, xi) /∈
{q − 2, q − 1} for 0 ≤ i ≤ q − 2. Since ∂(x0, xq−2) = q − 2, from Corollary 3.3,
we get ∂(xq−2, x0) = 2. Since p
(2,q−2)
(1,p−1),(1,q−1) 6= 0, there exists a vertex x
′
q−1 ∈
P(1,q−1),(1,p−1)(xq−2, x0). Repeat this process, there exists a circuit of length q con-
taining an arc of type (1, q − 1) and (q − 1) arcs of type (1, p − 1).
Without loss of generality, we may assume (xi, xi+1) ∈ Γ1,p−1 for 0 ≤ i ≤ q − 2.
Since q−1 > p ≥ 2, from Lemma 2.3 and Theorem 3.1, D(p) exists or (1, p−1) is pure.
If D(p) exists, then there exists a vertex x ∈ Γ1,p−2(xi) for 0 ≤ i ≤ q−1, which implies
q−1 = ∂(x0, xq−1) ≤ 1+∂(x, xq−1) = p−1, a contradiction; if (1, p−1) is pure, from
Lemma 2.4, then (x0, xp−1) ∈ Γp−1,1, which implies x0 ∈ P(1,p−1),(1,p−1)(xp−1, xp+1),
a contradiction. ✷
Lemma 4.2 Let Γ21,p−1 ∩ Γ1,q−1Γq−1,1 6= ∅ and Γ1,p−1 /∈ Γ1,q−1Γq−1,1 with q 6= p.
(i) If (1, q − 1) is pure, then Γ1,p−1Γ1,q−1 = {Γ2,q}.
(ii) If C(q) exists with (p, q) 6= (2, 3), then Γ1,p−1Γ1,q−1 = {Γ2,q}.
(iii) If D(q) exists with (p, q) 6= (2, 3), then Γ1,p−1Γ1,q−1 = {Γ2,q−l}, where l =
p
(1,p−1)
(1,q−2),(q−2,1)/k1,q−2.
Proof. Pick vertices x, y, z such that ∂˜(x, y) = (1, p − 1) and ∂˜(y, z) = (1, q − 1).
Since Γ21,p−1 ∩ Γ1,q−1Γq−1,1 6= ∅, there exists a vertex w ∈ P(p−1,1),(1,q−1)(x, z).
Suppose that Γ1,q−1 ∈ Γ
2
1,p−1. Note that x ∈ P(1,p−1),(1,p−1)(w, z) and x ∈
P(1,p−1),(1,p−1)(y, z). It follows that p = 2. Since (x, y, z) is a path, one gets q = 3,
contrary to the fact that D(q) exists with (p, q) 6= (2, 3). Hence, Γ1,q−1 /∈ Γ
2
1,p−1.
By Γ1,q−1 /∈ Γ
2
1,p−1, we have (x, z) /∈ Γ1,p−1, and so Γ1,q−1 /∈ Γ1,p−1Γp−1,1. Since
Γ1,p−1 /∈ Γ1,q−1Γq−1,1, from Corollary 3.3, one gets ∂(x, z) = 2. Note that ∂(z, x) ≤
1+ ∂(z, w) = q. If ∂(z, x) = q− 2, from Lemma 4.1, then C(q) exists and p = q− 1,
which imply z ∈ P(1,q−1),(1,q−1)(w, x) and q = 3, contrary to (p, q) 6= (2, 3). Then
∂(z, x) = q − 1 or q, and so Γ1,p−1Γ1,q−1 ⊆ {Γ2,q−1,Γ2,q}. If p
(1,q−1)
(1,q−2),(q−2,1)
=
p
(1,p−1)
(1,q−2),(q−2,1) = k1,q−2, then there exists a vertex u such that x, y, z ∈ Γq−2,1(u),
which implies ∂(z, x) ≤ 1+∂(u, x) = q−1, and so Γ1,p−1Γ1,q−1 = {Γ2,q−1}. It suffices
8
to show that p
(1,q−1)
(1,q−2),(q−2,1) = p
(1,p−1)
(1,q−2),(q−2,1) = k1,q−2 when Γ2,q−1 ∈ Γ1,p−1Γq−1.
Without loss of generality, we may assume ∂˜(x, z) = (2, q− 1). By Theorem 3.1, we
consider three cases.
Case 1. (1, q − 1) is pure.
Pick a path (z = x0, x1, . . . , xq−1 = x).
Suppose |{i | ∂(xi+1, xi) = q − 1 and 0 ≤ i ≤ q − 2}| ≥ q − 2. Without loss of
generality, we may assume ∂(xi+1, xi) = q − 1 for 0 ≤ i ≤ q − 3. Lemma 2.4 implies
∂˜(xq−2, y) = (1, q − 1). Since Γ1,p−1 /∈ Γ1,q−1Γq−1,1, from Corollary 3.3, we get
∂˜(xq−2, x) = (1, p − 1) and x ∈ P(1,p−1),(1,p−1)(xq−2, y), contrary to Γ1,q−1 /∈ Γ
2
1,p−1.
Suppose |{i | ∂(xi+1,xi) = q − 1 and 0 ≤ i ≤ q − 2}| < q − 2. Without
loss of generality, we may assume ∂(x1, z) 6= q − 1 and ∂(x2, x1) 6= q − 1. Since
(1, q − 1) is pure, we have ∂˜(y, x1) = (2, q − 1). By y ∈ P(1,p−1),(1,q−1)(x, z),
there exists a vertex z′ ∈ P(1,p−1),(1,q−1)(y, x1). Similarly, (z
′, x2) ∈ Γ2,q−1 and
there exists z′1 ∈ P(1,p−1),(1,q−1)(z
′, x2). Since Γ
2
1,p−1 ∩ Γ1,q−1Γq−1,1 6= ∅, there ex-
ists y′ ∈ P(1,p−1),(1,p−1)(x, z
′) such that (y′, x2) ∈ Γ1,q−1, contrary to the fact that
(x2, x3, . . . , xq−1, y
′) is a path of length q − 2.
Case 2. C(q) exists.
Since y ∈ P(1,p−1),(1,q−1)(x, z) and q 6= p, we have p
(2,q−1)
(1,q−1),(1,q−1) = 0. Pick a
vertex v ∈ P(1,q−2),(q−1,1)(y, z). By Lemma 2.5 (ii), one gets Γ
2
1,q−1 = {Γ1,q−2},
which implies that ∂˜(w, v) = (1, q− 2). If p = q− 1, then w ∈ P(1,p−1),(1,p−1)(x, v) =
Γp−1,1(v), and so p = 2, contrary to the fact that C(q) exists with (p, q) 6= (2, 3).
Hence, p 6= q−1. Since (1, q−2) is pure, one has q−2 ≤ ∂(v, x) ≤ 1+∂(v,w) = q−1.
Suppose ∂(x, v) = 1. Since q /∈ {p, q − 1}, from Corollary 3.3, one has ∂˜(x, v) =
(1, q−2). By p
(1,q−2)
(1,q−1),(1,q−1)
= k1,q−1, we get z ∈ P(1,q−1),(1,q−1)(x, v), a contradiction.
Suppose ∂(x, v) = 2. By Lemma 2.5 (i) or y ∈ P(1,p−1),(1,q−1)(x, z), there exists a
vertex y′ ∈ Γq−1,1(v) such that (x, y
′) ∈ Γ1,q−2∪Γ1,p−1. Since p
(1,q−2)
(1,q−1),(1,q−1) = k1,q−1,
one has y′ ∈ P(1,q−1),(1,q−1)(y, v). In view of p 6= q − 1 and Corollary 3.3, we get
(x, y′) ∈ Γ1,p−1. By x ∈ P(p−1,1),(1,p−1)(y, y
′), one obtains p
(1,q−1)
(p−1,1),(1,p−1) = k1,p−1,
which implies x ∈ P(p−1,1),(1,p−1)(y, z), a contradiction.
Case 3. D(q) exists.
Since p
(1,q−1)
(1,q−2),(q−2,1) = k1,q−2 and ∂(x, z) = 2, we have p 6= q − 1. In view of
y ∈ P(1,p−1),(1,q−1)(x, z), one gets p
(2,q−1)
(1,q−1),(1,q−1) = 0, which implies Γ
2
1,q−1 = {Γ2,q−2}
from Lemma 2.7. Choose a vertex u such that w, y, z ∈ Γq−2,1(u). Since (1, q − 2)
is pure, we obtain q − 2 ≤ ∂(u, x) ≤ 1 + ∂(u,w) = q − 1. By Corollary 3.3, one has
(x, u) ∈ Γ2,q−2 ∪ Γ2,q−1 ∪ Γ1,q−2.
Suppose (x, u) ∈ Γ2,q−1 ∪ Γ2,q−2. By y ∈ P(1,p−1),(1,q−1)(x, z) or p
(2,q−2)
(1,q−1),(1,q−1) =
k1,q−1, there exists a vertex y
′ ∈ Γq−1,1(u) such that (x, y
′) ∈ Γ1,p−1 ∪ Γ1,q−1. Since
p
(1,q−1)
(1,q−2),(q−2,1) = k1,q−2, one has y ∈ P(q−2,1),(1,q−2)(y
′, u). In view of p 6= q − 1 and
Corollary 3.3, we get (x, y′) ∈ Γ1,p−1. Since x ∈ P(p−1,1),(1,p−1)(y, y
′), we obtain
p
(1,q−2)
(p−1,1),(1,p−1) = k1,p−1. Then x ∈ P(p−1,1),(1,p−1)(y, u), contrary to ∂(x, u) = 2.
Thus, (x, u) ∈ Γ1,q−2 and p
(1,p−1)
(1,q−2),(q−2,1) = k1,q−2. The desired result holds. ✷
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Lemma 4.3 Let Γ21,q−1 = {Γ2,q−2}. If Γ
2
1,p−1∩Γ1,q−1Γq−1,1 6= ∅ and Γ1,p−1Γ1,q−1 =
{Γ2,q}, then Γ1,p−1Γ
2
1,q−1 = {Γ3,q−1}.
Proof. Pick a path (xq−1, x, x
′, x0) such that (xq−1, x) ∈ Γ1,p−1 and (x, x
′), (x′, x0) ∈
Γ1,q−1. Since Γ
2
1,p−1 ∩ Γ1,q−1Γq−1,1 6= ∅, there exists xq−2 ∈ P(p−1,1),(1,q−1)(xq−1, x
′).
Lemma 2.4 implies that there exists a path (x0, x1, . . . , xq−2) consisting of arcs of
type (1, q − 1). By Γ1,p−1Γ1,q−1 = {Γ2,q}, one has (xq−1, x
′), (xq−3, xq−1) ∈ Γ2,q.
Since (xq−1, x, x
′, x0, x1, . . . , xq−3) is a shortest path, we get ∂˜(xq−1, x0) = (3, q− 1).
Then Γ1,p−1Γ
2
1,q−1 = {Γ3,q−1}. ✷
Lemma 4.4 Let Γ21,pi−1 ∩ Γ1,q−1Γq−1,1 6= ∅ and Γ1,pi−1 /∈ Γ1,q−1Γq−1,1 with pi 6= q
for i ∈ {1, 2}. If (2, 3) /∈ {(p1, q), (p2, q)} or (1, 2) is pure, then Γ1,p1−1Γ1,q−1 =
Γ1,p2−1Γ1,q−1.
Proof. Suppose not. By Lemma 4.2, we may assume Γ1,p1−1Γ1,q−1 = {Γ2,q−1}
and Γ1,p2−1Γ1,q−1 = {Γ2,q}. It follows that D(q) exists, p
(1,p1−1)
(1,q−2),(q−2,1) = k1,q−2
and p
(1,p2−1)
(1,q−2),(q−2,1) = 0. Then q − 1 /∈ {p1, p2}. Pick vertices x, y, z such that
∂˜(x, y) = (1, p2 − 1) and ∂˜(y, z) = (1, q − 1). By Γ
2
1,p2−1 ∩ Γ1,q−1Γq−1,1 6= ∅, there
exists w ∈ P(p2−1,1),(1,q−1)(x, z). Since p
(1,q−1)
(1,q−2),(q−2,1) = k1,q−2, there exists a vertex
u such that w, y, z ∈ Γq−2,1(u). The fact that x ∈ P(1,p2−1),(1,p2−1)(w, y) implies
Γ21,p2−1 ∩ Γ1,q−2Γq−2,1 6= ∅. Since (1, q − 2) is pure and p
(1,p2−1)
(1,q−2),(q−2,1) = 0, from
Lemma 4.2 (i), we obtain ∂˜(x, u) = (2, q − 1). By Γ1,p1−1Γ1,q−1 = {Γ2,q−1}, there
exists a vertex y′ ∈ P(1,p1−1),(1,q−1)(x, u). Since p
(1,q−1)
(1,q−2),(q−2,1) = k1,q−2, we get
y ∈ P(q−2,1),(1,q−2)(y
′, u). Corollary 3.3 implies p1 ∈ {p2, q − 1}, a contradiction. ✷
Lemma 4.5 Let Γ21,p−1∩Γ1,q−1Γq−1,1 6= ∅. If C(p) exists, then Γ1,p−2 ∈ Γ1,q−1Γq−1,1.
Proof. Suppose not. Since Γ1,p−2 ∈ Γ
2
1,p−1, from Lemma 2.2, we get p
(1,p−1)
(1,q−1),(q−1,1) =
0. By Lemma 2.5 (ii), one has Γ21,p−1 = {Γ1,p−2,Γ2,p−1} and p
(2,p−1)
(1,q−1),(q−1,1) =
k1,q−1. Let (x0, x1, x2, x3, x4) be a path consisting of arcs of type (1, p − 1) such
that (x0, x2), (x2, x4) ∈ Γ2,p−1. It follows that there exists a vertices x such that
x0, x2, x4 ∈ Γq−1,1(x). By Lemma 2.6 (ii), there exist vertices x
′
2, x
′
3 such that
(x0, x
′
2) ∈ Γ1,p−2 and (x
′
2, x
′
3), (x
′
3, x4) ∈ Γ1,p−1. The fact P(2,p−1),(2,p−1)(x0, x4) =
Γp−1,2(x4) implies (x
′
2, x4) ∈ Γ1,p−2. Observe that Γ
2
1,p−2 ∩ Γ1,q−1Γq−1,1 6= ∅. If
q = p − 1, from p
(1,p−2)
(1,p−1),(1,p−1) = k1,p−1, then x1 ∈ P(1,p−1),(1,p−1)(x0, x) and x1 ∈
P(1,p−1),(1,p−1)(x2, x), contrary to p 6= 2. Since Γ1,p−2 /∈ Γ1,q−1Γq−1,1 and q 6= p − 1,
from Lemma 4.4, there exists x′4 ∈ P(1,p−1),(1,q−1)(x
′
2, x). By p
(1,p−2)
(1,p−1),(1,p−1) = k1,p−1,
we have ∂˜(x′4, x4) = (1, p − 1), contrary to p
(1,p−1)
(1,q−1),(q−1,1) = 0. ✷
Lemma 4.6 Let Γ21,p−1 ∩ Γ1,q−1Γq−1,1 6= ∅ with p 6= q − 1. If C(p + 1) exists and
Γ1,p−1Γ1,q−1 = {Γ2,q−1}, then Γ1,p ∈ Γ1,q−2Γq−2,1.
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Proof. Since Γ1,p−1Γ1,q−1 = {Γ2,q−1}, one has Γ1,p−1 /∈ Γ1,q−1Γq−1,1. By Lemma
4.2, (1, q − 2) is pure and p
(1,q−1)
(1,q−2),(q−2,1) = p
(1,p−1)
(1,q−2),(q−2,1) = k1,q−2. Since Γ1,p−1 ∈
Γ21,p ∩ Γ1,q−2Γq−2,1, from Lemma 4.2 (i), we get Γ1,pΓ1,q−2 = {Γ1,q−2} or {Γ2,q−1}.
Suppose Γ1,pΓ1,q−2 = {Γ2,q−1}. Let x, y, y
′, z be vertices such that (x, z) ∈ Γ2,q−1,
y ∈ P(1,p−1),(1,q−1)(x, z) and y
′ ∈ P(1,p),(1,q−2)(x, z). By p
(1,q−1)
(1,q−2),(q−2,1) = k1,q−2, one
has ∂˜(y′, y) = (1, q − 2). Since y′ ∈ P(1,p),(1,q−2)(x, y), from Corollary 3.3, we get
p = q − 1, a contradiction. ✷
Lemma 4.7 Let Γ21,p−1∩Γ1,q−1Γq−1,1 6= ∅. If D(q) exists and Γ1,p−1Γ1,q−1 = {Γ2,q},
then Γ21,q−1 = {Γ2,q−2}.
Proof. Let x, y, z, w, u be vertices such that (x, y), (y, z) ∈ Γ1,p−1, (z, w), (x,w) ∈
Γ1,q−1 and (w, u) ∈ Γ1,q−2. By p
(1,q−1)
(1,q−2),(q−2,1) = k1,q−2, one has x, z ∈ Γq−2,1(u)
and p 6= q − 1. Since D(q) exists and Γ1,p−1Γ1,q−1 = {Γ2,q}, from Lemma 4.2
(iii), we get Γ1,p−1 /∈ Γ1,q−2Γq−2,1. The fact that y ∈ P(1,p−1),(1,p−1)(x, z) and
u ∈ P(1,q−2),(q−2,1)(x, z) imply Γ
2
1,p−1 ∩ Γ1,q−2Γq−2,1 6= ∅. By Lemma 4.2 (i), one
obtains (y, u) ∈ Γ2,q−1. If p
(2,q−1)
(1,q−1),(1,q−1) = k1,q−1, then there exists a vertex z
′ ∈
P(1,q−1),(1,q−1)(y, u), which implies z ∈ P(q−2,1),(1,q−2)(z
′, u) since p
(1,q−1)
(1,q−2),(q−2,1) =
k1,q−2, contrary to Corollary 3.3. The desired result follows from Lemma 2.7. ✷
Lemma 4.8 If Γ21,p−1 ∩ Γ1,h−1Γh−1,1 6= ∅ and Γ
2
1,h−1 ∩ Γ1,q−1Γq−1,1 6= ∅ with q 6= p
and h > 2, then Γ21,p−1 ∩ Γ1,q−1Γq−1,1 6= ∅.
Proof. Choose vertices x, y, z, w, v such that (x, y), (y, z) ∈ Γ1,p−1, (x,w), (z, w) ∈
Γ1,h−1 and (z, v) ∈ Γ1,q−1. Then there exists a vertex u ∈ P(1,h−1),(1,q−1)(w, v). It
suffices to show that (x, v) ∈ Γ1,q−1. Suppose not. Since v ∈ P(1,q−1),(q−1,1)(z, u), we
have ∂˜(x, u) 6= ∂˜(z, u), which implies |Γ21,h−1| > 1. By Lemmas 2.4, 2.7 and Lemma
2.5 (ii), (1, h − 2) is pure and Γ21,h−1 = {Γ1,h−2,Γ2,h−1}. In view of Lemma 4.5, we
have ∂˜(z, u) = (1, h − 2) and ∂˜(x, u) = (2, h − 1), which imply p
(2,h−1)
(1,q−1),(q−1,1) = 0.
Suppose p
(1,p−1)
(1,h−1),(h−1,1) = k1,h−1. This implies w ∈ P(1,h−1),(h−1,1)(y, z), and so
(y, u) ∈ Γ1,h−2 ∪ Γ2,h−1. By u ∈ P(1,h−2),(h−2,1)(y, z) ∪ P(2,h−1),(h−1,2)(x, y), we get
p
(1,p−1)
(1,h−2),(h−2,1) = k1,h−2 or p
(1,p−1)
(2,h−1),(h−1,2) = k2,h−1. Then u ∈ P(1,h−2),(h−2,1)(x, y) or
u ∈ P(2,h−1),(h−1,2)(y, z), a contradiction. Thus, p
(1,p−1)
(1,h−1),(h−1,1) = 0.
Suppose p = h−1. By p
(1,h−2)
(1,h−1),(1,h−1) = k1,h−1, we have w ∈ P(1,h−1),(1,h−1)(x, y).
Since (y, z, w) is a circuit, one has p = 2. Since P(1,1),(1,1)(x, z) = Γ1,1(z), we obtain
(x, u) ∈ Γ1,1, contrary to ∂(x, u) = 2. Hence, p 6= h− 1.
Since h > 2 and Γ21,p−1 ∩Γ1,h−1Γh−1,1 6= ∅, one has p 6= h, which implies (y, u) /∈
Γ1,h−1 from Corollary 3.3. Since p
(1,p−1)
(1,h−1),(h−1,1) = 0, we get (y,w) /∈ Γ1,h−1, and
so P(1,h−1),(1,h−1)(y, u) = ∅. By Γ
2
1,h−1 = {Γ1,h−2,Γ2,h−1}, one obtains (y, u) /∈
Γ1,h−2 ∪ Γ2,h−1. Since (1, h − 2) is pure and ∂˜(x, u) = (2, h − 1), we have h − 2 ≤
∂(u, y) ≤ 1 + ∂(u, x) = h. It follows that (y, u) ∈ Γ1,h ∪ Γ2,h−2 ∪ Γ2,h.
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If (y, u) ∈ Γ1,h, from Corollary 3.3, then p = h + 1, and so (1, h) is pure
by Theorem 3.1, contrary to ∂˜(x, u) = (2, h − 1) and w ∈ P(1,h−1),(1,h−1)(x,w).
Hence, (y, u) ∈ Γ2,h−2 ∪ Γ2,h. Note that p 6= h − 1, p
(1,p−1)
(1,h−1),(h−1,1) = 0 and
Γ21,p−1 ∩ Γ1,h−1Γh−1,1 6= ∅. By Lemma 2.5 (i) or Lemma 4.2 (ii), there exists
z′ ∈ Γh−1,1(u) such that (y, z
′) ∈ Γ1,h−2∪Γ1,p−1. By p
(1,h−2)
(1,h−1),(1,h−1) = k1,h−1, we get
z′ ∈ P(1,h−1),(1,h−1)(z, u). Since p 6= h, from Corollary 3.3, we obtain (y, z
′) ∈ Γ1,p−1
and p
(1,h−1)
(p−1,1),(1,p−1) = k1,p−1. Then y ∈ P(p−1,1),(1,p−1)(z
′, u), a contradiction. ✷
5 Relationship between different types of arcs
The main result of this section is the following important result which determine
the relationship between different types of arcs.
Theorem 5.1 Let q, p ∈ T with q 6= p. Then one of the following holds:
(i) C(q) exists and p = q − 1;
(ii) C(p) exists and q = p− 1;
(iii) Γ21,q−1 ∩ Γ1,p−1Γp−1,1 6= ∅;
(iv) Γ21,p−1 ∩ Γ1,q−1Γq−1,1 6= ∅.
Let B denote the set consisting of (p, p− 1) and (p− 1, p) where C(p) exists, and
C = {(p, q) | Γ21,q−1 ∩ Γ1,p−1Γp−1,1 6= ∅ or Γ
2
1,p−1 ∩ Γ1,q−1Γq−1,1 6= ∅}. The following
result is key in the proof of Theorem 5.1.
Lemma 5.2 Let (q, p) /∈ C and Γ2,l ∈ Γ1,q−1Γ1,p−1 with q 6= p. If h ∈ {q, p} or
{(p, h), (q, h)} ⊆ C \B for all h with Γm,l−1 ∈ Γ2,lΓ1,h−1, then (q, p) ∈ B.
Before we give a proof of Lemma 5.2, we show how it implies Theorem 5.1.
Proof of Theorem 5.1. In order to prove Theorem 5.1, it suffices to show that
(q, p) ∈ B∪C. We shall prove it by contradiction. Since Γ0,0 ∈ Γ
2
1,1∩Γ1,s−1Γs−1,1 for
s ∈ T , we have q, p > 2. Since (q, p) /∈ C, from Lemma 2.2, we have p
(1,p−1)
(1,q−1),(q−1,1) =
p
(1,q−1)
(1,p−1),(p−1,1) = 0. By Corollary 3.3, we can set l = min{r | p
(2,r)
(1,i−1),(1,j−1) 6= 0, i 6=
j, (i, j) /∈ B ∪ C}. Without loss of generality, we may assume p
(2,l)
(1,q−1),(1,p−1) 6=
0. Choose vertices x, y, y′ and z with (x, z) ∈ Γ2,l, y ∈ P(1,q−1),(1,p−1)(x, z) and
y′ ∈ P(1,p−1),(1,q−1)(x, z). By Lemma 5.2, there exists x1 ∈ Γ1,h−1(z) such that
∂(x1, x) = l − 1, where h /∈ {q, p} and {(p, h), (q, h)} * C \B.
Case 1. {(p, h), (q, h)} * B ∪ C.
Without loss of generality, we may assume (p, h) /∈ B∪C. In view of Lemma 2.2,
one has p
(1,p−1)
(1,h−1),(h−1,1) = p
(1,h−1)
(1,p−1),(p−1,1) = 0. By Corollary 3.3, we get ∂(y, x1) = 2.
It follows from the minimality of l that ∂(x1, y) = l. By z ∈ P(1,p−1),(1,h−1)(y, x1),
there exists a vertex y′′ ∈ P(1,p−1),(1,h−1)(x, z).
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Suppose (q, h) /∈ B∪C. Similarly, ∂˜(y′, x1) = (2, l). By z ∈ P(1,q−1),(1,h−1)(y
′, x1),
there exist vertices z′ ∈ P(1,q−1),(1,h−1)(y, x1) and y
′′′ ∈ P(1,q−1),(1,h−1)(x, z). Since
P(1,h−1),(1,h−1)(y
′′′, x1) = Γh−1,1(x1) and P(1,q−1),(1,q−1)(x, z
′) = Γ1,q−1(x), we obtain
∂˜(y′′′, z′) = (1, q − 1) = (1, h − 1), a contradiction.
Suppose (q, h) ∈ B ∪ C. Since p
(1,h−1)
(1,p−1),(p−1,1) = 0, we have (y
′, y′′) /∈ Γ1,h−1. By
p
(1,q−1)
(1,p−1),(p−1,1) = 0, one gets (y
′′, y′) /∈ Γ1,q−1. Then p
(1,q−1)
(1,h−1),(1,h−1) = p
(1,h−1)
(1,q−1),(1,q−1) =
0. Thus, (q, h) /∈ B and (q, h) ∈ C. Observe Γ2,l ∈ Γ1,p−1Γ1,q−1 ∩ Γ1,p−1Γ1,h−1 and
(q, p), (h, p) /∈ B∪C. It follows that the proofs for the case Γ21,q−1∩Γ1,h−1Γh−1,1 6= ∅
and the case Γ21,h−1 ∩ Γ1,q−1Γq−1,1 6= ∅ are similar. Without loss of generality, we
may assume Γ21,q−1 ∩Γ1,h−1Γh−1,1 6= ∅. Then there exists w ∈ P(1,h−1),(1,q−1)(y
′′, y′).
By P(1,h−1),(1,h−1)(y
′′, x1) = Γ1,h−1(y
′′), we obtain (w, x1) ∈ Γ1,h−1. Since
p
(1,p−1)
(1,h−1),(h−1,1) = p
(1,h−1)
(1,p−1),(p−1,1) = 0, from Corollary 3.3, one has ∂(x,w) = 2. Note
that ∂(w, x) ≤ 1 + ∂(x1, x) = l. By the minimality of l, we get ∂(w, x) = l.
Since Γ2,l ∈ Γ1,p−1Γ1,q−1, there exists w
′ ∈ P(1,p−1),(1,q−1)(x,w). It follows that
w ∈ P(1,q−1),(1,q−1)(w
′, y′) and x ∈ P(p−1,1),(1,p−1)(w
′, y′), contrary to (q, p) /∈ C.
Case 2. {(p, h), (q, h)} ⊆ B ∪ C.
Without loss of generality, we may assume (p, h) ∈ B and (q, h) ∈ C.
Case 2.1. h = p+ 1 and C(p+ 1) exists.
Since p
(1,p−1)
(1,q−1),(q−1,1)
= 0 and (q, p + 1) ∈ C, from Lemma 4.5, one gets Γ21,q−1 ∩
Γ1,pΓp,1 6= ∅. Choose vertices w ∈ P(1,p),(1,p)(y, z) and w
′ ∈ P(q−1,1),(1,p)(x,w). Since
(q, p) /∈ C, we have (w′, z) /∈ Γ1,p−1. By Lemma 2.5 (ii), one gets Γ
2
1,p = {Γ1,p−1,Γ2,p}
and (w′, z) ∈ Γ2,p. In view of Lemma 2.5 (iii), we obtain p− 2 < ∂(x1, x) = l − 1 ≤
∂(z, w′), which implies l = p or p+ 1.
Suppose l = p. Since p
(2,p)
(1,q−1),(1,p−1) 6= 0, there exists y
′′ ∈ P(1,q−1),(1,p−1)(w
′, z).
By P(1,q−1),(1,q−1)(w
′, y) = Γ1,q−1(w
′), we have ∂˜(y′′, y) = (1, q − 1), which implies
Γ1,q−1 ∈ Γ1,p−1Γp−1,1, a contradiction.
Suppose l = p+1. Since Γ21,p = {Γ1,p−1,Γ2,p}, one has (x,w) /∈ Γ1,p and Γ1,q−1 /∈
Γ1,pΓp,1. By Lemma 4.2 (ii), we get Γ1,q−1Γ1,p = {Γ2,p+1}. Then there exists
y′′′ ∈ P(1,q−1),(1,p)(x, z). In view of p
(1,p−1)
(1,p),(1,p) = k1,p, one obtains ∂˜(y, y
′′′) = (1, p)
and p
(1,p)
(q−1,1),(1,q−1) = k1,q−1, which implies x ∈ P(q−1,1),(1,q−1)(y
′′′, z), a contradiction.
Case 2.2. h = p− 1 and C(p) exists.
Since z ∈ P(1,p−1),(1,p−2)(y, x1), there exists a vertex z
′ ∈ P(1,p−2),(1,p−1)(y, x1).
By p
(1,p−2)
(1,p−1),(1,p−1) = k1,p−1, we have ∂˜(z, z
′) = (1, p−1). If Γ21,q−1∩Γ1,p−2Γp−2,1 6= ∅,
then there exists x′ ∈ P(q−1,1),(1,p−2)(x, z
′), which implies z ∈ P(1,p−1),(1,p−1)(x
′, z′),
contrary to (q, p) /∈ C. Thus, Γ21,p−2 ∩ Γ1,q−1Γq−1,1 6= ∅.
Since (q, p) /∈ C, we obtain (x, z′) /∈ Γ1,q−1, and so Γ1,p−2 /∈ Γ1,q−1Γq−1,1. By
Lemma 4.2, we get Γ1,p−2Γ1,q−1 = {Γ2,q−1} or {Γ2,q}, and ∂(x, z
′) = 2. If ∂(z′, x) =
l, from y ∈ P(1,q−1),(1,p−2)(x, z
′), then there exists y′′ ∈ P(1,q−1),(1,p−2)(x, z), which
implies (y′′, y) ∈ Γ1,p−1 since p
(1,p−2)
(1,p−1),(1,p−1) = k1,p−1, contrary to p
(1,p−1)
(1,q−1),(q−1,1) =
0. By ∂(z′, x) ≤ 1 + ∂(x1, x) and ∂(z, x) ≤ 1 + ∂(z
′, x), one has ∂(z′, x) = l −
1. If Γ1,p−2Γ1,q−1 = {Γ2,q−1}, from Lemmas 4.2 and 4.6, then p
(1,q−1)
(1,q−2),(q−2,1) =
p
(1,p−1)
(1,q−2),(q−2,1) = k1,q−2, which implies that there exists a vertex u with x, y, z ∈
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Γq−2,1(u), contrary to q = ∂(z, x) ≤ 1 + ∂(u, x) = q − 1. Hence, Γ1,p−2Γ1,q−1 =
{Γ2,q} and ∂(z
′, x) = q = l − 1. Since Γ21,p−2 ∩ Γ1,q−1Γq−1,1 6= ∅, there exists
x2 ∈ P(1,q−1),(p−2,1)(x, z
′). By p
(1,p−2)
(1,p−1),(1,p−1) = k1,p−1, we have ∂˜(x1, x2) = (1, p−1).
Observe that Γ1,p−2Γ1,q−1 = {Γ2,q}. By Theorem 3.1 and Lemmas 4.7, 2.7,
p
(2,q−2)
(1,q−1),(1,q−1) = k1,q−1 or C(q) exists. In view of Lemma 2.4, if p
(2,q−2)
(1,q−1),(1,q−1) =
k1,q−1, then there exist x3 ∈ P(2,q−2),(q−1,1)(x, x2) and xq ∈ Γq−1,1(x) such that
∂(x3, xq) = q− 3; if C(q) exists, then there exist x3 ∈ P(1,q−2),(q−1,1)(x, x2) and xq ∈
Γq−2,1(x) such that ∂(x3, xq) = q − 3. By the minimality of l, we have ∂˜(x1, x3) =
(2, l) and ∂˜(x, x1) = ∂˜(xq, z) = (3, l − 1). Since z ∈ P(2,l),(1,p−2)(x, x1), there exist
y2 ∈ P(2,l),(1,p−2)(xq, z) and y1 ∈ P(1,q−1),(1,p−1)(xq, y2). By p
(1,p−2)
(1,p−1),(1,p−1) = k1,p−1,
we get ∂˜(y2, y) = (1, p− 1). Since q 6= h, from Lemmas 2.4, 2.7 and Lemma 2.5 (ii),
one obtains (y1, y) /∈ Γ1,q−1, and so P(1,q−1),(q−1,1)(y1, x) = ∅. Then C(q) exists and
xp ∈ Γq−2,1(x). Since p
(1,q−2)
(1,q−1),(1,q−1) = k1,q−1, one gets ∂˜(y1, x) = (1, q − 1). Note
that x ∈ P(1,q−1),(1,q−1)(y1, y) and y2 ∈ P(1,p−1),(1,p−1)(y1, y). Since C(q) and C(p)
both exist, from Lemma 2.5 (ii), we get q = p, a contradiction. ✷
In the remaining of this section, we give a proof of Lemma 5.2. Since (q, p) /∈
C, from Lemma 2.2, we have p
(1,p−1)
(1,q−1),(q−1,1) = p
(1,q−1)
(1,p−1),(p−1,1) = 0. Since Γ0,0 ∈
Γ21,1 ∩ Γ1,s−1Γs−1,1 for s ∈ T , we have q, p > 2. Without loss of generality, we
always assume l = min{j | p
(2,j)
(1,q−1),(1,p−1) 6= 0}. Choose vertices x, y and z with
∂˜(x, y) = (1, q − 1), ∂˜(y, z) = (1, p − 1) and ∂˜(x, z) = (2, l). Then there exists a
vertex y′ ∈ P(1,p−1),(1,q−1)(x, z). Next, we give three auxiliary lemmas.
Lemma 5.3 If there exists a shortest path from z to x containing more than l − 2
arcs of type (1, q − 1) or (1, p − 1), then (q, p) ∈ B.
Proof. Since the proofs are similar for both cases, we may assume that (x0 =
z, x1, . . . , xl = x) is a path with (xi, xi+1) ∈ Γ1,p−1 for 0 ≤ i ≤ l − 2. Suppose, to
the contrary that (q, p) /∈ B. Lemma 4.1 implies l ≥ 3.
Case 1. p
(2,p−2)
(1,p−1),(1,p−1) = 0.
If C(p) exists, from l ≥ 3, then there exists z′ ∈ P(1,p−1),(1,p−1)(y, x1) such that
∂˜(z′, x2) = (1, p − 2), contrary to the minimality of l.
Since (1, p−1) is mixed, from Theorem 3.1, p
(1,p−1)
(1,p−2),(p−2,1) = k1,p−2 and (1, p−2)
is pure. By Lemma 2.7, one gets Γ21,p−1 = {Γ2,p−1}, which implies p
(2,p−1)
(1,q−1),(1,p−1) = 0.
Pick a vertex w such that y, xi ∈ Γp−2,1(w) for 0 ≤ i ≤ l−1. Since ∂(x1, y) = p−1, we
have p−1 < ∂(z, x) ≤ 2+∂(w, xl−1) = p, which implies l = p and ∂(w, x) ≥ p−1. By
∂(w, x) ≤ 1 + ∂(w, xl−1) = p − 1, we get ∂(w, x) = p − 1. Since p
(1,p−1)
(1,q−1),(q−1,1) = 0,
we obtain q 6= p − 1. By Corollary 3.3, one has (x,w) ∈ Γ2,p−1. Since Γ
2
1,p−1 =
{Γ2,p−1}, we obtain y
′ ∈ P(1,p−1),(1,p−1)(x,w). By p
(1,p−1)
(1,p−2),(p−2,1) = k1,p−2, one has
y′, x ∈ Γ1,p−2(y), contrary to q > 2.
Case 2. p
(2,p−2)
(1,p−1),(1,p−1)
= k1,p−1.
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Note that p
(2,p−2)
(1,q−1),(1,p−1) = 0 and l + 2 > p. Lemma 2.4 implies ∂˜(xp−2, y) =
(1, p − 1). Let (xl−1, xl) ∈ Γ1,h−1. If l = p − 1, from p
(1,q−1)
(1,p−1),(p−1,1) = 0, then
h 6= p, and so h = q by Corollary 3.3, which imply that C(q) exists and p = q − 1
from Lemmas 2.4, 2.7 and Lemma 2.5 (ii), contrary to (q, p) /∈ B; If l > p, from
P(1,p−1),(1,p−1)(xp−2, xp) = Γ1,p−1(xp−2), then ∂˜(y, xp) = (1, p − 1), contrary to the
minimality of l. Then l = p.
Since Γ21,q−1 ∩ Γ1,p−1Γp−1,1 = ∅ and xp−2 ∈ P(p−1,1),(1,p−1)(y, xp−1), one gets
h /∈ {q, p}. Since (h, p) ∈ C from the assumption, we have Γ21,h−1 ∩ Γ1,p−1Γp−1,1 6=
∅ or Γ21,p−1 ∩ Γ1,h−1Γh−1,1 6= ∅. If Γ
2
1,p−1 ∩ Γ1,h−1Γh−1,1 6= ∅, from Lemma 2.4,
then P(1,h−1),(h−1,1)(xp−3, xp−1) = Γh−1,1(x), which implies (xp−3, x) ∈ Γ1,h−1, a
contradiction. Thus, Γ21,h−1 ∩ Γ1,p−1Γp−1,1 6= ∅.
Note that ∂(xp−2, x) = 2. If ∂(x, xp−2) = p, by p
(2,l)
(1,q−1),(1,p−1) 6= 0, then there
exists x′p−1 ∈ P(1,p−1),(1,q−1)(xp−2, x), which implies xp−2 ∈ P(p−1,1),(1,p−1)(x
′
p−1, y),
contrary to (q, p) /∈ C. Since p
(2,p−2)
(1,p−1),(1,p−1) 6= 0, from Lemma 2.5 (ii), (1, p − 1)
is pure or D(p) exists. By Lemma 4.2 (i) or (iii), one has ∂(x, xp−2) = p − 1 and
p
(1,p−1)
(1,p−2),(p−2,1) = p
(1,h−1)
(1,p−2),(p−2,1) = k1,p−2. Then there exists a vertex w such that
x, z, y, xp−1, xp−2 ∈ Γp−2,1(w), contrary to p = ∂(z, x) ≤ 1 + ∂(w, x) = p− 1. ✷
Lemma 5.4 If there exists a shortest path from z to x consisting of arcs of type
(1, q − 1) and (1, p − 1), then (q, p) ∈ B.
Proof. Suppose not. By Lemma 5.3, we may assume that (z, x1, x2, x3, x4) is a path
such that (z, x1), (x1, x2) ∈ Γ1,q−1, (x2, x3), (x3, x4) ∈ Γ1,p−1 and ∂(x4, x) = l − 4.
The minimality of l implies (x1, x3) ∈ Γ2,l. It follows that (x, x1), (x1, x4) ∈ Γ3,l−1.
Observe Γ3,l−1 ∈ Γ
2
1,q−1Γ1,p−1 ∩ Γ1,q−1Γ
2
1,p−1, contrary to Lemma 2.1. ✷
Lemma 5.5 There exists a shortest path from z to x not containing an arc of type
(1, h − 1) with Γ1,q−1,Γ1,p−1 ∈ Γ1,h−1Γh−1,1.
Proof. Suppose for the contradiction that any shortest path from z to x containing
an arc of type (1, h−1) with Γ1,q−1,Γ1,p−1 ∈ Γ1,h−1Γh−1,1 for some h ∈ T . Then there
exists x1 ∈ Γ1,h−1(z) such that ∂(x1, x) = l − 1 with Γ1,p−1,Γ1,q−1 ∈ Γ1,h−1Γh−1,1.
Then h /∈ {q, p}. Lemma 2.5 (i) and (iii) imply (q, p) /∈ B. Choose vertices xl−1 ∈
Γp−1,1(x) and x
′
l−1 ∈ Γq−1,1(x). By p
(1,q−1)
(1,h−1),(h−1,1) = p
(1,p−1)
(1,h−1),(h−1,1) = k1,h−1, we get
xl−1, x
′
l−1, x, y ∈ Γh−1,1(x1), and so l = h. Observe l − 1 ≤ ∂(z, xl−1), ∂(z, x
′
l−1) ≤
1 + ∂(x1, xl−1) = l. By Lemma 2.1, we may assume (xl−1, z) /∈ Γ3,l.
Case 1. ∂(z, xl−1) = l − 1.
By the hypothesis, we may assume that there exists xl−2 ∈ Γr−1,1(xl−1) such
that ∂(z, xl−2) = l − 2 and Γ1,p−1,Γ1,q−1 ∈ Γ1,r−1Γr−1,1. It follows that x, y, z ∈
Γ1,r−1(xl−2). Since l − 2 = ∂(z, xl−2) = r − 1, one has r = l − 1. Note that
∂(y, xl−1) ≤ 1 + ∂(y, xl−2) = r = l − 1, contrary to the minimality of l.
Case 2. ∂˜(xl−1, z) = (1, l).
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Since Γ1,l ∈ Γ1,l−1Γl−1,1, from Theorem 3.1, D(l + 1) exists. By p > 2, xl−1 /∈
P(1,l),(1,l)(x, z). Since ∂˜(x, z) = (2, l), from Lemma 2.7, one has Γ
2
1,l = {Γ2,l−1}.
Pick vertices xl−2 ∈ Γl,1(xl−1) and x
′ ∈ P(1,q−1),(1,p−1)(xl−1, y). By p
(1,l)
(1,l−1),(l−1,1) =
p
(1,q−1)
(1,l−1),(l−1,1) = k1,l−1, we get x
′, xl−2 ∈ Γl−1,1(x1). Note that l − 1 ≤ ∂(x
′, xl−2) ≤
1 + ∂(x1, xl−2) = l. Since x ∈ P(1,p−1),(1,p−1)(xl−1, y
′) and (q, p) /∈ C, we have
(xl−1, z) /∈ Γ1,q−1, and so q 6= h+1. Since p
(1,l)
(1,l−1),(l−1,1) = k1,l−1 and p
(2,l−1)
(1,l),(1,l) = k1,l,
one obtains ∂(x′, xl−2) = l.
Suppose ∂(xl−2, x
′) = 1. Since xl−1 ∈ P(1,l),(1,l)(xl−2, z), we get ∂˜(x
′, z) = (1, l).
By y ∈ P(1,p−1),(1,p−1)(x
′, z), one has x ∈ P(1,p−1),(1,p−1)(xl−1, z), a contradiction.
Suppose ∂(xl−2, x
′) = 2. Since xl−1 ∈ P(1,l),(1,q−1)(xl−2, x
′), there exists y′′ ∈
P(1,q−1),(1,l)(x, z). By p
(1,q−1)
(1,l−1),(l−1,1) = k1,l−1, one has ∂˜(y
′′, x1) = (1, l − 1). Note
that ∂(y′′, xl−1) ≤ 1 + ∂(x1, xl−1) = l. Since p
(1,p−1)
(1,q−1),(q−1,1) = p
(1,q−1)
(1,p−1),(p−1,1) = 0,
from Corollary 3.3 and the minimality of l, we get ∂˜(xl−1, y
′′) = (2, l). Since z ∈
P(1,l),(l,1)(xl−1, y
′′), we obtain xl−1 ∈ P(1,l),(l,1)(xl−2, x
′), contrary to q 6= 2.
Case 3. ∂˜(xl−1, z) = (2, l).
Since y′ ∈ P(1,p−1),(1,q−1)(x, z), there exists a vertex y
′′ ∈ P(1,p−1),(1,q−1)(xl−1, z).
By P(1,p−1),(1,p−1)(xl−1, y
′) = Γ1,p−1(xl−1), we have ∂˜(y
′′, y′) = (1, p − 1), which
implies Γ1,p−1 ∈ Γ1,q−1Γq−1,1, a contradiction. ✷
By Lemma 5.5, there exists a path (z = x0, x1, . . . , xl = x) such that Γ1,p−1 or
Γ1,q−1 /∈ Γ1,hi−1Γhi−1,1 for 0 ≤ i ≤ l− 1, where hi = ∂(xi+1, xi) + 1. Now we divide
the proof of Lemma 5.2 into two subsections according to separate assumptions,
respectively.
5.1 Γ21,q−1 ∩ Γ1,hi−1Γhi−1,1 = ∅ or Γ
2
1,p−1 ∩ Γ1,hi−1Γhi−1,1 = ∅ for all i
Since hi ∈ {q, p} or {(q, hi), (p, hi)} ⊂ C for 0 ≤ i ≤ l − 1, from Lemma 4.8, we
have hi ∈ {q, p}, or Γ
2
1,hi−1
∩ Γ1,p−1Γp−1,1 6= ∅ and Γ
2
1,hi−1
∩ Γ1,q−1Γq−1,1 6= ∅ for
0 ≤ i ≤ l−1. If hi ∈ {q, p} for all i, from Lemma 5.4, then (q, p) ∈ B. We only need
to consider the case that hi /∈ {q, p} for some i. Without loss of generality, we may
assume i = 0. Lemma 2.5 (i) and (iii) imply (q, p) /∈ B.
Step 1 (2, 3) /∈ {(hi, p), (hi, q) | 0 ≤ i ≤ l − 1} or (1, 2) is pure.
We prove it by contradiction. Without loss of generality, we may assume that
(2, 3) = (h0, p) and (1, 2) is mixed. Since (p, h0) /∈ B, from Theorem 3.1, we have
p
(1,2)
(1,1),(1,1) = k1,1, and so (y, x1) ∈ Γ1,1. Note that Γ
2
1,1 ∩ Γ1,q−1Γq−1,1 6= ∅. By the
minimality of l, we get (y′, x1) /∈ Γ1,q−1, which implies p
(1,1)
(1,q−1),(q−1,1) = 0. In view
of Lemma 4.2, we have Γ1,1Γ1,q−1 = {Γ2,q−1} or {Γ2,q}.
Suppose Γ1,1Γ1,q−1 = {Γ2,q−1}. Note that (x, x1) ∈ Γ2,q−1 and l = q. By Lemma
4.2, D(q) exists and p
(1,1)
(1,q−2),(q−2,1) = k1,q−2. It follows that there exists a vertex
u such that x1, x, y, z ∈ Γq−2,1(u). Then q = ∂(z, x) ≤ 1 + ∂(u, x) = q − 1, a
contradiction. Thus, Γ1,1Γ1,q−1 = {Γ2,q} and l = q + 1.
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Suppose that (1, q − 1) is mixed. If C(q) exists, from Lemma 2.4, then there
exists a path (y = y0, y1, . . . , x = yq−1) such that y1 ∈ P(q−1,1),(1,q−2)(x, y) and
(yj , yj+1) ∈ Γ1,q−2 for 1 ≤ j ≤ q − 2, which implies that (z, x1, y0, y1, . . . , yq−1) is a
shortest path, contrary to (q − 1, q) ∈ C \B from the assumption. By Theorem 3.1,
D(q) exists. Pick a vertex u such that y′, z ∈ Γq−2,1(u). Since q = ∂(z, x) − 1 ≤
∂(u, x) ≤ 2 + ∂(u, y′) = q, one has ∂(u, x) = q. By q > 2, we get q + 1 6= 3,
which implies (x, u) ∈ Γ2,q from Corollary 3.3. Since y
′ ∈ P(1,2),(1,q−2)(x, u), there
exists y′′ ∈ P(1,q−2),(1,2)(x, x1). Since p
(1,2)
(1,1),(1,1) = k1,1 and p
(1,q−1)
(1,q−2),(q−2,1) = k1,q−2,
we obtain ∂˜(y, y′′) = (1, 1) = (1, q − 2), contrary to p 6= q. Thus, (1, q − 1) is pure.
Lemma 2.4 implies that there exists a circuit (y = y0, y1, . . . , yq−1 = x) consisting of
arcs of type (1, q − 1).
If Γ21,2 = {Γ2,1}, then there exists yq ∈ P(1,2),(1,2)(z, y), which implies that
(z, yq, y0, y1, . . . , yq−1) is a shortest path consisting of arcs of types (1, p − 1) and
(1, q − 1), contrary to Lemma 5.4. Since D(3) exists, from Lemma 2.7, we have
Γ21,2 = {Γ2,2}. Pick a circuit (z, z1, z2, y) consisting of arcs of type (1, 2). Since
p
(1,2)
(1,1),(1,1) = k1,1, we have z1, z2 ∈ Γ1,1(x1).
Note that ∂(z, yq−2) = l − 1 = q. Since q + 1 = l ≤ ∂(y1, z2) ≤ 2 + ∂(yq−2, z) +
∂(y1, yq−2) = q − 1 + ∂(yq−2, z), we have ∂(yq−2, z) = 2 or 3. If ∂(yq−2, z) = 2, from
Γ1,1Γ1,q−1 = {Γ2,q}, then there exists y
′′ ∈ P(1,q−1),(1,1)(yq−2, z), which implies that
∂˜(y′′, y) = (1, 1) = (1, q − 1) since p
(1,2)
(1,1),(1,1) = k1,1 and P(1,q−1),(1,q−1)(yq−2, y) =
Γ1,q−1,1(yq−2), a contradiction. Thus, ∂˜(yq−2, z) = (3, q).
Since (y1, y2, . . . , yq−2, x, y, x1, z2) is a shortest path from the minimality of l,
we have ∂(x, z2) = 3. Note that q + 1 = l = ∂(z, x) ≤ ∂(z2, x) + 2. Then
(x, z2) ∈ Γ3,q−1 ∪ Γ3,q. Observe that Γ0,0 ∈ Γ
2
1,1 ∩ Γ1,q−1Γq−1,1 and (1, q − 1) is
pure. Since Γ1,q−1Γ1,1 = {Γ2,q}, from Lemmas 2.4 and 4.3, one has Γ
2
1,q−1Γ1,1 =
{Γ3,q−1}. By Lemma 2.1, we have ∂˜(x, z2) = (3, q). Since x1 ∈ P(2,q),(1,1)(x, z2),
there exist vertices w2 ∈ P(2,q),(1,1)(yq−2, z) and w1 ∈ P(1,q−1),(1,1)(w1, y1). The
fact P(1,q−1),(1,q−1)(yq−2, y) = Γ1,q−1(yq−2) implies (w1, y) ∈ Γ1,q−1. Note that
y ∈ P(1,q−1),(1,p−1)(w1, z) and (z, w2, w1) is a path, contrary to l ≥ 3.
Step 2 p
(1,hi−1)
(1,q−1),(q−1,1) = p
(1,hi−1)
(1,p−1),(p−1,1) = 0, Γ1,hi−1Γ1,p−1 = Γ1,h0−1Γ1,p−1 and
Γ1,hi−1Γ1,q−1 = Γ1,h0−1Γ1,q−1 for 0 ≤ i ≤ l − 1 with hi 6= {q, p}.
Suppose that hi /∈ {q, p} for some i ∈ {0, 1, . . . , l − 1}. Note that Γ
2
1,hi−1
∩
Γ1,p−1Γp−1,1 6= ∅ and Γ
2
1,hi−1
∩ Γ1,q−1Γq−1,1 6= ∅. There exists x
′
1 ∈ Γ1,hi−1(z)
such that ∂(x′1, x) = l − 1. By the minimality of l, we get (y, x
′
1) /∈ Γ1,p−1 and
(y′, x′1) /∈ Γ1,q−1, which imply p
(1,hi−1)
(1,q−1),(q−1,1) = p
(1,hi−1)
(1,p−1),(p−1,1) = 0. The desired
result follows from Lemma 4.4 and Step 1.
In the following, we reach a contradiction based on the above discussion.
Suppose |{i | hi /∈ {q, p} and 0 ≤ i ≤ l − 1}| > 2. Without loss of generality,
we may assume h1, h2 /∈ {q, p}. Pick a vertex z
′ ∈ P(1,h0−1),(1,p−1)(y, x1). By Step
2, there exist vertices x′′1 ∈ P(1,h0−1),(1,p−1)(z
′, x2) and x
′′
2 ∈ P(1,h0−1),(1,p−1)(x
′′
1 , x3).
Since Γ21,h0−1 ∩ Γ1,p−1Γp−1,1 6= ∅, there exists z
′′ ∈ P(1,h0−1),(1,h0−1)(y, x
′′
1) such that
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(z′′, x3) ∈ Γ1,p−1, contrary to the minimality of l. Hence, there exists at most one
integer i ∈ {1, 2, . . . , l − 1} such that hi /∈ {q, p}.
Suppose Γ1,p−1Γ1,h0−1 = {Γ2,l}. In view of Lemma 5.4, there exists no shortest
path from z to x consisting of arcs of types (1, p − 1) and (1, q − 1). By ∂˜(y, x1) =
(2, l), we may assume h1 /∈ {q, p} and hi ∈ {q, p} for 2 ≤ i ≤ l − 1. Since y ∈
P(1,q−1),(1,p−1)(x, z), there exists a vertex z
′ ∈ P(1,q−1),(1,p−1)(y, x1). In view of Step
2, one has ∂˜(z′, x2) = (2, l), which implies that (x2, x3, . . . , xl = x, y, z
′) is a shortest
path consisting of arcs of types (1, p − 1) and (1, q − 1). Hence, there also exists
a shortest path from z to x consisting of arcs of types (1, q − 1) and (1, p − 1), a
contradiction. Then Γ1,p−1Γ1,h0−1 6= {Γ2,l}. Simialrly, Γ1,q−1Γ1,h0−1 6= {Γ2,l}.
Suppose l ≤ 4. Observe Γ21,h0−1∩Γ1,p−1Γp−1,1 6= ∅ and Γ
2
1,h0−1
∩Γ1,q−1Γq−1,1 6= ∅.
By Steps 1, 2 and Lemma 4.2, we have ∂(y, x1) = ∂(y
′, x1) = 2, p−1 ≤ ∂(x1, y
′) < l
and q − 1 ≤ ∂(x1, y) < l. Since p, q > 2, one gets l = 4 and {q, p} = {3, 4}. Since
(q, p) /∈ B ∪ C, from Theorem 3.1 and Lemma 2.2, (1, 3) is pure. Lemma 4.2 (i)
implies 4 ≤ ∂(x1, y
′) or 4 ≤ ∂(x1, y), a contradiction. Thus, l ≥ 5.
Suppose that the path (x1, x2, . . . , xl = x) contains an arc of type (1, p−1) and an
arc of type (1, q−1). Since l > 4 and there exists at most one integer i ∈ {1, 2, . . . , l−
1} such that hi /∈ {q, p}, we may assume hl−2 = q and hl−3 = hl−1 = p. In view of the
minimality of l, one gets ∂˜(xl−3, xl−1) = (2, l), which implies ∂˜(xl−1, z) = ∂˜(x, x1) =
(3, l−1). Since z ∈ P(2,l),(1,h0−1)(x, x1), there exist vertices y
′′ ∈ P(2,l),(1,h0−1)(xl−1, z)
and x′ ∈ P(1,p−1),(1,q−1)(xl−1, y
′′). By P(1,p−1),(1,p−1)(xl−1, y
′) = Γ1,p−1(xl−1), one
has ∂˜(x′, y′) = (1, p − 1). In view of the minimality of l again, we obtain ∂˜(x′, z) =
(2, l). Since y′′ ∈ P(1,q−1),(1,h0−1)(x
′, z), we get Γ2,l ∈ Γ1,q−1Γ1,h0−1. Note that
Γ21,h0−1 ∩ Γ1,q−1Γq−1,1 6= ∅. By Steps 1, 2 and Lemma 4.2, one has Γ1,q−1Γ1,h0−1 =
{Γ2,l}, a contradiction. In view of Lemma 5.3, we may assume h1 /∈ {q, p} and hi = p
for 2 ≤ i ≤ l − 1. By Step 2, there exists x′2 ∈ P(1,h0−1),(1,p−1)(x1, x3). Without loss
of generality, we may assume x2 = x
′
2.
Suppose Γ1,p−1Γ1,h0−1 = {Γ2,p−1}. By Steps 1, 2 and Lemma 4.2, D(p) exists and
p
(1,h0−1)
(1,p−2),(p−2,1) = k1,p−2. Choose a vertex w such that {x = xl, xl−1, . . . , x0 = z} ⊆
Γp−2,1(w). Since Γ1,p−1Γ1,h0−1 = {Γ2,p−1}, from Lemma 2.7, we get p
(2,p−2)
(1,p−1),(1,p−1) =
k1,p−1. By ∂(z, x) ≤ 1+∂(w, x) = p−1, one has l = p−1, contrary to Γ1,p−1Γ1,h0−1 6=
{Γ2,l}. By Steps 1, 2 and Lemma 4.2 again, one has Γ1,p−1Γ1,h0−1 = {Γ2,p} and l > p.
Suppose p
(2,p−2)
(1,p−1),(1,p−1) = 0. Note that (1, p − 1) is mixed. Since l ≥ 5, from
Theorem 3.1 and Lemma 2.3, D(p) exists. Observe Γ21,h0−1 ∩ Γ1,p−1Γp−1,1 6= ∅ and
Γ1,p−1Γ1,h0−1 = {Γ2,p}, contrary to Lemma 4.7. Thus, p
(2,p−2)
(1,p−1),(1,p−1) = k1,p−1.
In view of Lemma 2.4, we get ∂˜(xl−p+1, x) = (p − 1, 1). If l > p + 1, from
P(p−1,1),(1,p−1)(y
′, xl−p+1) = Γp−1,1(xl−p+1), then (xl−p, y
′) ∈ Γ1,p−1, contrary to the
minimality of l. Thus, l = p+ 1
Since Γ1,p−1Γ1,h0−1 = {Γ2,p}, we have ∂˜(x1, x3) = (2, p). Then l−1 = ∂(x3, x1) ≤
1+∂(x3, xl−1)+∂(xl−1, z) and (xl−1, z) ∈ Γ2,p∪Γ3,p. If ∂˜(xl−1, z) = (2, p), then there
exists x′ ∈ P(1,p−1),(1,h0−1)(xl−1, z), which implies x
′ ∈ P(1,p−1),(1,p−1)(xl−1, y
′) =
Γ1,p−1(xl−1), contrary to Corollary 3.3. Thus, (xl−1, z) ∈ Γ3,p.
Observe Γ21,h0−1 ∩ Γ1,p−1Γp−1,1 6= ∅ and Γ1,p−1Γ1,h0−1 = {Γ2,p}. Lemma 2.4
implies Γ21,p−1 = {Γ2,p−2}. By Lemma 4.3, one has Γ
2
1,p−1Γ1,h0−1 = {Γ3,p−1}. Note
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that p − 1 ≤ ∂(x3, x1) − 1 ≤ ∂(x3, z) ≤ l − 1 = p. By Lemma 2.2, we get (z, x3) ∈
Γ3,p. Since x ∈ P(1,p−1),(2,l)(xl−1, z), there exist vertices x
′
1 ∈ P(1,p−1),(2,l)(z, x3) and
x′2 ∈ P(1,q−1),(1,p−1)(x
′
1, x3), contrary to Lemma 5.4.
By the above discussion, we finish the proof of Lemma 5.2 for this case.
5.2 Γ21,q−1 ∩ Γ1,hi−1Γhi−1,1 6= ∅ and Γ
2
1,p−1 ∩ Γ1,hi−1Γhi−1,1 6= ∅ for some i
Without loss of generality, we may assume that Γ21,q−1 ∩ Γ1,h0−1Γh0−1,1 6= ∅ and
Γ21,p−1 ∩ Γ1,h0−1Γh0−1,1 6= ∅. For convenience’s sake, write h instead of h0. Since
q, p > 2, we have h /∈ {q, p}. By Lemma 2.5 (i) and (iii), one gets (q, p) /∈ B.
Suppose Γ1,p−1,Γ1,q−1 /∈ Γ1,h−1Γh−1,1. Pick a vertex x
′ ∈ P(p−1,1),(1,h−1)(y, x1).
Since q, p > 2, from Lemma 4.4, we have Γ1,q−1Γ1,h−1 = Γ1,p−1Γ1,h−1, which im-
plies that there exists z′ ∈ P(1,q−1),(1,h−1)(y, x1). By the minimality of l, one gets
∂(x1, y) ≤ l ≤ ∂(z
′, x′) ≤ 1 + ∂(x1, x
′) = h. If Γ1,q−1Γ1,h−1 = {Γ2,l}, then there
exists y′′ ∈ P(1,q−1),(1,h−1)(x, z), which implies Γi˜ ∈ Γ
2
1,q−1Γ1,h−1 ∩ Γ1,q−1Γ
2
1,h−1
with ∂˜(x, x1) = i˜, contrary to Lemma 2.1. Since ∂(x1, y) < l ≤ h, from Lemma
4.2, we have Γ1,q−1Γ1,h−1 = Γ1,p−1Γ1,h−1 = {Γ2,h−1} and l = h, which imply
p
(1,h−1)
(1,h−2),(h−2,1) = p
(1,q−1)
(1,h−2),(h−2,1) = p
(1,p−1)
(1,h−2),(h−2,1) = k1,h−2. Pick a vertex w such
that x, y, z ∈ Γh−2,1(w). Note that h = ∂(z, x) ≤ 1 + ∂(w, x) = h − 1, a contradic-
tion.
Since Γ1,q−1 or Γ1,p−1 /∈ Γ1,h−1Γh−1,1, we may assume Γ1,p−1 ∈ Γ1,h−1Γh−1,1 and
Γ1,q−1 /∈ Γ1,h−1Γh−1,1. Since p
(1,p−1)
(1,h−1),(h−1,1) = k1,h−1, we have ∂˜(y, x1) = (1, h −
1). By Lemma 4.2, we get Γ1,q−1Γ1,h−1 = {Γ2,h−1} and l = h, or Γ1,q−1Γ1,h−1 =
{Γ2,h} and l = h + 1. If Γ1,q−1Γ1,h−1 = {Γ2,h−1} and l = h, then p
(1,h−1)
(1,h−2),(h−2,1) =
p
(1,q−1)
(1,h−2),(h−2,1) = k1,h−2 and there exists a vertex w
′ such that x, y, z, x1 ∈ Γh−2,1(w
′),
which imply h = ∂(z, x) ≤ 1 + ∂(w′, x) = h− 1, a contradiction.
Note that Γ1,q−1Γ1,h−1 = {Γ2,h}, (x, x1) ∈ Γ2,h and l = h + 1. Since Γ
2
1,q−1 ∩
Γ1,h−1Γh−1,1 6= ∅, there exists a vertex x
′
h ∈ P(q−1,1),(1,h−1)(x, x1). Next, we prove
our result step by step.
Step 1 ∂˜(x′h, z) = (3, h) and Γ3,h ∈ Γ
2
1,q−1Γ1,p−1.
Since h = ∂(z, x) − 1 ≤ ∂(z, x′h) ≤ 1 + ∂(x1, x
′
h), we have ∂(z, x
′
h) = h. It
suffices to show that ∂(x′h, z) = 3. Suppose ∂(x
′
h, z) ≤ 2. If ∂(x
′
h, z) = 2, from
Γ1,q−1Γ1,h−1 = {Γ2,h}, then there exists x
′ ∈ P(1,q−1),(1,h−1)(x
′
h, z), which implies
x′h ∈ P(1,h−1),(1,h−1)(x
′, x1) = Γh−1,1(x1), contrary to q > 2. Then ∂(x
′
h, z) = 1.
Since x1 ∈ P(1,h−1),(h−1,1)(x
′
h, z), from Theorem 3.1, D(h+1) exists. Since (q, p) /∈
C, one has (x′h, z) /∈ Γ1,p−1, and so p 6= h + 1. If p
(2,h)
(1,p−1),(1,h) 6= 0 or p
(2,h)
(1,h),(1,h) 6= 0,
then there exists y′′ ∈ Γh,1(x1) such that (x, y
′′) ∈ Γ1,h ∪ Γ1,p−1, which implies
x, y′′ ∈ Γ1,h−1(y) since p
(1,h)
(1,h−1),(h−1,1) = p
(1,p−1)
(1,h−1),(h−1,1) = k1,h−1, a contradiction.
Hence, p
(2,h)
(1,p−1),(1,h) = p
(2,h)
(1,h),(1,h) = 0. By Lemma 2.7, Γ
2
1,h = {Γ2,h−1}. Pick a vertex
x′1 ∈ Γ1,h(z). Since p
(1,h)
(1,h−1),(h−1,1) = k1,h−1, one has ∂˜(x
′
1, x1) = (1, h − 1). Note
that h − 1 ≤ ∂(x′1, y) ≤ 1 + ∂(x1, x
′
1) = h. Since p 6= h + 1, p
(2,h−1)
(1,h),(1,h) = k1,h
19
and p
(2,h)
(1,p−1),(1,h) = 0, we get ∂(y, x
′
1) = 1. Corollary 3.3 implies (y, x
′
1) ∈ Γ1,h. By
P(1,h),(1,h)(x
′
h, x
′
1) = Γh,1(x
′
1), one has (x
′
h, y) ∈ Γ1,h and p
(1,h)
(1,q−1),(1,q−1) = k1,q−1,
which imply x ∈ P(1,q−1),(1,q−1)(x
′
h, z), a contradiction.
Step 2 (1, h− 1) is pure.
Suppose not. If D(h) exists, from p
(1,h−1)
(1,h−2),(h−2,1) = k1,h−2, then there exists
a vertex w such that x′h, z, x1 ∈ Γh−2,1(w), which implies h + 1 = ∂(z, x) ≤ 2 +
∂(w, x′h) = h, a contradiction. By Theorem 3.1, C(h) exists.
Choose a vertex x′2 ∈ P(1,h−2),(h−1,1)(x
′
h, x1). Since (1, h − 2) is pure, there
exists a circuit (x′2, x
′
3, . . . , x
′
h) consisting of one type of arcs. The minimality of l
implies ∂(y′, x′h−1) = h. If (x
′
h−1, y
′) ∈ Γ1,h, then (1, h) is mixed since ∂(y
′, x′h−1) =
3 + ∂(x′2, x
′
h−1) = h and ∂˜(z, x1) = (1, h − 1), which implies that (1, h − 1) is pure
from Theorem 3.1, a contradiction. Thus, (x′h−1, y
′) ∈ Γ2,h ∪ Γ3,h.
Suppose (x′h−1, y
′) ∈ Γ2,h. Since Γ1,q−1Γ1,h−1 = {Γ2,h}, there exists a ver-
tex x′′h ∈ P(1,h−1),(1,q−1)(x
′
h−1, y
′). Pick a vertex x′ ∈ P(1,p−1),(1,q−1)(x
′
h, y
′). By
p
(1,h−2)
(1,h−1),(1,h−1) = p
(1,p−1)
(1,h−1),(h−1,1) = k1,h−1, one has ∂˜(x
′′
h, x
′
h) = ∂˜(x
′′
h, x
′) = (1, h − 1).
In view of y′ ∈ P(1,q−1),(q−1,1)(x
′, x′′h), we get p
(1,h−1)
(1,q−1),(q−1,1) = k1,q−1, which implies
y′ ∈ P(q−1,1),(1,q−1)(z, x1), contrary to the minimality of l.
Suppose (x′h−1, y
′) ∈ Γ3,h. By Step 1, there exists a path (x
′
h, y1, y2, z) such
that (x′h, y1) ∈ Γ1,h−2, (y1, y2) ∈ Γ1,q−1 and (y2, z) ∈ Γ1,p−1. Since p
(1,h−2)
(1,h−1),(1,h−1) =
k1,h−1, we have x1 ∈ P(1,h−1),(1,h−1)(x
′
h, y1). Then (y1, y2, z, x1) is a circuit consisting
of arcs of types (1, q − 1), (1, p − 1) and (1, h− 1), contrary to 2 /∈ {q, p, h}.
Step 3 Γ3,h+1 ∈ Γ
2
1,p−1Γ1,q−1.
Pick a path (y1, y2, y3, y4, y5) such that (y1, y2) ∈ Γ1,h−1, (y2, y3), (y3, y4) ∈ Γ1,p−1
and (y4, y5) ∈ Γ1,q−1. Since p
(1,p−1)
(1,h−1),(h−1,1) = k1,h−1, we have y3, y4 ∈ Γ1,h−1(y1). The
fact Γ1,q−1Γ1,h−1 = {Γ2,h} implies ∂˜(y1, y5) = (2, h). By the minimality of l, one
gets h ≤ ∂(y5, y2) ≤ h + 1. Since ∂˜(y1, y2) = (1, h − 1), from Lemma 4.1, we have
∂˜(y2, y5) 6= (1, h+ 1). Lemma 2.1 and Step 1 imply (y2, y5) ∈ Γ1,h ∪ Γ2,h ∪ Γ2,h+1 ∪
Γ3,h+1. It suffices to show that (y2, y5) ∈ Γ3,h+1.
Case 1. (y2, y5) ∈ Γ1,h.
Since (y1, y5) ∈ Γ2,h, we have p
(1,h)
(1,h−1),(h−1,1)
= 0, which implies that D(h+1) does
not exist. By Lemma 2.5 (i), C(h+1) does not exist. In view of Theorem 3.1, (1, h) is
pure. Since p
(1,p−1)
(1,h−1),(h−1,1) = k1,h−1 and (q, p) /∈ C, we have (y2, y5) /∈ Γ1,p−1∪Γ1,q−1,
and so h+ 1 /∈ {q, p}.
Pick a vertex y′1 ∈ Γh,1(y2). By Lemma 2.4, we have Γ
2
1,h = {Γ2,h−1} and
∂(y5, y
′
1) = h− 1 = l − 2. Since p
(1,q−1)
(1,p−1),(p−1,1) = p
(1,p−1)
(1,q−1),(q−1,1) = 0, from Corollary
3.3 and the minimality of l, we get (y3, y5) ∈ Γ2,h+1. If Γ
2
1,h ∩Γ1,q−1Γq−1,1 6= ∅, then
y4 ∈ P(q−1,1),(1,q−1)(y
′
1, y5), which implies that (y2, y3, y4, y
′
1) is a circuit, contrary
to 2 /∈ {h + 1, q, p}. Since (q, h + 1) ∈ C from the assumption, we obtain Γ21,q−1 ∩
Γ1,hΓh,1 6= ∅. Since p
(1,h)
(1,h−1),(h−1,1) = 0, one has (y2, y4) /∈ Γ1,h, and so p
(1,q−1)
(1,h),(h,1) = 0.
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Lemma 4.2 (i) implies Γ1,q−1Γ1,h = {Γ2,h+1}. It follows that there exists y
′
4 ∈
P(1,q−1),(1,h)(y3, y5). Similarly, ∂˜(y2, y
′
4) = (2, h + 1). Since y5 ∈ P(1,h),(h,1)(y2, y
′
4),
one obtains p
(2,h+1)
(1,h),(h,1) = k1,h. Then y2 ∈ P(h,1),(1,h)(y3, y5), contrary to h+ 1 6= p.
Case 2. (y2, y5) ∈ Γ2,h ∪ Γ2,h+1.
By Γ1,q−1Γ1,h−1 = {Γ2,h} and p
(2,h+1)
(1,p−1),(1,q−1) 6= 0, there exists y
′′
4 ∈ Γq−1,1(y5)
such that (y2, y
′′
4 ) ∈ Γ1,h−1 ∪ Γ1,p−1. Since P(1,h−1),(1,h−1)(y1, y
′′
4) = Γ1,h−1(y1) or
P(1,p−1),(1,p−1)(y2, y4) = Γ1,p−1(y2), we get (y4, y
′′
4 ) ∈ Γ1,h−1 ∪ Γp−1,1, which implies
p
(1,h−1)
(1,q−1),(q−1,1) = k1,q−1 or p
(1,p−1)
(1,q−1),(q−1,1) = k1,q−1. By y4 ∈ P(1,h−1),(1,q−1)(y1, y5) or
Lemma 2.2, one has (y1, y5) ∈ Γ1,q−1 or (q, p) ∈ C, a contradiction.
Step 4 Γ4,h ∈ Γ
2
1,p−1Γ
2
1,q−1.
By Step 3, there exists a path (y1, y2, y3, y4) such that (y1, y2), (y2, y3) ∈ Γ1,p−1,
(y3, y4) ∈ Γ1,q−1 and (y1, y4) ∈ Γ3,h+1. Since Γ
2
1,q−1 ∩ Γ1,h−1Γh−1,1 6= ∅, there
exist vertices y5, y6 such that (y4, y5) ∈ Γ1,q−1 and (y5, y6), (y3, y6) ∈ Γ1,h−1. By
p
(1,p−1)
(1,h−1),(h−1,1) = k1,h−1, we have y1, y2 ∈ Γh−1,1(y6). Since h ≤ ∂(y5, y1) ≤ 1 +
∂(y6, y1) = h, one gets ∂(y5, y1) = h. It suffices to show that ∂(y1, y5) = 4.
Case 1. (y1, y5) ∈ Γ1,h.
Since y6 ∈ P(1,h−1),(h−1,1)(y1, y5), D(h + 1) exists. If p = h + 1, then y5 ∈
P(1,h),(1,h)(y1, y3) = Γ1,h(y1) and (y3, y4, y5) is a circuit, contrary to 2 /∈ {q, p}.
Hence, p 6= h + 1. If p
(2,h)
(1,h),(1,h) 6= 0, from Γ1,q−1Γ1,h−1 = {Γ2,h}, then (y4, y6) ∈
Γ2,h and there exists y
′
5 ∈ P(1,h),(1,h)(y4, y6), which implies y
′
5, y4 ∈ Γ1,h−1(y5) since
p
(1,h)
(1,h−1),(h−1,1) = k1,h−1, a contradiction. By Lemma 2.7, one has p
(2,h−1)
(1,h),(1,h) = k1,h.
Then there exists a vertex y0 ∈ P(h,1),(2,h−1)(y1, y5). Since p
(1,h)
(1,h−1),(h−1,1) = k1,h−1,
we get ∂˜(y0, y6) = (1, h − 1). Note that h− 1 ≤ ∂(y2, y0) ≤ 1 + ∂(y6, y0) = h.
Suppose ∂(y0, y2) = 1. Since p 6= h+1, from Corollary 3.3, we get (y0, y2) ∈ Γ1,h
and p
(1,p−1)
(h,1),(1,h) = k1,h. Then y2, y3 ∈ Γh,1(y5). Since y4 ∈ P(1,q−1),(1,q−1)(y3, y5), we
get p
(1,h)
(1,q−1),(1,q−1) = k1,q−1, and so y4 ∈ P(1,q−1),(1,q−1)(y1, y5), contrary to (q, p) /∈ C.
Suppose ∂(y0, y2) = 2. Since p 6= h+1 and p
(2,h−1)
(1,h),(1,h) = k1,h, we have ∂(y2, y0) =
h. By Γ1,q−1Γ1,h−1 = {Γ2,h}, there exists y
′
1 ∈ P(1,q−1),(1,h−1)(y0, y2). In view of
p
(1,p−1)
(1,h−1),(h−1,1) = p
(1,h)
(1,h−1),(h−1,1) = k1,h−1, we get y0, y1 ∈ Γ1,h−1(y
′
1), a contradiction.
Case 2. (y1, y5) ∈ Γ2,h.
Since Γ1,q−1Γ1,h−1 = {Γ2,h}, there exists y
′
3 ∈ P(1,q−1),(1,h−1)(y1, y5). The fact
P(1,h−1),(1,h−1)(y
′
3, y6) = Γh−1,1(y6) implies (y
′
3, y1) ∈ Γ1,h−1, a contradiction.
Case 3. (y1, y5) ∈ Γ3,h.
By Step 1, there exists a path (y1, y
′
2, y
′
4, y5) such that ∂˜(y1, y
′
2) = (1, p − 1)
and ∂˜(y′2, y
′
4) = ∂˜(y
′
4, y5) = (1, q − 1). Since P(1,p−1),(1,p−1)(y1, y3) = Γ1,p−1(y1) and
P(1,q−1),(1,q−1)(y3, y5) = Γq−1,1(y5), we have ∂˜(y
′
2, y3) = (1, p − 1) and ∂˜(y3, y
′
4) =
(1, q − 1), contrary to p
(1,p−1)
(1,q−1),(q−1,1) = 0.
Step 5 q = h+ 1, (1, h) is pure and Γ31,p−1 ∩ Γ1,hΓh,1 6= ∅ if Γ4,h+1 /∈ Γ
3
1,p−1Γ1,q−1.
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By Step 3, there exists a path (y3, y4, y5, y6) such that ∂˜(y3, y4) = ∂˜(y4, y5) =
(1, p−1), ∂˜(y5, y6) = (1, q−1) and ∂˜(y3, y6) = (3, h+1). Pick vertices y1, y2 such that
∂˜(y1, y2) = (1, h−1) and ∂˜(y2, y3) = (1, p−1). Since p
(1,p−1)
(1,h−1),(h−1,1) = k1,h−1, we have
y3, y4, y5 ∈ Γ1,h−1(y1). By Γ1,q−1Γ1,h−1 = {Γ2,h}, we have ∂˜(y1, y6) = (2, h). In view
of ∂˜(y3, y6) = (3, h+1), one gets ∂(y6, y2) = h or h+1. Since ∂˜(y1, y2) = (1, h− 1),
from Lemma 4.1, we have (y2, y6) /∈ Γ1,h+1. By Lemma 2.1 and Step 4, we obtain
(y2, y6) ∈ Γ1,h ∪ Γ2,h ∪ Γ3,h ∪ Γ2,h+1 ∪ Γ3,h+1.
Case 1. (y2, y6) ∈ Γ2,h ∪ Γ2,h+1.
Since Γ1,q−1Γ1,h−1 = {Γ2,h} and Γ2,h+1 ∈ Γ1,q−1Γ1,p−1, there exists a ver-
tex y′4 ∈ Γq−1,1(y6) such that (y2, y
′
4) ∈ Γ1,h−1 ∪ Γ1,p−1. By p
(1,p−1)
(1,h−1),(h−1,1) =
k1,h−1 or P(1,p−1),(1,p−1)(y2, y4) = Γ1,p−1(y2), we have y3, y4, y5 ∈ Γh−1,1(y
′
4) or
(y′4, y4) ∈ Γ1,p−1. It follows that y6 ∈ P(1,q−1),(q−1,1)(y5, y
′
4) and p
(1,h−1)
(1,q−1),(q−1,1) =
k1,q−1, or y4 ∈ P(1,p−1),(1,p−1)(y
′
4, y5) and y6 ∈ P(1,q−1),(q−1,1)(y
′
4, y5). Then y6 ∈
P(1,q−1),(q−1,1)(y1, y5) or (q, p) ∈ C, a contradiction.
Case 2. (y2, y6) ∈ Γ3,h ∪ Γ3,h+1.
By Steps 1 and 3, there exists a path (y2, y
′
3, y
′
4, y6) with (y2, y
′
3) ∈ Γ1,p−1 and
(y′4, y6) ∈ Γ1,q−1 and (y
′
3, y
′
4) ∈ Γ1,q−1 ∪ Γ1,p−1. The fact P(1,p−1),(1,p−1)(y2, y4) =
Γ1,p−1(y2) implies ∂˜(y
′
3, y4) = (1, p − 1). Since P(1,q−1),(1,q−1)(y
′
3, y6) = Γq−1,1(y6)
or P(1,p−1),(1,p−1)(y
′
3, y5) = Γ1,p−1(y
′
3), we have ∂˜(y
′
3, y5) = (1, q − 1) or ∂˜(y
′
4, y5) =
(1, p− 1). By p
(1,p−1)
(1,q−1),(q−1,1) = 0, one gets ∂˜(y
′
3, y5) = (1, q − 1) and Γ1,p−1 ∈ Γ
2
1,q−1.
Lemmas 2.4, 2.7 and Lemma 2.5 (ii) imply (q, p) ∈ B, a contradiction.
Case 3. (y2, y6) ∈ Γ1,h.
Since (y1, y6) ∈ Γ2,h, we have p
(1,h)
(1,h−1),(h−1,1) = 0, which implies that D(h+1) does
not exist. In view of Lemma 2.5 (i), C(h+1) does not exist. By Theorem 3.1, (1, h)
is pure. Since Γ21,q−1 ∩ Γ1,h−1Γh−1,1 6= ∅, there exists y7 ∈ P(1,h−1),(q−1,1)(y1, y6).
Suppose q 6= h+1. Since p
(1,h)
(1,h−1),(h−1,1) = p
(1,q−1)
(1,h−1),(h−1,1) = 0, we have (y2, y7) /∈
Γ1,h ∪ Γ1,q−1, which implies ∂(y2, y7) = 2 from Corollary 3.3. The fact that (1, h) is
pure implies p
(2,h−1)
(1,h),(1,h) = k1,h. Since ∂(y7, y2) ≤ 1+∂(y7, y1) = h, one gets (y2, y7) ∈
Γ2,h. In view of y1 ∈ P(h−1,1),(1,h−1)(y2, y7), we obtain p
(2,h)
(h−1,1),(1,h−1) = k1,h−1, which
implies y5 ∈ P(1,h−1),(h−1,1)(y1, y6), contrary to h 6= q. Thus, the desired result holds.
Step 6 Γi,h−1 ∈ Γ2,lΓ
2
1,q−1 for some i ∈ {1, 2, 3, 4}.
Pick a path (y1, y2, y3, y4) such that (y1, y2) ∈ Γ1,h−1, (y2, y3) ∈ Γ1,p−1 and
(y3, y4) ∈ Γ1,q−1 with (y2, y4) ∈ Γ2,l. Since p
(1,p−1)
(1,h−1),(h−1,1) = k1,h−1, we have
∂˜(y1, y3) = (1, h − 1). By Γ
2
1,q−1 ∩ Γ1,h−1Γh−1,1 6= ∅, there exists a vertex y5 ∈
P(1,h−1),(q−1,1)(y1, y4). Choose a vertex y6 ∈ Γ1,q−1(x5). It suffices to show that
∂(y6, y2) = h−1. Suppose not. In view of Γ1,q−1Γ1,h−1 = {Γ2,h}, one gets ∂˜(y1, y6) =
(2, h). Since l = h + 1, from the minimality of l, we obtain h ≤ ∂(y6, y2) ≤ 1 +
∂(y6, y1) = h+1. Since (y1, y2) ∈ Γ1,h−1, from Lemma 4.1, one has (y2, y6) /∈ Γ1,h+1.
By Lemma 2.1 and Step 4, we get (y2, y6) ∈ Γ1,h∪Γ2,h∪Γ3,h∪Γ2,h+1∪Γ3,h+1∪Γ4,h+1.
Case 1. (y2, y6) ∈ Γ1,h.
Since ∂˜(y1, y6) = (2, h), from Lemma 2.5 (i) and Theorem 3.1, (1, h) is pure.
Since Γ1,q−1Γ1,h−1 = {Γ2,h}, one gets ∂˜(y1, y4) = (2, h), which implies that there
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exists y′3 ∈ P(1,h−1),(1,h)(y1, y4). If q = h+1, from P(1,h),(1,h)(y4, y6) = Γh,1(y6), then
y2 ∈ P(1,h),(1,h)(y4, y6), and so (y2, y3, y4) is a circuit, contrary to 2 /∈ {q, p}. Hence,
q 6= h+ 1. Since h− 1 ≤ ∂(y5, y
′
3) ≤ 1 + ∂(y5, y1) = h and (1, h) is pure, we obtain
∂˜(y′3, y5) = (2, h), which implies that there exists y
′
4 ∈ P(1,h−1),(1,q−1)(y
′
3, y5). By
P(1,h−1),(1,h−1)(y1, y
′
4) = Γ1,h−1(y1), we get ∂˜(y5, y
′
4) = (1, h − 1), contrary to q > 2.
Case 2. (y2, y6) ∈ Γ2,h ∪ Γ2,h+1.
Since Γ1,q−1Γ1,h−1 = {Γ2,h} and Γ2,h+1 ∈ Γ1,q−1Γ1,p−1, there exists a vertex
y′4 ∈ Γq−1,1(y6) such that (y2, y
′
4) ∈ Γ1,h−1 ∪ Γ1,p−1. By P(1,q−1),(1,q−1)(y4, y6) =
Γq−1,1(y6), we have ∂˜(y4, y
′
4) = (1, q − 1). Note that ∂(y4, y2) ≤ 1 + ∂(y
′
4, y2) =
h, or y4 ∈ P(1,q−1),(1,q−1)(y3, y
′
4) and y2 ∈ P(p−1,1),(1,p−1)(y3, y
′
4), contrary to the
minimality of l or (q, p) /∈ C.
Case 3. (y2, y6) ∈ Γ3,h ∪ Γ3,h+1.
By Steps 1 and 3, there exists a path (y2, y
′
3, y
′
4, y6) such that (y2, y
′
3) ∈ Γ1,p−1,
(y′4, y6) ∈ Γ1,q−1 and (y
′
3, y
′
4) ∈ Γ1,q−1 ∪ Γ1,p−1. It follows that y
′
4 ∈ Γq−1,1(y6) =
P(1,q−1),(1,q−1)(y4, y6). Since P(1,q−1),(1,q−1)(y3, y
′
4) = Γq−1,1(y
′
4) and p
(1,q−1)
(1,p−1),(p−1,1) =
0, we get (y′3, y
′
4) ∈ Γ1,p−1. By P(1,p−1),(1,p−1)(y2, y
′
4) = Γ1,p−1(y2), we get (y3, y
′
4) ∈
Γ1,p−1. Then Γ1,p−1 ∈ Γ
2
1,q−1. In view of Lemmas 2.4, 2.7 and Lemma 2.5 (ii),
p = q − 1 and C(q) exists, contrary to (q, p) /∈ B.
Case 4. (y2, y6) ∈ Γ4,h+1.
Suppose Γ4,h+1 /∈ Γ
3
1,p−1Γ1,q−1. By Step 5, q = h + 1, Γ
3
1,p−1 ∩ Γ1,hΓh,1 6= ∅
and (1, h) is pure. Pick a path (y′0, y
′
1, y2) consisting of arcs of type (1, p − 1) such
that ∂˜(y′0, y4) = (1, h). By Lemma 2.4, one gets ∂˜(y
′
0, y6) = (3, h − 2). Note that
h+1 = ∂(y6, y2) ≤ 2+ ∂(y6, y
′
0) = h, a contradiction. Hence, Γ4,h+1 ∈ Γ
3
1,p−1Γ1,q−1.
Let (y2, y
′
3, y
′
4, y
′
5, y6) be a path such that (y2, y
′
3), (y
′
3, y
′
4), (y
′
4, y
′
5) ∈ Γ1,p−1 and
(y′5, y6) ∈ Γ1,q−1. By P(1,p−1),(1,p−1)(y2, y
′
4) = Γ1,p−1(y2) and P(1,q−1),(1,q−1)(y4, y6) =
Γq−1,1(y6), we have (y3, y
′
4) ∈ Γ1,p−1 and (y4, y
′
5) ∈ Γ1,q−1. Hence, Γ
2
1,p−1∩Γ
2
1,q−1 6= ∅.
Since q, p > 2, from Lemma 2.4, (1, q − 1) is mixed and (1, p − 1) is mixed.
If C(q) exists, then there exists y′′5 ∈ P(1,q−1),(1,q−1)(y4, y6) = Γ1,q−1(y4) such that
(y3, y
′′
5) ∈ Γ1,q−2, contrary to ∂(y2, y6) = 4. Hence, C(q) does not exist. Similarly,
C(p) does not exist. By Theorem 3.1, D(q) and D(p) exist. By Lemma 2.7, q = p−1
and p
(1,p−1)
(1,q−1),(q−1,1) = k1,q−1, or p = q − 1 and p
(1,q−1)
(1,p−1),(p−1,1) = k1,p−1. Lemma 2.2
implies (q, p) ∈ C, a contradiction.
In the following, we reach a contradiction based on the above discussion.
By Step 6, there exist distinct vertices x′1, x
′
2 such that ∂˜(z, x
′
1) = ∂˜(x
′
1, x
′
2) =
(1, q − 1) and ∂(x′2, x) = h − 1. Since (q, p) /∈ B, from Lemma 5.4, there exists a
vertex x′′h ∈ Γr−1,1(x) such that ∂(x
′
2, x
′′
h) = h− 2 with r /∈ {q, p}.
If Γ21,r−1 ∩ Γ1,q−1Γq−1,1 = ∅ or Γ
2
1,r−1 ∩ Γ1,p−1Γp−1,1 = ∅, then r > 2 and
Γ21,q−1 ∩ Γ1,r−1Γr−1,1 6= ∅ and Γ
2
1,p−1 ∩ Γ1,r−1Γr−1,1 6= ∅ from Lemma 4.8, which im-
ply that there exist vertices x′ ∈ P(1,p−1),(1,r−1)(x
′′
h, y
′) and x′′1 ∈ P(1,q−1),(1,q−1)(z, x
′
2)
such that ∂˜(x′, x′′1) = (1, r − 1), contrary to the minimality of l. Hence, Γ
2
1,r−1 ∩
Γ1,q−1Γq−1,1 6= ∅ and Γ
2
1,r−1 ∩ Γ1,p−1Γp−1,1 6= ∅. By the minimality of l again, we
have Γ1,r−1 /∈ Γ1,p−1Γp−1,1 ∪ Γ1,q−1Γq−1,1. Note that (x
′′
h, z) ∈ Γ1,h ∪ Γ2,h ∪ Γ3,h.
Case 1. (x′′h, z) ∈ Γ1,h.
Suppose q 6= h + 1. Since ∂(x′1, x
′′
h) = h − 1 and q 6= h, from Theorem 3.1
23
and Lemma 2.5 (iii), D(h + 1) exists. By Corollary 3.3, one gets ∂(x′′h, x
′
1) = 2
and p
(2,h−1)
(1,h),(1,h) = 0. Lemma 2.7 implies Γ
2
1,h = {Γ2,h}. Since ∂˜(x, x1) = (2, h),
there exists a vertex z′′ ∈ P(1,h),(1,h)(x, x1). By p
(1,h)
(1,h−1),(h−1,1) = k1,h−1, one has
z′′, x ∈ Γ1,h−1(y), contrary to q > 2.
Suppose q = h + 1. Observe Γ1,h /∈ Γ1,h−1Γh−1,1 and Γ1,hΓ1,h−1 = {Γ2,h}. By
Theorem 3.1 and Lemma 2.5 (i), (1, h) is pure. Since Γ21,r−1 ∩ Γ1,hΓh,1 6= ∅ and
Γ1,r−1 /∈ Γ1,hΓh,1, from Lemma 4.2 (i), one has (x
′′
h, y) ∈ Γ2,h+1. By p
(2,h+1)
(1,q−1),(1,p−1) 6=
0, there exists x′′ ∈ P(1,q−1),(1,p−1)(x
′′
h, y), contrary to (q, p) /∈ C.
Case 2. (x′′h, z) ∈ Γ2,h.
By Γ1,q−1Γ1,h−1 = {Γ2,h}, there exists a vertex y
′′ ∈ P(1,q−1),(1,h−1)(x
′′
h, z). Since
p
(1,p−1)
(1,h−1),(h−1,1) = k1,h−1, we get ∂˜(y
′′, y) = (1, h − 1) and ∂˜(x′′h, y) = (2, h). Since
(r, q) /∈ B from the assumption, (r, q) /∈ (2, 3) or (1, 2) is pure by Theorem 3.1. Ob-
serve Γ21,r−1∩Γ1,q−1Γq−1,1 6= ∅ and Γ1,r−1 /∈ Γ1,q−1Γq−1,1. Since q 6= h, from Lemma
4.2, ∂(y, x′′h) = q − 1 = h and D(h + 1) exists, contrary to Γ1,q−1 /∈ Γ1,h−1Γh−1,1.
Case 3. (x′′h, z) ∈ Γ3,h.
By Step 1, there exists a path (x′′h, x
′′, y′′, z) such that (x′′h, x
′′) ∈ Γ1,p−1 and
(x′′, y′′), (y′′, z) ∈ Γ1,q−1. Since P(1,q−1),(1,q−1)(x
′′, z) = Γq−1,1(z), we have ∂˜(x
′′, y′) =
(1, q − 1). Since p
(1,p−1)
(1,q−1),(q−1,1)
= p
(1,q−1)
(1,p−1),(p−1,1)
= 0, from Corollary 3.3 and the
minimality of l, one has ∂˜(x′′h, y
′) = (2, h + 1). Since x ∈ P(1,r−1),(1,p−1)(x
′′
h, y
′),
there exists y1 ∈ P(1,r−1),(1,p−1)(x, z). Similarly, ∂˜(y1, x
′
1) = (2, h + 1) and there
exists y2 ∈ P(1,r−1),(1,p−1)(y1, x
′
1). By Γ
2
1,r−1 ∩ Γ1,p−1Γp−1,1 6= ∅, there exists y3 ∈
P(1,r−1),(1,r−1)(x
′′
h, y1) with ∂˜(y3, x
′
1) = (1, p − 1), contrary to the minimality of l.
We finish the proof of Lemma 5.1 for this case.
6 Proof of Theorem 1.1
Before proceeding with the details of the proof, we first give an outline of it. In
Section 6.1, we prove the following result.
Proposition 6.1 Let p be an integer such that Γ21,s−1 ∩ Γ1,p−1Γp−1,1 6= ∅ for all
s ∈ T \ I, where I = {s | (s, p) ∈ B or s = p}.
(i) One of the following holds:
C1) p = q, I = {q} and (1, q − 1) is pure;
C2) p = q − 1, I = {q − 1} and C(q) does not exist;
C3) p ∈ {q − 1, q}, I = {q − 1, q} and C(q) exists.
(ii) The following hold:
(a) If (1, p − 1) is pure, then Γi1,p−1 ∩ FT\I = ∅ for 1 ≤ i ≤ p− 1.
(b) If (1, p − 1) is mixed, then Γi1,p−1 ∩ FT\I = ∅ for 1 ≤ i ≤ 2p − 3.
According to separate assumptions based on Proposition 6.1 (i), by using Propo-
sition 6.1 (ii), we show that ∆T\I is a thick weakly distance-regular subdigraph in
Section 6.2, and determine the corresponding quotient digraph in Section 6.3.
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6.1 Proof of Proposition 6.1
In order to prove Proposition 6.1, we need three lemmas.
Lemma 6.2 Let Γ21,hi−1 ∩ Γ1,s−1Γs−1,1 6= ∅ and Γ1,hi−1 /∈ Γ1,s−1Γs−1,1 with hi 6= s
for i = 1, 2. Suppose that (2, 3) /∈ {(h1, s), (h2, s)} or (1, 2) is pure. Then the
following hold:
(i) If h1 6= h2, then Γ1,h1−1Γ1,h2−1 ⊆ Γ1,s−1Γs−1,1.
(ii) If Γ21,hi−1  Γ1,s−1Γs−1,1 for some i ∈ {1, 2}, then h1 = h2.
Proof. Pick a path (x, y, z, w) such that (x, y), (y, z) ∈ Γ1,h1−1 and (z, w) ∈ Γ1,s−1.
By Lemma 4.4, there exists a vertex z′ ∈ P(1,h2−1),(1,s−1)(y,w).
(i) Since Γ21,h1−1∩Γ1,s−1Γs−1,1 6= ∅, we may assume (x,w) ∈ Γ1,s−1. By Theorem
5.1, if (h1, h2) ∈ B, from Lemma 2.5 (i), then |Γ1,h1−1Γ1,h2−1| = 1; if (h1, h2) ∈ C\B,
from Lemma 4.2, then |Γ1,h1−1Γ1,h2−1| = 1. Since w ∈ P(1,s−1),(s−1,1)(x, z
′) and
y ∈ P(1,h1−1),(1,h2−1)(x, z
′), the desired result follows.
(ii) Since Γ21,hi−1  Γ1,s−1Γs−1,1 for some i, we may assume (x,w) /∈ Γ1,s−1. If
h1 6= h2, from (i), then w ∈ P(1,s−1),(s−1,1)(x, z
′) = Γ1,s−1(z
′), a contradiction. ✷
Lemma 6.3 Let s < h. Suppose Γ21,h−1 ∩ Γ1,s−1Γs−1,1 6= ∅. Then s = h − 1 and
(1, h − 2) is pure. Moreover, if Γ1,h−1 /∈ Γ1,s−1Γs−1,1, then h+ 1 /∈ T .
Proof. If Γ1,h−1 ∈ Γ1,s−1Γs−1,1, then h− 1 ≤ s < h, and so s = h− 1, which imply
that (1, h − 1) is mixed and (1, h − 2) is pure from Theorem 3.1. Now we consider
the case that Γ1,h−1 /∈ Γ1,s−1Γs−1,1.
Let x, y, z, w be vertices with (x, y), (y, z) ∈ Γ1,h−1 and (z, w), (x,w) ∈ Γ1,s−1.
Lemma 4.2 implies ∂(y,w) = 2. Since h − 2 ≤ ∂(w, y) ≤ 1 + ∂(w, x) = s, from
Lemma 4.1, we get s = h− 1.
Suppose that (1, h − 2) is mixed. In view of Theorem 3.1, (1, h − 1) is pure.
If p
(1,h−2)
(1,h−3),(h−3,1) = k1,h−3 or Γ
2
1,h−2 = {Γ1,h−3}, then there exists a vertex w
′ ∈
P(1,h−3),(h−3,1)(x,w)∪P(1,h−3),(h−2,1)(x,w) such that (z, w
′) ∈ Γ1,h−3, which implies
∂(z, x) = 1+∂(w′, x) = h−2, contrary to the fact that (1, h−1) is pure. By Theorem
3.1 and Lemma 2.5 (ii), we have p
(2,h−2)
(1,h−2),(1,h−2) = k1,h−2. Since (1, h − 1) is pure,
from Lemma 2.4, one gets (x, z) ∈ Γ2,h−2, which implies w ∈ P(1,h−2),(1,h−2)(x, z)
and h = 3, contrary to the fact that (1, q − 2) is mixed. Thus, (1, h − 2) is pure.
Suppose h+1 ∈ T . In view of Lemma 4.2 (i), we obtain Γ1,h−1Γ1,h−2 = {Γ2,h−1}
and ∂˜(y,w) = (2, h − 1). It follows that (1, h) is mixed. If C(h + 1) exists, from
Lemma 2.5 (i), then there exists a vertex z′ ∈ P(1,h),(1,h−1)(y,w), which implies
∂˜(z′, z) = (1, h) since p
(1,h−1)
(1,h),(1,h)
= k1,h, contrary to Corollary 3.3. By Theorem
3.1, D(h + 1) exists. Pick a vertex x′ ∈ Γ1,h(x). The fact p
(1,h)
(1,h−1),(h−1,1) = k1,h−1
implies that (x′, y) ∈ Γ1,h−1. Since (1, h − 1) is pure, from Lemma 2.4, one has
Γ21,h−1 = {Γ2,h−2}. By Γ
2
1,h−1 ∩Γ1,h−2Γh−2,1 6= ∅, we get x
′ ∈ Γh−2,1(w), contrary to
h = ∂(x′, x) ≤ 1 + ∂(w, x) = h− 1. Thus, h+ 1 /∈ T . ✷
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Lemma 6.4 Let Γ21,h−1 ∩ Γ1,s−1Γs−1,1 6= ∅ and Γ
2
1,h−1  Γ1,s−1Γs−1,1 with h 6= s.
Suppose that (h, s) 6= (2, 3) or (1, 2) is pure. Then one of the following holds:
(i) C(h) exists and Γ21,h−1 \ Γ1,s−1Γs−1,1 = {Γ2,h−1};
(ii) h = 2 and Γ21,1 \ Γ1,s−1Γs−1,1 = {Γ2,2}.
Proof. In view of Lemmas 2.4, 2.7 and Lemma 2.5 (ii), C(h) exists and Γ21,h−1 =
{Γ1,h−2,Γ2,h−1}, or h = 2 and Γ
2
1,1 ⊆ {Γ0,0,Γ1,2,Γ2,1,Γ2,2}. Suppose that (i) does
not hold. By Lemma 4.5, one has h = 2 and Γ21,1 ⊆ {Γ0,0,Γ1,2,Γ2,1,Γ2,2}. It suffices
to show that Γ1,2 ∈ Γ1,s−1Γs−1,1 when Γ1,2 ∈ Γ
2
1,1.
Suppose Γ1,2 /∈ Γ1,s−1Γs−1,1 and Γ1,2 ∈ Γ
2
1,1. Note that (1, 2) is mixed and
s > 3. By Theorem 5.1 and Lemma 6.3, we have Γ21,2 ∩ Γ1,s−1Γs−1,1 6= ∅. Lemma
2.2 implies p
(1,1)
(1,s−1),(s−1,1) = 0. By Lemma 4.4, we have Γ1,2Γ1,s−1 = Γ1,1Γ1,s−1.
Let x, y, y′, z be vertices such that y ∈ P(1,2),(1,s−1)(x, z) and y
′ ∈ P(1,1),(1,s−1)(x, z).
Since p
(1,2)
(1,1),(1,1) = k1,1, one gets (y, y
′) ∈ Γ1,1, contrary to p
(1,1)
(1,s−1),(s−1,1) = 0. ✷
Now we are ready to give a proof of Proposition 6.1.
Proof of Proposition 6.1. (i) Suppose that C1 does not hold. By Theorem
3.1, (1, q − 1) is pure or one of the configurations C(q) and D(q) exists. In view
of Theorems 3.1, 5.1 and Lemma 6.3, if (1, q − 1) is pure or D(q) exists, then
Γ21,q−1 ∩ Γ1,q−2Γq−2,1 6= ∅ and Γ
2
1,t−1 ∩ Γ1,q−1Γq−1,1 6= ∅ for all t ∈ T \ {q − 1, q},
which imply that C2 holds by Lemma 4.8; if C(q) exists, then C3 holds.
(ii) Let m = 1 if (1, p − 1) is pure, and m = 2 otherwise. If (1, p − 1) is mixed,
from (i) and Lemma 6.3, then C3 holds and p = q. Assume for the contrary,
namely, Γi1,p−1 ∩ FT\I 6= ∅ for some i ∈ {1, 2, . . . ,mp − 2m + 1}. Let l be the
minimum integer such that there exists a path from x0 to xl of length l in the
subdigraph ∆T\I with (x0, xl) ∈ Γj˜ for some Γj˜ ∈ Γ
i
1,p−1. Without loss of generality,
we may assume that (x0 = y0, y1, . . . , yi = xl) is a path consisting of arcs of type
(1, p − 1) and (x0, x1, . . . , xl) is a path with hj ∈ T \ I for all 0 ≤ j ≤ l − 1, where
∂(xj+1, xj) + 1 = hj.
By the minimality of l, we have (x1, y1) /∈ Γ1,p−1. Then p
(1,h0−1)
(1,p−1),(p−1,1) = 0. Sim-
ilarly, p
(1,hj−1)
(1,p−1),(p−1,1) = 0 for all 0 ≤ j ≤ l− 1. Suppose that the path (x0, x1, . . . , xl)
contains at least two types of arcs. Without loss of generality, we may assume h0 6=
h1. Note that (1, p− 1) is pure or p− 1 /∈ {h1, h2}. Since Γ
2
1,hj−1
∩ Γ1,p−1Γp−1,1 6= ∅
for j = 0, 1, we get Γ1,h0−1Γ1,h1−1 ⊆ Γ1,p−1Γp−1,1 from Lemma 6.2 (i). It follows
that y1 ∈ P(1,p−1),(p−1,1)(x0, x2), contrary to the minimality of l. Then the path
(x0, x1, . . . , xl) consists of arcs of one type.
If l ≥ 3, then there exists x′2 ∈ P(1,h0−1),(1,h0−1)(x1, x3) such that (x
′
2, y1) ∈ Γ1,p−1
since Γ21,h0−1 ∩ Γ1,p−1Γp−1,1 6= ∅, contrary to the minimality of l. Since (1, p − 1) is
pure or C(p) exists, from Lemmas 2.4, 2.6 and Lemma 2.5 (ii), one gets l = 2.
If i = 1, then Γ21,h0−1  Γ1,p−1Γp−1,1, and so ∂(x0, y1) = 2 from Lemma 6.4, a
contradiction. Hence, i > 1. If (1, p − 1) is pure, from Lemma 2.4, then (x0, x2) ∈
Γ2,p−2 and p
(2,p−2)
(1,h0−1),(1,h0−1)
6= 0, a contradiction. Then C3 holds and p = q. By
Lemma 2.5 (i),(ii) and Lemma 2.6, we have (x0, x2) ∈ Γ1,q−1∪Γ1,q−2∪Γ2,q−2∪Γ2,q−3.
Since h0 /∈ {q, q−1}, from Lemmas 2.4, 2.7 and Lemma 2.5 (ii), we have ∂(x0, x2) 6=
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1. Since (1, q − 2) is pure, from Lemma 2.4, one gets p
(2,q−3)
(1,h0−1),(1,h0−1)
= 0, which
implies (x0, x2) ∈ Γ2,q−2. By Lemma 2.5 (i), there exists y
′
1 ∈ P(1,q−1),(1,q−2)(x0, x2).
It follows that Γ21,h0−1  Γ1,q−1Γq−1,1. Since h0 6= q − 1, from Lemma 6.4, we have
∂˜(x0, x2) = (2, q − 2) = (2, 2) and h0 = 2. Note that (x0, y
′
1, x2, x1) is a circuit
consisting of arcs of types (1, 1), (1, 2) and (1, 3), contrary to Lemma 2.5 (iii). ✷
6.2 Subdigraphs
In this subsection, we discuss the subdigraph∆T/I under separate assumptions based
on Proposition 6.1 (i). Before proceeding it, we need three auxiliary lemmas.
Lemma 6.5 Let J be a nonempty subset of T and s an integer in J with Γ21,i−1 ∩
Γ1,s−1Γs−1,1 6= ∅ for all i ∈ J \ {s}. Suppose that P is a shortest path of length l
between distinct vertices in the subdigraph ∆J . If P contains an arc of type (1, s−1)
and an arc of type (1, h − 1) for some h ∈ J \ {s}, then p
(1,h−1)
(1,s−1),(s−1,1) = 0, and P
contains i arcs of type (1, h − 1) and l − i arcs of type (1, s − 1), where i = 1 or 2.
Proof.Without loss of generality, we may assume P = (x0, x1, . . . , xl) with (x0, x1) ∈
Γ1,s−1 and (x1, x2) ∈ Γ1,h−1. By the minimality of l, we have (x0, x2) /∈ Γ1,s−1. It
follows that the first statement is valid.
Suppose (xi, xi+1) ∈ Γ1,r−1 with r /∈ {s, h} for some 2 ≤ i ≤ l−1. Without loss of
generality, we may assume i = 2. Similarly, p
(1,r−1)
(1,s−1),(s−1,1) = p
(1,h−1)
(1,s−1),(s−1,1) = 0. Ob-
serve Γ21,h−1∩Γ1,s−1Γs−1,1 6= ∅ and Γ
2
1,r−1∩Γ1,s−1Γs−1,1 6= ∅. By Lemma 6.3, (2, 3) /∈
{(h, s), (r, s)} or (1, 2) is pure. Lemma 6.2 (i) implies x0 ∈ P(s−1,1),(1,s−1)(x1, x3) =
Γs−1,1(x1), a contradiction. Thus, (xi, xi+1) ∈ Γ1,h−1 ∪ Γ1,s−1 for 2 ≤ i ≤ l − 1.
Suppose that the path P contains at least three arcs of type (1, h − 1). With-
out loss of generality, we may assume (x2, x3), (x3, x4) ∈ Γ1,h−1. Since Γ
2
1,h−1 ∩
Γ1,s−1Γs−1,1 6= ∅, there exists x
′
3 ∈ P(1,h−1),(1,h−1)(x2, x4) = Γ1,h−1(x2) such that
(x0, x
′
3) ∈ Γ1,s−1, a contradiction. This proves the second statement of this lemma.✷
Lemma 6.6 Let (1, s − 1) be pure such that Γ21,h−1 ∩ Γ1,s−1Γs−1,1 6= ∅ for any
h ∈ T \ {s, s + 1}. If ∂∆T\{s,s+1}(x, y) > s, then (1, s − 2) is pure and Γ∂˜Γ(x,y) ∈
Γ1,s−2Γs−2,1Γ
2
1,h−1 for some h ∈ T \ {s, s + 1} with Γ
2
1,h−1 ∩ Γ1,p−2Γp−2,1 6= ∅.
Proof. In the subdigraph ∆T\{s,s+1}, choose a shortest path (x = x0, x1, . . . , xl = y).
Let (xi, xi+1) ∈ Γ1,hi−1 for 0 ≤ i ≤ l−1. Lemma 6.3 implies hi < s for 0 ≤ i ≤ l−1.
We claim that (1, hi−1) is mixed or |{j | hj = hi and 0 ≤ j ≤ l−1}| < l− s+hi
for 0 ≤ i ≤ l − 1. Suppose not. Without loss of generality, we may assume that
(1, h0 − 1) is pure and h0 = h1 = · · · = hl−s+h0−1. If h0 = 2, then l − s + 2 ≤ 2
since ph˜(1,1),(1,1) = k1,1 for all Γh˜ ∈ Γ
2
1,1, contrary to l > s; if h0 > 2, from Lemma
2.4, then l = ∂∆T\{s,s+1}(x, y) ≤ s− h0 + ∂∆T\{s,s+1}(x0, xl−s+h0) ≤ s− h0 + h0 = s,
a contradiction. Thus, our claim is valid.
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Suppose h0 = h1 = · · · = hl−1. Since l > s ≥ 3, from Lemma 2.3, C(h0) does
not exist. By the claim and Theorem 3.1, D(h0) exists. Since p
(1,h0−1)
(1,h0−2),(h0−2,1)
=
k1,h0−2, there exists a vertex z ∈ Γ1,h0−2(xi) for all 0 ≤ i ≤ l. Lemma 2.4 implies
∂∆T\{s,s+1}(x, y) ≤ 1 + ∂∆T\{s,s+1}(z, y) = h0 − 1 < s− 1, a contradiction.
Without loss of generality, we may assume that h0 = max{hi | 0 ≤ i ≤
l − 1} and h1 = max{hi | 1 ≤ i ≤ l − 1 and hi 6= h0}. Pick a vertex x
′
1 ∈
P(1,h1−1),(1,h0−1)(x0, x2). By Theorem 5.1, we consider two cases.
Case 1. (h0, h1) ∈ B.
Note that h1 = h0 − 1, C(h0) exists and (1, h0 − 2) is pure. In view of Lemma
2.3, the path (x0, x1, . . . , xl) contains at most two arcs of type (1, h0 − 1). By the
claim, one has |{i | hi = h0−1 and 0 ≤ i ≤ l−1}| < l− s+h0−1 ≤ l−2. It follows
that the path (x0, x1, . . . , xl) contains at least three types of arcs. Without loss of
generality, we may assume h2 = max{ht | 0 ≤ t ≤ l− 1, ht 6= h0, ht 6= h1}. Choose a
vertex x′2 ∈ P(1,h2−1),(1,h0−2)(x1, x3).
By Theorem 5.1 and Lemma 6.3, we have Γ21,h−1 ∩ Γ1,h0−2Γh0−2,1 6= ∅ for all
h ∈ {i ∈ T | i ≤ h2}. In view of Lemma 6.5, we have p
(1,h2−1)
(1,h0−2),(h0−2,1)
= 0, |{i | hi =
h2 and 2 ≤ i ≤ l − 1}| ≤ 2 and ht ∈ {h0, h0 − 1, h2} for all t ∈ {3, 4, . . . , l − 1}.
By Lemma 4.2 (i), one has (x1, x3) ∈ Γ2,h0−1. If Γ2,h0−1 ∈ Γ
2
1,h0−1
, then there
exists x′′2 ∈ P(1,h0−1),(1,h0−1)(x1, x3) = Γ1,h0−1(x1) such that (x0, x
′′
2) ∈ Γ1,h0−2, a
contradiction. In view of Lemma 2.5 (ii), we get Γ21,h0−1 = {Γ1,h0−2}, which implies
hi 6= h0 for 3 ≤ i ≤ l − 1.
Since the path (x0, x1, . . . , xl) contains at most l− 3 arcs of type (1, h0 − 2) and
at most 2 arcs of type (1, h2 − 1), we may assume h3 = h2 and hi = h0 − 1 for
4 ≤ i ≤ l − 1.
Choose a vertex x′3 ∈ P(1,h2−1),(1,h0−2)(x
′
2, x4). Since (1, h0 − 2) is pure, from
Lemma 2.4, one has s+1 ≤ ∂∆T\{s,s+1}(x, y) = 3+∂∆T\{s,s+1}(x
′
3, xl) ≤ h0+2 < s+2.
Hence, l = h0 + 2 = s + 1 and (x4, xl) ∈ Γh0−2,1. Since (x0, x1, x
′
2, x
′
3, x4) is a path
with (x0, x1) ∈ Γ1,h0−1 and (x
′
3, x4) ∈ Γ1,h0−2, there exists a path (x0, y1, y2, y3, x4)
such that (y2, y3) ∈ Γ1,h0−2 and (y3, x4) ∈ Γ1,h0−1. By p
(1,h0−2)
(1,h0−1),(1,h0−1)
= k1,h0−1,
one has (xl, y3), (y2, xl) ∈ Γ1,h0−1. It follows that l ≤ 3, contrary to l > s ≥ 3.
Case 2. (h0, h1) ∈ C \B.
Since ∂∆T\{s,s+1}(x0, x2) = 2, we get p
(1,h1−1)
(1,h0−1),(h0−1,1)
= p
(1,h0−1)
(1,h1−1),(h1−1,1)
= 0.
Suppose Γ21,h0−1∩Γ1,h1−1Γh1−1,1 6= ∅. By Lemma 6.3, h1 = h0−1 and (1, h0−2)
is pure. Theorem 5.1 implies Γ21,hi−1 ∩ Γ1,h0−2Γh0−2,1 6= ∅ for all 0 ≤ i ≤ l − 1 with
hi 6= h0 − 1. By Lemma 6.5, the path (x0, x1, . . . , xl) contains at least l − 2 arcs of
type (1, h0 − 2). Then |{j | hj = h0 − 1 and 0 ≤ j ≤ l− 1}| ≥ l− 2 ≥ l− s+ h0 − 1,
contrary to the claim.
Suppose Γ21,h1−1 ∩ Γ1,h0−1Γh0−1,1 6= ∅. Since h0 > h1, from Theorem 5.1 and
Lemma 6.3, one gets Γ21,hi−1 ∩ Γ1,h0−1Γh0−1,1 6= ∅ for all 0 ≤ i ≤ l− 1 with hi 6= h0.
In view of Lemma 6.5, the path (x0, x1, . . . , xl) consisting of i arcs of type (1, h1−1)
and l − i arcs of type (1, h0 − 1), where i = 1 or 2. Without loss of generality, we
may assume h2 = h3 = · · · = hl−2 = h0.
Since l > s > h0 > h1, l ≥ 5. By Lemma 2.3, C(h0) does not exist. If D(h0)
exists, then there exists a vertex z such that x′1, x2, x3, . . . , xl−1 ∈ Γh0−2,1(z), which
implies l = ∂∆T\{s,s+1}(x, y) = ∂∆T\{s,s+1}(x
′
1, xl−1) + 2 ≤ 3 + ∂∆T\{s,s+1}(z, xl−1) =
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h0 + 1 ≤ s from Lemma 2.4, a contradiction. By Theorem 3.1, (1, h0 − 1) is pure.
In view of Lemma 2.4, we have ∂∆T\{s,s+1}(x
′
1, xl−1) ≤ h0. Since s < l = 2 +
∂∆T\{s,s+1}(x
′
1, xl−1) ≤ h0 + 2 ≤ s+ 1, we get l = h0 + 2 = s+ 1 and hl−1 = h1. By
Lemma 2.4, one has Γ∂˜Γ(x,y) ∈ Γ1,s−2Γs−2,1Γ
2
1,h1−1
with Γ21,h1−1 ∩ Γ1,s−2Γs−2,1 6= ∅.
This completes the proof of this lemma. ✷
Lemma 6.7 Let J ⊆ T . If ∂Γ(x, y) = ∂Γ(x
′, y′) for all x, y, x′, y′ ∈ V∆J with
∂˜∆J (x, y) = ∂˜∆J (x
′, y′), then ∆J is a thick weakly distance-regular digraph.
Proof. If ∂˜Γ(x, y) = ∂˜Γ(x
′, y′) for x, y, x′, y′ ∈ V∆J , from the weakly distance-
regularity of Γ, then ∂˜∆J (x, y) = ∂˜∆J (x
′, y′). By the assumption, we have Γi˜(x) =
{y | ∂˜∆J (x, y) = i˜
′}, where i˜ = ∂˜Γ(x, y) for some y with ∂˜∆J (x, y) = i˜
′. The desired
result follows. ✷
In the following, we divide the proof into two subsubsections according to sepa-
rate assumptions based on Proposition 6.1 (i).
6.2.1 The cases C1 and C3
Proposition 6.8 If C1 or C3 holds, then ∆T\I is a thick weakly distance-regular
digraph.
Proof. Let p be the maximum integer such that (1, p− 1) is pure. If C1 holds, then
p = q; if C3 holds, then p = q − 1. In order to prove this proposition, we only need
to show that ∆T\I is a thick weakly distance-regular digraph. In view of Lemma 6.7,
it suffices to show that ∂Γ(x0, y0) = ∂Γ(x1, y1) when ∂∆T\I (x0, y0) = ∂∆T\I (x0, y1)
for x0, y0, x1, y1 ∈ V∆T\I . Suppose, to the contrary that ∂Γ(x0, y0) < ∂Γ(x1, y1) ≤
∂∆T\I (x0, y0) = ∂∆T\I (x1, y1). It follows that, in Γ, any shortest path from x0 to y0
containing an arc of type (1, p − 1) or (1, p). By Proposition 6.1 (ii) and Lemmas
2.4–2.6, we have p ≤ ∂Γ(x0, y0) < ∂∆T\I (x0, y0).
In view of Lemmas 2.4 and 6.6, ∂∆T\I (x0, y0) = ∂∆T\I (x1, y1) = p+1, ∂Γ(x0, y0) =
p and (1, p − 2) is pure. For each i ∈ {0, 1}, there exist vertices ui, vi, wi such that
(ui, xi), (ui, vi) ∈ Γ1,p−2 and (vi, wi), (wi, yi) ∈ Γ1,hi−1 with Γ
2
1,hi−1
∩Γ1,p−2Γp−2,1 6= ∅
and hi < p − 1. Since (ui, yi) /∈ Γ1,p−2, we get Γ
2
1,hi−1
( Γ1,p−2Γp−2,1 6= ∅, and so
Γ1,hi−1 /∈ Γ1,p−2Γp−2,1 by Lemma 2.2. In view of Lemma 6.3 (ii), one has h0 = h1.
By Lemma 6.4, one gets ∂˜Γ(v0, y0) = ∂˜Γ(v1, y1).
Since ∂Γ(x0, y0) = p, from Proposition 6.1 (ii) and Lemmas 2.4–2.6 again, any
shortest path from x0 to y0 in Γ consisting of arcs of type (1, p − 1), which im-
plies Γ∂˜Γ(x0,y0) ∈ Γ1,p−1Γp−1,1. Choose vertices z0 ∈ P(1,p−1),(p−1,1)(x0, y0), z1 ∈
Γ1,p−1(x1), x
′ ∈ Γp−2,1(u1) and x ∈ Γp−2,1(u0). Note that Γ
2
1,p−2 ∩Γ1,p−1Γp−1,1 6= ∅.
Since (1, p − 2) is pure, from Lemma 2.4, we get p
(2,p−3)
(1,p−1),(p−1,1) = k1,p−1, x, v0 ∈
Γp−1,1(z0) and x
′, v1 ∈ Γp−1,1(z1). Since z0 ∈ P(1,p−1),(p−1,1)(v0, y0) and ∂˜Γ(v0, y0) =
∂˜Γ(v1, y1), we get z1 ∈ P(1,p−1),(p−1,1)(v1, y1), contrary to ∂˜Γ(x0, y0) < ∂˜Γ(x1, y1). ✷
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6.2.2 The case C2
In this subsubsection, we show that ∆T\I is a thick weakly distance-regular digraph.
By Lemma 6.3, (1, q − 2) is pure. In view of Theorem 5.1, Γ21,h−1 ∩ Γ1,q−1Γq−1,1 6= ∅
for all h ∈ T \ {q − 1, q}.
Next, we give some auxiliary lemmas.
Lemma 6.9 Let (x, y) ∈ Γa,b. Suppose ∂∆T\I (x, y) > a. Then one of the following
holds:
(i) a = q − 1 and Γa,b ∈ Γ1,q−2Γq−2,1;
(ii) a = q and Γa,b ∈ Γ1,q−2Γq−2,1Γ1,h−1;
(iii) a = q + 1 and Γa,b ∈ Γ1,q−2Γq−2,1Γ
2
1,h−1;
Here, Γ1,h−1 /∈ Γ1,q−2Γq−2,1 for some h ∈ T \ I.
Proof. Let (x = x0, x1, . . . , xa = y) be a shortest path in Γ. Since ∂T\I(x, y) > a, the
path (x0, x1, . . . , xa) contains an arc of type (1, q−2). By Lemma 2.4 and Proposition
6.1 (a), the path (x0, x1, . . . , xa) contains exactly q−1 arcs of type (1, q−2). Without
loss of generality, we may assume (xi, xi+1) ∈ Γ1,q−2 for 0 ≤ i ≤ q − 2. Lemma 2.4
implies (x1, xq−1) ∈ Γq−2,1. If a = q − 1, then (i) holds.
Now suppose a > q − 1. Write ∂Γ(xq, xq−1) = h − 1. Since C2 holds, we have
Γ21,i−1∩Γ1,q−2Γq−2,1 6= ∅ for i ∈ T \I. By Lemma 6.5, we have Γ1,h−1 /∈ Γ1,q−2Γq−2,1,
a ∈ {q, q + 1} and (xa−1, xa) ∈ Γ1,h−1. Thus, (ii) or (iii) holds. ✷
Lemma 6.10 If ∂Γ(x, y) > q − 1 for some x, y ∈ V∆T\I , then Γ
2
1,q−1 = {Γ2,q−2}.
Proof. Suppose not. By Lemma 2.4, D(q) exists. In view of Lemma 2.7, we have
Γ21,q−1 = {Γ2,q−1}.
Suppose that p
(1,h−1)
(1,q−2),(q−2,1) = 0 for some h ∈ T \ {q − 1, q}. Since Γ
2
1,h−1 ∩
Γ1,q−2Γq−2,1 6= ∅, from Lemma 4.2 (i), one has Γ1,h−1Γ1,q−2 = {Γ2,q−1}. Then
there exist vertices y0, y1, y
′
1, y2 such that y1 ∈ P(1,h−1),(1,q−2)(y0, y2) and y
′
1 ∈
P(1,q−1),(1,q−1)(y0, y2). Since p
(1,q−1)
(1,q−2),(q−2,1)
= k1,q−2, we get (y1, y
′
1) ∈ Γ1,q−2, con-
trary to Corollary 3.3. Thus, Γ1,q−2Γ1,h−1 = {Γ1,q−2} for all h ∈ T \ I.
Pick a path (x = x0, x1, . . . , xl = y) in the digraph ∆T\I and a vertex z ∈
Γq−2,1(x). It follows that xi ∈ Γ1,q−2(z) for all 0 ≤ i ≤ l. Then q − 1 < ∂Γ(x, y) ≤
∂Γ(x, z) + 1 = q − 1, a contradiction. ✷
Lemma 6.11 Let (x, y) ∈ Γa,b. Suppose ∂∆T\I (x, y) > q − 1. If Γ
2
1,q−1 = {Γ2,q−2},
then one of the following holds:
(i) ∂∆T\I (x, y) = q and Γa,b ∈ Γ1,q−1Γq−1,1 ∪ Γq−1,1Γ1,h−1 ∪ Γq−2,2Γ
2
1,h−1;
(ii) ∂∆T\I (x, y) = q + 1 and Γa,b ∈ Γ1,q−1Γq−1,1Γ1,h−1 ∪ Γq−1,1Γ
2
1,h−1;
(iii) ∂∆T\I (x, y) = q + 2 and Γa,b ∈ Γ1,q−1Γq−1,1Γ
2
1,h−1.
Here, p
(1,h−1)
(1,q−1),(q−1,1) = 0 and h /∈ {q − 1, q}.
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Proof. Pick a shortest path (x = x0, x1, . . . , xl = y) in the subdigraph ∆T\I .
Suppose (xi, xi+1) /∈ Γ1,q−1 for all 0 ≤ i ≤ l − 1. Then ∂∆T\{q−1,q}(x, y) = l >
q − 1. By Lemma 6.6, (1, q − 3) is pure, Γa,b ∈ Γ1,q−3Γq−3,1Γ
2
1,h−1 and Γ
2
1,h−1 ∩
Γ1,q−3Γq−3,1 6= ∅ for some h < q − 2. Lemma 2.4 implies Γ1,h−1 /∈ Γ1,q−3Γq−3,1. By
Lemma 4.2 (i), we have Γ1,q−3Γ1,h−1 = {Γ2,q−2}. Pick a path (y0, y1, y2) such that
y1 ∈ P(1,q−3),(1,h−1)(y0, y2). Since (y0, y2) ∈ Γ2,q−2 and p
(2,q−2)
(1,q−1),(1,q−1) = k1,q−1, there
exists y′1 ∈ P(1,q−1),(1,q−1)(y0, y2). By q − 2 > h ≥ 2 and Lemma 2.4, there exists a
path (y2, y3, y4) consisting of arcs of type (1, q−1) such that (y0, y4) ∈ Γ4,q−4. Since
(y1, y3) ∈ Γ2,q−2, one gets y2 ∈ P(1,q−1),(1,q−1)(y1, y3) = Γq−1,1(y3), a contradiction.
Since Γ21,h−1 ∩ Γ1,q−1Γq−1,1 6= ∅ for all h ∈ T \ {q − 1, q}, from Lemma 6.5, the
path (x0, x1, . . . , xl) contains i arcs of type (1, h− 1) and l− i arcs of type (1, q − 1)
for some h ∈ T \ {q − 1, q} and i ∈ {0, 1, 2} with p
(1,h−1)
(1,q−1),(q−1,1) = 0.
Without loss of generality, we may assume (xj , xj+1) ∈ Γ1,q−1 for 0 ≤ j ≤ l−i−1.
Since Γ21,q−1 = {Γ2,q−2}, from Lemma 2.4, one has l − i ≤ q. The fact q ≤ l implies
l = q and i ∈ {0, 1, 2}, l = q + 1 and i ∈ {1, 2}, or l = q + 2 and i = 2.
Suppose l = q. By Lemma 2.4, if i = 0, then (x1, xq) ∈ Γq−1,1 and Γa,b ∈
Γ1,q−1Γq−1,1; if i = 1, then (x0, xq−1) ∈ Γq−1,1 and (xq−1, xq) ∈ Γ1,h−1, which imply
Γa,b ∈ Γq−1,1Γ1,h−1; if i = 2, then (x0, xq−2) ∈ Γq−2,2 and (xq−2, xq−1), (xq−1, xq) ∈
Γ1,h−1, which imply Γa,b ∈ Γq−2,2Γ
2
1,h−1. Thus, (i) holds.
Suppose l = q+1. By Lemma 2.4, if i = 1, then (x1, xq) ∈ Γq−1,1 and (xq, xq+1) ∈
Γ1,h−1, which imply Γa,b ∈ Γ1,q−1Γq−1,1Γ1,h−1; if i = 2, then (x0, xq−1) ∈ Γq−1,1 and
(xq−1, xq), (xq, xq+1) ∈ Γ1,h−1, which imply Γa,b ∈ Γq−1,1Γ
2
1,h−1. Thus, (ii) holds.
Suppose l = q + 2. Since i = 2, from Lemma 2.4, we get (x1, xq) ∈ Γq−1,1 and
(xq, xq+1), (xq+1, xq+2) ∈ Γ1,h−1. Thus, Γa,b ∈ Γ1,q−1Γq−1,1Γ
2
1,h−1 and (iii) holds. ✷
Lemma 6.12 If Γ21,h−1  Γ1,q−2Γq−2,1 for some h ∈ T \ I, then Γ3,q ∈ Γ
2
1,h−1Γ1,q−2
and Γ4,q−1 ∈ Γ
2
1,h−1Γ
2
1,q−2.
Proof. Since C2 holds, from Lemmas 2.4 and 2.7, we have Γ21,q−1 ⊆ Γ1,q−2Γq−2,1.
It follows that q − 1 > h ≥ 2.
Pick distinct vertices x, y, z, w such that (x, y), (y, z) ∈ Γ1,h−1, (z, w) ∈ Γ1,q−2
and (x,w) /∈ Γ1,q−2. Let l be the minimum integer such that Γi,l ∈ Γ∂˜Γ(x,z)Γ1,q−2.
Without loss of generality, we may assume ∂Γ(w, x) = l. Choose u ∈ Γh−1,1(x) with
u 6= y. Since Γ21,h−1 ∩ Γ1,q−2Γq−2,1 6= ∅, there exists x
′ ∈ P(1,h−1),(1,h−1)(u, y) such
that (x′, w) ∈ Γ1,q−2. By the assumption and Lemma 2.2, we get p
(1,h−1)
(1,q−2),(q−2,1) = 0.
Since (1, q − 2) is pure, by Lemma 4.2 (i), one has Γ1,h−1Γ1,q−2 = {Γ2,q−1}, which
implies u, y ∈ Γq−1,2(w). Then q − 2 ≤ ∂Γ(w, x) = l ≤ 1 + ∂Γ(u,w) = q.
Assume l ∈ {q − 2, q − 1}. Choose a path (w = y0, y1, . . . , yl = x). Suppose
(y0, y1) ∈ Γ1,h′−1 with h
′ 6= q − 1. By the minimality of l, we have (z, y1) /∈ Γ1,q−2,
and so p
(1,h′−1)
(1,q−2),(q−2,1) = 0. Since C2 holds, one gets Γ
2
1,h′−1 ∩ Γ1,q−2Γq−2,1 6= ∅.
Note that Γ21,h−1 ∩ Γ1,q−2Γq−2,1 6= ∅ and Γ1,h−1 /∈ Γ1,q−2Γq−2,1. Lemma 6.2 (ii)
implies h = h′. Pick vertices w′ ∈ P(1,h−1),(1,q−2)(z, y1) and y
′ ∈ P(1,h−1),(1,h−1)(x, z)
such that (y′, y1) ∈ Γ1,q−2. Since Γ1,h−1Γ1,q−2 = {Γ2,q−1}, one has (x, y1) ∈ Γ2,q−1,
contrary to ∂Γ(y1, x) = l − 1 < q − 1. Hence, (yi, yi+1) ∈ Γ1,q−2 for 0 ≤ i ≤ l − 1.
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Since (x,w) /∈ Γ1,q−2, from Lemma 2.4, we get l = q − 1 and (z, x) ∈ Γ1,q−2. The
minimality of l implies l = 0 and q = 1, a contradiction. Thus, ∂Γ(w, x) = l = q.
Pick a vertex v ∈ P(h−1,1),(1,q−2)(u,w). Since (1, q− 2) is pure, from Lemma 2.4,
there exists a path (w = z0, z1, . . . , zq−2 = v) consisting of arcs of type (1, q−2). By
(x,w) /∈ Γ1,q−2, we have P(1,q−2),(q−2,1)(v, x) = ∅. In view of Lemma 6.4, one gets
∂˜Γ(v, x) = ∂˜Γ(x, z). Since (x, y, z, w = z0, z1, . . . , zq−3) is a path, from the minimality
of l, we get ∂Γ(x, zq−3) = q, which implies (x,w) ∈ Γ3,q and Γ3,q ∈ Γ
2
1,h−1Γ1,q−2. By
q > 3, (x, z1) ∈ Γ4,q−1. Thus, Γ4,q−1 ∈ Γ
2
1,h−1Γ
2
1,q−2. ✷
Lemma 6.13 If Γa,b ∈ Γ
i
q−1,1Γ
j
1,h−1 for some h /∈ {q − 1, q} and i, j ∈ {1, 2}, then
Γa,b ∈ Γ
i
q−1,1Γ
j
h−1,1.
Proof. Let (xi, yj) ∈ Γa,b. Pick paths (x0, x1, . . . , xi) consisting of arcs of type
(1, q−1) and (x0 = y0, y1, . . . , yj) consisting of arcs of type (1, h−1). Since Γ
2
1,h−1∩
Γ1,q−1Γq−1,1 6= ∅, there exists a vertex x
′
0 ∈ P(1,h−1),(1,q−1)(y1, x1). If j = 1, then the
desired result holds.
Suppose j = 2. By y1 ∈ P(h−1,1),(1,h−1)(x
′
0, y2), there exists a vertex y3 ∈
P(1,h−1),(h−1,1)(x
′
0, y2). Since Γ
2
1,h−1 ∩ Γ1,q−1Γq−1,1 6= ∅ again, there also exists a
vertex x′′0 ∈ P(1,h−1),(1,q−1)(y3, x1), which implies Γa,b ∈ Γ
i
q−1,1Γ
2
h−1,1. ✷
Lemma 6.14 Let Γ21,q−1 = {Γ2,q−2}. Suppose p
(1,q−1)
(1,q−2),(q−2,1) = 0 or p
(1,h−1)
(1,q−2),(q−2,1) =
0, and p
(1,h−1)
(1,q−1),(q−1,1)
= 0 for some h ∈ T \ {q − 1, q}. If there exists (x, y) ∈ Γq−1,b
such that ∂∆T\I (x, y) ≥ q, then b > 3.
Proof. Suppose not. Since q ≤ ∂∆T\I (x, y) and Γ
2
1,q−1 = {Γ2,q−2}, from Lemma 2.4,
we have b = 2 or 3. By Lemma 6.9 (i), there exists z ∈ P(1,q−2),(q−2,1)(x, y).
Suppose b = 2. Note that Γ1,q−1 or Γ1,h−1 /∈ Γ1,q−2Γq−2,1. Since C2 holds,
from Lemma 4.2 (i), we have Γ1,q−1Γ1,q−2 = {Γ2,q−1} or Γ1,h−1Γ1,q−2 = {Γ2,q−1}.
It follows that there exists w ∈ Γ1,q−2(y) such that (w, x) ∈ Γ1,q−1 ∪ Γ1,h−1. By
P(1,q−2),(q−2,1)(x, y) = Γ1,q−2(y), one gets (x,w) ∈ Γ1,q−2, contrary to q− 1 /∈ {q, h}.
Suppose b = 3. Since Γ21,h−1 ∩ Γ1,q−1Γq−1,1 6= ∅ and p
(1,h−1)
(1,q−1),(q−1,1) = 0, from the
assumption and Lemma 4.2, one gets Γ1,q−1Γ1,h−1 = {Γ2,q}. By Lemma 4.3, one
gets Γ21,q−1Γ1,h−1 = {Γ3,q−1}, which implies that there exist vertices u, v such that
(y, u), (u, v) ∈ Γ1,q−1 and (v, x) ∈ Γ1,h−1. Since Γ
2
1,h−1∩Γ1,q−1Γq−1,1 6= ∅, there exists
w ∈ P(1,h−1),(q−1,1)(x, u). By Lemma 2.4, there exists a path (w = x0, x1, . . . , xq−2 =
y) consisting of arcs of type (1, q − 1). It follows that (x, x0, x1, . . . , xq−2 = y) is a
path of length q − 1 in the subdigraph ∆T\I , contrary to ∂∆T\I (x, y) ≥ q. ✷
Proposition 6.15 The digraph ∆T\I is a thick weakly distance-regular digraph.
Proof. By Lemma 6.7, it suffices to show that ∂Γ(x, y) = ∂Γ(x
′, y′) for any vertices
x, x′, y, y′ ∈ V∆T\I with ∂˜∆T\I (x, y) = ∂˜∆T\I (x
′, y′). Suppose, to the contrary that
a < a′, where (x, y) ∈ Γa,b and (x
′, y′) ∈ Γa′,b′ . By Lemma 6.9, we have q − 1 ≤ a <
a′ ≤ ∂∆T\I (x, y). Lemma 6.10 implies Γ
2
1,q−1 = {Γ2,q−2}.
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We claim Γ1,q−1Γq−1,1 ⊆ Γ1,q−2Γq−2,1. Choose vertices x0, x1, x2 such that x1 ∈
P(1,q−1),(q−1,1)(x0, x2). Let x
′
1 ∈ Γ1,q−1(x1) and w ∈ Γ1,q−2(x0). Since Γ
2
1,q−1 =
{Γ2,q−2}, we have x0, x2 ∈ Γq−2,2(x
′
1). Since C2 holds, one gets Γ2,q−2 ∈ Γ1,q−2Γq−2,1,
which implies x′1, x2 ∈ Γq−2,1(w). Thus, our claim is valid.
Since ∂∆T\I (x, y) > q − 1, from Lemma 6.11, we consider three cases.
Case 1. ∂∆T\I (x, y) = ∂∆T\I (x
′, y′) = q + 2.
Pick vertices u, u′, v, v′, w,w′ such that (u, x), (u′, x′), (u, v), (u′, v′) ∈ Γ1,q−1,
(v,w), (w, y) ∈ Γ1,h−1 and (v
′, w′), (w′, y′) ∈ Γ1,h′−1 for some h, h
′ ∈ T \ {q − 1, q}.
By Lemma 2.4, we have (u, y), (u′, y′) /∈ Γ1,q−1, which implies Γ
2
1,h−1,Γ
2
1,h′−1 (
Γ1,q−1Γq−1,1. Note that Γ
2
1,h−1 ∩Γ1,q−1Γq−1,1 6= ∅ and Γ
2
1,h′−1 ∩Γ1,q−1Γq−1,1 6= ∅. In
view of Lemma 2.2 and Lemma 6.2 (ii), one has h = h′.
Since Γ21,h−1 ( Γ1,q−1Γq−1,1, from Lemma 6.4, we have ∂˜Γ(v, y) = ∂˜Γ(v
′, y′).
Pick vertices z, z′ such that (x, z), (x′, z′) ∈ Γ1,q−2. By the claim, one obtains
(v, z), (v′, z′) ∈ Γ1,q−2. Lemma 6.9 implies q − 1 ≤ a < a
′ ≤ q + 1. Since
(y′, z′) /∈ Γ1,q−2, we have P(1,q−2),(q−2,1)(v
′, y′) = ∅. The fact ∂˜Γ(v, y) = ∂˜Γ(v
′, y′)
implies (y, z) /∈ Γ1,q−2, and so Γa,b /∈ Γ1,q−2Γq−2,1. By Lemma 6.9, we have a = q.
By Lemma 6.9 (ii), there exist two vertices y0, y1 such that (x, y0), (y1, y0) ∈
Γ1,q−2 and (y1, y) ∈ Γ1,h′′−1 for some h
′′ ∈ T \ I with p
(1,h′′−1)
(1,q−2),(q−2,1) = 0. Since
(y′, z′) /∈ Γ1,q−2, we have Γ
2
1,h−1 ( Γ1,q−2Γq−2,1, which implies p
(1,h−1)
(1,q−2),(q−2,1) = 0
from Lemma 2.2. Since Γ21,s−1 ∩ Γ1,q−2Γq−2,1 6= ∅ for all s ∈ T \ I, from Lemma 6.2
(ii), one gets h′′ = h. The fact that P(1,h−1),(1,h−1)(v, y) = Γh−1,1(y) implies (v, y1) ∈
Γ1,h−1. By the claim, we obtain (v, y0) ∈ Γ1,q−2, contrary to p
(1,h−1)
(1,q−2),(q−2,1) = 0.
Case 2. ∂∆T\I (x, y) = ∂∆T\I (x
′, y′) = q + 1.
By Lemma 6.11 (ii), we have Γa,b ∈ Γq−1,1Γ1,q−1Γ1,h−1 ∪ Γq−1,1Γ
2
1,h−1 for some
h ∈ T \ {q − 1, q} with Γ1,h−1 /∈ Γ1,q−1Γq−1,1, and Γa′,b′ ∈ Γq−1,1Γ1,q−1Γ1,h′−1 ∪
Γq−1,1Γ
2
1,h′−1 for some h
′ ∈ T \ {q − 1, q} with Γ1,h′−1 /∈ Γ1,q−1Γq−1,1. Note that
Γ21,h−1 ∩ Γ1,q−1Γq−1,1 6= ∅ and Γ
2
1,h′−1 ∩ Γ1,q−1Γq−1,1 6= ∅. Since h, h
′ < q − 1,
from Lemmas 2.4 and 4.4, we get Γq−1,1Γ1,q−1Γ1,h−1 = Γq−1,1Γ1,q−1Γ1,h′−1 and
Γq−1,1Γ
2
1,h−1 = Γq−1,1Γ
2
1,h′−1. Without loss of generality, we may assume h = h
′.
Suppose Γa,b,Γa′,b′ ∈ Γ1,q−1Γq−1,1Γ1,h−1. Pick vertices u, u
′, v, v′, z, z′ such that
(x, u), (v, u), (x′ , u′), (v′, u′) ∈ Γ1,q−1, (v, y), (v
′, y′) ∈ Γ1,h−1 and (x, z), (x
′, z′) ∈
Γ1,q−2. By the claim, we get (v, z), (v
′, z′) ∈ Γ1,q−2. Then a = q − 1 and a
′ = q.
Lemma 6.9 (i) implies z ∈ P(1,q−2),(q−2,1)(x, y) = Γ1,q−2(x). Hence, p
(1,h−1)
(1,q−2),(q−2,1) =
k1,q−2 and (y
′, z′) ∈ Γ1,q−2, contrary to a
′ = q. Then Γa,b or Γa′,b′ ∈ Γq−1,1Γ
2
1,h−1.
By Lemma 6.13, we have ∂∆T\I (y, x) = ∂∆T\I (y
′, x′) ≤ 3, and so b, b′ ≤ 3. If
Γ1,q−1,Γ1,h−1 ∈ Γ1,q−2Γq−2,1, then Γa,b,Γa′,b′ ∈ Γ1,q−2Γq−2,1 and a = a
′ = q − 1, a
contradiction. Then Γ1,q−1 or Γ1,h−1 /∈ Γ1,q−2Γq−2,1. Since Γ1,h−1 /∈ Γ1,q−1Γq−1,1
and Γ21,q−1 = {Γ2,q−2}, from Lemma 6.14, one has a = q and a
′ = q + 1.
If Γa′,b′ ∈ Γ1,q−1Γq−1,1Γ1,h−1, from the claim, then Γa′,b′ ∈ Γ1,q−2Γq−2,1Γ1,h−1,
contrary to a′ = q + 1. Then Γa′,b′ ∈ Γq−1,1Γ
2
1,h−1. If Γ
2
1,h−1 ⊆ Γ1,q−2Γq−2,1, then
Γa′,b′ ∈ Γq−1,1Γq−2,1Γ1,q−2, which implies Γa′,b′ ∈ Γq−2,1Γ1,q−2 ∪ Γq−1,2Γ1,q−2 from
Lemma 4.2 (i), contrary to a′ = q + 1. Hence, Γ21,h−1 ( Γ1,q−2Γq−2,1.
By Lemma 6.9 (ii), there exist vertices z, w such that (z, x), (z, w) ∈ Γ1,q−2 and
(w, y) ∈ Γ1,h′′−1 with Γ1,h′′−1 /∈ Γ1,q−2Γq−2,1 for some h
′′ /∈ T \ I. Since Γ21,h−1 (
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Γ1,q−2Γq−2,1, from Lemma 2.2, we have Γ1,h−1 /∈ Γ1,q−2Γq−2,1. In view of Lemma
6.2 (ii), one gets h = h′′. Observe that (a, b) = (q, 2) or (q, 3).
Suppose (a, b) = (q, 2). Note that Γ21,h−1 ∩ Γ1,q−1Γq−1,1 6= ∅ and Γ1,h−1 /∈
Γ1,q−1Γq−1,1. Since Γ1,q−1 or Γ1,h−1 /∈ Γ1,q−2Γq−2,1, from Lemma 4.2, we have
Γ1,q−1Γ1,h−1 = {Γ2,q}. Then there exist vertices u ∈ P(1,h−1),(1,q−1)(y, x) and
v ∈ P(q−1,1),(1,h−1)(x, y). Since Γ
2
1,q−1 = {Γ2,q−2}, from Lemma 2.4, there exists
a path (x0 = x, x1, . . . , xq−1 = v) consisting of arcs of type (1, q− 1). It follows that
(x = x0, x1, . . . , xq−1, y) is a path of length q in the subdigraph ∆T\I , contrary to
∂∆T\I (x, y) = q + 1.
Suppose (a, b) = (q, 3). Since Γ21,h−1 ( Γ1,q−2Γq−2,1, from Lemma 6.12, there
exist vertices u, v such that (y, u), (u, v) ∈ Γ1,h−1 and (v, x) ∈ Γ1,q−2. The fact
Γ21,h−1 ∩ Γ1,q−2Γq−2,1 6= ∅ implies that there exists y0 ∈ P(1,h−1),(1,h−1)(w, u) =
Γ1,h−1(w) such that (y0, x) ∈ Γ1,q−2. Since P(q−2,1),(1,q−2)(x,w) = Γq−2,1(x) implies
(y0, w) ∈ Γ1,q−2, contrary to q − 1 6= h.
Case 3. ∂∆T\I (x, y) = ∂∆T\I (x
′, y′) = q.
Since q − 1 ≤ a < a′ ≤ ∂∆T\I (x
′, y′), we have a = q − 1, a′ = q. If Γq,b′ ∈
Γ1,q−1Γq−1,1, from the claim, then Γq,b′ ∈ Γ1,q−2Γq−2,1, a contradiction. Lemma
2.4 and Lemma 6.11 (i) imply Γq,b′ ∈ Γq−1,1Γ1,h−1 ∪ Γq−2,2Γ
2
1,h−1 for some h ∈
T \ {q − 1, q} with p
(1,h−1)
(1,q−1),(q−1,1) = 0.
Suppose Γ1,q−1,Γ1,h−1 ∈ Γ1,q−2Γq−2,1. Since Γ
2
1,q−1 = {Γ2,q−2}, we have Γq,b′ ∈
Γ1,q−2Γq−2,1Γ1,h−1 ∪Γ1,q−2Γq−2,1Γ
2
1,h−1, which implies Γq,b′ ∈ Γ1,q−2Γq−2,1, contrary
to a′ = q. Hence, p
(1,q−1)
(1,q−2),(q−2,1) = 0 or p
(1,h−1)
(1,q−2),(q−2,1) = 0.
Since Γ21,q−1 = {Γ2,q−2}, from Lemma 6.14, we get b > 3. Since ∂∆T\I (y, x) =
∂∆T\I (y
′, x′) ≥ b > 3, from Lemma 6.13, we have Γq,b′ /∈ Γq−1,1Γ1,h−1. By Γ
2
1,q−1 =
{Γ2,q−2}, one obtains Γq,b′ ∈ Γq−2,2Γ
2
1,h−1 = Γ
2
q−1,1Γ
2
1,h−1 and b = ∂∆T\I (y, x) = 4.
If Γ21,h−1 ⊆ Γ1,q−2Γq−2,1, then Γq,b′ ∈ Γ1,q−2Γq−2,1 since Γ
2
1,q−1 = {Γ2,q−2} ⊆
Γ1,q−2Γq−2,1, contrary to a
′ = q. Hence, Γ21,h−1 ( Γ1,q−2Γq−2,1. By Lemma 6.12, we
have Γ4,q−1 ∈ Γ
2
1,h−1Γ
2
1,p−2.
By Lemma 6.9 (i), there exists z ∈ P(1,q−2),(q−2,1)(x, y). Since (x, y) ∈ Γq−1,4,
there exists a path (y, u, v, w, x) such that (y, u), (u, v) ∈ Γ1,q−2 and (v,w), (w, x) ∈
Γ1,h−1. The fact P(1,q−2),(q−2,1)(x, y) = Γ1,q−2(y) implies (x, u) ∈ Γ1,q−2. Since
(x, u, v, w) is a circuit and (1, q − 2) is pure, one gets q = 4 and h = 2. By Lemma
2.4, we obtain Γ21,2 = {Γ2,1} and (v, x) ∈ Γ1,2, contrary to ∂Γ(y, x) = b = 4. ✷
6.3 Quotient digraphs
In this subsection, we determine quotient digraphs of Γ over FT/I under two separate
assumptions based on Proposition 6.1 (i).
Proposition 6.16 If C1 or C2 holds, then Γ/FT\I is isomorphic to one of the
digraphs in Theorem 1.1 (i)–(ii).
Proof. By Lemma 6.3, (1, p−1) is pure. Lemma 2.4 implies that there exists a circuit
(x0,0, x1,0, . . . , xp−1,0) consisting of arcs of type (1, p−1), where the first subscription
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of x could be read modulo p. In view of Proposition 6.1 (a), (FT\I(x0,0), FT\I(x1,0), . . . , FT\I(xp−1,0))
is a circuit in the quotient digraph Γ/FT\I . If V Γ =
⋃˙
iFT\I(xi,0), then Γ/FT\I is
isomorphic to the digraph in Theorem 1.1 (i).
Suppose that V Γ 6=
⋃˙
iFT\I(xi,0). By the weakly distance-regularity of Γ,
there exists a vertex xi,1 ∈ Γ1,p−1(xi−1,0) such that xi,1 /∈
⋃˙
jFT\I(xj,0) for each
i. It follows that xi,1 ∈ P(1,p−1),(1,p−1)(xi−1,0, xi+1,0) = Γ1,p−1(xi−1,0) and xi,1 ∈
P(1,p−1),(1,p−1)(xi−1,0, xi+1,1) = Γ1,p−1(xi−1,0). Since xi,1 /∈ FT\I(xi,0), from Lemma
2.4, one gets (xi,0, xi,1) ∈ Γp,p. If there exists xi,2 ∈ Γ1,p−1(xi−1,0) such that
xi,2 /∈
⋃˙
j(FT\I(xj,0) ∪ FT\I(xj,1)), then (xi,1, xi,2), (xi,2, xi,0) ∈ Γp,p, which implies
xi,0 ∈ Γp,p(xi,1) = P(p,p),(p,p)(xi,1, xi,0), a contradiction. Thus, V Γ =
⋃˙
i,jFT\I(xi,j),
and the quotient digraph Γ/FT\I is isomorphic to the digraph in Theorem 1.1 (ii).✷
Proposition 6.17 If C3 holds, then Γ/FT\I is isomorphic to one of the digraphs
in Theorem 1.1 (iii)–(vi).
Proof. Let (x0,0, x0,1, x1,0, x1,1, . . . , xq−2,0, xq−2,1) be a circuit consisting of arcs of
type (1, q − 1) such that (xi,j, xi+1,j) ∈ Γ1,q−2 for 0 ≤ i ≤ q − 2 and 0 ≤ j ≤ 1,
where the first subscription of x could be read modulo q−1. By Proposition 6.1 (b),
(FT\I(x0,0), FT\I(x0,1), . . . , FT\I(xq−2,0), FT\I(xq−2,1)) is a circuit in the quotient di-
graph Γ/FT\I such that ∂(FT\I(xi,j), FT\I(xi+1,j)) = 1 for any i, j.
If V Γ =
⋃˙
i,jFT\I(xi,j), then Γ/FT\I is isomorphic to the digraph in Theorem
1.1 (iii). We only need to consider the case V Γ 6=
⋃˙
i,jFT\I(xi,j).
Case 1. ∂(FT\I (x0,0), FT\I (x)) 6= 2 for all x ∈ Γ1,q−1(x0,1).
By the weakly distance-regularity of Γ, there exists a vertex x′i,j such that x
′
i,j /∈⋃˙
a,bFT\I(xa,b) and ∂(FT\I(x
′
i,j), FT\I (xi+j,j+1)) = 1 for all i, j, where the second
subscription of x could be read modulo 2 for this case. Since p
(1,q−2)
(1,q−1),(1,q−1) = k1,q−1,
we may assume (x′i,j, xi+j,j+1) ∈ Γ1,q−1. It follows that x
′
i,j ∈ Γq−1,1(xi+j,j+1) =
P(1,q−1),(1,q−1)(xi+j−1,j+1, xi+j,j+1). By Γ1,q−1(xi−1,j) = P(1,q−1),(1,q−1)(xi−1,j, x
′
i,j),
we get (x′i+j−1,j+1, x
′
i,j) ∈ Γ1,q−1. Then (FT\I(xi−1,j), FT\I(x
′
i,j)) is an arc. Since
P(1,q−1),(1,q−1)(xi−1,j , x
′
i,j) = Γq−1,1(x
′
i,j), from Lemma 2.5 (ii) and Proposition 6.1
(b), there exists yi,j ∈ FT\I(x
′
i,j) such that (xi−1,j, yi,j) ∈ Γ1,q−2 and xi+j−1,j+1, x
′
i+j−1,j+1 ∈
P(1,q−1),(1,q−1)(xi−1,j , yi,j). Without loss of generality, we may assume yi,j = x
′
i,j.
The fact P(1,q−2),(1,q−2)(xi−1,j , xi+1,j) = Γ1,q−2(xi−1,j) implies (x
′
i,j , xi+1,j) ∈ Γ1,q−2.
Since xi−1,j ∈ P(q−2,1),(1,q−2)(xi,j , x
′
i,j), one gets (x
′
i−1,j , x
′
i,j) ∈ Γ1,q−2. By x
′
i,j /∈
FT\I(xi,j), from Lemmas 2.5, 2.6 and Proposition 6.1 (ii), one has (xi,j , x
′
i,j) ∈
Γq−1,q−1.
Suppose that V Γ 6=
⋃˙
i,j(FT\I(xi,j) ∪ FT\I(x
′
i,j)). Similarly, there exists a ver-
tex x′′i,j such that x
′′
i,j /∈
⋃˙
a,b(FT\I(xa,b) ∪ FT\I(x
′
a,b)) and x
′′
i,j ∈ Γq−1,q−1(xi,j) ∩
Γq−1,q−1(x
′
i,j). It follows that xi,j ∈ Γq−1,q−1(x
′
i,j) = P(q−1,q−1),(q−1,q−1)(xi,j, x
′
i,j), a
contradiction. Then Γ/FT\I is isomorphic to the digraph in Theorem 1.1 (vi).
Case 2. ∂(FT\I (x0,0), FT\I (x)) = 2 for some x0,2 ∈ Γ1,q−1(x0,1).
Note that (x0,0, x0,2) ∈ Γ2,q−1. Lemma 2.5 (ii) implies Γ
2
1,q−1 = {Γ1,q−2,Γ2,q−1}.
Since p
(1,q−2)
(1,q−1),(1,q−1)
= k1,q−1, we have x0,2 ∈ P(1,q−1),(1,q−1)(x0,1, x1,1). By the
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weakly distance-regularity of Γ, there exists xi,2 ∈ Γ1,q−1(xi,1) ∩ Γq−1,1(xi+1,1) such
that (xi,0, xi,2) ∈ Γ2,q−1 and ∂(FT\I (xi,0), FT\I(xi,2)) = 2 for all i. The fact that
xi−1,0 ∈ P(q−1,2),(1,q−2)(xi−1,2, xi,0) implies xi,2 /∈ P(2,q−1),(q−1,2)(xi−1,2, xi,0) and
(xi−1,2, xi,2) ∈ Γ1,q−2. Since P(1,q−2),(1,q−2)(xi,2, xi+2,2) = Γ1,q−2(xi,2), one ob-
tains (xi,2, xi+2,0) ∈ Γ2,q−1. The fact that ∂(FT\I(xi,0), FT\I(xi,2)) = 2 implies
∂(FT\I(xi,2), FT\I(xi+2,0)) = 2. By Lemma 2.6 and Proposition 6.1 (b), FT\I(xi,j)
are all distinct with 0 ≤ i ≤ q − 2 and 0 ≤ j ≤ 2.
Note that there exists a vertex xi,3 ∈ Γ1,q−1(xi,2) ∩ Γq−1,1(xi+1,2) such that
(xi−1,3, xi,3) ∈ Γ1,q−2, (xi,1, xi,3) ∈ Γ2,q−1 and ∂(FT\I(xi,1), FT\I (xi,3)) = 2 for
all i. Similarly, (xi,3, xi+2,1) ∈ Γ2,q−1 and ∂(FT\I(xi,3), FT\I(xi+2,1)) = 2. Since
P(1,q−1),(1,q−1)(xi,1, xi,3) = Γ1,q−1(xi,1) and p
(1,q−2)
(1,q−1),(1,q−1) = k1,q−1, one gets (xi,0, xi−1,3), (xi,3, xi+2,0) ∈
Γ1,q−1. By Lemma 2.6 and Proposition 6.1 (b) again, FT\I(xi,j) are all distinct with
0 ≤ i ≤ q − 2 and 0 ≤ j ≤ 3.
If V Γ =
⋃˙
i,jFT\I(xi,j), from [8, Proposition 9], then Γ/FT\I is isomorphic to the
digraph in Theorem 1.1 (v). Now suppose V Γ 6=
⋃˙
i,jFT\I(xi,j).
Note that there exists a vertex x′0,1 such that ∂(FT\I(x0,0), FT\I (x
′
0,1)) = 1
with x′0,1 /∈
⋃˙
a,bFT\I(xa,b). Since p
(1,q−2)
(1,q−1),(1,q−1) = k1,q−1, we may assume that
(x0,0, x
′
0,1) ∈ Γ1,q−1. The fact that p
(2,q−1)
(1,q−1),(1,q−1) = p
(1,q−2)
(1,q−1),(1,q−1) = k1,q−1 im-
plies that (x′0,1, x1,0), (x
′
0,1, x0,2) ∈ Γ1,q−1. If (x
′
0,1, x3,0), (x
′
0,1, x1,1) ∈ Γi,j with
(i, j) ∈ {(1, q − 2), (2, q − 1)}, from Γj,i(x0,3) = Γj,i(x1,1) = P(j,i),(i,j)(x0,3, x1,1),
then ∂˜Γ(x0,1, x1,1) = ∂˜Γ(x0,1, x0,3), a contradiction. Without loss of generality, we
assume (x′0,1, x1,1) ∈ Γ1,q−2 and (x
′
0,1, x0,3) ∈ Γ2,q−1.
Observe that there exists a vertex x′i,j such that (x
′
i,j , xi+1,j) ∈ Γ1,q−2 and
∂(FT\I(x
′
i,j), FT\I(xi+1,j)) = 1 with x
′
i,j /∈ FT\I(xi,j). The fact that p
(1,q−2)
(1,q−1),(1,q−1) =
k1,q−1 implies that (x
′
i,j, xi,j+1), (x
′
i,3, xi+2,0), (x
′
i,j′ , xi+1,j′−1), (x
′
i,0, xi−1,3) ∈ Γ1,q−1
for all j ∈ {0, 1, 2} and j′ ∈ {1, 2, 3}. In view of p
(2,q−1)
(1,q−1),(1,q−1) = k1,q−1, one obtains
(xi,j , x
′
i,j+1), (xi,3, x
′
i+2,0), (xi,j′ , x
′
i+1,j′−1), (xi,0, x
′
i−1,3) ∈ Γ1,q−1 for all j ∈ {0, 1, 2}
and j′ ∈ {1, 2, 3}. Then (x′i,j, x
′
i,j+1), (x
′
i,3, x
′
i+2,0), (x
′
i,j′ , x
′
i+1,j′−1), (x
′
i,0, x
′
i−1,3) ∈
Γ1,q−1. By P(1,q−2),(1,q−2)(xi−1,j , xi+1,j) = Γq−2,1(xi+1,j), we have (xi−1,j, x
′
i,j) ∈
Γ1,q−2 for j ∈ {0, 1, 2, 3}. The fact xi+1,j ∈ P(1,q−2),(1,q−2)(x
′
i,j , xi+2,j) implies
(x′i,j , x
′
i+1,j) ∈ Γ1,q−2. By Lemma 2.6 and Proposition 6.1 (b), FT\I(xi,j) and
FT\I(x
′
i,j) are all distinct 0 ≤ i ≤ q − 2 and 0 ≤ j ≤ 3.
Suppose that there exists a vertex x′′i,j such that x
′′
i,j /∈ FT\I(xi,j)∪FT\I (x
′
i,j) and
(x′′i,j , xi+1,j) ∈ Γ1,q−2 for some i ∈ {0, 1, . . . , q−2} and j ∈ {0, 1, 2, 3}. By Lemma 2.4,
we get P(1,q−2),(1,q−2)(xi−1,j , xi+1,j) = Γq−2,1(xi+1,j), which implies (xi−1,j , x
′′
i,j) ∈
Γ1,q−2. Since FT\I(xi,j), FT\I(x
′
i,j) and FT\I(x
′′
i,j) are distinct, from Lemma 2.6 and
Proposition 6.1 (ii), one obtains (xi,j , x
′
i,j), (x
′
i,j , x
′′
i,j), (x
′′
i,j , xi,j) ∈ Γq−1,q−1, contrary
to x′i,j ∈ Γq−1,q−1(xi,j) = P(q−1,q−1),(q−1,q−1)(xi,j, x
′
i,j).
Suppose that V Γ 6=
⋃˙
i,j(FT\I(xi,j) ∪ FT\I(x
′
i,j)). Then there exists a vertex
y such that y /∈
⋃˙
i,j(FT\I(xi,j) ∪ FT\I(x
′
i,j)) and (x0,0, y) ∈ Γ1,q−1. The fact
that P(1,q−1),(1,q−1)(x0,0, x0,2) = Γ1,q−1(x0,0) implies that (y, x0,2) ∈ Γ1,q−1, and so
x0,3, x1,1 ∈ Γ2,q−1(y). Then x1,3 ∈ Γ2,q−1(x1,1) = P(2,q−1),(q−1,2)(x0,3, x1,1), a contra-
diction. Thus, V Γ =
⋃˙
i,j(FT\I(xi,j) ∪ FT\I(x
′
i,j)) and the quotient digraph Γ/FT\I
36
isomorphic to the digraph in Theorem 1.1 (vi). ✷
Combining Proposition 6.1 (i) and Propositions 6.8, 6.15, 6.16, 6.17, we complete
the proof of Theorem 1.1.
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