Abstract-Electricity consumption varies with time. These temporal variations include moment-to-moment fluctuations plus hour-to-hour changes associated with diurnal, weekly, andl seasonal patterns. The problem naturally splits into two time frames: (1) fast fluctuations, on the order of seconds to minutes, and (2) slower fluctuations, on the order of an hour o r longer. Fast fluctuations in aggregate load resiilt primarily from the random movements of individual loads. Slower fluctuations result from common external causes, such as time of day, day of the week, and weathcr. This study empirically examines intra-and interhour b a d following. It develops methods to separate intra-and interhour load fluctuations, identities the key features of each, and shows how they differ from each other.
The concept of load following is widely understood; indeed, utilities have be" providing this servicc for decades (1) to match generation to system load and (2) to maintain frequency within the inkxconnection close to 60 Kz. However, the effort to unbundle generation services shows that the specifics of these services are often ambiguous. Separating fast fluctuations from longer-tenn load variations is important if the costs of these services are allocated to customers on the basis of their load-following requirements, and if the payments to generators reflect their contributions to meeting these needs. PE-628-PWRS-0-12-1997 A paper recommended and approved by the IEEE Power System Engineering Committee of the IEEE Power Engineeiing Society for publication in the IEEE Transactions on Power Systems. M,anuscript submitted September 16, 1996; made available for printirig December 16, 1996. We take an expansive view of this service, as illustrated by Fig. 1 . The figure shows system load for a Midwestern control area from midnight to 3 a.m. on a winter weekday morning. The total load consists of three components. The first element is the minimum constant (base) load during the period, about 9300 MW in this example. The second element is the trend during the hour and from hour to hour; here that element decreases monotonically from 800 MW at midnight a.m. to 0 MW at 3 a.m. The third element is the random fluctuations in load around the underlying trend; here the fluctuations range over +:SO MW. T h s paper focuses on the second and third components. In part because of the FERC rulemaking, the North American Electric Reliability Council (NERC) established an Interconnected Operations Services Working Group to develop an industry consensus on the d e f~t i o n s , requirements, obligations, and management for these services. The NERC working group identlfied two services relevant to tlus study: regulation and load following. Regulation was defmed as the generating resources "used to balance supply resources with minute-to-minute load variations and to meet NERC control performance criteria" [3] . Unlike FERC, the workmg group separated the generator actions into two parts: (1) those associated with large frequency deviations [to which the generators respond through governor action and then in response to automatic-generation control (AGC) signals] and ( 2 ) those associated with the continuous regulation process (in response to AGC signals only). Large frequency deviations are caused by generation or transmission outages and occur rarely. Regulation is required continuously to balance generation and load. The worlung group also defmed load following as the provision of generation capacity "to meet daily and hourly load variations" [4] . This service is intended to follow daily load cycles, in particular the morning pickup and afternoon dropoff that most utility systems experience. Neither the FERC nor the NERC nor the Oak Ridge discussions of ancillary services defined the appropriate time period over which to measure "moment-to-moment variations" in load, the speed with which load changes occur, or the amounts and ramp rates of generation needed to provide this service. None of these entities defmed the boundaries between intra-and interhour load following, and none developed a suitable mechanism for extracting intrahour load-following patterns from load data.
A recent
Part of the confusion about these services involves the time scales over which they are provided. Generators respond automatically (based on their inertia, governor control, impedance, and electrical proximity to the load) to fluctuations that occur faster than a second or two. Generators respond to slower fluctuations based on signals from the control-area operator's AGC system. The AGC system measures areacontrol error (ACE) every two to six seconds and sends signals to those generators that provide regulating service to increase or decrease output. Once every several minutes, the AGC system reoptimizes the generation dispatch to minimize operating costs. The control-area operator manually directs individual generators to ramp up and down over the course of an hour or more to track expected interhour load trends.
Thus, generator response to fast (less than a few seconds) fluctuations is automatic, based on the electrical properties of the generators and transmission system. Generator response to load fluctuations on the order of several seconds to several minutes, on the other hand, is managed by the AGC system in its effort to meet the NERC performance criteria. Generator response to longer-term load changes (several minutes to several hours) is based on manual directions and on the economic optimization of the AGC system. We might call the services that generators provide during these three time periods autonomous generator response, regulation, and load following.
The purpose of th~s paper is to examine empirically these intrahour and interhour load changes and the responses of a utility's generating resources to those load changes. We analyze data, primarill-from one control area, to see how it maintains ACE close to zero in an effort to meet the A1 and A2 criteria.
Overall, Lye estimate that load following costs U.S. electnc utilities just over $1 billion a year, equivalent to about 0.4 mills/kWh.
COMF'ARING INTERHOUR AND INTRAHOUR LOAD SWINGS
Total load, by definition, is equal to the sum of the intrahour load fluctuations, the interhour load changes, and the base load (which we assume to remain constant throughout an hour); see Fig. 1 , Thus, the method used to define interhour load changes automatically determines the pattern of short-term load fluctuations.
We considered and analyzed several ways to identlfy the interhour load trends. These methods include the use of rolling averages over lo-, 30-, and 60-minute intervals and the use of linear, quadratic, and cubic regression models, each fit to three hours of data. (Fourier analysis can also be used to identlfy the frequency components of system load.) Table 1 shows that the rolling-average methods produce far too many sign changes in the interhour trend, compared with the six sign changes that the hourly data show for this day. Even the cubic and quadratic methods overestimate the number of sign changes, but this occurs because of the discontinuities at the end of one 3-hour period and the beginning of the next period. Similarly, the 10-minute average and the linear model overestimate the 6.2 MW/minute actual interh.our ramp rate for this day.
Because the interhour load trend defined by the 10-minute rolling-average method follows the dynamics too closely, the intrahour fluctuations defined by this method show relatively little variation, as measured by the absolute value and standard deviation of the fluctuatilms (right side of Table 1 ). At the other extreme, the linear fit to three hours of data follows the interhour load trend st3 poorly that the resultant intrahour fluctuation is greatly exaggerated. The 60-minute rolling average and the cubic fit yield similar definitions for the shortterm fluctuations.
The top part of Fig. 2 shows the regression-model results from 6 a.m. to 9 a.m., and the bottom part shows the rollingaverage results. Our visual inspection of the data and altemative averaging approaches plus the statistics in Table 1 suggest that a cubic fit to the data or d 60-minute rolling average perform well. That is, both methods follow the long-term load variations and do not follow the short-term fluctuations. bAll six fits to the data resulted in sign changes for the intrahour fluctuations of29 to 32 timeshour and averages of the absolute value of ramp rates of 19 to 22 MW/minute. 
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Fig. 2.
One-minute loads and several regression-model (top) and rolling-average (bottom) fits to the data from 6 to 9 a.m. for a winter day.
Over the course of a year, loads range from a low of 5900 MW (early moming hours during the spring and fall) to almost 18,000 MW (summer afternoon hours). The hourly load changes reach more than 1500 MWkour, with the increases typically occurring between 6 and 7 a.m. and the decreases occurring in the summer between 1 1 p.m. and midnight. = The magnitude (in MW) of load swings is much greater for interhour changes than for intrahour changes; the difference is a factor of 15 to 40.
The speed of changes (MWIminute) is much greater for intrahour changes than for interhour changes; the difference is a factor of 3 to 5.
The frequency of change in direction @e., the sign on the ramp rate) is much greater for intrahour changes than for interhour changes; the difference is roughly a factor of 100.
These differences in the amount and speed of load changes affect the types of generating units needed to respond to these two kinds of load changes. Generators used to provide regulating service must respond quickly to frequent, but small, load changes. On the other hand, generators used to provide load-following service must respond to large, but slowly changing, loads.
INTRAHOUR LOAD SWINGS
As Fig. I shows, overall load declined from 10,100 MW at midnight to about 9300 MW at 3 a.m., an drop, based on a cubic fit to these data. The 1 -minute load data fluctuate around this trendline with a maximum 1-minute change of 170 MW in either direction and a standard deviation of 67 MW. Ignoring the direction of change, loads fluctuate an average of 55 MW at an average rate of 21 MWIminute during this 3-hour period. The load fluctuations change sign (e.g, from increasing to decreasing) 54% of the time; in other words, roughly once even other minute loads change from decreasing to increasing or from increasing to decreasing. Figure 3 shows the 10-second "speeds" for load and generation from midnight to 1 a.m. Loads move up or down at an average rate of 74 MWIminute and change direction more than 200 times per hour. Table 3 shows how the range, average, and standard deviation of the load fluctuations and their speeds change when the time-averaging period is increased from 10 seconds to 2 minutes. While the measures of magnitude drop by 4 to 15% in going from the 1 0-second to the 2-minute level, the measures of rate-of-change drop dramatically, by 80 to 95%. Thus, the standard deviation and average for the magnitude of load swings are nearly independent of the time-averaging period used to define intrahour load swings. (We know of two utilities that observed near-constant standard deviations in their analyses of intrahour load fluctuations.) However, the rate-of-change measures are strongly dependent on the averaging period; the longer the averaging period, the slower the rate of change and the fewer the direction changes.
An increase in generatorlload imbalance of about 60 MW (the difference in m a p t u d e between the maximum swings at Effects on intrahour load swings from midnight to 3 a.m. of increasing the time over which load is averaged The fi-equency-response characteristic is 4000 MW/O. 1Hz in the Eastern Interconnection, 1500 MW/O. 1Hz in the Western Interconnection, and 625 MW/O. 1Hz in the Electric Reliability Council of Texas [6] . The very small frequency deviations associated with a decision to ignore 10-second fluctuations and the likelihood that 10-second load fluctuations across utilities are uncorrelated suggests that control-area operators could safely ignore these hgh-.frequency fluctuations.
IV. CONCLUSIONS
Using data on loads from a large Midwestern control area, we examined several characteristics of load following. First, we used various averaging methods (i.e., rolling averages and regression models) to identify and define the interhour trends in system load. We found that a simple cubic fit to several hours of 1 -minute load data yields satisfactory definitions of inter-and intrahour dynamics.
Using these averaging methods, we identfied the intrahour load fluctuations. We compared the characteristics of inter-vs intrahour load. The short-term fluctuations d a e r from the longterm load changes in three ways. First, the magnitude (MW) of interhour load changes is much greater than that of intrahour load fluctuations. Second, the intrahour fluctuations change much more rapidly (MW/minute). And third, the intrahour fluctuations change direction much more often than do the interhour load changes.
Next, we examined intrahour load swings in detail, focusing on the magnitude of load swings (measured by the maximum load change, standard deviation, and average of absolute value) and the rate of change of load swings (measured by the average of absolute value of load change and the number of sign changes per hour). We analyzed the implications of alternative time-averaging periods, ranging from 10 seconds to 2 minutes. While the standard deviation and average of absolute values of the magnitude are nearly invariant with the timeaveraging period, the measures of rate of change are very sensitive to the averaging period.
The present analysis leads to the following thoughts on two issues that require further data and analysis. Additional research is required, we believe, because the results presented here are based on very limited data, primarily fi-om one utility for only a day or two. details should be orthogonal. The authors' inability to explicitly separate load variations between Intra-Hour and Inter-Hour services suggests that the metrics of the definitions
are not yet precise enough, or that the two services are not orthogonal, at least as defined.
One way to achieve orthogonality is to treat each time period as a separate service, also discussed in [l] . During each time period, one price would be applicable to active power. and a second price to reactive power, the "Two Flavors" referenced in the article. Though there is indeed some temporal correlation between such services, the metrics of each such service would be precise, as is shown by the authors in Figure 1 and Figure 2 , and most certainly in Figure 3 1 especially like Figure 3 . and the detail provided on "10 Second Fluctuations." I have said that the distinction between different services can be emphasized by decreasing the size of the measurement period, such as from the 60 minute period used by FERC either to a 60 second period presented in [ l ] or to the 10 second period shown by the authors in Figure 3 , Discussion Mark B. Lively (Utility Economic Engineer, Gaithersburg, Md., USA): The authors have brought to bear tremendous analytical tools to differentiate bctween two Interconnected Operations Services that have nominally been defined as a single Ancillary Service by FERC. This differentiation is required if the two Interconnected Operations Services are to be priced separately by their providers. That the authors were unable to provide a precise differentiation between the two Interconnected Operations Services suggests that we must find another way to parse Ancillary Services in ordcr to improve the pricing of such services.
The growing competition in the electric power market has led FERC to propose a standardized way to handle the accessory details associated with transmission service. FERC proposed six Ancillary Services without identifying the associated metrics. By metrics. I mean how a meter reading determines how much of each service has been provided. 
