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Abstract
We investigate a component of the center variety of polynomial differential systems that includes
all time-reversible systems. We give a general algorithm to find this irreducible subvariety and
compute its dimension. © 2003 Elsevier Science Ltd. All rights reserved.
1. Introduction
In Dulac (1908), Dulac considered polynomial systems of the form
dx
dt
= x + F(x, y) = P(x, y),
dy
dt
= −y + G(x, y) = Q(x, y),
(1)
where F(x, y),G(x, y) ∈ C[x, y] and have no constant and linear terms. He gave the
following definition for a center at the singular point (0, 0).
Definition 1. System (1) has a center at the origin if there is an analytic first integral of the
form
Ψ (x, y) = xy +
∞∑
s=3
s∑
j=0
v j,s− j x j ys− j , (2)
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where the v j,s− j are complex-valued functions in the coefficients of P and Q, such that
∂Ψ
∂x
P(x, y)+ ∂Ψ
∂y
Q(x, y) = 0.
When P and Q are quadratic polynomials, Dulac gave necessary and sufficient conditions
on the coefficients of P and Q such that system (1) has a center at the origin.
Moreover, he asked if one can find necessary and sufficient conditions on the coefficients
of P and Q, without restrictions on the degree, such that system (1) has a center
at the origin. This is the so-called center problem. For higher degree polynomials,
the center problem is still open. In particular, although there are numerous partial
results about cubic systems, that is, when P and Q are cubic polynomials, the center
problem is still open for general cubic systems. The center problem has a long and
interesting history. For more information, background and proofs for facts cited in
this paper, see either the indicated original source or Cima et al. (1997), Reyn (1994),
Romanovski and Robnik (2001), Rousseau and Schlomiuk (1995), Schlomiuk (1993) and
˙Zoła¸dek (1997).
In this paper we present an algorithm that computes, for any system (1), sufficient
conditions to have a center at the origin. Moreover, we will demonstrate this algorithm
for the general cubic system.
Any polynomial system of the form (1) can be written in the form
dx
dt
= x −
∑
(p,q)∈S
apq x
p+1yq = P(x, y),
dy
dt
= −
(
y −
∑
(p,q)∈S
bqpxq y p+1
)
= Q(x, y),
(3)
where P(x, y), Q(x, y) ∈ C[x, y] and
S = {(p j , q j ) | p j + q j ≥ 1, j = 1, . . . , l} ⊂ {{−1} ∪ N} ×N.
We denote by E(a, b)(=C2l) the parameter space of (3). It is clear that there is a one-
to-one correspondence between points of E(a, b) and systems of the form (3). Thus, to
solve the center problem, we need to identify all points (a, b) such that their corresponding
systems have a center at the origin.
Denote by C[a, b] the polynomial ring in the variables apq, bqp. It is known (see
e.g. Dulac, 1908; Romanovski and Robnik, 2001) that one can always find a Lyapunov
function Ψ of the form (2) such that
∂Ψ
∂x
P(x, y)+ ∂Ψ
∂y
Q(x, y) = g11 · (xy)2 + g22 · (xy)3 + g33 · (xy)4 + · · · , (4)
where the g j j are polynomials of C[a, b] called focus quantities. Thus system (3) has a
center at the point (a∗, b∗) if and only if g j j(a∗, b∗) = 0 for all j = 1, 2, . . . if and only if
(a∗, b∗) ∈ V(〈g11, g22, . . . , g j j , . . .〉).
For an ideal I ⊂ C[a, b] let V(I ) denote the variety of the ideal I , that is, the set of all
points in C2l which are zeros of all polynomials in I .
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Definition 2. The ideal
B := 〈g11, g22, . . . , g j j , . . .〉 ⊆ C[a, b]
is called the Bautin ideal of system (3) and its variety V(B) is called the center variety of
system (3).
Since C[a, b] is a Noetherian ring, by the Hilbert basis theorem, the ideal B is finitely
generated. It is known, for quadratic systems, that B is generated by the first three focus
quantities. At present there are no general methods to find a basis of the Bautin ideal for
an arbitrary polynomial system. While there exist methods to compute the variety of the
ideal, their computational complexity has prevented calculations even for the general cubic
system (3).
Without computing any focus quantities, one can easily identify a subvariety V ′ of V(B)
such that for any point (a′, b′) ∈ V ′, the corresponding system is Hamiltonian.
Using methods from computational algebra, we present an algorithm to compute
another subvariety of V(B), which we call the Sibirsky subvariety, of the center variety.
To define and find this subvariety we proceed as follows.
Let L : N2l N2 be the linear operator such that for ν = (ν1, ν2, . . . , ν2l) ∈ N2l ,
L(ν) :=
(
p1
q1
)
ν1 + · · · +
(
pl
ql
)
νl +
(
ql
pl
)
νl+1 + · · · +
(
q1
p1
)
ν2l =:
(
L1(ν)
L2(ν)
)
. (5)
Let
M :=
⋃
k∈N
{
ν ∈ N2l : L(ν) =
(
k
k
)}
. (6)
Obviously,M is an Abelian monoid. For k = 0, finding the solutions of the equation in (6)
is just the standard integer programming problem; see, e.g. Sturmfels (1993, Section 1.4).
Our algorithm is an adaptation of the algorithm to solve the standard problem. Let C[M]
denote the subalgebra of C[a, b] generated by all monomials of the form
aν1p1q1a
ν2
p2q2 · · · aνlpl ql b
νl+1
ql pl b
νl+2
ql−1 pl−1 · · · bν2lq1 p1,
for all ν ∈ M. In order to simplify notation we will abbreviate such a monomial by
[ν] = [ν1, . . . , ν2l ]. For ν ∈M, let
ν = (ν2l, ν2l−1, . . . , ν1).
It is shown in Romanovski (1993) and Romanovski and Robnik (2001) that the focus
quantities of system (3) belong to C[M] and have the form
gkk =
∑
L(ν)=(k,k)t
g(ν)([ν] − [ν]), (7)
with g(ν) ∈ Q, k = 1, 2, . . . . (Similar properties of the focus quantities were also obtained
in Cima et al., 1997 and Yi-Rong and Ji-Bin, 1989.)
Consider the ideal
Isib = 〈[ν] − [ν] | ν ∈M〉 ⊂ C[M].
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From (7) and Definition 2 it is clear that B ⊆ Isib and hence V(Isib) ⊆ V(B).
Definition 3. The variety V(Isib) is called the Sibirsky subvariety of the center variety.
This subvariety was first investigated by Sibirsky (1976), for a slightly different system,
namely
i
dx
dt
= x −
∑
(p,q)∈S
apq x
p+1xq . (8)
System (8) corresponds to a real system via the substitution x = u + iv (u, v are real
variables). The real system has the form
u˙ = −v + h.o.t, v˙ = u + h.o.t. (9)
and, therefore, has a center or focus at the origin. We should note that usually a singular
point of a real system is called a center if all trajectories in its neighborhood are closed.
However it is possible to show that all trajectories in a neighborhood of the origin of
system (9) are closed if and only if it admits a first integral of the form u2 + v2 +
h.o.t. (see e.g. Bibikov, 1979). Therefore this commonly used geometric definition is in
agreement with the above Definition 1. Sibirsky was interested not in the whole subvariety
V(Isib) but in the part consisting of all points of the form (a, a) corresponding to real
systems (8) and (9). The main contribution of Sibirsky was the proof of the fact that
for every point (a, a) ∈ V(Isib) the trajectories of the corresponding real system (9) are
reflectionally symmetric with respect to a line passing through the origin (Sibirsky, 1976,
Chapter 3).
However Sibirsky did not give any algorithm to find solutions of Eq. (5). The main
result of our paper is the presentation of such an algorithm, namely, we give a simple
and effective algorithm for computing generators for the ideal Isib, using methods from
computational algebra. This allows us to find a finite set of defining polynomials for the
Sibirsky component of the center variety. Moreover, we shall show below that V(Isib)
is irreducible. In fact, for all polynomial systems we have investigated, V(Isib) is a
component, i.e. a proper irreducible subvariety. Thus we conjecture that for any polynomial
system of the form (3), V(Isib) is a component of the center variety. We also establish the
following properties of Isib and its variety.
Theorem 1. The ideal Isib is prime in C[a, b].
Theorem 2. The dimension of the Sibirsky subvariety, V(Isib), of the center variety is
equal to l if all coefficients on the right-hand side of system (3) are resonant and l + 1
otherwise.
It is worthwhile to note that the symmetry property of systems (a, a) ∈ V(Isib) can
be expanded to a subset of the variety V(Isib), namely to all time-reversible systems. By
definition we say that the system
dz
dt
= F(z) (10)
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is (time-)reversible if
d(Sz)
dt
= −F(Sz), (11)
where z = (x, y) and S is the linear transformation
x → αy, y → α−1x . (12)
Direct substitution of (12) into (3) shows that system (3) is reversible if and only if
bqp = α p−q apq, apq = bqpαq−p. (13)
In the case when (3) is reversible using (13) we see that
[ν] = α(L1(ν)−L2(ν))[ν] = [ν],
and, therefore, from (7) we obtain
gkk ≡ 0
for all k, yielding the system has a center. Thus we have shown that every reversible system
has a center at the origin, that is, every reversible system is in V(Isib). However the opposite
statement does not hold. A simple counterexample is the system
x˙ = x(1 − a10x − a01y), y˙ = −y(1 − b10x − b01y).
In this case Isib = 〈a10a01 − b10b01〉. The system
x˙ = x(1 − a10x), y˙ = −y(1 − b10x) (14)
is from V(Isib) but the conditions (13) are not fulfilled, so (14) is not reversible.
The correct statement is the following. Let R ⊂ E(a, b) be the set of all reversible
systems of the family (3). Then:
(1) R ⊂ V(Isib);
(2) V(Isib)\R = {(a, b) : ∃(p, q) ∈ S where apqbqp = 0 and apq + bqp = 0}.
The proof of (1) is presented above and to prove the statement (2) one can transfer the
reasoning of Sibirsky for system (8) (Sibirsky, 1988, Theorem 30.1, p. 104) to the systems
of the form (3).
It should be mentioned that a substantial amount of literature is devoted to different
particular subfamilies of polynomial systems, mainly to systems of the second to
fifth degree (the bibliography on quadratic systems alone by Reyn, 1994) contains
approximately 1500 references). However, the Sibirsky variety algorithm in Section 2, and
Theorems 1 and 2 are among the very few statements known up to now about the whole
class of polynomial systems.
2. An algorithm for the Sibirsky subvariety
In this section we give an algorithm to find a finite set of generators for the ideal Isib,
hence for the Sibirsky subvariety of the center variety. It works for general systems (3).
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As a corollary, we obtain a Hilbert basis, that is, a finite minimal generating set, for the
monoidM described in the introduction.
Let
A =
(
c11 c21 . . . cl1 cl2 . . . c22 c12
c12 c22 . . . cl2 cl1 . . . c21 c11
)
be a (2 × 2l)-matrix with entries ci j ∈ Z. For each k ∈ N, let
V(k) =
{
ν = (ν1, . . . , ν2l) ∈ N2l | A · νt =
(
k
k
)}
.
The proof of the following lemma is straightforward.
Lemma 1. LetMA = ∪k∈NV(k). ThenMA is an Abelian submonoid of N2l . Also, if
µ = (µ1, . . . , µ2l) ∈MA,
then µ = (µ2l, . . . , µ1) ∈MA.
Let d = 2l and R = C[x1, . . . , xd ] be the polynomial ring in d variables. We consider
the following binomial ideal in R:
IA = 〈xµ − xµ | µ ∈MA〉.
We will obtain a Hilbert basis forMA from a Gro¨bner basis of the ideal IA. If the matrix
A arises from the coefficients of system (3) as follows:
A =
(
p1 p2 . . . pl ql ql−1 . . . q1
q1 q2 . . . ql pl pl−1 . . . p1
)
,
then IA is precisely the ideal Isib of (3).
We will represent IA as the kernel of a homomorphism of polynomial rings, so we can
use a standard algorithm to compute a finite generating set for this ideal. As a consequence,
we obtain an algorithm to compute a finite set of polynomials that define the Sibirsky
subvariety of the center variety of system (3).
Let S = C[t±1 , t±2 , y1, . . . , yl ]. Define a ring homomorphism φ : R S by
x j y j t
c j1
1 t
c j2
2
xl+ j yl− j+1t
cl− j+1,2
1 t
cl− j+1,1
2
for j = 1, . . . , l.
Theorem 3. ker(φ) = IA. In particular, IA is a prime ideal in R.
Proof. The second statement follows immediately from the first, since S is a domain.
To prove that ker(φ) = IA, we first show that ker(φ) is a binomial ideal. We can factor
the map φ as follows. Let
T = k[t1, t2, s1, s2, x1, . . . , xd , y1, . . . , yl ],
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and
φ′ : C[x1, . . . , xd ] T
be defined like φ, except that if c jh < 0, then it appears as an exponent of the variable sh
instead of th . Then φ is equal to the composition of φ′ followed by the projection
T T/〈t1s1 − 1, t2s2 − 1〉.
It is straightforward to see that ker(φ) = ker(φ′). Let
J = 〈x j − y j tc j11 t
c j2
2 , xl+ j − yl− j+1t
cl− j+1,2
1 t
cl− j+1,1
2 | j = 1, . . . , l〉 ⊂ T .
Then it follows immediately from Adams and Loustaunau (1994, Theorem 2.4.2) that
ker(φ) = ker(φ′) = J ∩ R. We obtain a generating set for J ∩ R by computing a reduced
Gro¨bner basis for J using an elimination ordering with x j < yh, tk , sr for all j, h, k, r , and
then intersecting it with R. Since J is generated by binomials, any reduced Gro¨bner basis
also consists of binomials. This shows that ker(φ) is a binomial ideal.
Now, let xα − xβ be a binomial in R. We may assume that the two monomials have no
common factors, that is, supp(α) ∩ supp(β) = ∅. Then
φ(xα − xβ) = (y1tc111 tc122 )α1 · · · (yltcl11 tcl22 )αl (yltcl21 tcl12 )αl+1 · · · (y1tc121 tc112 )αd
− (y1tc111 tc122 )β1 · · · (yltcl11 tcl22 )βl (yl tcl21 tcl12 )βl+1 · · · (y1tc121 tc112 )βd
= y(α1+α2l )1 · · · y(αl+αl+1)l t(c11α1+···+cl1αl+cl2αl+1+···+c12αd )1
× t(c12α1+···+cl2αl+cl1αl+1+···+c11αd )2
− y(β1+β2l )1 · · · y(βl+βl+1)l t(c11β1+···+cl1βl+cl2βl+1+···+c12βd )1
× t(c12β1+···+cl2βl+cl1βl+1+···+c11βd )2 .
Thus φ(xα − xβ) = 0 if and only if
α j + αd− j+1 = β j + βd− j+1 for all j ≥ 1,
c11α1 + · · · + cl1αl + cl2αl+1 + · · · + c12αd
= c11β1 + · · · + cl1βl + cl2βl+1 + · · · + c12βd , and
c12α1 + · · · + cl2αl + cl1αl+1 + · · · + c11αd
= c12β1 + · · · + cl2βl + cl1βl+1 + · · · + c11βd .
(15)
Since supp(α) ∩ supp(β) = ∅, we obtain the following facts from the first condition in
(15). If, for some j , α j = 0 = β j , then αd− j+1 = 0 = βd− j+1, so that β j = αd− j+1.
Now suppose that β j = 0 for some j . Then α j = 0. But then βd− j+1 = 0, otherwise
αd− j+1 = 0, which cannot be since β j ≥ 0 for all j . And this, in turn, implies that
β j = αd− j+1. Hence
β = (β1, . . . , βd) = (αd , . . . , α1) = α.
It follows from the last two equations in (15) that α ∈ MA. This completes the proof of
the theorem. 
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Theorem 4. With notation as above, let G be a reduced Gro¨bner basis of IA, with respect
to some term ordering on R. Then
1. The set
H = {µ,µ | xµ − xµ ∈ G} ∪ {e j + eh | h = d − j + 1; j = 1, . . . , l},
where e j = (0, . . . , 0, 1, 0, . . . , 0) is the j th basis vector, is a Hilbert basis ofMA.
Note that e j + ed− j+1 ∈MA for all j .
2. IA = 〈xµ − xµ | µ ∈ H〉.
Proof. 1. The proof is similar to that of Sturmfels (1993, Algorithm 1.4.5). It was shown
in the proof of the previous theorem that any binomial in IA is of the form xµ − xµ for
some µ ∈MA. Hence the Gro¨bner basis G of IA is of the form
G = {xµ1 − xµ1, . . . , xµr − xµr }.
We first show that the set H is a generating set for MA. Suppose not, so there exists
µ ∈ MA which is not an N-linear combination of elements in H. We can choose µ so
that xµ is minimal with respect to the chosen term ordering of R. Since µ ∈ H, we have
φ(xµ−xµ) = 0, so that xµ−xµ ∈ IA. Hence the leading term of this binomial is divisible
by a binomial in G. That is, there exist j, β such that
xµ − xµ = xβ(xµ j − xµ j )+ xµ j (xβ − xβ).
Thus xµ j (xβ − xβ) ∈ IA. But IA is a prime ideal, and it is immediate from the definition
of φ that it contains no monomials, so (xβ − xβ) ∈ IA. Moreover, xβ < xµ. Hence, by the
choice of µ, β is a linear combination of elements ofH, which implies that µ = β +µ j is
also a linear combination of elements ofH. This is a contradiction to our assumption on µ.
Thus,H is a generating set forMA.
To show that H is minimal, suppose that some µ j or µ j is an N-linear combination
of elements in H. Since the Gro¨bner basis G is reduced, the linear combination cannot
contain any summands coming from the µ j , µ j . But observe that all the vectors e j + eh
are symmetric, so that
xe j+eh − xe j+eh = 0.
A similar argument disposes of the other cases. Thus, we have shown thatH is the Hilbert
basis ofMA.
2. 〈xµ − xµ | µ ∈ H〉 = 〈G〉 = IA. 
We can also compute the dimension of the affine variety V(IA) of the ideal IA.
Theorem 5. The dimension of V(IA) is equal to l if c j1 = c j2 for all j = 1, . . . , l, and
l + 1 otherwise.
Proof. According to Sturmfels (1998, Lemma 4.2) the dimension of V(IA) is equal to the
number of linearly independent column vectors in the matrix
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
1 0 . . . 0 0 . . . 0 1
0 1 . . . 0 0 . . . 1 0
...
...
. . .
...
...
. . .
...
...
0 0 . . . 1 1 . . . 0 0
c11 c21 . . . cl1 cl2 . . . c22 c12
c12 c22 . . . cl2 cl1 . . . c21 c11


∼


1 0 . . . 0 0 . . . 0 1
0 1 . . . 0 0 . . . 1 0
...
...
. . .
...
...
. . .
...
...
0 0 . . . 1 1 . . . 0 0
0 0 . . . 0 cl2 − cl1 . . . c22 − c21 c12 − c11
0 0 . . . 0 0 . . . 0 0


.
The theorem now follows. 
Proof of Theorems 1 and 2. Theorem 1 is a corollary of Theorems 3 and 4 and Theorem 2
follows immediately from Theorem 5.
To close this section, we summarize the algorithm. In the next section we use this
algorithm to compute the Sibirsky component for general cubic systems.
Sibirsky subvariety algorithm.
Input: Two sequences of integers p1, . . . , pl , p j ≥ −1; q1, . . . , ql, q j ≥ 0. (These are
the coefficient labels for a system of the form (3).)
Output: A finite set of generators for the Sibirsky ideal Isib of (3), and the Hilbert basis
H of the monoidM.
1. Compute a reduced Gro¨bner basis G for the ideal
J = 〈ap j q j − y j t p j1 t
q j
2 , bq j p j − yl− j+1t
ql− j+1
1 t
pl− j+1
2 | j = 1, . . . , l〉
in C[a, b, y1, . . . , yl , t±1 , t±2 ], with respect to any elimination ordering with
{t1, t2} > {y1, . . . , yd} > {ap1q1, . . . , bq1 p1}.
2. Isib = 〈G ∩ C[a, b]〉.
3. H = {ν, ν | [ν] − [ν] ∈ G} ∪ {e j + eh | h = d − j + 1; j = 1, . . . , l} is a Hilbert
basis for the monoidM, where e j = (0, . . . , 0, 1, 0, . . . , 0) is the j th basis vector.
3. The Sibirsky subvariety of cubic systems
Using the algorithm above with the computer algebra system Macaulay (Grayson and
Stillman), we can easily compute the Sibirsky subvariety for fourth and fifth degrees
systems. In this section, we demonstrate the algorithm for cubic systems, since this is
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the first dimension for which the general problem has remained unsolved until now. The
general form of a cubic system is
x˙ = x(1 − a10x − a01y − a−12x−1 y2 − a20x2 − a11xy − a02y2 − a−13x−1y3),
y˙ = − y(1 − b2,−1x2y−1 − b10x − b01y − b3,−1x3y−1 − b20x2 − b11xy − b02y2),
(16)
where x, y, a jh, b jh ∈ C.
Theorem 6. The Sibirsky component Vsib of the center variety of cubic system (16) is
defined by the following equations:
0 = a11 − b11 = a01b02b2,−1 − a−1,2b10a20 = a01a02b2,−1 − a−1,2b10b20
= a410a−13 − b3,−1b401 = a10a−12b20 − b01b2,−1a02 = a10a−12b210 − a201b2,−1b01
= a20a02 − b20b02 = a210a−1,2b10 − a01b2,−1b201 = a10b02b10 − a01a20b01
= a301b2,−1 − a−12b310 = a10a02b10 − a01b20b01 = a310a−12 − b2,−1b301
= a10a−1,3b2,−1 − a−12b3,−1b01 = a20a−1,3b20 − a02b3,−1b02 = a210b02 − a20b201
= a202b3,−1 − a−13b220 = a01a−12b3,−1 − a−13b2,−1b10 = a201b20 − a02b210
= a220a−13 − b3,−1b202 = a10a−13b20b10 − a01a02b3,−1b01
= a10a20a−1,3b10 − a01b3,−1b02b01 = a10b202b2,−1 − a−12a220b01
= a210a02 − b20b201 = a10a02b02b2,−1 − a−12a20b20b01
= a10a202b2,−1 − a−12b220b01 = a201b3,−1b02 − a20a−13b210 = a201a20 − b02b210
= a01a−12b220 − a202b2,−1b10 = a210a−13b20 − a02b3,−1b201
= a−12a20b10 − b02b2,−1b01 = a01a−12a20b20 − a02b02b2,−1b10
= a201a02b3,−1 − a−13b20b210 = a210a20a−13 − b3,−1b02b201
= a01a−12a220 − b202b2,−1b10 = a10a−13b310 − a301b3,−1b01
= a210a−13b210 − a201b3,−1b201 = a310a−13b10 − a01b3,−1b301 = a401b3,−1 − a−13b410
= a01a−13b20b2,−1 − a−12a02b3,−1b10 = a01a20a−13b2,−1 − a−12b3,−1b02b10
= a10a−12b3,−1b02 − a20a−13b2,−1b01 = a10a−12a02b3,−1 − a−13b20b2,−1b01
= a2−12b3,−1b20 − a02a−13b22,−1 = a2−12a20b3,−1 − a−13b02b22,−1
= a10a2−12b3,−1b10 − a01a−13b22,−1b01 = a201a−13b22,−1 − a2−12b3,−1b210
= a2−12b320 − a302b22,−1 = a2−12a20b220 − a202b02b22,−1 = a2−12a220b20 − a02b202b22,−1
= a210a2−12b3,−1 − a−13b22,−1b201 = a2−12a320 − b302b22,−1
= a2−12b23,−1b02 − a20a2−13b22,−1 = a4−12b33,−1 − a3−13b42,−1
= a2−12a02b23,−1 − a2−13b20b22,−1 = a10a01 − b10b01
= a01a2−13b32,−1 − a3−12b23,−1b10 = a10a3−12b23,−1 − a2−13b32,−1b01. (17)
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 i1 : K = ZZ/31991;
 i2 : R = K[y_1..y_7,s,t,n,m, MonomialOrder => Lex];
 i3 : I = ideal(s*n-1, t*m-1);
 o3 : Ideal of R
 i4 : Rbar = R/(I*R);
 i5 : S = K[x_1..x_14, MonomialOrder => Lex];
 i6 : f = map(Rbar,S,matrix(Rbar,{{y_1*s,y_2*t,y_3*n*t^2,y_4*s^2,y_5*s*t,y_6*t^2,
                 y_7*n*t^3,y_7*m*s^3,y_6*s^2,y_5*s*t,y_4*t^2,y_3*m*s^2,y_2*s,y_1*t}}));
 o6 : RingMap Rbar <--- S
 i7 : J = ker f
 o7  = ideal (x  - x  , x x  - x  x  , x x  - x x  , x x  x   - x x x  , x x x   - x x x  ,
               5    10   1 2    13 14   4 6    9 11   1 11 13    2 4 14   1 6 13    2 9 14
 
   2         2   2        2    2        2    2         2                      
  x x   - x x   x x  - x x  , x x  - x x  , x x  - x  x  , x x  x   - x x x  ,
   1 11    4 14  2 9    6 13   1 6    9 14   2 4    11 13   2 11 12    3 4 13 
 
                                                                2     2       
  x x x   - x x x  , x x x  - x x  x  , x  x  - x  x  x  , x x x   - x x  x  ,
   2 6 12    3 9 13   1 3 9    6 12 14   13 4    11 12 14   1 3 13    2 12 14
 
   2              2    3         3    3         3                                            
  x x x   - x x  x  , x x   - x x  , x x  - x  x  , x x x   - x x x  , x x x  - x x x  ,
   1 3 13    2 12 14   2 12    3 13   1 3    12 14   1 7 12    3 8 14   4 7 9    6 8 11      
 
  2        2                      2        2                                                 
 x x  - x x , x x x  - x x  x  , x x  - x x  , x x x x   - x x x x  , x x x x   - x x x  x  ,
  6 8    7 9   2 3 8    7 12 13   4 7    8 11   1 7 9 13    2 6 8 14   1 4 7 13    2 8 11 14
                                                                
    2          2                                2         2      2             2  
 x x  x   - x x x  , x x x  x   - x x x x  , x x x   - x x x  , x x x   - x x x  ,
  1 11 12    3 4 14   1 6 11 12    3 4 9 14   1 6 12    3 9 14   2 8 11    4 7 13
 
       2    2        2            2                            2            2  
  x x x  - x x  x , x x x  - x x x  , x x x x  - x x  x  x  , x x x  - x x x  ,
   2 3 9    6 12 3   1 7 9    6 8 14   2 3 4 9    6 11 12 13   2 6 8    7 9 13
 
  2             2        2    2               3     3        2   2     2   2  
 x x x  - x x  x  , x x x  - x  x  x  , x x  x   - x x x  , x x x   - x x x  ,
  1 4 7    8 11 14   2 3 4    11 12 13   1 7  13    2 8 14   1 7 13    2 8 14
 
  3             3    4        4    4        4                                               
 x x x   - x x x  , x x  - x x  , x x  - x x  , x x x x   - x x x x  ,x x x x   - x x x  x  ,
  1 7 13    2 8 14   2 8    7 13   1 7    8 14   2 7 9 12    3 6 8 13  2 4 7 12    3 8 11 13
 
                                                 2            2    2             2  
 x x x x   - x x x  x  , x x x x  - x x x  x  , x x x  - x x x  , x x x  - x x  x  ,
  1 3 8 11    4 7 12 14   1 3 6 8    7 9 12 14   3 8 9    6 7 12   3 4 8    7 11 12 
  
                                                  
     2             2       2   2     2   2    2 3    3 2    2   2    2    2 
  x x x x   - x x x  x  , x x x   - x x x  , x x  - x x  , x x x  - x x  x  , 
   1 3 8 13    2 7 12 14   2 7 12    3 8 13   3 9    6 12   3 4 9    6 11 12     
     
   2 2        2  2    2 2       2  2    2 3    3  2    2 2         2 2    
  x x x  - x x  x  , x x x - x x  x  , x x  - x  x  , x x x   - x x x  ,  
   3 4 9    6 11 12   1 3 8   7 12 14   3 4    11 12   3 8 11    4 7 12   
 
   2   2    2   2      2 3     3 2        3 2    2 3       4 3    3 4
  x x x  - x x x  , x x x   - x x x  , x x x  - x x  x  , x x  - x x  ) 
   3 6 8    7 9 12   2 7 12    3 8 13   1 3 8    7 12 14   3 8    7 12
 
 o7 : Ideal of S
Fig. 1. Macaulay computation for system (16).
Proof. It is enough to show that the above Eq. (17) form a Gro¨bner basis of the ideal Isib.
To compute Isib, one can use the Sibirsky subvariety algorithm, with any computer algebra
system that offers a Gro¨bner basis algorithm. Fig. 1 shows a basic Macaulay session used
to compute Isib for system (16). To simplify notation, we renamed the variables a jh and
b jh as follows: x1 = a10, x2 = a01, x3 = a−12, x4 = a20, x5 = a11, x6 = a02, x7 = a−1,3,
x8 = b3,−1, x9 = b20, x10 = b11, x11 = b02, x12 = b2,−1, x13 = b10, x14 = b01. 
Using other elimination orders and the fact that Isib is a toric ideal, one can use special
algorithms that are designed to compute Gro¨bner basis for toric ideals substantially faster
588 A.S. Jarrah et al. / Journal of Symbolic Computation 35 (2003) 577–589
than standard algorithms, see Sturmfels (1998, Chapter 12.A). We are using the basic
commands in Fig. 1 just to make it simple for non-specialists.
It should be mentioned that Sibirsky (1988) has computed the Sibirsky subvariety for
cubic real systems by finding an upper bound on the degrees of the irreducible invariants
and then by sorting, which is an ad hoc method. His conditions define the same variety,
but a different ideal. According to Theorem 1 the ideal defined by the polynomials in the
statement of Theorem 6 is prime.
Also, in Yi-Rong and Ji-Bin (1989) a method is given to find all “elementary Lie
invariants” (our Hilbert basis). There the problem is reduced to finding non-negative
solutions of a Diophantine equation, which is done on a case-by-case basis by inspection.
Neither Sibirsky nor Yi-Rong and Ji-Bin have an analog of our Theorem 1, which
shows that the obtained invariants generate a prime ideal. This fact is an important
characterization of this subvariety of the center variety and is very helpful in the
investigation of the cyclicity problem.
Acknowledgements
This work was begun during the 1999 Summer Conference of the Rocky Mountain
Mathematics Consortium on Computational Algebra and its Applications at the University
of Wyoming. We thank the Consortium for support, and the University of Wyoming for
its hospitality. The first and second authors thank the Physical Science Laboratory at New
Mexico State University for partial support of this work. The third author acknowledges
support of the research through a grant of the Ministry of Science and Technology of the
Republic of Slovenia and the Abdus Salam ICTP (Trieste) Joint Programme, the grant of
the Foundation of Fundamental Research of the Republic of Belarus and the sponsorship
of Nova Kreditna Banka Maribor. We also thank Karin Gatermann, Michael Singer, Bernd
Sturmfels, and the referees for helpful comments and corrections.
References
Adams, W., Loustaunau, P., 1994. An Introduction to Gro¨bner Bases, Graduate Studies in
Mathematics, vol. 3. American Mathematical Society, Providence, RI.
Bibikov, Y., 1979. Local Theory of Nonlinear Analytic Ordinary Differential Equations, Lecture
Notes in Mathematics, vol. 702. Springer-Verlag, New York.
Cima, A., Gasull, A., Man˜osa, V., Manosas, F., 1997. Algebraic properties of the Lyapunov and
periodic constants. Rocky Mountain J. Math. 27, 471–501.
Dulac, H., 1908. De´te´rmination et inte´gration d’une certaine classe d’e´quations diffe´rentielles
ayant pour point singulier un centre. Bull. Sci. Math. 32, 230–252.
Grayson, D., Stillman, M., Macaulay2: a Software System for Algebraic Geometry. Available from
http://www.math.uiuc.edu/Macaulay2.
Reyn, J., 1994. A bibliography of the qualitative theory of quadratic systems of differential equations
in the plane, third edn., Report 94–02. Delft University of Technology.
Romanovski, V., 1993. On a calculation of Lyapunov focus quantities in the case of two imaginary
roots. Differ. Equ. 29, 782–784.
Romanovski, V., Robnik, M., 2001. The center and isochronicity problems for some cubic systems.
J. Phys. A: Math. Gen. 34, 10267–10292.
A.S. Jarrah et al. / Journal of Symbolic Computation 35 (2003) 577–589 589
Rousseau, C., Schlomiuk, D., 1995. Cubic vector fields symmetric with respect to a center.
J. Differential Equations 123, 388–436.
Schlomiuk, D., 1993. Algebraic particular integrals, integrability and the problem of the center.
Trans. Amer. Math. Soc. 338, 481–799.
Sibirsky, K., 1976. Algebraic Invariants of Differential Equations and Matrices, Shtiintsa,
Kishinev (in Russian).
Sibirsky, K., 1988. Introduction to the Algebraic Theory of Invariants of Differential Equations.
Manchester University Press, New York.
Sturmfels, B., 1993. Algorithms in Invariant Theory. Springer-Verlag, New York.
Sturmfels, B., 1998. Gro¨bner Bases and Convex Polytopes, University Lecture Series, vol. 8.
American Mathematical Society, Providence, RI.
Yi-Rong, L., Ji-Bin, L., 1989. Theory of values of singular point in complex autonomous differential
systems. Sci. China Ser. A 30, 10–23.
˙Zoła¸dek, H., 1997. The problem of center for resonant singular points of polynomial vector fields.
J. Differential Equations 137, 94–118.
