Abstract Data augmentation is one of the ways to deal with labeled data scarcity and overfitting. Both of these problems are crucial for modern deep-learning algorithms, which require massive amounts of data. The problem is better explored in the context of image analysis than for text; this work is a step forward to help close this gap. We propose a method for augmenting textual data when training convolutional neural networks for sentence classification. The augmentation is based on the substitution of words using a thesaurus as well as Princeton University's WordNet. Our method improves upon the baseline in most of the cases. In terms of accuracy, the best of the variants is 1.2% (pp.) better than the baseline.
Introduction
This work approaches the notion of data augmentation (DA) in training neural networks for solving the text classification problem. DA is based on the idea that the automatic modification of the data used to train a neural network (or another classification algorithm) can improve its performance. The modifications are designed in a way that should preserve the label assigned to the original piece of data. For example -the small rotation of an image of a triangle results in a new data sample but keeps the original (triangle) label intact. Such a procedure can be used in cases when the data acquisition process is particularly costly as well as for producing more diversified samples, making the network less prone to overfitting.
The so-called deep learning has improved the state of the art in multiple different fields [23] . It gives stunning results and is definitely the focus not only of academia but also of the industry. Most of the work has been done with visual data, but a deep-learning tsunami (as Christopher Manning puts it) is also engulfing the field of natural language processing (NLP) [26] .
Although it provides very promising results, deep learning also has its shortcomings. Among others, there is a problem of labeled data scarcity. This kind of data is most valuable for deep-learning algorithms, as generally supervised models provide more accurate results than unsupervised models. The data-labeling process is time--consuming and expensive. Moreover, the performance of a single data annotator may deteriorate with time, since many of the tasks are extremely repetitive and boring. As a result, the annotators who are paid for each piece of data often optimize their efforts and are less focused on the task. For example, a comparative study of cyberbullying annotation by means of Mechanical Turk and a group of carefully selected annotators [34] showed that the latter group performed much better, since all of the tested cyberbullying detection systems, as well as the machine-learning algorithm trained on the latter annotation, gave higher scores on the data set annotated by the second group. The data annotation may also face legal issues, especially in cases when personal data is processed.
Another problem that is also difficult to tackle is overfitting, meaning a large difference between the performance of a given data-trained model on the training and the test sets. If the model has a large-enough number of parameters, the model memorizes all of the training examples instead of generalizing the patterns present in the data; as a result, it shows poor performance in real-world scenarios. The primary means of tackling this challenge is using dropout [42] -"turning off" large parts of the network during the training process, which forces it to generalize rather than memorize the patterns. But DA can also be used, as the observed data is different in each epoch. To sum up, DA can reduce data annotation costs and overfitting.
This work focuses specifically on textual data augmentation. As with deep learning in general, more work has been done for visual data than for textual data. This paper helps to close this gap. What is more, DA enables us to leverage existing language resources (e.g., dictionaries) and integrate them into machine-learning methods.
Finally, there is a need for a more systematic approach to DA. Very often, techniques of augmenting data are more of an improvisation than an evidence-based procedure. This paper is a step towards a systematic approach to the matter.
Our solution builds upon the method proposed in [13] for augmenting visual data. The authors of this paper present a technique for choosing augmented data samples. By maximizing the current loss of a classifier on the new data sample, an overfitting reduction can be achieved. We transferred this approach to the language domain, with synonym replacement using available language resources as a primary text transformation. We tested it on a sentence-classification problem and made use of the convolutional network models proposed by Yoon Kim [17] and Sosuke Kobayashi [19] .
Our results are promising because models leveraging our DA technique performed better than the baseline in most cases. On the other hand, this did not happen in all cases; this is also a very interesting finding. The best of our variants was 1.2% (percentage points) better than the baseline in terms of accuracy. We also conclude that a dictionary extracted from Thesaurus.com was generally a better resource for augmenting data in our case than Princeton's WordNet [30] . This is also an important conclusion; it shows that not all resources are equal in terms of boosting the effectiveness of neural models using DA.
Related work
One of the most notable trends now in natural language processing is the application of deep learning for its tasks, whereas data augmentation is one of the investigated ways for improving its achievements.
Deep learning for NLP
Deep learning for NLP has shown its achievements in multiple different areas. For example, there has been a surge of interest in pre-trained language models used for different NLP tasks [50] . One of the most promising models was proposed by Devlin et al. [9] ; the authors called it BERT -Bidirectional Encoder Representations from Transformers. They introduced a new language representation model that improves on the state-of-the-art results in multiple NLP tasks. The distinguishing feature of this model is that it conditions on both the left and right context in all layers.
Another NLP task at which deep learning has shown to excel is machine translation. Researchers have proposed multiple different approaches for neural machine translation systems. Some of the most effective models include the attention mechanism [45] , CNN-based seq2seq learning [14] , and deep LSTM network with residual and attention connections [49] .
A further area of application for deep learning has been dialogue systems. Here, some of the best models are comprised of one employing the LSTM encoder on top of sentence-level CNN embeddings [53] , another model leveraging a memory network [11] , and a different method using LSTMs to encode the message and response with the inner product for ranking [25] .
Overview of data augmentation
Data augmentation is not intrinsically connected to neural networks; however, this work focuses specifically on using DA as a part of training neural networks.
Deep learning has become one of the most popular topics in recent computer science research. Most of the work has been done with visual data [5, 6, 13, 32] yet less with textual data, although more and more papers have been published on deep learning for NLP [7, 41, 52 ] (see Figure 1) . The same phenomenon occurs in data augmentation for deep learning. There is considerably more work that treats the visual data augmentation topic than that of textual data. There is also research that focuses on more general methods for DA, which can be used in the context of different data types: images, texts, etc. deep learning +image +language Figure 1 . Deep-learning trends according to app.dimensions.ai website [2] . We searched for keywords in abstracts and titles. We looked only for phrase "deep learning" and then "deep learning" plus "image" and "deep learning" plus "language"
General data augmentation
One approach for general data augmentation is to replicate the data in feature-space instead of data-space. The authors of [47] propose one method for augmenting data in data-space and another for feature-space. They compare the results and find out that, if we know the plausible kinds of transformations on the data, the data-space approach surpasses the feature-space approach.
Another way of dealing with the general case is proposed by the authors of [37] . Given a user-specified set of data transformations, they train a generative sequence model that can then be used to augment both visual and textual data. Their method is unsupervised, so it uses unlabeled data for training.
Image data augmentation
Within the visual data augmentation problem, multiple approaches can be observed. Presumably, the most obvious solution is to replicate the data randomly with carefully selected types of transformations [5, 6] . The authors of [5] use affine transformations on images (translation, rotation, scaling, horizontal shearing) and elastic deformations taken from [40] . The authors of [6] use similar augmentation techniques: rotations, translations, and scaling (among others).
A greedy algorithm to solve the issue is proposed by Paulin et al. [32] , which offers promising results but is computationally expensive. The authors introduce the Image Transformation Pursuit (ITP) algorithm to choose the right types of transformations; however, this approach is time-consuming because it involves multiple cases of classifier retraining.
Finally, the authors of [13] propose a method that does not involve classifier retraining. On the other hand, they choose examples for DA by maximizing the current loss of the classifier. This approach should intuitively reduce overfitting and, thus, increase the overall effectiveness of the trained model. This work builds upon their work, using the loss maximization approach and transferring this idea to the language domain.
Textual data augmentation
One work that approaches the problem of textual data augmentation is [52] . It is not the main focus of the work, but DA is used as a way to improve the training performance of a convolutional neural network. The authors use a thesaurus for the augmentation.
Ryan R. Rosario proposes a preprocessing approach that uses DA [38] . The author classifies short texts, whereas this work focuses on sentence classification. The other difference is the employed classifier: Rosario uses SVM, while this work concentrates on neural networks. Moreover, Rosario creates longer texts out of the original fragments, while we focus on transforming sentences without changing their lengths.
Jonathan Quijas has published research on DA for texts [36] . Among other issues, the author examines the effect of DA techniques on training convolutional and recurrent neural networks for text classification. However, the work is different from ours because it takes a different approach. The author examines shuffling, noise injection, and padding. Shuffling means randomly changing the order of words within a small context window. Noise injection is changing a word to a different randomly chosen one. Padding means filling the input with the words from a sentence instead of null characters. Our approach, on the other hand, examines synonym replacement and leverages the maximum loss approach from [13] . What is more, the samples for augmentation are chosen during training, not as preprocessing. The rationale for why this difference is important is given in Section 4.3.
More recently, Sosuke Kobayashi proposed another approach [19] . The author suggests replacing the word in a sentence by its counterparts generated with a bi--directional language model. Sosuke calls the method "contextual augmentation". The author shows improvements across multiple datasets. To our knowledge, this is the only paper that proposes textual data augmentation during training, which is also our approach. On the other hand, Sosuke proposes a different method for transforming the data.
Claude Coulombe has also published a paper on textual data augmentation for neural networks [8] . The author tested multiple different approaches: textual noise, spelling errors, synonyms replacement, paraphrase generation (using regular expressions or syntax trees), and back-translation. Claude performs tests on different network architectures; the difference between this work and ours is that it augments the data as a preprocessing stage, not during training.
Background
We introduce the essential theoretical background for understanding the problem we are trying to solve. It depicts some of the machine-learning concepts and methods we leverage as well as the language resources and dataset we use.
Classification
Classification is one of the typical problems that machine learning is trying to address [15] . The problem is the assignment of one of k predefined categories to a given previously unobserved input object. The learning algorithm that involves a neural network should typically produce a function (f : IR n → {1, ..., k}) that maps the input of real values to a single category. If the task is to assign a single category, it is called single-label classification, but there is also multi-label classification, where multiple categories can be assigned to a single data sample.
TREC dataset
This paper focuses on the single-label classification of English sentences. For testing our model, we used the TREC dataset [24] , where questions have to be classified into predefined sets of types. Table 1 summarizes the primary statistics of the dataset. The data is split into six disjoint classes: ABBR (abbreviation), DESC (description and abstract concepts), ENTY (entities), HUM (human beings), LOC (locations), and NUM (numeric values). Actually, the TREC dataset is split into more specific categories within these six general classes; however, in the paper by Kim [17] as well as in our work (which builds on top of it), only these general categories are taken into account. Table 2 shows example sentences for each of these six categories. 
Neural networks
Artificial neural networks (ANNs) are models that share some common characteristics with biological neural networks [12] . ANNs consist of simple elements called neurons that are connected to each other by links. Each link has a weight that multiplies the signal that is passed over it. The neuron applies an activation function to the sum of its inputs and outputs the output of the function. The following formula describes it: y = f (w 1 x 1 + w 2 x 2 + ... + w n x n ), where y is the output of a neuron, f is an activation function, w n is the weight of the nth input to the neuron, and x n is the value of the nth input to the neuron.
Backpropagation algorithm
The most basic and widely used method for training ANNs is the backpropagation algorithm [22, 31, 39, 46] . As the author of [12] puts it, the backpropagation algorithm is simply a gradient descent method for minimizing the total squared error of the output of an ANN.
The training of an ANN by backpropagation is comprised of four stages: • propagation of the signal forwards through the net (from the input to the output layer), • calculation of the error (by comparing the actual and expected value at the output layer), • backpropagation of this error (from the output layer to the input layer), • adjustment of weights according to the computed error and learning rate.
Convolutional neural networks
A convolutional neural network (CNN) is a suitable model for processing data that has a well-known grid-like topology [15] . CNNs are used predominantly in image processing, but they can also be found in NLP and other fields. Their distinctive feature is the convolution operation that is used instead of general matrix multiplication, as in fully connected feedforward ANNs.
In the continuous domain, the convolution can be described by the following formula:
where x and w are continuous functions, x is the input function, and w the kernel function. The name kernel and filter are often used interchangeably in this context. The output of convolution is sometimes called a feature map. The operation is often denoted with an asterisk:
In the discrete version, it can be defined as follows:
Convolutional networks are organized in layers. For grayscale image processing, each layer of convolution has two dimensions -width and height. To process an image with colors, you need another dimension (which is most often called channels). Each channel corresponds to one of the RGB colors.
Convolutional networks have multiple features that facilitate data processing. They have sparse connectivity, which is accomplished by making the kernel considerably smaller than the input. Typically, kernels are of a constant size that is independent of the data size. We give some examples of kernel sizes from the literature to provide a better picture. The famous Alexnet paper [21] states the following sizes: 11×11×3 (11 by 11 pixels window spanning 3 channels) in the first layer, 5×5×48, 3×3×256, 3×3×192, and 3×3×192 in the subsequent layers. Yoon Kim's paper on sentence classification mentions filters of sizes 3, 4, and 5 [17] . The sparse connectivity feature of CNNs results in the simplification of the model, which in turn enables better memory, computational, and statistical efficiency.
Another feature of convolutional networks is called parameter sharing. Instead of learning a separate set of parameters for each part of the data (e.g., the region of an image), one set is learned. It is one of the key features of CNNs, which distinguishes them from more-basic models such as feedforward fully connected MLPs without convolutional layers. This feature also improves memory and statistical efficiency.
A pooling operation is used as a part of the convolutional network data processing. It consists of replacing the value of a few neighboring outputs with a summary statistic. This statistic can be a maximum, minimum, average, etc. depending on the task that the network must solve. Pooling makes CNNs invariant to small translations of the data. Pooling can also be useful for handling inputs of varying size, which is needed in sentence classification, for example.
Transformer architecture
The CNN architecture has been used for a long time in research. One of the most recent neural network architectures that is specially designed for NLP tasks is the Transformer. It is proposed in Google's paper: ,,Attention is all you need" [45] .
The authors of the Transformer state that it is simpler than convolutional and recurrent neural networks (RNNs). Instead of using CNNs or RNNs, it leverages only the attention mechanism that connects the encoder and decoder. It achieves impressive results, especially in machine translation (for which it is designed). What is more, it turns out that it applies well to English constituency parsing. On top of being superior in effectiveness, it is also more parallelizable and requires significantly less time to train. It has also been used for text classification.
Multiple authors have built upon the Transformer architecture. One of these works proposes the use of the model for training a character-level language model [1] . In this paper, the authors use a deep transformer model, which surpasses RNN variants on two popular benchmarks: text8 and enwik8.
Word2vec
Word2vec is a popular name for a set of models that have recently been widely used and studied [27, 28] . Word2vec is a distributed representation of words. Unlike the simple bag-of-words representation, each word is represented as a vector of continuous values that uses one hot encoding (only one value is 1 -the rest are 0). In a bag-of--words vector space, every two words are orthogonal to each other, and the vectors representing the words have as many dimensions as the size of the whole vocabulary (which reaches hundreds of thousands of words for a typical corpus). On the other hand, word2vec vectors have fewer dimensions -for example, a few hundred. Therefore, the word2vec model can (and in fact does) capture some meaning similarity between words.
Since Tomas Mikolov proposed the word2vec model, various teams from around the world have tried to come up with a different approach for obtaining word embeddings. Among others, we might mention Stanford's GloVe [33] and Facebook's Fasttext subword embeddings [3] .
Synonym sources
For synonym replacement (see Section 4), we used two sources in our solution: WordNet [29, 30, 48] , and Thesaurus.com [43] .
Princeton's WordNet is a large lexical database for English. In this database, words are grouped in so-called synsets that gather synonyms. Words inside the synsets are synonyms, but synsets between each other are connected by multiple other kinds of relations. These include antonymy, hyponymy, and hypernymy (super-subordinate relationship or ISA relationship), meronymy (part-whole relationship), troponymy (which is to verbs what hyponymy is to nouns), and entailment. These relationships are also a part of WordNet; by using WordNet, it is possible to extract words connected by these relationships. Table 3 shows the size of WordNet, taking into account the different parts of speech [48] . These statistics apply to WordNet Version 3.0. In this paper, Princeton's WordNet is referred to as WordNet. Thesaurus.com is a website that is connected to Dictionary.com. The owners state on their site that Dictionary.com is the world's leading digital dictionary [43] . They provide millions of English definitions, spellings, audio pronunciations, example sentences, and word origins. Thesaurus.com and Dictionary.com were created in 1995; in 2014, they surpassed 70 million monthly users. Thesaurus.com is a service that finds synonyms for a given word. The site is used as a source of synonyms by the Python library called PyDictionary [35] , which we used in the experiments shown in this paper. We refer to Thesaurus.com as Thesaurus.
Solution
The gist of this paper is our proposed solution for the data augmentation of texts. We used two similar CNN models for classifying sentences and modified them to use our method for transforming the sentences while training the network.
Problem statement
This paper focuses on solving the sentence classification task with the use of the convolutional neural networks model. It examines the influence of the DA technique proposed by us on the effectiveness of this model in solving the task.
Classifier
As a model for sentence classification, we chose the CNN architecture proposed by Yoon Kim [17] . It is trained on top of pre-trained word vectors -word2vec [28] . The model is used for sentence classification. The general view of the architecture of this model is shown in Figure 2 . Looking from the left side, we first have a layer of word2vec vectors; then, there is a convolutional layer with multiple filter widths and feature maps. After that, there is a pooling layer; and finally, a fully connected layer with dropout and softmax output. We chose this because it improves upon the state of the art in some NLP tasks. What is more, ANNs have recently been the focus of NLP research [50] . The Kim CNN model is not deep, as it has only one layer of convolution; however, it achieves good results, and its simplicity makes it easier to use in experiments. Moreover, the distributed representations of words used by Kim have also been heavily researched recently.
The Kim CNN model comes in different variants: CNN-rand, CNN-static, CNN--non-static, and CNN-multichannel. We used two of these four variants: static and non-static. In the static variant, the word vectors are initialized with word2vec but do not change during training, whereas they change during training in the non-static variant. The architecture shown in Figure 2 is for two channels of word2vec vectors. Both channels are used only in the CNN-multichannel variant (which we do not test in this paper). It is a hybrid of static and non-static architectures. One of the channels holds the word2vec embeddings that are changed by backpropagation during training, and the other channel consists of vectors that keep their values throughout the training. We used the Kim CNN model for the experiments shown in Section 5.1. The second baseline model we used was implemented by Sosuke Kobayashi [19, 20] . It is similar to the Kim CNN architecture, and we used it in Section 5.2. We used only the baseline Kobayashi's model -not the one Sosuke proposed and called "contextual augmentation".
Data augmentation
The main topic of this paper is to determine how data augmentation techniques can improve the effectiveness of CNNs used for classifying sentences. Therefore, it is the most important part of our solution.
We modified the Kim CNN model according to the solution proposed by Fawzi et al. [13] for augmenting visual data. The idea of the work is as follows. The possible space of transformations for augmenting data is theoretically infinite; therefore, it is a challenge to determine which types of changes should be performed. Certain augmentation transformations can be beneficial to our model, but others are not necessarily so. There should be a way to choose the best ones; i.e., those that increase the effectiveness of the model. Fawzi et al. propose choosing the transformations that maximize the current loss of the classifier. Intuitively, it should reduce overfitting, because the classifier is trained on examples that are "least familiar" to the classifier in its current state. The authors explain the intuition in their paper with a simple example. According to this idea, they modify the step of stochastic gradient descent (SGD) algorithm [4] . With probability p, they transform the example used for training. With probability 1 − p, they leave the original sample for training.
The last question in our case is this -what types of DA transformations should we use for texts? The literature introduces the term label preserving transformations (LPTs) for visual data augmentation; this is used in [47] , for example. It defines those transformations that do not change the meaning of the data.
As LPT for text, we propose synonym replacement according to the procedure described below. Actually, this procedure ensures that the transformations preserve the labels in most or all cases, but the transformed sentence might not be linguistically correct. This is because the replaced synonym might not fully fit the context that is shown in Table 4 . The words in bold are replacements that are linguistically correct; the other replacements make some sense but do not fit the context. The replacements shown in Table 4 come from Thesaurus [43] .
To cope with the problem of choosing synonyms that do not fit the context, we restrain the replacement of only those words that belong to certain parts of speech. This solution does not solve the problem completely; on the other hand, it is a simple way of employing synonyms as LPTs. What is more, it is not certain what is the effect of those replacements that do not fit the context but have a similar meaning. They might as well boost the ultimate effectiveness of the model. Our exact solution to the problem of sentence classification using DA is as follows. For each mini-batch in SGD, we use our augmentation procedure (Algorithm 1) with probability p. For part-of-speech tagging, we use the Stanford part-of-speech tagger [44] . The Kim CNN model is used for sentence classification, and so is our model. We do not try multiple replacements but only one replacement of a word per sentence. for each word Wj ∈ Si do 5:
P OS tag ← P OS(Wj) 6: if P OS tag ∈ P OS tags then 7:
loss ← LOSS(M, S The novelty of our solution lies in the following achievements. First, it transfers the technique of DA proposed by [13] from images to text. Second, it tests the basic data transformations for text (namely, synonym substitution) using two different resources. Our proposed solution improves upon the baseline Kim CNN model in most cases (as is shown in Section 5). Finally, our work is a step towards a systematic approach to DA for textual data in the context of ANN models.
Results and discussion
We performed two sets of experiments. The first one (shown in Section 5.1) checked the effectiveness of our DA method for different values of its hyperparameters. We used the Kim CNN model here. In the second set of tests, we used Kobayashi's implementation (see Section 5.2). We checked if the DA variant that performed the best on the validation set was better than the baseline there. We also added some statistical analysis at the end of the latter part.
Tests for different parameters
For this set of tests, we used the Harvard implementation of the Kim CNN model [16] with its default parameters (shown in Table 5 ). For each test, we averaged the results for five different seeds of a random number generator. We tested our model on the TREC dataset [24] with the specific task of determining the types of subjects in the user questions. The dataset consists of around 6000 questions labeled with the 6 subject-type categories given in Table 2 . Our solution has the following hyper-parameters:
• presence or absence of dropout;
• probability of choosing the transformed mini-batch for training instead of original mini-batch p: 0.25, 0.5, 0.75; • part of speech that is replaced: noun, adjective or both;
• source of synonyms that is used for replacements: WordNet or Thesaurus.
The results for the baseline Harvard Kim CNN implementation with default parameters and without our DA method are shown in Table 6 . The results of our own solution are shown in both Tables (7 to 9) and on plots to easier capture the relative differences between the approaches (Figures 3 to 5) . The tables show the results for the different parts of speech of the words that are replaced: Table 7 is for nouns, 8 for adjectives, and 9 for both. The plots are organized in the same way: Figure 3 is for nouns, 4 for adjectives, and 5 for both. In all cases, the results show the accuracy on the test set for the model that gave the best result on the validation set throughout training. We did not perform test time augmentation, so we did not change the test dataset from the original. 92.28% (Augmented with p = 0.25, dropout, static) = 93% Table 9 Results of classification on TREC dataset. Both nouns and adjectives are replaced. Kim CNN static or non-static model with or without dropout. Scores for different values of p, which is probability of choosing transformed mini-batch for training instead of the original mini-batch. Results present accuracy (AC); i.e., proportion of total number of predictions that were correct. For each set of variants, best result is shown in bold The most important findings should answer the main research question: does the proposed data augmentation method improve the effectiveness of the Kim CNN model on the task of sentence classification?
The first finding is that the results of the augmentation are generally better than the baseline due to the following:
• The best overall result is (nouns + adjectives, augmented with p = 0.25, no dropout, non-static, Thesaurus). This means that the best result uses DA. The result for this variant is 93.92%, which is 1.2% (percentage points) better as compared to the no dropout non-static baseline (which is 92.72%).
• For each set of variants, the best result is with data augmentation (p > 0): -for (nouns, WordNet) the best result is for (augmented with p = 0.5, no dropout, static), which is 92.76%; -for (nouns, Thesaurus) the best result is for (augmented with p = 0.75, dropout, non-static), which is 93.2%; -for (nouns, WordNet + Thesaurus) the best result is for (augmented with p = 0.75, dropout, static), which is 93.36%; -for (adjectives, WordNet) the best result is for (augmented with p = 0.25, no dropout, static), which is 93.48%; -for (adjectives, Thesaurus) the best result is for (augmented with p = 0.75, no dropout, non-static), which is 93.56%; -for (adjectives, WordNet + Thesaurus) the best result is for (augmented with p = 0.25, dropout, static), which is 93%; -for (nouns + adjectives, WordNet) the best result is for (augmented with p = 0.5, no dropout, non-static), which is 93.2%; -for (nouns + adjectives, Thesaurus) the best result is for (augmented with p = 0.25, no dropout, non-static), which is 93.92%; -for (nouns + adjectives, WordNet + Thesaurus) the best result is for (augmented with p = 0.75, no-dropout, non-static), which is 93.28%.
• There are two sets of variants for which DA always improves the baseline:
(nouns, WordNet + Thesaurus) and (adjectives, WordNet). There is one set of variants (adjectives, Thesaurus) that almost always improves the baseline (10 out of 12 times).
On the other hand, DA does not always improve the result. For some sets of variants, DA improves the baseline for each value of p; however, for other sets of variants, some values of p improve the baseline and others do not. This naturally brings up another research question: which variants of data augmentation are better than others and why?
The first finding is that the Thesaurus variants are generally better than the WordNet variants:
• The overall best result comes from Thesaurus variant: (nouns + adjectives, augmented with p = 0.25, no dropout, non-static, Thesaurus).
• The variant (nouns, Thesaurus) is better than (nouns, WordNet) -the best result is 93.2% as compared to 92.76%. (nouns, WordNet) improves the baseline in only two cases, whereas (nouns, Thesaurus) improves it in five cases.
• The variant (adjectives, Thesaurus) the best result is 93.56%, whereas with (adjectives, WordNet), the best is 93.48%. However, (adjectives, Thesaurus) improves the baseline 10 out of 12 times, whereas (adjectives, WordNet) always improves the baseline.
• The variant (nouns + adjectives, WordNet) improves the baseline seven times with a best result of 93.2%, whereas (nouns + adjectives, Thesaurus) also improves it seven times but yields the best result -93.92% (the best overall). The second finding is that broadening the source of synonyms may improve the best overall result; however, this also comes with a higher risk of the result dropping below the baseline:
• The variant (adjectives, Thesaurus) improves the baseline 10 out of 12 times with a best result of 93.56%, whereas (nouns + adjectives, Thesaurus) improves the baseline only 7 out of 12 times but yields a best result of 93.92% (which is the best overall).
• The variant (adjectives, WordNet) improves the baseline in all cases with a best result of 93.48%, whereas (nouns + adjectives, WordNet) improves the baseline 7 out of 12 times with a best result of 93.2%.
For this part of the experiments, we can say that the techniques for augmenting data we proposed generally improve the effectiveness of the Kim CNN model on the sentence-classification task. On the other hand, they do not improve it in all cases and variants. From our tests, it can be concluded that Thesaurus.com is generally a better source for replacing synonyms for DA than Princeton's WordNet. However, it is not entirely clear why this is the case. We provide another set of experiments with a different methodology and statistical significance analysis in the next section.
Further experiments and statistical significance tests
For this further analysis, we have used a different implementation of CNNs that is similar to the Kim CNN model; this was published by Sosuke Kobayashi on github [19, 20] . We conveyed the experiments without using dropout. As suggested by the author, further hyperparameters are shown in Table 10 . This time, we used only Thesaurus as the source of synonyms. We tested on nouns, adjectives, or both. We also adopted a different methodology for these tests, although we used the same TREC dataset. We ran the experiments for ten different seeds of a random number generator. For each seed, we compared the baseline CNN results with different variants of our DA method. We observed which of the DA variants had the best result on validation set and noted its result on the test set ("DA TEST for best VAL" column). We also show the best test result of all of the DA variants ("best DA TEST" column). We show the results in Table 11 . Table 11 shows that the result that performed the best on the validation set is better than the baseline in all cases. On the other hand, the difference was sometimes marginal; it ranged from 0.2% to 1.2%.
We also examined some of the cases for their statistical significance. We used the approach proposed by Thomas G. Dietterich in his work about statistical significance for supervised classifiers [10] . The author states that, among the different statistical tests, the one that is best-suited for comparing classification algorithms that are run once is McNemar's test.
McNemar's test consists of building a contingency matrix for two compared classifiers showing their relative performance on a test set. The matrix is 2×2, and its fields hold the number of examples classified correctly by both algorithms, labeled correctly by only one of them and incorrectly by both. We can tag these numbers as A, B, C, and D, respectively.
Table 11
Results of classification on TREC dataset with use of Kobayashi's implementation. The first column from left shows the number of experiment execution -each one for a different seed of random number generator. Next column shows the result of the baseline on the test dataset. Next three columns show the result on the test set of DA variant that performed best on the validation set, the name of variant, and the difference between this result and baseline. Finally, the next three columns show analogous information but for DA variant with the best result on the test set. Results present accuracy (AC); i.e., the proportion of the total number of predictions that were correct We choose the best run for testing statistical significance; this was Run Number 5. The variant that performed the best on validation set (adj, p = 0.25) is 1.2% better than the baseline, and the best on test dataset (adj, p = 0.5) is 2% better. This shows that our proposed method has the potential for boosting a neural network's classification performance, although the improvement might rarely be statistically significant. Therefore, this paper shows an interesting basis for further research but does not propose a ready and ultimate technique for textual data augmentation.
Conclusions and future work
We presented a method for data augmentation used for text classification with convolutional neural networks. Our technique performed better than the baseline in most of the cases. The best of our variants performed 1.2% better than the baseline in terms of accuracy. We also conducted a partial statistical analysis of our results. We conclude that this work shows some promising results, although the proposed method is not a ready and ultimate technique for augmenting textual data with neural networks.
We leveraged a technique proposed for augmenting visual data [13] . It chooses data transformations that maximize the current loss of the classifier. We adapted it to the language domain, suggesting synonym replacement transformations using multiple language resources. As a CNN model, we used the one proposed by Yoon Kim [17] and another implemented by Sosuke Kobayashi [19, 20] .
There are multiple possibilities for future work. One of them is examining other types of transformations, such as using the parse tree of a sentence instead of synonym replacement. Another idea is to test the DA method proposed by us in this work on other tasks and datasets. Eventually, all of these experiments might lead to the development of a more general DA method that could boost the performance of different neural network architectures on a variety of NLP tasks.
