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Abstract
In this paper, we compute special values of L-functions of modular
forms which are products of the Jacobi theta series or the Borweins theta
series. We give new integral representations of L-values at s = 3, 4 for
some theta products of weight 2, and express L-values at s = 1 for some
theta products of weight 3 in terms of special values of generalized hyper-
geometric functions.
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1 Introduction
In number theory, it is very important to study L-functions, which are gener-
alization of the Riemann zeta function (s), since their special values tell us
number theoretic information. For example, the fact that (1) diverges implies
there are innitely many prime numbers. Other examples are as follows.
(0) =  1
2
() Z: PID;
1  1
3
+
1
5
     = 
4
() Z[p 1]: PID:
These follow from the class number formula
lim
s!0
s rK(s) =  hKRK
wK
;
which is an important formula in algebraic number theory. Here K is a number
eld, K(s) is the Dedekind zeta function ofK, r is the rank of the multiplicative
group of the integer ring of K, hK is the class number of K, wK is the number
of roots of unity in K, and RK is the determinant of the Dirichlet regulator. We
have many similar formulas connecting number theoretic invariants with special
values of L-functions. On the other hand, there are also many conjectures
concerning special values of L-functions, for example, the BSD conjectures and
the Beilinson conjectures.
The Beilinson conjectures [2, 3] are quite general statements extending the
class number formula which relate special values of L-functions to the Beilinson
regulators. The conjectures for elliptic curves over Q are proved by Bloch [7, 8]
and Beilinson [2, 3]. However, the conjectures for general cases are still quite
open. One of the reasons is that we do not know how to compare regulators
with special values of L-functions directly.
In 2010s, for some cases, it was found that regulators and special values of
L-functions can be expressed in terms of special values of generalized hyperge-
ometric functions
p+1Fp

a1; a2; : : : ; ap+1
b1; b2; : : : ; bp
 z := 1X
n=0
(a1)n    (ap+1)n
(b1)n    (bp)n
zn
(1)n
;
where (a)n :=  (a+ n)= (a). For example, it is clear that we have
n+1Fn

1; 1; : : : ; 1
2; : : : ; 2
 1 = 1X
k=0
(1)k    (1)k(1)k
(2)k    (2)k(1)k =
1X
k=0
1
(k + 1)n
= (n):
Other examples are as follows.
(i) Otsubo [16] expressed the regulator images of Ross' elements in terms of
3F2(1). Further, by using the regulator formula and Bloch's theorem, he
expressed L(E; 2) for certain elliptic curves E with complex multiplication
in terms of 3F2(1).
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(ii) Rogers [17], Rogers-Zudilin [19], Zudilin [21] and the author [14] expressed
L(E; 2) for certain elliptic curves E with complex multiplication in terms
of 3F2(1) by an analytic method. Further, Zudilin [21] expressed L(E32; 3)
for the elliptic curve E32 with conductor 32 in terms of 4F3(1).
(iii) Rogers-Wan-Zucker [18] expressed L(f; 1) for theta products f() of weight
3, 4 and 5 in terms of special values of the  -function or generalized hy-
pergeometric functions by an analytic method.
From these results, we can compare number theoretic invariants with special
values of L-functions via generalized hypergeometric functions.  number theoretic invariants dicult to compare              !   L-values
 !  ! hypergeometric functions can compare        !  hypergeometric functions
For example, the author [14] compared Otsubo's regulator formulas with L-
value formulas which are due to Rogers-Zudilin and the author via generalized
hypergeometric functions, and gave a new proof of the Beilinson conjectures for
some CM elliptic curves, which are originally due to Bloch. Asakura [1] proved
the Beilinson conjectures for the elliptic curve with conductor 24 by compar-
ing his regulator formula with Rogers-Zudilin's L-value formula via generalized
hypergeometric functions.
In this paper, we discuss special values of L-functions of modular forms
which are products of the Jacobi theta series
2(q) =
X
n2Z
q(n+1=2)
2
;
3(q) =
X
n2Z
qn
2
;
4(q) =
X
n2Z
( 1)nqn2 ;
or the Borweins theta series
a(q) =
X
n;m2Z
qn
2+nm+m2 ;
b(q) =
X
n;m2Z
!n mqn
2+nm+m2 ;
c(q) =
X
n;m2Z
q(n+1=3)
2+(n+1=3)(m+1=3)+(m+1=3)2 ;
where !3 = 1 and ! 6= 1.
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For a modular form f with the q-expansion f(q) =
P1
n=1 anq
n, we dene its
L-function L(f; s) by
L(f; s) :=
1X
n=1
an
ns
:
We know that, for n 2 Z=1, the value L(f; n) is obtained by the Mellin trans-
formation of f(q)
L(f; n) =
( 1)n 1
 (n)
Z 1
0
f(q)(log q)n 1
dq
q
: (1)
Note that the case n = 1 is special since the logarithm in (1) vanishes.
The purpose of this paper is to give new integral representations of L(f; n) of
some theta products using algebraic functions and generalized hypergeometric
functions, and to express them in terms of special values of generalized hyper-
geometric functions for some cases.
Our main theorem is the following.
Theorem (Theorems 8.2 and 8.4)
The following tables are true.
f(q) L(f; 1)
(i)
1
2
2(q
4)43(q
4)4(q
8)
pp
2 + 1 2
 
1
4

8
p

3F2

1
4 ;
1
2 ;
1
2
3
8 ; 1
 1
(ii)
1
2
2(q
4)33(q
4)24(q
4)
 2
 
1
4

8
p
2
3F2

1
4 ;
1
2 ;
1
2
3
4 ; 1
 1
(iii)
1
2
2(q
4)23(q
4)34(q
4)

4
p
2
3F2

1
4 ;
1
2 ;
1
2
1; 1
 1
(iv)
1
2
2(q
4)54(q
4)
 2
 
1
4

16
p

3F2

1
4 ;
1
2 ;
1
2
3
2 ; 1
 1
(v)
1
2
2(q
4)54(q
8)
pp
2  1 4   14
162
(vi)
1
4
22(q
2)33(q
2)4(q
2)
 2
 
1
4

8
p
2
3F2

1
2 ;
1
2 ;
1
2
3
4 ; 1
 1
(vii)
1
4
22(q
2)3(q
2)34(q
2)
 2
 
3
4

2
p
2
3F2

1
2 ;
1
2 ;
1
2
5
4 ; 1
 1
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(viii)
1
4
22(q
2)44(q
2)
1
4
3F2

1
2 ;
1
2 ;
1
2
3
2 ; 1
 1
(ix)
1
8
32(q
4)23(q
4)4(q
4)

16
p
2
3F2

3
4 ;
1
2 ;
1
2
1; 1
 1
(x)
1
8
32(q
4)3(q
4)24(q
4)
 2
 
3
4

8
p
2
3F2

3
4 ;
1
2 ;
1
2
5
4 ; 1
 1
(xi)
1
8
32(q
4)34(q
4)

32
p
2
(xii)
1
8
32(q
4)34(q
8)
 
 
1
8

 
 
1
4

 3
 
3
8

1285=2
(xiii)
1
16
42(q)
2
4(q)

16
(xiv)
1
32
52(q
4)4(q
4)
 2
 
1
4

256
p

3F2

5
4 ;
1
2 ;
1
2
3
2 ; 1
 1
(xv)
1
32
52(q
4)4(q
8)
pp
2 + 1 4
 
1
4

1282
f(q) L(f; 1)
(i)
1
3
a(q3)c(q3)b(q3)
 6
 
1
3

8
p
33
(ii)
1
3
c(q3)b2(q3)
2
9
p
3
3F2

1
3 ;
1
3 ;
2
3
1; 1
 1
(iii)
1
9
c2(q3)b(q3)
2
27
p
3
3F2

1
3 ;
2
3 ;
2
3
1; 1
 1
(iv)
1
3
c(q3)b2(q9)
2
311=6
3F2

1
9 ;
4
9 ;
7
9
1; 1
 1
(v)
1
9
c2(q3)b(q9)
2
313=6
3F2

2
9 ;
5
9 ;
8
9
1; 1
 1
Here we normalized f(q) =
P1
n=1 anq
n so that a1 = 1.
We remark that, for theta products f(q) of weight 3 which are considered
7
in [18], the values L(f; 1) are expressed in terms of special values of the gamma
function, not generalized hypergeometric functions. It is new that the values
L(f; 1) are expressed in terms of special values of generalized hypergeometric
functions.
Our strategy to compute L(f; 1) is the same as that used in [14], [17], [18],
[19] and [21]. By using involution formulas, Lambert series expansions of theta
products and the following transformations
d
(1  )2F12

1
2 ;
1
2
1
 =
dq
q
;
d
(1  )2F12

1
3 ;
2
3
1
 =
dq
q
;
where  = 42(q)=
4
3(q) and  = c
3(q)=a3(q), we can reduce (1) to an integral of
the form Z 1
0
(polynomials in tk(1  t)l) p+1Fp(tm) dt
t(1  t) :
Then, we obtain a hypergeometric evaluation of L(f; n) after some computa-
tions.
The structure of this paper is as follows. In part I, we give a quick review of
materials that we need in the computations of special values of L-functions. In
section 2, we recall some properties and formulas of generalized hypergeometric
functions. In section 3 (resp. 4), we recall some identities and Lambert series
expansions of the Jacobi (resp. Borweins) theta series. In part II, we compute
L(EN ; n) for elliptic curves EN with conductor N . In this paper, we consider
the cases N = 27, 32 and 64. In section 5, we give hypergeometric evaluations of
L(E27; 1) and L(E27; 2), and give new integral representations of L(E27; 3) and
L(E27; 4) using algebraic functions and generalized hypergeometric functions.
In section 6, we give hypergeometric evaluations of L(E32; n) for n = 1; 2 and
3, and give a new integral representation of L(E32; 4) using algebraic functions
and generalized hypergeometric functions. In section 7, we give hypergeometric
evaluations of L(E64; 1) and L(E64; 2), and give new integral representations of
L(E64; 3) and L(E64; 4) using algebraic functions and generalized hypergeomet-
ric functions. In part III, we consider the higher weight case. In section 8, we
give hypergeometric evaluations of L(f; 1) for some theta products of weight 3.
Acknowledgment
I am deeply grateful to my advisor Noriyuki Otsubo for his constant encourage-
ment and support. He always corrected my misunderstandings and led me to
the right direction.
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Part I
Preliminaries
In this part, we give a quick review of some materials which are related to com-
putations of special values of L-functions of theta products, that is, generalized
hypergeometric functions, the Jacobi theta series and the Borweins theta series.
Theta series have various number theoretic connections, and to study theta
series is very important for our method. In fact, we consider some Lambert series
to compute special values of L-functions. For example, in the computation of
L(E32; 3), we want to express
1X
n;s=1
 4(n)

s  1
2
2
qn(s 1=2)
in terms of the Jacobi theta series. Here we write  4(n) := Im (in).
Our main tool is the Bailey 6 6-summation [20, p.191, (7.1.1.1)]X
n2Z

q
p
a; qpa; b; c; d; ep
a; pa; aqb ; aqc ; aqd ; aqe
 q
n

a2q
bcde
n
=

aq; aqbc ;
aq
bd ;
aq
be ;
aq
cd ;
aq
ce ;
aq
de ; q;
q
a
aq
b ;
aq
c ;
aq
d ;
aq
e ;
q
b ;
q
c ;
q
d ;
q
e ;
a2q
bcde
 q
1
:
(2)
Here we write
(a; q)1 :=
1Y
n=0
(1 + aqn);
(a; q)n :=
(a; q)1
(aqn; q)1
;
and 
a1; : : : ; ap
b1; : : : ; br
 q
n
:=
(a1; q)n    (ap; q)n
(b1; q)n    (br; q)n :
By this summation formula, we have some Lambert series expansions of theta
products.
2 Generalized Hypergeometric Functions
In this section, we give a quick review of generalized hypergeometric functions.
For more detail, see [20].
2.1 Denitions and Basic Properties
For s 2 C, we dene the gamma function  (s) by
 (s) :=
Z 1
0
xs 1e xdx:
9
Then, the Pochhammer symbol (a)n is dened by the following quotient of the
gamma function
(a)n :=
  (a+ n)
  (a)
=
(
a(a+ 1)(a+ 2)    (a+ n  1); (n 6= 0);
1; (n = 0);
for a 2 C, n 2 Z=0. For example, we have (1)n = n!.
Denition 2.1. The series
p+1Fp

a1; a2; : : : ; ap+1
b1; b2; : : : ; bp
 z := 1X
n=0
(a1)n    (ap+1)n
(b1)n    (bp)n
zn
n!
(3)
is called the generalized hypergeometric function.
Remark 2.2. Although we can dene more general hypergeometric functions
pFq(z), we consider only the case p+1Fp(z) in this paper.
The variable is z, and a1; a2; : : : ; ap+1; b1; b2; : : : ; bp are called the parameters
of the function. Any of these quantities may be real or complex but the bi's
must not be non-positive integers, as in that case the series (3) is not dened.
If one of ai's is a non-positive integer, the series (3) reduces to a polynomial.
Note that, by the denition, arrangements of the parameters in each row
does not matter. For example, we have
3F2

a; b; c
e; f
 z = 3F2 b; a; ce; f
 z = 3F2 a; b; cf; e
 z :
Example 2.3.
1F0

a
 z = 1 + az + a(a+ 1)z22! +   + (a)nznn! +    = (1  z) a:
In particular, if a = 1, then
1F0

1
 z = 1 + z + z2 +    = 11  z :
This implies why the series p+1Fp(z) is called the hypergeometric function.
Example 2.4. The case p = 1
2F1

a; b
c
 z
is classical. This is called Gauss' hypergeometric function.
The convergence of (3) is as follows.
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Proposition 2.5 ([20]). The series (3) is convergent when jzj < 1. Further, it
also converges when z = 1 if Re(
pX
j=1
bj  
p+1X
j=1
aj) > 0.
Proof. See [20, p.45].
The generalized hypergeometric function (3) has the following integral rep-
resentation. For simplicity, we write
 

a1; : : : ; ap
b1; : : : ; bq

:=
 (a1)    (ap)
 (b1)    (bq) :
Proposition 2.6 ([20, p.108, (4.1.2)]).
p+1Fp

a1; a2; : : : ; ap+1
b1; b2; : : : ; bp
 z
=  

b1
a1; b1   a1
 Z 1
0
ta1(1  t)b1 a1pFp 1

a2; : : : ; ap+1
b2; : : : ; bp
 zt dtt(1  t) :
In particular,
2F1

a1; a2
b1
 z =    b1a1; b1   a1
 Z 1
0
ta1(1  t)b1 a1(1  zt) a2 dt
t(1  t) :
Proof. By the denition of the generalized hypergeometric functions, we haveZ 1
0
ta1(1  t)b1 a1pFp 1

a2; : : : ; ap+1
b2; : : : ; bp
 zt dtt(1  t)
=
1X
n=0
(a2)n    (ap+1)n
(b2)n    (bp)n(1)n z
n
Z 1
0
ta1+n(1  t)b1 a1 dt
t(1  t)
=
1X
n=0
(a2)n    (ap+1)n
(b2)n    (bp)n(1)n z
n 

a1 + n; b1   a1
b1 + n

=  

a1; b1   a1
b1
 1X
n=0
(a1)n    (ap+1)n
(b1)n    (bp)n(1)n z
n;
hence we have the proposition.
2.2 Summation Formulas
We are interested in the case z = 1. The following summation formulas are very
important to express special values of L-functions of theta products in terms of
special values of generalized hypergeometric functions or the  -function.
Theorem 2.7 (Gauss' theorem, [20, p.28, (1.7.6)]). If Re(c  a  b) > 0 , then
2F1

a; b
c
 1 =   c; c  a  bc  a; c  b

:
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Proof. By Proposition 2.6, we have
2F1

a; b
c
 1 =    c;b; c  b
 Z 1
0
tb 1(1  t)c a b 1dt
=  

c;
b; c  b

 

b; c  a  b
c  a

=  

c; c  a  b
c  a; c  b

:
Theorem 2.8. (i) (Thomae's formula [20, p.52, (2.3.3.7)]) For Re (s) > 0
and Re (a) > 0, we have
3F2

a; b; c
e; f
 1 =    e; f; sa; b+ s; c+ s

3F2

e  a; f   a; s
s+ b; s+ c
 1 ;
where s := e+ f   (a+ b+ c).
(ii) (Dixon's formula [20, p.52, (2.3.3.5)]) For Re
 
a
2   b  c

>  1, we have
3F2

a; b; c
1 + a  b; 1 + a  c
 1 =   1 + a2 ; 1 + a2   b  c; 1 + a  b; 1 + a  c1 + a; 1 + a  b  c; 1 + a2   b; 1 + a2   c

:
(iii) (Watson's formula [20, p.54, (2.3.3.13)]) For Re (1  a  b+ 2c) > 0, we
have
3F2

a; b; c
1+a+b
2 ; 2c
 1 =    12 ; 1+2c2 ; 1+a+b2 ; 1 a b+2c21+a
2 ;
1+b
2 ;
1 a+2c
2 ;
1 b+2c
2

:
Proof. See [20, p.52-54].
2.3 Transformation Formulas
To connect hypergeometric functions with theta series, we need the following
transformation formulas.
Proposition 2.9. (i) [4, p.50, Entry 3]
2F1
"
a
2 ;
b
2
b
 1  1  x1 + x
2#
= (1 + x)a2F1

a
2 ;
a b+1
2
b+1
2
x2 ;
(ii) [6, p.96, Theorem 2.3]
2F1
"
a
3 ;
a+1
3
a+1
2
 1   1  x1 + 2x
3#
= (1 + 2x)a2F1

a
3 ;
a+1
3
a+5
6
x3 :
Proof. See [4, p.50, Entry 3] and [6, p.96].
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3 Jacobi's Theta Series
In this section, we give a quick review of the Jacobi theta series. For more
detail, see [5], [9], [12].
3.1 Denitions and Standard Identities
Denition 3.1. We dene the Jacobi theta series 2(q), 3(q) and 4(q) by
2(q) :=
X
n2Z
q(n+1=2)
2 2 q1=4Z[[q]];
3(q) :=
X
n2Z
qn
2 2 Z[[q]];
4(q) :=
X
n2Z
( 1)nqn2 2 Z[[q]]:
We have the following identities.
Lemma 3.2 ([9]). (i) 4(q) = 3( q),
(ii) 3(q) + 4(q) = 23(q
4),
(iii) 3(q)  4(q) = 22(q4).
Proof. These follow from the denition of i(q). For example, we have
3(q) + 4(q) =
X
n2Z
(1 + ( 1)n)qn2 = 2
X
n2Z
q(2n)
2
= 23(q
4):
Similarly, we can prove the remaining identities.
Lemma 3.3 ([5]). (i) 23(q) + 
2
4(q) = 2
2
3(q
2),
(ii) 23(q)  24(q) = 222(q2),
(iii) 23(q
2) + 22(q
2) = 23(q),
(iv) 23(q
2)  22(q2) = 24(q).
Proof. These follow from straightforward computations. For example,
23(q) + 
2
4(q) =
X
n;m2Z
(1 + ( 1)m+n)qn2+m2
= 2
X
nm mod 2
qn
2+m2
= 2
X
n;m2Z
qn
2+(2m+n)2
= 2
X
n;m2Z
q2(n+m)
2+2m2 = 223(q
2):
Similarly, we can prove the remaining identities.
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Corollary 3.4. (i) 3(q)4(q) = 
2
4(q
2),
(ii) 22(q
2)3(q
2) = 22(q).
Proof. These easily follow from Lemmas 3.2 and 3.3. For example, we have
43(q)4(q) = (3(q) + 4(q))
2   (3(q)  4(q))2 = 423(q4)  422(q4) = 424(q2):
Similarly, we can prove (ii).
One of the most important identities of Jacobi's theta series is the following.
Proposition 3.5 ([9, p.35, (2.1.10)]).
43(q) = 
4
2(q) + 
4
4(q):
Proof. By Lemma 3.3 (i) and (ii), we have
43(q)  44(q) = (23(q)  24(q))(23(q) + 24(q)) = 423(q2)22(q2) = 42(q):
Here we used Corollary 3.4 (ii) for the last equality.
Each of Jacobi's theta series is a quotient of the Dedekind eta function
(q) := q1=24
1Y
n=1
(1  qn):
Proposition 3.6 ([9, p.64]). (i)
3(q) =
5(q2)
2(q)2(q4)
;
(ii)
2(q) =
22(q4)
(q2)
;
(iii)
4(q) =
2(q)
(q2)
:
Proof. These immediately follow from the Jacobi triple product formula [9, The-
orem 3.1]
1Y
n=1
(1 + xq2n 1)(1 + x 1q2n 1)(1  q2n) =
X
n2Z
xnqn
2
:
For more detail, see [9].
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By this proposition, we know that each of the Jacobi theta series has the
following involution.
Corollary 3.7 ([9, p.40]). (i)
3(e
 u) =
1p
u
3(e
 =u);
(ii)
2(e
 u) =
1p
u
4(e
 =u):
Proof. We know that (q) has the involution
(e 2u) =
1p
u
(e 2=u);
hence we have the corollary by Proposition 3.6.
3.2 Lambert Series Expansions
We have the following Lambert series expansion of 22(q).
Proposition 3.8 ([12, p.177, Theorem 3.10]).
22(q) = 4
1X
n=1

 4(n)qn=2
1  qn=2  
 4(n)qn
1  qn

= 4
1X
n;k=1
 4(n)qn(k 1=2);
where  4(n) = Im (in).
Proof. See [12, p.177-178].
Now we dene two Lambert series. Let
L(q) := 1  24
1X
n=1
nqn
1  qn ;
M(q) := 1 + 240
1X
n=1
n3qn
1  qn :
There are many relations between the Jacobi theta series and Lambert series
L(q) andM(q). We need the identities below for computations of special values
of L-functions.
Proposition 3.9. (i) [12, p.196, Theorem 3.26]
43(q) =
4L(q4)  L(q)
3
;
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(ii) [12, p.196, Theorem 3.26]
42(q) =  
2
3
(2L(q4)  3L(q2) + L(q));
(iii) [12, p.207, Theorem 3.39]
82(q
1=2) =
16
15
(M(q) M(q2)):
Proof. These follow from the Bailey summation formula (2). For more detail,
see [12, p.196-208].
Proposition 3.10. (i) [12, p.201, Theorem 3.33]
1
4
22(q
2)43(q
2) =
1X
n;k=1
 4(n)(2k   1)2qn(2k 1);
(ii) [12, p.201, Theorem 3.32]
1
4
22(q
2)44(q
2) =
1X
n;k=1
 4(n)n2q(2k 1)n:
Proof. We prove only (ii). Similar computations lead to (i).
Since  4(n) = (in   i n)=(i  i 1), we have
(LHS) =
1
i  i 1
1X
n;k=1
 
n2(iq2k 1)n   n2(i 1q2k 1)
=
1
2i
1X
k=1

(1 + iq2k 1)(iq2k 1)
(1  iq2k 1)3  
(1 + i 1q2k 1)(i 1q2k 1)
(1  i 1q2k 1)3

:
Here we used
1X
n=1
n2xn =

x
d
dx
2 1X
n=1
xn
!
=
x(1 + x)
(1  x)3 :
Note that, by multiplying by (iq 2k+1)3 in the denominator and numerator, we
have
1X
k=1
(1 + i 1q2k 1)(i 1q2k 1)
(1  i 1q2k 1)3 =  
1X
k=1
(1 + iq 2k+1)(iq 2k+1)
(1  iq 2k+1)3
=  
0X
k= 1
(1 + i 1q2k 1)(i 1q2k 1)
(1  i 1q2k 1)3 :
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Here we made the u-substitution k 7!  k + 1. Therefore we obtain
1
2i
1X
k=1

(1 + iq2k 1)(iq2k 1)
(1  iq2k 1)3  
(1 + i 1q2k 1)(i 1q2k 1)
(1  i 1q2k 1)3

=
1
2i
X
k2Z
(1 + iq2k 1)(iq2k 1)
(1  iq2k 1)3 :
By the denition of (x; q)n, we have
1  xq2k 1 =

xq
xq 1
 q2
k
(1  xq 1);
hence we obtain
1
2i
X
k2Z
(1 + iq2k 1)(iq2k 1)
(1  iq2k 1)3
=
iq 1(1 + iq 1)
2i(1  iq 1)3
X
k2Z
 iq; iq 1; iq 1; iq 1
 iq 1; iq; iq; iq
 q2
k
q2k
=
q 1(1 + iq 1)
2(1  iq 1)3
X
k2Z

iq; iq; iq 1; iq 1; iq 1; iq 1
iq 1; iq 1; iq; iq; iq; iq
 q2
k
q2k:
By substituting q 7! q2, a =  q 2 and b = c = d = e = iq 1 in (2), the series
above is equal to
q 1(1 + iq 1)
2(1  iq 1)3
  1; q2; q2; q2; q2; q2; q2; q2; q4
iq; iq; iq; iq; i 1q3; i 1q3; i 1q3; i 1q3; q2
 q2
1
:
By simple computations, the product above is equal to
q
( q2; q2)21(q2; q2)61
( q2; q4)41
:
Note that we have
( q2; q4)1 = ( q
2; q2)1
( q4; q4)1 ;
hence we obtain
q
( q2; q2)21(q2; q2)61
( q2; q4)41
= q
( q4; q4)41(q2; q2)61
( q2; q2)21
= q
(q8; q8)41(q
2; q2)81
(q4; q4)61
:
Therefore we obtain the formula by Proposition 3.6.
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3.3 Relations to Hypergeometric Functions
The following theorem is a key to reduce (1) to an integral using algebraic
functions and generalized hypergeometric functions.
Theorem 3.11 ([5]). Let  := 42(q)=
4
3(q). Then, we have
23(q) = 2F1

1
2 ;
1
2
1
 ; (4)
and its inverse function is
q = exp
0BB@  2F1

1
2 ;
1
2
1
 1  
2F1

1
2 ;
1
2
1

1CCA :
Proof. In fact, for (4), it is sucient to prove
(1 + x)2F1

1
2 ;
1
2
1
x2 = 2F1
"
1
2 ;
1
2
1
1 

1  x
1 + x
2#
:
This is a special case of Proposition 2.9 (i). For more detail, see [5, p.98-102].
Corollary 3.12.
d
(1  )2F12

1
2 ;
1
2
1
 =
dq
q
: (5)
Proof. Since both 2F1(x) and 2F1(1   x) are solutions of the same hypergeo-
metric dierential equation, we have0BB@  2F1

1
2 ;
1
2
1
 1  x
2F1

1
2 ;
1
2
1
x
1CCA
0
=
1
x(1  x)2F12

1
2 ;
1
2
1
x ;
by simple computations. Therefore we obtain the corollary.
4 Borweins' Theta Series
In this section, we give a quick review of the Borweins theta series which is a
cubic analogue of the Jacobi theta series. For more detail, see [6], [10], [11], [12].
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4.1 Denitions and Standard Identities
Denition 4.1. Dene the Borweins theta series a(q), b(q) and c(q) by
a(q) :=
X
m;n2Z
qm
2+mn+n2 2 Z[[q]];
b(q) :=
X
m;n2Z
!m nqm
2+mn+n2 2 Z[[q]];
c(q) :=
X
m;n2Z
q(m+1=3)
2+(m+1=3)(n+1=3)+(n+1=3)2 2 q1=3Z[[q]];
where !3 = 1 and ! 6= 1.
Remark 4.2. a(q) (resp. b(q), c(q)) is an analogue of 23(q) (resp. 
2
4(q), 
2
2(q)).
We note that n2 +m2 is a norm of m   np 1 2 Z[p 1], on the other hand,
n2 + nm+m2 is a norm of m  n! 2 Z[!].
We have some relations between a(q), b(q) and c(q).
Lemma 4.3 ([11]). (i) a(q) = 3(q)3(q
3) + 2(q)2(q
3),
(ii) a(q4) =
1
2
(3(q)3(q
3) + 4(q)4(q
3)),
(iii) b(q) =
3a(q3)  a(q)
2
,
(iv) c(q) =
a(q1=3)  a(q)
2
.
Proof. (i) easily follows from
m2 +mn+ n2 =

m+
n
2
2
+ 3
n
2
2
:
By (i) and Lemma 3.2 (ii), (iii), we obtain (ii).
We prove (iii). By the denition of b(q), we have
b(q) =
X
n;m
cos

2(m  n)
3

qn
2+nm+m2
=
X
nm mod 3
qn
2+nm+m2   1
2
X
n 6m mod 3
qn
2+nm+m2
=
3
2
X
nm mod 3
qn
2+nm+m2   1
2
X
n;m
qn
2+nm+m2 :
We know n2 + n(3m+ n) + (3m+ n)2 = 3(m+ n)2 + 3(m+ n)m+ 3m2, henceX
nm mod 3
qn
2+nm+m2 =
X
n;m
q3(m+n)
2+3(m+n)m+3m2 = a(q3):
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To prove (iv), it is sucient to prove
c(q3) =
a(q)  a(q3)
2
:
We know that the right hand side is equal to
1
2
X
n6m mod 3
qm
2+mn+n2 =
X
n m1 mod 3
qm
2+mn+n2 :
Note that we have
(n+ 3m+ 1)2 + (n+ 3m+ 1)n+ n2
= 9m2 + 9mn+ 3n2 + 3n+ 6m+ 1
= 3(m+ 1=3)2 + 3(m+ 1=3)(n+m+ 1=3) + 3(n+m+ 1=3)2;
hence we obtain the identity.
The Borweins theta series b(q) and c(q) are eta quotients.
Proposition 4.4 ([11]). (i)
b(q) =
3(q)
(q3)
;
(ii)
c(q) =
33(q3)
(q)
:
Proof. These follow from
( x; q)1 =
1X
n=0
qn(n 1)=2
(q; q)n
xn;
which is a special case of the q-binomial expansion. For more detail, see [11].
Corollary 4.5. (i)
b(e 2u) =
1p
3u
c(e 2=3u);
(ii)
a(e 2u) =
1p
3u
a(e 2=3u):
20
Proof. (i) is obtained by Proposition 4.4 and an involution of the Dedekind eta
function.
(ii) follows from Lemma 4.3 and involution formulas of the Jacobi theta
series (Corollary 3.7).
The following proposition is a cubic analogue of Proposition 3.5.
Proposition 4.6 ([10, (2.3)]).
a3(q) = b3(q) + c3(q):
Proof. Note that we have a((!iq)3) = a(q3) and c((!iq)3) = !ic(q3), hence we
obtain
a3(q3)  c3(q3) =
2Y
i=0
(a(q3)  !ic(q3)) =
2Y
i=0
(a((!iq)3)  c((!iq)3)) =
2Y
i=0
b(!iq):
Here we used Proposition 4.3 (iii), (iv) for the last equality. By Proposition 4.4
(i) and simple computations, we have
2Y
i=0
b(!iq) = b3(q3);
hence we have the identity.
4.2 Lambert Series Expansions
Similarly to the Jacobi theta series, we have some Lambert series expansions of
the Borweins theta series.
Proposition 4.7 ([12, p.187, Theorem 3.19]).
c(q) = 3
1X
m=1
 3(m)

qm=3
1  qm=3  
qm
1  qm

;
where  3(n) = 2p3 Im (!
n).
Proof. See [12, p.187-188].
Proposition 4.8. (i) [12, p.198, Theorem 3.31]
a2(q) =
3L(q3)  L(q)
2
;
(ii) [12, p.203, Theorem 3.35]
b3(q) = 1  9
1X
n;k=1
 3(n)n2qnk;
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(iii) [12, p.203, Theorem 3.35]
c3(q) = 27
1X
n;k=1
 3(k)n2qnk;
(iv) [12, p.210, Theorem 3.43]
a4(q) =
9M(q3) +M(q)
10
:
Proof. Similarly to the Jacobi theta series case, these follow from the Bailey
summation formula (2). For example, for (ii), note that  3(n) = (!n  
! n)=(!   ! 1). Therefore, we can show (ii) by similar computations in the
proof of Proposition 3.10 (ii). For more detail, see [12].
4.3 Relations to Hypergeometric Functions
The following theorem is a cubic analogue of Theorem 3.11.
Theorem 4.9 ([6]).
a(q) = 2F1

1
3 ;
2
3
1
 ; (6)
where  := c3(q)=a3(q), and the inverse function is
q = exp
0BB@  2p3
2F1

1
3 ;
2
3
1
 1  
2F1

1
3 ;
2
3
1

1CCA :
Proof. In fact, for (6), it is sucient to prove
(1 + 2x)2F1

1
3 ;
2
3
1
x3 = 2F1
"
1
3 ;
2
3
1
1 

1  x
1 + 2x
3#
:
This is a special case of Proposition 2.9 (ii). For more detail, see [6, p.97-99].
Corollary 4.10.
d
(1  )2F12

1
3 ;
2
3
1
 =
dq
q
: (7)
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Proof. Since both 2F1(x) and 2F1(1   x) are solutions of the same hypergeo-
metric dierential equation, we have0BB@  2p3
2F1

1
3 ;
2
3
1
 1  x
2F1

1
3 ;
2
3
1
x
1CCA
0
=
1
x(1  x)2F12

1
3 ;
2
3
1
x ;
by simple computations. Therefore, by Theorem 4.9, we obtain the corollary.
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Part II
Special Values of L-Functions of
Elliptic Curves with Complex
Multiplication
In this part, we give integral representations of L(EN ; n), and express them in
terms of special values of generalized hypergeometric functions for some cases.
Let EN be an elliptic curve over Q with conductor N . In this part, we
consider the following curves
E27 : y
2 = x3   27
4
;
E32 : y
2 = x3 + 4x;
E64 : y
2 = x3   4x:
Note that E27 is isogenous to the Fermat curve of degree 3 and has complex
multiplication by Z[!], and each of E32 and E64 is a quotient of the Fermat curve
of degree 4 and has complex multiplication by Z[
p 1]. Here ! is a primitive
3rd root of unity.
By Martin and Ono [15], the cusp forms corresponding to these curves are
eta quotients.
elliptic curve cusp form
E27 
2(q3)2(q9)
E32 
2(q4)2(q8)
E64
8(q8)
2(q4)2(q16)
We remark that those CM elliptic curves whose corresponding cusp forms are
eta quotients are E27, E32, E64 and
elliptic curve cusp form
E36 : y
2 = x3 + 1 4(q6)
E144 y
2 = x3   1 
12(q12)
4(q6)4(q24)
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Note that these are quotients of the Fermat curve of degree 6 and have CM by
Z[!]. Although the results are not obtained, the author believe that the similar
method in the following sections leads to expressing L(E36; n) and L(E144; n)
in terms of special values of generalized hypergeometric functions.
5 L(E27; n)
In this section, we compute L(E27; n), especially for n = 1; 2; 3; 4.
We know that the cusp form corresponding to E27 is
2(q3)2(q9):
This eta product is a product of the Borweins theta series.
Lemma 5.1.
2(q3)2(q9) =
1
3
b(q3)c(q3):
Proof. By Proposition 4.4, we have the lemma.
Therefore, we have the following integral representation of L(E27; n):
L(E27; n) =
( 1)n 1
 (n)
Z 1
0
1
3
b(q3)c(q3)(log q)n 1
dq
q
=
( 1)n 1
3n+1(n  1)!
Z 1
0
b(q)c(q)(log q)n 1
dq
q
: (8)
The keys to reduce this integral to an integral using algebraic functions and
generalized hypergeometric functions are (6) and (7), that is,
a(q) = 2F1

1
3 ;
2
3
1
 ;
and
d
(1  )2F12

1
3 ;
2
3
1
 =
dq
q
;
where  = c3(q)=a3(q). In this section, we always use the letter  in this sense.
5.1 Case n = 1
The case n = 1 is special since the logarithm in (8) vanishes. We express
L(E27; 1) in terms of special values of  (s).
Theorem 5.2.
L(E27; 1) =
 3
 
1
3

6
p
3
:
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Proof. By the integral representation (8), we have
L(E27; 1) =
1
9
Z 1
0
b(q)c(q)
dq
q
=
1
9
Z 1
0
c(q)
a(q)
 b(q)
a(q)
 a2(q)dq
q
:
If we use (6) and (7), we haveZ 1
0
c(q)
a(q)
 b(q)
a(q)
 a2(q)dq
q
=
Z 1
0
1=3(1  )1=3 d
(1  ) :
We know that the right hand side is a special value of the beta function
B(a; b) :=
Z 1
0
ta(1  t)b dt
t(1  t) :
It is well-known that the beta function is a quotient of the gamma function
B(a; b) =  

a; b
a+ b

:
By this formula, we obtain
L(E27; 1) =
1
9
 

1
3 ;
1
3
2
3

:
Finally, if we use the reection formula for  (s)
 (s) (1  s) = 
sins
;
we have the theorem.
5.2 Computation for General n = 2
We compute L(E27; n) for a general integer n = 2. Unlike the case n = 1, the
case n = 2 is dicult because of the logarithm in (8).
If we set q = e 2u in (8), we obtain
L(E27; n) =
(2)n
3n+1(n  1)!
Z 1
0
b(e 2u)c(e 2u)un 1du:
Note that we have the involution formula (Corollary 4.5 (i)) and the Lambert
series expansion of c(q) (Proposition 4.7):
ub(e 2u) =
1p
3
c(e 2=3u);
c(q) = 3
1X
m;k=1
 3(m)(qmk=3   qmk);
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where  3(n) = 2p3 Im (!
n). By substitution using these formulas, we obtain
L(E27; n) =
(2)n
p
3
3n(n  1)!
Z 1
0
X
m;k;r;s
 3(mr)(e 2mku=3   e 2mku)
 (e 2rs=9u   e 2rs=3u)un 2du:
By simple computations, we have
L(E27; n)
=
(2)n
3n 1
p
3(n  1)!
X
m;k;r;s
Z 1
0
 3(mr)e 2mku
 (e 2rs=3u   (1 + 3n 1)e 2rs=9u + 3n 1e 2rs=27u)un 2du: (9)
5.3 Case n = 2
Rogers-Zudilin [19] expressed L(E27; 2) in terms of 3F2(1).
Theorem 5.3 ([19, Theorem 1]).
L(E27; 2) =
 3
 
1
3

27
3F2

1
3 ;
1
3 ; 1
2
3 ;
4
3
 1   3
 
2
3

18
3F2

2
3 ;
2
3 ; 1
4
3 ;
5
3
 1 :
To prove this formula, rst we show the following integral representation.
Proposition 5.4.
L(E27; 2) =
2
9
p
3
Z 1
0
c(q3)b(q)
 

1
3 2F1

1; 13
4
3
+  232 2F1

1; 23
5
3

!
dq
q
:
Proof. By (9), we have
L(E27; 2)
=
42
3
p
3
X
m;k;r;s
Z 1
0
 3(mr)e 2mku(e 2rs=3u   4e 2rs=9u + 3e 2rs=27u)du:
By substituting u 7! rku, we obtain
L(E27; 2) =
42
3
p
3
Z 1
0
 1X
m;r=1
 3(mr)re 2mru
!

0@ 1X
k;s=1
e 2ks=3u   4e 2ks=9u + 3e 2ks=27u
k
1A du:
We express the rst series in terms of the Borweins theta series.
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Lemma 5.5.
1X
m;r=1
 3(mr)rqmr =
1
3
b(q)c(q3):
Proof. Since  3(n) = 2p3 Im (!
n), we have
1X
m;r=1
 3(mr)rqmr =
2p
3
Im
 1X
r=1
r(!q)r
1  (!q)r
!
=   1
12
p
3
Im (L(!q))
=
1
6
p
3
Im
 
a2(!q)

;
where
L(q) = 1  24
1X
n=1
nqn
1  qn :
Here we used Proposition 4.8 (i) for the last equality. If we use
a(!q) = b(q) +
p 3c(q3);
then we have
Im
 
a2(!q)

= 2
p
3b(q)c(q3):
This proves the lemma.
By the lemma above, we have
L(E27; 2) =
42
9
p
3
Z 1
0
b(e 2u)c(e 6u)

0@ 1X
k;s=1
e 2ks=3u   4e 2ks=9u + 3e 2ks=27u
k
1A du:
If we use the involution formula again, the integral above is equal to
42
81
p
3
Z 1
0
c(e 2=3u)b(e 2=9u)

0@ 1X
k;s=1
e 2ks=3u   4e 2ks=9u + 3e 2ks=27u
k
1A du
u2
:
By substituting u 7! 1=u, q = e 2u and q 7! q9, we have
L(E27; 2) =
2
9
p
3
Z 1
0
c(q3)b(q)
0@ 1X
k;s=1
q3ks   4qks + 3qks=3
k
1A dq
q
:
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Lemma 5.6.
1X
k;s=1
q3ks   4qks + 3qks=3
k
= 
1
3 2F1

1; 13
4
3
+  232 2F1

1; 23
5
3
 :
Proof. We have
q
d
dq
0@ 1X
k;s=1
q3ks   4qks + 3qks=3
k
1A = 1X
k;s=1
(3sq3ks   4sqks + sqks=3)
=  3L(q
3)  4L(q) + L(q1=3)
24
=  a
2(q)  a2(q1=3)
12
=
a(q)c(q) + c2(q)
3
:
Here we used Proposition 4.8 (i) for the second last equality, and Lemma 4.3
(iv) for the last equality.
Therefore we obtain
1X
k;s=1
q3ks   4qks + 3qks=3
k
=
1
3
Z q
0
(a(t)c(t) + c2(t))
dt
t
=
1
3
Z 
0
(t
1
3 + t
2
3 )
dt
t(1  t)
=
1
3
Z 
0
(t
1
3 1 + t
2
3 1)(1  t) 1dt:
Here we used the transformations (6) and (7) for the second equality. We have,
by substituting t 7! t,
1
3
Z 
0
(t
1
3 1 + t
2
3 1)(1  t) 1dt
=

1
3
3
Z 1
0
t
1
3 1(1  t) 1dt+ 
2
3
3
Z 1
0
t
2
3 1(1  t) 1dt
=

1
3
3
  

1
3 ; 1
4
3

2F1

1
3 ; 1
4
3
+  233  

2
3 ; 1
5
3

2F1

2
3 ; 1
5
3
 :
By simplifying the  -factors, we have the lemma.
By the lemma above, we obtain the proposition.
Proof of Theorem 5.3. Since we know
c(q3) =
a(q)  b(q)
3
;
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we have, by Proposition 5.4,
L(E27; 2) =
2
27
p
3
Z 1
0
(a(q)  b(q))b(q)
 

1
3 2F1

1; 13
4
3
+  232 2F1

1; 23
5
3

!
dq
q
:
If we use (6) and (7), then we obtain
L(E27; 2) =
2
27
p
3
Z 1
0
(1  (1  ) 13 )(1  ) 13

 

1
3 2F1

1; 13
4
3
+  232 2F1

1; 23
5
3

!
d
(1  ) :
By applying the integral representation of generalized hypergeometric functions
(Proposition 2.6), we obtain
L(E27; 2) =
2
27
p
3
 

1
3 ;
1
3
2
3

3F2

1
3 ; 1;
1
3
2
3 ;
4
3
 1  227p3 

1
3 ;
2
3
1

3F2

1
3 ; 1;
1
3
1; 43
 1
+

27
p
3
 

2
3 ;
1
3
1

3F2

2
3 ; 1;
2
3
1; 53
 1  27p3 

2
3 ;
2
3
4
3

3F2

2
3 ; 1;
2
3
4
3 ;
5
3
 1 :
If we use Gauss' summation formula (Theorem 2.7), we have
3F2

1
3 ; 1;
1
3
1; 43
 1 = 2F1  13 ; 134
3
 1 =    43 ; 231; 1

=
2
3
p
3
:
Similarly, we obtain
3F2

2
3 ; 1;
2
3
1; 53
 1 = 43p3 :
Finally, if we use the reection formula for  (s), then we obtain the theorem.
5.4 Case n = 3
We prove the following integral representation of L(E27; 3).
Proposition 5.7.
L(E27; 3) =
22
729
Z 1
0
(a2(q)b(q) + a(q)b2(q) + b3(q))

0@ 1X
k;r=1
 3(r)
k2
(q3rk   10qrk + 9qrk=3)
1A dq
q
:
Proof. By (9), we have
L(E27; 3) =
4
9
p
3
X
m;k;r;s
Z 1
0
 3(mr)e 2mku=3
 (e 2rs=3u   10e 2rs=9u + 9e 2rs=27u)udu:
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By substituting u 7! sku, we obtain
L(E27; 3)
=
43
9
p
3
Z 1
0
 1X
m;s=1
 3(m)s2e 2ums
!

0@ 1X
k;r=1
 3(r)
k2
(e 2rk=3u   10e 2rk=9u + 9e 2rk=27u)
1Audu: (10)
If we use Proposition 4.8 (iii), we have
L(E27; 3) =
43
243
p
3
Z 1
0
c3(e 2u)

0@ 1X
k;r=1
 3(r)
k2
(e 2rk=3u   10e 2rk=9u + 9e 2rk=27u)
1Audu:
If we use the involution formula (Corollary 4.5 (i)), the integral above is equal
to
43
2187
Z 1
0
b3(e 2=3u)

0@ 1X
k;r=1
 3(r)
k2
(e 2rk=3u   10e 2rk=9u + 9e 2rk=27u)
1A du
u2
:
By substituting u 7! 1=u, u 7! 9u and q = e 2u, we have
L(E27; 3) =
22
243
Z 1
0
b3(q3)
0@ 1X
k;r=1
 3(r)
k2
(q3rk   10qrk + 9qrk=3
1A dq
q
:
Note that we have
b3(q3) = a3(q3)  c3(q3) =

a(q) + 2b(q)
3
3
 

a(q)  b(q)
3
3
=
a2(q)b(q) + a(q)b2(q) + b3(q)
3
;
by Lemma 4.3 (iii), (iv), hence we obtain Proposition 5.7.
Remark 5.8. The series in Proposition 5.7 has the following integral represen-
tation.
1X
k;r=1
 3(r)
k2
(q3kr   10qkr + 9qkr=3)
=  1
3
Z Z 
(1  ) 13 + (1  ) 23   2(1  )   13 +  23

a3(q)
dq
q
dq
q
:
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Proof. Note that we have, by Proposition 4.8 (ii),
q
d
dq
20@ 1X
r;k=1
 3(r)
k2
(q3kr   10qkr + 9qkr=3)
1A
=
1X
r;k=1
 3(r)r2(9q3kr   10qkr + qrk=3)
= 9  1  b
3(q3)
9
  10  1  b
3(q)
9
+
1  b3(q1=3)
9
=  9b
3(q3)  10b3(q) + b3(q1=3)
9
;
hence we obtain
1X
r;k=1
 3(r)
k2
qkr =  1
9
Z Z
(9b3(q3)  10b3(q) + b3(q1=3))dq
q
dq
q
:
We know
b3(q3) =
a2(q)b(q) + a(q)b2(q) + b3(q)
3
;
b3(q1=3) = (a(q)  c(q))3 = b3(q)  3a2(q)c(q) + 3a(q)c2(q);
hence we have
9b3(q3)  10b3(q) + b3(q1=3)
a3(q)
= 3((1  ) 13 + (1  ) 23 + (1  ))
  10(1  ) + ((1  )  3 13 + 3 23 )
= 3(1  ) 13 + 3(1  ) 23   6(1  )  3 13 + 3 23 :
Remark 5.9. To express the integral above in terms of generalized hypergeo-
metric functions, it is very important to solve the following dierential equations.
D2   

D +
1
3

D +
2
3

w = 3(1  ) 2=3;
D2   

D +
1
3

D +
2
3

w = 3(1  ) 1=3;
D2   

D +
1
3

D +
2
3

w =  6;
D2   

D +
1
3

D +
2
3

w =  3 13 (1  ) 1;
D2   

D +
1
3

D +
2
3

w = 3
2
3 (1  ) 1;
where D :=  dd .
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5.5 Case n = 4
We prove the following integral representation of L(E27; 4).
Proposition 5.10.
L(E27; 4) =
43
37
p
3
Z 1
0
(3b3(q3)c(q)  b(q3)c3(q))

0@ 1X
k;s=1
q3ks   28qks + 27qks=3
k3
1A dq
q
:
Proof. By (9), we have
L(E27; 4) =
84
81
p
3
X
m;k;r;s
Z 1
0
 3(mr)e 2mku
 (e 2rs=3u   28e 2rs=9u + 27e 2rs=27u)u2du:
By substituting u 7! rku, the formula above is equal to
84
81
p
3
Z 1
0
 1X
m;r=1
 3(mr)r3e 2mru
!

0@ 1X
k;s=1
e 2ks=3u   28e 2ks=9u + 27e 2ks=27u
k3
1Au2du:
We compute the rst series.
Lemma 5.11.
1X
m;r=1
 3(mr)r3qmr =
b3(q)c(q3)  3b(q)c3(q3)
3
:
Proof. Since  3(n) = 2p3 Im (!
n), we have
1X
m;r=1
 3(mr)r3qmr =
2p
3
Im
 1X
m;r=1
r3(!q)mr
!
=
1
120
p
3
Im (M(!q)) =
1
12
p
3
Im
 
a4(!q)

;
where
M(q) := 1 + 240
1X
n=1
n3qn
1  qn :
Here we used Proposition 4.8 (iv) for the last equality. Since a(!q) = b(q) +p 3c(q3), we obtain
1
12
p
3
Im
 
a4(!q)

=
b3(q)c(q3)  3b(q)c3(q3)
3
:
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By the lemma above, we have
L(E27; 4) =
84
243
p
3
Z 1
0
(b3(e 2u)c(e 6u)  3b(e 2u)c3(e 6u))

0@ 1X
k;s=1
e 2ks=3u   28e 2ks=9u + 27e 2ks=27u
k3
1Au2du:
If we use the involution formula (Corollary 4.5), we obtain
b3(e 2u)c(e 6u)  3b(e 2u)c3(e 6u)
=
1
81u4
(3b3(e 2=3u)c(e 2=9u)  b(e 2=3u)c3(e 2=9u));
hence we have
L(E27; 4) =
84
39
p
3
Z 1
0
(3b3(e 2=3u)c(e 2=9u)  b(e 2=3u)c3(e 2=9u))

0@ 1X
k;s=1
e 2ks=3u   28e 2ks=9u + 27e 2ks=27u
k3
1A du
u2
:
By substituting u 7! 1=u and u 7! 9u, we obtain
L(E27; 4) =
84
37
p
3
Z 1
0
(3b3(e 6u)c(e 2u)  b(e 6u)c3(e 2u))

0@ 1X
k;s=1
e 6ksu   28e 2ksu + 27e 2ksu=3
k3
1A du:
If we put q = e 2u, we have Proposition 5.10.
Remark 5.12. We have the following integral representation of the Eisenstein
series of negative weight  2 in Proposition 5.10.
1X
k;s=1
q3ks   28qks + 27qks=3
k3
=
1
3
Z Z Z
(1=3 + 32=3 + 24=3)a4(q)
dq
q
dq
q
dq
q
:
Proof. We have

q
d
dq
30@ 1X
k;s=1
q3ks   28qks + 27qks=3
k3
1A = 1X
k;s=1
s3(27q3ks   28qks + qks=3)
=
27M(q3)  28M(q) +M(q1=3)
240
:
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If we use [6, p.106-107],
M(q1=3) = a4(q)(1 + 80
1
3 + 240
2
3 + 248+ 160
4
3 );
M(q) = a4(q)(1 + 8);
M(q3) = a4(q)

1  8
9


;
we have
27M(q3)  28M(q) +M(q1=3)
240
=
a4(q)1=3(1 + 31=3 + 2)
3
;
hence we obtain
1X
k;s=1
q3ks   28qks + 27qks=3
k3
=
1
3
Z Z Z
(1=3 + 32=3 + 24=3)a4(q)
dq
q
dq
q
dq
q
:
6 L(E32; n)
In this section, we compute L(E32; n), especially for n = 1; 2; 3; 4.
We know that the cusp form corresponding to E32 is
2(q4)2(q8):
This eta product is a product of the Jacobi theta series.
Lemma 6.1.
2(q4)2(q8) =
1
4
22(q
2)24(q
4):
Proof. This immediately follows from Proposition 3.6.
Therefore, we have the following integral representation of L(E32; n):
L(E32; n) =
( 1)n 1
4 (n)
Z 1
0
22(q
2)24(q
4)(log q)n 1
dq
q
: (11)
The keys to reduce this integral to an integral using algebraic functions and
generalized hypergeometric functions are (4) and (5), namely,
23(q) = 2F1

1
2 ;
1
2
1
 ;
and
d
(1  )2F12

1
2 ;
1
2
1
 =
dq
q
;
where  = 42(q)=
4
3(q). In this section, we always use the letter  in this sense.
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6.1 Case n = 1
The case n = 1 is special since the logarithm in (11) vanishes. We express
L(E32; 1) in terms of special values of  (s).
Theorem 6.2.
L(E32; 1) =
 2
 
1
4

8
p
2
:
Proof. By the integral representation (11), we have
L(E32; 1) =
1
8
Z 1
0
22(q)
2
4(q
2)
dq
q
=
1
8
Z 1
0

2(q)
3(q)
2
4(q)
3(q)
 43(q)
dq
q
:
Here we used Corollary 3.4 (i). By (4) and (5), we haveZ 1
0

2(q)
3(q)
2
4(q)
3(q)
 43(q)
dq
q
=
Z 1
0
1=2(1  )1=4 d
(1  )
= B

1
2
;
1
4

=  

1
2 ;
1
4
3
4

:
Finally, if we use the reection formula for  (s), we obtain the theorem.
6.2 Computation for General n = 2
We compute L(E32; n) for a general integer n = 2. Unlike the case n = 1, the
case n = 2 is dicult because of the logarithm in (11).
If we set q = e 2u in (11), we have
L(E32; n) =
(2)n
4 (n)
Z 1
0
22(e
 4u)24(e
 8u)un 1du:
Note that we have the involution (Corollary 3.7 (ii)) and the Lambert series
expansion of 22(q) (Proposition 3.8 (ii)):
p
u4(e
 u) = 2(e =u);
22(q) = 4
1X
n;k=1
 4(n)qn(k 1=2);
where  4(n) = Im (in), hence the integral above is equal to
(2)n
2(n  1)!
Z 1
0
X
m;k;r;s
 4(mr)e 4um(k 1=2)e r(s 1=2)=8uun 2du: (12)
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6.3 Case n = 2
We give two hypergeometric evaluations of L(E32; 2). One is due to Zudilin and
Rogers, another is due to the author.
Theorem 6.3. (i) (M. Rogers [17, Theorem 5], W. Zudilin [21, Theorem 3])
L(E32; 2) =
p
 2
 
1
4

96
p
2
3F2

1; 1; 12
7
4 ;
3
2
 1+ p 2
 
3
4

8
p
2
3F2

1; 1; 12
5
4 ;
3
2
 1 ;
(ii) (R. Ito [14, Theorem 2.5])
L(E32; 2) =
p
 2
 
1
4

32
p
2
3F2

1
2 ;
1
2 ; 1
3
2 ;
3
4
 1  p 2
 
3
4

8
p
2
3F2

1
2 ;
1
2 ; 1
3
2 ;
5
4
 1 :
To prove these formulas, rst we show the following integral representations.
Proposition 6.4.
L(E32; 2) =

16
Z 1
0
24(q)
2
2(q)

1=42F1

1
4 ; 1
5
4
+ 3=43 2F1

3
4 ; 1
7
4
 dqq
=

16
Z 1
0
24(q
2)22(q
2)1=22F1

1
2 ; 1
3
2
 dqq :
Proof. By substituting u 7! r
k  12
u in (12), we have
L(E32; 2) = 2
2
Z 1
0
 1X
m;r=1
r 4(mr)e 4umr
!0@ 1X
k;s=1
e 

8u (s 1=2)(k 1=2)
k   12
1A du:
We compute the rst series.
Lemma 6.5. 1X
m;r=1
r 4(mr)qmr =
1
4
22(q
2)24(q
2):
Proof. Since  4(m) = Im(im),
1X
m;r=1
r 4(mr)qmr = Im
0@X
r=1
r (iq)
r
1  (iq)r
1A
=   1
24
Im (L(iq)) =
1
8
Im
 
43(iq)

;
where
L(q) := 1  24
1X
n=1
nqn
1  qn :
37
Here we used Proposition 3.8 (i). If we use the following formula [9, p.73]
3(iq) = 3(q
4) + i2(q
4);
then we obtain
Im
 
43(iq)

= 433(q
4)2(q
4)  43(q4)32(q4):
Therefore, by Lemma 3.3 (iv) and Corollary 3.4 (ii), we have the lemma.
By this lemma, we have
L(E32; 2) =
2
2
Z 1
0
22(e
 8u)24(e
 8u)
0@ 1X
k;s=1
e 

8u (s 1=2)(k 1=2)
k   12
1A du:
If we use the involution formula (Corollary 3.7 (ii)), we obtain
L(E32; 2) =
2
128
Z 1
0
24(e
 =8u)22(e
 =8u)
0@ 1X
k;s=1
e 

8u (s 1=2)(k 1=2)
k   12
1A du
u2
:
By substituting u 7! 1=u, u 7! 16u and q = e 2u, we have
L(E32; 2) =

16
Z 1
0
24(q)
2
2(q)
0@ 1X
k;s=1
q(s 1=2)(k 1=2)
k   12
1A dq
q
(13)
=

8
Z 1
0
24(q
2)22(q
2)
0@ 1X
k;s=1
q2(s 1=2)(k 1=2)
k   12
1A dq
q
: (14)
Now we express the series in (13) and (14) in terms of hypergeometric func-
tions.
Lemma 6.6. (i)
1X
k;s=1
q(k 1=2)(s 1=2)
k   12
= 1=42F1

1
4 ; 1
5
4
+ 3=43 2F1

3
4 ; 1
7
4
 ; (15)
(ii)
1X
k;s=1
q2(k 1=2)(s 1=2)
k   12
=
1=2
2
2F1

1
2 ; 1
3
2
 : (16)
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Proof. By Proposition 3.9 (ii), we have

q
d
dq
0@ 1X
k;s=1
1
k   12
q(k 1=2)(s 1=2)
1A
=
1X
k;s=1

s  1
2

q(k 1=2)(s 1=2) =
1
32
42(q
1=4) = 3(q)2(q)(
2
3(q) + 
2
2(q));
(we used Lemma 3.3 (iii) and Corollary 3.4 (ii) for the last equality), hence we
obtain
1X
k;s=1
1
k   12
q(k 1=2)(s 1=2) =
1
4
Z 
0
t1=4(1 + t1=2)
dt
t(1  t)
=
1
4
Z 
0
(t 3=4 + t 1=4)(1  t) 1dt:
Here we used the transformations (4) and (5) for the last equality. By substi-
tuting t 7! t, we have
1
4
Z 
0
(t 3=4 + t 1=4)(1  t) 1dt
= 1=4
Z 1
0
t 3=4(1  t) 1dt+ 3=4
Z 1
0
t 1=4(1  t) 1dt
= 41=42F1

1
4 ; 1
5
4
+ 43=43 2F1

3
4 ; 1
7
4
 :
This proves (i).
Similarly, we have
1X
k;s=1
1
k   12
q2(k 1=2)(s 1=2) =
1
4
Z 
0
t 1=2(1  t) 1dt:
By substituting t 7! t, we haveZ 
0
t 1=2(1  t) 1dt = 1=2
Z 1
0
t 1=2(1  t) 1dt = 21=22F1

1
2 ; 1
3
2
 :
This proves (ii).
By this lemma, we obtain Proposition 6.4.
Remark 6.7. We note that (16) also follows from (15).
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By substituting q 7! q2 in (15), we know that the left hand side of (16) is
equal to
1=4(q2)2F1

1
4 ; 1
5
4
(q2)+ 3=4(q2)3 2F1

3
4 ; 1
7
4
(q2)
= 1=4(q2)2F1

1
2 ; 1
3
2
1=2(q2) :
Note that we have
1 

1  1=2(q2)
1 + 1=2(q2)
2
= :
Therefore, to prove the hypergeometric function above is equal to the right hand
side of (16), it is sucient to show that
(1 + x)2F1

1
2 ; 1
3
2
x = 2F1
"
1
2 ; 1
3
2
 1  1  x1 + x
2#
:
This is a special case of the following quadratic transformation of 2F1(x) [4,
p.50, Entry 4]
(1 + x)r2F1

r; r  m+ 12
2m+1
2
x = 2F1
"
r
2 ;
1+r
2
2m+1
2
 1  1  x1 + x
2#
:
Now we are ready to prove Theorem 6.3.
Proof of Theorem 6.3. First, we prove (i). By Proposition 6.4 (i), we have
L(E32; 2)
=

16
Z 1
0
24(q)
2
2(q)

1=42F1

1
4 ; 1
5
4
+ 3=43 2F1

3
4 ; 1
7
4
 dqq
=

16
Z 1
0
1=2(1  )1=2

1=42F1

1
4 ; 1
5
4
+ 3=43 2F1

3
4 ; 1
7
4
 d(1  ) :
By the integral representation of generalized hypergeometric functions (Propo-
sition 2.6), we obtainZ 1
0
3=4 1(1  )1=2 12F1

1
4 ; 1
5
4
 d = 2
p
2 2
 
3
4

p

3F2

3
4 ;
1
4 ; 1
5
4 ;
5
4
 1 :
If we use Thomae's formula (Proposition 2.8 (i)), we obtain
2
p
2 2
 
3
4

p

3F2

3
4 ;
1
4 ; 1
5
4 ;
5
4
 1 =
p
2 2
 
3
4

p

3F2

1; 1; 12
5
4 ;
3
2
 1 :
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Similarly, we haveZ 1
0
5=4 1(1  )1=2 12F1

3
4 ; 1
7
4
 d =  2
 
1
4

2
p
2
3F2

1; 1; 12
7
4 ;
3
2
 1 :
This proves (i).
Next, we prove (ii). By Proposition 6.4 (ii), we have
L(E32; 2) =

16
Z 1
0
24(q
2)22(q
2)1=22F1

1
2 ; 1
3
2
 dqq
=

32
Z 1
0
(1  )1=4(1  (1  )1=2)1=22F1

1
2 ; 1
3
2
 d(1  ) :
By Proposition 2.6, we obtainZ 1
0
1=2 1(1  )1=4 12F1

1
2 ; 1
3
2
 d =    12 ; 143
4

3F2

1
2 ;
1
2 ; 1
3
4 ;
3
2
 1
=
 
 
1
4
2
p
2
3F2

1
2 ;
1
2 ; 1
3
2 ;
3
4
 1 :
Similarly, we haveZ 1
0
1=2 1(1  )3=4 12F1

1
2 ; 1
3
2
 d = 4 
 
3
4
2
p
2
3F2

1
2 ;
1
2 ; 1
3
2 ;
5
4
 1 :
This proves (ii).
6.4 Case n = 3
Zudilin [21] expressed L(E32; 3) in terms of 4F3(1).
Theorem 6.8 ([21, Theorem 3]).
L(E32; 3) =
3=2 2
 
1
4

256
p
2
4F3

1
2 ; 1; 1; 1
3
4 ;
3
2 ;
3
2
 1
+
3=2 2
 
3
4

32
p
2
4F3

1
2 ; 1; 1; 1
5
4 ;
3
2 ;
3
2
 1+ 3=2 2
 
1
4

768
p
2
4F3

1
2 ; 1; 1; 1
7
4 ;
3
2 ;
3
2
 1 :
His proof of this formula contains extra computations. Now we give a shorter
proof.
To prove this formula, rst we show the following integral representation.
Proposition 6.9.
L(E32; 3) =
2
256
Z 1
0
1=2((1  )1=4 + 2(1  )3=4 + (1  )5=4)
 3F2

1; 1; 1
3
2 ;
3
2
 d(1  ) :
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Proof. By substituting u 7! s 1=2k 1=2u in (12), we have
L(E32; 3) = 2
3
Z 1
0
 1X
m;s=1
 4(m)

s  1
2
2
e 4um(s 1=2)
!

0@ 1X
k;r=1
 4(r) 
k   12
2 e r(k 1=2)=8u
1Audu:
If we use Proposition 3.10 (i), then we obtain
L(E32; 3) =
3
8
Z 1
0
22(e
 4u)43(e
 4u)
0@ 1X
k;r=1
 4(r) 
k   12
2 e r(k 1=2)=8u
1Audu:
By the involution formula (Corollary 3.7) and substituting u 7! 1=u, q = e 2u
and q 7! q16, we have
L(E32; 3) =
2
64
Z 1
0
24(q
2)43(q
2)
0@ 1X
k;r=1
 4(r) 
k   12
2 qr(k 1=2)
1A dq
q
:
Ramanujan proved the following identity.
Lemma 6.10 ([13, (2.2)]).
1X
k;r=1
 4(r) 
k   12
2 qr(k 1=2) = 
1=2
3F2

1; 1; 1
3
2 ;
3
2

2F1

1
2 ;
1
2
1
 :
Proof. A short proof is given by Duke. For more detail, see [13] or Appendix
A.
By this lemma, we have
L(E32; 3) =
2
64
Z 1
0
24(q
2)43(q
2)
1=23F2

1; 1; 1
3
2 ;
3
2

2F1

1
2 ;
1
2
1

dq
q
:
Note that we know
24(q
2)43(q
2)
63(q)
=
(1 +
p
1  )2(1  )1=4
4
;
by Proposition 3.3 and Corollary 3.4. Therefore, by (4) and (5), we obtain the
proposition.
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Now we are ready to prove Theorem 6.8.
Proof of Theorem 6.8. By Proposition 2.6, we obtainZ 1
0
1=2(1  )1=43F2

1; 1; 1
3
2 ;
3
2
 d(1  ) =  

1
2 ;
1
4
3
4

4F3

1
2 ; 1; 1; 1
3
4 ;
3
2 ;
3
2
 1 ;
Z 1
0
1=2(1  )3=43F2

1; 1; 1
3
2 ;
3
2
 d(1  ) =  

1
2 ;
3
4
5
4

4F3

1
2 ; 1; 1; 1
5
4 ;
3
2 ;
3
2
 1 ;
andZ 1
0
1=2(1  )5=43F2

1; 1; 1
3
2 ;
3
2
 d(1  ) =  

1
2 ;
5
4
7
4

4F3

1
2 ; 1; 1; 1
7
4 ;
3
2 ;
3
2
 1 ;
By simplifying the  -factors, we obtain the theorem.
6.5 Case n = 4
We prove the following integral representation of L(E32; 4).
Proposition 6.11.
L(E32; 4) =
3
48
Z 1
0
(284(q
8)  84(q4))
 1X
m;r=1
 4(mr)
m3
qmr=2
!
dq
q
:
Proof. By substituting u 7! s  12m u in (12), we have
L(E32; 4) =
44
3
Z 1
0
0@ 1X
k;s=1

s  1
2
3
e 4u(s 1=2)(k 1=2)
1A

 1X
m;r=1
 4(mr)
m3
e mr=8u
!
u2du:
We use the following lemma.
Lemma 6.12.
1X
k;s=1
(2s  1)3 q(2s 1)(2k 1) = 1
256
(82(q
1=2)  882(q)):
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Proof. We have
1X
k;s=1
(2s  1)3 q(2s 1)(2k 1) =
1X
s=1
(2s  1)3q2s 1
1  q4s 2
=
1X
s=1
s3qs
1  q2s  
1X
s=1
(2s)3q2s
1  q4s
=
1X
s=1

s3qs
1  qs  
s3q2s
1  q2s

  8
1X
s=1

s3q2s
1  q2s  
s3q4s
1  q4s

=
1
240
(M(q) M(q2))  8
240
(M(q2) M(q4));
where
M(q) = 1 + 240
1X
n=1
n3qn
1  qn :
If we use Proposition 3.9 (iii), we obtain the lemma.
By this lemma, we have
L(E32; 4) =
4
3  29
Z 1
0
(82(e
 u=2)  882(e u))
 1X
m;r=1
 4(mr)
m3
e mr=8u
!
u2du:
By using the involution formula (Corollary 3.7 (ii)) and substituting u 7! 1=u,
u 7! 8u and q = e 2u, we obtain the proposition.
Remark 6.13. Duke proved the following identity [13, (2.6)].
4
1X
m;r=1
 4(mr)
m3
qmr=2 =
1=2(1  )1=24F3

1; 1; 1; 1
3
2 ;
3
2 ;
3
2
 4(1  )
2F1
2

1
2 ;
1
2
1
 :
We cannot apply this formula to our integral representation of L(E32; 4) since
this formula holds only for  2 [0; 1=2].
7 L(E64; n)
In this section, we compute L(E64; n), especially for n = 1; 2; 3; 4.
We know that the cusp form corresponding to E64 is
8(q8)
2(q4)2(q16)
:
This eta quotient is a product of the Jacobi theta series.
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Lemma 7.1.
8(q8)
2(q4)2(q16)
=
1
4
22(q
2)24(q
8):
Proof. This immediately follows from Proposition 3.6.
Therefore, we have the following integral representation of L(E64; n):
L(E64; n) =
( 1)n 1
4 (n)
Z 1
0
22(q
2)24(q
8)(log q)n 1
dq
q
: (17)
To reduce this integral to an integral using algebraic functions and gener-
alized hypergeometric functions, we use (4) and (5) again. Throughout this
section, we put  = 42(q)=
4
3(q).
7.1 Case n = 1
The case n = 1 is special since the logarithm in (17) vanishes. We express
L(E64; 1) in terms of special values of  (s).
Theorem 7.2.
L(E64; 1) =
 2
 
1
4

8
p
2
:
Proof. By the integral representation (17), we have
L(E64; 1) =
1
16
Z 1
0
22(q
1=2)24(q
2)
dq
q
=
1
8
Z 1
0
2(q)
3(q)
 4(q)
3(q)
 43(q)
dq
q
:
Here we used Corollary 3.4 for the last equality. If we use (4) and (5), then we
have
L(E64; 1) =
1
8
Z 1
0
1=4(1  )1=4 d
(1  )
=
1
8
 

1
4 ;
1
4
1
2

=
 2
 
1
4

8
p

:
7.2 Computation for General n = 2
We compute L(E64; n) for a general integer n = 2. Unlike the case n = 1, the
case n = 2 is dicult because of the logarithm in (17).
By substituting q = e 2u in (17), we have
L(E64; n) =
(2)n
4 (n)
Z 1
0
22(e
 4u)24(e
 16u)un 1du:
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If we use the involution formula (Corollary 3.7 (ii)) and the Lambert series
expansion of 22(q) (Proposition 3.8 (ii)), we obtain
L(E64; n) =
(2)n
4(n  1)!
Z 1
0
X
m;k;r;s
 4(mr)e 4um(k 1=2)e r(s 1=2)=16uun 2du:
(18)
7.3 Case n = 2
The author expressed L(E64; 2) in terms of 3F2(1).
Theorem 7.3 ([14, Theorem 2.7]).
L(E64; 2) =
p
 2
 
1
4

32
3F2

1
4 ;
1
4 ; 1
1
2 ;
5
4
 1  p 2
 
3
4

48
3F2

3
4 ;
3
4 ; 1
3
2 ;
7
4
 1 :
Remark 7.4. This formula was obtained independently in the unpublished
notes of Rogers [17].
To prove this formula, rst we show the following integral representation.
Proposition 7.5.
L(E64; 2) =

16
Z 1
0
22(q
2)24(q
2)

1=42F1

1
4 ; 1
5
4
+ 3=43 2F1

3
4 ; 1
7
4
 dqq :
Proof. By substituting u 7! r
k  12
u in (18), we have
L(E64; 2) = 
2
Z 1
0
 1X
m;r=1
r 4(mr)e 4umr
!0@ 1X
k;s=1
e 

16u (s 1=2)(k 1=2)
k   12
1A du:
If we use Lemma 6.5, we obtain
L(E64; 2) =
2
4
Z 1
0
22(e
 8u)24(e
 8u)
0@ 1X
k;s=1
e 

16u (s 1=2)(k 1=2)
k   12
1A du:
By using the involution formulas (Corollary 3.7) and substituting u 7! 1=u,
u 7! 32u and q = e 2u, then we have
L(E64; 2) =

16
Z 1
0
22(q
2)24(q
2)
0@ 1X
k;s=1
q(s 1=2)(k 1=2)
k   12
1A dq
q
:
By Lemma 6.6 (i), we obtain the proposition.
Now we are ready to prove Theorem 7.3.
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Proof of Theorem 7.3. Note that, by Lemma 3.3 (ii) and Corollary 3.4 (i), we
have
22(q
2)24(q
2) =
23(q)  24(q)
2
 3(q)4(q) = 1
2
(1  (1  )1=2)(1  )1=443(q);
hence we obtain
L(E64; 2) =

32
Z 1
0
(1  (1  )1=2)(1  )1=4


1=42F1

1
4 ; 1
5
4
+ 3=43 2F1

3
4 ; 1
7
4
 d(1  ) :
We have, by the integral representation of generalized hypergeometric functions
(Proposition 2.6),Z 1
0
3=4(1  )1=42F1

3
4 ; 1
7
4
 d(1  ) =  

3
4 ;
1
4
1

3F2

3
4 ;
3
4 ; 1
1; 74
 1
=
p
22F1

3
4 ;
3
4
7
4
 1 :
By Gauss' summation formula, we obtain
2F1

3
4 ;
3
4
7
4
 1 =    74 ; 141; 1

=
3
2
p
2
;
hence we have Z 1
0
3=4(1  )1=42F1

3
4 ; 1
7
4
 d(1  ) = 322 :
Similar computations lead toZ 1
0
1=4(1  )1=42F1

1
4 ; 1
5
4
 d(1  ) =  

1
4 ;
1
4
1
2

3F2

1
4 ;
1
4 ; 1
1
2 ;
5
4
 1 ;Z 1
0
1=4(1  )3=42F1

1
4 ; 1
5
4
 d(1  ) = 22 ;Z 1
0
3=4(1  )3=42F1

3
4 ; 1
7
4
 d(1  ) =  

3
4 ;
3
4
3
2

3F2

3
4 ;
3
4 ; 1
3
2 ;
7
4
 1 :
By simplifying the  -factors, we obtain the theorem.
7.4 Case n = 3
We prove the following integral representation of L(E64; 3).
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Proposition 7.6.
L(E64; 3)
=
2
128
p
2
Z 1
0
1=4(1 + 1=2)4(1  )1=23F2

1; 1; 1
3
2 ;
3
2
 1  2 d(1  ) :
Proof. By substituting u 7! s  12
k  12
u in (18), we have
L(E64; 3) = 
3
Z 1
0
 1X
m;s=1
 4(m)

s  1
2
2
e 4um(s 1=2)
!

0@ 1X
k;r=1
 4(r) 
k   12
2 e r(k 1=2)=16u
1Audu:
By Proposition 3.10 (i), we have
L(E64; 3)
=
3
16
Z 1
0
22(e
 4u)43(e
 4u)
0@ 1X
k;r=1
 4(r) 
k   12
2 e r(k 1=2)=16u
1Audu
=
2
16
Z 1
0
24(q
4)43(q
4)
0@ 1X
k;r=1
 4(r) 
k   12
2 qr(k 1=2)
1A dq
q
:
Here we used the involution formulas (Corollary 3.7) and made the u-substitution
u 7! 1=u, q = e 2u, and q 7! q32.
Note that, by Lemmas 3.2 and 3.3, we have
24(q
4) = 3(q
2)4(q
2) =

23(q) + 
2
4(q)
2
1=2
(3(q)4(q))
1=2
;
and
43(q
4) =

3(q) + 4(q)
2
4
:
If we use the Ramanujan formula (Lemma 6.10), we obtain
L(E64; 3) =
2
256
p
2
Z 1
0
(1  )1=8(1 +p1  )1=2(1 + (1  )1=4)41=2
 3F2

1; 1; 1
3
2 ;
3
2
 d(1  ) :
By substituting  7! 1  2, we have the proposition.
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Remark 7.7. We obtain another integral representation
L(E64; 3) =
2
32
Z 1
0
24(q
2)43(q
2)
0@ 1X
k;r=1
 4(r) 
k   12
2 qr(k 1=2)=2
1A dq
q
:
In fact, we have the following integral representation of the series in the integral
above.
1X
k;r=1
 4(r) 
k   12
2 qr(k 1=2)=2 = 18
Z Z
1=4(1  1=2)263(q)
dq
q
dq
q
:
This immediately follows from the following computations.
q
d
dq
2 1X
k;r=1
 4(r) 
k   12
2 qr(k 1=2)=2 = 14
1X
k;r=1
 4(r)r2qr(2k 1)=4
=
1
16
22(q
1=2)44(q
1=2)
=
1
8
2(q)3(q)(
2
3(q)  22(q))2:
Remark 7.8. To express the integral representation of the series above in
terms of generalized hypergeometric functions, it is very important to solve the
following dierential equations 
D2   

D +
1
2
2!
w = 1=4(1  ) 1; 
D2   

D +
1
2
2!
w = 3=4(1  ) 1; 
D2   

D +
1
2
2!
w = 5=4(1  ) 1;
where D :=  dd .
7.5 Case n = 4
We prove the following integral representation of L(E64; 4).
Proposition 7.9.
L(E64; 4) =
3
96
Z 1
0
(284(q
8)  84(q4))
 1X
m;r=1
 4(mr)
m3
qmr=4
!
dq
q
:
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Proof. By substituting u 7! s 1=2m u in (18), we have
L(E64; 4) =
24
3
Z 1
0
0@ 1X
k;s=1

s  1
2
3
e 4u(s 1=2)(k 1=2)
1A

 1X
m;r=1
 4(mr)
m3
e mr=16u
!
u2du:
If we use Lemma 6.12, we have
L(E64; 4)
=
4
3  210
Z 1
0
(82(e
 u=2)  882(e u))
 1X
m;r=1
 4(mr)
m3
e mr=16u
!
u2du:
By applying the involution formula (Corollary 3.7 (ii)) and substituting u 7!
1=u, u 7! 8u and q = e 2u, we obtain the proposition.
Remark 7.10. Similarly to the case L(E32; 4), we cannot apply the Duke for-
mula to our integral representation.
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Part III
Higher Weight Case
In part II, we considered the L-functions of elliptic curves over Q, that is, the L-
functions of cusp forms of weight 2. In this part, we consider the higher weight
case. In section 8, we consider the L-functions of theta products of weight 3,
and give hypergeometric evaluations of L-values at s = 1.
8 Weight 3 Case (Main Theorem)
8.1 Jacobi Theta Products
In [18], Rogers-Wan-Zucker proved that the followings are true.
Theorem 8.1 ([18, Theorem 5]).
f(q) L(f; 1)
(i)
1
4
22(q
2)44(q
4)
 4
 
1
4

322
(ii)
1
2
2(q
4)43(q
4)4(q
4)
 4
 
1
4

8
p
22
(iii)
1
2
2(q
4)3(q
2)44(q
8)
 2
 
1
8

 2
 
3
8

322
Rogers-Wan-Zucker did not give detailed proofs of these formulas. Here we
give proofs of these formulas.
Proof. We have
L(f; 1) =
1
4
Z 1
0
22(q
2)44(q
4)
dq
q
=
1
8
Z 1
0
22(q)
4
4(q
2)
dq
q
=
1
8
Z 1
0
22(q)
2
3(q)
2
4(q)
dq
q
:
Here we used Corollary 3.4 (i) for the last equality. If we use the transformations
(4) and (5), we have
L(f; 1) =
1
8
Z 1
0
1=2(1  )1=22F1

1
2 ;
1
2
1
 d(1  ) :
By applying the integral representation of generalized hypergeometric functions
(Proposition 2.6), we obtain
L(f; 1) =
1
8
 

1
2 ;
1
2
1

3F2

1
2 ;
1
2 ;
1
2
1; 1
 1 :
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If we use the Dixon formula (Theorem 2.8 (ii)), we have
3F2

1
2 ;
1
2 ;
1
2
1; 1
 1 =    54 ; 14 ; 1; 13
2 ;
1
2 ;
3
4 ;
3
4

=

2
 

1
4 ;
1
4
3
4 ;
3
4

=
 4
 
1
4

43
;
hence we obtain (i).
The formula (ii) is proved as follows.
L(f; 1) =
1
8
Z 1
0
2(q)
4
3(q)4(q)
dq
q
=
1
8
Z 1
0
1=4(1  )1=42F1

1
2 ;
1
2
1
 d(1  )
=
1
8
 

1
4 ;
1
4
1
2

3F2

1
4 ;
1
2 ;
1
2
1
2 ; 1
 1
=
1
8
 

1
4 ;
1
4
1
2

 

1; 14
3
4 ;
1
2

=
1
8
 

1
4 ;
1
4 ;
1
4
3
4

=
 4
 
1
4

8
p
22
:
We prove (iii). Note that we have
2(q
4)3(q
2)44(q
8) = 2(q
4)
 
23(q
4) + 22(q
4)
1=2
23(q
4)24(q
4);
by Lemma 3.3 and Corollary 3.4. Therefore, by (4) and (5), we obtain
L(f; 1) =
1
8
Z 1
0
2(q)
 
23(q) + 
2
2(q)
1=2
23(q)
2
4(q)
dq
q
=
1
8
Z 1
0
1=4(1 +
p
)1=2(1  )1=22F1

1
2 ;
1
2
1
 d(1  ) :
By substituting  7! 2 and integrating term-by-term, we have
L(f; 1) =
1
4
1X
n=0
 
1
2
2
n
(1)2n
 

2n+ 12 ;
1
2
2n+ 1

:
If we use the multiplication formula for  (s), we have
 

2n+
1
2

=
22n
(2)1=2
 

n+
1
4

 

n+
3
4

;
  (2n+ 1) =
22n+
1
2
(2)1=2
 

n+
1
2

  (n+ 1) ;
hence we obtain
L(f; 1) =

4
3F2

1
2 ;
1
4 ;
3
4
1; 1
 1 :
If we use Watson's theorem (Theorem 2.8 (iii)), then
3F2

1
2 ;
1
4 ;
3
4
1; 1
 1 =    12 ; 1; 1; 125
8 ;
7
8 ;
7
8 ;
5
8

:
By the reection formula for  (s), we have the formula.
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By similar computations, we have the following formulas.
Theorem 8.2. The followings are true.
f(q) L(f; 1)
(i)
1
2
2(q
4)43(q
4)4(q
8)
pp
2 + 1 2
 
1
4

8
p

3F2

1
4 ;
1
2 ;
1
2
3
8 ; 1
 1
(ii)
1
2
2(q
4)33(q
4)24(q
4)
 2
 
1
4

8
p
2
3F2

1
4 ;
1
2 ;
1
2
3
4 ; 1
 1
(iii)
1
2
2(q
4)23(q
4)34(q
4)

4
p
2
3F2

1
4 ;
1
2 ;
1
2
1; 1
 1
(iv)
1
2
2(q
4)54(q
4)
 2
 
1
4

16
p

3F2

1
4 ;
1
2 ;
1
2
3
2 ; 1
 1
(v)
1
2
2(q
4)54(q
8)
pp
2  1 4   14
162
(vi)
1
4
22(q
2)33(q
2)4(q
2)
 2
 
1
4

8
p
2
3F2

1
2 ;
1
2 ;
1
2
3
4 ; 1
 1
(vii)
1
4
22(q
2)3(q
2)34(q
2)
 2
 
3
4

2
p
2
3F2

1
2 ;
1
2 ;
1
2
5
4 ; 1
 1
(viii)
1
4
22(q
2)44(q
2)
1
4
3F2

1
2 ;
1
2 ;
1
2
3
2 ; 1
 1
(ix)
1
8
32(q
4)23(q
4)4(q
4)

16
p
2
3F2

3
4 ;
1
2 ;
1
2
1; 1
 1
(x)
1
8
32(q
4)3(q
4)24(q
4)
 2
 
3
4

8
p
2
3F2

3
4 ;
1
2 ;
1
2
5
4 ; 1
 1
(xi)
1
8
32(q
4)34(q
4)

32
p
2
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(xii)
1
8
32(q
4)34(q
8)
 
 
1
8

 
 
1
4

 3
 
3
8

1285=2
(xiii)
1
16
42(q)
2
4(q)

16
(xiv)
1
32
52(q
4)4(q
4)
 2
 
1
4

256
p

3F2

5
4 ;
1
2 ;
1
2
3
2 ; 1
 1
(xv)
1
32
52(q
4)4(q
8)
pp
2 + 1 4
 
1
4

1282
Proof. We prove (xiii). By the transformations (4) and (5), we have
L(f; 1) =
1
16
Z 1
0
42(q)
2
4(q)
dq
q
=
1
16
Z 1
0
(1  )1=22F1

1
2 ;
1
2
1
 d(1  )
=
1
16
 

1; 12
3
2

3F2

1; 12 ;
1
2
3
2 ; 1
 1
=
1
16
 

1; 12
3
2

2F1

1
2 ;
1
2
3
2
 1 :
By Gauss' summation formula (Theorem 2.7), we obtain
2F1

1
2 ;
1
2
3
2
 1 =    32 ; 121; 1

;
hence we have the formula by simplifying the  -factors.
Similarly, we can prove the remaining formulas. Note that we use the Watson
summation formula (Theorem 2.8 (iii)) for (v), (xi), (xii) and (xv).
8.2 Borweins Theta Products
In [18], Rogers-Wan-Zucker proved the following formula.
Theorem 8.3 ([18, Theorem 5]). For f(q) = 3(q3)3(q6),
L(f; 1) =
p
3 6
 
1
3

217=33
:
Proof. Note that we have
3(q2)3(q6) =
1
3
p
3
b3=2(q2)c3=2(q2);
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by Proposition 4.4. Therefore we obtain
L(f; 1) =
1
6
p
3
Z 1
0
1=2(1  )1=22F1

1
3 ;
2
3
1
 d(1  )
=
1
6
p
3
 

1
2 ;
1
2
1

3F2

1
2 ;
1
3 ;
2
3
1; 1
 1 :
By Watson's formula (Theorem 2.8 (iii)), we have
3F2

1
2 ;
1
3 ;
2
3
1; 1
 1 =    12 ; 1; 1; 122
3 ;
5
6 ;
5
6 ;
2
3

;
hence we obtain
L(f; 1) =
2
6
p
3
 1
 2
 
2
3

 2
 
5
6

=
 2
 
1
3

 2
 
1
6

32
p
32
:
Here we used the reection formula for  (s). By the multiplication formula for
 (s), we have
 

1
3

=
21=3 1=2
(2)1=2
 

1
6

 

2
3

:
Therefore we obtain the theorem.
By similar computations, we have the following formulas.
Theorem 8.4. The followings are true.
f(q) L(f; 1)
(i)
1
3
a(q3)c(q3)b(q3)
 6
 
1
3

8
p
33
(ii)
1
3
c(q3)b2(q3)
2
9
p
3
3F2

1
3 ;
1
3 ;
2
3
1; 1
 1
(iii)
1
9
c2(q3)b(q3)
2
27
p
3
3F2

1
3 ;
2
3 ;
2
3
1; 1
 1
(iv)
1
3
c(q3)b2(q9)
2
311=6
3F2

1
9 ;
4
9 ;
7
9
1; 1
 1
(v)
1
9
c2(q3)b(q9)
2
313=6
3F2

2
9 ;
5
9 ;
8
9
1; 1
 1
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Proof. Similarly to the cases of Jacobi theta products, we can prove these for-
mulas using the transformations (6) and (7). For example, (ii) is proved as
follows.
L(f; 1) =
1
9
Z 1
0
c(q)b2(q)
dq
q
=
1
9
Z 1
0
1=3(1  )2=32F1

1
3 ;
2
3
1
 d(1  )
=
1
9
 

1
3 ;
2
3
1

3F2

1
3 ;
1
3 ;
2
3
1; 1
 1 :
(i) and (iii) can be proved by similar computations.
We prove (iv). Note that we have
b3(q3) =
a2(q)b(q) + a(q)b2(q) + b3(q)
3
;
hence we obtain
L(f; 1) =
1
9
Z 1
0
c(q)b2(q3)
dq
q
=
1
38=3
Z 1
0
1=3((1  )1=3 + (1  )2=3 + (1  ))2=32F1

1
3 ;
2
3
1
 d(1  ) :
By substituting  7! 1  3 and  7! 1 u1+2u , we have
L(f; 1) =
1
35=3
Z 1
0

1  u
1 + 2u
2=3
3u
1 + 2u
1=3
2F1
"
1
3 ;
2
3
1
 1   1  u1 + 2u
3#
du
u(1  u) :
Note that we have the cubic transformation (Proposition 2.9 (ii)), hence we
obtain
L(f; 1) =
1
34=3
Z 1
0
u1=3(1  u)2=32F1

1
3 ;
2
3
1
u3 duu(1  u) :
By integrating term-by-term, we have
L(f; 1) =
1
34=3
1X
n=0
 
1
3

n
 
2
3

n
(1)2n
 

3n+ 13 ;
2
3
3n+ 1

:
If we use the multiplication formula for  (s), we have
 

3n+
1
3

=
33n 1=6
2
 

n+
1
9

 

n+
4
9

 

n+
7
9

;
  (3n+ 1) =
33n+1=2
2
 

n+
1
3

 

n+
2
3

  (n+ 1) ;
hence
L(f; 1) =
1
9
 

1
9 ;
4
9 ;
7
9 ;
2
3
1
3 ;
2
3
 1X
n=0
 
1
3

n
 
2
3

n
(1)2n

 
1
9

n
 
4
9

n
 
7
9

n 
1
3

n
 
2
3

n
(1)n
=
1
9
 

1
9 ;
4
9 ;
7
9
1
3

3F2

1
9 ;
4
9 ;
7
9
1; 1
 1 :
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If we use the multiplication formula again, we can simplify the  -factor, hence
we have the formula.
Similar computations lead to the last formula.
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A Proof of Ramnujan's identity
In this section, we prove the following formula due to Ramanujan [13, (2.2)]
4
X
n1 mod 2
qn=2
n2(1 + qn)
=
1=23F2

1; 1; 1
3
2 ;
3
2

2F1

1
2 ;
1
2
1
 ; (19)
where
 =
42(q)
43(q)
:
The proof of the formula in this section is a specialization of Duke's proof
[13]. Note that he proves a more general formula [13, (5.1)].
Set
F (x) := 2F1

1
2 ;
1
2
1
x ; G(x) := F (1  x):
Dene
E 1(q) :=
1X
n;k=1
 4(k)qk(n 1=2)
(n  1=2)2 :
We know that E 1(q) is equal to the left hand side of Ramanujan's formula:
E 1(q) :=
1X
n;k=1
 4(k)qk(n 1=2)
(n  1=2)2
=
1X
n=1
qn 1=2
(n  1=2)2(1 + q2n 1) = 4
X
n1 mod 2
qn=2
n2(1 + qn)
:
Here we used
1X
k=1
 4(k)qk = Im
 1X
k=1
(iq)k
!
= Im

iq
1  iq

=
q
1 + q2
:
By Proposition 3.10 (ii), we have
q
d
dq
2
E 1(q) =
1X
n;k=1
 4(k)k2qk(n 1=2) =
1
4
22(q)
4
4(q):
Therefore, we obtain
E 1(q) =
1
4
Z q
0
Z u
0
44(t)
2
2(t)
dt
t
du
u
:
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By the transformations (4) and (5), the integral above is equal to
1
4
Z 
0
Z u
0
(1  t)t1=2F (t) dt
t(1  t)
du
u(1  u)F (u)2
=
1
4
Z 
0
Z u
0
t 1=2F (t)dt
du
u(1  u)F (u)2 :
We know 
G(u)
F (u)
0
=   1
u(1  u)F (u)2 ;
hence we have
1
4
Z 
0
Z u
0
t 1=2F (t)dt
du
u(1  u)F (u)2 =
1
4
Z 
0
Z u
0
t 1=2F (t)dt

 G(u)
F (u)
0
du:
By integrating by parts, we have
1
4
Z 
0
Z u
0
t 1=2F (t)dt

 G(u)
F (u)
0
du
=
1
4
Z 
0
t 1=2F (t)dt

 G()
F ()

 
Z 
0
u 1=2F (u)

 G(u)
F (u)

du
=
Z 
0
t 1=2

G(u)  F (u)G()
F ()

du:
Therefore we obtain
F ()E 1(q) =
1
4
Z 
0
u 1=2 (F ()G(u)  F (u)G()) du:
Dene
L := D2   

D +
1
2
2
;
whereD :=  dd . Note that F () and G() are independent solutions of Ly = 0,
hence all solutions of Ly = 0 can be written as
c1F () + c2G(); c1; c2 2 C:
By simple computations, we have
L(F ()E 1(q)) = 1
4
1=2;
hence F ()E 1(q) is a solution of the following nonhomogeneous hypergeomet-
ric dierential equation
Lw =
 
D2   

D +
1
2
2!
w =
1=2
4
: (20)
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By simple computations, we know that
w() = 1=23F2

1; 1; 1
3
2 ;
3
2
 :
is a solution of (20).
Now we know that F ()E 1(q) and w() are solutions of (20), hence F ()E 1(q) 
w() is a solution of Ly = 0, so there exists c1; c2 2 C such that
F ()E 1(q)  w() = c1F () + c2G():
By multiplying by F () 1, we have
E 1(q) =
w()
F ()
+ c1 + c2
G()
F ()
:
We determine the constants c1 and c2. Since F (0) = 1, G(0) =1, w(0) = 0
and E 1(0) = 0, c2 must be equal to 0, hence c1 = 0. This proves (19).
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