Abstract. We propose a stochastic model for evolution through mutation and natural selection that evolves on a T + d tree. We obtain sharp and distinct conditions on the set of parameters for extinction and survival both on the whole T + d and on a fixed branch of it.
Introduction
We propose a stochastic model for evolution through mutation and natural selection whose dynamic combines features presented in a set of papers as it assumes that (i) the immune system is able to get rid, after a random time, of all the pathogens of a given type at once as in Schinazi and Schweinsberg [9] , (ii) the clock which counts down the random time until a type of pathogen is removed from the organism does not start ticking until the pathogen's progenitor dies, as in Aldous and Krebs [1] and (iii) while we only consider mutations that bring some kind of improvement to the pathogens, we still kill the least fit as in Guiol et al [3] .
Our model is an interacting particle system evolving on T + d (a rooted tree whose vertices -except for the root -have d+1 nearest neighbours) and whose state space is {0, 1} T + d . At time t = 0 there is only one particle (representing a pathogen) in the system, located at the root of + d 2 lifetime of rate 1. During its lifetime, following a Poisson process of rate λ, it generates mutations, particles of type 1 which will be placed randomly, one by one, on its d nearest neighbours up to the time it dies or up to the event that all its nearest neighbours are occupied.
In general, each particle of type i generates particles (mutations) of type i + 1 which will be placed randomly, one by one, at one of the d nearest neighbours which are farther from the root than its position, up to the time it dies or up to the event that all these d nearest neighbours are occupied. Like the process studied in Aldous and Krebs [1] , the 'clock' which counts down time until a particle's death (exponential lifetime of rate 1) does not start ticking until that particle's parent dies. Unlike that process, there is only one clock for all mutation of same type. As a consequence, (i) a mutation is not at risk while its progenitor is alive and (ii) a death event at a given time, kills all the least fit mutations (types whose numbers are lower) present in the process. In this sense, our model is also related to spatial catastrophic models where large sets of individuals are simultaneously removed, see for example Lanchier [6] and Machado et al. [7] . We can imagine the particles in this process as pathogens in such way that if the process dies out, the disease is defeated. The aim of this paper is to find conditions under which (i) particles are eventually removed from T Let us introduce the notation η t ∈ {0, 1} T + d for the status of the vertices in terms of occupation at time t and |η t | for the amount of particles present at time t. Observe now that η t is a Markovian process and that by coupling arguments, one can see that the probability of
survival is a non-decreasing function of λ. This is so because more births (greater λ) can only help survival. So we define λ c (d) := inf{λ : P(|η t | ≥ 1 for all t ≥ 0) > 0}
Results
We prove phase transition (meaning that 0 < λ c (d) < ∞) for this
process. An analogous result also holds when we consider only what happens in a fixed branch of T + d . From these results we point out that there is a region in the space parameter in which we have the extinction of each fixed branch with probability 1, but the process survives on the whole tree with positive probability.
If λ < λ c (d) then the process η t gets extinct with probability 1. If λ > λ c (d) then the process η t survives with positive probability. 
If λ ≤ λ s (d) then the process gets extinct along B with probability 1. If λ > λ s (d) then the process survives along B with positive probability. 
Remark 2.3. Let us define
f d (λ) := inf 0<u<1 λ u(1 − u) 1 − λ λ + u d , h d (λ) := d − 2λ 1 − λ λ + 1 d . The function f d (λ
Proofs
We first introduce some notation necessary for the proof of Theo- for this is that in our model all particles (mutations) of the same type share the same clock, while in the BA process each particle has its own clock. This additional dependence among the particles in our model poses a problem for the comparison with a branching process, which is applied to prove the survival of the BA process in [1] . Nevertheless, when the clocks are exponentially distributed, the lack of memory of these random variables still allow us to make such comparison.
Proof Theorem 2.1. First, we show that, the process goes extinct with probability 1, if inf 0<u<1
Let X i , i = 1, . . . , d, denote independent Gamma random variables with parameters i and λ, respectively, and consider a random variable W with probability distribution given by
Note that, for u > 0,
In our model, each time a particle occupying a vertex at the k-th level of T + d has an offspring, it chooses uniformly at random a position to place its offspring among its empty neighboring vertices at the k + 1-th level of T + d ; once no empty vertex is left all incoming children are ignored. In the absence of any information on these births and the ordering of the occupancy of the neighboring vertices at the k + 1-th level, the time which is necessary for a fixed vertex at the k + 1-th level to receive a child of a particle on its neighboring vertex at the k-th level has the same distribution of a random variable W . Of course, such 'virtual' births only become 'real' ones, if the particle at the k-th level has these births before the killing event that removes all particles at the k-th level.
Let {K i } be independent exponential random variables with parameter 1, and let {W i } be independent copies of the random variable W .
Suppose that no information is known on the genealogy of a vertex at the k-th level in a given branch of T + d . Then, the probability that a particle is born at a given vertex at the k-th level of T + d is equal to
Note that, this probability is the same for every vertex at the k-th level and that, there are d k such vertices. Thus,
E (total number of particles born in the process) = = n∈N E[I{a particle is born atn}]
where the second inequality is obtained by using Markov's inequality for u > 0, and the last expression follows from independence and the properties of the moment generating functions of the random variables
Clearly, if inf 0<u<1
E (total number of particles born in the process) < +∞.
In this case, the process goes extinct since with probability 1 only a finite number of particles enters the system. Next, we show that, when inf 0<u<1
, the process survives with positive probability. For this, we need the following lemma of Aldous & Krebs [1] , which gives a large deviation estimate for the probability that a particle is born at the k-th level of X j > 0, k = 1, . . . , n. = log ρ.
EVOLUTION WITH MASS EXTINCTION ON
. . , n. The probability that a particle is born at a fixed vertex at the k-th level can be rewritten as
It is easy to check that,
Moreover, by assumption, for some δ > 0,
Suppose for now that λ < (d + 1)/2 and take = δ/2. Then, there
Note that each particle whose type is (n − 1)k, may have at most d nk mutations of type nk. Moreover, the probability that a certain particle of type (n − 1)k has a mutation of type nk is greater than the probability that the particle originaly located at the root has mutation of type k. This follows since by the time a particle of type (n − 1)k is born, it may not be at risk because some killing events corresponding
to the previous types may still be pending. Therefore, the expected number of particles of type nk, mutations of a given particle of type (n − 1)k, is also greater than 1.
Now we define {Y n } n≥1 as an auxiliary process such that Y n is the number of particles of type nk born in the process η t . Note that, from the definition of η t , Y 0 = 1 and from the previous paragraph, {Y n } n≥1 dominates a Galton-Watson process with mean offspring E[Y 1 ]. Since E[Y 1 ] > 1, the process {Y n } n≥1 survives with positive probability and, consequently, η t also does.
To conclude, a simple coupling argument can show that the survival probability is non-decreasing in λ. Hence, this result also holds for
Remark 3.3. Bordenave [2] showed that the BA process dies out at criticality for exponential clocks, Kortchemski [5] extended this result for general clock distributions as in [1] . We could not extend the analytical approach of Bordenave to our model, and believe that the branching random walk approach of Kortchemski cannot be easily extended either due to the extra dependencies in our dynamics mentioned before.
Proof Theorem 2.2. Let {B i } i≥1 and {K i } i≥1 be families of independent and exponentially distributed random variables with rates λ and 1, respectively. Consider a fixed branch B of T Observe that if at time t there is group of k ≥ 1 particles along B (a clan), then (i) they are located contiguously and (ii) this amount may increase or decrease by one. It will increase whenever the next event is a birth of a new mutation along that branch. That new mutation can be the j-th mutation, j = 1, . . . , d, of the particle which is at the edge of this group, the one with the highest type. It will decrease whenever the head of the clan, the one with the lowest type, dies. The state 0 is absorbing. Therefore X n , denoting the discrete imbedded process for X(t), is a Markov chain whose transition probabilities are 
