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Validation of CFD predictions for liquid spray combustion application is a challenging 
task due to difficulties in both modeling and experimental measurements. Validation is 
considered to be a key step for successful CFD predictions of combustion systems. The 
goals of this thesis are threefold: (1) validation of models used for spray combustion 
predictions, (2) using the validated predictions to explain steady flow and combustion 
physics, and (3) using the validated procedure to simulate conditions where unstable 
combustion behavior is observed experimentally, and to explore if such unstable behavior 
can be predicted correctly. The model validation is done with respect to three 
experimental data sets for spray combustors, and it is shown that predictions match data 
reasonably well. The validated code is then used to predict and understand the flow and 
combustion behavior for both steady and unsteady combustion conditions. 
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CHAPTER 1 INTRODUCTION  
 
Combustor technology has developed gradually and continuously in last five decades. By 
around 1950, most of basic features of conventional gas turbine combustor were firmly 
established in Germany, Britain and USA. Although many formidable problems have 
been overcome, the challenge of improvements in efficiency, reliability and emissions 
performance still remains. New concepts and technology are still needed to further reduce 
pollutant emissions and to respond to the growing requirement of many industrial 
engines.  Low emissions, stable combustion, high efficiency, reliable ignition, droplet 
injection and evaporation are some issues that need to be resolved.  
In order to improve combustor technology, both measurements and computations are 
necessary. Toward this end, a large body of experimental data has been collected for the 
purpose of validating combustion models. Computational models are useful in providing 
fundamental understanding of physics associated with combustion behaviors, and 
therefore computational modeling provides a useful tool in the development and design 
of gas turbine combustors. However, computational codes and models used have to be 
thoroughly validated before their results can be used with any degrees of fidelity. In this 
thesis, attention is focused on a swirl-stabilized spray combustor, and the models used are 
validated against extensive experimental data. The validated predictive procedure is then 





1.1 Computational Fluid Dynamics (CFD)  
Computational Fluid Dynamics (CFD) has grown from a mathematical curiosity to 
become an essential tool in almost every branch of fluid dynamics. CFD is commonly 
accepted as referring to the broad topic encompassing the numerical solution, by 
computational methods, of the governing equations, which describe fluid flow, the 
Navier-Stokes equations, continuity and any additional conservation equations. As a 
developing science, it has received extensive attention throughout the international 
community since the advent of the personal computer.  
There has been considerable growth in the development and application of CFD to all 
aspects of fluid dynamics. In design and development, CFD programs are now considered 
to be standard numerical tools, widely utilized within industry. As a consequence there is 
a considerable demand for specialists in the subject, to apply and develop CFD methods 
throughout engineering companies and research organizations. 
1.2 FLUENT 
FLUENT is a state-of-the-art computer program for modeling fluid flow and heat transfer 
in complex geometries. The FLUENT package includes FLUENT (the solver), prePDF 
(the preprocessor for modeling PDF combustion), and GAMBIT (the preprocessor for 
geometry modeling and mesh generation). 
Over the last few years, many commercial CFD packages have become available. Almost 
every industry that involves advanced engineering uses CFD. Its use is rapidly 
expanding, and FLUENT's CFD software features accuracy, efficient meshing, high 
speed and powerful visualization capability. FLUENT is used to perform all combustion 
simulations in this study. 
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The emergence of CFD packages such as FLUENT has meant that CFD is no longer 
practiced solely in a research environment by highly trained specialists, but it is also 
being used in many industrial organizations as a design tool. Consequently, engineers 
who are not specialists in the CFD field are having to come to terms with this technology, 
if only in an attempt to understand what the benefits of using the technology are, and also 
to understand what the drawbacks are.  
1.3 Literature Review 
Turbulent combustion is a complex process that requires several phenomena to be 
modeled (Bray, 1996). A simulation model for turbulent combustion must provide 
treatment of turbulence, chemical kinetics, volume expansion, heat release and their 
interactions since combustion alters the properties of the fluid and drives the flow, this 
affects the mixing of species and hence influences the reaction rates, e.g. (Poinsot, 1996). 
Contemporary models usually combine a Reynolds Average Simulation (RANS) model 
of the flow (Jones, 1993) with combustion models like the Eddy Breakup (EBU), Bray-
Moss-Libby (BML) (Bray & Libby, 1994) or Presumed Probability Density Function 
(PDF) models (Dopazo, 1994).  
The gross features of the combustion chamber including the structure of nozzles have to 
be geometrically modeled. Further comparison between a combusting flow and its 
isothermal analogue should be insensitive to the turbulence models used in their 
calculation. While promising development of RANS modeling continue (e.g. Craft et al. 
1993), a convertible RANS model is chosen for this work. Standard ε−K  model 
because it is a widely used model whose features are well explored and known.  
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Lockwood and Shen (1994) have pointed out that only limited information of 
computations of liquid combustion systems have been made with RANS turbulence 
model. Breussin (1996) have compared these numerical predictions of a liquid spray 
combustor using a RANS model. They report some of the flow details close to nozzle. 
Foster (2000) published his computational results of a combustion system and show that 
the turbulence model is able to represent correctly weak turbulence regions, and wall 
functions are not required. Widemann (1999) presents his computational data for a liquid 
spray combustor and show that the model is effective in both low and high-Reynolds 
number flow regions. They also report that the experimental data was collected for the 
purpose of validating multiphase combustion models and submodels. 
The steady state information that RANS provides about the fluid dynamics and the 
combustion model precludes an understanding of many important unsteady combustion 
processes such as combustion oscillations and unsteady vortex dynamics. In this regard, 
the Large Eddy Simulation (LES) approach is attractive since it provides unsteady 
information, and it provides a compromise between accuracy and cost. It is now being 
considered as a practical approach for engineering problems (Furby, 1998). 
Current applications of LES to turbulent reacting flows are rather limited include the 
work of Kim et al, (1998), used a thin flame model to predict the flow in a realistic gas 
turbine combustor, Grinstein & Kailasanath (1994) who used a Monotone Integrated LES 
(MILES) (Boris et al , 1992) to investigate the dynamics of reacting square jets, Piana et 
al (1997) used the G-equation model to study the evolution of a plane flame in a 
rectilinear channel, Moller et al (1996) examined the flow in a scale-model of a jet-
engine afterburner using different simplistic subgrid combustion models together with a 
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global four-step reaction mechanism, and more recently Weller et al (1998) proposed a 
flame-wrinkling LES combustion model based on conditional averaging and Noll, Schutz 
and Aigner (2001) used a time-accurate LES model for comparing with RANS model. 
Probability Density Function (PDF) methods were introduced by Lundgren (1967) for 
turbulent velocity fields and by Hill (1970), and by Dopazo and O’Brien (1974) in the 
context of turbulent reactive flow. These methods have become popular and more 
widespread through the work of Pope (1985), and are quite promising for or even 
successful in the treatment of reactive turbulent flows.  
A typical model of spray combustion must involve the fluid dynamical characteristics of 
injection and spray formation such as atomization, droplet collision and coalescence, and 
the transport cha racteristics of the individual droplets, and chemical reaction and the 
interaction of the droplets with the gaseous laminar or turbulent flow. In order to 
numerically simulate and study these complex phenomena, various alternative 
approaches are available. Conventional approaches include D ukowixz (1980), O’Rourke 
and Bracco(1980), Gosman and Ioannides (1981), Faeth (1983), Zhu and Rogg (1996), 
Zhu et al. (1996) and are based on a Lagrangian description of the liquid phase and 
employs a Monto-Carlo method to solve Williams’ Spray equation, or a similar equation 
describing the liquid phase, whilst the gas-phase conservation equations are solved in an 
Eulerian form. The disadvantage of this conventional approach is that the gas phase must 
be treated in Favre or Reynolds averaged form to obtain the mean gas-phase properties 
ant the droplet location. 
The present study is concerned with the development and assessment of both RANS and 
LES combustion model using PDF method and with the intent of improving current 
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predictive capabilities. Particular emphasis is placed on a proper turbulence model, and in 
having a predictive model with very wide applicability in terms of flow conditions, 
turbulence, and geometry. This is done by validating by the current predictions against 
experimental data obtained by NIST and LSU. The potential advantage of the 
comprehensive research is that the development of accurate prediction methods that will 
improve the design capabilities of various combustion system. 
1.4 Objectives  
The design and optimization of liquid spray combustors relies increasingly on CFD 
models and simulations to provide relevant information in a cost-effective manner. In 
general, there is a need for experimental data with quantitative uncertainties that detail 
the characteristics of the droplet field, velocity profile, flame structure, and provide an 
understanding of their interrelationship with the system operating conditions. 
Although CFD offers a cost-effective alternative to experiments, the accuracy of the CFD 
model must first be assured. This should be accomplished in two ways: verification and 
validation. Verification involves ensuring that the algebraic and differential equations 
within the model have been accurately solved. In addition to verifying that the numerical 
code arrives at the correct solution, it is also necessary to determine if the correct model 
has been solved. This is the validation step.  
The objective of this thesis is to validate the computational models with the data obtained 
from three different spary combustors. This data has been reported by NIST (1998), 
Donnell & Acharya (2002) and Li & Acharya(2000). Methanol or Ethanol was chosen as 
the fuel for these cases because the thermodynamic and kinetic data necessary to model 
the gas phase combustion are readily available. Droplet size, temperature, pressure and 
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gas-phase velocity measurements obtained at the chamber are calculated, which can be 
used for boundary conditions or validation of computational results. Numerical 
simulations were calculated and are compared with experimental data, and the 
appropriators of the model used an evaluated. Once the predictive code is validated, it is 
used for predicting unsteady combustion behavior with instability. 
The numerical prediction of combustion instabilities is a challenging task since the 
calculations have to be done in an unsteady framework, and appropriate simulation 
methods are still under development. Computational models are useful in providing 
fundamental understanding of physics associated with combustion instability.  
In this thesis, a description of a single-nozzle-rig and multi-nozzle-rig combustion 
experiments are given, followed by the results from steady RANS, unsteady RANS and 
LES using unstructured-grids.  
Chapter 1 introduces some of the fundamental concepts of CFD research of gas turbine 
combustor, including an outline of basic processes involved in the numerical prediction 
of combustion. This chapter discusses the various issues dealing with gas turbine 
combustion and outlines the structure of this paper.   
Chapter 2 discusses the general governing equations of the numerical prediction of 
combustion, including turbulent model, radiation model, discrete phase model and 
probability density function model.  
Chapters 3 to 5 describe the combustion facilities at NIST, Donnell & Acharya, Li & 
Acharya and Allgood & Acharya and discuss cold flow and reacting numerical 
characteristics in every combustor. The numerical results comparing with experimental 
results are the most important contents in these chapters. 
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Finally, Chapter 6 gives the concluding remarks of this paper, and provides suggestions 























CHAPTER 2 GOVERNING EQUATIONS AND MODELS 
 
This chapter is an attempt to put the necessary computational information into a simple 
and concise format, so that it can assist in the reader in his/her understanding of the 
technology of CFD, and especially the FLUENT software package.  
When planning to solve a problem using FLUENT, one should first give consideration to 
Definition of the Modeling Goals, Choice of the Computational Model, and Choice of 
Physical Models. The following parts give you basic information about models, which 
are chosen in this research, to verify all the combustion simulations.  
2.1 Turbulent Models  
It is an unfortunate fact that no single turbulence model is universally accepted as being 
superior for all classes of problems. The choice of turbulence model will depend on 
considerations such as the physics encompassed in the flow, the established practice for a 
specific class of problem, the level of accuracy required, the available computational 
resources, and the amount of time available for the simulation. The purpose of following 
sections is to give an overview of issues related to the turbulence models chosen in this 
research.   
2.1.1 Reynolds-Averaged Navier Stokes (RANS) Model  
RANS is the abbreviation of Reynolds-Averaged Navier Stokes Model, which includes 
Spalart-Allmaras, the Standard ε−k , the RNG ε−k , the Realizable ε−k , and the 
Reynolds Stress Models. 
The standard and RNG models, which are employed in the calculation have similar 
forms, with transport equations for k  and ε . The major differences in the models are the 
method of calculating turbulent viscosity, the turbulent Prandtl numbers governing the 
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turbulent diffusion of k  and ε , and the generation and destruction terms in the ε  
equation. 
2.1.1.1 The Standard ε−k  Model   






































































k  the turbulent kinetic energy, 
ε          the rate of dissipation,  
kG  the generation of turbulent kinetic energy due to the mean velocity gradients, 
bG  the generation of turbulent kinetic energy due to buoyancy.  
MY  the contribution of the fluctuating dilatation in compressible turbulence to the 
 overall dissipation rate.  
tµ  the turbulent viscosity, ε
ρµ µ
2k
Ct = , where 09.0=µC  
ε1C  constant, 1.44 
ε2C  constant, 1.92 
kσ   the turbulent Prandtl numbers for k  , 1.0  





2.1.1.2 The RNG ε−k Model 
The RNG ε−k  model was derived using a rigorous statistical technique. It is similar in 
form to the standard ε−k  model, but includes the RNG model has an additional term in 
its ε  equation that significantly improves the accuracy for rapidly strained flows, The 
effect of swirl on turbulence is included in the RNG model, enhancing accuracy for 
swirling flows.   





















































kG  the generation of turbulent kinetic energy due to the mean  velocity gradients.  
bG  the generation of turbulent kinetic energy due to buoyancy.  
MY  the contribution of the fluctuating dilatation in compressible turbulence to the 
overall dissipation rate.  
kα   the inverse effective Prandtl numbers for k , 
εα  the inverse effective Prandtl numbers for ε .  
ε1C ε2C  the model constants 42.11 =εC , 68.12 =εC . 
























υ eff=) , 100≈υC  
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Ct =  with µC = 0.0845. 
• RNG Swirl Modification 
Turbulence, in general, is affected by rotation or swirl in the mean flow.  The RNG 
model in FLUENT provides an option to account for the effects of swirl or rotation by 
modifying the turbulent viscosity appropriately. The modification takes the following 










f stt ,,0  
0tµ  the value of turbulent viscosity calculated without the swirl modification . 
Ω  the characteristic swirl number 
sα  the swirl constant  
The swirl constant assumes different values depending on whether the flow is swirl-
dominated or only mildly swirling.  This swirl modification always takes effect for 
axisymmetric, swirling flows and three-dimensional flows when the RNG model is 
selected.  
The swirl number in the annular region of the generator depends upon the vane angle and 
the Reynolds number, ν/)(Re io DD −= . The swirl is a measure of angular velocity of the 
combustion air. It is characterized by the swirl number, S, defined as the ratio of the axial 








   where 
 













z  number of vanes 
t  vane thickness 
B  vane height 
1R  distance from burner axis to vane 
R  outer diameter of exit duct 
hR  inner diameter of exit duct 
• The R Term in the ε  Equation 
The main difference between the RNG and standard ε−k  models lies in the additional 

























≡ , 0η = 4.38,  β  = 0.012.    
The effects of this term in the RNG ε equation can be seen more clearly by rearranging 















































CC   
As a result, in rapidly strained flows, the RNG model yields a lower turbulent viscosity 
than the standard model. Thus, the RNG model is more responsive to the effects of rapid 
strain and streamline curvature than the standard model, which explains the superior 
performance of the RNG model for certain classes of flows.  
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Transport Equations for the RNG Model have values derived analytically by the RNG 
theory. These values are 42.11 =εC , 68.12 =εC . 
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E the total energy,   
effk  the effective conductivity 











































with the default value of the turbulent Prandtl  number set to 0.85.   
For the RNG ε−k  model, the effective thermal conductivity is  
effpeff ck µα=  
Turbulent mass transfer is treated similarly.  
2.1.2 The Large Eddy Simulation (LES) Model 
Turbulent flows are characterized by eddies with a wide range of length and time scales.  
The largest eddies are typically comparable in size to the characteristic length of the 





2.1.2.1 Filtered Navier-Stokes Equations 
The governing equations employed for LES are obtained by filtering the time-dependent 
Navier-Stokes equations in either Fourier space or configuration space.  The filtering 
process effectively filters out eddies whose scales are smaller than the filter width or grid 
spacing used in the computations.  The resulting equations thus govern the dynamics of 
large eddies.  
A filtered variable is defined by  
∫=Φ
D
dxxxGxx ')',()'()( φ  
D the fluid domain,  
G the filter function that determines the scale of the resolved eddies.    







x where V is the volume of a computational cell. The filter 
function, ( ) VxxG /1', =  for ν∈'x .  
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where ijτ  is the subgrid-scale stress defined by jijiij uuuu ρρτ −≡ . 
2.1.2.2 Subgrid-Scale Models 






tµ  the subgrid turbulent viscosity, 


























• Smagorinsky-Lilly Model and RNG-Based Subgrid-Scale Model 
FLUENT contains two models for tµ : the Smagorinsky-Lilly model and the RNG-based 
subgrid-scale model. 
In the Smagorinsky-Lilly model, the eddy viscosity is modeled by  
SLst
2ρµ =  





,min VCdL ss κ  where κ  = 0.42, d is 
the distance to the closest wall, and V is the volume of the computational cell. 
S  the Smagorinsky constant.  ijij SSS 2≡  
Renormalization group (RNG) theory can be used to derive a model for the subgrid-scale 
eddy viscosity. The RNG procedure results in an effective subgrid viscosity, 
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V the volume of the computational cell 
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rngC  constant, 0.157  
In highly turbulent regions of the flow, the RNG-based  subgrid-scale model reduces to 
the  Smagorinsky-Lilly model with a different model constant.  In low-Reynolds-number 
regions of the flow, the argument of the ramp function becomes negative and the 
effective viscosity recovers molecular viscosity.  This enables the RNG-based subgrid-
scale eddy viscosity to model the low-Reynolds-number effects encountered in 
transitional flows and near-wall regions.   
2.2 Radiation Model 
FLUENT provides four radiation models, which are discrete transfer radiation model  
(DTRM), P-1 radiation model, Rosseland radiation model, and Discrete ordinates (DO) 
radiation model. 
The radiative transfer equation (RTE) for an absorbing, emitting, and scattering medium 
















r position vector 
s direction vector 
s' scattering direction vector 
s path length 
a absorption coefficient 
n refractive index 
sσ  scattering coefficient 
σ  Stefan-Boltzmann constant ( 428 /10672.5 KmW−× ) 
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I total radiation intensity, which depends on position (r) and direction (s) 
T local temperature 
Φ  phase function 
'Ω  solid angle 
( sa σ+ ) the optical thickness or opacity of the medium.  
2.2.1 The P-1 Radiation Model 
The P-1 radiation model is the simplest case of the  P-N model, which is based on the 
expansion of the radiation intensity I into an orthogonal series of spherical harmonics. 










a the absorption coefficient,  
sσ  the scattering coefficient, 
G the incident radiation, 
C the linear-anisotropic phase function coefficient.  
Let





The above equation simplifies to 
Gqr ∇Γ=  
The transport equation for G is 
04)( 4 =+−∇Γ∇ TaaGG σ  
σ  the Stefan-Boltzmann constant. 
Combining above equations, the following equation is obtained: 
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44 TaaGqr σ−=∇−  
The expression for rq∇−  can be directly substituted into the energy equation to account 
for heat sources (or sinks) due to radiation. 
• Anisotropic Scattering 
FLUENT models anisotropic scattering by means of a linear-anisotropic scattering phase 
function: 
sCsss ⋅+=⋅Φ '1)'(  
 s the unit vector in the direction of scattering,  
s' the unit vector in the direction of the incident radiation,  
C the linear-anisotropic phase function coefficient, which is a property of the fluid. 
C ranges from -1 to 1.  
• Particulate Effects 
For a gray, absorbing, emitting, and scattering medium containing absorbing, emitting, 






































lim ε  
pnε  the emissivity 







=  where pnD  is the diameter of the nth particle. 
pnT  the temperature of particle n. 
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In above equation pnf  is the scattering factor associated with the nth particle. Heat 









2.3 Discrete Phase Modeling 
In addition to solving transport equations for the continuous phase, FLUENT allows you 
to simulate a discrete second phase, which consists of spherical particles  dispersed in the 
continuous phase, in a Lagrangian frame of reference.  FLUENT computes the 
trajectories of these discrete phase entities, as well as heat and mass transfer to/from 
them.  The coupling between the phases and its impact on both the discrete phase 
trajectories and the continuous phase flow can be included.  
2.3.1 Equations of Motion for Particles 
• Particle Force Balance 
FLUENT predicts the trajectory of a discrete phase particle by integrating the force 
balance on the particle, which is written in a Lagrangian reference frame.  This force 
balance equates the particle inertia with the forces acting on the particle, and can be 

















u  the fluid phase velocity, 
pu  the particle velocity, 
µ  the molecular viscosity of the fluid,  
ρ  the fluid density, 
Pρ  the density of the particle,  
PD  the particle diameter.   
Re  the relative Reynolds number, 
µ
ρ uuD pp −=Re  




aCD ++=  












• Integration of the Trajectory Equations 
Integration in time of above equation in Particle Force Balance yields the velocity of the 




u the fluid phase velocity, which is taken as the velocity at the particle position   
Assuming that the term containing the body force remains constant over each small time 
interval, and linearizing any other forces acting on the particle, the trajectory equation 







The trajectory equations, and any auxiliary equations describing heat or mass transfer 
to/from the particle, are solved by stepwise integration over discrete time steps. 
• Particle/Droplet Size Distributions 
For liquid sprays, a convenient representation of the droplet size distribution is the Rosin-
Rammler expression, which was used in the CFD calculation. If we select the size 
distribution as the Rosin-Rammler type, the mass fraction of droplets of diameter greater 
than D is given by 
[ ]nD DDM )/(exp(−=  
D  the size constant, 
n the size distribution parameter.  
The Rosin-Rammler distribution function is based on the assumption that an exponential 
relationship exists between the droplet diameter, D, and the mass fraction of droplets with 
diameter greater than D, DM . 
FLUENT refers to the quantity D  in the above equation as the Mean Diameter and to n 
as the Spread Parameter.  First of all, for fitting the particle size data to the Rosin-
Rammler exponential equation, it is to recast the given droplet size data in terms of the 
Rosin-Rammler format to determine these inputs. 
Secondly, derive values of D  and n such that the data in  the Rosin-Rammler equation. 








By substituting the given data pairs for DM  and DD /  into this equation, values for n are 
found. When a Rosin-Rammler size distribution is being defined for the group of streams.  
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2.3.2 Heat/Mass Transfer Calculations 
Using FLUENT's discrete phase modeling capability, reacting particles or droplets can be 
modeled and their impact on the continuous phase can be examined.  Several heat and 
mass transfer relationships, termed "laws", are available in FLUENT and the physical 
models employed in these laws are described as follows, 
• Law 1/Law 6: Inert Heating or Cooling 
Law 1/Law 6 is the inert heating or cooling laws . 
Law 1: vapp TT <  
Law 6: 00 )1( pvp mfm −≤  
vapT  the vaporization temperature,  
0vf  the volatile fraction, 
pT  the particle temperature, 
0pm  the initial mass of the particle, 
pm  the current mass. 
Law 1 is applied until the temperature of the particle/droplet reaches the vaporization   
temperature.  At this point a non- inert particle/droplet may proceed to obey one of the 
mass-transfer laws, returning to Law 6 when the volatile portion of the particle/droplet 
has been consumed. 
When using above Laws, FLUENT uses a simple heat balance to relate the particle 
temperature, )(tTp , to the convective heat transfer and the absorption/emission of 






cm −+−= ∞ θσε  
pm  mass of the particle (kg) 
pc  heat capacity of the particle (J/kg-K) 
pA  surface area of the particle (
2m ) 
∞T  local temperature of the continuous phase (K) 
 h convective heat transfer coefficient ( KmW ⋅2/ ) 
pε  particle emissivity (dimensionless) 
 s Boltzmann constant ( 428 /1067.5 KmW−× ) 
Rθ  radiation temperature, 
This equation assumes that there is negligible internal resistance to heat transfer, i.e., the 
particle is at uniform temperature throughout. 
Also this equation is integrated in time using an approximate, linearized form that 
assumes that the particle temperature changes slowly from one time value to the next: 
[ ]{ [ ]}43 Rpppppppp hTTThAdt
dT
Cm σθεσε +++−= ∞  
As the particle trajectory is computed, FLUENT integrates above equation to obtain the 
particle temperature at the next time value, yielding 
)exp())(()( ttTttT ppppp ∆−−+=∆+ βαα  





























Nu p  
pD  partic le diameter (m) 
∞K  Thermal conductivity of the continuous phase (W/m-K) 
Re Reynolds number based on the particle diameter and the relative velocity 
Pr Prandtl number of the continuous phase  
Finally, the heat lost or gained by the particle as it traverses each computational cell 
appears as a source or sink of heat in subsequent calculations of the continuous phase 
energy equation. 
Law 2: Droplet Vaporization 
Law 2 is applied to predict the vaporization from a discrete phase "droplet".   
bpp TT <  and povp mfm )1( 0−>  
vapT  the vaporization temperature,  
bpT  the boiling point, , 
Law2 is determined by the setting of vapT . During Law 2, the rate of vaporization is 
governed by gradient diffusion, with  the flux of droplet vapor into the gas phase related 
to the gradient of the vapor concentration between the droplet surface and the bulk gas: 
)( ,','' ∞−= isici CCkN  
'iN  molar flux of vapor ( smmol ⋅
2/ ) 
ck   transfer coefficient ( sm / ) 
siC ,'  vapor concentration at the droplet surface (
3/ mmol ) 
∞,'iC  vapor concentration in the bulk gas(
3/ mmol ) 
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The concentration of vapor at the droplet surface is evaluated by assuming that the partial 
pressure of vapor at the interface is equal to the saturated vapor pressure, satP , at the 







,' =  where R is the universal gas constant. 
The concentration of vapor in the bulk gas is known from solution of the transport 




XC opii ''  
'iX  the local bulk mole fraction of species 
'i ,  
opP  the operating pressure, 
∞T  the local bulk temperature in the gas. 
The mass transfer coefficient can be gotten in the below equation which is calculated 













AB +==  
miD ,'  diffusion coefficient of vapor in the bulk ( sm /
2 ) 
Sc the Schmidt number 
pD   particle diameter (m) 
The mass of the droplet is reduced according to 
tMANtmttm ipipp ∆−=∆+ '')()(  
'iM  molecular weight of species  'i  (kg/mol) 
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pm  mass of the droplet (kg) 
pA  surface area of the droplet (
2m ) 
The droplet temperature is updated according to a heat balance that relates the sensible 
heat change in the droplet to the convective and latent heat transfer between the droplet 





TThAcm −++−= ∞ θσε  
pc  droplet heat capacity ( KKgJ ⋅/ ) 
pT  droplet temperature (K) 
h convective heat transfer coefficient ( KmW ⋅2/ ) 
∞T  temperature of continuous phase (K) 
dt
dmp  rate of evaporation (kg/s) 
fgh  latent heat (J/kg) 
pε  particle emissivity 
s Boltzmann constant ( 428 /1067.5 KmW ⋅× − ) 
Rθ  radiation temperature 
The heat transferred to or from the gas phase becomes a source/sink of energy during 
subsequent calculations of the continuous phase energy equation. 
• Law 3: Droplet Boiling 
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Law 3 is applied to predict the convective boiling of a discrete phase "droplet" when the 
temperature of the droplet has reached the boiling temperature, bpT , and while the mass 
of the droplet exceeds the non-volatile fraction, ( 01 vf− ): 
bpp TT ≥  and 00 )1( pvp mfm −>  



























∞,pc  heat capacity of the gas ( KkgJ ⋅/ ) 
pρ  droplet density (
3/ mkg ) 
∞k  thermal conductivity of the gas ( KmW ⋅/ ) 
When radiation heat transfer is active, FLUENT uses a slight modification of the above 
equation, derived by starting from the above equation in Heat Transfer to the Droplet and 






















Using Equation in Law 1/Law 6: Inert Heating or Cooling for the Nusselt number 
correlation and replacing the Prandtl number term with an empirical constant, the 































2.3.3 Coupling Between the Discrete and Continuous Phases 
As the trajectory of a particle is computed, FLUENT keeps track of the heat, mass, and  
momentum gained or lost by the particle stream that follows that trajectory and these 
quantities can be incorporated in the subsequent continuous phase calculations.  Thus, 
while the continuous phase always impacts the discrete phase, we can also incorporate 
the effect of the discrete phase trajectories on the continuum. Alternately solving the 
discrete and continuous phase equations accomplish this two-way coupling until the 
solutions in both phases have stopped changing.  
• Momentum Exchange 
The momentum transfer from the continuous phase to the discrete phase is computed in 
FLUENT by examining the change in momentum of a particle as it passes through each 



















µ  the viscosity of the fluid 
pρ  the density of the particle 
pD  the diameter of the particle 
Re the relative Reynolds number 
pu  the velocity of the particle 
u the velocity of the fluid 
DC  the drag coefficient 
pm&  the mass flow rate of the particles 
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t∆  the time step 
otherF  other interaction forces 
• Heat Exchange 
 
The heat transfer from the continuous phase to the discrete phase is computed in 
FLUENT by examining the change in thermal energy of a particle as it passes through 
each control volume in the FLUENT model. In the absence of chemical reaction, this heat 



































+∆= ∫  
pm  average mass of the particle in the control volume (kg) 
0,pm  initial mass of the particle (kg) 
pc  heat capacity of the particle ( KkgJ ⋅/ ) 
pT∆  temperature change of the particle in the control volume (K) 
pm∆  change in the mass of the particle in the control volume (kg) 
fgh  latent heat of volatiles evolved (J/kg) 
pyrolh   heat of pyrolysis as volatiles are evolved (J/kg) 
ipc ,  heat capacity of the volatiles evolved (J/kg K) 
pT  temperature of the particle upon exit of the control volume (K) 
refT  reference temperature for enthalpy (K) 
0pm&  initial mass flow rate of the particle injection tracked (kg/s) 
• Mass Exchange 
 
 31
The mass transfer from the discrete phase to the continuous phase is computed in 
FLUENT by examining the change in mass of a particle as it passes through each control 











This mass exchange appears as a source of mass in the continuous phase continuity 
equation and as a source of a chemical species defined by user.  
2.3.4 Discrete-Phase Physical Properties 
In order to apply the physical models described in earlier sections to the prediction of the 
discrete phase trajectories and heat/mass transfer, FLUENT requires many physical 
property inputs.    
2.3.4.1 Description of Properties 
When we create a particle injection and define the initial conditions for the discrete 
phase, we choose a particular material as the particle's material. All particle streams of 
that material will have the same physical properties.   
Density is the density of the particulate phase in units of mass per unit volume of the 
discrete phase.  This density is the mass density and not the volumetric density 
The specific heat, pc , may be defined as a function of temperature by selecting one of the 
function types from the drop-down list to the right of Cp. See Defining Properties Using 
Temperature-Dependent Functions for details about temperature-dependent properties.  
Latent heat is the latent heat of vaporization, fgh , required for phase change from an 
evaporating liquid droplet or for the evolution of volatiles from a  combusting particle. 
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Thermophoretic Coefficient is the coefficient TpD  in Thermophoretic Force, and appears 
when the thermophoretic force.   
Vaporization Temperature is the temperature, vapT , at which the calculation of 
vaporization from a liquid droplet or devolatilization from a combusting particle is 
initiated by FLUENT.   
Boiling Point is the temperature, bpT , at which the calculation of the boiling rate equation 
is initiated by FLUENT.   
Volatile Component Fraction, 0vf , is the fraction of a droplet particle that may vaporize 
via Laws 2 and/or 3. 
Binary Diffusivity is the mass diffusion coefficient, miD ,' .  
Saturation Vapor Pressure  is the saturated vapor pressure, satP , defined as a function of 
temperature. 
Heat of Pyrolysis is the heat of the instantaneous pyrolysis reaction, pyrolh , that the 
evaporating/boiling species may undergo when released to the continuous phase.  
2.3.4.2 Constant property values for the fuel 
• Methyl-alcohol- liquid material as fuel in NIST combustor 
Density   785  kg/m3 
Cp    2534  J/kg-K 
Thermal Conductivity  0.2022  W/m-K 
Latent Heat   1.1E6  J/kg 
Vaporization Temperature 257  K 
Boiling Point   338  K 
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Volatile Component Fraction 100  % 
Binary Diffusivity  1.32E-5 m2/s 
Saturation Vapor Pressure 1.33E4  Pa 
Heat of Pyrolysis  0  J/kg 
• Ethyl-alcohol- liquid materia l as fuel in Donnel&Acharya, Li&Acharya and 
Allgood&Acharya Combustors. 
Density   790  kg/m3 
Cp    2470  J/kg-K 
Thermal Conductivity  0.182  W/m-K 
Latent Heat   8.5E5  J/kg 
Vaporization Temperature 271  K 
Boiling Point   351  K 
Volatile Component Fraction 100  % 
Binary Diffusivity  1.37E-5 m2/s 
Saturation Vapor Pressure 7974  Pa 
Heat of Pyrolysis  0  J/kg 
2.4 Probability Density Function (PDF) 
FLUENT models chemical species transport and chemical reactions using the reacting 
flow models. FLUENT can model species transport with chemical reactions, which can 
be modeled including liquid fuel combustion in which fuel vapor is generated via 




2.4.1 Definition of the Mixture Fraction 
The basis of the mixture fraction modeling approach is that under a certain set of 
simplifying assumptions the instantaneous thermo chemical state of the fluid is related to 
a conserved scalar quantity known as the mixture fraction f. For a binary system 
consisting of fuel and oxidizer, the mixture fraction can be written in terms of the 









kZ  the elemental mass fraction for some element, 
ko  the value at the oxidizer stream inlets, 
kF  the value at the fuel stream inlets, 
kZ  elemental carbon. 
For the single mixture fraction case,: 
)1(secsec fuelfpf −×=  
fuelf  the primary mixture fraction, 
secp  the partial  fraction  
An important characteristic of the secondary partial fraction secp  is its statistical 
independence from the fuel mixture fraction fuelf . The partial fraction definition for the 
second scalar variable is used everywhere except when defining the rich limit for a 
secondary fuel stream, which is defined in terms of secf . 
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As noted above, the mixture fraction, f, is a conserved quantity. Its value at each point in 
the flow domain is computed by FLUENT through solution of the following conservation 

































ρρ )()(  
mS  the source term,. 
In addition to solving for the mean mixture fraction, FLUENT solves a conservation 
equation for the mixture fraction variance, 2'f : 























































where the constants tµ , gC  and dC  take the values 0.7, 2.86, and 2.0, respectively. The 
mixture fraction variance is used in the closure model describing turbulence-chemistry 
interactions. 
The mixture fraction definition can be understood in relation to common measures of 
reacting systems. Consider a simple combustion system involving a fuel stream (F) and 
an oxidant stream (O), symbolically represented at stoichiometric conditions as 
PrrOF )1( +→+  
where r is the air:fuel ratio on a mass basis.   
The reaction under more general mixture conditions can be written: 
PrrOF )( +→+ φφ  where f is the equivalence ratio 










2.4.2 The Instantaneous Mixture Fraction 
The power of the mixture fraction modeling approach is that through calculation of a 
single conserved scalar field, f, other important scalars of interest can be derived without 
solving individual transport equations to describe them. Given a description of the 
reacting system chemistry, and certain other restrictions on the system, the mixture 
fraction value at each point in the flow field can be used to compute the instantaneous 
values of individual species mole fractions, density, and temperature.  If, in addition, the 
reacting system is adiabatic, the instantaneous values of mole fractions, density, and 
temperature depend solely on the instantaneous mixture fraction, f: 
)( fii φφ =  
for a single fuel/oxidizer system. If a secondary stream is included, the instantaneous 
values will depend on the instantaneous fuel mixture fraction fuelf  and the secondary 
partial fraction secp : 
),( secpf fuelii φφ =  
In above equations, 
i
f  represents the instantaneous species concentration, density, or 
temperature.  In the case of nonadiabatic systems, this relationship generalizes to 
),( *Hfii φφ =  for a single mixture fraction system, where 
























' . If a secondary stream is 
included, ),,( *sec Hpf fuelii φφ = , nonadiabatic systems include any systems in which the 
total enthalpy is not uniquely defined based on the mixture fraction.  Systems that include 
multiple fuels or oxidizer inlets that are at different temperatures, that include heat 
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transfer to walls or radiation heat transfer, or that include dispersed particles or droplets 
(which absorb heat) must all be treated as nonadiabatic.  
The FLUENT prediction of the turbulent reacting flow is concerned with prediction of 
the time-averaged values of these scalars.  How these time-averaged values are related to 
the instantaneous values depends on the turbulence-chemistry interaction model.  
FLUENT applies PDF approach as its closure model when the mixture fraction/PDF 
modeling approach is used. 
2.4.3 Definition of PDF  
The probability density function, written as p(f), describes the fraction of time that the 









)( lim  
iτ  the fraction of time, 
)( fp  the mathematical function that approximates the PDF shapes that have been 
observed experimentally. 
The probability density function )( fp , describing the temporal fluctuations of f in the 
turbulent flow, has the very beneficial property that it can be used to compute time-
averaged values of variables that depend on f.   Time-averaged values of species mole 
fractions and temperature can be computed in adiabatic systems as dfffp ii )()(
1
0∫= φφ . 
For a single mixture fraction system, when a secondary stream exists, the average values 





),()()( dpdfpfPpfp fuelfuelifueli ∫∫= φφ  where 1p  is the PDF of 
fuelf  and 2p  is the PDF of secp  . 
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fuel∫∫= ρρ  
When a secondary stream exists. ρ (f) or ρ  ( fuelf , secp ) is the instantaneous density 
obtained using the instantaneous species mole fractions and temperature in the gas law 
equation. The above equations provide a more accurate description of the time-averaged 
density than the alternate approach of applying the gas law using time-averaged species 
and temperature. 
Using those equations, it remains only to specify the shape of the function p(f) in order to 
determine the local time-averaged state of the fluid at all points in the flow field. 
2.4.4 PDF Function 
The shape of the PDF, p(f), is described in FLUENT by one of two mathematical 
functions: the double delta function and the β -function. 
The double delta function is the most easily computed, while the b-function is thought to 
represent most closely experimentally observed PDF's.  The shape produced by these 
functions depends solely on the mean mixture fraction, f , and its variance, 2'f . The 
choice of these functions has their basis in experimental measurements of concentration 
fluctuations.  A detailed description of each function follows. 
The double delta function is given by P(f)=0.5 (when 2'fff −= ), P(f)=0.5 
(when 2'fff += ) and P(f)=0 (elsewhere) with suitable bounding near f = 1 and f = 0.  
The double delta function PDF is very easy to compute but may be less accurate than the 
alternate β -function PDF. 
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The PDF shape p(f) can be computed at all points in the flow in terms of the two 
parameters f  and 2'f .  This reacting system involve heat transfer to wall boundaries by 
convective and/or radiative heat transfer.  In the system, the local thermo- chemical state 
is no longer related only to f, but also to *H .  This is true because the system enthalpy 
impacts the chemical equilibrium calculation and the temperature of the reacted flow.   
Consequently, change in enthalpy due to heat loss must be considered when computing 
scalars from the mixture fraction.  Thus, the scalar dependence becomes ),( *Hfii φφ =  
In such nonadiabatic systems, turbulent fluctuations should be accounted for by means of 
a joint PDF p(f, *H ). The computation of p(f, *H ) is not practical for most engineering 
applications, however. The problem can be simplified significantly by assuming that the 
enthalpy fluctuations are independent of the enthalpy level. When this is assumed, we 
again have p = p(f) and dfffp ii )()(
1
0∫= φφ . Determination of if  in the nonadiabatic 
system thus requires solution of the modeled transport equation for time-averaged 












































** ,where hS  accounts for 
source terms due to radiation, heat transfer to wall boundaries, and heat exchange with 
the second phase. We could imagine the logical dependence of mean scalar values 
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(species, density, and temperature) on FLUENT's prediction of f , 2'f , and *H  in 
nonadiabatic single-mixture-fraction systems. 
As noted above, the nonadiabatic extensions to the PDF model are required in systems 
involving heat transfer to walls and in systems with radiation included.  In addition, the 
nonadiabatic model is required in systems that include multiple fuel or oxidizer inlets 
with different inlet temperatures or that include flue gas recycle.  Finally, the 
nonadiabatic model is required in "particle"- laden flows such as liquid fuel system since 
such flows include heat transfer to the dispersed phase. 
2.5 Concluding Remarks 
All models introduced in above sections are employed in the CFD calculations of 
combustors. Turbulence model, Radiation model, discrete phase model and PDF model 

























CHAPTER 3 CODE VALIDATION: BENCHMARKING WITH RESPECT TO 
                        THE NIST EXPERIMENTS 
 
 
Code validation is a way to verify that the numerical code arrives at the correct solution 
and determines if the correct model is being used. It is a direct way to assess the 
capabilities of commercially available CFD codes for a specific application and to  
perform parallel physical and numerical bench tests. This numerical model is created to 
accurately reflect the actual test conditions. Comparisons are made here with the 
experimental data, provided by NIST (2000). 
3.1 Description of NIST Combustor 
The experiments were conducted in a stainless steel, enclosed spray combustion facility, 
shown in Figure 3.1. The experimental facility includes a swirl burner with a movable 12-
vane swirl cascade. The cascade is adjusted to impart the desired degree of swirl intensity 
to the combustion air stream that passes through a 0.10 m diameter passage and coflows 
around the fuel nozzle. The vane angle and combustion airflow rate were oo 150 ±  and 
hm /7.17.56 3±  (3% uncertainty), respectively. Using the correlation suggested by Beér 
and Chigier, the experimental conditions used should result in a swirl number of S = 
0.48, which is a swirling flow of moderate intensity. Figure 3.2 presents a close-up view 
of the burner and nozzle. The liquid fuel is forced through a pressure-jet nozzle and forms 
a hollow-cone spray with a nominal o60  full cone angle. The atomizer provides known 
spray characteristics at the inlet, and defines the boundary condition for CFD models. 
Methanol was used for this experiment, and the flow rate was maintained at 3.0 02.0±  
kg/h (uncertainty of 0.157 kg/h). The fuel and combustion air were introduced into the 
reactor at room temperature. The burner is enclosed within a stainless steel chamber to 
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provide improved reproducibility and  control of the spray flame. The chamber height is 
1.245 m and the inner diameter is 0.813 m. The relevant dimensions necessary for 
modeling the facility are presented in Figure 3.3. Note that the reactor exit is off-axis, 
which makes the problem non-axisymmetric. Droplet axial and radial velocity data were 
collected by NIST.  
 
Figure 3.1 Schematic of NIST spray combustion facility 
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Figure 3.2 Close-up view of the burner and nozzle 
 
Figure 3.3 Relevant dimensions of the combustor and the burner 
 44
3.2 Computational Model of NIST Combustor 
In accordance with the numerical procedure for combustion simulation (Appendix I), the 
first step is the generation of a mesh file, which is done here using GAMBIT. Figure 3.4 
shows the computational geometry of NIST combustor, and Figure 3.5 show the grid, 
which contains 413,945 tetrahedral fluid cells. Two other mesh files containing 576,847 
and 719,596 tetrahedral cells were generated for the grid independence study. Also 
turbulent models (Standard ε−K and RNG ε−K , nearwall treatment with standard wall 
function), radiation model (P1 Model), discrete phase model, and PDF Model were 
employed in FLUENT for calculation processes. 
Both cold flow and reacting flow are studied in this simulation. For reacting flow the 
secondary airflow rate was kept constant at 56.7 hm /3  and the liquid fuel rate was set to 
3.0 kg/h. Combustion simulation of liquid fuel involves modeling the gas phase 
combustion chemistry and the vaporization using the discrete phase model. In this paper 
the PDF/mixture-fraction equilibrium chemistry model that involved a discrete phase of 
evaporating liquid droplets was used to represent the gas phase combustion chemistry. 
The discrete phase injections were specified as boundary conditions and the equations 
were solved in a coupled manner. For cold flow, the fuel was turned off, but the 
secondary airflow still was kept at 56.7 hm /3 . The initial axial and radial velocities of 
liquid droplet were assumed to range from 0 to 3.03 m/s for axial velocity and from 0 to 
1.75 m/s for radial velocity. The droplet sizes were reasonably assumed to range from 10 




3.3 Grid Independence Study 
In order to check the sensitivity of the numerical results to the grid size, a grid 
independence study is necessary.  Three different mesh elements model were run under 
cold flow conditions employing standard ε−k  model, with standard wall function.  
 
Figure 3.4 The computational geometry of NIST combustor 
 

























































































































Figure 3.6 Profiles of axial velocity (left column) and tangential velocity (right Column) 
at 10 mm, 20 mm, 30 mm, and 40 mm (from top to bottom) 
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Figure 3.6 shows the profiles of axial and tangential velocity using 410K, 580K, and 
720K elements at location of Z=10,20,30,40 mm. It was found that the 580K grid gave 
results close to the 720K grid, but the results for the 410K grid deviated significantly 
from the 580K grid. Because the 410K mesh results had a poor accuracy and the 720K 
mesh results had the disadvantage of long running times, the 580K mesh were consider to 
be a reasonable choice for use in the numerical processing. 
3.4 The Effect of Different Models Employed 
It is very important to choose proper models for use in CFD calculations. In this section, 
results are presented with the standard and RNG ε−K  models. 
Only cold flow boundary conditions are studied for the effect of different models 
employed in this simulation. For cold flow, the fuel was turned off, but the secondary 
airflow still was set at 56.7 hm /3 . 
The 580K element mesh were consider to be a reasonable choice for use in the numerical 
processing. 
The axial and tangential velocity comparisons for standard and RNG ε−k  models with 
standard wall function are shown in figure 3.7. Unfortunately, no experimental data is 
available in the literature to compare with the numerical results, but the differences 
between these two models are slight, being usually below 2%.  
Although the RNG ε−k  turbulent model is recommend by other researchers who run 
the combustion simulation, there is no evidence to show` RNG ε−k  turbulent model is 
better than Standard ε−k  turbulent model. Thus both of the models are reasonable for 
use with FLUENT. 
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Figure 3.7 Profiles of axial velocity (left column) and tangential velocity (right Column) 
at 10 mm, 20 mm, 30 mm, and 40 mm (from top to bottom) 
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3.5 Comparison of Experimental and Numerical results 
The numerical results calculated by FLUENT are compared against the NIST 
experimental data. Both cold flow and reacting flow are studied in this simulation. For 
reacting flow the secondary airflow rate was set at 56.7 hm /3  and the liquid fuel rate was 
set to 3.0 kg/h. Combustion simulation of liquid fuel involves modeling the gas phase 
combustion chemistry and the vaporization using the discrete phase model. In this paper 
the PDF/mixture-fraction equilibrium chemistry model that involved a discrete phase of 
evaporating liquid droplets was used to represent the gas phase combustion chemistry. 
The discrete phase injections were specified as boundary conditions and the equations 
were solved in a coupled manner. For cold flow, the fuel was turned off, but the 
secondary airflow still was kept at 56.7 hm /3 .  
Both experimental and numerical data show the mean droplet axial and radial velocity 
profiles along the radial direction for seven axial locations along the length of the 
combustor. Data is shown in these plots (Figures 3.8 and 3.9) at axial location of 
Z=5,15,25,35,45,55,65 mm above the burner at. The computed droplet velocities were 
post processed by a FORTRAN code program, which is listed in Appendix II.  
The profiles of the mean axial velocity and the mean radial velocity show that the 
locations of the peaks move radially outwards with streamwise distance and the 
magnitudes of the peaks decrease axially in the downstream direction. The droplets are 
accelerated through the reacting region and then the velocities decay as they leave the 
reacting region. These indicate that the liquid droplets are vaporized after being injected 
through the nozzle. 
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Comparisons of Experimental and Numerical of 
Droplet Axial Velocity


























Figure 3.8 Comparison of experimental and numerical of droplet axial velocity at 
z=5,15,25,35,45,55,65mm 
Comparisons of Experimental and Numerical of 
Droplet Radial Velocity






























Figure 3.9 Comparison of experimental and numerical of droplet radial velocity at 
z=5,15,25,35,45,55,65mm 
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3.6 Analysis of Flow and Combustion Physics 
3.6.1 Droplet Velocity Profiles 
Both Figures 3.8 and 3.9 show very good agreement between the predictions and the 
measurements. This excellent agreement indicates the validating of the models used. 
Figure 3.10 displays that the droplets of liquid fuel is confined in the central region above 
the burner, which is  called the reacting zone, and the droplets are sprayed from the 
nozzle, vaporized and burned completely in the reacting region.   
3.6.2 Gas Phase Velocity Profiles 
Figures 3.11 and 3.12 show the one vertical plane contour of the cold flow axial velocity 
and the one vertical plane contours of reacting flow axial velocity respectively. It can be 
seen in cold flow case that a small field with negative axial velocity locates near the 
burner. However, in reacting case, a hollow-cone shaped high axial velocity zone is 
observed.  The high axial velocity field differs significantly in the cold flow case and the 
reacting flow case. That is the field of the reacting flow is larger than that of the cold 
flow. Furthermore, the axial velocity peak of the reacting flow is much higher than that of 
the cold flow. These changes imply that the vaporization and combustion of droplets 
significantly influence the reacting flow field by increasing the axial velocity peak, and 
by enlarging the area of the high axial velocity zone as well.  
Figures 3.13 and 3.14 show a vertical plane contour of the cold flow radial velocity and a 
vertical plane contour of reacting flow radial velocity respectively. These contours 
present both the cold flow and the reacting flow cases, indicating that the highest radial 
velocity occurs at the region above the burner. In the high radial velocity area, there is a 
significant difference of the axial velocities between the cold flow and the reacting flow 
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cases. The velocity peaks and the areas of high radial velocity field represent these 
differences, with the fact that cold flow peak occurs in higher position in the axial 
direction, the high velocity field of the reacting flow expends compared that of the cold 
flow, and the value of peak increases. These changes also indicate that the vaporization 
and combustion of droplets significantly influence the reacting flow field by increasing 
the radial velocities, by drugging the location of the peak down and by expanding the 
high radial velocity region as well. 
Figures 3.15 through 3.16 show the one vertical plane contour of cold flow tangential 
velocity and the one vertical plane contour of reacting flow tangential velocity 
respectively. From the two pictures, it can be seen in both the cold and the reacting flow 
cases that a fairly large zone with high tangential velocity lies immediately above the 
burner, indicating the presence of a strong swirled airflow field. In the high velocity 
region, there is a significant difference of the tangential velocities between the cold flows 
and reacting flows. These differences arise among the velocity peaks and the areas of 
region. The area of high cold flow tangential velocity is smaller than that of high reacting 
tangential velocity. The peak of the cold flow tangential velocity is lower than that of the 
reacting flow tangential velocity and the peaks occur inwards the radial direction. These 
changes imply that the vaporization and combustion of droplets significantly influence 
the reacting flow field by increasing the tangential velocities, and by shifting the location 
of the peak outward, expanding high positive tangential velocity region as well. 
3.6.3 Temperature Distribution  
 
Figure 3.17 show the one vertical plane contour of reacting flow temperature distribution. 
This contour illustrate that a cone-shaped high temperature region locates above the 
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burner from Z/R0=0.8 to Z/R0=6.0 and a low temperature field lies immediately above 
the burner. These pictures indicate that the liquid fuel sprayed from the burner, vaporizes 
and burns in the reacting region. These contours also demonstrate low temperature 
regions locate near the shell, indicating that the sidewalls are cooled down.  
3.6.4 Mass Fractions of Fuel and Oxygen  
Figure 3.18 shows the one vertical plane contours of mass fractions of fuel (CH3OH). The 
fuel fraction contour present that the fuel is injected through the nozzle of the burner, 
mixed up with and affected by primary swirled air from burner; then it is vaporized and 
confined in the reacting region, which is above the burner. As a result, a cone-shaped rich 
fuel field solely locates above the burner. Figure 3.19 shows the one vertical plane 
contours of mass fractions of oxygen (O2). This contour of oxygen fraction illustrates that 
a low fraction cone shaped region locates above the burner, indicating that the liquid fuel 
is mixed with oxygen from the burner, and burned in the reacting region. On the other 
hand, the high mass fraction oxygen field surrounds the low fraction field forming a 











Figure 3.11 Contour of cold flow axial velocity ( 0/UU ) 
 55
 
Figure 3.12 Contour of reacting flow axial velocity ( 0/UU )  
 
 









Figure 3.15 Contour of cold flow tangential velocity ( 0/UW )  
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Figure 3.16 Contour of reacting flow tangential velocity ( 0/UW )  
 
 




Figure 3.18 Contour of mass fraction of OHCH3  
 
 
Figure 3.19 Contour of mass fraction of 2O  
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CHAPTER 4 SINGLE-NOZZLE-RIG STUDIES 
 
4.1 Description of Single-Nozzle-Rig Combustor 
Figure 4.1 shows the combustor facility used by O’Donnell & Acharya (2002) and Li & 
Acharya (2000). The combustion chamber is cylindrical in shape with a total length of 
610 mm and a diameter of 140 mm. Ethanol fuel ( OHHC 52 ) was injected through the 
center of the combustor and injected through a Parker Hannifin research simplex 
atomizer (RSA nozzle, see Figure 4.2), which has an exit diameter of 4.9 mm and a spray 
cone angle of °26 . Figures 4.3 and 4.4 present details regarding the fuel injector 
geometry and air delivery system. A Simplex injector tip is mounted centrally within a 
passage, which allows air to be run through it. A swirler shown in Figure 4.5 can be 
placed in the air passage to impart tangential momentum to the atomizing air. A constant 
primary air flow rate is used to assist fuel atomization. The atomized fuel spray and 
primary air stream were surrounded by a swirling airflow. The secondary airflow enters 
through a circular annulus through two concentric swirlers. The first swirler shown in 
Figure 4.6 is located 63 mm upstream of the RSA exit while the second is located at the 
nozzle exit corresponding to the dump plane. In this paper, only the second swirler was 
considered in the CFD simulation.  
As noted earlier, simulations were run for two cases, one corresponding to O’Donnell and 
Acharya (2002) and the other corresponding to Li and Achaya (2000). For the baseline 
uncontrolled case in O’Donnell and Acharya (2002), the fuel injector was modulated 
using a function generator producing a square wave signal having a frequency of 220 Hz. 
The atomized fuel spray and primary air stream were surrounded by a swirling airflow. 
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The secondary airflow was maintained at a constant mass flow rate of 29.2 g/sec. For the 
cold flow measurements, the mass flow rate was slightly reduced to 4.7 g/sec for primary 
air and 23.5 g/sec for secondary air respectively. The ethanol fuel was pulsed using an 
electronic car fuel injector. The fuel flow rate is 1.09 g/s. 
In the Li & Acharya (2000), the primary airflow rate was set at 2.14 g/s. The secondary 
airflow rate was set at 15.5 g/s. Ethanol was used as the liquid fuel, which was 
pressurized in a fuel tank by a pressurized nitrogen tank, metered, and sent to the fuel-air 
nozzle through a tube mounted in the center of the air chamber. The fuel flow rate is 1.76 
g/s for the temperature and velocity measurements.  
 
Figure 4.1 Schematic of the entire combustor assembly 
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Figure 4.2 RSA simplex atomizer 
 
Figure 4.3 Close up of fuel injector and RSA nozzle assembly 
 
Figure 4.4 Schematic of air delivery system  
 62
 
Figure 4.5 The swirler for the primary air inside nozzle. 
 
Figure 4.6 The downstream swirler for the secondary air.  
4.2 Computational Model of Single-Nozzle-Rig Combustor 
In accordance with the numerical procedure for testing grid independence, three grid files 
were created using GAMBIT. Figure 4.7 shows the computational geometry of the 
combustor. The 290K model is shown in Figure 4.8, which presents the grid of the 
combustor and contains 298,557 tetrahedral cells. Two other mesh files were created for 
the grid independence study. One consisted of 575,524 tetrahedral cells (580K elements), 
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and the other had 124,952 tetrahedral cells (120K elements). In this simulation, we 
employed the standard turbulence ε−k  model with wall function, the P1 radiation 
model, the discrete phase model for the spray, and the PDF model for combution. 
4.3 Grid Independence Study 
For the grid independence study, two sets of boundary conditions, corresponding to cold 
and reacting flow, were required to set up the CFD calculation. These conditions 
correspond to those of O’Donnell and Acharya (2002). For cold flow, the primary and 
secondary air flow rates were set to 4.7 g/sec and 23.5 g/sec; for reacting flow, the 
primary and secondary air flow rates were kept as constant rates, 6 g/sec, and 29.2 g/sec 
respectively. Meanwhile ethanol flow rate was set to 1.09 g/sec. 
Figure 4.9 show axial, tangential and radial velocity profiles at location Z=10mm, 20mm, 
30mm and 40mm with 120K, 290K and 580K elements.  
 




Figure 4.8 The computational grid of single-nozzle-rig combustor 
 
Figure 4.9 show that the computational results from the 290K and the 580K elements are 
mostly similar, the peak values of velocities in the 580K elements are a little higher 
(about 2%) than those in the 290K model. Unfortunately, the results with 120K elements 
did not match the results of the other two cases. Therefore, the 290K elements were 















































































































































































Figure 4.9 axial velocity profiles (left column) and radial velocity (central column), and 
tangential velocity (right column) of 120K, 290K and 580K elements at Z locations 
Z/L=0.14, 0.28, 0.42, and 0.56 (from top to bottom) 
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4.4 The Effect of Different Models Employed 
In this section, two comparisons of models- RNG vs. standard ε−k  turbulent models 
and standard wall function vs. two-layer zonal model are presented. Finally, a set of 
models was recommended for comparison with experimental results. 
The axial, tangential and radial velocities are shown in Figure 4.10. Although the RNG 
ε−k turbulent model is recommend by other papers for use in the combustion 
simulation, unfortunately, it displayed poor performance in this research. The first 
problem is that it is very hard to get converged results using RNG solver. The second is 
that the CFD results differ significantly from the experimental data (the comparison of 
experimental and numerical data will be discussed in the later section). The comparison 
of near wall treatment models is demonstrated that there is almost no difference in both 
standard wall function and two-layer zonal models, so the standard wall function is 
acceptable. 
4.5 Comparison of Experimental and Numerical Data 
 
Both the boundary conditions of O’Donnell and Acharya (2002) and the Li & Acharya 
(2000) were selected to run for the experimental and numerical results. These conditions 
correspond to those of O’Donnell and Acharya (2002). For cold flow, the primary and 
secondary air flow rates were set to 4.7 g/sec and 23.5 g/sec; for reacting flow, the 
primary and secondary air flow rates were kept as constant rates, 6 g/sec, and 29.2 g/sec 
respectively. Meanwhile ethanol flow rate was set to 1.09 g/sec. In the Li & Acharya 
(2000), the primary airflow rate was set at 2.14 g/s. The secondary airflow rate was set at 
15.5 g/s. Ethanol was used as the liquid fuel. The fuel flow rate is 1.76 g/s for the 




































































































































































Figure 4.10 axial velocity profiles (left column) and radial velocity (central column), and 
tangential velocity (right column) of 120K, 290K and 580K elements at Z locations 
Z/L=0.14, 0.28, 0.42, and 0.56 (from top to bottom) 
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4.5.1 Comparison of Experimental and Calculation Results 
4.5.1.1 Axial and Tangential Velocities 
• O’Donnell and Acharya (2002) boundary conditions  
The axial velocity comparison are shown in Figure 4.11, and shows that the CFD data 
shows a good agreement with experimental data. The exception is in the reacting flow 
case where in the central regions of Z/R0 = 0.256 and 0.398, there is significant positive 
velocities in the numerical predictions. However, the predictions are reasonable, since the 
primary air comes through the central nozzle, and therefore a very strong positive 
velocity should occur in the near field downstream of the nozzle. The negative velocity 
induced by the swirler is not strong enough to force airflow from positive to negative 
close to the nozzle injection location. Along the axial downstream location, the effect of 
primary airflow weakens progressively. At Z/R0 = 0.540 and 0.682, only small 
differences between the computational and experimental results are observed.  
For the tangential velocity comparisons, Figure 4.12 shows the CFD data are in 
reasonable agreement with the experimental data. However, in the reacting flow case 
there is a small difference seen between r/R0 = 0.8 to 1.0. The CFD result can be 
defended as follows. The primary and secondary air streams are rotated due to the 
swirlers, so a strong vortex occurs in the chamber. From the above figures, we can see the 
peaks are presented in the areas from r/R0 = 0.5 to 0.7.  There is nothing to accelerate 
airflow further outward to the cylinder wall; so tangential velocity should decrease slowly 




• Li and Acharya (2000) boundary conditions  
The axial velocity comparison in Figure 4.13 shows that the CFD data does not show a 
good agreement with experimental data in the negative velocity regions. It is hard to 
explain the reasons for  these differences, and is probably related to the deficiencies in the 
turbulence model. Fortunately, other features of the experimental and CFD results match.  
The tangential velocity comparisons are shown in Figure 4.14, and  show that the CFD 
data are reasonably well validated by experimental data. However, in the reacting flow 
case there are some differences shown from R/R0 = 0.3 to 0.6. The values of CFD peaks 
are slight lower than experimental result, and the location of the peak in the CFD 
predictions are further away relative to the nozzle. These differences are not significant, 
and are attributed to the choice of the turbulence models used in this study. 
4.5.1.2 Temperature 
• Li and Acharya (2000) boundary conditions  
For temperature comparison, numerical and experimental temperature results match in 
most cases (see Figure 4.15), especially from r/R0 = 0.5-2.5. In the central region, 
including the reverse flow field region, the two highest CFD peaks of temperature are 5% 
higher than experimental values on average and the lowest CFD peak is about 8% lower 
than those of the experiment. Meanwhile, the high CFD temperature region is slightly 
larger than the experiment’s. In both the CFD and experimental data, the combustion 
region is heart-shaped, and is because of a strong negative axial velocity field in the 









































































































































Figure 4.11 Comparison of experimental (O’Donnel and Acharya, 2002) and CFD cold 
flow (left column) and reacting flow (right column) axial velocity profiles at axial 
































































































































Figure 4.12 Comparison of experimental (O’Donnel and Acharya, 2002) and CFD cold 
flow (left column) and reacting flow (right column) tangential velocity profiles at axial 


































































































































Figure 4.13 Comparison of experimental (Li and Acharya, 2000) and CFD cold flow (left 
column) and reacting flow (right column) axial velocity profiles at axial location 
































































































































   
 
Figure 4.14 Comparison of experimental (Li and Acharya, 2000) and CFD cold flow (left 
column) and reacting flow (right column) tangential velocity profiles at axial location 

























































































(c)     (d) 
Figure 4.15 Comparison of experimental (Li and Acharya, 2000) and CFD temperature 
profiles at different location (a)z/R0=0.752 (b)z/R0=1.404 (c)z/R0=1.839 (d)z/R0=2.491 
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4.6 Analysis of Flow and Combustion Physics 
 
The Standard and RNG ε−k turbulent models with wall function are employed in both of 
cold flow and reacting flow cases. The 290K elements mesh size was selected. These 
correspond to the flow conditions of O’Donnell and Acharya (2002) and the Li & 
Acharya (2000). 
4.6.1 Mean Velocities 
 
• O’Donnell and Acharya (2002) 
The plots of axial velocities for cold and reacting flows are shown in Figures 4.16. The 
figure shows the mean axial velocity profiles as a function of the radial direction for four 
axial locations along the length of the combustor, 0/ RZ = 0.256, 0.398, 0.540,0.682, and 
2.25 where 0R = 0.0705 m. These locations correspond to the near field of the RSA 
nozzle.  A central recirculation region with negative velocities and a shear-layer type 
region with large ve locity gradients characterize the flow field. The recirculation region 
is fairly large, and develops rapidly in the radial direction with increasing streamwise 
distance, indicating the presence of a strong back flow. The velocity profile at 0/ RZ = 
0.256     becomes negative. At further downstream locations, negative velocities begin to 
shift radially outwards indicating a large recirculatiom. The cold flow velocity field has 
smaller peak at all axial locations in comparison to the reacting flow field. These 
significant differences are directly attributable to the vaporization and combustion of 
liquid droplets. In addition, the gradients along the outer boundary of the recirculation 
region are smaller for the cold flow condition. The reacting flow cases exhibit an initial 
decay in the measurement of the shear layer width. This decay arises since the width of 
the recirculation region grows radially downstream of the RSA while the location of 
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maximum velocity spreads radially outward at a slower rate. These observations indicate 
that the vaporization and combustion of droplets affect the reacting flow field by not only 
increasing the magnitude of velocities, but by also shifting the location of the peaks 
outwards. Figure 4.17 presents the comparison of both cold and reacting flows of mean 
axial velocity profile at central line, which shows that 0/ RZ = 2.25 is edge of 
recirculation region, where recirculation has just finished. Figure 4.18 shows the contours 
of axial velocities for both cold flow and reacting flow respectively. It can be seen in the 
cold flow case that a fairly large zone with negative axial velocity is located in the central 
region above the nozzle, indicating the presence of a strong recirulation. The highest 
negative velocities occur in the hollow-cone spray regions. In the recirculation and 
hollow cone regions, there is a significant difference of the axial velocities between the 
cold flow and the reacting flows. The velocity peaks and the areas of recirculations  
represent these differences. The recirculation region for the reacting flow shrinks and lifts 
up compared to that of the cold flow, the axial velocities of reacting flow are increased 
compared to those of the cold flow. These changes imply that the vaporization and 
combustion of droplets significantly influence the reacting flow field by increasing the 
axial velocities, and by changing the area of recirculations. 
Figure 4.16 also plots the tangential velocities for both cold and reacting flows at four 
axial locations along the length of the combustor, 0/ RZ = 0.256, 0.398, 0.540, 0.682, and 
2.25. The profiles show a double peak distribution at all axial locations. This double peak 
velocity distribution is related to the fact that both the primary air injected along with 
fuel, and the secondary air are separately swirled in a co-swirl configuration. The first 
peak, induced by the primary air swirl, extends all the way to the edge of the recirculation 
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region. At further downstream locations, the radial extent of the recirculation zone 
extends past the radial location of the first peak. The second peak corresponds to the 
swirler vanes in the secondary air stream. The location of both the inner and outer peaks 
move radially outwards with downstream distance. In the cold flow, the velocity fields 
exhibit similar behavior as the reacting cases, and a significant increase in the tangential 
velocity component doesn’t occur in the reacting flow. Figure 4.19 shows a vertical plane 
contour of cold flow tangential velocity and a vertical plane contour of reacting flow 
tangential velocity in the locations respectively. The highest positive velocities occur 
above nozzle. From these pictures, it can be seen in both the cold and the reacting flow 
cases that a large area with high tangential velocity lies immediately above the nozzle, 
indicating the presence of a strong swirled airflow field. In the high velocity region, there 
is difference of the tangential velocities between the cold flows and reacting flows. These 
differences arise among the velocity peaks and the areas of region. The high velocity 
region in the reacting flow case shrinks a little bit to compare to which in the cold flows 
case, and the tangential velocities of reacting flow case are increased compared to those 
of the cold flow case. These changes imply that the vaporization and combustion of fuel 
influence the reacting flow field by increasing the tangential velocities, and by shrinking 
the area of the high tangential velocity region. 
Figure 4.20 shows the contour of the cold flow radial velocity and the reacting flow radial 
velocity respectively. These contours present both the cold flow and the reacting flow 
cases, indicating that the highest radial velocity occurs in the region above the nozzle. In 
the high radial velocity area, there is a difference of the radial velocities between the cold 
flow and the reacting flow cases. The region of high velocity in the reacting flow case is 
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larger compared those of the cold flow, and the value of the radial velocity peak is also 
increase. These changes also indicate that the vaporization and combustion of fuel 
significantly influence the reacting flow field by increasing the radial velocities, by lifting 
the location of the peak up and by expanding the high radial velocity region as well. 
• Li & Acharya (2000) 
Figure 4. 25 to 4.27 show the velocities contour, which present the similar features as 
O’Donnell and Acharya (2002). 
4.6.2 Temperature Distribution 
• O’Donnell and Acharya (2002)  
Figure 4.21 shows the temperature contour for reacting flow case. The contour shows that 
a hollow-cone shaped high temperature region located above the nozzle and a low 
temperature field near the nozzle. These results indicate that the liquid fuel sprayed from 
the nozzle, vaporizes in the nearfield leading to the low temperature region, and the 
vaporized fuel then burns in a heart shape region where the temperature are high. The 
highest temperature regions (between 1700K and 1870K) in the flame occurs at the 
location z/R0 = 0.5-0.8, r/R0 = 0.3-0.7. Along the downstream direction, after z/R0 = 0.8, 
the peak temperature levels drop, and a relatively uniform radial temperature distribution 
is obtained over most of the combustor in the range of 800 K-1300 K. This is a 
consequence of strong mixing produced by the swirling flows and high-pressure 
oscillations. The temperatures in the regions near the shell wall are lower than that in the 




• Li & Acharya (2000) 
Figure 4. 28 show the temperatures contour, which present the similar features as 
O’Donnell and Acharya (2002). 
4.6.3 Species Distribution  
• O’Donnell and Acharya (2002)  
Figure 4.22 shows the contours of mass fractions of liquid fuel ( OHHC 52 ). The contour 
shows that the liquid fuel droplets were confined in a hollow cone shaped region above 
the nozzle. Mixing and evaporating was completed within 0/ RZ =0.9. 
Figure 4.23 shows the contour of mass fractions of Oxygen ( 2O ). The contours of oxygen 
fraction illustrate that a low mass fraction hollow cone shaped region is located above the 
nozzles. This region is associated with the high fuel mass fraction, and Oxygen is unable 
to penetrate this region. 
Figure 4.24 shows a vertical plane contour of mass fractions of CO2. The liquid fuel was 
injected and confined in a hollow cone region upon the nozzle. In this fuel-rich field, 
Oxygen was involved with the chemical reaction in the same hollow cone region; 
meanwhile CO2 was made in the reacting zone, especially in the high temperature 
regions. 
• Li & Acharya (2000) 
Figure 4. 29 shows the contours of mass fractions of liquid fuel ( OHHC 52 ), Figure 4.30 
shows the contour of mass fractions of Oxygen ( 2O ), and Figure 4.31 shows a vertical 
plane contour of mass fractions of CO2, which present the similar features as O’Donnell 


























































































































Figure 4.16 Comparison of both cold and reacting flows of mean axial velocity (left 
column) and mean tangential velocity (right column) profile at Z/R0 = 0.256, 0.398, 




















Figure 4.17 Comparison of both cold and reacting flows of mean axial velocity profile at 
central line  
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                 (a)    (b) 
Figure 4.19 Contours of tangential velocity (a) cold flow (b) reacting flow (Li & Acharya 
(2000))  
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Figure 4. 21 Contour of temperature distribution (Li & Acharya (2000))  
 
 
                               
Figure 4.22 Contour of specie ( OHHC 52 ) distribution (Li & Acharya (2000))  
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Figure 4.23 Contours of specie ( 2O ) distribution (Li & Acharya (2000))  
 
                               
Figure 4.24 Contour of specie (CO2 ) distribution (Li & Acharya (2000))  
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       (a)             (b) 




    
                          
 
(a)     (b) 
Figure 4.26 Contours of tangential velocity (a) cold flow (b) reacting flow 




     
                        
         (a)     (b) 
Figure 4.27 Contours of radial velocity (a) cold flow (b) reacting flow (O’Donnell & 
Acharya (2002)) 
 
        
                                        
Figure 4. 28 The contour of temperature distribution (O’Donnell & Acharya (2002)) 
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Figure 4.29 Contour of species ( OHHC 52 ) distribution (O’Donnell & Acharya (2002)) 
        
                                    
Figure 4.30 Contour of species ( 2O ) distribution (O’Donnell & Acharya (2002)) 
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Figure 4.31 Contour of species (CO2 ) distribution (O’Donnell & Acharya (2002)) 
4.7 Unsteady RANS vs. LES 
Unsteady computations were also explored in this chapter. In order to determine the 
relevant aerodynamic condition to investigate, the combustor pressure fluctuations were 
recorded for a range of primary and secondary air flow rates, 6 g/sec and 29.2 g/sec, 
respectively, while the fuel flow rate was kept at 1.09 g/sec.  
Unsteady RANS calculations were performed using the standard ε−k turbulent model. 
Steady state converged solutions were used as the starting point for the transient 
calculations. LES calculations of the full 3D geometry were also performed using the 
same boundary conditions. The predicted pressure histories in the combustor are shown 
in Figure 4.32 and 4.33. The monitoring point was located near the outer wall, 80 mm 
downstream of the nozzle plane. The results show a large amplitude oscillation builds up 
within 0.020-0.025 sec (RANS) and 0.017-0.022 sec (LES) and reaches peak-to-peak 
values of ± 0.5% (both RANS and LES) at a frequency of approximately 245Hz (both 
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RANS and LES). The LES results indicate a slightly faster buildup in pressure compared 
to RANS case, but nearly identical amplitude and frequency were obtained with 3D 
unsteady RANS and LES. The oscillation frequency predicated was  within 5% of the 
measured value 245 Hz. 
 
 

























) 3D Unsteady RANS 
 
Figure 4.32 Predicted combustor pressure history using 3D unsteady RANS modeling 
(290K elements) 
 


























3D Unsteady LES 
 
Figure 4.33 Predicted combustor pressure history using 3D unsteady LES modeling 
(290K elements)  
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CHAPTER 5 MULTI-NOZZLE-RIG STUDIES 
 
5.1 Description of Multi-Nozzle-Rig Combustor 
Computations for a multi-nozzle rig combustor, studied by Allgood and Acharya (2001) 
and Uhm and Acharya (2002) are reported in this chapter.  The combustor facility 
consists of two sections: the settling chamber and the combustion chamber. Two 
concentric pipes provide the primary and secondary air. The primary and secondary air 
from the settling chambers is accelerated into the combustion chamber through 
concentric large area ratio nozzles. Swirl vanes having a o45  co-swirl orientation are 
placed at the exit of nozzles (see Figure 5.1).  Pressure-fed atomizers are uniformly 
located between the coaxial air jets. Four of eight fuel sprays are operated to a constant 
fuel- rate and the other four are modulated using automotive-type fuel injectors (see 
Figure 5.1). The combustion chamber has a square cross-section with 5.5 inches by 5.5 
inches and a length of 22 inchs. The exit of combustion chamber was unrestricted. In 
addition, water is used to artificially cool the chamber.  
5.2 Computational Model of the Multi-Nozzle-Rig Combustor 
Since there was no information about the distribution of fuel droplets, the computationed 
models assumed droplet sizes in the range of 20-100 mµ . The shell of this combustor has 
a square cross-section, and therefore the flow field is not axi-symetricis. Two sets of 
boundary conditions were used in this combustion simulation. For cold flow, the 
secondary airflow rate was set to 50 cfm, and standard or RNG turbulence model with 
wall function was employed. For reacting flow, two different conditions were 
investigated: (1) Allgood and Acharya (2001), the primary air flow rate, the secondary air 
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flow rate and the fuel flow rate were set to 24 cfm, 100 cfm and 5.0 gph respectively, and 
(2) Uhm and Acharya (2002), the corresponding flow rates were respectively: 16 cfm, 
140 cfm and 2.0 gph. Results were obtained with both RANS and LES methodologies. 
Other details regarding the radiation model, the PDF-chemistry model, the turbulence 
models remain the same as in earlier combustor simulation. 
 
Figure 5.1 (left) Combustor facility; (right upper) two swirlers in the base of combustor; 
(right lower) eight nozzles in the base of combustor 
 
Figure 5.2 shows the diagram of combustor facility and the critical diameters of several 
circles. Figure 5.3  provides information about the combustor geometry and grid. Figure 
5.4 shows the computational grid of the multi-nozzle-rig combustor. 
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Figure 5.2 Experimental test-rig 
 
Figure 5.3 The computational geometry of multi-nozzle-rig combustor 
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Figure 5.4 The computational grid of  multi-nozzle-rig combustor 
5.3 Grid Independence Study 
Three different mesh sizes are considered in the grid independence study: the meshes are 
composed of 212,735 (210K), 334,994 (340K), and 472,433 (470K) tetrahedral cells. 
Figure 5.5 to 5.7 show axial, tangential and radial velocity profiles with the 210K, 340K 
and 470K mesh element simulations. Figure 5.5 shows that there are small differences 
(5%) between the two mesh models, 340K and 510K. Since computationed time is an 
important factor to consider in the choice of the number of mesh element mesh, the 340K 
mesh was selected for use in the later calculation. 
5.4 The Effect of Different Models Employed 
In this section, the effect of RNG and standard ε−k  turbulence models are presented. 
The axial, radial and tangential velocities are shown in Figure 5.6. There is little 
difference in both models employed; further and there is no experimental data to validate 

















































































































































































Figure 5.5 Axial velocity (left column), radial velocity (central column), tangential 







































































































































































Figure 5.6 axial velocity (left column), radial velocity (central column), and tangential 
velocity (right column) profiles at Z/L=0.14, 0.28,0.42, and 0.56 (from top to bottom) 
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5.5 Analysis of Flow and Combustion Physics  
The Standard and RNG ε−k  turbulent models are employed in cold flow cases; the 
RANS and LES models are used for reacting flow cases. The numerical results from both 
cases are presented for the analysis of flow and combustion physics. Boundary conditions 
of Allgood and Acharya (2001) and Uhm and Acharya (2002) were run for presenting. 
The 340K-element mesh file was selected for the simulations. These computational data 
will be compared with experimental data in the near future. 
5.5.1 Steady Simulation for the Allgood and Acharya (2001) Flow Conditions 
The Standard and RNG ε−k  turbulent models are used for the steady state simulation. 
Figures 5.7 through 5.10 show the contours of the axial velocity for the cold flow and 
reacting cases along a vertical plane and two horizontal cross planes (Z/L=0.14 and 
Z/L=0.28). It can be seen that in the cold flow case that a fairly large zone with negative 
axial velocity locate in the central region above the nozzle, indicating the presence of a 
strong recirculation. The highest negative axial velocities occur in a hollow-cone shaped 
region. In the recirculation regions, there are significant differences in the axial velocities 
between the cold flow and the reacting flows. The cold flow velocity peak is lower and 
occurs further outwards in the radial direction. The recirculation region for the reacting 
flow is smaller compared to at of the cold flow. These phenomena imply the increase of 
the axial velocities, the shifting of the peak location into the hollow-cone region and the 
shrinkage of the central negative velocity region, since the vaporization and combustion 
of droplets significantly influence the reacting flow field. 
Figures 5.11 through 5.14 show the contours of the radial velocity for the cold flow cases 
and reacting cases along a vertical plane and two horizontal cross planes (Z/L=0.14 and 
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Z/L=0.28). These contours present both the cold flow and the reacting flow cases, and 
indicate that the highest radial velocity occurs at the region between the air swirler and 
the nozzle and the radial velocity decreases with an increase in axial distance. In the 
region of high radial velocity, there is a significant difference of the axial velocities 
between the cold flow and the reacting flow cases. The velocity peaks and the areas of 
high velocity field represent these differences, with the fact that cold flow peak occurs 
further outwards in the radial direction, the high velocity field of the reacting flow 
expends compared those of the cold flow, and the value of peak increases. Indicated from 
these changes, the vaporization and combustion of droplets significantly influence the 
reacting flow field, resulting the increase of the radial velocities, the shifting the location 
of the peak inward and the expansion of the high radial velocity region 
Figures 5.15 through 5.18 show the contours of the tangential velocity for the cold flow 
cases and reacting cases along a vertical plane and at two horizontal planes corresponding 
to the locations of Z/L=0.14 and Z/L=0.28 respectively. An axis-symmetric region with 
high tangential velocity is located immediately above the base and extending all the way 
to the combustor shell, for both the cold and the reacting cases, indicating the presence of 
a strongly swirled flow field. The regions of the highest positive tangential velocities 
occur between the nozzle and air swirler. In the high velocity region, there is a significant 
difference of the tangential velocities between the cold flows and reacting flows. These 
differences arise among the velocity peaks and the areas of region. The cold flow peaks 
occur further outwards in the radial direction and lift up along with the axial distance 
increasing. Moreover, the high velocity regions in the reacting flow case expand to a 
larger extent than those in the cold flow case. These changes imply that the reacting flow 
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field is significantly influenced by the vaporization and combustion of droplets by 
increasing the tangential velocities, in the shifting of the location of the peak, the 
expansion and lifting up of the region with the high positive tangential velocity. 
Figure 5.19 through 5.21 show the contours of the temperature for the reacting cases 
along a vertical plane and two horizontal cross planes (Z/L=0.14 and Z/L=0.28). These 
contours exhibit that a hollow-cone shaped region of high temperature locates above the 
nozzle and a low temperature field near the nozzle. These results indicate that mixed with 
the primary and secondary airs, the liquid fuel sprayed from the eight nozzles ignites in 
the recirculation region, vaporizes to form the low temperature field, and burns in a 
hollow cone shape at the high temperature region. These contours also show that the 
regions of low temperature locate near the shell that is cooled down. A smaller field with 
low temperature locates above the outlet of primary air and a larger field of high 
temperature field is resulted by using the standard model. 
Figures 5.22 and 5.23 present the pictures of the path line and particle trace of air and 
liquid droplets. Individual path lines are traced and some single droplets are also traced to 
show that the particles of the fuel droplets injected from the eight nozzles are in hollow-
cone shape. Consequently, they are mixed with and are affected by the primary and 
secondary swirled airs, and then are ignited, vaporize and burn in the reacting region. The 
fuel is confined in the central region above the nozzles, which is called the reacting zone. 
In this process, the droplets are entrained into gaseous flow field, heated up and 
vaporized in the reacting zone, and vaporized completely out of the zone. 
Figure 5.24 shows the contours of the mass fractions of fuel ( OHHC 52 ) and Oxygen 
( 2O ) along a vertical plane. These contours of oxygen fraction illustrate that a low 
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fraction half ball shaped region locates above the nozzles, indicating that the liquid fuel is 
mixed with the primary and secondary airs, vaporized and burned in the region. The fuel 
fraction contour presents the following process; the fuel is injected through the nozzle, 
mixes up with the primary and the secondary swirled airs, and finally is vaporized near 
the nozzle. As a result, the half-ball shaped rich fuel field is observed only at the region 
above the nozzle. 
5.5.2 Unsteady Simulation for the Allgood and Acharya (2001) Flow Conditions 
Unsteady RANS and LES models are used in reacting flow cases under unsteady state 
condition.  
Unsteady RANS calculations performed uses the standard ε−k turbulent model. Steady 
state converged solutions are used as the starting point of the transient calculations. 
Unsteady RANS and LES calculations of the full 3D geometry are performed using the 
same boundary condition. Both RANS and LES models are run to reach 200 cycles 
(3,300 time steps each). Figures 5.25 and 5.26 show the comparisons of the time-
averaged velocities and temperature using steady state turbulence model and unsteady 
state RANS or LES model. The steady state and time-averaged unsteady state RANS 
results are close, within a 2% difference range, but the curves of unsteady state LES 
exhibits differences, within a 5% range. The difference could be resulted from the 
insufficient number of cycles; therefore, more cycles are expected in the further research 
to reach the convergence since there is no proof of statistical convergence with respect to 
the time steps.  
The predicted pressure histories in the combustor are shown in Figures 5.27. The 256 Hz 
frequency generated from 3D unsteady RANS is lower than the 267 Hz frequency 
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generated from LES. However, both are higher than experimental frequency of 250 Hz. 
The difference in frequency between the predictions and measurements could be due to 
deficiencies in the model, RANS and LES, or geometry and boundary conditions. 
Figure 5.28 shows the contours of the instantaneous temperature at five time steps. These 
contours display that a hollow-cone shaped high temperature region lies above the 
nozzle, and the low temperature regions locate near the nozzle and near the sidewalls 
closing to the base, which indicates that the shell is cooled down. Pressure change is 
observed in different time period, which forms the pressure signal and spectrum curve. 
The high temperature zone expands as the pressure decreases on the pressure signal and 
spectrum curve, indicating that the shape of the high temperature zone is shrinking and 
expanding along with the periodical pressure changes. 
Figures 5.29 present the contours of the instantaneous axial velocity at five time steps. 
These contours show the features that there is a fairly large negative axial velocity 
locating in the central region above the nozzle, and the highest negative velocities occur 
in the hollow-cone spray regions. Along the pressure signal and spectrum curve, the 
negative axial velocity region expands as the pressure decreases, which implies that the 
shape of negative axial velocity region is changing periodically. 
Figures 5.30 present the contours of the instantaneous radial velocity at five time steps. 
These contours show the features that the highest radial velocity region locates between 
the air swirler and nozzle and the radial velocity decreases along with the increase of z 
location. Along the pressure signal and spectrum curve, the high positive radial velocity 
region expands and lifts up as the pressure decreases, which indicates that the shape of 
high radial velocity region is changing periodically. 
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Figures 5.31 present the contour of the instantaneous tangential velocity at five time 
steps. These contours show the features that there is a fairly large high tangential velocity 
region lies immediately above the base and near the combustor shell, indicating the 
presence of a strong swirled airflow field. The highest positive velocities occur at the 
region between the nozzle and air swirler. The region of high positive tangential velocity 
expands as the pressure decrease on the pressure signal and spectrum curve, which 
indicates that the shape of positive tangential velocity region is changing periodically. 
5.5.3 Unsteady Simulation for the Uhm and Acharya (2002) Flow Conditions 
RANS models are employed in reacting flow cases under unsteady state condition. 
Uhm’s boundary is used in the simulation – primary, secondary airflow and fuel flow 
rates are 16 and 140 cfm, 2.0 gph respectively.  
Unsteady RANS calculations performed uses the standard ε−k turbulent model. Steady 
state converged solutions are used as the starting point of the transient calculations. The 
predicted motion of reacting flow field can be observed during the oscillation cycle. The 
models are run to reach 4 cycles (72 time steps). It is a insufficient number of cycles 
obviously, therefore, more cycles, experimentally 1,000 cycles, are expected in the future 
computation to reach the convergence. 
Figures 5.32 through 5.34 show the contours of the time-averaged temperature along a 
vertical plane and two horizontal planes corresponding to the location of Z/L=0.14 and 
Z/L=0.28 at nine time steps. These figures show a hollow-cone shaped high temperature 
region lies above the nozzle, and the low temperature fields locate near the nozzle and 
near the sidewalls closing to the base, which indicates that the shell is cooled down. The 
high temperature zone shrinks and eventually vanishes as the z location increases, and it 
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expands as the pressure decreases along the pressure signal and spectrum curve. The peak 
of temperature decreased along the axial distance increasing. Meanwhile, the shape of 
high temperature zone is shrinking and expanding associated with the periodical changes 
of the pressure. 
Figures 5.35 through 5.37 show the contours of the time-averaged X velocity along a 
vertical plane and two horizontal cross planes (Z/L=0.14 and Z/L=0.28) at nine time 
steps. These contours present that two high X velocity zones with opposite directions 
locate above the nozzles and between the primary air swirler and nozzles. The areas of 
the zones decrease as the z location increases. There is no significant difference of high X 
velocity zones between the Z/L=0.14 plane and Z/L=0.28 plane. The shape of zone 
changes from square to half circle, indicating only small change occurs to high X velocity 
zone near the nozzles. Moreover, the closer the zone is vertically to the nozzle, the 
greater affect on its shape by the shape of combustor.  The high velocity zone expands as 
the pressure decrease along the pressure signal and spectrum curve. The shape of high X 
velocity zones are shrinking and expanding with the periodic changes of the pressure. 
Figures 5.38 through 5.40 show the contours of the time averaged Y velocity along a 
vertical plane and two horizontal planes corresponding to the location of Z/L=0.14 and 
Z/L=0.28 at nine time steps. These cross-plane contours are almost identical to the X 
velocity contour if being turned 90 degree around the center. There are two high Y 
velocity zones lying immediately above the nozzles and between the primary air swirler 
and nozzles. The area of the zones is reduced with the increase of the axial distance. 
There is no significant difference of the Y velocity between the Z/L=0.14 plane and 
Z/L=0.28 plane. The shape of zone changes from square to half circle, indicating that 
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only a small change occurs to the high Y velocity zone near the nozzles. Moreover, the 
closer the zone is vertically to the nozzle, the greater affect on its shape by the shape of 
combustor. The high velocity zone expands as the pressure decreases along the pressure 
signal and spectrum curve. As the pressure changes periodically, the shape of the high Y 
velocity zone is shrinking and expanding at the same time.  
Figures 5.41 through 5.43 show the contours of the time-averaged Z velocity along one 
vertical plane and two horizontal cross planes (Z/L=0.14 and Z/L=0.28) at nine time 
steps. These contours show the features that a fairly large negative axial velocity occurs 
in the central region above the nozzle, and the highest negative velocity occurs in the 
hollow-cone spray region. The negative Z velocity region shrinks a little as z location 
increases, and the area of the zone expands as the pressure decreases along the pressure 
signal and spectrum curve. Meanwhile, the shape of negative Z velocity region is 
changing periodically. 
Figures 5.44 shows the contours of the time averaged X vorticity at nine time steps The X 
vorticity contour shows a strong swirled airflow occurs near the secondary air swirler, 
and the swirled airflow becomes weaker as the Z location is increasing. At the same time, 
a smaller reverse airflow zone occurs at the corner between the sidewall and the base of 
chamber. The negative Z velocity region shrinks as the z location increases, and the area 
of the zone expands as the pressure decrease along the pressure signal and spectrum 
curve. It can be indicated that the shape of high X vorticity region is changing 
periodically along with the changes of the pressure. 
Figures 5.45 and 5.46 show the contours of the time averaged Z vorticity along two 
horizontal cross planes (Z/L=0.14 and Z/L=0.28) at nine time steps The Z vorticity 
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contours at z locations Z/L=0.14 and Z/L=0.28 display a square shaped airflow zone 
locating in the centers of chamber. Along the pressure signal and spectrum curve, the Z 
vorticity is strong as the pressure is high. At the same time, the shape of airflow becomes 
weaker and rounder as the Z location increases.  The area of the zone of high Z vorticity 
expands as the pressure decreases along the pressure signal and spectrum curve, which 
indicates the shape of high Z vorticity region changes periodically. 
Combining the X and Y velocities, vector U+V presents the combined velocity 
information in X-Y cross plane. Figures 5.47 and 5.48 show the contours of the time-
averaged U+V along two horizontal cross planes in the  Z/L=0.14 and Z/L=0.28 at nine 
time steps. The figures of U+V at Z location Z/L=0.14 and Z/L=0.28 display the zones 
with strongest intensity locate between the center and the shell of chamber, and the 
weakest intensity zones locate in the center of chamber. The U+V becomes higher as the 
pressure getting lower along the pressure signal and spectrum curve. At the same time, 
the maximum of U+V becomes lower when the z location is increasing. The value of the 
peak changes inversely by the periodical changes of the pressures on the pressure signal 
and spectrum curve. 
Combining the X and Z velocities, vector U+W presents the combined velocity 
information in X-Z cross plane. Figures 5.49 show the contours of the time-averaged 
U+W at nine time steps. The figures of U+W indicate that a strong reverse airflow region 
locates in the center of chamber near the nozzles and the secondary air swirler. The U+W 
increases within the reacting zone and decreases outside the reacting zone. The value of 
the peak increases as the pressure decreases along the pressure signal and spectrum curve. 
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Figures 5.50 show the streamlines in one vertical plane at nine time steps. The pictures of 
streamlines display the characteristics of the combustion system. A recirculation occurs 
between the primary air swirler and secondary air swiler, and expands periodically as the 
pressure decreases, shrinks as the pressure increases along the pressure signal and 
spectrum curve.  
5.5.4 Cluster 
The present generation of microprocessors is now more than a match for mainframes in 
terms of cost and performance. When microprocessors are assembled together as a 
parallel computer, they could perform as the vector supercomputers. This has led to the 
realization that clusters of high-performance workstations can be realistically used for a 
variety of applications either to replace mainframes, vector supercomputers and parallel 
computers or to better manage already installed collections of workstations. A 
parallelized cluster of four PCs was used for the computations. This inexpensive cluster 
has provided a speed up of 1.9 using four processors. Future efforts are proceeding to 














      
(a)     (b) 
Figure 5.7 Cold flow axial velocity contours (a) Standard;(b) RNG (Unit: U/U0 Allgood 
& Acharya (2001))  
   
       
                        (a)     (b) 
Figure 5.8 Reacting flow axial velocity contours (a) Standard (b) RNG (Unit: U/U0 
Allgood & Acharya (2001)) 
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Figure 5.9 Reacting flow axial velocity contours at Z/L=0.28(a) Standard (b) RNG (Unit: 




      
                
      (a)       (b) 
Figure 5.10 Reacting flow axial velocity contours at Z/L=0.56 (a) Standard (b) RNG 
(Unit: U/U0 Allgood & Acharya (2001)) 
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   (a)     (b) 
Figure 5.11 Cold flow radial velocity contours (a) Standard (b) RNG (Unit: V/U0 Allgood 
& Acharya (2001)) 
 
                       
                           
      (a)     (b) 
Figure 5.12 Reacting flow radial velocity contours (a) Standard (b) RNG (Unit: V/U0 
Allgood & Acharya (2001)) 
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   (a)     (b) 
Figure 5.13 Reacting flow radial velocity contours at Z/L=0.28mm (a) Standard (b) RNG 
(Unit: V/U0 Allgood & Acharya (2001)) 
              
                      
(a) (b) 
Figure 5.14 Reacting flow radial velocity contours at Z/L=0.56 (a) Standard (b) RNG 
(Unit: V/U0 Allgood & Acharya (2001)) 
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(a)     (b) 
Figure 5.15 Cold flow tangential velocity contours (a) Standard (b) RNG (Unit: W/U0 




                
   (a)     (b) 
Figure 5.16 Reacting flow tangential velocity contours (a) Standard (b) RNG  
(Unit: W/U0 Allgood & Acharya (2001)) 
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   (a)     (b) 
Figure 5.17 Reacting flow tangential velocity contours at Z/L=0.28 (a) Standard (b) RNG 
(Unit: W/U0 Allgood & Acharya (2001)) 
 
 
          
                
   (a)     (b) 
Figure 5.18 Reacting flow tangential velocity contours at Z/L=0.56 (a) Standard (b) RNG 
(Unit: W/U0 Allgood & Acharya (2001)) 
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   (a)     (b) 
Figure 5.19 Reacting flow temperature distribution contours (a) Standard (b) RNG  
(Unit: K Allgood & Acharya (2001)) 
      
                
   (a)     (b) 
Figure 5.20 Reacting flow temperature distribution contours at Z/L=0.28 (a) Standard   
(b) RNG (Unit: K Allgood & Acharya (2001)) 
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   (a)     (b) 
Figure 5.21 Reacting flow temperature distribution contours at Z/L=0.56 (a) Standard   
(b) RNG (Unit: K Allgood & Acharya (2001)) 
 
 





Figure 5.23 Particle traces of droplet of liquid fuel (Allgood & Acharya (2001)) 
         
                                
(a)      (b) 
Figure 5.24 Mass fractions contours of  (a) oxygen (O2) and (b) liquid fuel (Allgood & 































































































































Figure 5.25 Axial velocity (left column) and tangential velocity (right column) profiles at 















































































































Figure 5.26 Radial velocity (left column) and temperature (right column) profiles at z 
locations Z/L=0.21,0.42,0.63, and 0.84 (from top to bottom Allgood & Acharya (2001))  
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Figure 5.27 Predicted combustor pressure history using 3D unsteady RANS and LES 
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Figure 5.28 Instantaneous temperature contours using 3D RANS and LES (Allgood & 
Acharya (2001)) 
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Figure 5.29 Instantaneous axial velocity contours using 3D RANS and LES (Allgood & 
Acharya (2001)) 
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Figure 5.30 Instantaneous radial velocity contours using 3D RANS and LES (Allgood & 
Acharya (2001)) 
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Figure 5.31 Instantaneous tangential velocity contours using 3D RANS and LES(Allgood 
& Acharya (2001)) 
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Figure 5.34 Phase averaged temperature contours at Z/L=0.28 using 3D RANS (Uhm & 
Acharya (2002))  
 125
    
                   (a)                (b)           (c) 
    
       (d)                (e)           (f) 
   
                  (g)                (h)            (i) 
Unit:Vx/U0 


























Figure 5.35 Phase averaged X velocity contours using 3D RANS (Uhm & Acharya 
(2002)) 
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Figure 5.36 Phase averaged X velocity contours at Z/L=0.14 using 3D RANS (Uhm & 
Acharya (2002)) 
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 Figure 5.38 Phase averaged Y velocity contours using 3D RANS (Uhm & Acharya 
(2002)) 
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Figure 5.41 Phase averaged Z velocity contours using 3D RANS (Uhm & Acharya 
(2002)) 
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Figure 5.42 Phase averaged Z velocity contours at Z/L=0.14 using 3D RANS (Uhm & 
Acharya (2002)) 
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Figure 5.43 Phase averaged Z velocity contours at Z/L=0.28 using 3D RANS (Uhm & 
Acharya (2002)) 
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Figure 5.46 Phase averaged Z vorticity contours at Z/L=0.28 mm using 3D RANS (Uhm 
& Acharya (2002)) 
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Figure 5.47 Phase averaged U+V at Z/L=0.14 using 3D RANS (Uhm & Acharya (2002)) 
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Figure 5.48 Phase averaged U+V at Z/L=0.28 using 3D RANS (Uhm & Acharya (2002)) 
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Figure 5.49 Phase averaged U+W using 3D RANS (Uhm & Acharya (2002)) 
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   Figure 5.50 Streamlines using 3D RANS (Uhm & Acharya (2002)) 
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CHAPTER 6 SUMMARY 
 
In this thesis, numerical predictions are presented for three benchmark cases of spray 
combustion. These correspond to the experimental results presented for the NIST spray 
combustor, and data taken by Li and Acharya (2000), and O’Donnell and Acharya 
(2002). These predictions are generally in good agreement with the data, and provide a 
measure of faith in the models employed. There are limited areas where differences were 
observed, and in the absence of any other direct evidence, are attributed to the choice of 
turbulence and chemistry models employed.  
In the development of the work, the following outline was followed: 
• Validation of the spray combustion models through comparison with three 
benchmark data sets; 
• Explanation of the flow and combustion physics based on the detailed predictions 
obtained; 
• Simulations of the unsteady flow and combustion physics, with the specific goal 
of understanding combustion oscillations and thermo-acoustic instabilities. 
One of the major contributions of the work is the ability to realistically simulate unsteady 
combustion behavior. Although these calculations were not carried to the point where 
statistical independence of the results could be established, they serve as useful indicators 
of  the unsteady flow behavior.  In order to do these unsteady calculations it is necessary 
to do them in a parallel computing environment. This represents potential future follow 
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APPENDIX I THE PROCEDURE OF NUMERICAL CALCULATION 
I.1 Procedure 
Section 1: Preparation for prePDF 
Step 1: Preliminary Adiabatic System Study in prePDF 
1. Define the prePDF model type, and accept the settings of Adiabatic, Equilibrium 
Chemistry, and Beta PDF.  
2. Define the chemical species in the system, which the equilibrium system consists of 6 
species: CH3OH (orC2H4OH), CO, CO2, H2O, O2 and N2. 
3. Define the fuel and oxidizer compositions. Define the fuel is pure, and the oxidizer is 
air, assumed to consist of 21% oxygen and 79% nitrogen by volume. 
4. Define the adiabatic system operating conditions. 
5. Accept the default PDF solution parameters. 
6. Save prePDF inputs. 
7. Calculate the adiabatic system chemistry. 
8. Save the adiabatic PDF file. 
Step 2: Computation of the Nonadiabatic System Chemistry 
1. Enable the nonadiabatic model type. 
2. Set the system temperature limits for the nonadiabatic calculation using the result from 
adiabatic model. 
3. Modify the rich limit and distribution center point solution parameters, enter 0.2 for the 
Distribution Center Point, 0.3 for the Fuel Rich Flammability Limit. 
4. Save the nonadiabatic system inputs. 
5. Calculate the nonadiabatic PDF look-up tables. 
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6. Write the nonadiabatic PDF file. 
7. Exit from prePDF. 
Section 2: Preparation for Grid profile. 
Use GAMBIT for geometry modeling and mesh generation. 
Section 3: Preparation for FLUENT Calculation  
Step 1: MSH and PDF files 
Copy msh file, and PDF file to working directory.  
Step 2: 3D FLUENT 
Start the 3D version of FLUENT.    
Step 3: Grid  
1. Read the grid file into FLUENT.  
2. Check the grid.  
3. Display the grid. 
• Case 1: Steady & Cold Flow 
Step 4: Models: Continuous (Gas) Phase  
1. Retain the default (segregated) solver.  
2. Turn on the standard or RNG ε−k  turbulence model.    
Step 5: Boundary Conditions  
1. Set the mass-flow-inlet following conditions for secondary air and primary air. The 
intensity and length scale were set. 
2. Set the outflow conditions for the outlet zone.  
Step 6: Solution  
1. Initialize the flow field using the conditions at sec-air.  
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2. Enable the plotting of residuals during the calculation, retaining the default 
convergence criteria.  
(a) Enable Plot under Options and then click OK.  
3. Save the case file. 
4. Start the calculation by requesting iterations.  
5. Save the case and data files  
Step 7: Postprocessing 
• Case 2: Steady & Reacting Flow 
Step 4: Models: Continuous (Gas) Phase  
1. Retain the default (segregated) solver.  
2. Turn on the standard or RNG ε−k  turbulence model.    
3. Activate the PDF chemistry model, and select the PDF option under Model.  
Step 5: Models: Discrete Phase  
(a) Turn on the Interaction with Continuous Phase option under Interaction.  
(b) Set the Number Of Continuous Phase Iterations Per DPM Iteration to 4.  
(c) Set the Max. Number of Steps to 500.  
(d) Retain the default Length Scale of 0.01 m.  
2. Create the discrete phase injections.   
(a) Click the Create button in the Injections panel.  
(b) Select group in the Injection Type drop-down list.  
(c) Set the Number of Particle Streams.  
(d) Select Droplet under Particle Type.  
(e) Select ethyl-alcohol- liquid in the Material drop-down list.  
(f) Select the setting of Rosin-Rammler for the Diameter Distribution.  
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(g) Select C2H4OH or CH3OH in the Evaporating Species list.  
(h) Turn on the Stochastic Model under Stochastic Tracking and increase the Number Of 
Tries to 5.  
(i) Specify the following initial conditions under Point Properties:  
(j) Close the Injections panel.  
Step 6: Materials: Continuous Phase  
1. Enter the value for Thermal Conductivity.  
2. Enter value for Viscosity.  
Step 7: Materials: Discrete Phase  
1. Select droplet-particle from the Material Type list.  
2. Accept the selection as ethyl-alcohol- liquid in the Droplet Particle Materials list.  
3. Set the constant property values for the ethyl-alcohol- liquid or Methanol-alcohol- liquid 
materials.  
Step 8: Model radiation. 
1. Turn on P1 model. 
Step 9: Boundary Conditions  
1. Set the mass-flow-inlet following conditions for secondary air and primary The 
intensity and length scale were set. 
2. Set the outflow conditions for the outlet zone.  
3. Set a constant temperature condition for the wall zones except the zones related 2 
swirlers:   
4. Adapt a high temperature region for igniting the flame.  
Step 10: Solution  
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1. Initialize the flow field using the conditions at sec-air.  
2. Patch the high temperature region. 
3. Save the case file. 
4. Start the calculation by requesting iterations.  
5. Save the case and data files  
Step 11: Postprocessing  
• Case 3: Unsteady & Reacting Flow (uncontrolled) 
Step 1: Load the case and data files of Steady and Reacting flow. 
Step 2: Adjust Model Continuous Phase to unsteady RANS or LES. 
Step 3 Autosave the unsteady case and data files. 
Step 4. Start the calculation by requesting iterations.  
Step 5 postprocessing 
Case 4 Unsteady & Reacting Flow (controlled) 
Step 1, Step2 and Step 3 are the same as uncontrolled case. 
Step 4. Define the fuel flow rate 
1. Code User-Defined Function for adjusting flow rate at instant time to imitate the 
controlled case in experiment.  
2. Select menu: injection and modify User-Defined Function from blank to sinusoidal-
FR.c. 
3. Keep other parameters as usual. 
The next 2 steps are the same as uncontrolled case. 
I.2 Example 
Section 1: Preparation for prePDF 
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1. Start prePDF. 
When I use the mixture-fraction/PDF model, I begin by preparing a PDF file with the 
preprocessor, prePDF. The PDF file contains look-up tables relating species 
concentrations and temperatures to the mixture fraction. The look-up tables are used by 
FLUENT to obtain these scalars during the solution procedure. 
After creating the PDF file, I activate the PDF modeling option in FLUENT and define 
boundary conditions for the mixture fraction   and   its variance.  I solve the problem in 
the usual manner, using the PDF file to describe the system chemistry. 
Step 1: Preliminary Adiabatic System Study in prePDF 
1. Define the prePDF model type. 
(a) Accept the settings of Adiabatic, Equilibrium Chemistry, and Beta PDF. Click Apply 
and then close the panel. 
The liquid fuel combustor studied in this paper is a nonadiabatic system, with heat 
transfer at the combustor wall and heat transfer to the liquid fuel from the gas. Therefore 
a nonadiabatic combustion system must be considered when the PDF look-up tables are 
constructed. 
Because nonadiabatic calculations are more time-consuming than those for adiabatic 
systems, I started the PDF model by considering the results of an adiabatic system. By 
computing the PDF/equilibrium chemistry results for the adiabatic system, I determine 
appropriate system parameters that will make the nonadiabatic calculation more efficient. 
Specifically, the adiabatic calculation will provide information on the peak (adiabatic) 
flame temperature, on the stoichiometric mixture fraction, and on the importance of 
individual components to the chemical system. This process of beginning with an 
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adiabatic system calculation should be followed in all problems that ultimately require a 
nonadiabatic model. 
The Equilibrium Chemistry and Beta PDF options were selected in these PDF-based 
simulations. 
2. Define the chemical species in the system. 
The choice of which species to include depends on the fuel type and combustion system. 
Here, I defined that the equilibrium system consists of 6 species: CH3OH, CO, CO2, 
H2O, O2 and N2. 
(a) Set the Maximum # of Species to 6. 
(b) Select the top species in the Defined Species list (currently labeled UNDEFINED). 
(c) In the Database Species drop-down list, use the scroll bar to scroll the list, and select 
CH3oh. The Defined Species list now shows CH3OH as the first entry. 
(d) Select the next species in the Defined Species list (or increment the Species # counter 
to 2). 
(e) In the Database Species drop-down list, use the scroll bar to scroll the list, and select 
the next species (CO). 
(f) Repeat this procedure until all 6 species are defined. 
(g) Click Apply and then close the panel. 
3. Define the fuel and oxidizer compositions. 
Here I assume that the fuel is pure methanol. The oxidizer is air, assumed to consist of 
21% oxygen and 79% nitrogen by volume. 
(a) Select the Fuel-Stream radio button to request input of the fuel stream composition. 
(b) Select CH3OH in the Defined Species list and enter 1.0 in the Mole Fraction field. 
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(c) Select the Oxidizer-Stream radio button. 
(d) Select O2 in the Defined Species list and enter 0.21 in the Mole Fraction field. 
(e) Select N2 in the Defined Species list and enter 0.79 in the Mole Fraction field. 
(f) Click Apply and then close the panel. 
4. Define the adiabatic system operating conditions. 
The system pressure and inlet stream temperatures are required fo r the equilibrium 
chemistry calculation. The fuel inlet temperature for liquid fuel combustion should be the 
temperature at the onset of vaporization. The oxidizer inlet temperature should 
correspond to the air inlet temperature. In this paper, the liquid fuel inlet temperature (and 
the vaporization temperature) is 300 K and the oxidizer inlet temperature is 300 K. The 
system pressure is one atmosphere. 
(a) Enter 300 for the Fuel inlet temperature. 
(b) Enter 300 for the Oxidizer inlet temperature. 
(c) Click Apply and close the panel. 
5. Accept the default PDF solution parameters. 
(a) Simply close the panel. 
6. Save prePDF inputs (lfuel.inp). 
(a) Enter lfuel.inp in the Input File text entry box and then click OK to write the file. 
7. Calculate the adiabatic system chemistry. 
Calculate PDF Table 
During the calculation, prePDF first retrieves thermodynamic data from the database. 
Then the instantaneous values of equilibrium temperature, composition, and density are 
calculated at the discrete mixture fraction points (21 points as defined in the Solution 
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Parameters panel). After that, the mean values of temperature, composition, and density 
are calculated by integrating the instantaneous values over the Beta-PDF. prePDF reports 
the progress of the look-up table construction in the console window. 
8. Save the adiabatic PDF file (lfuel.pdf). 
(a) Select FLUENT 5 in the Solver box. 
(b) Enter lfuel.pdf in the Pdf File text entry box and click OK. 
Step 2: Computation of the Nonadiabatic System Chemistry 
The simple adiabatic calculation considered above provides useful input to the 
nonadiabatic calculation required for the liquid fuel simulation considered in this tutorial. 
The current prePDF inputs will now be altered to those that will be used for the final 
calculation, as follows: 
The system description will be redefined as nonadiabatic. 
The peak temperature will be defined based on the adiabatic results. 
The solution parameters will be altered to cluster the discrete mixture-fraction points 
toward the stoichiometric mixture fraction of 0.1 
The rich limit of the flame will be defined at a mixture fraction of 0.3. 
After these alterations, I recomputed the system chemistry and save a nonadiabatic PDF 
file for use in FLUENT. 
1. Enable the nonadiabatic model type. 
(a) Select the Non-Adiabatic option. 
(b) Click Apply and then close the panel. 
This completes the redefinition of the system as nonadiabatic and enables input of 
parameters that are specific to the nonadiabatic system. 
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2. Set the system temperature limits for the nonadiabatic calculation. 
For nonadiabatic systems, I supply the maximum and minimum temperatures of the 
system. These limits were exceeded by the system calculation. The minimum temperature 
is a few degrees lower than the lowest boundary condition temperature. In liquid fuel 
systems, the minimum system temperature should also be set below the temperature at 
which the fuel begins to evaporate. Here, vaporization begins at roughly 330 K and the 
minimum temperature will be set at 280 K. The maximum temperature should be at least 
100 K higher than the peak flame temperature found in the preliminary adiabatic 
calculation. Here, the maximum temperature would be taken as 2800 K, significantly 
above the peak adiabatic system temperature of 2300 K. 
Setup Operating Conditions 
(a) Enter a Min. Temperature of 280 K and Max. Temperature of 2800 K. 
(b) Click Apply and then close the panel. 
3. Modify the rich limit and distribution center point solution parameters. 
(a) Enter 0.2 for the Distribution Center Point. 
The Distribution Center Point determines the distribution of the discrete mixture fraction 
values at which the PDF system chemistry is computed. The distribution center should be 
set on the rich side of the stoichiometric mixture fraction. Here, you will set it to twice 
the stoichiometric mixture fraction of 0.1. 
(b) Enter 0.3 for the Fuel Rich Flammability Limit. 
The Fuel Rich Flammability Limit allows you to perform a “partial equilibrium” 
calculation, suspending equilibrium calculations when the mixture fraction exceeds the 
specified rich limit. This increases the efficiency of the PDF calculation, allowing me to 
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bypass the complex equilibrium calculations in the fuel-rich region, and is more 
physically realistic than the assumption of full equilibrium. I select the rich limit to be at 
least twice the stoichiometric mixture fraction. Here, with the adiabatic system 
stoichiometric mixture fraction of 0.1, I use a rich limit mixture fraction of 0.3. 
(c) Click Apply to save these inputs. 
(d) Confirm the automatic calculation of the rich flame stoichiometry. 
(e) Close the Solution Parameters panel. 
When the mixture fraction exceeds the rich limit, the composition will be determined 
from that of the fuel stream and the composition at the rich limit, as determined by the 
rich limit stoichiometry. 
4. Save the nonadiabatic system inputs (lfuel_non.inp). 
(a) Enter lfuel_non.inp in the Input File text entry box. 
(b) Click OK to write the file. 
5. Calculate the nonadiabatic PDF look-up tables. 
When the calculation begins, prePDF first accesses the thermodynamic data from the 
database. Next, the enthalpy field is initialized and the enthalpy grid adjusted to account 
for inlet conditions and solution parameters. Next, equilibrium calculations are performed 
for the mixture-fraction/enthalpy matrix at zero variance of the mixture fraction.  Then 
the equilibrium and PDF integrations are performed for all the points in the matrix of 
discrete mixture-fraction/variance/enthalpy points. The result is a set of tables containing 
species mole fractions, density, and temperature at each discrete value of these three 
parameters. 
6. Write the nonadiabatic PDF file. 
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(a) Select FLUENT 5 in the Solver box. 
(b) Enter lfuel_non.pdf in the Pdf File text entry box and click OK. 
7. Exit from prePDF. 
Section 2: Preparation for Grid profile. 
1.Create file Model_20 in GAMBIT. 
Section 3: Preparation for FLUENT Calculation 
With the PDF file creation completed, I used the PDF model in FLUENT and predict the 
reacting flow in the liquid fuel combustor. 
1. Copy the file 
Model_20.msh Gambit to my working directory. 
The mesh file Model_20.msh is a quadrilateral mesh describing the system geometry. 
Mesh file had been created by Gambit, which is a software package designed to help 
analysts and designers build and mesh models for computational fluid dynamics (CFD). 
2. Start the 3D version of FLUENT. 
Step 3: Grid 
1. Read the grid file Model_20.msh into FLUENT. 
As FLUENT reads the grid file, messages will appear in the console window reporting 
progress and information about the mesh. I saw that the mesh contains  221253 
tetrahedral  fluid cells. 
2. Check the grid. 
3. Display the grid. 
Step 4: Models: Continuous (Gas) Phase 
1. Retain the default (segregated) solver. 
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2. Turn on the standard ε−k  turbulence model. 
3. Activate the PDF chemistry model. 
(a) Select the PDF option under Model. 
(b) Click OK. 
FLUENT will open the Select File dialog box, requesting input of the PDF file to be used 
in the simulation. 
(c) Select lfuel_non.pdf in the Files list and then click OK to read the PDF file. 
The FLUENT console window reports that it is reading the nonadiabatic PDF file 
containing 6 species. It also reports that a new material, called pdf-mixture, has been 
created. This mixture material contains the 6 species that you defined in prePDF and their 
thermodynamic properties. All thermodynamic data, including density, specific heat, and 
formation enthalpy, are extracted from the FLUENT chemical database when the PDF 
model is used. Messages will appear in the console window indicating that the thermal 
conductivity and viscosity data are required. These properties will be input in the 
Materials panel. Confirm this understanding by clicking OK in the Information dialog 
box that appears. 
Step 5: Models: Discrete Phase 
The flow of liquid fuel droplets would be modeled by FLUENT using the discrete phase 
model. This model predicts the trajectories of individual liquid droplets, each 
representing a continuous stream (or mass flow) of fuel. Heat, momentum, and mass 
transfer between the liquid fuel and the airflow will be included by alternately computing 
the discrete phase trajectories and the gas phase continuum equations. 
1. Enable the discrete phase coupling to the continuous phase flow prediction. 
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(a) Turn on the Interaction with Continuous Phase option under Interaction. 
This option enables coupling, in which the discrete phase trajectories (along with heat 
and mass transfer to/from the droplets) are allowed to impact the gas phase equations. 
(b) Set the Number Of Continuous Phase Iterations Per DPM Iteration to 5. 
The coupling parameter is the number of gas phase iterations performed between updates 
of the discrete phase trajectory calculations. You might want to increase this parameter in 
problems that include a high discrete phase mass loading or a larger grid size. Less 
frequent trajectory updates can be beneficial in such problems. 
(c) Set the Max. Number of Steps to 10000. 
The limit on the number of trajectory time steps is used to abort trajectories of particles or 
droplets that are trapped in the domain. 
(d) Retain the default Length Scale of 0.01 m. 
The Length Scale controls the time step size used for integration of the discrete phase 
trajectories. 
2. Create the discrete phase injections. 
The flow of liquid fuel droplets is defined by the initial conditions that describe the 
droplets as they enter the air stream. FLUENT will use these initial conditions as the 
starting point for its time integration of the discrete phase equations of motion (the 
trajectory calculations). 
(a) Click the Create button in the Injections panel. 
This open the Set Injection Properties panel where I would define the initial conditions 
defining the flow of liquid fuel droplets. In the Set Injection Properties panel I defined the 
initial conditions of the liquid fuel droplets. The fuel stream will be defined as a group of 
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50 distinct initial conditions, all identical except for initial velocity, which will be varied 
in order to define the filled spray cone of 30 degree half-angle. 
(b) Select group in the Injection Type drop-down list. 
(c) Set the Number of Particle Streams to 25. 
These inputs tell FLUENT to represent the range of specified initial conditions by 50 
discrete droplet streams, each with its own set of discrete initial conditions. 
(d) Select Droplet under Particle Type. 
By selecting Droplet to activate the submodels for liquid droplet evaporation. 
(e) Select methyl-alcohol- liquid in the Material drop-down list. 
The Material list contains the droplet materials in the FLUENT database. 
(f) select the setting of Rosin-Rammler for the Diameter Distribution. 
The liquid fuel droplets treated as having a range from 100 to 500 microns and setting 
Spread Parameter n as 5. (See Rosin-Rammler size distribution above) 
(g) Select CH3OH (the default) in the Evaporating Species list. 
I defined the fuel composition as 100% CH3OH in prePDF. 
(h) Turn on the Stochastic Model under Stochastic Tracking and increase the Number Of 
Tries to 5. 
Stochastic tracks model the effect of turbulence in the gas phase on the droplet 
trajectories. Including stochastic tracking is important in liquid fuel combustion 
simulations, to simulate realistic droplet dispersion. 
(i) Specify the following initial conditions under Point Properties: 
First Point       Last Point 
X-Position (m)       0                  0 
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Y-Position (m)       0                  0 
Z-Position (m) 0.114  0.114 
X-Velocity (m/s)     0                 0~1.75 
Y-Velocity (m/s)     0                 0~1.75 
Z-Velocity (m/s)     3.03           3.03 
Diameter (m)         1.0E-4~5.0E-4     1.0E-4~5.0E-4 
Temperature (K)      300               300 
Flow Rate (kg/s)     4.9E-7            4.9E-7 
These initial conditions define the spray of liquid fuel droplets with Rosin-Rammler size 
distribution from 100 to 500 microns, n=3.0. The filled spray cone of 30 degree half-
angle is defined by the range of X and Y-Velocity from 0 to 1.75 m/s. The total mass 
flow rate is 25*17*9.8E-7*3600 = 3.0 kg/h. This corresponds to the mass flow of liquid 
fuel in the half of the symmetric duct considered here. 
Clicking OK in the Set Injection Properties panel will cause the new injection (named 
from injection-0 to injection-16) to appear in the Injections panel. 
This panel can be used to delete an unwanted injection definition. I also selected an 
existing injection and list its initial conditions in the console window. The listing for the 
injection-0 to injection-15 group will show the 50 discrete droplet streams, each with 
unique x and Y-direction velocity component between the specified minimum and 
maximum value. 
(j) Close the Injections panel. 
Step 6: Materials: Continuous Phase 
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All thermodynamic data, including density, specific heat, and formation enthalpies, are 
extracted from the prePDF chemical database when the PDF model is used. These 
properties are transferred to FLUENT as the pdf-mixture material, for which only 
transport properties, such as viscosity and thermal conductivity, need to be defined. 
1. Enter 0.0454 for Thermal Conductivity. 
2. Enter 1.72 for Viscosity. 
3. Click the Change/Create button. 
Here, viscosity and thermal conductivity are assumed to be constant values for air, an 
assumption that is adequate since turbulent transport is expected to dominate. 
Step 7: Materials: Discrete Phase 
1. Select droplet-particle from the Material Type list. 
The droplet-particle material type appears because I have activated droplets using the Set 
Injection Properties panel. 
2. Accept the selection as methyl-alcohol- liquid in the Droplet Particle Materials list. 
This is the liquid droplet material type that I selected from the list of database options in 
the Set Injection Properties panel. 3. Set the following constant property values for the 
methyl-alcohol- liquid material: 
The default property value settings for methyl-alcohol- liquid, from the FLUENT 
database, are similar to the values below and could be used to represent the fuel. Here, I 
exercised the capability to modify the database properties. 
Density                     785  kg/m3 
Cp                         2534  J/kg-K 
Thermal Conductivity     0.2022  W/m-K 
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Latent Heat               1.1E6  J/kg 
Vaporization Temperature    257  K 
Boiling Point               338  K 
Volatile Component Fraction (%)   100 
Binary Diffusivity      1.32E-5  m2/s 
Saturation Vapor Pressure1.33E4  Pa 
Heat of Pyrolysis             0  J/kg 
4. Finally, click Change/Create and then close the Materials panel. 
Step 8: Boundary Conditions 
Select each boundary zone and click the Set... button to define boundary conditions, as 
detailed below. 
1. Set the mass-flow-inlet following conditions for sec-air. 
The intensity and length scale were set. 
For the PDF calculation, I also need to define the inlet mixture fraction and its variance. 
Here, all fuel enters the system by evaporation from the discrete phase.  Thus, the gas 
phase inlet has a mixture fraction value of zero. 
2. Set the outflow conditions for the outlet zone (the exit boundary). Flow rate weighting 
was set as 1. 
3. Set a constant temperature condition for the wall zones except the zones related 
swirler: 
(a) Under Thermal Conditions, select Temperature. 
(b) Enter 400K in the Temperature field. 
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The default boundary condition for droplets that hit the wall is reflect, as shown under 
Discrete Phase Model Conditions.  Alternate treatments can be selected, using the BC 
Type list. Here, droplets are not expected to travel far enough to hit the combustor wall. 
3. Adapt a high temperature region for igniting the flame. 
Step 9: Solution 
1. Initialize the flow field using the conditions at sec-air. 
(a) Select sec-air in the Compute From list. 
(b) Click the Init button to initialize the flow field. 
(c) Close the panel. 
2. Patch the high temperature region. 
(a) Click the patch button to patch a high temperature region. 
(b) Select temperature and registers to patch, and set 850K as an igniting temperature. 
(c) Click Patch in the meun. 
2. Enable the plotting of residuals during the calculation, retaining the default 
convergence criteria. 
(a) Enable Plot under Options and then click OK. 
3. Save the case file (lfuel.cas). 
4. Start the calculation by requesting 2000 iterations. 
The solution converged in about 1995 iterations. 
5. Save the case and data files (lfuel.cas and lfuel.dat). 
Step 10: Postprocessing 
1. Display the liquid fuel trajectories. 
Display Particle Tracks... 
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(a) Select all injection from 0 to 15 under Release From Injections. 
(b) Select Particle Variables... and Particle Diameter in the Color By drop-down list. 










































APPENDIX II PROGRAM 
 
! program try file 
real T(142833), X(142833), Y(142833), Z(142833), U(142833), V(142833), W(142833), 
D(142833), TE(142833), DE(142833), M(142833), R(142833) 




















if (R(i)<jj) then 




If (Z(i)<kk) then 
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