Inferring an individual's ancestry or group membership using a small set of highly informative 20 genetic markers is very useful in forensic and medical genetics. However, given the huge amount 21 of SNP data available from a diverse of populations, it is challenging to develop informative panels 22 by exhaustively searching for all possible SNP combination. In this study, we formulate it as an 23 algorithm problem of selecting an optimal set of SNPs that maximizes the inference accuracy while 24 minimizes the set size. Built on this conception, we develop a computational approach that is 25 capable of constructing ancestry informative panels from multi-population genome-wide SNP data 26 efficiently. We evaluate the performance of the method by comparing the panel size and membership 27 inference accuracy of the constructed SNP panels to panels selected through empirical procedures 28 in former studies. For the membership inference of population groups including Asian, European, 29
Introduction 40
One of the goals in forensic analysis is to ascertain an individual's ancestry or membership of 41 group origin defined a priori, and thus to redeploy investigating efforts. In the past few decades, 42 genetic ancestry-informative markers (AIMs) have been developed for a diverse of populations 43 aiming to infer an individual's continental or biogeographic origins [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] . Recent development of 44 genotyping and sequencing technologies has provided rich sources of genetic makers from diverse 45 populations, enabling AIMs to be fully explored at whole-genome level. In fact, informative genetic 46 polymorphisms have been successfully used to predict physical appearance, such as eye color [18] , 47
to infer geographical ancestry [1-17, 19, 20] , as well as family of origin [21] . Forensic science is 48 entering a new era of "DNA intelligence" [18] . 49 8 / 31 + ), which give the probabilities of the outcomes given the classifications. 150
The performance of AIM-SNPtag is demonstrated by comparing with existing panels. Given 151 two panels with the same number of SNPs, the higher AAC the better performance the panel has. 152
For a given threshold of accuracy, panels that include fewer SNPs are considered to perform better. 153
As a testing case, we applied AIM-SNPtag to a pre-selected set of 178 SNPs that was also used by 154
[9] to generate a 74-SNP ancestry informative panel (74-AISNP). We generated a panel that 155 discriminate the five major groups, Africans (AFR), Europeans (EUR), East Asians (EA), South 156 Asians (SA), and Southeast Asians (SEA). Then the performance of the AIM-SNPtag selected panel 157
was evaluated using the 1000 Genomes Phase 3 data and compared with the 74-AISNP panel [32] . 158
The informativeness of the panels was also graphically illustrated using the PCA and Bayesian 159 clustering analyses. The PCA analysis was performed using smartpca in EIGENSOFT 6.1.4 [33] . 160
The Bayesian method was implemented in STRUCTURE 2.3.4 [34] , which assigns individuals into 161 discrete clusters of similar genetic profiles. Ten replicates were run for different fixed number of 162 clusters, K, ranging from two to five (K = 2~5). For each run, 1×10 6 iterations were carried out after 163 a burn-in period of 1×10 5 iterations. 164 165
Application to genome-wide SNP data 166
To further demonstrate its capability, we used AIM-SNPtag to select membership informative 167 SNPs for major world population groups with dense genome-wide SNP data from the 1000 168
Genomes Project [32] . The five major groups are Africans (AFR, n = 108), Europeans (EUR, n = 169 313), East Asians (EA, n = 312), South Asians (SA, n = 489), and Southeast Asians (SEA, n = 192) . 170 9 / 31 partition and integration procedure described earlier, we first pre-filtered the SNP pool by retaining 172 20,000 SNPs for each of the following 3 classes, AFR-EUR-SA-EA/SEA, EUR/SA-EA/SEA and 173 EA-SEA, based on their FST scores. From each of the three thinned SNP subsets, AIM-SNPtag 174 exacted a MaC-SNP set with 100 SNPs. These candidate MaC-SNP sets were combined and 175 integrated into global panels that satisfy the thresholds of AAC ≥ 95% and ≥ 99%, respectively. 176
We also used AIM-SNPtag to select SNP panels that discriminate closely-related 177
In summary, we use the two case studies as illustration examples to demonstrate that AIM-282
SNPtag can explore the information in the genomic data more sufficiently and efficiently. We 283 believe AIM-SNPtag is a useful tool for SNP panel developments in forensic or medical genetic 284 studies. 285 286 287
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Classification ability of a single locus 294
Denote the full set of loci . Suppose for a given set of populations , we know a priori 295 ( ), the frequencies of any genotype ∈ {0,1,2} on locus ∈ of population ∈ . The 296 differentiation of genotype frequencies from population to population on locus can be 297 described with Kullback-Leibler divergence (KL-divergence) [37] as 298
. 299
For each locus, the matrix of KL-divergence among all pairs of populations can be written as 300 = ( ) , ∈ . We then define the classification ability of locus as, 301
that is, the sum of all elements of matrix . 303
304

Normalized mutual information between loci 305
Suppose there are samples. For any loci 1 , 2 ∈ , denote the genotype frequencies over 306 samples as ( 1 ) and ( 2 ) , and the joint frequency of genotype pair (haplotype) as 307
( 1 , 2 ), where 1 , 2 ∈ {0,1,2}. The mutual information (I) of loci 1 and 2 is then, 308
. 309
The entropy on any locus ∈ is denoted as 310 = − ∑ ( ) log ( ).
∈{0,1,2}
311
The normalized mutual information [38] between two loci is 312
The value of 1 2 is bounded in [0,1] , with 0 indicating complete independence and 1 314 otherwise. 315 316
Cumulative classification ability of a sequence of loci sets 317
Let = { 1 , 2 , 3 , … , : ≤ # ; ∀ ∈ {1, … , }, ∈ ; ∀ ≠ , ≠ } be a finite sequence 318 of SNPs, where # denote the size of set . For any ≤ , denote = { 1 , 2 , … , } the 319 subsequence that constitute of the first items of . We define the cumulative classification 320 ability (CCA) of recursively as follows: 321 (a). For 1 = { 1 }, 1 ∈ , define ( 1 ) = 1 , where 1 is the classification ability of 322
where is the normalized mutual information between loci and . 326
Note that, the calculation of ( ) is dependent on the ordering of the SNPs in sequence . 327
Algorithm for selecting the maximum CCA subset 329
We propose a heuristic algorithm to generate a subset with SNPs that maximize the CCA. 330
We refer to this subset of SNPs as MaC-SNPs (maximum classification SNPs). Our algorithm first 331 generates # sequences of SNPs, each denoted as , where l represents the first item in the 332 sequence is ∈ and u indicates the size of the sequence. Each sequence is generated as follows: 333
where \ −1 denotes the subset of all SNPs in not in −1 . The sequence with maximum 336 is selected as the MaC-SNPs, that is, we choose MaC-SNP = , where = argmax ∈ ( ). 337 338 Classifier 339
We adopt the Naïve Bayes classifier (NBC) to test the performance of the MaC-SNP set and 340 infer the population origin of an unlabeled sample. NBC assumes that loci are independent of each 341 other given the targeted label (population). The assumption of conditional independence is rather 342 strong and often violated in practice. Nonetheless, Naive Bayes performs quite well in practice, 343 often comparable to more sophisticated learning methods [39] . For a sample from an unknown 344 population with given genotypes = { 1 , 2 , … , } on the MaC-SNP = { 1 , 2 , … , } , the 345 posterior probability of the sample originated from ∈ is 346
The term ( ) is the prior probability of population , which can be dropped out if we assume an 348 uniform prior. The ( ) is the genotype frequency of locus ∈ in population ∈ , which 349 can be learned by training data with known labels (e.g. samples with known population origin). The 350 label of the sample to be inferred can be obtained by, 351
By reducing multiplication to addition the above equation is equivalent to 353
where we add a small positive value = 10 −4 to avoid underflow of logarithm calculation.
356
Partition and integration 357
The populations often have hierarchical structure. To generate a SNP panel with discriminative 358 power that comprehensively covers the substructure among available populations, we propose a 359 partition and integration procedure, which extracts the MaC-SNP sets for each of the structured 360 class, and then merges them to generate a final panel of SNPs. The classes can be determined based 361 on a prior knowledge, or by clustering methods in a data-driven manner (i.e. PCA). Note, SNPs in each MaC-SNP set are already in an ordered sequence as a result of their 368 generation procedures. The greedy forward selection algorithm for generating the global panel 369 applies as follows. We initialize an empty set and start with the first SNP of each of the MaC-370 SNP sets. The performances (e.g., average accuracy, AAC, see the main text for definition) of 371 including the first SNP from different MaC-SNP sets to are compared. The SNP that gains the 372 highest AAC is chosen to be a new marker in and it is removed from the corresponding MaC-373 SNP set. This procedure is repeated until a given threshold of global panel size or AAC is met. The 374
final is thus the global SNP panel. Table S2 . Details of two SNP panels selected by AIM-SNPtag from the 1000 Genomes Project data 565 set that discriminate five major population groups. The numbers in parentheses are the membership 566 inference accuracies of the two panels. 567 dbSNP ID Chr
