Abstract. Recently, we have proposed to combine the alternating direction method (ADM) with a Gaussian back substitution procedure for solving the convex minimization model with linear constraints and a general separable objective function, i.e., the objective function is the sum of many functions without coupled variables. In this paper, we further study this topic and show that the decomposed subproblems in the ADM procedure can be substantially alleviated by linearizing the involved quadratic terms arising from the augmented Lagrangian penalty on the model's linear constraints. When the resolvent operators of the separable functions in the objective have closedform representations, embedding the linearization into the ADM subproblems becomes necessary to yield easy subproblems with closed-form solutions. We thus show theoretically that the blend of ADM, Gaussian back substitution and linearization works effectively for the separable convex minimization model under consideration.
Introduction
We consider the convex minimization model with linear constraints and a separable objective function
where θ i : ℜ n i → ℜ (i = 1, . . . , m) are closed proper convex functions (not necessarily smooth); X i ⊂ ℜ n i (i = 1, . . . , m) are closed convex sets; A i ∈ ℜ l×n i (i = 1, . . . , m) are given matrices and b ∈ ℜ l is a given vector. In addition to numerous applications of the case where m = 2, we also refer to [2, 38, 39, 42] for some interesting applications of the general case of (1.1) where m ≥ 3. Our discussion is carried on under the assumption that the sets X i 's are simple (e.g. X i = ℜ n i ). Throughout we assume that the solution set of (1.1) be nonempty.
The separable structure in the objective function has inspired many interesting operator splitting type methods for (1.1), the vast majority of which can be illustrated as splitting versions of the augmented Lagrangian method (ALM) in [29, 36] . In particular, the special case of (1.1) where m = 2 has been well studied in the literature. When m = 2 in (1.1), the alternating direction method originally proposed in [16] has been a benchmark solver for more than three decades. Methodologically, ADM is the application of the Douglas-Rachford method in [10] (see [17] ), and thus an special case of the proximal point algorithm in [32] (see [11] ), to the dual of (1.1). We refer to [8, 13, 18, 19] for some early reference of ADM in the literature of partial differential equation, [11, 14, 15, 23, 30, 43] for some development of ADM on convex programming and variational inequality, [3, 6, 9, 12, 27, 33, 40, 41, 45, 50, 51, 52] for some recent efficient applications of ADM in a wide range of scientific problems, and [20, 28] where λ k ∈ ℜ l is the Lagrange multiplier and β > 0 is the parameter of the penalty on the violation of linear constraints. Obviously, ADM splits the subproblem of ALM in the Gauss-Seidel way such that the variables x 1 and x 2 can be minimized individually in an alternating order. The subproblems in (1.2) thus are much easier than the ALM subproblem, because that properties of θ 1 and θ 2 could be exploited individually in (1.2). In particular, for many applications arising in areas such as image processing and statistical learning, the functions θ i (i = 1, 2) are often simple in the sense that their resolvent operators have closed-form representations. Here, the resolvent operator of θ i is given by (see [37] )
where r > 0 is a constant and ∂(·) denotes the subdifferential of a convex function. For such a case, the subproblems in (1.2) are easy enough to have closed-form solutions provided that A i = I i (I i denotes the identity matrix in ℜ n i ) and X i = ℜ n i for i = 1, 2. This kind of applications include the total variational image restoration problems [21, 33] , l 1 -norm compressed sensing problems [48] , the sparse covariation problem [50] , the robust principal component analysis models [4, 5, 35, 41, 51] , etc. On the other hand, when the matrix A i is not identical, the x i -subproblem in (1.2) may not be easy even though the resolvent operator of θ i has a closed-form representation, and this difficult renders inner iterations to pursuit approximate solutions of these subproblems. Clearly, efficient strategies for these inner iterations should be coordinated with the ADM scheme in order to ensure the numerical efficiency. With the simplicity of the resolvent operators of θ i , a popular technique among the literature (see e.g. [31, 34, 49] ) is to linearize the quadratic term of the x i -subproblem such that the solution of the linearized subproblem can be given by just estimating the resolvent operator of θ i . The combination of ADM (1.2) with linearization is the essence of the split inexact Uzawa method in [53, 54] which has many impressive applications in image restoration problems.
For some other applications, we also refer to the nuclear norm regularized least-squares problems [47] , the Dantzig Selctor problem [44] , the image inpainting problem on wavelet domain [46] and the constrained least-squares problem [7] . The success of ADM thus inspires us to consider to extend the scheme (1.2) to the general case of (1.1) with m ≥ 3, yielding the following iterative scheme
The extended ADM scheme (1.4), which comes from the straightforward splitting of the ALM subproblem in the alternating order, preserves the advantages of the original ADM scheme (1.2) such that properties of the functions θ i 's can be exploited individually and thus the subproblems might be easy. Unfortunately, the convergence of (1.4) remains a challenge without further assumptions on the model (1.1), despite that the convergence of ADM (1.2) has been well established (see [17] and [11] from the Douglas-Rachford method point of view). This difficulty thus has inspired us to develop a series of splitting algorithms [22, 24, 25, 26] recently, the common purpose of which is to preserve the decomposition nature as (1.4). Along this line of algorithms, their algorithmic frameworks are all in the prediction-correction fashion, and their common principle for algorithmic design is that the essential subproblems with respect to x i 's are of the same difficulty as those in (1.4), i.e., they are all in the form of
where a i ∈ ℜ n i is a given vector and r i 's are positive constants. In particular, the output of (1.4) is corrected by a Gaussian back substitution procedure in [26] and the combination of these two procedures is shown to be efficient numerically therein. Like the special case where m = 2, how to solve the subproblems efficiently in (1.4) deserves intensive discussions. For obvious reasons, we are still interested in the situation that the resolvent operators of all θ i 's are simple enough to have closed-form representations. This favorable property, however, can not be readily used for subproblems in the form of (1.5) mainly due to the nonidentity of A i . Our purpose is to combine the linearization on the quadratic terms in (1.4) with the approach of ADM with Gaussian back substitution in [26] . With the inner linearization, the resulting subproblems become easy enough to have closed-form solutions. Thus, the combined approach in [26] with inner linearzation is easily implementable by taking advantage of the simplicity of θ i 's resolvent operators even when A i 's are not identity matrices. Note that the extension of combining ADM with linearization for (1.1) where m ≥ 3 is not trivial even though the case where m = 2 has been well studied, simply like the failure of the convergence's extension from (1.2) to (1.4).
In Section 2, we reformulate (1.1) as a variational inequality for the convenience of analysis. We then present the linearized ADM with Gaussian back substitution for solving (1.1) in Section 3, and its convergence is shown in Section 4. Finally, some conclusions are given in Section 5.
A variational inequality characterization of (1.1)
In this section, we reformulate (1.1) as a variational inequality for the convenience of later analysis.
By attaching a Lagrange multiplier vector λ ∈ ℜ l to the linear constraint, the Lagrange function of (1.1) is given by
and it is defined on the set
be a saddle point of the Lagrange function (2.1). Then, for any λ ∈ ℜ l and
Recall that ∂θ i (x i ) denotes the subdifferential of the convex function θ i (x i ). We also use
, we also use the notation
Then, (2.2) can be rewritten compactly as: Finding w * ∈ W and
Moreover, we denote by W * the set of such w * that satisfies (2.2). Then, under the aforementioned nonempty assumption on the solution set of (1.1), obviously W * is also nonempty.
Algorithm
In this section, we present the linearized ADM with Gaussian back substitution for solving (1.1). The new algorithm is in the same framework as that in [26] , but their specific schemes of the Gaussian back substitution are different (the new scheme is easier). More importantly, as we have mentioned, the new algorithm considers to linearize the decomposed ADM subproblems in order to take advantage of the simplicity of θ i 's resolvent operators while the method in [26] does not. We first give the definitions of several matrices which will be used frequently in our analysis. More specifically, for given positive constants r 1 , · · · , r m and β, let
The matrix M defined in (3.1) is a non-singular lower-triangular block matrix. Moreover, let
Obviously, H defined in (3.2) is a symmetric positive definite matrix. With the definitions (3.1) and (3.2), it is easy to verify that
which is a upper-triangular block matrix whose diagonal components are identity matrices. In fact, the matrix given in (3.3) is the matrix to perform the Gaussian back substitution procedure later. Finally, the following symmetric and positive semi-definite matrix is also useful for our analysis.
Note that for a symmetric and positive definite matrix Q, we still use ∥x∥ Q := √ x T Qx for notational simplicity. Now, we are read to present the algorithmic framework of the linearized ADM with Gaussian back substitution for solving (1.1). back substitution for (1.1) : 
Algorithm: The linearized ADM with Gaussian
m , λ k+1 ) is generated as follows. Step 1. ADM step (prediction step). 
where
Step 2. Gaussian back substitution step (correction step). Correct the outputw k in the backward order by the following Gaussian back substitution procedure and generate the new iterate w k+1 : [26] .
Remark 3.3 Comparing the matrix H −1 M T with the Gaussian back substitution matrix in [26] (see (3.4) of [26]), we find that the matric (3.3) involves no computation to compute the inverse of the matrices A T i A i . Thus, the Gaussian back substitution (3.5b) is easier to perform than that in

Convergence
In this section, we establish the global convergence of the proposed linearized ADM with Gaussian back substitution. Following the analytic framework of contractive type methods [1] , the proof sketch is analogous to that in [26] but with different details. We can outline the proof sketch as followings. 1.) Prove that −(w k −w k ) is a descent direction of the function 1 2 ∥w − w * ∥ 2 G at the point w = w k wheneverw k ̸ = w k , wherew k is generated by the ADM scheme (3.5a), w * ∈ W * and G = M H −1 M T 2.) Prove that the sequence generated by the proposed linearized ADM with Gaussian back substitution is contractive with respect to W * . 3.) Based on the Fejér monotonicity, establish the convergence. Accordingly, we divide the convergence analysis into three subsections to address the tasks listed above.
Verification of the descent direction
In this subsection, we show that −(w k −w k ) is a descent direction of the function
G at the point w = w k wheneverw k ̸ = w k , wherew k is generated by the ADM scheme (3.5a), w * ∈ W * and G = M H −1 M T . For this purpose, we first prove two lemmas. Lemma 4.1 Letw k be generated by the ADM procedure (3.5a) from the given vector w k ; and
. .
Then, we havew
3)
Proof. Sincex k i is the solution of (3.5a), for i = 1, 2, . . . , m, we havẽ
By using the factλ
the above inequality can be written as
It follows from (4.4) thatx k ∈ X and     
to both sides of (4.5), we getx k ∈ X and
Adding (4.6) and the last equality together, we getw k ∈ W and
Use the notations of d 1 (w k ,w k ) and d 2 (w k ,w k ), the assertion of this lemma is proved. 2 Lemma 4.2 Letw k be generated by the ADM procedure (3.5a) from the given vector
, and M be defined in (3.1) . Then, we have
Proof. We first show that
Since w * ∈ W, it follows from (4.3) that
We consider the right-hand side of (4.9). Recall the notation (2.3). Then (4.2) can be rewritten as
) .
Using the above identity, we get
Then, we look at the right-hand side of (4.10). Recallw k ∈ W and w * ∈ W * . Thus we have
it follows from (4.10) that
Substituting (4.11) into (4.9), the assertion (4.8) follows immediately.
On the other hand, since (see (3.1) and (4.1))
the assertion (4.7) follows from (4.8) and above identity immediately. 2
Now, based on the last two lemmas, we can show an important inequality for establishing the convergence of the proposed linearized ADM with Gaussian back substitution. 12) where M , H, and Q are defined in (3.1), (3.2) and (3.4), respectively.
Theorem 4.1 Letw
Proof. First, for all w * ∈ W * , it follows from (4.7) that
Now, we treat the first term of (4.13). Using the matrix M (see (3.1)), we have
Then, let us deal with the second term of the right-hand side of (4.13). By manipulations, we have
Adding (4.14) and (4.15) together, it follows that
Use the notation of the matrices H, Q and the condition r i ≥ β∥A T A∥ to the right-hand side of the last equality, we obtain
Substituting the last equality in (4.13), the assertion of this theorem is proved. 2
Remark 4.4 It follows from (4.12) that
⟨ M H −1 M T (w k − w * ), M −T H(w k − w k ) ⟩ ≤ − 1 2 ∥w k −w k ∥ 2 (H+Q) .
In other words, by setting
is the gradient of the distance function
The contractive property
In this subsection, we show that the sequence generated by the proposed linearized ADM with Gaussian back substitution is contractive with respect to the set W * . Note that we follow the definition of contractive type methods in the textbook [1] . With this contractive property, the convergence of the proposed linearized ADM with Gaussian back substitution can be easily established.
Proof. The first assertion follows from (4.17) 
Conclusions
We show theoretically that the alternating direction method with Gaussian back substitution in [26] can be blended with inner linearization inside on the decomposed subproblems. Thus, an implementable linearized alternating direction method with Gaussian back substitution is proposed to solve the convex minimization model with linear constraints and a general separable objective function. With the linearization on the involved quadratic terms, the decomposed subproblems can be substantially alleviated and even be simple enough to have closed-form solutions if the function components in the objective are themselves simple enough.
