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We consider discrete time Markov chains with Polish state space. The large deviations
principle for empirical measures of a Markov chain can equivalently be stated in Laplace
principle form, which builds on the convex dual pair of relative entropy (or Kullback-
Leibler divergence) and cumulant generating functional f 7→ ln ∫ exp(f). Following the
approach by Lacker [27] in the i.i.d. case, we generalize the Laplace principle to a greater
class of convex dual pairs. We present in depth one application arising from this extension,
which includes large deviations results and a weak law of large numbers for certain robust
Markov chains - similar to Markov set chains - where we model robustness via the first
Wasserstein distance. The setting and proof of the extended Laplace principle are based
on the weak convergence approach to large deviations by Dupuis and Ellis [16].
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1 Introduction
Throughout the paper, let (E, d) be a Polish space, P(E) the space of Borel probability measures on
E endowed with the topology of weak convergence and Cb(E) the space of continuous and bounded
functions mapping E into R. Let a Markov chain with state space E be given by its initial distribution
pi0 ∈ P(E) and Borel measurable transition kernel pi : E → P(E), and denote by pin ∈ P(En)
the joint distribution of the first n steps of the Markov chain. Define the empirical measure map
Ln : E
n → P(E) by
Ln(x1, ..., xn) =
1
n
n∑
i=1
δxi
and recall the relative entropy R : P(E)× P(E)→ [0,∞] given by
R(ν, µ) =
∫
E
log
(
dν
dµ
)
dν, if ν  µ, R(ν, µ) =∞, else.
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The main goal of this paper is to generalize the large deviations result for empirical measures of a
Markov chain in its Laplace principle form. Under suitable assumptions on the Markov chain, the
usual Laplace principle for empirical measures of a Markov chain states that for all F ∈ Cb(P(E))
lim
n→∞
1
n
ln
∫
En
exp(nF ◦ Ln)dpin = sup
ν∈P(E)
(F (ν)− I(ν)). (1.1)
Here, I : P(E)→ [0,∞] is the rate function, given in the setting of [16, Chapter 8] by
I(ν) = inf
q:νq=ν
∫
E
R(q(x), pi(x))ν(dx),
where the infimum is over all stochastic kernels q on E that have ν as an invariant measure.1 The
Laplace principle (1.1) - in the mentioned setting of [16] - is equivalent to the more commonly used
form of the large deviations result for empirical measures of a Markov chain, which states that for all
Borel sets A ⊆ P(E)
− inf
ν∈A˚
I(ν) ≤ lim inf 1
n
lnpin(Ln ∈ A˚) ≤ lim sup 1
n
lnpin(Ln ∈ A¯) ≤ − inf
ν∈A¯
I(ν),
where A˚ denotes the interior and A¯ the closure of A. Large deviations probabilities of Markov chains
have been studied in a variety of settings and under different assumptions, see e.g. [9, 12, 14, 13, 24, 29].
The way we generalize the Laplace principle is by using the fact that both sides of the Laplace
principle (1.1) can be stated solely in terms of relative entropy, its chain rule, and its convex dual
pair. Equation (1.1) can therefore be formulated analogously for functionals resembling the relative
entropy, in the sense that these functionals have to satisfy the same type of chain rule and duality. The
kind of convex duality referred to is Fenchel–Moreau duality, often studied in the context of convex
risk measures, similar to our use for example in [1, 3, 8, 26].
The original idea for extensions of Laplace principles of this form is due to Lacker [27] who pursued
this in the context of i.i.d. sequences of random variables instead of Markov chains. The initial goal
was to provide a setting to study more than just exponential tail behavior of random variables, as is
given by large deviations theory. The extension of Sanov’s theorem he proved [27, Theorem 3.1] can
be used to derive many interesting results, such as polynomial large deviations upper bounds, robust
large deviations bounds, robust laws of large numbers, asymptotics of optimal transport problems,
and more, while several possibilities remain unexplored.
In this paper, the same type of extension for Markov chains is obtained. To this end, we work
in a similar setting as [16, Chapter 8]. In particular, the results from [16, Chapter 8] are a special
case of Theorem 1.1.2 To showcase the potential implications of Theorem 1.1, we focus on one broad
application related to robust Markov chains, summarized in Theorem 1.3 and Theorem 1.4.
1.1 Main Results
Let β : P(E) × P(E) → (−∞,∞] be a Borel measurable function which is bounded from below and
satisfies β(ν, ν) = 0 for all ν ∈ P(E). One may think of β(·, ·) = R(·, ·). To state the chain rule, we
introduce the following notation for the decomposition of an n-dimensional measure ν ∈ P(En) into
kernels νi,i+1 : E
i → P(E) for i = 1, ..., n− 1 and ν0,1 ∈ P(E):
ν(dx1, ..., dxn) = ν0,1(dx1)
n−1∏
i=1
νi,i+1(x1, ..., xi, dxi+1)
1A stochastic kernel q on E is a Borel measurable mapping q : E → P(E). We define νq ∈ P(E) by νq(A) :=∫
E q(x,A)ν(dx) for ν ∈ P(E), where we write q(x,A) = q(x)(A) for x ∈ E and Borel sets A ⊆ E.
2Up to very minor differences with regard to the initial distribution: In this paper we work with arbitrary initial
distributions, while [16] work with suprema over Dirac measures supported by a compact set.
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For θ ∈ P(E), define βθn : P(En)→ (−∞,∞] by
βθn(ν) = β(ν0,1, θ) +
∫
En
n−1∑
i=1
β(νi,i+1(x1, ..., xi), pi(xi))ν(dx1, ..., dxn),
where in case of β(·, ·) = R(·, ·) one gets βpi0n (ν) = R(ν, pin) for ν ∈ P(En) by the chain rule for relative
entropy. Note that β·n(·) is well defined as the term inside the integral is Borel measurable, e.g. by [4,
Prop. 7.27]. Define ρθn as the convex dual of β
θ
n by
ρθn(f) = sup
µ∈P(En)
(∫
En
fdµ− βθn(µ)
)
for Borel measurable functions f : En → R, where we adopt the convention ∞ −∞ := −∞. For
β(·, ·) = R(·, ·) we get ρpi0n (f) = ln
∫
En
exp(f)dpin by the Donsker-Varadhan variational formula for the
relative entropy. In the above definitions, θ is a placeholder for variable initial distributions, which
is required as a tool in the proof. For the actual statement, only βpi0n and ρn := ρ
pi0
n are needed. We
write ρ := ρ1 and ρ
θ := ρθ1.
The assumptions for the main theorem are stated below. Assumption (M) is [16, Condition 8.4.1.],
and (T) is a direct generalization of [16, Condition 8.2.2.].
(M) Conditions on the Markov chain.
(M.1) Define the k-step transition kernel pi(k) of the Markov chain recursively by pi(k)(x,A) :=∫
E
pi(y,A)pi(k−1)(x, dy) for x ∈ E and Borel sets A ⊆ E.
Assume that there exist l0, n0 ∈ N such that for all x, y ∈ E:
∞∑
i=l0
1
2i
pi(i)(x)
∞∑
j=n0
1
2j
pi(j)(y)
(M.2) pi has an invariant measure, i.e. there exists µ∗ ∈ P(E) such that µ∗pi = µ∗.
(B) Assumptions on β.
(B.1) The mapping P(E)× P(E2) 3 (θ, µ) 7→ βθ2(µ) is convex.
(B.2) The mapping P(E)× P(E2) 3 (θ, µ) 7→ βθ2(µ) is lower semi-continuous.
(B.3) If ν is not absolutely continuous with respect to µ, then β(ν, µ) =∞.
(T) Assumption needed to guarantee tightness of certain families of random variables. At least one
of the following has to hold:
(T.1) There exists a Borel measurable function U : E → [0,∞) such that the following holds:
(a) infx∈E(U(x)− ρpi(x)(U)) > −∞.
(b) {x ∈ E : U(x)− ρpi(x)(U) ≤M} is a relatively compact subset of E for all M ∈ R.
(c) ρ(U) <∞.
(T.1’) E is compact.
In case of β(·, ·) = R(·, ·), one usually imposes another condition on pi in the form of the Feller property,
i.e. continuity of x 7→ pi(x), see e.g. [16, Condition 8.3.1]. Here, this is implicitly included in condition
(B.2). Indeed, one quickly checks that for (B.2) to hold in case of β(·, ·) = R(·, ·), the following is
sufficient: If θn
w→ θ ∈ P(E), then θn ⊗ pi w→ θ ⊗ pi ∈ P(E2) has to hold as well. The Feller property
implies this, see [16, Lemma 8.3.2.].
The following extension of the Laplace principle for empirical measures of a Markov chain is the
main result.
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Theorem 1.1. Define the rate function I : P(E)→ (−∞,∞] by
I(ν) := inf
q:νq=ν
∫
E
β(q(x), pi(x))ν(dx) = inf
q:νq=ν
βν2 (ν ⊗ q). (1.2)
Under condition (B.1), (B.2) and (T), the upper bound
lim sup
n→∞
1
n
ρn(nF ◦ Ln) ≤ sup
ν∈P(E)
(F (ν)− I(ν))
holds for all upper semi-continuous and bounded functions F : P(E)→ R.
Under condition (M.1), (M.2), (B.1) and (B.3), the lower bound
lim inf
n→∞
1
n
ρn(nF ◦ Ln) ≥ sup
ν∈P(E)
(F (ν)− I(ν))
holds for all F ∈ Cb(P(E)).
Intuition, applicability and difficulties in dealing with the above result are very similar to the
i.i.d. case and are described in detail in the introduction of [27]. The main differences for Markov
chains are conditions (B.1) and (B.2). To verify these conditions, one would ideally like to have a
better expression for β·2(·) than is given by the definition, which is often not trivial. In the applications
of this paper, the choices of β are convenient in this regard. Some of the applications pursued in the
i.i.d. case, e.g. [27, Chapter 4 and 6] appear more difficult to obtain for Markov chains. A thorough
analysis of the spectrum of applications of Theorem 1.1 is left open for now, as the goal in this regard
is rather to give a detailed account of the applications to robust Markov chains.
The following corollary complements Theorem 1.1.
Corollary 1.2. (a) If β·2(·) is lower semi-continuous, then I is lower semi-continuous. If β·2(·) is
convex, then I is convex.
(b) If the main Theorem 1.1 upper bound holds, and additionally I has compact sub-level sets, then
the main theorem upper bound extends to all functions F : P(E) → [−∞,∞) which are upper
semi-continuous and bounded from above.
1.2 Applications to robust Markov chains
In this paper, robustness broadly refers to uncertainty about the correct model specification of the
Markov chain. This type of uncertainty is often studied in terms of nonlinear expectations (see
e.g. [7, 28, 30, 31]) and distributional robustness (see e.g. [5, 17, 19, 21]). Here, the main point is to
take uncertainty with respect to the transition kernel pi into consideration. Conceptually, a robust
transition kernel is the following: If the Markov chain is in point x ∈ E, the next step of the Markov
chain is not necessarily determined by a fixed measure pi(x), but rather can be determined by any
measure pˆi ∈ P (x) ⊆ P(E). In our context, P (x) will be defined as a neighborhood of pi(x) with
respect to the first Wasserstein distance.
The existing literature on robust Markov chains focuses on finite state spaces, where transition
probabilities are uncertain in some convex and closed sets, usually expressed via matrix intervals. For
example [33] gives a good overview of the field. These are studied under the names of Markov set
chains (see e.g. [22, 23, 25]), imprecise Markov chains (see e.g. [10]), as well as Markov chains with
interval probabilities (see e.g. [32, 33]). While different types of laws of large numbers are studied
frequently, large deviations theory seems to be absent in the current literature on robust Markov
chains.
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In the following, the asymptotic behavior of such Markov chains is analyzed. The type of asymp-
totics studied are worst case behaviors over all possible distributions, in the sense of large deviations
probabilities (Theorem 1.3) and a law of large numbers (Theorem 1.4) of empirical measures of ro-
bust Markov chains. Worst case behavior for large deviations means that the slowest possible rate of
convergence to zero of a tail event is identified. For laws of large numbers, we give upper bounds - or
by changing signs lower bounds - for law of large number type limits.
Define the first Wasserstein distance dW on P(E) by
dW (µ, ν) = inf
τ∈Π(µ,ν)
∫
E
d(x, y)τ(dx, dy)
for µ, ν ∈ P(E), where Π(µ, ν) ⊆ P(E2) denotes the set of measures with first marginal µ and second
marginal ν. See for example [20] for an overview regarding the Wasserstein distance. In order to avoid
complications with respect to compatibility of weak convergence and Wasserstein distance, we assume
that E is compact for the applications.
Fix r ≥ 0. The set of possible joint distributions of the robust Markov chain up to step n is
characterized by Mn(pi0) ⊆ P(En) defined by
Mn(pi0) :={ν ∈ P(En) : dW (ν0,1, pi0) ≤ r and dW (νi,i+1(x1, ..., xi), pi(xi)) ≤ r ν-a.s. for i = 1, ..., n− 1}.
For technical reasons related to condition (B.3), we also consider the following modification
Mn(pi0) :={ν ∈Mn(pi0) : ν  pi0 ⊗ pi ⊗ ...⊗ pi}.
Both definitions above can of course be stated for arbitrary θ ∈ P(E) instead of pi0. We show that
β(ν, µ) := inf
µˆ∈M1(µ)
R(ν, µˆ)
satisfies the assumptions for the upper bound of Theorem 1.1 and
β(ν, µ) := inf
µˆ∈M1(µ)
R(ν, µˆ)
satisfies the assumptions for the lower bound of Theorem 1.1. In Lemma 3.1 and Lemma 3.6 we will
characterize βθn and β
θ
n
in terms of Mn(θ) and Mn(θ). Theorem 1.1 yields the following:
Theorem 1.3. Assume (E, d) is compact. Let β, β and Mn(θ), Mn(θ) for θ ∈ P(E) be given as
above. Let I and I denote the rate functions for β and β, as given by equation (1.2).
(a) If pi satisfies the Feller property, it holds for Borel sets A ⊆ P(E)
lim sup
n→∞
sup
µ∈Mn(pi0)
1
n
lnµ(Ln ∈ A¯) ≤ − inf
ν∈A¯
I(ν).
(b) If pi satisfies (M), it holds for Borel sets A ⊆ P(E)
lim inf
n→∞ supµ∈Mn(pi0)
1
n
lnµ(Ln ∈ A˚) ≥ − inf
ν∈A˚
I(ν).
For a (numerical) illustration of the above result, see Example 3.8. Among other things, the example
showcases that often, there is no difference between upper and lower bound, and thus the above
identifies precise asymptotic rates. Note that in finite state spaces one can guarantee Mn(θ) = Mn(θ)
by assuming pi(x)(y) > 0 for all x, y ∈ E.
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The following is the law of large numbers result for robust Markov chains, which is based on the
choices
β(µ, ν) :=
{
0, if dW (µ, ν) ≤ r,
∞, else,
β(µ, ν) :=
{
0, if dW (µ, ν) ≤ r and µ ν,
∞, else,
again for r ≥ 0 fix.
Theorem 1.4. Assume (E, d) is compact. Let Mn(θ),Mn(θ) for θ ∈ P(E) be given as above.
(a) If pi satisfies the Feller property, it holds for all F : P(E) → [−∞,∞) which are upper semi-
continuous and bounded from above
lim sup
n→∞
sup
µ∈Mn(pi0)
∫
En
F ◦ Lndµ ≤ sup
ν∈P(E):
∃q,νq=ν:ν⊗q∈M2(ν)
F (ν).
(b) If pi satisfies (M), it holds for all F ∈ Cb(P(E))
lim inf
n→∞ supµ∈Mn(pi0)
∫
En
F ◦ Lndµ ≥ sup
ν∈P(E):
∃q,νq=ν:ν⊗q∈M2(ν)
F (ν).
This result is easiest interpreted by looking at the case r = 0. If both upper and lower bound hold,
the above states
pin ◦ L−1n w→ δµ∗ ∈ P(P(E)),
where µ∗ is the unique invariant measure under the Markov chain transition kernel pi, which - under
condition (M) - always exists.
Specifically, the choices F (ν) :=
∫
E
fdν for f ∈ Cb(E) in the above can be interpreted as a robust
Cesa`ro limit of a Markov chain. Indeed, for r = 0, this yields
lim
n→∞
1
n
n∑
i=1
pi0pi
(i−1) w→ µ∗.
For r > 0 however, we get a result which strongly resembles e.g. [22, Theorem 4.1], but in a more
general state space.
1.2.1 Generalizations and relation to the literature
In this paper robustness is modeled via the first Wasserstein distance because it is both tractable
and frequently used. Nevertheless, the question arises whether the presented approach can be applied
more generally, specifically related to the existing literature in finite state spaces. This section roughly
outlines potential extensions.
In the existing literature regarding robust Markov chains in finite state spaces - where we mainly
refer to [22, 33] as references - the starting point is a robust transition kernel P : E → 2P(E) satisfying
certain convexity and closedness conditions. For our approach however, one starts with both a tran-
sition kernel pi : E → P(E) and a mapping U : P(E) → 2P(E), with the relation of the approaches
being P = U ◦ pi.
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In the previous Section 1.2 we used U(µ) = {µˆ ∈ P(E) : dW (µ, µˆ) ≤ r}.3 In general, the following
conditions on U would allow for a similar type of proof of analogs of Theorem 1.3 and Theorem 1.4,
where the assumptions on E (compactness) and pi (Feller property and/or (M)) stay the same.
(1) µ ∈ U(µ) for all µ ∈ P(E).
(2) The graph of U , i.e. {(µ, µˆ) ∈ P(E)2 : µˆ ∈ U(µ)}, is closed and convex.
Here, (1) implies β(µ, µ) = 0 for all µ ∈ P(E). That the graph of U is convex implies condition (B.1),
see Lemma 3.2 and the subsequent paragraph, as well as Lemma 3.9. Closedness of the graph is used
to verify condition (B.2), see Lemma 3.3, 3.4 and 3.9. For the large deviations result, closedness of
the graph also guarantees a representation of βθn in terms of Mn(θ), see Lemma 3.1 and 3.6.
The assumption that E has to be compact can likely be loosened by assuming that U is compact
valued instead, even though an analog of Lemma 3.3 is then more difficult to obtain.
1.3 Structure of the paper
In the following Section 2, we prove Theorem 1.1 and Corollary 1.2. The method of proof is oriented
at [16, Chapter 8 and 9], while also using tools from convex duality and measurable selection. Section
2.1 gives results related to and the proof of the lower bound, Section 2.2 results related to and the
proof of the upper bound, and Section 2.3 the proof of Corollary 1.2.
In Section 3, we present in depth the applications to robust Markov chains. Aside from using
Theorem 1.1 and Corollary 1.2, Section 3 is self-contained, so readers who prefer to read Section 3
before Section 2 can easily do so. A large part of Section 3 is devoted to verify conditions (B.1) and
(B.2) for the different choices of β. Further, the obtained large deviations results are illustrated in
Example 3.8.
Many of the smaller results not listed in the introduction are interesting for their own sake,
e.g. Lemma 2.1, Lemma 2.2 and Lemma 3.3.
2 Proof of Theorem 1.1 and Corollary 1.2
2.1 Main Theorem Lower Bound
In this section, at some points it is necessary to evaluate ρθn at universally measurable functions, which
is still well defined. More precisely, upper semi-analytic functions are the object of interest, the reason
made obvious in Lemma 2.1. In particular, upper semi-analytic functions are universally measurable.
See e.g. [4, Chapter 7] for background.
2.1.1 Preliminary Results
Lemma 2.1. (See also [27, Prop. A.1]) For θ ∈ P(E), f ∈ Cb(En) and 0 < k < n it holds
ρθn(f) = ρ
θ
k(g),
where g : Ek → R is defined by
g(x1, ..., xk) = ρ
pi(xk)
n−k (f(x1, ..., xk, ·)).
Further, g is upper semi-analytic.
3The setting of Section 1.2 translates to β(ν, µ) = infµˆ∈U(µ)R(ν, µˆ) for large deviations results (Theorem 1.3) and
β(ν, µ) = ∞ · 1U(µ)C (ν) for law of large numbers results (Theorem 1.4). Further Mn(θ) = {µ ∈ P(En) : µ0,1 ∈
U(θ), µi,i+1(x1, ..., xi) ∈ U(pi(xi)) µ-a.s. for i = 1, ..., n− 1} for θ ∈ P(E).
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Proof. First, let ν ∈ P(Ek) and K : Ek → P(En−k) be a stochastic kernel. For notational purposes,
we write x¯ = (x1, ..., xk) for x1, ..., xk ∈ E and
K(x1, ..., xk) = K(x¯) = K
x¯.
Denote the decomposition of K x¯ in the usual way
K x¯ = K x¯0,1 ⊗K x¯1,2 ⊗ ...⊗K x¯n−k−1,n−k.
For the decompositions of ν and ν ⊗K the trivial ν ⊗K-almost sure equalities hold
νi,i+1(x1, ..., xi) = (ν ⊗K)i,i+1(x1, ..., xi) for i = 0, ..., k − 1,
K x¯i,i+1(xk+1, ..., xk+i) = (ν ⊗K)k+i,k+i+1(x1, ..., xk+i) for i = 0, ..., n− k − 1.
Hence
βθk (ν) +
∫
Ek
β
pi(xk)
n−k
(
K x¯
)
ν (dx1, ..., dxk)
=
∫
En
β (ν0,1, θ) +
(
k−1∑
i=1
β (νi,i+1 (x1, ..., xi) , pi (xi))
)
+ β
(
K x¯0,1, pi (xk)
)
+
(
n−k−1∑
i=1
β
(
K x¯i,i+1 (xk+1, ..., xk+i) , pi (xk+i)
))
K x¯ (dxk+1, ..., dxn) ν (dx1, ..., dxk)
= βθn (ν ⊗K) .
Using the above and a standard measurable selection argument [4, Proposition 7.50] we get
ρθk(g)
= sup
ν∈P(Ek)
(∫
Ek
gdν − βθk(ν)
)
= sup
ν∈P(Ek)
(∫
Ek
sup
µ∈P(En−k)
(∫
En−k
f(x1, ..., xn)µ(dxk+1, ..., dxn)− βpi(xk)n−k (µ)
)
ν(dx1, ..., dxk)− βθk(ν)
)
= sup
ν∈P(Ek)
sup
K:Ek→P(En−k),
K Borel
(∫
En
fdν ⊗K − βνn(ν ⊗K)
)
= ρθn(f).
That g is upper semi-analytic can be shown as follows: Both mappings
(xk, ν) 7→ −βpi(xk)n−k (ν),
(x1, ..., xk, ν) 7→
∫
En−k
f(x1, ..., xk, ·)dν
are upper semi-analytic by [4, Prop. 7.48], where for the first mapping we implicitly have to use [4,
Prop 7.27] as mentioned after the definition of β·n(·). The sum of these mappings is therefore still
upper semi-analytic (see e.g. [4, Lemma 7.30 (4)]) and hence by [4, Prop. 7.47] we get that g is upper
semi-analytic.
Lemma 2.2. Under condition (B.3), for all θ ∈ P(E) and f ∈ Cb(En) it holds
ρθn(f) ≥
∫
E
ρδxn (f)θ(dx).
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Proof. Let f ∈ Cb(En). By condition (B.3), it holds for all x ∈ E
ρδxn (f) = sup
ν∈P(En)
(∫
En
fdν − βδxn (ν)
)
= sup
ν∈P(En):
ν0,1=δx
(∫
En
fdν − βδxn (ν)
)
= sup
ν∈P(En−1)
(∫
En
fd(δx ⊗ ν)− βδxn (δx ⊗ ν)
)
.
Hence we get for θ ∈ P(E)∫
E
ρ
δx1
n (f)θ(dx1)
=
∫
E
sup
ν∈P(En−1)
(∫
En
fd(δx1 ⊗ ν)− βδx1n (δx1 ⊗ ν)
)
θ(dx1)
=
∫
E
sup
ν∈P(En−1)
(∫
En−1
f(x1, ·)dν −
∫
En−1
n∑
k=2
β(νk−2,k−1(x2, ..., xk−1), pi(xk−1)ν(dx2, ..., dxn)
)
θ(dx1)
(∗)
= sup
K:E→P(En−1)
KBorel
(∫
En
fdθ ⊗K − βθn(θ ⊗K)
)
≤ sup
ν∈P(En)
(∫
En
fdν − βθn(ν)
)
= ρθn(f).
Here, (∗) follows by a standard measurable selection argument, e.g. [4, Proposition 7.50].
Lemma 2.3. Let (Xi)i∈N be an E-valued sequence of random variables such that limn→∞ 1n
∑n
i=1 F (Xi) =
E[F (X1)] holds almost surely for all F ∈ Cb(E). Let ν(n) = P ◦ (X1, ..., Xn)−1 be the distribution of
(X1, ..., Xn) for n ∈ N. Then ν(n) ◦ L−1n w→ δν(1) .
Proof. (E, d) admits an equivalent metric m such that the space of uniformly continuous and bounded
functions with respect to this metric Ub(E,m) is separable with respect to the uniform metric, see
e.g. Lemma 3.1.4 in [34].4 Choose a countable, dense subset A ⊆ Ub(E,m). By assumption and since
A is countable, we can choose a null set N ⊆ Ω such that for all ω ∈ NC
∀F ∈ A : lim
n→∞
∫
E
FdLn(X1(ω), ..., Xn(ω)) = lim
n→∞
1
n
n∑
i=1
F (Xi(ω)) = E[F (X1)] =
∫
E
Fdν(1).
Let F ∈ Ub(E,m) and choose (Fi)i∈N ⊆ A such that limi→∞ supx∈E |Fi(x) − F (x)| = 0. For all
i, n ∈ N, ω ∈ NC , it holds∣∣∣∣∫
E
FdLn(X1(ω), ..., Xn(ω))−
∫
E
Fdν(1)
∣∣∣∣
≤
∣∣∣∣∫
E
(F − Fi)dLn(X1(ω), ..., Xn(ω))
∣∣∣∣+ ∣∣∣∣∫
E
(Fi − F )dν(1)
∣∣∣∣
+
∣∣∣∣∫
E
FidLn(X1(ω), ..., Xn(ω))−
∫
E
Fidν
(1)
∣∣∣∣ .
4Two metrics are equivalent if they generate the same topology. The uniform metric mˆ on Ub(E,m) is given by
mˆ(f1, f2) := supx∈E |f1(x)− f2(x)|.
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This yields for all ω ∈ NC
lim
n→∞
∫
E
FdLn(X1(ω), ..., Xn(ω)) =
∫
E
Fdν(1).
So Ln(X1, ..., Xn)
w→ ν(1) holds P-a.s.5 Hence, for f ∈ Cb(P(E)) it holds f(Ln(X1, ...Xn))→ f(ν(1))
P-a.s. by continuity of f and thus by dominated convergence∫
P(E)
fd(ν(n) ◦ L−1n ) =
∫
En
f(Ln)dν
(n)
=
∫
Ω
f(Ln(X1, ..., Xn))dP
→
∫
Ω
f(ν(1))dP
= f(ν(1)) =
∫
P(E)
fdδν(1) .
For the following results, note that under condition (M), pi has a unique invariant measure, which
we denote by µ∗, see Lemma 8.6.2. (a) of [16].
Lemma 2.4 (Lemma 8.6.2. (b) of [16]). Let (M) be satisfied. Let A ⊆ E be a Borel set such that
pi(l0)(x0, A) > 0 for some x0 ∈ E. Then µ∗(A) > 0, where µ∗ is the unique invariant measure under
pi.
Lemma 2.5 (Adapted version of Lemma 8.6.2. (c) of [16]). Let (M) and (B.3) be satisfied. Let
ν ∈ P(E) satisfy βν2 (ν ⊗ p) < ∞ for some stochastic kernel p on E such that νp = ν. Then it holds
ν  µ∗, where µ∗ is the unique invariant measure under pi.
Proof. Let Ω0 ⊆ E be a Borel set such that ν(Ω0) = 1 and p(x) pi(x) for all x ∈ Ω0, which we can
choose by (B.3) and since βν2 (ν⊗p) <∞. Define p˜(x) := 1Ω0(x)p(x)+1ΩC0 (x)pi(x). Since p˜(x) pi(x)
for all x ∈ E, we have p˜(l0)(x) pi(l0)(x) for all x ∈ E, where l0 is the constant from condition (M.1).
Now choose a Borel set A ⊆ E such that ν(A) > 0. By iterating νp˜ = ν, we get a Borel set B ⊆ E
with ν(B) > 0 and p˜(l0)(x,A) > 0 for all x ∈ B. Hence pi(l0)(x,A) > 0 for all x ∈ B and by Lemma
2.4 therefore µ∗(A) > 0.
2.1.2 Proof of Theorem 1.1 Lower Bound
Let F ∈ Cb(P(E)) and ε > 0 be fix. We have to show
lim inf
n→∞
1
n
ρn(nF ◦ Ln) ≥ sup
ν∈P(E)
(F (ν)− I(ν))− 4ε. (2.3)
We do this by showing every subsequence has a further subsequence which satisfies this inequality.
So we fix a subsequence and relabel it by n ∈ N. Labeling subsequences by the same index as the
original sequence will be a common practice throughout the remainder of the paper.
Outline of the proof:
5Note that we first get weak convergence with respect to the equivalent metric m. But since weak convergence under
equivalent metrics is the same, this carries over to the metric d.
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First, we show that there exists a Borel set Φ ⊆ E such that pi(l0)(y,Φ) = 1 for all y ∈ E, and for
all x ∈ Φ it holds
lim inf
n→∞
1
n
ρδxn−l0(nF ◦ Ln(x1, ..., xl0)) ≥ sup
ν∈P(E)
(F (ν)− I(ν))− 3ε (2.4)
for all x1, ..., xl0 ∈ E and a further subsequence (the same subsequence for all x1, ..., xl0). This
subsequence then remains fix for the rest of the proof and is again labeled by n ∈ N.
The next step is to use Lemma 2.1, i.e. for all f ∈ Cb(En)
ρn(f) = ρl0((x1, ..., xl0) 7→ ρpi(xl0 )n−l0 (f(x1, ..., xl0 , ·)),
where l0 is the constant from condition (M.1). This is used together with Lemma 2.2, i.e. for all
f ∈ Cb(En) and θ ∈ P(E)
ρθn(f) ≥
∫
E
ρδxn (f)θ(dx).
We then use these two results to show
ρn(nF ◦ Ln) ≥ ρl0(gn), (2.5)
where
gn(x1, ..., xl0) =
∫
Φ
ρδxn−l0(nF ◦ Ln(x1, ..., xl0 , ·))pi(l0)(xl0 , dx).
We conclude by combining the first limit result (2.4) and inequality (2.5), which works by Fatou’s
Lemma, using monotonicity of ρn and the fact that ρn(c) ≥ c for all c ∈ R.
First Step: We show (2.4) for all x ∈ Φ and x1, ..., xl0 ∈ E, where Φ and the required further
subsequence is specified later.
We can without loss of generality choose ν0 ∈ P(E) such that
−∞ < sup
ν∈P(E)
(F (ν)− I(ν)) ≤ F (ν0)− I(ν0) + ε <∞,
since if the supremum equals −∞, there is nothing to show. Then
inf
q:ν0q=ν0
∫
E
β(q(x), pi(x))ν0(dx) = I(ν0) <∞.
Choose a stochastic kernel p on E such that
∞ > I(ν0) + ε ≥
∫
E
β(p(x), pi(x))ν0(dx) = β
ν0
2 (ν0 ⊗ p).
By (B.3), we can choose a Borel set N ⊆ E with ν0(N) = 0 such that p(x)  pi(x) for all x ∈ NC .
Define the stochastic kernel p0 on E by p0(x) := 1N (x)pi(x) + 1NC (x)p(x) for x ∈ E and find that
∞ > I(ν0) + ε ≥ βν02 (ν0 ⊗ p) = βν02 (ν0 ⊗ p0).
It holds p0(x)  pi(x) for all x ∈ E. Next, we will replace ν0 and p0 by ν1 and p1, such that
F (ν1) + β
ν1
2 (ν1 ⊗ p1) ≥ F (ν0) + βν02 (ν0 ⊗ p0)− 2ε and additionally p1 is point-wise equivalent to pi.
By Condition (M.1) and (M.2), pi has a unique invariant measure, denoted by µ∗ (See Lemma
8.6.2. (a) of [16]). By lower boundedness of β we can choose κ0 ∈ (0, 1) such that
(1− κ0)βν02 (ν0 ⊗ p0) ≤ βν02 (ν0 ⊗ p0) + ε.
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By continuity of F , we can further choose κ1 > 0 such that for all 0 ≤ κˆ ≤ κ1
F ((1− κˆ)ν0 + κˆµ∗) ≥ F (ν0)− ε.
Choose κ := min{κ1, κ2} and define ν1 := (1− κ)ν0 + κµ∗ and
p1(x) =
dν0
dν1
(x)(1− κ)p0(x) + dµ
∗
dν1
(x)κpi(x).
Then one quickly checks ν1 ⊗ p1 = (1− κ)(ν0 ⊗ p0) + κ(µ∗ ⊗ pi). By convexity of β·2(·)
βν12 (ν1 ⊗ p1) ≤ (1− κ)βν02 (ν0 ⊗ p0) + κβµ
∗
2 (µ
∗ ⊗ pi) ≤ βν02 (ν0 ⊗ p0) + ε.
and thus
F (ν1) + β
ν1
2 (ν1 ⊗ p1) ≥ F (ν0) + βν02 (ν0 ⊗ p0)− 2ε.
Since βν12 (ν1 ⊗ p1) <∞, without loss of generality p1(x) pi(x) for all x ∈ E. By Lemma 2.5 (which
yields ν1  µ∗, and hence dµ
∗
dν1
(x) > 0 for ν1-almost all x ∈ E) and by construction of p1, it also holds
pi(x) p1(x), again without loss of generality for all x ∈ E.
So p1 also satisfies (M.1), as every kernel which is point-wise equivalent to pi satisfies (M.1), notably
with the same constants l0 and n0.
It follows that the Markov chain with initial distribution ν1 and transition kernel p1 is ergodic (See
Lemma 8.6.2. (a) of [16]). The point-wise Ergodic Theorem6 yields that the sequence
(µ(n))n∈N := (ν1 ⊗
(
n−1⊗
i=1
p1
)
)n∈N
satisfies the conditions for Lemma 2.3 and thus µ(n) ◦ L−1n w→ δν1 . This yields
lim
n→∞
∫
En
|F ◦ Ln − F (ν1)| dµ(n) = lim
n→∞
∫
P(E)
|F − F (ν1)| dµ(n) ◦ L−1n = 0. (2.6)
Let (Xn)n∈N be a sequence of E-valued random variables such that (X1, ..., Xn) ∼ µ(n) for all n ∈ N.
We see
E [β(p1(X1), pi(X1))] = βν12 (ν1 ⊗ p1),
E [|β(p1(X1), pi(X1))|] ≤
∣∣∣∣ minx∈P(E)2 β(x)
∣∣∣∣+ βν12 (ν1 ⊗ p1) <∞
and thus by the L1-ergodic theorem
6:
lim
n→∞E
[∣∣∣∣∣ 1n
n−1∑
i=1
β(p1(Xi), pi(Xi))− βν12 (ν1 ⊗ p1)
∣∣∣∣∣
]
= 0 (2.7)
⇔ lim
n→∞
∫
En
∣∣∣∣∣ 1n
n−1∑
i=1
β(p1(xi), pi(xi))− βν12 (ν1 ⊗ p1)
∣∣∣∣∣µ(n)(dx1, ..., dxn) = 0. (2.8)
For θ ∈ P(E) and a stochastic kernel q : E → P(E) we define
(µ(θ,q,n))n∈N := (θ ⊗
(
n−1⊗
i=1
q
)
)n∈N.
6On both Ergodic Theorems used, see Appendix A.4 of [16] or references therein, i.e. [6, Corollaries 6.23 and 6.25.]
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By the above limits (2.6) and (2.8) and by the fact that L1-convergence implies almost-sure con-
vergence of a subsequence, we can choose a Borel set Φ ⊆ E, ν1(Φ) = 1 such that for all x ∈ Φ and a
subsequence (again labeled by n ∈ N) it holds
lim
n→∞
∫
En
|F ◦ Ln − F (ν1)|µ(δx,p1,n) = 0, (2.9)
and
lim
n→∞
∫
En
∣∣∣∣∣ 1n
n−1∑
i=1
β(p1(xi), pi(xi))− βν12 (ν1 ⊗ p1)
∣∣∣∣∣µ(δx,p1,n)(dx1, ..., dxn) = 0, (2.10)
⇒ lim
n→∞β
δx
n (µ
(δx,p1,n)) = βν12 (ν1 ⊗ p1). (2.11)
Since ν1 and µ
∗ are equivalent by Lemma 2.4, µ∗(Φ) = 1. Since µ∗(Φ) = 1, it holds pi(l0)(Φ) = 1, as
otherwise Lemma 2.4 would imply µ∗(ΦC) > 0. So we found the set Φ mentioned at the beginning of
the proof and the required subsequence. It remains to show (2.4) for all x ∈ Φ and x1, ..., xl0 ∈ E.
Let x1, ..., xl0 ∈ E. By (2.9), dominated convergence and the triangle inequality, it holds∫
En−l0
|F ◦ Ln(x1, ..., xn)− F (ν1)|µ(δx,p1,n−l0)(dxl0+1, ..., dxn)
≤
∫
En−l0
|F ◦ Ln(x1, ..., xn)− F ◦ Ln−l0(xl0+1, ..., xn)|µ(δx,p1,n−l0)(dxl0+1, ..., dxn)
+
∫
En−l0
|F ◦ Ln−l0(xl0+1, ..., xn)− F (ν1)|µ(δx,p1,n−l0)(dxl0+1, ..., dxn)
→ 0,
since F is continuous and ‖Ln(x1, ..., xl0 , ·) − Ln−l0‖v ≤ 2l0/n → 0, where ‖ · ‖v denotes the total
variation norm. Thus∫
En−l0
F ◦ Ln(x1, ..., xn)µ(δx,p1,n−l0)(dxl0+1, ..., dxn)→ F (ν1). (2.12)
Finally, it follows
lim inf
n→∞
1
n
ρδxn−l0(nF ◦ Ln−l0(x1, ...xl0 , ·))
= lim inf
n→∞ supν∈P(En−l0 )
(∫
En−l0
F ◦ Ln(x1, ..., xn)ν(dxl0+1, ..., dxn)− βδxn−l0(ν)
)
≥ lim inf
n→∞
(∫
En−l0
F ◦ Ln(x1, ..., xn)µ(δx,p1,n−l0)(dxl0+1, ..., dxn)− βδxn−l0(µ(δx,p1,n−l0))
)
= F (ν1)− βν12 (ν1 ⊗ p1)
≥ sup
ν∈P(E)
(F (ν)− I(ν))− 3ε.
Second Step: First, define gn : E
l0 → R for n > l0 by
gn(x1, ..., xl0) =
∫
Φ
ρδxn−l0(nF ◦ Ln(x1, ..., xl0 , ·))pi(xl0 , dx).
Then gn is upper semi-analytic, since (x, x1, ..., xl0) 7→ ρδxn−l0(nF ◦ Ln(x1, ..., xl0 , ·)) is (by [4, Prop.
7.47 and 7.48], see also Lemma 2.1) and thus gn is as well (by [4, Prop. 7.48]).
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By Fatou’s Lemma (applicable since | 1nρδxn (nF ◦ Ln)| ≥ −‖F‖∞), for all x1, ..., xl0 ∈ E, it holds
lim inf
n→∞
1
n
gn(x1, ..., xn) ≥
∫
Φ
lim inf
n→∞
1
n
ρδxn−l0(nF ◦Ln(x1, ..., xl0 , ·))pi(xl0 , dx) ≥ sup
ν∈P(E)
(F (ν)−I(ν))−3ε.
We define the sets
Ωn :=
{
(x1, ..., xl0) ∈ El0 :
1
n
gj(x1, ..., xl0) ≥ sup
ν∈P(E)
(F (ν)− I(ν))− 4ε for all j ≥ n
}
for n ∈ N, which are universally measurable and satisfy Ω1 ⊆ Ω2 ⊆ Ω3... and ∪∞i=1Ωi = El0 . For
n ∈ N let pn := µpi0,pi,l0(Ωn). Then by continuity from below it holds pn → 1 for n→∞. We have by
Lemma 2.2, Lemma 2.1 and monotonicity of ρl0
lim inf
n→∞
1
n
ρn(nF ◦ Ln) ≥ lim inf
n→∞
1
n
ρl0(gn)
≥ lim inf
n→∞
1
n
ρl0(1Ωnn( sup
ν∈P(E)
(F (ν)− I(ν))− 4ε)− 1ΩCn n‖F‖∞)
≥ lim inf
n→∞
(
pn
(
sup
ν∈P(E)
(F (ν)− I(ν))− 4ε
)
− (1− pn)‖F‖∞
)
= sup
ν∈P(E)
(F (ν)− I(ν))− 4ε,
where the last inequality uses β(ν, ν) = 0 for all ν ∈ P(E).
2.2 Main Theorem Upper Bound
2.2.1 Preliminary Results
Lemma 2.6. Let Eˆ be another Polish space, (Xn)n∈N be an E-valued sequence of random variables
and (Yn)n∈N be a Eˆ-valued sequence of random variables. If both (Xn)n∈N and (Yn)n∈N are tight, then
((Xn, Yn))n∈N is also tight.
Proof. Let ε > 0 and choose A ⊆ E and B ⊆ Eˆ both compact such that
P(Xn ∈ A) ≥ 1− ε
P(Yn ∈ B) ≥ 1− ε
holds for all n ∈ N. Then A×B is compact in E × Eˆ, and
P((Xn, Yn) ∈ A×B) = P(Xn ∈ A)− P((Xn, Yn) ∈ A×BC) ≥ P(Xn ∈ A)− P(Yn ∈ BC) ≥ 1− 2ε.
The following theorem is essential for the proof the upper bound. It is based on Proposition 8.2.5
and Theorem 8.2.8 in [16].
Theorem 2.7. Assume (T) and let (µ(n))n∈N ⊆ P(En) be a sequence of measures such that
sup
n∈N
1
n
βpi0n (µ
(n)) <∞.
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For n ∈ N, let Xn = (Xn,1, ..., Xn,n) be En-valued random variables with distribution µ(n). Define the
sequence of P(E × E)-valued random variables (γn)n∈N by
γn−1 :=
1
n− 1
n−1∑
i=1
δXn,i ⊗ µ(n)i,i+1(Xn,1, ..., Xn,i).
It holds:
(i) (γn)n∈N is tight.
(ii) For every convergent (in distribution) subsequence of (γn)n∈N, there exists a probability space
(Ω¯, F¯ , P¯), such that on this space, there exist random variables γ¯n ∼ γn and γ¯ ∼ γ with γ¯n w→ γ¯
P¯-a.s.. Further, γ¯(1) = γ¯(2) P¯-a.s., where γ¯(1) and γ¯(2) are the first and second marginals of γ¯.
Proof. For the proof of (i), there is nothing to show if (T.1’) holds. So we only consider the case that
(T.1) holds. Define the sequence of first marginals (L˜n)n∈N := (γ
(1)
n )n∈N. We first show that (L˜n)n∈N
is tight. The idea is to use (T.1) which yields a tightness function c on E defined by
c(x) := U(x)− ρpi(x)(U),
and thus a tightness function G on P(E) defined by
G(θ) :=
∫
E
cdθ,
where we refer to Appendix A.3.17 of [16] and the preceding definition, as well as Lemma 8.2.4 of [16]
for properties of a tightness function. In the following, we show that E
[∫
E
cdL˜n
]
≤ K ∈ R uniformly
in n ∈ N, which is sufficient to yield the claim since
E
[∫
E
cdL˜n
]
=
∫
P(E)
(∫
E
cdθ
)
P ◦ L˜−1n (dθ)
and the set {Q ∈ P(P(E)) : ∫P(E)G(θ)Q(dθ) ≤M} is tight for every M ∈ R by Lemma 8.2.4 of [16].
In a first step, we assume that U is bounded. Then for all x ∈ E, by definition of ρpi(x), it holds
∀ν ∈ P(E) : β(ν, pi(x)) ≥
∫
E
Udν − ρpi(x)(U). (2.13)
For i ∈ {1, 2, ..., n − 1}, µ(n)i,i+1(Xn,1, ..., Xn,i) is a regular conditional distribution of Xn,i+1 given
σ(Xn,1, ..., Xn,i) and therefore
E[U(Xn,i+1)|Xn,1, ..., Xn,i] =
∫
E
Udµ
(n)
i,i+1(Xn,1, ..., Xn,i).
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We calculate
E[U(Xn,i+1)− U(Xn,i)] = E [E[U(Xn,i+1)|Xn,1, ..., Xn,i]− U(Xn,i)]
= E
[∫
E
Udµ
(n)
i,i+1(Xn,1, ..., Xn,i)− U(Xn,i)
]
= E
[∫
E
Udµ
(n)
i,i+1(Xn,1, ..., Xn,i)− ρpi(Xn,i)
]
+ E
[
ρpi(Xn,i) − U(Xn,i)
]
(2.13)
≤ E
[
β(µ
(n)
i+1,i(Xn,1, ..., Xn,i), pi(Xn,i))
]
− E [c(Xn,i)]
7See for example [15] Theorem 10.2.5., where we used that U is bounded.
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Summing the above inequalities over i ∈ {1, 2, ..., n− 1} gives
E [U(Xn,n)− U(Xn,1)] ≤
n−1∑
i=1
(
E
[
β(µ
(n)
i,i+1(Xn,1, ..., Xn,i), pi(Xn,i))
]
− E [c(Xn,i)]
)
⇒
n−1∑
i=1
E [c(Xn,i)] ≤ E [U(Xn,1)] +
n−1∑
i=1
E
[
β(µ
(n)
i,i+1(Xn,1, ..., Xn,i), pi(Xn,i))
]
,
where E[U(Xn,n)] ≥ 0 is used. Dividing the above inequality by (n− 1), one obtains
E
[∫
E
cdL˜n−1
]
=
1
n− 1
n−1∑
i=1
E[c(Xn,i)]
≤ 1
n− 1
(
E [U(Xn,1)] +
n−1∑
i=1
E
[
β(µ
(n)
i,i+1(Xn,1, ..., Xn,i), pi(Xn,i))
])
≤ 1
n− 1
(
β(µ
(n)
0,1 , pi0) + ρ
pi0(U) +
n−1∑
i=1
E
[
β(µ
(n)
i,i+1(Xn,1, ..., Xn,i), pi(Xn,i))
])
=
1
n− 1β
pi0
n (µ
(n)) +
1
n− 1ρ
pi0(U).
The last term of the above inequality chain is uniformly bounded for all n ≥ 2 by assumption and
part (c) of (T.1), and we denote this bound by K ∈ R.
Now, let us show the above for unbounded U. Let Uk := U ∧ k (for k ∈ N) and ck(x) := Uk(x) −
ρpi(x)(Uk). We have shown
E
[∫
E
ckdL˜n−1
]
≤ 1
n− 1β
pi0
n (µ
(n)) +
1
n− 1ρ
pi0(Uk) ≤ 1
n− 1β
pi0
n (µ
(n)) +
1
n− 1ρ
pi0(U).
One quickly verifies that ck ≥ c ∧
(
infτ∈P(E)2 β(τ)
)
,8 which is bounded below by a constant by lower
boundedness of β and (T.1). Further for all x ∈ E, it holds c(x) = limk→∞ ck(x) by monotone
convergence and therefore by Fatou’s Lemma
E
[∫
E
cdL˜n−1
]
≤ lim inf
k→∞
E
[∫
E
ckdL˜n−1
]
≤ 1
n− 1β
pi0
n (µ
(n)) +
1
n− 1ρ
pi0(U) ≤ K.
This shows (L˜n)n∈N is tight.
Next, we show that the sequence of second marginals of (γn)n∈N is tight, i.e. we prove tightness of
the sequence (γ
(2)
n )n∈N given by γ
(2)
n−1 =
1
n−1
∑n−1
i=1 µ
(n)
i,i+1(Xn,1, ..., Xn,i). This follows from
E
[∫
E
cdγ(2)n
]
=
1
n
n∑
i=1
E
[∫
E
cdµ
(n+1)
i,i+1 (Xn+1,1, ..., Xn+1,i)
]
(∗)
=
1
n
n∑
i=1
E
[
E
[
c(Xn+1,i)|Fn+1i
]]
=
1
n
n∑
i=1
E [c(Xn+1,i)]
= E
[∫
E
cdL˜n
]
≤ K,
8We separately look at the cases U(x) ≤ k and U(x) ≥ k. It holds ck(x) ≥ infτ∈P(E)2 β(τ), if U(x) ≥ k, and
ck(x) ≥ c(x), if U(x) ≤ k.
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where the last inequality is uniformly in n ∈ N as shown above. Note that while equality (∗) requires
integrability, we can circumvent this requirement by the same argumentation as above, in that we
first assume U to be bounded and use Fatou’s Lemma for the transition to the general case.
Tightness of (γn)n∈N now follows from tightness of the marginals (γ
(2)
n )n∈N and (L˜n)n∈N, see Lemma
2.6.
For part (ii), choose any subsequence still denoted by (γn)n∈N that converges in distribution, which
means there exists a P(E × E) valued random variable γ such that
P ◦ γ−1n w→ P ◦ γ−1.
With Skorohod’s representation theorem (see e.g. [18, Page 102]), we can go over to a probability
space (Ω¯, F¯ , P¯) such that on this space, there exist random variables γ¯n ∼ γn and γ¯ ∼ γ with γ¯n w→ γ¯
P¯-a.s..
It only remains to show that γ¯(1) = γ¯(2) holds P¯-a.s.. Since µ(n)i,i+1(Xn,1, ..., Xn,i) is a regular
conditional distribution of Xn,i+1 given Xn,1, ..., Xn,i, it holds
E
[(
f(Xn,i+1)−
∫
E
fdµ
(n)
i,i+1(Xn,1, ..., Xn,i)
) ∣∣∣∣ Xn,1, ..., Xn,i] = 0
for f ∈ Cb(E), n ∈ N, i ∈ {1, ..., n− 1}. That means the terms inside the expectation form (for fixed
n) a martingale difference sequence. For ease of notation, we write
an,i := f(Xn,i),
bn,i :=
∫
E
fdµ
(n)
i−1,i(Xn,1, ..., Xn,i−1).
and get for n ≥ 2,
E¯
[(∫
E
fdγ¯
(1)
n−1 −
∫
E
fdγ¯
(2)
n−1
)2]
= E
[(∫
E
fdγ
(1)
n−1 −
∫
E
fdγ
(2)
n−1
)2]
= E
( 1
n− 1
n−1∑
i=1
an,i − bn,i+1
)2
=
1
(n− 1)2E
((an,1 − bn,n) +(n−1∑
i=1
an,i − bn,i
))2
=
1
(n− 1)2E
[
(an,1 − bn,n)2 + 2(an,1 − bn,n)
(
n−1∑
i=1
an,i − bn,i
)
+
(
n−1∑
i=1
(an,i − bn,i)2
)]
≤ 4 + 8(n− 1) + 4(n− 1)
(n− 1)2 ‖f‖
2
∞,
which converges to 0 for n→∞. By the triangle inequality
E¯
[(∫
E
fdγ¯(1) −
∫
E
fdγ¯(2)
)2]
= 0,
which implies
∫
E
fdγ¯(1) =
∫
E
fdγ¯(2) P¯-a.s. for every f ∈ Cb(E).
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By a similar separation argument as in Lemma 2.3, we see that P¯-a.s.
∀f ∈ Ub(E,m) :
∫
E
fdγ¯(1) =
∫
E
fdγ¯(2),
where m is an equivalent metric on E as given by [34, Lemma 3.1.4]. Since Ub(E,m) is measure
determining on (E, d) (see Appendix A.2.2 of [16]), we conclude γ¯(1) = γ¯(2) P¯-a.s..
2.2.2 Proof of Theorem 1.1 Upper Bound
Let F : P(E)→ R be bounded and upper semi-continuous. By definition
1
n
ρn(nF ◦ Ln) = sup
µ∈P(En)
(∫
En
F ◦ Lndµ− 1
n
βpi0n (µ)
)
.
Using the boundedness of F , the lower boundedness of β and the fact that β(ν, ν) = 0 for all ν ∈ P(E),
one verifies that the right-hand side in the above equation is bounded below by −‖F‖∞ and bounded
above by ‖F‖∞ + infτ∈P(E)2 |β(τ)|. Thus for each n ∈ N, we can choose µ(n) ∈ P(En) such that
1
n
ρn(nF ◦ Ln)− 1
n
≤
∫
En
F ◦ Lndµ(n) − 1
n
βpi0n (µ
(n)) (2.14)
and
sup
n∈N
1
n
βpi0n (µ
(n)) <∞.
The latter will be used to apply Theorem 2.7 in a few moments. First, we use β(ν, ν) = 0 for all
ν ∈ P(E) and convexity of β·2(·) to calculate
1
n
βpi0n (µ
(n))
=
1
n
β(µ
(n)
0,1 , pi0) +
1
n
n−1∑
i=1
∫
En
β(µ
(n)
i,i+1(x1, ..., xi), pi(xi))µ
(n)(dx1, ..., dxn)
=
1
n
βpi02 (µ
(n)
0,1 ⊗ pi) +
∫
En
1
n
n−1∑
i=1
β
δxi
2 (δxi ⊗ µ(n)i,i+1(x1, ..., xi))µ(n)(dx1, ..., dxn)
≥
∫
En
β
1
n (pi0+
∑n−1
i=1 δxi)
2
(
1
n
(
µ
(n)
0,1 ⊗ pi +
n−1∑
i=1
δxi ⊗ µ(n)i,i+1(x1, ..., xi)
))
µ(n)(dx1, ..., dxn),
(2.15)
where ⊗ denotes the product measure if both arguments are measures.
For n ∈ N, let Xn = (Xn,1, ..., Xn,n) be En-valued random variables with distribution µ(n). Define
the sequence of P(E × E)-valued random variables (γn)n∈N by
γn−1 :=
1
n− 1
n−1∑
i=1
δXn,i ⊗ µ(n)i,i+1(Xn,1, ..., Xn,i).
For any subsequence, Theorem 2.7 (i) yields a further subsequence (again labeled by n ∈ N and
fixed for the rest of the proof of the upper bound) such that (γn)n∈N converges in distribution. By
Theorem 2.7 (ii), there exists a probability space (Ω¯, F¯ , P¯), such that on this space, there exist random
variables γ¯n ∼ γn and γ¯ ∼ γ with γ¯n w→ γ¯ P¯-a.s.. Further, γ¯(1) = γ¯(2) P¯-a.s., where γ¯(1) and γ¯(2) are
the first and second marginals of γ¯.
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Define (L¯n)n∈N := (γ¯n,1)n∈N and L¯ := γ¯(1), and note L¯n
w→ L¯ P¯-a.s.. With these definitions, (2.14)
and (2.15), we get9
1
n
ρn(nF ◦ Ln)− 1
n
≤ E¯
[
F
(
n− 1
n
L¯n−1 +
1
n
δX¯n,n
)
− β
pi0
n +
n−1
n L¯n−1
2
(
µ
(n)
0,1 ⊗ pi
n
+
n− 1
n
γ¯n−1
)]
.
For ease of notation, define
tn,0 :=
n− 1
n
L¯n−1 +
1
n
δX¯n,n ,
tn,1 :=
pi0
n
+
n− 1
n
L¯n−1,
tn,2 :=
µ
(n)
0,1 ⊗ pi
n
+
n− 1
n
γ¯n−1.
and note that tn,0
w→ L¯, tn,1 w→ L¯ and tn,2 w→ γ¯, all P¯-a.s..
Therefore, by upper semi-continuity of F and −β·2(·), it holds
lim sup
n→∞
1
n
ρn(nF ◦ Ln) ≤ lim sup
n→∞
E¯
[
F (tn,0)− βtn,12 (tn,2)
]
≤ E¯
[
F ◦ L¯− βL¯2 (γ¯)
]
= E¯
[
F ◦ L¯−
∫
E
β(γ¯1,2(x), pi(x))L¯(dx)
]
≤ sup
ν∈P(E)
(
F (ν)− inf
q:νq=ν
∫
E
β(q(x), pi(x))ν(dx)
)
,
where the last inequality uses the fact that γ¯(1) = γ¯(2) holds P¯-a.s.. We have shown that every
subsequence has a further subsequence such that this inequality holds, which implies it also holds for
the whole sequence.
2.3 Proof of Corollary 1.2
Claim 1: If β·2(·) is lower semi-continuous, then I is lower semi-continuous. If β·2(·) is convex, then
I is convex.
Proof. Lower Semi-Continuity:
Let νn
w→ ν ∈ P(E). We have to show
lim inf
n→∞ I(νn) ≥ I(ν).
Note that I is bounded below. If the left hand side of the above inequality equals infinity, then there
is nothing to prove. So for any subsequence we can choose a further subsequence still denoted by
(νn)n∈N such that I(νn) <∞ for all n. Thus, we can choose stochastic kernels qn such that
βνn2 (νn ⊗ qn) ≤ I(νn) +
1
n
and νnqn = νn.
Since νnqn = νn and the sequence (νn)n∈N is tight by Prokhorov, the sequence (νn ⊗ qn)n∈N is tight
as well (see Lemma 2.6). We go over to a further subsequence still denoted by (νn⊗ qn)n∈N such that
9In the formula, Xn,n are (redefined) random variables on (Ω¯, F¯ , P¯) such that (Xn,n, γn−1) ∼ (X¯n,n, γ¯n−1) for all
n ∈ N.
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νn ⊗ qn → ν ⊗ q, where νq = ν follows by convergence of the marginals. By lower semi-continuity of
β·2(·)
lim inf
n→∞ I(νn) ≥ lim infn→∞ β
νn
2 (νn ⊗ qn)−
1
n
≥ βν2 (ν ⊗ q) ≥ I(ν).
Convexity:
Note I(ν) = infτ∈P(E2):
τ1=τ2=ν
βν2 (τ). Let ν1, ν2 ∈ P(E) and τ (1), τ (2) ∈ P(E2) with τ (1)1 = τ (1)2 =
ν1, τ
(2)
1 = τ
(2)
2 = ν2. Then
λβν12 (τ
(1)) + (1− λ)βν22 (τ (2)) ≥ βλν1+(1−λ)ν22 (λτ (1) + (1− λ)τ (2))
≥ inf
τ∈P(E2):
τ1=τ2=λν1+(1−λ)ν2
β
λν1+(1−λ)ν2
2 (τ) = I(λν1 + (1− λ)ν2).
Taking the infimum on the left hand side over all such τ (1) and τ (2) yields the claim.
Claim 2: If the main Theorem 1.1 upper bound holds, and additionally I has compact sub-level sets,
then the main theorem upper bound extends to all functions F : P(E) → [−∞,∞) which are upper
semi-continuous and bounded from above.
Proof. Let F : P(E) → [−∞,∞) be upper semi-continuous and bounded from above. Define Fm :=
−m ∨ F (m ∈ N). By assumption, for all m ∈ N,
lim inf
n→∞
1
n
ρn(nF ◦ Ln) ≤ lim inf
n→∞
1
n
ρn(nFm ◦ Ln) ≤ sup
ν∈P(E)
(Fm(ν)− I(ν)) ,
so it only remains to show that
lim sup
m→∞
Sm := lim sup
m→∞
sup
ν∈P(E)
(Fm(ν)− I(ν)) ≤ sup
ν∈P(E)
(F (ν)− I(ν)) =: S.
Sm are decreasing (for increasing m). If Sm → −∞, there is nothing to show. So assume Sm are
bounded below by C ∈ R. Choose νm ∈ P(E) such that
Fm(νm)− I(νm) ≥ Sm − 1
m
≥ C − 1.
So I(νm) are uniformly bounded. By compact sub-level sets of I, for any subsequence we can choose
a further subsequence still denoted by (νm)m∈N such that νm
w→ ν∞ for some ν∞ ∈ P(E). Then by
upper semi-continuity of F and −I,
lim sup
m→∞
Fm(νm)− I(νm) ≤ F (ν∞)− I(ν∞) ≤ S.
3 Applications to Robust Markov chains
3.1 Robust Large Deviations
In this section (E, d) is assumed to be compact. The main goal of this section is to show Theorem
1.3 and illustrate it in Example 3.8. To this end, we show the respective upper bound in Theorem 3.5
and the respective lower bound in Lemma 3.7. The intermediate results in this section are concerned
with representation formulas for the functionals βn (see Lemma 3.1 and 3.6) and the verification of
conditions (B.1) and (B.2) (see Lemma 3.2, 3.3 and 3.4).
20
In the following part leading up the Theorem 3.5, we assume that pi satisfies the Feller property.
We work with
β(ν, µ) := inf
µˆ:dW (µ,µˆ)≤r
R(ν, µˆ) = inf
µˆ∈M1(µ)
R(ν, µˆ)
for some r ≥ 0 fixed. Recall
Mn(θ) :={ν ∈ P(En) : dW (ν0,1, θ) ≤ r and dW (νi,i+1(x1, ..., xi), pi(xi)) ≤ r ν-a.s. for i = 1, ..., n− 1}.
To be precise, the above definition requires the condition dW (νi,i+1(x1, ..., xi), pi(xi)) ≤ r to hold
for ν-almost all (x1, ..., xn) ∈ En for every decomposition of ν, where the respective ν-null set may
depend on the given decomposition. Equivalently, the definition could state that there has to exist one
decomposition of ν such that this condition holds point-wise. That this notion is equivalent follows
by the fact that decompositions of ν are only unique up to ν-almost-sure equality.
Lemma 3.1. (See also [2, Lemma 4.4] and [27, Prop. 5.2]) For all n ∈ N, it holds
βθn(ν) = inf
µˆ∈Mn(θ)
R(ν, µˆ).
Proof. Fix θ ∈ P(E). Define the sets
Q0 := {µˆ ∈ P(E) : dW (µˆ, θ) ≤ r}
and for i = 1, ..., n− 1 and x1, ..., xi ∈ E
Qi(x1, ..., xi) := {µˆ ∈ P(E) : dW (µˆ, pi(xi)) ≤ r}.
We note that Mn(θ) = Q0 ⊗ Q1 ⊗ ... ⊗ Qn−1, where Q0 ⊗ Q1 ⊗ ... ⊗ Qn−1 is defined as the set of
measures µ = K0 ⊗K1 ⊗K2 ⊗ ... ⊗Kn−1 ∈ P(En), where µ0 ∈ K0 and Ki : Ei → P(E) are Borel
measurable kernels such that Ki(x1, ..., xi) ∈ Qi(x1, ..., xi) for µ-almost all x1, ..., xi. Since for all
i = 1, ..., n, the set {(x1, ..., xi, µˆ) ∈ Ei × P(E) : µˆ ∈ Qi(x1, ..., xi)} is trivially Borel, a measurable
selection argument (e.g. [4, Prop. 7.50]) yields for ν ∈ P(En)
inf
µˆ∈Mn(θ)
R(ν, µˆ) = inf
K0⊗...⊗Kn−1∈Q0⊗...⊗Qn−1
n−1∑
i=0
∫
En
R(νi,i+1(x1, ..., xi),Ki(x1, ..., xi))ν(dx1, ..., dxn)
(∗)
=
n−1∑
i=0
∫
En
inf
µˆ∈Qi(x1,...,xi)
R(νi,i+1(x1, ..., xi), µˆ)ν(dx1, ..., dxn)
= β(ν0,1, θ) +
n−1∑
i=1
∫
En
β(νi,i+1(x1, ..., xi), pi(xi))ν(dx1, ..., dxn)
= βθn(ν),
where rigorously step (∗) works inductively, see the proofs of [2, Lemma 4.4] and [27, Prop. 5.2].
Lemma 3.2. Let θ1, θ2 ∈ P(E), ν1 ∈M2(θ1), ν2 ∈M2(θ2) and λ ∈ (0, 1). Then
λν1 + (1− λ)ν2 ∈M2(λθ1 + (1− λ)θ2).
Proof. Write ν1 = µ1 ⊗K1 and ν2 = µ2 ⊗K2 for some µ1, µ2 ∈ P(E) and K1,K2 stochastic kernels
on E. Further, K1 and K2 are chosen such that dW (Ki(x), pi(x)) ≤ r for all x ∈ E and i ∈ {1, 2}. We
have the equality
λν1 + (1− λ)ν2 = (λµ1 + (1− λ)µ2)⊗K, (3.16)
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where K : E → P(E) is defined by
K(x) =
dµ1
d(λµ1 + (1− λ)µ2) (x)λK1(x) +
dµ2
d(λµ1 + (1− λ)µ2) (x)(1− λ)K2(x)
=: λxK1(x) + (1− λx)K2(x).
Equation 3.16 obviously holds for Borel sets of the form A × B ⊆ E2, which extends the equality to
arbitrary Borel sets by Carathe´odory. So K is a point-wise convex combination of K1 and K2. Since
for the first Wasserstein distance the Kantorovich duality (see e.g. [35, Chapter 5]) implies
dW (λµ1 + (1− λ)µ2, λθ1 + (1− λ)θ2) ≤ λdW (µ1, θ1) + (1− λ)dW (µ2, θ2) ≤ r
and for all x ∈ E
dW (λxK1(x) + (1− λx)K2(x), λxpi(x) + (1− λx)pi(x))
≤ λxdW (K1(x), pi(x)) + (1− λx)dW (K2(x), pi(x)) ≤ r,
the claim follows.
That β·2(·) is convex follows by the previous lemma and convexity of R(·, ·), since
β
λθ1+(1−λ)θ2
2 (λν1 + (1− λ) ν2) = inf
µˆ∈M2(λθ1+(1−λ)θ2)
R(λν1 + (1− λ)ν2, µˆ)
3.2≤ inf
µˆ1∈M2(θ1),µˆ2∈M2(θ2)
R(λν1 + (1− λ)ν2, λµˆ1 + (1− λ)µˆ2)
≤ inf
µˆ1∈M2(θ1),µˆ2∈M2(θ2)
λR(ν1, µˆ1) + (1− λ)R(ν2, µˆ2).
= λβθ12 (ν1) + (1− λ)βθ22 (ν2)
It remains to show that β·2(·) is lower semi-continuous. To this end, we first show the following
Lemma 3.3. If pi satisfies the Feller property, then M2(θ) is closed.
Proof. 10 Recall µ⊗K ∈M2(θ) if and only if both
dW (µ, θ) ≤ r, (3.17)
dW (K(x), pi(x)) ≤ r for µ-a.a. x ∈ E. (3.18)
Condition (3.17) is closed (obvious once it is rewritten by Kantorovich duality), so we focus on
condition (3.18). Since by assumption (E, d) is compact and thus totally bounded, the set of Lipschitz-
1 functions mapping E into R which are absolutely bounded by 1 (denoted by Lip1) is separable with
respect to the sup-norm (follows since the space of uniformly bounded and continuous functions is
separable and every subset of a separable metric space is again separable). We denote by {f1, f2, ...} ⊆
Lip1 a countable dense subset. Further we are going to use the fact that for bounded and measurable
functions h : E → R and ν ∈ P(E) it holds
(h ≥ 0 ν − a.s.)⇔
(
∀g ∈ Cb(E), g ≥ 0 :
∫
E
g(x)h(x)ν(dx) ≥ 0
)
,
which is true because E is a Polish space and thus the function 1A for the Borel set A := {h < 0}
can be approximated in L1(ν) by a sequence of non-negative, continuous and bounded functions.
10Thanks to Daniel Lacker for providing this proof.
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We can rewrite condition (3.18) as follows
dW (K(x), pi(x)) ≤ r for µ-a.a. x ∈ E
⇔
(
∀f ∈ Lip1 :
∫
E
fdK(x)−
∫
E
fdpi(x) ≤ r
)
for µ-a.a. x ∈ E
⇔
(
∀i ∈ N :
∫
E
fidK(x)−
∫
E
fidpi(x) ≤ r
)
for µ-a.a. x ∈ E
⇔
(
∀i ∈ N,∀g ∈ Cb(E), g ≥ 0 :
∫
E
g(x)
(∫
E
fi(y)K(x, dy)−
∫
E
fi(y)pi(x, dy)− r
)
ν(dx) ≤ 0
)
⇔
(
∀i ∈ N,∀g ∈ Cb(E), g ≥ 0 :
∫
E2
g(x)fi(y)ν ⊗K(dx, dy)−
∫
E
g(x)
(∫
E
fidpi(x)− r
)
ν(dx) ≤ 0
)
and the last line expresses a closed condition if pi satisfies the Feller property, which guarantees that
x 7→ ∫
E
fdpi(x) is continuous for all f ∈ Cb(E).
Lemma 3.4. β·2(·) is lower semi-continuous.
Proof. Let (θn, νn)
w→ (θ, ν) ∈ P(E)× P(E2) as n→∞. We have to show that
lim inf
n→∞ β
θn
2 (νn) ≥ βθ2(ν),
which is done by choosing an arbitrary subsequence and showing there exists a further subsequence
such that the inequality holds. So we start with a subsequence still denoted by (θn, νn)n∈N. Let
µˆn ∈M2(θn) such that
βθn2 (νn) ≥ R(νn, µˆn)−
1
n
and choose a further subsequence still denoted by (θn, νn)n∈N such that dW (θn, θ) ≤ 1n and µˆn con-
verges weakly to some µˆ ∈ P(E2). We show that µˆ ∈M2(θ). To this end, define
Mr,n2 (θ) :=
{
µ⊗K ∈ P(E2) : dW (µ, θ) ≤ r + 1
n
, dW (K(x), pi(x)) ≤ r for µ-a.a. x ∈ E
}
,
which is closed, as the proof of the previous lemma trivially carries over to this set. We see that
µˆm ∈ Mr,n2 (θ) for all m ≥ n, and therefore µˆ ∈ Mr,n2 (θ) for all n ∈ N, which yields µˆ ∈ M2(θ).
Finally, we get by lower semi-continuity of R(·, ·)
lim inf
n→∞ β
θn
2 (νn) ≥ lim infn→∞ R(νn, µˆn) ≥ R(ν, µˆ) ≥ infµ∈M2(θ)R(ν, µ) = β
θ
2(ν).
The rate function I corresponding to the choice of β as defined at the beginning of the section is
given by
I(ν) := inf
q:νq=ν
∫
E
inf
Kx∈M(pi(x))
R(q(x),Kx)ν(dx)
for ν ∈ P(E). Using the above observations to apply the main theorem, we get the following:
Theorem 3.5. For all functions F : P(E)→ [−∞,∞) which are upper semi-continuous and bounded
from above it holds
lim sup
n→∞
sup
µ∈Mn(pi0)
1
n
ln
∫
En
exp(nF ◦ Ln)dµ ≤ sup
ν∈P(E)
(F (ν)− I(ν)) .
Further, for all closed sets A ⊆ P(E) it holds
lim sup
n→∞
sup
µ∈Mn(pi0)
1
n
lnµ(Ln ∈ A) ≤ − inf
ν∈A
I(ν).
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Proof. For the first claim, apply Theorem 1.1, which by compactness of E and thus by Corollary 1.2
extends to all functions F : P(E) → [−∞,∞) which are upper semi-continuous and bounded from
above. Specifically, for a closed set A ⊆ P(E) and F = −∞1AC the second claim follows.
For the large deviations bound in Theorem 3.5 to be non-vacuous for a closed set A ⊆ P(E) requires
inf
ν∈A
I(ν) > 0. (3.19)
Intuitively, (3.19) holds if and only if for all pairs ν ∈ A and q with νq = ν, there is some Borel set
S ⊆ E with ν(S) > 0 such that dW (q(x), pi(x)) > r for all x ∈ S.
To properly address the question whether the attained bound is sharp, one needs a lower bound in
accordance with the upper bound. The choice of β that leads to Theorem 3.5 cannot yield a lower
bound with our approach, since condition (B.3) is not satisfied for r > 0 and hence the lower bound
of Theorem 1.1 cannot be applied.
In the following we therefore consider the functional β which is chosen such that it resembles β and
satisfies (B.3), albeit at the cost of not satisfying (B.2). This will lead to the lower bound of Theorem
1.3 proven in Lemma 3.7. Define
β(ν, µ) := inf
µˆ:dW (µ,µˆ)≤r,
µˆµ
R(ν, µˆ),
Mn(θ) := {ν ∈Mn(θ) : ν  θ ⊗ pi ⊗ ...⊗ pi},
I(ν) := inf
q:νq=ν
∫
E
inf
Kx∈M(pi(x))
R(q(x),K(x))ν(dx)
Further, we assume for the analysis of the lower bound that pi satisfies (M), but longer has to satisfy
the Feller property. We find
Lemma 3.6. (See also [2, Lemma 4.4] and [27, Prop. 5.2]) For all n ∈ N, it holds
βθ
n
(ν) = inf
µ∈Mn(θ)
R(ν, µ).
Proof. The proof is the same as that of Lemma 3.1, except here we need measurability of the sets
Si := {(x1, ..., xi, µˆ) ∈ Ei × P(E) : dW (µˆ, pi(xi)) ≤ r and µˆ pi(xi)}
for i ∈ {1, ..., n− 1}. That these sets are indeed Borel measurable can be seen as follows: Define the
function g : P(E)× P(E)× E → R+ by
g(µ, ν, x) =
dµ|ν
dν
(x).
Here µ|ν denotes the absolutely continuous part of µ with respect to ν as given by Lebesgue’s de-
composition theorem. Then g is Borel as shown in [11, V.58 and subsequent remark]. We have
µ ν ⇔ ∫
E
g(µ, ν, ·)dν = 1, which shows that Si is Borel (as the other conditions that define Si are
trivially Borel).
To arrive at the given form of Mn(θ) one uses the following equivalence for measures ν1, ν2 ∈ P(E)
and stochastic kernels K1,K2 : E → P(E) (see e.g. [2, Lemma A.2])(
ν1 ⊗K1  ν2 ⊗K2 ∈ P(E2)
)⇔ (ν1  ν2 and K1(x) K2(x) for ν1-almost all x ∈ E) .
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In complete analogy to the choice of β leading to Theorem 3.5, we see that β satisfies (B.1), which
is a consequence of the above Lemma 3.6 in combination with Lemma 3.2, where one additionally uses
(µ1  θ1 and µ2  θ2)⇒ λµ1 + (1− λ)µ2  λθ1 + (1− λ)θ2 for µ1, µ2, θ1, θ2 ∈ P(E), λ ∈ (0, 1).
As (B.3) and (M) are satisfied as well, Theorem 1.1 yields for all F ∈ Cb(P(E))
lim inf
n→∞ supµ∈Mn(pi0)
1
n
∫
En
exp(F ◦ Ln)dµ ≥ sup
ν∈P(E)
(F (ν)− I(ν)) ,
which leads to the following Lemma:
Lemma 3.7. Let (M) be satisfied. For G ⊆ P(E) open it holds
lim inf
n→∞ supµ∈Mn(pi0)
1
n
lnµ(Ln ∈ G) ≥ − inf
ν∈G
I(ν).
Proof. The proof is an adapted version of [16, Theorem 1.2.3.].
We work with the Laplace principle lower bound stated just before the Lemma.
Without loss of generality, assume infν∈G I(ν) <∞. Let ν ∈ G such that I(ν) <∞. Choose M ∈ R
such that I(ν) < M and k ∈ N such that B(ν, 1k ) := {µ ∈ P(E) : dˆ(µ, ν) ≤ 1k} ⊆ G, where dˆ is some
metric on P(E) compatible with weak convergence. Define
h(θ) := −M
(
(dˆ(ν, θ) · k) ∧ 1
)
.
We find −M ≤ h ≤ 0, h(ν) = 0 and h(θ) = −M for θ ∈ B(ν, 1k )C . Thus for any µ ∈ P(En)∫
En
exp(nh ◦ Ln)dµ ≤ exp(−nM) + µ(Ln ∈ B(ν, δ)) ≤ max{2 exp(−nM), 2µ(Ln ∈ B(ν, δ))}.
And therefore
max{lim inf
n→∞ supµ∈Mn(pi0)
1
n
lnµ(Ln ∈ B(ν, δ)),−M} ≥ lim inf
n→∞ supµ∈Mn(pi0)
1
n
ln
∫
En
exp(nh ◦ Ln)dµ
≥ sup
νˆ∈P(E)
(h(νˆ)− I(νˆ))
≥ h(ν)− I(ν) = −I(ν).
Since M > I(ν)
lim inf
n→∞ supµ∈Mn(pi0)
1
n
lnµ(Ln ∈ B(ν, δ)) ≥ −I(ν),
and using B(ν, δ) ⊆ G and the fact that the above reasoning works for all ν ∈ G with I(ν) < ∞, we
get the claim.
The proof of Theorem 1.3 is now done, as it follows from Theorem 3.5 and Lemma 3.7.
The following illustrates the obtained results. Note that to calculate the rates, as is usual in large
deviations theory, the necessary minimization can be solved efficiently (at least in theory) over convex
sets A, since I is convex.
Example 3.8. Consider the state space {1, 2, 3} with discrete metric, i.e. d(i, j) = 0 if i = j and
d(i, j) = 1, else. The Markov chain is given by its initial distribution pi0 = δ3 and transition kernel pi
with matrix representation 0.6 0.2 0.20.3 0.4 0.3
0 0.3 0.7
 .
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Suppose we are interested in the tail event that the empirical measure Ln under the Markov chain
is close (in a certain sense) to the initial distribution pi0. We are uncertain of the precise model
specification of the Markov chain and want to find the worst case (i.e. slowest possible) convergence
rate to zero of this tail event.
Formally, let r = 0.05 and take, for κ = 0.2, the set of measures A = BdW (δ3, κ), i.e. the
Wasserstein-1-ball around δ3 with radius κ. The set {Ln ∈ A} models the above mentioned tail
event. What is the (exponential) asymptotic rate of convergence of
sup
µ∈Mn(δ3)
µ(Ln ∈ A)→ 0 (3.20)
as n→∞? Note that r and the transition kernel are as always implicitly included in Mn(δ3).
Calculating the upper bound of Theorem 1.3 yields a worst case exponential rate
rworst case ≈ 0.0511.
This is significantly lower than the normal rate for the Markov chain without the robustness (i.e. the
case r = 0), which is
rnormal ≈ 0.0910.
Figure 1 showcases the difference in convergence speed. Notably, the optimizer of the optimization
problem to obtain the worst case rate also yields a kernel pˆi such that pi0 ⊗ pˆi ⊗ ... ⊗ pˆi ∈ Mn(pi0) and
the Markov chain with transition kernel pˆi attains the worst case rate, i.e.
pi0 ⊗ pˆi ⊗ ...⊗ pˆi(Ln ∈ A) ∼ exp(−n · rworst case).
In other words, the worst case rate in (3.20) is obtained and one sequence of optimal measures is
Markovian with transition kernel pˆi given by the matrix0.6− r 0.2 0.2 + r0.3− r 0.4 0.3 + r
0 0.3− r 0.7 + r
 .
Figure 1 shows a simulated convergence rate for both the initial Markov chain and the Markov chain
with worst case transition kernel pˆi (100 paths simulated) and a comparison of the respective stationary
distributions.
Note that in the above example the rates are asymptotically sharp, as the worst-case kernel pˆi for
the rate function is already absolutely continuous with respect to pi, so using I instead of I yields the
same rate.
Using the above example, one can get an idea when upper and lower bounds of Theorem 1.3 may
not coincide. If we do not restrict ourselves to I, it may happen that no optimal kernel pˆi is absolutely
continuous with respect to the initial kernel pi. In that case, we can no longer guarantee that some
near optimal kernel pˆi satisfies condition (M.1), which is also needed in the non-robust case to show
the large deviations lower bound.
3.2 Robust Weak Law of Large Numbers
Let (E, d) be compact. In this section, Theorem 1.4 is proven. We first show the upper bound in
Theorem 3.10 and explain afterwards how to obtain the lower bound.
Up to Theorem 3.10, let pi satisfy the Feller property. Define
β(µ, ν) :=
{
0, if dW (µ, ν) ≤ r,
∞, else,
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Figure 1: Illustration of convergence rates, simulated (100 paths) realized convergence and the sta-
tionary distributions under the normal Markov chain and the robust worst-case Markov
chain.
for some r ≥ 0 and find
βθn(ν) =∞ · 1 (Mn(θ))C (ν).
Lemma 3.9. β·2(·) is convex and lower semi-continuous.
Proof. We first show convexity: Let θ1, θ2 ∈ P(E), ν1, ν2 ∈ P(E2) and λ ∈ (0, 1). We have to show
β
λθ1+(1−λ)θ2
2 (λν1 + (1− λ)ν2) ≤ λβθ12 (ν1) + (1− λ)βθ22 (ν2).
To this end, it suffices to show that if the right hand side is zero, the left hand side has to be zero as
well. If the right hand side is zero, then both ν1 ∈M2(θ1) and ν2 ∈M2(θ2). It follows by Lemma 3.2
that λν1 + (1− λ)ν2 ∈M2(λθ1 + (1− λ)θ2) and thus the left hand side is also zero.
We now show lower semi-continuity: Let (θn, νn)
w→ (θ, ν) ∈ P(E)× P(E2). We have to show
lim inf
n→∞ β
θn
2 (νn) ≥ βθ2(ν).
Without loss of generality, the left hand side is not equal infinity. We have to show that the right hand
side is zero. We first choose an arbitrary subsequence and then a further subsequence still denoted by
(θn, νn)n∈N such that for all n ∈ N
βθn2 (νn) <∞,
dW (θn, θ) ≤ 1
n
.
It follows that νn ∈ M2(θn) for all n ∈ N and with the same notation and argumentation as in the
proof of 3.4 it follows ν ∈Mr+ 1n2 (θ) for all n ∈ N and thus ν ∈M2(θ), i.e. βθ2(ν) = 0.
By applying Theorem 1.1 and Corollary 1.2 we get:
Theorem 3.10. For all upper semi-continuous and bounded from above functions F : P(E) →
[−∞,∞) it holds
lim sup
n→∞
sup
µ∈Mn(pi0)
∫
En
F ◦ Lndµ ≤ sup
ν∈P(E):
∃q,νq=ν:ν⊗q∈M2(ν)
F (ν).
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We now focus on the lower bound in Theorem 1.4. Therefore, let pi satisfy (M) (but no longer has
to satisfy the Feller property). We define
β(µ, ν) :=
{
0, if dW (µ, ν) ≤ r and µ ν,
∞, else,
so that (B.3) holds. We obtain
βθ
n
(ν) =∞ · 1 (Mn(θ))C (ν).
Proving (B.1) for β works completely analogous to the case of β in Lemma 3.9 by replacing Mn by
Mn. Applying Theorem 1.1 yields
lim inf
n→∞ supµ∈Mn(pi0)
∫
En
F ◦ Lndµ ≥ sup
ν∈P(E):
∃q,νq=ν:ν⊗q∈M2(ν)
F (ν)
for all F ∈ Cb(P(E)). Theorem 1.4 is shown.
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