Abstract-Network coding techniques are used to find the minimum-cost transmission scheme for multicast sessions with or without elastic rate demand. It is shown that in wireline networks, solving for the optimal coding subgraphs in network coding is equivalent to finding the optimal routing scheme in a multicommodity flow problem. A set of node-based distributed gradient projection algorithms are designed to jointly implement congestion control/routing at the source node and "virtual" routing at intermediate nodes. The analytical framework and distributed algorithms are further extended to interference-limited wireless networks where link capacities are functions of the signal-to-interference-plus-noise ratio (SINR). To achieve minimum-cost multicast in this setting, the transmission powers of links must be jointly optimized with coding subgraphs and multicast input rates. Node-based power allocation and power control algorithms are developed for the power optimization. The power algorithms, when iterated in conjunction with the congestion control and routing algorithms, converge to the jointly optimal multicast configuration. The scaling matrices required in the gradient projection algorithms are explicitly derived and are shown to guarantee fast convergence to the optimum from any initial condition.
The recent breakthrough in network coding [8] , [9] extends the functionality of network nodes from traditional routing to performing algebraic operations [10] on received data. In general, network coding techniques improve network throughput [8] , network robustness [11] , and the efficiency of network resource allocation [12] , over those achievable by pure routing. The advantage of network coding is most pronounced in establishing multicast connections. Li et al. [13] prove that linear coding suffices to obtain the optimal throughput of a multicast session, achieving the fundamental max-flow-min-cut upper bound. This result greatly facilitates the optimization of multicast flows based on network coding. In [14] , throughput optimization in undirected coded networks is studied via a linear program.
The problem of finding the minimum-cost multicast scheme in wireline networks using a network coding approach is addressed in [15] . It is shown in [15] that the solution of this problem can be decomposed into two parts: finding the minimum-cost coding subgraphs and designing the code applied over the optimal subgraphs. A distributed solution for the second part was provided in [10] . To solve the first part, the work in [12] proposes dual and primal-dual algorithms for finding the optimal coding subgraphs. The dual approach (for linear cost functions) requires a three-step process in which the dual function is first evaluated via a minimization, the dual function is then maximized using subgradient algorithms, and the primal optimal solution is finally recovered [12] . Each step requires a set of distributed algorithms. The primal-dual approach (for strictly convex cost functions) iterates primal and dual variables together, while allowing for the possibility that the primal flow variables may not be feasible at any particular iteration [12] . A more direct primal approach is taken in [16] , where a distributed subgradient algorithm based on finding the critical cut is proposed. Finding the critical cut, however, is a combinatorial problem with high complexity. Finally, [17] examines the relationship between minimum cost multicast with network coding where all users cooperate to reach the global minimum, and the scenario where noncooperative multicast receivers greedily route its flows.
Whereas network coding techniques have thus far been applied mostly to wireline networks, the performance gains offered by network coding point to their promising application in wireless networks, where multiuser interference, channel fading, energy constraints, and the lack of centralized coordination present new challenges. Initial studies on the application of network coding in wireless networks include [12] and [18] . In [12] , the minimum-energy multicast problem is studied by exploiting the "wireless multicast advantage." The work in [18] introduces a distributed protocol which supports multiple unicast flows efficiently by exploiting the shared nature of the wireless medium. In these papers, it is typically assumed that coded packets are transmitted on channels free of interference. This has to be achieved through either deterministically or opportunistically scheduling transmitters' access to the wireless medium. To improve the applicability of network coding techniques to practical wireless systems, however, it is necessary to study the optimization of network coding within the context of interference-limited networks.
In this paper, we provide an analytical framework as well as a set of distributed solutions for optimizing the configuration of network coding in both wireline and wireless networks. We first use the scaled gradient projection method to design a set of node-based primal algorithms that iteratively find the minimum-cost coding subgraphs for wireline networks. Ironically, although network coding represents a decidedly different network management approach than routing, solving for the optimal coding subgraphs in network coding intrinsically resembles finding the optimal routing scheme in an MFP. In this paper, we fully explore this connection and transform the subgraph searching problem into a "virtual" MFP. We generalize the distributed optimal routing algorithms developed in [1] and [2] to design a set of distributed solutions for the optimal multicast problem involving both congestion control and network coding.
Our solution has several important advantages over previous results. First, unlike the dual and primal-dual algorithms of [12] , our primal algorithm adjusts the flow variables directly and does not require the extra steps and algorithms required for mediating between the primal and the dual. Moreover, the flow variables in our primal algorithms are feasible at each iteration. Second, in contrast to the algorithms of [16] , our algorithm does not require a complex algorithm to solve the combinatorial minimum-cut problem. Third, from the routing viewpoint, our algorithms represent an improvement on the classical algorithms of [1] and [2] . The scaling matrices in our node-based scaled gradient projection algorithms are derived by finding new simple upper bounds on the Hessian matrices evaluated at intermediate flow configurations between two iterations. Scaling the descent direction using a matrix that upper-bounds the Hessian can significantly speed up the convergence rate, as compared with the algorithm of [1] . This effect is same as that documented in [2] and is borne out by simulation results (as in [2] ). Moreover, in contrast to the Hessian approximation scheme used in [2] , our method requires less control overhead for distributed computation. More importantly, since our scheme finds an upper bound on the Hessian matrices evaluated at any intermediate configuration, it guarantees convergence of the coding subgraph from any initial point. Finally, during the review process, we became aware of independent work by Cui et al. [19] , [20] , which takes a similar routing approach to the problem of finding the minimum cost network coding subgraph. The work in [19] and [20] , however, does not address the technical difficulty that network coding rates are not always differentiable in the multicommodity flow rates on individual coding subgraphs. Furthermore, the scaling matrices in the gradient projection algorithms of [20] are not explicitly specified.
Building on the solution for minimum-cost multicast in wireline networks, we extend the optimization framework and distributed algorithms to interference-limited wireless networks, where link capacities are functions of the signal-to-interference-plus-noise ratio (SINR) at the receiver. In this context, wireless link capacities can be controlled by varying transmission powers. To achieve minimum-cost multicast, the coding subgraphs must now be jointly optimized with power control schemes at the physical layer. Moreover, this joint optimization must be carried out in the network without excessive control overhead. To implement the additional power optimization, we again use the scaled gradient projection method to develop a set of node-based algorithms that iteratively adjust local power allocation and power control variables. We explicitly derive the scaling matrices required in the power algorithms. It is shown that iterating the power algorithms in conjunction with the congestion control and routing algorithms at individual nodes can asymptotically achieve the jointly optimal power control, network coding subgraph, and congestion control configuration in wireless networks. All these algorithms are distributed in the sense that network nodes can separately update their control variables after obtaining a limited number of control messages from their neighboring nodes.
II. MINIMUM-COST MULTICAST IN WIRELINE NETWORKS
We first consider the problem of finding the minimum-cost network coding subgraphs for multicast sessions with elastic rate demand in wireline networks. Our optimization framework will yield a feasible set of network coding subgraphs, one for each receiver of each multicast session. We will study the same problem for interference-limited wireless networks in Section V. Let denote the set of multicast sessions. Each session is identified by the source-destination-set pair , where is the source node and is the set of receivers of session . For each , we refer to as subsession of . In this work, we assume network coding is applied to individual sessions such that the data of different sessions are coded independently. In general, this restricted coding scheme is suboptimal. However, it provides a tractable framework for optimization. Moreover, it typically incurs little loss of optimality [14] .
Let the network supporting the multicast sessions be modeled by a directed and connected graph . We adopt a flow model to analyze the transmission of the multicast sessions' data in the network. Let denote network-coded transmission rate of session traffic on link . For simplicity, we refer to as the flow rate of session 's traffic on . The flow rate of a subsession represents the part of that is relevant for receiver . Thus, the vector forms the coding subgraph [15] for the pair . The flow rates of a session and its subsessions are related as follows: (1) and the total flow rate on a link is . The flow of each subsession is feasible if it satisfies the usual flow conservation constraints [8] , [15] : for all and otherwise Here, is the end-to-end flow rate of session and denote the set of next-hop neighbors and the set of immediately upstream neighbors of node , respectively. In what follows, denote the set of feasible flows by . The concepts of session flow rates, subsession flow rates, and coding subgraphs are illustrated in Fig. 1 .
Because the flow of any subsession follows the same conservation constraints as a unicast session in traditional routed networks, it can be optimized by a routing methodology. The main difference between the present problem and the traditional routing problem is that the session flow is the maximum (rather than the sum) of the subsession flows . To assess the optimality of a multicast scheme, we first associate a utility function with each session . Assume that session 's maximum rate demand is bits/s, and is strictly increasing, concave, and twice continuously differentiable in . Next, we assume a cost measured by the function is incurred on link when the total link flow rate is and the link capacity is . For wireline networks, the 's are taken to be fixed. We will discuss the method for varying through power control in Section V.
For fixed , assume is convex, strictly increasing, and twice continuously differentiable in . An example is for , where represents the average number of packets in an M/M/1 queue with arrival rate and service rate . The optimal multicast scheme results from balancing the aggregate session utility and the total network cost By introducing overflow rate and overflow cost , we can convert (2) into a cost minimization problem [21] (5)
Since is strictly increasing, convex, and twice continuously differentiable on , it resembles ordinary link cost functions (but without dependence on link capacity). Thus, one can think of the rejected flow as being routed on a virtual overflow link connecting directly to a virtual sink . In this way, congestion control can be incorporated into the routing functionality of the source node. This idea is illustrated in Fig. 1 .
A technical difficulty arises from the nondifferentiability of the maximum function in (1). As in [12] and [22] , we use the -norm approximation (6) With this, is strictly convex in . The derivative exists everywhere and is given by Approximation (6) becomes exact as . In the following, we assume is very large and focus on the following convex and twice continuously differentiable Jointly Optimal Network coding and Congestion control (JONC) problem: (7) III. NODE-BASED ROUTING VARIABLES AND OPTIMALITY CONDITIONS
We have shown that finding the optimal coding subgraphs is equivalent to solving for the minimum-cost flow distribution. The problem can therefore be tackled with an optimal routing methodology. Since large-scale networks usually lack centralized coordination, it is desirable to distribute the routing decisions to individual nodes. For this purpose, we adopt the routing variables introduced in [1] to let each node independently adjust the subsession flow rates on its outgoing links. For each , define and
The routing variables must be nonnegative. In addition, for all if , and for all if and . 1 The first derivatives of the objective function, denoted by , with respect to routing variables are [1] if if
Key information is contained in the marginal routing cost indicators
and (8) where if otherwise (9) Here, stands for the marginal cost due to a unit increment of subsession 's input traffic at . From the recursive relation in (9), we can see that the marginal routing cost indicators can be obtained via sequential marginal cost exchanges among neighboring nodes starting from the destination nodes. The finite termination of the sequential message passing relies on the routing pattern of the subsession being loop-free. This, however, is guaranteed by the distributed routing algorithm discussed below.
The conditions for optimality stated in the following theorem can be checked by individual nodes using their marginal routing cost indicators.
Theorem 1: For a feasible set of routing variables to induce the optimal coding subgraphs in a wireline network, the following conditions are necessary. For all and with , there exists a constant such that
For the source node , define for every , then satisfies (10) and if if if (11) The above conditions are sufficient for optimality if (10) holds at all intermediate nodes whether or not. Proof: The necessity part of the theorem follows easily from showing that a configuration that does not satisfy (10)-(11) can be perturbed to strictly reduce the network cost. We, therefore, concentrate on the sufficiency part. Let satisfy (10)- (11), and let be any other feasible routing configuration. By the convexity of cost functions, the cost difference of these two configurations is
The two summations on the right-hand side (RHS) can be expanded as in (12)- (13), shown at the bottom of the next page. Equality (a) follows from the definitions of routing variables and and from appending terms , which are all equal to zero due to the flow conservation law. Using the definitions of and , we obtain equality (b). We next show [the first two lines in (13)] by considering the following two cases.
Case 1: . This implies that for each , there exists at least one such that . Then, by optimality conditions (10) and (11), , and . Therefore, . Case 2:
. The optimality condition (11) implies . Therefore, . By a similar argument using (10), one can show that the last line in (13) is also nonnegative. Thus, the first two terms in (23) sum to be nonnegative.
Thus, we have shown that the total cost under , which is characterized by (10)- (11), is always less than or equal to the cost under any other routing configuration. Therefore, the sufficiency of the optimality conditions is proved.
IV. NODE-BASED DISTRIBUTED CONGESTION CONTROL AND ROUTING ALGORITHMS
Since the JONC problem in (7) involves the minimization of a convex objective over convex regions, the class of scaled gradient projection algorithms is appropriate for providing a distributed solution. Using this method, Gallager [1] and Bertsekas et al. [2] develop distributed routing algorithms for wireline networks supporting unicast sessions. In this section, we adapt this technique to design node-based algorithms for jointly optimal network coding and congestion control for multicast sessions. These algorithms include two kinds of routing algorithms implemented at the source and intermediate nodes, respectively. In Section V, the same technique will be used to further develop distributed algorithms that optimize link transmission powers in interference-limited wireless networks. In contrast to previous routing algorithms [2] , our algorithms use a new scheme for computing scaling matrices. Our scheme is more computationally efficient and, more importantly, guarantees the convergence of the algorithms from all initial conditions. 2 
A. Source Node Congestion Control/Routing Algorithm (CR)
This algorithm is implemented at the source node of every session . It adjusts the routing variables on all the outgoing links of (including the virtual overflow link), and for all subsessions . We therefore call it the Congestion control/Routing (CR) algorithm. For conciseness, we suppress the session index and use the short-hand notation . At the th iteration, the feasible set of vector is and where denotes the vector transpose, and is the blocked node set of node relative to subsession at iteration . 3 2 The work in [2] uses a more involved scheme to approximate the diagonal terms of the Hessian matrices with respect to the routing variables. Since the resulting scaling matrices do not always upper-bound the Hessians, convergence is not assured for all initial conditions. 3 This device is invented in [1] and [2] to prevent the formation of loops in the routing pattern of subsession w. Node updates the current routing vector via the following scaled gradient projection algorithm:
Here, the operator denotes projection onto the feasible set relative to the norm induced by matrix . The vector consists of marginal cost indicators . The scaling matrix is symmetric and positive definite. In particular, we choose to be the diagonal matrix in (14) (14) (15) where is a finite upper bound on the initial network cost, is the maximum number of (12)
hops on a path from to at iteration , and It is shown in Appendix A that the in (14) upper-bounds the Hessian with respect to evaluated at the th step. It will be clear from the Proof of Theorem 2 that such a choice of leads to reduction of the total cost with every iteration of until (10)- (11) are satisfied by . Thus, the CR algorithm resembles a constrained Newton algorithm, which is known to have fast convergence properties [23] . Moreover, as will be shown below, the parameters of can be easily computed in a distributed manner. The scaling matrices we specify for subsequent algorithms share the same features.
B. Intermediate Node Routing Algorithm (RT)
Consider any session and, for brevity, omit the index . Relative to a subsession , an intermediate node changes the allocation of the subsession's traffic on its outgoing links by adjusting its current routing vector within the feasible set Because affects only the routing pattern of subsession inside the network, we refer to the updating algorithm as a pure Routing algorithm (RT). Similar to CR, it has a scaled gradient projection form Here, and the scaling matrix is chosen to be the diagonal matrix in (15) . Using the same technique as in Appendix A, we can show that the in (15) upper-bounds the Hessian with respect to evaluated at the th step. This property of guarantees that the total cost is strictly reduced by every iteration of until (10) is satisfied by .
C. Marginal Cost Exchange Protocol
In order to let each node acquire the necessary information to implement either CR 4 or RT, protocols for exchanging control messages must be developed. In [1] , the rules for propagating the marginal cost information are specified. Before each iteration of its local algorithm, node collects local measures 4 In the case of CR, = D (F ) is a local measure at s(m) that is not needed elsewhere. Thus, we ignore when later discussing the marginal cost exchange protocol. and inquires its next-hop neighbors for their marginal costs with respect to the adjusted subsession(s)
. It then evaluates the terms by using (8) .
To update throughout the network, all nodes compute locally via the recursive relation (9) based on reports from their downstream neighbors, and then provide the results to their upstream neighbors. This procedure must terminate because the network consists of a finite number of nodes. Moreover, the algorithms CR and RT guarantee the flow pattern of any session is loop-free.
In addition to the marginal costs, the parameters of the scaling matrices as given by (14) and (15) need to be computed in a distributed manner. The initial cost can be propagated throughout the network using a one-time flooding protocol (before iterations begin), or a large enough estimate for can be given to each link in the network. 5 We assume that source nodes know the form of their own overflow costs and links know the form of their costs . Thus, given , the quantities and can be found locally. The quantity can be easily found using a one-time distributed network comparison algorithm (e.g., of the gossip type). Finally, the maximum hop count , which depends on the iteration (since the routing graph changes with each iteration), can be found using a simple distributed Bellman-Ford-like protocol. At each iteration , each node provides its immediate upstream neighbors with , which is derived from those counts reported by 's next-hop neighbors. The computation is carried out as:
, where .
D. Convergence of CR and RT Algorithms
Applying the scaling matrices specified above for the CR and RT algorithms, we have our central convergence result.
Theorem 2: Assume an initial set of loop-free routing variables such that the resulting network cost is upper-bounded by , then the sequences generated by algorithms CR, RT converge, i.e., for all for all and as . Furthermore, constitute an optimal solution to the JONC problem in (7) .
Proof: We first show that every iteration of each algorithm strictly reduces the network cost unless the corresponding equilibrium conditions (10)-(11) of the adjusted variables are satisfied. We present a detailed proof for the intermediate node routing algorithm for a particular session . The analysis for the CR algorithm is similar. For notational convenience, the index of subsession is suppressed.
Consider the th iteration of . If , the algorithm has no influence on the network cost whatever the update is. We thus focus on the case of . By the projection theorem [23] , for all 5 For example, the network can always begin with a configuration where zero traffic is admitted into the network. This would incur finite initial cost D = D (R ), which can be propagated throughout the network from the source nodes.
In particular, take to be in the above inequality and rearrange terms to get By the Taylor's expansion, the network cost difference after the current iteration of can be written as (16) where is the Hessian matrix for some . Using the same technique from Appendix A, one can easily show that the scaling matrix specified for RT makes negative definite. Continuing with (16), we have , with strict inequality unless . Since only when (10) holds at , we see that strictly reduces the network cost until the equilibrium condition for is satisfied.
Similarly, we can show that any iteration of strictly reduces the network cost, unless the equilibrium conditions for are satisfied. Now, note that the feasible set of routing variables is compact. Since the sequence takes values in the compact set , it must have a convergent subsequence with a limit . Since the total cost is continuous, . Since the sequence of network costs is nonincreasing and bounded below, it must have a limit . Moreover, . Finally, because cannot be further (strictly) reduced by the algorithm iterations, must satisfy the optimality conditions (10) and (11) .
Note that the theorem does not assume any order in running the algorithms CR and RT at different nodes. For convergence to the joint optimum, every node only needs to iterate its own CR or RT algorithms until its local routing variables satisfy the conditions in Theorem 1. 6 Thus, the CR and RT algorithms provide a distributed method of finding the jointly optimal congestion control and network coding subgraphs for independently coded multicast sessions in wireline networks.
V. JOINTLY OPTIMAL NETWORK CODING AND POWER CONTROL IN WIRELESS NETWORKS
Thus far, we have shown that in wireline multicast networks using network coding, the joint optimization of congestion control and network coding subgraphs can be achieved using a routing methodology. We now extend this technique to wireless networks, where, in contrast to wireline networks, link capacities can be further controlled by varying transmission powers. Therefore, in wireless networks, the multicast configuration needs to be jointly optimized through power control, congestion control, and network coding. In this section, we extend the JONC problem in Section II to take into account the possibility of varying link capacities.
A. Interference-Limited Wireless Networks
Again, we model the wireless network by a directed and connected graph . However, each node now represents a wireless transceiver. We assume that the wireless network is interference-limited, so the capacity of link is a nonnegative function of the signal to interference plus noise ratio (SINR) at the receiver of the link, i.e., . We further assume is increasing, concave, and twice continuously differentiable. For is given by where is the transmission power on link denotes the (constant) path gain from node to , and is the noise power at node 's receiver. Recall that in Section II, we assumed that for fixed the link cost is convex, strictly increasing and twice continuously differentiable in . To account for the variability of in wireless networks, we further assume that is jointly convex and twice continuously differentiable in , as well as strictly decreasing in for fixed . An example is for , where
gives the average packet delay in an M/M/1 queue with arrival rate and service rate .
B. Jointly Optimal Power Control, Network Coding, and Congestion Control
A configuration of link powers, network coding subgraphs, and multicast input rates is jointly optimal if it minimizes the total cost in (5) . Note that although the objective is identical to the JONC problem for wireline networks, the optimization in wireless networks further involves adjusting through power control, which will be our focus in the rest of this section.
We have shown that by the approximation (6), the objective function in (5) is convex and differentiable in all flow variables. It is convex in if every is concave in for all . Unfortunately, given that is strictly increasing, cannot be negative definite. However, if (17) then with a change of variables [24] , is negative definite and the objective function is concave in [25] .
In what follows, we assume satisfies (17) and use the log-powers , whose feasible set is given by . As an example, is concave in . This formula approximates the information-theoretic link capacity in a high-SINR CDMA network with singleuser decoding.
Thus, we obtain the following convex and twice continuously differentiable Jointly Optimal Power control, Network coding, and Congestion control (JOPNC) problem: (18) Notice that the role of flow variables and is essentially the same as in the previous JONC problem. Therefore, the node-based congestion control and routing methodology developed for the JONC problem can again be used for adjusting the flow variables in the JOPNC problem. In the following, we investigate the method for optimizing the power variables. The joint application of power control, routing, and congestion control will yield the jointly optimal configuration of link capacities, network coding subgraphs, and multicast input rates in wireless networks.
VI. NODE-BASED POWER ALLOCATION, POWER CONTROL, AND OPTIMALITY CONDITIONS
Following the node-based routing approach in Section III, we now design the power adjustment to be implemented by individual nodes. For this purpose, define Here, and . With appropriate scaling, we can always let so that for all . Thus, and satisfy , and . We now compute the derivatives of the total cost with respect to the power variables. The first derivatives in the power allocation variables are where the marginal power allocation cost indicator is (19) In the above equations, stands for and denotes the interference plus noise on link : . The derivatives with respect to the power control variables are where the marginal power control cost indicator is (20) The following theorem gives the conditions satisfied by a jointly optimal configuration of power and routing variables. As in Theorem 1, the optimality conditions for the JOPNC problem (18) are characterized in terms of the marginal costs with respect to local control variables.
Theorem 3: For a feasible set of routing variables and power variables to induce the jointly optimal subsession flows and link capacities for the JOPNC problem, the following conditions are necessary. For all and with satisfies (10) . For the source node , define for every , then satisfies (11) . Furthermore, for all , all , 7 and there exists a constant such that
Moreover, the above set of conditions are sufficient if (10) holds at all intermediate nodes whether or not. 8 
Proof:
As in the Proof of Theorem 1, we skip the relatively simple necessity part and concentrate on the sufficiency part. Let satisfy the conditions (10)- (22), and let be any other feasible configuration. By the convexity of cost functions, the cost difference of these two configurations is (23) The conditions with respect to the routing marginal costs and are the same as in Theorem 1, so they guarantee that the total of the first two summations on the RHS is nonnegative (cf. Proof of Theorem 1). We now lower-bound the third summation in (23) by using the concavity of in (24) Because if otherwise by grouping factors for different , we obtain
Here, equality (a) follows from the definition of and the optimality condition (21) . Using the definition of , we obtain equality (b). By (22) , . This, together with the fact that yields inequality (c). Summing over all for each , we obtain (d). The last inequality (e) is by the complementary slackness condition (22) for . Thus, we have shown that the total cost under , which is characterized by (10), (11) , (21) , and (22), is always less than equal to the cost under any other configuration. Therefore, the sufficiency of the optimality conditions is proved.
VII. NODE-BASED POWER ALLOCATION AND POWER CONTROL ALGORITHMS
To achieve the jointly optimal configuration, the power allocation and power control variables need to be adjusted in conjunction with the routing variables . The CR and RT algorithms developed in Section IV can be reused to iteratively update . In this section, we adopt the same node-based scaled gradient projection method to design the algorithms that iteratively update and , respectively.
A. Power Allocation Algorithm (PA)
At the th iteration, node updates its power allocation vector within the feasible set by Note that marginal power allocation costs involve only locally obtainable measures [cf. (19) ]. Thus, before each iteration of PA, a simple local message exchange is required.
We now specify the appropriate scaling matrix . Assume the sum of the local link costs at node before the th iteration is . The powers used by other nodes do not change over the iteration, and so depends only on
It can be shown that there exists a lower bound on the updated value of such that and . Accordingly, the possible range of , abbreviated as , is
Define an auxiliary term as in (25) for all where . (25) We choose the scaling matrix as (26) It is shown in Appendix B that such a choice of upperbounds the Hessian with respect to evaluated at the th step.
B. Power Control Algorithm (PC)
At the th iteration of the power control algorithm, the whole vector is varied within the feasible set . The update vector is given by Let the scaling matrix . In this case, PC can be decomposed into separate computations at individual nodes requiring only their own marginal cost indicators In contrast to the situation for the power allocation algorithm, involves measures from all links in the network [cf. (20) ]. We introduce the following message exchange protocol, which provides node with the necessary information for computing before each iteration of PC. Power Control Message Exchange Protocol: Let each node sum up the measures from all its incoming links to form the power control message:
which is then broadcast to the whole network. Upon obtaining , node processes it according to (27) In words, if is a next-hop neighbor of , node multiplies with path gain and subtracts the product from the value of local measure ; otherwise, node multiplies with . Finally, node adds up all the processed messages, and this sum multiplied by equals . Note that this protocol requires only one message from each node in the network. Moreover, in practice, a node can effectively ignore the messages generated by distant nodes. To see this, note that messages from distant nodes contribute very little to due to the negligible multiplicative factor on when and are far apart [cf. (27)].
For the power control algorithm, it is possible to allow any iteration of the PC algorithm at any given node to trigger a run of the Power Control Message Exchange Protocol. In order to minimize the control messaging overhead, however, it may be preferable to have each round of global power control message exchange induce one iteration of the power control algorithm at every node. Our subsequent analysis of algorithm convergence and scaling matrix selection will be based on this mode of implementation.
Next, by approximating the Hessian matrix, we find the appropriate diagonal terms of the scaling matrix (28) where , and . Here, is a finite upper bound for the achievable SINR on all links, which must exist due to the individual power constraints. We show in Appendix C that the diagonal scaling matrix with diagonal entries given by (28) upper-bounds the Hessian with respect to at every iteration of PC.
C. Convergence of Algorithms
Iterating the PA and PC algorithms (with the scaling matrices specified above) in conjunction with the CR and RT algorithms in Section IV, we can show the following convergence property.
Theorem 4: Assume an initial network configuration
, where induces a loop-free routing configuration and and are feasible, such that the initial network cost is upper-bounded by . Let is updated using is updated using is updated using , and is updated using . Then, if  for all  and  for all  and for all , and , as , then the sequence converges to a limit , where induces a loop-free routing configuration, and and are feasible. Furthermore, constitute a jointly optimal solution to the JOPNC problem in (18) .
Proof: It has been shown in the Proof of Theorem 2 that every iteration of the CR or RT algorithm strictly reduces the total cost unless the adjusted local variables satisfy the corresponding optimality condition. We can apply a similar argument to show the same property for the PA and PC algorithms. Specifically, the scaling matrices in (26) and in (28) upper-bound the corresponding Hessian matrices at every iteration of the PA and PC algorithms, respectively. Hence, the total cost is strictly reduced by each iteration unless or satisfies the optimality condition (21) or (22) . Now, let , and denote the feasible sets of , and , respectively. Clearly, and are compact sets. Although is explicitly only upper-bounded by , the fact that the network cost is always upper-bounded by implies an implicit lower bound on . 9 Thus, for any finite initial cost , the feasible set of is also compact. Hence, the overall feasible set for the joint configuration is compact. Applying the subsequence convergence argument for compact sets (as in the Proof of Theorem 2), we conclude that and that satisfies (10), (11), (21) , and (22) and, therefore, constitutes an optimal solution to JOPNC in (18) .
Again, convergence to the optimum does not require any order in running the algorithms CR, RT, PA, and PC at different nodes. Thus, our algorithms provide a distributed method of finding the jointly optimal power control, network coding, and congestion control configuration for wireless multicast networks. 10 
VIII. CONCLUSION
We adopted the network coding approach to achieve minimum-cost multicast in both wireline and wireless networks. In light of the intrinsic similarity between the optimal coding subgraph problem and the conventional multicommodity flow routing problem, we applied distributed routing algorithms to 9 For each component of , a lower bound can be derived as = max where D (C((G ( P ) )=N ); 0) = D . That is, is the power control level that yields a cost of D on link (i; j) assuming the total power of i is allocated exclusively to (i; j) and all other links are noninterfering. 10 Only the power control part of our algorithms requires a network-wide message exchange protocol. This scheme, however, requires only one message to be sent from every node, even in the presence of heavy mutual interference.
solve the multicast subgraph optimization for fixed link capacities. We developed a node-based optimization framework, and derived the necessary and sufficient optimality conditions for convex link costs and concave utility functions. Using the scaled gradient projection method, we designed a set of node-based congestion control and routing algorithms that are proved to achieve the minimum-cost multicast configuration in wireline networks.
Next, we extended the analytical framework to interferencelimited wireless networks where link capacities are functions of the link SINR. We added power allocation and power control to the node-based optimization framework previously developed for wireline networks. We let the link transmission powers, network coding subgraphs, and admitted session rates be jointly adjusted via the power and routing algorithms with the specified scaling matrices. We showed that the algorithms have guaranteed convergence to the jointly optimal configuration from all initial conditions.
APPENDIX A SCALING MATRICES FOR CR
In the following, we show that the scaling matrix in (14) 
