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Abstract
The current theoretical framework for studying Majorana zero modes (MZM) in superconductors
and its application for topological quantum computing is based on mean-field approximations and
is derived from solutions to BdG equations. In this framework, particle number conservation is
broken and non-interacting fermion Hamiltonian is used to describe physics of interest. We argue
that these features in the current framework may make it insu cient for studying topological
properties of MZM pertinent to quantum computing. After reviewing the current theory with an
emphasis on its potential problems, we investigate physics beyond the BdG equations in a toy
model and find evidence for the non-trivial role of particle number conservation in Berry phase of
transporting a bound quasiparticle around a vortex in a s-wave superconductor. We then study
the e↵ect of particle number conservation and superconducting condensate on braiding MZM in
vortices in chiral p-wave superconductors and find that they may have non-negligible e↵ect on
properties of MZM, suggesting the need for further study on the theoretical basis of this intriguing
subject.
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Chapter 1
Introduction
The prediction of Majorana zero modes (MZM) in superconductors and its potential application
to topological quantum computing has raised a lot of excitement and stimulated intensive research
e↵ort in both theoretical proposals for creating it in a wide variety of systems and experimental
search for its signatures (for a previous review, see [1] and there are many more work more recently,
for example, [2], [3]). So far, no smoking-gun experimental evidence is established to demonstrate
its non-Abelian topological properties (available experiments focus on zero energy feature of MZM,
for example, [4], [5]). In the meanwhile, little attention is being paid to the justification of theo-
retical framework used to study the Majorana zero mode. However, special caution is very much
needed in regard to this subject as it lies on the interface of traditional condensed matter physics and
quantum information science. The current theoretical framework is based on the mean-field approx-
imations and Bogoliubov-de Dennes (BdG) equations which are suitable for calculating quantities
that are averaged in some ways. Particle number conservation is usually unimportant, instead only
average particle number is fixed. Neither is the explicit knowledge of many-body wave functions
required. This su ces for most purposes. On the other hand, for purposes of quantum informa-
tion processing and quantum computation, precise control of quantum states is usually crucial and
quantum decoherence needs to be controlled with great care. From this perspective, there is no a
priori justification to assume that the BdG equations can be straightforwardly applied for studying
subtle topological properties pertinent to quantum information and quantum computing, such as
non-local quantum entanglement exhibited by Majorana zero mode.
The BdG equations are set of equations for quasiparticle wave functions and the corresponding
low energy spectrum. Operated at the mean-field level, the BdG equations connects even particle
number parity many-body energy ground states with odd particle number parity excited eigen-
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states by adding/subtracting a single quasiparticle whose wave function is given by solutions to
the BdG equations. The ground state is vacuum to all positive-energy quasiparticles which are
non-interacting fermions obeying Fermi statistics. At defects such as vortices in superconductors
with chiral p-wave pairing, solving the BdG equations yields localized zero-energy solutions. These
zero-energy quasiparticles suggest not only ground state degeneracy, but highly intricate long range
quantum entanglement in them which holds the key to the topological quantum computing (for a
review on topological quantum computing in condensed matter systems, see [6]). The long range
entanglement is deduced from the particle-hole symmetry of the BdG solutions as a consequence
of unphysically breaking particle-number conservation that is the usual mathematical treatment
to simplify calculations in superconductors. The particle-hole symmetry suggests that zero-energy
solutions of the BdG equations have to be self-adjoint (up to overall phase factor), hence the
name Majorana zero modes. Since the actual physical degrees of freedom are made of complex
Dirac fermions, two Majorana zero modes combine to make one degree of freedom. So each zero-
energy Dirac quasiparticle can be regarded as split into two localized Majorana zero modes and
there’s long range quantum entanglement between Majorana zero modes. Consequently, degener-
ate ground states are locally indistinguishable and these Majorana zero modes obey non-Abelian
statistics. Therefore, braiding these Majorana zero modes induces unitary evolution within ground
state subspace [7] which can be used to construct qubits that are topologically protected from
environment decoherence [8], [9].
There are, however, loopholes in deriving from the BdG equations properties of Majorana
zero modes. As the BdG equations explicitly break particle-number conservation, corresponding
quasiparticles, being superpositions of particle and hole, do not conserve particle number. As a
result, the corresponding energy eigenstates are not quantum states with fixed particle number, but
rather are coherent superposition of di↵erent particle number with the same particle-number parity,
which do not correspond to physical states that form qubits in condensed matter systems whose
underlying low energy many-body eigen-states always have fixed fermion number. It is thus not
immediately clear whether properties exhibited by such states as superposition of di↵erent particle
number is physically relevant to the actual states of interest with fixed particle number. Although
in traditional condensed matter settings, physical quantities of interest are insensitive to particle
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number conservation as they are averaged over macroscopic number of particles, quantities relevant
to quantum information and computing application such as Berry’s phase are much more subtle
and may depend on many-body wave functions in delicate ways. This makes it worth examining
whether results for states made of coherent superposition of di↵erent particle number also hold for
quantum states with fixed particle number.
As mentioned above, physical quantities such as Berry’s phase are intricately related to wave
functions; it is natural to further inquire whether many-body wave functions constructed from
the BdG equations are su cient for providing information like topological structures of the actual
physical states. There are issues beyond fixing particle number. For instance, the BCS ground state
wave functions, which can be constructed from the homogeneous BdG equations, do not build in
them collective bosonic modes (Anderson-Bogoliubov mode for neutral superconductors and plas-
mon for charged superconductors [10]) and gauge invariance is violated (for related discussion, see
for example [12] - [14]). This is closely related to particle number conservation and plays important
roles in quantities such as Berry’s phase (cf. Chapter 4).
Aside from concerns with many-body wave functions, we see from the above review that topo-
logical properties of Majorana zero modes are deduced without explicitly referring to the underlying
many-body wave functions, but rather from properties of solutions to the BdG equations. The ar-
tificial particle-hole symmetry of the BdG equations requires the zero energy solutions to be real,
which in turns implies the unusual degree of freedom of each localized zero energy solution (or
equivalently Majorana zero mode). The resultant non-local entanglement among the spatially sep-
arated Majorana zero modes combined with non-interacting quasiparticle picture in the mean-field
framework enable us to derive all topological properties of Majorana zero modes in superconduc-
tors. It’s worth investigating how essential the particle-hole symmetry of the BdG equations and
non-interacting single-particle physics are in getting properties of MZM.
As many-body wave functions beyond non-interacting single-particle approximations are ex-
tremely di cult to find, if not impossible, it is very helpful to gain some intuitive physical un-
derstanding through simple toy models which are constructed as solvable as possible and at the
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same time contain physics of interest. In order to understand the Berry phase accumulated by
moving a localized quasiparticle around a vortex in a superconductor, a basic quantity related to
braiding Majorana zero modes, we study a toy model in which relevant degrees of freedom are one
dimensional confined in annulus geometry with nontrivial Cooper pair winding number simulating a
vortex in actual superconductors. Magnetic flux is threaded through annulus hole to simulate total
vortex flux at varying distance to vortex core. We use a local Zeeman field to trap and adiabatically
transport a quasiparticle around the annulus and study the Berry phase in such a process. We find
that the Berry phase depends on energy spectrum of the system and straightforward application of
the BdG equations yields either divergent or mutually inconsistent results. We propose modified
many-body wave function ansatz and show that it is necessary to include many-body e↵ect from
superconducting condensate and localized quasiparticle interplay.
Inspired by the important role played by superconducting condensate in physics of transport-
ing a quasiparticle around a vortex, we analyze braiding vortices in chiral p-wave superconductors
taking into account the condensate for particle number conservation. We find that the condensate
e↵ect can be quantitatively accounted for at the mean-field level in the thermodynamic limit for
braiding two vortices and the braiding statistics coincide with the standard one, though for more
subtle reasons missing in the standard picture. For braiding with at least four vortices that is
required for applications to quantum computing, no simple quantitative calculation on the conden-
sate e↵ect is available yet. We then turn to considering the e↵ect of going beyond the mean-field
level wave functions. We speculate on the possibility of finite condensate localization/deformation
due to the presence of a localized quasiparticle. We further conjecture the possible scenario of
local distinguishability of Majorana zero modes induced by particle number conservation through
a model involving mesoscopic Josephson junction. Our study shows that more theoretical work
is needed in order to establish a more solid basis justifying topological quantum computing with
MZM in superconductors.
The thesis is organized as follows. After reviewing in Chapter 2 the mean-field framework
underlying the program of topological quantum computing using Majorana zero modes in super-
conducting systems highlighting key approximations, in Chapter 3 I discuss in some depth aspects
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of the current framework that may be problematic for deriving the physical properties of interest. I
then report our work in attempt to go beyond the BdG framework in Chapter 4 with a toy quasi-1D
model to help gain intuitive understanding of the role played by many-body physics in the subject.
In Chapter 5, we apply what we have learned from the toy model to study Majorana physics.
Finally in Chapter 6, we go over logics of our work and suggest future work towards establishing a
more solid theoretical basis beyond the mean-field BdG framework.
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Chapter 2
Mean-Field Theory of Majorana Zero
Modes in Superconductors and
Topological Quantum Computing
In this chapter, we review mean-field theory of Majorana zero modes in superconductors and the
application to topological quantum computing. We will not try to exhaust details in this fast
growing field, but rather to keep a minimal discussion su cient for introducing our own work while
emphasizing the relevant approximations made in the mean-field framework. We first derive BdG
equations and discuss the particle-hole symmetry of BdG solutions in Section 2.1. In Section 2.2, I
argue that Majorana zero modes is deduced from the particle-hole symmetry and the non-local en-
tanglement among spatially separated localized Majorana zero modes together with non-interacting
quasiparticle approximation give rise to topological protection of qubit formed out of them. Both
particle-hole symmetry and non-interacting quasiparticle picture are consequences of mean-field
BdG approximation. In Section 2.3, I discuss how Majorana zero modes arise in vortices of chiral
p-wave superconductors as consequences of topology of p-wave pairing and vortex winding number
and mention how the Cooper pair may make physics more subtle beyond the mean-field picture. In
Sections 2.4 and 2.5, I mention other systems people have proposed that make use of superconduc-
tivity to create Majorana zero modes. They are all hybrid systems and the bulk superconducting
bath has been integrated out in deriving an e↵ective low-energy Hamiltonian which is identical to
that of chiral p-wave superconductors. I point out that the treatment also su↵ers from violation of
particle number conservation. So the justification for using these systems for topological quantum
computing is subject to similar considerations to that for inherent chiral p-wave superconductors.
In the last Section 2.6, I illustrate the derivation of braiding statistics of Majorana zero modes in
the mean-field particle number non-conserving framework with the simplest setup of a two-vortex
superconductor. We shall later compare the analysis in Section 2.6 to that in Chapter 5 to see
how Cooper pair explicitly contributes to the braiding statistics as particle number conservation is
enforced.
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2.1 BdG Equations
In this section, we review the derivation of BdG equations and their mathematical structures with
emphasis on the relevant approximations involved. The starting point is mean-field Hamiltonian
after condensing Cooper pairs in superconducting phase. For our purposes, it is su cient to restrict
to spinless fermions and the Hamiltonian is given by
H =
Z
dr †(r)Hˆ0 (r) +
1
2
Z Z
drdr0V (r, r0) †(r0) †(r) (r) (r0)
=
Z
dr †(r)Hˆ0 (r) +
1
2
Z Z
drdr0 4 (r, r0) †(r0) †(r) + 1
2
Z Z
drdr0 4⇤ (r, r0) (r) (r0),
(2.1)
where 4(r, r0) ⌘ V (r, r0)h (r) (r0)i is the superconducting gap that in general depends on location
r and r0 of two particles,  †(r) and  (r) are field operators that create and annihilate a particle at
point r respectively. Hˆ0 is the single-particle energy which is defined relative to chemical potential.
I have omitted a constant term on the second line. As we condense Cooper pairs to get supercon-
ducting gap on the second line of the above equation to get the mean-field Hamiltonian, particle
number conservation (U(1) symmetry) is explicitly broken to Z2 symmetry (only particle number
parity is conserved). We shall see soon that as a result of U(1) symmetry breaking due to mean
field approximation, the mean-field Hamiltonian has particle-hole symmetry.
Now since the mean-field Hamiltonian is bilinear in fermion operators, we can diagonalize it
through Bogoliubov transformation
 (r) =
X
n
un(r)↵n + v
⇤
n(r)↵
†
n, (2.2)
where ↵†n are Bogoliubov-deGennes quasiparticle creation operators that diagonalize the mean-field
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Hamiltonian
HMF =
X
n
En↵
†
n↵n. (2.3)
Making use of the commutation relation of ↵†n and ↵n with HMF
[H,↵n] =  En↵n
[H,↵†n] = En↵
†
n (2.4)
and commutation relation of field operators { (r), (r0)} = { †(r), †(r0)} = 0 and { (r), †(r0)} =
 (r   r0), we obtain two equations for [H, (r)]
[H, (r)] =
X
n
 un(r)En↵n + v⇤n(r)En↵†n (2.5)
and
[H, (r)] =  Hˆ0 (r) + 1
2
Z
dr0(4(r, r0) 4(r0, r)) †(r0)
=  Hˆ0(
X
n
(un(r)↵n + v
⇤
n(r)↵
†
n) +
Z
dr0 4 (r, r0)
X
n
(u⇤n(r
0)↵†n + vn(r
0)↵n). (2.6)
Comparing RHS of equation (2.5) with equation (2.6), we obtain the equations for un(r) and
vn(r)
Hˆ0un(r) 
Z
dr0 4 (r, r0)vn(r0) = Enun(r)Z
dr0 4⇤ (r, r0)un(r0)  Hˆ⇤0vn(r) = Envn(r). (2.7)
These are the BdG equations for general spinless superconductors. Now let’s specify to p+ip
pairing and simplify equation (2.7). To simplify pairing terms, it is customary to assume that
center of mass and relative degrees of freedom are separable and 4(r, r0) is simplified to
4(r, r0) =  4 (R)i(5x + i5y) (r¯), (2.8)
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where R and r¯ are center of mass and relative coordinates respectively. Substituting the expression
for 4(r, r0) into the general form of the BdG equations (2.7), we obtain the BdG equations for
p+ip superconductors:
Hˆ0u(r)  i4 (r)(5x + i5y)v(r) = Eu(r)
 i4⇤ (r)(5x   i5y)u(r)  Hˆ⇤0v(r) = Ev(r). (2.9)
Note that equation (2.9) has the symmetry
 †1HBdG 1 =
0B@ 0 1
1 0
1CA
0B@ H0 4(kx + iky)
4⇤(kx   iky)  H⇤0
1CA
0B@ 0 1
1 0
1CA
=
0B@ 0 1
1 0
1CA
0B@ 4(kx + iky) H0
 H⇤0 4⇤(kx   iky)
1CA
=
0B@  H⇤0 4⇤(kx   iky)
4(kx + iky) H0
1CA
=  H⇤BdG, (2.10)
where kx =  i@x and ky =  i@y.
So if (u(r), v(r))T is a solution to (2.9) with eigenvalue E, then (v⇤(r), u⇤(r))T is also a solution
with eigenvalue  E. This particle-hole symmetry is a result of mean-field approximation which
puts creating and annihilating a particle (or equivalently creating a hole) on the same footing as
the di↵erence between particle and hole respects Z2 symmetry of mean-field Hamiltonian and is
absorbed into Cooper pair condensate which is taken as classical field. Note that the particle-hole
symmetry of the BdG equations is independent of the assumption (2.8), although for simplicity, I
have used it and the resulting BdG equations (2.9) for the proof. One can start from equation (2.7)
and get the same result. This symmetry can also be seen from the expression of ↵†, which can be
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found from equation (2.2)
↵† =
Z
drun(r) 
†(r) + vn(r) (r) (2.11)
as its Hermitian conjugate ↵ corresponds to eigenvalue with opposite sign
↵ =
Z
drv⇤n(r) 
†(r) + u⇤n(r) (r). (2.12)
We’ll see in the next section that this particle-hole symmetry is of crucial importance in deducing
Majorana zero modes.
2.2 Physical Properties of Majorana Zero Modes
I now discuss physical properties of Majorana zero modes in superconductors relevant to their
applications to topological quantum computing and show how these properties are derived from
the mean-field approximation and the BdG equations. Here I focus on indistinguishability and
non-local quantum entanglement of Majorana zero modes. I’ll leave non-Abelian braiding to the
last section for a separate discussion.
It’s straightforward to show that the existence of the Majorana zero modes can be deduced
from the particle-hole symmetry of the BdG solutions provided there exist zero energy solutions. If
(u(r), v(r))T is solution to (2.9) with eigenvalue 0, then (v⇤(r), u⇤(r))T is also solution with eigen-
value 0. For two BdG solutions (in p+ip superconducting pairing) that are connected by particle-
hole symmetry, they correspond to creation and annihilation of the same Bogoliubov quasiparticle
with positive energy (see equation 2.11 and 2.12). In the special case where the corresponding
eigenvalue is zero, we can no longer distinguish creation from annihilation (or put it another way,
creating a particle and creating a hole, i.e., annihilating a particle, is the same thing, at least
locally), so the corresponding pair of solutions must be the same solution. So we have v⇤(r) = u(r)
and u⇤(r) = v(r). From (2.11) and (2.12), we get the defining property of Majorana fermions
 † =  , (2.13)
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where I have relabeled ↵ with  , which is conventionally used to denote Majorana fermions.
We see above that the zero energy solutions to the BdG equations (2.9) imply the existence
of Majorana zero modes as a result of the particle-hole symmetry. Now let’s show that if these
Majorana zero modes are localized in space, the degenerate ground states related by them are locally
indistinguishable. For illustration, I consider the simplest case with doubly degenerate ground
states related by a single zero energy Dirac fermion. (Dirac fermion in the sense of satisfying Fermi
statistics. It is equivalent to another name: complex fermion if we call a Majorana fermion real
fermion. In the following, the word ”Dirac fermion” or ”Dirac mode” all has the same meaning.)
Since Majorana fermions don’t themselves satisfy Fermi statistics, we need at least a pair of them
to form a Dirac fermion. So a zero energy Dirac mode can be formed by
↵† =
1
2
( 1 + i 2), (2.14)
where  1 and  2 are two Majorana zero modes each of which is localized around position r1 and r2
that are separated in space from each other. The factor 1/2 is for normalization condition of the
Dirac fermion and the relative phase factor between two Majorana fermions can be either i or  i for
the Dirac fermion to satisfy Fermi statistics. We choose i here for Dirac fermion creation operator
acting on one ground state. If we instead choose  i, then the corresponding Dirac fermion creation
operators will be acting on the other ground state. The conclusion is of course independent of the
choice. Let’s denote the two ground states |0i and |1i that are related by
|1i = ↵†|0i. (2.15)
Consider now an arbitrary local Hermitian operator ⌦ˆ(r0) = ⌦ˆ†(r0) (since only Hermitian
operators correspond to physical observables) localized around r0 and evaluate its matrix elements
within the doubly degenerate ground state subspace. The diagonal elements are related by the
following equation
h1|⌦ˆ(r0)|1i = h0|↵⌦ˆ(r0)↵†|0i. (2.16)
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If r0 is far from both r1 and r2 where Majorana zero modes are localized, then we can evaluate
the RHS of the above equation by commuting ⌦ˆ(r0) with ↵† which vanishes and we get
h0|↵⌦ˆ(r0)↵†|0i = h0|⌦ˆ(r0)|0i+ h0|↵[⌦ˆ(r0),↵†]|0i = h0|⌦ˆ(r0)|0i. (2.17)
So the diagonal elements are the same h0|⌦ˆ(r0)|0i = h1|⌦ˆ(r0)|1i for r0 far from both Majorana zero
modes.
If r0 is close to one of the Majorana zero modes, say r2, we need to make use of the fact that
|0i is annihilated by ↵, i.e., ↵|0i = 1/2( 1  i 2)|0i = 0, to relate the two degenerate ground states
by the other Majorana mode and rewrite (2.15) as
|1i =  1|0i. (2.18)
Substituting (2.18) into (2.16) and commuting ⌦ˆ(r0) with  1 which vanishes, we arrive at the
same result h0|⌦ˆ(r0)|0i = h1|⌦ˆ(r0)|1i.
For the o↵-diagonal element, it vanishes trivially for the degenerate ground states considered
here as they have di↵erent particle number parity. For physically more interesting case of degenerate
ground states with the same particle number parity, the system much contain at least two zero
energy Dirac modes. The evaluation can proceed similarly to what we did above for the diagonal
elements. As the two zero energy Dirac modes are split among four Majorana zero modes that
are spatially separate from each other, we can focus on one of the Dirac zero modes near which
the local hermitian operator probes. For notation simplicity, we adopt the same notation as above
for the degenerate ground states and we call the relevant Dirac zero mode creation operator ↵†
omitting writing down the other Dirac zero mode explicitly. The o↵-diagonal element is similarly
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evaluated as
h0|⌦ˆ(r0)|1i = h0|⌦ˆ(r0)↵†|0i
= h0|↵†⌦ˆ(r0)|0i+ h0|[⌦ˆ(r0),↵†]|0i
= 0. (2.19)
Since the o↵-diagonal elements vanish and the diagonal elements are identical, no local Hermi-
tian operator can distinguish the two degenerate ground states. In the above derivation leading to
the indistinguishability of degenerate ground states, we rely on the assumption that ground states
are eigenstates of occupation number of zero energy Dirac fermions which are split non-locally at
physically separate regions where localized Majorana zero modes reside. This is true for an e↵ective
non-interacting (quasi-)particle picture obtained from the mean-field approximation and the BdG
equations. In Chapter 5, we shall examine whether when many-body e↵ect is taken into account, the
property of indistinguishability still survives. There’s no a priori reason to believe that it is the case.
Since degenerate ground states are locally indistinguishable, we say they are topologically pro-
tected from the environment as physical perturbations from the environment are all local in space
(of course, we are talking about low energy physics and we assume there is energy gap that sepa-
rates degenerate ground states from excited states). In the last section, we shall see that the only
way to introduce non-trivial transform within the ground state subspace is through braiding these
Majorana zero modes with resulting states depending only on the topology of braiding trajectories,
hence the name topological quantum computing when we use these ground states as e↵ective qubits
and braiding as gate operations.
Before leaving the section, I want to briefly comment on the non-local quantum entanglement
of Majorana zero modes. In the above discussion of indistinguishability, we see that  1|0i = i 2|0i
(see discussion right above equation (2.18)) which says that operators that are localized at separate
regions yield the same wave function when acting on the ground state, indicating non-local quantum
entanglement between Majorana zero modes and in the ground state wave functions. It’s interesting
to observe the analogy to maximum entangled states which play a important role in quantum
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information. For instance a Bell state is maximal entangled at two separate places and locally no
useful quantum information is available.
2.3 Majorana Zero Modes in Vortices of Chiral P-wave
Superconductors
Now I discuss Majorana zero modes in vortices of p+ip superconductors. There is not much sense
to give here detailed derivation of Majorana solutions to the BdG equations localized in vortices
of p+ip superconductors as it has been well established and thoroughly discussed in literature
(e.g. [15] - [17]). Instead, I’ll focus on conceptual aspect of the existence of Majorana zero modes
as consequence of topological features of chiral superconductors in the presence of vortices, which
is most relevant to the topics discussed in the thesis.
There has been proof (e.g. [18]) on the existence of Majorana zero modes in vortices based on
the usual assumption that the center of mass and relative coordinates of gap function can be sepa-
rated, i.e., the BdG equations take the form (2.9). The system is then reduced to an e↵ective one
dimensional system with a mass domain wall at the vortex and standard argument due to Jackiw
and Rebbi [19] can be applied to show the existence of zero energy local mode. Here I take a slightly
more general approach to emphasize the topological feature. I shall not rely on the separability
assumption of the gap function at the price of providing more heuristic and weaker argument about
the existence of Majorana zero modes, namely I can only provide necessary conditions for their
existence. Nevertheless, the discussion highlights the key component for the existence of Majorana
zero modes and furthermore raises interesting issues when superconducting condensate is explicitly
taken into account (the latter will be delayed to the next chapter when we discuss particle number
conservation in more details).
Consider first an isolated vortex located at the origin. The solutions to the BdG equations (2.7)
can be chosen to correspond to eigenstates of angular momentum in the sense that both u(r) and
v(r) are eigenstates of angular momentum with eigenvalues di↵ering by the angular momentum of
the Cooper pair or equivalently the gap function. It’s easy to check that such u(r) and v(r) is con-
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sistent with the BdG solutions. Explicit calculations indeed confirm that the angular momentum
condition is satisfied by the BdG solutions.
Now what constraint does existence of Majorana zero mode put on the angular momentum?
Since u(r) = v⇤(r) for a Majorana solution, the angular momentum of u(r) must be opposite to
that of v(r). To satisfy BdG equations as given by 2.9, the di↵erence of angular momentum for
u(r) and v(r) must equal to angular momentum associated with local superconducting order pa-
rameter. Therefore the magnitude of angular momentum of u(r) and v(r) must equal one half
of that of the order parameter. Namely, since lu   lv = lc, and lu =  lv, so |lu| = |lv| = lc/2.
lu, lv and lc denote angular momentum quantum number of u(r), v(r) and local order parame-
ter, respectively. Since both u(r) and v(r) need to satisfy single-valued condition, their angular
momentum quantum number can only be integer. Hence we arrive at the necessary condition for
the angular momentum of the local order parameter. It can only take even integers. For p+ip
superconductors, a vortex with single flux quantum h/2|e| (and more generally odd flux quanta)
satisfies this condition (the intrinsic angular momentum due to p+ip pairing is one and the angular
momentum due to vorticity is one for h/2|e| flux, the sum of the two contribution is even). The
exponential localization of Majorana zero modes then follows from the fact that the bulk is gapped.
Finally, I would like to briefly mention the splitting of degenerate ground states in systems
with finite size and the fate of Majorana zero modes. Our discussion on Majorana zero modes
above takes into account only one vortex without the e↵ect of the other which is accurate to within
exponential small error when the spatial separation of the two vortices is much larger than the
size of each localized Majorana zero mode. As we take into account the overlap of two localized
Majorana zero modes at two vortices, the energy level of the Dirac fermion excitation formed out
of the two localized Majorana modes becomes finite though exponentially close to zero. Notice
that there is still a single energy level out of the two localized Majorana modes and it is shifted
from zero to small positive value when system finite size e↵ect is taken into account. The crucial
physical property that make Majorana zero modes topologically nontrivial is not their exact zero
energy level which is never realized in any realistic system but their sharing physical degrees of
freedom among spatially separated modes.
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2.4 Kitaev Wire - A Toy Model
Perhaps the simplest model system giving rise to Majorana zero modes in superconductors is one
dimensional Kitaev wire [8]. This models is exactly solvable with all essential physics of Majorana
zero modes included. Consider a one dimensional normal wire with non-interacting spinless fermions
deposited on the surface of a bulk superconductor with p-wave pairing as shown in figure 2.1. Due
to proximity e↵ect, o↵-diagonal long range order is induced in the 1D wire with order parameter of
the same form as that of the bulk superconductor. If we approximate the e↵ective Hamiltonian of
the 1D wire to be the BCS mean-field Hamiltonian that breaks particle number conservation and
neglect the interaction between the wire and the bulk except that the bulk provides stationary o↵-
diagonal long range order to the wire, we will find that the wire possesses topologically nontrivial
phase in which there are localized Majorana zero modes localized at each end of the wire. For
example, consider the following Hamiltonian
Hkw =
N 1X
i=1
 a†iai+1 + a†ia†i+1 + h.c., (2.20)
where lattice sites runs from 1 to N, a†i is create a fermionic particle at site i. The chemical potential
is tuned to zero so the wire is half filled in the normal state. The superconducting gap is tuned to
have the same magnitude as hopping strength. In this special case, we get Majorana zero modes
localized at each end of the wire, i.e., at site 1 and N , respectively. This can be mostly easily seen
by rewriting fermion creation and annihilation operators in terms of Majorana operators, i.e., we
express a†i and ai as
a†i =
1
2
( iA + i iB)
ai =
1
2
( iA   i iB), (2.21)
where  iA and  iB are Majorana operators satisfying  2iA =  
2
iB = 1, { iA,  jB} = 0. Substituting
2.21 into 2.20, we can rewrite the Kitaev Hamiltonian in basis of Majorana operators
Hkw =
N 1X
i=1
i iB i+1,A. (2.22)
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In this form, we can readily see that there are two Majorana operators absent in the Hamiltonian,
 1A and  N,B. They commute with the Kitaev Hamiltonian and hence are zero modes. More
generally, the existence of Majorana zero modes at wire ends is guaranteed as the transition point
between topologically nontrivial bulk phase in the wire and trivial phase outside the wire, i.e.,
vacuum and their localization near the ends is due to the wire bulk gap.
It should be always kept in mind that they are not independent physical degrees of freedom
and the physical zero mode is formed by combining them as real and imaginary part. In other
words, each zero energy Majorana fermion should be regarded as linear combination of a physi-
cal zero energy fermion creation operator and an annihilator (which is the hermitian conjugate of
the zero energy fermion annihilation operator) annihilating the ground state to which it is acting on.
The existence of Majorana zero modes relies on the factorization between the wire and the bulk
superconductor in the sense that we can neglect the e↵ect from the coupling of the wire to the bulk
superconductor. The justification of this assumption is lacking. In particular, from the perspective
of using these modes for quantum information processing and computing, we should really consider
the wire and the bulk together as our system that explicitly conserves total particle number as the
relevant physical states that comprise qubit have fixed fermion numbers.
2.5 Other Hybrid Systems Utilizing Superconductivity
Various hybrid systems harboring Majorana zero modes have been proposed. They all share the
same e↵ective low energy Hamiltonian, namely, the BCS mean-field particle number non-conserving
Hamiltonian with e↵ective p+ip pairing. In this sense, all systems are physically equivalent to the
p+ip superconductors with di↵erence only in physical conditions in realizing the e↵ective Hamil-
tonian. Also they all rely on the proximity e↵ect to a bulk superconductor whose dynamics is
neglected and whose sole role is to supply a static superconducting order parameter to the system
of interest. Therefore they all need proper justification of particle number non-conserving approxi-
mation. For example, as we consider the state of the whole ”universe” (system + bath) which has
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fixed total particle number, the local modification of bath due to the system also needs to be taken
into account which is always neglected in the mean-field framework.
2.6 Braiding Majorana Zero Modes
Now let’s describe properties of Majorna zero modes under braiding in the mean-field particle
number non-conserving framework. For our purposes, we will only consider the simplest case of in-
terchanging two localized Majorana zero modes in a superconductor in the presence of two vortices.
We shall compare the overall phase change (which is also called holonomy) of the doubly degenerate
ground states after the interchange. In the more relevant case with at least four localized Majorana
zero modes, we can always choose to work in a diagonal ground state basis where interchanging the
two MZM we consider doesn’t mix basis states and compare the relative overall phases for the two
basis states after the interchange. (We need at least four vortices because degenerate ground states
in a system with two vortices and so two MZM have di↵erent particle number parity and they
can not transform into each other under interchanging two MZM. To realizing degenerate ground
states with same particle number parity, we need at least four MZM and two Dirac Bogoliubov
zero modes. Four MZM permit ground states to mix into each other under braiding MZM and is
useful for qubit operation.) If the relative phase is non-zero (modulo 2⇡), then we can conclude
that the interchange can induce a nontrivial unitary transformation in the ground state space for
the following reason. Suppose we choose our initial states to to be di↵erent from diagonal basis
states and consider their evolutions under the same braiding process for the diagonal basis ground
states. Each one of them will evolve into linear combinations of their initial states since each of
them is linear combinations of the diagonal basis ground states and di↵erent phases picked up by
the two basis ground states are going to change the relative coe cients in the linear combinations,
driving each of them out of themselves. We will see below that the BdG theory predicts non-trivial
relative phase and thus we call the non-trivial unitary evolution of ground states by saying that
Majorana zero modes obey non-Abelian statistics. All essential physics is already captured in the
simplest case considered here without loss of generality.
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Consider interchanging vortex 2 with vortex 1, as shown in figure 2.2. Each vortex harbors a
Majorana zero mode. Define the two degenerate ground states, one with even particle number state
|0(✓0)i and the other with odd particle number state |1(✓0)i created from |0(✓0)i by the adding a
zero energy BdG quasiparticle
↵† =
1
2
( 1 + i 2) (2.23)
with  1 and  2 Majorana zero mode operators sitting in vortex 1 and 2 respectively, given by
 i(✓0) =
Z
d2rui(r, ✓0) 
†(r) + vi(r, ✓0) (r), (2.24)
where i = 1, 2 and ui(r, ✓0) = v⇤i (r, ✓0) are functions localized in vortex i. The normalization condi-
tion for ui(r, ✓0) is
R
d2r |ui(r, ✓0)|2 = 1. ✓0 is a parameter characterizing the position of the vortex
pair (see figure (2.2)) with initial value 0 and final value ⇡ after interchange.
Since after the interchange, the system Hamiltonian goes back to the initial one before the
interchange, the instantaneous ground states |0(✓0)i and |1(✓0)i must go back to their initial states
up to some phases which is called monodromy phase. In the adiabatic limit, each ground state will
evolve back to itself at the end of the interchange up to overall phases. They wouldn’t evolve to
linear superposition of the two basis ground states as the basis states have di↵erent particle number
parity. In the more relevant case of four Majorana zero modes, the relevant basis ground states
have same particle number parity. There, we need to calculate the matrix of Berry connection. If
we choose our initial states (which coincide with our basis states) properly, we can always make the
matrix diagonal so that we only need to consider Berry phases associated with our states. There
are two contributions to the overall relative phase accumulated by the two ground states. The first
is from the monodromy phase, i.e.
|0(⇡)i = ei↵0 |0(0)i
|1(⇡)i = ei↵1 |1(0)i. (2.25)
19
The second is from the Berry phase,
 0 =  Im{
Z ⇡
0
d✓0h0(✓0)|@✓0 |0(✓0)i}
 1 =  Im{
Z ⇡
0
d✓0h1(✓0)|@✓0 |1(✓0)i}. (2.26)
The total relative phase is equal to
  =  ↵+   , (2.27)
where  ↵ ⌘ ↵1   ↵0 and    =  1    0.
The Majorana wave functions ui(r, ✓0) can be written as [17]
u1(r, ✓0) = exp{(⇡ + ✓0)i
2
}u(|~r   ~R1|)ei✓(~r ~R1)
u2(r, ✓0) = exp{✓0i
2
}u(|~r   ~R2|)ei✓(~r ~R2), (2.28)
where ✓(~r   ~Ri) is polar angle of vector ~r   ~Ri, ~Ri is the location of vortex i (i=1,2). The overall
phases dependent on ✓0 for u1 and u2 come from overall phases of gap function near each vortex due
to the superconducting phase induced by the other vortex. The superconducting phase increases by
2⇡ going around each vortex counter-clockwisely. The overall superconducting phase at vortex 1 is
⇡+✓0 and ✓0 at vortex 2 (see figure 2.2 for vortex configuration, we define zero phase in the positive
x direction). So the overall phases for u1 and u2 are (⇡ + ✓0)/2 and ✓0/2, respectively (cf. BdG
equations (2.9)). The azimuthal dependence of u1 and u2 is given by phases of azimuthal angles
✓(~r   ~R1) and ✓(~r   ~R2) since u1 and u2 are eigenstates of angular momentum (with eigenvalue
one) with respect to their associated vortices.
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After the interchange, ✓0 goes from 0 to ⇡, we have by (2.28)
u1(r,⇡) =  u2(r, 0)
u2(r,⇡) = u1(r, 0)
↵†(⇡) = i↵†(0). (2.29)
Combining (2.29) with the definition of the instantaneous ground states, we get the monodromy
phase
 ↵ = ⇡/2. (2.30)
Now let’s calculate the Berry phase. It is
   =  Im{
Z ⇡
0
d✓0h1(✓0)|@✓0 |1(✓0)i  
Z ⇡
0
d✓0h0(✓0)|@✓0 |0(✓0)i}
=  Im{
Z ⇡
0
d✓0h0(✓0)|↵(✓0)[@✓0 ,↵†(✓0)]|0(✓0)i}
=  Im{
Z ⇡
0
d✓0h0(✓0)|↵(✓0)(@✓0↵†(✓0))|0(✓0)i}
=  Im{
Z ⇡
0
d✓0h0(✓0)|{↵(✓0), (@✓0↵†(✓0))}|0(✓0)i}. (2.31)
It’s straightforward to show that the contribution from derivatives of ui(r, ✓0) and vi(r, ✓0) van-
ishes and so    = 0. This is due to two characteristics of localized Majorana zero modes: reality
condition of  i so that ui = v⇤i ; u1 and u2 are localized at separate regions so their overlap is
exponentially small. As we’ll see in Chapter 5, once the Cooper pair operator is added to BdG
quasiparticle operator,  i are no longer real and they are a↵ected by the Cooper pair during the
braiding. Furthermore, there can be contribution to the Berry phase from the Cooper pair.
Combining 2.30 with vanishing relative Berry phase, the total relative phase is
  = ⇡/2 + 0 = ⇡/2. (2.32)
This is the standard result first derived by Ivanov [7]. We see that after interchanging vortex 1 with
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2, the evolution of the two ground states picks up di↵erent overall phases and the phase di↵erence
is ⇡/2. The contribution comes only from the monodromy phase.
2.7 Figures
1 N
Bulk p-wave superconductor
Figure 2.1: Kitaev wire formed by depositing a normal wire on bulk superconductor with p-wave pairing.
Sites 1 and N are located at two ends.
2
1 0 
x 
y 
✓0
Figure 2.2: Configuration of braiding two vortices. The dashed circle centered around 0 with arrows indicates
the trajectories of vortices 1 and 2 during the counter-clockwise exchange. ✓0 parameterizes the position of
the two vortices.
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Chapter 3
Conceptual Issues with Mean-Field
Approximations
In the previous chapter, we’ve seen how Majorana zero modes and its topological properties are
derived from the mean-field approximations. In this chapter, we explore conceptual issues on using
mean-field approximations and BdG equations to deduce properties of Majorana zero modes for
quantum information and quantum computing purposes. We will argue that the main issue with
the mean-field treatment is the violation of particle number conservation which is conceptually in-
consistent with fundamental requirement on quantum states for quantum information and quantum
computing (Section 3.1.1) and also results in unphysical consequences such as violation of gauge
invariance and f-sum rule (Section 3.1.2) (as illustrated in particular by an example of incorrect
prediction on experimental signature in NMR of 3Helium-B phase surface in Section 3.1.2.1 based
on naive mean-field approximations) and Galilean invariance (Section 3.1.3). In Section 3.2, I’ll
discuss the e↵ect of particle-hole symmetry as a consequence of mean-field BdG approximation on
Majorana zero modes. Finally in Section 3.3, I mention a subtle point between BdG equations and
many-body states.
3.1 Particle Number Conservation
3.1.1 Pure versus Mixed States
We know that physical states that form qubits need to be pure quantum states. On the other
hand, many-body ground states corresponding to the BdG equations are coherent superpositions
of quantum states with di↵erent fermion numbers. These ground states do not correspond to pure
quantum states in physical systems which always have fixed electron numbers. The exotic coherent
superposition of di↵erent fermion numbers is a mere artifact of BCS mean-field trick in which
particle number conservation is relaxed for ease of mathematical treatment, but not for physical
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reasons. This is rather obvious for an isolated superconductor (in the sense that no conducting lead
is attached to it) where total electron number is fixed. For hybrid systems mentioned in Section
2.4 and 2.5 where the interesting physics appears to occur only in part of the whole system, for
example, for a Kitaev wire, the rest of the system, i.e., bulk superconductor, seems unimportant
and can be integrated or traced out. However, a basic argument shows that it is not true. Consider
the density matrix of a hybrid system in a pure quantum state given by
⇢ˆt = | ih |. (3.1)
The state | i can be written as superposition of tensor product of state of the system of interest (for
instance, the Kitaev wire) called ’s’ and state of the rest of the hybrid system, called environment
’e’, i.e.,
| i =
X
ij
↵ij |sii ⌦ |eji. (3.2)
Tracing over the environment, we get the reduced density matrix for s
⇢ˆs =
X
ii0j
↵⇤ij↵i0j |siihsi0 |. (3.3)
If we choose the basis state |eii to be eigenstate of particle number, i.e., each state has definite
particle number, then the basis state of the system |sii has to have definite particle number as
well since the total particle number is constant. As indicated by each coe cient (i.e. ↵⇤ij↵i0j) in
the reduced density matrix ⇢ˆs corresponding to |siihsi0 | as the sum over the same index j for the
environment basis state, |sii and hsi0 | must have the same particle number otherwise the two states
correspond to di↵erent total particle number of the universe. So the reduced density matrix is
diagonal in the particle number basis and can not contain coherent superposition of states with
di↵erent particle numbers. This means if we trace out the environment, we are not going to get
pure quantum states as superposition of states with di↵erent particle numbers. So in any case, we
really need to consider states with fixed particle number.
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The physical e↵ect on Majorana zero modes brought by fixing total particle number can be
illustrated in a simple example of a p+ip superconducting state with two vortices having the same
winding number. For this purpose, we extend our discussion on Majorana zero modes in vortices
from Section 2.3. Recall that we explain from topology in that section the necessary condition
for local superconducting order parameter topology (i.e., local winding number or equivalently
angular momentum) to enable existence of Majorana zero modes. We have considered only one
local Majorana zero mode. Now we complete the discussion by considering one Dirac zero mode
which requires account of another Majorana zero mode, either sitting at another vortex or bound
to system boundary (if there is only one vortex in the system). Let’s consider the former case
where the presence of another vortex changes topology of system state. The analysis of Majorana
zero mode in one vortex in Section 2.3 is una↵ected by including multiple vortices since each mode
is exponentially localized and locally the gap function looks the same except for an overall phase
due to the other vortex. So the second vortex appears to be innocuous to our argument. How-
ever, there is an interesting issue if we recover particle number conservation. The full Hamiltonian
(without mean-field approximation, cf. the first line of equation (2.1)) approximately commutes
with angular momentum if the two vortices are close to the origin and the system size approaches
thermodynamic limit. Since both ground states are eigenstates of total particle number with di↵er-
ent eigenvalues di↵ered by one and total particle number commutes with angular momentum, they
must be eigenstates of angular momentum too. Because if they were not, the angular momentum
operator acting on them will mix them and the resulting states would no longer be eigenstates of
total particle number. Note that angular momentum operator can’t mix energy eigenstates with
same particle number since these eigenstates much have di↵erent energy eigenvalues (but we know
angular momentum acting on an energy eigenstate must yield an energy eigenstate with same en-
ergy eigenvalue due to commutativity of Hamiltonian and angular momentum). Now let’s assume
the two degenerate ground states are still approximately related to each other by a zero energy
(modulo chemical potential) Bogoliubov quasiparticle whose form is given by solutions to the BdG
equations. Since both ground states have fixed particle number, we need to explicitly add a Cooper
pair associated to the hole component of the Bogoliubov quasiparticle to satisfy particle number
conservation. Since the angular momentum of the Cooper pair is three, the angular momentum
associated to the hole component can not be the same as that of the particle component since the
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di↵erence of angular momentum of hole and particle component can only be even (for this point,
refer to discussion in Section 2.3) for Majoranas. This implies that the particle number conserved
BdG quasiparticle is not eigenstate of angular momentum and therefore the two degenerate ground
states can not both be eigenstate of angular momentum and we reach a paradox. Of course, as the
full Hamiltonian doesn’t conserve angular momentum exactly, the above argument doesn’t reach
a rigorous paradox. Nevertheless, we notice that the average angular momentum of a Majorana
zero mode is two in particle number non-conserving approximation, whereas it is 2+ 32 = 7/2 as we
take into account the Cooper pair associated with quasiparticle hole in particle number conserving
treatment. The angular momentum of Cooper pair has interesting contribution to the Berry phase
as we shall see in Section 5.2.1.2.
We note here that although there has been interesting work on Majorana physics in particle
number conserving systems (e.g. [20]- [26]), none of them strictly addresses superconductors with
conserved particle number.
3.1.1.1 Braiding MZM using Kitaev Wire Networks with Fixed Particle Number
The particle number conservation may be enforced at di↵erent levels. At the most naive level,
we may simply project a BdG many-body ground state to constant particle number sectors and
ask whether the properties derived for the BdG ground state survive in each fixed particle number
sector. Even this simple-looking problem turns out to be non-trivial as we will see in Section
5.2. The fundamental di culty comes from lack of knowledge of many-body wave functions. It
is thus natural to seek model systems where simple analytic form of many-body wave functions
can be found. Kitaev wire is the ideal model system where we know everything about many-body
eigenstates. So we can explicitly calculate properties like Berry phase for each fixed particle number
sector. Of course, in the case of Kitaev wires, each fixed particle number sector should correspond
to projecting many-body ground state wave function of the whole system (wire + superconducting
bath). Nevertheless, we’ll pretend that the Kitaev wire is inherently superconducting, for example,
we may regard the wire as a chain in a quasi-1D superconductor. In order to calculate braiding
properties, we need to consider some network of Kitaev wires and interchange two end Majorana
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zero modes [27]. We have performed such calculations for two cases. In one case, we realized double
interchange of two MZM during which the two degenerate ground states are kept real. So there’s
no Berry phase for either of them. Particle number conservation doesn’t pose any new issue. In
the other case, we performed single interchange of two MZM. For ease of calculation, we switch to
a basis where two degenerate ground states are kept real during the interchange but they evolve
into each other at the end of interchange. We then calculate o↵-diagonal Berry phase for each
particle number sector. Interestingly, not all sectors have the same Berry phase. The two states in
sector which corresponds to average particle number have the same Berry phase, whereas states in
other sectors have di↵erent Berry phases. This poses a problem of particle-number non-conserving
scheme. Since in the particle number non-conserving scheme, the result of braiding is completely
insensitive to average particle number. We can assign even non-integer average particle number
without a↵ecting the braiding result. As we project the result onto each particle number sector,
we may get braiding result di↵erent from the average! For more details of calculations, refer to
Appendix A.
3.1.2 Gauge Invariance and f-sum Rule
The BCS mean-field theory and the corresponding reduced BCS Hamiltonian violates gauge in-
variance and it is a subject under intensive debate in early days of BCS theory. It is realized that
collective modes of condensate need to be included to restore gauge invariance and various sum
rules such as f-sum rule. In the case of translational invariant BCS Hamiltonian, pair interaction
with non-zero center of mass momenta needs to be included as shown by Anderson to enforce gauge
invariance and we get low energy collective excitations such as Anderson-Bogoliubov mode for neu-
tral superconductors. It is interesting to ask how this modification beyond original BCS mean-field
theory may be relevant to topological properties predicted based on mean-field approximations. In
fact, as we shall show in the next chapter by a case study, it is essential to include modification
beyond BdG framework for gauge invariance to enforce physically correct result on Berry phase of
transporting localized quasiparticles in a moving superconducting condensate. Here, we illustrate
the issue by showing that the homogeneous BCS ground state wave function violates sum rule and
how one might modify it, followed by an example in Section 3.1.2.1 in which a gauge invariant
calculation taking proper account of condensate dynamics is essential.
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The well-known homogenous BCS ground state wave function is given by
|GSiBCS =
Y
k
(uk + vka
†
ka
†
 k)|vaci, (3.4)
where u2k = 1/2(1 + ✏k/Ek) and v
2
k = 1/2(1   ✏k/Ek), ✏k is single particle kinetic energy defined
relative to Fermi energy, Ek =
q
✏2k +42 is quasiparticle energy spectrum. For simplicity, I have
omitted spin indices. Let’s evaluate long wavelength density fluctuations in the BCS ground state:
lim
q/kF!0
h⇢q⇢ qi ' 2⇡4N(0), (3.5)
where N(0) is density of states at Fermi surface and 4 is superconducting gap. This can be cal-
culated by expanding ⇢q and ⇢ q in terms of Bogoliubov quasiparticles ↵†k  with energy Ek  =q
✏2k + |4 |2 and making use of h↵k ↵†k0 0i =  kk0   0 , h↵k ↵k0 0i = h↵†k ↵†k0 0i = 0. It is approach-
ing a constant in the long wavelength limit, violating sum rules (f-sum rule and compressibility
sum rule). We can see this as follows: the upper bound of long wavelength density fluctuation can
be found from Cauchy-Schwartz inequality combined with f-sum rule and compressibility sum rule
as
lim
q/kF!0
h⇢q⇢ qi < Nq
mc
, (3.6)
where N is total particle number and c is speed of low energy hydrodynamic mode which is of order
Fermi velocity. So the long wavelength density fluctuation vanishes as q approaches zero.
We may modify the BCS ground state wave function by including hydrodynamic modes and
write down the following ansatz
|GSimod = exp( 
X
q
 q⇢q⇢ q)|GSiBCS, (3.7)
where  q = mc/(Nq).
In the above ansatz, long wavelength density fluctuations are damped by  q as q approaches zero.
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3.1.2.1 An Example of Failure of Application of the BdG equations - NMR
signature of 3He-B Surface
Here we present an example where gauge invariant calculation taking into account superfluid con-
densate dynamics is essential in obtaining correct physics. We consider NMR longitudinal absorp-
tion in a 3He-B film. It is well known that for a bulk 3He-B, the longitudinal absorption is solely
due to nuclear spin dipole interaction which is the only source in the Hamiltonian breaking rotation
symmetry of spin relative to orbital and so resonance peak is completely determined by dipolar
energy whose dominant contribution comes from the superfluid condensate spins due to their col-
lective behavior (see e.g., [28] and [29], for a review, see [30]). Including the surface shouldn’t
qualitatively change the nature of NMR response. However, if we implement mean-field calculation
as Silaev did [31], we will get qualitatively wrong signal in which absorption starts from the surface
BdG quasiparticle energy gap which is dependent on the Larmour frequency. In particular, in the
limit of vanishing external magnetic field, the absorption starts from zero frequency signaling the
zero energy Majorana modes localized at the surfaces. In this example, we see that if condensate
has interesting internal structure which is spin structure in this case, we need to pay attention to the
condensate dynamics and shouldn’t take for granted to regard condensate as c-number background.
Technically, in this example, mean-field calculation based on BdG equations breaks conservation
laws. A gauge invariant calculation (for gauge invariant schemes see e.g. [32]) has been done by
Taylor et al. [33] and they confirmed that the qualitative feature of NMR absorption is unchanged
from that of the bulk. See figure 3.1 for an illustration of NMR longitudinal absorption of a 3He-B
film.
3.1.3 Galilean Invariance
The lack of particle number conservation in the BCS theory also results in violation of Galilean
invariance which we illustrate here by comparing the momentum of a BdG quasiparticle in two
reference frames, one boosted from the other by a finite velocity. The BdG quasiparticle is created
29
in a BCS s-wave uniform superfluid whose form is given in the standard form
↵†k = uka
†
k" + vka k#, (3.8)
with the corresponding BCS ground state wave function taking the standard BCS form |GSi =Q
k(uk   v⇤ka†k"a† k#)|vaci in the lab frame. We first calculate in the lab frame the momentum of
the quasiparticle described by (3.8) by comparing the total momentum of the superfluid with and
without the quasiparticle excitation
plab = h↵kP↵†ki   hP i = h↵k, [P,↵†k]i. (3.9)
The commutator of total momentum operator P with ↵†k is evaluated to be k↵
†
k. Inserting it back
to the above equation, we get plab = k. This is what we expect.
Now we boost the superfluid by switching to a moving frame in which the ground state wave
function becomes |GS0i =Qk(uk  v⇤ka†k+K/2"a† k+K/2#)|vaci with total momentum of each Cooper
pair equal to K. The corresponding quasiparticle creation operator in the boosted superfluid is
given by
↵˜† = uka†k+K/2" + vka k+K/2#. (3.10)
The quasiparticle momentum in the boosted frame is evaluated in a similar way to be
pboost = k +
K
2
(|uk|2   |vk|2). (3.11)
This result violates the Galilean invariance according to which we expect the quasiparticle
momentum in the boosted frame to be k + K/2. This is simply due to particle number non-
conserving form of the many-body wave functions. As we compare the expectation value of total
particle number of many-body eigenstates with and without the quasiparticle excitation, the particle
number is not increased by one, but by |uk|2 |vk|2. Therefore in the boosted frame, the momentum
change due to the quasiparticle is not equal to k +K/2. The resolution for fixing this problem is
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either to adjust coe cient of uk and vk for all k when the quasiparticle is added to the superfluid
ground state to ensure average particle number is increased by one or simply to associate a Cooper
pair creation operator to the hole part of the quasiparticle. If we associate a Cooper pair to the
hole part of the quasiparticle, the boosted particle momentum satisfies Galilean invariance
p0boost = k +
K
2
(|uk|2   |vk|2) +K|vk|2
= k +
K
2
(|uk|2 + |vk|2) = k + K2 , (3.12)
where the last term on rhs of first equality above is contribution from the Cooper pair to the mo-
mentum. This result satisfies Galilean invariance.
This simple example illustrates possible violation of fundamental physical principles due to par-
ticle number non-conserving in the standard mean-field approach. In this particular example, we
see that extra care needs to be taken when the superfluid is moving.
3.2 Particle-Hole Symmetry
As discussed in Chapter 2, the particle-hole symmetry of BdG spectrum and BdG solutions plays
a central role in deriving the reality condition of local bound states which in turn means Majorana
modes. However, in physical particle number conserving systems, there’s no exact particle-hole
symmetry as hole is inequivalent to particle simply because they have di↵erent e↵ect on total
particle number. If the existence of Majorana zero modes necessarily depends on the particle-
hole symmetry, then its very existence is questionable if there’s no particle-hole symmetry. We’ll
speculate in Chapter 5 the possibility of local distinguishability due to di↵erent occupation of
Majorana zero modes (or more precisely Dirac zero modes made out of them).
3.3 BdG Equations vs. Many-Body Energy Eigenstates
Finally, there is a very subtle point that hasn’t been addressed so far. It’s worth pointing it out
here, though we didn’t study it in this thesis. In all discussions so far, we have implicitly assumed
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that there exist many-body energy eigenstates corresponding to BdG equations. This is true under
quite general conditions (see e.g., Appendix A in [34]), but is not guaranteed to be true. Solutions
to BdG equations connect di↵erent many-body energy eigenstates, but there is no guarantee that
there always exist such eigenstates that satisfy BdG equations. For an earlier discussion on such
type of problems, see [35].
3.4 Figure
!D
-B film with free surfaces on top and bottom3He
H
(a)
Im zz
!!H
(b)
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Im zz
!
Figure 3.1: NMR longitudinal absorption of a 3He-B film. (a) system setup, magnetic field H is uniform
pointing in z direction (b) prediction based on mean-field BdG solutions: the absorption occurs at Larmour
frequency !H (c) result based on gauge invariant calculation by Taylor et al.: the absorption signal agrees
qualitatively with that of the bulk with resonance frequency determined by nuclear spin dipole energy !D
broadened by Majorana zero modes at the film surface, sketch is adapted from figure 3 of [33].
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Chapter 4
Berry Phase of Transporting a
Localized Quasiparticle Around a
Vortex in Superconductor
In this chapter, we start our investigation on e↵ect of particle number conservation on topological
properties of superconductors by studying the simplest case of Abelian phase, namely the Berry
phase accumulated by a quasiparticle moving around an isolated Abrikosov vortex. As Berry
phase of a localized quasiparticle moving around a vortex is a key physical quantity involved in
determining braiding statistics of Majorana zero modes in vortices in topological superconductors,
it’s a good starting point to have a clear understanding of this basic process. We shall see that
in our toy model, particle number conservation is necessary for ensuring a physical value of Berry
phase and standard mean field approximation and BdG equations result in divergent result.
4.1 Model Setup
As we want to take into account the condensate to enforce particle number conservation, knowledge
of Cooper pair wave function is presumably needed for calculating its contribution to the Berry
phase since BdG quasiparticle itself being superposition of particle and hole, explicitly breaks par-
ticle number conservation and we need to associate a Cooper pair to the hole to recover particle
number conservation. In the presence of a vortex, it is impractical to know the explicit form of
Cooper pair wave function. So we make an assumption that it is only the topological feature of
a vortex, namely its winding number, not its detailed structure, that determines the Berry phase.
Therefore, we consider superfluid confined in annulus geometry with non-zero winding number of
Cooper pair center-of-mass phase. The e↵ective system is essentially one dimensional in azimuthal
direction which greatly simplifies calculations. An external magnetic flux can be applied through
the hole of the annulus to tune the superfluid velocity. We shall consider cases of both zero and
non-zero superfluid velocity by tuning the flux. The latter case has useful applications in under-
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standing physical constraints on braiding Majorana zero modes in two dimensional systems such
as candidate topological superconductor Sr2RuO4 where penetration depth is much larger than
coherence length so that the separation between vortices used for braiding may well be less than
the penetration depth. When this happens, localized Majorana zero modes are immersed in super-
fluid with non-zero superfluid velocity due to the neighboring vortices. So studying the non-zero
superfluid velocity has also practical importance.
In order to localize a quasiparticle, we need to apply some external potential to interact with it.
At the same time, we want to keep its e↵ect on the condensate as little as possible to simplify the
many-body e↵ect. To this end, we consider the simple BCS s-wave superconductor with odd total
number of particles and we apply a weak localized Zeeman field whose spatial extension is much
larger than the coherence length. To the first order in the Zeeman field strength, the condensate
can be approximated as una↵ected. Since the total particle number is odd, one quasiparticle with
spin orientated along the direction of the Zeeman field is localized. We then adiabatically move the
Zeeman field around the annulus and study the Berry phase in such a process (see figure 4.1 for
an illustration of system setup). The detailed discussions on how to trap a localized quasiparticle
and its microscopic description will be delayed to Section 4.3.3 when we actually need to consider
microscopic details.
4.2 Standard Particle Number Non-Conserving Argument
In the standard mean-field approximations, particle number conservation is broken down to Z2
symmetry. Intuitively, we may forget about the condensate and regard the system as an e↵ective
single particle with pseudo-spin degree of freedom representing particle and hole component. Mak-
ing analogy of the BdG equation for the quasiparticle to a Schrodinger equation for a spin-1/2 in
a magnetic field illustrated in figure 4.2, we can map the kinetic energy of particle and hole to
z-component of the e↵ective magnetic field and superconducting gap plays the role of the magnetic
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field in x-y plane. Namely, the BdG equation for the quasiparticle
0B@ H" 4(r)
4⇤(r)  H#
1CA
0B@ u"(r)
v#(r)
1CA = E
0B@ u"(r)
v#(r)
1CA , (4.1)
where 4(r) = | 4 |ein✓, can be identified with the Schrodinger equation of a spin in a rotating
magnetic field
0B@ Bz B(r)
B⇤(r)  Bz
1CA
0B@ s"
s#
1CA = E
0B@ s"
s#
1CA . (4.2)
As the quasiparticle is moved around the annulus and returned to its starting point, the local
superconducting gap phase seen by the quasiparticle is winded by 2n⇡ where n is the winding
number of the vortex and so the e↵ective magnetic field is rotated about z axis by 2n⇡. For a
bound state, the particle and hole component have the same weight (this can be seen as follows:
the particle gets reflected back at the trap edge and becomes hole which later reflects back as
particle; since the quasiparticle is trapped inside, the particle and hole must have the same weight:
if we ”observe” the quasiparticle, we have equal probability of finding it in particle and in hole
state), so the e↵ective spin lies in the x-y plane. From well known result of Berry phase of the spin
1/2 in the magnetic field, we immediately get the Berry phase to be n⇡ [36]. This result appears to
be insensitive to whether there is magnetic flux through the annulus. I will discuss next calculations
taking into account the full many-body wave function of the system and we will see that argument
ignoring particle number conservation gives a di↵erent answer.
4.3 Particle Number Conserving Argument
In this e↵ective 1d system, the Berry phase is given by the total angular momentum of the system.
This is because we can write the many-body ground state of the system in the form  ({✓i   ✓0}),
where only azimuthal coordinate is considered, ✓i is the coordinate of particle i which runs from
1 to 2N + 1 and ✓0 parameterizes the position of the Zeeman trap. The Berry phase can then be
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shown to be equal to total angular momentum of the system as follows
  =  Im{
Z 2⇡
0
h | @ 
@✓0
i}
= Im{
2N+1X
i=1
Z 2⇡
0
h |@ 
@✓i
i}
= 2⇡
2N+1X
i=1
Li, (4.3)
where Li denotes the expectation value of angular momentum of particle i.
It turns out that at integer magnetic fluxes (measured in unit of h/2|e|), we can find the an-
gular momentum exactly based on general argument of gauge transformation and time reversal
symmetry. Away from integer fluxes, the angular momentum can’t be found exactly and we need
to resort to linear order perturbation.
4.3.1 Integer Flux
The Hamiltonian is given by
H =
2N+1X
j=1
( i @
@✓j
+  )2 + Vint +Hz, (4.4)
where Vint is particle particle interaction term,   is external magnetic flux in units of h/|e| and Hz
is Zeeman term. Making the gauge transformation to the 2N+1 wave function  
 ˜ = exp(i
2N+1X
j=1
 ✓i) (4.5)
and substitute into the Schrodinger equation, we get
H˜ ˜ = E ˜, (4.6)
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where H˜ =  P2N+1j=1 @2/@✓2j+V +Hz. The transformed many-body function satisfies the boundary
condition
 ˜(✓i + 2⇡, ...) = exp(i2⇡ ) ˜(✓i, ...). (4.7)
When 2  = n, the boundary condition (4.7) after the gauge transformation is invariant under time
reversal. Since the transformed Hamiltonian H˜ also has time reversal symmetry (note that the
Zeeman term is unchanged since the time reversal considered here is with respect to orbital degrees
of freedom only), the ground state wave function  ˜ must be real if there is no degeneracy. So its
angular momentum is zero. Thus, the angular momentum of the original wave function is
L =  
2N+1X
i=1
  =  (2N + 1) . (4.8)
Similarly for even number of particles, the angular momentum is  2N . Note that the above
result (4.8) is very general and exact and furthermore doesn’t depend on details of the system
such as whether it’s superconducting or not. It is also di↵erent from general theorem of Byers
and Yang [37] in that it is a stronger statement on non-degenerate eigenstates at integer fluxes of
h/2|e|, instead of h/|e|. It is rather interesting to see that the fluxes quantized at integer values of
h/2|e| are special in that the Berry phase of transporting any local potential (in the case of current
interest, it is the Zeeman field) becomes just the sum of AB phase of each individual particle moving
around the annulus. Usually, h/2|e| is related to Cooper pairing. However, here it enters in quite
general situations.
Equation (4.8) can be applied to our toy model when the superfluid velocity vanishes. Since at
zero superfluid velocity, we have
l0 + 2  = 0, (4.9)
where l0 is the winding number of superconducting order parameter. For vortex winding number
l0 = 1,   =  1/2 which is at integer value of h/2|e|. Furthermore, we know the ground state is
unique for our system with a single bound quasiparticle in potential well (the energy from spin
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degree of freedom is split due to Zeeman field). According to (4.8) and (4.3), the Berry phase
is equal to ⇡. Thus the intuitive argument given above using BdG equations is correct at zero
superfluid velocity.
4.3.2 Linear Response Theory - away from Integer Flux
Away from integer flux, the boundary condition (4.7) is no longer invariant under time reversal
and the above argument ceases to be valid. In order to proceed, we can regard the deviation of
magnetic flux from integer values as perturbation and apply first order perturbation theory to the
problem. This is valid if the annulus is large enough so that flux change of order 1 is really a small
perturbation to the system compared to total energy of the system.
To obtain Berry phase that characterizes the quasiparticle statistics, we should compare the
di↵erence in Berry phase for system with 2N + 1 and 2N particles. Taking this into account and
writing the Berry phase in terms of deviation from the value from integer magnetic flux, we get the
following expression for the Berry phase at magnetic flux   =  1/2+    (from now on, we fix the
superconducting order parameter winding number to be 1)
 /2⇡ = (hJ2N+1i =  12+     hJ2N+1i =  12 )  (hJ2N i =  12+     hJ2N i =  12 ) +
1
2
, (4.10)
where J ⌘ Pj  i@/@✓j . Note that I use notation J here to emphasize relation between Berry
phase and current response to transverse vector field acting on superfluid due to magnetic flux  
threading the annulus. J is just the total angular momentum of the system.
Now apply standard first order perturbation theory, the current J di↵erence at flux   and at
flux  1/2 is
h0˜|J |0˜i   h0|J |0i = (
X
n
anh0|J |ni+ c.c.)
= 2
X
n
|h0|J |ni|2
E0   En   , (4.11)
where |0˜i refers to the ground state at flux   =  12+  , |0i and |ni refer to ground state and excited
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eigenstates at flux   =  12 with energies E0 and En, respectively, |0˜i = |0i +
P
n an|ni. We omit
the subscript of the current J , which would be added for discussing 2N and 2N+1 cases separately.
Let’s first discuss the 2N particle ground state. If we assume the 2N particle ground state at
flux   =  12 +    has rotation symmetry, which is true to first order of the Zeeman field, then the
matrix element h0|J |ni vanishes identically and hence the correction due to    in equation (4.11).
So we have hJ2N i =  12+   hJ2N i =  12 = 0. This result is simply the Meissner e↵ect which implies
that the current-current correlation here is the transverse one and superfluid condensate doesn’t
contribute to it. This is intuitively reasonable since the current is responding to magnetic vector
potential as in the usual Meissner e↵ect and analogously superfluid in a rotating container.
What about the ground state with 2N + 1 particles? In this case, the ground state no longer
has rotation symmetry, so the matrix element in equation (4.11) is finite. The sum rule of the
current-current correlation here is rather tricky since we are considering ground state with odd
total number of particles and it’s unclear what accounts for normal fluid which is responsible for
transverse current-current correlation. We may rewrite the sum in equation (4.11) as
2
X
n
|h0|J2N+1|ni|2
E0   En =  i
h0|[X,H] + i2 |nihn|J2N+1|0i
E0   En   i
h0|J2N+1|nihn|[X,H] + i2 |0i
E0   En ,
(4.12)
where H is Hamiltonian at flux   =  1/2, X =P2N+1i=1 ✓i. The constant i/2 in the matrix element
in equation (4.12) comes from the fact that the kinetic term for each particle i in H takes the form
( i @@✓i   12)2. The first sum in equation (4.12) can be rewritten as
 ih0|[X,H] +
i
2 |nihn|J2N+1|0i
E0   En = ih0|X|nihn|J2N+1|0i. (4.13)
Similarly, the second sum in equation (4.12) can be written as
 ih0|J2N+1|nihn|[X,H] +
i
2 |0i
E0   En =  ih0|J2N+1|nihn|X|0i. (4.14)
Now, adding equation (4.13) and (4.14), together with a term ih0|X|0ih0|J2N+1|0i ih0|J2N+1|0ih0|X|0i
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(which is zero), we get
2
X
n
|h0|J2N+1|ni|2
E0   En = ih0|[X, J2N+1]|0i
=  (2N + 1). (4.15)
So the Berry phase is, combing equation (4.10) with equation (4.15) and (4.11)
 /2⇡ =  (2N + 1)  + 1
2
. (4.16)
However, this derivation can’t distinguish the longitudinal current from the transverse one as
intuitively we know the superfluid condensate can’t contribute to the transverse current-current
correlation. If we apply the same derivation to the 2N particle ground state, we would arrive at
Berry phase change away from   =  1/2 proportional to 2N which conflicts with earlier argument.
Mathematically, we can’t simply take the commutation relation in (4.15) to be that of [x, p] as here
X is compact that X ⌘ X + (2N + 1)2m⇡ for any integer m. We should regard the (magnitude
of ) right hand side of equation (4.15) as upper bound of the (magnitude of) sum on the left hand
side. In the following, we’ll make various attempts to estimate the sum. We’ll see that standard
BdG equations violate the upper bound given by the right hand side of (4.15) and it’s necessary
to modify the many-body wave function beyond the mean-field construction to restore particle
number conservation.
4.3.3 Continuity Condition
So far we have not considered microscopies of the system and our analysis till now is quite general.
To proceed and evaluate (4.11), we need to make some specific reference to the microscopic Hamil-
tonian and study properties such as the energy spectrum of the quasiparticle. We first notice that
all terms in the sum in (4.11) are negative and so they all contribute to the sum constructively.
Let’s start by looking into the lowest energy state contribution to the sum which corresponds to
bound quasiparticle states. For this, we need to explicitly consider wave functions and energy
spectrum of the bound states. For simplicity, we restrict to the simplest case with zero superfluid
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winding number in the absence of magnetic flux. Straightforward generalizations to other cases
will be given directly without explicit derivations.
We are considering 2N+1-particle superconducting system whose condensate forms BCS s-wave
Cooper pairing. In the absence of any external potential field, low energy eigenstate states in the
BCS mean-field framework are approximated by 2N -particle BCS ground state (particle-number
conserving BCS ground state) added by a particle number conserving BdG quasiparticle
|GSi2N+1 = ↵†k, |GSi2N (4.17)
with
↵†k  = uka
†
k  +  vka k,  C
† (4.18)
and
|GSi2N = C†N |vaci, C† =
X
k
cka
†
k"a
†
 k#, (4.19)
where |vaci denotes the particle vacuum state, C† creates Cooper pairs in BCS ground state, and
coe cients ck are given by
ck = vk/uk, uk, vk =
p
1/2(1± ✏k/Ek), (4.20)
where ✏k = ~2(k2   k2F )/2m, Ek =
q
✏2k + |4 |2, kF is Fermi wave vector and 4 is the BCS energy
gap. k near Fermi wave vector correspond to near gap excitations.
Adding a weak Zeeman field B(z) as a function only of z (longitudinal direction along annulus),
we get a Zeeman term in the Hamiltonian as
X
i
 iV (zi), V (z) =  µB(z), (4.21)
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where µ is magnetic moment of particles and  i is projection of spin along axis of B.
We consider regime of Zeeman field such that a BdG quasiparticle is trapped well within the
Zeeman potential and at the same time the condensate can be considered as una↵ected. So we re-
quire the extension of Zeeman field d to be much larger than the coherence length ⇠ and its strength
V0 much smaller than 4. To trap a quasiparticle within its extension, we require the kinetic energy
cost inside the trap be smaller than binding energy, ~vF /d < V0, which is consistently satisfied by
the previous requirement of d   ⇠. Finally, the Zeeman field extension should be much smaller
than the circumference of the annulus L = 2⇡R.
Let’s choose the direction of the Zeeman field to be pointing up, so that the localized quasi-
particle has spin up in lowest energy eigenstates. Due to the Zeeman term, Fourier components
of BdG quasiparticle with di↵erent momenta will scatter into each other and we expect a bound
quasiparticle to be formed out of linear combination of ↵†k" with k around Fermi wave vector ±kF .
Ignoring normal reflection, we can consider wave packet around either kF or  kF and the resulting
wave functions are described by Andreev bound states [38]. As bound quasiparticle states with
wave vectors in +z and  z directions are degenerate, we can’t use them to evaluate the sum in
4.11 which would result in divergence. So we have to take into full account of normal reflection
which is usually ignored in discussion of Andreev problems. Although normal reflection splits the
lowest two energy levels and avoids divergence, there’s something wrong with the energy splitting
as described by the BdG equations. For a smooth Zeeman trap varying at length scale much larger
than the coherence length, the coupling due to normal reflection is exponentially small determined
by the ratio of Zeeman length scale to inverse of Fermi wave number, i.e., it scales as exp( kFd).
On the other hand, we can show that the numerator |h0|J |1i|2 remains finite in the limit d/⇠ !1,
yielding divergent contribution to the sum. This violation of sum rule is closely related to vio-
lation of continuity condition and corresponding particle number conservation in the mean-field
approach. This is can be seen as follows. If the energy splitting of the doublet is exponentially
small and suppose the quasiparticle is in the quasi-ground state with wave vector centered around
Fermi wave vector kF , then the state is quasi-stationary with lifetime of order the inverse of the
exponentially small energy splitting. Now by continuity condition of particle flow, the divergence
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of particle number flow should be exponentially small everywhere in the annulus. But this is in
contradiction to the corresponding many-body state. As the quasiparticle is localized inside the
Zeeman trap, the current outside the trap is zero (remember that we are considering the state with
vanishing superfluid velocity) and the current inside is of order vF /d. So the divergence of current
is much larger than required by continuity condition [39]. This suggests necessity of going beyond
mean field BdG equations to enforce particle number conservation in order to satisfy the f-sum rule.
One of the reasons the BdG approach fails in the above analysis is neglecting the superconduct-
ing condensate and treating the system as an e↵ective single particle problem associated with the
quasiparticle that doesn’t preserve particle number conservation. Hence we’ll make a variational
ansatz to the particle number conserving many-body ground state in order to recover continuity
condition though systematic constructions of post-BdG formalism are lacking. To avoid finite cur-
rent divergence at the edges of Zeeman trap for bound quasiparticle approximate energy eigenstate
with wave vector around kF , it’s natural to imagine some counterflow from the superconducting
condensate inside the trap to cancel the current flow induced by the bound quasiparticle. Although
neither the condensate nor the quasiparticle satisfies continuity condition alone, the combination
of the two as the whole satisfies the continuity condition. Energetically, the most economical way
to generate superfluid flow is to twist the superfluid phase. Hence, it su ces to multiply the
2N-particle ground state wave function (the 2N + 1-particle wave function is obtained by act-
ing particle number conserving quasiparticle operator on the 2N -particle state) by a phase factor
exp( iPj f(zj)) to yield zero current flow throughout the annulus, where [38]
f(z) =
kFL
2N
Z
| Sch(z)|2dz, (4.22)
where L is circumference of the annulus,  Sch(z) is wave function to a Schrodinger equation derived
from the BdG equation for the quasiparticle and is related to particle and hole component u(z)
and v(z) via u(z) ⇡ v(z) = exp(ikF z) Sch(z) (z is coordinate along the annulus).
We see that in the modified state, the superfluid condensate is deformed in the region where
the quasiparticle is localized. For the true energy ground state doublet, the quasiparticle wave
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function is linear combination of two approximate quasiparticle energy eigenstates with wave vec-
tors centered around ±kF . Once the superfluid condensate deformation is taken into account, the
quasiparticle wave function is entangled with the condensate, a new feature absent in the standard
BdG approach.
At this point, it’s appropriate to mention a related consequence of breaking continuity condition
in the particle number non-conserving BdG approach in calculating the Berry phase in our toy
model. As the Berry phase   of transporting the quasiparticle can be found from the di↵erence
in the total angular momentum between 2N + 1 particle and 2N particle states, making use of
continuity condition to deduce that in a 1d system, the current is uniform throughout the annulus
for any energy eigenstate and writing the 2N + 1 particle ground state as the BdG quasiparticle
operator ↵† acting on the 2N particle ground state, we can write the Berry phase in terms of
commutator between current density operator and ↵† at any arbitrary position ✓0
 /2⇡ = L(h↵(J˜(✓0)↵†i   hJ˜(✓0)i)   
= L(h↵[J˜(✓0),↵†]i)   , (4.23)
where the magnetic flux   appears due to converting angular momentum density to current at ✓ by
J˜(✓) = J(✓)+ ⇢(✓)/L. In the particle number non-conserving form, ↵† =
R
d✓u(✓) †(✓)+v(✓) (✓)
where u(✓) and v(✓) are particle and hole wave functions localized at Zeeman trap around ✓0. We
can always choose ✓0 to be su ciently far away from ✓0 such that [J˜(✓0),↵†] = 0. So the Berry
phase is just given by Aharonov-Bohm phase at all magnetic fluxes. This result is in conflict with
the intuitive one obtained using spin analogy in Section 4.2 where the Berry phase is found to be
independent of magnetic flux. In the above derivation, the key step is to make use of continuity
condition to replace total current by local current. Although the continuity condition is satisfied
in the BdG formalism for any energy eigenstate or at thermal equilibrium, its validity in those
situations is justified under particle number non-conserving approximation. Meanwhile, we should
keep in mind that the system under consideration should have fixed particle number to have a
physically meaningful quantum phase associated with adiabatic evolution. So the Berry phase of
   obtained from (4.23) doesn’t correspond to a quantum state with fixed particle number and
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may not correspond to a physical result. The unphysical result will be modified already at a naive
level of restoring particle number conservation. Once we add a Cooper pair creation operator
associated with the hole part of the BdG quasiparticle, the commutator [J˜(✓0),↵†] becomes finite
throughout the annulus since the Cooper pair wave function is spread out along the annulus.
Before closing this paragraph, it is worth noting that the whole discussion in this paragraph is
based on independent quasiparticle approximation so that 2N+1 particle eigenstate can be related
to 2N particle eigenstate through a quasiparticle. We know from previous discussion of continuity
condition that this approximation is no longer valid in our toy model. Hence to get a physical
value of the Berry phase, we should really consider many-body wave functions beyond the BdG
approximation and avoid using many-body wave functions directly constructed from individual
quasiparticle states.
4.3.4 Lower Bound on Berry Phase Change away from Integer Flux
In this section, we estimate lower bound of Berry phase change away from integer magnetic flux,
i.e., the sum in equation (4.11). We will do this by two di↵erent approaches and they give the
sam form of lower bound that is independent of Zeeman trap strength. In the first approach, we
apply Cauchy-Schwartz (CS) inequality to estimate lower bound of the sum in equation (4.11). We
noticed in evaluating the sum in equation (4.12)-(4.15) that we want to avoid evaluating angular
momentum in terms of azimuthal coordinates as they are subtle in annulus geometry. With this in
mind, we apply CS inequality consecutively to obtain the following inequality
X
n
|h0|J |ni|2
En   E0 >
(
P
n |h0|J |ni|2)2P
n |h0|J |ni|2(En   E0)
>
(
P
n |h0|J |ni|2)2P
n |h0|J |ni|2(En   E0)2
X
n
|h0|J |ni|2(En   E0)3
=
(
P
n |h0|J |ni|2)2
P
n |h0|J |ni|2(En   E0)2
(
P
n |h0|J |ni|2(En   E0)2)2
X
n
|h0|J |ni|2(En   E0)3
>
(
P
n |h0|J |ni|2(En   E0))2
P
n |h0|J |ni|2
(
P
n |h0|J |ni|2(En   E0)2)2
(
P
n |h0|J |ni|2(En   E0)2)2P
n |h0|J |ni|2(En   E0)
>
P
n |h0|J |ni|2(En   E0)
(
P
n |h0|J |ni|2(En   E0)2)2
(
X
n
|h0|J |ni|2(En   E0))2
=  h[J, [J,H]]i
3
h[J,H]2i2 . (4.24)
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Evaluating [J,H], we get
[J,H] =  iR
Z L
0
ds⇢ z(s)@/@sV (s)ds, (4.25)
where R is radius of annulus, L = 2⇡R is circumference of annulus, Vz(s) is Zeeman field, ⇢ z(s) is
spin density in +z direction in which Zeeman field is oriented.
For wide and weak Zeeman field, we expect a net spin up to be localized in the trap. If we
model the bottom of the trap by a Harmonic oscillator, [J,H] becomes
[J,H] =  iRk
Z
drrS(r), (4.26)
where I have used S(r) to represent the localized spin density, k is strength of the oscillator. The
denominator of rhs of equation (4.24) can be easily evaluated for a particle in a Harmonic oscillator
to be
h[J,H]2i2 = k
3R4
4m⇤
, (4.27)
where m⇤ is the e↵ective mass. To obtain the e↵ective mass, we need to explicitly write down the
BdG equation for the localized quasiparticle which will be done shortly in the second approach.
For now, we just quote the value m⇤ = 42✏F m with m the bare particle mass, 4 is superconducting
gap and ✏F is Fermi energy. [J, [J,H]] is evaluated from (4.26) to be
[J, [J,H]] =  R2k
Z
drS(r) =  R2k, (4.28)
where normalization condition
R
drS(r) = 1 has been used.
Substituting (4.26) and (4.28) into (4.24) we obtain the lower bound
X
n
|h0|J |ni|2
En   E0 > 4R
2m⇤. (4.29)
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Taking into account units, the rhs of (4.29) becomes 4m⇤/m = 24 /✏F . Hence, we see that the
deviation of Berry phase away from integer magnetic flux has lower bound  (44 /✏F )   (keep in
mind another factor of two in the sum 4.11).
Now, let’s evaluate the lower bound directly from the BdG equation for the bound quasiparticle.
Assuming 2N -particle ground state wave function is unchanged by the Zeeman trap, we can write
down the e↵ective equation obeyed by the bound quasiparticle
EkCk  
X
k0
Vk k0Ck0 = ECk, (4.30)
where Vk k0 is Fourier component of Zeeman trap and the bound quasiparticle state is given by
linear superposition of plane wave quasiparticle states as
↵† =
X
k
Ck↵
†
k". (4.31)
Expanding the excitation energy Ek =
q
✏2k +42 to lowest order in ✏/4 and considering wave
numbers around ±kF , we get e↵ective time independent Schrodinger equation obeyed by the bound
quasiparticle with wave numbers in either direction
1
2m⇤
d2
dz2
f(z)  V (z)f(z) = Ef(z), (4.32)
where e↵ective mass is m⇤ = (4/2✏F )m, ei±kF zf(z) =
P
k,±kF Ckexpikz (the sum over k is near
either kF or  kF ).
When the superfluid has non-zero winding number around the annulus and also in the pres-
ence of finite magnetic flux, the e↵ective equation given by (4.30) can be generalized by replacing
momentum quantum number by angular momentum quantum number and the excitation energy
becomes
El =
q
✏2l +42 + (l0 + 2 )(l  
l0
2
), (4.33)
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where l0 is winding number,   is magnetic flux and ✏l = (l   l02 )2   µ.
If we ignore mixing of wave number from around kF and around  kF , the e↵ective equation is
again given by (4.32) but in the presence of e↵ective vector potential. Minimizing kinetic energy,
we obtain the average angular momentum
hli = lF±   (l0 + 2 ) 4
2✏F
, (4.34)
where l0 + 2  is superfluid velocity, due to finite l0, lF+ + lF  = l0 (lF± refer to positive and
negative angular momentum at Fermi level respectively).
The Berry phase can be straightforwardly shown (by similar argument for the general case
leading to equation 4.3, i.e., the bound quasiparticle wave function depends on Zeeman trap location
parameterized by ✓0, so Berry phase is related to its angular momentum) to be equal to average
angular momentum of the bound quasiparticle
 /2⇡ = hli. (4.35)
Ignoring redistribution of magnitudes of Cl around lF+ relative to those around lF  due to
magnetic flux change, we get a lower bound for the Berry phase change due to    = 12 +   (we
specify the case of l0 = 1 here)
  /2⇡ <  (4/✏F )   (4.36)
for positive   . Hence, we see that two approaches give the similar lower bound and the former
approach gives a stronger bound (four times that of the latter bound).
In the second approach, we further see that the redistribution weights of Cl around positive
and negative Fermi momentum due to finite superfluid velocity (i.e. finite l0 + 2 ) is dependent
on potential energy saving by scattering between opposite Fermi momenta through Zeeman trap
(without the trap, all coe cients will be around either positive or negative Fermi momentum
48
depending on sign of superfluid velocity). So for many-body wave functions constructed by BdG
solutions, the Berry phase at general magnetic flux is non-universal and depends on parameters of
the system such as Zeeman trap strength.
4.4 Berry Phase for the case of a Square Well Zeeman Trap
In this section, we evaluate the Berry phase quantitatively for a specific shape of Zeeman trap, a
square well trap. We develop a di↵erent approach for calculating the Berry phase based on work-
energy relationship. The advantage of this approach is that the Berry phase can be evaluated from
energy of bound quasiparticle which is addressed by the BdG equations, without the need to explic-
itly referring to quantities more di cult to calculate such as angular momentum and many-body
wave functions.
We have shown from symmetry that the Berry phase is ⇡ (equal to the AB phase) at magnetic
flux   =  12 (in unit of h/|e|) and vanishing superfluid velocity vs / l0+2  = 0 (l0 is the winding
number of pair wave function). We are interested in knowing the evolution of the Berry phase as we
change the magnetic flux while keeping the winding number l0 fixed. As we change the magnetic
flux, a voltage is generated along the ring. The amount of work done to the system is determined by
the voltage and the current. Since work is equal to energy change, we can establish a relationship
between the Berry phase (through current) and variation of quasiparticle energy.
The work-energy equations for the system with 2N and 2N + 1 particles are
Z  f
 i
(L2N + 2N )d  = E2N ( f )  E2N ( i)Z  f
 i
(L2N+1 + (2N + 1) )d  = E2N+1( f )  E2N+1( i), (4.37)
where L denotes total angular momentum, E refers to total energy of the system and   is external
magnetic flux. All three quantities are dimensionless with units ~, ~2/2mR2 (R - annulus radius)
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and h/|e|, respectively. Subtracting the two equations, we obtain
Z  f
 i
(L2N+1   L2N +  )d  = (E2N+1( f )  E2N ( f ))  (E2N+1( i)  E2N+1( i)). (4.38)
Di↵erentiating equation (4.38), we get
L2N+1   L2N =   + dE( )/d , (4.39)
where E( ) ⌘ E2N+1( )  E2N ( ) is the quasiparticle energy.
Since the Berry phase   is equal to 2⇡L, we get the Berry phase from (4.39)
 /2⇡ =   + dE( )/d . (4.40)
The first term on rhs of equation (4.40) is just AB phase, the second term is correction due to
energy dependence on magnetic flux.
We now solve BdG equations to find E( ). In order to find a simple analytic expression, we
choose a square shaped Zeeman trap, i.e. it is constant between ✓ =  ✓L/2 and ✓ = ✓L/2 and zero
elsewhere. We also ignore any spatial inhomogeneity of the gap magnitude.
We consider magnetic flux around  1/2, where the BdG equation reads
((l   1
2
)2   µ)u+4ei✓v = (E + V )u
 ((l + 1
2
)2   µ)v +4e i✓u = (E + V )v, (4.41)
where V is the Zeeman potential, it’s zero between ✓L and 2⇡ and equal to V outside. 4 is constant
to a good approximation and it can be made to be real, l is angular momentum quantum number,
µ is chemical potential. Let’s make the gauge transformation u = u˜ei✓/2, v = v˜e i✓/2. After the
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transformation and rename u˜, v˜ to u, v, we get
(l2   µ)u+4v = (E + V )u
 (l2   µ)v +4u = (E + V )v. (4.42)
Now u and v are anti-periodic.
When the magnetic flux is   =  12 +  , the BdG equation becomes
((l +  )2   µ)u+4v = (E +B)u
 ((l    )2   µ)v +4u = (E +B)v, (4.43)
where again u and v satisfy anti-periodic boundary condition. The BdG equation (4.43) has the
following symmetry:   !   , E ! E for (u, v) ! (u⇤, v⇤). Thus, the lowest energy eigenvalue
E0( ) is symmetric around   = 0. So dE( )/d  = 0 at   =  1/2, and equation (4.40) gives just
AB phase at   =  1/2, consistent with previous general consideration based on symmetry (cf.
Section 4.3.1).
If we ignore mixing between positive and negative momenta, it’s relatively straightforward to
show that the lowest energy doublet is degenerate at   =  1/2 and they are linear in   with slope
±2lF (l2F = µ) (see appendix B for a detailed derivation). When mixing is taken into account, a
energy gap is opened up at crossing point and we can write down energy spectrum for small   as
E( ) = ±
p
(2lF )2 + ⌘2, (4.44)
where ⌘ is energy gap at   =  1/2. So the lowest energy derivative with respect to   is
dE/d  =  4l2F /
p
(2lF )2 + ⌘2. (4.45)
It is interesting to note the follow points concerning (4.45). Firstly, it satisfies f-sum rule and its
upper bound is just half of the upper bound of f-sum rule for a true 1D system since the magnitude
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of the rhs is bounded by 2lF which is equal to total number of particles for each spin. For physical
system of interest, the system is only quasi-1D and therefore the upper bound is smaller than
half the upper bound of f-sum rule. Secondly, when comparing (4.45) with (4.11), we see that in
the linear regime where 2lF  ⌧ ⌘, the Berry phase for a square well takes the same form as the
doublet contribution to the sum in the linear response formula (up to a factor of 2) at BdG level
(i.e., many-body deformation is not taken into account).
4.5 Summary
We see in this chapter that the Berry phase of transporting a quasiparticle around a vortex is a
rather subtle problem. At the most naive level, we can regard the bound quasiparticle as single
particle problem and map it into e↵ective spin 1/2 in magnetic field. The Berry phase is found to
be equal to ⇡ irrespective of external magnetic flux through the annulus (Section 4.2). Noticing
that the Berry phase can be related to total angular momentum of the system in one dimension and
making use of continuity condition, the Berry phase can be obtained by evaluating commutation
relation between localized quasiparticle operator and local current operator (4.3.3). In the stan-
dard particle number non-conserving formalism, the commutator vanishes as Cooper pair operator
associated with hole part of the quasiparticle is neglected. Therefore, we obtain the Berry phase to
be equal to AB phase at any magnetic flux. This conclusion is in contradiction with that obtained
from e↵ective spin model away from integer flux (in unit of h/2|e|).
At this stage, we see that even in the same particle number non-conserving approximation,
di↵erent treatment could yield di↵erent result. At integer magnetic flux, symmetry argument yield
exact result of the Berry phase to be equal to AB phase, a result independent of any approxima-
tion (Section 4.3.1). We see that the Berry phase from both approaches above in particle number
non-conserving approximation is consistent with this general result. So the remaining question is
what is the Berry phase away from integer flux.
To address this question, we need to explicitly take into account particle number conservation.
From linear response theory (or alternatively, from adiabatic perturbation theory in a rotating
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frame in which the Zeeman trap is at rest), we can write the Berry phase in the sum given by
equation (4.11). This sum puts a upper bound to the Berry phase to be equal to total number of
particles of the system, i.e., 2N + 1. An examination of the first term in the sum shows that it
violates the upper bound as the energy splitting between lowest two energy levels is exponentially
small for a wide smooth Zeeman trap. This violation is closely related to the violation of continuity
condition for approximate eigenstates made out of linear combination of the doublet eigenstates,
i.e, for approximate states traveling to either directions inside the trap. To resolve this issue, we
propose to modify the condensate wave function in response to quasiparticles traveling in either
directions such that the quasiparticle wave function and the condensate wave function is entangled
(Section 4.3.3).
As it is necessary to consider many-body wave functions beyond BdG formalism in order to
evaluate the sum in equation (4.11), it becomes very di cult to do so in practice. So we turn to
estimating the sum by evaluating its lower bound. From both CS inequality and directly evaluating
the quasiparticle wave function as solution to e↵ective time independent Schrodinger equation, we
get the same lower bound 24 /✏F . This lower bound rules out the Berry phase of ⇡ given by the
e↵ective spin model. Furthermore, in evaluating the quasiparticle wave function, we see that the
Berry phase is non-universal depending on parameters of the system. Of course, this conclusion is
based on many-body wave function constructed from BdG solutions and its validity beyond BdG
approximation is not completely clear.
Finally, we explicitly calculate the Berry phase for a square well Zeeman trap by evaluating the
energy derivative of quasiparticle with respect to magnetic flux. We again obtain a non-universal
result similar to the contribution of doublet to the sum in (4.11) within BdG formalism. It’s tempt-
ing to believe that the non-universality of the Berry phase at general magnetic flux is valid even
beyond BdG approximations since we don’t expect energy spectrum to modify significantly beyond
the BdG equations.
Despite still lack of model independent result (in particular, independent of BdG equations) on
the quantitative value of Berry phase, we hope to have convinced the reader through this chapter
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that careful treatment of BdG equations is needed regarding evaluating Berry phase and formalism
beyond BdG framework may be necessary for obtaining physically correct result.
4.6 Figures
d
 
vs
V0
R
Figure 4.1: A bound quasiparticle with spin pointed along the direction of Zeeman field is formed in s-wave
superfluid with odd number of particles confined in annulus geometry. d is spatial extension of Zeeman field,
V0 is its characteristic strength and superfluid velocity is given by vs = (n+2 )h/2mR, where   is magnetic
flux through annulus in unit of h/2|e|, R is radius of annulus.
 
B
Figure 4.2: A bound quasiparticle as e↵ective spin in magnetic field. For the bound quasiparticle, e↵ective
  = ⇡/2, and Berry phase is   = 2n⇡cos2( /2) = n⇡.
54
Chapter 5
Braiding Vortices in Chiral P-wave
Superconductors
Having achieved some intuitive understanding of physics brought by particle number conservation
and superconducting condensate in the toy model, we are ready to consider braiding Majorana zero
modes in 2d superconducting systems and to explore consequences of particle number conservation
and many-body wave function modifications beyond BdG approximations in braiding statistics
and in topological properties in chiral p-wave superconductors. We will start in Section 5.1 by
discussing general structure of degenerate ground state wave functions in ground state Hilbert
subspace spanned by Majorana zero modes before focusing on Majorana zero modes localized in
Abrikosov vortices in chiral p-wave superconductors. In Section 5.2, we will discuss e↵ect of Cooper
pair on braiding phases with two and four vortices at the level of mean-field BdG description but
with fixed total number of particles. Finally in Section 5.3, we go beyond mean-field level and
speculate the possibility of qualitative e↵ect on topological property by superconducting condensate
response to localize Majorana zero modes owing to particle number conservation.
5.1 Structure of Degenerate Ground State Wave Functions
We discuss structure of doubly degenerate ground states that are related to each other by two
Bogoliubov Dirac-zero energy modes, or equivalently four Majorana zero modes. The doubly de-
generate ground states constitute a basic qubit for quantum computing. In the standard picture, as
we braid these Majorana zero modes, states undergo unitary evolution in the ground state subspace
and we can e↵ectively view the two ground states forming a Bloch spin 1/2 which rotates under
braiding operation. We want to first ask whether it is possible to visualize the structure of the
e↵ective Bloch spin by relating its spin components to the underlying many-body ground state wave
functions. This is motivated by well known Anderson pseudo-spin picture [11] of superconductors
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and the associated observation that in translational invariant superconducting eigenstates with
even parity of particle number, excited eigenstates can be obtained from ground state by flipping
pseudo-spins that are made of Cooper pair in momentum space. It is interesting to inquire whether
this can be generalized to systems hosting Majorana zero modes. If this turns out to be true, then
we will have a very simple physical picture relating two doubly degenerate ground states in which
they are related to each other by flipping the Cooper pair component that comprises the Bloch
spin. We perform our analysis within the mean-field BdG approximation in the standard particle
number non-conserving form. The result can be easily generalized to particle number conserving
case by projecting onto particle number basis.
In order to explore possible structure analogous to Anderson pseudo-spin picture, suppose we
can write many-body ground states in Yang’s form [40] (in the sense that Cooper pair wave function
can be diagonalized) as follows
|00i =
0Y
n
(un + vna
†
na
†
n¯)|vaci
|11i = (v0   u0a†0a†0¯)
0Y
n 6=0
(un + vna
†
na
†
n¯)|vaci, (5.1)
where a†n and a†n¯ create single fermion states in vacuum that together form an orthonormal basis
and prime superscripts over products are used to denote that sum is over half of all single particle
states, i.e., only over states n, not n¯ (states in the set of n and the set of n¯ are mutually orthogonal)
to avoid double-counting, since a†na†n¯ is the same as a
†
n¯a
†
n di↵ering in a minus sign coming from
Fermi statistics. The doubly degenerate ground states |00i and |11i are written in BCS form and
we assume one pair associated with single particle state labeled by 0 and 0¯ are flipped. I have taken
all un and vn to be real and absorb all phases into single particle states.
In the BdG formalism, we know that |11i can be obtained from |00i by adding two zero energy
BdG Dirac quasiparticles ↵00†0 and ↵
00†
0¯
[41]
|11i = ↵00†
0¯
↵00†0 |00i. (5.2)
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Let’s express zero energy BdG quasiparticle states in terms of many-body ground state wave
functions, i.e., in terms of un, vn, a
†
n and a
†
n¯. From the requirement that a BdG quasiparticle
annihilation operator must annihilate ground state, say |00i in this case, we can write down the
most general form for the two zero energy BdG quasiparticle states as
↵00†0 =
X
n
d0,n(una
†
n + vn¯an¯)
↵00†
0¯
=
X
n
d0¯,n(una
†
n + vn¯an¯), (5.3)
where n run over all n and n¯ corresponding to single particle states a†n and a†n¯ and un¯ = un,
vn¯ =  vn.
From the requirement given by equation (5.2), we have the following constraint on coe cients
d0,n and d0¯,n
d0,0¯d0¯,0   d0,0d0¯,0¯ = 1 (5.4)
and all other dn vanish.
From constraint (5.4), we can define another set of zero energy BdG quasiparticle operators as
follows
↵˜00†0 = u0a
†
0   v0a0¯
↵˜00†
0¯
= u0a
†
0 + v0a0¯, (5.5)
which are obtained from the original set of zero energy BdG quasiparticle operators by a unitary
transformation.
For later comparison, we rewrite the new set of operators in terms of single particle wave
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functions  n(r) and  n¯(r) which are created by a
†
n and a
†
n¯
↵˜00†0 =
Z
dru0 0(r) 
†(r)  v0 ⇤¯0(r) (r)
↵˜00†
0¯
=
Z
dru0 0¯(r) 
†(r) + v0 ⇤0(r) (r). (5.6)
On the other hand, we can write the above set of operators in linear combination of Majorana zero
modes  i which are localized at four separate places ri, i = 1, · · · , 4 (for instance, sitting at four
vortices) as
↵˜00†0 =
4X
i=1
c0i
Z
drui(r) 
†(r) + u⇤i (r) (r)
↵˜00†
0¯
=
4X
i=1
c0¯i
Z
drui(r) 
†(r) + u⇤i (r) (r), (5.7)
where each MZM i is given by  i =
R
drui(r) †(r) + u⇤i (r) (r) with field operator  †(r) creating
a particle at r.
Comparing wave functions given by equation (5.7) and (5.6), we get the following equations
P
i c
⇤
0iui(r)P
i c0¯iui(r)
=   v0
u0P
i c0iui(r)P
i c
⇤¯
0i
ui(r)
=
u0
v0
. (5.8)
Since ui(r) is localized at position ri, the above set of equations are satisfied i↵
c⇤0i
c0¯i
=   v0
u0
c0i
c⇤¯
0i
=
u0
v0
(5.9)
for each i = 1, · · · , 4. (Equation 5.9 is necessary condition for 5.8 since near each Majorana zero
mode, the left hand side in 5.8 becomes the left hand side in 5.9.)
However, there is no solution to (5.9). Thus, we see that it is not possible to find such a set of
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doubly degenerate ground states that admit simple relation between them by flipping one pair in
Yang’s form.
Since we are unable to find a simple relation between the doubly degenerate ground states in
Yang’s form, we next seek their structure relationship in terms of BdG solutions. It has been
discussed in the work of Stern et al. [42] and they found that degenerate ground states are coherent
superposition of states in which core states corresponding to local Majorana wave functions are
either occupied or empty with equal weight. We give here a simple derivation for the cases of two
and four Majorana zero modes which yield wave functions consistent with Stern et al’s.
Consider two Majorana zero modes  1 and  2 described by localized wave functions as  1 =
a†1 + a1 and  2 = a
†
2 + a2 with a
†
1 and a
†
2 creating localized wave functions at places r1 and r2.
Define even particle number parity ground state |0i to be annihilated by ↵0 =  1   i 2 and so odd
particle number parity ground state is obtained from |0i by |1i = ↵†0|0i. From this definition, we
can write down |0i and |1i in terms of a†1 and a†2 as
|0i = K(1 + ia†1a†2)| ei+Q(a†1   ia†2)| oi
|1i = K(a†1 + ia†2)| ei+Q(1  ia†1a†2)| oi, (5.10)
where K and Q are coe cients, | ei and | oi are many-body states with even and odd particle
numbers respectively and neither of them contain single particle states associated with a†1 and a
†
2
(in the sense that we can expand | ei and | oi in products of single particle states which are all
orthogonal to states associated with a†1 and a
†
2). We see from equation (5.10) that occupation of
states a†1 and a
†
2 is of equal weight in both doubly degenerate ground states.
We can similarly write down doubly degenerate ground states with same particle number parity
in terms of four Majorana zero mode wave functions  i = a
†
i + ai (i = 1, · · · , 4). Define the two
ground states by |00i and |11i = ↵†12↵†34|00i with ↵†12 =  1 + i 2 and ↵†34 =  3 + i 4. By requiring
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|00i be annihilated by ↵12 and ↵34, we find similar structure related to localized states
|00i =  1(1 + ia†1a†2 + ia†3a†4   a†1a†2a†3a†4)| ei+  2(ia†1a†3 + a†1a†4 + a†2a†3   ia†2a†4)| e0i
+ P1(a
†
1   ia†2 + ia†1a†3a†4 + a†2a†3a†4)| oi+ P2(ia†3 + a†4   a†1a†2a†3 + ia†1a†2a†4)| o0i.(5.11)
5.2 Role of Cooper Pair in braiding MZM
In this section, we discuss braiding Majorana zero modes in systems with fixed particle number.
We’ll still consider many-body wave functions constructed from BdG solutions but with fixed
particle number. Many-body states considered here with fixed particle number are the same as
projected from particle number non-conserving states onto particle number sectors. To be more
specific, take for example doubly degenerate ground states considered in Section 2.6 and write them
out in terms of particle number basis
|0i =
X
n
An 2n
|1i =
X
n
Bn 2n+1, (5.12)
where  2n and  2n+1 are normalized wave functions with 2n and 2n+1 particles respectively. We
are considering Berry phases of  2n and  2n+1 with fixed n as we adiabatically braid (interchange
in our discussion) two vortices. The Berry phase discussed in Section 2.6 in particle number non-
conserving case is average Berry phase over states with di↵erent particle numbers (over all even
particle numbers for |0i and odd particle numbers for |1i).
There are some delicate points worthing clarifying before we start calculations for fixed particle
number states. The first issue is concerned with total particle number. In the particle number
non-conserving approximation, the two degenerate ground states that are related by two Majorana
zero modes (and equivalently one Dirac zero mode) have the same average particle number which
doesn’t need to be integer. So there is ambiguity how we choose out of the two degenerate particle
number non-conserving states the two states with fixed particle number that di↵ers by one. This
issue associated with particle number non-conserving approximation also manifest itself in Galilean
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invariance discussed in Section 3.1.3 where average particle number change due to an extra quasi-
particle is not equal to one in the mean-field BCS approximation and in Berry phase calculation
in annulus discussed in Section 4.3.3 where again the average particle number with one localized
quasiparticle is not increased by one compared to that in the absence of any quasiparticle.
The second issue is on the structure of ground state wave functions. In the last section, we
have shown that assuming two degenerate ground states both with even particle number can be
both written in BCS paired form, it’s not possible to relate them by flipping one pair. Here I want
to point out that it is actually impossible for both of them to be written in paired form in the
mean-field BdG framework. In fact, paired form for both of them contradicts braiding statistics
derived in the BdG framework. As we have seen in discussion in Section 2.6 which applies to a
system with four vortices as well that after interchanging two vortices, the monodromy phase (i.e.,
the phase from instantaneous eigenstate evolution) of two doubly degenerate ground states (which
we denote here by |00i and |11i and which we choose to be diagonal with respect to the interchange,
i.e., they don’t mix into each other) di↵ers by ⇡/2. On the other hand, if they were both written
in paired form, there can be no relative monodromy phase between them. This is due to the fact
that under the assumption, each particle number non-conserving state can be written in linear
superposition of states each with fixed integer number of Cooper pairs whose number di↵er from
neighboring state in the superposition by one. For a state to evolve back to itself after braiding
up to a phase, the monodromy phase of Cooper pair wave function has to be integer number of
2⇡. Otherwise, states with di↵erent number of Cooper pairs would pick up di↵erent phases and a
particle number non-conserving state, as superposition of them, can’t evolve back to itself. So at
least for one of the two degenerate ground state, Cooper pair wave function can not be defined in
the sense of paired form (it is of course still well defined in the sense of long range order parameter).
The second issue could potentially complicate our treatment of fixing particle number in the fol-
lowing way. To implement constant particle number, there are two obvious approaches. We can ei-
ther project particle number non-conserving states onto states with fixed particle number by Ander-
son trick (for odd particle number states, Anderson trick can be aslo applied by including overall su-
perconducting phase factors to Bogoliubov quasiparticle operator: ↵† =
R
dr exp{i✓/2}u(r) †(r)+
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exp{ i✓/2}v(r) (r) and integrating over R d✓ exp{ i(N + 12)✓} to get 2N + 1-particle state from
a particle number non-conserving state) or we can associate a Cooper pair to the BdG quasiparticle
operator to make it particle number conserving. The former way turns out to be too di cult to
proceed in practice as states with di↵erent superconducting phases (which comes from integrating
over superconducting phases by Anderson trick to project from particle number non-conserving
states onto states with fixed particle number) have non-vanishing overlaps that complicate calcu-
lating Berry phase. So we adapt the latter approach in the following. However, Cooper pair wave
function may not be defined in the sense of completely paired form as we just demonstrated above.
Keeping this in mind, we now proceed to discussing braiding two vortices.
5.2.1 Two Vortices
As we have seen in Section 2.6, interchanging two vortices resulting in monodromy phase of ⇡/2
while the Berry phases for two degenerate ground states are the same due to cancellation of particle
and hole contributions of Majorana zero modes. Now we want to enforce fixed particle number so
that state |1(✓0)i has one more particle than |0(✓0)i. So we associate a Cooper pair to hole part of
BdG quasiparticle creation operator and replace expression (2.24) by the following
 i(✓0) =
Z
d2rui(r, ✓0) 
†(r) + vi(r, ✓0) (r)C†(✓0), (5.13)
where C†(✓0) adds a Cooper pair to |0(✓0)i.
Now we investigate braiding statistics in the presence of Cooper pair. As Cooper pair is ex-
plicitly taken into account in quasiparticle operator, we need to understand how it evolves under
interchange and how it contributes to the Berry phase. As analytic form of Cooper pair wave func-
tion is unavailable in the presence of vortices, we have to make some intuitively plausible argument
on its structure. Fortunately, the argument can be justified in an equivalent braiding process. We
first discuss standard braiding process which we call braiding process I in which vortex 1 and 2 are
interchanged as in Section 2.6, followed by an equivalent braiding process which we call braiding
process II in which we rotate the whole system by 180 . To take advantage of symmetry and
to make use of angular momentum - Berry phase relation found in discussing the annulus model
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(equation (4.3)), we consider system boundary with perfect rotation symmetry around origin (see
figure 2.2)
5.2.1.1 Braiding Process I
The monodromy phase remain the same as given by particle number non-conserving case, i.e.,
equation (2.30) provided that Cooper pair wave function goes back to itself after interchange which
we assume is the case (otherwise, the two ground states don’t return to their initial states after
interchange).
The Berry phase can be calculated in the same way as in Section 2.6 with equation (2.31). We
already knew that the contribution from ui(r, ✓0) and vi(r, ✓0) vanishes. Now we need to consider
the contribution from C†(✓0). We first consider infinite system size where things get simplified.
Let’s assume that for the Cooper pair wave function, the center of mass and relative coordinates are
separable for regions far from the vortices. During the braiding, the Cooper pair dependence on the
relative coordinates is unchanged. The center of mass phase of the condensate is also unchanged for
regions far away from the two vortices as they can be viewed to be located at origin and hence not
moving. So the Cooper pair wave function in the region far from the vortices remains unchanged,
i.e., independent of vortex configuration. We could therefore write down the following ansatz for
the Cooper pair wave function for regions far from the vortices
C†(✓0) =
Z
dRdr exp(2i⇥+ i✓) c(|R|) r(|r|) †(r1) †(r2), (5.14)
where R and r are center of mass and relative coordinates, respectively. ⇥ and ✓ are center of mass
and relative polar angle, respectively.  c and  r denote functions of center of mass and relative
coordinates, respectively. They are only functions of magnitude of R and r. The phase factor
exp(2i⇥) comes from the total vorticity of the vortex pair and the phase factor exp(i✓) accounts
for internal angular momentum of the Cooper pair of a p+ip superconductor.
Since the dominant part of the Cooper pair comes from regions far from the vortices, it is ac-
curate enough to approximate the Cooper pair wave function by (5.14) and take derivative of it in
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calculating its contribution to the Berry phase (cf. equation (2.31)). We get vanishing contribution
to the Berry phase from the Cooper pair. In the region near the vortices, the Cooper pair wave
function is certainly dependent on ✓0, but the point is that the dominant contribution to the Berry
phase comes from far regions where the dependence on ✓0 vanishes as the condensate center of mass
phase becomes independent of ✓0. So the total braiding phase is the same as given in the particle
number non-conserving case, namely ⇡/2 (see equation 2.32).
We see that the assumption of taking (5.14) to approximate Cooper pair wave function in cal-
culating its contribution to the Berry phase depends on how big the system is compared to the size
of region enclosed by interchanging trajectories of the two vortices. If the ratio is of order 1, the
approximation is no longer justified. Here we estimate Cooper pair contribution to the Berry phase
with a plausible argument. Inside the encircling trajectory, we expect the phase of the Cooper pair
wave function to wind by 2⇡, whereas outside it, there is no phase winding after the encircling.
So intuitively, we expect finite contribution from the Cooper pair to the Berry phase. One whole
Cooper pair will contribute Berry phase of  2⇡; since there’s only part of the Cooper pair that
contributes to the Berry phase, the contribution will be  2⌘⇡, where ⌘ is the ratio of the area of
encircling trajectory to the area of the whole system (see [43] for a related discussion on Cooper
pair contribution to Berry phase). One also needs to take into account the fact that the Cooper
pair is associated with the hole part of the quasiparticle. So we expect the overall contribution to
the Berry phase to be  ⌘⇡. Of course, this is just an estimate. Rigorous calculation is unavailable
at this stage. The point here is that there may well be finite modification to the Berry phase due
to the Cooper pair.
5.2.1.2 Braiding Process II
Now let’s consider rotating the whole system by 180  about origin. In this case, the Majorana wave
functions ui(r, ✓0) become
u1(r, ✓0) = exp{(⇡
2
  ✓0)i}u(|~r   ~R1|)ei✓(~r ~R1)
u2(r, ✓0) = exp{ ✓0i}u(|~r   ~R2|)ei✓(~r ~R2). (5.15)
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This can be easily derived by first obtaining the solutions to the BdG equations in the rotated frame
and expressing the solutions in the original frame as follows. In the rotated frame, the Majorana
wave functions are independent of ✓0 since they don’t change their configuration in the rotated
frame. So their wave functions in the rotated frame are given by their initial ones
u01(r, ✓0) = u1(r, ✓0 = 0) = exp{
⇡
2
i}u(|~r   ~R1|)ei✓(~r ~R1)
u02(r, ✓0) = u2(r, ✓0 = 0) = u(|~r   ~R2|)ei✓(~r ~R2), (5.16)
where prime superscripts are used to denote solutions in the rotated frame. Since the rotated
frame is rotated by ✓0 relative to lab frame, the solutions in the lab frame will pick up phase factor
exp{ ✓0i}, yielding the expression in (5.15). Alternatively, we can compare the BdG equations in
the two reference frames. The diagonal terms of BdG equations take the same form, whereas the
o↵-diagonal terms di↵er by a phase factor exp{ 2✓0i} because @x0+i@y0 = (@x+i@y)exp{ ✓0i} and
the center of mass order parameter in the rotated frame 40 = 4exp{ ✓0i}. So when transformed
to the lab frame, u1 and u2 pick up extra phase factor exp{ ✓0i}. End of derivation.
After ⇡ rotation, the BdG operator ↵†(✓0) becomes
↵†(⇡) =  ↵†(0) (5.17)
provided that the Cooper pair wave function becomes
C†(⇡) =  C†(0), (5.18)
which will be justified shortly.
Equation (5.17) together with the definition of two degenerate ground states yields the mon-
odromy phase
 ↵ = ⇡. (5.19)
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Now, let’s calculate the Berry phase. Again, the contribution from the derivatives of ui(r, ✓0)
and vi(r, ✓0) vanishes. So we focus on the contribution from the Cooper pair. In this case, both the
relative and center of mass coordinates are rotated, so the Cooper pair wave function is dependent
on ✓i   ✓0 for each particle i. Making the similar approximation for regions far from the vortices,
we have the same ansatz for the Cooper pair with coordinates replaced by relative ones, i.e., ✓i ✓0,
C†({✓i   ✓0}) =
Z
dRdr exp(2i(⇥  ✓0) + i(✓   ✓0)) c(|R|) r(|r|) †(r1) †(r2). (5.20)
For infinite systems, by the same approximation made in process I, we use ansatz (5.20) to
calculate Cooper pair contribution to the Bery phase. Since C†({✓i   ✓0}) as given by (5.20) is
eigenstate of @✓0 with eigenvalue  3i and so we get 3⇡/2 (recall that the Berry phase is calculated
by  Im{R ⇡0 d✓0h0(✓0)|{↵(✓0), (@✓0↵†(✓0)}|0(✓0)i} and Cooper pair is associated with hole part of
Bogoliubov operator which takes half the weight). Together with the ⇡ monodromy phase, the
total phase is
  =  ↵+    = ⇡ + 3⇡/2 = 5⇡/2. (5.21)
This is equivalent to ⇡/2 obtained in braiding process I.
The above calculation of Cooper pair contribution to the Berry phase can be understood more
intuitively from angular momentum. The Berry phase of the Cooper pair can be regarded as its
average angular momentum similar to the situation in the annulus problem. In the thermodynamic
limit, the ground state |0i can be regarded as possessing rotation symmetry since both vortices are
at the center viewed from large distances. So the Cooper pair wave function can be regarded as
eigenstate of angular momentum with eigenvalue 3. As Cooper pair is associated with quasipar-
ticle hole which takes half weight of the quasiparticle, so the contribution to the Berry phase is 3⇡/2.
For a finite system with rotation symmetry, we can make similar argument as we did in braiding
process I and we see that inside the interchange trajectory, the contribution from the center of mass
phase of the Cooper pair due to two vortices vanishes. So the Berry phase decreases from 3⇡/2 by
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amount which is ⌘⇡, consistent with the Berry phase correction estimated in braiding process I.
Let’s compare the Cooper pair wave function ansatz (5.20) with (5.14). Ansatz (5.20) yields
an order parameter center of mass phase which is smaller than the phase by ansatz (5.14) by 2✓0.
This agrees with the center of mass phase di↵erences of the gap in the two braiding processes.
This confirms that the Cooper pair wave function is independent of ✓0 in far regions in the first
braiding process. Notice that the total phase di↵erence of Cooper pair wave function between the
two processes is 3✓0, with 2✓0 contributing to the center of mass gap phase and ✓0 contributing to
the relative gap phase di↵erence, both of which appear in the BdG equations (so the overall phases
of the gap in the BdG equations in the two processes di↵er by 3✓0).
Furthermore, we see that the apparent two di↵erent braiding processes I and II yield the same
braiding phase. It’s thus tempting to ascribe the di↵erence in the two processes to an overall phase
factor. This overall phase factor may be regarded as a gauge choice, i.e., choice of instantaneous
ground states and we may conclude that the two processes belong to the same physical process.
Let’s examine the argument in more details. Let’s assume the even particle number ground state |0i
in the latter process is the same as that in the former with an extra phase factor of exp( i3✓0N/2)
(compare equation (5.20) with (5.14)). If at the same time, the corresponding BdG operators
in the two processes were the same up to a phase factor, then we can conclude that the two
processes are identical. With the definition of Majorana fermion operator (5.13), Majorana wave
functions in the two processes (2.28), (5.15) and the assumption that C†II(✓0) = C
†
I (✓0)exp( i3✓0)
(Roman subscripts refer to the two processes), we explicitly write down the expressions for the
BdG operators in the two processes
↵†I(✓0) =
Z
d2r exp{✓0i
2
}(u(|~r   ~R1|)ei(✓(~r ~R1)+⇡/2) + iu(|~r   ~R2|)ei✓(~r ~R2)) †(r)
+ exp{ ✓0i
2
}(u(|~r   ~R1|)e i(✓(~r ~R1)+⇡/2) + iu(|~r   ~R2|)e i✓(~r ~R2)) (r)C†I (✓0),
↵†II(✓0) =
Z
d2r exp{ ✓0i}(u(|~r   ~R1|)ei(✓(~r ~R1)+⇡/2) + iu(|~r   ~R2|)ei✓(~r ~R2)) †(r)
+ exp{ 2✓0i}(u(|~r   ~R1|)e i(✓(~r ~R1)+⇡/2) + iu(|~r   ~R2|)e i✓(~r ~R2)) (r)C†I (✓0).
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We see that ↵†II(✓0) is proportional to ↵
†
I(✓0) by a phase factor exp{ 3✓0/2i}. So we may indeed
identify the two processes!
5.2.2 Four Vortices
In the above section, we have compared braiding phases of doubly degenerate ground states whose
particle numbers di↵er by one. We see that in the thermodynamic limit, the result is the same as
obtained in particle number non-conserving approximation. However, we notice that finite system
size may a↵ect the Berry phase with contribution from Cooper pair. Since we have been com-
paring states with di↵erent particle number parity, the Berry phase we discussed above is Abelian
phase. It is much more interesting to consider states with same particle number and possibility of
Non-Abelian phase by MZM. For this, we need to consider systems in the presence of at least four
vortices. In this case, rigid body rotation considered above in braiding process II is not useful for
process of interchanging two vortices while keeping the other two at rest. So we’ll have to reply on
intuitive argument given in braiding process I above. In the thermodynamic limit, interchanging
two vortices has negligible e↵ect on Cooper pair since it is spread over an infinitely large region.
So we expect Cooper pair to have vanishing e↵ect on the Berry phase and hence the standard
result based on particle number non-conserving approximation is unchanged. For finite systems,
the argument is more speculative. As the total number of Cooper pairs (however, we should keep
in mind that their definition for both degenerate ground states is subtle) is the same for the two
states, we expect the contribution due to Cooper pair to be the same for them. Hence, there’s
probably no finite size e↵ect.
Our main conclusion is that enforcing fixed particle number while still considering many-body
states constructed from BdG equations won’t change the conclusion on braiding statistics in particle
number non-conserving approximation. However, as we have seen in studying the toy model in
Chapter 4 and also in the discussion of many-body wave functions that obey sum rules in Section
3.1.2, the modification of many-body wave functions beyond BdG equations may play an essential
role in determining topological properties of MZM in superconductors. We next turn to discussing
Majorana physics beyond BdG equations.
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5.3 Condensate Deformation and its E↵ect on Local Particle
Number Density
As is explicit in the above consideration of Cooper pair contribution to Berry phase in interchanging
two MZM, if the Cooper pair (C†(✓0) in the particle number conserving form of BdG quasiparticle
given by equation 5.13 ) in association with the quasiparticle hole is not spread out over all regions
but is localized at the quasiparticle, then it may contribute nontrivially to the Berry phase as it
undergoes large change when dragged along with the local MZM in the braiding process. To study
the possibility of Cooper pair localization due to the presence of localized quasiparticle, we need
to go beyond the framework of mean-field BdG equations. Before turning to studying Majorana
physics, we would like to get some physical understanding of e↵ect of a localized BdG quasiparticle
on many-body wave functions in general. We discuss first how condensate is modified due to the
presence of a bound quasiparticle in Section 5.3.1. Then we address the question whether a bound
quasiparticle can change local particle number density by a model of Josephson junction taking
into account particle number conservation in Section 5.3.2. Finally in Section 5.3.3, we discuss how
general considerations of e↵ect of localized quasiparticle beyond particle number non-conserving
approach can be related to case with MZM which is special due to its topological nature as pre-
dicted by BdG equations.
5.3.1 Condensate Localization due to a Localized Quasiparticle
As we show in Section 3.1.2, the mean-field BCS ground state wave function violates particle num-
ber conservation as evidenced by finite long wavelength density fluctuation. To satisfy particle
number conservation and prevent long wavelength density fluctuation, we need to modify ground
state wave function by taking into account long wavelength collective mode (Anderson-Bogoliubov
mode) in a neutral superconductor or collective plasmon mode in a charged superconductor. In-
tuitively, particle number conservation enforce finite compressibility which disfavors low energy
long wavelength density fluctuation. It is natural to wonder whether this e↵ect plays a role in
quasiparticle - condensate interaction. We know in the mean-field BdG framework, quasiparticles
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are independent of each other and condensate is regarded as e↵ective c-number background field.
Once particle number conservation is taken into account, the presence of quasiparticles will a↵ect
the condensate. Imagining adding a quasiparticle to the condensate, its particle and hole part will
change the particle number of the system di↵erently. To conserve particle number, Cooper pair has
to be associated to the hole. As one more net particle is added to the system by the quasiparticle,
the system state needs to adjust itself to find the new lowest energy configuration. This e↵ect
is completely absent in the particle number non-conserving picture as there is no energy cost in
changing Cooper pair number.
The above speculation on quasiparticle condensate interaction is supported by a closer exami-
nation of BdG equations. To demonstrate this, let’s first evaluate BdG quasiparticle energy in the
mean-field approach. A quasiparticle energy can be found as
E = h↵H↵†i   hHi, (5.22)
where ↵† denotes quasiparticle creation operator, hi refer to taking expectation value in the ground
state, H is superconductor Hamiltonian. We can evaluate the above equation by rewriting it as
h↵H↵†i   hHi = h{↵, [H,↵†]}i, (5.23)
which is valid as long as we require quasiparticle to satisfy {↵,↵†} = 1 and ↵|GSi = 0. Evaluating
equation (C.8) by substituting in the explicit form of the quasiparticle
↵† =
Z
dru(r) †"(r) + v(r) #(r), (5.24)
we get the BdG form of quasiparticle energy
h{↵, [H,↵†]}i =
Z
dru⇤(r)H"u(r)  V0
Z
dru⇤(r)v(r)h #(r) "(r)i
 
Z
drv⇤(r)H#v(r)  V0
Z
dru(r)v⇤(r)h †"(r) †#(r)i, (5.25)
where H" and H# are single body energy associated with particle and hole respectively. V0 is
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BCS contact potential for s-wave pairing channel. To localize a quasiparticle, we consider here
imposing a Zeeman trap similar to what we have considered in annulus model in Chapter 4 but not
limited to 1d. The terms in the BdG quasiparticle energy that involve particle particle interaction
and superconducting condensate are the o↵-diagonal terms  V0
R
dru⇤(r)v(r)h #(r) "(r)i and its
complex conjugate (they are called o↵-diagonal since they mix particle wave function u(r) with hole
wave function v(r)). We can regard V0
R
dru⇤(r)v(r)h #(r) "(r)i as inner product between ground
state wave function and wave function created by acting operator  V0
R
dru⇤(r)v(r) #(r) "(r) on
the ground state wave function. If we restore the Cooper pair associated with the quasiparticle
hole, this term becomes  V0
R
dru⇤(r)v(r)h #(r) "(r)⌦†i where ⌦† refers to a Cooper pair creation
operator whose form doesn’t have to be the same as those in the superconducting condensate (it
is the same in the mean-field approximation). The particle number conserving form of the o↵-
diagonal term can be similarly regarded as inner product between ground state acted on by operator
 V0
R
dru⇤(r)v(r) #(r) "(r) and ground state added by an extra Cooper pair ⌦†. As we allow extra
degree of freedom in ⌦†, we may possibly optimize the o↵-diagonal term beyond mean-field BdG
equations. The hint on how to modify the extra Cooper pair wave function comes from observing
the form of V0
R
dru(r)v⇤(r) †"(r) 
†
#(r)|GSi. For simplicity, we consider quasiparticle wave function
localization size to be much larger than the superconducting coherence length which can be achieved
by imposing a wide Zeeman trap with similar size. Writing
R
dru(r)v⇤((r) †"(r) 
†
#(r) in momentum
space as
P
q fq
P
k a
†
k+q/2,"a
†
 k+q/2,# with fq Fourier component of function f(r) ⌘ u(r)v⇤(r), we
expect only wave vectors near Fermi surface have significant contribution to the inner product.
Around Fermi surface, a†k+q/2,"a
†
 k+q/2,# can be replaced by a
†
k+q/2,"ak q/2,"a
†
k q/2,"a
†
 k+q/2,# in
the sense that the two operators are identical when acting on |GSi. The latter operator may
be further approximately identified to be spin up density fluctuation operator times a Cooper
pair operator, namely, we may identify the product of the first two operators as spin up density
fluctuation operator and the product of the latter two as Cooper pair operator. Alternatively, we
may approximate a†k+q/2,"a
†
 k+q/2,# as spin down density fluctuation operator times a Cooper pair
operator. As q is much less than inverse of coherence length, the two approximate expressions can
be combined to become a total particle number density fluctuation operator times a Cooper pair
operator. So the e↵ect of operator V0
R
dru(r)v⇤(r) †"(r) 
†
#(r) on ground state resembles that of
a particle number density fluctuation operator, i.e., it creates density fluctuations to the ground
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state up to momentum q ⇠ d 1 ⌧ ⇠ 1 (d refers to quasiparticle size, ⇠ is coherence length). As o↵-
diagonal terms save energy due to attractive superconducting pairing, it is energetically favorable to
increase the magnitude of the inner product. Therefore, it is plausible to modify the extra Cooper
pair wave function to build in density fluctuations with wave vectors up to q ⇠ d 1. So we write
the following ansatz for the modified Cooper pair wave function
⌦† =  0⌦†0 +
X
q 6=0,qd 1
 q⌦
†
q, (5.26)
where ⌦†0 takes the same form as in the condensate, i.e., ⌦
†
0 =
P
k Cka
†
k,"a
†
 k,# and ⌦
†
q creates
condensate Cooper pair boosted by momentum q, i.e., ⌦†q =
P
k Cka
†
k+q/2,"a
†
 k+q/2,#.
Now the crucial question is whether the modification of ⌦† due to the localized quasiparticle
is finite in the thermodynamic limit. Let’s first attempt to quantify the degree of modification by
comparing the relative weight of many-body wave functions created by acting  0⌦
†
0 and by actingP
q 6=0,qd 1  q⌦
†
q on the ground state. Let’s require the normalization condition for ⌦
†
0 be such that
h⌦0⌦†0i = 1 where expectation value is taken in the BCS ground state. By requiring the modified
Cooper pair to be normalized as well, i.e., h⌦⌦†i = 1, we get the following constraint on  0 and  q
| 0|2 +
X
q
| q|2 4
N✏F
= 1, (5.27)
where N is total particle number, 4 and ✏F are superconducting gap and Fermi energy respec-
tively. The first and second term in the above equation represents normalization from  0⌦
†
0 andP
q  q⌦
†
q respectively. As the number of di↵erent q is of order N(4/✏F )3 in 3d, we see that the
normalization of
P
q  q⌦
†
q is of order (4/✏F )4 compared to that of  0⌦†0 if we assume each | q| is on
the same order of magnitude as | 0|. (The justification for estimating number of di↵erent q: The
magnitude of q is bounded by d 1 which is smaller than ⇠ 1. If we take ⇠ 1 as our upper bound,
the maximum magnitude of q is (4/✏F )qF . Integrating over di↵erent q, the total number of q is
of orderN(4/✏F )3. The actual number of q is smaller by another factor of (⇠/d)3, which we didn’t
include only for notation simplicity. But the qualitative result is una↵ected since we are interested
in knowing whether the modification of many-body wave function due to bound quasiparticle is
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independent of system size.) So the modification can be finite in the thermodynamic limit. In
evaluating the normalization in equation 5.27, we have used BCS ground state. If we include long
wavelength collective mode in case of neutral superconductor, we may estimate normalization of
⌦†q|GSicoll (|GSicoll refers to ground state wave function taking into account long wave length col-
lective Anderson-Bogoliubov modes) by replacing ⌦†q with density fluctuation operator ⇢q. Then
the normalization of ⌦†q|GSicoll becomes normalization of ⇢q|GSicoll, namely, the long wave length
density fluctuation in the ground state, which is
h⇢q⇢ qi = nq
mc
⇠ q⇠4
✏F
n
V
, (5.28)
where in evaluating density fluctuation, we have used hydrodynamic description for the e↵ective
Hamiltonian, n is particle number density and V is system volume. So its relative weight to that
of ⌦†0|GSicoll which is similarly estimated to be h⇢20i = n2 is q⇠ 4 /(N✏F ). This estimation is
similar to evaluation based on BCS ground state and is smaller by a factor of q⇠ as result of
vanishing long wavelength density fluctuation. As we evaluate relative weight of wave functions
by integrating q⇠ over all q  d 1, we get the same order of magnitude estimate as above, i.e.,
(4/✏F )4 multiplied by a numerical factor much smaller than 1. But the qualitative conclusion is
the same, i.e., the modification of many-body wave functions due to modified extra Cooper pair is
finite in the thermodynamic limit if ratio of | q|/| 0| for each q is finite in the thermodynamic limit.
As we have shown it is plausible to expect finite modification of many-body states by modifying
the extra Cooper pair added to the ground state, we now need to actually show that | q|/| 0| is
finite in the thermodynamic limit and it will be ideal to further find analytic form for  q. Although
it’s tempting to minimize quasiparticle energy given by equation 5.25 with Cooper pair operator
added to the o↵-diagonal terms, it turns out to be very di cult (see appendix C). Once we consider
a localized Cooper pair, the standard BdG energy needs to be modified by including contribution
from it and the resulting form is complicated. Even more di cult issue comes from normalization.
Once we explicitly take into account Cooper pair, we need to enforce particle number conservation
explicitly. We need to enforce both the particle number after adding a localized quasiparticle and
the corresponding normalization which turn out to be very messy to implement. Furthermore,
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it is also unclear whether we need to take into account collective modes for the ground state to
be consistent with the modified Cooper pair. Therefore, we present in the following qualitative
estimate on the degree of modification of the added Cooper pair.
Before analyzing Cooper pair modification, it’s instructive to recall quantum mechanics of sin-
gle particle in potential well. We know that a particle is either completely localized inside the
well or completely delocalized as plane waves. The condition of localization depends on strength
of potential well as well as dimension. In 1d, a particle is always localized no matter how weak
the potential trap is. In higher dimensions, localization depends on strength of potential well. If
the extra Cooper pair could be e↵ectively regarded as single particle in e↵ective potential trap
due to the presence of localized quasiparticle, then we expect it is either completely localized or
completely delocalized. In the former case, the extra Cooper pair would be completely localized at
the location of quasiparticle. Whereas in the later case, the modification to Cooer pair due to local
quasiparticle is vanishing in the thermodynamic limit. On the other hand, the problem of finding
the extra Cooper pair state is inherently a many-body problem and it may not be simplified to a
single particle Schrodinger problem. We shall now show that indeed the localization of the extra
Cooper pair is di↵erent from single particle quantum mechanics.
For qualitative argument, we shall satisfy ourselves with particle number non-conserving version
of modified BdG quasiparticle wave function. We consider two trial wave functions (with odd
particle number due to one localized quasiparticle which can is localized by a weak Zeeman field):
the standard many-body wave functions according to the mean-field BdG description and the many-
body wave function with modified quasiparticle states and examine whether there’s finite mixing
between them for a variational ground state as linear superposition of them. The BdG many-body
wave function with a localized quasiparticle is
 0 =
X
q
 qa
†
q"
Y
k 6=q
(uk + vkb
†
k)|vaci, (5.29)
where q is around the Fermi surface satisfying ✏q ⌧ 4, b†k ⌘ a†k,"a† k,#. The many-body wave
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function containing one modified Cooper pair is
 1 =
X
q
 qa
†
q"
X
q0 6=0
 q0
X
k0 6=q±q0/2
Ck0b
†
k0,q0
Y
k 6=q,k0±q0/2
(uk + vkb
†
k)|vaci, (5.30)
where q0 has magnitude no bigger than d 1 ⌧ ⇠ 1 and b†k0,q0 = a†k0+q0/2,"a† k0+q0/2,#. By construc-
tion,  1 is orthogonal to  0. To satisfy normalization condition of  0 and  1,  q is of order
1/
p
Nq,  q0 is of order 1/
p
Nq0 and Ck0 is of order 1/
p
N , where Nq, Nq0 are number of di↵erent q
and q0 that are summed over, respectively and N is total average particle number.
A few remarks on the choice of two wave functions (5.29) and (5.30) are needed before we
proceed. They are not exactly the two trial states we mentioned. For simplicity and clarity, I have
orthogonalized the two trial states. Furthermore, strictly speaking, the coe cients of operator a†q"
for the two orthogonalized states (5.29) and (5.30) are not the same as they are from particle and
hole wave function u(r) and v(r) (cf. equation 5.24) respectively. However, they are close to each
other for a bound quasiparticle state. Hence for the sake of simplicity, we approximate them to be
the same without a↵ecting the qualitative conclusion.
Now let’s consider the matrix element h 0|H| 1i with H given by
H =
X
k, 
✏ka
†
k ak    V0
X
k,k0,q
b†k0,qbk,q, (5.31)
where I have omitted the Zeeman term for simplicity. Straightforward calculation yields the fol-
lowing estimate
h 0|H| 1i = V0
X
q,q0,k0
 q q+q0 q0Ck0(vquk0+q0/2uk0 q0/2   uqvk0+q0/2uk0 q0/2)
⇠ V0 1
Nq
1p
Nq0
1p
N
NqNq0N
4
✏F
⇠ V0
p
NNq0
4
✏F
⇠ 4
q
Nq0/N. (5.32)
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We see that the matrix element is independent of system size. In fact, we can make it even
bigger by constraining Ck0 in (5.30) in a thin shell around the Fermi surface, since only single
particle sates near the Fermi surface can be scattered by the BCS potential. The coupling between
 0 and  1 is due to scattering of pairs of particles in  0 by non-zero center of mass momentum
scattering terms  V0
P
k,k0,q 6=0 b
†
k0,qbk,q.
We expect that the diagonal energy di↵erence between h 0|H| 0i and h 1|H| 1i to be inde-
pendent of system size since  1 is di↵erent from  0 only by a localized Cooper pair. Since both this
energy di↵erence and the o↵-diagnoal energy h 0|H| 1i are independent of system size, the varia-
tional ground state is superposition of the two states  0 and  1 whose weights are independent of
system size. Hence we reach the conclusion that modification of extra Cooper pair due to localized
quasiparticle is finite in the thermodynamic limit. In the sense of Cooper pair localization, we may
say the extra Cooper pair is partially localized since weights of many-body states corresponding to
unmodified extra Cooper pair (and therefore unlocalized) and to modified Cooper pair (completely
localized with the size of that of the bound quasiparticle) have the same order of magnitude in
the ground state with odd number of particles. This is indeed di↵erent from bound state of single
particle quantum mechanics.
Intuitively, the partially bound Cooper pair may be understood as follows. Imagine we start
with the mean-field many-body eigenstate with one localized quasiparticle and consider its evo-
lution in time. When a Cooper pair is near the region of localization, it gets deformed due to
Cooper pair quasiparticle interaction. The percentage of time spent by a Cooper pair near the lo-
calization region is vanishing in the thermodynamic limit. However, all Cooper pairs get the same
modification, so the e↵ect from all Cooper pairs adds up to compensate the small deformation of
each Cooper pair. From this perspective, the more physical ansatz beyond BdG construction for
superconducting many-body eigenstates in the presence of localized quasiparticle should modify all
Cooper pairs in the condensate, not just one pair associated with the quasiparticle hole.
We have shown that in general, superconducting condensate can have finite local deformation
due to a localized quasiparticle. The next interesting question to ask is whether such deformation
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has any physically observable e↵ect. We shall focus on the simplest observable, the particle number
density. This is the subject of the next section.
5.3.2 Particle Localization by a Bound Quasiparticle - a Zeeman-Josephson
Model
Knowing that the condensate is deformed doesn’t directly tell us what happens to particle number
density. In fact, it’s impractical to calculate particle number density explicitly even if we know the
many-body eigenstate in the presence of a localized quasiparticle which would take complicated
form. Furthermore, even if we can evaluate it numerically, it wouldn’t tell us much about the
underlying physics. So we shall look for physics related to conserved particle number which is the
key physics missing in the particle number non-conserving BdG physics.
One type of such simple models suitable for our consideration is superconducting charge qubits
made of Josephson junctions. We consider a system made of two superconducting grains joined
by a Josephson junction. The total particle number of the system is conserved. The e↵ective
Hamiltonian can be written as
H = EC(n  ng)2   EJcos . (5.33)
The first term corresponds to charging energy which depends on particle number change n between
two superconducting grains due to Cooper pair transfer between two sides (we have rescaled EC
to make n particle number change between two superconducting grains, note that in the original
definition, n refers to Cooper pair transfer between two superconducting grains, see more detailed
explanation below). The second term is responsible for Josephson tunneling energy,   is relative
phase di↵erence between the two superconducting grains. ng is o↵set induced by gate voltage in
the original transmon model and it doesn’t need to take integer values. This simple Hamiltonian
has been solved exactly.
For our purpose, we would like to apply the above Hamiltonian to describing the same system,
77
but with total odd number of particles and a uniform weak Zeeman field acting on the left grain
(see figure 5.1). In other words, we want to study the quasiparticle localized by a Zeeman field
in the context of a Josephson junction. The e↵ective Hamiltonian 5.33 is a minimal Hamiltonian
describing competition between energy which tends to fix particle number and energy which favors
particle number fluctuation in each grain. We believe it is the right model to capture the essential
physics of particle number localization for our case.
To adapt Hamiltonian 5.33 to our Zeeman-Josephson system, we need to make some assump-
tions. We need to assume the unpaired particle contributes to the charging energy (the first term)
equally as that of each paired particle and it doesn’t change EC . We further assume the Zeeman
field is such that the unpaired particle is only residing on the left side, namely, we ignore single
particle tunneling process across Josephson junction. Under these assumptions, the left side grain
is in mixture of odd number of particles whereas the right side even number of particles. In the
absence of the unpaired particle (when the system has even number of particles), we set ng = 0.
In the presence of the unpaired particle, we assume its e↵ect is to change ng to 1 for the following
reason. We have rescaled EC such that n refers to particle number change between two sides. For
example, two particle transferring from left to right is equivalent to four particle change n = 4.
In infinite EJ limit, we expect no extra particle localized on the left grain due to the localized
quasiparticle , but only a net spin localized on the left. In other words, in the infinite EJ limit,
the average particle number is increased by one half on both sides due to one added particle in the
ground state. So the expectation value of n in the ground state should equal to 1 (hni = 1), namely
on average, a quarter of Cooper pair (that is half a particle) is transferred from left to right to
compensate one more particle added to the left. Therefore ng = 1 according to Hamiltonian 5.33
since in the infinite EJ limit, hni = ng.
Since we have justified using an e↵ective Hamiltonian 5.33 with ng = 1 to calculate the ground
state of our Zeeman-Josephson system with odd number of particles, we can make use of available
analytic result to evaluate average particle number change hni for finite but large EJ/EC . By
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Feynman-Hellman theorem, hni in the ground state can be related to ground state energy derivative
hni = 1
2Ec
h@H
@n
i+ ng
=   1
2Ec
h @H
@ng
i+ ng
=   1
2Ec
@E0
@ng
+ ng, (5.34)
where E0 is ground state energy.
We can now apply analytical solutions found by Koch et al. [44] to evaluate 5.34. Noticing the
di↵erence between energy scale EC , the derivative @E0/@ng is actually taken at ng = 1/4 in their
definition. We get the following estimate for hni
hni = 1  f(EJ/EC)exp( 
p
2EJ/EC), (5.35)
where f(EJ/EC) > 0 is a power law function of EJ/EC whose specific form is not very important
here due to the exponential factor.
We see from 5.35 that the particle number transfer due to Cooper pairs from left to right is
smaller than one half by amount which is exponentially small! The point of our interest is that
when finite charging energy EC is taken into account, there is net particle localization on the left
due to the localized quasiparticle. So we have shown that particle number conservation can lead
to net particle localization.
It is still nontrivial to generalize argument in the above model to actual situations with a lo-
calized quasiparticle. But intuitively, we can think of the region of localized quasiparticle as one
superconducting grain and the rest as the other grain. Finite compressibility induces charging
energy cost in particle number fluctuation in each region whereas Josephson energy favors particle
number fluctuation. In the thermodynamic limit, the ratio of Josephson energy to charging energy
stays finite and hence we expect finite particle localization. Of course, there are very important
di↵erences between a localized quasiparticle in superconductor and Zeeman-Josephson model. In
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actual situations of interest, there’s no real Josephson junction separating the two regions and no
constraints on particle number parity in either region. It is much more di cult to evaluate the
e↵ect of particle localization in more physically relevant systems and we leave it to future study.
5.3.3 Local Distinguishability of Localized Majorana Zero Modes?
We have gathered through the above two sections rather convincing evidence for finite supercon-
ducting condensate deformation in the thermodynamic limit due to a localized quasiparticle and
the resulting local particle number density change. Now the big question is whether conclusions
drawn in general also hold in the case of Majorana zero modes. If it turns out to be the case,
then we’ll have to re-examine the whole basis of topological quantum computing based on MZM
in superconductors. This is not just because the braiding statistics of MZM may be modified, but
more seriously, the very nature of topological protection exhibited by MZM may be spoiled due to
local particle number density modification induced by MZM. If locally we can distinguish degener-
ate ground states related by MZM, it is even questionable whether one physical degree of freedom
associated with a zero energy quasiparticle is split at two spatially separate locations where MZM
reside. The very existence of MZM could be questionable and we may possibly end up having only
ordinary localized zero energy quasiparticles. So it is of great interest to address the question.
Topologically speaking, the physics of MZM is very di↵erent from ordinary localized quasipar-
ticles according to mean-field BdG formalism. For a general local quasiparticle, the local super-
conducting order parameter is modified due to its presence. This can be easily seen by expanding
 (r) (r0) in BdG quasiparticles when evaluating the order parameter and the presence of a local
quasiparticle change the occupation number of the corresponding BdG quasiparticle. Since it is
local, its wave function has finite weight locally and contributes a finite amount to local order
parameter in the thermodynamic limit. In this sense, the conclusions we reached in the above
two sections come as no surprise. On the other hand, as we’ve pointed out in Chapter 2, due to
non-locality nature of pairs of MZM, no local physical quantities (that preserve particle number
parity) are distinct in degenerate ground states related by MZM. We can easily confirm this for
the superconducting order parameter by an explicit calculation as outlined for the case of a gen-
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eral local quasiparticle. So any modification (for instance, taking into account Hartree-Fock terms
self-consistently in deriving BdG equations as is done in nuclear physics) starting from the BdG
framework is not going to yield qualitative new physics of MZM. Therefore it is very di cult to
go beyond mean-field BdG framework for new physics in MZM. At present, we don’t know how
to generalize considerations in the above two sections to studying potential new physics in MZM.
Below, I shall give a very speculative argument supporting the possibility of new physics in MZM
beyond mean-field BdG approximations.
In order to show that local MZM can modify local superconducting condensate, it’s desirable to
show some local di↵erences in structures of degenerate ground states related by MZM. To this end,
we consider adiabatically evolving two degenerate ground states in the presence of four spatially
separate MZM residing in four vortices in a spinless p+ip superconductor. Suppose the two degen-
erate ground states are related to each other by two zero energy Dirac quasiparticles ↵†12 =  1+ i 2
and ↵†34 =  3 + i 4, where  i, i = 1, · · · , 4 are four Majorana zero modes at four vortices. As
we merge vortex 1 with 2 and 3 with 4, the two zero energy modes become finite energy modes.
At the same time, the two degenerate states are split in energy. One of them evolves into unique
ground state and the other becomes the first excited energy eigenstate. If we are considering even
number of particles, we may expect that the unique ground state is completely paired (at BCS
mean-field level) and the first excited state has two unpaired particles. Since they are adiabatically
evolved from the degenerate ground states, we may expect traces of local structure di↵erence in
the two degenerate ground state wave functions at locations of four vortices, for in stance local
unpaired particles in one of them. Similarly, for states with odd number of particles, we expect
the two ground states to evolve into two ground states with odd number of particles. In the BCS
mean-field description, each of the two states has a local quasiparticle sitting in a di↵erent merged
vortex. Intuitively, we may expect to find a local unpaired particle in each of them that is localized
at di↵erent vortices. So for the initial degenerate ground states, we may expect unpaired particle
in vortex 1 and 2, and vortex 3 and 4 respectively. If this conjecture were true, we may expect local
quasiparticle to modify the superconducting condensate, resulting in di↵erences between degener-
ate ground states beyond mean field description. So I conclude that it is rather possible that there
is indeed new physics concerning MZM beyond predicted by BdG equations, which fulfills the main
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purpose of this thesis to raise attention in the physics community to reexamine Majorana physics
in superconductors and the whole business of using Majorana zero modes for topological quantum
computing.
5.4 Figure
B
L R
Figure 5.1: Josephson-Zeeman model. We consider two superconducting grains L and R connected by a
insulating junction. The total number of particles is odd. A quasiparticle with spin up is localized in the
left superconducting grain due to a uniform Zeeman field imposed on the left grain.
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Chapter 6
Summary and Outlook
In this thesis, we have examined the validity of mean-field theory and BdG equations for study-
ing topological properties of Majorana zero modes in superconductors. The mean-field BCS and
BdG framework describes many-body quantum states which are coherent superposition of di↵erent
particle numbers. They are constructed for mathematical convenience (and are somewhat ’mis-
leadingly’ called U(1) symmetry-breaking), but are not physical states. This is of special concern
in the context of quantum information and quantum computing where quantum coherence is of
most importance. It is thus natural to question whether physical states with fixed particle num-
ber exhibit same quantum properties useful for topological quantum computing. Furthermore, all
topological properties concerning Majorana zero modes are derived in the non-interacting particle
picture. In the meanwhile, particle particle interaction is essential for inducing superconductivity
in the first place. One may wonder whether non-interacting approximation is adequate.
In fact, the issue of particle number conservation had been extensively discussed in the context
of gauge invariance of BCS theory. Collective modes of superconducting condensate need to be
included to ensure a gauge invariant theory. Although in most practical situations (for example,
for most conventional superconductors) condensate doesn’t appear explicitly except for providing
o↵-diagonal long range order, it becomes important when it carries interesting structure and non-
trivial dynamics. A famous example is superfluid Helium-3 in which Cooper pairs form triplet
pairing with rich spin and orbital structure. In calculating its NMR response, it’s the collective
response of the condensate that underlies the physics.
As Cooper pair has nontrivial structure manifested by its non-zero internal angular momentum
in chiral superconductors that are believed to host Majorana zero modes, it is worth examining
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its possible e↵ect on Majorana zero modes. The most obvious way to include Cooper pair is to
consider particle number conserving form of BdG quasiparticles corresponding to Majorana zero
modes. We show explicitly that Cooper pair contributes to the Berry phase when we interchange
two vortices in a two-vortex superconductor through its angular momentum, both internal and
that induced by vortices. For a finite system, the e↵ect of the Cooper pair to the Berry phase may
not be neglected. As for a four-vortex system with four Majorana zero modes to realize doubly
degenerate ground states with same particle number, the definition of Cooper pair for both states
is problematic as it’s impossible for them to both be written in BCS paired form in the mean-field
description. Therefore, it is still an open question concerning the e↵ect to the Berry phase and
braiding statistics of particle pairs included for particle number conserving form of BdG quasi-
particles which connect two degenerate ground states, since the added particle pair creation and
annihilation operators can’t take the same form in order to for them to connect states with di↵erent
particle numbers that appear in linear superposition for the particle number non-conserving states.
In the thermodynamic limit, we intuitively expect the e↵ect on the Berry phase and braiding statis-
tics of extra Cooper pairs that appear in particle number conserving form of BdG quasiparticles to
vanish. However, in any realistic system, as long as a braiding operation covers significant region
of the whole system, we may not neglect e↵ect of extra Cooper pair. Calculation in a Kitaev
wire network (Appendix A) shows that states with particle number that are di↵erent from average
particle number yield di↵erent braiding statistics than the standard one. As properties of MZM
in the mean field approach is completely insensitive to average particle number, it is worth further
studying whether corresponding particle number conserving states always share the same braiding
statistics by tuning the average particle number in the mean-field approach.
It may not be su cient to study Majorana properties for particle number conserving states
at the mean-field level, i.e., states obtained by projecting particle number non-conserving states
in mean-field theory to fixed particle number sectors. Particle number conservation puts more
constraints than just writing down states with fixed particle number. They are associated with
conservation laws that give various sum rules. As a simple example, for a BCS ground state to
satisfy f-sum rule and compressibility sum rule, we need to build in it collective modes of the con-
densate. Furthermore, we show a toy model that suggests the necessity of condensate deformation
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in response to a localized quasiparticle in order to satisfy continuity condition and f-sum rule in
evaluating Berry phase of transporting the quasiparticle. So particle number conservation suggests
that it may not be justified to ignore the many-body e↵ect in studying Majorana physics. We are
particularly interested in knowing whether Cooper pairs get deformed by local Majorana zero modes
and as a result, whether we can locally distinguish degenerate ground states related by Majorana
zero modes. We have attempted to answer these questions for a localized quasiparticle trapped
by a Zeeman field. We argued that Cooper pairs are indeed deformed and there is net particle
localization as the result of quasiparticle localization in a Zeeman-Josephson model. Both e↵ects
survive the thermodynamic limit. The generalization to Majorana zero mode is non-trivial due to
its topological nature. Any modification and perturbation starting from the mean-field theory are
unlikely to yield qualitatively new physics since topological degenerate ground states are locally
indistinguishable. Nevertheless, by examining evolution of degenerate ground states, we may still
imagine possible local distinction between them as they can be evolved from states that are locally
di↵erent. We expect condensate - quasiparticle interaction to modify local wave functions. We
leave this to future work.
If local deformation of degenerate ground states by Majorana zero modes is important, this
may change braiding statistics and more seriously even destroy local topological protection. Then
as many-body e↵ect is important, non-interacting single particle approximation and particle-hole
symmetry of BdG solutions can no longer be relied on. Consequently, we can not even be sure of
long range quantum entanglement exhibited by a pair of Majorana zero modes. In other words,
does Majorana zero modes really exist or we may end up with ordinary zero energy Dirac modes
that are not split spatially? In this respect, it is very important to better understand physics of Ma-
jorana teleportation which is directly related to long range entanglement of Majorana zero modes
and to design relevant experiments for testing it. In the present author’s opinion, theoretical work
that gives satisfying illustration of non-local property of pairs of Majorana zero modes is lacking.
For some of the relevant work, see [45]- [50].
It may also help to explore analogy with other condensed matter systems where Majorana zero
modes are predicted to exist. Of particular interest are Moore-Read Pfa an state at ⌫ = 5/2
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filling [51] and Kitaev honeycomb model [52]. In the former state, composite fermions form p+ip
pairing at the mean-field level [53]. As for the latter state, it has a mean-field description that is
equivalent of p+ip pairing at the particle number non-conserving mean-field level [54] and its ex-
act solution can also be mapped onto mean-field p+ip ground state after non-local Jordan-Wigner
transformation [55]. In both cases, mapping between them and p+ip superconductor is not exact as
the analogy is only at the mean-field level. Furthermore, in more interesting cases with Majorana
zero modes, the mapping between them is still lacking. So we can’t conclude yet from properties
of Majorana zero modes in those systems that p+ip superconductor has the same property. It may
worth further investigating analogy with them, given the more thorough theoretic studies in them,
both analytically (e.g., [56]) and numerically (e.g., [57]- [61]).
The Majorana physics in chiral superconductors and its application to topological quantum
computing is by no means well understood. While people are putting a lot of e↵ort in looking
for Majorana zero modes and designing protocols of using them for quantum computing, I believe
it is of equal importance to examine the fundamental basis of Majorana in superconductors more
deeply.
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Appendix A
Braiding Majorana fermions using 1D
Kitaev Network with Conserved
Particle Number
In this appendix, we lay out details of calculations of Braiding statistics of Majorana zero mode in
1d Kitaev wire networks with conserved particle number. As mentioned in the main text (Section
3.1.1.1), original Kitaev wire doesn’t conserve particle number and we want to consider e↵ective
quasi-1d system (3d in physical dimension to support superconducting long range order) with
fixed particle number (i.e., it doesn’t exchange particles with environment) and use Kitaev wire
Hamiltonian (i.e., mean-field BCS Hamiltonian) to first calculate particle number non-conserving
many-body eigenstates and then project onto fixed particle number sector to obtain particle number
conserving states at the mean-field level. The motivation for doing this is to check wether states
with fixed particle number evolve under interchanging MZM in the same way as particle number
non-conserving states do. The monondromy phase will not be a↵ected by fixing particle number
since states with fixed particle number are obtained by projecting particle number non-conserving
states. However, the Berry phase may di↵er for the two cases as the Berry phase for a particle
number non-conserving state is average of Berry phases of states each with fixed particle number.
The average is not necessarily equal to its constituents unless there is an equal contribution from
every state with fixed particle number.
In order to move Majorana zero modes, we impose some external potentials on the wires so that
both chemical potential and particle-particle interactions can be tuned. To keep the calculation
physical, there are two criteria to meet during the move.
1. Self-consistent condition or gap equation needs to be satisfied. This requirement may com-
plicate calculations if we had to iterate mean field calculations to achieve self-consistency. Fur-
thermore, we require physically reasonable particle-particle interactions (in our calculations, short
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range interaction).
2. Average particle number calculated by the mean field approach needs to be fixed during the
braiding. Since we are considering particle number conserving wave functions, the average particle
number needs to remain constant before projection.
There is an issue related to the second criterion also discussed in the main text. The second
criterion is to ensure particle number conserving wave functions be well approximated by the par-
ticle number non-conserving wave functions. In large systems with macroscopic particle number,
it may be loosened to allow certain amount of variation in average particle number. It is unclear
to what extent this can be done without a↵ecting the braiding statistics.
Furthermore, there’s another issue of orthogonality. As particle number conserving wave func-
tions are obtained by projection from particle number non-conserving wave functions which form an
orthonormal basis, after projection the wave functions may be slightly non-orthogonal. To calcu-
late braiding statistics self-consistently, we need to use orthonormal basis. As system size becomes
large, the degree of non-orthogonality should become small. However, it is not totally clear whether
the non-orthogonality decreases fast enough to ensure consistency.
With these caveats, let’s proceed to examine braiding in particle number conserved systems.
We’ll first check in A.1 whether the two criteria can be realized in a simple system. Before em-
barking on braiding Majorana fermions, we’ll briefly review in A.2non-Abelian braiding with an
emphasis on gauge invariance which will be useful for simplifying calculation in exchanging two
Majorana zero modes. Finally, in A.3 and A.4, we discuss double and single interchange braiding
scheme respectively.
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A.1 Criteria Check
Fortunately, the two criteria can be satisfied in a relatively straightforward way. Consider a single
wire with two open ends described by the following mean-field particle number non-conserving
Hamiltonian (i.e., Kitaev wire Hamiltonian)
H =
N 1X
i=1
(a†i + ai)(a
†
i+1   ai+1). (A.1)
Defining Majorana fermions as
 A =
a†   a
i
 B = a
† + a, (A.2)
(A.1) can be written as
H =
N 1X
i=1
i i,B i+1,A. (A.3)
There are two zero Majorana modes at the ends  1,A and  N,B. It can be easily checked that the
order parameter in the ground state is
hai+1aii =  1/4, (A.4)
for any N > 2. To satisfy the gap equation, we only need to require the nearest neighbor interaction
to be
Vi,i+1 =  4. (A.5)
So a physically realistic nearest neighbor interaction su ces to satisfy the self-consistency condition.
The full particle number conserving Hamiltonian corresponding to the mean-field approximation
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(A.1) is given by
Hfull =
N 1X
i=1
 a†iai+1 + h.c.  4a†ia†i+1ai+1ai. (A.6)
Next, let’s try to move the left Majorana zero mode  1A to the right by one site and in the
meanwhile move the right Majorana zero mode  2B to the right by one site in order to keep average
particle number constant (see figure A.1). Let the tuning mean-field Hamiltonian to be
H 0 = 2 µ1( )a†1a1 + (1   )(a†1 + a1)(a†2   a2)
+ 2(1   )µN+1( )a†N+1aN+1 +  (a†N + aN )(a†N+1   aN+1). (A.7)
(Note that the system Hamiltonian can be read o↵ from the graphic representation such as that
shown in figure A.1 (it represents H + H 0 with H and H 0 given by equation A.1 or equivalently
equation A.3 and equation A.7, respectively) according to the following rules. Each site is repre-
sented by two dots corresponding to the real and imaginary part of the fermion on the site. The
left dot represents  i,A and the right represents  i,B and the fermion creation operator one the site i
is a†i = 1/2( i,A+ i i,B). Depending on direction, each link with arrow represents either i i,B i+1,A
(pointing from site i to site i + 1) or i i+1,A i,B (pointing from i + 1 to i). A link with varying
strength parameterized by   is represented by a dashed line. Isolated dots represent unoccupied
site with positive chemical potential on it.) We require that as   goes from 0 to 1, both Majorana
zero modes are moved to the right by one site. This is easily achieved as long as µ1( ) > 0 and
µN+1( ) > 0. As shown in figure A.1, at stage (a), there is one Majorana zero mode  1,A sitting
at site 1, and one Majorana zero mode  N,B sitting at site N. Site N + 1 is initially unoccupied.
At intermediate stage (b), the strength of the link (i.e., the magnitude of coe cient of  1,B 2,A
of the Hamiltonian) between site 1 and 2 decreases whereas the strength of the link between N
and N +1 increases (remember that the changing strength of links is represented by dashed lines),
meanwhile the chemical potential on site 1 increases and that on site N + 1 decreases. At final
stage (c), site 1 is unoccupied and the link between site 1 and 2 vanishes, whereas strength of link
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between site N and N + 1 reaches final value. The Majorana zero modes are now sitting at site 2
and N + 1, respectively. Constant average particle number during the process can be achieved by
tuning functions µ1( ) and µN+1( ). Explicit calculation shows that the order parameters hai+1aii
for i = 2, · · · , N   1 remain unchanged while for i = 1 and i = N , they change as functions of  .
The gap for i = 1 and i = N can be tuned to be equal to the value we need by tuning the corre-
sponding nearest neighbor interactions Vi,i+1 since gap for link i  i+ 1 is equal to Vi,i+1hai+1aii.
So both criteria are satisfied in the process of moving Majorana zero modes and at the same time
we are able to calculate explicitly the many-body wave functions of the system. In Section A.3 and
A.4, both criteria will be checked explicitly throughout the braiding process.
A.2 Non-Abelian transformation and gauge invariance
Consider a Hamiltonian H( ) depending continuously on   with n degenerate levels which do
not cross other levels. As H( ) is adiabatically varied and returned to the initial one, a set of
n states which at time ti are degenerate orthonormal eigenstates of H( i) undergo non-abelian
transformation and each of the final states is a unitary transform of the initial states. For an
arbitrary smooth set of bases  a(t), the solutions to the time dependent Schrodinger equations
⌘a(t) can be written as
⌘a(t) = Uab(t) b(t) (A.8)
with the initial condition ⌘a(ti) =  a(ti), a = 1, 2, · · · , n. Uab(t) is found to be [62]
U(t) = P exp
Z t
ti
A(⌧)d⌧, (A.9)
where Berry connection A is given by
Aab = ( a,  ˙b)
⇤ (A.10)
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with  ˙b ⌘ @ b/@⌧ .
If we choose another set of basis  ˜(t) = ⌦(t) (t), A transforms as
A˜ = ⌦˙⌦ 1 + ⌦A⌦ 1, (A.11)
and U transforms as
U˜ = ⌦(ti)U⌦
 1(t). (A.12)
The solutions to the time dependent Schrodinger equations ⌘˜a(t) become
⌘˜a(t) = U˜ab(t) ˜b(t) = ⌦ab(ti)⌘b(t) (A.13)
with initial condition ⌘˜a(ti) =  ˜a(ti) = ⌦ab(ti) b(ti). Equation (A.13) demonstrates gauge invari-
ance of the evolution of the solutions, i.e., the evolution is independent of di↵erent choices of ⌦
so that the evolution of ground states is uniquely determined by their initial states (in equation
A.13, the time evolution of ⌘˜a(t) is independent of time dependence of ⌦ab(t) and is completely
determined by the initial values ⌦ab(ti)). In the following two sections, we shall calculate evolution
of degenerate ground states in di↵erent choices of bases to confirm the gauge independence and so
to justify our choice of basis for calculating Berry phase in A.4.
A.3 Double interchange of zero Majorana fermions
In this and the next sections, we’ll consider systems harboring four zero Majorana fermions  i,
i = 1, 2, 3, 4 and interchange  1 and  2. It’s simplest to discuss braiding in the diagonal basis: such
a basis is given by |00i and |11i = f †1f †2 |00i, f1 =  1 + i 2 and f2 =  3 + i 4 and we interchange
positions of  1 and  2. In this basis, the o↵-diagonal Berry connections vanish by construction.
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The o↵-diagonal Berry connection h00|1˙1i ( ’ ˙ ’ denotes derivative) is
h00|1˙1i = h00|f˙ †1f †2 |00i+ h00|f †1f †2 |0˙0i = 0 (A.14)
Both terms that contribute to h00|1˙1i vanish: for the first term, we can first switch positions of f˙ †1
and f †2 with a minus sign since they anti-commute due to Fermi statistics and their exponentially
small spatial overlap and next operate f †2 on h00| giving zero by definition: f2|00i = 0; for the
second term, h00|f †1 = 0 by definition. In this basis, if we can make |00i and |11i real throughout
the braiding, Berry phase vanishes for each state. Then braiding is completely determined by the
explicit change (monodromy) of basis states. This can be realized in the set up shown in figure
A.2. The arrows and links have the same meaning as discussed below equation A.7 in Section A.1.
When a link goes from solid to dotted, it means the strength of the link decreases continuously
to zero (and vice versa). An isolated dot denotes an unoccupied site. When the dot goes from
isolated to connected by a link, the chemical potential on that site decreases to zero (and vice
versa). According the rules given below equation A.7, one can easily read o↵ the corresponding
Hamiltonian for the process from figure A.2.
Adiabatic evolution of Hamiltonian according to figure A.2 yields double interchange of  1 and
 2 at the end of the braiding and both of the operators continuously evolve back to themselves
with extra minus sign (note that this result is the same as that with interchanging two vortices
and therefore two MZMs twice in p+ip superfluids). Therefore |11i picks up an explicit phase of ⇡
relative to |00i at the end of the braiding. Combining with the (trivial) Berry phase contribution,
the final states evolve to |⌘(00)if = ei |⌘(00)ii, |⌘(11)if = ei( +⇡)|⌘(11)ii with initial condition
|⌘(00)ii = |00ii and |⌘(11)ii = |11ii (we use ⌘ to denote actual solutions of time dependent
Schrodinger equations). Now if we switch to another basis |0˜0i = ↵|00i +  |11i and |1˜1i =
 ⇤|00i  ↵⇤|11i, with initial condition |⌘(0˜0)ii = |0˜0ii and |⌘(1˜1)ii = |1˜1ii (assume constant ↵ and
 ), they should evolve to
|⌘(0˜0)if = ↵|⌘(00)if +  |⌘(11)if = ei (↵|⌘(00)ii    |⌘(11)ii)
|⌘(1˜1)if =  ⇤|⌘(00)if   ↵⇤|⌘(11)if = ei ( ⇤|⌘(00)ii + ↵⇤|⌘(11)ii). (A.15)
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Each of them evolves into linear combination of the initial states. The U matrix in this basis should
be identity according to equation (A.12) since the in the diagonal basis, U is identity. This can be
easily verified. The Berry connection matrix elements are
h0˜0| ˙˜00i = 2Im(↵⇤ )h00|1˙1i
h1˜1| ˙˜11i =  h0˜0| ˙˜00i
h0˜0| ˙˜11i =  Im(↵⇤2 +  ⇤2)h00|1˙1i, (A.16)
which according to equation (A.14) all vanish.
So far, we have discussed particle non-conserving states. What about particle conserved states?
Equation (A.14) is not strictly satisfied for finite size systems. In the thermodynamic limit, it is
satisfied. The Berry phase associated with each basis state still vanishes since they are real after
particle number projection. So in this braiding scheme, the braiding statistics is unchanged from
particle non-conserving case.
To verify the above result, we have performed explicit calculations in the diagonal basis with
average number of 4 electrons for particle non-conserving states (throughout the braiding, the hop-
ping and gap parameter are set equal). Our calculations confirm that the two ground states evolve
continuously as we expect. The two criteria listed in Section A.1 are satisfied and energy gap never
closes during the braiding. There is one caveat: at the stage where the two Majorana fermions
interchange places, the average particle number of |11i di↵ers from that of |00i with maximum
discrepancy of one electron in the middle of the stage. Although this issue is absent for some basis
states, constant average particle number can not be satisfied for states in all bases. In practice,
we may ensure the constant average particle number in one basis state and obtain the particle
conserving state for the other basis state by applying particle number conserved BdG operators to
the former state.
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A.4 Single interchange of zero Majorana fermions
It’s more interesting to know braiding statistics of interchanging two zero Majorana fermions once.
This can be realized by T-junction proposed by Alicea et al [27]. It turns out that braiding in
particle number conserved form can also realized in the same T-junction provided we can ensure
constant average particle number by for example, moving the other two zero Majorana fermions.
This can be achieved similarly to the double interchange scheme. The braiding process is shown in
figure A.3. The arrows, links and isolated dots have the same meaning as discussed in the above
section and the corresponding Hamiltonian can be easily read o↵ from figure A.3 according to the
rules laid out below equation A.7.
In the diagonal basis, the two basis functions are no longer real. In the particle non-conserved
form, the two states have the same Berry phase during the interchange. However, it is not neces-
sarily true for the particle conserved states. We may expect di↵erent braiding statistics for particle
conserved states! Switching to another basis with real basis states doesn’t alter the conclusion due
to gauge invariance. Let us check gauge invariance by starting from a non-diagonal basis given by
|00i and |11i = f †1f †2 |00i with f1 =  3 + i 1 and f2 =  4 + i 2. At the end of braiding,  1 be-
comes ± 2 and  2 becomes ⌥ 1. We haven’t specified the signs after the braiding which depend on
braiding sequence (clockwise or counterclockwise). At the end of the braiding, the basis functions
become
|00if = 1p
2
(|00ii ± |11ii)
|11if = 1p
2
(|11ii ⌥ |00ii). (A.17)
The transformation matrix U for the solutions to the time dependent Schrodinger equations is
found to be
U =
0B@ cos✓ sin✓
 sin✓ cos✓
1CA (A.18)
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with ✓ =
R tf
ti
dth00(t)|1˙1(t)i. Combining equation (A.18) with (A.17), we get the solutions at the
end of braiding
0B@ |⌘(00)if
|⌘(11)if
1CA = 1p
2
0B@ cos✓ sin✓
 sin✓ cos✓
1CA
0B@ 1 ±1
⌥1 1
1CA
0B@ |⌘(00)ii
|⌘(11)ii
1CA
=
0B@ cos(✓ ± ⇡4 ) sin(✓ ± ⇡4 )
 sin(✓ ± ⇡4 cos(✓ ± ⇡4 )
1CA
0B@ |⌘(00)ii
|⌘(11)ii
1CA . (A.19)
Now, we switch back to the diagonal basis given by |0˜0i and |1˜1i = f˜ †1 f˜ †2 |0˜0i with f˜1 =  3+ i 4
and f˜2 =  1   i 2. The diagonal basis states are related to the non-diagonal basis states by
|0˜0i = 1p
2
(|00i   i|11i)
|1˜1i = 1p
2
(|00i+ i|11i). (A.20)
At the end of the braiding, they are
|0˜0if = e±i⇡/4(|0˜0ii
|1˜1if = e⌥i⇡/4|1˜1ii. (A.21)
The U matrix is
U =
0B@ ei✓ 0
0 e i✓
1CA . (A.22)
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From equation (A.20) and (A.19), we obtain the final solutions in the diagonal basis
0B@ |⌘(0˜0)if
|⌘(1˜1)if
1CA = 1p
2
0B@ 1  i
1 i
1CA
0B@ |⌘(00)if
|⌘(11)if
1CA
=
1p
2
0B@ 1  i
1 i
1CA
0B@ cos(✓ ± ⇡4 ) sin(✓ ± ⇡4 )
 sin(✓ ± ⇡4 cos(✓ ± ⇡4 )
1CA
0B@ |⌘(00)ii
|⌘(11)ii
1CA
=
1p
2
0B@ 1  i
1 i
1CA
0B@ cos(✓ ± ⇡4 ) sin(✓ ± ⇡4 )
 sin(✓ ± ⇡4 cos(✓ ± ⇡4 )
1CA 1p
2
0B@ 1 1
i  i
1CA
0B@ |⌘(0˜0)ii
|⌘(1˜1)ii
1CA
=
0B@ ei(✓±⇡4 ) 0
0 e i(✓±
⇡
4 )
1CA
0B@ |⌘(0˜0)ii
|⌘(1˜1)ii
1CA . (A.23)
This is the same as obtained by combining equation (A.21) and (A.22)
0B@ |⌘(0˜0)if
|⌘(1˜1)if
1CA =
0B@ ei✓ 0
0 e i✓
1CA
0B@ e±i⇡/4 0
0 e⌥i⇡/4
1CA
0B@ |0˜0ii
|1˜1ii
1CA
=
0B@ ei(✓±⇡4 ) 0
0 e i(✓±
⇡
4 )
1CA
0B@ |⌘(0˜0)ii
|⌘(1˜1)ii
1CA . (A.24)
So consistency is satisfied. If ✓ is nonzero, then we get di↵erent braiding result for particle
conserving states compared to particle non-conserving states where ✓ = 0.
We have implemented calculations for eight lattice sites and on average four particles. Calcu-
lations are done in o↵-diagonal basis in which basis states are kept real during the interchange.
O↵-diagonal Berry phase ✓ (cf. matrix in equation A.18) are calculated. We found that for parti-
cle number conserving states with four particles, ✓ = 0 consistent with result for particle number
non-conserving states. Interestingly, ✓ = ±0.4 for states in two and six particle number sectors
respectively. It will be interesting to see how nonzero Berry phases away from average particle
number scales with system size.
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 1,A  N,B
 1,A  N+1,B N,B
 N+1,B
(a) 
(b) 
(c) 
 2,A
 2,A
Figure A.1: Moving Majorana zero modes in a single wire. Black and white dots represent two Majorana
fermions at each site. (a) initial configuration. (b) Moving both the left and right Majorana zero modes to
the right by one site. (c) Final configuration.
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 3
 1
 2
 4
 1  2
 1  2  4 3
(a)
(b1)
 4 3
(c)
(b2)
(b3)
 3  4
 1
 2
 1
 2
 3  4
Figure A.2: Exchanging Majorana zero modes  1 and  2 twice in 1D Kitaev network. (a) Initial configuration.
(b1) - (b3) Intermediate configuration. At (b2),  1 is localized at both top and bottom sites in the figure and
so is  2; the former are localized on the right of the top and bottom sites (i.e., imaginary part of fermion,
 B in the sense of figure A.1) and the latter are localized on the left (i.e., real part,  A). For simplicity, we
didn’t draw each site by two dots as we did in figure A.1. If we were to do that, then  1 is localized at the
right dot on the top and bottom site and  2 is at the left dot on the top and the bottom site. The other two
Majorana zero modes  3 and  4 are also moved, but they eventually go back to their initial positions and
very importantly they never cross other Majorana zero modes. (c) Final configuration.
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(a)
(c) (d)
(b)
 1
 2
 3  4  3  4
 1
 2
 4 1 3  2  4 1 3  2
Figure A.3: Exchanging Majorana zero modes  1 and  2 in 1D Kitaev network. (a)  2 is moved to the left
as indicated by the two blue arrows; in the process of moving,  2 is localized at two sites as pointed by the
two blue arrows. (b)  1 and  2 are interchanged. (c)  1 is moved to the right to the original place of  2
before interchange. (d)  2 is moved to the right to the original place of  1 before interchange. The final
configuration is the same as before interchange with  1 and  2 swapped places. From (b) to (c) and from
(c) to (d),  4 is also moved to ensure particle number conservation.
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Appendix B
Localized Quasiparticle in a Square
Well Zeeman Trap
In this appendix, we derive energy spectrum of a localized quasiparticle in a square well Zeeman
potential trap. For simplicity of notation, we’ll present details at magnetic flux   =  1/2, i.e.,
we’ll solve equation 4.42. The corresponding result for general magnetic flux   =  1/2 +   (cor-
responding to equation 4.43) will be listed without giving explicit derivation.
We solve equation 4.42 by expanding wave vector around pF (we adopt linear momentum here,
which is equivalent to angular momentum in 1D). Inside the well, i.e., between ✓ = 0 and ✓ = ✓L,
BdG quasiparticle states are plane waves; outside the well, they decay exponentially. We solve
them by matching bound conditions at the edge of the well. It is convenient to write ratio of u and
v as
v
u
=
4
E + ⌦±o
= F±o
v
u
=
4
E + V + ⌦±i
= F±i , (B.1)
where subscripts o and i refer to outside and inside the Zeeman trap respectively, I have omitted
subscripts o, i and superscripts ± for u and v for notation simplicity. ⌦±o = ±
p42   E2i, ⌦±i =
±p(E + V )2  42. Note that ⌦±o is pure imaginary and this is the factor which gives rise to
the exponential decay of the bound solutions outside the trap. Strictly speaking, there are eight
boundary conditions, four of them coming from continuity conditions for u and v at the two
trap edges, the other half coming from continuity conditions for the first derivatives of u and v.
Since upon Andreev reflection, the momentum change is of order 4/EF compared to the Fermi
momentum, the momenta of the particle and hole plane wave solutions di↵er only by order 4/EF ,
relative to the Fermi momentum. If we ignore this small di↵erence, the plane wave solutions
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for wave vectors in opposite directions become separate. We only need to match the continuity
conditions for u and v (with wave vectors in one direction) and the continuity conditions for the first
derivatives are automatically satisfied (this point is discussed by Demers and Gri n [63]). Within
this approximation, the solutions with momentum in two opposite directions are degenerate, as is
the case for the general gradually varying potential discussed in the main text. Consider a solution
inside the trap of the form
ui = u
+
i e
ip+i ✓ + u i e
ip i ✓
vi = F
+
i u
+
i e
ip+i ✓ + F i u
 
i e
ip i ✓, (B.2)
where p±i = pF +
⌦±i
vF
; in getting the second equation, equation B.1 is used.
Similarly, the solution outside the trap is given by
uo = u
+
o e
ip+o (✓ ✓L) + u o e
ip o (2⇡ ✓)
vo = F
+
o u
+
o e
ip+o (✓ ✓L) + F o u
 
o e
ip o (2⇡ ✓), (B.3)
where p±o = pF +
⌦±o
vF
.
Now by matching the boundary conditions at ✓ = 2⇡ and ✓ = ✓L, we get the following equations
at ✓ = 2⇡
u+o e
ip+o (2⇡ ✓L) + u o = u
+
i + u
 
i
F+o u
+
o e
ip+o (2⇡ ✓L) + F o u
 
o = F
+
i u
+
i + F
 
i u
 
i . (B.4)
Similarly, the equations at ✓ = ✓L are
u+o + u
 
o e
ip o (✓L 2⇡) = u+i e
ip+i ✓L + u i e
ip i ✓L
F+o u
+
o + F
 
o u
 
o e
ip o (✓L 2⇡) = F+i u
+
i e
ip+i ✓L + F i u
 
i e
ip i ✓L . (B.5)
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Neglecting exponentially small terms in equation (B.4) and (B.5), we get the following equation
F i   F o
F o   F+i
=
F i   F+o
F+o   F+i
ei(p
 
i  p+i )✓L . (B.6)
This equation can be written as
tan 1(
p42   E2
V  p(E + V )2  42 )  tan 1(
p42   E2
V +
p
(E + V )2  42 ) =  
p
(E + V )2  42
vF
✓L + n⇡,
(B.7)
where n is integer.
We can find simple solutions to (B.7) in the limit of a wide trap, i.e., satisfying the condition
(E + V )2  42 ⌧ V 2. (B.8)
This condition is equivalent to
E + V  4 ⇠ v
2
F
4✓2L
⌧ V
2
4
) ✓L   ✓V , (B.9)
where ✓V = vF /V is the length scale associated with the trap strength (~ = 1).
Under this condition, we can expand equation (B.7) to first order in
p
((E + V )2  42)/V and
we get
1
1 + 4
2 E2
V 2
=  ✓LV
2vF
+
n⇡
2
q
(E+V )2 42
V 2
. (B.10)
Now, consider low bound states such that (E + V   4)/V ⌧ 1 and (4   E)/V ⇠ 1. Since the
lhs of equation (B.10) is much smaller than 1 and the absolute values of both terms on the rhs
of equation (B.10) are much greater than 1, we could set the lhs to zero. Hence, we arrive at the
103
solution
E =
r
(
n⇡vF
✓L
)2 +42   V (B.11)
This solution is consistent with the intuitive argument. For low bound states, all Zeeman energy
V is saved since low bound wave functions are completely localized inside the trap, i.e., its range
outside the trap is negligible, hence the term  V in equation (B.11). The term (2n⇡vF /✓L)2 in
the square root of the above equation is simply the kinetic energy of the quasiparticle since its
momentum  p = p  pF is quantized by the trap as 2n⇡/(2✓L), with ✓L as the trap width.
It’s interesting to compare this result with the spectrum for a quasiparticle trapped between
two superconductors in a SNS junction [64]. There, we have a square well of the gap. Inside the
well, the quasiparticle is in the superposition of normal particle and normal hole, and the e↵ective
quantization length is twice the trap width d due to Andreev reflection, so the spectrum is
E =
2n⇡vF
2d
(B.12)
Our result (B.11) is consistent with the standard picture that due to the Andreev reflection,
the quantization length is twice the trap width.
The energy spectrum for general magnetic flux   =  1/2 +   can be similarly found to be
(E + V )2   4(E + V )pF + 4p2F 2 = (
2⇡npF
✓L
)2 +42 (B.13)
Taking derivative with respect to  , we obtain the result in the main text (cf. equation 4.44 in
the absence of energy splitting), namely, near   = 0, dE/d  = 2pF (here pF is angular momentum
at Fermi energy with ~ = 1, the energy unit is ~2/2mR2 with R radius of annulus).
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Appendix C
Modified BdG Equations with
Conserved Particle Number
We give here discussion on modified BdG equations taking into account particle number conser-
vation. For this, when we evaluate quasiparticle energy as given by 5.22, we need to keep terms
neglect in the mean-field approach and we get
h↵H↵†i   hHi = h↵[H,↵†]i+ h↵↵†Hi   hHi
= h{↵, [H,↵†]}i   h[H,↵†]↵i+ h↵↵†Hi   hHi. (C.1)
The first term on the RHS is the dominant term, the second terms vanish provided ↵ annihilates
the 2N -particle ground state, the last two terms cancel provided h↵↵†i = 1: In order to satisfy the
normalization condition h↵↵†i = 1, we need to add a Lagrangian multiplier, so the expression we
want to minimize is given by
h{↵, [H,↵†]}i   h[H,↵†]↵i+ h↵↵†Hi   hHi   ⇠h↵↵†i. (C.2)
Once normalization condition is included through a Lagrangian multiplier, (C.2) can be simplified
to
h{↵, [H,↵†]}i   h[H,↵†]↵i   ⇠h↵↵†i. (C.3)
It is worth here emphasizing the importance of keeping terms involving ↵ acting on the 2N -
particle ground state. This ensures that E > 0. This can be understood as follows. Imagine
↵† we found actually annihilates the ground state, i.e., ↵† is actually an annihilator. If we were
to assume that ↵ annihilate the ground state and discard the related terms, then we would get
negative energy, corresponding to moving an excited state to the ground state by ↵†. In general,
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we expect approximate qp eigenstate creation operator we found to be superposition of actual qp
eigenstate creation operators and qp eigenstate annihilators with di↵erent eigenvalues. To get rid
of the e↵ect of these annihilators, we need to keep the terms containing ↵ acting on the ground state.
Now, let’s specify the Hamiltonian and the qp variational form. First consider a Zeeman trap
applied to the superconducting system. The Hamiltonian is
H =
Z
dr
X
 
 †(r)H   (r)  V0
Z
dr †"(r) 
†
#(r) #(r) "(r), (C.4)
whereH  = H0  ·Vz with   = ±1, Vz is Zeeman energy, H0 is single particle kinetic energy.  V0 <
0 is BCS contact interaction potential. The particle number conserving quasiparticle creation
operator takes the following form
↵† =
Z
dru(r) †"(r) + v(r) #(r)⌦
†, (C.5)
where ⌦† adds a pair of particles to the ground state.
Substituting (C.5) and (C.4) into h{↵, [H,↵†]i, we get
h{↵, [H,↵†]}i =
Z
dru⇤(r)H"u(r)  V0
Z
dru⇤(r)v(r)h #(r) "(r)⌦†i
 
Z
drv⇤(r)H#v(r)h⌦⌦†i   V0
Z
dru(r)v⇤(r)h⌦ †"(r) †#(r)i
+ Wpair. (C.6)
The first four terms (neglecting Hartree-Fock terms) on the RHS is the standard expression corre-
sponding to the generalized BdG energy taking into account the e↵ect of pair operator on matrix
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elements. Wpair is the energy associated with the pair operator. It is given by
Wpair =
Z
dr|v(r)|2h⌦[H,⌦†]i+
Z
drH#v(r)
Z
dr0u⇤(r0)h #(r)[ "(r0),⌦†]i
 
Z
drH"u(r)
Z
dr0v⇤(r0)h[⌦, †"(r)] †#(r0)i+
Z
drH#v(r)
Z
dr0v⇤(r0)h #(r)[⌦,⌦†] †#(r0)i
 
Z
drv(r)
Z
dr0u⇤(r0)h #(r)[ "(r0), [H,⌦†]]i  
Z
drv(r)
Z
dr0v⇤(r0)h #(r)[⌦, [H,⌦†]] †#(r0)i
 
Z
drv(r)
Z
dr0v⇤(r0)h⌦ #(r)[ †#(r0), [H,⌦†]]i
+ V0
Z
drv(r)
Z
dr0u⇤(r0)h †"(r) #(r) "(r)[ "(r0),⌦†]i
+ V0
Z
dru(r)
Z
dr0v⇤(r0)h[⌦, †"(r) †#(r)] #(r) †#(r0)i
+ V0
Z
drv(r)
Z
dr0v⇤(r0)h[⌦, †"(r)] #(r) "(r)⌦† †#(r0)i
+ V0
Z
drv(r)
Z
dr0v⇤(r0)h †"(r) #(r) "(r)[⌦,⌦†] †#(r0)i.
(C.7)
Let’s first consider the particle number conserved version of mean field BdG operators. ⌦† acting
on the 2N -particle ground state generate 2N +2-particle ground state, u(r) and v(r) are solutions
to BdG particle non-conserving equations. Assume ↵† is normalized so that h↵↵†i = 1. To order
1/N , h⌦⌦†i = 1. Assuming also zero point fluctuation of condensate doesn’t appreciably change
the order parameter from the mean field value, the first four terms on the RHS of (C.6) become
the same as expression of the particle non-conserving BdG energy. Since the pair operator here is
extensive, its commutation with local operator vanishes to order 1/N and [⌦,⌦†] vanishes as well.
So Wpair = 2µ
R
dr|v(r)|2 since [H,⌦†] = 2µ⌦† to order 42/✏F . Thus we get
h{↵, [H,↵†]}iBdG =
Z
dru⇤(r)H"u(r) +
Z
dru⇤(r)v(r)4 (r)
 
Z
drv⇤(r)(H#   2µ)v(r) +
Z
dru(r)v⇤(r)4⇤ (r), (C.8)
where gap is defined as 4 ⌘  V0 <  #(r) "(r) > in particle non-conserved form. Equation (C.8)
gives mean field BdG qp energy.
It’s attempting to optimize the extra Cooper pair ⌦† by minimizing rhs of equation C.3. Aside
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from very complicated form of Wpair (equation C.7) which no longer takes the simple form as in
the mean-field case due to possible localization of the Cooper pair, there is a much more serious
problem which we have overlooked in the above consideration, the normalization of particle num-
ber. We have to ensure that the particle number after adding the quasiparticle is increase by 1.
As we are dealing with many-body system, this will require the normalization of many-body state
to be accurate to order 1/N2, which we don’t know how to implement in practice (remember we
also need to normalize 2N -particle number conserved wave function which we don’t know how to
calculate with controlled accuracy either).
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