ABSTRACT Deciding on the continuous treatment of chronic diseases is vital in terms of economy, quality of life, and time. We present a holistic data mining approach that addresses the prediction of the therapeutic response in a panoramic and feedback way while unveiling relevant medical factors. Panoramic prediction makes it possible to decide whether the treatment will be beneficial without using previous knowledge and without involving unnecessary treatments. Feedback prediction can be more accurate prediction since it considers the results of previous stages of the treatment. A novel label encoding called simulated annealing and rounding (SAR) encoding is also proposed to help improve the accuracy of prediction in both approaches. To unveil the medical factors that make the treatment effective for patients, various techniques are applied to the prediction models found through the proposed approaches. Finally, this methodology is applied in the realistic scenario of analyzing electronic medical records of migraineurs under BoNT-A treatment. The results show a significant improvement in accuracy due to the use of SAR encoding, from close to 60% (baseline) to 75% with panoramic prediction, and up to around 90% when using feedback prediction. Furthermore, the following factors have been found to be relevant when predicting the migraine treatment responses: migraine time evolution, unilateral pain, analgesic abuse, headache days, and the retroocular component. According to doctors, these factors are also medically relevant and in alignment with the medical literature.
I. INTRODUCTION
One of the biggest problems associated with chronic diseases (CDs) is the continuous treatment required to mitigate or eliminate their symptoms. This must be considered when deciding whether a continuous treatment may be beneficial for a specific patient. In addition, people with
The associate editor coordinating the review of this manuscript and approving it for publication was Nagarajan Raghavan. chronic conditions typically have more health needs at any age, so the associated costs become disproportionately high [1] . For example, patients suffering from Parkinson's disease usually discontinue the treatment due to its ineffectiveness when mitigating the pain [2] , which thus involves wasting money. In order to avoid this, cost-benefit analyses have been applied, such as those for patients with hepatitis C [3] , [4] . The conclusions drawn from these studies are diverse. For some cases, the doctors conclude that it is better to employ the treatment in short periods than in early phases of the CD [4] . However, earlier treatment has also been associated with a faster recovery [5] . Therefore, it is important to establish a prediction model of the response to customize the treatment for each patient.
Predictive models of response to any CD treatment can leverage the use of electronic medical records (EMRs). The rapid growth of EMRs requires that the traditional analysis of data collected manually by medical experts be combined with computational methods to help in the decision making process of a specific treatment. In this respect, the use of data mining techniques has made it possible to tackle the analysis of medical data and the construction of prediction models [6] , [7] . Furthermore, some machine learning techniques have proved to be better suited for the analysis of medical databases because of the derivation of symbolic rules, the use of background knowledge, pattern-recognition and interpretation of time-ordered data. Hence, it is essential to study these techniques and select the most appropriate ones to provide an accurate prediction. Nevertheless, dealing with medical data is not an easy task, as some problems such as heterogeneity [8] or simply the lack of values (missing values) [9] typically arise in EMRs.
As regards the techniques mentioned above, there are different methodologies that consider EMRs for the prediction of the therapeutic response to certain CD treatments or responses to continuous oncological treatments. These methodologies predict the therapeutic response after several stages of the treatment, but they do not consider the prediction of responses to several stages together. One example is the work presented by Kurosaki et al. [10] , who propose the use of decision trees to model the prediction of the final outcome of the treatment of chronic hepatitis C after 48 weeks of PEG-IFN/RBV therapy treatment. Another methodology is presented by Lambin et al. [11] . This work considers the prediction of the prognosis and the response to an oncological treatment based on radiation through the use of multifactorial decision support systems. Both methodologies discretize and normalize the data to avoid sensitivity to different orders of data scales. They also deal with the missing values, replacing them with calculated estimates.
In addition, there are some methodologies designed to reveal medical factors that influence the effectiveness of treatment. For example, Armañanzas et al. [12] use the Feature Subset Selection (FSS) technique to reveal the most important factors in predicting the severity of symptoms in a patient with Parkinson's disease [13] using non-motor symptoms. In [14] , the authors propose the extraction of the most important attributes within a continuous CD treatment using a consensus tree. Hence, on the basis of the aforementioned works, it is desirable to incorporate the features of all these techniques into our methodology in order to be able to predict the response to several treatment stages as well as to reveal the reasons that make them effective.
To the best of our knowledge, there is no methodology in literature that predicts the responses to the different single stages of a continuous treatment as well as unveiling the main factors that contribute to such responses. Our main contributions can thus be summarized as follows:
• We consider a fine-grained solution through the panoramic prediction approach when no session has yet been made.
• Once the treatment has begun and the results of some stages are known, feedback prediction is proposed, which is more accurate. This technique leverages the treatment responses in previous stages of the treatment to predict the next stage.
• We bridge the gap between the biomedical community and the data mining community thanks to the extraction of medical factors that make the treatment effective or not.
• Our methodology considers missing values and personalizes the model to the features of the patient's EMR by means of a hierarchy of models.
• We apply our integrated approach to a real scenario with migraine patients treated with OnabotulinumtoxinA. The space of parameters that leads to an optimal solution has been efficiently explored by means of our novel Simulated Annealing and Rounding (SAR) encoding approach, which surpasses the results expected by the use of the unmodified algorithms. In this way, the classification algorithms used in the experiments have benefited significantly from the use of SAR, achieving mean accuracies higher than 75% and 90% through the application of panoramic and feedback prediction, respectively.
• The medical features that influence the effectiveness of the treatment are extracted and discussed by doctors. The results also validate the effectiveness of the techniques employed. The remainder of the paper is organized as follows. Section II describes the work related with the techniques applied to CDs for predicting the treatment response. In section III, our methodology for predicting treatment results is explained in detail. Section IV describes the experiments and unveils the medical factors that make the treatment effective in the case of migraine. Finally, our conclusions and future lines of work are given in Section V.
II. RELATED WORK
Nowadays, modern hospitals possess a wide variety of monitoring and data collection devices that provide relatively inexpensive means of collecting and storing data in inter and intrahospital information systems. Hence, we can benefit from the availability of these EMRs to build our prediction models for a given treatment. The use of EMRs makes it possible to efficiently manage the medical diagnosis and health in patients, thus improving the patient care [15] . One of the benefits is an improvement in the availability of graphics, the organization of data and the readability of patients' clinical information [16] . Diabetes or chronic obstructive pulmonary diseases are instances of CDs that have leveraged the VOLUME 7, 2019 use of EMRs to manage patient care [17] , [18] . Nevertheless, although it has been shown that the data extracted from EMRs can be used to create predictive models, it is important to improve the extraction of these data and to include more variables so that these models can be more clinically useful and serve to better understand the trends of a given disease [19] . In this respect, there are several works that extract medical characteristics that influence a certain disease or treatment. For this purpose, several computational techniques can be found in the literature, and they employ either consensus models [14] , or feature subset selection [12] . In each of these works, the doctors analyze the factors found by the algorithm to provide a clinical meaning. It is therefore important to consider the extraction of these factors in our methodology.
One of the most common problems involved in the collection of medical data is the presence of missing values [9] . In fact, it is a common situation when extracting data and inferring the models in a medical scenario. In order to mitigate these problems, Lambin et al. [11] propose replacing missing values with calculated estimates. However, the absence of data can have a value in itself. In fact, Pagán et al. create a set of models to tackle the lack of information due to the malfunction of any medical sensor [20] . This ''lack of clinical information'' needs to be considered in our methodology because it can provide useful information to build a set of prediction models in order to adapt the prediction to the missing values appearing in the EMRs.
Another problem to consider is the heterogeneity of medical data. The data can come in the form of images (X-rays, magnetic resonance scans, etc), interviews with the patients, laboratory data, as well as the doctor's observations and interpretations [16] . The homogeneity of the information can be addressed by simplifying and categorizing the data. For instance, this can be carried out through the transformation of heterogeneous clinical data to labels [8] . For this purpose, the labels must be defined and agreed by the experts in the disease to be analyzed to achieve an adequate representation of the medical information [21] . Hence, as pointed out in the aforementioned works, it is desirable that our methodology deals with heterogeneous data, leveraging the labelling provided by medical experts.
Nowadays different data mining techniques are available for processing the EMRs and performing the generation of predictive models for a given CD treatment. There are methods that allow us to obtain models to carry out the prediction of a single target variable or the simultaneous prediction of multiple target variables [22] . In our prior work [14] , the use of several classification algorithms for a single target variable prediction has been explored, considering one model for each stage of a CD treatment such as that for migraine. However, given the multiple stages associated with CD treatments, we can make use of the simultaneous prediction of treatment responses for all the stages. With this purpose, we can make use of existing multi-target algorithms in the literature, such as predictive clustering trees, binary relevance classifiers and the hierarchy of multilabel classifiers [23] .
Another computational technique called fuzzy set theory [24] has been used in different medical applications that involve uncertainty and ambiguity of criteria [25] , such as developing a knowledge-based system for breast cancer classification [26] , a fuzzy decision support system for the diagnosis of heart disease [27] , among others. This technique is useful for our scenario, where it is necessary to address ambiguity when considering the membership of each record to a specific prediction model out of a set of models.
The methodology presented in this article brings together all the important aspects highlighted in this section. The proposal offers a holistic approach to predict the therapeutic response to several stages of treatment. On the one hand, it considers panoramic prediction based on predictive clustering to give a general idea of how the patient will evolve after receiving a certain medication. On the other hand, feedback prediction based on fuzzy logic and a hierarchy of models is also presented to predict the response to a treatment session, given the previous responses to the prior sessions. Furthermore, our methodology allows dealing with missing values and heterogeneous data after a preprocessing stage. In addition, we integrate several methods to extract the medical factors that determine the effectiveness of the treatment.
Finally, the proposed methodology is put into practice in the study of migraine, as the asssociated treatment requires several sessions to improve the quality of life of patients.
III. METHODOLOGY
Our methodology utilizes medical data for the prediction of the therapeutic response to a given treatment. Figure 1 presents the framework on which this paper is based. In this way it is possible to personalize the medical treatment depending on the prediction provided on the response to the treatment.
As an initial step, the severity indexes are established to measure the effectiveness of the treatment. In CDs there is an extensive literature on established and validated severity indexes. Many chronic diseases typically have more than one index available and validated to evaluate the patient's degree of impairment or unavailability.
Afterwards, the preprocessing step deals with the heterogeneity of medical data, applying a categorization method based on the mean and the standard deviation.
Next, two ways of predictive modeling have been considered. On the one hand, an approach based on multiobjective prediction is applied. This technique leverages panoramic prediction. This type of prediction provides the medical specialists with an overview of the responses to multiple sessions of the treatment without waiting for the response to a session to predict the next one. This method performs an accuracy optimization through the use of our proposed Simulated Annealing and Rounding (SAR) encoding over the data previously categorized by doctors.
On the other hand, feedback prediction is considered as a second predictive modeling approach. In this type of predic- tion, all the medical factors previously categorized by doctors are considered for the first session of the treatment. This information then becomes the input for the Missing ValueDependent Model Selection System (MVDMS 2 ). This model selection system is responsible for grouping the medical records according to the number of incomplete or missing data, something that commonly arises in the medical field. This method generates a hierarchy H i of prediction models and a fuzzy selector S i based on the number of missing values for each stage of the treatment, considering the results of the previous stages of the treatment. For example, it is necessary to consider the results of the 1st, 2nd, . . . , (N − 1) th stages in order to predict the subsequent N th response. In this way, a more accurate prediction is achieved.
Both approaches generate different predictive models for several treatment sessions. These models are then studied in order to reveal the medical factors that make the treatment effective or not. The details associated with every block shown in Figure 1 will be described in this section.
A. SEVERITY INDEX SELECTION
In order to estimate the goodness of the solutions, it is necessary to define a metric, namely the severity index, that indicates how efficient the treatment session has been. For this purpose, there are many works in the medical literature on various CDs in which different severity indexes are presented. For example, in the case of Parkinson's Disease (PD), the HY scale [28] is a long-established instrument used to categorize patients according to PD stages. Another metric is CISI-PD [29] , which extends the evaluated motor symptoms criteria to more complex aspects such as the patients' cognitive state. For migraine, the severity is typically evaluated using the HIT6 value [30] , the intensity, the duration, the frequency of attacks [31] or headache days [32] . Hence, the severity index is something inherent to the CD under consideration, but also depends on the number of EMRs containing the index.
B. PRE-PROCESSING
In this first stage of the proposed methodology, the data retrieved from the EMRs should be previously coded by medical experts in the disease to reduce their heterogeneity. However, the heterogeneity of data may still persist in medical factors previously categorized by doctors. In order to tackle this situation, a categorization based on the mean and the standard deviation of the values is applied. Given a minimum (V min ) and a maximum (V max ) values, this type of categorization centers the intervals around the mean (µ), and defines subsequent intervals by adding/subtracting the standard deviation (σ ). The intervals [V min , µ−σ ], (µ−σ ,µ+σ ] and (µ + σ , V max ] are defined for our categorization.
C. PANORAMIC PREDICTION
The suitability of this method can be appreciated from studying the advisability of a certain drug for every stage involved in a CD treatment [5] . Predicting the response to every session of the treatment corresponds to what personalized medicine is seeking: to allow a cost-benefit analysis by the doctors and thus a decision as to whether the cost and other details inherent to the medication can be taken on by the patient [33] . Nevertheless, this first prediction approach aims to analyze a medical scenario involving the therapeutic response to a given treatment without any prior knowledge or feedback. This implies that the results of the first or subsequent treatment applications are not yet known. Thus, the responses cannot be used at different treatment stages to perfect the prediction model.
In order to achieve this goal two techniques are employed. First, due to the need to know in advance the treatment responses to all the stages, a multi-target prediction approach is implemented. Second, the SAR encoding, which is a coding technique based on the Simulated Annealing (SA) algorithm and rounding, seeks to better represent the information coded by the doctors and then improve the prediction of the therapeutic responses. The details of both steps are explained in the following subsections.
1) MULTI-TARGET PREDICTION
In contrast to the traditional prediction based on a single target variable, this approach [22] allows us to simultaneously predict a vector y of z responses for a vector x with p features, using a function h(x):
where h(x) is the model to learn with the use of multi-target classifier algorithms.
In our scenario, it is possible to take advantage of the features that this technique provides. Our objective is to present the prediction for treatment response in subsequent stages, which can be translated into a multi-target problem. This implies an important advantage because it is not necessary to obtain clinical data after a session of treatment to guess the response after the following session. The input for this technique will include the data numerically labelled following the label encoding explained in Section III-B.
Methods such as predictive clustering trees (PCT), binary relevance (BR) and the hierarchy of multilabel classifiers (HOMER) have been recommended to carry out the learning of multi-target prediction models [23] .
In predictive clustering trees (PCT), decision trees partition the set of examples into subsets in which the examples have similar values of the target variables, while clustering produces subsets in which the examples have similar values of the descriptive variables [34] .
In the binary relevance [35] (BR) method, the transformation of the multi-target prediction into z binary classification problems is considered. A prediction model is learnt for every target variable (y 1 , . . . , y z ) independently. After that, all the results are combined to determine the predicted class set.
In the hierarchy of multi-label classifiers [36] (HOMER), a hierarchy of multiple labels is built and a classifier is obtained for the label sets of each node of the hierarchy.
These techniques are implemented in two java frameworks: The MEKA [37] for multi-label classification, and CLUS [38] for predictive clustering. The MEKA framework implements the BR and HOMER methods, while PCTs are implemented in CLUS.
2) SAR ENCODING
At this point of the methodology, all the values have been categorized in the preprocessing stage explained in Section III-B. Although everything is categorized, there are data with non-numeric labels given by doctors. With the purpose of homogenizing the medical factor labels and working with numerical optimization algorithms as well as allowing a better representation of the labels with respect to the models, the nominal labels established by the doctors should be converted to numeric labels. This can be done by using consecutive natural numbers different from 0 for each label. Although this basic encoding method has the advantage of being simple, the numerical values can be misunderstood when applying and obtaining prediction models with the data mining algorithms. For example, a variable that identifies the sex of the patient will take values of M for men and W for women. When these nominal values are converted to numerics they can be transformed into 1 and 2, respectively. However, M, which takes the value of 1, is not greater than or lower than W, which has taken the value of 2.
Another encoding approach is called one-hot encoding [39] . The strategy of this method is to convert the different column labels of the original dataset into columns of a new dataset, defining a column for each different value. Then, the cell values of the new dataset will be filled with 1's or 0's (true/false) in the corresponding column according to the label value of the original dataset. This has the benefit of not weighting a value improperly. However, its drawback consists of adding many new columns to the data set. Hence, this approach is not good for processing medical data, since what we pursue is to reduce the number of medical factors to be considered by the data mining algorithms.
The SAR method is applied to find a better representation of the numeric labels. This proposed technique improves the numeric labels as it obtains high prediction accuracies without adding more columns to the dataset. We call it SAR because this technique uses the SA algorithm [40] and a rounding operation to perform small numeric label perturbations for each column of the medical dataset. The inputs of this method are the dataset to be analyzed, the number of decimal digits to consider (D), and the classification algorithm to be used to generate the predictive model. The outputs are the set of optimal column weights (W opt ), the optimal number of fractional digits for rounding (d opt ), and the optimized classification model (M opt ). The symbology used is presented in Table 1 . The different steps in SAR are shown in Figure 2 and explained in the following lines:
• The input of the algorithm is an initial dataset O containing m clinical records, each described over the same set of n medical factors (columns) c 1 , c 2 , c 3 , . . . , c n . The conversion of nominal labels to numbers is performed following a consecutive order of integers begining with 1. This is done for the n columns of the dataset. The modified dataset will be called O , with c 1 , c 2 , c 3 , . . . , c n as modified columns.
• Once the O dataset is generated, the run to algorithm [40] is run to perform the feature weighting task. The SA algorithm will attempt to assign different weights w j , 1 ≤ j ≤ n, i.e. one for each column c j ∈ O . The weights w j will reflect the degree of relevance of a column c j for a problem to solve, where w j ∈ IR{0, 1}. The values of every cell o i,j ∈ O are multiplied by the corresponding weight w j through the o i,j × w j operation, ∀i, 1 ≤ i ≤ m and ∀j, 1 ≤ j ≤ n. This multiplication is illustrated in Figure 3 .
• The obtained dataset is rounded to the nearest tenth, hundredth, thousandth, and other decimals in order to generate small perturbations among the different numeric labels in each column [41] , [42] . These rounded labels will generate modifications in the prediction models learnt by the classification algorithms that work with real numbers. 2 and O 3 will be generated to train the SAR optimization, rounding to the nearest tenth, hundredth and thousandth for the first, second and third modified datasets, respectively. An example of this step is shown in Figure 3 when rounding O to the hundredth (O 2 ). • The prediction models are learnt by the classification algorithm when training it with each of the modified datasets O d . The accuracy for each of the stages, 
• The average accuracy of all s stages, ACC d AV (Equation 3), associated with the modified dataset O d will be the value to be improved. In this respect, we define (1 − ACC d AV ) as the fitness value to be diminished by the SA algorithm. A number K of iterations is defined as an input parameter in order to limit the execution of the SA algorithm.
• The outputs of the SAR encoding are the transformation settings to apply in the initial dataset O and the optimized model M opt . These settings are composed of the set of weights W opt to apply to the columns in the initial dataset and the number of fractional digits d opt that achieved the best accuracy. These outputs will be used to transform the data and to apply the model M opt in order to obtain the panoramic prediction of the treatment response.
D. FEEDBACK PREDICTION
This methodology seeks to improve the prediction of the therapeutic response by creating a predictive model for each treatment stage. Figure 4 shows the diagram of the missing value-dependent model selection system (MVDMS 2 ). The purpose of the system is to generate a hierarchy of predictive models by taking into account the missing values in the medical records. To do this, the preproccesed dataset of m records is split into two groups of records. A total of 75% of these records will be used as the O dataset (with r records) to train the system. The rest of the data (m − r records) will be used for testing purposes. Then, the records of the training dataset are clustered first by their NA values. Afterwards, for each of the resulting groups, the initial predictive models are obtained using the classifier algorithm specified as input parameter. These models are optimized through the application of the SAR encoding. To take into account those patient records that do not meet the membership rule of the groups, a fuzzy selector is trained. This selector establishes the membership rules for each record according to its number of NAs. The final product of this system is the hierarchy of models whose membership rules are governed by the fuzzy selector. In order to obtain the accuracy of the system, the test dataset is used to apply the fuzzy selector and the hierarchy models. For the second and following sessions of the treatment, the previous responses are used as feedback to predict the response to the next treatment session. Every process shown in Figure 4 will be described in detail in the following subsections. 
1) CLUSTERING OF MISSING VALUES
The preprocessed data is the system input. Their missing values are represented by the label NA in the EMRs. Figure 5 shows an example of the medical dataset provided with many EMRs. O is the training/validation dataset composed of r records and n medical factors (columns), where r is 75% of the m records from the initial dataset. The NA values of every cell o i,j ∈ O, 1 ≤ i ≤ r and 1 ≤ j ≤ n, are accumulated in the ''Total NA'' row ( Figure 5 ) for each column of the dataset. Afterwards, the n columns are sorted in descending order according to the number of NAs in Table A . Then, only the first T features will be considered to create Table B . The value of this threshold T should be defined by doctors depending on the number of features they wish to take into account. The cells b i,j of Table B , 1 ≤ i ≤ r and 1 ≤ j ≤ T , will be filled with 0's and 1's according to Equation 4 . Table B are then grouped using the k-medians clustering [43] algorithm. The k-nearest neighbor algorithm (k-NN) has not been used for this task since k-medians is less sensitive to outliers. It should be noted that given a number of record groups G, the parameter k will be set to this value. Afterwards, it is important to generate rules for defining the membership of the medical records belonging to each group.
2) INITIAL SET OF MODELS AND SAR ENCODING
Once the groups of medical records have been found, each group is treated as a different dataset. Each of them is trained with a classification algorithm. In order to improve the accuracy, each model is optimized by using the SAR encoding proposed in Section III-C.2. The output of this training phase will be a hierarchy of optimized models.
3) FUZZY MODEL SELECTOR
In Section III-D.1, different groups of medical records and their respective membership rules were established. However, some medical records do not belong to any given group because they do not satisfy the group membership rules. VOLUME 7, 2019 To solve this issue, we can benefit from the use of fuzzy logic to soften the membership rules, selecting the most suitable model for each medical record.
For this purpose, we have defined a mapping table (T map ) composed of r records that considers their number of NA cells and also the cluster assigned in Section III-D.1. Then we proceed to use this table for training-testing the fuzzy classifier and obtaining the fuzzy model selector (fuzzy rules that select the model for each record). Afterwards, these rules will be applied to the m − r remaining records (testing set), taking into account their number of NAs. After that, missing values of every record are replaced considering the other records of its cluster.
The Fuzzy Unordered Rule Induction Algorithm (FURIA) [44] has been selected as the algorithm to train our model selector because it combines the advantages of the RIPPER algorithm [45] with fuzzy logic, generating simple and compact sets of fuzzy classification rules.
4) PREDICTION MODELS FOR OTHER STAGES
In order to generate the i th hierarchy of prediction models (H i ), the proposed flow requires the original dataset O as well as the feedbacks F j , 0 ≤ j < i, corresponding to the (i − 1) previous stages of the treatment. These will be the inputs for the MVDMS 2 system that will generate as output the hierarchy of classifiers based on fuzzy membership rules for the specific session to predict.
E. UNVEILING RELEVANT MEDICAL FACTORS
Once the models of panoramic prediction and feedback prediction have been found, it is important to clarify which are the medical factors that allow the treatment to be effective in each group of patients. Since some predictive models generated by the weighted feature vectors can achieve the same accuracy, it is necessary to study the medical factors that appear the most in those models. For this purpose, we consider a consensus model to reveal these factors. The idea is not to build a consensus predictor model, but to understand the most relevant attributes that exist in the majority of the induced prediction models of the best classifier.
The consensus model technique presented in [14] has been considered for the aforementioned purpose. Using this technique, many decision trees will be induced using a resampling method (k-fold cross validation with k = 10). Q models will be induced using the weighted feature vectors as well as the parameter d that achieves the best accuracies for each model. The number of levels to consider in the consensus model (L max ) is set to 3 in order to achieve a good degree of comprehension. The most important medical factors in the feedback prediction are those that appear in each stage at least once in one of their consensus models. In the case of panoramic prediction, the most important medical factors are simply those that appear in the consensus model, since it is constructed from multi-target predictive models. Afterwards, the relevant features will be discussed by doctors.
IV. ANALYSIS CASE
We will describe how our study can be applied in a real case involving a chronic disease, namely the prediction of the treatment response when treating migraines with OnabotulinumtoxinA. This case study has been selected due to the complexity of the problem in terms of modeling and the selection of variables, as well as its socio-economic impact.
Chronic migraine is defined as a headache occurring on 15 or more days per month for more than 3 months, and which has the features of a migraine headache on at least 8 days per month [46] . Globally, approximately 2% of the population experiences chronic migraine [47] . In addition to the increased use of analgesic medication, visits to doctors, and visits to the emergency services, chronic migraine has a high socioeconomic cost, with higher direct and indirect costs. Furthermore, chronic migraine sufferers are more prone to anxiety, depression, other chronic diseases (respiratory, heart or circulatory) and more chronic pain, all of this associated with significant personal, societal, and economic burdens [48] .
OnabotulinumtoxinA (BoNT-A) has been a widely used treatment for chronic migraine since its approval in 2010 by the Food and Drug Administration in the United States (FDA), having also shown a more sustained effect and better tolerability than topiramate in the few comparative studies performed [49] , [50] . In clinical practice, about 20-30% of chronic migraineurs do not respond to BoNT-A [51] . One of the most debated aspects in recent years has been the possible relationship between the clinical phenotype of migraine attacks and the response to BoNT-A. As has been mentioned in [52] , it would be very useful to know beforehand which patients will respond and which will not. Knowing the phenotype-response relationship may help in the development of new treatments for the 20-30% of patients that do not respond to the treatment. Besides the cost, it would prevent the patients from suffering the pain associated with the treatment.
A. PATIENTS
The sample consists of patients with chronic migraine and under previous or current treatment with BoNT-A, with follow-up at the headache unit of two tertiary-level hospitals. The dataset was collected retrospectively from the review of their EMRs. A total of 173 patients were included (116 from Hospital Clínico Universitario in Valladolid and 57 from Hospital Universitario de La Princesa, in Madrid). Sixtytwo baseline variables were categorized. These variables were related to the following points: clinical pain features, demographic features of patients, comorbidities, tested and concomitant preventive drugs, pain impact measures, and all available analytical parameters. The latter were obtained from blood tests recorded in the medical history in the 3 months prior to, or 3 months after, the first infiltration, and included hemogram and liver, renal, thyroid, serum iron, vitamin B12, folic acid and vitamin D profiles. The effi- cacy of BoNT-A was evaluated by comparing the baseline situation (before the first infiltration) and the situation after 12-16 weeks following each of the infiltrations, through the following parameters: number of days of pain per month, percentage reduction in days with pain, subjective intensity of pain, number of days of disability due to pain per month, drug consumption for pain and adverse effects of infiltration. Since this was a retrospective study, not all the data could be obtained for each patient in a systematic way.
Some patients are non-respondent, while others respond after the i th session. In addition, some problems are encountered while examining these data. For example, a small set of patients with many attributes is typically present in our medical databases. Furthermore, the incompleteness of data is another problem that must be dealt with. Some attributes are given as continuous numeric values while other attributes are categorical. All in all, medical records need to be preproccesed before inferring models for predicting the outcome of the treatment.
B. SEVERITY INDEX
The reduction (R) and the adverse (A) effects, which are more frequently found in the databases, have been selected to define the severity index to predict (class attribute). R and A are measurable values from an objective point of view based on definitions. R is a clinical objective value categorized from 1 to 4 according to the percentage of reduction in days of migraine, with a value of 1 when the percentage reduction in days of migraine is less than or equal to 25%, 2 for the interval between 25% and 49%, 3 for the interval between 50% and 74%, and 4 when the percentage is greater than or equal to 75%. A is equal to 1 when there are no adverse effects, 2 when there are mild adverse effects (easily tolerated), 3 when there are moderate adverse effects (interfere with usual activities and may require suspension of treatment) and 4 when there are serious adverse effects (incapacitate or disable usual activities, and require suspension of treatment as well as medical intervention).
In order to obtain a directly proportional variable, the index (N AC ) has been determined by dividing R and A. A similar approach to the one based on [51] (two response categories: low and high) has been considered for severity index categorization. Lower responses are labeled when the N AC value falls into the (V min , cut-off point) interval, while high response labels are used for those values falling within the (cut-off point, V max ) interval. In this case, V min = 0.25 occurs when R = 1 and A = 4, while V max = 4 occurs when R = 4 and A = 1. We select a cut-off point of 1.40. The reason to use this value is the fact of trying to emulate the criterion of a 30% decrease, which was used in [51] and considered as an effective response to the treatment. In this way, values lower than 1.40 represent 30% of the values that N AC can take. Thus, the low and high categories are defined with the intervals (0.25, 1.40) and (1.40, 4) , respectively.
C. SETTINGS FOR EXPERIMENTS
The number of SAR iterations (K parameter) was defined as two million, considering this as a sufficient number of iterations for the algorithm to converge. When trainingtesting the predictions over class attributes, the k-fold cross validation (k = 10) was applied by [53] . The results presented in this section are based on the measured accuracy of the k-fold cross validation. This method has been used to avoid reporting overoptimistic results of classifier algorithms because of overfitting. Moreover, sensitivity and specificity values of induced models need to be considered because those measures are more frequently used and more important than the classification accuracy in medical applications [54] . The sensitivity measures the fraction of positive cases that are classified as positive, while the specificity measures the fraction of negative cases classified as negative. In our case, the positive values will be the patients who have a good therapeutic response (labelled as ''high'') to the treatment, while the negative cases will be the ones that obtain a bad response (labelled as ''low'').
D. PANORAMIC PREDICTION
The parameter D was equal to 3 because three decimal magnitude orders have been considered. PCT, BR and HOMER have been employed, selecting Random Tree (RT) as the classifier algorithm due to the accurate results achieved in [14] . More details about the parameters of the classifiers used in the experiments are presented in Table 2 . The baseline results (without any rounding) are shown in Table 3 . Also, feature subset selection (FSS) has been used for evaluation, applying the CFS method [55] with the following parameters: 1 as the number of threads to use, 1 as the size of the thread pool (number of cores in the CPU), and best-first as the search method.
With the purpose of comparing the performance of the methods presented in Table 3 , we use Nemenyi's test procedure to conduct all pairwise comparisons in a multiple comparison analysis. Following Garcí-a and Herrera [56] , we have selected Nemenyi's test since we do not know a priori what distribution the data follows. Moreover, the interpretation it gives us is easier to understand than the f-value of Table 3 for the first stage.
TABLE 5.
Nemenyi-test p-values over the 10-fold cross validation accuracy values of methods used in Table 3 for the second stage.
ANOVA, for instance. The adjusted p-values are compared against a significance level of α = 0.05 to reject or accept the null hypothesis that a pair of methods perform equally. By observing the p-values of the tests from Tables 4, 5 . We can infer that SAR encoding then becomes an important factor, as it helps to optimize the feature weighting task, moving the Table 3 for the third stage.
TABLE 7.
Estimated performance metrics (mean ± std deviation) of hierarchy models with D = 1 and G = 3 using 10-fold cross validation. The best results are highlighted in bold.
solution within the search space to avoid being caught in a local minimum.
The aforementioned tables show that 73.26%, 75.58% and 74.61% are the best mean values of accuracy for the first, second and third stages of treatment, and they were obtained when performing PCT with d = 1. In addition, 0.72, 0.73 and 0.73 are the mean sensitivity values obtained when d = 1 for the first, second and third stages of treatment, respectively, indicating a good detection of patients who respond positively to treatment. Moreover, the model obtained with PCT obtains mean specificity values of 0.75, 0.76 and 0.75 for the first, second and third stage of the treatment, which indicates that this model is good when detecting patients who respond negatively to all stages of treatment. We can conclude that this panoramic prediction allows the doctor to provide an insightful preliminary criterion for the response to the treatment and make the respective medical decisions.
E. FEEDBACK PREDICTION
In this phase of the methodology, only rounding to the tenth has been considered, given the good results obtained in the previous experiment. To do this, the parameter D has been set to 1. Additionally, we have considered setting the number of groups G to 3 in order to categorize the records according to their low, medium and high level of NA cells. The dataset has been split using 75% for training and 25% for testing the hierarchical model. The training dataset has been split into training and validation when using the k-fold validation approach. The table B described in Section III-D.1 is generated from the training dataset. This table is used for clustering the records by their NA values when applying the k-medians clustering with k = G. A hierarchy of models based on the number of NAs in each record is obtained, with 1, 4 and 12 being the number of NAs found in the centroids of the first, second and third groups, respectively. The groups obtained are trained using the RT + SAR and RT + FSS combinations. CFS is the FSS method used in this experiment and it is set in the same way as in Section IV-D. RT has been selected for the classification task, given the high accuracies obtained in [14] . The accuracies achieved by the three hierarchical models (models 1, 2 and 3) generated when considering the NA number are presented in Table 7 .
With the purpose of building a fuzzy selector that considers the number of NAs in new records when assigning the correspondent model, the FURIA algorithm has been applied to the T map table described in Section III-D.3 with the following parameters: 3 folds for pruning (the rest for growing the rules), 2 as the number of optimization runs, 2 as the minimum total weight of the instances in a rule and 2 as the number of decimal places to be used for the output of numbers in the model. One rule per model with an accuracy of 85.52% has been obtained with the FURIA algorithm. Regarding accuracy, we need to clarify that the purpose of these rules is not to classify treatment responses, but to build a fuzzy selector that assigns the corresponding model. The rules R1, R2 and R3 are defined according to the number of missing values in the inteval [0, 14] , where: then the selected model will be ''model2'' with a CF of 0.85
• R3: If the number of NAs falls in the region defined by the trapezoidal membership function with [0, 0, 11, 12] , then the selected model will be ''model2'' with a CF of 0.78 where 14 is the maximum number of NAs found in the medical registers, CF is the certainty factor and [a,b,c,d] represents the boundaries of the trapezoidal region [44] . These functions are graphically represented in Figure 6 . If the number of NAs falls in the middle of three regions as in the case of NAs = 3, the selected model will be the model with the highest CF value. After that, the missing values are replaced with the values obtained from multiple imputation within their group. These rules have been applied to the records, obtaining the best results when performing the RT + SAR combination instead of RT + FSS, with a mean accuracy of 90.17%, 87.86% and 85.54%, as shown in the row labelled ''Hierarchy'' in Table 7 . Moreover, the high values of sensitivity and specificity indicate the goodness of the hierarchy model when predicting the ''high'' and ''low'' responses to treatment.
In order to check whether the improvement in classification due to the SAR method is statistically significant, the MannWhitney U (non-parametric) test was carried out between the accuracy values of the hierarchical model of RT + SAR and the RT + FSS methods using 10-fold cross validation. The results are presented in Table 7 . The results of models 1, 2 and 3 are not taken into account in the statistical validation since they are part of the final hierarchical model built in the MVDMS 2 process presented in Section IV-E. The adjusted p-values are compared against a significance level of α = 0.05 to reject or accept the null hypothesis that a pair of methods perform equally. We have obtained the p-values of 1.083·10 −5 , 1.013·10 −5 and 0.002089 for the first, second and third stages of the treatment prediction, respectively. These values, being less than 0.05, guarantee that there is a significant difference in the distributions of values between the two methods.
F. RELEVANT MEDICAL FACTORS
After obtaining the prediction models presented in Tables 3 and 7 , we proceeded to extract the most important factors for each model. For this purpose, the steps described in Section III-E were applied to each model. The methodology applied in [14] has also been considered for the relevant factors analysis for the first, second and third stages of treatment. For the case of PCT with d = 1 (panoramic prediction model), the medical factors are the same in the three stages, given that a consensus model is obtained from the multi-target prediction models. All relevant medical factors from the 13 consensus models are presented in Table 8 . The selected features when applying FSS in Section IV-D are also presented in Table 8 . The ''GON'', ''1st grade family with migraine'' and ''Drugs tested before toxin'' medical factors have been selected for the consensus models 9, 8 and 6 times, respectively. Moreover, ''1st grade family with migraine'' and ''Chronic migraine time evolution'' have also been selected for the majority of the first and second stage consensus models, respectively. Furthermore, ''Headache days per month'', ''Unilateral pain'' and ''Migraine days per month'' are present in the majority of the third stage consensus models. Finally, ''GON'', ''Drugs tested before toxin'' and ''Chronic migraine time evolution'' have also been selected by FSS, which was described in Section IV-D.
To summarize, the medical factors that appear at least once for each stage in the consensus models of the feedback prediction or in the panoramic consensus model are: ''Hemoglobin'', ''Analgesic abuse'', ''Serum iron'', ''1st grade family with migraine'', ''Chronic migraine time evolution'', ''GOT'', ''Headache days per month'', ''Unilateral pain'', ''Platelets'', ''Anxiety'' and ''Onset age of toxin treatment''. These are the most important medical factors among all the relevant factors from the consensus models presented in Table 8 .
G. MEDICAL DISCUSSION
In agreement with current publications, we find some predictors of response to treatment with BoNT-A, namely: migraine time evolution [57] , [58] , unilateral pain [58] , [59] , analgesic abuse [60] , days of headache [58] and the retroocular component [61] . Moreover, these articles continue supporting the approach of not delaying treatment with BoNT-A in those patients who have a diagnosis of chronic migraine, who will improve more than those with a shorter evolution time and with a profile of lesser severity of the migraine. Following this line of thought, it is not strange to find that the presence of status, the number of triptans per month or the number of previous tested drugs, are also predictors of response.
A fact not assessed so far that we find very interesting is the predictive nature of the response in patients who take concomitant oral preventive treatment. Although it is not described in the literature, it is possible that the variables such as relatives in the first degree, the catamenial component and the presence of sensory alterations such as sono or photophobia, are predictive, either because they really assure us that we are dealing with a chronic migraine, a fact whose diagnosis is not always easy when a patient presents daily headaches and the semiological profile is no longer so pure.
We could not find a clinical relation with the analytical parameters (liver profile, iron, platelets, creatinine, hemoglobin) and associated pathologies such as dermopathy, gastropathy, dyslipidemia, hypertension and lung disease. But these points open up future lines of research with more targeted prospective studies. We also agree with the literature that neither gender nor nausea or vomiting [62] have been predictive. Although, in contrast to these, we do predict psychic state and concomitant sensory symptoms (photo / sono and osmophobia). The latter is because of what has already been explained, and the state of mind is due to the fact that it could be related to a more serious patient profile.
To conclude, several of the medical factors relevant to the treatment of migraine under BoNT-A are coherent with the medical literature. These are: migraine time evolution, unilateral pain, analgesic abuse, days of headache and the retroocular component. Other medical factors revealed as relevant by our methodology have no medical explanation yet. Therefore, they should be studied in the future with more specific prospective studies.
V. CONCLUSIONS
This study presents a methodology for obtaining a treatment response prediction to various stages of a treatment. Knowing in advance the answers to the continuous treatment is vital in terms of economy, quality of life and time.
Two data mining approaches have been considered to solve this problem. The first is based on panoramic prediction, generating a predictive model that allows us to know in advance the response to the treatment over all its stages. The second approach offers a different predictive model for each stage of the treatment, taking into account for each stage of the treatment the medical results of the previous stage, except for the first one. Additionally, consensus models have been applied to extract the relevant medical factors that influence the response to the treatment. In this way, it is possible to overcome the existing gap between the biomedical community and the data mining community, allowing the former to analyze the medical factors that enable an effective treatment from a clinical point of view.
With the purpose of verifying the effectiveness of the techniques described, they have been applied to a real scenario, specifically to the treatment of migraine, given its socioeconomic impact. Accuracies close to 75% for all stages have been achieved using the panoramic approach. In addition, an important improvement has been obtained with the second approach, obtaining accuracies close to 90% for each stage. As a consequence of the extraction of the most relevant medical factors from the predictive models, the clinical opinion has been corroborated, on the basis of factors such as: the duration of the migraine, unilateral pain, analgesic abuse, retroocular component and days with headache. This knowledge allows us to conclude that the features considered in our prediction models are coherent with respect to the medical literature. Moreover, new medical factors are revealed for further studies, such as: oral concomitant preventive treatment, iron, platelets, creatinine and hemoglobin.
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