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Abstract
Asymptotic distributions for a family of time-varying symmetric statistics formed from an
innite particle system are derived and a representation for the limit is obtained in terms of
multiple stochastic integrals. This family arises from a system of Brownian particles diusing
in R whose initial conguration is given via a Poisson point process on R. It is shown that a
symmetric statistic of order p in this family can be considered as an element of Cf[0; T ];S0(Rp)g
and as the rate of the Poisson process approaches innity these symmetric statistics converge
in distribution as random elements of the above mentioned function space. A stochastic partial
dierential equation satised by the limit is obtained. Finally, a representation for the limit as
a mixed multiple stochastic integral with respect to a space-time white noise and a white noise
on R, is derived. c© 1998 Elsevier Science B.V. All rights reserved.
AMS classication: 60H05; 60G35
Keywords: Brownian density process; Martingale measures; Multiple stochastic integrals;
Space-time white noise; U-statistics
1. Introduction
Let (
; F; P; fFtg) be a probability space with the increasing right continuous family
of -elds, fFtg. Assume all -elds to be P-complete. Let  be a Poisson point
process on R with parameter . Let fXj; j>1g be the atoms of the point process,
ordered such that jXjj<jXk j for j<k. Let
Xj(t) :=Xj + Bj(t); (1.1)
for j>1 and 06t6T , where fBj(t)g is a sequence of independent fFtg-Wiener mar-
tingales starting at origin. We assume that the family fXjg is independent of fBjg and
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is F0 measurable. For 2L1(R), dene
U (1); t ()=
1
1=2
1X
i=1
i(Xi(t)); (1.2)
where fig is an independent Rademacher sequence (which is also independent of fXjg
and fBjg), measurable with respect to F0. It has been shown by Walsh (1986) that
U (1); t denes a distribution on S(R) (the space of rapidly decreasing C
1 functions on
R) and in fact that U (1);  is almost surely an element of Cf[0; T ];S0(R)g. Moreover,
it can be shown that as !1; U (1);  as a Cf[0; T ];S0(R)g valued random element
converges in distribution to a random element U (1) which satises the following SPDE:
@U (1)t
@t
=
1
2
U (1)t +rW0; t ; U (1)0 =V0; (1.3)
where V0 and W0 are independent white noises on R and R [0; T ], respectively. This
limiting process U (1)t which gives the density of a Poissonian number of Brownian
particles diusing in R, as the rate of the Poisson process goes to 1, is referred to as
the Brownian density process.
Complete information regarding the one-dimensional asymptotic behavior of the par-
ticle system can be obtained from Eq. (1.3). However, the above result fails to capture
the information on higher-order interactions within the particle system. For example, in
order to study the second-order interactions one is interested in the asymptotic behavior
of
U (2); t ()=
1

X
i 6=j
ij(Xi(t); Xj(t)); (1.4)
where 2S(R2).
Consider the case t=0. Dene a set function ~

on sets of B(R) with nite
Lebesgue measure as ~(A) :=
P
i iIA(Xi(0)). For  with bounded supports which
vanish on the diagonals one can rewrite the right-hand side of Eq. (1.4) as
1

Z
R2
(x; y) d ~(x) d ~(y): (1.5)
The set function ~ which is a signed random measure on B(K) for every compact
subset K of R is called a symmetric Poisson measure on R of intensity , cf. (Kallenberg
and Szulga, 1989). It can be shown using the techniques of Dynkin and Mandelbaum
(1983) that under fairly general conditions, the weak limit of appropriately normal-
ized multiple integrals with respect to a symmetric Poisson process can be expressed
in terms of multiple Wiener integrals (MWI) as the rate of the Poisson measure ap-
proaches innity. In the present work we study the more delicate problem of the weak
convergence of U (p);  () as function space (Cf[0; T ];S0(Rp)g) valued objects. The ad-
ditional complexity coming from the time evolution of the Brownian particles will lead
us to multiple stochastic integrals with respect to a space-time white noise.
Another closely related problem is that of weak limits of symmetric statistics. Asymp-
totic distributions of U-statistics have been studied in a great detail in the literature.
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In the works of Rubin and Vitale (1980), Dynkin and Mandelbaum (1983), Arcones
and Gine (1993), asymptotic distributions of degenerate U-statistics and U-processes
of an arbitrary order have been studied. The asymptotic distributions of V-statistics
and von-Mises functionals have been addressed in Budhiraja and Kallianpur (1995).
In all the above stated works it is seen that for higher-order symmetric statistics the
limit behavior on appropriate normalization is not necessarily Gaussian and in general
the limiting random variable for, for example, a kth degree degenerate U-statistic of
order p with an appropriate normalization lies in the kth Wiener chaos. The result in
Eq. (1.3) which gives a Gaussian random eld as the limiting distribution of the par-
ticle system can be seen as an analog of a limit theorem for U-statistics of order
one. The present work provides limit theorems for such time varying U-statistics of an
arbitrary order.
To further understand the structure of the limiting distribution of Eq. (1.3), consider
the integrated form of Eq. (1.3) as follows:
U (1)t ()=
Z
R
Gt()(y)V0(dy) +
Z t
0
Z
R
rGt−s(; y)W0(dy; ds); (1.6)
where 2S(R); Gt()(y) :=
R
R Gt(x; y)(x) dx and Gt(x; y) is the fundamental solu-
tion for the partial dierential equation
@u
@t
=
1
2
u; x2R: (1.7)
Denoting
R
R (x)V0(dx) by V0() and
R t
0
R
R  (s; x)W0(ds; dx) by W0; t( ), for ;  2
S(R) and Cf[0; t];S(R)g, respectively, Eq. (1.6) can be rewritten as
U (1)t ()= (V0Gt +W0; trGt−)(); (1.8)
with an obvious understanding of notation. Hence, the above-mentioned result of Walsh
in this notation now reads as: U (1); converges in distribution to (V0G +W0;rG−).
Analysis of U (2); also appears in a great detail in Walsh (1986). It is shown there
that U (2); t converges in distribution as an element of Cf[0; T ];S0(R2)g to a random
element U (2)t which satises the following SPDE:
@U (2)t
@t
(x; y)=
1
2
U (2)t (x; y) + U
(1)
t (x)r2:W0(y; t) + U (1)t (y)r1:W0(x; t);
U (2)0 =V
⊗2
0 ;
(1.9)
where V⊗20 is a multiple Wiener integral of order 2.
It is important to note that the argument used in the derivation of the weak limit of
U (2); cannot be used for p>2. The proof of the above result which is based on the
convergence of stochastic integrals when both the integrand and the integrator converge
to appropriate limits, relies on certain canonical representations for the integrand. Such
canonical representations fail to hold for p>2. To illustrate the key problem consider
a sequence fMn(t): 06t6Tg1n=1 of continuous L2 martingales. Let Pn be the measure
induced by Mn on C[0; T ]. Then clearly the stochastic integrals In(t) :=
R t
0 1 dMn(s) can
be dened canonically, i.e. there exists g : [0; T ]C[0; T ]!R such that under Pn, g has
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the same distribution as In. However, the same is not true for the stochastic integrals:R t
0Mn(s) dMn(s), since the quadratic variations of dierent martingales may dier. This
forces us to use dierent techniques for p>2. A possible approach is the one due to
Kurtz and Protter (1991), Kurtz and Protter (1995) which requires the verication of
a uniform tightness condition. In fact the referee has observed that Corollary 3.11 can
be proved directly using the results of Kurtz and Protter (1991), once Lemmas 3.1,
3.3 and 3.8 are available. Furthermore, using in addition Lemma 3.5 one can obtain
Theorem 3.10. In other words, Lemmas 3.4, 3.6 and 3.7 are not essential for the
proof of the result in this paper. However, the proof we present makes the connections
between symmetric processes, Hermite polynomials and multiple stochastic integrals
transparent and we believe should be of independent interest.
In order to motivate our result, we begin by the disentangling of the limit object
U (2)t . Writing the integrated form of the SPDE (1:9), we have for 2S0(R2):
U (2)t () = V
⊗2
0 (G
⊗2
t ) +
Z
R[0; t]
U (1)s (G
⊗2
t−sr2(; y))W0(ds; dy)
+
Z
R[0; t]
U (1)s (G
⊗2
t−sr1(x; ))W0(ds; dx): (1.10)
Using Eq. (1.6), the right-hand side in the above equality is seen to be equal to
V⊗20 (G
⊗2
t ) +
Z
R[0; t]
 Z
R
G⊗2t−sr2(Gs ⊗ 1)(x; y) dV0(x)

W0 (ds; dy)
+
Z
R[0; t]
 Z
R[0; s]
G⊗2t−sr2(r1Gs−u⊗ 1)(x; y)W0(du; dx)

W0(ds; dy)
+
Z
R[0; t]
 Z
R
G⊗2t−sr1(Gs⊗ 1)(x; y) dV0(y)

W0(ds; dx)
+
Z
R[0; t]
 Z
R[0; s]
G⊗2t−sr1(r2Gs−u⊗ 1)(x; y)W0(du; dy)

W0(ds; dx):
Using the semi-group property of Gt , the above expression can be symbolically written
as
[(V0Gt)⊗2 +W0; trGt−⊗V0Gt + V0Gt ⊗W0; trGt− + (W0; trGt−)⊗2]():
Therefore, we have formally, the following interesting equality (compare with
Eq. (1.8)):
U (2)t ()= (V0Gt +W0; trGt−)⊗2(): (1.11)
The above observation is the key to this work. We will show that the above
formal equality can be made rigorous and in fact leads to an extension for p>2.
We will give a rigorous meaning to (V0G + W0;rG−)⊗p for p>1 in Section 2
(see Denition 2.2). There, we will construct multiple Wiener integrals with respect
to V0 and W0 and will see that (V0G+W0;rG−)⊗p can be represented as a mixed
multiple stochastic integral with respect to V0 and W0. Multiple Wiener integrals with
respect to space-time white noise are not readily available in literature, in view of which
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we derive some elementary properties of these integrals. In particular, see Proposi-
tion 2.1, in which we derive a relation between iterated integrals and multiple integrals
with respect to a space-time white noise.
The central result of our work appears in Section 3, Theorem 3.10, in which we show
that U (p);  , appropriately dened, converges in distribution to (V0G +
W0;rG−)⊗p. The proof is divided into several steps. We begin by showing that
U (p); is asymptotically equivalent to an object of the form (VG+W;rG−)⊗p (see
Eq. (3.18)). This is done in Lemma 3.4. The analysis gets considerably simplied on
replacing the former by the latter. In particular, for 2S(Rp) of the form =  ⊗p,
(VG+W;rG−)⊗p() can be written as a linear combination of products of Her-
mite polynomials of certain martingales and multiple stochastic integrals with respect
to a symmetric Poisson process. This is noted in Lemma 3.6. The above simplication
splits the problem into two parts, namely the asymptotic distribution of the martin-
gale and that of the multiple stochastic integrals. The weak convergence of these two
components is obtained in Lemmas 3.7 and 3.9. The nal task is to derive the weak
convergence in the function space from that of (VG +W;rG−)⊗p( ⊗p). This is
done in Theorem 3.10. As a corollary to Theorem 3.10 we obtain the SPDE satised
by the limit. This is recorded in Corollary 3.11.
In the rest of the paper, k : k will denote the L2-norm on an appropriate measure
space.
2. Martingale measures and stochastic integrals
Let (
; F; P; fFtg) be as in Section 1. Also, let B(Rp) be the Borel -eld on Rp,
Ap the algebra formed by cubes of nite volume and I the class of subintervals of
[0; T ].
Denition 2.1. A function M : [0; T ]Ap!R is called a worthy martingale measure,
if:
(i) M0(A) 0, 8A2Ap,
(ii) Mt extends to a -nite L2-valued measure on B(Rp), for t>0,
(iii) fMt(A); Ft ; 06t6Tg is a martingale for all A in Ap,
(iv) The set function QM :ApApI!R, dened for A; B2Ap; s; t; 2 [0; T ] as
QM (A; B; (s; t]) := hM (A); M (B)it − hM (A); M (B)is
extends to a signed measure on B(Rp)⊗B(Rp)⊗B[0; T ] and for all A2Ap, E[jQj
(A; A; [0; T ])]<1:
A special example of a worthy martingale measure is the white noise martingale mea-
sure on R [0; T ]. A white noise martingale measure W0 is a random set function on the
sets 2B(R [0; T ])) of nite Lebesgue measure, such that (i) W0() is a N (0; m())
random variable, where m is the Lebesgue measure on B(R [0; T ]), (ii) whenever
1\2 = ;; W0(1) and W0(2) are independent and W0(1 [2)=W0(1)+W0(2);
and (iii) 8A2A1: W0(t; A) :=W0([0; t]A) is a Ft-martingale. Observe that for a
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white noise, W0; hW0(A)it =m(A) t. We refer the reader to Walsh (1986) for a de-
tailed treatment of stochastic integration with respect to a martingale measure. In the
remainder of this section, we will consider multiple stochastic integrals with respect
to the white noise W0. Denote the Hilbert space L2(R [0; T ]; dx ds) by E, its pth
tensor product by E⊗p and its pth symmetric (in the time variable) tensor product
by Ep. We refer the reader to Chapter 6, Section 4 of Kallianpur (1980) for precise
denitions of tensor and symmetric tensor products of Hilbert spaces. Note that Ep
is isomorphic to (L2(R; dx))⊗p⊗ ((L2([0; T ]; ds))⊗p), where  is the symmetrization
projection operator. We will denote the inner product in E and E⊗p, both by the same
symbol h: ; :i.
The multiple Wiener integral (MWI) of f :=1 ⊗    ⊗ p 2E⊗p, denoted as
W⊗p0 (f) is dened as W
⊗p
0 (f) :=W0(1)   W0(p); whenever hi; ji = 8i; j =
1; 2; : : : ; i 6= j, where for e2E; W0(e) denotes
R
[0; T ]R e(x; s) dW0(s; x). The denition
of MWI is extended to all of E⊗p by the usual denseness arguments.
The following proposition gives a relation between MWI and the stochastic integral
dened earlier in the section.
Proposition 2.1. Let f2Ep; then
W⊗p0 (f)=p!
Z
[0; T ]R
 Z
[0; t1]R
  
 Z
[0; tp−1]R
f(t1; x1; : : : ; tp; xp)
dW0(tp; xp)
!
  
!
dW0(t1; x1): (2.1)
Proof. Denote the right-hand side of Eq. (2.1) by Ip(f). Clearly, both Ip(:) and W
⊗p
0 (:)
are linear on Ep. Combining this fact with the observation that both Ip(:) and W
⊗p
0 (:)
are continuous maps from Ep to L2(
), we have that it suces to show Eq. (2.1)
for f of the form ⊗p, where 2E and kk=1. Furthermore, from the well-known
connections between MWI and Hermite polynomials it follows that W⊗p0 (
⊗p) equals
Hp(W0()), where Hp is the Hermite polynomial of degree p.
Writing down the generating function of Hermite polynomials it follows that
exp

u
Z
[0; T ]R
(s; x)W0(ds; dx)− u2=2

=
1X
n=0
unHn
n!
(W0())
=
1X
n=0
unW⊗p0
n!
(⊗p); (2.2)
where the right-hand side of the above equality converges in L2(P):
Dene, Zt := exp[u
R
[0; t]R (s; x) dW0(s; x)−(u2=2)
R
[0; t]R 
2(s; x) ds dx]: By p suc-
cessive applications of Ito^'s formula to the expression on the right-hand side above and
recalling that kk=1, we have
ZT =1 + uI1() +   + u
p
p!
Ip(⊗p) +
up+1
(p+ 1)!
Z
[0; T ]R
(s; x)Zs dW0(s; x): (2.3)
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The proposition now follows on equating the right-hand sides of Eqs. (2.2), (2.3) and
dierentiating both sides w.r.t. u, p-times at u=0.
We next present some Schwartz distributions associated with multiple Wiener inte-
grals. These distributions will play a central role in the next section, in the derivation
of limiting distributions for U-statistics.
Let W0 be a white noise martingale measure as above. We will denote by W
⊗p
0; t the
multiple Wiener integral of order p computed over ([0; t]R)p. Let V0 be a white
noise on R, independent of W0, starting at origin. The mth-order multiple integral
with respect to V0 will be denoted by V⊗m0 . Denote, the Hilbert space L
2(R) by E0.
Dene for m; n>0 and f2E⊗m0 ⊗En, the multiple Wiener integral W⊗n0; t ⊗V⊗m0 (f)
as follows:
W⊗n0; t ⊗V⊗m0 (f) = n!
Z
[0; T ]R
 Z
[0; t1]R
  
 Z
[0; tn−1]R
V⊗m0 (f(: ; t1; x1; : : : ; tn; xn))
dW0(tn; xn))   
!
dW0(t1; x1)
!
: (2.4)
The above iterated integral is well dened in view of independence of V0 and W0. The
MWI is extended to E⊗m0 ⊗E⊗n by the usual symmetrization argument. Also it is easy
to see that
E[W⊗n0; t ⊗V⊗m0 (f)]26Ckfk2; (2.5)
where k:k denotes the norm in E⊗m0 ⊗E⊗n.
Next, for 06t6T and symmetric f2S(Rn), dene
G⊗pt (f)(y1; : : : ; yp) :=
1
(2t)p=2
Z
Rp
exp
"
−
pX
i=1
(yi − xi)2
2t
#
f(x1; : : : ; xp) dx1    dxp (2.6)
and for s := (s1; : : : ; sn)2 [0; t]n,
(rGt−)⊗n(f)(s) := @
p
@y1    @ynGt−s1 ⊗    ⊗ Gt−sn(f): (2.7)
We dene for 06t6T and symmetric f2S(Rm+n), (G⊗mt (rGt−)⊗n)(f) in a sim-
ilar fashion. Note that for a symmetric f2S(Rm+n); W⊗n0; t ⊗V⊗m0 (G⊗mt (rGt−)⊗nf) is
well dened. All the above denitions are extended to non symmetric f by an appro-
priate symmetrization. We will write the above expression, henceforth, as (W0; tGt−)⊗n
⊗ (V0Gt)⊗m(f). We next show that it denes a distribution on the Schwartz space 8m;
n>0, where for m; n=0 the above operators by convention are taken to be { multipli-
cation by 1. We will see in Section 3 that these distributions arise in a natural fashion
when considering the limiting distributions of higher powers of the Brownian density
process.
162 A. Budhiraja / Stochastic Processes and their Applications 77 (1998) 155{174
We begin by stating the following two lemmas the proofs of which are left to the
reader.
Lemma 2.2. Let ffkg; f2S(Rm+n) be such that fk !f as k!1 (in the usual
topology on S(Rm+n)). Then, (G⊗mt (rGt−)⊗n)(fn − f)! 0 in L2([0; t]nRm+n).
Let fjjj : jjjp;mg be a family of Hilbertian norms on S(Rm), dened as follows:
jjjfjjj2p;m :=
X
j; k6p
Z
Rm
[jxjj(Dkf)]2(x) dx;
where f2S(Rm). It can be shown, (cf. (Ito^ 1984)) that the Schwartz topology is
determined by the above family of norms. Henceforth, for notational simplicity, we
will suppress the subscript m in the symbol jjj : jjjp;m.
Lemma 2.3. Let f2S(Rm+n) and Gt be as above. There exists p0>0 such that
806s6t6T , the following inequality holds:
k(G⊗mt (rGt−)⊗n)(f)I[0; t]()− G⊗ms (rGs−)⊗n)(f)I[0; s]()k
6Cjt − sjjjjfjjjp0 ; (2.8)
where the norm on the left-hand side of the above inequality is in L2([0; T ]R), I[a; b]
is the indicator function on the interval [a; b] and C is a constant independent of
f, s; t.
The immediate consequence of the above lemma is the following theorem.
Theorem 2.4. The random linear functional f! (W0; trGt−)⊗n⊗ (V0Gt)⊗m(f); on
S(Rm+n) has a version with values in S0(Rm+n). Moreover, the map t! (W0; t
rGt−)⊗n⊗ (V0Gt)⊗m has a continuous modication.
Proof. Observe initially that, for the rst part of the theorem, in view of Theorem 2.3.3
of Ito^ (1984) it suces to show that the above random linear functional is continuous
in probability on S(Rm+n). This follows immediately from the L2 continuity property
of multiple Wiener integrals (see Eq. (2.5)) and Lemma 2.2. Finally, to prove the
second part of the theorem observe that in view of Lemma 2.3 and Burkholder{Gundy
inequalities, we have that there exists a p0>0, s.t.
E[(W0; trGt−)⊗n⊗ (V0Gt)⊗m(f)− (W0; srGs−)⊗n⊗ (V0Gs)⊗m(f)]4
6C(t − s)2jjjfjjj4p0 :
The result now follows from Kolmogorov's criterion.
We close this section with the following denition which will be used in Section 3.
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Denition 2.2. Dene for p>0 an element of C[[0; T ];S0(Rp)], denoted as (V0G +
W0;rG−)⊗p as follows. For 2S(Rp)] and t 2 [0; T ],
(V0Gt +W0; trGt−)⊗p() :=
pX
m=0

p
m

[W0; t(rGt−)]⊗m⊗ [V0Gt]⊗p−m]();
(2.9)
where on the right side of the above denition we have taken the smooth versions of
the random linear functionals.
3. Brownian density process
In this section we will present our main result which shows that the weak limit
of the pth-order U-statistic, as !1, formed from the Brownian particles evolving
in time can be given in terms of multiple stochastic integrals with respect to white
noises on R [0; T ] and R. Let the set up be as in Section 1. We will assume, without
loss of generality, that >1. The central object of our study will be the map U (p)
from S(Rp) [0; T ] to the space of real-valued random variables which is dened for
2S(Rp) and t 2 [0; T ] as follows:
Up (t; )=
1
p=2
1X
i1 ;:::; ip = 1ij 6= ik ; j 6= k
i1    ip(Xi1 (t); : : : ; Xip(t)): (3.1)
Hereafter we will suppress  in our notation, unless it is essential. In the rest
of this work C will denote a generic constant. The quantities on which C depends
will be written either as subscripts to C or next to C in parenthesis. Our rst re-
sult shows that for xed t 2 [0; T ]; U (p)t (:) has a version in S0(Rp) and that in fact
the function t!U (p): has a modication in C[[0; T ];S0(Rp)]. We begin by den-
ing for 2L1(R), t() :=
P1
i=1 (Xi(t)): Denote for f2S(Rp); supx2Rp j
Qp
i=1(1 +
jxij2)f(x)j by kfk;1, where we have used the notation xi for the ith coordinate of
a point x in Rp. It can be easily veried (cf. Exercise 8.1 of Walsh (1986)) that
8p>0 and 8 twice dierentiable  which are integrable and have their rst derivative
integrable:
sup

E

1

t ()
p
:= sup

E

1

sup
06s6t
js()j
p
<C(p; kk1; k0k1); (3.2)
where k:k1 is the norm in L1(R).
A direct consequence of Eq. (3.2) in view of the observation that 8f2S(Rp);
jUpt (f)j6
1
p=2
1X
i1 ;:::; ip=1
jfj(Xi1 (t); : : : ; Xip(t))6Cp;kfk;1

t

1
1 + x21
p
; (3.3)
a.s., is that for all such f and 8m>0:
E[jUpt (f)j]m6Cp;;mkfkm;1: (3.4)
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The following lemma is crucial in establishing the existence of a smooth version
of U (p) .
Lemma 3.1. Let M : [0; T ]Ap
!R be as follows:
M (t; A) :=
1X
i1 ;:::; ip=1ij 6= ik ; j 6= k
i1    ip
Z t
0
IA(Xi1 (s); : : : ; Xip(s)) dXi1 (s): (3.5)
Then
(i) fMt(:); Ftg denes a worthy martingale measure with jQM j dominated by the
measure K on B(Rp)⊗B(Rp)⊗B[0; T ], given as
K(AB (0; t])
=
Z t
0
0
@ 1X
i1 ;j1 ;:::; ip; jp=1
IA(Xi1 (s); : : : ; Xip(s))IB(Xj1 (s); : : : ; Xjp(s))
1
Ads: (3.6)
Moreover, dening () :=E[K(:)], we haveZ
RpRp[0; t]
1
(1 + jxj2p)(1 + jyj2p)(dx dy ds)<1: (3.7)
(ii) For 2S(Rp),
Up (t; )=U
p
 (0; ) + p
1
p=2
Mt
 
@ ~
@x1
!
+
1
2
Z t
0
Up (s; ) ds; (3.8)
where ~ is the symmetrization of .
Remark 3.1. Condition (3:7) is required in order for Mt() to be well dened for
2S(Rp).
Proof. To prove that Mt is a martingale measure, we need to check the following three
conditions: (a) M0 = 0, (b) Mt is a -nite L2-valued measure on Rp for every t>0
and (c) fMt(A); Ft ; t>0g is a martingale 8A2Ap.
The rst condition is obviously true. In order to see (b) observe that utilizing the
independence of fig and fXig one has that
E
2
4 1X
i1 ;:::; ip=1ij 6= ik ; j 6= k
i1    ip
Z t
0
IA(Xi1 (s); : : : ; Xip(s)) dXi1 (s)
3
5
2
=Cp
1X
i1 ;:::; ip=1ij 6= ik ; j 6= k
Z t
0
E[IA(Xi1 (s); : : : ; Xip(s))]
2 ds:
A straightforward conditioning and a coupling argument yields that the expression
on the right-hand side of above equality is bounded by
p
Z t
0
Z
Rp
E[IA(x1 +W1(s); : : : ; xp +Wp(s))] dx1    dxp ds; (3.9)
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where (W1(s); : : : ; Wp(s)) are independent Brownian motions starting at origin. The
above expression clearly equals pt
R
Rp IA(x1; : : : ; xp) dx1    dxp: This proves (b).
Finally to see (c) observe that i1    ip
R t
0 IA(Xi1 (s); : : : ; Xip(s)) dXi1 (s) is a martin-
gale. The proof is completed on checking as above that for every t>0, the sum on the
right-hand side of Eq. (3.5) converges in L2(
). Next to obtain a dominating measure,
observe that for A; B2Ap,
jhMt(A); Mt(B)ij
=

Z t
0
1X
n=1
0
@ 1X
i1 ;:::; ip=1il 6= ik 6= n; l6= k
i2    ip IA(Xi1 (s); : : : ; Xip(s))
1
A

0
@ 1X
j2 ;:::; jp=1jl 6= jk 6= n; l6= k
j2    jpIB(Xj1 (s); : : : ; Xjp(s))
1
Ads

6
Z t
0
0
@ 1X
i1 ;:::; ip=1
IA(Xi1 (s); : : : ; Xip(s))
1
A
0
@ 1X
j1 ;:::; jp=1
IB(Xj1 (s); : : : ; Xjp(s))
1
Ads
:=K(AB [0; t]):
Finally the proof of Eq. (3.7) follows on noting that
Z
RpRp[0; t]
1
(1 + jxj2p)(1 + jyj2p)(dxdyds)
622p
Z
RpRp[0; t]
1
(1 + x21)    (1 + x2p)(1 + y21)    (1 + y2p)
(dxdyds)
622p
Z
[0; t]
E

s

1
1 + x2
2p
<1;
where the last step follows from Eq. (3.2). For the second part of the lemma consider
without loss of generality, 2S(Rp) which is symmetric. Applying Ito^'s formula to,
(Xi1 (t); : : : ; Xip(t)) for distinct indices, i1; : : : ; ip, we have,
(Xi1 (t); : : : ; Xip(t)) =(Xi1 (0); : : : ; Xip(0))
+
pX
j=1
Z t
0
@
@xj
(Xi1 (s); : : : ; Xip(s)) dXij (s)
+
1
2
Z t
0
(Xi1 (s); : : : ; Xip(s)) ds: (3.10)
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Multiplying the above equality by i1    ip and summing over all distinct i1; : : : ; ip,
we have the result.
Theorem 3.2. For xed t 2 [0; T ]; U (p)t (:) has a version in S0(Rp). Moreover, the
function t!U (p): has a modication in Cf[0; T ];S0(Rp)g.
Proof. The rst part is seen easily on observing from Eq. (3.3) that for ;  2S(Rp)
and m>1
E[jUpt (−  )j]m6C(p; )k−  km;1; (3.11)
and that there exists p0>0 such that k:k;16jjj : jjjp0 . To see the second part x
06s6t6T and 2S(Rp). Without loss of generality, we can take  to be symmetric.
Then
jUpt ()− Ups ()j=
p
p=2
Mt

@
@x1

−Ms

@
@x1
+ 12
Z t
s
Up(u; ) du:
This equality yields on using Burkholder{Gundy inequality and Lemma 3.1(i) that the
fourth moment of the rst term on the right-hand side of the above equality is bounded
by
C(p)
1
2p
E
0
@Z t
s
1X
i1 ;:::; ip=1

@
@x1
(Xi1 (u); : : : ; Xip(u))
2
du
1
A
2
:
This expression in turn, utilizing the fact that sup E((1=)

T ((1=(1 + x
2
1)))
2p is nite,
is at most C(p)(t − s)2jjjjjjp0 for some p0>0. Hence, using Eq. (3.3) we have that
EjUpt ()− Ups ()j46C(p; )(t − s)2jjjjjjp0 ; (3.12)
where p0 is chosen appropriately. The result now follows on using the Kolmogorov
criterion.
Our rst step for our weak convergence result for U (p) is a recursive relation con-
necting U (p) with U
(p−1)
 up to a remainder term which is negligible for large .
Dene a worthy martingale measure W(s; A) on [0; T ]A1 as follows:
W(s; A) := −1=2
1X
i=1
i
Z t
0
IA(Xi(s)) dXi(s): (3.13)
It is easy to see that hW(A)it =(1=)
R t
0 s(A) ds:
Lemma 3.3. For every 2S(Rp) which is symmetric the following equality holds:
U (p) (t; ) =R
(p)
 (t; ) + U
(p)
 (0; G
⊗p
t )
+p
Z
[0; t]R
U (p−1)

s; G⊗pt−s

@
@x1
(x1; )

dW(s; x1); (3.14)
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where R(p) is a Cf[0; T ];S0(Rp)g valued random variable converging to zero in
probability, as !1.
Proof. We begin by noting that we can rewrite Eq. (3.8) as
U (p) (t; )=U
(p)
 (0; G
⊗p
t ) +
p
p=2
Z
[0; t]Rp
G⊗pt−s

@
@x1

(x) dM (x; s): (3.15)
The second term on the right-hand side of the above equation can be rewritten by
using the form of M (s; A) as
p
p=2
1X
i1 ;:::; ip=1ij 6= ik ; j 6= k
i1    ip
Z t
0
G⊗pt−s

@
@x1

(Xi1 (s); : : : ; Xip(s)) dXi1 (s):
Breaking down the above summation into two parts, we can write it as
p
(p−1)=2
Z
[0; t]R
1X
i2 ;:::; ip=1ij 6= ik ; j 6= k
i2    ipG⊗pt−s

@
@x1

(Xi1 (s); : : : ; Xip(s)) dW(s; x1)
−p(p− 1) 1
p=2
1X
i2 ;:::; ip=1ij 6= ik ; j 6= k
Z
[0; t]
i3    ipG⊗pt−s

@
@x1

(Xi2 (s); Xi2 (s);
Xi3 (s); : : : ; Xip(s)) dXi2 (s):
The rst term in the above pair clearly equals
p
Z
[0; t]R
U (p−1)

s; G⊗pt−s

@
@x1
(x1; )

dW(s; x1)
and denoting the second term by R(p) (t; ), we have Eq. (3.14). Note that though
we have dened R(t; ) only for symmetric , the denition is easily extended to
all of S(Rp) by the usual arguments. Henceforth, we will assume that this extension
has been done. Next we will show that R(p) has a version in Cf[0; T ];S0(Rp)g and
that as !1;R(p) converges to zero in probability. Observe initially that for xed
t 2 [0; T ] and symmetric 2S(Rp), we have, in view of independence of i and Xi:
E[R(p)(t; )]2 = (p(p− 1))2 1
p
1X
i2=1
Z
[0; t]
E
2
4 1X
i3 ;:::; ip=1ij 6= ik 6= i2; j 6= k
i3
   ipG⊗pt−s

@
@x1

(Xi2 (s); Xi2 (s); Xi3 (s); : : : ; Xip(s))
2
ds:
It now follows from Eq. (3.2) and the observation that supt j(G⊗pt )(x)j6Cjjjjjj;1=
((1 + jx1j2)    (1 + jxpj2)) that
E[R(p)(t; )]26C
1

∥∥∥∥ @@x1
∥∥∥∥
2
;1
: (3.16)
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The above inequality proves two things at once. First being that R(p) (t; :) has a version
in S0(Rp) and second that for xed t and ;R(p) (t; ) converges to zero in L
2 as
!1. Furthermore an application of Lemma 2.3 together with Burkholder{Gundy
inequality yields that for some p0>0,
EjR(p)(t; )−R(p)(s; )j46C(p) jt − sj
2

jjjjjj4p0 : (3.17)
Using Kolmogorov's criterion the existence of a continuous version is immediately
established. To show that R(p) converges to 0, we need to show in view of Eq. (3.6)
that R(p)(; ) is tight in C[0; T ] for then the result follows from Mitoma's theorem
(see Theorem 2.5.1 of Kallianpur and Xiong (1996)). Finally, tightness follows from
Eqs. (3.17) and (3.16) using the well-known criterion given, for example, in Billingsley
(see Theorem 12.3, Billingsley 1968).
Dene for p>1 a sequence of elements f ~U (p) g of Cf[0; T ];S0(Rp)g as follows.
Let ~U (1) :=U (1). Having dened ~U (k) for k =1; 2; : : : ; p−1 dene ~U (p) for 2S(Rp)
as
~U (p)(t; ) :=U (p)(0; G⊗pt ) + p
Z
[0; t]R
( ~U (p−1)(s; G⊗pt−sr1 ~)) dW(s; x): (3.18)
The proof of the fact that ~U (p) is an element of Cf[0; T ];S0(Rp)g is contained in the
next lemma. In what follows it will be seen that the analysis gets greatly simplied
if one works with ~U (p) instead of U (p). The following lemma shows that if ~U (p)
converges weakly then so does U (p) and then both have the same weak limit.
Lemma 3.4. Let D(p) :=U
(p)
 − ~U (p) . D(p) has a version in Cf[0; T ];S0(Rp)g and it
converges to zero in probability as !1.
Proof. The proof of the lemma is similar to that of Lemma 3.3. Recall that the cru-
cial ingredients of that lemma were the inequalities (3:16) and (3:17). Observing that
D(p)(0)= 0, it suces to show that there exists p0 such that for 2S(Rp):
EjD(p)(t; )− D(p)(s; )j46C(p) jt − sj
2

kjjkp0 : (3.19)
Without loss of generality we assume that  is symmetric. The proof will be by
induction on p. Note that when p is 1 there is nothing to prove. Next for p=2:
EjD(2)(t; )− D(2)(s; )j4 =EjR(p)(t; )− R(p)(s; )j4; (3.20)
and therefore the result follows from Lemma 3.3. Finally, let p>2 and suppose that
Eq. (3.19) holds for p− 1. Using Eqs. (3.18) and (3.14) we have
EjD(p)(t; )− D(p)(s; )j4
6C(p)EjR(p)(t; )− R(p)(s; )j4 + C(p)E
 Z
[0; t]R
(D(p−1)(u; G⊗pt−ur1))
dW (u; x)−
Z
[0; s]R
(D(p−1)(u; G⊗ps−ur1)) dW (u; x)
4
:
A. Budhiraja / Stochastic Processes and their Applications 77 (1998) 155{174 169
In view of Eq. (3.17) we need to consider only the second term on the right-hand side
of the above inequality. Observe also that the second term is bounded by
C(p)E
 Z
[s; t]R
(D(p−1)(u; G⊗pt−ur1)) dW (u; x)
4
+C(p)E
 Z
[0; s]R
(D(p−1)[u; (G⊗pt−ur1)− (G⊗ps−ur1)]) dW (u; x)
4
:
Using the fact that hW(A)it =(1=)
R
[0; t] u(A) du, we have from Burkholder{Gundy
inequality and the induction hypothesis (used for t= u; s=0) that the rst term in the
above expression is bounded by C(p)(jt − sj2=)kjjkp0 . Finally, the second term is
shown to be bounded by C(p)(jt − sj2=)kjjkp0 using a similar argument in conjunc-
tion with Lemma 2.3. This proves the lemma.
Let (V0; W0) be as in Section 1. Then dene the sequence f ~U (p)0 g1p=1 of elements of
C[[0; T ];S0(Rp)] as follows:
~U (1)0 (0) :=V0;
~U (1)0 (t; ) := ~U
(1)
0 (0; Gt) +
Z
[0; t]R
Gt−u(r) dW0(u; x);
where 2S(R). For p>1,
~U (p)0 (0) :=V
⊗p
0 ;
~U (p)0 (t; ) := ~U
(p)
0 (0; G
⊗p
t ) + p
Z
[0; t]R
( ~U (p−1)0 [u; G
⊗p
t−ur1 ~] dW0(u; x);
where V⊗p0 denotes a multiple Wiener integral of order p (see Section 2), 2S(Rp)
and ~ is the symmetrization of . It is a simple verication that ~U (p)0 dened as above
indeed has a version in Cf[0; T ];S0(Rp)g. In the following lemma, we show that ~U (p)
dened as above is precisely the random element dened at the end of Section 2.
Lemma 3.5. For p>1;
~U (p)0 = (V0G +W0;rG−)⊗p: (3.21)
Proof. The proof will be by induction on p. Clearly, the result holds for p=1. Now
let p>1 and assume that the result holds for p − 1. Let t 2 [0; T ] and 2S(Rp).
Assume without loss of generality that  is symmetric, then
~U (p)0 (t; ) = V
⊗p
0 (G
⊗p
t ())
+p
Z
[0; t]R
~U (p−1)0 (u; G
⊗p
t−u(r1)) dW0(u; x)
= (V0Gt)⊗p() + p
Z
[0; t]R
[W0; urGu− + V0Gu]⊗(p−1)
 [G⊗pt−ur1] dW0(u; x):
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The proof of the lemma is now completed by using the induction hypothesis in the
second term on the right-hand side of the above equation, the semi-group property of
G and a straightforward application of the Binomial formula.
Dene, for >0, ( ~U(0); W) canonically on (S0(R);Cf[0; T ];S0(R)g, where the
case =0 corresponds to the pair (V0; W0). Let P denote the corresponding probability
measure and E the expectation on this space. We will suppress the subscript  if it
is clear from the context. From Proposition 8.17 of Walsh (1986) it is known that as
!1,
P)P0: (3.22)
In the rest of the section we prove that this fact yields that, indeed, as n!1;
U (p) ) ~U (p)0 . We will begin by showing that ~U (p) ) ~U (p)0 : In view of Mitoma's theo-
rem it suces to show that for every  2S(Rp); ~U (p) ( )) ~U (p)0 ( ); as elements in
C[0; T ]. We will rst consider  2S(Rp) of the form ⊗p; 2S(R).
The following three lemmas and the theorem following it show that for such  the
above assertion follows on using the relation between multiple stochastic integrals and
Hermite polynomials.
Lemma 3.6. Let 2S(R); then for >0;
~U
(p)
 (t; 
⊗p) = ~U (p) (0; (Gt)
⊗p)
+
pX
j=1

p
j

~U (p−j) (0; (Gt)
⊗p−j)Hj(M

 (t);
D
M
E
t
);
where by convention ~U (0) =1, Hj is the jth Hermite polynomial, and fM (u); 06u6tg
is a martingale dened as
M (u) :=
Z
[0; u]R

Gt−s
@
@x


(x) dW(s; x): (3.23)
Proof (sketch). We begin by recalling that
~U (p) (t; ) = ~U
(p)
 (0; (Gt)
⊗p)
+p
Z
[0; t]R

Gt−s
@
@x


(x) ~U (p−1) (s; (Gt−s)
⊗p−1) dW(s; x):
Iterating the same equality in the second term of the above expression, with p
replaced by p− 1, we have
~U (p) (t; ) = ~U
(p)
 (0; (Gt)
⊗p)
+p ~U (p−1) (0; (Gt)
⊗p−1)
Z
[0; t]R

Gt−s
@
@x


(x) dW(s; x)
A. Budhiraja / Stochastic Processes and their Applications 77 (1998) 155{174 171
+ p(p− 1)
Z
[0; t]R

Gt−s
@
@x


(x)
Z
[0; s]R

Gt−u
@
@x


(y) ~U (p−2)
(u; (Gt−u)⊗p−2) dW(u; y)

dW(s; x):
Continuing in a similar fashion and utilizing the well-known relation between iterated
integrals with respect to continuous L2 martingales and Hermite polynomials, we have
the result.
The following lemma is a consequence of classical results on U-statistics of a xed
sequence of random variables.
Lemma 3.7. Let 2S(R) then as  !1,
(fU (k) (0; ⊗k)gpk=1; U(0); W)  P−1 ) (fV⊗k0 (⊗k)gpk=1; V0; W0)  P−10
as measures on Rp ⊗S0(R)⊗ Cf[0; T ];S0(R)g.
Proof. The following argument is adapted from Dynkin and Mandelbaum (1983). We
will merely show that
f(U (k) (0; ⊗k))gpk=1  P−1 )f(V⊗k0 (⊗k))gpk=1  P−10 :
The proof of the more general assertion in the lemma is left to the reader. Dene for
2S(R),
Z(h) :=
1Y
i=1

1 +
i(Xi)
()1=2

:
It is a simple verication that for ;  2S(R),
E[Z(h)Z(h )]
= 1 +
1

E
"X
i
 (Xi)
#
+
1
2
E
"X
i<j
 (Xi) (Xj)
#
+   
=1 +
Z
R
 (x) dx +
1
2!
 Z
R
 (x) dx
2
+   
=exp
Z
R
 (x) dx

:
On the other hand, dening () := exp(V0() −
R
R 
2(x) dx), it is easy to see that
E()( )= exp(
R
R  (x) dx). Hence, the mapping Z(h
)! () gives a L2-isometry.
To complete the proof we will show that for 1   m 2S(R),
(ln Z(h1 ); : : : ; ln Z(hm))
converges in distribution to
(V0(1)− 12k1k2; : : : ; V0(m)− 12kmk2);
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for then the rest of the proof is identical to Theorem 2 of Dynkin and Mandelbaum
(1983). Using Taylor's expansion for ln(1 + x), we have that as !1
ln Z(hk )=U
(1)
 ()−
1

(2k ) + op(1):
The conclusion now follows from Theorem 8.9 and Proposition 8.16 of
Walsh (1986).
Lemma 3.8. For every  2S(Rp) the family of probability measures fU (p) ( )P−1 g
is tight in C[0; T ].
Proof. The proof uses Aldous' criterion for tightness (cf. Theorem 6.8 of Walsh (1986)
which says that it suces to show that for each xed t 2 [0; T ] fU (p) (t;  )P−1 g is tight
and that for every family of stopping times bounded by T , fTg and nite positive
constants, fg such that  converges to zero as !1, we have that U (p) (T +
;  )−U (p) (T;  ) converges to zero in probability. Let now t 2 [0; T ] be xed. Then,
E[Up (t; )]
26
1
p
1X
i1 ;:::; ip = 1il 6=im ;l6=m
1X
j1 ;:::;jp=1jl 6= jm ;l6=m
jE(i1    ipj1    jp)j
Ej (Xi1 (t); : : : ; Xip(t)) (Xj1 (t); : : : ; Xjp(t))j:
Note that inside the summation on the right-hand side, the rst expectation is zero
unless to each ik ; 16k6p there corresponds exactly one jl; 16l6m such that ik = jl.
Using this observation we see that the right-hand side is at most
Cp
1
p
1X
i1 ;:::; ip=1
E 2(Xi1 ; : : : ; Xip);
which is bounded above by Cpk 2k;1E((1=)T (1=(1 + x21 )))p. Hence in view of
Eq. (3.2)
sup

sup
06t6T
E(Up (t; ))
2<1: (3.24)
This shows tightness for each xed t. Finally, let fT; g be as stated in the beginning
of the proof. From Eq. (3.8) we have that
E(Up (T + ;  )− Up (T;  ))26
1
2
E
 Z T+
T
Up (s; ) ds
!2
+ 2p2
1
p
E
 
MT+
 
@ ~ 
@x1
!
−MT
 
@ ~ 
@x1
!!2
:
The rst term in the above inequality is seen to converge to zero as !1 on an
application of Caucy{Schwartz inequality and Eq. (3.24). Also, using arguments as in
the proof of Theorem 3.2 we have that the second term is bounded by
Cp
1
p
1X
i1 ;:::; ip=1
E
Z T+
T
 
@ ~ 
@x1
!
(Xi1 (s); : : : ; Xip(s))
2 ds
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which in turn can be at most k(@ ~ =@x1)4k;1E((1=)T (1=(1 + x21 )))p. The proof is
complete on using Eq. (3.2).
Theorem 3.9. For 1; : : : ; M 2S(R), M>1, as  increase to innity,
( ~U (p) (
⊗p
1 ); : : : ; ~U
(p)
 (
⊗p
M ); W; U(0))  P−1
) ( ~U (p)0 (⊗p1 ); : : : ; ~U (p)0 (⊗pM ); W0; V0)  P−10 ;
as measures on (C[0; T ])⊗M ⊗ C[[0; T ];S0(R)]⊗S0(R).
Proof. We will merely show that: ~U (p) (
⊗p
1 )  P−1 ) ~U (p)0 (⊗p1 )  P−10 as mea-
sures on C[0; T ]. The proof of the more general assertion in the theorem is left
to the reader. In view of Lemma 3.8 it suces to show pointwise convergence.
Observe initially that from Corollary 8.8 of Walsh (1986), M )M0 in C[0; T ].
Therefore to prove pointwise convergence we need to show, in view of the previous
two lemmas and Eq. (3.22) that for xed t 2 [0; T ]:
D
M
E
t
!
D
M0
E
t
in probabil-
ity as !1. Observe now that:
D
M
E
t
=
R
[0; t](1=)s(Gt−sr1)2 ds. It follows from
Theorem 8.9 of Walsh (1986) that 8s2 [0; t]; (1=)s(Gt−sr1)2 converges in proba-
bility to
R
R(Gt−sr1)2(x) dx. An application of Fubini's theorem and the observation
that: sup E
R
[0; u] j(1=)s(Gt−sr1)2j ds<1; yields that: E
R
[0; u] j(1=)s(Gt−sr1)2
− RR(Gt−sr1)2(x) dxj ds! 0 as !1. This proves pointwise convergence.
Finally, we come to our main result.
Theorem 3.10. For all p>1, U (p) ) (V0G +W0;rG−)⊗p.
Proof. It suces to show that for every  2S(Rp); U (p) ( )  P−1 ) ~U (p)0 ( )  P−10
as measures on C[0; T ]. We have already proved this fact for  of the form
PM
i1 ;:::; ip=1
ai1 ;:::; ipi1 ⊗   ip ; i 2S(R), in view of Theorem 3.9 and Lemma 3.4. We call such
 : elementary. Now consider an arbitrary  2S(Rp). From Lemma 3.8, we know that
the sequence fU (p) ( )  P−1 g is tight, therefore to prove the theorem it suces to
show that 8t 2 [0; T ] ~U (p) (t;  )  P−1 ) ~U (p)0 (t;  )  P−10 , as measures on R. But this
follows immediately from the inequality: EjU (p) (t;  )j26Ck k2;1 and the denseness
of elementary  in S(Rp).
An immediate consequence of the theorem, in view of Lemma 3.5, is the following
corollary.
Corollary 3.10. Let fg be a sequence of nonnegative numbers increasing to 1. Then
8p>1: U (p)  P−1 ) ~U (p)0  P−10 , where ~U (p)0 satises the SPDE:
@U (p)0; t
@t
(x)=
1
2
U (p)0; t (x) +
X
i
U (p−1)0; t (x
(i))ri :W0(xi; t);
U (p)0;0 =V
⊗p
0 ;
where x; x(i); xi have the obvious meaning.
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