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ABSTRACT 
For both randomized clinical trials and prospective cohort studies, the Cox regression 
model is a powerful tool for evaluating the effect of a treatment or an explanatory 
variable on time-to-event outcome. This method assumes proportional hazards over time. 
Systematic approaches to efficiently evaluate non-proportionality and to model data in 
the presence of non-proportionality are investigated.  
Six graphical methods are assessed to verify the proportional hazards assumption based 
on characteristics of the survival function, cumulative hazard, or the feature of residuals. 
Their performances are empirically evaluated with simulations by checking their ability 
to be consistent and sensitive in detecting proportionality or non-proportionality. Two-
sample data are generated in three scenarios of proportional hazards and five types of 
alternatives (that is, non-proportionality). The usefulness of these graphical assessment 
methods depends on the event rate and type of non-proportionality. Three numerical 
(statistical testing) methods are compared via simulation studies to investigate the 
proportional hazards assumption. In evaluating data for proportionality versus non-
vii 
 
proportionality, the goal is to test a non-zero slope in a regression of the variable or its 
residuals on a specific function of time, or a Kolmogorov-type supremum test. Our 
simulation results show that statistical test performance is affected by the number of 
events, event rate, and degree of divergence of non-proportionality for a given hazards 
scenario. Determining which test will be used in practice depends on the specific 
situation under investigation. Both graphical and numerical approaches have benefits and 
costs, but they are complementary to each other. Several approaches to model and 
summarize non-proportionality data are presented, including non-parametric 
measurements and testing, semi-parametric models, and a parametric approach. Some 
illustrative examples using simulated data and real data are also presented. In summary, 
we present a systemic approach using both graphical and numerical methods to identify 
non-proportionality, and to provide numerous modeling strategies when proportionality is 
violated in time-to-event data.  
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Chapter 1 Introduction 
1.1 Motivation 
In both randomized clinical trials and observational studies, Cox proportional hazards 
(PH) regression is widely used as a powerful tool to evaluate the effect of a treatment in 
comparison to a placebo or effect of a dichotomous explanatory variable on a time-to-
event outcome. The Cox model relies on a fundamental assumption that the underlying 
hazards for two groups, such as a treatment and a placebo group, are proportional 
throughout the follow-up period. When the PH assumption is violated, which means the 
hazard ratio (HR) varies over time, the Cox model may lead to biased estimates of the 
HR at specific time points. The assumption of proportionality should be routinely 
evaluated, and alternative models should be considered, if necessary. For example, we 
use the Cox model to assess the risk of smoking status (Yes or No) on the incidence of 
cardiovascular disease (CVD) among men in the Framingham Heart Study. Analyses 
with different durations of follow-up provide different coefficients using the same model, 
with smoking status as a predictor. The estimated HRs from the Cox models are 1.63 (p-
value: 0.007) and 1.26 (p-value: 0.002) at the 5-year and the 30-year follow-up, 
respectively. The change in magnitude of the coefficient might be explained by duration 
of the follow-up and non-proportionality of hazards over time in smoking status. Thus, 
the estimate from the Cox regression model over the 30-year follow-up can be misleading 
due to violation of the PH assumption.  
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It is therefore desirable to develop efficient and valid procedures to detect and 
model time-to-event data in the presence of non-proportionality. A number of different 
graphical methods and statistical tests have been proposed in the literature to examine the 
PH assumption. Performance and comparisons of these methods are not established, and 
systematic approaches to evaluate non-proportionality are not well defined. 
1.2 Specific Objectives 
Our first specific objective is to develop systematic approaches to efficiently detect most 
types of departure from the PH assumption. The main purpose of this study is to 
investigate if any efficient guidelines can be given for determining whether hazards are 
proportional or not. Also, it is unknown which of these methods might be better for 
different types of non-proportionality; it is also unknown how sample size or numbers of 
events affect the finding of violation. Methods are chosen for assessment based on their 
ability to detect most types of departures from the PH assumption, as well as pragmatic 
considerations of computational advantage. Some graphical and numerical methods are 
investigated and compared through simulation studies, which may give us a fuller picture 
of assessment and a better understanding of the nature of non-proportionality. We 
evaluate procedures empirically in simulation studies in the two-sample situation with a 
single binary variable coded as 0 or 1. For example, we consider two competing 
treatments in randomized clinical trials, or smoking status (Yes or No) in an 
epidemiological study. 
Our second specific objective is to develop systematic approaches to efficiently 
model and summarize non-PH time-to-event data. We emphasize various methods to 
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account for time-varying effects, including non-parametric methods, semi-parametric 
models, and a parametric approach fitted to the non-PH survival data. We implement 
different approaches to deal with non-proportionality using simulated data, and 
applications using real studies, such as the Framingham Heart Study data, are also 
presented.  
1.3 Notation and Definitions 
Survival analysis is a class of statistical methods for analyzing time-to-event outcomes. 
Let T be a random variable indicating survival time, such as time to an event of interest 
or to the end of follow-up. Those subjects who have not experienced the event of interest 
are called censored observations. It is assumed that censored observations have the same 
distribution of time until the event as observations that experience the event. Thus, 
survival time is the length of time from a participant’s entry into the study until the event 
of interest or censoring.  
Definitions and relations between descriptive quantities of probability density 
function (f[t]), cumulative distribution function (F[t]), survival function (S[t]), hazard 
function (h[t]), and cumulative hazard function (H[t]) of time t are as follows: 
 ( )     
   
  (        )
  
     
 ( )     (   ) 
The survival function,  ( ) , is the probability of an individual surviving beyond a 
specified time, t:   
 ( )    (   )     ( ) 
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The survival curve should decrease from one to zero as time approaches infinity, since it 
is assumed that all individuals will experience specified events if enough time passes. 
The Kaplan-Meier (KM) estimator is a nonparametric maximum likelihood 
estimator (NPMLE) of survival function. The decrement in estimated survival function at 
a given survival time depends on the number of censored individuals preceding the 
observed event, as well as the number of events observed at each event time. If no 
censoring occurs, the empirical survival function drops by one divided by the sample size 
(probability mass = 1/n) at each survival time. With censoring, no subject fails at a point 
that corresponds to a censored subject; thus, the survival function does not change and 
the probability mass is equal to zero at the censoring point. Next, the probability mass is 
recalculated for all larger durations for both uncensored and censored individuals. The 
KM estimate is calculated by subtracting the adjusted probability mass at the current 
survival time from the KM estimate at the previous survival time. 
The hazard function, h(t), is the incremental change in F(t) over an infinitesimally 
short time interval, conditional on surviving until the time of interest: 
 ( )     
   
  (        |   )
  
 
 ( )
 ( )
 
 
The hazard function may be more informative for the underlying mechanism of failure 
than survival. It can be interpreted as the instantaneous incidence rate of an event at time 
t in subjects who have survived until time t. 
The cumulative hazard function of time t, H(t), is the integral of the hazard 
function, corresponding to area under the hazard function over the time interval [0,t]: 
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1.4 Cox Regression Model and Proportional Hazards Assumption 
Survival data have some features that are difficult to handle by traditional statistical 
methods, for instance, censored observations arising from subjects who do not experience 
the event of interest during the pre-specified follow-up period. 
The Cox PH regression model, named for D. R. Cox [1], and which takes into 
account the effect of censored observations, is a powerful survival analysis technique 
used to determine the relationship between an explanatory variable and a specific 
outcome. Individuals are followed through time, typically from a baseline time point until 
their respective event of interest or until censoring. The model can be stated in terms of 
hazard function at time t as: 
 ( )    ( ) 
   ̃ 
where  ̃  is a 1 x p vector of explanatory variables,   ( ) is an unspecified and arbitrary 
baseline hazard function when  ̃   , and   is a p x 1 vector of regression parameters. 
The survival function is derived as follows: 
∫  ( )
 
 
   ∫   ( )    
   ̃
 
 
 
 ( )  ∫   ( )    
   ̃
 
 
 
      ( )     [ ∫   ( )    
   ̃
 
 
] 
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 ( )  [   ( ∫   ( )  
 
 
)]
    ̃
 
 ( )     ( ) 
    (   ̃) 
where   ( )     [ ∫   ( )  
 
 
] is the baseline survival function. The Cox model is 
also called a semi-parametric model, since it allows an unspecified form for the 
underlying survival or hazard functions. 
Cox proposed the method of partial likelihood to estimate parameters under the 
assumption of PH, based on rank ordering of the observed event (or failure). The partial 
likelihood for parameter   is defined as: 
∏   
 
    ∏
    (   )
∑     (   )   (  )
 
   , 
where    is the likelihood that the ith subject who fails at the jth event time would be the 
specific subject of all subjects at risk at the time tj to fail. R(tj) is the set of all individuals 
who are still surviving at a time prior to tj, (assuming there are no ties). The likelihood 
function is more complex when there are tied event times. The Maximum Likelihood 
(ML) procedure is used to estimate the coefficient vector,  . 
Hazard ratios are always used to summarize survival data based on the maximum 
partial likelihood estimate of  . For example, for the two-sample situation with a single 
grouping variable (X) coded as 0 or 1, the HR for the two groups is determined by the 
following: 
  ̂(         )  
  ( ) 
( ̂    )
  ( ) ( ̂    )
   ̂ 
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The estimated (1 – α) 100% confidence interval for the hazard ratio is: 
     ̂       ⁄   ( ̂)  
The Cox PH regression model does not assume a distribution of time to event, but 
does assume that hazard functions for any two different subjects or groups are 
proportional over time. This is called PH or proportionality. Under the PH assumption, 
the hazard ratio for two groups in a two-sample study with a single binary variable (0, 1) 
is equal to the exponent of the coefficient, which implies that the effect of group (or 
treatment) does not change over follow-up. It is very important to verify the assumption 
of proportionality. If this assumption is violated, the Cox model may be invalid [2] and 
other summary measures or modeling procedures may be required. 
1.5 Methods to Detect Non-Proportionality 
Evaluation of the PH assumption can be done graphically or numerically, and a number 
of approaches have been proposed over the years. 
Although summarizing graphical results is dependent on the investigator’s 
subjectivity, some graphical procedures are recommended in the belief that the PH 
assumption only approximates the correct model and that any statistical test will reject 
the null hypothesis of proportionality, particularly with a large sample [3]. Kay [4] 
demonstrated how to check PH assumption based on characteristics of the cumulative 
hazard or the definition of different residuals. An appropriate graphical method is to plot 
the log cumulative hazard functions (log - log survival) against the logarithm of time, and 
to check for parallelism, where log represents the natural logarithm function. A plot of 
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the cumulative hazards when comparing two groups can be used to assess proportionality 
by checking the constant slope of a line, or a plot of difference of the log cumulative 
hazard over follow-up time to look for a zero-slope line [5]. Schoenfeld [6] defined the 
partial residual for the Cox regression model, which is not related to time under the 
assumption of proportionality; any trend between residuals with time is evidence of the 
violation of proportionality.  
Drawbacks of graphical methods include the subjectivity of any decisions on 
constant slope or parallelism; the difficulty in distinguishing random sample fluctuations 
from real trends in violations of proportionality; and that not all graphical methods can be 
applied to both continuous and categorical variables of interest, or multivariable models 
adjusting for other covariates. Thus, formal statistical tests are useful to validate graphical 
studies, providing p-value results to indicate whether discrepancies in the PH 
assumptions of the plots are statistically significant. 
Many numerical methods (formal statistical tests) have been proposed to detect 
violations of proportionality. These include the following: 
 interaction test with a time-varying coefficient in the model proposed by Cox [1] 
 linear correlation test [7] between the Schoenfeld partial residuals of the model 
and rank order of the event time 
 likelihood ratio test in a parametric model for the hazard [8] 
 numerical omnibus testing of fit based on score process and martingale residuals.  
In the numerical omnibus testing, p-values can be obtained from a table [9, 10] or 
through simulations [11] 
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 testing based on cubic spline function to model and investigate the shape of time 
by covariate interaction [12] 
 testing based on the model in which the coefficient ( ) varies as a step function 
according to partitioning of the event time axis or covariate [5, 13-16].  
Power studies to compare some numerical tests have been performed [15, 17, 18], 
and demonstrate that the test statistics that require partitioning of failure time have less 
power compared with those that do not partition [17]. Some available graphical and 
numerical methods to assess the PH assumption are not considered in our comparison, 
since they have been investigated by others and found inferior in terms of power or 
possess other inefficiencies, or require partitioning of the event time axis with arbitrary 
decisions on selection of time intervals. We compare the methods based on consistency 
and sensitivity when the PH assumption does or does not hold. 
In Chapter 2, six graphical methods are described and assessed to verify the PH 
assumption based on characteristics of the survival function, cumulative hazard function, 
hazard function, and the feature of Schoenfeld residuals. Their performances are 
empirically evaluated through simulations by checking consistency and sensitivity for 
detecting proportionality or non-proportionality. The two-sample data are generated in 
three scenarios of PH and for five types of non-proportionality. The properties of 
different methods are examined. 
In Chapter 3, three numerical (statistical testing) methods are described and 
compared through simulation studies. In evaluating data for proportionality versus non-
proportionality, the goal is to test a non-zero slope in a regression of the variable or its 
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residuals on a specific function of time, or a Kolmogorov-type supremum test. The power 
of these tests is studied to identify strengths and weaknesses of the different approaches.  
1.6  Modeling and Summarizing Non-Proportional Data 
The Cox PH regression model may be misleading when proportionality does not hold for 
the variable of interest. The estimate of the hazard ratio from the Cox model cannot 
describe what the actual data are suggesting, since the hazard ratio varies over time when 
the PH assumption is violated. We summarize models or summary measurements for 
non-PH data through means of non-parametric, semi-parametric, and parametric 
modeling. 
Nonparametric methods, also called distribution-free methods, are typically 
employed as an initial analysis across groups. Restricted mean or median survival times 
are more appropriate, and are generally preferred as summary measures for any type of 
survival data. Both the Log-rank and Wilcoxon tests can be performed to assess 
homogeneity of survival curves between groups, which do not assume a distribution of 
time to event. However, the log-rank test is usually used under the PH assumption, while 
the Wilcoxon test tends to be more efficient when the PH assumption is violated [19, 20]. 
Applying stratification or implementing time-varying coefficients in the Cox 
regression model will improve model prediction in the presence of non-proportionality. 
Kalbfleisch and Prentice [21] suggest stratifying data with a PH model in each stratum. 
However, we were not able to describe or summarize the stratification variable effect. 
When the PH assumption is no longer satisfied, an extended Cox regression model is 
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used, which accounts for non-proportionality in hazards, with a product of a non-PH 
variable with a function of time. 
Parametric regression is the accelerated failure time model. Anderson [22] 
proposed an accelerated failure time model that includes a time-varying component on 
the scale, and a location parameter when the PH assumption does not hold. Maximum 
likelihood is used to fit this regression model, and estimates can be adjusted for other 
covariates. 
Details of modeling and summarizing methods for non-PH data are described in 
Chapter 4. In addition, the applications to scenarios of non-proportional data are 
presented.  
In Chapter 5, two illustrative examples using data from Framingham Heart Study 
and Dual Antiplatelet Therapy Study are presented. Chapter 6 includes a summary, final 
finding from the aforementioned topics, and a discussion of limitations of the approaches 
presented. 
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Chapter 2  Graphical Methods to Identify Non-Proportionality 
2.1  Methodology 
Six most useful graphical methods to assess the assumption of PH in the Cox model are 
proposed and compared in a two-sample data with only one binary predictor variable, x 
(coded 0 or 1). 
2.1.1 Kaplan-Meier Survival Curves versus Time 
As described in the previous chapter, the KM [23] method restricts the survival estimate 
based on observed event times. The KM survival curve appears as a step function that 
changes only when an observed event happens. It is a common and useful method to 
describe survival characteristics.  
Under the PH assumption in the two-sample case, vertical gaps between survival 
curves should follow the exponential relationship between the two groups: 
 (     )     ( )
   (  )    ( ) 
 (     )    ( )
   ( ) 
The KM survival curve is used as a rudimentary check of time-to-event data and 
assumption of proportionality. Evidence of crossing survival curves is an indication that 
the PH assumption is not reasonable.  
2.1.2 Plot of Logarithm of the Minus Logarithm of Survival Function versus 
Logarithm of Survival Time 
Under the PH assumption,  
 ( )    ( )
    (  ) 
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Log of the minus log of survival = Log of Cumulative Hazard function: 
        (    )          (     
       )  
        (    )         (  )  (    (     ))  
        (    )             (     )  
For x = 1,         (    )            (     ) ; 
For x = 0,         (    )          (     )  
Therefore, under the PH assumption, the difference between log of minus log of 
survivals are constant with respect to time. Plots of Log[-log(S[t])] against time are 
parallel due to equidistance between the curves. We use the natural logarithm of time 
rather than time for the horizontal scale, because a straight line in the plot with this 
setting implies that the Weibull distribution is an appropriate method for the data being 
analyzed. If hazards are proportional, the plot of Log[-log(S[t])] against the logarithm of 
time maintain an equal distance apart, resulting in parallel lines. Any evidence of lack of 
parallelism, such as crossing lines, suggests the PH assumption does not hold. 
2.1.3 Plot of Cumulative Hazards in Two Compared Groups  
    ( )
    ( )
 
     (     ) 
     (     ) 
 
    [  ( )
    ( )]
      ( ) 
  
     ( )     ( ) 
      ( ) 
     ( ) 
         ( )     ( )      ( ) 
Cumulative hazards are generated using the KM method. Under the PH assumption, the 
plot of cumulative hazard functions compared in two groups yields a straight line, with a 
constant slope     ( )  and zero intercept. The constant slope indicates that the PH 
assumption is satisfied, and any curvature trend reflects violation of the PH assumption. 
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2.1.4 Smoothing Plot of the Difference of Log Cumulative Hazard versus Survival 
Time 
Schumacher [24] proposed plotting the difference of log cumulative hazard functions 
versus survival time, which is equivalent to the Log of cumulative hazard ratio. A 
smoothing procedure is applied to help describe the mean difference in the log 
cumulative hazard function as a function of survival time, using regression to fit a cubic 
spline that minimizes the sum of the square of the residuals of fit. The value of the 
smoothing parameter is 60, in order to specify a moderately smooth interpolated line.  
         ( )          ( )    [
    ( )
    ( )
]          ( )    
Under the PH assumption, the difference of the log cumulative hazard functions 
between the two groups is constant with respect to time (t), and the smoothing plot should 
be a horizontal line centered around the estimated value of   (the log HR). Any non-zero 
slope trends indicate non-PH. 
2.1.5 Smoothing Plot of Schoenfeld Residuals versus Survival Time 
Residuals have been used to examine the adequacy of regression models. The Schoenfeld 
partial residuals [6] are defined as the difference between the observed and the 
conditionally expected values of x, given the risk set at each event time, which is 
expressed by: 
 ̂      ̂(  |  ) 
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Let 
jx  be the subject’s binary variable, with an event at time   , where j indexes event 
times (j = 1, 2,…, J). Let 
jR  be the risk set of those under observation at the jth 
individual event, and )|( jj RxE  be the weighted mean of x at time    for the risk set jR . 
The Schoenfeld partial residuals do not depend on time, if proportionality holds; 
thus, residuals can be plotted against event time to identify violations of proportionality. 
When event times are tied, the residual is computed as the total component of the first 
derivative, divided by the number of tied event times in the risk set. 
If the PH assumption holds, the expectation of 
irˆ  is approximately equal to zero at 
each event time. A smoothing spline is applied to this plot, which should be centered 
around zero if the hazards are proportional. The non-zero slope trend or the non-zero 
centered plot reflects time dependence in the group (or treatment) effect, and the violation 
of PH assumption. 
2.1.6 Hazard Functions from Life-Table Estimator versus Survival Time 
Just like the KM estimator, the life-table estimator is generated by a nonparametric 
method. For the life-table method, time to event is categorized into several intervals. First, 
the numbers of subjects who fail and are censored in each interval are counted, 
considering failure and censoring to happen in the middle of an interval. Second, we 
determine the number of subjects at risk of failure during the interval, which is the 
number of subjects at the start of the interval minus half the number of subjects who had 
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an event or were censored during the interval. Third, we calculate the approximate 
subject time at risk during the interval, which is the product of the length of the interval 
and the number of subjects at risk of failure. Finally, the hazard is estimated by dividing 
the number of events by the approximate subject time at risk during the interval. 
Let    be the length of the ith interval,    be the number of subjects at the start of 
the ith interval,    be the number of subjects who have an event in the ith interval,    be 
the number of subjects who are censored in the ith interval.  Then, the hazard for the ith 
interval is given by the following: 
 (  )  
  
   (   
  
  
  
 )
 
Hazard units are expected events per subject-time. Thus, the plot of hazard function may 
roughly provide some hints of the nature of underlying distribution. The drawback of 
determining hazard using the life-table estimator is that estimates change if the intervals 
change. 
In the two-sample case, under the PH assumption, hazard functions of the two 
groups should maintain a constant ratio over time; but, the vertical distance between 
hazard functions at any time points may not have to be constant, with the exception of 
constant hazards of two compared groups. Crossing of hazard function would always 
indicate departure from the PH assumption. 
2.2 Simulations 
We examine the performance of the proposed methods to assess the PH assumption 
empirically in different hazard situations with two-samples, without censoring. The six 
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graphical methods are evaluated in simulation studies of three types of PH and five 
different scenarios of departure from PH. 
2.2.1  Design of Simulations 
Time-to-event data can be well described by the exponential distribution, which is the 
simplest distribution and is characterized by a constant hazard rate   over time. The 
probability density function (PDF) of the exponential distribution in time t, given the 
covariate x, is defined as:  



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
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The cumulative distribution function (CDF) at time t is: 
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The survival function at time t is given as: 
)(1)Pr()( tFtTtS   
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The hazard function at time t is constant over time, as follows: 
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The cumulative hazard function depends on time t: 
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The Weibull distribution has become the preferred method in describing lifetime 
studies. The exponential distribution is a special case of the Weibull distribution. The 
PDF of the Weibull distribution at time t, given one covariate x, with scale parameter   
and shape parameter  is defined as: 
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where 0t , 0 , 0 . 
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Survival function at time t is:            )(1)Pr()( tFtTtS   
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Thus, a straight line in the plot of          (    )  against log (t) indicates that the 
Weibull distribution is an appropriate method for analysis of the data, with slope  and 
intercept         ( )]. 
The hazard function at time t:  
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When  =1, this represents a negative exponential distribution [25]. If  is larger than 1, 
the hazard is increasing over time, and if  is less than 1, the hazard is decreasing over 
time. The Weibull distribution is the primary choice for generating the data distribution in 
our simulations. 
The cumulative hazard function at time t:      
 ( )  ∫  ( )  
 
 
         ( )    (
 
 
)
 
 
In addition, the lognormal distribution is used to generate non-monotonic change 
in hazards; the hazard function of the lognormal has an inverted bowl shape that initially 
increases quickly until it peaks and then begins to decrease. The logarithms of survival 
times are normally distributed. The PDF is expressed by two parameters, mean   and 
variance   of time t as follows: 
 ( )   
   [ 
 
   
(    ( )   ) ]
  √  
 
Survival function at time t is:     ( )      (
    ( )  
 
)  
Hazard function at time t is:  
 ( )   
 ( )
 ( )
 
   [ 
 
   
(    ( )   ) ]
  √        (
    ( )   
 ) 
 
where ( ) is the CDF of a standard normal distribution  
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These procedures are investigated in a simulation study comparing all methods 
under PH and non-PH scenarios. Two-sample data were generated with properties of the 
hazard functions following either the Weibull or the lognormal distribution. We proposed 
eight scenarios, three scenarios for PH and five for non-PH. The three scenarios of PH 
follow the constant hazard, increasing and decreasing at equivalent rates. The five non-
PH scenario hazards increase, decrease, cross, and diverge by varying the shape 
parameter of the Weibull distribution, as well as non-monotonic change in hazards 
with lognormal distributions. Total sample size was 20,000, distributed equally between 
the two groups. Rather than examining all follow-up data, we focus on evaluating 
performance based on the varying total event rates of interest, which were 1%, 5%, 10%, 
20%, 30%, 50%, 60%, 75%, and 90%. 
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To obtain the desired scenarios based on different hazard functions, we chose 
different parameter values for the Weibull and lognormal distribution, as described in 
Table 1. 
Table 1: Descriptions of Parameters for Eight Scenarios of Simulations 
Scenarios 
PH/ 
Non-PH 
Distribution  
of time 
Group = 0 Group = 1 HR 
Constant 
Hazards 
PH Weibull ),(  = (1,1) ),(  = (1,2) 0.5 
Increasing 
Hazards 
PH Weibull ),(  = (2.5, 1.5) ),(  = (2.5, 2) 0.487 
Decreasing 
Hazards 
PH Weibull 
),(  = (0.75, 
0.8) 
),(  = (0.75,2) 0.503 
Increasing 
Hazards 
Non-PH Weibull ),(  = (1.5, 2) ),(  = (2, 2) 0.943t1/2 
Decreasing 
Hazards 
Non-PH Weibull ),(  = (0.75, 3) ),(  = (0.5, 3) 0.877t-1/4 
Crossing 
Hazards 
Non-PH Weibull ),(  = (2, 2) ),(  = (1, 2) t-1 
Diverging 
Hazards 
Non-PH Weibull ),(  = (0.5,1) ),(  = (2,1) 4t3/2 
Non-
monotonic 
Hazards 
Non-PH Log-Normal ( ,  ) = (0.5,1) ( ,  ) = (1,1) g(t) 
where g(t) = 
   (    ( )    )
   (    ( )  )
    (       ( )       ) 
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These different scenarios of hazard functions are plotted in Figures 1 through 8, based on 
different distributions and parameters. 
Figure 1: Theoretical Hazard Functions for Scenario 1: Constant Hazards – PH  
 
 
Figure 1 shows the hazard functions for both groups under the constant hazards 
scenario of the PH assumption. It appears as two horizontal lines with constant hazards 
over time for the two groups. 
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Figure 2: Theoretical Hazard Functions for Scenario 2: Increasing Hazards – PH  
 
 
Figure 2 shows the hazard functions for both groups, with hazards increasing at 
the same rate. The PH assumption is satisfied, because the hazard ratio between the two 
groups is constant at any time point during the follow-up. 
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Figure 3: Theoretical Hazard Functions for Scenario 3: Decreasing Hazards – PH  
 
 
Figure 3 shows the hazard functions for both groups, with hazards decreasing at 
the same rate. Similarly, the PH assumption is satisfied because the hazard ratio between 
the two groups is constant at any follow-up time point. 
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Figure 4: Theoretical Hazard Functions for Scenario 4: Increasing Hazards – Non-
PH  
 
 
Figure 4 shows the hazard functions for both groups, with hazards increasing at 
different rates under the alternative. 
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Figure 5: Theoretical Hazard Functions for Scenario 5: Decreasing Hazards – Non-
PH  
 
 
Figure 5 shows the hazard functions for both groups, with hazards decreasing at 
different rates under the alternative. 
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Figure 6: Theoretical Hazard Functions for Scenario 6: Crossing Hazards – Non-PH  
 
 
Figure 6 shows the hazard functions of the crossing scenario as constant hazard in 
one group (group=1) and increasing in the other group (group=0). 
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Figure 7: Theoretical Hazard Functions for Scenario 7: Diverging Hazards – Non-
PH  
 
 
 
Figure 7 shows the hazard function of the diverging scenario as increasing in one 
group (group=1) and decreasing in the other group (group=0). Comparing the diverging 
simulation to the crossing hazards scenario indicates that the diverging hazards scenario 
shows a stronger divergence of hazards than was seen in the crossing simulation. 
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Figure 8: Theoretical Hazard Functions for Scenario 8: Non-monotonically 
changing hazards – Non-PH  
 
 
Figure 8 shows the hazard functions, with non-monotonically changing hazards. 
The hazards for both groups increase initially and then decrease after reaching the peak. 
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2.2.2  Results 
2.2.2.1 Plot of Kaplan-Meier Survival Curves versus Survival Time 
Figures 9 through 16 display the different characteristics of KM survival curves over the 
survival time.  
Figure 9: Survival Plots for Constant Hazards – PH, all data 
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Figure 10: Survival Plots for Constant Hazards – PH, up to 92% event rate. 
 
 
Compared to Figure 9 plot, which includes the total data set, Figure 10 includes 
reference lines, added to indicate the various event rates, over survival time up till 92% 
event rate.  This allows for a clear comparison of the changing curves alongside the event 
rates of interest. 
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Figure 11: Survival Plots for Increasing Hazards – PH, up to 92% Event Rate. 
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Figure 12: Survival Plots for Decreasing Hazards – PH, up to 92% Event Rate. 
 
In Figures 10 through 12 (constant, increasing, and decreasing hazards, 
respectively), the gaps between survival curves of the two groups increase gradually and 
there is no evidence of crossing, as would be expected for the simulations of the PH 
assumption. 
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Figure 13: Survival Plots for Increasing Hazards – Non-PH, up to 92% Event Rate. 
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Figure 14: Survival Plots for Decreasing Hazards – Non-PH, up to 92% Event Rate. 
 
Figure 15: Survival plots for Crossing Hazards – Non-PH, up to 92% Event Rate. 
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Figure 16: Survival Plots for Diverging Hazards – Non-PH, up to 92% Event Rate. 
 
Figures 13 through 16 display the survival plots for non-PH scenarios of 
increasing, decreasing, crossing, and diverging hazards, respectively. All these survival 
curves cross at an approximately 60% event rate. The crossing curves indicate departure 
from the PH assumption; it is difficult to predict a crossing trend when the study has a 
short follow-up period as well as a low event rate (eg, 10%). This implies that non-
proportionality may not be detected when data indicate a low event rate, particularly in 
the cases of increasing and decreasing non-PH, as the two groups have similar survival 
curves. Survival curves in the simulations of non-PH crossing and diverging hazards 
appear to show a different survival function in each group.  
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Figure 17: Survival Plots for Crossing Hazards – Non-PH, up to 92% Event Rate. 
 
Figure 17 shows a survival plot of non-monotonically changing hazard scenario, 
and it appears that it is difficult to find any evidence of violation in this non-PH scenario. 
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2.2.2.2 Plot of Logarithm of the Minus Logarithm of Survival Function (LLS) versus 
Logarithm of Survival Time 
Figure 18: LLS Plot for Constant Hazards – PH, All Data. 
 
 
The scenario of constant hazards presented in Figure 18 indicates that LLS (all 
data) appears parallel, with the exception of noise at the beginning of the time period.  
Meanwhile, Figure 19 presents a plot with added reference lines showing event rates 
ranging from 1% to 90% in the data up to 95% event rate, indicating parallel lines over 
time range of interest with respect to the event rate. 
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Figure 19: LLS Plot for Constant Hazard – PH, 1% - 95% Event Rate. 
 
Figure 20: LLS Plot for Increasing Hazard – PH, 1% - 92% Event Rate. 
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Figure 21: LLS Plot for Decreasing Hazard – PH, 1% - 95% Event Rate. 
 
 
 
Figures 19 through 21 depict constant, increasing, and decreasing hazards, 
respectively.  There is no evidence of lack of parallelism, reflecting that the PH 
assumption holds in each scenario. 
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Figure 22: LLS Plot for Increasing Hazard – Non-PH, 1% - 92% Event Rate. 
 
Figure 23: LLS Plot for Decreasing Hazard – Non-PH, 1% - 95% Event Rate. 
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Figure 24: LLS Plot for Crossing Hazard – Non-PH, 1% - 92% Event Rate. 
 
Figure 25: LLS Plot for Diverging Hazard – Non-PH, 1% - 95% Event Rate. 
 
L
og
 -
 L
og
(S
ur
vi
va
l)
-16
-14
-12
-10
-8
-6
-4
-2
0
2
4
6 1% 5% 10% 20% 30% 50% 60% 75%
Log(Time)
-3.16 -2.76 -2.36 -1.96 -1.56 -1.16 -0.76 -0.36 0.04 0.44 0.84 1.24
 Crossing Hazards - NonPH
Ln-Ln(s) : By group, Up to 92 % Event Rate
group 0 1
L
o
g
 -
 L
o
g
(S
u
rv
iv
al
)
-16
-14
-12
-10
-8
-6
-4
-2
0
2
4
6 1% 5% 10% 20% 30% 50%60% 75% 90%
Log(Time)
-8.02 -7.22 -6.42 -5.62 -4.82 -4.02 -3.22 -2.42 -1.62 -0.82 -0.02 0.78 1.58
 Diverging Hazards - NonPH
Ln-Ln(s) : By group, Up to 95% % Event Rate
group 0 1
43 
 
 
 
Figures 22 through 25 display the LLS plots of non-PH scenarios of increasing, 
decreasing, crossing, and diverging hazards, respectively. The scale of the vertical axis 
for LLS is same for all scenarios. Crossing is evident when the event rate reaches 60%. In 
the diverging scenario, a trend of crossing occurs at a lower event rate (20%). It becomes 
difficult to detect a crossing trend in the increasing, decreasing, and crossing scenarios 
when event rates are low, particularly when the rate is less than 10%, because the lines 
appear parallel.  
 
Figure 26: LLS Plot for Non-monotonically Changing Hazards – Non-PH, 1% - 95% 
Event Rate. 
 
Figure 26 depicts a LLS plot of a non-monotonically changing hazard scenario, in 
which it is difficult to detect the violation, as the curves seem roughly parallel for this 
non-PH scenario. 
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2.2.2.3 Plot of Cumulative Hazards in Two Compared Groups  
Figure 27: Plot of Cumulative Hazard in Two Compared Groups, Constant Hazards - PH 
 
Figure 28: Plot of Cumulative Hazard in Two Compared Groups, Increasing Hazards - PH 
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Figure 29: Plot of Cumulative Hazard in Two Compared Groups, Decreasing Hazards - PH 
 
 
 
Figures 27 through 29 present three PH scenarios (constant, increasing, and 
decreasing hazards).  In each of these, the plot of cumulative hazard functions in the two 
groups, yield a straight line with a constant slope and zero intercept. The straight line 
indicates that the PH assumption is satisfied, which is to be expected for the PH scenario. 
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Figure 30: Plot of Cumulative Hazard in Two Compared Groups, Increasing Hazards – 
Non-PH, All Data 
 
Figure 31: Plot of Cumulative Hazard in Two Compared Groups, Increasing Hazard – 
Non-PH, up to 10% Event Rate 
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Any curvature trend in the plot of cumulative hazard functions when comparing 
the groups reflects a violation of the PH assumption. In non-PH scenario of increasing 
hazards (Figure 30), the line indicating all data curves upwards. By contrast, in Figure 31, 
it is difficult to identify a curvature tendency in the short follow-up time period when 
there is a small (≤10%) event rate. This indicates that we may not detect non-
proportionality in the situation of increasing hazard when the event rate is low. 
 
Figure 32: Plot of Cumulative Hazard in Two Compared Groups, Decreasing Hazards – 
Non-PH, All Data 
 
H1(t)
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
Ho(t)
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
Decreasing Hazards - NonPH
H(x=1) vs. H(x=0): Total Data
48 
 
 
 
Figure 33: Plot of Cumulative Hazard in Two Compared Groups, Decreasing Hazards – 
Non-PH, up to 5% Event Rate 
 
 
 
Figures 32 and 33 depict the similar findings in non-PH decreasing scenario. In 
Figure 32 (all data), the line bends downwards. By contrast, in Figure 33, it is difficult to 
identify a curvature tendency in the short follow-up time period when event rate is small 
( 5%). This indicates that we may not detect non-proportionality in the situation of 
decreasing hazards when the event rate is low. 
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Figure 34: Plot of Cumulative Hazard in Two Compared Groups, Crossing Hazards – Non-
PH, All Data 
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Figure 35: Plot of Cumulative Hazard in Two Compared Groups, Crossing Hazards – Non-
PH, up to 5% Event Rate 
 
 
 
In Figure 34, when comparing the plots of cumulative hazard functions in two 
groups, using all data, it is easy to observe a curvature in the crossing hazard scenario. In 
Figure 35, however, it is difficult to detect the curvature tendency when event rates are 
low (<10%). 
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Figure 36: Plot of Cumulative Hazard in Two Compared Groups, Diverging Hazards – 
Non-PH, All Data 
 
Figure 37: Plot of Cumulative Hazard in Two Compared Groups, Diverging Hazards – 
Non-PH, up to 5% Event Rate 
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Figure 38: Plot of Cumulative Hazard in Two Compared Groups, Diverging Hazards – 
Non-PH, up to 10% Event Rate. 
 
 
 
When reviewing Figures 36, through 38, the trend of curvature in Figure 36 is 
easily identified in the diverging hazard scenario (all data); however, as Figures 37 and 
38 show, identification of any such trend is more difficult when event rates are low 
(<10%). As will be seen in Figures 39 and 40, when event rates increase, the curvature 
trend is easily seen.   
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Figure 39: Plot of Cumulative Hazard in Two Compared Groups, Diverging Hazards – 
Non-PH, up to 20% Event Rate 
 
Figure 40: Plot of Cumulative Hazard in Two Compared Groups, Diverging Hazards – 
Non-PH, up to 50% Event Rate 
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Figure 41: Plot of Cumulative Hazard in Two Compared Groups, Non-Monotonically 
Changing Hazards – Non-PH, All Data 
 
Figure 42: Plot of Cumulative Hazard in Two Compared Groups, Non-monotonically changing 
hazards – Non-PH, up to 5% Event Rate 
 
H1(t)
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
Ho(t)
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
Non-Monotonically Changing Hazards - NonPH
H(x=1) vs. H(x=0): Total Data
H1(t)
0.0
0.1
0.2
Ho(t)
0.0 0.1 0.2
Non-Monotonically Changing Hazards - NonPH
H(x=1) vs. H(x=0): Up to 5% Event Rate
55 
 
 
 
In the non-monotonically changing hazards scenarios in Figures 41 and 42 (all 
data and 5% event rate, respectively), identifying the violation is difficult, as the line 
appears straight, with no change in slope.  
2.2.2.4 Smoothing Plot of the Difference of Log Cumulative Hazard versus Survival 
Time 
Figure 43: Smoothing Plot of Log(H(x=1)/H(x=0) over Time, Constant Hazards - PH 
 
 
 
Under the PH assumption, the difference of the log cumulative hazard functions 
between the two groups should be constant over time. Given that the PH assumption 
holds, the plot of the difference of log cumulative hazard versus survival time should be 
approximately a horizontal line over time. In Figure 43 (PH scenario with constant 
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hazard), the plot of the difference of log cumulative hazard versus survival time yields a 
horizontal line centered around the estimated value of   (the log HR      ), which is 
consistent with the setting of the PH scenario. 
 
Figure 44: Smoothing Plot of Log(H(x=1)/H(x=0) over Time, Increasing Hazards - 
PH 
 
 
 
Figure 44 displays the PH scenario with increasing hazard. The plot of the 
difference of log cumulative hazard versus survival time yields a horizontal line centered 
around the estimated value of   (the log HR      ). This is consistent with the setting 
of the PH scenario. 
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Figure 45: Smoothing Plot of Log(H(x=1)/H(x=0) over Time, Decreasing Hazards - 
PH 
 
 
 
In Figure 45 depicts the PH scenario with decreasing hazard.  The plot of the 
difference of log cumulative hazard versus survival time yields a horizontal line centered 
around the estimated value of   (the log HR      ); this, too, is consistent with the 
setting of the PH scenario. 
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Figure 46: Smoothing Plot of Log(H(x=1)/H(x=0) over Time, Increasing Hazards – 
Non-PH 
 
 
 
Any non-zero slope trends, observed in the plot of the difference of log 
cumulative hazard over time, indicate the violation of non-proportionality. In Figure 46 
for the non-PH scenario with increasing hazards, the curvature trend with a non-zero 
slope is observed despite the short follow-up period with small event rate. 
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Figure 47: Smoothing Plot of Log(H(x=1)/H(x=0) over Time, Decreasing Hazards – Non-PH 
 
 
 
Likewise, in Figure 47, which depicts a non-PH scenario with decreasing hazards, 
the curvature trend with a non-zero slope is observed, despite the short follow-up period 
and a low event rate. 
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Figure 48: Smoothing Plot of Log(H(x=1)/H(x=0) over Time, Crossing Hazards – Non-PH 
 
 
 
In the non-PH scenario with crossing hazards (Figure 48), the curvature trend 
with a non-zero slope is observed easily even when the follow-up period is short and 
event rates are very small (e.g. 5%).  
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Figure 49: Smoothing Plot of Log(H(x=1)/H(x=0) over Time, Diverging Hazard – Non-PH 
 
 
 
In the non-PH scenario with diverging hazards (Figure 49), the curvature trend 
with a non-zero slope is observed even when the follow-up period is brief, and a low 
event rate is present.  When compared to the three previously described non-PH scenarios, 
the non-PH simulation with diverging hazards presents the most clearly observed 
violation of the PH assumption, due to the greater of the curvature. 
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Figure 50: Smoothing Plot of Log(H(x=1)/H(x=0) over Time, Non-Monotonically Changing 
Hazards – Non-PH 
 
 
 
In the non-PH scenario with non-monotonically changing hazards (Figure 50), 
similarly, the curvature trend with a non-zero slope is observed even when the follow-up 
period is brief, and a low event rate is present. When compared to aforementioned three 
graphical methods, the smoothed plot of the difference of log cumulative hazard 
functions between the two groups is better to detect the non-PH scenario of non-
monotonically changing hazards. 
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2.2.2.5 Smoothing Plot of Schoenfeld Residuals versus Survival Time 
Figure 51: Smoothing Plot of Schoenfeld Residuals versus Time, Constant Hazards - 
PH 
 
 
 
In the PH assumption, the smoothing spline of Schoenfeld residuals versus 
survival time should be a horizontal line centered around zero between the two bands of 
residuals for each groups. Therefore, it is convenient to use a horizontal line through zero 
as the reference line, and then to compare the smoothed plot of Schoenfeld residuals to 
that reference line. In Figure 51 (PH scenario with constant hazards), the smoothing plot 
of Schoenfeld residuals over time produces a horizontal line centered around zero, which 
is consistent with expectations for the PH assumption. 
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Figure 52: Smoothing Plot of Schoenfeld Residuals versus Time, Increasing Hazards 
- PH 
 
Figure 53: Smoothing Plot of Schoenfeld Residuals versus Time, Decreasing 
Hazards - PH 
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Likewise, Figures 52 and 53 show the PH scenario with increasing and decreasing 
hazards respectively, in which the smoothing plots of Schoenfeld residuals over time also 
yield a horizontal line centered around zero, consistent with expectations for the PH 
assumption. 
Figure 54: Smoothing Plot of Schoenfeld Residuals versus Time, Increasing Hazards - Non-
PH 
 
 
In the smoothing plot of Schoenfeld residuals over time, any non-zero slope 
trends or non-zero centered plots reflect violations of non-proportionality. In the non-PH 
scenario with increasing hazards (Figure 54), the curvature with non-zero slope and non-
zero centered plot are easily observed, in contrast to the reference line through zero. The 
evidence against the proportionality is obtained even in a short follow-up period and 
small event rates. 
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Figure 55: Smoothing Plot of Schoenfeld Residuals versus Time, Decreasing Hazards - Non-
PH 
 
 
 
The non-PH scenario with decreasing hazards (Figure 55) clearly exhibits 
curvature with a non-zero slope and non-zero centered plot, in contrast to the reference 
line through zero. Again, the evidence against proportionality is obtained even in the 
presence of a short follow-up period and low event rates. 
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Figure 56: Smoothing Plot of Schoenfeld Residuals versus Time, Crossing Hazards - Non-
PH 
 
 
 
In Figure 56 (non-PH scenario with crossing hazards), the curvature with a non-
zero slope and non-zero centered plot is easily observed in comparison to the reference 
line through zero. The evidence against proportionality is obtained at the beginning of the 
follow-up, despite a lower event rate.  
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Figure 57: Smoothing Plot of Schoenfeld Residuals versus Time, Diverging Hazards - Non-
PH 
 
 
 
In Figure 57 (non-PH scenario with diverging hazards), the curvature with a non-
zero slope and non-zero centered plot is easily observed in comparison to the reference 
line through zero. The evidence against proportionality is obtained at the beginning of the 
follow-up, despite a low event rate. Among all scenarios of non-PH, this scenario with 
diverging hazards has the strongest curvature trend and is the easiest in which to detect 
violation of the PH assumption. 
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Figure 58: Smoothing Plot of Schoenfeld Residuals versus Time, Non-Monotonically 
Changing Hazards - Non-PH 
 
 
 
In the non-PH scenario with non-monotonically changing hazards (Figure 58), the 
curvature with a non-zero slope and non-zero centered plot is easily observed in 
comparison to the reference line through zero. The evidence against proportionality is 
obtained at the beginning of the follow-up, despite a low event rate. The smoothed 
Schoenfeld residuals plot is useful in investigating non-proportionality. 
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2.2.2.6 Hazard Functions from Life-Table Estimator versus Survival Time 
In a two-sample study, under the PH assumption, the hazard functions of the two groups 
should maintain a constant ratio over time.  However, the distance between the respective 
hazard functions may not have to be constant.  
Figure 59: Hazard Plot versus Time, Constant Hazards - PH 
 
 
 
Figures 59 through 61 display hazard plots for the two groups for all three PH 
scenarios (constant, increasing, and decreasing hazards), along with various event rates 
(1%, 5%, 10%, 20%, 30%, 50%, 60%, 75%, and 92%). There is no evidence of crossing. 
It is difficult, however, to conclude that the proportional hazards hold between the two 
groups, with the exception of constant hazards.  
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Figure 60: Hazard Plot veresus Time, Increasing Hazards - PH 
 
Figure 61: Hazard Plot versus Time, Decreasing Hazards - PH 
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Figure 62: Hazard Plot versus Time, Increasing Hazards – Non-PH 
 
 
 
In the non-PH scenario of increasing hazards (Figure 62), the hazard curves cross 
at approximately a 40% event rate, which confirms violation of the PH assumption. With 
a short follow-up time period and a low ( 30%) event rate, it can be difficult to identify 
crossing hazard curves, which is indicative of an inability to detect non-proportionality 
under such circumstances. 
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Figure 63: Hazard Plot versus Time, Decreasing Hazards – Non-PH 
 
 
 
The non-PH scenario of decreasing hazards presented in Figure 63 indicates that 
the hazard curves cross at approximately a 30% event rate, which confirms violation of 
the PH assumption. With a short follow-up time period and a low ( 20%) event rate, it 
can be difficult to identify crossing hazard curves, which is indicative of an inability to 
detect non-proportionality under such circumstances. 
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Figure 64: Hazard Plot versus Time, Crossing Hazards – Non-PH 
 
 
 
Figure 64 indicates that, in the non-PH scenario of crossing hazards, the hazard 
curves cross at approximately a 40% event rate. This confirms violation of the PH 
assumption. With a short follow-up time period and a low ( 10%) event rate, it can be 
difficult to identify crossing hazard curves.  
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Figure 65: Hazard Plot versus Time, Diverging Hazards – Non-PH 
 
 
 
Figure 65 indicates that, in the non-PH scenario of diverging hazards, the hazard 
curves cross at approximately a 25% event rate.  This shows a violation of the PH 
assumption, a condition that is easy to identify even if the event rate is small. 
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Figure 66: Hazard Plot versus Time, Non-Monotonically Changing Hazards – Non-
PH 
 
 
 
In the non-monotonically changing hazard scenario (Figure 66), there is no 
evidence of crossing. The hazards of these two groups appear non-monotonically 
changing at the different rates over time. This implies that it is difficult to detect non-
proportionality in the presence of non-monotonically changing hazards. 
In brief, the plot of hazard function generally provides a hint of the nature of the 
underlying distribution. One observation from the use of the life-table estimator hazard is 
that estimates change if interval selections change. 
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2.3 Summary and Conclusions 
In general, the PH assumption should always be checked before applying the Cox PH 
regression model to analyze time-to-event data. It is highly recommended that graphical 
methods be used in addition to performing statistical tests to validate the PH assumption. 
However, the conclusions based on these plots are somewhat subjective, and it may be 
difficult to gauge how closely the log-log survival plot remains parallel, or how straight 
the line remains in cumulative hazards when two groups are compared.  It is also difficult 
to determine how proportional the hazards are, or how likely that fluctuations are beyond 
random chance without providing formal diagnostic tests. The graphical methods 
discussed here are easy to implement, and can provide useful information about the data 
while determining if any problems with the data may exist when presented graphically. 
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Figure 67 Six graphical methodsds on the Scenario of Constant Hazards - PH
 
 
 
 
 
Figure 67 contains plots of six graphical methods which apply to the PH scenario 
of constant hazards.  These illustrate what would be expected when the PH assumption is 
satisfied.  There should be no appearance of crossing in the KM survival plot, the hazard 
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plot, and the LLS plot. The instances of  roughly parallel lines in the LLS plot, the 
approximately straight line with a constant slope in cumulative hazards (when comparing 
the two groups), and the horizontal line observed in the smoothed plots of the difference 
of log cumulative hazard and the Schoenfeld residuals, are observed in the PH scenario of 
constant hazards. These plots are consistent with what would be expected in this scenario.    
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Figure 68 Six graphical methodsds on the Scenario of Diverging Hazards – Non-PH 
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Figure 68 contains plots of six graphical methods which apply to the non-PH 
scenario of diverging hazards, and illustrate different plots when the PH assumption is 
violated compared to the constant hazards presented in Figure 67. The crossing curves are 
observed in the KM survival plot, the hazard plot, and the LLS plot, reflecting that the 
PH assumption does not hold. The curvature trend in the plot of cumulative hazards 
compared between the two groups, and the non-zero slope curve in smoothed plot of the 
difference of log cumulative hazards and in smoothed plot of Schoenfeld residuals, are 
observed in the non-PH scenario of diverging hazards. However, when a short follow-up 
time period and a small ( 10%) event rate occur, it is difficult to detect the curvature 
tendency in the plot of cumulative hazards in two compared groups; in other words, it is 
difficult to identify non-proportionality using this graphical method when the event rate is 
smaller than 10%. 
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Figure 69 Six graphical methodsds on the Scenario of Non-monotonically changing hazards – Non-
PH 
 
 
 
 
Figure 69 contains plots of six graphical methods which apply to the non-PH 
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alternative scenario compared to the diverging hazards presented in Figure 68. The 
crossing curves are not observed in the KM survival plot, the hazard plot, and the LLS 
plot, and the plot of cumulative hazards compared between the two groups appears as a 
straight line. Therefore, it is difficult to determine whether the PH assumption holds 
based on these four graphical methods. However, the non-zero slope curve in the 
smoothed plots of Schoenfeld residuals and the difference of the log cumulative hazard 
are easily observed in the non-PH scenario of non-monotonically changing hazards.  
Generally, all six proposed graphical assessments are helpful in the two-sample 
comparison. The KM survival curves can be used as a rudimentary check of the data and 
the assumption of proportionality. The smoothed Schoenfeld residuals plot performs best, 
because it provides an easy way to detect all five alternatives departure from PH, 
regardless of event rate, and it efficiently offers relatively precise information regarding 
time-varying effects. 
An additional reliable graphical method is the smoothed plot of the difference in 
log cumulative hazard over survival time as a means of checking constancy over time. It 
is easy to assess the assumption of PH based on the point-to-point difference at each 
event time. In addition, smoothing makes the trend more apparent for this plot, despite 
non-monotonically changing hazards with small event rates. Therefore, it is more useful 
than the comparisons of plots of the cumulative hazard functions to check the constant 
slope of a line. It is difficult to draw conclusions using the latter plot in the event of a low 
event rate, given that the slope does not change considerably when there is a short follow-
up period, such as that illustrated in Figures 37 and 38. The plot of the compared 
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cumulative hazard functions is inferior in most scenarios, and it is difficult to visually 
evaluate any curvature departure.  
The usefulness of graphical assessments depends on the event rate. It is easy to 
detect non-proportionality when the dataset has a high event rate. If the event rate is low, 
some graphical methods are not able to identify the violation.  Examples include the LLS 
plot versus the natural logarithm of time in the case of an event rate less than 10% 
(Figure 22); the plot of KM survival curves (Figure 13) with an event rate less than 50%; 
or the plots of the cumulative hazard functions  in Figure 38 with event rates less than or 
equal to 10%.  
Conversely, in the rare situation where an event rate is less than 1%, the LLS plot 
shows more variability, and any conclusions about non-PH need to be made cautiously. 
Moreover, it is generally difficult to visually evaluate whether a vertical gap between 
curves follows the exponential relationship in survival, the parallelism in an LLS plot, or 
the proportionality in hazard functions if the PH assumption holds. However, the survival 
curve, LLS plot, and hazards plot are still useful in diagnosing the nature of the data 
distribution, and are helpful for selecting the model or summary measurement for non-PH 
data. 
Overall, the simulations show that the smoothed Schoenfeld residuals plot and the 
smoothed plot of the difference in log cumulative hazard versus time are generally the 
most effective at identifying non-proportionality. Another advantage of these two plots is 
that they allow for the consideration of covariates, unlike some plots from non-parametric 
methods.  
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A summary of the strengths and weaknesses of the graphical methods is described 
in Table 2. 
Table 2: Summary of the Proposed Graphical Methods 
Graphical Methods Strengths Weaknesses 
KM survival vs. time  A rudimentary check of 
the data 
 Easy to implement  
 Easy to identify the 
crossing trend when the 
event rate is larger than 
60% in all scenarios of 
non-PH 
 
 Difficult to detect non-PH 
in the situation of non-
monotonically changing 
hazards 
 Difficult to identify the 
crossing trend when the 
event rate is smaller than 
50% in all scenarios of non-
PH 
 
LLS vs. log(t)  Easy to implement  
 Easy to identify the 
crossing trend when the 
event rate is larger than 
60% in all scenarios of 
non-PH 
 Can be used to check 
whether the Weibull 
distribution fits the data 
well 
 
 Difficult to detect non-PH 
in the situation of non-
monotonically changing 
hazards 
 Difficult to identify the 
crossing trend when the 
event rate is very small in 
all scenarios of non-PH 
 
Cumulative hazards 
in two compared 
groups 
  Difficult to detect non-PH 
in the situation of non-
monotonically changing 
hazards 
 Difficult to identify the 
curvature trend when the 
event rate is small in all 
scenarios of non-PH 
 
Smoothed plot of the 
difference of log 
cumulative hazard vs. 
time 
 Easy to detect non-PH 
regardless of event rate 
in all scenarios of non-
PH 
 Allows for the 
consideration of 
covariates 
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Graphical Methods Strengths Weaknesses 
Smoothed plot of 
Schoenfeld residuals 
vs. time 
 Easy to implement 
 Easy to detect non-PH 
regardless of event rate 
in all scenarios of non-
PH 
 Allows for the 
consideration of 
covariates 
 
Hazard from Life-
table vs. time 
 Easy to implement  Difficult to detect non-PH 
in the situation of non-
monotonically changing 
hazards 
 Estimates change if interval 
selections change 
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Chapter 3 Numerical Methods to Identify Non-Proportionality 
3.1 Methods 
Three statistical tests have been proposed and implemented to assess the proportionality 
assumption for the Cox regression model in the two-sample case. The process of 
evaluating the data for proportionality versus non-proportionality involves testing a non-
zero slope in a regression of the variable or its residuals on a specific function of time, or 
a Kolmogorov-type supremum test. 
3.1.1 Time Interaction Test 
Cox [1] introduced a method to test the PH assumption by including a time-varying 
coefficient in the model. The hypothesis is that the majority of alternatives to the PH can 
be cast in terms of a time-varying coefficient model. An interaction of time (t) by group 
(x) is added to the Cox regression model to assess whether the hazard ratio for this fixed 
group variable changes during follow-up. Time (t) can be replaced by any non-zero 
function of time corresponding to x. The natural logarithm of time is typically used rather 
than actual time, to avoid numerical instability in the computation in our study, as follows: 
 ( )    ( )           ( )     
                                                        i.e.           
                                                     i.e.            
The statistical inference is essentially the same as for the Cox PH regression 
model. Maximum likelihood estimates (MLE) can be obtained by maximizing the partial 
likelihood in the Cox model with a time-varying coefficient. The Wald chi-square 
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statistic is computed with respect to  ̂, derived from the inverse of the negative of the 
matrix of the second partial derivatives. A non-zero slope points to a violation of the PH 
assumption. The significant time interaction implies that the hazards of the two groups 
are not proportional; in other words, the effect of group (or treatment) changes over time. 
3.1.2 Linear Correlation Test 
Harrell [7] proposed a test of the PH assumption, based on Fisher’s z-transformation of 
the Pearson correlation between Schoenfeld partial residuals and rank order of the failure 
times. The Schoenfeld partial residuals are not time-dependent and can be weighted by 
the number of tied failure times in the corresponding risk set, provided there are tied 
event times. The null hypothesis is that the PH assumption holds, i.e. 
         
         
where   is the correlation between Schoenfeld partial residuals and rank order of the 
failure times. This is accomplished by finding Fisher's z-transformation of the Pearson 
correlation, as follows: 
    √(    ) (    ) 
where    is the total number of events. If the PH assumption is met, the correlation 
should be approximately zero. 
3.1.3 Supremum Test 
Lin et al [11] developed a Kolmogorov-Smirnov-like maximum deviation criterion, the 
supremum test, derived from cumulative sums of martingale residuals over time in a 
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sample (e.g. 1,000) of simulated residual patterns. The score process is a transformed 
partial-sum process of the martingale residuals. When the PH assumption holds, the 
partial-sum process converges to a zero-mean Gaussian process, the distribution of which 
can be approximated by simulation. To check the PH assumption, the observed score 
process is compared to the simulated processes under the null of PH to assess objectively 
whether the observed residual pattern reflects anything beyond random fluctuation. 
We must first consider each subject as an independent counting process 
(𝑁 ( )    ) for the ith subject. The martingale residuals are defined as: 
?̂? ( )  𝑁 ( )   ∫   ( )    (   )  Ĥ ( )
 
 
     (    …   ) 
where Ĥ ( )  ∫
∑ 𝑑𝑁 (𝑢)
𝑛
  1
∑ 𝐸 (𝑢)    (   )
𝑛
  1
 
 
 is an estimate of the cumulative hazard[26], 
ix  is the 
binary variable of the ith subject with an event at time t (i = 1, 2, …, n), 𝑁 ( )    𝐼(   
 ) is the observed numbers of events for the ith subject, and   ( )  𝐼(    ) indicates 
whether the ith subject is at risk at time t. This residual can be interpreted as the 
difference between the observed and expected number of events at time t for the ith 
subject. These residuals have some properties reminiscent of ordinary residuals in the 
linear model. In addition, ∑?̂? ( ) is equal to zero for any event time. 
The score process is based on a derivative of the partial likelihood with respect to 
the coefficient  . The score residual of the ith subject is defined as: 
  ( ̂  )  ∫ (𝑋 ( )  ?̅?( )) M̂ ( )
 
 
 
where ?̅?( )   
∑ 𝑋 (𝑢)𝐸 (𝑢)    (   )
𝑛
  1
∑ 𝐸 (𝑢)    (   )
𝑛
  1
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If a large value for    ∑  ( ̂  ) is obtained, the PH assumption for X will be rejected 
[10]. Since X is a binary variable, the standardized score process is asymptotically 
equivalent to the Brownian bridge B
0
. The p-value for the Kolmogrov-type supremum 
test is obtained, based on 1000 simulations. This test statistic does not require any 
specifications for the function of time. 
3.2 Simulations 
3.2.1 Simulation Design 
The three different numerical procedures to check the PH assumption for the Cox model 
are compared empirically, based on a simulation study with two-sample data sets. The 
procedures are compared the two-sample situation in which two groups have different 
hazard functions, according to the Weibull or lognormal distribution. We generated the 
same scenarios as those compared using graphical methods in Chapter 2. Three different 
scenarios satisfying PH include: constant hazards, increasing hazards at the same rate, 
and decreasing hazards at the same rate. Five different forms of non-PH include: 
increasing hazards, decreasing hazards, crossing hazards, diverging hazards, and non-
monotonically changing hazards. The parameters chosen for generating all simulation 
data sets are located in Table 1. Other factors that could potentially influence methods 
performance are considered, including sample size, the proportion of sample size in each 
group, and the number of events. Therefore, we designed the conditions of simulation 
data sets to correspond to real observational studies or clinical trials, or to some extreme 
situation that could markedly affect test performance, such as a rare event rate in a large 
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sample from an observational study. Different sample sizes were studied in simulations; 
these included samples of 100, 400, 1000, and 5000 subjects. It was also noted that 
unequal sample distribution (25%-75%, ie, 1:3) and equal sample distribution (50%-50%, 
ie, 1:1) of the binary variable were considered. We pre-specified different follow-up 
times based on total event rates of interest, including event rates of 1%, 5%, 10%, 20%, 
30%, 50%, and 100%. In addition, we were interested in investigating test properties on 
larger samples (10,000, or 20,000) with small event rates (1% and 5%), which is common 
in large clinical trials, or in observational studies such as the Framingham Heart study. 
Two thousand simulations were conducted for each combination of all scenarios. 
Type I error and power were used to compare numerical methods. In total, 488 
different combinations (320 alternatives for comparing power and 168 situations for 
evaluating Type I error) were evaluated. Power and Type I error were estimated as the 
proportions of simulated samples in which we rejected the null hypothesis at a 0.05 
significant level, corresponding to a standard error of 0.0049. A commonly used informal 
benchmark to distinguish the difference between methods is approximately two standard 
errors. For instance, we expected actual Type I error rates to fall inside a range of a 
nominal level of significance, from 0.0402 to 0.0598. The statistical analysis software 
package (SAS version 9.2, Cary, NC, USA) was used to implement the methods. 
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3.2.2 Results 
3.2.2.1 Results for Type I Error 
Table 3: Type I Error for Constant Hazards (PH) by Total Sample Size, Group 1:3 
Group 1:3 N 
Event 
Rate 
Event 
Number 
Interaction 
Test 
Correlation 
Test 
Supremum 
Test 
 
100 1% 1 0.0000 0.0000 1.0000 
 
100 5% 5 0.0015 0.0805 0.0805 
 
100 10% 10 0.0000 0.0650 0.0535 
 
100 20% 20 0.0190 0.0560 0.0555 
 
100 30% 30 0.0280 0.0565 0.0620 
 
100 50% 50 0.0350 0.0545 0.0585 
 
100 100% 100 0.0445 0.0225 0.0465 
 
400 1% 4 0.0010 0.1510 0.1510 
 
400 5% 20 0.0130 0.0480 0.0475 
 
400 10% 40 0.0280 0.0455 0.0430 
 
400 20% 80 0.0430 0.0485 0.0520 
 
400 30% 120 0.0440 0.0475 0.0535 
 
400 50% 200 0.0455 0.0445 0.0515 
 
400 100% 400 0.0515 0.0255 0.0500 
 
1000 1% 10 0.0000 0.0590 0.0400 
 
1000 5% 50 0.0320 0.0480 0.0645 
 
1000 10% 100 0.0405 0.0535 0.0565 
 
1000 20% 200 0.0435 0.0540 0.0555 
 
1000 30% 300 0.0475 0.0480 0.0505 
 
1000 50% 500 0.0445 0.0495 0.0585 
 
1000 100% 1000 0.0525 0.0260 0.0550 
 
5000 1% 50 0.0270 0.0515 0.0590 
 
5000 5% 250 0.0395 0.0445 0.0490 
 
5000 10% 500 0.0470 0.0540 0.0570 
 
5000 20% 1000 0.0440 0.0490 0.0525 
 
5000 30% 1500 0.0520 0.0505 0.0535 
 
5000 50% 2500 0.0580 0.0585 0.0580 
 
5000 100% 5000 0.0605 0.0285 0.0520 
 
10000 1% 100 0.0410 0.0540 0.0505 
 
10000 5% 500 0.0520 0.0610 0.0570 
 
20000 1% 200 0.0500 0.0505 0.0535 
 
20000 5% 1000 0.0535 0.0505 0.0520 
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Based on results in Table 3 for the constant hazard (PH), which are sorted by sample size 
from all combinations of simulation data sets, we found that not only did the various 
sample sizes affect testing performance, but that different event rates also influenced the 
results. For each sample size, the Type I error rates were close to the nominal level of 
significance. Moreover, the statistical inference in the Cox PH regression model is mainly 
based on observed events in the risk sets. Results sorted by the number of events will be 
described in the following sections. 
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Table 4: Type I Error for Constant Hazards (PH) by Number of Events, Group 1:3 
Group 1:3 
Event 
Number N 
Event 
Rate 
Interaction 
Test 
Correlation 
Test 
Supremum 
Test 
 
1 100 1% 0.0000 0.0000 1.0000 
 
4 400 1% 0.0010 0.1510 0.1510 
 
5 100 5% 0.0015 0.0805 0.0805 
 
10 100 10% 0.0000 0.0650 0.0535 
 
10 1000 1% 0.0000 0.0590 0.0400 
 
20 100 20% 0.0190 0.0560 0.0555 
 
20 400 5% 0.0130 0.0480 0.0475 
 
30 100 30% 0.0280 0.0565 0.0620 
 
40 400 10% 0.0280 0.0455 0.0430 
 
50 100 50% 0.0350 0.0545 0.0585 
 
50 1000 5% 0.0320 0.0480 0.0645 
 
50 5000 1% 0.0270 0.0515 0.0590 
 
80 400 20% 0.0430 0.0485 0.0520 
 
100 100 100% 0.0445 0.0225 0.0465 
 
100 1000 10% 0.0405 0.0535 0.0565 
 
100 10000 1% 0.0410 0.0540 0.0505 
 
120 400 30% 0.0440 0.0475 0.0535 
 
200 400 50% 0.0455 0.0445 0.0515 
 
200 1000 20% 0.0435 0.0540 0.0555 
 
200 20000 1% 0.0500 0.0505 0.0535 
 
250 5000 5% 0.0395 0.0445 0.0490 
 
300 1000 30% 0.0475 0.0480 0.0505 
 
400 400 100% 0.0515 0.0255 0.0500 
 
500 1000 50% 0.0445 0.0495 0.0585 
 
500 5000 10% 0.0470 0.0540 0.0570 
 
500 10000 5% 0.0520 0.0610 0.0570 
 
1000 1000 100% 0.0525 0.0260 0.0550 
 
1000 5000 20% 0.0440 0.0490 0.0525 
 
1000 20000 5% 0.0535 0.0505 0.0520 
 
1500 5000 30% 0.0520 0.0505 0.0535 
 
2500 5000 50% 0.0580 0.0585 0.0580 
 
5000 5000 100% 0.0605 0.0285 0.0520 
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Table 5: Type I Error for Constant Hazards by Number of Events, Group 1:1 
Group 1:1 
Event 
Number N 
Event 
Rate 
Interaction 
Test 
Correlation 
Test 
Supremum 
Test 
 
1 100 1% 0.0000 0.0000 1.0000 
 
4 400 1% 0.0000 0.2075 0.2075 
 
5 100 5% 0.0000 0.1255 0.1255 
 
10 100 10% 0.0000 0.0620 0.0425 
 
10 1000 1% 0.0000 0.0715 0.0505 
 
20 100 20% 0.0145 0.0470 0.0470 
 
20 400 5% 0.0135 0.0515 0.0420 
 
30 100 30% 0.0290 0.0540 0.0495 
 
40 400 10% 0.0300 0.0500 0.0445 
 
50 100 50% 0.0340 0.0540 0.0570 
 
50 1000 5% 0.0315 0.0585 0.0545 
 
50 5000 1% 0.0320 0.0540 0.0570 
 
80 400 20% 0.0330 0.0490 0.0480 
 
100 100 100% 0.0490 0.0350 0.0585 
 
100 1000 10% 0.0370 0.0500 0.0510 
 
100 10000 1% 0.0350 0.0420 0.0435 
 
120 400 30% 0.0390 0.0530 0.0600 
 
200 400 50% 0.0520 0.0500 0.0590 
 
200 1000 20% 0.0520 0.0640 0.0680 
 
200 20000 1% 0.0445 0.0460 0.0485 
 
250 5000 5% 0.0430 0.0445 0.0450 
 
300 1000 30% 0.0580 0.0575 0.0555 
 
400 400 100% 0.0395 0.0290 0.0435 
 
500 1000 50% 0.0485 0.0505 0.0575 
 
500 5000 10% 0.0520 0.0520 0.0505 
 
500 10000 5% 0.0440 0.0475 0.0485 
 
1000 1000 100% 0.0510 0.0340 0.0495 
 
1000 5000 20% 0.0560 0.0515 0.0565 
 
1000 20000 5% 0.0410 0.0415 0.0385 
 
1500 5000 30% 0.0480 0.0495 0.0525 
 
2500 5000 50% 0.0490 0.0505 0.0563 
 
5000 5000 100% 0.0550 0.0355 0.0530 
 
  
96 
 
 
 
In the case of the constant hazards (PH) scenario, with both unequal and equal 
sample sizes (Tables 4 and 5), the time interaction test tends to be conservative, because 
the probability of rejecting the true null hypothesis of proportionality is lower than 0.05 
of the nominal significant level.  This is particularly true when the number of events is 
equal to or smaller than 200. The correlation test and the supremum test appear to have 
more liberal results when the number of events is smaller than 20 or 10, respectively 
(small sample size with small event rate), and the Type I error rate is above the upper 
bound of the range of the nominal level of 0.05, (0.0402, 0.0598). For example, in the 
unequal sample distribution groups, with a total sample size of 5000 and a 1% event rate 
(ie, 50 events), the results show the Type I error rates of 0.027 (time interaction test), 
0.0515 (linear correlation test), and 0.059 (supremum test). The difference (0.0245) in 
Type I error rates between the correlation test and the time interaction test is more than 
five times greater than the standard error, and the difference (0.032) between the 
supremum test and the time interaction test is more than six times greater than the 
standard error.  
The Type I error rate from the time interaction test is in the acceptable range of 
the nominal level, when the number of events is greater than 80 and 200 for the unequal 
and equal two-sample studies, respectively. Conversely, the Type I error rate from the 
linear correlation test falls within the expected range when the number of events is larger 
than 20 for both the equal and unequal studies, and only 10 events are required for the 
supremum test. 
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Figures 70 through 73 demonstrate these finding in the scenario of unequal sample 
distribution at different event rates. 
Figure 70: Type I Error versus Number of Events, Constant Hazard – PH, Group 1:3, 5% Event 
Rate 
 
Figure 71: Type I Error versus Number of Events, Constant Hazard – PH, Group 1:3, 10% 
Event Rate 
 
5/100 20/400 50/1,000 250/5,000 500/10,000 500/20,000
InteractionTest 0.0015 0.013 0.032 0.0395 0.052 0.0535
CorrelationTest 0.0805 0.048 0.048 0.0445 0.061 0.0505
SupremumTest 0.0805 0.0475 0.0645 0.049 0.057 0.052
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Constant Hazards PH - Group (1:3) with 5% Event Rate  
10/100 40/400 100/1,000 500/5,000
InteractionTest 0 0.028 0.0405 0.047
CorrelationTest 0.065 0.0455 0.0535 0.054
SupremumTest 0.0535 0.043 0.0565 0.057
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Type I error vs. Number of events / Sample size 
Constant Hazards PH - Group (1:3) with 10% Event Rate 
98 
 
 
 
 
Figure 72: Type I Error Versus Number of Events, Constant Hazard – PH, Group 1:3, 20% 
Event Rate 
 
Figure 73 Type I Error versus Number of Events, Constant Hazard – PH, Group 1:3, 50% 
Event Rate 
 
  
20/100 80/400 200/1,000 1000/5,000
InteractionTest 0.019 0.043 0.0435 0.044
CorrelationTest 0.056 0.0485 0.054 0.049
SupremumTest 0.0555 0.052 0.0555 0.0525
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Type I error vs. Number of events / Sample size 
Constant Hazards PH - Group (1:3) with 20% Event Rate  
50/100 200/400 500/1,000 2500/5,000
InteractionTest 0.035 0.0455 0.0445 0.058
CorrelationTest 0.0545 0.0445 0.0495 0.0585
SupremumTest 0.0585 0.0515 0.0585 0.058
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Type I error vs. Number of events / Sample size 
Constant Hazards PH - Group (1:3) with 50% Event Rate  
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Figure 74: Type I Error versus Number of Events, Constant Hazard – PH, Group 1:3, 100% 
Event Rate 
 
 
 
Figure 74 shows that the Type I error rates from the linear correlation test are 
conservative in all cases with a 100% event rate. Similar results are evident in those cases 
with an equal sample distribution of groups that have a 100% event rate. There is no 
conservative trend for this test in additional analyses when a 90% event rate is present. 
 
  
100/100 400/400 1,000/1,000 5,000/5,000
InteractionTest 0.0445 0.0515 0.0525 0.0605
CorrelationTest 0.0225 0.0255 0.026 0.0285
SupremumTest 0.0465 0.05 0.055 0.052
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Type I error vs. Number of events / Sample size 
Constant Hazards PH - Group (1:3) with 100% Event Rate 
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Table 6: Type I Error for Increasing Hazards (PH) by Number of Events, Group 1:3 
Group(1:3) 
Event 
Number N 
Event 
Rate 
Interaction 
Test 
Correlation 
Test 
Supremum 
Test 
 
1 100 1% 0.0000 0.0000 1.0000 
 
4 400 1% 0.0000 0.1475 0.1475 
 
5 100 5% 0.0000 0.0765 0.0765 
 
10 100 10% 0.0000 0.0610 0.0405 
 
10 1000 1% 0.0000 0.0685 0.0430 
 
20 100 20% 0.0135 0.0500 0.0520 
 
20 400 5% 0.0110 0.0505 0.0475 
 
30 100 30% 0.0270 0.0555 0.0515 
 
40 400 10% 0.0295 0.0550 0.0545 
 
50 100 50% 0.0335 0.0575 0.0575 
 
50 1000 5% 0.0310 0.0525 0.0505 
 
50 5000 1% 0.0360 0.0550 0.0560 
 
80 400 20% 0.0460 0.0555 0.0525 
 
100 100 100% 0.0455 0.0190 0.0580 
 
100 1000 10% 0.0305 0.0465 0.0490 
 
100 10000 1% 0.0405 0.0545 0.0585 
 
120 400 30% 0.0505 0.0555 0.0580 
 
200 400 50% 0.0535 0.0540 0.0585 
 
200 1000 20% 0.0475 0.0550 0.0565 
 
200 20000 1% 0.0490 0.0525 0.0455 
 
250 5000 5% 0.0575 0.0605 0.0590 
 
300 1000 30% 0.0385 0.0445 0.0505 
 
400 400 100% 0.0540 0.0245 0.0540 
 
500 1000 50% 0.0425 0.0420 0.0555 
 
500 5000 10% 0.0485 0.0490 0.0480 
 
500 10000 5% 0.0465 0.0525 0.0525 
 
1000 1000 100% 0.0450 0.0240 0.0555 
 
1000 5000 20% 0.0410 0.0465 0.0555 
 
1000 20000 5% 0.0495 0.0470 0.0460 
 
1500 5000 30% 0.0455 0.0435 0.0525 
 
2500 5000 50% 0.0460 0.0520 0.0535 
 
5000 5000 100% 0.0475 0.0215 0.0555 
 
  
101 
 
 
 
Table 7: Type I Error for Increasing Hazards (PH) by Number of Events, Group 1:1 
Group(1:1) 
 
Event 
Number N 
Event 
Rate 
Interaction 
Test 
Correlation 
Test 
Supremum 
Test 
 
1 100 1% 0.0000 0.0000 1.0000 
 
4 400 1% 0.0015 0.2100 0.2100 
 
5 100 5% 0.0000 0.1275 0.1275 
 
10 100 10% 0.0000 0.0640 0.0400 
 
10 1000 1% 0.0000 0.0755 0.0540 
 
20 100 20% 0.0155 0.0560 0.0480 
 
20 400 5% 0.0105 0.0535 0.0445 
 
30 100 30% 0.0230 0.0560 0.0490 
 
40 400 10% 0.0275 0.0535 0.0495 
 
50 100 50% 0.0385 0.0550 0.0600 
 
50 1000 5% 0.0360 0.0535 0.0545 
 
50 5000 1% 0.0375 0.0590 0.0555 
 
80 400 20% 0.0385 0.0450 0.0505 
 
100 100 100% 0.0455 0.0305 0.0480 
 
100 1000 10% 0.0310 0.0460 0.0520 
 
100 10000 1% 0.0370 0.0540 0.0600 
 
120 400 30% 0.0375 0.0445 0.0510 
 
200 400 50% 0.0445 0.0510 0.0505 
 
200 1000 20% 0.0410 0.0475 0.0480 
 
200 20000 1% 0.0420 0.0545 0.0520 
 
250 5000 5% 0.0460 0.0525 0.0640 
 
300 1000 30% 0.0385 0.0415 0.0485 
 
400 400 100% 0.0525 0.0350 0.0500 
 
500 1000 50% 0.0430 0.0570 0.0545 
 
500 5000 10% 0.0495 0.0530 0.0555 
 
500 10000 5% 0.0545 0.0500 0.0560 
 
1000 1000 100% 0.0460 0.0315 0.0440 
 
1000 5000 20% 0.0530 0.0565 0.0560 
 
1000 20000 5% 0.0565 0.0665 0.0610 
 
1500 5000 30% 0.0510 0.0505 0.0505 
 
2500 5000 50% 0.0475 0.0575 0.0555 
 
5000 5000 100% 0.0410 0.0345 0.0470 
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Table 8: Type I Error for Decreasing Hazards (PH) by Number of Events, Group 1:3 
Group(1:3) 
Event 
Number N 
Event 
Rate 
Interaction 
Test 
Correlation 
Test 
Supremum 
Test 
 
1 100 1% 0.0000 0.0000 1.0000 
 
4 400 1% 0.0005 0.1585 0.1585 
 
5 100 5% 0.0000 0.0790 0.1360 
 
10 100 10% 0.0000 0.0640 0.0495 
 
10 1000 1% 0.0005 0.0560 0.0435 
 
20 100 20% 0.0135 0.0620 0.0530 
 
20 400 5% 0.0150 0.0455 0.0525 
 
30 100 30% 0.0280 0.0500 0.0515 
 
40 400 10% 0.0290 0.0460 0.0505 
 
50 100 50% 0.0425 0.0530 0.0535 
 
50 1000 5% 0.0365 0.0570 0.0620 
 
50 5000 1% 0.0335 0.0625 0.0635 
 
80 400 20% 0.0370 0.0500 0.0540 
 
100 100 100% 0.0545 0.0200 0.0465 
 
100 1000 10% 0.0455 0.0560 0.0585 
 
100 10000 1% 0.0410 0.0495 0.0525 
 
120 400 30% 0.0440 0.0555 0.0625 
 
200 400 50% 0.0490 0.0485 0.0600 
 
200 1000 20% 0.0445 0.0480 0.0555 
 
200 20000 1% 0.0390 0.0500 0.0525 
 
250 5000 5% 0.0430 0.0415 0.0465 
 
300 1000 30% 0.0440 0.0375 0.0450 
 
400 400 100% 0.0490 0.0205 0.0490 
 
500 1000 50% 0.0490 0.0490 0.0530 
 
500 5000 10% 0.0410 0.0500 0.0555 
 
500 10000 5% 0.0385 0.0480 0.0495 
 
1000 1000 100% 0.0505 0.0250 0.0520 
 
1000 5000 20% 0.0465 0.0575 0.0555 
 
1000 20000 5% 0.0460 0.0500 0.0545 
 
1500 5000 30% 0.0460 0.0495 0.0535 
 
2500 5000 50% 0.0505 0.0530 0.0550 
 
5000 5000 100% 0.0515 0.0275 0.0510 
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Table 9: Type I Error for Decreasing Hazards (PH) by Number of Events, Group 1:1 
Group(1:1) 
Event 
Number N 
Event 
Rate 
Interaction 
Test 
Correlation 
Test 
Supremum 
Test 
 
1 100 1% 0.0000 0.0000 1.0000 
 
4 400 1% 0.0015 0.2010 0.2010 
 
5 100 5% 0.0005 0.1245 0.1245 
 
10 100 10% 0.0000 0.0635 0.0510 
 
10 1000 1% 0.0005 0.0710 0.0605 
 
20 100 20% 0.0195 0.0565 0.0480 
 
20 400 5% 0.0120 0.0520 0.0450 
 
30 100 30% 0.0280 0.0535 0.0585 
 
40 400 10% 0.0285 0.0490 0.0475 
 
50 100 50% 0.0335 0.0505 0.0495 
 
50 1000 5% 0.0305 0.0440 0.0430 
 
50 5000 1% 0.0360 0.0560 0.0530 
 
80 400 20% 0.0355 0.0495 0.0490 
 
100 100 100% 0.0440 0.0330 0.0485 
 
100 1000 10% 0.0500 0.0605 0.0645 
 
100 10000 1% 0.0400 0.0515 0.0495 
 
120 400 30% 0.0390 0.0480 0.0565 
 
200 400 50% 0.0440 0.0485 0.0470 
 
200 1000 20% 0.0410 0.0450 0.0540 
 
200 20000 1% 0.0335 0.0455 0.0435 
 
250 5000 5% 0.0410 0.0445 0.0515 
 
300 1000 30% 0.0395 0.0510 0.0530 
 
400 400 100% 0.0440 0.0365 0.0575 
 
500 1000 50% 0.0355 0.0460 0.0485 
 
500 5000 10% 0.0510 0.0525 0.0480 
 
500 10000 5% 0.0465 0.0445 0.0500 
 
1000 1000 100% 0.0395 0.0295 0.0425 
 
1000 5000 20% 0.0490 0.0570 0.0550 
 
1000 20000 5% 0.0500 0.0540 0.0560 
 
1500 5000 30% 0.0475 0.0500 0.0525 
 
2500 5000 50% 0.0470 0.0475 0.0555 
 
5000 5000 100% 0.0480 0.0390 0.0525 
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In Tables 6 through 9, the actual Type I error rates from the other two PH 
scenarios, increasing hazards and decreasing hazards, are similar to what we find with 
constant hazards scenario. 
In general, the conservative and liberal trends are less extreme for greater 
numbers of events, and the difference between the methods becomes smaller for cases of 
greater numbers of events. As sample size increases to 200, the estimated Type I error 
rates tend to be closer to 0.05 of the nominal level for all three statistical tests. Different 
sample distributions for groups have a similar influence on the Type I error rate in three 
scenarios of proportionality. 
The correlation test and the supremum test tend to show that Type I error rates 
appear elevated. The interaction test is slightly conservative. When a sample size is large 
enough, all three tests perform well at controlling Type I error. In summary, with a small 
number of events, the time interaction test is conservative, while the linear correlation 
test and the supremum test are relatively liberal. 
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3.2.2.2 Results for Power 
In the non-PH increasing hazards scenario, power for each statistical test increases with 
increasing sample size at the same event rate (ie, with increasing numbers of events), 
when the number of events is large enough, based on our Type I error study. For example, 
Figure 76 shows that, at the same event rate of 50% with varying sample sizes of 100, 
400, 1000, and 5000 subjects, the power increases with increasing numbers of events. 
Figure 75 displays the corresponding Type I error that is preserved around the nominal 
range (approximately 0.05) except for the time interaction test, which has a lower rate. 
Figure 75: Type I Error versus Number of Events, Increasing Hazards – PH, Group 1:3, 50% 
Event Rate 
 
 
 
 
50/100 200/400 500/1,000 2,500/5,000
Interaction Test 0.0335 0.0535 0.0425 0.046
Correlation Test 0.0575 0.054 0.042 0.052
Supremum Test 0.0575 0.0585 0.0555 0.0535
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Increasing Hazards -PH, Group (1:3), 50% Event Rate 
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Figure 76: Power versus Number of Events, Increasing Hazard Non-PH, Group 1:3, 50% 
Event Rate 
 
Figure 77: Power versus Number of Events, Increasing Hazard Non-PH, Group 1:3, 
N=1000 
 
50/100 200/400 500/1,000 2,500/5,000
Interaction Test 13.3% 49.6% 87.7% 100.0%
Correlation Test 12.9% 40.7% 78.1% 100.0%
Supremum Test 10.6% 34.1% 69.4% 100.0%
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90.0%
100.0%
Power vs. Number of events / Sample size 
Increasing Hazards Non-PH - Group (1:3) , 50% Event Rate 
10 50 100 200 300 500 1000
1% 5% 10% 20% 30% 50% 100%
Interaction Test 0.0% 11.5% 25.9% 49.0% 67.2% 87.7% 99.8%
Correlation Test 7.9% 13.2% 22.8% 40.2% 55.5% 78.1% 99.6%
Supremum Test 6.0% 12.0% 19.7% 34.6% 48.5% 69.4% 98.4%
0.0%
10.0%
20.0%
30.0%
40.0%
50.0%
60.0%
70.0%
80.0%
90.0%
100.0%
Power vs. Number of event (Event rate), N = 1000 
Increasing Hazards Non-PH, Group (1:3) 
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In the non-PH increasing hazards scenario, power for each statistical test increases 
with increasing event rate at the same sample size, when the number of events is large 
enough to reach the nominal range for Type I error. An example is displayed in Figure 77. 
It reveals that both the sample size and the event rate contribute to the power of test; thus 
the number of events plays the pivotal role in affecting the test to detect non-
proportionality. 
In the non-PH increasing hazards scenario, the time interaction test has equal or 
greater power than the other tests when the number of events is greater than or equal to 
80 or 100 subjects in unequal or equal sample distribution, respectively. The linear 
correlation test has equal or greater power than the supremum test. If the number of 
events is relatively smaller (unequal case<80; equal case<100), the linear correlation test 
has slightly better power compared to the supremum test, and the interaction test has the 
least or very low power to detect a violation in the increasing hazard scenario. 
There is not a significant difference in power when comparing the equal sample 
distribution to the unequal case. See more details in Tables 10 and 11. 
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Table 10: Power for Increasing Hazards (Non-PH) by Number of Events, Group 1:3 
Group 1:3 
Event 
Number N 
Event 
Rate 
Interaction 
Test 
Correlation 
Test 
Supremum 
Test 
 
1 100 1% 0.0% 0.0% 100.0% 
 
4 400 1% 0.1% 12.0% 12.0% 
 
5 100 5% 0.0% 5.9% 5.9% 
 
10 1000 1% 0.0% 7.9% 6.0% 
 
10 100 10% 0.0% 7.7% 6.6% 
 
20 100 20% 3.5% 8.5% 7.2% 
 
20 400 5% 2.3% 8.1% 7.7% 
 
30 100 30% 7.2% 9.9% 7.7% 
 
40 400 10% 10.6% 13.5% 10.8% 
 
50 5000 1% 10.0% 12.6% 11.4% 
 
50 1000 5% 11.5% 13.2% 12.0% 
 
50 100 50% 13.3% 12.9% 10.6% 
 
80 400 20% 22.7% 20.4% 18.0% 
 
100 10000 1% 24.5% 23.4% 19.5% 
 
100 1000 10% 25.9% 22.8% 19.7% 
 
100 100 100% 30.1% 26.3% 19.0% 
 
120 400 30% 32.0% 27.7% 23.3% 
 
200 20000 1% 48.7% 41.1% 34.0% 
 
200 1000 20% 49.0% 40.2% 34.6% 
 
200 400 50% 49.6% 40.7% 34.1% 
 
250 5000 5% 60.3% 49.7% 42.7% 
 
300 1000 30% 67.2% 55.5% 48.5% 
 
400 400 100% 87.1% 81.1% 71.4% 
 
500 10000 5% 88.0% 77.9% 70.2% 
 
500 5000 10% 88.6% 77.4% 70.6% 
 
500 1000 50% 87.7% 78.1% 69.4% 
 
1000 1000 100% 99.8% 99.6% 98.4% 
 
1000 5000 20% 99.5% 97.1% 94.7% 
 
1000 20000 5% 99.5% 97.7% 95.4% 
 
1500 5000 30% 100.0% 99.7% 99.0% 
 
2500 5000 50% 100.0% 100.0% 100.0% 
 
5000 5000 100% 100.0% 100.0% 100.0% 
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Table 11: Power for Increasing Hazards (Non-PH) by Number of Events, Group 1:1 
Group 1:1 
Event 
Number N 
Event 
Rate 
Interaction 
Test 
Correlation 
Test 
Supremum 
Test 
 
1 100 1% 0.0% 0.0% 100.0% 
 
4 400 1% 0.2% 41.4% 41.4% 
 
5 100 5% 0.0% 16.2% 16.2% 
 
10 1000 1% 0.2% 14.5% 12.4% 
 
10 100 10% 0.0% 7.5% 5.0% 
 
20 100 20% 2.0% 8.7% 8.2% 
 
20 400 5% 1.1% 6.8% 5.0% 
 
30 100 30% 5.7% 10.6% 10.9% 
 
40 400 10% 5.9% 11.7% 10.4% 
 
50 5000 1% 3.5% 9.1% 7.1% 
 
50 1000 5% 6.6% 11.8% 10.6% 
 
50 100 50% 12.1% 14.3% 12.4% 
 
80 400 20% 19.0% 20.2% 19.7% 
 
100 10000 1% 11.3% 15.7% 14.2% 
 
100 1000 10% 20.9% 23.0% 19.6% 
 
100 100 100% 38.6% 33.9% 26.9% 
 
120 400 30% 32.6% 30.5% 27.1% 
 
200 20000 1% 27.4% 28.9% 24.7% 
 
200 1000 20% 48.6% 41.9% 36.3% 
 
200 400 50% 55.5% 48.9% 42.2% 
 
250 5000 5% 46.8% 43.0% 37.3% 
 
300 1000 30% 69.4% 60.8% 52.3% 
 
400 400 100% 95.2% 92.2% 84.4% 
 
500 10000 5% 81.8% 72.9% 65.1% 
 
500 5000 10% 84.6% 77.8% 69.3% 
 
500 1000 50% 92.2% 86.2% 78.8% 
 
1000 1000 100% 100.0% 99.9% 99.7% 
 
1000 5000 20% 99.6% 98.2% 96.4% 
 
1000 20000 5% 98.6% 95.0% 91.9% 
 
1500 5000 30% 100.0% 99.8% 99.8% 
 
2500 5000 50% 100.0% 100.0% 100.0% 
 
5000 5000 100% 100.0% 100.0% 100.0% 
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Figure 78: Power versus Event Rates, Increasing Hazard Non-PH, Group (1:1), Number of 
Events=100 
 
 
Figure 79: Power versus Event Rates, Increasing Hazard Non-PH, Group 1:1, Number of 
Events=200 
 
 
 
  
1% 10% 100%
10000 1000 100
Interaction Test 11.3% 20.9% 38.6%
Correlation Test 15.7% 23.0% 33.9%
Supremum Test 14.2% 19.6% 26.9%
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Power vs. Event Rate ( Sample size), Number of events = 100  
Increasing Hazards Non-PH, Group (1:1) 
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20000 1000 400
Interaction Test 27.4% 48.6% 55.5%
Correlation Test 28.9% 41.9% 48.9%
Supremum Test 24.7% 36.3% 42.2%
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Figure 80: Power versus Event Rates, Increasing Hazard Non-PH, Group 1:1, Number of 
Events=500 
 
 
 
For the same relatively small number of events, power increases with an 
increasing event rate, particularly in the cases of equal sample distribution for all three 
tests. Figures 78 through 80 display the increasing trend in power with increasing event 
rates using three event numbers (100, 200, and 500) for the three tests. These tables also 
demonstrate that the interaction test yields an equal or greater power, while the Type I 
error rate approximately equals the nominal level when the number of events is greater 
than 100 or 200. The linear correlation test has slightly better power when the event rate 
is equal to or less than 10% with a relatively small number of events ( 100). 
 
  
5% 10% 50%
10000 5000 1000
Interaction Test 81.8% 84.6% 92.2%
Correlation Test 72.9% 77.8% 86.2%
Supremum Test 65.1% 69.3% 78.8%
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Table 12: Power for Decreasing Hazards (Non-PH) by Number of Events, Group 1:3 
Group(1:3) 
Event 
Number N 
Event 
Rate 
Interaction 
Test 
Correlation 
Test 
Supremum 
Test 
 
1 100 1% 0.0% 0.0% 100.0% 
 
4 400 1% 0.0% 84.7% 84.7% 
 
5 100 5% 0.0% 65.3% 65.3% 
 
10 100 10% 0.0% 31.0% 29.3% 
 
10 1000 1% 0.1% 67.7% 67.4% 
 
20 100 20% 0.2% 8.5% 4.4% 
 
20 400 5% 0.1% 23.0% 20.0% 
 
30 100 30% 1.4% 9.0% 5.5% 
 
40 400 10% 1.1% 9.2% 4.0% 
 
50 100 50% 10.6% 18.7% 15.0% 
 
50 1000 5% 0.8% 9.0% 3.7% 
 
50 5000 1% 0.1% 18.5% 15.3% 
 
80 400 20% 9.4% 18.1% 14.1% 
 
100 100 100% 51.0% 40.8% 41.0% 
 
100 1000 10% 8.7% 17.6% 11.4% 
 
100 10000 1% 0.7% 9.9% 4.1% 
 
120 400 30% 26.6% 32.0% 26.3% 
 
200 400 50% 65.2% 63.4% 56.5% 
 
200 1000 20% 39.0% 42.1% 34.9% 
 
200 20000 1% 3.6% 13.4% 6.9% 
 
250 5000 5% 23.3% 30.6% 24.3% 
 
300 1000 30% 71.2% 67.9% 60.3% 
 
400 400 100% 99.4% 98.5% 96.7% 
 
500 1000 50% 97.3% 94.9% 91.1% 
 
500 5000 10% 73.8% 70.7% 61.7% 
 
500 10000 5% 55.5% 55.1% 47.6% 
 
1000 1000 100% 100.0% 100.0% 100.0% 
 
1000 5000 20% 99.4% 98.8% 97.8% 
 
1000 20000 5% 91.2% 86.4% 80.7% 
 
1500 5000 30% 100.0% 100.0% 100.0% 
 
2500 5000 50% 100.0% 100.0% 100.0% 
 
5000 5000 100% 100.0% 100.0% 100.0% 
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Table 13: Power for Decreasing Hazards (Non-PH) by Number of Events, Group 1:1 
Group(1:1) 
Event 
Number N 
Event 
Rate 
Interaction 
Test 
Correlation 
Test 
Supremum 
Test 
 
1 100 1% 0.0% 0.0% 100.0% 
 
4 400 1% 0.1% 60.2% 60.2% 
 
5 100 5% 0.0% 24.7% 24.7% 
 
10 100 10% 0.0% 9.0% 5.9% 
 
10 1000 1% 0.0% 30.2% 27.9% 
 
20 100 20% 2.3% 11.3% 10.1% 
 
20 400 5% 0.9% 9.7% 6.4% 
 
30 100 30% 7.7% 15.8% 14.4% 
 
40 400 10% 7.7% 16.2% 14.1% 
 
50 100 50% 21.6% 26.3% 22.3% 
 
50 1000 5% 7.6% 16.8% 14.8% 
 
50 5000 1% 2.0% 10.2% 5.4% 
 
80 400 20% 30.9% 33.1% 29.0% 
 
100 100 100% 66.1% 58.4% 51.5% 
 
100 1000 10% 33.1% 35.4% 28.8% 
 
100 10000 1% 9.0% 18.8% 12.8% 
 
120 400 30% 56.3% 51.2% 44.5% 
 
200 400 50% 85.2% 78.4% 70.1% 
 
200 1000 20% 74.6% 66.5% 61.0% 
 
200 20000 1% 27.7% 33.2% 27.6% 
 
250 5000 5% 68.9% 65.4% 56.5% 
 
300 1000 30% 92.2% 87.7% 81.5% 
 
400 400 100% 99.9% 99.6% 98.6% 
 
500 1000 50% 99.6% 99.1% 97.6% 
 
500 5000 10% 98.5% 95.5% 91.7% 
 
500 10000 5% 95.6% 91.3% 86.3% 
 
1000 1000 100% 100.0% 100.0% 100.0% 
 
1000 5000 20% 100.0% 100.0% 100.0% 
 
1000 20000 5% 100.0% 100.0% 99.1% 
 
1500 5000 30% 100.0% 100.0% 100.0% 
 
2500 5000 50% 100.0% 100.0% 100.0% 
 
5000 5000 100% 100.0% 100.0% 100.0% 
 
  
114 
 
 
 
In the non-PH decreasing hazards scenario, similar trends in power as the results 
with increasing hazard scenario are observed. The time interaction test shows greater 
power compared to the other two tests. The supremum test has the least power to detect 
non-proportionality. This phenomenon happens in the situation when both the number of 
events (unequal and equal sample: 100) and event rate (unequal sample: >30% ;equal 
sample: >10%) are large. Whereas if the number of events is relatively small (<200) 
and/or with lower event rate (    ), the linear correlation test has better power than the 
other two tests. See more details in Tables 12-13. 
 
Figure 81: Power among Group (1:3) versus Group (1:1) for All Tests, Decreasing Hazard 
Non-PH, N=400 with 5% Event Rate 
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Figure 82: Power among Group (1:3) versus Group (1:1) for All Tests, Decreasing Hazard 
Non-PH, N=10,000 with 5% Event Rate 
 
 
 
 
Different distributions of group membership when conducting these tests have 
much more effect on power. In the situation of a low event rate ( 10%) and a low event 
number (<50), the correlation test and supremum test yield greater power for unequal 
sample sizes (Group 1:3) than with equal sample sizes (Group 1:1). Figure 81 shows an 
almost 13% decrease in power for the unequal sample case when compared with the 
equal sample distribution in the same sample size of 400 with a 5% event rate. In the case 
of a relatively large event number, all three tests yield lower powers in unequal sample 
distribution cases in comparison to those in equal sample distribution cases. Figure 82 
displays an almost 40% increase in power for the unequal sample compared with the 
equal sample using the same dataset, with a sample size of 10,000 and a 5% event rate. 
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Figure 83: Power among Group (1:3) versus Group (1:1) for All Tests, Crossing Hazard 
Non-PH, N=1,000 with 10% Event Rate 
 
 
 
 
In the crossing hazards scenario, similarly, power increases quickly with 
increasing number of events; and increases with increasing event rate when the numbers 
of event are same. The linear correlation has more power compared to others, particularly 
in the case with lower event rate (    ). For instance, Figure 83 displays, in equal 
sample distribution cases with the sample size of 1,000 and a 10% event rate, the powers 
are 46.4%, 56.5%, and 46.8% for the interaction, correlation, and supremum test, 
respectively. There is an approximately 10% increase in power for correlation test 
compared to the other two tests. The similar finding that the correlation test is more 
powerful to detect a violation in unequal samples with small event number is displayed in 
Figure 83. Different effects between equal and unequal samples are observed also. 
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Table 14: Power for Crossing Hazards (Non-PH) in Small Event Rates, Group 1:3 
Group(1:3) 
Event 
Rate 
Event 
Number N 
Interaction 
Test 
Correlation 
Test 
Supremum 
Test 
 
1% 1 100 0.0% 0.0% 100.0% 
 
1% 4 400 0.0% 97.9% 97.9% 
 
1% 10 1000 0.1% 95.2% 95.2% 
 
1% 50 5000 0.0% 78.4% 78.2% 
 
1% 100 10000 0.0% 63.5% 63.2% 
 
1% 200 20000 0.2% 43.5% 41.4% 
 
5% 5 100 0.0% 87.6% 87.6% 
 
5% 20 400 0.0% 61.9% 61.3% 
 
5% 50 1000 0.1% 35.8% 33.0% 
 
5% 250 5000 5.8% 24.5% 9.4% 
 
5% 500 10000 31.8% 50.7% 36.3% 
 
5% 1000 20000 75.9% 79.5% 71.4% 
 
10% 10 100 0.0% 65.2% 60.6% 
 
10% 40 400 0.0% 19.4% 15.4% 
 
10% 100 1000 3.1% 20.7% 6.6% 
 
10% 500 5000 74.9% 78.6% 69.3% 
       
 
Table 14 presents findings that the interaction test has very low power to detect a 
violation in the crossing hazard scenario, in all cases with a 1% or a 5% event rate, except 
in those cases with extremely large sample sizes of 10,000 and 20,000 subjects and a 5% 
event rate, or in the case of a sample size of 5,000 with a 5% event rate in equal sample 
distribution. Even in some cases with event rates of 10%, 20%, or 30%, with relatively 
small event numbers, the power from the interaction test is very low, indicating that the 
event rate plays an important role as the event number. If the event number and event rate 
are large enough, the interaction test has improved power. By contrast, the correlation test 
and supremum test have greater power in cases with a lower event rate and a small event 
number. 
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The power is greater in the crossing hazards situation than those in the scenarios 
of non-PH of increasing and decreasing hazard. See further details in Tables 15 and 16. 
Table 15: Power for Crossing Hazards (Non-PH) by Number of Events, Group 1:3 
Group(1:3) 
Event 
Number N 
Event 
Rate 
Interaction 
Test 
Correlation 
Test 
Supremum 
Test 
 
1 100 1% 0.0% 0.0% 100.0% 
 
4 400 1% 0.0% 97.9% 97.9% 
 
5 100 5% 0.0% 87.6% 87.6% 
 
10 100 10% 0.0% 65.2% 60.6% 
 
10 1000 1% 0.1% 95.2% 95.2% 
 
20 100 20% 0.0% 19.6% 15.3% 
 
20 400 5% 0.0% 61.9% 61.3% 
 
30 100 30% 1.4% 16.8% 7.8% 
 
40 400 10% 0.0% 19.4% 15.4% 
 
50 100 50% 25.2% 39.7% 32.8% 
 
50 1000 5% 0.1% 35.8% 33.0% 
 
50 5000 1% 0.0% 78.4% 78.2% 
 
80 400 20% 12.1% 32.2% 19.4% 
 
100 100 100% 93.0% 87.2% 83.8% 
 
100 1000 10% 3.1% 20.7% 6.6% 
 
100 10000 1% 0.0% 63.5% 63.2% 
 
120 400 30% 54.6% 64.9% 54.5% 
 
200 400 50% 97.5% 96.4% 93.9% 
 
200 1000 20% 62.2% 69.5% 58.7% 
 
200 20000 1% 0.2% 43.5% 41.4% 
 
250 5000 5% 5.8% 24.5% 9.4% 
 
300 1000 30% 96.2% 95.5% 91.5% 
 
400 400 100% 100.0% 100.0% 100.0% 
 
500 1000 50% 100.0% 100.0% 100.0% 
 
500 5000 10% 74.9% 78.6% 69.3% 
 
500 10000 5% 31.8% 50.7% 36.3% 
 
1000 1000 100% 100.0% 100.0% 100.0% 
 
1000 5000 20% 100.0% 100.0% 100.0% 
 
1000 20000 5% 75.9% 79.5% 71.4% 
 
1500 5000 30% 100.0% 100.0% 100.0% 
 
2500 5000 50% 100.0% 100.0% 100.0% 
 
5000 5000 100% 100.0% 100.0% 100.0% 
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Table 16: Power for Crossing Hazards (Non-PH) by Number of Events, Group (1:1) 
Group(1:1) 
Event 
Number N 
Event 
Rate 
Interaction 
Test 
Correlation 
Test 
Supremum 
Test 
 
1 100 1% 0.0% 0.0% 100.0% 
 
4 400 1% 0.0% 90.4% 90.4% 
 
5 100 5% 0.0% 59.0% 59.0% 
 
10 100 10% 0.0% 21.7% 17.4% 
 
10 1000 1% 0.1% 79.5% 79.4% 
 
20 100 20% 1.6% 17.9% 13.9% 
 
20 400 5% 0.1% 22.4% 17.0% 
 
30 100 30% 16.5% 34.7% 31.5% 
 
40 400 10% 6.6% 25.7% 18.0% 
 
50 100 50% 59.5% 63.1% 55.7% 
 
50 1000 5% 3.0% 18.8% 8.8% 
 
50 5000 1% 0.1% 40.4% 38.0% 
 
80 400 20% 61.9% 66.7% 59.2% 
 
100 100 100% 98.0% 95.1% 90.6% 
 
100 1000 10% 46.4% 56.6% 46.8% 
 
100 10000 1% 0.2% 19.1% 11.9% 
 
120 400 30% 92.4% 89.8% 84.0% 
 
200 400 50% 99.9% 99.6% 99.0% 
 
200 1000 20% 98.6% 97.5% 95.2% 
 
200 20000 1% 1.7% 18.1% 5.7% 
 
250 5000 5% 74.1% 77.8% 70.1% 
 
300 1000 30% 100.0% 100.0% 99.9% 
 
400 400 100% 100.0% 100.0% 100.0% 
 
500 1000 50% 100.0% 100.0% 100.0% 
 
500 5000 10% 100.0% 100.0% 99.8% 
 
500 10000 5% 98.4% 97.8% 95.4% 
 
1000 1000 100% 100.0% 100.0% 100.0% 
 
1000 5000 20% 100.0% 100.0% 100.0% 
 
1000 20000 5% 100.0% 100.0% 100.0% 
 
1500 5000 30% 100.0% 100.0% 100.0% 
 
2500 5000 50% 100.0% 100.0% 100.0% 
 
5000 5000 100% 100.0% 100.0% 100.0% 
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In the case of the non-PH diverging hazards scenario, results are similar to those 
in the crossing hazards scenario, and indicate that the correlation test always has equal or 
greater power than the supremum test, and that the interaction test has the least power, 
particularly in the presence of a low event rate (less than 20%) with small event numbers. 
The interaction test has very low power to detect this violation in the diverging 
hazard scenario in all cases with a 1% or 5% event rate, except in cases of extremely 
large sample sizes of 5,000, 10,000 and 20,000 subjects, with a 5% event rate in unequal 
sample distribution. Even with event rates of 10% and 20% with relatively small event 
numbers, the power of the interaction test is small. If the event rate is larger than 20%, 
with the number of events greater than 80, power from the interaction test has been 
observed to improve dramatically. See Tables 17 and 18 for further details. 
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Table 17: Power for Diverging Hazards (Non-PH) by Number of Events, Group 1:3 
Group 1:3 
Event 
Number N 
Event 
Rate 
Interaction 
Test 
Correlation 
Test 
Supremum 
Test 
 
1 100 1% 0.0% 0.0% 100.0% 
 
4 400 1% 0.0% 99.9% 99.9% 
 
5 100 5% 0.0% 77.2% 77.2% 
 
10 100 10% 0.0% 29.5% 22.4% 
 
10 1000 1% 0.0% 99.8% 99.8% 
 
20 100 20% 15.4% 69.2% 66.9% 
 
20 400 5% 0.0% 55.1% 50.8% 
 
30 100 30% 71.2% 87.5% 84.6% 
 
40 400 10% 35.5% 76.1% 61.5% 
 
50 100 50% 97.9% 97.0% 95.9% 
 
50 1000 5% 1.1% 37.7% 22.6% 
 
50 5000 1% 0.1% 98.5% 98.5% 
 
80 400 20% 100.0% 100.0% 100.0% 
 
100 100 100% 100.0% 99.9% 99.4% 
 
100 1000 10% 98.3% 99.4% 98.6% 
 
100 10000 1% 0.0% 97.8% 97.8% 
 
120 400 30% 100.0% 100.0% 100.0% 
 
200 400 50% 100.0% 100.0% 100.0% 
 
200 1000 20% 100.0% 100.0% 100.0% 
 
200 20000 1% 0.1% 95.8% 95.8% 
 
250 5000 5% 59.7% 87.9% 65.3% 
 
300 1000 30% 100.0% 100.0% 100.0% 
 
400 400 100% 100.0% 100.0% 100.0% 
 
500 1000 50% 100.0% 100.0% 100.0% 
 
500 5000 10% 100.0% 100.0% 100.0% 
 
500 10000 5% 97.3% 99.1% 96.6% 
 
1000 1000 100% 100.0% 100.0% 100.0% 
 
1000 5000 20% 100.0% 100.0% 100.0% 
 
1000 10000 10% 100.0% 100.0% 100.0% 
 
1000 20000 5% 100.0% 100.0% 100.0% 
 
1500 5000 30% 100.0% 100.0% 100.0% 
 
2500 5000 50% 100.0% 100.0% 100.0% 
 
5000 5000 100% 100.0% 100.0% 100.0% 
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Table 18: Power for Diverging Hazards (Non-PH) by Number of Events, Group 1:1 
Group 1:1 
Event 
Number N 
Event 
Rate 
Interaction 
Test 
Correlation 
Test 
Supremum 
Test 
 
1 100 1% 0.0% 0.0% 100.0% 
 
4 400 1% 0.0% 100.0% 100.0% 
 
5 100 5% 0.0% 98.5% 98.5% 
 
10 100 10% 0.0% 83.3% 82.6% 
 
10 1000 1% 0.0% 100.0% 100.0% 
 
20 100 20% 0.5% 32.0% 20.2% 
 
20 400 5% 0.0% 97.1% 97.1% 
 
30 100 30% 24.7% 70.0% 59.0% 
 
40 400 10% 0.0% 65.3% 62.7% 
 
50 100 50% 97.8% 99.1% 97.7% 
 
50 1000 5% 0.0% 93.7% 93.7% 
 
50 5000 1% 0.0% 99.8% 99.8% 
 
80 400 20% 53.5% 84.3% 67.5% 
 
100 100 100% 100.0% 100.0% 100.0% 
 
100 1000 10% 0.3% 42.7% 33.2% 
 
100 10000 1% 0.0% 100.0% 100.0% 
 
120 400 30% 100.0% 100.0% 100.0% 
 
200 400 50% 100.0% 100.0% 100.0% 
 
200 1000 20% 99.8% 99.9% 99.4% 
 
200 20000 1% 0.0% 100.0% 100.0% 
 
250 5000 5% 0.0% 76.0% 75.2% 
 
300 1000 30% 100.0% 100.0% 100.0% 
 
400 400 100% 100.0% 100.0% 100.0% 
 
500 1000 50% 100.0% 100.0% 100.0% 
 
500 5000 10% 33.2% 74.1% 39.6% 
 
500 10000 5% 0.1% 57.5% 54.5% 
 
1000 1000 100% 100.0% 100.0% 100.0% 
 
1000 5000 20% 100.0% 100.0% 100.0% 
 
1000 10000 10% 89.2% 96.7% 89.0% 
 
1000 20000 5% 0.1% 41.8% 30.8% 
 
1500 5000 30% 100.0% 100.0% 100.0% 
 
2500 5000 50% 100.0% 100.0% 100.0% 
 
5000 5000 100% 100.0% 100.0% 100.0% 
 
123 
 
 
 
Figure 84: Power among Group (1:3) versus Group (1:1) for All Tests, Diverging Hazard 
Non-PH, N=1,000 with 5% Event Rate 
 
Figure 85: Power among Group (1:3) versus Group (1:1) for All Tests, Diverging Hazard 
Non-PH, N=10,000 with 5% Event Rate 
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84 shows that, in a situation with a low event rate ( 10%) and a low event number (<50), 
the correlation test and supremum test obtained 56% and 71% weaker power, 
respectively, with unequal sample sizes (Group 1:3) than with equal sample sizes (Group 
1:1), using the same dataset of 1000 subjects and a 5% event rate.  
In the case of a relatively large event number, all three tests yielded greater power 
in an unequal sample distribution case compared with those shown in equal sample 
distribution cases. Figure 85 displays almost 97%, 42%, and 42% higher power, 
respectively for the interaction, correlation, and supermum tests in unequal sample 
distribution cases compared to those in equal sample distribution cases, using the same 
dataset of 10,000 subjects and a 5% event rate. 
 
  
125 
 
 
 
Figure 86: Power versus Event Rates, Non-Monotonically Changing Hazards-Non-PH, 
Group 1:1, Number of Events=500 
 
Figure 87: Power versus Event Rates, Non-Monotonically Changing Hazards-Non-PH, 
Group 1:3, Number of Events=500 
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In the case of a non-monotonically changing hazard scenario, power for each 
statistical test increases with increasing numbers of events, when the number of events is 
large enough based on our Type I error study. Only in the situation of equal sample sizes, 
the phenomenon is observed that the power increases with increasing event rates (for all 
cases with the same number of events); this does not occur with an unequal sample (see 
Figures 86 and 87). 
The time interaction test has equal or greater power than the other tests when the 
number of events is greater than 100 or 200 with unequal and equal sample distributions 
respectively, with a maximum difference in power of 10% as compared to other tests. 
The linear correlation test has equal or greater power than the supremum test, with a 
maximum difference in power of 9%. If the number of events is relatively small (unequal 
case<100; equal case<200), the linear correlation test has equal or slightly greater power 
compared with the power reported in the supremum test, and the interaction test has the 
least  or very low power to detect a violation in the non-monotonically changing hazard 
scenario. 
There is no significant difference in power when comparing the equal sample 
distribution to the unequal case, which is similar to the findings of the increasing hazards 
scenario (see Tables 19 and 20). 
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Table 19: Power for Non-Monotonically Changing Hazards (Non-PH) by Number of Events, 
Group 1:3 
Group(1:3) 
Event 
Number N 
Event 
Rate 
Interaction 
Test 
Correlation 
Test 
Supremum 
Test 
 
1 100 1% 0.0% 0.0% 100.0% 
 
4 400 1% 0.1% 13.5% 13.5% 
 
5 100 5% 0.1% 6.2% 6.5% 
 
10 100 10% 0.0% 7.6% 6.6% 
 
10 1000 1% 0.0% 6.9% 5.7% 
 
20 100 20% 2.8% 6.3% 6.6% 
 
20 400 5% 2.0% 6.9% 6.5% 
 
30 100 30% 5.1% 8.0% 7.2% 
 
40 400 10% 6.1% 7.4% 7.4% 
 
50 100 50% 8.2% 8.7% 8.3% 
 
50 1000 5% 7.9% 9.0% 8.2% 
 
50 5000 1% 5.9% 7.8% 7.8% 
 
80 400 20% 13.0% 12.4% 11.9% 
 
100 100 100% 10.2% 9.9% 9.9% 
 
100 1000 10% 13.2% 13.3% 11.8% 
 
100 10000 1% 9.3% 10.3% 9.7% 
 
120 400 30% 16.5% 14.6% 13.9% 
 
200 400 50% 24.0% 19.7% 18.4% 
 
200 1000 20% 25.7% 20.7% 18.7% 
 
200 20000 1% 17.3% 16.6% 14.5% 
 
250 5000 5% 29.4% 26.5% 21.9% 
 
300 1000 30% 38.8% 32.3% 26.1% 
 
400 400 100% 38.4% 33.1% 31.3% 
 
500 1000 50% 52.8% 43.8% 38.4% 
 
500 5000 10% 52.3% 44.3% 36.8% 
 
500 10000 5% 49.2% 42.6% 36.7% 
 
1000 1000 100% 77.3% 68.8% 66.0% 
 
1000 5000 20% 83.3% 73.8% 66.3% 
 
1000 20000 5% 76.7% 66.7% 57.9% 
 
1500 5000 30% 95.1% 89.2% 84.7% 
 
2500 5000 50% 99.4% 98.7% 97.5% 
 
5000 5000 100% 100.0% 100.0% 100.0% 
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Table 20: Power for Non-Monotonically Changing Hazards (Non-PH) by Number of Events, 
Group 1:1 
Group(1:1) 
Event 
Number N 
Event 
Rate 
Interaction 
Test 
Correlation 
Test 
Supremum 
Test 
 
1 100 1% 0.0% 0.0% 100.0% 
 
4 400 1% 0.1% 38.2% 38.2% 
 
5 100 5% 0.0% 22.0% 22.3% 
 
10 100 10% 0.0% 8.8% 6.0% 
 
10 1000 1% 0.1% 14.3% 11.8% 
 
20 100 20% 1.7% 6.6% 5.6% 
 
20 400 5% 0.7% 5.3% 3.3% 
 
30 100 30% 3.4% 7.1% 6.8% 
 
40 400 10% 3.5% 6.5% 5.9% 
 
50 100 50% 7.7% 9.4% 9.6% 
 
50 1000 5% 4.0% 7.5% 6.8% 
 
50 5000 1% 2.5% 5.2% 4.8% 
 
80 400 20% 7.4% 9.0% 8.7% 
 
100 100 100% 13.0% 13.0% 14.0% 
 
100 1000 10% 8.8% 9.8% 9.6% 
 
100 10000 1% 6.3% 8.6% 7.4% 
 
120 400 30% 13.5% 14.1% 13.2% 
 
200 400 50% 23.8% 21.6% 19.3% 
 
200 1000 20% 21.1% 20.9% 17.1% 
 
200 20000 1% 10.4% 11.9% 10.1% 
 
250 5000 5% 17.9% 17.8% 15.1% 
 
300 1000 30% 30.7% 27.9% 24.2% 
 
400 400 100% 47.5% 46.1% 40.9% 
 
500 1000 50% 54.6% 48.4% 41.0% 
 
500 5000 10% 41.3% 36.1% 31.8% 
 
500 10000 5% 35.3% 31.8% 26.8% 
 
1000 1000 100% 85.2% 82.6% 76.2% 
 
1000 5000 20% 76.9% 70.9% 63.5% 
 
1000 20000 5% 62.9% 56.9% 48.2% 
 
1500 5000 30% 94.0% 88.5% 83.8% 
 
2500 5000 50% 99.6% 98.9% 97.4% 
 
5000 5000 100% 100.0% 100.0% 100.0% 
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3.2.2.3 Results for Large Samples with Rare Event Rate 
In addition, we were interested in investigating test properties on larger samples (10,000, 
or 20,000) with rare event rates (1% and 5%), which are common in large clinical trials. 
 
Table 21: Type I Error in Three PH Scenarios with Large Sample and Rare Event Rate, 
Group 1:3 
PH 
Scenarios 
Group 
1:3 N 
Event 
Rate 
Event 
Number 
Interaction 
Test 
Correlation 
Test 
Supremum 
Test 
Constant 
Hazards 
 
10,000 1% 100 0.0410 0.0540 0.0505 
  
20,000 1% 200 0.0500 0.0505 0.0535 
  
10,000 5% 500 0.0520 0.0610 0.0570 
  
20,000 5% 1,000 0.0535 0.0505 0.0520 
Increasing 
 Hazards 10,000 1% 100 0.0405 0.0545 0.0585 
  
20,000 1% 200 0.0490 0.0525 0.0455 
  
10,000 5% 500 0.0465 0.0525 0.0525 
  
20,000 5% 1,000 0.0495 0.0470 0.0460 
Decreasing 
Hazards 10,000 1% 100 0.0410 0.0495 0.0525 
  
20,000 1% 200 0.0390 0.0500 0.0525 
  
10,000 5% 500 0.0385 0.0480 0.0495 
  
20,000 5% 1,000 0.0460 0.0500 0.0545 
 
 
In Table 21, the results of Type I error for three PH scenarios (constant, 
increasing, and decreasing hazards) with unequal sample size settings, are sorted by the 
order of number of events. In all three statistical tests, the Type I error rates are close to 
the 0.05 nominal level of significance with the exception of the decreasing hazards (PH) 
scenario, in which the time interaction test tends to be relatively conservative (N=20,000 
with ER=1%, and N=10,000 with ER=5%,).   
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Figure 88: Type I Error Rates versus Event Numbers among Three PH Scenarios in Large 
Samples with Rare Event Rates, Group 1:3 
 
 
 
Figure 88 displays the same results of Table 21 in plots. It clearly appears that the 
Type I error rates from three statistical tests achieve the range of the nominal level. The 
time interaction test tends to be conservative in the decreasing hazard scenario. 
Conversely, the linear correlation test tends to be liberal as the Type I error rare is 
slightly high in one case of constant scenario (N=10,000 with EN=500, Type I error 
rate=0.61). 
 
 
  
100 200 500 1,000 100 200 500 1,000 100 200 500 1,000
Constant Hazards Increasing Hazards Decreasing Hazards
Interaction Test 0.04 0.05 0.05 0.05 0.04 0.05 0.05 0.05 0.04 0.04 0.04 0.05
Correlation Test 0.05 0.05 0.06 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05
Supremum Test 0.05 0.05 0.06 0.05 0.06 0.05 0.05 0.05 0.05 0.05 0.05 0.05
0.03
0.04
0.05
0.06
0.07
Type I  Error Rates versus Event Numbers 
in Large Samples with Rare Event Rates, Group 1:3 
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Table 22: Type I Error in Three PH Scenarios with Large Sample and Rare Event Rate, 
Group 1:1 
PH 
Scenarios 
Group 
1:1 N 
Event 
Rate 
Event 
Number 
Interaction 
Test 
Correlation 
Test 
Supremum 
Test 
Constant 
Hazards 
 
10,000 1% 100 0.0350 0.0420 0.0435 
  
20,000 1% 200 0.0445 0.0460 0.0485 
  
10,000 5% 500 0.0440 0.0475 0.0485 
  
20,000 5% 1,000 0.0410 0.0415 0.0385 
Increasing 
 Hazards 10,000 1% 100 0.0370 0.0540 0.0600 
  
20,000 1% 200 0.0420 0.0545 0.0520 
  
10,000 5% 500 0.0545 0.0500 0.0560 
  
20,000 5% 1,000 0.0565 0.0665 0.0610 
Decreasing 
Hazards 10,000 1% 100 0.0400 0.0515 0.0495 
  
20,000 1% 200 0.0335 0.0455 0.0435 
  
10,000 5% 500 0.0465 0.0445 0.0500 
  
20,000 5% 1,000 0.0500 0.0540 0.0560 
 
Figure 89: Type I Error Rates versus Event Numbers among Three PH Scenarios in Large 
Samples with Rare Event Rates, Group 1:1 
 
  
100 200 500 1,000 100 200 500 1,000 100 200 500 1,000
Constant Hazards Increasing Hazards Decreasing Hazards
Interaction Test 0.04 0.04 0.04 0.04 0.04 0.04 0.05 0.06 0.04 0.03 0.05 0.05
Correlation Test 0.04 0.05 0.05 0.04 0.05 0.05 0.05 0.07 0.05 0.05 0.04 0.05
Supremum Test 0.04 0.05 0.05 0.04 0.06 0.05 0.06 0.06 0.05 0.04 0.05 0.06
0.03
0.04
0.05
0.06
0.07
Type I  Error Rates versus Event Numbers 
in Large Samples with Rare Event Rates, Group 1:1 
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 In Figure 89, the results of Type I error for three PH scenarios (constant, 
increasing, and decreasing hazards) with equal sample size settings, indicate that the 
Type I error rates almost fall within the range of the 0.05 nominal level of significance. 
Three results (Type I error rate = 0.035, 0.037, and 0.0335) of the time interaction test are 
conservative, and one result (Type I error rate = 0.0665) of the linear correlation test is 
relatively liberal. See more details in Table 22. 
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Table 23: Power Results in Five Non-PH Scenarios with Large Sample and Rare Event Rate, 
Group 1:3 
PH 
 Scenarios N 
Event 
Rate 
Event 
Number 
Interaction 
Test 
Correlation 
Test 
Supremum 
Test 
Increasing  
Hazards 10,000 1% 100 24.5% 23.4% 19.5% 
 
20,000 1% 200 48.7% 41.1% 34.0% 
 
10,000 5% 500 88.0% 77.9% 70.2% 
 
20,000 5% 1,000 99.5% 97.7% 95.4% 
       Decreasing  
Hazards 10,000 1% 100 0.7% 9.9% 4.1% 
 
20,000 1% 200 3.6% 13.4% 6.9% 
 
10,000 5% 500 55.5% 55.1% 47.6% 
 
20,000 5% 1,000 91.2% 86.4% 80.7% 
       Crossing 
 Hazards 10,000 1% 100 0.0% 63.5% 63.2% 
 
20,000 1% 200 0.2% 43.5% 41.4% 
 
10,000 5% 500 31.8% 50.7% 36.3% 
 
20,000 5% 1,000 75.9% 79.5% 71.4% 
       Diverging 
 Hazards 10,000 1% 100 0.0% 97.8% 97.8% 
 
20,000 1% 200 0.1% 95.8% 95.8% 
 
10,000 5% 500 97.3% 99.1% 96.6% 
 
20,000 5% 1,000 100.0% 100.0% 100.0% 
       Non-monotonic 
Hazards 10,000 1% 100 9.3% 10.3% 9.7% 
 
20,000 1% 200 17.3% 16.6% 14.5% 
 
10,000 5% 500 49.2% 42.6% 36.7% 
 
20,000 5% 1,000 76.7% 66.7% 57.9% 
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Figure 90: Power versus Event Numbers, Five Non-PH Scenarios in Large Samples with Rare Event Rates, Group 1:3 
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Table 24: Power Results in Five Non-PH Scenarios with Large Sample and Rare Event Rate, 
Group 1:1 
Scenarios N 
Event 
Rate 
Event 
Number 
Interaction 
Test 
Correlation 
Test 
Supremum 
Test 
Increasing Hazards 10,000 1% 100 11.3% 15.7% 14.2% 
 
20,000 1% 200 27.4% 28.9% 24.7% 
 
10,000 5% 500 81.8% 72.9% 65.1% 
 
20,000 5% 1,000 98.6% 95.0% 91.9% 
       Decreasing Hazards 10,000 1% 100 9.0% 18.8% 12.8% 
 
20,000 1% 200 27.7% 33.2% 27.6% 
 
10,000 5% 500 95.6% 91.3% 86.3% 
 
20,000 5% 1,000 100.0% 100.0% 99.1% 
       Crossing Hazards 10,000 1% 100 0.2% 19.1% 11.9% 
 
20,000 1% 200 1.7% 18.1% 5.7% 
 
10,000 5% 500 98.4% 97.8% 95.4% 
 
20,000 5% 1,000 100.0% 100.0% 100.0% 
       Diverging Hazards 10,000 1% 100 0.0% 100.0% 100.0% 
 
20,000 1% 200 0.0% 100.0% 100.0% 
 
10,000 5% 500 0.1% 57.5% 54.5% 
 
20,000 5% 1,000 0.1% 41.8% 30.8% 
       Non-monotonic 
Hazards 10,000 1% 100 6.3% 8.6% 7.4% 
 
20,000 1% 200 10.4% 11.9% 10.1% 
 
10,000 5% 500 35.3% 31.8% 26.8% 
 
20,000 5% 1,000 62.9% 56.9% 48.2% 
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Figure 91: Power versus Event Numbers, Five Non-PH Scenarios in Large Samples with Rare Event Rates, Group 1:1 
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In the non-PH increasing hazards scenario, the time interaction test has equal or 
greater power than the other two tests when the number of events is greater than or equal 
to 100 or 500 in unequal or equal sample distribution, respectively. The linear correlation 
test has greater power than the supremum test. If the number of events is relatively 
smaller (unequal case < 100; equal case < 500), the linear correlation test has slightly 
higher power compared to the other test. Similar effects between equal and unequal 
samples are observed. See more details in Tables 23-24 and Figures 90-91. 
In the non-PH decreasing hazards scenario, similar trends in power to the results 
in increasing hazard scenario are observed. The time interaction test shows greater power 
compared to the other two tests. The supremum test has the least power to detect non-
proportionality. This phenomenon happens in the situation when the number of events is 
large enough (unequal and equal sample:  500). Whereas if the number of events is 
relatively small (< 500) with lower event rate (    ), the linear correlation test has 
better power than the other two tests. Similar effects between equal and unequal samples 
are observed. See more details in Tables 23-24 and Figures 90-91. 
In the crossing hazards scenario, when the number of events is relatively large 
( 500) power increases quickly with increasing number of events. The linear correlation 
test has greater or equal power compared to the other two tests. For instance, Figure 90 
displays the powers from the interaction, correlation, and supremum test to be 31.8%, 
50.7%, and 36.3% respectively, in the crossing hazards scenario of unequal sample 
distribution with the sample size of 10,000 and a 5% event rate. There are approximately 
19% and 14% increases in power for correlation test compared to the interaction and the 
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supremum tests, respectively. Similarly, the correlation test is more powerful to detect a 
violation in the crossing scenario of equal samples with a small event number, as 
displayed in Figure 91. The interaction test has very low power to detect a violation in the 
crossing hazard scenario, in the crossing hazards scenarios with small event numbers in 
both unequal and equal sample distributions. If the event number is large enough ( 500), 
the interaction test has improved power. By contrast, the correlation test and the 
supremum test have greater power in cases with a small event number. Different effects 
between equal and unequal samples are observed also. See more details in Tables 23-24 
and Figures 90-91. 
In the non-PH diverging hazards scenario, the results are similar to those in the 
crossing hazards scenario. The correlation test always has equal or greater power 
compared to the supremum test. The interaction test has very low power to detect this 
violation in all cases of equal sample distribution and some cases of unequal sample 
distribution with small event number ( 200). Distribution of groups dramatically affects 
the power to detect non-proportionality. In the case of a relatively large event number, all 
three tests yielded greater power in an unequal sample distribution case compared with 
those shown in equal sample distribution cases. For examples, there are almost 97%, 42%, 
and 42% higher power, respectively for the interaction, correlation, and supermum tests 
in unequal sample distribution cases compared to those in equal sample distribution cases, 
using the same dataset of 10,000 subjects and a 5% event rate. See more details in Tables 
23-24 and Figures 90-91. 
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In the non-monotonically changing hazard scenario, power from each statistical 
test increases with increasing number of events. The time interaction test yields greater 
power compared to the other tests when the number of events is equal to or greater than 
200 or 500 in the unequal or equal sample distributions respectively, in these large 
samples with rare event rates. Otherwise, the linear correlation test yields slightly greater 
power than the other tests, when the number of events is small ( 200 or  500 in the 
unequal or equal sample distributions respectively).  See more details in Tables 23-24 and 
Figures 90-91. 
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3.3 Summary and Conclusions 
Comparisons of Type I error rates for all three PH scenarios (constant, increasing, and 
decreasing hazards), with both equal and unequal sample sizes, reveal that the correlation 
test and the supremum test tend to have relatively elevated Type I error rates, while the 
time interaction test is slightly conservative when the number of events is relatively small.  
When the sample size is large enough, all three tests perform well in terms of controlling 
Type I error. Using the time interaction test, the Type I error rate is in the range of 
nominal levels when the number of events is larger than 80 or 200 for the unequal and 
equal sample distributions, respectively. The Type I error rate of the linear correlation 
test falls within the expected nominal range when the number of events is greater than 20 
for both equal and unequal studies, and only 10 events is required for the supremum test. 
The different group sample distributions have similarly little influence on the Type I error 
rate among all three testing. 
 In summary, all three tests perform well. If the number of events is small, the time 
interaction test tends to be conservative, while the linear correlation test and the 
supremum test appear to be liberal. The conservative and liberal trends are less extreme 
for larger numbers of events, and the differences between the methods are smaller for 
large numbers of events. Interestingly, the linear correlation test always appears to be 
conservative in cases with a 100% event rate. 
 Generally, when the number of events is small with a low event rate, the 
interaction test results in a conservative Type I error rate and lower power. The 
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correlation test would yield greater power and an occasionally inflated Type I error rate 
under these same circumstances. 
 In general, power increases with increasing sample size with the same event rate, 
and increases with an increasing event rate with the same sample size. In other words, 
power increases as the number of events increases. The number of events plays a pivotal 
role in affecting statistical tests to detect non-proportionality. In the case with same and 
low event number, power also increases with the increasing event rate. This finding 
indicates that the event rate plays a similarly important role as the number of events. 
The time interaction test has equal or greater power than either the correlation test 
or the supremum test when the number of events is large enough ( 100 or 200), with a 
minimum event rate of 10%.  This applies to the non-PH scenarios of increasing hazards, 
decreasing hazards, or non-monotonically changing hazards. The interaction test has no 
or little power to detect a violation in all non-PH scenarios with a small event number 
( 100), or in the presence of a low event rate (<5%) in an extremely large sample. If the 
event number is large enough with a high event rate, the interaction test has improved 
power, and is useful. The interaction test requires a large event number to detect the 
violation of proportionality even in a large subject sample (N=20,000 and event rate =1% 
or 5%). 
When the number of events is relatively small (<100) with a low event rate  10%, 
the correlation test and the supremum test have similarly improved power compared to 
the interaction test, and the linear correlation test has a slightly greater power than the 
supremum test. 
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The linear correlation test has more power to detect the PH violation in the 
crossing hazard or diverging hazard scenarios, compared with the other tests, particularly 
in the case of a lower event rate (    ) or a small event number with a relatively low 
event rate. The supremum test shows the least power in non-PH scenarios of increasing, 
decreasing, and non-monotonically changing hazards. 
All three statistical tests have similarly good power to detect non-PH when the 
data include greater numbers of events ( 500). For detecting the non-PH scenarios of  
increasing, decreasing, and non-monotonically changing hazards, the time interaction test 
has slightly improved power over the correlation test; the correlation test is slightly 
improved over the supremum test when the event number is large enough (>100 or 200). 
It is important to remember that the interaction test may have limited power when the 
event rate is small (<10%) in a large sample. The correlation test has greater power when 
the event number and event rate are both small. The time interaction and the linear 
correlation tests are based on the alternative of increasing or decreasing hazards, while 
the supremum test is based on general alternatives. As is well understood, the goodness-
of-fit test is global in nature, and may fail to detect a particular departure from 
proportionality, which may be detectable by graphical methods or by testing based on a 
time-varying coefficient. The time interaction test and the linear correlation test imply a 
pre-specified form for departure from PH as given by the function of time, while the 
Supremum test does not.   
In the cases of the crossing and diverging hazard, the greatest power is achieved 
by the linear correlation test, while the time interaction test shows the least power. 
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The correlation test and the supremum test result in similar findings, with 
differences in the magnitude of power trending in the same direction. The linear 
correlation test has equal or slightly greater power compared to the supremum test if the 
number of events is small (<100). 
Comparing computing times for three different tests, the supremum test takes a 
longer time than the others, and the correlation test is the most efficient. 
Based on simulation results, different sample distributions affect test statistics by 
means of varying magnitudes and patterns among all hazard scenarios. There is no 
significant difference in power between the equal and unequal sample distributions in the 
non-PH scenarios of increasing and non-monotonically changing hazards. The correlation 
test and supremum test obtain greater power in the scenarios of increasing and non-
monotonically changing hazards using unequal sample distribution  in the presence of 
low event rates (  10%) and low event number (<50) than in the cases of equal 
distribution with the same event rates and numbers. All three tests yield lower power in 
the presence of large event numbers in the unequal sample distribution cases compared to 
those in equal sample distribution cases. In contrast, in the scenario of diverging hazards, 
the different sample distributions affect power conversely, with low event rates ( 10%) 
and event numbers (<50).  The correlation and supremum tests obtain lower power in 
unequal sample distribution rather than in equal sample distribution, and all three tests 
yield greater power in unequal sample distribution cases when there is a relatively large 
event number, compared to those cases of equal sample distribution.  Only in the cases of 
equal sample distribution for the non-monotonically changing hazard scenario, the power 
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increases with increasing event rates among cases with the same number of events; this 
does not occur in cases of unequal sample distribution under the same conditions. 
Test power depends on the types of non-PH, due to the different strengths of 
divergence among the five scenarios of non-PH. The power is greater in diverging and 
crossing hazards scenarios compared to scenarios of non-PH increasing and decreasing 
hazards; and the least power occurs in the non-monotonically changing hazards scenario. 
Figures 92 through 94 display the results of power among all scenarios in each test. 
Figure 92: Power among All Scenarios over Varying Event Rates for Interaction Test, 
Group 1:1, N=1,000 
 
 
10% 20% 30% 50% 100%
IncreasingH 20.85% 48.55% 69.40% 92.20% 99.95%
DecreasingH 33.05% 74.55% 92.20% 99.60% 100.00%
CrossingH 46.35% 98.60% 100.00% 100.00% 100.00%
DivergingH 0.25% 99.75% 100.00% 100.00% 100.00%
Non-monotonicH 8.80% 21.05% 30.65% 54.60% 85.20%
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Figure 93: Power among All Scenarios over Varying Event Rates for Correlatin Test, 
Group 1:1, N=1,000 
 
Figure 94: Power among All Scenarios over Varying Event Rates for Supremun Test, 
Group 1:1, N=1,000 
 
 
In summary, our simulation results have shown that the power of the statistical 
test is affected by numbers of events, event rates, and degree of divergence of non-
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10% 20% 30% 50% 100%
IncreasingH 19.55% 36.25% 52.30% 78.80% 99.65%
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DivergingH 33.15% 99.40% 100.00% 100.00% 100.00%
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proportionality for a given hazards scenario. The decision of which to be used in practice 
may depend on the specific situation under investigation, including graphical methods, 
such as trends evidence detected from the smoothed Scheonfeld residual plot or the 
hazard plot are helpful. 
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Chapter 4 Modeling and Summarizing Non-PH Data 
Because the Cox regression model relies on the hazards to be proportional, ie, that the 
effect of a given binary variable in two-sample data does not change over time, it is very 
important to verify that the variable satisfies the assumption of proportionality. If this 
assumption is violated, the simple Cox model is invalid and the estimate of hazard ratio 
from the Cox model is not valid as well. In the event that the proportionality assumption 
is violated for Cox model, we propose alternative methods and summary measures to 
analyze survival data. 
4.1 Non-Parametric Tests and Measures 
Survival analysis is a collection of methods for the analysis of data that involve the time 
to occurrence of an event of interest or censoring. Survival data are usually right skewed 
with long right tails; the usual mean and standard deviation are often not useful for 
describing survival data. Thus nonparametric methods, called distribution-free methods, 
are typically employed as an initial analysis for the two-sample case. The median survival 
time, the survival at a specific time point with rank tests, and the restricted mean survival 
time are more appropriate and generally preferred as summary measurements for any 
two-sample data, which may or may not satisfy the PH assumption. We discuss our 
proposed procedures below. 
4.1.1 Log-rank Test and Wilcoxon Test 
Both the log-rank and Wilcoxon tests are commonly performed to assess equality of 
survival curves between two groups. These tests do not assume a parametric distribution 
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for time to event data. The null hypothesis is that the survival curves are identical in the 
two groups, and the alternative hypothesis is that the survival curves are different. The 
null hypothesis can be displayed as follows: 
        ( )      ( ) 
Let               denote the distinct times of observed events in the two-sample 
case, and     is the number of events in ith group (i=1, 2) at the jth event time,     is the 
number of subjects at risk in the ith group at the jth event time, and  
   ∑   
 
   
 
   ∑   
 
   
 
Under the null hypothesis, the test statistic is computed as: 
          
where v = (     )’ for the two-group sample with   =∑   (    
   𝑑 
  
)    , and the 
estimated covariance matrix is given by: 
  (   ) = ∑   
 𝑑 (   𝑑 )(               )
  
 (    )
 
    
where    =1 if i=l, and 0 if otherwise. Weight (  ) equal to 1 indicates the log-rank test; 
weight (  )   equal to    indicates the Wilcoxon test. The test statistic approximately 
follows a Chi-square distribution, with one degree of freedom for two samples. Basically, 
both tests are looking at a weighted sum of difference in the observed events and the 
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expected events in one of the groups at each observed event time. Under the null 
hypothesis, this difference is zero. If the two survival curves cross, this means that one 
group has a higher risk at earlier time points and has a lower risk at later time points. In 
this situation, both tests have little or very low power for the crossing hazard scenario as 
later differences tend to negate earlier differences [3]. However, the log-rank test is 
optimal under the PH assumption; otherwise, it may not have sufficient power to identify 
the difference between two survival time distributions. In contrast, the Wilcoxon test 
tends to be more efficient and has more power than the log-rank test when the PH 
assumption is violated as it does not require a constant hazard ratio [19, 20]. Therefore, 
the Wilcoxon test can serve as a fallback method when the PH assumption is invalid. 
Moreover, the log-rank test is more powerful in detecting the difference in survival 
curves on large or late survival times, while the Wilcoxon test is sensitive to early time 
differences, since it gives more weight to events at earlier times points. 
If a binary covariate is used as the only predictor, the log-rank test is identical to 
the score test for the global null hypothesis, in that all of the coefficient values are equal 
to zero from the Cox PH model. The score is obtained by taking derivatives with respect 
to   on the log of Cox’s partial likelihood, denoted as: 
 ( )   
     
  
      
∑       (   )    (  )
∑     (   )    (  )
 
The right-hand side can be interpreted as the difference between observed value 
and weighted average. In the two-sample situation the score test of the null hypotheses 
(i.e.        ) based on the Cox’s model is the same as the log-rank test. Under the null 
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hypothesis without ties, the weights are all equal to 1; thus, it is the proportion of the risk 
set as the expected number of events in a group. 
In addition, the stratified log-rank test can be specified to adjust for prognostic 
factors that affect survival function or variables suspected to have a time-varying effect; 
this variable should be categorical or be categorized. Thus, in each stratum, the PH 
assumption does hold. Although stratification is effective in removing the problem of 
non-proportionality and is simple to implement, it has some disadvantages. Most 
importantly, stratification by a non-proportional variable precludes estimation of its 
strength and its test. Thus, this approach should be selected if one is not directly 
interested in quantifying the effect of the variable that contributes to non-proportionality. 
Moreover, a stratified log-rank test can lead to a loss of power, because its impact 
depends on the number of subjects and strata. 
4.1.2 Median Survival Time 
Because survival data are often right skewed, it is often preferred to use median survival 
time to event with its confidence interval to summarize the KM survival estimate [28]. 
This median survival is widely used in clinical trials when the study proceeds long 
enough so that more than 50% of subjects in each arm experience the event of interest. 
The median survival time to event is obtained when it reaches the 50
th
 percentile, 
corresponding to a horizontal line drawn at 50% survival probability on the survival 
curve graph; the intersection of this line is used along with the survival curve. The 
difference in median survival times between two groups is used as a summary 
measurement for the effect of the group variable of interest. In Figure 95, there are two 
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intersections of the horizontal line with survival curves of the two groups, denoted as 
Sgroup=1=0.5 and Sgroup=0=0.5. The difference in median survival time between these two 
groups is expressed as: 
D = t1(Sgroup=1=0.5) – t0 (Sgroup=0=0.5) 
However, in some cases, the median may not be observed during a specific follow-up 
when the event rate is less than 50%. In this case, it is clearly not useful. 
Figure 95: Median Survial Times for Two Groups in KM Survival Curve 
 
4.1.3 Survival (KM) at Particular Time Point of Interest 
Also, we may compare two KM survival functions directly via the point-wise estimates at 
a fixed time point. The confidence interval of the survival function is computed by 
applying the asymptotic normality to a transformation of survival function. The 
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transformed confidence interval is used to improve the accuracy of the Gaussian 
approximation and to avoid extreme values outside the range [0,1], for example, the log-
log transformation on the survival function [21]. Moreover, the differences in two KM 
curves at a specified time point, with 95% interval estimates, and the relative risk at a 
fixed time point are useful to compare the effect among two groups [29]. However, the 
value of both measurements will vary over time. In Figure 96, the vertical line at the 1.5-
year time point intersects with survival curves of two groups, denoted as S group=0 (t1.5) and 
S group=1 (t1.5). The difference in survival rate at the 1.5-year time point between group=1 
and group=0 is expressed as:  
RD = Sgroup=1(t1.5) - S group=0 (t1.5) 
and the relative risk of group=1 versus group=0 is expressed as: 
RR = Sgroup=1(t1.5) / S group=0 (t1.5) 
Figure 96: KM Survival Rates at A Fixed Time Point between Two Groups 
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4.1.4 Restricted Mean Survival Time 
The average difference of KM survival function over time interval, which presents a 
cumulative measurement of group (or treatment) effect, may be another interesting 
summary measurement. Mean time-to-event is area under the survival curve. The 
restricted mean is defined as the mean of survival restricted to a pre-specified time L, 
given by 
   ∫  ( )  
 
 
 
This can be represented as the area under the survival curve up to time L. Zhao 
[30] proposed an approach to quantify the size of a treatment difference by using the 
integrated survival rate difference over a pre-specified time period.  
Let  ̂ ( ) and  ̂ ( ) be estimates for the underlying survival functions for two groups 
  ( ) and   ( ), respectively. Let  ( )     ( )     ( ) be the difference of two survival 
functions. The average difference of the two survival functions over the time interval 
[     ] is given by: 
    
 
     
∫  ( )  
 1
  
 
 ̂  is asymptotically a Gaussian over the interval [     ], and the variance of  ̂  is 
estimated by using a perturbation-resampling method similar to a bootstrap of Lin [11]. If 
t0 = 0, t1   is the difference of the two areas under the survival curves up to t1; in other 
words, it is the difference in the restricted mean survival time comparing two groups. For 
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instance, in Figure 97, the upper (pink) part of the area is the difference in the restricted 
mean survival time restricted to 2.5 years. 
Figure 97: Restricted Mean Survival Time under KM Curves, Restricted to Time of 
2.5 Years 
 
4.2 Extended Cox Models 
When the PH assumption is not satisfied, the Cox regression model can be extended to 
account for time-varying coefficients, and is referred to as the extended Cox regression 
model. The extended model with time-varying coefficients is different from the time-
varying covariate model that allows the variable, not the coefficient, to change over time. 
The extended Cox regression model contains a product of non-PH variable with a 
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function of time. Let x1, x2, …, xp1 be the covariates that satisfy the PH assumption, x1
’
 , 
x2
’, …,  xp2
’
 be the covariates not satisfying the PH assumption,  and set x = (x1, 
x2, …,xp1 ; x1
’
 , x2
’, …,  xp2
’
). The extended Cox regression model is defined as follows: 






 

21
11
0 )('exp)(),(
p
j
jjj
p
i
ii tgxxtxth   
where   and   are the coefficient vectors of p1 PH covariates and p2 non-PH 
covariates, respectively. )(tg j  is defined as a nonzero function of time. The hazard ratio 
for the extended Cox regression model between any two levels of covariate (       ) is 
given as follows: 
   (    )     [∑  
 1
   
(  
    )  ∑  (  
    )  ( )
  
   
] 
4.2.1 Extended Cox Model Adding Time Interaction with Non-PH Variable 
If )(tg j  is given as one of the following 
(i) )(tg j  = t 
(ii) )(tg j  = log t 
the extended Cox model accounts for a time-varying component by adding an interaction 
of time (or log of time) with the non-PH variable. This approach is used not only as a 
way to detect non-proportionality, but also as a way to model the non- proportionality. 
For the two-sample case with only one single binary variable x (coded as 0 or 1), the 
hazard ratio at any time point t is given by the following:    (          )  
    (       ) 
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4.2.2 Piecewise Cox Model 
If )(tg j  is a step function, we can obtain a piecewise Cox model by representing a 
hazard ratio as a step function of time[15]. For each time interval, the constant hazard 
ratio is satisfied. This model assumes the hazard function is constant over each piece of 
the follow-up, but may change from piece to piece. It is similar to the original Cox model 
and retains the simplicity of the Cox model. 
A two-piecewise Cox model with two step functions is expressed as follows: 
  ( )   {
          
         
   
  ( )   {
          
         
 
The two-piecewise Cox model for the two-sample case is expressed below: 
  ( )     ( )         ( )      ( )  
The hazard ratios for this model are: 
  ( )   {
   ( ̂ )             
   ( ̂ )             
 
To determine the optimal value of cutoff time point 
0t , one may try to run several 
models with different cutoff points chosen with equal intervals; the best model is the one 
that yields the lowest value of the Akaike’s information criterion (AIC). AIC is a 
standard model selection procedure that can be used to compare models. The smallest 
AIC value indicates that it is the best fitting model. The PH assumption can then be tested 
for each region, and if it fails on either side of 
0t , this process can be repeated in the 
failed region. 
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4.3 Parametric Regression Method 
The parametric survival analysis is a regression model of the survival time process which 
assumes that a distribution applies to the error structure. One such model is called the 
accelerated failure time (AFT) model.  
The Weibull (   ) model is very popular for parametric regression because it is a 
PH model as well as an AFT model. The log of the hazard for the two-sample case is 
given by 
    ( )      ( )         
The connection between the PH effect (β) from the Cox model and the AFT effect (  ) is 
   
  
 
 
The hazard ratio is given by,      
 1
  
Keaven Anderson [22] proposed a non-PH Weibull AFT regression model which 
includes a time-varying component on the scale and location parameter when the PH 
assumption does not hold. The varying location and dispersion accelerated failure time 
(VLDAFT) model established by Anderson is defined as follows: 
 ( )    (
   ( )   
 
  ) 
where t denotes the survival time, with varying location ( ) and dispersion ( )  given by: 
    𝑋 
   ( )         
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where    indicates how fast the logarithm of the cumulative hazard converges or diverges 
for any two values of  . If    = 0, the model is a PH model with an underlying Weibull 
distribution. 
Maximum Likelihood is used to estimate the regression model by employing the 
Newton-Raphson procedure in SAS [31]. The estimates can be adjusted for other 
covariates. Log-likelihood is given by: 
 (     )  ∑
[
 
 
 
   {
   (  )   
 𝑋 
   (       𝑋 )
    (
         
 𝑋 
           𝑋  
) (      
 𝑋 )     (  )}
 (    ) {    (
         
 𝑋 
           𝑋  
)}
]
 
 
 
  
   
 
For the two-sample study, predicted probability of the event occurring by the end of a 
specified time period is expressed as: 
 ̂( )            ( ̂)  
where  ̂  
   ( )  ̂
    ( ̂   ̂1 ̂)
      ̂   ̂       . 
The cumulative hazard ratio (CHR) for two groups is given by: 
CHR = 
       ( |   𝑢 1)   
       ( |   𝑢  ) 
   = 
    (        (𝑢1) )
    (        (𝑢 ) )
   =    (      ) 
 
The most difficult part of the estimation procedure is to find the right starting 
parameter values so that the Newton-Raphson procedure will converge. The starting 
values can be obtained by estimating a Weibull model and trying a range of the 
coefficients from the Weibull model. 
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4.4 Applications to Simulated Data 
To illustrate the different methods to summarize non-PH data, we implemented the 
models described in previous sections with two-sample simulated data under three non-
PH scenarios, as follows:  
 difference in survival curves on late survival times with later crossing  
- increasing hazards 
 difference in survival curves on early survival times with later crossing  
-  crossing hazards 
 difference in survival curves increases gradually over times without crossing  
-  non-monotonically changing hazards 
The total sample size was 10,000, distributed equally between the two groups 
(n=5000/group). Rather than examining all follow-up data, we focused on the data having 
total event rates of interest of 5%, 30%, 60%, and 90%. The parameters chosen for 
generating these simulation data sets are the same as those described in Table 1 for each 
corresponding scenario. 
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Figure 98: KM Survival Plots: Increasing Hazards – Non-PH, Event Rates of 5, 30, 60, 90% 
 
 
 
 
Figure 98 displays the plots of KM survival curves of two groups with increasing 
hazards when the event rates are 5%, 30%, 60%, and 90%, respectively. The vertical gaps 
between the two survival curves increase gradually, and cross at an approximately 60% 
event rate. 
Survival curves: Increasing Hazards - 5% event Rate - NonPH 
S
u
r
v
i
v
a
l
 
D
i
s
t
r
i
b
u
t
i
o
n
 
F
u
n
c
t
i
o
n
0.00
0.25
0.50
0.75
1.00
Time
0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35
STRATA: group=0 Censored group=0
group=1 Censored group=1
Survival curves: Increasing Hazards - 30% event Rate - NonPH 
S
u
r
v
i
v
a
l
 
D
i
s
t
r
i
b
u
t
i
o
n
 
F
u
n
c
t
i
o
n
0.00
0.25
0.50
0.75
1.00
Time
0.0 0.2 0.4 0.6 0.8 1.0 1.2
STRATA: group=0 Censored group=0
group=1 Censored group=1
Survival curves: Increasing Hazards - 60% event Rate - NonPH 
S
u
r
v
i
v
a
l
 
D
i
s
t
r
i
b
u
t
i
o
n
 
F
u
n
c
t
i
o
n
0.00
0.25
0.50
0.75
1.00
Time
0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00
STRATA: group=0 Censored group=0
group=1 Censored group=1
Survival curves: Increasing Hazards - 90% event Rate - NonPH 
S
u
r
v
i
v
a
l
 
D
i
s
t
r
i
b
u
t
i
o
n
 
F
u
n
c
t
i
o
n
0.00
0.25
0.50
0.75
1.00
Time
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
STRATA: group=0 Censored group=0
group=1 Censored group=1
161 
 
 
 
Figure 99: KM Survival Plots: Crossing Hazards – Non-PH, Event Rates of 5, 30, 60, 90% 
 
 
 
 
Figure 99 shows the plots of KM survival curves of two groups with crossing 
hazards when the event rates are 5%, 30%, 60%, and 90%, respectively. The large 
differences in survival functions between the two groups appear early and then decrease 
with time. Crossing occurs at an approximately 60% event rate. 
Survival curves: Crossing Hazards - 5% event Rate - NonPH 
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Figure 100: KM Survival Plots: Non-Monotonically Changing Hazards – Non-PH, Event 
Rates of 5, 30, 60, 90% 
 
 
 
Figure 100 displays the plots of KM survival curves of two groups with non-
monotonically changing hazards when the event rates are 5%, 30%, 60%, and 90%, 
respectively. The vertical gaps between the two survival curves increases gradually. 
Crossing is not observed in this non-PH scenario.  
Survival curves: NonMonotonic Hazards - 5% event Rate - NonPH 
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Table 25: Summary of Log-rank, Wilcoxon Tests and Cox PH Model Comparing groups (1 
vs. 0) for Non-PH scenarios 
Scenarios of 
Non-PH 
Event 
Rate 
Log-rank 
Test 
Wilcoxon 
test 
Median Survival Time 
(95% CI) 
Cox PH model 
HR (95% CI) 
p-value Group=1 Group=0 
Increasing 
Hazards 
5% <0.0001 <0.0001 - - 
0.45 (0.37, 0.55) 
<0.0001 
 30% <0.0001 <0.0001 - - 
0.72 (0.67, 0.77) 
<0.0001 
 60% <0.0001 <0.0001 
1.68 
(1.64, 1.71) 
1.55 
(1.51, 1.59) 
0.89 (0.84, 0.93) 
<0.0001 
 90% <0.0001 <0.0001 
1.68 
(1.64, 1.71) 
1.55 
(1.51, 1.59) 
1.07 (1.03, 1.11) 
<0.0001 
Crossing 
Hazards 
5% <0.0001 <0.0001 - - 
8.11 (6.16, 10.69) 
<0.0001 
 30% <0.0001 <0.0001 - - 
2.13 (1.98, 2.30) 
<0.0001 
 60% <0.0001 <0.0001 
1.41 
(1.36, 1.47) 
1.65 
(1.62, 1.68) 
1.22 (1.16, 1.28) 
<0.0001 
 90% <0.0001 <0.0001 
1.41 
(1.36, 1.47) 
1.65 
(1.62, 1.68) 
0.85 (0.82, 0.89) 
<0.0001 
Non-monotonic 
changing 
Hazards 
5% <0.0001 <0.0001 - - 
0.28 (0.23, 0.35) 
<0.0001 
 30% <0.0001 <0.0001 - - 
0.46 (0.43, 0.50) 
<0.0001 
 60% <0.0001 <0.0001 
2.73 
(2.64, 2.81) 
1.63 
(1.58, 1.68) 
0.56 (0.53, 0.59) 
<0.0001 
 90% <0.0001 <0.0001 
2.73 
(2.64, 2.81) 
1.63 
(1.58, 1.68) 
0.61 (0.58, 0.64) 
<0.0001 
 
 
Table 25 shows a summary of the results of the log-rank test and the Wilcoxon 
test. The p-values from both the log-rank test and the Wilcoxon test are statistically 
significant (< 0.0001) for all three non-PH scenarios. These imply that the survival 
functions are not identical between the two groups. The estimated median survival times 
for the two groups are obtained only in the cases when the cumulative survival falls 
beyond 50%. For subjects in group (1), the median survival times (1.68 and 2.73) are 
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0.13 and 1.1 (time unit) longer than those (1.55 and 1.63) in group (0) in the increasing 
and non-monotonically changing hazards, respectively. Conversely, the median survival 
time in group (1) is 0.24 (time unit) shorter than the one in group (0) in the crossing 
hazards scenario. The median survival time is useful when there is no crossing in survival 
curves or the PH assumption holds. In a case with crossing survival curves, the median 
survival time only provides a part of the actual information. 
The estimated HRs obtained in the Cox model are used to serve as a reference to 
the other methods we studied, again, with all statistically significant p-values (<0.0001). 
In each non-PH scenario, the estimated HRs vary across models with the increasing event 
rates.  
In the scenario of increasing hazards, results of the Cox model show that subjects 
in group (1) have a 55% lower risk compared to those in group (0) in the model with a 
total event rate of 5%. When total event rate is 90%, the subjects in group (1) have a 7% 
higher risk compared to those in group (0). The HR increases when the event rate rises, 
however the group effect appears in the opposite direction.  
In the scenario of crossing hazards, results of the Cox model show that subjects in 
group (1) have 8.11 times the risk of event occurrence as those in group (0) in the model 
with the total event rate of 5%. When total event rate is at 90%, the subjects in group (1) 
have a 15% lower risk compared to those in group (0). The HR decreases in the same 
Cox model when the event rate goes up, and the group effect on risk appears in the 
opposite direction later.  
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In the scenario of non-monotonically changing hazards, results of the Cox model 
show that subjects in group (1) have a 72% lower risk compared to those in group (0) in 
the model with the total event rate of 5%. The HRs increase in the same Cox model when 
the event rate goes up, and the group effect appears in the same direction since the 
crossing is not observed. 
Because the HRs change over time, the Cox PH model appears inadequate to 
summarize data in the presence of non-proportionality.  
Table 26: KM Survival Rates between Groups (1 vs. 0) for Non-PH Scenarios 
Scenarios of  
Non-PH 
Event 
Rate 
Point Estimate: Survival rate 
(CI), % 
Survival rate 
difference  
[1 - 0] (CI), % 
Relative 
Risk 
[1 vs. 0] Group=1 Group=0 
Increasing 
Hazards 
5% 96.8 (96.3, 97.3) 93.2 (92.4, 93.8) 3.6 (2.8, 4.5) 0.47 
 30% 74.0 (72.7,75.2) 66.2 (64.9, 67.5) 7.8 (5.9, 9.5) 0.77 
 60% 41.1(39.8, 42.5) 39.0(37.6, 40.3) 2.1 (0.2, 4.0) 0.97 
 90% 7.1(6.4, 7.9) 12.9(12.0, 13.9) -5.8 (-7.0. -4.6) 1.07 
 
Crossing Hazards 5% 91.2 (90.4, 92.0) 98.9 (98.5, 99.1) -7.7 (-8.6, -6.9) 8 
 30% 61.4(60.1, 62.8) 78.6(77.4, 79.7) -17.2(-18.9, -15.4) 1.80 
 60% 39.2(37.8, 40.6) 40.8(39.5, 42.2) -1.6(-3.5, 0.3) 1.03 
 90% 16.3(15.3, 17.3) 3.8(3.3, 4.3) 12.5 (11.3, 13.6) 0.87 
 
Non-monotonic 
changing Hazards 
5% 97.8 (97.3, 98.1) 92.2 (91.5, 92.9) 5.6 (4.7, 6.3) 0.28 
 30% 79.1(78.0, 80.2) 60.9(59.5, 62.2) 18.2 (16.5, 20.0) 0.53 
 60% 49.5(48.1, 50.9) 30.5(29.3, 31.8) 19.0 (17.1, 20.8) 0.73 
 90% 14.4(13.4, 15.4) 5.6(5.0, 6.3) 8.8 (7.6, 9.9) 0.91 
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The point estimates and 95% confidence interval estimates for KM survival rates, 
as well as their differences in survival rates and relative risk at various event rates (5%, 
30%, 60%, and 90%), are illustrated in Table 26.  
In the scenario of increasing hazards, results of the relative risk from KM 
estimates are similar to the HRs from the Cox model in Table 25.The largest difference in 
survival functions appears in the model with an event rate of 30%, and then decreases and 
crosses at approximately 60% event rate. 
In the scenario of crossing hazards, results of the relative risks at fixed time points 
show that the subjects in group (1) have 8 times the risk of event occurrence as those in 
group (0) in the model with a total event rate of 5%. The relative risk decreases when the 
event rate increases, and the group effect on risk appears in the opposite direction later.  
In the scenario of non-monotonically changing hazards, results of the relative 
risks at fixed time points show that the subjects in group (1) have a 72% lower risk 
compared to those in group (0) in the model with a total event rate of 5%. The RR 
increases when the event rate increases, and the group effect on risk appears in the same 
direction since the crossing is not observed. 
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Table 27: Difference in Restricted Mean of Survival between Groups (1 vs. 0) for Non-PH 
Scenarios 
Scenarios of  
Non-PH 
Event 
Rate 
Time 
Interval 
Difference in Restricted Mean 
of Survival[1 vs. 0], (CI), % 
Increasing Hazards 5% [0, 0.344] 0.5  (0.4, 0.7) 
 30% [0, 1.099] 5.6  (4.6, 6.56) 
 60% [0, 1.905] 9. 9  (7.8, 12.0) 
 90% [0, 3.236] 5.0 (1.5, 8.6) 
 
Crossing Hazards 5% [0, 0.190] -0.8 (-0.9, -0.7) 
 30% [0, 0.987] -13.0 (-14.0, -12.0) 
 60% [0, 1.876] -21.7 (-24.0, -19.4) 
 90% [0, 3.578] -7.5 (-11.7, -3.3) 
 
Non-monotonically 
changing Hazards 
5% [0, 0.381] 0.7 (0.6, 0.8) 
 30% [0, 1.245] 12.0 (10.9, 13.1) 
 60% [0, 2.760] 41.9 (38.5, 45.3) 
 90% [0, 8.080] 114.1(104.8, 123.4) 
 
 
In Table 27, the difference of the restricted mean survival time over the specified 
time interval is estimated, as well as its 95% confidence interval.  The average of the 
differences between two groups over the specified time interval is more accurate than the 
difference between two groups obtained at a fixed time point. The cumulative difference 
decreases after crossing as the later differences tend to negate the earlier differences. 
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Table 28: Summary of Extended Cox Model Adding Interaction of Group*Log(t) 
Comparing Groups (1 vs. 0) for Non-PH Scenarios 
Scenarios of  
Non-PH 
Event 
Rate 
 ̂   ̂      ( ) 
HR at 
the end 
of FU 
HR 
Cox 
Model 
KM 
Relative 
Risk 
Increasing Hazards 5% -0.259 + 0.324 log(t) 0.55 0.45 0.47 
 30% -0.116 + 0.411 log(t) 0.93 0.72 0.77 
 60% -0.090 + 0.442 log(t) 1.21 0.89 0.97 
 90% -0.060 + 0.507 log(t) 1.71 1.07 1.07 
 
Crossing Hazards 5% 0.124 - 0.831 log(t) 4.50 8.11 8 
 30% 0.056 - 0.915 log(t) 1.07 2.13 1.80 
 60% -0.008 - 0.968 log(t) 0.54 1.22 1.03 
 90% -0.007 - 0.969 log(t) 0.29 0.85 0.87 
 
Non-monotonically 
changing Hazards 
5% -0.818 + 0.328 log(t) 0.32 0.28 0.28 
 30% -0.584 + 0.445 log(t) 0.61 0.46 0.53 
 60% -0.621 + 0.380 log(t) 0.79 0.56 0.73 
 90% -0.640 + 0.256 log(t) 0.90 0.61 0.91 
 
 
In Table 28, the extended Cox models, which account for non-proportionality by 
adding interaction with the logarithm of time, provide estimated hazard ratios that change 
with increasing event rates. The changing HRs with increasing event rates have similar 
trend directions, but have a big difference in magnitudes compared with those from the 
KM and the Cox model. For example, in the crossing scenario with 60% event rate, the 
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HR at the end of the follow-up equals to 0.54, which is less than one; while the HR from 
the Cox model and the relative risk from KM estimates are greater than one. The results 
from the extended Cox model with interaction term seem inaccurate compared to those 
from KM estimates and based on the survival plots. 
The extended Cox model with a two-piecewise constant hazards model is applied 
to these data. Several models with different cutoff points were chosen (with equal 
intervals) and run to determine the optimal value of the cutoff time point. Tables 29 
through 40 display the best model highlighted in yellow, which yields the smallest value 
of the AIC.  
 
Table 29: Model Selection for Two-Piecewise Cox Regression Model, Increasing Hazards – 
Non-PH, 5% Event Rate 
Model 
Cutoff 
point AIC 
group1 
HR 
group1 
P-value 
group2 
HR 
group2 
P-value 
        1      0.05 9111.8991 0.1577236 0.003 0.4694762 <.001 
        2       0.1 9115.1938 0.3789317 <.001 0.4649264 <.001 
        3      0.15 9113.8402 0.3612043 <.001 0.4890214 <.001 
        4       0.2 9114.8995 0.4071813 <.001 0.485832 <.001 
        5      0.25 9114.4461 0.4122213 <.001 0.5127693 <.001 
        6       0.3 9113.4401 0.4184814 <.001 0.5904883 0.008 
        7     0.344 9114.94 0.4537159 <.001 0.0000356 0.950 
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Table 30: Model Selection for Two-Piecewise Cox Regression Model, Increasing Hazards – 
Non-PH, 30% Event Rate 
Model 
Cutoff 
point AIC 
group1 
HR 
group1 
P-value 
group2 
HR 
group2 
P-value 
        1      0.05 54169.451 0.1577236 0.003 0.72362 <.001 
        2       0.1 54171.54 0.3789317 <.001 0.7274262 <.001 
        3      0.15 54163.552 0.361692 <.001 0.7387878 <.001 
        4       0.2 54162.123 0.4071813 <.001 0.7457148 <.001 
        5      0.25 54155.809 0.4122213 <.001 0.7582692 <.001 
        6       0.3 54148.708 0.4184814 <.001 0.7734501 <.001 
        7      0.35 54151.389 0.4655866 <.001 0.7806776 <.001 
        8       0.4 54149.048 0.4795289 <.001 0.791713 <.001 
        9      0.45 54142.992 0.4866714 <.001 0.8119006 <.001 
       10       0.5 54149.444 0.5251793 <.001 0.8127916 <.001 
       11      0.55 54149.836 0.5419629 <.001 0.8224656 <.001 
       12       0.6 54147.694 0.5532028 <.001 0.840675 <.001 
       13      0.65 54148.885 0.5710367 <.001 0.8530377 0.001 
       14       0.7 54148.098 0.582945 <.001 0.87217 0.008 
       15      0.75 54160.295 0.623125 <.001 0.8494547 0.003 
       16       0.8 54160.842 0.6352405 <.001 0.8669888 0.015 
       17      0.85 54162.859 0.6490022 <.001 0.8782403 0.042 
       18       0.9 54157.376 0.6488272 <.001 0.9453255 0.430 
       19      0.95 54159.42 0.6620986 <.001 0.9787121 0.791 
       20         1 54159.69 0.674633 <.001 1.0694271 0.506 
       21      1.05 54174.455 0.704825 <.001 0.9241493 0.582 
       22     1.099 54175.991 0.7155745 <.001 1.7912052 0.410 
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Table 31: Model Selection for Two-Piecewise Cox Regression Model, Increasing Hazards – 
Non-PH, 60% Event Rate 
Model 
Cutoff 
point 
AIC 
group1 
HR 
group1 
P-value 
group2 
HR 
group2 
P-value 
1 0.1 105826.39 0.3789317 <.001 0.8946258 <.001 
2 0.2 105808.47 0.4071813 <.001 0.9096559 <.001 
3 0.3 105783.96 0.4184814 <.001 0.9311615 0.008 
4 0.4 105777.14 0.4795289 <.001 0.9480355 0.050 
5 0.5 105770.22 0.5251793 <.001 0.9674291 0.237 
6 0.6 105760.87 0.5532028 <.001 0.9897855 0.721 
7 0.7 105754.49 0.582945 <.001 1.0136216 0.650 
8 0.8 105765.57 0.6352405 <.001 1.0253782 0.420 
9 0.9 105754.13 0.6488272 <.001 1.0613833 0.068 
10 1 105753.16 0.674633 <.001 1.0914139 0.011 
11 1.1 105772.06 0.7186014 <.001 1.0930165 0.015 
12 1.2 105778.39 0.744091 <.001 1.1109697 0.007 
13 1.3 105779.95 0.7629868 <.001 1.1458442 0.001 
14 1.4 105791.7 0.7901357 <.001 1.1572644 0.002 
15 1.5 105799.81 0.8104453 <.001 1.1747833 0.002 
16 1.6 105808.96 0.8307315 <.001 1.1903504 0.004 
17 1.7 105817.7 0.8499548 <.001 1.2162451 0.010 
18 1.8 105822.47 0.8645818 <.001 1.3279403 0.009 
19 1.905 105830.3 0.8849922 <.001 9418.1832 0.837 
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Table 32: Model Selection for Two-Piecewise Cox Regression Model, Increasing Hazards – 
Non-PH, 90% Event Rate 
Model 
Cutoff 
point AIC 
group1 
HR 
group1 
P-value 
group2 
HR 
group2 
P-value 
        1       0.2 152342.66 0.4071813 <.001 1.0924883 <.001 
        2       0.4 152287.16 0.4795289 <.001 1.1323533 <.001 
        3       0.6 152247.32 0.5532028 <.001 1.1778863 <.001 
        4       0.8 152232.98 0.6352405 <.001 1.2227968 <.001 
        5         1 152194.76 0.674633 <.001 1.2915404 <.001 
        6       1.2 152209.46 0.7437656 <.001 1.3332603 <.001 
        7       1.4 152207.69 0.7902061 <.001 1.3965979 <.001 
        8       1.6 152214.46 0.8307315 <.001 1.4539628 <.001 
        9       1.8 152215.79 0.8644055 <.001 1.5367059 <.001 
       10         2 152244.18 0.9071964 <.001 1.5795881 <.001 
       11       2.2 152268.67 0.9440531 0.016 1.6377364 <.001 
       12       2.4 152300.91 0.979196 0.363 1.658675 <.001 
       13       2.6 152335.74 1.0127596 0.572 1.6354903 <.001 
       14       2.8 152358.14 1.0352559 0.115 1.6036591 <.001 
       15         3 152376.73 1.054552 0.014 1.5163241 <.001 
       16     3.236 152385.74 1.069565 0.001 0.0004405 0.865 
 
 
 
Table 33: Model Selection for Two-Piecewise Cox Regression Model, Crossing Hazards – 
Non-PH, 5% Event Rate 
Model 
Cutoff 
point AIC 
group1 
HR 
group1 
P-value 
group2 
HR 
group2 
P-value 
        1      0.05 8819.9363 37.748714 <.001 6.4562977 <.001 
        2       0.1 8830.1339 11.108685 <.001 6.3542767 <.001 
        3      0.15 8833.6339 8.4970867 <.001 7.1172247 <.001 
        4      0.19 8832.6827 8.0163331 <.001 216692.73 0.951 
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Table 34: Model Selection for Two-Piecewise Cox Regression Model, Crossing Hazards – 
Non-PH, 30% Event Rate 
Model 
Cutoff 
point AIC 
group1 
HR 
group1 
P-value 
group2 
HR 
group2 
P-value 
        1      0.05 53777.425 37.748714 <.001 2.0268931 <.001 
        2       0.1 53757.56 11.108685 <.001 1.9430983 <.001 
        3      0.15 53735.378 8.4970867 <.001 1.8654503 <.001 
        4       0.2 53698.525 7.849581 <.001 1.7679817 <.001 
        5      0.25 53675.031 7.1244627 <.001 1.6908327 <.001 
        6       0.3 53653.012 6.3891842 <.001 1.605008 <.001 
        7      0.35 53640.887 5.771144 <.001 1.5350846 <.001 
        8       0.4 53655.994 4.8635273 <.001 1.4884671 <.001 
        9      0.45 53666.653 4.271248 <.001 1.4345163 <.001 
       10       0.5 53670.621 3.9579181 <.001 1.384867 <.001 
       11      0.55 53697.735 3.5150077 <.001 1.3664023 <.001 
       12       0.6 53719.083 3.1971235 <.001 1.339458 <.001 
       13      0.65 53728.045 3.0045671 <.001 1.2841166 <.001 
       14       0.7 53742.405 2.8334683 <.001 1.2517263 <.001 
       15      0.75 53742.681 2.7390519 <.001 1.1678377 0.027 
       16       0.8 53754.417 2.6163505 <.001 1.1126873 0.171 
       17      0.85 53764.364 2.4982809 <.001 1.0107639 0.907 
       18       0.9 53789.423 2.3607925 <.001 0.9596488 0.718 
       19    0.9878 53843.105 2.1327591 <.001   
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Table 35: Model Selection for Two-Piecewise Cox Regression Model, Crossing Hazards – 
Non-PH, 60% Event Rate 
Model 
Cutoff 
point AIC 
group1 
HR 
group1 
P-value 
group2 
HR 
group2 
P-value 
        1       0.1 105628.02 11.108685 <.001 1.1423213 <.001 
        2       0.2 105490.57 7.849581 <.001 1.068895 0.014 
        3       0.3 105375.37 6.3891842 <.001 1.0005454 0.984 
        4       0.4 105327.41 4.8635273 <.001 0.9449643 0.049 
        5       0.5 105298.61 3.9579181 <.001 0.8935601 <.001 
        6       0.6 105319.94 3.1971235 <.001 0.8541111 <.001 
        7       0.7 105310.5 2.8334683 <.001 0.8085415 <.001 
        8       0.8 105290.47 2.6163505 <.001 0.7619414 <.001 
        9       0.9 105303.9 2.3607925 <.001 0.7208516 <.001 
       10         1 105359.5 2.1073043 <.001 0.6970241 <.001 
       11       1.1 105416.99 1.917815 <.001 0.6800491 <.001 
       12       1.2 105501 1.730833 <.001 0.679086 <.001 
       13       1.3 105528.97 1.6313869 <.001 0.6444988 <.001 
       14       1.4 105571.63 1.5345535 <.001 0.6183227 <.001 
       15       1.5 105640.99 1.4365182 <.001 0.6299136 <.001 
       16       1.6 105660.94 1.3811976 <.001 0.5694408 <.001 
       17       1.7 105704.75 1.3181245 <.001 0.52902 <.001 
       18       1.8 105764.42 1.2579329 <.001 0.5609149 <.001 
       19    1.8765 105797.79 1.2193142 <.001 0.0001049 0.897 
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Table 36: Model Selection for Two-Piecewise Cox Regression Model, Crossing Hazards – 
Non-PH, 90% Event Rate 
Model 
Cutoff 
point AIC 
group1 
HR 
group1 
P-value 
group2 
HR 
group2 
P-value 
        1       0.2 151884.47 7.849581 <.001 0.7621662 <.001 
        2       0.4 151601.81 4.8635273 <.001 0.6862891 <.001 
        3       0.6 151507.46 3.1923622 <.001 0.626578 <.001 
        4       0.8 151399.33 2.6163505 <.001 0.5698457 <.001 
        5         1 151415.86 2.1073043 <.001 0.5263896 <.001 
        6       1.2 151535.11 1.730833 <.001 0.5020403 <.001 
        7       1.4 151567.76 1.5345535 <.001 0.4641566 <.001 
        8       1.6 151633.08 1.3811976 <.001 0.4344878 <.001 
        9       1.8 151724.38 1.2579329 <.001 0.4133737 <.001 
       10         2 151808.74 1.1648552 <.001 0.3929938 <.001 
       11       2.2 151860.43 1.099385 <.001 0.3629954 <.001 
       12       2.4 151958.88 1.0349591 0.142 0.3522745 <.001 
       13       2.6 152051.78 0.9826142 0.442 0.3444778 <.001 
       14       2.8 152101.68 0.9491204 0.020 0.3180123 <.001 
       15         3 152172.39 0.9166928 <.001 0.3085799 <.001 
       16       3.2 152220.88 0.8918104 <.001 0.2708768 <.001 
       17       3.4 152276.62 0.8716269 <.001 0.2539589 <.001 
       18    3.5788 152340.82 0.851444 <.001 563.66832 0.898 
 
Table 37: Model Selection for Two-Piecewise Cox Regression Model, Non-Monotonically 
Changing Hazards – Non-PH, 5% Event Rate 
Model 
Cutoff 
point AIC 
group1 
HR 
group1 
P-value 
group2 
HR 
group2 
P-value 
        1      0.05 9018.0455 0.0000136 0.943 0.2824351 <.001 
        2       0.1 9017.2202 0.0768399 0.013 0.2871971 <.001 
        3      0.15 9017.2854 0.1623164 <.001 0.2946952 <.001 
        4       0.2 9018.7681 0.2353246 <.001 0.2949671 <.001 
        5      0.25 9018.6341 0.2468832 <.001 0.304238 <.001 
        6       0.3 9018.524 0.2558501 <.001 0.3182616 <.001 
        7      0.35 9019.4609 0.283689 <.001 0.2614529 <.001 
        8    0.3816 9017.5332 0.280302 <.001   
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Table 38: Model Selection for Two-Piecewise Cox Regression Model, Non-Monotonically 
Changing Hazards – Non-PH, 30% Event Rate 
Model 
Cutoff 
point AIC 
group1 
HR 
group1 
P-value 
group2 
HR 
group2 
P-value 
        1      0.05 53831.858 0.0000371 0.914 0.46374 <.001 
        2       0.1 53829.127 0.0768399 0.013 0.4654467 <.001 
        3      0.15 53825.626 0.1623164 <.001 0.4692566 <.001 
        4       0.2 53824.088 0.2353246 <.001 0.473932 <.001 
        5      0.25 53818.611 0.2468832 <.001 0.4811544 <.001 
        6       0.3 53812.961 0.2558501 <.001 0.4893233 <.001 
        7      0.35 53811.853 0.283689 <.001 0.4963971 <.001 
        8       0.4 53805.887 0.2873545 <.001 0.5068376 <.001 
        9      0.45 53811.242 0.3207177 <.001 0.5087535 <.001 
       10       0.5 53811.718 0.3369196 <.001 0.5148012 <.001 
       11      0.55 53814.157 0.3560363 <.001 0.5185605 <.001 
       12       0.6 53818.626 0.3775762 <.001 0.5183065 <.001 
       13      0.65 53815.699 0.3800555 <.001 0.5317256 <.001 
       14       0.7 53811.986 0.3811269 <.001 0.5479816 <.001 
       15      0.75 53805.805 0.3790481 <.001 0.5709386 <.001 
       16       0.8 53815.211 0.3993462 <.001 0.559134 <.001 
       17      0.85 53820.179 0.4128364 <.001 0.5537688 <.001 
       18       0.9 53814.871 0.4102409 <.001 0.5850935 <.001 
       19      0.95 53821.232 0.4243784 <.001 0.5752984 <.001 
       20         1 53826.868 0.4376431 <.001 0.5591476 <.001 
       21      1.05 53824.32 0.4376086 <.001 0.5969187 <.001 
       22       1.1 53827.774 0.4456387 <.001 0.5899793 <.001 
       23      1.15 53827.685 0.4486368 <.001 0.6232312 <.001 
       24    1.2456 53833.201 0.4633482 <.001 0.0002046 0.890 
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Table 39: Model Selection for Two-Piecewise Cox Regression Model, Non-Monotonically 
Changing Hazards – Non-PH, 60% Event Rate 
Model 
Cutoff 
point AIC 
group1 
HR 
group1 
P-value 
group2 
HR 
group2 
P-value 
        1       0.2 151835.23 0.2353246 <.001 0.615733 <.001 
        2       0.4 151791.06 0.2873545 <.001 0.6348123 <.001 
        3       0.6 151791.75 0.3775762 <.001 0.64835 <.001 
        4       0.8 151770.78 0.3993462 <.001 0.6688157 <.001 
        5         1 151777.34 0.4376431 <.001 0.6795708 <.001 
        6       1.2 151778.78 0.4596736 <.001 0.6907575 <.001 
        7       1.4 151783.31 0.4805685 <.001 0.7007685 <.001 
        8       1.6 151786.02 0.4954608 <.001 0.7109299 <.001 
        9       1.8 151789.81 0.5090061 <.001 0.7204377 <.001 
       10         2 151798.6 0.5234505 <.001 0.7233647 <.001 
       11       2.2 151811.18 0.5384137 <.001 0.7177619 <.001 
       12       2.4 151820.93 0.5501485 <.001 0.7111142 <.001 
       13       2.6 151823.71 0.5567126 <.001 0.7155259 <.001 
       14    2.7609 151826.47 0.5616718 <.001 0.7169521 <.001 
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Table 40: Model Selection for Two-Piecewise Cox Regression Model, Non-Monotonically 
Changing Hazards – Non-PH, 90% Event Rate 
Model 
Cutoff 
point AIC 
group1 
HR 
group1 
P-value 
group2 
HR 
group2 
P-value 
        1       0.5 151789.91 0.3374632 <.001 0.6419377 <.001 
        2         1 151777.34 0.4376431 <.001 0.6795708 <.001 
        3       1.5 151791.42 0.4933579 <.001 0.70042 <.001 
        4         2 151798.6 0.5234505 <.001 0.7233647 <.001 
        5       2.5 151821.59 0.553013 <.001 0.7147834 <.001 
        6         3 151832.05 0.5697627 <.001 0.7145041 <.001 
        7       3.5 151826.87 0.571866 <.001 0.7487736 <.001 
        8         4 151836.75 0.5828832 <.001 0.7387721 <.001 
        9       4.5 151834.25 0.5850252 <.001 0.7733891 <.001 
       10         5 151843.2 0.59343 <.001 0.7532101 <.001 
       11       5.5 151845.86 0.5972115 <.001 0.7582765 <.001 
       12         6 151847.86 0.6000803 <.001 0.764934 0.002 
       13       6.5 151852.98 0.6049889 <.001 0.7150796 0.001 
       14         7 151854.84 0.6076055 <.001 0.6776513 0.003 
       15       7.5 151855.49 0.6091137 <.001 0.6312411 0.015 
       16    8.0805 151853.53 0.6093882 <.001   
   
179 
 
 
 
Table 41: Summary of Piecewise Cox Regression Model, in Non-PH Scenarios 
Scenarios of  
Non-PH 
Event 
Rate 
Cutoff 
point t* 
    : HR (CI) 
p-value (PH test) 
    : HR (CI) 
p-value (PH test) 
Increasing Hazards 5% 0.05 
0.16(0.05, 0.53) 
0.2311 
0.47(0.39, 0.57) 
0.5017 
 30% 0.45 
0.49(0.42, 0.57) 
0.0328 
0.81(0.75, 0.88) 
0.0175 
 60% 1 
0.68(0.62, 0.73) 
<0.0001 
1.09(1.02,1.17 ) 
0.0608 
 90% 1 
0.68(0.62, 0.73) 
<0.0001 
1.29(1.23, 1.36) 
<0.0001 
 
Crossing Hazards 5% 0.05 
37.75(12.0, 118.8) 
0.1752 
6.46(4.84, 8.61) 
0.4205 
 30% 0.35 
5.77(4.83, 6.89) 
<0.0001 
1.53(1.41, 1.67) 
<0.0001 
 60% 0.8 
2.62(2.40, 2.86) 
<0.0001 
0.76(0.71, 0.81) 
<0.0001 
 90% 0.8 
2.62(2.40, 2.86) 
<0.0001 
0.57(0.54, 0.60) 
<0.0001 
 
Non-monotonically 
changing Hazards 
5% 0.1 
0.08(0.01, 0.59) 
0.5934 
0.29(0.23, 0.36) 
0.7798 
 30% 0.75 
0.38(0.34, 0.42) 
0.0041 
0.57(0.51,0.64 ) 
0.9906 
 60% 0.8 
0.40(0.36, 0.44) 
0.0002 
0.64(0.60,0.68 ) 
0.0005 
 90% 1 
0.44(0.40, 0.48) 
<0.0001 
0.68(0.65, 0.71) 
0.0011 
 
Table 41 shows results of the piecewise Cox models in each situation. The 
estimated HR is computed for each period of follow-up under the PH assumption. 
However, only in the cases of 5% event rate, the results of testing proportionality are not 
statistically significant at a 0.05 significant level. One possible reason for obtaining 
significant results of proportionality testing may be that the number of events is 
extremely large in big samples. In the increasing and crossing hazards scenarios, the 
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effects on risk are opposite between two separate time periods when the event rates are 
greater than or equal to 60%. These results are consistent with the finding of crossing 
curves in the survival plots. 
 
Table 42: Summary of theVLDAFT Model in Non-PH Scenarios 
Scenarios of  
Non-PH 
Event Rate 
P(Group=1) 
% (CI) 
P(Group=0) 
% (CI) 
RD 
% 
RR CHR 
Increasing Hazards 5% 
3.16 
(3.02, 3.29) 
6.83 
(6.64, 7.02) 
-3.67 0.46 0.45 
 30% 
26.08 
(24.6, 27.6) 
33.79 
(32.2, 35.4) 
-7.71 0.77 0.73 
 60% 
58.92 
(56.2, 61.7) 
61.12 
(58.4, 63.8) 
-2.20 0.96 0.94 
 90% 
92.78 
(91.2, 94.2) 
87.22 
(85.5, 88.8) 
5.56 1.06 1.28 
 
Crossing Hazards 5% 
8.81 
(8.7, 9.0) 
1.13 
(1.1, 1.2) 
7.68 7.81 8.12 
 30% 
38.57 
(37.1, 40.1) 
21.39 
(20.1, 22.7) 
17.17 1.80 2.02 
 60% 
61.05 
(59.8, 62.3) 
58.94 
(56.5, 61.4) 
2.11 1.04 1.06 
 90% 
83.63 
(81.8, 85.4) 
96.06 
(94.8, 97.1) 
-12.43 0.87 0.56 
 
Non-Monotonically 
Changing Hazards 
5% 
2.38 
(2.3, 2.5) 
7.56 
(7.4, 7.8) 
-5.18 0.32 0.31 
 30% 
20.97 
(19.6, 22.4) 
39.57 
(37.9, 41.3) 
-18.59 0.53 0.47 
 60% 
51.27 
(47.9, 54.7) 
71.13 
(68.0, 74.2) 
-19.87 0.72 0.58 
 90% 
88.30 
(84.8, 91.3) 
96.72 
(95.0, 98.0) 
-8.42 0.91 0.63 
P: the predicted probability of occurrence of an event by the end of a specified time period. 
RD: Risk difference of group 1 versus group 0. 
RR: Relative risk of group 1 versus group 0. 
CHR: Cumulative hazard ratio of group 1 versus group 0. 
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The VLDAFT model, which contains a non-proportionality component, is applied 
to these simulated data. Table 42 lists the results at the end of the time period in cases of 
various event rates of 5%, 30%, 60%, and 90% as follows: 
 the predicted probability of event occurrence in each group 
 the risk difference between group (1) and group (0) 
 the relative risk of group (1) versus group (0) 
 the cumulative hazard ratio of group (1) versus group (0) 
Results of the predicted probability of event occurrence, risk difference, and relative risk 
from the VLDAFT model are closer to the estimates from the KM non-parametric 
method in any cases. 
4.5 Summary and Conclusions 
While applying all proposed methods to the simulated data of non-PH scenarios with 
different event rates of 5%, 30%, 60%, and 90%, we find that each method has its own 
strengths and weaknesses. Regardless of the presence of PH or non-PH, non-parametric 
methods based on KM survival and the rank test are always recommended, since they are 
the efficient and appropriate approaches to summarize time-to-event data at a fixed time 
point. However, one estimate at one time point, including the median survival time, could 
not display the changing of HR in the presence of non-proportionality.  
The restricted mean is highly dependent on the choice of time point, and is useful 
in exploratory analyses to better understand the survival dynamic over time. In the 
situation of crossing survival curves, the group effect may decrease. And it may result in 
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reducing the power to detect a significant difference in survival between groups over a 
long time period. 
Both extended semi-parametric models and a parametric regression approach 
allow for the inclusion of additional covariates of interest, as well as the evaluation of the 
effect as a time-dependent predictor. The extended Cox models can provide the summary 
measurements of effect on risk as a hazard ratio at any specified time point. Time-varying 
coefficient Cox models provide a flexible method to evaluate departure from 
proportionality and to build a model in the presence of non-proportionality. However, the 
extended Cox model has a limitation in that the appropriate model depends closely on the 
selection of the correct function of time. Similarly, a possible disadvantage of the 
VLDAFT model relative to the non-parametric method and semi-parametric model is the 
distribution assumption on the underlying hazard. If the parametric model is adequate, the 
VLDAFT model is preferred over the Cox PH regression in the presence of non-
proportionality. As showed in Table 42, the estimated predicted probabilities and relative 
risk from the VLDAFT model are similar to those from the KM method. However, the 
robust nature of the Cox PH model allows us to closely approximate results when the 
parametric regression is unknown or in question.  
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A summary of the strengths and weaknesses of the methods to model and 
summarize the non-PH data in the two-sample case is described in Table 43. 
Table 43: Summary of the Methods to Model and Summarize Non-PH Data in Two-Sample 
Study 
Methods Strengths Weaknesses 
Log-rank Test   Distribution-free 
 Easy to implement  
 Optimal under the PH 
assumption 
 More powerful in detecting 
difference in survival curves 
on large or late survival 
times 
 No obvious measures for 
effect size 
Wilcoxon Test  Distribution-free 
 Easy to implement  
 More efficient than the log-
rank test for non-PH data 
 Sensitive to early time 
difference  
 No obvious measures for 
effect size 
Difference in 
median 
Survival Time 
 Distribution-free 
 Useful under the PH 
assumption 
 
 Not available if less than 
50% of subjects 
experience the event of 
interest in each group 
 Only provides part of 
actual information 
 Hard to know the 
dynamic change of the 
survivals between the two 
groups 
Difference in 
(or ratio of 
risk) survival 
(KM) at 
particular time 
point  
 Distribution-free 
 Easy to know the  estimates at 
a fixed time point  
 
 Estimates vary over time 
 Only provide part of 
actual information 
 
Difference in 
restricted mean 
survival time 
 Distribution-free 
 Better than estimates at one 
time point for non-PH data 
 Highly dependent on the 
choice of time point 
 Reversal of effect may 
reduce power to detect  
difference in the situation 
of crossing survival  
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Methods Strengths Weaknesses 
Cox regression 
model 
 Easy to implement 
 Easy to interpret under the PH 
assumption 
 Allows for the consideration of 
covariates 
 Estimates vary among 
different durations of 
follow-up 
 
Extended Cox 
model adding 
time 
interaction 
term 
 Easy to implement 
 Easy to interpret non-PH data 
at any time point 
 Allow for the consideration of 
covariates 
 SAS does not provide the 
survival function for each 
group at each distinct event 
time 
Piecewise Cox 
model 
 Easy to interpret in each time 
interval 
 Allows for the consideration of 
covariates 
 Have to find the cutoff 
time point to have two 
regions in which the PH 
assumption holds 
 
Varying 
location and 
dispersion 
accelerated 
failure time 
(VLDAFT) 
 Easy to interpret at any time 
point  
 Allows for the consideration of 
covariates 
 Check that the Weibull 
distribution fits the data 
well 
 Take time to find the 
right starting values of 
the parameters so that the 
Newton-Raphson 
procedure will converge 
 
 
  
  
185 
 
 
 
Chapter 5 Applications to Real Studies 
5.1 Application to the Framingham Heart Study  
The Framingham Heart Study began in 1948 to explore risk factors and consequences of 
cardiovascular disease (CVD) in a population-based prospective cohort in Framingham, 
Massachusetts. At study inception, 5209 subjects were enrolled in the original cohort; 
their ages ranged from 28 to 62 years. The biological offspring of the original cohort and 
the offsprings’ spouses were enrolled in the Framingham Offspring Study in 1971; this 
enrolled 5124 subjects. All subjects provided written informed consent, were examined 
biennially with routine assessments of medical history, physical examination, blood tests, 
and 12-lead electrocardiograms (ECGs). The Framingham risk functions were well 
developed to assess the relative importance of  Coronary heart disease (CHD) risk factors 
and to quantify the absolute level of CHD risk for individual patients by applying sex-
specific Cox regression models [32, 33]. 
The study population consisted of 2388 males, free of any CVD event at the time 
of their Framingham Heart Study examinations between 1971 and 1974. Each subject 
was followed up to 25 years for the development of any CVD event. In our study, we 
restricted our attention to a specific clinically important risk factor, the self-reported 
cigarette smoking status (Y/N). The endpoint of interest for this analysis was the first 
occurrence
 
of those CVD events that were defined as myocardial infarction (MI), stroke, 
or any cardiovascular death. The time to event was calculated as the duration between 
baseline and the first CVD event, death, study discontinuation, or censoring at 25 years, 
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whichever occurred first. The aim of the study was to investigate any association between 
smoking status and the CVD event. 
Forty percent of the subjects were smokers (N=963) at baseline, and 1452 
subjects (60.8%) were censored during the follow-up. The overall Kaplan-Meier 25-year 
incidence rate of CVD was 42. 9% 
5.1.1 Evaluation Assumption of PH 
The proportionality of hazards was evaluated using graphical methods as well as 
numerical approaches. 
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Figure 101: KM Survival Curves for CVD among Smokers and Non-Smokers, N=2388, 
Males, CVD 25-Year Follow-Up 
 
 
In Figure 101, the KM survival curves among smokers and non-smokers show a 
gap that increases gradually at the beginning of the follow-up period and generally 
maintain an equal distance through later time intervals. This trend indicates that the 
smokers had a lower survival rate in a relatively short follow-up time period and may 
have exhibited a slightly high rate after the follow-up. 
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Figure 102: LLS vesus Log(time) among Smokers and Non-Smokers, N=2388, Males, CVD  
25-year Follow-Up, All Data 
 
 
The LLS plot of all data in Figure 102 introduces noise that intersects at the 
beginning of the plot due to a rare event number. In Figure 103, we truncated the data for 
the group having a 1% CVD incidence rate up to the end of the follow-up time. This plot 
shows roughly parallel lines, which indicates the PH may hold among smokers and non-
smoker in this plot. In addition, the straight lines imply that this data fits the Weibull 
distribution well. 
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Figure 103: LLS versus Log(time) among Smokers and Non-Smokers, N=2388, Males, CVD, 
1%-40% ER 
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Figure 104: Plot of the Cumulative Hazards in Smokers versus Non-smoker, N=2388, Males, 
CVD, 25-Year Follow-Up 
 
 
 
Figure 104, the plot comparing cumulative hazards in two groups yields a line 
with an almost constant slope. 
H1(t)
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
Ho(t)
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
H(Smoker=1) vs. H(Smoker=0): 25-Year Follow-up, Males
191 
 
 
 
Figure 105: Smoothed Log(H(Smoker)/H(Non-Smoker) versus Time, N=2388, Males, CVD 
25-Year Follow-Up 
 
 
 
Figure 105, the smoothed plot of the difference of the log cumulative hazard over 
time, yields a nearly horizontal line; however, with smoothing, this line bends downward 
in the longer period of the follow-up. It seems that proportionality might be questionable 
in this instance. 
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Figure 106: Smoothed Schoenfeld Redsiduals versus Time, N=2388, Males, CVD, 25-Year 
Follow-Up 
 
 
 
Figure 106, the smoothed plot of Schoenfeld residuals versus time, yields a non-
zero slope line with a decreasing rate, compared to the dashed reference line which 
represents the null effect. This indicates that the PH assumption is violated for the data 
representing subjects who reported smoking status. 
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Figure 107: Hazard Functions versus Time among Smokers and Non-Smokers, N=2388, 
Males, CVD 25-Year Follow-Up 
 
 
 
In Figure 107, it appears that the two hazard curves tend to cross at the end of the 
follow-up time, representing that the ratio of hazard function between smokers and non-
smokers declines after the 15-year follow-up and approaches one at the end of the follow-
up. 
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Table 44: Test Non-Proportionality (p-value) 
Methods Interaction Test Correlation Test Supremum Test 
p-value 0.03115 0.01181 0.00700 
 
 
All three numerical methods to assess the PH assumption were implemented. In 
Table 44, all results of the interaction test, the correlation test, and the supremum test are 
statistically significant, with p-values less than 0.05. The interaction test has a slightly 
higher p-value when compared to the other two tests, suggesting that smoking status does 
not satisfy the PH.  This is consistent with the conclusion based on the smoothed 
Schoenfeld residual plot. 
 
5.1.2 Modeling and Summarizing Non-PH Data 
The Framingham data allows us to compare summary measurements, which are useful in 
the presence of non-proportionality. 
The KM curves for survival by smoking status in Figure 101 show a clear 
difference between the two groups. The p-values from both the log-rank test and the 
Wilcoxon test are statistically significant (< 0.0001). The estimated HR in a Cox model 
for smoking status is 1.32 (95% CI: 1.2, 1.5), again with a statistically significant p-value 
(<0.0001). 
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Table 45: KM Survival Rates between Smoker and Non-Smoker at Various Time Points (5, 
10, 15, 20, 25 Year), Males, CVD 25-Year Follow-Up 
Time Point 
(yr) 
Point Estimate:  
Survival rate (CI), % 
Survival rate 
difference  
[Sm-NonSm] (CI), % 
Relative 
Risk 
(Sm/NonSm) 
Smokers Non-smoker 
5 89.5 (87.4, 91.3) 93.4 (92.0, 94.6) -3.9 (-6.3,-1.6) 1.59 
10 78.6 (75.9, 81.1) 85.3 (83.3, 87.0) -6.7 (-9.9,-3.4) 1.46 
15 68.6 (65.6, 71.6) 78.4 (76.2, 80.5) -9.8 (-13.5,-6.1) 1.45 
20 60.2 (56.9, 63.4) 68.5 (65.9, 70.9) -8.2 (-12.3,-4.1) 1.26 
25 52.6 (49.1, 55.9) 60.1 (57.4, 62.8) -7.6 (-11.9,-3.3) 1.19 
 
Since median survival time does not exist in this study, the point and 95% 
confidence interval estimates for KM survival rates, as well as their differences at various 
time points (5, 10, 15, 20, and 25 years), are illustrated in Table 45. The smallest absolute 
difference in survival rate between smokers and non-smokers is 4% at the 5-year follow-
up, while the largest difference of 10% occurred around the 15-year follow-up.  From that 
point, differences in survival rates decrease to 8.2% and 7.6% at the 20-year and the 25-
year follow-ups, respectively. These numerical results seem consistent with the KM plot, 
in which the gaps do not increase after the 15-year follow-up. The relative risk between 
smokers and non-smokers at time points, including the 5, 10, 15, 20, 25-year follow-ups 
decrease from 1.59 at the 5-year follow-up to 1.19 at the 25-year follow-up. 
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Table 46: Difference in Restricted Mean of Survival between Smoker and Non-Smoker 
during Various Time Intervals, Males, CVD 25-Year Follow-Up 
 
 
In addition, the difference of the restricted mean survival time over the time 
interval (0, 25 years) is estimated.  Instead of any fixed time points, this difference is -1.6 
and the resulting 95% confidence interval for this difference is (-2.25, -0.95). These 
results provide information about the significant effect, that non-smokers have 1.6 years 
longer survival time from the time of developing CVD, compared to smokers, on average. 
Comparison of the standard Cox regression model, with a constant hazard ratio of 
1.32, to the extended Cox model, which accounts for non-proportionality by adding 
interaction with the logarithm of time, provides estimated hazard ratios that change over 
time. The significant coefficient estimate for the interaction term is -0.17, which means 
that the effect of interaction is negative and the effect of smoking on developing CVD is 
reduced by 0.17 for each unit of the logarithm of time. At the 5-year follow-up time point, 
Time interval, (yr) 
Difference in Restricted Mean 
of Survival[Sm-NonSm],  
in year (95%CI) 
0 - 5 -0.09  (-0.15,-0.03) 
0 - 10 -0.36 (-0.54,-0.18) 
0 - 15 -0.75 (-1.08,-0.43) 
0 - 20 -1.19 (-1.68,-0.70) 
0 - 25 -1.60(-2.24,-0.97) 
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smokers have 1.46 times the risk of developing CVD compared to non-smokers, and the 
hazard ratios decline to 1.30, 1.21, 1.16, and 1.11 at the 10-year, 15-year, 20-year, and 
25-year follow-up times, respectively. 
 
Table 47: Model Selection for Two-Piecewise Cox Model, Males, CVD 25-Year Follow-Up 
Cutoff point AIC -2 Log L 
smokes1 
HR 
smokes1 
P-value 
smokes2 
HR 
smokes2 
P-value 
1 13930.01 13926.01 1.482 0.379 1.315 <.001 
5 13927.36 13923.36 1.628 <.001 1.246 0.003 
10 13926.53 13922.53 1.517 <.001 1.180 0.061 
15 13920.08 13916.08 1.545 <.001 0.999 0.997 
20 13927.89 13923.89 1.376 <.001 1.055 0.747 
25 13928.08 13926.08 1.318 <.001   
 
 
 
The extended Cox model with a two-piecewise constant hazards model was 
applied to this data. Five models with different cutoff points were chosen (equal intervals 
at 1, 5, 10, 15, and 20-year follow-up) and were run to determine the optimal value of the 
cutoff time point. Table 47 indicates that the best model involves the 15-year follow-up, 
since it yields the smallest value of the AIC.  
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Table 48: Results for Two-Piecewise Cox model, Males, CVD 25-Year Follow-Up 
Time 
Interval 
Step Function 
Hazard Ratio (CI) 
P-value 
Test for PH 
P-value 
       ( )   {
          
         
 
1.55(1.31, 1.82) 
<0.0001 
0.8967 
       ( )   {
          
         
 
1.000(0.80, 1.24) 
0.9973 
0.6486 
 
 
In Table 48, the results of the piecewise Cox model show that the estimated HR in 
the early years of follow-up (0 to 15 years) is 1.55 (95% CI: 1.3, 1.8; p-value < 0.0001).  
The estimated HR in the later years of follow-up (15 to 25 years) is 1.00 (95% CI: 0.8, 
1.2; p-value = 0.9973). Also, the test of proportionality does not reject for each time 
interval. This model explains that the effect of smoking on developing CVD vanishes in 
longer follow-up studies (>15-year). 
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Table 49: Results of the VLDAFT Model versus Results of Cox Regression Model, Males, 
CVD 25-Year Follow-Up 
 VLDAFT Model Cox PH Model 
Time 
Point 
(year) 
Psmoker 
% 
Pnonsmoke 
% 
RD 
% 
RR CHR 
Psmoker 
% 
Pnonsmoker 
% 
RD 
% 
RR CHR 
5 
9.91 
(5.4, 9.9) 
6.17 
(3.3, 11.5) 
3.74 1.60 1.64 
9.49 
 (8.1, 10.9) 
7.28 
(6.2, 8.4) 
2.21 1.30 1.32 
10 
20.51 
(13.6, 30.2) 
14.41 
(9.5,21.5) 
6.10 1.42 1.48 
20.05 
 (17.9, 22.2) 
15.61 
(13.9, 17.2) 
4.44 1.28 1.32 
15 
30.51 
(22.0, 41.3) 
23.06 
(16.8, 31.2) 
7.45 1.32 1.39 
29.19 
 (26.5, 31.8) 
23.03 
(21.0, 25.0) 
6.16 1.27 1.32 
20 
39.63 
(29.6, 39.6) 
31.59 
(24.0, 40.9) 
8.04 1.25 1.33 
39.58 
 (36.4, 42.6) 
31.76 
(29.3, 34.1) 
7.82 1.25 1.32 
25 
47.83 
(36.1, 61.1) 
39.71 
(30.6, 50.4) 
8.12 1.20 1.29 
48.32 
 (44.9, 51.6) 
39.39 
(36.7, 42.0) 
8.93 1.23 1.32 
P: the predicted probability of the CVD event occurring by the end of a specified time period. 
RD: Risk difference of smokers versus non-smokers. 
RR: Relative risk of smokers versus non-smokers. 
CHR: Cumulative hazard ratio of smokers versus non-smokers. 
 
 
The VLDAFT model, which contained a non-proportionality component, was 
applied to this data. Results of the predicted probability of any CVD event occurring in 
any smoker and non-smoker, the risk difference, the relative risk, and the cumulative 
hazard ratio of smokers versus non-smokers by the end of specified time periods (5, 10, 
15, 20, 25-year) are compared to those from the Cox model in Table 49. In the Cox PH 
model, the cumulative hazard ratio does not change over the follow-up, while in the non-
PH Weibull AFT model, the cumulative hazard ratios decrease from 1.64 at the 5-year 
follow-up to 1.29 at the 25-year follow-up. Results for risk differences, relative risks, and 
the cumulative hazard ratios are slightly larger than those from the Cox PH model in 
shorter follow-up periods (5, 10, 15-year), and are similar in longer follow-up periods (20 
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or 25 years). Results from the VLDAFT model are closer to the estimates from the KM 
non-parametric method. 
5.2 Application to the Dual Antiplatelet therapy (DAPT) Study 
The Dual Antiplatelet Therapy (DAPT) Study [34] is a multicenter, international, double-
blind randomized, placebo-controlled, phase IV trial that enrolls subjects treated with 
drug-eluting stent and with bare-metal stents . The dual antiplatelet therapy with aspirin 
and a second anti-clotting medication (thienopyridine: clopidogrel or prasugrel) is 
required after a placement of coronary stents to prevent thrombotic complications. The 
DAPT Study is comparing the benefits and risks of 12 versus 30 months of dual 
antiplatelet therapy in preventing stent thrombosis or major adverse cardiovascular and 
cerebrovascular events (MACCE) in subjects undergoing percutaneous coronary 
intervention (PCI) for the treatment of coronary artery obstructive lesions. All subjects 
will receive 12 months of open label DAPT. 
After 12 months, 12,200 subjects who are free from death, myocardial infarction, 
or stroke (MACCE), repeat coronary revascularization, and major bleeding will be 
randomized (1:1) to receive either18 months of DAPT or placebo. All subjects receive 
aspirin for the duration of 18-month study.  MACCE is the primary end points of interest 
in our application example. The goal is to see if DAPT treatment reduces the rate of 
MACCE versus placebo. The 18-month Kaplan-Meier incidence rates of MACCE are 
2.55% and 2.10% for placebo and treatment group, respectively. 
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5.2.1 Evaluation Assumption of PH 
The proportionality of hazards was evaluated using graphical methods as well as 
numerical approaches. 
Figure 108: KM Survival Curves among DAPT and Placebo, MACCE 18-Month Follow-Up 
 
 
In Figure 108, the KM survival curves among DAPT and placebo show the 
vertical gaps that increase gradually at the beginning of the follow-up period and 
generally maintain an equal distance through later time intervals (after 4 months). This 
trend indicates that the DAPT treatment had a low MACCE incidence rate compared to 
the placebo in a relatively short follow-up time period, and may have a slightly small 
preventive effect in long follow-up. 
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Figure 109: LLS vesus Log(time) among DAPT and Placebo, MACCE 18-Month Follow-Up, 
All Data 
 
The LLS plot of all data in Figure 109 introduces slightly noise at the beginning 
of the plot due to a rare event number. In Figure 110, we truncated the data for the group 
having a 0.5% MACCE incidence rate up to the end of the follow-up time. Both plots 
imply a trend of crossing lines, which may indicate that the PH may not hold. The 
straight lines imply that the DAPT data fits the Weibull distribution well. 
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Figure 110: LLS versus Log(time) among DAPT and Placebo, MACCE 18-Month Follow-
Up, 0.05%-2.33% ER 
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Figure 111: Plot of the Cumulative Hazards among DAPT and Placebo, MACCE 18-Month 
Follow-Up 
 
 
 
Figure 111, the plot of cumulative hazards in two groups yields an upward curve, 
and it seems that the PH assumption may be violated. 
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Figure 112: Smoothed Log(H(DAPT)/H(Placebo) versus Time, among DAPT and Placebo, 
MACCE 18-Month Follow-Up 
 
 
 
Figure 112, the smoothed plot of the difference of the log cumulative hazard over 
time, yields a curve with non-zero slope. It seems that proportionality is questionable in 
this instance. 
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Figure 113: Smoothed Schoenfeld Redsiduals versus Time, among DAPT and Placebo, 
MACCE 18-Month Follow-Up 
 
 
 
 
Figure 113, the smoothed plot of Schoenfeld residuals versus time, yields a non-
zero slope curve, compared to the reference line which represents the null effect. This 
indicates that the PH assumption is violated. 
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Figure 114: Hazard Functions versus Time among DAPT and Placebo, MACCE 18-Month 
Follow-Up  
 
 
In Figure 114, it appears that the two hazard curves crosses during the follow-up 
time, representing that the ratio of hazard function between the DAPT treatment and 
placebo varies during 18-month follow-up. 
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Table 50: Test Non-Proportionality (p-value), DAPT Study 
Methods Interaction Test Correlation Test Supremum Test 
p-value 0.0064 0.0061 0.0440 
 
 
All three numerical methods to assess the PH assumption were implemented. In 
Table 50, all results of the interaction test, the correlation test, and the supremum test are 
statistically significant, with p-values less than 0.05. The supremum test has a slightly 
higher p-value compared to the other two tests. The results suggest that the variable 
indicating treatment or placebo does not satisfy the PH.  They are consistent with the 
conclusion from the graphical methods. 
 
5.2.2 Modeling and Summarizing Non-PH Data 
The DAPT study allows us to compare summary measurements on this large sample with 
a rare event rate in the presence of non-proportionality. 
The KM curves for survival in Figure 108 show a slightly difference between the 
DAPT treatment and placebo groups. The p-values from both the log-rank test (p-value = 
0.0974) and the Wilcoxon test (p-value = 0.0868) are not statistically significant at 0.05 
significance level. The estimated HR in a Cox model for DAPT treatment versus placebo 
is 0.82 (95% CI: 0.65, 1.04), again with a non-significant p-value (0.0979). 
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Table 51: KM Survival Rates between DAPT and Placebo at Various Time Points, MACCE  
Time Point 
(month) 
Point Estimate: Survival rate (CI), % Survival rate difference 
[DAPT-Placebo] (CI), % 
Relative Risk 
(DAPT/Placebo) DAPT Placebo 
4 99.7 (99.6, 99.8) 99.3 (99.1, 99.5) 0.40 (0.15, 0.64) 0.43 
8 99.2 (99.0, 99.4) 98.8 (98.5, 99.0) 0.44 (0.09, 0.80) 0.67 
12 98.7 (98.3, 98.9) 98.2(97.8, 98.5) 0.48 (0.03, 0.92) 0.72 
16 98.2 (97.8, 98.5) 97.7 (97.3, 98.0) 0.53 (0.01, 1.04) 0.78 
18 97.9 (97.5, 98.2) 97.5 (97.0, 97.8) 0.44 (-0.10, 0.98) 0.84 
 
Since median survival time does not exist in this study, the point wise estimates 
and 95% confidence interval estimates for KM survival rates, as well as their differences 
at various time points (4, 8, 12, 16, and 18 months), are illustrated in Table 51. The 
differences in survival rate between the treatment and placebo groups are almost same 
with slightly changing during 18-month follow up. These numerical results seem 
consistent with the KM plot, in which the gaps keep constant. The relative risks between 
the DAPT treatment and placebo at time points of 4, 8, 12, 16, 18-month keep increasing 
from 0.43 at the 4-month follow-up to 0.84 at the 18-month follow-up. It indicates that 
the DAPT treatment effect of reducing the risk of MACCE decreases with time 
increasing. 
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Table 52: Difference in Restricted Mean of Survival between DAPT and Placebo during 
Various Time Intervals, MACCE  
 
 
In addition, the difference of the restricted mean survival time over the time 
interval (0, 18 months) is estimated.  It is -0.43 and the resulting 95% confidence interval 
for this difference is (0.12, 0.73). These results provide information about the significant 
effect, that the DAPT treatment group has 0.43 month longer survival time from the time 
of experiencing MACCE, compared to the placebo group, on average. 
Comparison of the standard Cox regression model, with a constant hazard ratio of 
0.82, to the extended Cox model, which accounts for non-proportionality by adding 
interaction with the logarithm of time, provides estimated hazard ratios that change over 
time. The significant coefficient estimate for the interaction term is 0.42, which means 
that the effect of interaction is positive and the effect of the DAPT treatment on 
developing MACCE is increased by 0.42 for each unit of the logarithm of time. At the 4-
month follow-up time point, the DAPT treatment have a 36%  lower risk of developing 
MACCE compared to placebo, and the hazard ratios increase to 0.86, 1.01, 1.14, and 1.20 
at the 8-month, 12- month, 16- month, and 18- month follow-up times, respectively. 
Time interval 
(months) 
Difference in Restricted Mean of 
Survival[DAPT-Placebo],  
in months (95%CI) 
0 - 4 0.18  (0.06, 0.31) 
0 - 8 0.34 (0.14, 0.54) 
0 - 12 0.39 (0.14, 0.64) 
0 - 16 0.42 (0.13, 0.71) 
0 - 18 0.43 (0.12, 0.73) 
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Table 53: Model Selection for Two-Piecewise Cox Model, MACCE  
Model 
Cutoff 
point AIC 
trt1 
HR 
trt1 
P-value 
trt2 
HR 
trt2 
P-value 
        1         1 5191.5721 0.2499122 0.079 0.8504161 0.187 
        2         2 5190.6005 0.3531684 0.028 0.8774782 0.299 
        3         3 5188.5762 0.3703101 0.007 0.9156852 0.495 
        4         4 5186.4443 0.3994657 0.002 0.9685407 0.812 
        5         5 5185.5762 0.4412709 0.001 1.0150754 0.915 
        6         6 5188.0747 0.5305952 0.003 1.0173152 0.908 
        7         7 5186.9132 0.5398404 0.002 1.0698424 0.664 
        8         8 5191.0031 0.6328812 0.014 0.9952177 0.976 
        9         9 5190.4397 0.6404863 0.011 1.0391108 0.821 
       10        10 5190.088 0.6496699 0.009 1.0782027 0.674 
       11        11 5189.8388 0.6672214 0.009 1.1375531 0.510 
       12        12 5192.5534 0.73096 0.033 1.0416656 0.848 
       13        13 5192.7731 0.7425646 0.038 1.047742 0.837 
       14        14 5193.5658 0.7680086 0.058 0.9953679 0.985 
       15        15 5192.4456 0.7527807 0.036 1.1545364 0.599 
       16        16 5192.0795 0.7665555 0.039 1.3781642 0.378 
       17        17 5190.9862 0.7691552 0.037 1.8485012 0.190 
       18        18 5192.4243 0.8188764 0.098   
 
 
 
The extended Cox model with a two-piecewise constant hazards model was 
applied to the DAPT data. Eighteen models with different cutoff points were chosen and 
run to determine the optimal value of the cutoff time point. Table 53 indicates that the 
best model involves the 5-month follow-up, since it yields the smallest value of the AIC.  
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Table 54: Results for Two-Piecewise Cox model, MACCE  
Time 
Interval 
Step Function 
Hazard Ratio (CI) 
P-value 
Test for PH 
P-value 
      ( )   {
         
        
 
0.44 (0.27, 0.72) 
0.0011 
0.5514 
      ( )   {
         
        
 
1.015 (0.77, 1.34) 
0.9153 
0.5998 
 
 
In Table 54, the results of the piecewise Cox model show that the estimated HR in 
the early months of follow-up (0 to 5 month) is 0.44 (95% CI: 0.27, 0.72; p-value = 
0.0011).  The estimated HR in the later months of follow-up (5 to 18 months) is 1.02 (95% 
CI: 0.77, 1.34; p-value = 0.9153). The test of proportionality does not reject the null 
hypothesis for each time interval. This model explains that the DAPT treatment effect on 
reducing risk of MACCE vanishes in longer follow-up studies (>5-month). 
 
 
  
213 
 
 
 
Table 55: Results of the VLDAFT Model, MACCE 18-Month Follow-Up 
 VLDAFT Model Cox PH Model 
Time 
Point 
(month) 
P(DAPT) 
% 
P(Placebo) 
% 
RD 
% 
RR CHR 
P(DAPT) 
% 
P(Placebo) 
% 
RD 
% 
RR CHR 
4 0.4 
(0.3, 0.4) 
0.5 
(0.5, 0.6) 
-0.1 0.68 0.68 
0.4 
(0.3, 0.5) 
0.5 
(0.4, 0.7) 
-0.10 0.80 0.82 
8 0.8 
(0.8, 0.9) 
1.1 
(1.1, 1.2) 
-0.3 0.72 0.72 
0.9 
(0.7, 1.1) 
1.1 
(0.9, 1.3) 
-0.20 0.82 0.82 
12 1.3 
(1.2, 1.4) 
1.7 
(1.6, 1.8) 
-0.4 0.75 0.74 
1.4 
(1.1, 1.7) 
1.7 
(1.4, 2.0) 
-0.30 0.82 0.82 
16 1.8 
(1.7, 1.9) 
2.3 
(2.2, 2.5) 
-0.5 0.76 0.76 
1.9 
(1.5, 2.2) 
2.3 
(1.9, 2.6) 
-0.40 0.83 0.82 
18 2.0 
(1.9, 2.2) 
2.6 
(2.5, 2.8) 
-0.6 0.77 0.77 
2.1 
(1.7, 2.5) 
2.6 
(2.2, 3.0) 
-0.50 0.81 0.82 
P: the predicted probability of the MACCE event occurring by the end of a specified time period. 
RD: Risk difference of the DAPT treatment versus placebo. 
RR: Relative risk of the DAPT treatment versus placebo. 
CHR: Cumulative hazard ratio of the DAPT treatment versus placebo. 
 
 
The VLDAFT model was applied to the DAPT data since the data fitted Weibull 
distribution well (showed in Figure 110). Results of the predicted probability of any 
MACCE event occurring in any treatment and placebo groups, the risk difference, the 
relative risk, and the cumulative hazard ratio of the DAPT treatment versus placebo by 
the end of specified time periods (4, 8, 12, 16, 18-month) are compared to those from the 
Cox model in Table 55. In the Cox PH model, the cumulative hazard ratio does not 
change over follow-up, while in the VLDAFT model, the cumulative hazard ratios 
increase from 0.68 at the 4-month follow-up to 0.77 at the 18-month follow-up. Results 
for risk differences are similar between these two models. The results of the relative risks 
and the cumulative hazard ratios are slightly lower than those from the Cox PH model at 
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all different follow-up times. The results from the VLDAFT model are closer to the 
estimates from the KM method. 
 
5.3 Summary and Conclusions 
Using actual data examples from the Framingham Heart Study and the DAPT study, both 
the graphical findings from the smoothed Schoenfeld residual plot and all significant 
numerical findings suggest the violations of the PH assumption for the two-sample cases. 
For the Framingham Heart Study, the plot and estimates of KM survival across groups 
suggest a strong effect of smoking on CVD over the first 15-year follow up, and this 
effect tends to diminish at later follow-up time points. Similarly, results from the two-
piecewise Cox model imply that the impact of smoking changed over time, with higher 
risks in the first 15 years, and a diminishing effect in later years. Adding the logarithm of 
time interaction term with smoking status to the Cox model, the significant result of the 
interaction suggests that a negative status decreases the risk effect of smoking by 0.17 for 
each unit of the logarithm of time, along with decreasing hazard ratios during the follow-
up. The VLDAFT model appears to provide us with similar risk differences and relative 
risks of smokers versus non-smokers as those from the KM estimates.  
Regardless of the presence of PH or non-PH, non-parametric measures based on 
KM survival are always recommended, since this is an efficient and appropriate approach 
to summarizing time-to-event data at a fixed time point, particularly in the presence of 
non-proportionality.  
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The restricted mean is highly dependent on the choice of time point, and is useful 
in exploratory analyses to better understand the survival dynamic over time. Similar to 
the log-rank test, in the situation of crossing survival curves, reversal of effect may 
reduce the power to detect a significant difference in survival between groups over the 
long term. 
Both extended semi-parametric models and a parametric regression approaches 
allow for the inclusion of additional covariates of interest. The extended Cox models can 
provide the summary measurements of effect as a hazard ratio at any specified time point 
or time interval. Time-varying coefficient Cox models provide a flexible method to 
evaluate departure from proportionality and to build a model in the presence of non-
proportionality. However, the extended Cox model has a limitation in that the appropriate 
model depends closely on selection of the correct function of time. Similarly, a possible 
disadvantage of the VLDAFT model is that the distribution of the underlying hazard 
follows Weibull assumption. Plotting the logarithm of the minus logarithm of survival 
function versus the logarithm of time (Figure 103 and Figure 110) also can be used to 
verify linearity, which implies that the Weibull model is an appropriate model to use with 
this actual data. If the parametric model is adequate, the VLDAFT model is preferred 
over the Cox PH regression in the presence of non-proportionality. However, as showed 
in Table 49 and Table 55 from both examples, the estimated predicted probabilities and 
relative risk from the VLDAFT model are similar to those from the Cox PH regression. 
Thus, the robust nature of the Cox PH model allows us to closely approximate results 
when the parametric regression is unknown or in question.  
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Chapter 6  Recommendations 
In general, it is strongly recommended that the PH assumption always be investigated by 
graphical and numerical methods before applying the Cox regression model to 
summarize time-to-event data. Graphical and numerical approaches have strengths and 
weaknesses, but they can complement one another. The judgment and interpretation 
based on plots are somewhat subjective, but still helpful in providing useful information 
about the data.  Plots will also identify whether there are outliers or other data-related 
issues. If a data set has a low event rate or a small number of events, it is likely that there 
will be low power to detect non-proportionality by numerical methods. However, the 
numerical methods may be too sensitive when the event number is very large. KM 
survival curves can be used as a rudimentary check of the data and the assumption of 
proportionality. The smoothed Schoenfeld residuals plot performs best in assessing PH 
for different event rates in various alternatives to PH, and efficiently provides accurate 
information regarding time-varying effects. Another advantage of this plot is the ability 
to take covariates into account. Event rates observed while adopting graphical procedures 
assist us making an initial conclusion. If the Schoenfeld residuals plot suggests non-
proportionality in hazards, the plot of Logarithm-minus-logarithm of survival function 
against the logarithm of time, as well as the hazards plot are useful in diagnosing the 
nature of the distribution data, and helpful in selecting the model or summary 
measurements for non-PH data.   
Although graphical methods such as the smoothed Scheonfeld residual plot and 
KM survival plot are useful tools, they should not be the only basis upon which a 
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decision is made concerning PH assumption. Our simulation results have shown that the 
power of statistical testing is affected by the number of events, event rate, and degree of 
divergence of non-proportionality for a given hazards scenario. The decision to use a 
specific model may depend on the specific situation under investigation, including a 
graphical method. Any evidence of trends detected from the plot of smoothed Scheonfeld 
residuals or the hazard plot is helpful. Generally, when the number of events is small and 
the event rate low, the interaction test would result in a conservative Type I error and 
lower power; whereas, the correlation test would yield higher power and, occasionally, an 
inflated Type I error. A comparison of computing times for the three different tests shows 
that the Supremum test takes longer than the other two tests, and that the correlation test 
is the most efficient in terms of time savings.  
Generally, all three tests (the interaction test, linear correlation test, and 
supremum test) have equally good power to detect non-PH when there are a sufficient 
number of events ( 500). 
When the number of events is greater than 100 and the event rate is at least 10%, 
especially in the non-PH scenarios with increasing hazard, decreasing hazard, or non-
monotonically changing hazard (which can be checked through hazard plots), the time 
interaction test has equal or greater power than the correlation test and supremum test. 
When the number of events is relatively small (<100) with small event rates 
( 10%), the correlation test has greater power to detect non-PH than the other tests. 
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In the case of a PH violation with a crossing or diverging hazard, the linear correlation 
test has greater power, particularly in the case of a lower event rate (    ) or a small 
event number with a relatively low event rate.  
If the data satisfy the PH assumption, the Cox regression model is the optimal 
approach to use. If non-proportionality has been detected, the alternative analyses and 
modeling strategies that allow the hazard ratio to vary with time should be employed for 
the time-to-event data. Non-parametric estimates of the KM survival function at a 
specified time point, the difference in survival rates across groups, and the relative risk 
are always recommended to summarize the group effect; these are efficient and 
appropriate approaches to summarizing time-to-event data, particularly in the presence of 
non-proportionality. If the study proceeds long enough, such that more than 50% of 
subjects experience the event of interest in each group, median survival time and the 
difference in median survival between the two groups can be used as summary measures 
for the effect of the group variable. In addition, the Wilcoxon test or log-rank test are 
robust enough to detect the difference in survival between two groups and do not depend 
on any parametric model. The log-rank test is optimal under the PH assumption and more 
sensitive to the difference of survival curves on late survival time, while the Wilcoxon 
test is sensitive to early time differences. The restricted mean is highly dependent on the 
choice of time-point; it is applicable for exploratory analysis to achieve a better sense of 
the survival dynamic over time. In a similar way to the log-rank test, in the situation with 
crossing survival curves, reversal of effect may reduce the power to detect a significant 
difference in survival between groups over the long term. Both the extended Cox models 
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and a parametric regression model allow easy inclusion of additional covariates of 
interest, and evaluation of effect as a time-dependent predictor. The extended Cox models 
can provide summary measurements of effect as a hazard ratio at any specified time point 
or time interval. However, a limitation of the extended Cox model is its dependence on 
the selection of the correct function of time. Similarly, a possible disadvantage of the 
VLDAFT model is the distribution assumption on the underlying hazard. If the 
parametric model is adequate, the VLDAFT model is preferred over the Cox PH 
regression in the presence of non-proportionality. Through both the simulation data and 
the actual data example from the Framingham Heart Study, it has been shown that non-
PH data can be effectively analyzed by all of these methods, and that all of these methods 
provide similar desirable effect estimates. The VLDAFT model appears to provide a 
similar risk difference and relative risk of developing an event as does the KM estimate. 
Further, the Cox PH model's robust nature allows us to closely approximate results if the 
parametric regression is unknown or in question.  
The limitations of the work in this presentation provide opportunities for future 
research. The dataset, with only one single binary variable in time-to-event outcome, is 
presented with empirical comparison of graphical and numerical methods to investigate 
the PH assumption of the Cox regression model and the modeling of non-PH data. We 
need further assessments of the data to consider the results of more than two groups, or 
whether covariates need to be adjusted in the model. The continuous variable as a risk 
factor to predict the time-to-event outcome is also interesting in observation studies, with 
or without adjusting for other covariates. 
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Also, it would be interesting for us to identify alternative trends of non-
proportionality, such as the quadratic relationship between variables or its residuals and 
the function of time, and modeling by using the quadratic function of time. 
The entire situations we consider are based on the assumption that censored 
observations have the same distribution of time-to event as those experience events of 
interest. In clinical trials, there is a high proportion of loss to follow-up, either because of 
adverse events or due to other reasons such as low ‘compliance’ in the trial. Such 
dropouts can introduce bias and can make it hard to fully understand the data. It will be 
interesting to investigate the situation with missing not at random. 
  
221 
 
 
 
Appendix A: Macro for Smoothing Plot of the Difference of Log 
Cumulative Hazard versus Survival Time 
*********************************************************** 
*Macro for Smoothing Plot of the Difference of Log 
*Cumulative Hazard *versus Survival Time 
*dataname: read in data set 
*time: survival time 
*event: event (coded as 0=no or 1=yes) 
*group: treatment group or binary variable (coded as 0 or 1) 
***********************************************************; 
 
%macro plot(dataname, time, event, group);  
 
ods select none; 
ods listing close; 
proc phreg data=&dataname noprint; 
model &time*&event(0)=   /rl ; 
strata &group; 
baseline out=outgroup loglogs=loglogs survival=survival; 
run; 
quit; 
ods listing; 
ods select all; 
 
proc sort data=outgroup(keep=&group SURVIVAL &time) 
out=h0(Rename=(SURVIVAL=S0 &group=n0group));where &group=0; 
by &time; run; 
proc sort data=outgroup(keep=&group SURVIVAL &time) 
out=h1(Rename=(SURVIVAL=S1 &group=n1group));where &group=1; 
by &time; run; 
 
data hhgroup; merge h0 h1; by &time; 
retain ns0 ns1; 
if S0 ~= . then ns0=S0;  
if S1 ~= . then ns1=S1;  
H0=-log(ns0); 
H1=-log(ns1); 
lls_1=log(H1); 
lls_0=log(H0); 
DH=lls_1-lls_0; 
run; 
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title j=c bold height=15pt "Smoothed Log(H(x=1)/H(x=0))"; 
proc gplot data=hhgroup;  
plot DH*&time/ vaxis=axis1 haxis=axis2; 
symbol i=sm60s ; 
axis1 order=(-4 to 4 by 0.5) label=(a=90 
'Log(H(x=1)/H(x=0))' justify=right) minor=none; 
axis2 label=('Time') minor=none; 
run; 
quit; 
 
%mend; 
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Appendix B: Macro for Smoothing Plot of Schoenfeld Residuals versus 
Survival Time 
*********************************************************** 
*Macro for Smoothing Plot of Schoenfeld Residuals versus 
*Survival Time 
*dataname: read in data set 
*time: survival time 
*event: event (coded as 0=no or 1=yes) 
*group: treatment group or binary variable (coded as 0 or 1) 
***********************************************************; 
 
%macro plot(dataname, time, event, group);  
title; 
ods select none; 
ods listing close; 
proc phreg data=&dataname; 
model &time*&event(0)=  &group /rl; 
output out=schoenb  ressch= schgroup; 
run; 
quit; 
ods listing; 
ods select all; 
 
title j=c bold height=15pt "Smoothed Schoenfeld Residuals 
vs. Time"; 
 proc gplot data=schoenb; 
   plot  schgroup*&time /haxis=axis2 vaxis=axis1 vref=0; 
   symbol value=dot i=sm60s h=1.2 w=3; 
   axis1 label = ( r=0 a=90 'Smoothed Schoenfeld Residuals 
for Group' f=swiss ); 
   axis2 label = ( 'Time' f=swiss); 
 run; 
 
%mend; 
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