This special issue focuses on the field of inductive logic programming (ILP), which is a subfield of machine learning that uses logic as a uniform representation language for examples, background knowledge and hypotheses. From these roots, ILP's scope has grown to encompass different approaches that address learning from structured relational data. One notable example is the area of statistical relational learning which focuses on extending ILP to model uncertainty.
to the target protein. In contrast, the article "ILP-assisted De Novo Drug Design" by Kaalia, Srinivasan, Kumar, and Ghosh addresses this problem from a new perspective. Instead of analyzing the properties of potential drug molecules, it attempts to infer information about the active site of a protein. It uses ILP to identify common interaction patterns between a series of probes (small molecules) and a set of proteins related to the target. Technically, this paper exploits several well-known strengths of ILP. First, it exploits the ability to incorporate domain-knowledge in order to guide and customize the search process. Second, ILP returns learned models that are easy for experts to interpret.
The second paper, "Transductive Hyperspectral Image Classification: Towards Integrating Spectral and Relational Features via an Iterative Ensemble System" by Appice, Guccione, and Malerba combines several ideas from (statistical) relational learning with other machine learning techniques to tackle the practical problem of labeling pixels in hyperspectral images. The paper exploits two important ideas from relational learning to capture the spatial correlations in the data. First, it makes use of domain-specific relational features to capture information about a pixel's spatial neighborhood. Second, it employs an iterative collective classification scheme to jointly label the pixels to exploit the fact that neighboring pixels are more likely to have the same label. The authors find that their proposed framework results in improved accuracy on the standard benchmark data sets for this problem. Furthermore, the authors carefully assess the contribution that each subcomponent of the learning system makes to its overall performance.
The third paper, "Fast Learning of Relational Dependency Networks" by Schulte, Qian, Kirkpatrick, Yin, and Sun, falls into the area of statistical relational learning. It tackles the problem of learning the structure of a relational dependency network (RDN) from data. The proposed approach first learns a Bayesian network (BN), which is then converted into a relational dependency network. The paper provides a closed-form method for deriving the RDN's parameters from the learned BN. Theoretically, the authors show sufficient and necessary conditions for this transformation to result in a consistent RDN. The main empirical advantage is that the proposed approach provides improved scalability.
The final paper, "Probabilistic Logic Programming for Hybrid Relational Domains" by Nitti, De Laet, and De Raedt, combines the move towards incorporating uncertainty into ILP and focus on applications. The paper studies probabilistic logic programming, which incorporates probabilistic constructs into logic programming. Technically, it shows how to model both discrete and continuous variables within probabilistic logical programs for both static and dynamic settings. The paper then proposes and establishes the theoretical correctness of a particle-filter based inference algorithm for the language. Among other empirical results, the paper shows how the framework can successfully model real-world tracking problems that are common in robotics and vision.
We hope that the readers enjoy the papers in this issue. We want to thank all the authors and reviewers for the time spent in putting this special issue together. Finally, we want to thank Filip Zelezny for serving as the action editor for "Probabilistic Logic Programming for Hybrid Relational Domains."
