For a given graph G over n vertices, let OPT G denote the size of an optimal solution in G of a particular minimization problem (e.g., the size of a minimum vertex cover). A randomized algorithm will be called an α-approximation algorithm with an additive error for this minimization problem, if for any given additive error parameter > 0 it computes a value OPT such that, with probability at least 2/3, it holds that
Introduction
As the need for computers to process massive data sets increases, the need for sublinear time (or space) algorithms becomes evident. In recent years efforts were made to design sublinear algorithms for a variety of basic computational problems and in two main frameworks: the sublinear-space algorithms associated with the streaming model (see [22] for a survey) and the sublinear-time algorithms associated with the framework of property testing [24, 11] (see [10, 8, 23] for surveys). We note that sublinear time algorithms were presented also outside the domain of property testing. Notable examples include the sublinear-time algorithms for estimating the size of a minimum spanning tree of a graph (e.g., [2, 4] ) and the sublinear-time algorithms for clustering (e.g., [14, 21, 5] ).
In this paper we further the study of sublinear-time algorithms for combinatorial optimization problems that are NP-hard and for which polynomial-time approximation algorithms are known. A typical example is the minimum vertex cover problem. The factor-two approximation algorithm of Gavril (cf. [9] ) is one of the jewels of computer science. This algorithm runs in linear time and provides a relatively good approximation to a problem that is NP-hard to optimize or even to approximate up to a factor of 1.3606 [6] . We note also that Khot and Regev [16] showed, based on the unique games conjecture, that the size of a minimum vertex cover is hard to approximate to within 2−γ, for any constant γ. Given that approximation seems unavoidable if we seek an efficient algorithm (i.e., one running in polynomial-time), can we obtain any non-trivial approximation in sublinear time?
Needless to say, the study of sublinear-time algorithms requires a specification of the way the algorithm obtains portions of the input. We follow the standard conventions by which such algorithms are modeled as oracle machines that may make neighborhood queries. Specifically, the query (v, i) is answered with the i-th neighbor of vertex v or with a special symbol in case v has less than i neighbors. We also allow degree queries, that is, the algorithm may query for every vertex v what is its degree 1 .
Our Results
It is easy to see that a sublinear-time approximation for problems such as the minimum vertex cover problem, is not possible if we insist on the standard notion of a relative approximation (e.g., a factor two approximation). The reason being that such a relative approximation algorithm should obtain a good approximation even in the case that the optimum solution is tiny (e.g., the minimum vertex cover is a singleton). We thus relax the definition by allowing an additional additive error that is related to the optimum solution of a worst-case instance (e.g., the minimum vertex cover of a clique). This notion is formalized next.
Relative approximation with an additive error. For a given a graph G over n vertices, let OPT G denote the size of an optimal solution in G of some minimization problem (e.g., the size of a minimum vertex cover). We say that a value OPT is an (α, )-estimate of OPT G if
In the case of maximization problems we require that OPT G /α − n ≤ OPT ≤ OPT G .
An algorithm that is given > 0 as an input parameter and computes with probability at least 2/3 an (α, )-estimate of OPT G for some value of α, is an α-approximation algorithm with an additive error . Note that is a parameter to the algorithm, whereas α is determined by the capabilities of the specific algorithm. For the sake of succinctness, whenever there is no cause for confusion, we use the term α-approximation algorithm, with the understanding that the algorithm is allowed an additive error.
We focus on the query complexity of such approximation algorithms. The running time of the algorithms we present is polynomial in the query complexity, and the lower bounds on the query complexity hold without any computational assumptions.
A reduction from local distributed algorithms. We show a reduction from local distributed approximation algorithms to sublinear approximation algorithms. The term distributed algorithms refers to the computation of processors that are connected via a communication network, and the term local refers to such algorithms that use a small number of communication rounds. Thus, during a computation of such a local algorithm, each processor can only obtain information from its "close" vicinity.
We consider local distributed algorithms that approximate a global function f (G) of the graph, where f (G) is the optimum, taken over all admissible subsets of vertices (e.g., vertex covers of G), of a (bounded) weighted sum of quantities associated with the individual vertices. We observe that a good approximation of f (G) can be obtained in sublinear time by selecting a few vertices at random and emulating the distributed algorithm only for them (This requires a partial emulation also of their vicinities.). Below we demonstrate this idea for the case of the minimum vertex cover.
Let G be a distributed network with n nodes and degree at most d, and let D be a (possibly randomized) distributed algorithm that computes in k rounds a vertex cover C such that, with high (constant) probability, |C| ≤ α · VC G , where VC G is the size of a minimum vertex cover in the graph, and α > 1. Then, we obtain a randomized sublinear α-approximation algorithm that outputs an estimate VC , such that with probability at least 2/3:
The query complexity of the sublinear algorithm is O(d k / 2 ).
Applications of the reduction. To demonstrate the applicability of this reduction we present a very simple approximate distributed algorithm for the minimum vertex cover problem, and show how using our reduction we can get a sublinear (2 log d + 1)-approximation algorithm for the size of the minimum vertex cover. The query complexity of this sublinear algorithm is O(d log d / 2 ). Using our reduction and the distributed algorithm of Kuhn, Moscibroda, and Wattenhofer [17] for the minimum vertex cover we can get a c-approximation algorithm, where c > 2, using d O(log d) / 2 queries. To obtain a 2-approximation algorithm, the number of queries performed is d O(log(d)/ 3 ) . By applying the reduction to a recent result of Marko [19] it is possible to get a 2-approximation algorithm by performing d O(log(d/ )) queries.
We can apply the reduction to other optimization problems as well. The first observation is that we can use the sublinear approximation algorithm for the minimum vertex cover to approximate the size of the maximum matching of a graph, since for any maximum matching M and any minimum vertex cover C it holds |M | ≤ |C| ≤ 2|M |. In addition, using the local distributed algorithm in [17] , we can get an O(log d)-approximation algorithm for the minimum size of a dominating set using d O(log d) / 2 queries. Similar results can be obtained based on [17] for other covering and packing problems, such as finding the size of a minimum edge-cover of all isomorphic instances of a given subgraph. This covering problem was also studied by Marko and Ron [20] who built on the approach presented in this paper.
An improved reduction. The complexity of emulating k rounds of a distributed algorithm at a vertex in a graph of maximum degree d grows like d k . We observe that, in many cases, we may suspend the emulation whenever we encounter a vertex of degree significantly greater than the average degreed. In these cases (which include the minimum vertex cover problem and the minimum dominating set problem), the dependence on d can be replaced by O(min{d,d/ }), where the complexity is bounded in expectation. Furthermore, the algorithm does not need to be given d nord as input, and the same complexity can be obtained if only neighbor queries (but not degree queries) are allowed.
A lower bound. Complexities that grow with the graph degree (or the average degree) seem essential to our approach. In contrast, in property testers for bounded-degree (and general sparse) graphs, the complexity many times decreases when the graph becomes dense (see, e.g., [12, 15] and [11, 1] ). This raises the question of whether the complexity of approximation algorithms for the minimum vertex cover needs to grow with the degree. We show that the answer is affirmative. Specifically, we show that Ω(d) queries are necessary for any α-approximation algorithm (with an additive error < 1/4) for VC G , as long asd = O(n/α). The lower bound holds even if we allow also vertex-pair queries, on top of the standard neighborhood queries. That is, for any pair of vertices u, v, the algorithm may query whether (u, v) is an edge in the graph.
Other Related Work
The minimum vertex cover problem was previously considered in the context of property testing (of bounded-degree graphs) [12] . In this context, the question is whether an algorithm can decide in sublinear time and with high probability whether a graph has a vertex cover of a certain size ρn or whether it is -far from having a vertex cover of this size. The latter means that more than · dn edges must be removed from the graph so that it have a vertex cover of size ρn. It was observed in [12] that the NP-hardness results for approximating the minimum vertex cover, imply that this task is hard as well.
In the case of bounded-degree graphs, one can view our formulation of the sublinear approximation problem for the minimum vertex cover as an extension of the property testing task. Namely, the goal is to distinguish between the case that the graph has a vertex cover of size ρn and the case in which it is -far from having a vertex cover of size α · ρn. However, we believe that our view of the problem as an approximation of the size of the vertex cover, where both a multiplicative and an additive error are allowed, is more natural.
Bogdanov, Obata and Trevisan [1] considered the question of obtaining lower bounds on the query complexity of sublinear approximation algorithms for the minimum vertex cover problem (that is, putting computational issues aside). They showed that every approximation algorithm for the minimum vertex cover that outputs an estimate with a multiplicative error of at most 7/6, has query complexity Ω(n). Furthermore, Trevisan (private communications) showed that for any constant γ, a (2 − γ)-factor approximation cannot be obtained in o( √ n) queries. For completeness we sketch Trevisan's lower bound in Section 6. Both lower bounds hold also when the algorithm is allowed an additive error of n for a constant .
Open Problems
As stated above, we show a sublinear approximation algorithm for the minimum vertex cover problem when the maximum degree or the average degree of the graph are bounded. Our lower bound states that in order to get a constant approximation in dense graphs, the number of queries necessary is at least linear in the number of vertices n. However, it is still open whether there exists an approximation algorithm for the minimum vertex cover problem for dense graphs, whose complexity is sublinear in the number of edges of the graph.
Preliminaries
We consider undirected simple graphs G with n vertices and m edges. The degree of a vertex v is denoted by
We denote the maximum degree of the graph by d = d G , and the average degree byd =d G (that is,d = 2m n ). In all that follows, for the sake of simplicity, we omit floor and ceiling notation. Let OPT G denote the size of an optimal solution in G of a minimization problem (e.g., the size of a minimum vertex cover). In this paper we are interested in randomized algorithms that compute an estimate, OPT of OPT G .
An algorithm that is given as an input parameter and computes with probability at least 2/3 an (α, )-estimate of OP T G for some value of α, is an α-approximation algorithm with an additive error.
As stated in the introduction a similar definition can be made for maximization problems. Since we concentrate on the minimum vertex cover problem in this paper, we denote by VC G the size of a minimum vertex cover of G, and denote by VC the estimate of VC G output by the approximation algorithm.
We note that in general it is not possible to obtain a purely multiplicative approximation (i.e., = 0) for the minimum vertex cover problem in sublinear-time. In particular it is not possible to distinguish in time o(n) between a graph that is an independent set (for which the minimum vertex cover is of size 0) and a graph that contains a single, randomly selected, edge (for which the minimum vertex cover is of size 1). On the other hand, suppose that we have an α-approximation algorithm with an additive error for the minimum vertex cover problem. Then, as the following claim shows, it is possible to use it in order to find a purely multiplicative estimate, where the running time will depend on n VC G . That is, the smaller is the minimum vertex cover, the larger is the query complexity of the new algorithm.
Claim 1 Let
> 0, where OP T G is the optimal solution. Then we can obtain an estimate OP T that with probability at least 2/3 satisfies OP
queries, where Q A ( ) is the query complexity of A as a function of and is assumed to be monotonically non-decreasing with 1/ . (The function Q A may depend on other parameters, which are not stated explicitly (e.g., the maximum degree, d).)
We note that the approximation factor of 2α in the claim can be reduced to (1 + γ)α for any γ < 1 by introducing a dependence on 1/γ, but for simplicity, we state it just for γ = 1. Proof: As is described in detail below, the multiplicative estimate is achieved by running algorithm A with decreasing values of . In each iteration we have (with high probability) an interval to which OPT G belongs. We stop when the interval is sufficiently small.
Assume that algorithm A is given, in addition to the additive approximation parameter , a confidence parameter, δ, and provides an (α, )-estimate with probability at least 1 − δ (instead of 2/3). Clearly, this can be done at the cost of increasing the complexity of A by a multiplicative factor of of log(1/δ). We shall run an iterative procedure, where in iteration i we execute algorithm A with = i = 2 −i , and δ = δ i = (1/3) · 2 −i . Let OPT i be the output of A in the i'th iteration. By the definition of algorithm A as an α-approximation algorithm with an additive error, with probability at least 1 −
The procedure terminates once the ratio between the upper bound and the lower bound on OPT G in Equation (1) is at most 2α, conditioned on the lower bound being positive. That is,
Assume that in each iteration we have that OPT G ≤ OPT i ≤ αOPT G + 2 −i n, where by our setting of the δ i 's, this holds with probability at least 2/3. Then a ratio of at most 2α is necessarily obtained for i ≤ log(4/ν(G)). To verify this, let
. Since β ≥ 1, this ratio is at most 2, as required. Also note that since OPT i ≥ ν(G) · n, we also have that OPT i − 2 −i n > 0 for i ≤ log(4/ν(G)).
The upper bound on the total number of queries follows from our bound on the iteration i upon which the procedure terminates.
We also note that Vizing's theorem implies a trivial approximation for VC G in terms of m and d (equivalently, n,d and d). Specifically, Vizing's theorem says that every graph can be edgecolored with d + 1 colors. Therefore, every graph has a matching of size at least m d+1 , and hence
. This lower bound for VC G depends on the ratio betweend and d (or, more precisely,d and d + 1): The more regular the graph is (i.e., asd is closer to d), the larger is the lower bound.
From Local Distributed Approximation Algorithms to Sublinear Approximation Algorithms
In this section we show a general reduction from local distributed approximation algorithms to sublinear approximation algorithms. The distributed algorithms should obey certain conditions, which we specify in Subsection 3.1.
A distributed algorithm that runs on a (synchronous) network G consists of some number k of communication rounds. In each round every node in G can send messages to its neighbors. After k rounds, each node completes its computation. In particular, if the goal of the algorithm is to select a vertex cover for the graph, then after k rounds each node decides whether it belongs to the cover or not.
As long as the number of rounds k is smaller than the diameter of the network, such algorithms are by nature local, as any node can gather information about nodes that are at most distance k away. Still the goal of many such algorithms can be global: that is, to compute some global function of the network. There is usually a tradeoff between the locality of the computation and the quality of the global approximation achieved.
We first state the reduction for the specific minimum vertex cover problem, and then explain what should hold so that the reduction is true also for other problems and settings. We also assume first that the maximum degree d of the network is known in advance. In Section 3.2 we show how to remove this assumption and get an algorithm whose query complexity depends on the average degreed, or more precisely on O(d/ ), rather than on d, in expectation.
Theorem 1 Let G be a distributed network with n nodes and degree at most d. Let D be a deterministic distributed algorithm that computes in k rounds a vertex cover C. Then it is possible to design a randomized sublinear approximation algorithm that outputs an estimate VC, such that with probability at least 2/3:
The query complexity of the sublinear algorithm is O(d k / 2 ), where the algorithm uses only neighbor and degree queries.
Proof: The sublinear algorithm is obtained from algorithm D by applying the following reduction algorithm:
Algorithm 1 (Reduction algorithm)
1. Uniformly and independently select s = 8/ 2 vertices from G. Denote the subset (multiset) of selected vertices by S.
For each
, where the degree of vertices in G k (v) that are at distance exactly k from v is as it is in G. Set X v = 1 if D decided to add v to the vertex cover C, and otherwise X v = 0.
The simple but important observation is that for any vertex v, if we run Algorithm D on the subgraph G k (v), then it makes the same decision about vertex v as it would if we would run D for k rounds on the whole graph G. But this is clear since in k rounds no information that originated in a vertex whose distance from v is greater than k can reach v. In other words, the decision of vertex v can only depend on messages sent by vertices at distance at most k from v.
Note that the degree of vertices in G k (v) that are at distance exactly k from v is viewed by Algorithm 1 as it is in G. This is done since in the distributed algorithm vertices at distance k from v can check their degrees without receiving any messages from vertices farther away from v. Thus what v sees in k rounds in G is identical to what it sees by running D only on its k-neighborhood G k (v) (although other vertices in G k (v) may have a different view than what they have in G).
Therefore the variables X v defined in Step 3 of the algorithm are assigned the correct values. That is, X v = 1 if and only if v ∈ C, where C is the vertex cover computed by the distributed algorithm. Now using an additive Chernoff bound, if s = 8/ 2 , then with probability at least 2/3 the deviation of 1 s · v∈S X v from the expected value 1 n · |C|, is at most 2 , implying that |C| ≤ VC ≤ |C| + n.
As to the query complexity of Algorithm 1: building the subgraph G k (v) can be done by constructing a BFS tree of depth k rooted at v, using O(d k ) neighbor queries. Then we can run the algorithm D on the subgraph induced by the BFS tree, where the degree of the leaves of the tree is as in G. This requires O(d k ) degree queries.
As to the running time of the sublinear algorithm obtained by applying the reduction in Theorem 1, it depends of course on the number of operations performed by the distributed algorithm in each of the vertices of the graph. For the algorithms we present below, it will also be sublinear.
Extending the Reduction to Other Settings
The above reduction can be generalized to other problems and settings as follows:
1. Randomized distributed algorithms: If the distributed algorithm is randomized then it is still possible to get a similar reduction with the following simple changes.
First the sublinear algorithm should take a slightly larger sample so that its error probability is smaller. Then using a union bound and adding the error probability of the distributed algorithm, we will get a total error of at most 2/3 as before.
Second, if the k-neighborhoods of two vertices u, v sampled by the reduction algorithm intersect, then when we run the distributed algorithm on G k (u) and G k (v), we must make sure that it uses the same coin tosses for vertices in
2. Reduction to other problems: A similar reduction can be designed for any local distributed algorithm that approximates some global function f (G) of the graph, where f (G) is the optimum, taken over all admissible subsets of vertices (e.g., vertex covers of G), of a (bounded) weighted sum of quantities associated with the individual vertices.
For example, it is possible to get a sublinear approximation algorithm for the dominating set problem, which obtains an (O(log d), )-estimate of the minimum size (weight) of a dominating set, using d O(log d) / 2 queries. This is done by applying our reduction to the distributed algorithm of [17] for the dominating set problem.
Dependence on the average degree
. This is useful when the maximum degree is high, whereas the average degree is bounded. In particular, it is possible that d = Ω(n) andd = O(1).
The high level idea. The idea is simple: Suppose that we know the average degreed of the graph, or can approximate it in sublinear time. Then we can modify any approximation algorithm for the minimum vertex cover problem as follows: First we add to the vertex cover all vertices of degree greater than 2d/ , and remove them and all edges incident with them from the graph.
Since there are at most · n/2 vertices of degree greater than 2d/ in the original graph, then the number of vertices added by this initial stage is at most · n/2. We can now run the approximation algorithm on the resulting graph whose degree is at most 2d/ , setting the additive approximation parameter to /2. There are sublinear-time procedures for approximating the average degree in a graph [7, 13] . Their drawback is that their running time is Θ( n/d), while we are interested in a running time that depends only ond. Furthermore, this bound is tight for any constant factor approximation [13] . However, the source of the difficulty of obtaining such an estimate is that the approximation algorithm is required not to under-estimate the average degree by more than a constant multiplicative factor. For our application, we only need to take care not to over-estimate the average degree by too much. In addition, there shouldn't be too many vertices with a degree that is higher than the estimate we obtain. In particular, we show how to find, with a high probability, a valued, such that:
1. The valued is upper bounded by O(d/ ); 2. The graph has at most 2 n vertices with degree greater thand.
(We shall actually impose a somewhat stronger requirement than that stated in the first item for reasons that will be explained below.) Let D be a distributed algorithm that constructs a vertex cover whose size is at most α · VC G in k = k(d) rounds 2 . We assume that k = k(d) does not grow too fast as a function of d. Specifically, we make the (relatively weak) assumption that k(2d) = O(2 k(d) ). Note that this holds even if k(d) is itself a tower function in d. As described above, we can modify Algorithm D so that, givend, it first adds to the vertex cover all vertices of degree greater thand and removes all edges incident with these vertices from the graph. Thus (with a high enough probability) the number of vertices added to the vertex cover by this initial step is at most 2 n, and the size of the minimum vertex cover of the resulting graph is at most VC G . Now Algorithm D continues its execution on the resulting graph with the bound d set tod. The number of iterations of the modified Algorithm D is hence k(d) and the size of the final vertex cover Cd is:
In reality we do not actually modify Algorithm D, but we use the above idea to modify the reduction (Algorithm 1) which is applied to Algorithm D, and thus get a sublinear approximation algorithm that has a dependence on O(d/ ). To be precise, since there is a small, but non-zero probability thatd is greater than c ·d/ (for some constant c), such a bound holds in expectation.
The procedure. The following procedure will be used by the modified sublinear algorithm to find the valued. The procedure actually ensures something somewhat stronger thand being upper bounded by O(d/ ) with high probability. Rather, for every sufficiently large i it gives a bound, which decreases exponentially with i and with k(2 i ), on the probability thatd = 2 i . This is required so as to upper bound the expected running time of the reduction algorithm that is givend as input.
Procedure Average-Degree-Bound
, sample q i = Θ(log(1/δ i )/ ) vertices, uniformly at random, and for each sampled vertex query its degree.
(b) If there are at most ( /4)q i vertices in the sample with degree greater than 2 i , then Found = TRUE, else i = i + 1.
Letd = 2 i and outputd.
Claim 2 Letd be the output of Procedure Average-Degree-Bound, and for any integer 0 ≤ j ≤ n, let V >j = {v : deg(v) > j} be the set of vertices of degree greater than j. Then:
1. With probability at least 5/6, |V >d | ≤ 2 n.
2. With probability one,d ≤ 2d, and for each i ≥ log(16d/ ), the probability thatd = 2 i is at most δ i−1 , where δ i is as defined in the procedure. Proof: Let t be the minimum integer such that |V >2 t | ≤ 2 n. Hence, for each i < t, we have that |V >2 i | > 2 n. By a multiplicative Chernoff bound, for each i < t, the probability that the i'th sample contains at most ( /4)q i vertices with degree greater than 2 i (that is, less than half the expected number) is exp(−Ω(
, which is at most 2 −2(i+1) ≤ 2 −i−3 (since k(x) ≥ 1 for every x ≥ 1). Therefore, the probability thatd < 2 t is upper bounded by
But ifd ≥ 2 t then |V >d | ≤ 2 n, and we have established the first item of the claim.
We now turn to the second item. First observe that once 2 i ≥ d then there are no vertices with degree greater than 2 i , and sod ≤ 2d as claimed. Now, let E i be the event that the sample in the i th iteration of the procedure contains more than ( /4)q i vertices with degree greater than 2 i . Note that by the definition of the average degree,d, we have that |V >8d/ | < 8 n. Therefore, by a multiplicative Chernoff bound, once 2 i ≥ 8d/ , the probability of E i occurring is bounded by exp(−Ω( · q i )) ≤ δ i . Hence, for every i ≥ log(16d/ ),
and we have established the second item of the claim.
Recall that by the premise of this item, k(2 i+1 ) ≤ 2 k(2 i )−1 − 1. Therefore, by the definition of δ i we have:
Using the second item of the claim and the definition ofd, the expected running time of Procedure Average-Degree-Bound is upper bounded by
where Equation (4) follows from the definition of q i , Equation (5) follows from Equation (3), and Equation (7) follows again from the definition of q i . We have thus established the third item of the claim.
We now present the modified sublinear algorithm:
Algorithm 2 (Reduction algorithm with dependence ond)
1. Call Procedure Average-Degree-Bound and letd be the value it returns. Proof: Since s = 32/ 2 , by an additive Chernoff bound, with probability at least 5/6,
where Cd is as defined in the text preceding Equation (2) . By adding up the probability thatd does not have the first property stated in Claim 2 with the probability that VC deviates by more than 2 n from |Cd| we get that with probability at least 2/3:
By the second item of Claim 2, the expected number of queries performed by Procedure Average-
For any setting ofd, the number of queries performed in
. By the third item of Claim 2, the total expected number of queries performed by Algorithm 2 is:
whered = min{2d, 16d/ }.
Applying the Reduction to the Minimum Vertex Cover Problem
In order to demonstrate how our reduction can be applied to a specific algorithm, we first present a simple distributed approximation algorithm for the size of a minimum vertex cover. Although this algorithm is not the best distributed algorithm known for this problem, it is easy to describe and has a short and self contained proof of correctness. Thus applying the reduction to it will result in a simple sublinear algorithm for the vertex cover problem. We later show how the reduction can be applied to better approximation algorithms. We assume for now that the maximum degree d of the graph is known.
Algorithm 3 (Distributed Approximation algorithm for vertex cover)
1. Let d be an upper bound on the degree of vertices in the graph (given as input to the algorithm).
2. Let C = ∅ be the initial vertex cover.
3. For i = 1 to log d do:
(a) Each vertex whose degree is at least d/2 i adds itself to C.
(b) Remove from the graph all edges that are incident with the vertices added to C.
Output |C|.
Theorem 2 Algorithm 3 constructs a vertex cover C such that VC G ≤ |C| ≤ (2 log d + 1) · VC G .
Proof: First it is clear that |C| ≥ VC G since the algorithm removes edges from the graph only if at least one of their endpoints is added to C, and therefore C is a vertex cover. As to the upper bound on the size of C: let O be a minimum vertex cover of G of size VC G , and let O be all the vertices not in O. We will prove shortly that in each iteration at most 2 · VC G new vertices are added from O to the cover C. Since the number of iterations is at most log d (because after log d iterations all remaining vertices of the graph have degree 0), then the total number of vertices added to C from O is at most 2 · VC G · log d. The claim follows by adding to this the VC G vertices in O that may also be added by the algorithm to C.
To complete the proof we prove that on each iteration at most 2 · VC G new vertices are added from O to the cover C. Indeed suppose we are at the beginning of the i'th iteration. At this point the degree of all vertices is at most d/2 i−1 . Thus the number of edges remaining between O and O is at most VC G · d/2 i−1 . Denote by X i the number of vertices in O of degree at least d/2 i at the beginning of the i th iteration (recall that there are no edges inside O since O is a vertex cover). Therefore,
We now apply the reduction described in Algorithm 1 to Algorithm 3 in order to obtain a sublinear randomized algorithm that outputs with high probability an (2 log d + 1, ) -estimate of VC G . The query complexity of the algorithm is O d log d / 2 , since the number of rounds of the distributed algorithm is k = log d. If we apply the reduction of Algorithm 2, then the resulting expected query complexity is O d logd / 2 , whered = min{2d, 16d/ }.
Better approximation algorithms for the minimum vertex cover
Kuhn, Moscibroda, and Wattenhofer [17] prove the following theorem as part of a general result regarding distributed computation of covering and packing problems:
, it is possible to find a vertex cover, whose size is up to a factor of 2 · d 5/k larger than the size of the minimum vertex cover, in O(k) rounds. In particular, for γ ∈ (0, 1) it is possible to find a vertex cover whose size is at most (2 + γ) times the size of a minimum vertex cover in O((log d)/γ 3 ) rounds.
By combining Theorem 1 with Theorem 3 we can get an (O(1), ) -estimate of VC G using d O(log d) / 2 queries. To get a (2, )-estimate, we shall perform d O(d/ 3 ) queries. Recently Marko [19] showed that it is possible to improve the dependence on γ in the distributed setting from polynomial to logarithmic. Namely, she described a distributed algorithm that finds a vertex cover whose size is at most (2 + γ) larger than the minimum vertex cover in O(log(d/γ)) rounds. Thus it is possible to get a (2, )-estimate by performing d O(log(d/ )) queries. In both cases we can replace the dependence on d by a dependence on Θ(d/ ). We note that Marko's algorithm is similar to the O(log n)-rounds distributed algorithm for the maximal independent set of Luby [18] .
A Lower Bound that is Linear in the Average Degree
In this section we prove the following lower bound on the number of queries needed to approximate the minimum size of a vertex cover. Note that for dense graphs, that is, graphs for which the average degree is Θ(n), our result shows that any constant factor approximation requires Ω(n) queries. Also recall that by Vizing's theorem, VC G ≥ m d+1 = n ·d 2(d+1) ≥d 2 . Since the size of a minimum vertex cover is at most n − 1, any lower bound on the query complexity of α-approximation algorithms can hold only when the average degree is O(n/α), as is the case in Theorem 4.
Theorem 4 For any n, α > 1, b ≤ n−1 4α and < 1/4, every α-approximation algorithm of the minimum vertex cover of graphs with average degree Θ(b) requires Ω(b) queries. This lower bound holds when all types of queries are allowed (i.e., neighbor queries, degree queries and vertex-pair queries).
Proof: We first describe the idea behind the proof and then proceed with the details. We will define two families of n-vertex graphs denoted G 1 and G 2 , respectively, such that the average degree of the graphs in each one of the families is Θ(b). All graphs in G 1 will have a vertex cover of size b ≤ n−1 4α , while the size of the minimum vertex cover of graphs in G 2 is n−1 2 . Thus, by definition, for the graphs in G 1 , any α-approximation algorithm should output (w.h.p.) an estimate VC ≤ α · n−1 4α + n, while for graphs in G 2 it should hold that VC ≥ n−1 2 . Since < 1/4 we have that α · n−1 4α + n < n−1 2 . Hence in order to prove the theorem it suffices to show that no algorithm that performs o(b) queries can distinguish between a graph uniformly selected from G 1 and a graph uniformly selected from G 2 .
Description of the Families: In both families, all graphs contain (an isomorphic copy of) the following graph, G 0 , as a subgraph. The graph G 0 is a complete bipartite graph over n − 1 vertices whose left-hand-side, denoted L, contains b − 1 vertices, and whose right-hand-side, denoted R, contains n−b vertices. We assume for simplicity that n−1 and n−b−1 are even. The construction can easily be adapted to deal with the case that one of them is odd.
In the graphs that belong to G 1 , the single remaining vertex, which we refer to as the special vertex, is incident to all vertices in R. The graphs in G 1 differ in the identity of the special vertex. In addition, the graphs in G 1 differ in the labelings of the edges between vertices in R and the special vertex, where we allow all possible labelings.
In the graphs that belong to G 2 , the single remaining special vertex has no incident edges. Instead, there is a perfect matching between the vertices in R, where for each possible perfect matching there is a graph in G 2 . See Figure 1 for an illustration of the two families of graphs. Executing the Approximation Algorithm on the Families: In order to finish the proof we must show that no algorithm that performs o(b) queries can distinguish between a graph uniformly selected from G 1 and a graph uniformly selected from G 2 . Consider the execution of any given approximation algorithm when the graph is either uniformly selected from G 1 or is uniformly selected from G 2 . In particular, we may think of a uniformly selected graph from each of the families as being constructed in the course of the execution of the algorithm. That is, whenever the algorithm performs a query, the answer is determined according to the conditional distribution given all past queries and answers. The simple, but important observation is the following. As long as the following two events do not occur, the conditional distribution on the answers is identical for both distributions on graphs:
The special vertex is revealed (in the course of any type of query).
Event 2:
A matching edge between vertices in R is revealed (in the course of either a vertex-pair query or a neighbor query).
To verify this recall that the graphs in G 1 and the graphs in G 2 differ only in two related aspects: (1) In G 1 every vertex v ∈ R has the special vertex as one of its b neighbors, while in G 2 every v ∈ R has a single matching neighbor in R as one of its b neighbors (in both families all other neighbors are the vertices in L); (2) in G 1 the special vertex is incident to every v ∈ R (and thus has degree n − b), while in G 2 it is an isolated vertex. Other than these differences, the incidence relation is determined by the common subgraph, G 0 . Therefore, as long as the algorithm only views edges and vertices from G 0 , it sees exactly the same distribution on answers.
We note that in order to fully formalize this argument one has to define two processes that interact with any given approximation algorithm. One process constructs a uniformly selected graph from G 1 in the course of the interaction, and the other process constructs a uniformly selected graph from G 2 . We believe that defining such processes (which tends to be cumbersome) is not necessary in this case. For an example of a lower bound in which such processes were defined see [12] .
Hence it remains to show that if the algorithm performs o(b) queries then the probability that one of the above events occurs (in either distribution) is o(1).
Event 1: The probability that the special vertex is observed in the t'th query when this query is either a degree query or a vertex-pair query, is O 1 n−2(t−1) . The reason is that after t − 1 queries, at most 2(t − 1) different vertices were observed. Since t = o(b) = o(n/4α), this probability is O(1/n). The probability that the special vertex is observed when answering a neighbor query (for graphs selected from G 1 , as the special vertex has no neighbors in graphs in G 2 ) is O 1 b−t+1 . The reason is that after t − 1 queries, the number of edges already incident to any vertex is at most t − 1. Since t = o(b), this probability is O(1/b).
As for matching edges (in graphs that belong to G 2 , since there are no matching edges in graphs that belong to G 1 ), the probability of obtaining such an edge in the t'th query where t = o(b) = o(n) is O(1/n) when the query is a vertex-pair query, and is O(1/b) when it is a neighbor query. The claim concerning neighbor queries is straightforward. To verify the claim concerning vertex-pair queries, consider any two vertices u, v ∈ R, and assume that the algorithm performs a vertex-pair query on this pair after performing t − 1 = o(n) previous queries (in which no matching edge was yet obtained). Let H(v) be the subset of vertices w ∈ R for which the algorithm queried the pair v, w (and obtained a negative answer, or else a matching edge was revealed), and define H(u) analogously. Note that as long as no matching edge was revealed, conditioning on previous answers to neighbor queries does not influence the probability that there is a matching edge between v and u. This is true because as long as no matching edge was revealed, all answers to neighbor queries correspond to edges between vertices in R and vertices in L (in G 0 ), whereas the matching of vertices in R is selected independently (from G 0 ).
Consider all perfect matchings between vertices in R that are consistent with the answers that the algorithm received in its previous t − 1 queries. We claim that amongst these, the number of matchings in which u and v are not matched is a factor of Ω(n) times larger than the number of matchings in which u and v are matched. To see why this is true, consider each matching M in which u and v are matched. Let (w, z) be any matched pair such that w / ∈ H(v) and z / ∈ H(u). Define M w,z to be the same as M except that v is matched with w and u is matched with z. Since the number of such pairs (w, z) is at least Therefore, if we sum over all o(b) queries, the probability that one of the events mentioned above occurs is o(1), and the theorem follows.
6 A Lower Bound of √ n queries for a (2 − γ) approximation
In this section we give Trevisan's lower bound of Ω( √ n) on the number of queries required to obtain a (2 − γ)-approximation on the minimum size of a vertex cover for any constant 0 < γ < 1. In order to obtain this bound we consider two families of d-regular graphs: The family G(n, d) consists of all d-regular graphs over n vertices and G(n/2, n/2, d) consists of all d-regular bipartite graphs where each side of the partition is of size n/2. Clearly, VC G ≤ n/2 for every G ∈ G(n/2, n/2, d). We shall prove: It was shown in [15] that every algorithm that performs o(min{ √ n, n/d}) queries cannot distinguish with more than negligible probability (o(1)) between a graph selected uniformly at random from G(n, d), and a graph selected uniformly at random from G(n/2, n/2, d). As a corollary we get:
Corollary 5 For every two given constants γ and , there exists a choice of a constant d such that obtaining with a constant probability a (2 − γ, )-estimate of the size of a minimum vertex cover of graphs over n vertices and degree d, requires Ω( √ n) queries.
We note that graphs in the families G(n, d) and G(n/2, n/2, d) may contain multiple edges and hence the bound in Corollary 5 holds for such graph. It is possible to slightly modify the construction and proofs so that the bound holds for graphs without multiple edges, as shown in [15] .
Proof of Lemma 4. Consider any fixed subset B ⊂ V of size βn, where β = β(d) will be set subsequently. We would like to upper bound the probability, over the random choice of G in G(n, d), that B is an independent set. This is equivalent to upper bounding the probability that V \ B is a vertex cover (where |V \ B| = (1 − β)n).
In order to select a graph G uniformly at random from G(n, d) we proceed in d phases, where in each phase we select a random matching uniformly at random. In particular, the matching can be selected by choosing an arbitrary order over the vertices and matching vertex i in this order with some uniformly selected vertex that has not yet been matched. The order can be such that the vertices in B are the first βn vertices. For each matching (where the matchings are independent), the probability that no edge is selected between any two vertices in B is upper bounded by βn−1 i=0 n − βn − i n − 2i < (β/2)n i=0 n − βn − i n − 2i
where in Equation (13) we have used the fact that a b ≤ a−x b−2x for every a < b such that 2a > b and x < b/2, where we set a = n − βn − i, b = n − 2i and x = ((β/2)n − i) for every 0 < i ≤ (β/2)n. The probability that no edge is selected between two vertices in B in all d perfect matchings is exp − 1 4 β 2 · n · d . By using the bound n k ≤ 2 n·H(k/n) , where H(·) is the binary entropy function (e.g., see [3, page 284]), the number of subsets B of size βn is n βn ≤ 2 n·H(β) < 2 n·β log(1/β) .
By taking a union bound over all subsets B of size βn, we get that the probability that some subset B of size βn is an independent set (and hence V \ B is a vertex cover) is at most exp n · β · log(1/β) − 1 4
By taking β = c · log(d)/d for some sufficiently large constant c, the above expression is o(1) as required.
