We construct for every half-translation surface satisfying the topological Veech dichotomy a tessellation of the Poincaré upper half plane generalising the Farey tessellation for a flat torus. By construction, the Veech group stabilizes this tessellation. As a consequence, we get a bound on the volume of the corresponding Teichmüller curve for a lattice surface (Veech surface). There is a natural graph underlying this tessellation on which the affine group acts by automorphisms. We provide algorithms to determine a "coarse" fundamental domain and a generating set for the Veech group based on this graph. We also show that this graph has infinite diameter and is Gromov hyperbolic. arXiv:1808.09329v1 [math.GT] 
INTRODUCTION
1.1. Veech surface and Veech dichotomy. Half-translation surfaces are flat surfaces defined by meromorphic quadratic differentials with at most simple poles on compact Riemann surfaces. If the quadratic differential is the square of an Abelian differential (holomorphic one-form) then we have a translation surface. Otherwise, there is a canonical (ramified) double covering of the Riemann surface such that the pullback of this quadratic differential is the square of a holomorphic 1-form, we will call this the orienting double cover. For a thorough introduction to the subject we refer to [25, 46, 18] .
Let M be a half-translation surface, and Σ be a finite subset of M that contains all the conical singularities of the flat metric. We will call the pair (M, Σ) a half-translation surface with marked points. For such a pair, by a slight abuse of notation, we will call Σ the set of singularities of M.
An affine automorphism of (M, Σ) is a orientation preserving homeomorphism f : M → M such that f (Σ) = Σ, and there is a matrix A ∈ SL(2, R) such that on the local charts defining the flat metric on M \ Σ, f is given by maps of the form v → ±A · v + c, where c ∈ R 2 is constant. The group of affine automorphisms of (M, Σ) will be denoted by Aff + (M, Σ).
By definition, to each element of Aff + (M, Σ), we have a corresponding element of PSL(2, R) by the derivative mapping D : Aff + (M, Σ) → PSL(2, R). The image of Aff + (M, Σ) under D is called the Veech group of (M, Σ) and denoted by Γ(M, Σ).
If M is a translation surface, D factors through a mapD : Aff + (M, Σ) → SL (2, R) . In this case we also call the image of Aff + (M, Σ) in SL(2, R) the Veech group of (M, Σ), and denote it byΓ(M, Σ).
The group Γ(M, Σ) (resp.Γ(M, Σ)) can be also defined as the stabilizer of (M, Σ) under the action of PSL(2, R) (resp. SL(2, R)) in the moduli space of quadratic differentials (resp. of Abelian differentials). For a more detailed account on affine automorphisms and Veech groups, we refer to [17] A half-translation surface with marked points is called a Veech surface (or equivalently a lattice surface) if its Veech group is a lattice of PSL (2, R) . It is a well known fact that a quadratic differential Date: August 28, 2018. The author thanks the VIASM Hanoi for its hospitality during the preparation of this article. is a Veech surface if and only if its orienting double cover is (for instance, see [8, Remark 2.2] or [29, Th. 2.5] ).
On a half-translation surface with marked point (M, Σ), a saddle connection on (M, Σ) is a geodesic segment whose endpoints are in Σ (the endpoints are not necessarily distinct) that contains no point in Σ in its interior. A cylinder is an open subset of M \ Σ which is isometric to (R/cZ) × (0; h) and not properly contained in another open subset isometric to (R/cZ) × (0; h ) with h < h . The parameters h and c are respectively the width and the circumference of the cylinder. Let f : (R/cZ) × (0; h) → M be an isometric embedding whose image is a cylinder C. We can extend f by continuity to a map from (R/cZ) × [0, h] to M. The image of (R/cZ) × {0} and (R/Z) × {h} under this extended map are called the boundary components of C. Each boundary component is a concatenation of some saddle connections that is freely homotopic to the core curves of C. Note that a saddle connection may be contained in both boundary components of C.
For any direction θ ∈ RP 1 , we have an associated foliation ξ θ of M by geodesics in this direction. The foliation ξ θ is said to be periodic if each of its leaves is either a saddle connection, or a closed geodesic. In this case, the surface is decomposed into a finite union of cylinders and saddle connections in the direction θ. On the contrary, ξ θ is said to be uniquely ergodic if it is minimal, and admits a unique transverse measure up to a scalar multiplication.
From the point of view of dynamics of the directional flows, Veech surfaces can be viewed as generalizations of flat tori as we have the following dichotomy due to Veech (see [41] ): the foliation in any direction on a Veech surface is either periodic, or uniquely ergodic.
Weakening the Veech dichotomy, we say that a half-translation surface satisfies the topological Veech dichotomy if for every θ ∈ RP 1 , the foliation ξ θ is either periodic, or minimal. This property can also be stated as follows: if there is a saddle connection in direction θ then the surface is decomposed into cylinders in this direction. It is shown in [4, 16, 19 ] that there exist surfaces that satisfy the topological Veech dichotomy without being Veech surfaces (see also [40] ).
1.2.
Embedded Euclidean triangles and hyperbolic ideal triangles. Understanding Veech groups is a big challenge of the field. Various aspects of this problem has been addressed by different approaches (see for instance [15, 16, 13, 21, 26, 27, 39, 40, 2, 36, 45, 33] ). The goal of this paper is to contribute to the investigation of Veech groups by using the properties of the flat metric, especially for surfaces satisfying the topological Veech dichotomy.
Let (M, Σ) be a half-translation surface with marked points, where M is defined by a quadratic differential (X, q). Definition 1.1. An embedded triangle of M with vertices in Σ, or an embedded triangle in (M, Σ) for short, is the image of a map ϕ : T → M, where T is a triangle in the plane R 2 , such that (i) ϕ maps the vertices T (0) of T to Σ, (ii) the restriction of ϕ to T \ T (0) is an embedding with image in M \ Σ, and (iii) ϕ * q = dz 2 . We denote the set of embedded triangles in M with vertices in Σ by T(M, Σ). Remark 1.2. Our definition is slightly different from the definition in [40] in that we do not allow a point in the interior of a side of T to get mapped to a point in Σ.
In what follows, we will sometimes use the same notation for a triangle in R 2 and its image by a map ϕ as above.
Consider now the canonical orienting double cover π :M → M. By convention, if M is itself a translation surface then we takeM = M, and π = id. LetΣ = π −1 (Σ). The pre-image of a saddle connection a in (M, Σ) under π consists of two geodesic segments inM with endpoints inΣ that are parallel and have the same length. SinceM is a translation surface, any oriented segment has a well defined period, which is the integral of the holomorphic one-form definingM along the segment. We will call the period of either segment in the pre-image of a the "period" of a, this is a complex number determined up to sign. If ±(a x + ıa y ) is the period of a, we define the slope of a to be
Let H denote the Poincaré upper half plane. Given an embedded triangle T in T(M, Σ), let k 1 , k 2 , k 3 ∈ R ∪ {∞} be the slopes of the sides of T. We denote by ∆ T the hyperbolic ideal triangle in H whose vertices are {k 1 , k 2 , k Recall that a tessellation of the upper half plane is a family of convex hyperbolic polygon of finite area (but not necessarily compact) that cover H such that two polygons in this family intersect in either a common vertex, or a common side. Elements of this family are called tiles of the tessellation (see [1] ). Our first result is the following Theorem 1.3. If M satisfies the topological Veech dichotomy, then L(M, Σ) defines a tessellation Π(M, Σ) of H, each tile of Π(M, Σ) has finitely many sides and area at most π. If Γ(M, Σ) is a lattice then we have (1) vol(H/Γ(M, Σ)) ≤ π · #I(M, Σ).
Moreover, the tessellation Π(M, Σ) is an invariant of the tree of half-translation coverings, that is, if (M , Σ ) and (M, Σ) belong to the same tree of half-translation coverings, then Π(M , Σ ) and Π(M, Σ) differ by the action of an element of PSL(2, R).
Remark 1.4.
(i) In Section 5, we will introduce an algorithm to determine the cardinality of I(M, Σ) in the case (M, Σ) is Veech surface (c.f. Remark 5.8). (ii) We refer to Section 2 for a detailed discussion on (half-)translation coverings. (iii) If M = C/Z 2 is the standard torus and Σ = {0}, then Π(M, Σ) is the Farey tessellation.
Indeed, consider an embedded triangle T in (C/Z 2 , {0}) with the slopes of its sides being
If we cut M along two sides of T, we then get a parallelogram with the third side being a diagonal. Since the area of this parallelogram must be equal to the area of M, we have
for i = 1, 2, 3 with the convention (p 4 , q 4 ) = (p 1 , q 1 ). Thus Π(C/Z 2 , {0}) is the Farey tessellation.
Theorem 1.3 implies that one can associate to any tree T of (half-)translation coverings of Veech surfaces a unique tessellation Π of H. By definition, the Veech group of any surface representing a vertex of this tree is contained in the group Aut(Π) of elements of PSL(2, R) that stabilize Π. Note that Aut(Π) must be a lattice of PSL(2, R). If the vertices of T are not torus covers, then T admits a root (see [31] ). In this case, it would be interesting to compare the hyperbolic surface H/Aut(Π) with the Teichüller curve generated by the root of T .
It is shown by Gutkin and Judge [8] that if (M, Σ) is a translation surface such that C(M, Σ) = Q ∪ {∞}, then there is a (ramified) covering map from M to the standard torus C/Z 2 that sends Σ to 0. Note that (M, Σ) is not necessarily a (half-) translation covering of (C/Z 2 , {0}), since Σ may be a proper subset of the pre-image of {0}. The tessellation Π(M, Σ) can be used to distinguish different trees of (half-) translation coverings among such surfaces. For example, the square-tiled surfaces composed by 3 unit squares in H(2) is a translation covering of the standard torus (C/Z 2 , {0}) since the pre-image of {0} is the unique singularity. Consequently, the corresponding tessellation is exactly the Farey tessellation. However, if M is a square-tiled surface composed by 4 unit squares in H(2), and p is the unique singularity of M, then (M, {p}) is not a translation covering of (C/Z 2 , {0}). The tessellation corresponding to such a surface is shown in Figure 1 . Since this tessellation is clearly not isomorphic to the Farey tessellation, this surface and the one composed by 3 unit squares cannot belong to the same tree of translation coverings. FIGURE 1. Tessellation associated with a square-tiled surface in H(2) composed by 4 squares, the horizontal direction (which corresponds to ∞ ∈ ∂H) is periodic with one cylinder.
1.3. The graph of periodic directions. We now construct a graph G(M, Σ) that underlines I(M, Σ) as follows:
• the vertex set of G(M, Σ) is C(M, Σ) I(M, Σ),
• for any pair (k, ∆) ∈ C(M, Σ) × I(M, Σ), there is an edge connecting k and ∆ if and only if k is a vertex of ∆, • there is no edge between two elements of C(M, Σ) nor two elements of I(M, Σ). We set the length of every edge of G(M, Σ) to be 1/2. Let d denote the metric on G(M, Σ). We will call G(M, Σ) the graph of periodic directions of (M, Σ).
By construction, we have a natural action of Γ(M, Σ) on G(M, Σ) by automorphisms. We denote by G(M, Σ) the quotient of G(M, Σ) by Γ(M, Σ). In the perspective of understanding the Veech group, we initiate a study of the geometry of G(M, Σ). In particular, we will show Theorem 1.5. Let (M, Σ) be a half-translation surface satisfying the topological Veech dichotomy. Then the graph G(M, Σ) of periodic directions of (M, Σ) is connected, has infinite diameter, and is Gromov hyperbolic. Moreover, (M, Σ) is a Veech surface if and only if G(M, Σ) is a finite graph.
One may expect the quotient graph G(M, Σ) to encode the geometry and topology of the Teichmüller curve H/Γ(M, Σ). We hope to return to this problem in a near future.
1.4. Fundamental domain and generators of the Veech group. Calculating the Veech group of a Veech surface and determining its fundamental domains in the hyperbolic upper half plane is a recurrent theme of the field. Veech [42] and Bowman [2] construct a fundamental domain from a tessellation of H invariant by the Veech group using Delaunay triangulations. Smillie and Weiss [40] and Mukamel [33] construct partitions of the corresponding Teichmüller disk into convex domains bounded by geodesics by studying its spine. In [26] , McMullen proposes an algorithm to compute the fundamental domain of the Veech group when the corresponding Teichmüller curve has genus zero.
As application of Theorem 1.3 and the connectedness of G(M, Σ), in Section 5.2 we will provide an algorithm to determine a "coarse" fundamental domain of the Veech group. This is a finite area domain of H that is covered by finitely many hyperbolic ideal triangles, and contains a fundamental domain of Γ(M, Σ). We will also provide an algorithm to find a generating set of Γ(M, Σ) in Section 5.3. The main tool of our algorithms is the geometry of G(M, Σ). Actually, those algorithms also allow us to construct the graph G(M, Σ) explicitly.
EMBEDDED TRIANGLES AND COVERINGS
2.1. Half-translation covering. Let (M , Σ ) and (M, Σ) be two half-translation surfaces with marked points. Assume that M and M are defined by two pairs (Riemann surface, quadratic differential) (X , q ) and (X, q) respectively. Let Σ (resp. Σ ) be a finite subset of M (resp. of M ) that contains all the zeros and (simple) poles of q (resp. of q ). A half-translation covering is a ramified covering of Riemann surfaces f : X → X which is branched over Σ such that Σ = f −1 (Σ) and q = f * q. In particular, an orienting double covering map is a half-translation covering. If both M and M are translation surfaces then such a map is called a translation covering. Note that such coverings are also known as balanced coverings (see e.g. [15] ).
It is shown independently by Vorobets [43] and Gutkin-Judge [8] that if there exists a half-translation covering from f : (M , Σ ) → (M, Σ) then the Veech groups of the two surfaces are commensurable, that is they share a common finite index subgroup.
Two half-translation surfaces with marked points are said to be affine equivalent if they belong to the same PSL(2, R)-orbit up to scaling. As suggested by Hubert and Schmidt [15] , we can define the notion of tree of half-translation coverings as directed graphs whose vertices are equivalence classes of half-translation surfaces with marked points, and two vertices, represented by (M 1 , Σ 1 ) and (M 2 , Σ 2 ), are connected by a directed edge from first to the second if there exists a half-translation covering map f : (M 1 , Σ 1 ) → (M 2 , Σ 2 ), where (M 2 , Σ 2 ) is a surface in the equivalence class of (M 2 , Σ 2 ). Note that any loop formed by oriented edges of this graph must be trivial (constant).
In [31] , Möller showed that every translation surface (X, ω) is a translation cover of a primitive translation surface (X prim , ω prim ), and if the genus of X prim is at least two then (X prim , ω prim ) is unique. This implies that if a tree of translation coverings contains a surface which is not a torus cover then this tree has a root. In particular, a tree of translation coverings of Veech surfaces that are not square-tiled admits a root.
2.2.
Invariance of the set of embedded triangles. Throughout this section (M, Σ) will be a fixed half-translation surface with marked points, which is defined by a meromorphic quadratic differential (X, q) whose poles are all simple. • the vertices of T are mapped to points in Σ,
• the restriction of ϕ to T \ T (0) is locally isometric. Then the restriction of ϕ to T \ T (0) is an embedding, and ϕ(T) is an embedded triangle in (M, Σ).
Proof. Assume that there are two points x 1 , x 2 ∈ T \ T (0) such that ϕ(x 1 ) = ϕ(x 2 ). Since a triangle is a convex subset of the plane, the segment x 1 x 2 is contained in T. Its image by ϕ is a loop γ in M \ Σ. Let h ∈ {±Id} R 2 be the holonomy of γ.
If h(v) = −v + c, then we have x 2 = −x 1 + c. Let x 0 be the midpoint of x 1 x 2 then x 0 = c/2. Thus h(x 0 ) = x 0 , which means that x 0 is mapped to singular point with cone angle π of M. By assumption Σ contains all the singularities of M. Since x 0 ∈ T \ T (0) we have a contradiction to the assumption that ϕ(T \ T (0) ) ⊂ M \ Σ. Hence this case does not occur.
If
Since v 0 and v 0 +c are mapped to the same point in M, we have again a contradiction to the assumption that ϕ(T \ T (0) ) ⊂ M \ Σ. Thus the restriction of ϕ to T \ T (0) is an embedding. Proof. Consider an embedded triangle ϕ :
Since f is a half-translation covering, the map φ is a local isometry on T \ T (0) and satisfies φ * q = dz 2 in the interior of T (where q is the quadratic differential defining the flat metric of M). It follows from Lemma 2.1 that f • ϕ(T) is an embedded triangle in (M, Σ).
On the other hand, given an embedded triangle φ : T → M with vertices in Σ, we can lift φ to a mapφ : T → M which is also a local isometry on T \ T (0) . By Lemma 2.1, we have thatφ : T → M is also an embedded triangle in M with vertices in Σ . Thus the sets T(M , Σ ) and T(M, Σ) are equal.
Since f is a half-translation covering, (M , Σ ) has a saddle connection in a direction θ if and only if (M, Σ) has a saddle connection in the same direction (and of the same length). From this observation, we see that (M , Σ ) satisfies the topological Veech dichotomy if and only if (M, Σ) does.
As a direct consequence of Lemma 2.2, we get 
TESSELLATION OF THE HYPERBOLIC PLANE
Our goal now is to give the proof of Theorem 1.3. By Corollary 2.3, we can replace (M, Σ) by its orienting double cover. Therefore, in this section we will suppose that (M, Σ) is a translation surface with marked points which satisfies the topological Veech dichotomy. 
Covering property of I(M, Σ). We first show
, we can assume that s 0 is horizontal.
Consider the vertical separatrices of (M , Σ ), that is the vertical geodesic rays emanating from the points in Σ . We have two cases • Case (a): int(s 0 ) intersects some vertical separatrices. For each vertical separatrix intersecting int(s 0 ), consider the subsegment from its origin to its first intersection with int(s 0 ). Pick a segment of minimal length u 0 in this family. Then there is an embedded triangle T containing this vertical segment which is bordered by s 0 and two other saddle connections denoted by s 1 , s 2 . This triangle can be constructed as follows: one can identify s 0 with a horizontal segment and u 0 with a vertical segment in the plane. Let P 1 , P 2 denote the endpoints of the segment corresponding to s 0 , and P 0 , Q 0 denote the endpoints of the segment corresponding to u 0 , where Q 0 ∈ P 1 P 2 . Let T be the triangle with vertices P 0 , P 1 , P 2 . Since the length of u 0 is minimal among the vertical segments from a point in Σ to a point in int(s 0 ), the developing map induces a map ϕ : T → M which is locally isometric. By Lemma 2.1, the image of ϕ is an embedded triangle in (M , Σ ). By construction s i = ϕ(P 0 P i ), i = 1, 2. Let k 1 , k 2 be the slopes of s 1 and s 2 respectively. Note that we always have k 1 k 2 < 0. Without loss of generality, we can assume that k 1 > 0 > k 2 (equivalently, P 1 is the left endpoint of s 0 ). We now claim that
. Let x i be the length of the segment P i Q 0 , i = 1, 2, and y be the length of the segment P 0 Q 0 . By definition, we have k 1 = x 1 /y and k 2 = −x 2 /y. Hence
Thus we have
Since we have k 1 > 0 > k 2 and k 1 − k 2 ≤ 2/ √ 3, the radius of the half circle perpendicular to the real axis passing through k 1 and k 2 is at most 1
Since ı is contained in the interior of ∆ T and z = A −1 (ı) by definition, we conclude that z is contained in the interior of ∆ T .
• Case (b): no-vertical saddle connection intersects int(s 0 ). In this case the vertical foliation is not minimal. Since (M, Σ) (hence (M , Σ )) satisfies the topological Veech dichotomy, this means that the vertical foliation is periodic and s 0 is contained in a vertical cylinder C. There always exist two saddle connections s 1 , s 2 in C satisfying • each s i crosses every core curve of C once,
• let k i be the slope of s i then k 1 < 0 < k 2 < 0,
• there is a vertical saddle connection r 1 (resp. r 2 ) contained in the left border (resp. right border) of C such that s 0 , s i , r i bound an embedded triangle T i , which is entirely contained in C, for i = 1, 2. Note that the vertices of the hyperbolic ideal triangle ∆ T i are {∞, 0, k i }. Since k 1 k 2 < 0, the vertical line from ∞ to 0 is the common side of the ideal triangles ∆ T 1 and ∆ T 2 . Hence ı is contained in the interior of the ideal quadrilateral formed by ∆ T 1 and ∆ T 2 . By the same arguments as the previous case, we see that there exists two embedded triangles T 1 , T 2 in T(M, Σ) such that z is contained in the interior of the quadrilateral formed by ∆ T 1 and ∆ T 2 . Proof. By definition, γ is a side of an ideal triangle ∆ T associated with an embedded triangle T ∈ T(M, Σ). Using GL + (2, R), we can assume that the slopes of the sides of T are {0, 1, ∞} and γ is the upper half of the imaginary axis. Moreover, we can normalize such that Area(M) = 1.
Since M satisfies the topological Veech dichotomy, the horizontal and vertical directions are periodic. Let κ 1 (resp. κ 2 ) be the minimum of the widths of the horizontal (resp. vertical) cylinders.
Consider now a geodesic η ∈ L(M, Σ) that crosses γ. Observe that η must join a point k 1 ∈ R <0 to a point k 2 ∈ R >0 . By definition, there exists an embedded triangle T in T(M, Σ) having two sides s 1 , s 2 with slopes k 1 , k 2 respectively. Let (x i , y i ) ∈ R 2 C be the period of s i , i = 1, 2. We can always assume that y i > 0. By assumption, we must have
Since s i are not horizontal (k i ∞), s i must cross at least one horizontal cylinder. Thus we have
Therefore, the lengths of s 1 and s 2 are bounded by some constants depending on (κ 1 , κ 2 ). Since the set of saddle connections with length bounded by a constant is finite, the lemma follows. 
THE GRAPH OF PERIODIC DIRECTIONS
Throughout this section, to simplify the discussion, (M, Σ) will be translation surface satisfying the topological Veech dichotomy. By Lemma 2.2, the results in this section also hold in the case (M, Σ) is a half-translation surface. 
Note that the function i is not symmetric, that is i(k, k ) and i(k , k) might not be equal. Our first goal is to show Proposition 4.1. Let k, k be two directions in C. Then
In particular, the graph G(M, Σ) is connected.
We first show
Proof. Without loss of generality, we can assume k = 0, k = ∞, and that i(k, k ) = 0. This means that k is the vertical direction, k is the horizontal direction, and there is a vertical saddle connection s which is not crossed by any horizontal saddle connection. By assumption, the horizontal direction is periodic, this means that s is contained in a horizontal cylinder C. There always exists an embedded triangle contained in C whose boundary contains s and a horizontal saddle connection in the boundary of C. Thus I(M, Σ) contains an ideal hyperbolic triangle with vertices (0, ∞, k ), which means that, as vertices of G(M, Σ), 0 and ∞ are connected by a path of length one.
Proof of Proposition 4.1.
Proof. Again, without loss of generality, we can assume that k = 0, k = ∞, and i(k, k ) ≤ i(k , k). Let n = i(k, k ) = min{i(k, k ), i(k , k)}. If n = 0, then by Lemma 4.2, we have d(0, ∞) = 1. Let us suppose that n > 0. Consider a vertical saddle connection s such that #{int(s) ∩Ŝ(M, Σ, ∞)} = n. Let us denote the horizontal saddle connections of M by a 1 , . . . , a m . We choose the orientation of those saddle connections to be from the left to the right. For each a i , let r i be the distance along a i from its left endpoint to its first intersection with int(s). If a i ∩ int(s) = ∅, we set r i = +∞.
Assume that r 1 = min{r 1 , . . . , r m }. Let a 1 be the subsegment of a 1 between its left endpoint and its first intersection with int(s). Using the developing map of the flat metric structure, we see that a 1 is contained in an embedded triangle T bordered by s and two other saddle connections s 1 , s 2 . Let k 1 , k 2 be the directions of s 1 and s 2 respectively. By definition there is an ideal hyperbolic triangle with vertices (0, k 1 , k 2 ) in I(M, Σ). Thus we have d(0, k 1 ) = d(0, k 2 ) = 1 as vertices of G(M, Σ). We now observe that
Hence min{i(k 1 , k ), i(k 2 , k )} < i(k, k )/2. Replacing k by either k 1 or k 2 , by induction, we get the desired conclusion. Proof. Let g be a an element of Γ(M, Σ). Assume that g fixes an edge of e of G. Recall that by construction, one endpoint of e corresponds to an ideal triangle ∆ in I(M, Σ), and the other endpoint corresponds to a vertex k of ∆. Since g fixes e, it must fix ∆ and k (this is because g preserves each of the sets I(M, Σ) and C(M, Σ)). In particular, g permutes the vertices of ∆. But since g preserves the orientation of RP 1 ∂H, if it fixes one vertex of ∆, it must fix all of its vertices. Therefore we must have g = ±Id. Proof. Since every Γ(M, Σ)-orbit in C(M, Σ) is a cusp of the corresponding Teichmüller curve, we draw that the quotient C(M, Σ) is finite.
Let us show that L(M, Σ) is finite. Let k be an element of C(M, Σ). We can assume that k = ∞, that is k is the horizontal direction. Since M is a Veech surface, it is horizontally periodic. Moreover, there is a matrix A = 1 ±c 0 1 ∈ Γ(M, Σ) such that the stabilizer of ∞ in Γ(M, Σ) equals {A n , n ∈ Z}. Without loss of generality, we can assume that c > 0.
Let δ be the length of the shortest horizontal saddle connections of (M, Σ). Consider a geodesic γ ∈ L(M, Σ) joining ∞ to a point k ∈ R. By definition, there is an embedded triangle T ∈ T(M, Σ) whose boundary contains a horizontal saddle connection s, and a saddle connection s in direction k .
We first notice that |s| ≥ δ. Let x + ıy , with y > 0, be the period of s . Since Area(T) ≤ Area(M) = 1, we have y ≤ 2/|s| ≤ 2/δ. There exists n ∈ Z such that 0 ≤ x + ncy ≤ cy ≤ 2c/δ. Thus, up to the action of {A n , n ∈ Z}, we can assume that 0 ≤ x ≤ 2c/δ. It follows that |s | is bounded by 2 δ √ 1 + c 2 , which implies that s belongs to a finite set. Hence, up to the action of {A n , n ∈ Z}, there are only finitely many geodesics in L(M, Σ) that contains ∞ as an endpoint. Since C(M, Σ) is finite, we conclude that the set L(M, Σ) is also finite.
We now claim that any geodesic γ in L(M, Σ) is contained in finitely many ideal triangles in I(M, Σ). Without loss of generality, we can assume that γ is the upper half of the imaginary axis. Let ∆ be an ideal triangle in I(M, Σ) that contains γ. By definition, ∆ corresponds to an embedded triangle T ∈ T(M, Σ) whose boundary contains a horizontal saddle connection s, and a vertical saddle connection s . Note that the direction of the third side of T is determined up to sign by |s|/|s |. Since there are only finitely many horizontal (resp. vertical) saddle connections, such a triangle belongs to a finite set. Therefore, there are only finitely many elements of I(M, Σ) that contain γ.
Pick a representative for each Γ(M, Σ)-orbit in L(M, Σ), and let L(M, Σ) * be the resulting finite family of geodesics in H. By the previous claim, the sets of triangles in I(M, Σ) that contain at least one element of L(M, Σ) * is finite. Since every ideal triangle in I(M, Σ) is mapped by an element of Γ(M, Σ) to a triangle that contains a geodesic in the family L(M, Σ) * , we conclude that I(M, Σ) is finite.
FUNDAMENTAL DOMAINS AND GENERATING SETS OF THE VEECH GROUP
Throughout this section, we will suppose that (M, Σ) is a half-translation Veech surface and that Area(M) = 1. Our goal now is to construct a "coarse" fundamental domain, and to determine a generating set of the Veech group of (M, Σ). To lighten the notation, we will omit (M, Σ) from the notation of the objects constructed from the pair (M, Σ).
5.1.
Reference domain for periodic directions. Assume that (M, Σ) is a horizontally periodic, we then say that (M, Σ) is normalized if the shortest horizontal saddle connection of M has length equal to 1.
Let k be a periodic direction of (M, Σ). Then up to the left action of
Since (M , Σ ) is a Veech surface, there exists a ∈ R >0 such that the stabilizer Stab Γ (∞) of ∞ in Γ equals { 1 aZ 0 1 }. We will call a the period of the direction k. Note that a stays unchanged if we replace A by U t · A, and the stabilizer of k in Γ is generated by (a) For each ∆ ∈ I * ∞ (M , Σ ), let I ∆ ⊂ R denote the interval between the two vertices of ∆ in the real line. We split I * ∞ (M , Σ ) into two subsets
. Let T be an embedded triangle corresponding to ∆ whose sides are denoted by s 0 , s 1 , s 2 , where s 0 is a horizontal saddle connection. For i = 1, 2, let x i + ıy i ∈ C be the period of s i , and k i = x i y i . We can always assume that y i > 0, and k 1 < k 2 . Note that we have y 1 = y 2 . By definition I ∆ = [k 1 , k 2 ] intersects the interval (0, a).
If ∆ ∈ I * ∞ (M , Σ ) 1 then at least one of the following holds: k 1 ∈ (0, a) or k 2 ∈ (0, a). Assume that k 1 ∈ (0, a), then 0 < x 1 < ay 1 . Since T is an embedded triangle Area(T) = 1 2 y 1 |s 0 | < 1. As (M , Σ ) is normalized, |s 0 | ≥ 1. Hence y 1 < 2 and 0 < x 1 < 2a. It follows that |s 1 | < 2 √ 1 + a 2 . By the same argument if k 2 ∈ (0, a) then |s 2 | < 2 √ 1 + a 2 . Since there are only finitely many saddle connections in (M , Σ ) with length bounded by 2
Let κ be the length of the longest horizontal saddle connection in (M , Σ ). Then min{−x 1 , x 2 } ≤ κ 2 . Since 0 < y 1 = y 2 < 2, we have min{|s 1 |, |s 2 |} ≤ 4 + κ 2 /4, which implies that I * ∞ (M , Σ ) 2 is also finite. (b) To show that D * ∞ (M , Σ ) is connected, it suffices to show that the projection J of D * ∞ (M , Σ ) to the real axis is connected, which means that J is an interval. By definition, the projection of any triangle in I * ∞ (M , Σ ) to the real axis is an interval that intersects (0, a). Therefore, it is enough to show that (0, a) ⊂ J.
Let k 0 be any direction in (0, a). Consider the surface U −k 0 · (M , Σ ), where U −k 0 = 1 −k 0 0 1 . Note that the action of U −k 0 on R ⊂ RP 1 is the translation by −k 0 . Let s be (one of) the longest horizontal saddle connection of U −k 0 · (M , Σ ). This saddle connection is contained in the bottom border of a horizontal cylinder, say C. There is a singularity in the top border of C such that the downward vertical ray emanating from this singularity hits s before exiting C. Thus there is an embedded triangle in C that contains s as a side and the vertical segment above. Let s 1 , s 2 be the other sides of this triangle, and k 1 , k 2 be the directions of s 1 and s 2 respectively. We can assume that k 1 ≤ 0 ≤ k 2 . Applying U k 0 = 1 k 0 0 1 , we get an embedded triangle in (M , Σ ) which corresponds to the hyperbolic ideal triangle ∆ with vertices ∞, 
5.2.
Algorithm A: finding a "coarse" fundamental domain. We now provide an algorithm to construct a finite area domain in H that contains a fundamental domain of Γ. In what follows two elements of C (resp. L, I) are said to be equivalent if they belong to the same Γ-orbit. Iteration: Suppose now that we have two finite subsets C 0 n and C 1 n of C, and a connected domain D n ⊂ H which is a union of finitely many ideal triangles in I satisfying the following (1) C 0 n and C 1 n are disjoint, (2) no pair of directions in C 0 n C 1 n are equivalent, (3) C 0 n C 1 n is a subset of the set of vertices ofD n in ∂H, and every vertex ofD n in ∂H is equivalent to an element of C 0 n C 1 n , (4) for every element k of C 0 n ,D n contains a reference domain D(k) of k and we havê D n = k∈C 0 n D(k).
The algorithm stops when C 1 n = ∅. If C 1 n ∅, for any k ∈ C 1 n , pick an ideal triangle ∆ included inD n that contains k as a vertex. Let A be an element of PSL(2, R) such that A(k) = ∞, A · (M, Σ) is normalized, and the vertices of A(∆) are {∞, 0, k }, with k ≥ 0. We determine the reference domain D(k) of the direction k by the construction described in Section 5.1. Note that by the choice of A, ∆ is contained in D(k).
Recall that N(k) is the set of vertices of
Pick a subsetN n+1 ofN n+1 such that (1) no element ofN n+1 is equivalent to an element of C 0 n C 1 n , (2) every element ofN n+1 is either equivalent to an element of C 0 n C 1 n , or to a unique element of N n+1 .
We now set
· · · C 1 n . Lemma 5.5. The domainD n+1 is connected.
Proof. By Lemma 5.1 D(k) is connected for any k ∈ C 1 n , and by the assumptionD n is connected. Since the intersectionD n ∩ D(k) contains an ideal triangle (hence is non-empty), it follows thatD n ∪ D(k) is connected.
Consider now the graph G. By definition, G has two types of vertices, let us denote by V the set of vertices of G representing the Γ-orbits in C, and by W the set of vertices representing the Γ-orbits in I. Recall that by construction, every edge of G connects a vertex in V and a vertex in W. We denote by d the distance in G.
Let v ∞ denote the vertex of G representing the Γ-orbit of ∞. 
then v represents the Γ-orbit of a direction k ∈ C such that d(∞, k) = 1. By Lemma 5.2, k is equivalent to a vertex ofD 0 . Since k is not equivalent to ∞, we can choose k to be an element of C 1 0 . Assume now that the lemma is true for n ≤ , and that d(v ∞ , v) = + 1. There exists v ∈ V such that d(v ∞ , v ) = and d(v , v) = 1. By assumption, v represents the Γ-orbit of a direction in C 1 −1 . Therefore, v represents the Γ-orbit of a direction k ∈N . Note that k cannot be equivalent to a direction in C 0 −1 C 1 −1 , since otherwise we would have d(v ∞ , v) ≤ − 1 by the induction hypothesis. Thus k must be equivalent to a direction inN = C 1 . The lemma is then proved.
Proposition 5.7. Let d 1 be the maximal distance in G from v ∞ to another vertex in V. Then the algorithm stops after d 1 iterations. The domainD d 1 obtained when this algorithm stops contains a fundamental domain of Γ.
Proof. It follows from Lemma 5.6 that C 1 d 1 = ∅, thus the algorithm stops after d 1 iterations. Note that we have bijection between V C/Γ and C 0 d 1 . Let w be a vertex in W. Then w is adjacent to a vertex v ∈ V. By Lemma 5.6, v represents the Γ-orbit of a direction k ∈ C 0 d 1 . Thus w represents an the Γ-orbit of an ideal triangle in the reference domain D(k) ⊂D d 1 . This means that the domainD d 1 contains at least one ideal triangle in each Γ-orbit in I. ThereforeD d 1 contains a fundamental domain of Γ.
Remark 5.8. Proposition 5.7 means that the number of iterations that have been performed when the algorithm stops allows us to compute the diameter of G. We actually get the complete list of elements of V and W after d 1 iterations. Thus this algorithm allows us to compute a bound on the volume of the Teichmüllre curve generated by (M, Σ) by Theorem 1.3 since we have W I.
5.3.
Algorithm B: finding a generating set of Γ. We now present an algorithm to obtain a generating set of Γ. In the literature, generating sets of a lattice in PSL(2, R) are often obtained from a fundamental domain of the lattice. In our algorithm, we will determine a generating set of Γ without constructing explicitly a fundamental domain, our main tools are the graphs G and G. In what follows we will use the same notation as in Section 5.2.
Initialization: Let g ∞ be a generator of the stabilizer of ∞ in Γ. Let I(∞) be the family of ideal triangles in I which compose a reference domain D(∞) of ∞. We set Iteration: assume now that we have a finite subset C n of C, a mapping k → I(k) from C n to the set Fin(I) of finite subsets of I, and a mapping k → g k from C n to Γ satisfying the followings: for any k ∈ C n (i) the finite subset I(k) of I represents the ideal triangles which compose a reference domain for k (in particular k is a vertex of every ideal triangle in I(k)), (ii) if k is equivalent to ∞ then g k (∞) = k and I(k) = g k (I(∞)), otherwise g k is a generator of Stab Γ (k). We set J n = k∈C n I(k) ⊂ I and F n = {g k , k ∈ C n } ⊂ Γ.
We now define C n+1 to be the subset of C consisting of the vertices the ideal triangles in J n . Note that C n is a subset of C n+1 . We will associate to each k ∈ C n+1 a finite subset I(k) of I and an element g k of Γ as follows: if k ∈ C n , we keep the same I(k) and g k provided by the previous step. Let k be an element of C n+1 \ C n . By definition, k is a vertex of a triangle ∆ ∈ J n . We have two cases • Case 1: k is equivalent to ∞. In this case, there is an element g ∈ Γ such that g(∞) = k and g −1 (∆) ∈ I(∞). We define I(k) = g(I(∞)), and g k = g. • Case 2: k is not equivalent to ∞. In this case, we choose a reference domain D(k) such that ∆ is one of the ideal triangles that make up D(k). We then define I(k) to be the family of triangles that compose D(k), and g k a generator of Stab Γ (k). Clearly, C n+1 and the mappings k → I(k) and k → g k from C n+1 to Fin(I) and Γ defined above satisfy the conditions (i) and (ii). Lemma 5.9. For any n ∈ N and any k ∈ C n , we have a) The subgroup generated by F n contains the stabilizer of k in Γ. b) As subsets of G, C n+1 is contained in the 1-neighborhood of C n . c) If k ∈ C n+1 , then the distance from ∞ to k in G is at most n.
Proof. For a), we only need to consider the case k is equivalent to ∞. But in this case, g k · g ∞ · g −1 k is a generator of Stab Γ (k). For b), observe that J n is contained in the 1 2 -neighborhood of C n , and C n+1 is contained in the 1 2 -neighborhood of J n . Finally, c) is an immediate consequence of b). Let Γ n denote the subgroup of Γ that is generated by the elements of F n . We first show Lemma 5.10. Let A be an element of Γ such that d(∞, A(∞)) ≤ n, where d is the distance on the graph G. Then A ∈ Γ n .
Proof. Let α be a path of minimal length from ∞ to A(∞) in G. Let m = leng(α) ≤ n. Then α must contains m + 1 vertices in C. Let us label those vertices by k 0 , k 1 , . . . , k m , where k 0 = ∞, k m = A(∞) and d(∞, k i ) = i.
For any k ∈ C n , define N(k) = {k ∈ C, k k, k is a vertex of some triangle in I(k)}.
Since d(k 0 , k 1 ) = 1, by Lemma 5.2, there is an element B 0 ∈ Stab Γ (k 0 ) such that k 1 := B 0 (k 1 ) ∈ N(k 0 ). Note that k 1 ∈ C 1 and B 0 ∈ Γ 0 . Let k 2 := B 0 (k 2 ). Since d(k 1 , k 2 ) = d(k 1 , k 2 ) = 1, there is an element B 1 ∈ Stab Γ (k 1 ) such that k 2 := B 1 (k 2 ) = B 1 • B 0 (k 2 ) ∈ N(k 1 ). In particular, we have k 2 ∈ C 2 , and B 1 ∈ Γ 1 by Lemma 5.9.
By induction, we can find a sequence (B 0 , B 1 , . . . , B m−1 ) of elements of Γ such that B i ∈ Γ i , and
Since k m is equivalent to ∞, by construction, there is an element
which means that there exists B ∈ Stab Γ (∞) = Γ 0 such that
Let v ∞ be the vertex of G that represents the Γ-orbit of ∞ in C. Recall that we have defined d 1 to be the maximal distance in G from v ∞ to another vertex in V (that is the set of Γ-orbits in C). Note that d 1 can be computed by Algorithm A (c.f. Proposition 5.7).
Proposition 5.11. We have Γ 2d 1 +1 = Γ.
Proof. Let A be an element of Γ. Let m := d(∞, A(∞)). We will prove that A ∈ Γ 2d 1 +1 by induction on m. For m ≤ 2d 1 + 1, this follows from Lemma 5.10. Thus let us suppose that m > 2d 1 + 1, and that the statement is true for any A such that d(∞, A(∞)) < m.
Let α be any path of minimal length in G from ∞ to A(∞). This path contains m + 1 vertices in C that are labeled by k 0 , . . . , k m , where k 0 = ∞, k m = A(∞), and d(k 0 , k i ) = i. Consider the vertex k m−d 1 −1 . Since the vertex of G that represents the Γ-orbit of
By assumption, there is an element A ∈ Γ such that A (∞) = k. By the induction hypothesis, A ∈ Γ 2d 1 +1 . Consider k := A −1 (A(∞)). Now, since d(∞, k ) = d(k, A(∞)) ≤ 2d 1 + 1 the matrix A −1 · A belongs to Γ 2d 1 +1 by Lemma 5.10. Thus A ∈ Γ 2d 1 +1 , and the proposition is proved.
Proposition 5.11 implies that we obtain a generating set for the Veech group of (M, Σ) after 2d 1 + 1 iterations of Algorithm B.
GEOMETRY OF THE GRAPH OF PERIODIC DIRECTIONS
Our goal in the remainder of the paper is to give the proof of Theorem 1.5. Throughout this section (M, Σ) will be a half-translation surface satisfying the topological Veech dichotomy, which needs not to be a Veech surface. 6.1. Infinite diameter. In this section we will show Proposition 6.1. The graph G(M, Σ) has infinite diameter.
To prove Proposition 6.1, we will make use of the connection between G(M, Σ) and the arc and curve graph on a surface with marked points. 6.1.1. Arc and curve graphs. Let S be a topological surface homeomorphic to M\Σ. We will consider S as a compact surfaceŜ with a finite set V removed, points in V are called punctures. A simple closed curve in S is non-essential if it is either homotopic to the constant loop, or bounds a disc that contains only one puncture. A simple arc in S is a continuous map α : I →Ŝ , where I ⊂ R is a compact interval, such that the restriction of α to int(I) is an embedding and α(I) ∩ V = α(∂I). A simple arc is non-essential if it is homotopic relative to its endpoints to the constant map by a homotopy H : I × [0, 1] → S such that for all (t, s) ∈ int(I) × [0, 1), H(t, s) ∈ S . A simple closed curve or a simple arc is said to be essential if it is not non-essential.
Define the curve graph Curv(S ) to be the graph whose vertices are homotopy classes of essential simple closed curves in S , and there is an edge between two vertices if and only if the corresponding simple closed curves can be realized disjointly. Similarly, define the arc and curve graph ACurv(S ) to be the graph whose vertices are homotopy classes of essential simple arcs and simple curves on S , and there is an edge between two vertices if and only if they can be realized disjointly in S . We define the length of every edge of Curv(S ) and of ACurv(S ) to be one. Let us denote by d AC and d C the distance in ACurv(S ) and in Curv(S ) respectively. By construction, we have a natural embedding from Curv(C) into ACurv(S ).
Since the graph of periodic directions G(M, Σ) is unchanged if we replace (M, Σ) by a half-translation covering, we can suppose that genus of M (and hence the genus of S ) is at least two. We then have the following well known facts (see [24] )
• the graphs Curv(S ) and ACurv(S ) are connected and have infinite diameter,
• the graphs Curv(S ) and ACurv(S ) are quasi-isometric.
A geodesic metric space is said to be Gromov hyperbolic if there is a constant δ > 0 such that for any triple of points (x, y, z) in this space, any geodesic from x to y is contained in the δ-neighborhood of the union of a geodesic from x to z and a geodesic from y to z. By celebrate result of Masur-Minsky [23] , we know that Curv(S ) (and hence ACurv(S )) is Gromov hyperbolic.
Recall that a measured foliation on S is by definition a measured foliation onŜ which has k-pronged singularities with k ≥ 3 in S , and k-pronged singularities with k ≥ 1 at points in V (see [32] ). In other word, measured foliations on S are measured foliations onŜ that are modeled by the foliations of meromorphic quadratic differentials with at most simple poles.
A measured foliation is minimal if all of its leaves are either dense inŜ or join two singularities, and there is no cycle of leaves. In [22] , Klarreich shows that the boundary at infinity ∂ ∞ Curv(S ) of Curv(S ) can be identified with the space of topological minimal foliations on S .
We now equip S with a conformal structure. In the same conformal class, there is unique complete hyperbolic metric on S of finite volume. Points in V are cusps of this metric. There is a one-toone correspondence between the space ML(S ) of measured geodesic laminations of S and the space MF (S ) (of homotopy classes) of measured foliations on S . Using this identification, ∂ ∞ Curv(S ) can be identified with the space of minimal laminations that fill up S (see [9] ).
We say that a sequence (λ i ) of geodesic laminations converges in the coarse Hausdorff topology to a minimal lamination that fills up S if every accumulation points of (λ i ) with respect to the Hausdorff topology contains µ as sublamination.
Since any essential simple closed curve in S is homotopic to a simple closed geodesic for the hyperbolic metric, vertices of Curv(S ) can be viewed as geodesic laminations on S . In [9] , Hamenstädt interprets the results of Klarreich in terms of geodesic laminations, and shows the following Let ι denote the intersection number function on the spaces MF (S ) and ML(S ). The following result is proved in [35] . For our purpose, we will also need the following result which is due to Smillie [37] (see also [44] ). Theorem 6.5. Given any stratum of translation surfaces, there is a constant K > 0 such that on any surface of area one in this stratum, there exists a cylinder of width bounded below by K.
Note that in a surface of area one, the circumference of a cylinder whose width is bounded below by K is at most 1/K. As a consequence of Theorem 6.2, we get the following (see also [11, Prop. 2.4] ) Corollary 6.6. For t ∈ R, let M t denote the surface a t · M, where a t = e t 0 0 e −t . For n ∈ {0, 1, . . . }, let c n be a regular geodesic on M n of length at most 1/K. The existence of such a geodesic is guaranteed by Theorem 6.5. We consider (c n ) as a sequence of vertices of Curv(S ).
Assume that the vertical foliation µ on M is minimal. Then the sequence (c n ) defines a point in ∂ ∞ Curv(S ). In particular, lim
Proof. We can consider µ as an element of MF (S ). Since µ is minimal by assumption, it represents a point in the boundary at infinity of Curv(S ). Let µ t denote the (measured) foliation in the vertical direction on M t . By definition, we have µ t = e t · µ. We have e n · ι(c n , µ) = ι(c n , µ n ) ≤ |c n | ≤ 1/K, for all n ∈ N.
Thus lim n→∞ ι(c n , µ) = 0. If ν is an element of MF (S ) representing an accumulation point of (c n ) in the space of projective measured foliations, then ι(ν, µ) = 0. Since µ is minimal, by Theorem 6.4, ν is topologically equivalent to µ. It follows from Theorem 6.2 that µ is the limit of (c n ) in ∂ ∞ Curv(S ), and the corollary follows. Proof. Let β be a path of minimal length from p to q in C(M, Σ). Let p = k 0 , k 1 , . . . , k = q be the elements of C(M, Σ) that are contained in β, where d(p, k i ) = i. By construction, for i = 0, . . . , − 1, there are an element of Ψ(k i ) and an element of Ψ(k i+1 ) which are represented by two disjoint arcs in S . Therefore, there is an edge in ACurv(S ) between a point in Ψ(k i ) and a point in Ψ(k i+1 ). Since diam(Ψ(k i )) = 1 for all i, it follows that there is a path from a point in Ψ(p) to a point in Ψ(q) of length at most 2 , from which we get inequality (6).
6.1.3. Proof of Proposition 6.1.
Proof. By Lemma 6.7, it is enough to show that diam(Ψ(C(M, Σ))) = ∞, which is equivalent to diam(Ψ (C(M, Σ))) = ∞ because the embedding of Curv(S ) into ACurv(S ) is a quasi-isometry. Since we can rotate M such that the vertical foliation is minimal, this follows immediately from Corollary 6.6.
Hyperbolicity.
Our goal now is to show Proposition 6.8. The graph G(M, Σ) is Gromov hyperbolic.
For this purpose, we will use the following criterion by Masur-Schleimer [24] . Theorem 6.9 (Masur-Schleimer). Suppose that X is a graph with all edge lengths equal to one. Then X is Gromov hyperbolic if there is a constant R ≥ 0, and for all unordered pair of vertices x, y in X 0 , there is a connected subgraph g x,y containing x and y with the following properties • (Local) If d X (x, y) ≤ 1 then g x,y has diameter at most R, • (Slim triangle) For any x, y, z ∈ X 0 , the subgraph g x,y is contained in the R-neighborhood of g x,z ∪ g z,y .
We will also need the following improvement of Proposition 4.1.
Lemma 6.10. There exists a constant κ 0 depending on the stratum of (M, Σ) such that, for any pair of saddle connections s 1 and s 2 of (M, Σ) with directions k 1 and k 2 respectively, we have
Proof. Assume first that #(int(s 1 ) ∩ int(s 2 )) = 0, which means that s 1 and s 2 are disjoint. We can then add other saddle connections to the family {s 1 , s 2 } to obtain a triangulation of (M, Σ). Let κ 0 be the number of triangles in this triangulation. Note that this number only depends on the stratum of (M, Σ). Now, since each triangle in this triangulation represents a vertex in G that is connected to the vertices representing the directions of its three sides, we see that there is a path in G from k 1 to k 2 of length at most κ 0 . Thus we have d(k 1 , k 2 ) ≤ κ 0 . For the case #(int(s 1 ) ∩ int(s 2 )) > 0, we us the same induction as in Proposition 4.1 to conclude. Corollary 6.11. Let C 1 be a cylinder, and s a saddle connection in (M, Σ). Let w(C) denote the width of C and |s| the length of s. Then the distance in G(M, Σ) between the direction of C and the direction of s is at most log 2 ( |s| w(C) + 1) + κ 0 . Proof. Let c be a core curve of C. Let m be the number of intersections between c and int(s). Obviously, we only need to consider the case c and s are not parallel. Since |s| ≥ mw(C), we have m ≤ |s|/w(C). If s is a saddle connection in the boundary of C, then we have
.
We can then conclude by Lemma 6.10. Recall that by construction, k 1 , k 2 are two vertices of ∆. Note also that ∆ may not be unique, but at most we only have finitely many choices for ∆ (c.f. Proposition 4.4).
The following lemma follows immediately from our construction Lemma 6.12. For any pair (k, k ) of directions in C(M, Σ), the distances between k and k in G (M, Σ) and in G(M, Σ) are the same. The map Ξ is then a quasi-isometry.
In what follows, we will show that G (X, Σ) is Gromov hyperbolic. Lemma 6.12 then implies that G(M, Σ) is also Gromov hyperbolic. By a slight abuse of notation, we will also denote by d the distance in G (M, Σ).
Our first task is to construct for every pair (k, k ) of directions in C(M, Σ) a path in G (k, k ) connecting them. Using PSL(2, R), we can assume that k is the horizontal direction and k is the vertical direction. We can further normalize M by a matrix a t := e t 0 0 e −t , t ∈ R, such that the shortest horizontal saddle connection and the shortest vertical saddle connection have the same length.
For any t ∈ R, let M t := a t · M. If c is a regular geodesic or a saddle connection on M, the length of c on M t will be denoted by |c| t . By Theorem 6.5, there is a cylinder C t on M t of width bounded below by K. The cylinder C t may be not unique, but we have Lemma 6.13. If C t is another cylinder of width bounded below by K in M t , then the distance in G (M, Σ) between the directions of C t and C t is at most (log 2 (K −2 + 1) + κ 0 ).
Proof. Since Area(M t ) = Area(M) = 1, the circumference of C t is at most K −1 . In particular, a saddle connection s in the boundary of C t has length at most K −2 . Let k and k be the directions of C t and C t respectively. Then Corollary 6.11 implies
In what follows, for any t ∈ R, we denote by C 0 t a cylinder of width bounded below by K in M t and by k(t) the direction of a −t (C 0 t ). Note that we have k(t) ∈ C(M, Σ). Lemma 6.14.
(i) There exists t 0 > 0 such that if t > t 0 , then k(t) = 0, and if t < −t 0 then k(t) = ∞.
(i) If t > 0 is large enough then the width of any vertical cylinder in M t is at least 1/K. Thus a non-vertical cylinder in M t has circumference at least 1/K, hence its width must be smaller than K. Thus we must have k(t) = 0 = k . Similar arguments apply for M −t . (ii) Observe that we have for any saddle connection or regular geodesic c on M,
Since the length of a core curve of C 0 t 1 on M t 1 is at most K −1 , its length in M t 2 is at most e |t 1 −t 2 | K −1 . Thus the conclusion follows from Corollary 6.11.
Define
g * (k, k ) := {k(i), i ∈ Z} ⊂ G (M, Σ) (0) .
By Lemma 6.14, the set g * (k, k ) is finite. For any i ∈ Z, let γ i be a path of minimal length in G (M, Σ) from k(i) and k(i + 1). We define
By construction, g(k, k ) is obviously a connected finite subgraph of G (M, Σ). For any subset A of G (M, Σ) and any r > 0, let us denote by N(A, r) the r-neighborhood of A in G (M, Σ) Lemma 6.15. There is a constant R 1 > 0, depending only on the stratum of (M, Σ), such that (a) g(k, k ) ⊂ N(g * (k, k ), R 1 ), and (b) for any t ∈ R, k(t) ∈ N(g * (k, k ), R 1 ).
Proof. Set R 1 = log 2 (K −2 + 1) + κ 0 + 1/ ln (2) . From Lemma 6.14, we have d(k(i), k(i + 1)) ≤ R 1 . Thus every point in γ i is of distance at most R 1 /2 from either k(i) or k(i + 1), from which we get (a). Again, by Lemma 6.14, any k(t) is of distance at most R 1 from a point k(i), with i ∈ Z, and (b) follows.
Local property.
Lemma 6.16. There is a constant R 2 > 0 such that if d(k, k ) = 1 then diam(g(k, k )) < R 2 .
Proof. We can suppose that k is the horizontal direction, and k is the vertical direction. By assumption, there are a horizontal saddle connection s and a vertical saddle connection s that are two sides of an embedded triangle T in M = M 0 . Recall that M is normalized so that the shortest horizontal saddle connection s 0 , and the shortest vertical saddle connection s 0 have the same length, say δ. We first have δ 2 ≤ |s||s | = 2Area(T) < 2.
Thus |s 0 | = |s 0 | ≤ √ 2. For any t ∈ R, the lengths of s 0 and s 0 in M t are respectively e t δ and e −t δ. If i < 0, then the length of s 0 in M i is smaller than √ 2. It follows from Corollary 6.11 that d(k, k(i)) ≤ log 2 ( √ 2K −1 + 1) + κ 0 . Similarly, if i > 0 then the length of s 0 in M i is smaller than √ 2, thus d(k , k(i)) ≤ log 2 ( √ 2K −1 +1)+κ 0 . Therefore we have g * (k, k ) ⊂ N({k, k }, log 2 ( √ 2K −1 + 1) + κ 0 ). From Lemma 6.15 (a), we get diam(g(k, k )) ≤ R 2 with R 2 = 2(R 1 + log 2 ( √ 2K −1 + 1) + κ 0 ) + 1.
6.2.3. Slim triangle property. Let (k, k ) be a pair of directions in C(M, Σ). We use PSL(2, R) to transform k to the horizontal direction, k to the vertical direction, and such that the shortest horizontal and vertical saddle connections have the same length. For any t ∈ R, and R ∈ (0, +∞), let L t (k, k , R) ⊂ C(M, Σ) denote the set of directions of the cylinders whose circumference in M t is at most R. Since M t always contains a cylinder of width bounded below by K (hence its circumference is at most K −1 ), for any R > K −1 , the set L t (k, k , R) is non-empty. Defineĝ * (k, k ) = t∈R L t (k, k , 2K −1 ).
By construction,ĝ * (k, k ) contains g * (k, k ).
Lemma 6.17. The setĝ * (k, k ) is finite, and there exists a constant R 3 such that g * (k, k ) ⊂ N(g * (k, k ), R 3 ).
Proof. Observe that for any regular geodesic c in M, and any t 1 , t 2 ∈ R, we have |c| t 1 /|c| t 2 ≤ e |t 1 −t 2 | . It follows thatĝ * (k, k ) ⊂ i∈Z L i (k, k , 2eK −1 ).
For i > 0 large enough, we have L i (k, k , 2eK −1 ) = {0}, and L −i (k, k , 2eK −1 ) = {∞}. Since for any fixed i, the set of cylinders with circumference at most 2eK −1 on M i is finite, we draw thatĝ * (k, k ) is a finite set. Now, by Corollary 6.11, the direction of a cylinder with circumference at most 2eK −1 on M i is of distance at most log 2 (2eK −2 + 1) + κ 0 from k(i). Thereforê g * (k, k ) ⊂ N(g * (k, k ), R 3 ) with R 3 = log 2 (2eK −2 + 1) + κ 0 .
We now show Lemma 6.18. There is a constant R 4 > 0 such that for any triple (k, k , k ) of directions in C(M, Σ), we haveĝ * (k, k ) ⊂ N(ĝ * (k, k ) ∪ĝ * (k , k ), R 4 ).
Proof. We can renormalize M (using PSL(2, R)) such that (k, k , k ) = (∞, 0, 1). Note that this normalization is not necessarily the same as the one we use to define the path g(k, k ), hence g * (k, k ) does not necessarily equal {k(i), i ∈ Z}. Nevertheless, we obtain the same subsetĝ * (k, k ) ⊂ C(M, Σ) by the same definition, that isĝ * (k, k ) = ∪ t∈R L t (k, k , 2K −1 ). Consider a directionk inĝ * (k, k ). By definition,k is the direction of a cylinder C whose circumference in M t := a t · M is at most 2K −1 for some t ∈ R.
Claim: if t ≤ 0 thenk is contained in the (log 2 (4K −2 + 1) + κ 0 )-neighborhood ofĝ * (k, k ).
Proof of the claim. Let M := U · M, where U = 1 −1 0 1 . Note that U(k) = k = ∞ and U(k ) = 0. By definition,ĝ * (k, k ) is the set of directionsk ∈ C(M, Σ) such that, for some s ∈ R, the circumference of a cylinder in directionk is at most 2K −1 in a s · M . We claim that, for s = t, the circumference of C in a t · M is at most 4K −1 . To see this, we observe that M t := a t · M = (a t · U · a −t ) · M t .
Recall that the circumference of C in M t is at most 2K −1 . Since a t · U · a −t = 1 −e 2t 0 1 , and t ≤ 0, it follows that the circumference of C in M t is at most 4K −1 .
Let D 0 t be a cylinder of width bounded below by K in M t (whose existence is guaranteed by Theorem 6.5). By definition, the direction of D 0 t belongs toĝ * (k, k ). From Corollary 6.11, it follows that the distance between the directions of C and D 0 t is at most log 2 (4K −2 + 1) + κ 0 . The claim is then proved.
It follows immediately from the claim that L t (k, k , 2K −1 ) is contained in the R 4 -neighborhood of g * (k, k ) if t ≤ 0, with R 4 = log 2 (4K −2 + 1) + κ 0 . By similar arguments, one can also show that L t (k, k , 2K −1 ) is contained in the R 4 -neighborhood of g * (k , k ) if t ≥ 0. The lemma is then proved. Corollary 6.19. Let R 5 = R 1 + R 3 + R 4 , where R 1 , R 3 , R 4 are the constants of Lemmas 6.15,6.17,6.18 respectively. Then for any triple (k, k , k ) of directions in C(M, Σ), we have g(k, k ) ⊂ N(g(k, k ) ∪ g(k , k ), R 5 ).
Proof. It follows from Lemma 6.18 that we havê g * (k, k ) ⊂ N(ĝ * (k, k ) ∪ĝ * (k , k ), R 4 ).
Since g * (k, k ) ⊂ĝ * (k, k ), Lemma 6.17 implies g * (k, k ) ⊂ N(g * (k, k ) ∪ g * (k , k ), R 3 + R 4 ) ⊂ N(g(k, k ) ∪ g(k , k ), R 3 + R 4 ).
Finally, from Lemma 6.15, we get g(k, k ) ⊂ N(g(k, k ) ∪ g(k , k ), R 1 + R 3 + R 4 ).
