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Abstract
We develop a sequence of arguments based on solid mathematical support leading to the
conclusion that the number of cycles for several families of generalized 3x+1 mappings is finite.
1 Introduction
In a previous paper [1] we have determined the conditions for the existence or not of cycles for
several families of generalized 3x + 1 mappings and we have developed a method to find them.
During this process there appeared a question concerning the limitation or not of the number of
cycles. The answer to this question is presented in the form of a conjecture by many authors [2, 3]
: the number of cycles is finite.
We start our work using the function that generates the infinite permutations (original Collatz
problem [4]). At first, we pick up the result we found, specifying that there can not be cycles beyond
a certain value. Subsequently, we determine intrinsic properties inherent to trajectories generated
by iterative application of the function. Then, we will have all the necessary elements allowing us
to solve the conjecture related to this problem. Thereafter, we apply this approach to the function
related to the problem 3x+ 1 and finally, to several other families of generalized 3x+ 1 mappings.
2 Infinite permutations
Let the function g(n) be defined as follows [4]
g(n) =


2n
3 , if n ≡ 0 (mod 3)
4n−1
3 , if n ≡ 1 (mod 3)
4n+1
3 , if n ≡ 2 (mod 3)
(1)
The iterative application of the function to integers gives rise to sequences integers, called
trajectories,
(n, g(n), g(2)(n), g(3)(n), · · · , g(i)(n), · · · ),
with g(i+1)(n) = g{g(i)(n)}, i = 0, 1, 2, 3, · · · and g(0)(n) = n.
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In a previous paper [1] we have determined the conditions for the existence or not of cycles (tra-
jectories looping on themselves) generate by this function and many more belonging to generalized
3x+ 1 mappings. Also, we have developed a method to find these cycles. As pointed out, 9 cycles
are known and there does not seem to be any more.
Below, we rewrite the equation expressing the condition C which tells us if a cycle exists or not,
and we add some specific properties related to the trajectories. This will allow us to answer the
question whether or not there are other cycles than those we know ?
2.1 Condition to the existence or not of a cycle
Here is a brief summary of what we got in the paper cited above. From some properties of natural
logarithms and power series of these, we can reformulate the parameter λk1,k2 appearing in the
equation giving the limit condition C on the smallest integer of a cycle. This new formulation will
allow us to adequately describe the evolution of C.
Suppose that there is a cycle of a period p = k, and that m is its least term. If there are k2
transformations of the form 2n/3 and k1 transformations of the other two kinds, (4n± 1)/3, then
m ≤
7
24
1
k1
|ln(λk1,k2)|
= C. (2)
where
λk1,k2 =
(
4
3
)k1 (2
3
)k2
(3)
and
k = k1 + k2. (4)
The parameter λk1,k2 is the factor of n appearing in the general expression (15) giving the result
of k iterations of the function g on an integer n.
Essentially, the inequality (2) specifies that the smallest integer m of a cycle cannot exceed the
value C, imposing therefore a limit on m. Note that C increases as λk1,k2 is close to 1. Conversely,
C decreases very rapidly as λk1,k2 moves away from 1.
Let PP be λk1,k2 smaller than 1 (”Plus Petit que 1”) and PG larger than 1 (”Plus Grand que
1”), while remaining close to 1. In writing
PP = 1−∆PP and PG = 1 +∆PG, (5)
we have demonstrated (theorem 2.3) that starting from PP = 2/3 = 1 − 1/3 and PG = 4/3 =
1 + 1/3, the successive products of PP and PG give the maxima of C and gradually get closer
to 1 with the increase of k, the total number of iterations. We have then built an algorithm that
determines the conditions on k1 and k2 leading to the maxima of C.
Indeed, the λk1,k2 resulting of successive products PP · PG is
λk1,k2 = PP · PG = (1 +∆PG) · (1−∆PG) = 1 +∆PG−∆PP −∆PP ·∆PG (6)
leading to
2
1−∆PP < 1 + ∆PG−∆PP −∆PP ·∆PG < 1 + ∆PG. (7)
More generally (in base 3), for t ǫ {−1, 0,+1},
∆PP = 3−r = ta3
−a + ta+13
−a−1 + ta+23
−a−2 + · · ·+ tkP P 3
−kP P (8)
∆PG = 3−s = tb3
−b + tb+13
−b−1 + tb+23
−b−2 + · · ·+ tkP G3
−kP G (9)
with ta = tb = 1 , tkP P 6= 0 and tkP G 6= 0. PP · PG 6= 1 and ∆PP 6= ∆PG (except for the first
two PP and PG).
The exponent, in absolute value, of the last term (the smallest) of each ∆PP (or ∆PG) is equal
to kPP (or kPG), so the number of transformations k = k1 + k2.
Now, develop the natural logarithm of λk1,k2 that appear at the denominator of the equation (2)
using the product PP · PG and certain properties of natural logarithms in terms of power series.
The result will be useful when analyzing the growth of Cmax.
The logarithm of a product gives
ln(λk1,k2) = ln((1 + ∆PG) · (1 −∆PP )) = ln(1 + ∆PG) + ln(1−∆PP ).
Using the Maclaurin series for |x| < 1,
ln(1 + x) = x−
x2
2
+
x3
3
−
x4
4
+ · · · ,
ln(1− x) = −x−
x2
2
−
x3
3
−
x4
4
− · · · ,
leads to
ln(λ) = ln(PP · PG) = ln(1 + ∆PG) + ln(1−∆PP ) =
(∆PG−∆PP )− 12 ((∆PG)
2 + (∆PP )2)) + 13 ((∆PG)
3 − (∆PP )3))
− 14 ((∆PG)
4 + (∆PP )4)) + · · · ,
where we define
∆λ =
(∆PG−∆PP )− 12 ((∆PG)
2 + (∆PP )2)) + 13 ((∆PG)
3 − (∆PP )3))
− 14 ((∆PG)
4 + (∆PP )4)) + · · · .
(10)
To abbreviate notation we have written λ instead of λk1,k2 .
With this definition and the equations (8) and (9), we can then write the natural logarithm of
λ as
ln(λ) = ∆λ
∼ (∆PG−∆PP )− 12 ((∆PG)
2 + (∆PP )2))
∼ (3−s − 3−r)− 12 ((3
−s)2 + (3−r)2)).
(11)
To finish, we get λ by applying the exponential on ln(λ). Then
λ = exp(∆λ).
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The Maclaurin serie for the exponential is
ex = 1 + x+
x2
2!
+
x3
3!
+ · · ·
Then,
λ = exp(∆λ) =
1 + (∆λ) + (∆λ)
2
2! +
(∆λ)3
3! + · · · .
For small values of ∆λ,
λ ∼ 1 + ∆λ
∼ 1 + (∆PG−∆PP )− 12 ((∆PG)
2 + (∆PP )2))
∼ 1 + (3−s − 3−r)− 12 ((3
−s)2 + (3−r)2)).
(12)
The evolution of λ and ln(λ), in the neighborhood of 1, is then governed by the series of
terms of first order in (∆PG −∆PP ) = (3−s − 3−r), of the second order in (∆PG)2 = 3−2s and
(∆PP )2 = 3−2r, etc.
2.2 Periodicity
We will show a very interesting property (hidden) resulting from the iterative application of the
function g(n) generating the different trajectories.
Given an integer n and define quantities tk(n) by
g(k)(n) ≡ −tk(n) (mod 3) (13)
such that tk belongs to triplet of values {-1, 0, 1}. We could use any other triplets, for example
{0, 1, 2}.
Then, the sequence of all integers
(
· · · -2 -1 0 1 2 3 4 5 6 7 8 9 · · ·
)
can be represented by the triadic sequence, using n = g0(n) ≡ −t0(n) (mod 3),
(
· · · -1 1 0 -1 1 0 -1 1 0 -1 1 0 · · ·
)
Also, each trajectory generated by iterative application of the function g(n) can be represented
by a triadic sequence. Then, the result of first k iterations of g(n) is completely described by
wk(n) = (t0(n), t1(n), · · · , tk−1(n)). (14)
For example, the trajectories (5, 7, 9), (32, 43, 57) and all those of length 3 starting with an
integer n = 5 + 33q where q is any integer positive, negative or zero, be represented by
w3(n) = (1,−1, 0).
The representation of the trajectories in terms of tk leads to an important theorem which makes
it possible to bring out an intrinsic property, namely the periodicity. This property has already
been observed by Terras [5] and Everett [6] concerning the process of iterations of the function
4
T (n) generating the problem 3x + 1, and this property appears in a theorem which they have
demonstrated by induction. We will prove our theorem differently, using a well-known result of
diophantine equations theory.
Theorem 2.1 All sequences wk of length k generated by any 3
k consecutive integers are different
and are repeated periodically.
Proof
The general expression giving the result of k iterations of the function g on an integer n is
g(k)(n) = λk1,k2n+ ρk(n), (15)
where
k = k1 + k2, (16)
and λk1,k2 is given by (3), with k2 the number of transformations of the form 2n/3 and k1,
transformations of the other two kinds, (4n± 1)/3.
Unlike parameter λk1,k2 , ρk(n) depend on the order of application of the transformations.
Let n and g be replaced by the variables x and y,
3kρk(n) = −4
k12k2x+ 3ky.
In this form, c = ax + by, where a = −4k12k2 , b = 3k and c = 3kρk(n), we have a diophantine
equation of first degree at two unknowns. For the trajectories of a given length k there are 3k
different sequences wk of -1, 0 et 1. Each different sequence wk is characterized by a different
triplet of parameters (a, b, c). In fact, the parameter b = 3k is the same for all sequences of a given
length k and the pair of parameters (a, c) is different. From a well-known result of diophantine
equations theory [7], if the coefficients of x and y are prime to one another, this equation admits a
infinity of solutions to integer values. If (x0, y0) is a specific solution, the general solution will be
(x = x0 + bq, y = y0 − aq), where q is any integer, positive, negative or zero.
For a given sequence wk, the general solution x = x0 + 3
kq specifies that all 3k consecutive
integers, for example (1, 2, 3, · · · , 27) or (5, 6, 7, · · · , 31) with k = 3, contain an integer x which
starts this sequence. The same reasoning applies for each different sequences. In order to have a
different sequence, the new integer x must be different from the previous one. In this way, all the
sequences wk are generated for all the 3
k consecutive integers, and these sequences are repeated to
all 3k integers.

This theorem is interpreted as follows :
For each of integers n of any 3k consecutive integers we construct a sequence wk of {-1 0 1} of
length k. The number P of different sequences is exactly P = 3k. Then
- all sequences wk appear once and only once.
- each sequence wk is repeated periodically for any integer n + 3
kq starting a sequence, with
the period 3k.
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2.3 Distribution of trajectories and average repartition
We will determine the distribution of the trajectories of length k generated by 3k consecutive
integers.
Theorem 2.2 The number of trajectories ηk1,k2 of length k composed of k2−iterations of the form
2n/3 and k1 − iterations of the other two kinds, (4n± 1)/3, is given by
ηk1,k2 =
k!
k2!(k1)!
2k1 . (17)
Proof.
The number of k2 − combinations in a set with k elements is(
k
k2
)
=
k!
k2!(k − k2)!
=
k!
k2!k1!
.
For each of these combinations we have 2k1 combinations of k1. 
Definition 2.1 Defining the average repartition of the trajectories by
Rk1,k2 =
3k
ηk1,k2 + 1
. (18)
In a sequence of 3k consecutive integers, there are η integers starting from the trajectories
containing k1 iterations of type (4n± 1)/3 and k2 iterations of type 2n/3, regardless of the order of
these iterations, and this η integers are «spaced on average» by a value R. For example, let k = 5,
k1 = 3 and k2 = 2. For each sequence of consecutive 243 = 3
5 integers there are η = 80 integers
whose trajectories correspond to 3 iterations of type (4n±1)/3 and 2 iterations of type 2n/3. These
integers are «spaced on average» by R = 243/(80 + 1) = 3.
In the following, we will have to calculate high values of P , R and η. For example, we can
express R using natural logarithms,
ln(Rk1,k2) ∼ kln(3)− k1ln(2) + ln(k1!) + ln(k2!)− ln(k!). (19)
The logarithms of the factorials appearing in this last equation can be calculated by the Stirling’s
approximate formula, or the more accurate Ramanujan’s formula
ln(n!) ∼ nln(n)− n+
1
2
ln(2πn), (20)
ln(n!) ∼ nln(n)− n+
1
6
ln
(
8n3 + 4n2 + n+
1
30
)
+
1
2
ln(π). (21)
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2.4 Results
In the table 1 we give the first and the last trajectories (η = 80) for k = 5 (k1 = 3 and k2 = 2)
among the 243 trajectories generated by consecutive integers (1, 2, 3, . . . , 243). We also include the
corresponding wk=5 sequences.
In the table 2 we have the first values of k1 and k2 giving the maxima of C distributed in terms
of nodes and secondary nodes, as presented in the previous paper. In fact, this includes the first
9 nodes. We added the natural logarithms of R and P as well as the exponents r and s in base
3 giving ∆PP and ∆PG. The condition C is given by the equation (2) and the repartition R (or
distribution) by the equation (18). P = 3k is the number of different trajectories for a given length
k = k1+ k2. Starting from the number 1, P corresponds also to the number of consecutive integers
starting the different possible trajectories for a length k. The exponents r and s appear in the
equations (8) and (9).
In the table 3 we have the same information for nodes 7 to 14. We have used ∆PP and ∆PG
instead of PP and PG, by increasing the precision until the twenty-eighth decimal and so, we can
produce the results of the algorithm up to node 26. This table will be useful to understand the
detailed behavior of the growth of C.
The condition C seems always smaller than P = 3k. Starting from node N9,1, C become smaller
than the repartition R and the difference between the two seems rapidly increases.
These observations lead us to elaborate an very important theorem concerning the evolution of
C versus R and P .
Theorem 2.3 The condition C is always smaller than P = 3k. Starting from node N9,1, the
condition C to have a cycle becomes smaller than the repartition R and the difference between the
two rapidly increases.
Proof.
Evolution of P
Let P = 3k. Apply the natural logarithm on each side of the equation
ln(P ) = kln(3). (22)
Then, the function ln(P ) grows linearly with k.
According to the algorithm, λk1,k2 (eq (3)) approaches 1 rapidly and asymptotically. We have
(
4
3
)k1 (2
3
)k2
∼ 1,
k1ln(
4
3
) + k2ln(
2
3
) ∼ 0, and
k1
k2
∼ −
ln(23 )
ln(43 )
.
Also, we have
k1 + k2 = k.
Resolving these last two equations,
7
k1
k
∼ 0.585 and
k2
k
∼ 0.415. (23)
These results are quickly achieved.
Evolution of R
Now, let’s analyze the growth of R (eq (18)) in function of k.
R =
3k(
k
k2
)
2k1 + 1
∼
3k(
k
k2
)
2k1
.
Then,
ln(R) ∼ kln(3)− k1ln(2)− ln
(
k
k2
)
,
and
ln(R) ∼ kln(3)− (0.585k)ln(2)− ln
(
k
k2
)
.
The first two terms grow linearly with k. Take the last term,
ln
(
k
k2
)
= ln
(
k!
k1!k2!
)
= ln(k!)− ln(k1!)− ln(k2!).
So, the Stirling’s approximate formula (eq (20))
ln(k!) ∼ kln(k)− k +
1
2
ln(2πk).
For sufficiently high values of k,
ln(k!) ∼ kln(k)− k.
Then,
ln
(
k
k2
)
= ln
(
k!
k1!k2!
)
∼ (kln(k)− k)− (k1ln(k1)− k1)− (k2ln(k2)− k2),
ln
(
k
k2
)
∼ kln(k)− k1ln(k1)− k2ln(k2) = kln(k)− (0.585k)ln(0.585k)− (0.415k)ln(0.415k),
ln
(
k
k2
)
∼ kln(k)− (0.585k)(ln(k) + ln(0.585))− (0.415k)(ln(k) + ln(0.415)),
ln
(
k
k2
)
∼ (kln(k)− 0.585kln(k)− 0.415kln(k)) + 0.67862676k = 0.67862676k.
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We have
ln(R) ∼ kln(3)− (0.585k)ln(2)− 0.67862676k = 0.01449443k. (24)
Also,
R = exp(ln(R)) ∼ exp(0.01449443k). (25)
Evolution of C
Now, let’s analyze the growth of C (eq (2))
C =
7
24
1
k1
|ln(λk1,k2)|
.
The maxima of C appear for the successive products PP · PG giving the new λnew = λk1,k2
which approach more and more 1 without ever reaching it. In fact, the equation (6) allows us to
calculate the new λnew starting with the last (or previous) PP and PG,
λnew = PP · PG = (1 +∆PG) · (1−∆PG) = 1 +∆PG−∆PP −∆PP ·∆PG.
The properties of natural logarithms, the development in powers series of logarithms and the
fact that ∆PP = 3−r and ∆PG = 3−s in base 3, allow us another form for this equation.
We have the equation of natural logarithm of λnew (11),
ln(λnew) = ∆λnew
∼ (∆PG−∆PP )− 12 ((∆PG)
2 + (∆PP )2))
∼ (3−s − 3−r)− 12 ((3
−s)2 + (3−r)2)) ∼ ±3−t.
and that giving λnew (12),
λnew ∼ 1 + ∆λnew
∼ 1 + (∆PG−∆PP )− 12 ((∆PG)
2 + (∆PP )2))
∼ 1 + (3−s − 3−r)− 12 ((3
−s)2 + (3−r)2)) ∼ 1± 3−t
where ∆λnew is defined by the equation (10),
∆λnew
= (∆PG−∆PP )− 12 ((∆PG)
2 + (∆PP )2)) + 13 ((∆PG)
3 − (∆PP )3))− 14 ((∆PG)
4 + (∆PP )4)) + · · ·
= (∆PG−∆PP ) +O(∆2)
and O(∆2) correspond to all terms of order 2 and more in ∆PP and ∆PG.
Using a precedent result, k1 = 0.585k for k sufficiently high, the equation (2) becomes
C = 724 · (0.585k) · (|∆λnew |)
−1
= cte · k · (
∣∣(∆PG−∆PP )− 12 ((∆PG)2 + (∆PP )2)) + 13 ((∆PG)3 − (∆PP )3))− · · · ∣∣)−1
= cte · k · (
∣∣(3−s − 3−r)− 12 ((3−s)2 + (3−r)2)) + 13 ((3−s)3 − (3−r)2)3))− · · ·
∣∣)−1
= cte · k · 3t.
(26)
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Equation (26) determines the new Cmax resulting from the product of PP by PG, so (1 +
∆PP ) · (1 + ∆PG). Apart from its linear dependence on k, Cmax is inversely proportional to
|∆λnew | (∆PPnew or ∆PGnew). Finally, ∆λnew is governed by terms of the first order, second
order, · · · , in ∆PP and ∆PG.
The table 4 lists all possible cases of ∆PPnew and ∆PGnew generated by the different combi-
nations of ∆PP and ∆PG by giving as an example the nodes 7 to 14 of table 3 (built from the
algorithm). In the last column of the table 4 we give the parameter t of 3t appearing in (26) versus
the parameters r and s of the previous ∆PP = 3−r and ∆PG = 3−s. We can then follow the
growth of Cmax from the behavior of t.
The table 4 is divided in two parts. There are the secondary nodes preceding the node changes
(N7,5, N8,2, N9,23, N10,2, N11,2, N12,1 and N13,1), and all the others, which are part of majority.
In this last case, the resulting parameter t is between the parameters r and s of the previous
∆PP = 3−r and ∆PG = 3−s. The fluctuation of t is very slowly in front of k which increases
of the sum of previous kPP and kPG. The first 22 secondary nodes of primary node 9 are a good
example of this case, as well as the first 54 secondary nodes of primary node 14.
The largest fluctuations of t can occur at the secondary nodes preceding the nodes changes.
Nevertheless, these changes are limited by the order of terms in ∆PP = 3−r and ∆PG = 3−s. The
parameter t will remain around r or s in the first order, less than 2r or 2s in the second order, or
less than 3r or 3s in the third order, or · · · On the other hand, the greater the fluctuation (the t is
higher), the more secondary nodes will be in the next node. See secondary nodes N8,2 and N13,1
which immediately precede the nodes 9 and 14, containing respectively 23 and 55 secondary nodes.
For example, if ∆PP ∼ ∆PG, then |∆λnew | ∼ ∆PP
−2r or ∆PG−2s and t ∼ 2r or 2s in the
second order.
We therefore conclude that 3t is growing much more slowly than 3k in the expression of the
number of sequences P = 3k of length k, and exp(0.015k) in the repartition of sequences R =
exp(0.015k). The repartition R is always smaller than P . For the first 8 nodes, C is smaller than
P and greater than R. Starting of node 9, C is always smaller than R and the gap between the
two is growing.
For example, for the node N9,1
k1 = 568 k2 = 403 k = 971
C = exp(12.04) R = exp(17.74) and P = exp(1, 067).
For the node N14,4
k1 = 510, 877 k2 = 362, 473 k = 873, 350
C = exp(24.52) R = exp(12, 677) and P = exp(959, 473).
For the node N26,1
k1 = 3, 604, 781, 551, 041 k2 = 2, 557, 633, 213, 319 k = 6, 612, 414, 764, 360
C = exp(58.25) R = exp(89, 401, 517, 209) and P = exp(6, 770, 104, 587, 996).

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2.5 Interpretation
Take the first 3k natural numbers where k = k1 + k2. We have proved (theorem 2.1) that the 3
k
triadic sequences w of {-1 0 1} of length k obtained by the transformation g(n) in the original Collatz
problem are all present in this interval and, appear only once and are repeated to all the integers
n+3k, where 3k is the period P . Select k1 and k2 in such way that R > C for a λ corresponding at
a maximum value of C (node 9 and more). Of the 3k sequences, there is η sequences (equation (17))
which start with η different integers. R (equation (18)) specifies the average difference between the
integers starting two consecutive sequences. We therefore expect to find very few integers between
1 and R starting a sequence w of η sequences.
The solution of the equations
C
(
4
3
)nk1
∼ R and R
(
2
3
)nk2
∼ C,
makes it possible to determine the number of minimal integers nk1 + nk2 between m = C (the
least integer) and R being part of a cycle. All these integers start different sequences in this interval.
The first equation gives the first integers of the cycle supposing that all transformations are of type
(4n ± 1)/3. The second equation gives the last integers supposing that all transformations are of
type 2n/3. As R increases very rapidly in front of C, so does the number nk1 + nk2 and, the
existence of the cycles becomes more and more unlikely.
For the node N9,23 we have k1 = 9, 126, k2 = 6, 475, k = 15, 601, ln(C) = 18.80, ln(R) = 231.37.
We get at least nk1 + nk2 = 1, 263 integers in resolving the previous equations. If there is 1 cycle
for these combinations of k1 and k2, it means that there are at least 1, 263 integers between C and
R that starting one of the η sequences, where we should find a little bit. For the secondary node
N14,4 we would have at least 75, 000 integers and, we can imagine the high number of integers for
the secondary node N26,1.
Finally, for the first 9 nodes and more we checked that there are no cycles other than the nine
known, so
〈−44,−59,−79,−105,−70,−93,−62,−83,−111,−74,−99,−66〉 〈−4,−5,−7,−9,−6〉
〈−2,−3〉 〈−1〉
〈0〉
〈1〉 〈2, 3〉
〈4, 5, 7, 9, 6〉 〈44, 59, 79, 105, 70, 93, 62, 83, 111, 74, 99, 66〉.
We conclude that there are no cycles other than the nine known and, as the cycles are closed
(that is, there are no numbers other than those belonging to cycles that end on a cycle), then these
other numbers are part of infinite trajectories.
The integers 8, 10, 11, 12, 13, 15, 17, 18, · · · , are in the same infinite trajectory, but the integers
14, 16, 19, · · · , seem to be in other infinite trajectory. There are possibly several different infinite
trajectories.
3 Problem 3x + 1
Let the function T (n) be defined as follow [4]
11
T (n) =


n
2 , si n ≡ 0 (mod 2)
3n+1
2 , si n ≡ 1 (mod 2).
(27)
The condition to the existence of a cycle is given by the expression (previous paper)
|m| ≤
5
12
1
k1
|log(λk1,k2)|
= C, (28)
where k1 is the number of transformations of the form (3n+1)/2, k2 is the number of transfor-
mations of the form n/2, and k is the total number of transformations. This inequality is valid for
|m| ≥ 1. λk1,k2 is given by
λk1,k2 =
(
3
2
)k1 (1
2
)k2
. (29)
There is a theorem similar to theorem 2.1 on periodicity which can be stated as follows :
Theorem 3.1 All diadic sequences wk of {0, 1} of length k generated by any 2
k consecutive integers
are different and are repeated periodically.
Proof
See Terras [5] and Everett [6].

The average distribution of 2k sequences w is defined as
Rk1,k2 =
2k
ηk1,k2 + 1
. (30)
with
ηk1,k2 =
k!
k2!(k1)!
. (31)
The algorithm generates the table 5. It is interesting to recall that all PP and PG obtained by
the successive products of PP ·PG (except PP = 1/2) are the reciprocals of those obtained in the
infinite permutations. PP = 1/2, PG = 3/2, PP = 3/4, PP = 9/8, · · · , in the 3x+1 problem and
PP = 2/3, PG = 4/3, PP = 8/9, · · · in the problem of infinite permutations.
The possible cycles for the positive integers are values λ = PP , and for the negative integers
we have the possible cycles for λ = PG.
For the positive integers we have the cycle 〈1, 2〉 with the length k = 2 and PP = 0.75 corre-
sponding to the node N2,1 in the table.
For the zero and negative integers we have the cycles 〈0〉, 〈−1〉, 〈−5,−7,−10〉 and the long
cycle [2]
〈−17,−25,−37,−55,−82,−41,−61,−91,−136,−68,−34〉
with lengths k = 1, k = 3 and k = 11.
These last values of k are in table for nodes N1,1 (PP = 0.5 and PG = 1.5), N3,1 and N5,1.
For the first 10 nodes, no cycles other than those listed exist.
12
Theorem 3.2 The condition C is always smaller than 2k. Starting from node N8,2, the condition
C to have a cycle becomes smaller than the repartition R and the difference between the two rapidly
increases in a similar way to the original problem of infinite permutations.
Proof.
The proof is similar to that of the theorem 2.3

For the same reasons as for the original Collatz problem, we conclude that there are no cycles
other than the five specified.
In the problem 3x+ 1 the cycles are open (for example, the number 4 end on the cycle 〈1, 2〉).
Nevertheless, we cannot conclude that all the numbers other than those belonging to the cycles
converge or not to one of five cycles.
4 Generalized 3x + 1 mappings
Defining the generalized Collatz mapping or generalized 3x+ 1 mapping [2]
T (x) =
mix− ri
d
, if x ≡ i (mod d), (32)
d ≥ 2 be a positive integer and m0, · · · ,md−1 be non-zero integers. Also for i = 0, · · · , d − 1,
let ri ǫ Z satisfy ri ≡ imi (mod d).
The original Collatz mapping corresponds to parameter choices d = 3, m0 = 2, m1 = m2 = 4,
r0 = 0, r1 = 1 and r2 = −1. The 3x+1 mapping corresponds to the choices d = 2, m0 = 1, m1 = 3,
r0 = 0 and r1 = −1.
Carnielli [3] has proposed two natural generalizations of Collatz Problem which are the special
cases of a generalized 3x+1 mapping. Letm0 = 1, r0 = 0 for i = 0, andmi = d+1 and ri = −(d−i)
for i ≥ 1
Td(x) =


x
d
, if x ≡ 0 (mod d)
((d+1)x+d−i)
d
, if x ≡ i (mod d), 1 ≤ i ≤ d− 1.
(33)
Let m0 = 1, r0 = 0 for i = 0, and mi = d+ 1 and ri = i for i 6= 1
Ld(x) =


x
d
, if x ≡ 0 (mod d)
((d+1)x−i)
d
, if x ≡ i (mod d),−d/2 < i ≤ d/2, i 6= 0.
(34)
Also, we developed the condition on the least term m of cycle and found
|m| ≤
par
1
k2+k3+···
|log(λk1,k2,···)|
= C, (35)
where par is a parameter and λk1,k2,··· is given by
λk1,k2,k3,··· =
(
1
d
)k1 (d+ 1
d
)k2+k3+···
, (36)
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with k1 the number of transformations of the form n/d and k1 + k2 + k3 + · · · the total of the
other transformations.
We have the maxima for C when λ is close to 1 and we can apply the algorithm developed in
the previous paper. We can apply this algorithm because there are two different terms mi/d so,
1/d and (d+ 1)/d.
After k iterations of Td or Ld we have the general solution
x = x0 + d
kq, (37)
where q is any integer, positive, negative or zero (see the demonstration of theorem theorem 2.1)
For each integers n of a sequence of dk consecutive integers we build the sequence w of
{0 1 2 · · ·d− 1}
of length k. Then
- all sequences w appear once and only once.
- each sequence w is repeated periodically for any integer n+ dkq, with the period P = dk, and
q is an integer.
We can define an average repartition R proportional to dk and analyze the evolution of R versus
C.
From a certain value of λ, R is always greater than C, and the difference between the two rapidly
increases. Then, the possible cycles are limited.
It is more complicated when we have three or more different terms mi/d giving λ.
5 Conclusion
The resolution of the conjecture that the number of cycles is finite for several families of generalized
3x + 1 mappings, takes us to the following conclusions. In the infinite permutations, the function
generates closed cycles (there are no integers other than those included in the cycles which converges
towards these cycles); then, all integers not belonging to the cycles are in infinite trajectories
(divergence). In the 3x + 1 problem, the function generates opened cycles; nevertheless, we can
not be say that all integers not belonging to the cycles converge towards them, they can just as
diverge. On the other hand, the natural numbers seem to converge towards the only known cycle
for positive integers. In the 5x + 1 problem, where the cycles are opened, most trajectories seem
divergent.
Even thought we have found a solution to the problem of counting the number of cycles in
several families of the generalized 3x+ 1 mappings, the question of convergence and divergence of
trajectories is not completely solved, except for those with closed cycles ?
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Trajectories Sequences
(2,3,2,3,2) (1,0,1,0,1)
(4,5,7,9,6) (-1,1,-1,0,0)
(5,7,9,6,4) (1,-1,0,0,-1)
(6,4,5,7,9) (0,-1,1,-1,0)
(7,9,6,4,5) (-1,0,0,-1,1)
(9,6,4,5,7) (0,0,-1,1,-1)
(12,8,11,15,10) (0,1,1,0,-1)
(21,14,19,25,33) (0,1,-1,-1,0)
(24,16,21,14,19) (0,-1,0,1,-1)
(25,33,22,29,39) (-1,0,-1,1,0)
(26,35,47,63,42) (1,1,1,0,0)
(32,43,57,38,51) (1,-1,0,1,0)
(33,22,29,39,26) (0,-1,1,0,1)
(35,47,63,42,28) (1,1,0,0,-1)
(39,26,35,47,63) (0,1,1,1,0)
(43,57,38,51,34) (-1,0,1,0,-1)
(47,63,42,28,37) (1,0,0,-1,-1)
(48,32,44,57,38) (0,1,-1,0,1)
(52,69,46,61,81) (-1,0,-1,-1,0)
(59,79,105,70,93) (1,-1,0,-1,0)
(62,83,111,74,99) (1,1,0,1,0)
(63,42,28,37,49) (0,0,-1,-1,-1)
(66,44,59,79,105) (0,1,1,-1,0)
(70,93,62,83,111) (-1,0,1,1,0)
(74,99,66,44,59) (1,0,0,1,1)
(78,52,69,46,61) (0,-1,0,-1,-1)
(79,105,70,93,62) (-1,0,-1,0,1)
(84,56,75,50,67) (0,1,0,1,-1)
(86,115,153,102,68) (1,-1,0,0,1)
· · · · · ·
(237,158,211,281,375) (0,1,-1,1,0)
(238,317,423,282,188) (-1,1,0,0,1)
(239,319,425,567,378) (1,-1,1,0,0)
(241,321,214,285,190) (-1,0,-1,0,-1)
Table 1: First and last trajectories for k1 = 3 and k2 = 2 - Infininite permutations
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Main nodes
Secondary nodes
PP PG k1 k2 k ln(C) ln(R) ln(P ) rors
1 1 0.66666666666667 0 1 1
1 1 1.33333333333333 1 0 1
2 1 0.88888888888889 1 1 2 0.91 0.59 2.20 2
3
1 1.18518518518519 2 1 3 1.23 0.73 3.30 1.535
2 1.05349794238683 3 2 5 2.82 1.10 5.49 2.665
4
1 0.93644261545496 4 3 7 2.88 1.36 7.69 2.508
2 0.98654036854514 7 5 12 5.02 1.66 13.18 3.921
5
1 1.03931824834386 10 7 17 4.33 1.87 18.68 2.946
2 1.02532940775684 17 12 29 5.29 2.31 31.86 3.346
3 1.01152885180861 24 17 41 6.41 2.66 45.04 4.062
6 1 0.99791404625731 31 22 53 8.37 2.97 58.23 5.618
7
1 1.00941884941434 55 39 94 7.44 3.84 103.27 4.246
2 1.00731324838746 86 61 147 8.14 4.84 161.50 4.477
3 1.00521203954693 117 83 200 8.79 5.76 219.72 4.785
4 1.00311521373084 148 105 253 9.54 6.65 277.95 5.253
5 1.00102276179641 179 127 306 10.84 7.51 336.18 6.267
8
1 0.99893467461992 210 149 359 10.96 8.36 394.40 6.230
2 0.99995634684222 389 279 665 14.77 13.11 730.58 9.138
9
1 1.00097906399185 568 403 971 12.04 17.74 1,066.75 6.307
2 1.00093536809484 957 679 1,636 12.61 27.65 1,797.33 6.349
. . .
22 1.00006185061131 8,737 6,199 14,936 17.53 221.70 16,408.87 8.821
23 1.00001819475356 9,126 6,475 15,601 18.81 231.37 17,139.45 9.935
Table 2: Nodes - Infinite Permutations - Nodes 1 to 9
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Main nodes
Secondary nodes
∆PP ∆PG k1 k2 k ln(C) ln(R) ln(P ) rors
7
· · ·
4 0.0031152137308416658467349706 148 105 253 9.5381 6.647 277.9 5.253407026
5 0.0010227617964117672208313996 179 127 306 10.8410 7.512 336.2 6.267223422
8
1 0.0010653253800741109929206204 210 149 359 10.9589 8.362 394.4 6.230109635
2 0.0000436531577618341853224779 389 276 665 14.7706 13.109 730.6 9.138105444
9
1 0.0009790639918678842653176021 568 403 971 12.0394 17.737 1,066.8 6.306968914
2 0.0009353680948711569096002737 957 679 1,636 12.6067 27.645 1,797.3 6.348527587
3 0.0008916741053383146967578837 1,346 955 2,301 12.9956 37.463 1,797.3 6.392072906
4 0.0008479820231860908048872943 1,735 1,231 2,966 13.2997 47.238 3258.5 6.437804487
5 0.0008042918483312220469450805 2,124 1,507 3,631 13.5549 56.986 3,989.1 6.485953628
6 0.0007606035806904488705888572 2,513 1,783 4,296 13.7789 66.718 4,719.6 6.536790394
7 0.0007169172201805153580186127 2,902 2,059 4,961 13.9819 76.437 5,450.2 6.590632794
8 0.0006732327667181692258180498 3,291 2,335 5,626 14.1706 86.148 6,180.8 6.647858848
9 0.0006295502202201618247959332 3,680 2,611 6,291 14.3493 95.851 6,911.4 6.708922707
10 0.0005858695806032481398274443 4,069 2,887 6,956 14.5217 105.549 7,641.9 6.774376574
11 0.0005421908477841867896955426 4,458 3,163 7,621 14.6905 115.242 8,372.5 6.844901134
12 0.000498514021679740026932334 4,847 3,439 8,286 14.8581 124.932 9,103.1 6.921348796
13 0.0004548391022066737376604466 5,236 3,715 8,951 15.0270 134.618 9,833.7 7.004806793
14 0.0004111660892817574414344127 5,625 3,991 9,616 15.1996 144.301 10,564.3 7.09669225
15 0.000367494982821764291082058 6,014 4,267 10,281 15.3787 153.982 11,294.8 7.198900807
16 0.0003238257827434710725458978 6,403 4,543 10,946 15.5678 163.661 12,025.4 7.314049713
17 0.0002801584889636582047245402 6,792 4,819 11,611 15.7717 173.338 12,756.0 7.445898036
18 0.000236493101399109739314096 7,181 5,095 12,276 15.9968 183.013 13,486.6 7.600125728
19 0.0001928296199666133606495956 7,570 5,371 12,941 16.2536 192.687 14,217.1 7.785916511
20 0.0001491680445829603855464127 7,959 5,647 13,606 16.5604 202.360 14,947.7 8.019605426
21 0.0001055083751649457631416954 8,348 5,923 14,271 16.9544 212.031 15,678.3 8.334805934
22 0.0000618506116293680747358036 8,737 6,199 14,936 17.5340 221.702 16,408.9 8.820935894
23 0.0000181947538930295336337538 9,126 6,475 15,601 18.8011 231.371 17,139.5 9.93469431
10
1 0.00002545911981272640150133296 9,515 6,751 16,266 18.5069 241.039 17870.0 9.628905092
2 0.0000072649074580787208226725 18,641 13,226 31,867 20.4334 467.708 35,009.5 10.77036469
11
1 0.0000109297142517475574299296 27,767 19,701 47,468 20.4235 694.239 52,148.9 10.39859604
2 0.000003664727390306254413089 46,408 32,927 79,335 22.0298 1,156.808 87,158.4 11.39324285
12 1 0.0000036002066916778116074911 65,049 46,153 111,202 22.3853 1,619.289 122,167.9 11.40941115
13 1 0.0000000645075048523645826212 111,457 79,080 190,537 26.9457 2,770.514 209,326.3 15.07036143
14
1 0.000003535699419065802125212 176,506 125,233 301,739 23.4016 4,384.012 331,494.2 11.42586839
2 0.0000034711921422925849744807 287,963 204,313 492,276 23.9095 7,148.481 540,820.5 11.44262867
3 0.0000034066848613581643542882 399,420 283,393 682,813 24.2554 9,912.869 750,146.8 11.45970335
4 0.0000033421757626253399962058 510,877 362,473 873,350 24.5206 12,677.217 959,473.0 11.47710446
· · ·
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∆PPnew and ∆PGnew
Cases preceding node changes : N7,5, N8,2, N9,23, N10,2, N11,2, N12,1 and N13,1 (table 3)
If 0 < (∆PG−∆PP ) < ∆PP ∆PGnew = (∆PG−∆PP ) +O(∆
2) 3−t < 3−r < 3−s
and
t > r > s
If 0 < (∆PP −∆PG) < ∆PG ∆PPnew = (∆PP −∆PG) +O(∆
2) 3−t < 3−s < 3−r
and
t > s > r
Cases other than those preceding node changes
If (∆PG−∆PP ) > ∆PP ∆PGnew ∼ (∆PG−∆PP ) 3
−r < 3−t < 3−s
= 3−s − 3−r = 3−t and
s < t < r
If (∆PP −∆PG) > ∆PG ∆PPnew ∼ (∆PP −∆PG) 3
−s < 3−t < 3−r
= 3−r − 3−s = 3−t and
r < t < s
Table 4: ∆PPnew and ∆PGnew
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Main nodes
Secondary nodes
PP PG k1 k2 k ln(C) ln(R) ln(P ) rors
1 1 0.50000000000000 0 1 1
1 1 1.500000000000000 1 0 1
2 1 0.75000000000000 1 1 2 0.37 0.57 1.39 1.262
3 1 1.12500000000000 2 1 3 1.96 0.89 2.08 1.893
4
1 0.84375000000000 3 2 5 2.00 1.11 3.47 1.690
2 0.94921875000000 5 3 8 3.69 1.49 5.55 2.713
5
1 1.06787109375000 7 4 11 3.79 1.80 7.62 2.449
2 1.01364326477050 12 7 19 5.91 2.33 13.17 3.909
6
1 0.96216919273138 17 10 27 5.21 2.76 18.71
2 0.97529632178184 29 17 46 6.18 3.69 31.88 3.369
3 0.98860254772961 41 24 65 7.31 4.53 45.05
7 1 1.00209031404109 53 31 84 9.27 5.32 58.22 5.617
8
1 0.99066903751619 94 55 149 8.34 7.86 103.28 4.255
2 0.99273984691538 147 86 233 9.04 10.99 161.50 4.483
3 0.99481498495653 200 117 317 9.68 14.06 219.73 4.790
4 0.99689446068787 253 148 401 10.43 17.10 277.95 5.256
5 0.99897828317652 306 179 485 11.73 20.11 336.18 6.268
9
1 1.00106646150859 359 210 569 11.85 23.10 394.40 6.229
2 1.00004365506344 665 389 1,054 15.66 40.23 730.58 9.138
10
1 0.99902189363685 971 568 1,539 12.93 57.24 1,066.75 6.308
2 0.99906550600100 1,636 957 2,593 13.50 94.07 1,797.33 6.349
. . .
22 0.99993815321363 14,936 8,737 23,673 18.43 826.40 16,408.87 8.821
23 0.99998180557715 15,601 9,126 24,727 19.69 862.98 17,139.45 9.935
Table 5: Nodes - Problem 3x + 1 - Nodes 1 to 10
20
