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On donne une mesure d’approximation simultan6e pour la fonction modulaire j. 
Cela fournit une mesure d’approximation non seulement de T lorsque j(r) est algt- 
brique, mais aussi dej(t) lorsque T  est algtbrique. On en dtduit kgalement que dans 
certains cas T  et j(s) sont algkbriquement indirpendants, et on donne des exemples 
06 w, o’ et j(w’/w) sont algkbriquement indipendants. La methode utilis6e s’appli- 
que a d’autres situations: mesures d’approximation pour la fonction q de Dedekind, 
mesures relatives aux fonctions [ et r~ de Weierstrass. ’ 1987 Academic Press. Inc 
1. INTRODUCTION ET RBSULTAT~ 
lJ={z,z EC, Im z > 0) dksignant le demi plan de Poincark, on dCfinit 
pour TE~J: 
+ oz 
1+240 C ~~4’ 
+ CE 
l-q” 
q n (1-qy oti q = pnr. 
1 I 
On dkduit facilement d’un thCor&me de Schneider (ThCorkme 17, p. 63 de 
[ 161) que z et i(t) ne peuvent &tre simultankment algtbriques que lorsque 
le rtseau 52 = Z + Zz admet des multiplications complexes (cas C.M.): cela 
se produit si et seulement si z est quadratique. Une version quantitative de 
ce rksultat consiste A minorer 1~ - 011 + lj(z) - PI lorsque a, BE 0 et 
j(cr) # p. Si on se limite au domaine fondamental: 
g={z~t): -4<IRezl<+,lzl>l,etRez<Osilzl=l} 
(j est une bijection de 9 sur @ voir, par exemple, [7, p. 301) on obtient, 
g&e en partie aux idCes introduites dans [ 11, le rCsultat suivant: 
THBOR~ME 1. II existe une constante absolue C, > 0 telle que quel que 
184 
0022-314X/87 $3.00 
Copyrsght ‘(V’ 1987 by Academic Press. lnc 
All rights of reproductwn in any form reserved 
RkXJLTATSDETRANSCENDANCE 185 
soit t E 9, pour tout couple (a, /3) E b x 62 de nombres algebriques vPrfiant 
j(a) # P, on a: 
J~-~, + lj(z)-fi~ ~e-C,d3(logd+h(cr)+h(B)~3 
oli d= [Q(a, /?) : Q-J. 
On rappelle que h est ainsi dtfinie: si x est algkbrique de degrt d, et si 
P(X) = a, I-IF= I(X- ai) fz Z[X] est son polyn6me minimal (a, = 
a”(x) E N*) on pose M(x) = laOI nk, Max{ 1, lclil } mesure de Mahler de x 
et h(x) = (l/d,) log M(x) hauteur logarithmique absolue de x (voir 
I1193 P. 211). 
Cette approximation simultarke contient les deux mesures: 
TH~ORI~ME 2. II existe une constante absolue C2 > 0 telle que: quel que 
soit z E 9, si j(T) = /? est algkbrique, alors pour tout algibrique GI E @ (et a # z 
lorsque T est quadratique): 
[r--o11 >e -Czd’(logd+h(~l+h(B))~ 
oti d= [Q(a, b) : Q]. 
THI~OR~ME 3. I1 existe une constante absolue C, > 0 telle que: quel que 
soit a E 9 algkbrique, et quel que soit /? E C algkbrique: si J(U) # fi alors 
IAN)-PI >e- Cjd3(logd+h(a)+h(B))’ 
oli d= [Q(cc, /?): Q]. 
Remarque. Si l’on ajoute la contrainte “T non quadratique” dans les 
thCor&mes 1 et 2, les &on&s obtenus sont Cquivalents entre eux et au thCo- 
r&me 3. 
On peut ttendre ces rksultats au cas plus g&n&al oti z E b: il faut alors 
remplacer C, par C,(z)=C~~Max{l,log~Ret~}3~Max{l,log(l/Im~)}7 
et de m&me pour C,, et C, doit &tre remplacke par: C,(a) = C; * 
Max{ 1, log IRe CI[ }’ . Max{ 1, log l/(Im E)}” (C;, C’s, C; constantes 
absolues). 
Dans [ 11, thtorkme I, p. 11, Masser obtient lorsque T est non quadrati- 
que, et j(z) =/? algkbrique la mesure It---~11 2 Cexp- (log H)3+E: C 
dtpend de E, T, d, et H = H(a) est la hauteur classique (maximum des 
valeurs absolues des coeffkients du polyn6me minimal de c1 sur Z) puis 
dans [2, p. 2023 les auteurs annoncent sous les mCmes hypothkes (7 - (r( B 
exp - C(log H + d log d)3 avec d= d,, et C dkpend entre autre de z, mais 
pas de d,. Comme log H(x) est de l’ordre de d; h(x) on voit que le thto- 
rbme 2 contirme cette estimation, supprime l’hypothbe T non quadratique, 
et prkcise le statut de C. 
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Dans C2, Appendix 2, p. 2151 est annonct un thtorbme dont on peut 
tirer (voir [4] pour les details) la mesure 
If--c11 + IAr)-81 > exp - C(r) d2k( 1 + log H)k 
oh d= Max{d,, d,}, H=Max{H(a), H(p)}, k est une constante absolue 
non precisee et l’on doit faire une hypothese technique supplimentaire (la 
condition [B.M.] de [4]): le thboreme 1 precise cette minoration et la 
dependance en r, et supprime l’hypothese technique. 
Le theoreme 1 permet Cgalement d’obtenir des resultats d’independance 
algebrique. 
COROLLAIRE 1. (i) On suppose que z E IJ est transcendant et bien appro- 
chP par des nombres algebriques, au sens suivant: il existe do > 2 et E > 0 tels 
que I’inegalitt 
It--al <exp-(logH(a))3+” 
soit realisee pour une infinite d’algtbriques a de degres <d,. Alors T et j(z) 
sont algebriquement independants. 
(ii) Des exemples sont fournis en choisissant T =~C,,.~(a,,/l0~~) oti 
u E lj est algebrique de degre d,,, a,, E { 1, 3, I, 9}, et S entier S > 4. 
COROLLAIRE 2. (i ) On suppose w, w’ E C avec Im(o’/w ) > 0 et que de 
plus w, w’ sont algebriquement independants et simultanement bien approches 
au sens suivant: il existe d,, B 2, E > 0, et deux suites (a,),,,(a~),,O de nom- 
bres algebriques de degres <d, tels que: 
Vn>O,Max{(o-x,1, lo’-a~l)<exp-(logMax{H(a,),H(a~)})3+”. 
Alors w, w’ et j(w’/w) sont algebriquement in&pendants. 
(ii) Des exemples sont donnes en prenant w = u CnaO 2-2“‘n’s’, w’ = 
uI cnao 2-24""r' avec a(n, X) = X2” ou u, u’ E @ sont de degres < d,, 
Im(u’/u) > 0, et S, T entiers tels que 1 < S < T< S2. 
Le resultat de base est le thtoreme 2: nous tnoncerons tout d’abord les 
lemmes necessaires a sa demonstration; puis nous passerons a sa preuve; 
ensuite nous montrerons comment on peut en tirer le theoreme 1; nous ver- 
rons alors la mtthode pour etendre ces resultats au cas ou ZEN; ensuite 
nous demontrerons les resultats d’independance algebrique; entin nous 
donnerons un apercu des resultats connexes obtenus en appliquant la 
mithode a d’autres situations. 
Nous avons grand plaisir a remercier Michel Waldschmidt qui nous a 
guides tout au long de ce travail. 
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Notations. Nous utiliserons la convention log+ x = Max{ 1, log x} pour 
x > 0, log+ 0 = 1; si PE@[X], P(X) = a, n?(X- a,), M(P) = 
[a,( I-I; Max( 1, [ail) est la mesure de Mahler de P (si P(X) = a, est constant 
M(P) = laOI ); ainsi lorsque tl est algkbrique M(cc) = M( P,), P, polynhme 
minimal de c1 sur Z; la longueur de P est L(P) = C;=. Iail si P(X) = 
C;=. a,X”-‘; enlin la maison du nombre algkbrique a est lCr[ = Max ICYJ oti 
les tli sont les conjuguks de c(. 
2. LEMMES 
2.1. D’ahord quelques lemmes concernant la fonction modulaire (lemmes 
1 li 4). 
LEMME 1. (i) Pour tout ret), lj(z)l < j(iIm T) 
(ii) Vy> 1: ezrrY + 744 <j(iy) < ezrrV + 1193 
(iii) VT E l$ Im z < (1/2n) log( I j(T)1 + 1193) 
(iv) VTE~: Im z< ItI < 1,5 log+ [j(z)1 
(v) VtEt): Ij’(,)I ~8~e2(n+1)Max{Imr.l/Imr}. 
Pour dtmontrer ces rksultats on utilise principalement le dtveloppement: 
j(r)= l/q+744+C,., cnq” oti q=eZirrr et c, E N; la preuve de (ii) est dans 
[lo]; pour les ditails voir [S]; voir aussi [6]. 
Les deux lemmes qui suivent seront utilisks pour ttudier le cas C.M. 
LEMME 2. Soit o! un nombre quadratique, avec P,(X) = a,X* + a, A’+ a,: 
le discriminant D = a: - 4aoa2 s’ecrit de fagon unique D = m2d ou m > 0 et 
de Z est saris facteur cart+; le module Z + Zcr du corps Q(Jd) a alors pour 
anneau de stabilisateurs lbrdre P f Zfo ainsi defini: 
(i) Side1 mod4:w=(1+&/2etf=m 
(ii) Si d = 2, 3 mod 4: o = ,,6i et f = m/2 (m est necessairement pair). 
On sait que l’anneau de stabilisateurs de E + ELY est Z + Ea,cl, voir [ 1, 
lemme 1, p. 1521, puis on remarque que aOcl = -(-a, f m &)/2. 
LEMME 3. Soit TEE un nombre quadratique de coefficient dominant 
a,(z); si r # e2ini3 on a: 
(i) a,(r)d0,191 .log lj(r)l 
(ii) l~flla 1728. 
Pour z E b on pose d(z) = g:(z) - 27g:(r) od 
g2(T)=!+$(l+240fn3i-$---), g3(r)=g 1-5()4fn5L) 
I ( I l-qq” 
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et q = e2inr; A est une forme modulaire de poids 12 (cf. [ 17, p. 1381) et v&i- 
lie A(z) = (27r)” q n;-( 1 - q”)24 ( voir [7, p. 2491). On a done j(z) = 
17WdW4~)). 
LEMME 4. (i) Si TEGS: e2’.ge~2n’m*6 IA(t)/ <e22*2e-‘n’mr 
(ii) Sj TE 6: (‘Jn)12 e -13t/Im’re-2~Imr < IA(T)l < (‘Jn)12 e3,~/Imre-2~Imr. 
I1 sufit d’utiliser le produit inhi de A. 
2.2. Les lemmes 5 ci 8 sont relatifs aux fonctions de Weierstrass 
Pour tout rtseau 9, 
o’(,‘, Q) 
on a +@(z, Sz) = -i’(z, Q). 
i a des quasi-pkriodes: pour w  E Q q(w) = [(z + w) -i(z) (t/z 4 Q). 
On a les relations, pour A # 0, 
et on normalise en posant 
o,(z) = (T(z, z + ZT) 
i*(z) = i(=, z + ZT) 
qT(Z) = \p(Z, L + ZT). 
De plus nous ferons usage de la fonction suivante (voir [7, p. 2461): 
cp(z;w,, W2)~e~‘1/2”~~“‘.R’/“ll=‘~ernl=l~ul~~d(Z,~), oc Q=&), +zo2 et 
02/w, Efj; soit en normalisant: q,(z) =e~‘1’2)q’1,2+BT’=2.e’“‘.a,(,-). 
Comme VP(z) = q(a) - O(Z + a) a(= - a)/a2(z) a2(a) on voit que ‘p2 est, 
au m&me titre que 02, dtnominateur de ‘$3. 
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LEMME 5. 52 &ant un rtseau, a, b E C, a # 0, soient: 
t-l(Z) = WY Qh f&) = )P’(z, Q) 
f2(z) = Waz + b, a), f4(z) = W(az + b, Q) 
pour )L= (%,, AZ. jVJ, &)E N4 on pose r(=)=f,(z)“l.,fi(=)“?..f3(=)‘1.Jk(-7)~4. 
Alors les d&ivPes r”‘(z) vhifient les propriPtPs suivantes: 
(i) T’r’(z)EiZCg,/21CalCf,,f,,f,,f,l OG g2= g2(Q). 
(ii) Vi= 1, 2, 3,4, degA f(“(fr, f2, f3, f4) < A, + 2t. 
(iii) Si T”‘(z) =Ck;+=c Ci;+=‘,t Ci;+=‘,t x$+=2 y,(t, ~)f,(~)~‘f~(z)~* 
f3(z)p3 f4(z)p4 on a: 
. y,(t,p)EZ[g,/2][a] est de degrP <ten a. 
n Siy,(t,p)=C;=,y(t,~,k)akavecy(t,p,k)EZ[g2/2], alors: 
9 (den g2/2)’ est dhominateur des y( t, p, k), k = 0 ,..., t, 
n Iy(t,P,k)l~C’(1+2t+Max,~i)‘oli C=Max{36,6x(g;/21). 
C’est un cas particulier du lemme 1.1.4 de [ 19, p. 151 (voir [S, 
lemme 1141 pour les details). 
LEMME 6. II existe une constante absolue A > 0 telle que si R = Zo, + 
Zwz, avec OJQ, E b, est un rPseau tel que j(Q) = p soit algPbrique non nul et 
g?(R) = 2, alors en posant e, = ‘JJ(o,/2, Q) e, =‘@(02/2, 52): 
Max{M(e,), We,)} < AdfiM(B). 
Voir [S] lemme d’enjambement. 
LEMME 7. Soit 0 < E d 1; on suppose z E b et Im r 3 E; il existe des cons- 
tantes A,(E), AZ(&) > 0 telles que 
(i) V= E C: Iqf(z)l, lqz(=) VT(=)1 <A ,(E) e 15;?~nImre6n~lmrj+12n~lmr~lIm~l~ 
(ii) Vz$Z+Zr: lcpf(z)I >(A,(&)/1 + I~~,Pr(=)l)~e~‘~““mr.e~4n’1mr’. 
On utilise les proprietes cp,(z + 1) = p,(z), cp,(z + r) = -e-*‘“‘(pJz) pour 
se ramener dans un parallelogramme de ptriodes centre en 0, puis selon 
une mtthode suggerte par Cohen [3] on utilise le q-developpement 
q,(z) = & (e2jnz - 1) fi 
1 
f j  (1 _ e2inzqn) fi (1 _ e-2inrqn). 
, (l-q”)* , 1 
La preuve detaillee est dans [S] (a-lemme). 
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LEMME 8. Soient: P E C [ X, Y] un polynome non nul; a # 0; Sz un reseau. 
On suppose que Cp(z, 51) et ‘@(az + 6, a) sont analytiques en z,, 
que deg, P < L 
que deg, P < A4 
alors ou bien la fonction F(z) = P(~@(z, .C?), ‘Ip(az + b,1;2)) est identiquement 
nulle, ou bien ordzO F< 8 . (L + 1 )(A4 + 1). 
C’est un cas particulier du theoreme 1, p. 200 de [2]. 
2.3. Les lemmes 9 a 12 sont particuliers a la mtthode transcendante 
LEMME 9. On designe par 
A un anneau integre de caracteristique nulle 
Q une cloture algebrique de A 
P E A [X] un polynome non nul. 
Alors pour tout CI E Sz il existe un entier d> 0 et un polynome 
P* E A[ Y, X] tels que: 
(i) P(X) = (X- ~l)~ P*(cr, X) 
(ii) P*(a, c() # 0 
(iii) deg,. P* 6 2 deg P - d, deg, P* = deg P - d. 
11 suf?it d’icrire P(X) = C;t a,X’ puis P(Z + a) = C;f ai(Z + ~r)~ = 
Z” 1;;~” b,Zj. (C’est le lemme des arolles de [S].) 
LEMME 10. Soient or,,..., U, des nombres algtbriques de degres respectifs 
d, ,..., d,; soit d=[Q(c( ,,..., a,,):Q]; pour i=l,..., v et j=l,..., u soient 
P,, E Z [X, ,..., X,] des polynomes dont les degres verifient deg, P,j < Nj,h; on 
pose L, = C:= 1 L(P,) et yii = P&a, ,..., aq). 
Alors si v > ud il existe x, ,..., x, E Z non tous nuls tels que: 
l XI=, ytjxi = 0 pour tout j = l,..., p 
0 maxIGiG, [xi1 62+ {2p(V,... Vfl)d)ll(v-fid) 
oli V, = Lj nx=, M(GL,,)~~,~~~~; a,fortiori Max, <,<,, Ix;J < 3{2. V}fld”’ - pd) oli 
V= Max, Jf,. 
Voir [ 12, lemme 4, p. 2461. 
LEMME 11. Si P, Q E @[Xl sont des polynomes non nuls, alors 
VZEC: (Res(P, Q)I < 2degp-degQ Max(1, M(P)}d”gQ.Max{l, A4(Q)}d”gP. 
Max{lP(z)l, lQ(~)l). 
Preuve (Langevin). Parmi les racines de P et Q il en existe une: 5 proxi- 
male de z; supposons par exemple que r soit racine de P: t = x, et P(X) = 
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a, np(X-- xi), Q(X) = b, n;l(X-- yj). Le resultant Rts(P, Q) peut s’ecrire: 
Rts(P, Q) = ag np Q(xJ; l’hypothbse sur x, permet de majorer lQ(xr)l par 
2” /Q(z)1 les autres lQ(xi)l se majorent par 24 Max{ 1, IxJ>” M(Q) et le 
rtsultat s’ensuit. 
LEMME 12. Soient 
- P E z [X, )...) X,,] un polynome non nul, di = degXz P 
- x, ,..., x, des nombres algebriques non nuls tels que 
~ x = P(x, ,..., x,) soit non nul 
- IL = Q(x, ,..., x,). 
On definit P, = P et pour k = l,..., n - 1, 
p, = Pk(Xk + , ,..., x,) = p(x, ,..., xk, & + 1 ,..., x,) 
et pour k = O,..., n - 1, Ck = fl,, Y Max{ 1, L(P,“)}, 9’ ensemble des plonge- 
ments du corps [L. Alors: 
Vk=O ,..., n- 1: M(P(x, ,..., x,))< C, fi M(x~)~J~:Q(~~JI 
l/C iL : Q(r)1 
i= I 
Ce resultat gtntralise le thtoreme 4.1, p. 13 de [S] (c’est le cas k = 0). 
Pour la preuve voir [S, lemme ultrametrique]. 
2.4. En$n deux lemmes pour l’independance algebrique 
LEMME 13. Soit PE Z[X] un polynome non constant de degre d et de 
hauteur H. Si z E C et si c( est une racine de P proximale de z on a: 
Iz--I~~~~~~‘~(~~H)~‘~ IP( 
oti m designe la multiplicite de c(. 
Voir [ 12, lemme 9, p. 2491. 
LEMME 14. Soit P E @[XI ,..., X,] un polynome de degre total au plus N, 
et soient x, ,..., x,, y, ,..., y, des nombres complexes. Alors: 
IP(x ,,...,x,)-P(y ,,..., y,)16N.L(P)~RN-’ 2 Ixj-yjl 
j=l 
oc R= Max{L 1x11,..., Ix,I, IY,~,..., Iy,A}. 
Voir [ 18, lemme 2.5, 4711. p. 
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3. PREUVE DU R~SULTAT DE BASE (TH~OR~ME 2) 
Soit r E 9 tel que j(r) = B soit algebrique; on souhaite minorer IT - al 
pour a algtbrique. On suppose tout d’abord t quadratique (cas C.M.): 
alors /? est un entier algtbrique et l’on a la relation 
V’z E 9 quadratique, T # ezini3: M(T) <0,025(1og lj(r)1)3 
en effet d’apres le lemme3: M(z)d0,191~ (z12.10g lj(z)I, et, ((iii) du 
lemme 1 ): 
lil<-j+IrnrQn> - log(Ij(z)l + 1193) <0,3585.log lj(r)l. 
Ceci permet de majorer, pour a # T, M(z - a) par exp 2d,(log 2 + 
h(a)+tloglogM(j(r))) d’ou l~--al 2 l/M(s-a)aexp -3,7d,(h(a)+ 
log+ log M(j(T))). 
Cette minoration est encore valide lorsque T = eZini3 et est plus fine que 
celle du theoreme 2. Dans le cas general on suppose T non quadratique 
avec b = j(r) algebrique (done /I # 0); soit C > 0 une constante suffrsam- 
ment grande; on suppose IT - a( < ~~~~~~~~~~~ d+ ‘(a)+ h(B))1 et on souhaite 
aboutir a une contradiction; si [x] designe la partie entiere de x et si 
f’=nlogri+dmax{l,h(cc)+h(b)), (ITI <!f) on definit les entiers: 




Dans la suite A,, A,,... sont des constantes absolues strictement positi- 
ves. 
3.1. Construction de la fonction auxiliaire 
On choisit un reseau Q = Eo, + Hw, tel que o2 = twl et g,(Q) = g2 = 2: 
cela est possible car j(z) # 0; comme b = 1728( gg( g: - 27g:)) on en diduit 
que gi = &( 1 - 1728/j?): le rtseau Q a ses deux invariants g, et g, algebri- 
ques (le choix g, = 2 est commode a cause du lemme 5). Soit V(z) = 
v(z, Q) la fonction de Weierstrass associte a Sz. 
Pour 0 Q I < D, et 06 m < D, on note Tr,m(~) = 'I've. 
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Le lemme 5 montre que V’t > 0: r!;!(z) = d’/dz’ r,Jz) s’&rit: 
/+2r m+2r 21 2t I 
C C 1 1 1 y(l, m, t, p, k) &@(z)“’ Vet g’(z)113 $J’(x)~‘” 
,‘, = 0 Jlz = 0 /I) = 0 p’4 = 0 k = 0 
avec y(l, IYZ, t, p, k) E Z[g1/2] = Z et I?(/, m, t, c, k)l < 36’(0 + 2t)’ oti l’on a 
pose D = Max( D,, Dz). 
Par ailleurs si e, = ‘@(w,/2) e, = ‘p(oJ2) et si GjJX) = 
CL = o C’r y( 1, m, t, p, k) eyleyZXk ou C’ signilie que seuls les p = (p, , p2, 0, 0) 
font partie de la sommation, on voit que I7z(o ,/2) = Gim(z). 
On delinit Q(Z) =CIcn, xmcDz P,,,J/?, z) r,,,,(z) ou l’on a choisi les P,,, 
de la forme P,,,,(B, X) = ‘&< TCs+ p(L m, k, s) /i’“X” avec des 
~(1, m, k, S)E Z non tous nuls tels que: Q,(X) ~0 Vt < T, oti Q,(X) = 
c L<& /CD, P,,(j, X) Gj,JX); un tel choix est possible grace au lemme 10: 
le systeme: 
1 C C 1’ i p(l,m,k,s)1/(1,nl,t,CI,r--k)e:Lle~ZB’=O 
/CD, VI<& .,<ff,{ p k=O 
h<T 
O<r<t+T-I, 
admet une solution non triviale (~(1, m, k, s)) E ZD1”ZT’jj verifiant 
Max Ip(l, m, k, s)] < eAITuog T+L’P’) < eazc““f”d’; A,, A, constantes absolues; 
I’hypothese de ce lemme Ctant realisee par D, Dz > 36T. 
Comme @“‘(w,/2) = Q,(T), la fonction @ admet en w,/2 un zero d’ordre 
au moins T. Pour s’assurer que les P,&l, a) ne sont pas tous nuls on facto- 
rise les polynomes P,Jp, X) avec le lemme 9: 
P,,,V, W = (X- crY’n3 %(A a, W et PZ,(B, & a I# 0 
de sorte que P,,,,(/?, X) = (X- cl)6 P,,J/3, LX, X) avec des P,,,(/I, a, LX) non tous 
nuls. 
La fonction auxiliaire definitive est 
&d = 1 1 h,,(b @G T) f,,,,(l) 
I< II, “7 < nz 
et Q,(X) = CIc n, C, < D2 PdB, ~1, Xl GI,,jW vkifie: 
Q,(T) = W(C42) = 0, Vt< T. 
3.2. Lemme de Schwarz 
Le (iv) du lemme 1 montre que l/lo, 1 < e”‘g+ M(fi). Alors on applique la 
formule de Cauchy sur le cercle %? = %?(0,/2, 4 Iw, I ), d’ou: 
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on rend 6 entiere par usage de la fonction cp definie section 2.2: 
Ic/(:) = cp(~)‘~’ V(Z)““? 6,(z) est entiere et, (ii) du lemme 7: 
le lemme classique de Schwarz, [ 19, p. 115, lemme 7.1.31, applique aux 
rayons r = S IQ, 1 et R = 5r montre que: 
vt 3 0, 6 t’e- 
pour majorer I$[ R on remarque que IP,,,,(p, E, z)l 6 e - A,(C”/‘,d) 7Cy1’ _ e -e A5C”/’ 
et on utilise (i) du lemme 7, d’ou: 
3.3. Conclusion s’il esiste t 6 U tel que Q,(a) # 0 
Soit t un tel indice. On applique le lemme 12 au polynome: 
P(X,,...,X,)= 1 1 i C’]l(, , w  t, p, li) i?,,(X,, X2, X,). ‘Y;Q-;2x; 
/ < 0, )>I < I>? h = 0 p 
avec .~=P(/?,x, a,e,,e,, a) = o,(a) # 0 et k = 2; on obtient: 
IQr(a)l&-) 3exp -(A,C” log C)f’. 
Par ailleurs, le resultant de X- c( et o,(X) Ctant O,(E), on applique le 
lemme 11 en remarquant que: 
IT-al <e “““< IQ,(T)1 de- c”t’+ 15.46(C.” log CYf 
d’ou /i&r)/ dr @“. 
Ces deux estimations de I&a)1 sont contradictoires pour C assez grand. 
3.4. Conclusion si Vt < lJ, Q,(a) = 0 
On considere dans ce cas: 
@*(:I = c c JL(89 a, a) ‘P(z)’ q3(a(z - w,/2) + c&/2)“‘; 
/co, /?l<D~ 
on a 
-g Q*(z) = 1 c p,,JL a, a) G,(a) = &,(a); 
z = to, 1’2 /co, m<o2 
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en effet les d&iv&es de p(z)’ ‘p(a(z - 042) + 042)” se calculent en rempla- 
cant z par c( dans v(z)’ ‘p(zz)“; de plus, en 2 = 0,/2, !@((x(; - 0,/2) + w,/2) 
vaut e2, comme ‘p(zz). 
L’hypothese faite ici implique que 0* a au point 0,/2 un zero d’ordre au 
moins U. Comme les B&I, 4 ~1) ne sont pas tous nuls on applique le 
lemme 8 A P( X, Y) = C,< D, C, < DZ P&I, c(, c[ ) X’Yl. 
La fonction @* ou bien est nulle, ou bien a en w,/2 un ordre < 80, D2, 
mais ce dernier cas impose U < 80, D, d’ou ;C’f < K”‘f’, impossible si 
C> 17, done #* =O montrant que S@(Z) et ‘@(a=- cr(wJ2) + 0,/2) sont 
algebriquement liees; ces deux fonctions sont elliptiques de rtseaux Q et 
(l/cc) Q respectivement done il existe H >O tel que A2 c (l/a) R soit 
naSZ c a, et comme CI 4 Q cela prouve que Sz admet la multiplication com- 
plexe par na; mais on sait, [7, p. 191, que cela n’arrive que lorsque 5 est 
quadratique imaginaire, cas que nous avons exclu. 
4. PREUVE DU TH~OR~ME 1 
Pour dtmontrer le thtoreme 1 on part de r E .q, et c(, /I algebriques, CI E 6; 
soit T, E 9 tel que j(s, ) = 0; on recherche un voisinage U de t, oti j est 
injective: si fl$ ]-co, 17281 on prend U = 0; si p E ]-co, O[ on prend 
pour U la partie de D oti Re ,- < 0 et I,-/ > 1 a laquelle on ajoute {w, w  = 
--1,~~6S,Re1>Oi;sifl~]0,1728[onprendpour Ulapartiedegou L 
Re z <O et I:/ 3 1 i laquelle on ajoute (M.; w  = -I/:, ;EJZ”, Re z>O): dans 
ces trois cas si j(r) est proche de B le segment [j(r), /Q est inclus dans j( U); 
en designant par ,f la rtciproque analytique de j\ U, on a, en posant 
t’=f-‘j(T) (t’=t, T- 1, - l/z selon le cas): z, - T’ = jCr,f’(:) dz d’oti l’on 
tire IT,-z'ldA, Ij(t)-pl;soit a’=~, x-l, -l/rselonque~‘=~, r-l, 
-I/T: alors si tx est proche de T on a: IT, --Ix’I 6 IT, --‘I + IT'-~'1 < 
A,( IT - rl + I j(r) -PI) (A,, A, sont des constantes absolues); on termine en 
minorant IT, - ~‘1 avec le theoreme 2. Lorsque b = 0 (resp. /I = 1728) on 
considere la fonction h definie sur 4 par h(z) = (j(z) -,j(p))/ 
(2 - p)3(Z + p)3: h(p) = -&p”(p), h( -ji) = tj”‘( -p), oti p = e21ni3 (resp. 
h(z) = (j(l) - j(i))/(z -i)*, h(i) = tj”(i)); comme inf,.. (/Z(Z)/ = A, > 0 on 
en dtduit /j(s)-/?/ >A, I~-p(~.lr+pl" (resp. /j(7)--/?I >AA,(ls-il') ce 
qui permet ensuite de minorer /t-a/ + I j(t) - /I par A, /.Y - al oti .Y = p, 
-p ou i. 
Remaryue. On a done les implications: theorbme 2 * thtoreme 1 =E= 
theoreme 3 et le thtoreme 3 permet de demontrer le theoreme 2, mais seule- 
ment lorsqu’il n’y a pas multiplication complexe: pour cela on ecrit 
[j(T)-j(a)1 6 IT--al supzEF,,,, If(~)1 et on utilise (v) du lemme 1. 
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5. EXTENSION A 7~l) DES THBOR~MES 1, 2, 3 
Si l’on desire donner, pour le theoreme 2, une mesure lorsque 7 E 6, on 
commence par remarquer qu’il existe une homographie z H y(z) = (p; + y )/ 
(vz + s) de SL,( L) (en general unique) telle que y(t) E 9%; le theoreme 1 s’ap- 
plique a ~(7) et y(a), fournissant 17(t) -y(a)1 >P c~?~~)llogd+h~y~~))+h(/o)‘; le 
fait que Im y(z) = Im Z/(K + ,r/’ permet de minorer (7 -z/ par $ Im’ z x 
Min( 1, 17(r)-y(cx)l). Pour exprimer /$?(a)) en fonction de h(a) on rem- 
place l’homographie y par une suite convenable de translations et inver- 
sions permettant d’aller de T ri son rPduit y(7) E Y; l’algorithme est le sui- 
vant (voir [ 1, p. 1701): partant de : E h soit u0 = - [Re z + $1 ([x] designe 
la partie entiere de x): on pose z. = z + uO: si :,) E Cs on s’arrete, sinon soit 
11, E (2 l’unique entier tel que :, = U, + ( -l/z,,) verilie -t d Re z, < 4: si 
z, E Cs on s’arrete, sinon on calcule - l/3,, etc.; par analogie avec les frac- 
tions continuees on dira que u,,, II ,,... sont les quotients incomplets, et 
-0 - - les quotients complets du developpement de z. On remarque 3 , ,...’ -,I 
que si Im 3,, >, $ alors :,,+ , E Y et le procede s’arrete. Cela permet d’etablir 
(i) que Im r, 3 2’ Im r, (ii) que Iu,/ d l/IIm :l’si i3 1, et (iii) que le pro&de 
s’arrete a un rang n, n < 1 + ( l/log 2) log( l/Im :). 11 s’ensuit que: h(y(cr)) < 
8,510g’ IRerl ‘(log+ l/Imr)‘+h(r). 
La methode est la m&me pour les theortmes 1 et 3. On trouve: 
TH~OR~ME 1 bis. I1 existe une constante ahsolue C; > 0 telle que: VT, 
5 E 11, pour tout tl E b algkhrique et tout /? E @ algkhrique, si j(cc) # /? alors: 
oli d= [Q(c(, fl) : O] 
TH~OR~ME Zbis. II e.uiste une constante absolue Ci > 0 telle que: VT, 
7 E b, si,j( 7) = fl est alghbrique, alors t/a E t, algkbrique (et CY$; z si 7 est algP- 
hrique): 
It--al Be C;(log* IRr il)‘(log+ I;lm r)‘d3110gd+ h(x)+hl/?))’ 
oti d= [Q(cr, 8) : Q]. 
TH~OR~ME 3bis. II existe une constante absolue C; > 0 telle que: Vcc, ,! 
algkbriques, c( E f~: si j(x) # fl alors 
I,j(a)-PI >epi‘;“Og + lRexf)‘(log+ I/lm 1)6rl-‘llogdth(?l+h(S))3 
oti d= [Q(E, p) : 021. 
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6. IND~PENDANCE ALG~BRIQUE DE z ~~j(t) 
11 est facile de voir que T et j(7) sont presque toujours algebriquement 
indtpendants: en effet si PeZ[X, Y], P#O, (TEE), P(r,j(z))=O} est 
dtnombrable si bien quej(7) ne depend algebriquement de 7 que pour une 
infinite denombrable de 7 E h. Nous mettons en evidence une infinite non 
denombrable, mais negligeable, de 7 algebriquement indtpendants de j(7). 
La lere partie du corollaire 1 utilise le theoreme lbis de la facon suivante: 
soit (a,),,,, une suite d’algebriques satisfaisant 17 -cc,,/ < 
exp -(log H(cx,,))~+” on raisonne par l’absurde en supposant P(7, j(7)) = 0; 
l’hypothese implique que 17 - c(,,I est petit done P(cc,,, j(7)) aussi d’ou l’on 
voit que j(7) est proche d’une racine /?,, de P(x,,, X) done 17 - a,,1 + 
I j(7)-blll est petit ce qui contredit le theoreme lbis (voir [4] pour les 
details); les lemmes utiles sont les lemmes 13 et 14. Les exemples du corol- 
laire 1 sont fabriques a partir de nombres de Liouville, qui sont des 
U-nombres, cf. [ 16, p. 671, lesquels forment une partie Lebesgue-negligea- 
ble de R. La methode est identique pour le corollaire 2. 
7. RBSULTATS CONNEXES 
7.1. Approximations lit!es ci la fonction q de Dedekind 
Au lieu de partir de q(z) et ‘p(7z) on peut choisir ‘$(z, Q) et e(2in’w’Z: ces 
deux fonctions ont une pkriode commune o et un ordre de croissance infe- 
rieur ou egal a deux; on peut controler les derivees d’un polyn6me en ces 
deux fonctions: ces derivtes sont en o/2 des polynbmes en 2ix/w g coefli- 
cients algebriques (lorsque les invariants g, et g, du reseau sont algebri- 
ques) un lemme de zeros pour v(z) et e(2in’0)Z permet d’obtenir une mesure 
de transcendance de 2infw. Ainsi: 
TH~OR~ME 4. I1 existe une constante C, > 0 telle que si Q = Zw, + Zw, 
est un rPseau avec w2/w, = 7 E b dont les invariants gz(Q) = g, et g,(Q) = g, 
sont algt!briques et si w est une pPriode non nulle de Q alors 2ix/w est trans- 
cendant et pour tout algtbrique c1 on a: 




oti r= lw/w,I et d= [Q(cr, g,, g3) : Q]. 
198 FAISANT ET PHILIBERT 
La preuve est realisee en trois temps: on suppose d’abord que r E 9 et 
que g, = 2 ou 0 (et il n’est pas g&ant d’exiger que o/2 4 Q): le canevas de 
la preuve est identique a celui du theoreme 2; on doit neanmoins substituer 
au lemme 5 un lemme controlant les derivees de p(z)’ e(2in’o)mz, et au 
lemme 8 un lemme de zeros adapt& dans le second temps on suppose seule- 
ment t E 9 et g,, g, algebriques: si o = mo, + no2 on fabrique un riseau 
Q’ = bo; + Zw; tel que o;/o; = t et g,(P) = 2 ou 0 et lui applique le resul- 
tat en choisissant w’ = mo’, + nw;; enfin le cas general ou r E h est obtenu 
en se referant au reduit y(r) E Z? associe a r et en utilisant les proprittes de 
modularite des fonctions g, et g,. 
Le thtoreme 4 precise et ameliore la mesure (12) du theoreme 1 p. 50 de 
[ 131; lorsqu’on choisit o, = (1/2x) r( 1/3)3, w2 = ro,, z = e2in’3 on obtient: 
pour tout algebrique cc 11r’/I’(1/3)~ --a] >exp -Ce(log+ d, +h(a))* de 
m&me avec w, = (l/2 &) Z( l/4)*, co2 = zol, z = ein/*: 
I&-al aexp -Cd$og+ d,+h(cc))‘. 
La fonction q de Dedekind est definie par q(t) = q’jz4 n; (1 -q”), 
4 = Pnr et v&lie ~!‘~(t) = 1728(g;(s)/(2irt)” j(r)) [7, p. 2521 de sorte que 
si Q = Zw, + Zw, est tel que w~/cc,, = r et g?(Q) = 1, on aura g*(r) = wi et 
t/‘4(~) = 12’(tu,/2in)“. l/j(r), done lorsque j(r) = /I est algebrique on 
obtient une mesure d’approximation de q(r): 
COROLLAIRE. II rsiste une constante C& > 0 telle que VT, z E 6, si j( t) = fi 
est algkbrique alors 
(i) V(T) est transcendant 
(ii) pour tout algPbrique x: 
Iv(r)-al>exp -C;Max{l,&-{‘d’(logd+h(a)+h(fl)+log+&~2 
air d=[Q(u,fi):Q]. 
On dtduit aisement de ce thtoreme un resultat d’approximation simulta- 
nee pour j(r) et q(t) d’ou il ressort que j(z) et q(r) ne SOnt jamais simulta- 
nement algebriques; on sait Cgalement que si tl est quadratique imaginaire 
j(a) est un entier algebrique, cela permet de voir que si r est transcendant 
bien approche par des quadratiques, j(r) est bien approche par des entiers 
algebriques: cette circonstance remarquable permet de construire des nom- 
bres T pour lesquels ,j( t) et V(T) sont algtbriquement independants. 
7.2. Approximation like h la fonction [ de Weierstrass 
On utilise ici un polynome en +J~(z, 52) et [(z, Q)-(~(o)/w)z: ces deux 
fonctions ont une ptriode commune w, et un ordre de croissance inferieur 
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ou Cgal a deux; les derivees d’un tel polynbme au point w/2 sont des poly- 
nbmes en q(o)/w a coeffkients algebriques (lorsque g,(Q) et g,(Q) sont 
algebriques); en utilisant le lemme de zeros 4.4, p. 57 de [ 131 on peut prou- 
ver: 
TH~ORI?ME 5. I1 existe une constante ahsolue C, > 0 telle que: si Q = 
Zo, + Zw, est un rCseau avec wzJo, = 5 E b dont les invariants g,(Q) = g, et 
g,(Q) = g, sont algkhriques, et si o est une phriode non nulle de Q alors 
11(0)/o est transcendant et pour tout algkhrique x on a: 
I I W-U >exp -C,r4(logr+h+(g,)+h+(g,))’ 0 
xd2(dlog3d+h+(cr)log+ h+(a)+h+(gz)logh+(g2)) 
ozj r=Max{l, Iw/w,~, ]o/wZl}. 
La preuve s’execute en trois temps comme pour le theoreme 4. Elle pre- 
cise la mesure (3), p. 50 de [ 131. 
7.3. Appro.uimation like ir la fonction c~ de Weierstrass 
On utilise les fonctions $I(:, Q) et .f(~) = (CJ(Z - 24, Q)/a(z, Q) o(z.4, Q)) 
e’V’““““‘“’ od u est tel que ‘Q(u) E Q (les fonctions f ont tte Ctudites dans [ 19, 
14, 15, 91); $3 et f sont meromorphes et possedent une periode commune: 
o; un polynbme en ‘$3 et f a des derivees qui sont, au point z = w/2, des 
polynomes en (q(o)/o) u-[(u); le lemme 7, p. 84 de [14] permet de 
demontrer: 
TH~OR~ME 6. I1 existe une constante absolue C, > 0 telle que: si R = 
ho, + iho, avec oh/o, = T E b dont les invariants g2(Q) = gz et g,(Q) = g, 
sont algebriques, si w est une pe?iode non nulle de Q et si u # Q est tel que 
$JJ(u, 52) = ‘$.3(u) soit algibrique, et nu $ L2 pour tout n E N*, alors 
(r](o)/o) u-[(u) est transcendant, et pour tout algtbrique a: 
yu-i(u)-a >exp -C,~C(r,t)d’d~d~(logdd,d,+h(cc)+h(’$(u)) 
+Mg2)+h(g3)+logr)3 
02: 
d= [Ok,, g,, ~1: Ql, d2=deg g2, d, = deg q(u). 
Le schema de la preuve est le m&me que pour les thtoremes 4 et 5. 
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