We propose a new objective function for the image reconstruction problem, where the image is comprised of piecewise smooth regions separated by sharp boundaries. We use alternating minimization to minimize our objective function. We use the level set technique to minimize with regard to the boudary. The advantage of this new approach is shown through the biashariance analysis of a hot spot.
Introduction
Tomographic image reconstruction using statistical methods can provide more accurate system modeling, statistical models, and physical constraints than the conventional filtered backprojection (FJ3P) method. But usually, this problem is ill posed and a roughness penalty must be imposed on the solution. To avoid smoothing of edges, which are important attributes of the image, various edge-preserving regularization schemes have been proposed. Most of these schemes rely on information from a local neighbourhood to determine the existence of edges, e.g., [l] and [2] . In this paper, we propose an objective function that incorporates nonlocal boundary information into regularization. We use an alternating minimization scheme that partly uses recent advances in level set techniques in the field of image segmentation [3] [4] . Teboul et a1 applied the level set approach to image restoration [5]; we extend their approach and apply it to image reconstruction. We also do some preliminary comparison of the biadvariance tradeoff of the proposed method with the nonquadratic penalized least-squares algorithm [6] [7] to show the advantage of using the new method.
Penalized Least-Squares Image Reconstruction for PET
We assume the system model,
where n is measurement noise, Y is the sinogram, A is the object we are interested in, and A is the system matrix.
The goal is to estimate X from Y, but this is an ill-posed problem. A standard approach is to minimize the following objective function:
where + is a penalty function such as the Huber function which helps to preserve edges, and Nj consists of the left and upper neighbors of pixel j . If 11, is the Huber function, the objective function is convex, thus it can be minimized very efficiently using the coordinate descent algorithm [7] . However, the regularization in equation (2) is only local; there is no "global" structure in the regularization, so it is plausible that the regularization described in equation (2) is suboptimal. Therefore, we are investigating the use of active contoudlevel set to develop a more global approach, for objects that are piecewise smooth with piecewise smooth boundaries.
Image Segmentation Using Level Sets
Level set techniques were originally proposed by Osher and Sethian A contour can be evolved using level set techniques so that the new length function is minimized. If 4~ is defined in such a way so that it is small where the local gradient of the image X is large, and large where the local gradient is small, then the final contour comes to rest on the boundary of the shape. This method combines the advantage of both classical energy methods and the geometric curve evolution models. It is based on first principles and the flow is derived directly to minimize the energy of the contour.
A New Approach to Edge-Preserving Regularization
If the reconstructed image is to have unblurred boundaries, the pixel values must be "decoupled" across the edges, i.e., the wjk's in equation (2) must be set to zero at those places. We choose to formulate the problem in the discrete domain, and approximate the length functional defined in equation (3) with the following:
We propose the following objective function of the image X and the auxiliary variable B (for boundary): B is the set of neighboring pixel pairs ( j , IC) between which pixel values should be "decoupled" (Le,, penalty on the difference set to 0), N is the set of all neighboring pixel pairs ( j , k), ng is the number of pixel pairs belonging to N , and X is the discrete image. The first term illy -AXII, measures the "faithfulness" of the reconstructed image to the measured data. The second term
2 penalizes the differences in pixel values between neighboring pixels, everywhere except on the boundary where the difference is not penalized at all (because h is set to 0 at these locations). The third term S(X, B ) = x(j,k)EB +~( j , k) is the penalty for the estimate of the boundary; it is minimized when all pixel pairs in B are on the boundary. We use alternating minimization to jointly minimize this objective function over the object X and boundary B.
(Note that the boundary is not known in advance, but is determined iteratively as the image is reconstructed.) When X is fixed,
The first term in equation (5) and flly -AX/&, do not depend on B , thus they can be ignored. Then we have:
(6) We assume ng will remain approximately constant as the boundary evolves. Reworking equation (6), we get: @A ( B ) can be minimized using the level set technique. But for this minimization to be meaningful with regard to the length functional defined in equation (3), we define the difference map over the Cartesian coordinate system that is rotated 45' from the coordinate system of the image. ( See  Figures 1 and 2 ; every black dot in Figure 2 Here we could approximate +A by a quadratic function using Taylor series, but the point around which +A is expanded must be close enough to the actual value. This point could be calculated using data obtained from the previous iteration. We ignore this term in the current implementation. This should have a small effect on the final result; since this term penalizes small differences between pixel values across the boundary, but does not "reward" very large differences; and since the pixel values have been decoupled across the boundary by &(A), they will have large differences anyway. Since this objective is quadratic, it is easily minimized using the conjugate gradient method [lo] . We also incorporate a deterministic annealing scheme into our minimization, so that the algorithm does not converge to a bad local minimum. (During the annealing procedure, the h ( j , E, B)'s close to the estimated boundary are evolved toward the function described in equation (4).)
We run the alternating minimization scheme, until X and B converge, presumably to a local minima.
Multiple Regions and Contours
To extend this approach to multiple regions, we first manually determine the number of regions from the initial estimate of the image. The number of regions is assumed to be constant; it is denoted M. Then we have a boundary defined for each of these regions. We modify the objective function:
where Bj is the ith boundary, B is the union of all Bj's.
When minimizing with regard to B, we initialize the curve either inside or outside a particular region and then perform front propagation using level sets for that region. Similar to the 2-region case, deterministic annealing is also employed. We used the following phantom image to test our method ( Figure 3 ). The reconstructed image and its profile are shown in Figures 4 and 5 . Note that there is some error in the boundary extraction due to noise in the sinogram, but the boundary extraction at this noise level is largely accurate.
-. 1 -i figure 8 ; A reconstruction using the PLS algorithm with nonquadratic local regularization is shown in figure 9 ; a profile comparison of 2 methods is shown in figure 10 . The reconstructed image using local regularization tends to drop off near the edge, while the one using nonlocal regularization remains flat to the edge.
We also did some biadvariance tradeoff studies of the two algorithms. We ran 50 realizations for each algo- We can see that our new edge-preserving reconstrunction method with global regularization yields lower variance when bias level is below 30% under the low noise case, and lower variance when bias level is below 60% under the high noise case, when compared to conventional local regularization method.
Conclusion and Future Work
The simulations presented here point out the potential advantage of considering nonlocal boundary information in the regularization. We hope to apply this approach to 3-D data eventually. Information from the 3rd dimension should provide improvement in our regularization, thus achieving lower variance.
