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ABSTRACT
MOTION PLANNING FOR MANIPULATION WITH HEURISTIC SEARCH
Benjamin J. Cohen
Maxim Likhachev
Heuristic searches such as A* search are a popular means of finding least-cost plans due to their
generality, strong theoretical guarantees on completeness and optimality, simplicity in implementa-
tion, and consistent behavior. In planning for robotic manipulation, however, these techniques are
commonly thought of as impractical due to the high-dimensionality of the planning problem. As
part of this thesis work, we have developed a heuristic search-based approach to motion planning for
manipulation that does deal effectively with the high-dimensionality of the problem. In this thesis, I
will present the approach together with its theoretical properties and show how to apply it to single-
arm and dual-arm motion planning with upright constraints on a PR2 robot operating in non-trivial
cluttered spaces. Then I will explain how we extended our approach to manipulation planning for
n-arms with regrasping. In this work, the planner itself makes all of the discrete decisions, including
which arm to use for the pickup and putdown, whether handoffs are necessary and how the object
should be grasped at each step along the way.
An extensive experimental analysis in both simulation and on a physical PR2 shows that, in terms
of runtime, our approach is on par with some of the most common sampling-based approaches.
This includes benchmarking our planning framework on two domains that we constructed that are
common to manufacturing: pick-and-place of fast moving objects and the autonomous assembly of
small objects. Between these applications, the planner exhibited fast planning times and the ability
to robustly plan paths into and out of tight working environments that are common to assembly.
The closing work of this thesis includes an exhaustive study of the natural tradeoff that occurs
between planning efficiency versus solution quality for different values of the heuristic inflation
factor. A comparison of the solution quality of our planner to paths computed by an asymptotically
optimal approach given a great deal of time for path optimization is included as well. Finally, a
xi
set of experimental results are included that show that due to our approach’s deterministic cost-
minimization, similar input tends to lead to similarity in the output. This kind of local consistency
is important to the predictability of the robot’s motions and contributes to human-robot safety.
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Chapter 1
Introduction
Many planning problems in robotics can be represented as finding a least-cost (or close to least-
cost) trajectory in a graph. Heuristic searches such as A* search [26] have often been used to find
such trajectories. There are a number of reasons for the popularity of heuristic searches. First, most
of them typically come with strong theoretical guarantees such as completeness and optimality or
bounds on suboptimality [53]. Second, the generality of heuristic searches allows one to incorporate
complex cost functions and complex constraints and to represent easily arbitrarily shaped obstacles
with grid-like data structures [20, 43]. Finally, heuristic searches provide good cost minimization
and consistency in the solutions. Consequently, heuristic search-based planning has been used
successfully to solve a wide variety of planning problems in robotics.
Despite the wide popularity of heuristic searches, they typically have not been used for motion
planning for high-DOF robotic manipulators. The main reason for this is the high-dimensionality
of the planning problem. In this work, we present a heuristic search-based planner for manipulation
that combats effectively this high dimensionality by exploiting the following three observations.
First, we use a manipulation lattice graph to represent the planning problem. A manipulation lattice
graph is a sparse representation in which the states correspond to the configuration of the robot while
the edges represent short motion primitives. Any path in the graph is kinematically feasible for the
robot. This representation was designed to specifically handle the complexities of manipulation
through the use of static and adaptive motion primitives and by decoupling the problem when
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appropriate by varying the dimensionality of the lattice. Second, while finding a solution that is
provably optimal is expensive, finding a solution of bounded suboptimality can often be drastically
faster. To this end, we employ an anytime heuristic search, ARA* [44], that finds solutions with
provable bounds on suboptimality and improves these solutions until allotted time for planning
expires. Third, the solutions found in a low-dimensional simplification of the workspace can serve
as highly informative heuristics and can therefore efficiently guide the search despite the kinematic
constraints that are inherent to manipulation.
In this work, we present our approach and then explain how to apply it to single-arm and dual-
arm planning while effectively handling the complex constraints that arise in each domain. We
motivate and describe in detail the different components of the manipulation lattice graph and the
heuristics used for each problem. Our experimental results help to demonstrate the effective cost
minimization and competitive planning times for our approach. We also show, through an additional
set of experiments and multiple trajectory similarity measures, that in addition to being determinis-
tic, our approach generates consistent solutions. Consistency here implies that given similar input,
our approach produces similar output. Consistency is key in making the robot’s motions more
predictable. Predictability in a robot’s motions is required for human-robot safety when sharing a
workspace [2, 18].
While dual-arm manipulation platforms are being designed for household scenarios, factory
floors are being equipped with tens or even hundreds of industrial manipulators. Despite sharing
heavily overlapping workspaces these arms are frequently treated as independent entities. To that
end, we extended our approach to support manipulation with n-arms. The n-arm planner extension
is capable of planning the motion of the arm(s) required to relocate an object from one location to
another. It is also capable of reasoning about which arm(s) and in which order it should manip-
ulate the object, finding a sequence of valid handoff locations between the consecutive arms and
choosing the grasps that ensure successful handoffs. The addition of these discrete variables to the
graph search, required that we exploit certain characteristics of the problem for it to be able to plan
efficiently without sacrificing guarantees on completeness. Additionally, a detailed description of
our approach and experimental results for up to 4-arm systems are presented in this thesis.
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Our approach is well-suited for the application to factory automation. The consistency and
efficiency of the trajectories it generates are highly valued in the far majority of manipulation and
assembly tasks. The first application of our motion planner in the factory automation space is in a
high speed pick-and-place setting. Our team built a completely autonomous system in which we had
a PR2 robot pick up various objects on a conveyer belt moving at 0.33 m/s. The second application
in which we demonstrated the robustness of our framework is in a complicated assembly task. Our
system is capable of the complete autonomous assembly of small objects such as a birdhouse. The
complexity of this task stems from the concurrent use of both arms working in very close vicinity
to each other, in contrast to the first application, where they were taking turns picking up items off
of a shared conveyor belt. A description of both systems, the performance of the planner and of the
the entire systems are included in this work.
1.1 Contributions
In this thesis, we made the following contributions:
• To the best of our knowledge, this is the first heuristic search-based framework for robotic arm
planning to provide a real-time performance on a physical single- and dual-arm manipulation
platform.
• A heuristic search-based framework for motion planning for robotic arms.
• An application of the framework to single-arm motion planning with an extensive set of ex-
periments, including results on a physical robot during two factory automation tasks: fast
pick-and-place of moving objects and autonomous assembly.
• An application of the framework to dual-arm planning for manipulation of an object, includ-
ing results on a a physical robot.
• An extension of our framework to planning for the relocating of an object by multiple arms.
Experimental results are included for between two and four arms.
• A comprehensive analysis of the tradeoffs between planning efficiency and solution quality.
• Two methods of measuring consistency are proposed that are motivated by human-robot
safety. A real-world inspired set of experiments are included that demonstrate a local consis-
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tency in the solutions generated by our planning framework.
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Chapter 2
Related Work
2.1 Motion Planning For Manipulation
2.1.1 Sampling-based Methods
In computer science, in cases such as motion planning for high-DOF robotic arms when it is thought
that a deterministic algorithm does not exist to efficiently solve a problem it is common to rely on
the power of randomization. Randomized algorithms are algorithms which employ randomness to
guide their behavior with the expectation of performing well in the average case. These algorithms
are generally simpler to implement and understand than deterministic approaches that can be subject
to local minima or dangerous assumptions. Over the past 20 years, the path planning community
has leveraged this tool to search in high dimensional configuration spaces when it was thought that
a deterministic approach is impractical.
The formal definition of the planning problem is a search in a state space, X , for a valid path
from an initial state, xinit to a goal state, xgoal. X is the configuration space of the robot in the
world. There usually exists a static obstacle region, Xobs ⊂ X , which must be avoided by the robot.
In most planning domains, an explicit definition of Xobs is unavailable, but a state can be checked if
it lies in Xobs or not, using a validity checker (i.e. collision checker). For our purposes, we say that
Xobs includes states in which the robot is in collision with the world or states in which the robot
violates kinematic constraints such as joint limits. We will refer to the remainder of X as Xfree,
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such that (Xfree ∪Xobs) ⊂ X .
2.1.1.1 Probabilistic Roadmaps
The PRM algorithm consists of two phases. The first phase, the learning phase, is the time consum-
ing preprocessing step in which a roadmap is constructed. It is only performed once for a particular
static environment, which means this can be performed offline. After the learning phase is com-
plete, an unlimited number of planning queries can be made for unique start-goal pairs during the
next phase: the query phase.
2.1.1.2 Learning Phase
Generating a roadmap consists of two steps - construction and expansion. The goal of the construc-
tion step is to build a reasonably connected graph that provides thorough coverage of the configura-
tion space. The expansion step is needed to fill in any gaps or just improve the graph’s connectivity.
The learning phase is completed after TL time is up. The exact amount of time is chosen beforehand
based on the complexity of the scene. It has been found experimentally, that TL should be divvied
up between the construction and expansion phases in a 2:1 ratio, respectively [34].
The construction step begins with an empty graph, R = (N,E). In the main loop (see algo-
rithm 1), a random configuration, x, is generated, checked for validity and added to N . To connect
x to other vertices in N , we compute a set of x’s nearest neighbors in N , Nx, and try to connect
x to them using a local planner. If a path is found between x and a neighbor, n ∈ Nx, the edge
(x, n) is added to E. To compute Nx, we use distance metric, D, to find the set of nodes in N that
are within a certain distance, c, of x. Starting with the closest nx and iterating until the furthest,
edges are added if a valid path between nx and x are found as long as it would not create a cycle
in R [34]. At the end of the construction step, a graph has been constructed that is hopefully a
single connected component with a dense coverage of the environment that the configuration space
represents. If multiple connected components exist in R or the scene that we are planning for is
highly constrained, the expansion step is performed to handle these problems.
Even though the nodes ofR should be a uniformly random sampling ofXfree, it is very possible
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Algorithm 1 CONSTRUCT ROADMAP()
1: N ← ∅
2: E ← ∅
3: loop
4: x← RANDOM CONFIG()
5: Nx ← FIND NEAREST NEIGHBORS(x,N )
6: N ← N ∪ {x}
7: for all n ∈ Nx, in order of increasing D(x, n) do
8: if ¬ same connected component(x, n) ∧ does path exist(x, n) then
9: E ← E ∪ {(x, n)}
10: update R’s connected components
Figure 2.1: Shown above are two connected components created during the construction step of the
learning phase. The two graph components would likely be connected during the expansion stage
because a clear path exists between them. Note that in the implementation used to generate this
graph the accepted optimization of preventing cycles in the graph is excluded (courtesy of [8]).
that in highly constrained scenes such as one that contains a narrow passageway,N does not contain
a set of nodes that would bridge the graph components on both sides. In this case,R looks more like
a forest made up of multiple components of different sizes. The expansion step works by selecting a
group of nodes inN which are likely to lie near these types of difficult regions ofXfree. We expand
each node, ne, by choosing a nearby new free configuration, adding it to N and then use the local
planner to try and connect it to other nodes in N . Optimally, each node expansion should bridge
the gaps between graph components or at least just increase the density of the roadmap in regions
of Xfree that are more difficult. The details on how we determine which nodes in N are expanded
and in what order, can be found in [34].
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2.1.1.3 Query Phase
At this point, the roadmap, R, is ready to be used to find paths between an arbitrary start configu-
ration, s, and goal configuration, g. Given the planning request, we use the local planner to first try
to connect s and g to two nodes of R, respectively, xs and xg. If connections, (s, xs) and (g, xg),
are found then a search is performed to find a path, P , from xs to xg. The final solution is the
concatenation of (s, xs), P , and (xg, g). If connecting either configuration to the roadmap fails,
then the query fails.
Determining how to connect s and g toR, or how to choose xs and xg is the main challenge of a
new query. The common strategy is to sort the nodes of N by increasing distance from s according
to the distance metric, D, and then try to connect s using the local planner to each one until a valid
connection is found. If a connection is made, the same procedure is repeated to connect g. However,
for g, we only try to connect to nodes in the same connected component that contains xs. There is
no point to connecting g to a node in a different component because we already know that no path
to xs exists. If many queries are failing, it means that the roadmap either provides poor coverage
of Xfree or is poorly connected. In such a case, more time should be spent in the learning phase
(increase TL). However, since the algorithm is incremental, we do not need to start the roadmap
from scratch. The current roadmap, R, can simply be extended by returning to the construction or
expansion step. If initially a low TL is used, the learning and query phases can be inter-weaved until
a path is found.
Algorithm 2 BUILD RRT(xinit)
1: T.init(xinit);
2: for k = 1 to K do
3: xrand ← RANDOM CONFIG();
4: EXTEND(T, xrand);
5: return T
2.1.1.4 RRT
Unlike PRM, RRT is a single-query approach which means that a new search tree is constructed for
each planning request. For a given xinit, the RRT algorithm constructs a tree, T , with K nodes,
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Algorithm 3 EXTEND(T, x)
1: xnear ← NEAREST NEIGHBOR(x,T);
2: if NEW CONFIG(x, xnear, xnew) then
3: T.add vertex(xnew);
4: T.add edge(xnear, xnew);
5: if xnew = x then
6: return Reached
7: else
8: return Advanced
9: return Trapped
as shown in Algorithm 2. The tree is initialized with xinit as the root. In each iteration, a random
configuration, xrand, is uniformly sampled from X and checked for validity (i.e. collision free and
satisfies any kinematic constraints). If xrand is valid, it is passed to the heart of the algorithm,
the EXTEND function (shown in Algorithm 3. The EXTEND function uses x to extend T in its
direction. First, the nearest neighbor, xnear, of x in T is selected. Then we make a motion of size
ε towards x from xnear which results in a new configuration, xnew, and we test xnew for collision.
Three situations can occur at this point:
1. Reached: x is directly added to T because it already contains a node within ε of x.
2. Advanced: xnew 6= x, so it is added to T with an edge, (x, xnew).
3. Trapped: xnew is in collision.
Figure 2.2: The EXTEND operation (courtesy of [37]).
The goal state, xgoal, is connected to the tree once it is within ε of its nearest neighbor node
in T . However if the random sampling is done purely uniformly, then it can take a while for it to
9
converge to the goal. A variety of approaches have been published on how to bias the sampling
to force the algorithm to converge faster [41]. Some of these non-uniform means of sampling new
configurations do indeed converge faster but results show that convergence occurs the quickest when
performing a bidirectional search.
2.1.1.5 Bidirectional RRT
In the bidirectional RRT variant, two trees are constructed, one rooted at xinit and the other at
xgoal.A solution is found when they meet and the algorithm is biased towards that happening. Refer
to Algorithm 4 for the bidirectional version of Algorithm 2. The main difference is that for each x,
we try to extend both trees, Ta and Tb, by the growth factor, ε. A solution is found when Tb can
extend fully to the node, xnew, that was just added to Ta. The trees are swapped after each iteration
and their roles are reversed.
Algorithm 4 RRT BIDIRECTIONAL(xinit, xgoal)
1: Ta.init(xinit);
2: Tb.init(xgoal);
3: for k = 1 to K do
4: xrand ← RANDOM CONFIG();
5: if not (EXTEND(Ta, xrand) = Trapped) then
6: if (EXTEND(Tb, xnew) = Reached) then
7: return PATH(Ta,Tb);
8: SWAP(Ta,Tb);
9: return Failure
2.1.1.6 RRT-Connect
While the bidirectional RRT algorithm converges faster than the single RRT approach, RRT-Connect
goes one step further through the use of the Connect heuristic. RRT-Connect constructs a bidirec-
tional RRT but it replaces the EXTEND function with the greedier, CONNECT function, shown in
Algorithm 5.
The CONNECT function used by RRT-Connect can be seen as a replacement for EXTEND,
used by the single and bidirectional RRT approaches. Instead of attempting to extend T incremen-
tally by a single ε step, CONNECT repeats the EXTEND step until x or an obstacle is reached. A
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node is added to T with each successful call to EXTEND, however, in some implementations, when
tree size is a concern, only the last node is added to T .
Algorithm 5 CONNECT(T, x)
1: repeat
2: S ← EXTEND(T, x);
3: until not (S = Advanced)
4: return S
The algorithm itself requires only one small change when compared to the bidirectional RRT
(Algorithm 4). The only change can be found on line 6 (see Algorithm 6), in which instead of
extending Tb by one ε step towards xnew, it tries to snap to it completely or get as close as possible
to it. A significant speedup in convergence is achieved through this aggressive growth of the trees
towards each other.
Algorithm 6 RRT CONNECT(xinit, xgoal)
1: Ta.init(xinit);
2: Tb.init(xgoal);
3: for k = 1 to K do
4: xrand ← RANDOM CONFIG();
5: if not (EXTEND(Ta, xrand) = Trapped) then
6: if (CONNECT(Tb, xnew) = Reached) then
7: return PATH(Ta,Tb);
8: SWAP(Ta,Tb);
9: return Failure
It should be noted that shared details of the three RRT variants above have not been covered
here due to brevity. Details include nearest neighbor computation, choice of distance metrics and
local planner design. Many papers have been published in the last decade that discuss techniques of
biasing the samples to speed up the search through either avoiding obstacles or snapping to the goal
more quickly [41, 67].
2.1.1.7 RRT*
The primary contribution of RRT* to the field of random sampling-based motion planning is that it
is an algorithm that converges to an asymptoticly optimal solution [32]. It builds on the single tree
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RRT [39] approach by adding the ability to rewire current connections in the tree with lower cost
alternatives. The main loop of the algorithms are identical and can be seen in Algorithm 2.
Similar to EXTEND (Algorithm 3), EXTEND RRT* (Algorithm 7) starts out by computing the
nearest neighbor to x in T , xnearest. Then starting from xnearest, we extend T by making a motion
of size ε towards x, creating xnew. If the (xnearest, xnew) connection is collision free, then xnew
is added to T . The similarities between the EXTEND functions end here. At this point, the set of
nearest neighbors, Xnear within radius r|V | to xnew are computed. For each xnear, it is determined
whether xnew can be connected to T by a lower cost path than its current connection that goes
through xnearest. If so, (xnearest, xnew) is replaced by the edge that accomplishes just that. Now
the rewiring step takes place. For each xnear except the node selected earlier, if a valid path is
found to it from xnew that would result in a lower cost path from xinit, then xnear is rewired. The
edge that previously connected it to T is removed and it gets reconnected to T through a new edge,
(xnew, xnear). In this way, the path cost to each node in T is the minimum cost with respect to the
current V in the tree. A visualization of the EXTEND RRT* step can be seen in Figure 2.3.
Algorithm 7 EXTEND RRT*(T, x)
1: V ′ ← V ; E′ ← E;
2: xnearest ← NEAREST NEIGHBOR(x,T);
3: xnew ← STEER(xnearest, x);
4: if ObstacleFree(xnearest, xnew) then
5: V ′ ← V ′ ∪ {xnew};
6: xmin ← xnearest;
7: Xnear ← NEAREST NEIGHBORS(xnew,T, r|V |);
8: for all xnear ∈ Xnear do
9: if ObstacleFree(xnear, xnew) then
10: c′ ← Cost(xnear) + c(Line(xnear, xnew));
11: if c′ < Cost(xnew) then
12: xmin ← xnear;
13: E′ ← E′ ∪ (xmin, xnew);
14: for all xnear ∈ Xnear \ {xmin} do
15: if ObstacleFree(xnew, xnear) and Cost(xnear) > Cost(xnew) + c(Line(xnew, xnear)) then
16: xparent ← Parent(xnear);
17: E′ ← E′ \ {(xparent, xnear)};
18: E′ ← E′ ∪ {(xnew, xnear)};
19: return T′ = (V ′, E′)
The NEAREST NEIGHBOR calculation in EXTEND RRT* returns all of the neighbors within
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r|V | distance of xnew. The radius shrinks as the search goes on. The intuition follows that as the
number of nodes, |V |, in the tree increases, the ability of a new node to reduce the path cost of
nodes in the distant vicinity decreases. Another way to state it, is the region of impact of a new
sample decreases as the tree fills in Xfree. The specific rate at which the ball shrinks is important
because shrinking the ball too quickly will speed up the algorithm but sacrifice the asymptotic
optimality characteristic of the algorithm. Shrinking the ball too slowly will not only drastically
reduce performance but also change the the asymptotic complexity enough such that it is no longer
the same as RRT [32]. The radius of the ball for a given |V | is computed as follows:
r|V | = min
{(
γ
ωd
log |V |
|V |
)1/d
, ε
}
(2.1)
In the equation above, γ is a constant and ωd is volume of the unit ball in the d-dimensional space.
Simply put, the radius needs to scale with
(
log|V |
|V |
)1/d
to assure asymptotic optimality without
changing the computational complexity.
13
Figure 2.3: The EXTEND RRT* operation (courtesy of [54]). Starting at the top left, the execution
flows downward from left to right.
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2.1.2 Dual-Arm Motion Planning
Interest in dual-arm manipulation is gaining more interest in recent years, particularly with the
availability of dual-arm manipulation systems like the PR2 [9], Intel HERB Personal Robot [66],
ARMAR [70] and Justin [7]. Dual-Arm manipulation has been used for tasks like cart-pushing [64],
towel folding [49] and the manipulation of small kitchen objects [70].
Many works have been published on motion planning for dual-arm manipulation but for a differ-
ent form of the problem than the one we tackle in Chapter 6. In [70], variants of the RRT algorithm
were used for planning re-grasping actions and dual-arm motion plans for a humanoid robot with
two arms. Impressive results for combined grasping and motion planning were achieved by inter-
leaving the efficient computation of inverse kinematics using a pre-computed reachability map with
the motion planning itself. In [30], an assembly task was executed with two arms using combined
task and motion planning, while the arms were coordinating with each other, they never grasped
the same object and moved it together. Online manipulation planning for potentially simultaneous
single-arm pickups of objects moving on a conveyer belt was carried out in [42] for two 2-DOF
arms. To simplify the problem, planning for the two-arm system was decoupled into two 2D config-
uration spaces, representing the joint positions and a state variable for time. Planning is performed
as a simple best-first potential field, on configuration space bitmaps. Much of the bitmaps, including
the collision checks between all configurations of the arms, are performed in a preprocessing step
before planning begins.
The problem undertaken by Koga and Latombe in [35, 36] is the most similar to the one we one
applied our framework to in Chapter 6, however, their approach supports grasping and ungrasping
operations but the object can only be moved when gripped by both arms. In [35], the authors
present multiple planners, each one planning for a slightly more complicated version of the problem.
Throughout the approaches, when both arms are holding the object forming a closed-loop kinematic
chain planning is performed in a configuration space of dimensionality totaling one less than the
number of joints in both arms. Variations of a system built atop a best-first potential field planner is
suggested when the arms do not contain redundant joints. Otherwise, a more complicated solution
built around a randomized best-first potential field algorithm is used. The authors admit that the
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latter approach is unreliable and often fails because too many ad hoc assumptions are made by the
system.
Koga and Latombe improve upon their previous approach in [36] and extend it from dual-arm
to multi-arm planning, in which the planner proposed is built on top of RPP, or Randomized Path
Planner. One of the major improvements over their previous work is that the dimensionality of the
configuration space when planning for transfer tasks is fixed at 6D, the object’s pose in the world,
instead of being dependent on the number of joints in the arms. After the search is performed for
the object path, another set of searches must be performed to determine which grasps are used at
every point in the path and the corresponding arm configurations, which are computed via inverse
kinematics. Impressive results are included from experiments involving three 6-DOF arms.
Comparison to our work Like it was stated earlier, most of these works tackle different subprob-
lems of the dual-arm manipulation planning problem. An underlying theme remains though, that
unless very low-dimensional manipulators were used (e.g. 2-DOF in [42], 3-DOF in [35]), they
all rely on randomization in some form or another. The use of randomized planners is popular in
solving these high-dimensional problems because of their speed and versatility. However, plans gen-
erated by such planners require frequent post-processing, e.g. using a short-cutting approach [28],
before they can be executed on a robot. In addition, due to the random nature of the planners, the
generated paths are also inconsistent across runs, i.e. paths planned for the same environment for
similar start and goal positions are likely to be very different. Search-based planning addresses this
issue providing consistency between runs and reasonable cost minimization.
A similarity between our approach and many of the others is the discretization of the config-
uration space for planning, referred to as a configuration space grid in older literature. Like our
search-based approach, methods that employ best-first potential field for planning are resolution-
complete, however, if a randomized walk is needed to escape local minima, it is only probabilisti-
cally resolution-complete.
Like in [36], our approach exploits the observation that planning for the object’s motion is a
much more compact representation than explicitly searching in the combined joint space of the
arms. However, the state space we use does include variables to maintain the positions of the
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redundant joints in each arm. The authors mentioned that in their implementation, non-redundant
6-DOF arms were used so only a small number of different postures were possible for a specific
grasp. The scenario wasn’t mentioned in which higher dimensional arms are used but we could
imagine that planning for the redundant degree of freedom would have to be handled during one of
the layers of planning so the entire workspaces’ of the arms are properly represented.
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2.1.3 N-Arm Manipulation Planning
In Section 2.1.2, we give a brief summary of the work presented in [70]. A few details that are
more relevant in this section include the details of the handoff between the arms. The single and
dual arm planners were both given a set of feasible grasps to start. For single-arm grasping and
dual-arm regrasping, choosing a grasp involves randomly selecting a grasp for the set and testing
for feasibility and safety. The regrasping location is chosen during the search by moving the end-
effectors towards each other in task space and then attempting a random grasp by the receiving
hand at a regrasping pose with the smallest distance between the two end-effector poses. If a valid
regrasping pose isn’t found, then the planner is unable to find a solution.
In [63] the authors solve the problem of planning the entire motion including the object pickup
with one hand, the exchange to the other and the motion for the putdown. Before planning begins,
a grasp planner developed by the authors, generates a set of precision grasps (i.e. contact are made
fingertips only) for a specific object for a specific hand type and the grasps are scored with various
metrics and stored in a single grasp library. Pairs of single grasps are checked for collisions and
stored as feasible double grasps. Also, an offline roadmap is precomputed for the arms, considering
self-collisions and collisions against the known environment. The grasp for the pickup and for the
putdown are given as inputs to the planner but the details of the handoff are unknown except that
it is known that handoff is needed. The overall task is decomposed into four consecutive steps and
each step is planned online using the precomputed pieces to speed it all up. The planning step for
the exchange searches through the discretized workspace in front of the robot for location for an
exchange using a cost function that favors ”natural” robot configurations that aren’t far from the
body.
Bimanual regrasping is presented as an optimization problem in [3] where the objective is to
minimize execution time. The problem being solved is very similar to the one above. The object
of interest is in the workspace of only one of the arms while the goal is only in the workspace of
the other. The planner is told which arm to do the pickup with, which arm for the putdown and
that a transfer of the object is required. Machine learning is used to find two good grasping points
in image space for the end-effectors and then a supervised learning algorithm is used to compute
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the orientations for the grippers at those points. The Nelder-Mead optimization algorithm is used
to search the reachability subspaces of the arms to find the most efficient transfer configurations for
both arms. Motion planning is performed using a sparse roadmap along with a collision detector.
The authors admit the inability of their motion planner to handling clutter may be a problem and
they suggest an RRT should be used. The experiments presented involve manipulating objects with
more complex shapes (e.g. power drill), however they are all performed on a clean tabletop.
The algorithm presented in [27], Incremental Multi-Modal PRM (Incremental-MMPRM), is
designed to plan multi-step plans (i.e. problems with discrete events). Relocating an object from
one location to another using a set of arms is an example of a problem requiring a multi-step plan.
The phases of the plan are called modes and each constructs its own PRM. Where modes overlap,
transition states are sampled to allow the PRMs to connect to one another in order to produce a
multi-modal plan that passes through the different phases. For problems with multi-step structure,
this is far more efficient than sampling in the full configuration space since some of the modes may
have zero volume in the full configuration space and may be nearly impossible to sample.
Comparison to our work Unlike our approach, it is known to the planners described in [70, 3]
a priori, which arm will be used for the pickup, that a handoff is required and with which arm to
transfer the object to for putdown. While these approaches address the problem of moving an object
between hands, none of them solve the discrete problem of finding the sequence of arms required to
move the object to its goal. Our approach solves this component of the problem as well.
The Jacobian Pseudoinverse-Based RRT proposed in [70] allows for planning in scenarios where
a fast IK solver is not available whereas our method requires an IK solver for each arm to validate a
state in our graph representation.
It is unclear how well each component of the approach presented in [3] would fare in a cluttered
environment. Only results on a bare tabletop were given for the image processing step that computes
two good grasping points and the grasp synthesis stage that computes the end-effector orientations
at those points. The authors admit that an RRT-based planner would be a better choice for motion
planning in a more complex scene. Our experiments demonstrate the guidance of our heuristics in
dealing with environmental complexities with regards to planning for the object path and location
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of handoff(s). In addition, this planner breaks down the problem into three steps that are dealt with
individually and it is unclear if there any means of returning to a previous stage if a latter one fails
given decision(s) made earlier (e.g. poorly chosen grasps, motion planner fails to plan safe path to
regrasp configuration).
This early work [36], is one of the most similar to ours. Please refer to the brief summary given
in Section 2.1.2. Recall that the problem is solved by decomposing the discrete and continuous
problems. First the discrete problem is solved by finding which arms will move the object and in
what order. Then each of these steps is solved. The approach assumes that if the high-level plan calls
for an arm to move to the object for grasping, the plan will succeed. This is not always possible,
and by combining these two levels of planning our method overcomes this assumption.
In Chapter 7, we include results from a set of tests performed using both, Incremental Multi-
Model PRM and our approach. One difference between the approaches that this method uses sam-
pling techniques while ours uses discretized graph search which allow for explicit cost function
minimization. Note, that this always true for the object path, but any single-arm planner can be used
and isn’t the case if a sampling-based planner is used instead of the planner described in Chapter 5.
20
Chapter 3
Background
In this section we define the general motion planning problem and present some fundamentals of
search-based planning that we refer to in our framework.
3.1 Problem Definition
Motion planning is one of the most fundamental problems in robotics. The high-level problem can
be stated like so: given a robot and a description of its environment, plan a valid path from some
start position to some goal position. A valid path generally means one that is kinematically feasible
by the robot and avoids collisions with obstacles in the environment. The motion planning problem
overlaps with problems in many different disciplines and thus when framed more abstractly, can be
addressed by techniques borrowed from different areas of computer science and math.
The configuration space, or C, is an important abstraction that allows planning problems that at
first glance, appear to be completely different, to be solved by the same algorithms [46]. C is the set
of all possible robot configurations. A robot configuration is a specification of all of the parameters
needed to describe the complete state of the robot in the workspace. A configuration includes the
relevant degrees of freedom of the robot and is usually represented by a vector of parameters. Thus,
in C, the entire robot is represented as a single point in C [46]. Depending on the workspace, a
configuration may include the robot’s coordinates on a map, the position and orientation of an end-
effector in the world or the absolute positions of the joints in a manipulator. The configuration may
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also include variables in the environment such as the position of an object of interest or the angle
of a ladder with respect to the floor. C is comprised of two subsets, Cfree and Cobs. Cfree is the free
space or the set of all valid configurations for the robot. Cobs is the complement of Cfree, and is the
set of invalid robot configurations such as the configurations in which the robot are in collision with
obstacles in the environment. Note, C is sometimes referred to as the state space or the C-space.
The motion planning problem is formally defined as the following. Given two configurations,
xstart ∈ Cfree and xgoal ∈ Cfree, compute a continuous function f : [0, 1] → Cfree such that
f(0) = xstart and f(1) = xgoal. xstart, the initial configuration of the robot is usually fully
specified but it’s not required for the goal. Also, the goal is not required to be a single robot
configuration but instead could be a set of configurations or even a region of the configuration space.
An example of a goal set can be demonstrated in the problem of planning to park a car in a parking
lot. There may be a large number of valid parking spots that comprise the goal set. Note, that a
solution may not exist if Cfree is disconnected and xstart and xgoal are in different components.
Rather than computing a continuous function, most planning algorithms compute a path of valid
configurations from start to goal in which adjacent states are connected via interpolation or spline
fitting.
The description of the environment usually contains the positions of the obstacles in workspace,
or the coordinates of the world. The next step would be to do an explicit transformation of the ob-
stacles from workspace into Cobs. However, except in some basic planning problems it is extremely
difficult to construct the necessary transformation [46, 40]. Thus it is common to forgo the explicit
defining of Cobs and Cfree prior to planning and instead, the configurations that are assessed by the
planner are checked for validity with a collision checker as needed. It is a well known fact that
collision checking is typically responsible for 80% or more of the total planning time. Thus, to
some extent, the motion planning problem can be viewed as the problem of finding a path requiring
the fewest number of collision checks possible. Also, similar to optimizing the planning algorithm
itself, improvements and optimizations in the field of collision checking can contribute a great boost
in performance to planning as well.
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3.2 Graph Representation
The techniques presented in this thesis are heuristic-search based planning methods. Instead of op-
erating directly on the C-space like sampling-based and trajectory optimization methods are known
to, search-based planning methods search in a discretized representation of the state space. The C-
space is systematically (and uniformly) divided into a set number of cells of some size where each
cell represents all of the C-space states that lie within it. We construct a graph by adding a state
that corresponds to each cell, connected by edges that are added in a systematic fashion between
states that correspond to nearby cells. States and edges are only added to the graph if they are valid,
meaning that they exist in Cfree. Note, that when checking for the validity of a state, the center
of the corresponding cell is the point that is usually checked. Edges can be assigned non-negative
weights so a cost function can be used during the search.
The cell size, or resolution of the graph, plays a large role in the speed of the search, the quality
of the solution and the likelihood that a solution will be found if it exists for the actual problem being
represented. Search-based planning methods are resolution complete, meaning that if a solution
exists in the constructed graph, then it is guaranteed to be found. However, if a solution isn’t found
by the search, it does not mean that one does not exist in the actual C-space because a finer resolution
might be needed.
The conversion of the configuration space into a graph through the discretization into states
connected by edges representing feasible motions, paves the way for well established and powerful
graph search algorithms to be used for all kinds of motion planning problems. These algorithms
are highly regarded because they usually come with strong theoretical guarantees on completeness,
optimality and consistency.
3.3 Graph Search
We will now provide some background information on A* [26], one of the most popular graph
search algorithms used today. It improved upon Dijkstra’s algorithm [16] by introducing a heuris-
tic, in the form of domain specific knowledge, to guide the search towards the goal. Since it’s
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publication, numerous variants and extensions have followed.
The problem statement A* addresses is as follows. Given a directed graph, G = (S,E), where
S is the set of states and E is the set of edges, compute the minimum cost path from a start state,
sstart to a goal state, sgoal. An edge, eu,v, connects two states su and sv and has an associated
non-negative cost of c(su, sv). A* computes a path, or sequence of edges, from the start state to the
goal state with the path cost equal to the sum of the edge costs in the path.
In A*, each state, s, has three values associated with it, f(s), g(s) and h(s). g(s) is the total
path cost from sstart to s. h(s) is the heuristic’s estimate of the remaining cost from s to sgoal.
Finally, f(s) = g(s) + h(s), the f-value is the (estimated) total cost of the path from sstart to sgoal,
by way of s. The f-value of a state determines its priority to be investigated, or expanded, during
the search. A* works by expanding states in order of lowest priority first and completes when the
goal state itself is expanded. During the expansion of state s, for each of its direct neighbors, s′, the
search attempts to reduce g(s′) by checking to see if it’s cheaper to reach s′ (from sstart) by way of
s plus the cost of e(s,s′). Obviously, the attempt is only made if e(s,s′) passes a validity check first.
Note, except for sstart, all states are initialized with an infinite g-value. The entire algorithm can
be seen below. The OPEN list contains all of the states that have yet to be expanded and is usually
implemented as a priority queue, because the state with the minimum f-value is next to be popped
for expansion. Each state is only expanded a maximum of one time during the search. The start
state is the first state added to be added to the OPEN list for expansion.
The purpose of the heuristic function, h(s), is to improve the efficiency of the search by guiding
it in promising directions via some domain specific knowledge. A common approach for construct-
ing a heuristic is to use the results from a simplified search problem (e.g. from a lower-dimensional
search problem where some of the original constraints have been relaxed). For a heuristic function
to be most informative, it must capture the key complexities associated with the overall search, such
as mechanism constraints or the environment complexities. Popular heuristics for simple grid-based
navigation include the Euclidean distance, Manhattan distance and the Diagonal distance. They es-
timate the distance to the goal from state s without accounting for obstacles along the way. Note,
that designing informative heuristics is a major component of this paper.
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For a potential heuristic function to be valid, it must meet the following two criteria. A heuristic
is admissible if for every state s, h(s) ≤ c*(s, sgoal), where c*(s, sgoal) is the minimum cost from
s to sgoal. The heuristic must be admissible to ensure that optimal solutions are found. If it’s true
and the heuristic is an underestimate, then when the goal is expanded, it is guaranteed to have been
assigned the optimal g-value. A heuristic is consistent if it follows the triangle inequality, meaning
that for every state s that isn’t the goal state, h(s) ≤ c(s, s′) + h(s′) and h(sgoal) = 0. If the
heuristic is consistent, then for every expanded state, their g-values are optimal. This prevents the
need for a state to be expanded more than once. If a heuristic is consistent then it is also admissible
and often it rings true that consistency follows from admissibility as well.
A*(sstart, sgoal)
1: OPEN = ∅
2: g(sstart) = 0
3: f(sstart) = g(sstart) + h(sstart)
4: insert sstart into OPEN with f(sstart)
5: while sgoal is not expanded do
6: remove s with the smallest f -value from OPEN
7: S = getSuccessors(s)
8: for all s′ ∈ S do
9: if s′ was not visited before then
10: f(s′) = g(s′) =∞
11: if g(s′) > g(s) + c(s, s′) then
12: g(s′) = g(s) + c(s, s′)
13: f(s′) = g(s′) + h(s′)
14: insert s′ into OPEN with f(s′)
In this thesis, we reference a variant of A* called Weighted A* [60]. Weighted A* inflates the
heuristic component in the f-value of each state by ε causing the search to be more goal directed
and find solutions significantly faster than A* in practice. The formula for computing the priority
of a state in OPEN now looks like f(s) = g(s) + εh(s) where ε > 1. The speedup comes at a
price, meaning that since the heuristic is no longer admissible, the solution is no longer guaranteed
to be optimal. Weighted A*, however, does provide a bound on the suboptimality of the solution
cost. An ε greater than 1 will produce a solution guaranteed to cost no more than ε times the cost
of the optimal solution. An anytime variant of the algorithm can be formed by running successive
iterations with decreasing epsilons as time permits or until ε is equal to 1. The idea is that an initial,
possibly highly suboptimal solution can be found, and if deliberation time allows, ε is decremented
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and planning is restarted to potentially find a higher quality solution. Anytime Repairing A*, or
ARA*, an algorithm that we will be using throughout this thesis, improves on the anytime variant
by gaining an efficiency by not re-computing the states that it already computed in its previous
search iterations [44].
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Chapter 4
Framework for Robotic Arm Motion
Planning with Heuristic Search
In this section we describe our general framework for motion planning for robotic arms. The fol-
lowing sections describe how to apply it to single- and dual-arm planning.
4.1 Overview
Heuristic search-based planning has four major components - graph construction, an informative
heuristic, the cost function and the actual search itself. The design of these core components directly
determines several important factors including the planning time, memory footprint, smoothness of
the trajectory, and whether or not a motion that the planner generates is kinematically and dynam-
ically feasible for the robot to execute. In the example of motion planning for manipulation, we
define the goal of the graph search itself as the search for the least cost path in the constructed graph
from a state that corresponds to the initial configuration of the manipulator to a state for which the
pose of the end-effector satisfies a goal constraint in work space. Here the goal constraint essen-
tially determines a region in space within which we want the end-effector of the robot to lie once it
completes its planned motion. In Section 4.5, we will briefly explain how this notion of a goal can
be extended easily to incorporate more general constraints.
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Despite the wide popularity of heuristic searches in the path planning community, especially
for navigation, they have yet to be seriously considered for motion planning for manipulation. The
obvious reason why heuristic searches have not extended from navigation to manipulation is the
high-dimensionality of the motion planning problem for manipulation. While the high dimensional
state space is a difficult problem in its own right, we have also observed a set of nuances specific to
manipulation that greatly add to the complexity of the search. Here are three of them:
1. While the goal constraint is defined in the workspace of the end-effector, the feasibility check
for a given state is performed in joint space.
2. The goal constraint is comprised of positional and rotational elements, which at times during
the search can be perceived as two different problems entirely.
3. For successful grasping and manipulation to occur, minimal to zero tolerance around the goal
constraint may be allowed, suggesting the need for a fine discretization of the state space.
To overcome these issues, we rely on three critical features of our approach that together make
the application of search-based planning to motion planning for manipulation more tractable: (1)
A manipulation lattice graph representation, (2) Anytime search algorithms and (3) Informative
heuristics. We will now describe these three features in more detail in addition to describing the
core features of our algorithm itself.
4.2 Manipulation Lattice Graph Representation
The first novel feature of our approach is to employ a non-uniform resolution lattice search space
with non-uniform dimensionality whose edges correspond to a predefined set of actions, static mo-
tion primitives, as well as adaptive motion primitives, or actions that are generated at runtime. We
call this novel approach, a manipulation lattice graph. Unlike a standard lattice graph representa-
tion, our approach is capable of decoupling the search space when appropriate and permits the use
of a coarser discretization without sacrificing the ability to satisfy an arbitrary goal constraint. Our
approach remains true to standard lattices, in that it is a sparse representation where every path in
the lattice represents a kinematically feasible motion.
The manipulation lattice graph, was inspired by the success of lattice-based planners in planning
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dynamically feasible trajectories for navigation [43]. A lattice-based representation is a discretiza-
tion of the configuration space into a set of states, and connections between these states, where every
connection represents a feasible path [59]. As such, lattices provide a method for motion planning
problems to be formulated as graph searches. However, in contrast to many graph-based representa-
tions (such as 4-connected or 8-connected grids), the feasibility requirement of lattice connections
guarantees that any solutions found using a lattice will also be feasible. This makes them very well
suited to planning for non-holonomic and highly-constrained robotic systems.
Let us use the notation G = (S,E) to denote the graph G we construct, where S denotes the
set of states of the graph and E is the set of transitions between the states. The states in S are the
set of possible (discretized) joint configurations of the joints in the manipulator we are planning
for. The transitions in E correspond to two types of short, atomic, 100 ms duration actions we
call motion primitives1, static and adaptive. We define a state s as an n-tuple (θ0, θ1, θ2, ..., θn) for
a manipulator with n joints. It is important to note that the graph is constructed dynamically by
the graph search as it expands states since pre-allocation of memory for the entire graph would be
infeasible for an n-DOF manipulator with any reasonable n. Each motion primitive is a single vector
of joint velocities, (v0, v1, v2, ..., vn) for all of the joints in the manipulator. The set of primitives
is the set of the smallest possible motions that can be performed at any given state. Therefore, a
primitive is the difference in the global joint positions of neighboring states.
We refer to the pre-defined set of actions that can be performed at any given state, as static mo-
tion primitives. These actions are chosen before the search begins and their purpose is to uniformly
explore the space for a valid path. Given that this set is the majority of all motion primitives used,
it has a major impact on the branching factor of the graph search. When designing the set of static
motion primitives, a fine balance must be found between the speed of the search and the density of
the exploration. We briefly discuss selecting motion primitives further in Section 4.6.
We will now present the techniques used by the manipulation lattice to combat the high dimen-
sional state space and the complications specific to manipulation.
1The term “motion primitive” is sometimes used in planning literature to represent a higher level action such as
opening a door, swinging a tennis racket, or pushing a button. This is different from our use of the term: we use “motion
primitive” to denote a basic (atomic) feasible motion.
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Adaptive Motion Primitives. Many problems in manipulation may require the robot’s end-
effector to achieve a very specific goal configuration, e.g. if the goal of a motion is to ultimately
grasp an object. Such precise positioning may be difficult to achieve on a lattice that is derived
with discretization. A fine discretization will make the search more computationally expensive but
a coarse discretization may make it difficult to achieve any arbitrary goal constraint. To that end, we
limit the effects of discretization through the use of continuous solvers that compute the edges to
connect any given state to the goal state. We call these motions a type of adaptive motion primitives,
or primitives that are dynamically generated on-the-fly. Adaptive motion primitives are actions that
don’t belong to the static set and that are created as needed during a state expansion, given that the
state meets a certain set of pre-defined criteria. In the motivating example of an adaptive motion
to reach the goal, we say that when the state, s, that is being expanded represents an end-effector
position that is close to the goal, a motion primitive is generated connecting s to sgoal. By snapping
to the goal pose, the search is shortened and it is capable of satisfying any arbitrary goal constraint
in spite of the discretization of the state space. It is important that the adaptive motions are used
in conjunction with the static set so that a systematic search is still being performed. It is obvious
that adaptive motion primitives play a major role in compacting the graph for a high dimensional
domain such as manipulation. Another appropriate name for these motions would be runtime motion
primitives.
One example of a continuous solver-based adaptive motion primitive, or amp, that we use is
inverse kinematics-based. When a state s is expanded whose end-effector position, efxyz(s), is
within a pre-defined distance to the goal end-effector position, dik, we use an inverse kinematics
(IK) solver to generate an additional motion primitive, ampik(s, sgoal) for state s. Let succs(s)
denote the set of successors in the graph for a state s. Formally we state, that for any state s with
dist(efxyz(s), efxyz(sgoal)) < dik, succs(s) = (succs(s) ∪ sgoal) if ampik(s, sgoal) exists and is
collision free. If IK succeeds, we then construct ampik(s, sgoal) as an interpolated path (in the
configuration space) from s to the solution returned by IK and also check it for collisions. If it is
collision-free, then ampik(s, sgoal) is valid and sgoal is added to the set of successors of s.
Non-uniform Dimensionality. Planning in a high dimensional lattice is computationally ex-
30
pensive and can require a lot of system resources. An important observation, however, is that when
planning for manipulation with a high dimensional manipulator, not all of the available degrees of
freedom may be needed to find a safe path to the goal region or even to the goal position itself.
Frequently, using a subset of the joints is fully adequate in computing a feasible path to the vicinity
of the desired end-effector pose. Once it does get close to the desired end-effector pose, changing
additional joints may become necessary in order to satisfy orientation constraints and to maneuver
the end-effector in cluttered spaces.
This observation motivated us to generate a set of static motion primitives that varies in its
dimensionality. A subset of this full set of motion primitives can be used to quickly search for a
path to the goal region. These motion primitives are chosen such as to result in a lower-dimensional
state space. Once the search enters a potentially cluttered goal region, the planner uses the complete
set of full dimensional primitives to search for a path to the goal pose in a full-dimensional state
space. The end result is a more efficient search through a multi-dimensional lattice.
We define MPlowD to be a subset of the predefined set of primitives that can change only a
subset of joints. This means that in the regions where only the motion primitives from MPlowD are
used, the state space is lower-dimensional (its dimensionality is the number of joints that are in the
subset).
MPfullD is the complete set of primitives that are capable of changing all of the joints, creating
a full dimensional state space. We apply motion primitives from MPfullD only to those states s
whose end-effector is within dfullD distance from the goal end-effector position. Mathematically,
we say that for any state s in the graph: if dist(efxyz(s), efxyz(sgoal)) > dfullD, then the set
succs(s) = (θ1(s), θ2(s), ..., θn(s)) +mp for all motion primitives mp ∈ MPlowD, otherwise the
set succs(s) = (θ1(s), θ2(s), ..., θn(s)) +mp for all motion primitives mp ∈ MPfullD. We com-
pute dist(efxyz(s), efxyz(sgoal)) for all states s by running a single 3D breadth first search starting
from efxyz(sgoal) (as described later in the section on heuristics), thus accounting for obstacles in
the environment as well.
Non-uniform Resolution. The motion primitives we used are multi-resolution as well as multi-
dimensional. All mp ∈ MPlowD are larger motions, allowing the search to get to the general goal
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region quicker. MPfullD contains shorter motion primitives to allow the search to find a motion
to the goal more precisely. Thus, MPlowD and MPfullD are two different sets. To provide the
connections between regions of different resolutions in the graph, it is important that each joint
change for each motion primitive in MPlowD is of a magnitude that is a multiple of the magnitude
by which the joint is changed by motion primitives in MPfullD. Otherwise, the full and low-
dimensional regions of the graph may not be well connected. If there are no states in the lowD
portion of the graph that coincide with fullD states, then the two regions of the graph may not be
connected at all. Even if they are connected, there may not be a path from start to goal between
them. Thus, setting the graph resolutions to be multiples of each other ensures that there are plenty
of paths to choose from.
4.3 Anytime Search
Any standard graph search algorithm can be used to search the graph G that we construct. Given
its size, however, optimal graph search algorithms such as A* [26] are infeasible to use. While
finding a solution that is provably optimal is expensive, finding a solution of bounded suboptimality
can often be drastically faster. To this end, we employ an anytime heuristic search, ARA* [44],
that quickly finds an initial and possibly suboptimal solution and repairs it while deliberation time
allows, efficiently reusing its previous efforts. Despite its anytime capabilities and its adept reuse
of previous work, the efficiency of each particular iteration is heavily dependent on the quality of
the heuristic guiding it. Also, the graph representation used to characterize the planning problem
is a major factor in determining how many expansions are necessary to reach the goal state. The
algorithm guarantees completeness for a given graphG and provides a bound ε on the suboptimality
of the solution at any point of time during the search. In the context of our problem, the algorithmic
guarantees on completeness and optimality are w.r.t. to the set of motion primitives used and the
resolution of the configuration space.
ARA* is capable of finding a solution of bounded suboptimality quicker than finding the optimal
one by multiplying the heuristic by an inflation factor ε > 1. The cost of the solution generated
will be at most ε times the cost of the optimal solution. If the heuristic is a good approximation of
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the problem we are solving then it will serve as an informative guide, finding the solution quicker
by expanding fewer states. If the inflation factor ε is large and the heuristic is very informative
then a solution can be found rather quickly. However, if the ε is large and the heuristic is a poor
approximation of the problem, then misplaced trust has been put in the heuristic, allowing it to
guide the search into deep local minima. In Figure 4.1, the left image shows the area searched by a
standard A* search (ε = 1) in yellow from the start on the left to the goal on the right. In the image
on the right, the informative heuristic is weighted by some ε > 1 causing the search to rush towards
the goal with fewer state expansions (smaller yellow area).
Figure 4.1: An A* search is performed on the left (ε = 1). The area in yellow represents all of the
states that were expanded to find the optimal path. In the A* search with inflated heuristics shown
on the right, fewer expansions were required to reach the goal.
If a path is found using the initial epsilon within the time allotted, then a follow up search is
executed with a lower ε weight applied to the heuristic. The search is continuously repeated while
decrementing the epsilon with every iteration, until either the search time is up or ε has reached
a value of 1. ARA* gains an additional efficiency by not re-computing the states that it already
computed in its previous search iterations. Figure 4.2 contains a series of weighted A* searches
with decreasing ε from left to right. It requires a total of 48 states to be expanded to find the optimal
path. For the same problem, ARA* is used in Figure 4.3, and a total of 23 state expansions across
all runs to find the optimal solution.
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(a) ε = 2.5
13 expansions
(b) ε = 1.5
15 expansions
(c) ε = 1.0
20 expansions
Figure 4.2: Weighted A*: Optimal solution is found after 48 states are expanded.
(a) ε = 2.5
13 expansions
(b) ε = 1.5
1 expansion
(c) ε = 1.0
9 expansions
Figure 4.3: ARA*: Optimal solution is found after only 23 state expansions because previous
efforts are reused.
As in any heuristic search, any arbitrary cost function can be used here. In manipulation it is
conceivable that one might want to minimize the path length in joint space, the path length of the
end-effector, the power consumed by the arm, or a combination of any number of these. The cost
function we used is designed to minimize the path length while maximizing the distance between
the manipulator and nearby obstacles along the path. The cost of traversing any transition between
states s and s′ in graph G can therefore be represented as c(s, s′) = ccell(s′) + caction(s, s′). The
action cost, caction, is the cost of the motion primitive which is generally determined by the user.
The soft padding cost, ccell, is a cost applied to cells close to obstacles to discourage the search from
planning a path that drives any part of the manipulator close to nearby obstacles if a safer path is
possible.
4.4 Informative Heuristics
For a heuristic function to be most informative, it must capture the key complexities associated with
the overall search, such as mechanism constraints or the environment complexities. Given the high
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degree of freedom in motion planning for manipulation, it is even more imperative that the heuristic
has shallow local minima to prevent the search from getting stuck.
A common approach for constructing a heuristic is to use the results from a simplified search
problem (e.g. from a lower-dimensional search problem where some of the original constraints have
been relaxed). Heuristic-based search algorithms require that the heuristic function, h, is admissible
and consistent. This is true when h(sgoal) = 0 and for every pair of states s, s′ such that s′ is an
end state of a single action executed at state s, h(s) ≤ c(s, s′) + h(s′), where h(s) is the heuristic
at state s, sgoal is a goal state (any state with the end-effector in the desired pose) and c(s, s′) is the
cost of the action that connects s to s′.
A common task in manipulation is to move the end-effector to a desired goal position. Thus
it is useful to employ a heuristic function that is informative about the end-effector position and
orientation, (x, y, z, r, p, y). We use a single heuristic that guides the search towards achieving the
(x, y, z) component of the goal constraint. In our earlier work [12] [13], we have also explored using
different heuristics to guide the search, one guiding towards the position of the goal constraint and
one guiding towards the orientation of the goal constraint. However, combining multiple heuristics
effectively is still an open problem for future research.
The ability to plan robustly in cluttered environments is the primary motivation of this research,
and so a heuristic function that efficiently circumvents obstacles is necessary. Simplifying a plan-
ning problem by removing some dimensionality is a standard technique in creating an informative
heuristic function and we use a 3D breadth first search (BFS) to compute the costs of the least-cost
paths from every cell in a grid to the cell that corresponds to the goal position (x, y, z) while avoid-
ing obstacles. During the planning, the heuristic component h(s) for any state s is computed as
follows: we first compute the coordinates of the end-effector of the manipulator configuration de-
fined by state s; we then return the cost-to-goal computed by the 3D breadth first search for the cell
with those coordinates. This heuristic proves to be an informative heuristic in directing the graph
search around obstacles in very cluttered workspace.
In Figure 4.4 we illustrate the effectiveness of the 3D breadth first search heuristic through a
comparison to euclidean distance as a heuristic. The robot used in this illustration is the PR2 robot
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(a) The least cost path according to hEuclidean. (b) The least cost path according to hBFS .
(c) Using hEuclidean inflated by ε = 100, a solution
was found after 35,333 expansions.
(d) Using hBFS inflated by ε = 100, a solution was
found after 2,100 expansions.
Figure 4.4: In this example, the pink sphere with cyan arrow represents the goal pose for the right
end-effector. The path shown in red, is the shortest path suggested by the heuristic for the
end-effector at its initial position. The green cubes represent efxyz(s) of each expanded state when
the respective heuristic function is used.
(see Section 5.3 for more details about this robot). In Figure 4.4a and Figure 4.4b, the least cost path
is drawn from the initial pose of the end-effector to the goal pose beneath the table, represented by
the pink sphere and cyan arrow. While hBFS suggests a path around the edge of the table, hEuclidean
offers an infeasible path through the tabletop. We performed an experiment in which we used each
of these heuristics to plan a path for the arm of the PR2 from above the table to the goal below. In the
experiment we inflated the heuristic with an ε = 100 to highlight how effective it is. In Figures 4.4c
and 4.4d we use green cubes to represent the efxyz(s) of all of the expansions required to reach the
goal. Figure 4.4c demonstrates an inefficient and almost uniform search within the workspace of
the arm, requiring 35,333 expansions to find a path with hEuclidean. While, Figure 4.4d shows that
with hBFS , a more direct route is taken and only 2,100 states are expanded to compute a solution.
It is important to note though that depending on the configuration of the obstacles in the envi-
ronment, it is possible that the path to the goal computed by the BFS may not be reachable by the
manipulator. In these situations, the heuristic becomes detrimental to the efficiency of the search. An
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example of such a scenario is if the heuristic directs the search outside of the reachable workspace
of the arm. We found that this rarely happens in practice. Nevertheless, we discuss techniques to
avoid such cases in Section 4.6.
For efficiency, the heuristic for a given state is computed only as needed. Upon request, if the
desired state has not been reached by the BFS tree, the breadth first search is expanded out from the
goal state until the desired state is found. This way we avoid needlessly performing the BFS over
the entire grid a priori.
An interesting additional benefit of the adaptive motion primitives presented earlier is that they
can assist the search in reaching the orientation constraint of the goal pose without the guidance of a
heuristic. This is especially important in a problem such as manipulation which requires a goal pose
for the end-effector that has two components - a position and orientation constraint. It is difficult
to develop an informative heuristic in such situations that can effectively guide the search towards
both components at the same time. Adaptive motion primitives, especially the primitive that snaps
to a goal pose, are extremely useful in such situations.
4.5 Extensions
The generic nature of heuristic-searches make them easily extendable in many ways. We now
present four capabilities of our approach that are straight forward to implement and that come at
little or no cost in its performance.
4.5.0.1 Path Constraints
Many motion planning tasks not only require that the end-effector ultimately finds its way to the
goal pose, but also require that the manipulator adheres to certain constraints along the way. A
common example of a planning task that requires path constraints is the upright constraint required
to manipulate a tray with glasses on it, as discussed in Chapter 6. Our approach supports arbitrary
path constraints expressed as bounds on the position or orientation of a certain link as a required joint
position of a specific joint. In addition to simply rejecting invalid successors, path constraints can be
implemented as adaptive motion primitives that adjust previously rejected static motion primitives
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to satisfy the constraint. It is very common that path constraints can provide a decent speedup to the
planner by effectively shrinking the state space.
4.5.0.2 Goal Sets
Another feature of our approach is the ability to handle multiple goal poses as input and return a
path to the goal pose with the minimal path cost overall. This can prove useful when a grasp planner
finds multiple feasible grasp poses for manipulating an object and heuristics to choose between them
are not obvious. In this case, the motion planner will compute a path to the grasping pose with the
least-cost path.
4.5.0.3 Goal Regions
Many motion planning problems do not require the end-effector to achieve an exact pose or one
within a goal set. Rather, the problem may call for the end-effector to be placed anywhere in
some particular goal region to perform a task. The region can be defined for the end-effector in
the space of its position, orientation or both. Like all heuristic searches, our approach is capable
of planning to goal regions without any algorithmic modifications. An example of using sampling
based approaches to plan to a goal region can be found in [5].
4.5.0.4 Invalid Goal States
When planning for manipulation it would be preferable if the motion planner was capable of plan-
ning to the actual grasp pose determined by the grasp planner. Since most planning approaches are
incapable of planning to an invalid goal state (e.g. a state in collision), the alternative method is
to translate the grasp pose away from the object and then plan to the translated pose. To pick up
the object after the planned path is executed, an undesirable open loop motion would be required
to move the end-effector the translated distance. However, for heuristic searches, planning to an
invalid goal state is a viable option. With our approach, one can determine a set of neighboring
states that are valid before planning. Then the set can be used as a goal set for the search. Since,
goal sets have no negative effect on the efficiency of the search, the only additional computation
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stems from computing the virtual goal set.
4.6 Discussion
4.6.0.5 Algorithmic Parameters
Our algorithm has a couple of parameters that can affect its performance, such as the grid resolu-
tion in which we compute hBFS and dik. We have found a grid resolution of 2 cm provides an
informative heuristic and does not restrict the planner in any of our experiments. Experimentally
we determined that a good value for dik, as defined in Section 4.1, is 6 cm. We experimented with
values of dik ranging from 40 cm down to 2 cm.
4.6.0.6 Motion Primitives
In Sections 5.3 and 6.3, we briefly describe the sets of motion primitives that we use in our experi-
ments. In summary, our approach has generally been to use sets of motion primitives, each of which
move in a single dimension, either joint space or workspace. While it proves to be adequate for
many tasks, it is future work to explore methods of generating motion primitives that change more
than one joint at a time. An example of such a primitive is a motion that simultaneously rolls the
forearm clockwise by 2◦ while flexing the elbow by 8◦. In particular, it would be useful to look for
inspiration from principled methods for generating motion primitives for navigation [59, 58].
4.6.0.7 Heuristic
Evident by our experimental results, hBFS is very informative with avoiding local minima due to
obstacles. However, as mentioned in Section 4.1, situations exist in which hBFS can still be trapped
by local minima. Given that the kinematics of the arm are ignored and the end-effector (or object)
is approximated as an untethered sphere (or cylinder), the shortest path computed by hBFS may
prove infeasible for the robot to perform for one of two reasons. Either because the shortest path
exits the manipulation workspace of the robot at some point or the shortest path found is in a class
in which no feasible path for the robot exists. An example of the second problem can be seen in
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Figure 4.5: hBFS suggests a path to the goal that is infeasible for the robot to follow.
Figure 4.5. A simple solution to the first problem is to mark all cells in the grid as invalid that are
beyond the workspace of the arm before computing hBFS . In Section 5.4 we describe in detail a
possible solution to the second problem.
4.6.0.8 Multi-Dimensional Lattice
In Section 4.1, non-uniform dimensionality is presented as one of the techniques in dealing with
the high-dimensionality inherent to manipulation. Experimentally, we found that we can restrict the
search to a lower dimensional state space outside of the goal region because in the manipulation
domain it’s very common that most of the clutter is found at the start and goal regions (e.g. reaching
into a cabinet). However, a more principled approach has been proposed that is capable of auto-
matically switching dimensionality as needed [23]. An adaptive-dimensional state space and corre-
sponding transition set is iteratively constructed that consists mainly of low-dimensional states and
transitions, using high-dimensional states only where necessary to ensure a feasible path. The find-
ings of a set of single-arm manipulation experiments in [24] show that the adaptive-dimensionality
approach is more suitable for manipulation scenarios in which the clutter rich portions of the path
are not only located near the goal region.
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4.6.0.9 Planning With Experience
This thesis focuses on our framework to single query planning, in which the planner starts from
scratch for each planning request. More explicitly, the planner doesn’t reuse any previous efforts
even if the environment remained static and the same start and goal pair were planned for earlier.
Planning with Experience Graphs is a technique in which previously computed planning episodes
can be cached and reused to bootstrap future planning requests [55, 56]. It is a highly effective
technique that can be paired up with any of the planners we present in this thesis to achieve a
speedup in planning times especially when planning for repetitive tasks or in environments that
remain somewhat static. On the theoretical side, Experience graphs is complete and provides bounds
on suboptimality with respect to the graph that represents the original planning problem.
4.6.0.10 Discretization Artifacts
Search-based planning relies on the discretization of the state space and the action space. There
are pros and cons to it. On one hand, the discretization can lead to a motion that looks somewhat
discretized. On the other hand, a simple deterministic shortcutting routine can deal effectively
with this artifact. In fact, it has an advantage over common methods of path simplification for
sampling-based approaches in that the solutions generated by our search-based approach allow a
shortcutter to do most of the work in a single pass through the points, and the second iteration
provides little benefit. In contrast, shortcutters for sampling-based planners typically require many
iterations [22]. In our experiments, the complete post-processing time per plan was typically around
20ms. Furthermore, the representation in the workspace plus redundant degree of freedom (such as
the one explained in Sections 5.3.3 and 6.1) typically results in a motion that does not require
any shortcutting at all. Section 8.2 contains an experimental analysis that attempts to quantify the
discretization effects with regards to path length.
4.6.0.11 Theoretical Guarantees
Our approach is based on using a heuristic search with strong theoretical guarantees to compute a
high quality solution. It is important to note that those guarantees are with respect to the graph con-
41
structed, not to the continuous motion planning problem. The variable dimensionality, non-uniform
resolution, and the set of motion primitives that we use, all play a part in determining whether a
solution can even be found in our graph and its quality. In the future, it would be interesting to
research how to simultaneously provide guarantees on completeness and optimality w.r.t. to our
graph construction as well as regarding the continuous planning problem.
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Chapter 5
Application of Framework to
Single-Arm Planning
The approach that we described in Chapter 4 is capable of planning to a goal constraint defined as
a joint configuration for the manipulator or as a pose constraint for the end-effector of the manip-
ulator. We chose to design our single-arm motion planner to plan directly to an end-effector pose
instead of requiring it to plan to a joint configuration. This allows the planner to converge to a joint
configuration of its choice based on the particular cost function being used. Such a choice can have
several benefits:
1. In a typical pick and place application, after an object is detected and localized, a grasp
planner is used to generate an end-effector pose capable of grasping the object. The end-
effector pose it generates is a logical goal input to the manipulation planner.
2. After a desired end-effector pose is determined, it can be time consuming to search through
the possible inverse kinematic solutions for one that is collision free. Also, it is possible that
the joint configuration solution itself may be safe, but no collision free path from the initial
configuration exists.
3. If a valid joint configuration is not found but a tolerance on the goal constraint is allowed,
then some sort of search through the allowed goal region would have to be performed so
that a valid joint configuration can be computed before planning can begin. It is not straight
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forward how to search through the allowed goal region for a valid configuration in a principled
and efficient way. These problems are avoided when planning for the end-effector to any pose
in the desired goal region.
We will now present the particular nuances that allow us to adapt our generic approach presented
in Chapter 4 to the problem of motion planning for a single arm.
5.1 Manipulation Lattice Graph
The representation that we described in Section 4.2 can be directly applied to the single-arm plan-
ning problem. We construct an n dimensional state space when planning for an arm with n joints.
Each state is represented by an n element vector whose elements correlate to actual joint positions.
Each motion primitive is an n element vector of velocities. Figure 5.1 shows two views of a motion
primitive being performed by one of the 7 DOF arms of the PR2.
Figure 5.1: Two perspectives of a static motion primitive in which the upper arm is rolled 11.5◦,
the elbow is flexed 8◦ and the wrist is pitched −8◦, it is represented by (0, 0, 11.5◦, 8◦, 0,−8◦, 0).
In the single-arm planner, we use two types of adaptive motion primitives. The first one,
is the IK-based primitive ampik(s, sgoal) that we described earlier, and the second one we use
is another continuous solver-based amp, which we call an orientation solver-based primitive, or
ampos(s, sgoal).
5.1.0.12 Orientation Solver-based Motion Primitives
When a state s is expanded whose end-effector position satisfies the position constraint of the goal
state, efxyz(sgoal), we use an orientation solver to generate an additional motion primitive, ampos
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Figure 5.2: The snap motion generated at run time for ampik(s, sgoal).
for that state. The orientation solver analytically computes the motions necessary to satisfy the
orientation constraint, efrpy(sgoal) (roll, pitch, yaw angles of the desired end-effector pose), without
moving the end-effector out of its position, efxyz(s). The solver computes ampos based on the
joint configuration of state s as well as efrpy(sgoal). Formally, we state that for any state s, with
efxyz(s) = efxyz(sgoal), succs(s) = succs(s) ∪ sgoal if ampos exists and is collision free.
The orientation solver is based on the premise that the end-effector can be reoriented in place,
i.e. without displacing the wrist. For example, the orientation solver will work in case of a robot
with a ball and socket wrist, because all possible orientations can be achieved by making use of
the joints in the wrist alone. Since an arbitrary orientation is specified in RPY coordinates as (roll,
pitch, yaw), the output of the orientation solver must consist of increments in three independent
joints angles. These incremented changes alter the end-effector orientation without displacing the
wrist. When the joint space of the robot allows for such reorientation, there are infinite ways in
which reorientation can be implemented. The following paragraphs describe how the orientation
solver generates the proper motions for the 7 DOF arm on the PR2 robot. A very similar strategy
can be applied to kinematically comparable robotic arms such as Barrett’s WAM.
For the PR2, we restrict the output of the orientation solver to the ordered 3-tuple (forearm
roll, wrist flex, wrist roll) of motions due to simplicity of expression and the fact that with this
convention, the orientation solver can be implemented by an analytical routine. Firstly, consider
Figure 5.3, which demonstrates the functionality of the orientation solver. In this example, the robot
arm is stretched out straight ahead, and the end-effector is in its zero RPY orientation i.e. along the
forearm with a roll of zero. Let us say that the desired orientation for the end-effector in RPY is
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(0, 0, 30o). Since the PR2 wrist cannot yaw, the desired orientation cannot be achieved by purely
yawing the wrist. The figure shows how the ordered 3-tuple (forearm roll, wrist flex, wrist roll) of
motions can be used to attain the desired end-effector orientation. Before we proceed to demonstrate
the algorithm of the orientation solver, we present a two 3D geometric claims, through which we
shall also introduce some notation.
Figure 5.3: An example of the orientation solver. Left to right, the gripper’s RPY is going from (0, 0, 0) to
(0, 0, 300). The sequence consists of forearm roll= 900, wrist flex= 300, and wrist roll= 900.
Claim 1 – An arbitrary orientation specified in RPY coordinates (ψ, θ, φ) can be represented by
two unit vectors v1 and v2 as shown in Figure 5.4. v1 accounts for pitch θ and yaw φ, whereas v2
holds information about roll ψ. The transformation is a straight-forward result and is given by the
following equations. This representation is analogous to the axis-angle representation.
v1 = (cos(θ) cos(φ), cos(θ) sin(φ), sin(θ))
v2a = (sin(φ), − cos(φ), 0)
v2 = Rv2a, where
R is the rotation matrix about the axis v1 and can be obtained by applying the Rodriguez formula.
Claim 2 – The change in RPY coordinates of the end-effector due to an ordered 3-tuple of
motions (forearm roll, wrist flex, wrist roll) depends upon the orientation of the forearm in the base
frame B of the robot. The claim makes no statement about the exact nature of the dependence, but
rather asserts that there is one. To see the reasoning behind this claim, consider Figure 5.5. The
forearm and end-effector are denoted by their 2-vector representations, with the subscripts F and E
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Figure 5.4: Converting RPY representation into a 2-vector representation, v2 shown dotted as it is below
the xy plane.
respectively. In both the configurations C1 and C2 of the arm, the RPY of the end-effector is zero
in the base frame shown, through C1 and C2 differ in their wrist flex. Thus, a change in the RPY
coordinates of the end-effector does not uniquely map onto the joint space of the arm. However, if
the forearm orientation were to be held fixed, then the RPY coordinates of the end-effector in the
base frame would correspond uniquely to the 3 joint angles forearm roll, wrist flex and wrist roll.
Figure 5.5: Two different arm configurations with the same end-effector RPY.
Now, we discuss the algorithm of the orientation solver. Firstly, since the two inputs to the
orientation solver are the initial and final orientations of the end-effector in RPY coordinates, in the
base frame B, it becomes necessary to convert these inputs from frame B to a frame F attached to
the forearm, as indicated by the claim 2 above. The frame F is such that the x-axis is along the
forearm, and the vector v2F (see Figure 5.5), which corresponds to forearm roll is along the y-axis.
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This conversion can be implemented through two transformations. 1) Convert end-effector RPY in
the base frame into the corresponding 2-vector representation in the base frame. Let us say that
these vectors are vi1B , vi2B , vf1B and vf2B . Here, the subscript i stands for initial, f for final and
B for base frame. 2) Given the rotation matrix RFB of frame F relative to frame B, we convert
these four vectors into the corresponding ones vi1F , vi2F , vf1F and vf2F , in frame F . The ordered
3-tuple of motions can now be found by manipulating these four vectors.
Figure 5.6: Explanatory sketch of the orientation solver.
Figure 5.6 illustrates the functionality of the orientation solver. The forearm and the calculated
2-vectors for the end-effector are shown in the reference frame F . Because our desired motion is
an ordered 3-tuple (forearm roll, wrist flex, wrist roll), the first motion that we need to calculate is
the forearm roll (r1). Since in frame F , a forearm roll causes the projection of a vector on the yz
plane to rotate about the x-axis, the magnitude of the forearm roll motion from one orientation to
another can be calculated as the angle between the projections of the vectors v1 corresponding to
these orientations. In Figure 5.6, these projections of vi1F and vf1F are denoted by lines L1 and
L2. The forearm roll is then given as r1 = arccos(uL1 · uL2), where uL is a unit vector along line
L, and p · q is the dot product between vectors p and q.
Next, we need to evaluate wrist flex (r2). Let us denote the rotation matrix corresponding to
forearm roll as Rfr. The vectors vi1F and vi2F are transformed to vm1F = Rfr vi1F and vm2F =
Rfr vi2F respectively, after the forearm roll. (These intermediate vectors are not shown in Figure 5.6
to avoid cluttering the diagram.) The wrist flex is then evaluated as r2 = arccos(vm1F · vf1F ). The
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rotation matrixRwf , which corresponds to wrist flex, is about the axis along the vector vm1FXvf1F .
This rotation transforms vm1F into vf1F , and vm2F into vf ′2F = Rwf vm2F . Thus, after executing
the rotations r1 and r2, the yaw and the pitch of the end-effector will be equal to the final desired
values. However, the roll will be different, in general. The wrist roll (r3) is evaluated as r3 =
arccos(vf ′2F · vf2F ). The concise algorithm is stated below.
1. Compute vi1B , vi2B , vf1B and vf2B
2. Using RFB , compute vi1F , vi2F , vf1F and vf2F
3. Compute uL1 and uL2
4. r1 = arccos(uL1 · uL2)
5. Compute Rfr as rotation about (1, 0, 0) of angle r1
6. Compute vm1F = Rfr vi1F and vm2F = Rfr vi2F
7. r2 = arccos(vm1F · vf1F )
8. Compute Rwf as rotation about vm1FXvf1F of angle r2
9. vf ′2F = Rwf vm2F
10. r3 = arccos(vf ′2F · vf2F )
The reach of the end-effector in RPY space is restricted by joint limits in forearm roll, wrist flex
and wrist roll. In the PR2, forearm and wrist roll are continuous but the wrist flex has a finite limit of
126o on one side and 0o on the other. Given these limits, there are exactly 2 solutions to the ordered
3-tuple, which differ only in forearm roll. More precisely, forearm rolls in the two 3-tuples are of
opposite direction; their absolute values sum to 360o. In the example in Figure 5.3, the two first
sequences are (90o, 30o, 90o) depicted in the figure, and (−2700, 300, 90o). Our orientation solver
is designed to check for both sequences, taking advantage of the fact that even if one sequence will
cause a collision, the other sequence may be viable.
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5.2 Heuristic
To make the heuristic we presented in section 4.4 more representative of the actual search, we
represent the end-effector using its inner sphere, i.e. the largest sphere that is contained completely
within the volume of the end-effector. In our implementation, this implies that we are effectively
adding an extra padding to the obstacles equal to the radius of this sphere when running the 3D
breadth first search to compute heuristics. Note, that when the end-effector is grasping an object,
we can make the heuristic more informative by using the inner sphere contained within the object
and end-effector combination. In Section 5.4 we discuss an extension to the heuristic to make it
more informative in scenarios in which the set of solutions lie in different homotopic classes and
only a subset are feasible by the robot (problem described in 4.6).
5.3 Single-Arm Experiment Results
5.3.1 Experimental Setup
To measure the performance of our planner and compare it against other approaches, we carried
out a set of benchmark experiments in different simulated environments. The set of planners we
compared our approach to are RRT* [21] and RRT-Connect [37]. The cost function for RRT* is the
distance traveled in joint space. Unless stated otherwise, RRT* was configured to return the first
solution that was found. Both planners are implemented in the OMPL library[68]. More information
on the benchmarking infrastructure used for our experiments, as well as details on the environments,
can be found in [10].
All experiments were carried out using a simulated model of the PR2 robot. The PR2 robot is a
two-armed mobile manipulation platform with an omni-directional base. It carries a suite of onboard
sensors that are useful for modeling the environment in 3D. This includes a tilting laser range
finder, a stereo camera and RGB-D sensors. The sensors generate 3D point clouds representing
the environment that can be incorporated into the collision environment used by the planners. The
PR2 also has sufficient onboard computing to carry out fast motion planning in addition to any
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realtime 3D processing required to build an efficient representation of the environment.
The environments we used are shown in Figure 5.9. In each environment, multiple goal locations
are defined for the end-effector of a robot. The planners were instructed to plan between successive
6D goal poses for the right end-effector. The goals were chosen by hand to assure that the trials are
not trivial and that simply interpolating between the start and goal poses would be unsafe. They were
also chosen to represent realistic manipulation tasks (e.g. sink to dishwasher, sink to cupboard).
Each experiment, between a start and goal position, was carried out multiple times to ensure that
a total of at least 30 experiments were run in each environment for each planner. Details of the
planning requests can also be found in [10]. Each planner was given a maximum of 60 seconds to
compute a solution. All resulting trajectories were logged and metrics were computed on them. The
averaged metrics are presented in the next section. All experiments were carried out on a quad-core
Intel Core 2 Quad Q9550 CPU (2.83 GHz) with 5.8 GB of RAM running the Ubuntu Lucid variant
of Linux and the Fuerte variant of ROS.
All of the planners were configured with the same collision checking library. Figure 5.7 shows
the simplified representation of the PR2. The links of the robot that can be moved during the
execution of a planned path are represented using a number of overlapping spheres. The remaining
links as well as the environment are represented using a combination of a voxel grid and geometric
primitives. The environment representation is processed to generate a distance field which is capable
of providing the distance to the nearest obstacle from various points in the environment. The internal
collision model of the robot can then be easily checked against this distance field to decide whether
the robot is in collision with the environment. A separate check is performed to account for internal
collisions. The distance field can also be used to represent an obstacle cost for robot configurations,
measuring how far the robot is from an obstacle. A small amount of time is spent on generating
the distance field while pre-processing the environment for collision checks. In our experiments,
depending on the complexity of the environment, this can take anywhere between 100ms-600ms.
The configuration of our planner is as follows. MPlowD contains 8 motion primitives. Each one
rotates one of four joints (shoulder pan, pitch, roll and elbox flex) by 8◦ in either direction. Examples
are shown in Figure 5.8. MPfullD contains 14 motion primitives, in which each motion primitive
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Figure 5.7: The simplified collision model used in our experiments. The green spheres represent
the links of the robot arms. The red voxels represent the distance field generated for self-collision
checking.
rotates one joint 4◦ in either direction. The grid resolution we used to compute the heuristic was
2 cm. We configured ARA* with εinitial = 100, or τ , as it’s commonly referred to within the
search-based community.
(a) flex the elbow 8◦ (b) pan the shoulder 8◦
Figure 5.8: Two of the static motion primitives in MPlowD.
5.3.2 Performance Benchmarks
The metrics measured on each plan include the following:
1. planning time
2. planned length - the length of the path generated by the planner.
3. simplified length - the length of the path simplified during the post-processing step (e.g. short-
cutting).
4. success rate
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Table 5.1 shows the performance benchmarks for all the environments in Figure 5.9. The
sampling-based planners are very fast but our approach is certainly competitive in most environ-
ments. In general, we found that the solutions generated by ARA* are noticeably shorter in path
length. Note that in these experiments both ARA* and RRT* are only run until the first solution. Ta-
ble 5.2 shows the results of ARA* and RRT* when given a time budget of 60 seconds for planning.
Both planners were configured to minimize total path length in joint space.
As stated earlier, the goals were defined as 6D poses for the end-effector. While ARA* is
capable of planning to an end-effector pose, as configured, the sampling-based approaches are not.
In our experiments, we ran ARA* to compute a valid joint configuration at the goal state and then use
it as input to the sampling-based planners. Thus, the standard practice of first searching for a valid
configuration at the goal pose using an inverse kinematics solver was not needed. This procedure
can be time consuming especially if the goal pose is in a cluttered region of the workspace.
(a) Kitchen (b) Tabletop
(c) Industrial (d) Narrow Passageway
Figure 5.9: The pink spheres with cyan arrows indicate the desired 6D goal poses for the right
end-effector.
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Environment→ Kitchen Tabletop Industrial Narrow Passageway
Planner→ ARA* RRTC RRT* ARA* RRTC RRT* ARA* RRTC RRT* ARA* RRTC RRT*
planning time (mean, sec) 0.31 0.01 0.87 0.98 0.01 0.03 0.31 0.01 0.87 0.98 0.01 0.03
planned len. (mean, rad) 9.52 13.13 12.90 10.97 10.20 10.19 9.52 13.13 12.90 10.97 10.20 10.19
simplified len. (mean, rad) 6.93 9.81 9.30 7.37 8.14 7.71 6.93 9.81 9.30 7.37 8.14 7.71
success rate 100% 100% 87% 100% 100% 100% 100% 100% 87% 100% 100% 100%
Table 5.1: Performance comparison of three planners in the four scenarios shown in Figure 5.9.
Environment→ Kitchen Tabletop Industrial Narrow Passageway
Planner (60sec)→ ARA* RRT* ARA* RRT* ARA* RRT* ARA* RRT*
planned leng. (mean, rad) 7.74 9.21 6.51 10.71 4.43 14.26 12.58 23.18
success rate 100% 80% 100% 100% 100% 94% 100% 100%
Table 5.2: Results of ARA* and RRT* with a fixed planning time budget of 60 seconds.
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5.3.3 Fast Factory Domain
Section 5.3.2 presented a series of benchmarks demonstrating that our single-arm planner is capable
of generating high quality trajectories with sub-second planning times. While the environments
were motivated by real world scenarios, they were still performed in a simulated environment with
perfect knowledge of the world. In addition, the planned trajectories were simply validated by their
kinematic feasibility and safety rather than through successful object manipulation or some other
applied task.
In this section we present an application that challenges our planning framework on a real world
application. Unlike the previous experiments, the Fast Factory [14] project is performed on a real
robot, relies on live sensing and perception to perform manipulation of moving objects.
5.3.3.1 Overview
Mobile manipulators have brought a new level of flexibility to traditional automation tasks such
as tabletop manipulation, but are not yet capable of the same speed and reliability as industrial
automation. To demonstrate that our planning framework can be used to help further close the
gap, we developed an autonomous system capable of picking up a variety of objects moving on a
conveyor belt. This kind of dynamic pick-and-place operation can be found on a factory floor being
performed by expensive and highly specialized robots. The challenges we faced arise from using
a general purpose robot, such as a PR2, to accomplish the same task without sacrificing significant
speed or robustness. Our results show that our system running on a PR2 is capable of operating at
a rate of one pick-and-place operation every 6.7 s, and work with a conveyor belt carrying objects
at a speed of 33 cm/s. It is estimated that the robot performed over 3000 successful pick-and-place
operations during the final tuning of our system.
When an object is detected by the perception system, the pick-and-place manipulation pipeline
gets called to pick up the approaching object and move it to a desired location. The manipulation
pipeline is comprised of three main components, namely grasping, motion planning and execution.
Before the pipeline is called, an arm is chosen to pick up the object. Currently we are simply
alternating between the arms. If no feasible grasps for the first arm are computed, we have found
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Figure 5.10: In this application, the robot is tasked with picking up moving objects off of a fast
moving conveyor belt and either dropping them into bins or placing them on a shelf. A complete
description of the project can be found in [14].
that quite often the other arm is capable of performing the pick-and-place action after receiving the
next observation.
This section focuses solely on the motion planning block of the system. Detailed information
on the other components of the manipulation pipeline (e.g. exact timing of the trajectory execution)
as well as the advanced perception system can be found in [14].
5.3.3.2 Motion Planning
Motion planning for pick-and-place of moving objects needs to be performed as fast as possible so
the robot has enough time to execute the computed motion in time.
The single-arm planner is configured differently for this application. Instead of planning in joint
space, as described earlier in this section, the planner was designed to search in a 7 dimensional task
space, {x, y, z, roll, pitch, yaw, θ}, that represents the 6D pose of the end-effector in the world
frame, coupled with θ, the position of the redundant degree of freedom in the robot’s arm. This
representation can be used when planning for a robot with one or more 7-DOF manipulators, such
as the PR2 robot. In our experiments, we execute two independent instances of the planner, one for
each arm. The cost function we use is aimed to minimize the 6D path length of the end-effector.
During the pick action, the planner is called to plan a path from the waiting configuration of
the arm to one of the prerecorded pregrasps (see Figure 5.11b). Before planning begins, the ge-
ometry of the fixed objects in the robot’s workspace are added to the collision representation. In
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(a) The goal set for the pickup planning request. (b) The goal set for the putdown planning request.
Figure 5.11: An example of the goal sets given to the motion planner for the right arm for the
object pickup and putdown.
Figure 5.12: Shown above is the grasp recording procedure for a new object. From left to right, the
user moves the end-effector to the pregrasp pose and then to the grasp pose. The pair of grasps is
added to the database as they appear on the right.
our experiments, this included the conveyor belt and bins that surrounded the robot. After the robot
grasps the object, the collision geometry of the object is attached to the robot’s collision model.
During the place action, a plan is requested from the postgrasp to any one of the drop poses above
the bins (see Figure 5.11b). Note that there is nothing constraining the user from having the robot
gently place the item on a surface instead. Now that a potentially fragile object (or an object filled
with something) is grasped in the robot’s end-effector, we impose an upright path constraint on the
planner when computing a path for the place action. The constraint requires the planner to maintain
the initial {roll, pitch, yaw} of the end-effector throughout the path with a small tolerance in each
dimension.
After a path is computed, we pass it through a simple deterministic shortcutting routine that can
deal effectively with discretization artifacts. We found that only a single pass through the points
57
Figure 5.13: The objects used for all experiments.
was necessary. In our experiments, the entire shortcutting step lasted between 5-10ms, including
checking the interpolated motions for collisions every 2◦.
5.3.3.3 Summary of Results
Figure 5.13 shows the conveyor belt used for testing both static grasps, in which objects are placed
on the surface in front of the PR2 with the belt motor turned off, and dynamic grasps, in which the
belt motor is on. In the static grasp configuration, the robot’s head is oriented so that it is looking
down at the table, and objects are rapidly placed in front of it. As soon as the robot begins to clear
the work surface with an object in hand, a new object is placed on the surface. Objects are placed
such that at least one arm can plausibly perform a grasp, but precise position and orientation are
allowed to vary within that constraint.
The experiment conducted in the static grasp configuration involved 100 pick-and-place oper-
ations in which the robot removes an object placed onto the work surface in front of it, and places
the object into one of two bins placed on either side of it. Of the 100 attempted actions, 91 were
successful. The most common failure mode involved the object slipping out of the robot’s gripper
due to an insecure grasp. These 100 actions were timed in blocks of 10, yielding an average of
6.7 s per pick-and-place action. During the time these experiments were conducted, the perception
system failed to identify an object before a two second timeout period elapsed on two occasions.
The experiments in which perception failed are not included in the reported time, as we did not have
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Figure 5.14: Putting the objects down on a shelf proved to be a more difficult task on the systems
side of the project (e.g. computing putdown locations) than to the motion planner. The planner was
also efficient in computing paths from within the tight region, below the shelf, to above it for the
putdown.
a consistent approach to failure recovery.
The dynamic configuration shown in Figure 5.10 has the robot looking down the length of the
conveyor belt. Objects are placed on the far end of the 2.13 m belt, and carried past the robot. In this
configuration, the perception system only reports on objects it has seen a minimum of three times.
This limits system responsiveness, but is important to eliminate spurious observations of the object
being hand-placed on the end of the belt, and to ensure stability in pose estimation.
System performance was measured over 100 pick-and-place operation attempts with the belt
at its top speed, 33 cm/s, 87 of which were successful. Six objects were effectively ignored due to
the planner being unable to compute a suitable trajectory for either arm in the allotted time. Of
these six, five were spritzer bottles, suggesting that the grasps chosen for this object did not leave
the planner enough freedom to maneuver. The seven other failures were fumbled grasps. As in
the static test, sometimes an insecure grasp would lead to an object being dropped. The dynamic
test added the new failure mode of objects bouncing off of the back of the open gripper during
a catch attempt. This contribution of momentum to the experiment was an excellent test of the
system’s overall timing: the gripper had to close around the object as it hooked available geometry
in order to absorb all of its momentum without excessively destabilizing the object. The tight timing
constraints, paired with the design of the PR2’s arms, meant that the robot’s arm farther from where
the objects were coming from was easier to utilize. Of the 94 attempted grasps, 57 were made by
the far arm.
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5.3.4 Autonomous Assembly Domain
In Section 5.3.3, we presented our first application to factory automation in which the PR2 picked
up moving objects off of a conveyor belt. We believe that while the robot is only dealing with static
objects in this project, there is a new complexity here that stems from the fact that both arms are
operating concurrently in a shared workspace that is quite small. Also, the tethered tools grasped
throughout the task and the large materials that are assembled lead to cluttered scenarios to be
navigated through by the planner.
5.3.4.1 Overview
Automating a factory for a new product takes months to prepare and is very expensive. It can take
a team of engineers up to a year to configure a factory to be ready to manufacture the next model
car. This type of large overhead hinders the use of factory automation to only very large scale
production or certain cases in which it is profitable. The primary reason that so much lead time
for a new product is required is that while the machines used are very fast and precise, they arent
very smart. The machines are usually very expensive, highly customized for a specific product or
application and are not very flexible. In summary, in the fixed automation model, each machine, or
automaton, is capable of doing a single task and doing its job to near perfection.
Flexible automation is an up and coming concept in which robots are used that are more capable
and can be more quickly re-tasked for a new product. This agility is developed through the use of
more sophisticated software and sensor packages that allow the machine to sense, plan and act more
like a robot than an automaton performing a repetitive task. Smart software built on principled al-
gorithms coupled with clever engineering allows a robot to make more decisions on its own without
having an engineer sit by its side for months at a time, tediously defining the exact behavior desired
of it. This would reduce the overhead costs required to manufacture a new product, allowing for a
larger number of different products to be produced in the same time period. Also, thanks to reduced
production costs, the high volume requirement on a potential product to be manufactured can be
reduced.
Our goal in this project is to demonstrate a complete system in which a single robot is capable
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Figure 5.15: The basic assembly process is shown from left to right. A piece is picked up off the
parts table, held up to be attached and then nailed in. The process repeats until all of the pieces in
the structure description are used.
of autonomous assembly of relatively small wooden objects, such as a mailbox, toolbox or bird-
house. For each assembly task, the robot is given a description of the structure, high level assembly
instructions and the set of pre-cut pieces laid out on a surface. Equipped with a set of tools and our
motion planning framework, the PR2 is capable of assembling a six piece birdhouse in under 23
minutes as shown in Figure 5.15.
5.3.4.2 System
In this section, we provide a brief overview of how the assembly system we constructed works. It
is just intended to give a high level overview of each component. The system will be presented in
greater detail in the thesis document to follow and will be submitted to a conference as well. The
major omissions from the following description include the methods we put in place to effectively
deal with the large calibration error we observed and the weak backdriveable arms so that lining up
two pieces of wood accurately and precise nailing are not only possible but actually repeatable.
5.3.4.2.1 Hardware
We are using the PR2 for this application. In the past, we have found the PR2 to be an appropriate
platform for mobile manipulation research, however, we found that its safe and compliant design
added additional complexity to the precise task we are asking it to perform. In addition, despite
our numerous attempts to calibrate the robot and its sensors, we observed up to 3cm of error in the
pose of the tooltip. The limitations in the arms and poorly calibrated sensor pipeline are two of the
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biggest problems we faced when progressing from simulation to the real robot.
(a) electric nailer (b) vacuum gripper (c) turntable with suction
Figure 5.16: The set of robot-enabled tools used during assembly.
We found that the two-fingered pinchers on the arms of the PR2 are not capable of achieving a
rigid grasp on tools designed for humans due to their ergonomically rounded edges and the grippers’
flat and uncompromising fingertips. Instead, we teamed up with Professor Kern Maass and his
students of the Industrial Design department at Appalachian State University to design and create
a set of robot-enabled tools for assembly. We worked with them to create three tools that meet the
needs of the task while satisfying a large set of constraints (e.g. size, weight, control, power). The
resulting electric nailer, vacuum gripper and vacuum turntable are shown in Figure 5.16. All three
tools can be controlled by the robot through a tool interface board connected via USB. The nailer
and vacuum gripper both have finger holds designed to be pinched by the robot’s fingertips with
maximum force. Both tools are tethered to the workspace. The nailer’s control wire and vacuum
gripper’s hose are both suspended from the ceiling by pulleys to prevent the arms from becoming
tangled and so the arms do not have to bear their weight. The tools are intended to be secured in the
grippers throughout the assembly and are never removed.
The electric nailer is used by the right arm to attach two pieces together. A button is mounted at
the nailer tip as a safety mechanism. The button is also used as a means of guiding the robot towards
the desired position to be nailed. The nailer weighs 3.5lbs and is within the listed maximum payload,
4lbs, of the PR2 arm. We found that the robot struggled heavily when performing trajectories that
required the wrist to be extended because while the upper arm and forearm are both mechanically
counterbalanced, the wrist is not. This problem is very limiting in terms of the project design and
in what we can ask the robot to perform reliably.
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The vacuum gripper is held in the left arm and used to pick up pieces off of the parts table and
hold them in the proper position to be secured by the nailer. The gripper is comprised of a plastic
handle and a suction cup connected to the vacuum hose through a high pressure metal fitting. The
hose is connected to a solenoid-enabled device that controls the flow of compressed air to a Venturi
tube that creates the vacuum. We experienced too much compliance in the soft rubber suction cup,
allowing a gripped piece to be mounted at an undesired angle, so we fixed a green plastic bowl on
top of it to reduce its flexibility.
The third tool, the vacuum turntable, is intended to behave as a third arm. The robot uses it
to hold the structure during assembly and rotate it so that both arms can reach the current point of
interest. The turntable is comprised of a wooden enclosure that houses a Dynamixel servo motor
that rotates a suction cup connected to the work surface. The suction is controlled by the robot using
the same device that controls the vacuum gripper. We limit the motor from rotating more than 180o
in either direction so that the hose doesn’t become tangled inside the enclosure. During nailing, the
torque of the servo is raised and lowered based on the needed compliance of the structure during the
current step in the nailing procedure.
5.3.4.2.2 Materials
When deciding on the materials to use and the design of the structures, we focused on the need to
demonstrate that the robot is indeed exercising flexible automation and that motion planning is a
necessity. At the same time, we are limited to materials that are machinable by the chosen tools
and and by the actions that the robot is capable of doing. To that end, we designed a set of pieces
of different shapes that can be used to assemble a variety of structures. Since we decided to focus
on birdhouses for our first structures, we named the first set of 13 pieces, the birdhouse kit, but it
can actually be used to assemble things like a mailbox as well. Similar to a Lego set, the pieces in
the kit have a standard set of dimensions (e.g. each side is a multiple of 6”) and a standard aid for
connection.
The pieces are attached to each other using the nailer but the connecting process is aided by a
lap joint. A lap joint is a common technique in cabinet making of easily joining two pieces together
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Figure 5.17: A birdhouse kit in simulation is shown on the left. On the right are some of the pieces
constructed of lasercut poplar.
with reasonable strength. After the two pieces are overlapped, glue, nails or dowels are used to
secure them. Observe in Figure 5.17, that each piece in the kit has an additional piece, or ”lap”,
that behaves as a step on top of it. Notice how there are some pieces in which the lap overhangs off
the edge of the piece. These pieces are connector pieces, or pieces which other pieces can connect
to (observe their use in Figure 5.18. The step aids the robot during the assembly in a few ways.
The first benefit is that it helps the vacuum gripper accurately hold up a piece vertically at 90o
angle by allowing it to rest the step on the horizontal piece below or by pushing it up against an
adjacent vertical wall. Another benefit is that it provides for a larger nailing surface for the robot. It
essentially doubles the area in which the robot can shoot a nail while still penetrating the piece it is
being attached to. We use a 3/8” step, which is also the thickness of the material.
A few changes were made to the birdhouse kit after some extensive testing on the robot. First,
the material of choice was changed from Poplar to Balsa. Poplar is a very dense hardwood used in
furniture and Balsa is an extremely lightweight wood used only hobbyists and artists. For example,
a standard 6” square piece found in the kit weighs 202 grams in Poplar and 77 grams in Balsa.
While the robot was able to manipulate even the largest pieces in the kit with the vacuum gripper,
it failed to apply enough force during nailing to ensure the nail entered the second material. The
second major change we made to the kit was an increase in the standard dimension from 6” to 7”.
This change was made because the combination of the robot’s bulky pinchers and the size of the
tools made it very difficult for the vacuum gripper to hold up a piece for the nailer to attach without
64
Figure 5.18: The exploded view of the birdhouse, bh1, is on the left. Observe how a lap joint is
used to connect each pair of pieces. The assembled structure is on the right.
minor collisions occurring at some point during the process.
5.3.4.2.3 Executive Logic
For each task to be performed, the robot is given a description of the structure, the order in which
the pieces should be assembled and an inventory of pieces available. A large number of decisions
have to be made by the system before a plan can be put in place to add a piece to the structure. The
set of decisions includes:
1. piece - which piece of the available set of pieces in the inventory of the desired type
2. grasp - which grasp from the set of grasps for that piece type
3. turntable angle - what position should the turntable be rotated to when adding the piece
4. first nail - which nail in the set of nails to be added should be nailed in first
5. nailer roll angle (for each nail) - what angle should the nailer be rolled to during the nailing
of each nail such that it doesn’t collide with the vacuum gripper or structure
This problem can be framed as a constraint satisfaction problem (CSP) and at the heart of the
system’s software is the CSP solver. The job of the solver is to loop through all of the possible values
for each variable until a valid set is found. For the most part, our implementation is a clean and
straightforward brute force search, however a couple of pieces of domain knowledge were inserted
to speed up the search without ruining its completeness. An example of this is that knowing that in
65
all of our experiments, the right arm will always hold the nailer and the left arm will always grip
the vacuum gripper. Thus, we prevent a grasp from being used by the vacuum and a first nail to be
chosen for the nailer such that they are crisscrossing each other. One optimization that was made is
that motion planning isn’t performed until an initial feasibility check confirms that a set of values
is kinematically feasible and safe for the robot. Only then are the motions connecting those states
validated with motion planning (i.e. arm configuration at pickup to putdown pose). Note that the
robot doesn’t start moving until the whole instruction is processed and a valid set of decisions are
made. This prevents the robot from entering a bad state.
5.3.4.2.4 Perception
We use the ARToolKit [33] library for perception throughout this project. The ARToolKit is a
popular library capable of performing pose estimation on known fiducial markers with a single
camera. Unfortunately, from our initial testing we found that the estimated poses computed are
unstable, meaning they would float around or flip over without moving the camera or marker. To
stabilize and improve the pose estimation, we group the markers into bundles of four and each
bundle is affixed to an object of interest instead of a single marker. After the ARToolKit localizes
at least three of the markers in the bundle, we are able to compute a more accurate estimate for the
bundle pose by first computing the centroid of the set. Then we use Singular Value Decomposition
(SVD) to compute the optimal rotation between the two sets of points and then we compute the
translation between the centroids [6]. This method only works if at least three of the four markers
are visible and localized. The ARToolKit supports a maximum of 255 unique markers and given
that we used about four of them per object of interest, we came very close to finishing the entire set.
To minimize localization error due to lens distortion, after a bundle is found by the camera, the
robot’s head is moved to center the bundle in the camera frame for a more accurate reading of its
pose. Unfortunately though, even with reduced intrinsic error, the extrinsic error of the camera is
still rather substantial.
We fixed a bundle of ARToolKit fiducial markers to each item in need of detection and local-
ization. This includes the two tables, turntable and the birdhouse kit pieces themselves. Refer to
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Figure 5.19: Bundles of ARMarkers are used to localize the turntable and the work table as shown
on the left and the parts table shown on the right.
Figure 5.19 for photos of the fiducials affixed to each of the tables. Before assembly begins, a quick
scan of the workspace is performed to localize them. Before they are added to the collision model,
padding is added to compensate for the expected error.
Figure 5.20: The left image shows the work table with all of the pieces needed to construct a
simple birdhouse. The right image shows the results of the perception system at work on a
different piece layout. The detected piece type and estimated pose is visualized as a yellow overlay
over the expected piece in the camera frame. The green spheres represent the centers of the
detected fiducials.
Each side of each piece in the birdhouse kit is assigned a unique bundle of four markers except
for the triangle pieces that were given one per side (see Figure 5.20). We found that the vacuum
gripper remained effective despite the fact that the bundle paper was covering birdhouse entrance on
some pieces. To compensate for some of the localization error of the pieces, after the robot would
pick up a piece, it would hold it up directly in front of the camera and correct the yaw of the esti-
mated grasp pose. Only the yaw was corrected during this procedure because it’s extremely essential
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Figure 5.21: The blue spheres represent kinematically feasible end-effector positions for the left
arm. The arrows indicate which orientations it is capable of.
that it is mounted level to the structure or all future pieces can become horribly misaligned. Also,
other mechanisms are in place during the putdown procedure to correct for error in the estimated
position of the grasp on the object.
5.3.4.2.5 Motion Planning
Before we delved into trajectory generation, we confirmed that the PR2 is capable of performing
each part of this task without moving its base. It is future work to allow the robot to reason about
moving the base when computing a game plan for assembly. First, we did an approximate reacha-
bility analysis for the left arm to see if it’s kinematically feasible for the robot to pick up all of the
needed pieces off of the parts table. A visualization of our findings is shown in Figure 5.21. We
also confirmed that the right arm can safely work within a very close vicinity to the left arm. The
idea is that the vacuum gripper will be holding up a piece to be nailed in by the nailer. The first
one or two nails of each piece would require the support of the vacuum gripper and so we need to
confirm that the motion planner is capable of safely planning into tight spaces without self colli-
sion. In Figure 5.22, the blue poses are kinematically feasible by the right arm and the green poses
indicate end-effector poses that the motion planner successfully computed plans to from the arm’s
initial configuration off to the side.
Trajectory generation for this project includes the popular coupling of motion planning and
interpolated IK-based control of the end-effector. Motion planning is used to compute the long
trajectories and an IK-solver is used to compute the short motions required to move the tools into
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Figure 5.22: The blue poses represent kinematically feasible end-effector poses for the right arm
and in green are the set of poses the motion planner was capable of planning to from the start
configuration off to the side.
a state of collision with the world, an invalid state in the planner. For motion planning we use the
single-arm approach that we describe in Chapter 5 except we search the graph using Lazy Weighted
A* that was presented in Section 7.3. An instance of the planner is initialized for each arm at
the start of the task and is summoned as needed. Given that this task requires a lot of seemingly
repetitive motions to be performed, we supplemented each planner instance with Experience Graphs
to speed up the search [55]. Given that the world is changing (e.g. pieces are being added to the
structure), we need to validate the e-graph before each call to the planner to assure that no suddenly
unsafe waypoints are used. Post-processing of the paths is limited to shortcutting because we found
that smoothing isn’t essential.
5.3.4.3 Experimental Results
5.3.4.3.1 Real Robot
We demonstrated successful assembly of a simple birdhouse by the PR2. The design of the bird-
house, known as bh1, includes 6 pieces of wood and 12 nails. To get an idea the robustness of
the system, we had the robot assemble four more (see Figure 5.23). The average assembly time is
approximately 20 minutes.
A series of difficult problems arose during the experiments on the real robot. The biggest chal-
lenge experienced during this project is the imprecision of the arms and cameras. We found that the
end-effector can be up to 3cm off from a desired pose computed by the perception pipeline. This
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Figure 5.23: In an effort to test the robustness of the system, we had the robot assemble five copies
of bh1. Shown above are three of them.
large amount of error required us to implement local pose correction libraries, a piece alignment be-
havior, visual confirmation, and nailgun alignment behavior. Details of these complex components
will be included in a publication to follow.
Another problem we faced, was that while the maximum payload specified by the robot’s man-
ufacturer, Wilow Garage, is 4lbs per arm, we found that the right arm struggled to lift our 3lb nailer
to approximately the height of the robot’s tilting laser scanner. Thus, the structures that could be
assembled by the robot were limited to about 8 inches in height, or a birdhouse with one floor. Also,
our robot can’t reliably nail the roof to the tops of the walls so unfortunatly, the roof was attached
with velcro instead.
instruction mean prep. std prep. mean exec. std exec. mean total std total
(piece) time(s) time(s) time(s) time(s) time(s) time(s)
1 17.8 5.1 24.1 0.6 51.3 4.9
2 11.1 1.6 256.6 21.8 270.2 22.1
3 9.5 1.7 259.6 30.0 271.6 30.4
4 20.1 15.4 264.9 30.5 287.6 45.7
5 11.3 2.7 256.0 12.3 269.7 13.7
6 16.7 3.1 32.5 2.2 51.7 2.4
sum 86.5 29.6 1093.7 97.4 1202.1 119.2
Table 5.3: The breakdown of the time spent on each instruction during the birdhouse assembly by
the real robot. Refer to Table 5.4 for a description of the fields. On average total time spent on all
six instructions is 19 min and 8 sec.
A breakdown of the assembly time into time spent on the preparation and on the execution of
each instruction is shown in Table 5.3. Refer to Table 5.4 for a description of each time period.
Note, the first and last instructions are the quickest to execute because the first piece requires the
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field description
prep. time
’Preparation time’ includes scanning the parts table to find the piece needed for this step,
running the CSP solver, generating all trajectories (including interpolated IK and planned
paths) and shortcutting planned paths.
exec. time
’Execution time’ includes executing all motions to rotate the work table, to pick up the
piece, perform visual confirmation, move the piece to the work table, execute the piece
meshing behavior, install all nails (using nail alignment behavior), and return each arm to
its home configuration.
Table 5.4: A description of the fields in Table 5.3.
simple putdown of the base piece on the turntable and the last instruction involves aligning the roof
piece with the structure and then lowering it down so that the velcro latches. On average, the total
time taken by the CSP solver for all size pieces is 86.5 seconds, or 7.5% of the entire assembly time.
The lion’s share of the assembly time, 17 minutes and 17 seconds, or 90.3%, is spent executing
instructions two through 5 and most of it is the execution of the the nailer and piece alignment
behaviors to perform those instructions. If instead of the PR2, a more precise manipulator is used,
the assembly time would be drastically reduced, especially if the arm was faster as well.
5.3.4.3.2 Simulation
To evaluate the robustness of the entire system, we ran a set of experiments in simulation in which
the robot assembled birdhouse designs of varying complexity in the number of pieces and nails
required. The set includes the six designs shown in Figure 5.24 that range from 6 to 12 pieces and
12 to 40 nails. For each design, we initialized the pieces on the inventory table with 10 different
piece layouts to sufficiently test the robustness of the system. In total, we ran 60 experiments in
simulation.
Table 5.5 presents the motion planning performance of two planners for each arm of the robot.
First they show the performance of our single-arm planner and then they show the results of the
single-arm planner when bootstrapped with prior experience which includes a set of paths computed
for a previously planned birdhouse. The results demonstrate the impressive speedup (almost 2x for
the vacuum gripper) that planning with e-graphs provides [55]. However, note that the speedup
comes up at a cost in solution quality because the planner’s preference is configured to maximize
the reuse of cached path segments because faster planning is prioritized over path length. Note, that
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(a) 6 pieces, 14 nails (b) 12 pieces, 40 nails (c) 6 pieces, 18 nails
(d) 5 pieces, 14 nails (e) 11 pieces, 36 nails (f) 5 pieces, 12 nails
Figure 5.24: The six different birdhouses constructed in our simulation experiments and the
number of pieces and nails required for each.
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this application is the perfect use case for a multi-query planner, such as the pairing of our planner
and e-graphs, because depite the fact that each product to be assembled may be different, the tasks
needed for assembly are generally repetitive in nature (i.e. parts are found on the parts table and
must be brought to the work table to be attached).
arm & planner planning % from joint wrist tool
combination time(s) expansions shortcut motion(rad) motion(m) motion(m)
[ left] Our planner 0.43 32.96 0.00 2.89 0.62 0.67
[ left] Our planner w/ Experience Graphs 0.23 10.35 0.87 3.61 0.64 0.74
[right] Our planner 0.45 53.12 0.00 2.02 0.61 0.74
[right] Our planner w/ Experience Graphs 0.41 44.36 0.53 2.26 0.62 0.76
Table 5.5: Motion planning performance for each arm in the simulation experiments.
5.4 Extensions
5.4.1 Maximizing Smoothness during Planning
It’s very common in manipulation that smooth motion by the arm is desired; however, depending
on the set of motion primitives used, the planner can produce paths with noticeable discretization
artifacts. In [12], an approach to maximizing smoothness during planning is accomplished via a
soft cost placed on changing joint velocities. The main contribution of the smoothing element in
the planner is the efficient way the joint velocities are stored in each state. A description of the
smoothing element is as follows.
In [12], a state s is defined as an n + 1-tuple (θ0, θ1, θ2, ..., θn,m) for a manipulator with n
joints. In this definition, m represents the index of the motion primitive used to reach the state s.
This additional variable is used to maximize smoothness. The cost function is designed to minimize
the path length, maximize path smoothness and maximize the distance between the manipulator and
the obstacles around it. The cost of traversing any transition between states s and s′ in graph G can
therefore be represented as c(s, s′) = ccell(s′) + waction ∗ caction(s, s′) + wsmooth ∗ csmooth(s, s′).
The latter cost terms are weighted with waction and wsmooth. The weights can be chosen by the
user to govern the amount of smoothness desired. A larger wsmooth results in a smoother path at the
expense of optimality in the length of the path.
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The smoothness cost, csmooth(s, s′), is used to penalize edges in the graph that correspond to
choppy motions in the trajectory. One way to implement this cost would be to add the velocity
of each joint to each state in the graph G. Then, for a 7 DOF arm, instead of planning in a 7D
state space, (θ1, θ2, ...θ7), we would have to plan in a 14D state space; that is, each state would
be defined as (θ1, v1, θ2, v2, ..., θ7, v7). This is a dramatic increase in the dimensionality of the
problem. Instead, we augment each state with a single variable m which represents the index of
the motion primitives that connects the previous state with the current. This is only possible when
only static motion primitives are used. The smoothness cost, csmooth(s, s′), is a cost applied to
the change in velocities between states s and s′. The magnitude of the change in velocities can be
represented by,
∑n
i=0 (vi(s)− vi(s′))2 where vi are the joint velocities. The joint velocities of a
state are determined by the motion primitive index m.
In practice, we found that a simple deterministic shortcutting routine performed on the computed
path as a postprocessing step is a far faster means of reducing the choppiness in the path than
planning with an additional variable in the state space. However, a complete study comparing the
smoothness of the solutions generated with and without the motion primitive index has yet to be
performed. The addition of adaptive motion primitives in [13] caused us to remove the smoothness
variable from the framework because the additional variable requires that only predefined primitives
be used.
5.4.2 Elbow Heuristic
As mentioned in Section 4.6, scenarios exist in which the heuristic may guide the search towards the
goal in a way that is infeasible for the robot. An example is shown in Figure 4.5. In this figure it can
be seen that the least-cost path from the start configuration leads the end-effector around the far side
of the tabletop towards the goal. Considering the length of the manipulator and its kinematics, such
a path is impossible for the end-effector to follow. In such a case, hBFS will misguide the search
considerably. A more effective search would require a combination of hBFS and some additional
kinematic information. In [13] we proposed a solution in which we combine hBFS with a second
heuristic we called helbow. For a given state, helbow represents the shortest path from the current
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Figure 5.25: Given a shoulder pan angle, the upper arm is constrained to move in a vertical plane
containing the shoulder link creating a vertical circle with the horizontal axis.
pose of the elbow link to any of the feasible poses where the elbow can reside while keeping the
end-effector at the goal pose. The intention of the additional heuristic is to act as a leash on the
search. As hBFS leads the end-effector towards the goal pose, helbow is simultaneously guiding the
elbow towards the nearest valid elbow position such that the end-effector can feasibly reach the goal
pose, preventing the search from heading in a direction kinematically-infeasible by the robot arm.
Since the shoulder position is fixed and the lengths of the arm links are known, we can solve
for the complete set of possible elbow locations, Egoal, such that the end-effector satisfies the goal
position constraint. The purpose of helbow is to drive the elbow towards the closest point e ∈ Egoal.
helbow is computed in the same way as hendeff , using a 3D breadth first search to compute the cost
of the least-cost path from the elbow coordinate, (x, y, z) at state s to the closest e ∈ Egoal while
accounting for obstacles in the path. Given that the workspace of the elbow is usually much smaller
than that of the end-effector, hBFS is quicker to compute than hBFS .
The following paragraphs discuss the computation of the locus of elbow points for a three link
manipulator1 such as one of the arms on the PR2 or the Barrett Arm. In short, the locus of points
can be solved geometrically by computing the intersection of a circle with a sphere.
See Figure 5.25, which shows a sketch of the PR2 arm. SH indicates the shoulder link, UA the
upper arm and FA the forearm. θSH represents shoulder pan, and is only a subset of (0o, 360o), due
1Three links not including the end-effector. A link connecting the shoulder pan and shoulder pitch joints, the upper
arm link and the forearm link.
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Figure 5.26: Elbow locus for end-effector goal position constraint (0.60,-0.40,0.8).
to joint limits. The point G represents the end-effector goal position, and the sphere S, centered at
G with a radius equal to the length of the forearm, represents the locus of all geometrically-feasible
elbow positions E.
Now, given θSH , UA is constrained to move in a vertical plane containing SH . The locus of the
elbow is then a vertical circle V , with the horizontal axis as shown. Since our aim is to find elbow
positions such that the end-effector is at G, we need to compute the intersection of V and S. Given
SH as shown in Figure, this intersection results in two elbow positions, namely E1 and E2. Note
that there are many θSH such that the corresponding circle V and the sphere S do not intersect.
Together, a collection of elbow points such as E1 and E2 for all θSH within joint limits forms the
elbow locus.
In Figure 5.26, we compute Egoal for the end-effector goal shown in black. Egoal is filtered to
eliminate points that violate joint limits, those which put the arm in collision, and those which make
it impossible for the goal orientation to be attained while keeping the wrist flex joint angle within
its limits. In the figure, blue and red points are elbow positions rejected due to upper arm roll joint
limits and shoulder lift joint limits, respectively, whereas green points represent acceptable elbow
positions. A similar analysis can be carried out with other robot arm structures as well.
Each of the heuristics have strong and sometimes complementary benefits. We combine them
by constructing a new heuristic that, for each state s, returns the value h(s) = max(hendeff (s),
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helbow(s)). Since both hendeff (s) and helbow(s) are admissible and consistent, the combined heuris-
tic is also admissible and consistent [53]. Experimentation confirmed the utility of the combined
h(s) as described above, however it is more efficient to use h(s) = hendeff (s) + helbow(s). While
the summation of the heuristics is not admissible, it is inadmissible by a factor of at most two and
can therefore be shown to provide a bound on the suboptimality of the paths returned by a factor of
two [53].
In the problematic situations, the sum of the two heuristics is very successful in avoiding the
large local minima, however, the combination can be detrimental to the search when the situation
does not exist (e.g. can oscillate between them). In general, we don’t use it because we found
that the problem it solves doesn’t occur often in practice. If certain obstacle configurations were
common or an arm is used with a larger workspace then it could become a required addition. It is
future work to determine how to combine the heuristics more effectively when the problem does not
exist.
5.5 Conclusion
In this chapter we presented an application of our framework to single-arm path planning. For this
problem, little modification of our framework is needed. A manipulation lattice graph is constructed
where each state represents a set of joint positions of the arm. In this application we supplemented
the static motion primitives with two types of adaptive motion primitives, ampik and ampos. The
application relies on the 3D BFS-based heuristic to guide the anytime graph search to generate
solutions quickly, as well as provide theoretical guarantees on the completeness, consistency and
provides a bounds on the suboptimality of the solution cost, under state space and action space
constraints. We tested the planner by performing experiments on the arm(s) of the PR2 in simulation
and on the actual robot.
The performance of the planner in simulation is presented in four different common scenarios in
Section 5.3.2. We compared our planner to RRT-Connect and RRT*, two common sampling-based
approaches. We found that while RRT-Connect is the fastest, our planner demonstrated sub-second
planning times across the board and is faster than RRT* except for in the tabletop scenario. Once
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again, if we ignore the tabletop scenario, the first solutions produced by our planner are of shorter
path length than both sampling-based planners and often by a large margin. When given 60 seconds
to improve the path, we found that the final solutions produced by ARA* are between 15%-70%
shorter than those found by RRT* after a minute of planning.
We demonstrated our single-arm planner on two common applications in the manufacturing do-
main. The first one is the high-speed pick-and-place of a variety of moving objects off of a conveyor
belt. We found that the planner took 0.5 seconds on average to compute a plan across all pickup and
putdown planning requests. The system was capable of performing one pick-and-place task every
6.7 seconds with an 87% success rate. We estimated that during the final tweaking of the system,
the robot performed over 3,000 pickups. The second application is the autonomous assembly of a
variety of small objects such as birdhouses, mailboxes or tool boxes. Using our planner, the actual
robot built five birdhouses with an average assembly time of 20 minutes. Simulation experiments
included the assembly of six different birdhouse designs, some of which were extremely complex.
We found that the planner had an average planning time of 0.43 seconds and can be decreased to
0.23 seconds at the loss of some solution quality if the planner is coupled with e-graphs [55].
To date, we have tested our single-arm planner on five different 7 DOF arms and are aware of
three companies that use it in house or in a product.
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Chapter 6
Application of Framework to Dual-Arm
Planning
Dual-arm manipulation is an important skill for a robot to have given that many of the objects we
interact with on a day to day basis are too heavy to be lifted by a single arm or are too large to grasp
with one. Many dual-arm tasks come with a natural requirement that the object be kept upright
throughout the entire path, such as carrying a tray with food or drink on it. In this section, we apply
the framework presented in Chapter 4 to motion planning for dual-arm manipulation with an upright
constraint. While the entire execution of finding the object, picking it up and placing it elsewhere is
comprised of multiple components, we are focusing on the motion planning component of the task,
i.e. the computation of collision free paths for moving the object from a start pose to a goal pose
while maintaining the initial roll and pitch of the object.
Motion planning for dual-arm manipulation is inherently a constrained task. The act of holding
an object with two hands naturally implies a constraint where the two end-effectors of the arms have
to maintain a relative configuration with respect to each other. The rigidity of the grasp determines
how much the end-effectors can move with respect to each other. We assume that the end-effectors
are fairly constrained in moving relative to each other, i.e. the grasp being executed by the two arms
is fairly rigid. We now discuss slight modifications to the general design proposed in Chapter 4.
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6.1 Manipulation Lattice Graph
In Chapter 5 we presented our method of planning for single-arm manipulation in which we rep-
resented the configuration space of the arm in joint space. Thus, if we needed to plan motions for
a robot arm with seven joints, it would result in a graph with seven dimensions. The combination
of informative heuristics, anytime graph search and adaptive motion primitives addressed the high
dimensionality of the state space. However, if we were to construct a graph in the same way for
dual-arm planning then we would end up with a 14 dimensional state space and the three key com-
ponents would become less effective. Fortunately though, we can exploit the natural dimensionality
reduction that stems from the two constraints we mentioned above - the constraint arising from the
dual-arm grasp on the object and the upright orientation constraint. We will illustrate our approach
for the dual-arm PR2 robot where each arm has 7 degrees of freedom.
Given the global pose of the object and the positions of one degree of freedom in each arm,
we can compute the complete configuration of each arm. That is, there is a one to one mapping
between the 14 dimensional joint space of the two arms and the 8 dimensional space represented
by the object pose and two free angles (one for each 7 degree of freedom arm), represented as
(x, y, z, roll, pitch, yaw, θ1, θ2). When an upright orientation constraint is considered, the repre-
sentation can be reduced further to 6 dimensions, (x, y, z, yaw, θ1, θ2), because the roll and pitch
of the object are fixed at zero throughout the path. This representation enables us to plan by con-
structing the graph in 6 dimensions. The 6 dimensional states can be mapped back to the full 14
dimensional space whenever required, e.g. for collision checking.
Similar to our approach for the single arm, we use a manipulation lattice graph here as well.
The states in S are the set of possible (discretized) 4D poses of the object coupled with the joint
angles of one joint (chosen to represent the redundancy) in each arm. That is, we define a state s
as a 6-tuple, (x, y, z, θyaw, θ1, θ2) where (x, y, z) describe the global position of the center of the
object, θyaw is the object’s global yaw angle and θ1, θ2 are the joint positions of the redundant joint
in the right arm and the left arm, respectively. Refer to Figure 6.1 for a visualization of the 6-tuple
for the PR2 robot. Note that as mentioned in Chapter 5, we dynamically construct the graph during
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Figure 6.1: The six degrees of freedom in the state space.
the graph search because pre-allocation is infeasible for the 6 dimensional graph. In this domain
we define a motion primitive as a vector of translational and rotational velocities of the object in the
global frame combined with the velocities of the two redundant joints. Each motion primitive again
has a duration of 100 ms.
Before a successor of state s, s′ can be added to the graph it must be checked for feasibility,
i.e., we check that joint configurations for both arms exist within the joint limits and are collision
free. We use an inverse kinematics solver to compute joint configurations for each arm that sat-
isfy the state’s coordinates. If a solution is found for each arm, then we can check if the state is
valid, i.e. forward simulate the motion of both arms corresponding to linear interpolation between
configuration in s and the solutions returned by IK and then check for collisions.
During the expansion of a given state s, it is not uncommon for the inverse kinematics solver
to fail when computing a solution for one or both of the arms when determining the feasibility
of a potential successor, state s′. If that occurs, then rather than just reject the invalid successor
completely, we search over the redundant joint space for that arm for a valid joint configuration
that satisfies the (x, y, z, yaw) component of s′. If a solution exists, then we generate an adaptive
motion primitive that is essentially defined as the action that was used to reach the invalid state s′
except it has a new value for θ1, θ2 or both. This results in a successor state, s′′, whose coordinates
represent the same object pose as the coordinates of s′ but with a possibly new value for θ1, θ2 or
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both.
6.2 Heuristic
In the heuristic we used for single-arm planning, we represented the end-effector as its inner sphere
during the computation of the BFS. The same heuristic can be used here as well but given the
upright constraint, we can modify it to make it more informative. Instead of modeling the object as
a sphere when performing the 3D breadth first search, we instead model it as a cylinder, or a stack
of cylindrical discs, because we are constraining the object from rolling or pitching. The radius of
the cylinder at a given z height, is the radius of the inner circle of the object at height z, i.e. the
circle centered at the geometric center of the object (in the xy plane) at height z, with the largest
radius such that it is completely contained within the object footprint.
To compute the heuristic, we iterate through n height levels of the object and for each, we create
an inflated xy plane of the map. Then on each call to the heuristic function, h(x,y,z), we check if
cells (x,y,z),(x,y,z+1), ... ,(x,y,z+hobject) are collision free. A detailed example can be found in
Figure 6.2.
Modeling the object as a cylinder is significantly more informative than using an inner sphere
when the object’s dimensions are not similar along each axis, e.g. a tray which is very wide and flat.
The heuristic is then capable of guiding the search through tighter spaces, e.g. when manipulating
a tray between two shelves of a bookshelf.
We use the radius of the inner circle along the xy-plane of the object so that the heuristic is
admissible, meaning that it underestimates the cost-to-goal for any full-dimensional state with given
(x, y, z) of the object. Needless to say it does not mean that if a feasible 3D path exists from the state
to the goal then a feasible motion plan exists to manipulate the object to the goal. It is interesting to
note that using the radius of the outer circle may be much more informative when guiding the search
especially when the inner and outer circles differ by a large amount. However, using the outer circle
to compute heuristics sacrifices the completeness of the planner, i.e., the planner may not find a
solution even if one exists. Initial results can be found in Section 6.4 and a longer discussion can be
found in Section 4.6.
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(a) z = 0 (b) z = 0, inflated
(c) z = 0, z = 1, z = 2, inflated
Figure 6.2: The obstacles are shown in black and the inflated cells are red. The radius of the inner
circle of the object is 1 cell and hobject=3. Upon a lookup for h(x,y,z), h(x,y,z), h(x,y,z+1) and
h(x,y,z+2) must be checked to determine if h(x,y,z) is a valid state.
6.3 Experimental Results
6.3.1 Experimental Setup
Kinematic constraints of the arms, the size of the grasped object and the positions and orientations
of the grasps result in a very tight feasible workspace for dual-arm manipulation. In cluttered envi-
ronments, the workspace for dual-arm manipulation is even smaller. To generate benchmark tests
in this domain, we manually picked start and goal poses for the object, by generating inverse kine-
matics (IK) solutions corresponding to them and checking that the solutions are collision free. We
conducted twelve experiments that were inspired by practical manipulation scenarios in four differ-
ent cluttered environments with five different objects. All twelve experiments were implemented in
simulation first and then on the PR2 robot itself. Figure 6.5 shows the different simulation environ-
ments. The obstacles are in purple and the collision model of the manipulated objects can be seen
in cyan. Stills of the robot during the actual experiments on the PR2 can be seen in Figure 6.4.
For all of our dual-arm experiments, we used a set of 32 static motion primitives. The set
includes 26 motions in which each one translates the object one cell in the direction of one of the
edges in a 26-connected grid. Our set also includes four motions that rotate the redundant joints.
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Each one of these motions rotates one of the two redundancies in either direction. Lastly, our set
includes two motions that just yaw the object in the world frame. While this set of very basic motion
primitives does provide a dense coverage of the workspace, in the future we plan on researching
methods of constructing motion primitives that are smooth, dense and efficient. A summary of the
motions can be seen in Figure 6.3.
(a) xyz (26) (b) θ1, θ2 (4) (c) θyaw (2)
Figure 6.3: The set of 32 static motion primitives we used during our experiments.
Figure 6.4: Shown here are four of the experiments that were run on the PR2.
6.3.2 Performance Benchmarks
The results of the simulated experiments are shown in Table 6.1. In all of the runs the planner was
initialized with an ε = 100 and was given 15.0 seconds to generate a more optimal solution if time
permitted. The ε of the final solution found is listed in the third column. The planning times include
the time it takes to compute the heuristic. The resolution of the object’s pose is 2cm for the position
and 5◦ for the yaw of the object as well as 2◦ for both of the redundant joints. All of the tests require
that the planner computes a path to a 4D pose constraint for the object with a tolerance of 5◦ in
the final yaw of the object and a 2cm tolerance in the position of the object. We do not require the
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redundant joints to reach the goal at specified joint angles.
Figure 6.5: Clockwise from top left: stick around a pole, wood board in bookshelf, tray with wine
glasses under a table, tray with wine glasses through narrow passageway and tray with a scotch
glass in bookshelf.
Time until Expands. until Expands. until
Trial First Soln. (s) First Soln. εfinal Final Soln.
1 0.31 182 3 8,161
2 0.15 76 3 7,584
3 0.33 182 3 6,265
4 2.01 544 5 5,021
5 1.07 379 4 7,991
6 0.98 432 4 6,445
7 14.88 6,773 100 6,785
8 0.56 31 3 6,714
9 0.57 34 3 5,960
10 1.06 322 5 4,932
11 0.14 62 3 7,344
12 0.13 68 3 6,437
Table 6.1: Results from 12 simulated trials.
In addition to the trials performed in simulation, we ran a set of tests on the real robot. Dur-
ing the experiments, the planner was executed onboard the robot computers. The planning times
and number of expansions can be found in Table 6.2. An ε = 30 was used to plan and the first
solution found was executed. Note, the radius of the inner circle was used to compute the heuristic
in all of the runs. The executed trajectories were generated only by parameterizing (in time) the
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paths generated by the planner. No smoothing operations were performed on the paths themselves.
We observed short jerky motions at the start of each trajectory but to the best of our knowledge,
they didn’t arise from the nature of the planned paths but were hiccups produced by the low-level
controller.
Our trials on the real robot were a reminder that while the trajectories appear to be reasonably
smooth in the workspace of the end-effectors, they may not be smooth in the joint space of the
arms. We believe it’s a result of the fact that we are allowing IK to search over the full range of the
mechanical limits of the redundant joints without applying an additional cost on the joint motion.
If less erratic motion is desired in the upper arm roll joints of the PR2, then an additional transition
cost could be used.
Planning Time(s) Expands.
Backgammon 1 1.03 523
Backgammon 2 0.61 357
Wall 1 9.28 1,710
Wall 2 2.59 619
Table 1 0.38 39
Table 2 0.38 36
Table 3 0.36 39
Table 4 0.34 36
Table 6.2: Results from 8 trials performed on the real robot. The first solution found was executed.
6.4 Discussion
Earlier we noted that while the radius of the inner circle of the object in the xy-plane is used when
computing the heuristic, the search could be sped up by using the radius of the outer circle at the
loss of the guarantee on the completeness of the search. Table 6.3 shows the results of the same
set of experiments using the radius of the outer circle to compute the heuristic. The statistics do
in fact verify the predicted speedup and without failures for this particular set of experiments. We
plan to examine the incorporation of this informative heuristic, without sacrificing guarantees on
completeness, in greater detail in future work.
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Time until Expands. until Expands. until
Trial First Soln. (s) First Soln. εfinal Final Soln.
1 0.39 31 2 7,758
2 0.32 43 2 6,089
3 0.4 29 2 5,517
4 0.79 145 3 5,977
5 0.98 208 3 6,527
6 0.28 26 2 6,368
7 2.16 516 3 6,290
8 0.5 40 3 6,454
9 0.52 38 3 6,027
10 12.16 1,996 4 2,961
11 0.07 38 3 7,015
12 0.12 68 3 6,703
Table 6.3: Results from 12 simulated trials in which hobject was computed for a sphere with the
radius of the outer circle of the object (in the xy-plane).
6.5 Conclusion
In this chapter, we presented to application of our framework to dual-arm object manipulation with
an upright orientation constraint. The two contributions of the dual-arm application to our frame-
work are the compact graph representation and the additional information we can extract from the
BFS-based heuristic when an upright orientation constraint is required. First, the compact graph
comes from a deviation of the framework through the observation that a one-to-one mapping exists
between the 14D joint space and the 6D combination of the constrained object pose in workspace
and the positions of the two redundant joints. Second, by representing the object guided by the
heuristic as a cylinder instead of a sphere, a much more accurate cost-to-goal is computed for ob-
jects with lopsided dimensions such as a flat try or a long pole.
In Section 6.3 we showed that our method can efficiently plan dual-arm motions in less than two
seconds in over ninety percent of our runs. Similar to the application to single-arm planning, our
algorithm relies on an anytime graph search to generate initial solutions quickly, as well as provide
theoretical guarantees on completeness and consistency, and provide a bound on the suboptimality
of the solution with respect to the graph used to represent the planning problem. We believe that
the upright constraint on the object is a very practical one and it covers many of the dual-arm
manipulation scenarios found in the home and in other human service tasks. Our experiments on
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the PR2 showed the ability of the planner to handle real-world cluttered manipulation scenarios and
its ability to generate motions that can be executed on the robot with minimal post-processing.
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Chapter 7
N-Arm Motion Planning for Single-Arm
Manipulation
Until now, the primary focus of our previous work has been on motion planning for robotic arms.
Chapters 4, 5 and 6 presented our method of generating joint level trajectories to move one or two
end-effector(s) from one pose to another. In this section, we present our approach to moving an
object from one location in the world to another. More specifically, planning for the entire action
required to relocate an object from one pose to another. Unlike the dual-arm planner, which requires
the object to be rigidly grasped before planning, the planner presented here generates an entire plan
to manipulate an object including which arm and grasp to use for the pickup and for the putdown
and the logistics of potentially required transfers between grippers.
7.1 Overview
Robotic arms often share a common workspace. Examples range from dual-arm manipulation plat-
forms designed for household scenarios to factory floors equipped with dozens of industrial ma-
nipulators performing automated assembly (Figure 7.1). Yet, despite sharing heavily overlapping
workspaces, these arms are frequently treated as independent entities, each arm performs its task
independently and collaboration between the arms is minimal. On the other hand, effective cooper-
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ation between these arms can dramatically increase their productivity and overall cost-effectiveness.
For instance, they can share common tools by passing them to each other when necessary, they can
lift heavier object using multiple arm support and they can pick up assembly parts from remote
locations and pass them to the arms requiring them for the assembly. For many of these tasks, one
of the key requirements is the ability to plan arm motions that relocate an object from one location
to another in the workspace spanned by the N-arm robotic system.
This planning problem is challenging for several reasons. First, it requires reasoning over which
arms and in which order should manipulate the object. In the simplest scenarios a single arm may
be able to relocate the object. In other scenarios, all N arms may potentially be involved if the object
is relocated from one end of the workspace to the opposite end. Furthermore, sometimes, the same
arm may have to regrasp the object several times with the help of another arm in order to grasp
the object in a way that allows the arm to place the object at the goal with the desired orientation.
Second, the planning problem also involves computing valid locations for each of the handoffs
between two consecutive arms. Figuring out these locations is non-trivial because the environment
can be cluttered and the object itself can be a large object. Finally, the planner also needs to consider
different possible grasps and plan these grasps in a way that allows for the successful sequence of
handoffs.
Our approach exploits the characteristics of this problem in order to construct a planner that
addresses these challenges within a single search. In particular, we introduce a compact representa-
tion of the planning problem, develop a heuristic graph search algorithm that exploits the fact that
some of the computationally challenging operations can be postponed and show how an effective
heuristic function can be derived. We analyze our approach experimentally on a number of simu-
lated examples ranging from a 2-arm system operating at a table to a 3-arm system working at a bar
and to a 4-arm system in a factory setting.
7.2 Problem Definition
The problem is to move an object from a start pose to a goal pose in SE(3) without colliding with
obstacles in the environment. The object can only be moved by an arm that is currently grasping it.
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Figure 7.1: Shown above are multiple arms operating on the same car in a common factory
scenario. Despite sharing heavily overlapping workspaces, industrial arms are used quite often as
purely independent workers.
We are given a set of manipulators in the environment that can be used to move the object. Note
that the set can contain different manipulators each with a different number of joints. We are also
given the list of valid grasps for the object. The planner has to find a joint space plan for all the
arms that results in moving the object from its start to goal pose where neither the object nor arms
collide. This plan can include “handoffs” which allows the object to be transferred from one arm to
another. Additionally, it is desirable to find a path that is reasonably short and smooth.
7.3 Algorithm
The full dimensionality of this problem is immense as it includes all the degrees of freedom for each
arm as well as the 6D pose of the object. When planning for large numbers of arms as we might
find in a factory this representation simply doesn’t scale. One of key insights to our approach is
that for the vast majority of scenarios only one arm is relevant at any given point in the movement
of the object, except during a handoff where the configurations of two arms matter. Our novel
representation plans for the 6D pose of the object floating through space while ensuring there is a
“support arm” at each pose.
Our problem has both discrete and continuous components. The discrete component is finding
the sequence of arms and grasps needed to support the object throughout its motion. The continuous
problem comes from the manipulators and object moving through a continuous configuration space.
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Our algorithm uses a search-based planner (a variant of A*) which plans on a graph. Such planners
excel at discrete problems [26] as graphs are inherently discrete and can use informative heuristics
to focus the search toward the solution. In our problem, we use the heuristic to estimate the solu-
tion to the discrete problem of finding the sequence of arms used to transport the object. Search
based planners have also been shown to perform comparably to their sampling-based counterparts
in continuous planning problems such as manipulation [11]. Graph search approaches also makes
it easy to handle path constraints (e.g. holding a pitcher upright), as well as goal sets or regions
(e.g. place the object anywhere on the table). A search-based planner is a natural choice for this
problem as it seamlessly combines the discrete and continuous parts of the problem. In our prob-
lem we will be planning for the object with a heuristic that guides the path of the object through
the appropriate sequence of handoffs. Finally, in our planner, many of the possible actions will be
expensive to evaluate. The main planner can actually call a single arm motion planner to determine
the possibility and cost of a handoff motion. To reduce the overall planning time, a lazy variant
of the popular weighted A* algorithm is presented in order to postpone expensive evaluations until
they are absolutely necessary.
7.3.1 Notations and Assumptions
In order to reduce the dimensionality to something manageable and scalable, only the arm currently
supporting (grasping) the object is used in our representation. To plan safely in the presence of
the other, non-supporting arms, we assume that when an arm is not in use it is in a known “safe
configuration”. Note that a set of safe configurations for each arm can be used as well.
We will be using a substantial amount of graph search notation:
• G(S,E) is a graph where S is the set of states in the graph andE is the set of edges connecting
pairs of vertices in V .
• sstart is the start state.
• sgoal is the goal state.
• c(u, v) is the cost of the edge from vertex u to vertex v.
• g(s) is the cost of the cheapest path from the sstart to s found by the algorithm so far (we will
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sometimes write g-value).
• g∗(s) is the optimal (minimum) cost from sstart to s
• h(s) is a consistent heuristic. It provides an underestimate of the distance to the goal and
satisfies the triangle inequality.
7.3.2 Representation
We represent the planning problem with a graph. Since we are assuming that all arms not currently
supporting the object are in their safe configurations, a state only needs to contain information
about the pose of the object and the arm supporting it. There are 6 dimensions for the position
and orientation of the object. There is also one variable representing the arm that is supporting the
object and one for the grasp it is using. These two dimensions are just indices since we are given a
finite lists of arms and grasps. Finally, while this is enough information to know where the gripper
of the supporting manipulator is, for many manipulators this doesn’t map to a single set of joint
angles. There are often many solutions for a particular end-effector pose. These manipulators can
have this redundancy captured by a set of “free angles”, denoted below as φ0, . . . , φm. For example,
in our experiments we use PR2 arms which have 7 degrees of freedom. An end-effector pose can be
mapped to a set of joint angles given one free angle (in this case the upper arm roll joint). Formally
a state vector is defined as:
[xobj , yobj , zobj , rollobj , pitchobj , yawobj , armid, graspid, φ0, . . . , φm]
Edges in a graph connect pairs of states and represent the motions of one or more arms in the
transition. We call these edges “motion primitives”. Motion primitives are actions that can be
applied at any state in the graph to generate neighboring states. Most of our motion primitives in-
volve moving the object while using the same support arm. There are motions for modifying the
object position and orientation state variables by small amounts. There are also motion primitives
for changing the support arm free angles. All of these motions are computed by running inverse
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kinematics with the new object pose or free angle. The motions are then collision checked by inter-
polating between the two states. Our representation assumes a fast inverse kinematics method for
all manipulators considered by the planner. For most arms, a generic freely available inverse kine-
matics library, such as IKFast [15] or KDL [65] is sufficient. Note, that the “free angle” variables
do not have to correspond to specific joint angles, but rather represent the degree of freedom of the
redundancy. While our experiments were performed on 7 DOF arms, we believe that it can be used
with higher degree of freedom arms by adding additional dimensions.
The last kind of motion primitive is to switch supports. To do this a newly selected arm must
move from its safe configuration to the newly selected grasp and then the previous support arm has
to move back to its safe configuration. These motions can be quite complicated so we call an arm
planner for a short period of time to check for feasibility. The planner we chose to use is also a
search-based motion planner [11]. The planner is called both to get the new support arm to the
object, but also to return the old support arm back to its safe configuration. Evaluating this edge
is very expensive since another planner needs to be called twice. In the next section we provide a
solution to this expensive evaluation time.
7.3.3 Search
Our algorithm is search-based planner rooted in A*. All of these planners run on graphs which
are discrete in nature. When planning for a manipulator which exists in a continuous configuration
space, the space is discretized onto a grid. The objective of A* is to find an optimal path (sequence
of edges) in the graph that connects a start state sstart to a goal state sgoal. A* does this by repeatedly
expanding the state in OPEN with the smallest f-value, defined as f(s) = g(s) + h(s). OPEN
is the list of states that have been discovered by the search but haven’t been expanded yet. An
expansion means to generate the state’s successors and put them in OPEN . A state only needs to
be expanded once.
Our algorithm is a variant of Weighted A* [60]. Weighted A* inflates the heuristic component
of the f-value by ε > 1 causing the search to be more goal directed and find solutions significantly
faster than A*. Weighted A* is not optimal but is guaranteed to return a solution no worse than ε
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times the optimal solution cost even if each state is expanded at most once [44].
When planning in high-dimensional problems the graph is too large to compute up front and is
instead generated as the search progresses. One of the characteristics of our problem is that some
edges in our graph are far more expensive to validate than others. In particular, determining if the
object can switch support arms requires two calls to an arm planner. Additionally, most states have
the option to transition to more than one arm for several different grasps. Expanding a state in
the usual fashion, i.e. generating all successors and putting them in OPEN would result in each
expansion taking a huge amount of time. Under this traditional approach most handoffs will get
computed but since they don’t actually get the object closer to the goal (compared to a motion with
the same arm which moves toward the goal) the planner will never expand them. This is a massive
waste of computation time.
We propose a lazy version of Weighted A* which fully evaluates edges only when the planner
intends to use them. This is done by giving the edge an optimistic value for its cost and putting
it in OPEN We say this edge does not have its true cost. Then, only when the state is selected
for expansion, do we evaluate the edge (in our domain this involves calling arm planners to switch
support arms). After the edge it evaluated we may find that it is invalid, in which case we throw
it out. If it is valid then we now know the edge’s true cost (and it’s probably more expensive than
our optimistic guess) so we put it back into OPEN and when it comes out the second time, it will
actually be expanded and will generate successors of its own.
LazyWeightedA* shows our lazy version of weighted A*. One of the most important differences
is that a state can actually have several copies of itself in OPEN with different parent states. This
isn’t required in normal weighted A* since only the cheapest path to a state needs to be kept.
However, since many of the edges haven’t been evaluated, we don’t know the true cost of the states
and it’s possible the instance of the state with the cheapest cost may actually use an edge which turns
out to be invalid after it’s evaluated. Therefore, we need to maintain duplicate states in OPEN .
Lines 1-2 of LazyWeightedA* are typical of weighted A*. We iteratively remove the cheapest
state in OPEN until the goal is the cheapest. Lines 3-4 are new and show that if a state has
already been expanded it doesn’t need to be expanded again. CLOSED contains the states that
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have already been expanded. While OPEN allows for duplicates, CLOSED does not. Typically,
these lines are not needed for weighted A*, but in the lazy variant, multiple copies of a state could
be in OPEN so the ones that come out after s has been CLOSED have larger costs and can be
ignored. Typically, in weighted A*, when a state is removed from OPEN it is expanded. We can
see in the lazy version, this depends on if we know its true cost or not (line 5).
If the state’s cost is true, we do an expansion by first marking the state as closed (line 6) and
getting a copy of each neighboring state (line 7). The set S contains copies of each state. The
function getSuccessors also marks some states as having trueCost(s′) set to true and other set to
false. This is domain specific and depends on which edges you want to evaluate lazily. Any state
that does not have its true cost (being evaluated lazily) must have a non-overestimating cost for the
edge c(s, s′). This is needed to guarantee bounded suboptimality of the solution cost. On line 9
we see that if a state has been CLOSED (already expanded) we can ignore this successor. On
line 10 we set the new state’s parent to be s. On line 11, we compute a g-value for this version of
the state s′ (coming from this parent s). On line 12 we see if this version of s′ is worth keeping
for consideration (conf(s) represents the actual configuration that corresponds to s). If we already
have a copy of s′ that has a better g-value (and the g-value is a true cost) then we don’t need this
new version. On lines 13-14, we compute its f-value and put it into OPEN .
Lines 19-25 show the case where a state s comes out of the OPEN list but doesn’t have its
true cost yet. This means the edge from the parent of s to s needs to be validated. The getTrueCost
function is called on line 19 to do this. If the cost is finite, the edge exists and we mark the state as
having a true cost and update its g-value. Like the previous computation of the f-value and insertion
into OPEN (lines 24-25), we only do it if there isn’t a better version of the state (line 23).
This lazy variant of Weighted A* is broadly applicable. It is both complete and has bounded
suboptimality (solutions are guaranteed to cost no more than ε times the cost of an optimal solution)
with respect to graph used to represent the problem. However, it only makes sense for domains
where evaluating edges are costly and will offset the additional insert and remove operations that
we perform on OPEN . Additionally, the memory footprint of the lazy variant is generally worse
than Weighted A* due to maintaining duplicate states.
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LazyWeightedA*()
1: while f(sgoal) > mins∈OPEN (f(s)) do
2: remove s with the smallest f(s) from OPEN
3: if s ∈ CLOSED then
4: CONTINUE
5: else if trueCost(s) then
6: insert s into CLOSED
7: S = getSuccessors(s)
8: for all s′ ∈ S do
9: if s′ /∈ CLOSED then
10: parent(s′) = s
11: g(s′) = g(parent(s′)) + c(parent(s′), s′)
12: if @s′′ ∈ OPEN s.t. conf(s′′) = conf(s′) ∧ trueCost(s′′) ∧ g(s′′) ≤ g(s′) then
13: f(s′) = g(s′) + εh(s′)
14: insert s′ into OPEN
15: else
16: c′ = getTrueCost(parent(s), s)
17: if c′ <∞ then
18: trueCost(s) = true
19: g(s) = g(parent(s)) + c′
20: if @s′′ ∈ OPEN s.t. conf(s′′) = conf(s) ∧ trueCost(s′′) ∧ g(s′′) ≤ g(s) then
21: f(s) = g(s) + εh(s)
22: insert s into OPEN
7.3.4 Heuristic
Our heuristic has two components: guiding the object toward the goal and encouraging the most
promising handoffs.
True to our framework we guide the search around obstacles in the environment by running
a reverse BFS for the 3D location of the object backward from the goal to all (x,y,z) cells in the
environment. We call this a “Point Search”. This approximates the distance from all positions in the
world to the goal location. Additionally, this search is computed with the obstacles, so the heuristic
will guide the object around obstacles (note that since we are not searching over orientation, we
have to use a sphere that fits inside the object, so it only guides a small part of the object around
obstacles). In order to capture some of the orientation information of the goal pose, we actually run
several of these Point Searches for different points on the object. By guiding a set of points on the
object toward their goal positions, we help the search achieve the goal orientation. It is also much
more efficient to compute several 3D searches than one 6D search. Formally, we will define the ith
Point Search as PS(s, i), where s is the state we are getting the heuristic for. PS uses the position
and orientation of the object in state s in order to locate the position of the ith point in the world and
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then report the distance of that point to its goal location.
The second component of the heuristic is a handoff penalty. We approximate the number of
remaining handoffs needed to get the object at the goal pose. This approximation is formulated as
a dynamic programming problem and is shown in numHandoffs. The function finds the minimum
number of handoffs required to get to the goal assuming that the object is being held by arm with
grasp. Lines 3-4 shows the base case of already being able to put the object at the goal. This
requires 0 handoffs. Lines 6-12 show the general case. We will handoff to the neighboring arm
with a valid grasp (given the one we’re using) that requires the minimum number of remaining
handoffs to reach the goal. We then add 1 to that for the handoff we need to get to that arm. The
availableGrasps function uses a look up table to see what grasps are possible given the one being
used (a grasp can invalidate many others due to collisions).
Finally, there is a base case for a maximum depth (lines 1-2). It’s possible that there may be
a huge number of arms and grasps so searching over all of them may be expensive to do. Also, it
often doesn’t make sense to worry about which grasp is being used more than 2 or 3 arms out from
the goal. An obvious exception is an object with only 2 grasps being passed down a linear chain
of manipulators. Since each handoff alternates grasps, in order to have the proper grasp at the last
arm to put the object at the goal, it becomes critical that the first arm chooses its grasp carefully.
We found that the maximum depth is mostly dependent on the object being manipulated and how
many grasps it has. By returning 0 when the maximum depth is reached, we are guaranteed not to
overestimate the number of remaining handoffs to the goal.
numHandoffs(arm,grasp,depth)
1: if depth = MAX DEPTH then
2: return 0
3: else if canReachGoal(arm,grasp) then
4: return 0
5: else
6: minV al =∞
7: for all a ∈ neighborArms(arm) do
8: for all g ∈ availableGrasps(grasp) do
9: minV al = min(minV al, numHandoffs(a,g,depth+1)+1)
10: return minV al
Incorporating the number of remaining handoffs into the heuristic function provides critical
guidance to the search. It discourages using unneeded handoffs because the heuristic does not
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decrease if the action does not reduce the remaining handoffs. This is useful since evaluating those
edges is expensive. It also encourages needed handoffs because the heuristic will drop on handoff
edges that are closer to an (arm,grasp) pair that goes to the goal. This computation will also help
the planner to choose the right grasps.
This handoff count is scaled by a conservative cost for any handoff in our system. Since we
know any handoff involves one arm going from its safe configuration to a grasp and another arm
going from a grasp to it safe configuration, an underestimate of all handoffs would be
HP = max
(
0, min
a0,a1∈Arms
(d(a0, a1))− max
g0,g1∈Grasps
(d(g0, g1))
)
We call HP our handoff penalty. Arms here is the safe configuration of each arm and Grasps is
the set of grasps on the object. The distance function d is just a simple Euclidean distance for the
end-effector (it just needs to be conservative).
We combine all the heuristic components into the following:
h(s) = HP · numHandoffs(armid(s),graspid(s),0) +
1
|PS|
|PS|∑
i=1
PS(s, i)
Since our heuristic needs to be admissible (an underestimate), we ensure that the handoff term
underestimates the handoffs and the point search term underestimates object motion (note that we
don’t have any motion primitives that cause a handoff and move the object, so there is no overlap
between these two terms). For the Point Searches we add the distance remaining for each point
to its goal location, but then divide by the number of Point Searches (giving an average distance
for the object to the goal as represented by these points). This doesn’t overestimate because an
average is guaranteed to be no bigger than its largest contributing value. Finally, the handoff term
underestimates because we chose HP to underestimate any possible handoff, and the numHandoffs
function is a conservative guess for the number of remaining handoffs.
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7.4 Experimental Results
To measure the performance of the planner, we generated a set of realistic scenes in which we
strategically placed arms such that almost all areas of interest can be reached by at least one. The
manipulators used are the 7 DOF arms of the PR2 robot. In this section, we present a battery of tests
demonstrating the capabilities of the approach, including the efficient planning times. A comparison
to alternatives is also provided.
7.4.1 Implementation Details
Given that the highest number of degrees of freedom of any arm in the set available to the planner
is seven, the position of only a single redundant joint has to be recorded in the state representation,
resulting in a total of nine dimensions. The state space is discretized as follows. The translational
dimensions are discretized with 2cm resolution and the rotational dimensions, including the joint
position of the free angle as well as the object pose, have 2◦ resolution. Our experiments included
between 3 and 4 arms and the set of predefined grasps ranged from 12 to 14.
The set of motion primitives employed by the planner includes twelve actions, each of which
translates or rotates the object along one dimension. The set also includes two primitives that rotate
the free angle in each direction. Additionally, we use adaptive motion primitives [11] that use two
analytical solvers to snap to the goal pose with a single motion when the search is within range.
These motions are capable of achieving any arbitrary goal pose despite the resolution of the graph.
The set of motions also includes switch support actions, or the act of performing a handoff. The
number of switch support actions at a given state is determined by the number of grasps defined in
the predefined set multiplied by the number of neighboring arms within arms reach of the current
support arm. Thus, the branching factor of the graph and the speed with which it is explored is
highly dependent on the number of neighboring arms and the size of the set of grasps.
Evaluating if a switch support action is valid is an expensive task. It requires that two paths are
computed, one by the receiving arm, from the safe pose to the specified object grasp, followed by a
path by the current support arm to return to its safe pose once the handoff is complete. Unfortunately
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though, the single arm path planner employed by our planner is incapable of planning to or from
a state in collision. Thus, the validation of handoff action occurs as follows. Given the specified
grasp, we compute a pregrasp pose that is offset from the object by a set amount that would remove
the gripper from its invalid state. If an IK solution exists for both the grasp and the pregrasp pose and
they are both determined to be collision free then a single arm planner is used to plan a path from
the safe pose of the arm to the pregrasp and then an open loop motion from the pregrasp to the grasp
would complete the first half of the handoff operation. A similar process is performed on the letting
go part of the action. First, we compute an IK solution for the postgrasp pose, which in our case, is
the same offset from the object as the pregrasp. If the solution exists and is valid, then a motion plan
from the postgrasp pose to the safe pose is requested of the single arm planner. If a solution exists,
then at this point, we are sure that the entire handoff action is considered valid and an edge can be
added to the graph. Note that for the object to be picked up in the first place, a very similar action is
used. Instead of planning for two arms, only one is required to switch between a support surface and
a support arm. In our implementation, we use a search-based planner [11] for single-arm planning
and we give it a maximum of 1 second to compute a path. The Lazy Weighted A* is complete
and has bounded suboptimality in general. If we always allowed the single arm planner to run to
termination (either find a solution or exhaust the graph) our overall approach would be resolution
complete and bounded suboptimality with respect to the graph. However, since we restrict it to
planning in 1 second, we forfeit these guarantees.
The overall cost the planner minimizes is the sum of the distances traveled by each gripper. The
cost of handoff motions are initially estimated by summing the straight line distance between the
current support gripper and its safe pose and the straight line distance between the soon to be support
gripper at its safe pose, and the specified grasp on the object. This approximation is optimistic, so
we can use it for lazy edges.
The planner has two means of minimizing the time spent on performing expensive evaluations
of the large set of switch support actions that are generated at each state. The first is by way of
the handoff penalty in the heuristic, which penalizes excessive handoffs, causing fewer states to be
selected for expansion that were reached by edges representing a handoff. The second way, is by
101
evaluating these edges in a lazy fashion. When such a successor state is generated, we estimate the
edge cost by summing the straight line distance between the current support gripper and its safe pose
and the straight line distance between the soon to be support gripper at its safe pose and the specified
grasp on the object. The true cost is computed when the action is evaluated as described above and
is the actual total distance that both grippers travel to perform the handoff. In our implementation,
switch support actions are the only actions that are lazily evaluated by the search.
The heuristic used by the planner includes the two components mentioned earlier, the handoff
penalty and the object distance. The distance to the goal is computed as the sum of two distances
computed by two independent 3D breadth first searches. Each search computes the shortest distance
between the inner sphere of one end of the object (e.g. tray or rod) and its location when the object
is at the goal pose. The searches are computed on demand during planning. In addition to guiding
the search around obstacles in the environment, our heuristic is informative regarding the aggregate
approximate workspace of all of the arms as well. Prior to the search, all voxels in the occupancy
grid that are not within any arm’s reachable workspace are marked as obstacles. The reachable
workspace of an arm is approximated as a sphere centered at its shoulder with the radius totaling
the length of the arm plus the distance between the furthest grasp in the set to the center of the
object.
7.4.2 Experimental Setup
We use four different scenes in our experiments. Depending on the scene, between two and four
arms are available to the planner to accomplish the goal. The planning problems in each scenario
were created by hand to assure that each one met two requirements. The first is that at least a single
handoff is required, meaning a single arm can not perform a valid motion to go from the start to the
goal pose given kinematic constraints or obstacles in the environment. The second requirement is
for the tests to be challenging, either because of obstacles in the environment, kinematic constraints
or restrictive start and goal pose orientations. The start and goal pose orientations of the object play
a large role in the complexity of the trial because the object’s initial orientation is a large factor in
determining the set of feasible grasps to pick it up with by the neighboring arms. Given that the
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(a) Tabletop (b) Bar (c) Self-checkout (d) Car factory
Figure 7.2: Shown above are the four scenarios used in our experimental results.
goals are defined as 6D poses, it is easy to imagine a scenario in which an additional 180◦ rotation
of the object at the start pose, may require that one or more additional handoffs beyond what is
already needed are required if the set of grasps contains only one grasp per side.
The scenarios used for testing are as follows (Figure 7.2):
1. Tabletop (2 arms, 5 trials): - The PR2 robot is standing in front of a table with large obstacles
on it.
2. Bar (3 arms, 10 trials): Three arms are placed at fixed locations behind the bar such that
the entire width of the bar surface in front of them can be reached. Unfortunately, due to the
restrictive shoulder pan joint in the PR2 arm, the counter top behind them can not be reached.
Note, that below the bar are shelves that the arms can reach into.
3. Self-checkout (3 arms, 5 trials): The arms are placed such that one of them can empty the
cart, while another arm can swipe the object in front of the bar code scanner and the last arm
can place the object in the bagging area.
4. Car Factory (4 arms, 5 trials): Inspired by Figure 7.1, this scenario includes a conveyor belt
transporting cars down an assembly line. Two arms are placed on each side of the car. The
pair of arms closer to the hood are placed closer to the chassis so they can both reach into the
engine block and pass things to each other as well. The rear arms are set a bit further from
the body of the vehicle, forcing them out of each other’s reach given that the objects are of a
reasonable size.
Two different objects were used in these experiments. The first object is a narrow rectangular
tray with dimensions, 10cm x 40cm x 2cm. The set of grasps includes 12 grasps in which 5 are
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placed equidistant from each other along the length of each side. There is also one grasp at each
end. Note, that since the tray is especially narrow, a handoff would be infeasible in which two grasps
are used that are directly opposite each other along the length of the tray. The second object is a rod
with dimensions, 2cm x 30cm x 2cm. We defined 14 grasps for the rod which includes one at each
end. The tray is used in all the experiments except for the self-checkout scenario.
In each trial, the initial pose of the object, the goal pose and the set of object grasps are given
to the planner. The planner returns a sequence of trajectories, labeled with which arms they are for.
Note that the initial state of all of the arms is for them to be in their safe configurations. The planner
is given a maximum of 100 seconds to compute a solution. A translational tolerance for the goal is
specified as a 3cm cube in which the center of the object is supposed to end up and a tolerance of
0.05 radians is allowed on the object’s final roll, pitch and yaw. All experiments were performed on
a computer with an Intel i7 CPU (2.8Ghz), 16GB of RAM, running Ubuntu 12.04.
After a solution is found, we use a simple deterministic shortcutter to safely shorten the paths if
possible. To speed up the execution of each handoff procedure, one can collision check the return-
to-safe-pose trajectory of the arm that is handing off the object against the subsequent portion of
the newly appointed support arm’s trajectory. They can be executed simultaneously if deemed valid
to do so. In our experiments, we found that while it is dependent on the relative positioning of the
arms, in a large portion of our trials the trajectories did not cross paths and it would allow for a nice
reduction in execution time.
success mean max mean mean
rate time(s) time(s) expands handoffs
tabletop (2-arm) 100 10.25 36.52 226 1.33
bar (3-arm) 50 16.93 39.93 857 2
checkout (3-arm) 100 9.67 16.22 220 1.8
factory (4-arm) 100 36.09 78.41 2239 1.8
Table 7.1: Performance of the planner in four different scenes.
Results from the trials can be seen in Table 7.1. Overall, the average planning time is 18.2
seconds and the planner was successful in planning in 20 of 25 total trials, for a total success
rate of 80%. In particular, we found that in most of the trials the minimum number of handoffs
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required were performed but not in all of them. Additionally, we were pleased to see that the
planner successfully determined that because of the initial object pose, a series of back and forth
handoffs were needed between the arm used to put the object down and the arm that transferred the
object to it, so that the final grasp was capable of achieving the goal pose.
The planner failed in five of ten trials in the bar scene. All five failures are attributed to the
fact that while numHandoffs is informative regarding minimizing the number of handoffs and with
which arm, grasp pairs to transfer the object to, the heuristic fails to suggest where the handoffs
should take place. Thus, since the 3D BFS is guiding the search towards the goal, the planner
generally attempts to perform handoffs along the object’s least cost path to the goal, as computed
by the heuristic. In many cases such as half of the trials in the bar scene, safe object transfers along
the shortest path to goal aren’t feasible causing deep local minima in the search. It’s future work
to research additional heuristics that can supplement the current pair that provide guidance towards
high quality handoff locations.
7.4.3 Naive Approach
We compared the performance of our planner to a naive approach to planning when only two arms
are available. We made the problem a bit simpler for the naive approach by choosing trials in which
the start and goal poses do not reside in the same arm’s workspace. This means that a handoff
is always required and deciding which arms perform the pickup and the putdown is easy. In this
approach, handoff configurations (object pose and grasp for each arm) are sampled until one is
found that passes an exhaustive approval process as explained below. If it fails at any point along
the way, the sample is dropped. The approach continues sampling possible handoff configurations
until one is found or a timeout is reached.
In more detail, this method tries to compute a valid handoff pose by randomly sampling a 6D
pose within the defined sampling region which is chosen manually based on the overlapping areas
of the two workspaces (Figure 7.3). After a sample is generated, the object is checked for collisions
with the environment. Then it randomly samples a graspid for each arm. If an IK solution exists
for each arm at its respective grasp and both are collision free, then we compute a pregrasp for
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Figure 7.3: The arms are shown in their safe poses in front of the tabletop scenario. The green line
outlines the sampling region in which a handoff pose will be chosen by the naive approach.
the receiving arm and a postgrasp for the handing off arm in the same way that it is performed
to evaluate a switch support action and check if IK solutions exist for both and are collision free.
At this point, a pair of grasps that are valid at the handoff pose is known and we need to see if
the same holds true at the pickup and putdown locations. IK solutions are computed using those
grasps and object poses and checked for validity. At this point, five paths are needed to connect the
object pickup to the handoff and then to the object putdown. Note that this includes returning the
pickup arm to its safe pose. If at any point in this process a step fails (i.e kinematically infeasible, in
collision, planner fails to compute path), then the samples are discarded and new ones are generated.
In this approach, we use RRT-Connect to plan all of the required paths. RRT-Connect is one
of the most common and fastest sampling based methods used today. We use the highly optimized
implementation found in the OMPL [68].
Given that this method is limited to two arms, we are only able to run it on the tabletop scene.
Since it relies on random sampling, we ran each trial 4 times and the entire set of trials is averaged
together. The planner was only run once per trial. Results can be seen in Table 7.2. Note that
failures in the naive approach indicate that no solution was found within the 60 second timeout.
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naive naive planner planner
success rate mean time(s) success rate mean time(s)
tabletop 90% 18.39 100% 10.245
Table 7.2: Performance comparison between the naive approach and our planner.
7.4.4 Incremental Multi-Modal PRM
We wanted to compare our planner to a sampling based approach but they generally aren’t applicable
to problems with discrete and continuuous components such as this one. Fortunatly, we found
a planner called Incremental Multi-Modal PRM (Incremental-MMPRM) [27] that is capable of
efficiently planning in such problems. Incremental-MMPRM is designed to plan multi-step plans.
The phases are called modes and each constructs its own PRM. Where modes overlap, transition
states are sampled to allow the PRMs to connect to one another in order to produce a multi-modal
plan that passes through the different phases. For problems with multi-step structure, this is far
more efficient than sampling in the full configuration space since some of the modes may have zero
volume in the full configuration space and may be nearly impossible to sample.
We applied Incremental-MMPRM to our manipulation problem, creating modes for the various
phases of the problem such as one arm moving while the object is at the start, one arm moving
while holding the object, one arm holding the object while another moves freely, etc. While some
examples of intersections between modes would be an arm grasping the object while it is at the start
or two arms meeting in a handoff.
We gave 6 different problems to the planners (3 from the tabletop and 3 from a kitchen scenario).
Since Incremental-MMPRM is randomized we averaged the runs over 10 trials on each problem.
Table 7.3 shows the results of these experiments. The path length is computed as the sum of the
distances traveled by each end-effector. In general, our method has a higher success rate, similar
planning times, and shorter path length (shortcutting is applied Incremental-MMPRM paths).
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method success rate mean time(s) mean path length (m)
Our planner 100% 5.26 5.61
Inc-MMPRM 76.7% 6.80 8.64
Table 7.3: Comparison to Incremental-MMPRM
Figure 7.4: Shown above, going from left to right, is a sequence of handoffs that successfully bring
the rod from the cart to the bag.
7.4.5 Two-handed Regrasping
Regrasping is required when a robot’s grasp of an object isn’t valid at the goal. A grasp may be
incompatible at the goal because it may cause the arm to be in collision with the environment or
because of kinematic constraints. Regrasping can be performed by one or two arms. Single-handed
regrasping would require placing an object on a surface and then picking it up again with a grasp
that is compatible at the goal, as described in [69]. Alternatively, if the object is being grasped by
a dextrous end-effector, single-handed regrasping can be performed in hand via a series of dynamic
motions by the fingers, causing the object to be reoriented in the palm. Two-handed regrasping is
when one hand transfers the object to the other one which then transfers it back such that the initial
hand can grasp it properly. Methods that were developed specifically for regrasping are presented
in [3, 63]. The approach presented in this section is capable of deciding whether regrasping is
needed and is capable of computing an entire two-handed regrasping sequence as well. Note that in
Section 10.2, we propose that future work is required to show that with only surface level changes
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to the algorithm, our planner is also capable of planning for single-handed regrasping via support
surfaces.
The numHandoffs function is directly responsible for the planner’s support for two-handed re-
grasping. If at any point in the search, the support arm is holding the object with a grasp that is
incompatible with the goal constraints, then numHandoffs will determine that at least one handoff
is necessary. In the case where the support arm is the only arm capable of reaching the goal, but
with a grasp other than the current one, then numHandoffs will return two handoffs instead and a
regrasping must occur to reach the goal state. An example can be seen in Figure 7.5.
Figure 7.5: The regrasping sequence computed by the planner is shown above from left to right.
The initial pose of the tray is shown in red and goal pose is in green. The planning time for this
experiment is 4.4 seconds.
The situation in Figure 7.5 is as follows: The left arm is closer to the start pose (in red) and is
capable of picking up the object, however not with a grasp that is safe at the goal pose (in green).
On the other hand, the right arm is able to pick up the tray at the start pose, however none of the
grasps in the set are valid at the goal pose because of the two walls around the goal preventing a safe
put down by the right m. Thus, the solution found by the planner, shown left to right in Figure 7.5,
includes a pickup by the left arm with any feasible grasp, followed by a handoff to the right arm in
the middle of the table and close to the goal. The right arm then hands it back to the left arm and the
left arm takes it with a grasp that it can safely achieve the goal pose - and it does, in the right-most
frame. The total planning time is 4.4 seconds.
7.5 Conclusion
In this chapter we addressed the problem of moving an object from one place to another, given
control of a multitude of manipulators that can pass the object amongst each other. This is chal-
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lenging because it combines the discrete combinatorial planning problem of finding a sequence of
manipulators and grasps to transport the object to its goal, with the continuous motion planning
problem for each of those manipulators. Our algorithm seamlessly unites the two problems within
a graph-based search which plans for the continuous motion of the object and the arms manipulat-
ing it, while being guided by a novel heuristic function that estimates a solution to the high level
discrete problem. Our planner determines which arms and grasps will be used, where handoffs be-
tween arms will occur, as well as the motions of each of the arms. Additionally, our algorithm uses
a lazy version of Weighted A* which postpones the evaluation of edge validity and cost to when
the planner actually intends to explore them. This variant of the Weighted A* algorithm is more
suited to planning problems where edges require significant time to evaluate, such as when another
planner is used for that computation.
We verified the effectiveness and scalability of our method through a variety of simulation ex-
periments controlling up to four arms in practical scenarios (e.g. factory, grocery checkout, tabletop,
and bar). Across a set of 25 trials, we found that our approach has a success rate of 80% with an
average planning time of 18.2 seconds (with a max planning time of 100 seconds). While sampling-
based planners generally don’t support planning for problems with discrete and continuous com-
ponents such as ours, we found one method, Incremental Multi-Modal PRM, which is capable of
planning for such problems. Across a set of six trials in simulation in which the planner can use two
arms to achieve each task, we found that our planner found solutions faster, with higher quality and
a higher success rate.
While the pursuit of the n-arm object manipulation problem was inspired by the growing avail-
ability of robotic arms, robust single-arm object pick-and-place is of our paramount focus today.
While the focus of this chapter has been on planning for multiple arms, it’s important to note that
this planner supports any number of arms - including just one. Thus, a single planning request to
our planner generates an entire pick-and-place action while providing guarantees on completeness
and cost-minimization and with the same solution quality and consistency presented in Sections 8
and 9. These qualities are generally lacking in most engineering solutions to object manipulation
that are built on top of simulated trial-and-error and scene or task specific heuristics that may not be
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robust to unexpected changes.
In the future we are interested in including the ability for the planner to place objects on support
surfaces (e.g. a table or counter) in order to regrasp them in a different way. This may allow the
planner to accomplish even more complicated tasks.
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Chapter 8
Planning Efficiency vs Solution Quality
Optimal planning is computationally expensive, especially in high dimensional planning problems
such as those presented in this thesis. The planning framework presented in this thesis (see Sec-
tion 4.1) uses an anytime search called ARA* that quickly finds an initial and possibly suboptimal
solution and repairs it efficiently, while deliberation time allows. At the core of the algorithm is
Weighted A*, or A* search that trades off optimality for speed by inflating the heuristic function’s
estimated distance to the goal from a given state. It guarantees that the cost of the solution gener-
ated will be at most ε, or the heuristic inflation factor, times the cost of the optimal solution. For
example, depending on the value of ε, the suboptimality bound may guarantee that the path will
be no more than 10% (ε = 1.1) longer than optimal and in many difficult planning problems in
robotics would be considered negligible. On the other hand, a computed path that is 1000x longer
than optimal would likely be viewed as unacceptable for execution in most domains.
While the best case scenario is finding an optimal solution and the worst case is computing a
solution right at the ε-bound, the solution quality received in practice is highly dependent on the
quality of the heuristic function that is being inflated. With an ε > 1, a deeply informative heuristic
will not only speed up the search but also assist in computing a path with a cost far lower than
what the suboptimality bound allows. Thus, we expect that because the heuristics included in our
framework are in fact informative and efficient in guiding the search, the computed plans should
actually be closer in solution quality to optimal than to the ε bound. In this section, we present an
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experimental analysis of this intuition and look at the tradeoff between planning efficiency versus
solution quality.
8.1 The Heuristic Inflation Factor: Trading Quality for Efficiency
Given the complexity of the problem of planning paths for robotic arms, a planning algorithm’s
efficiency has been regarded in the field as its most critical attribute. Along these lines, the planning
time to the first solution is presented in most of the experimental results included in this thesis
work. Thus, while anytime planning is one of the pillars of our framework, most tables are shown
with results computed using the initial ε without actually leveraging its anytime capabilities. In the
following set of results, we take a closer look at the change in quality versus the computation time
as ε changes.
8.1.1 Computing a More Accurate Bound on Suboptimality, εtight
With the help of a large heuristic inflation factor a solution can be found more quickly, however
it would stand to reason that there is no way of knowing how close the quality of the computed
solution is relative to the optimal path. It would appear that planning with A* (ε = 1) would be
needed to compute an actual suboptimality bound and computing the optimal solution in such a
high dimensional space is very time consuming. However, it is shown in ARA* [44], that a tighter
suboptimality bound can be computed after a search (iteration) completes. The authors use this
bound to determine when the algorithm terminates with the optimal solution. A tight suboptimality
bound, εtight can be computed as the ratio between g(sgoal), which gives an upper bound on the cost
of an optimal solution, and the minimum unweighted f-value of a locally inconsistent state, which
gives a lower bound on the cost of an optimal solution. If the ratio is determined to be less than 1, it
means that g(sgoal) is already equal to the cost of an optimal solution. Thus, we can compute εtight
as shown in the following equation:
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εtight = min(ε,
g(sgoal)
mins∈OPEN∪INCONS(g(s)+h(s))
)
We use this equation to compute εtight in all of the following experimental results (see Tables 8.3
and 8.7). Observe that as the value of ε used is decreased, the relative gap between ε and εtight
shrinks as well.
8.1.2 Experimental Results
To get a better understanding of the speedup achieved, given a value of ε, it would be best to know
the optimal planning time (ε = 1). Given that optimal planning isn’t practical in such a high
dimensional state space, we used ε = 2 as the point of comparison instead (aka 2-planner). We
ran the planner on the environments (see Figure 5.9) and goals presented in Section 5.3.2. Of the
30 experiments, the 2-planner successfully computed solutions for 18 of them within the allowed
planning time of one hour, with an average planning time of 18 minutes and 16 seconds. The subset
of 18 experiments comprise the set of experiments used to compute the following results.
In A*, if the search fails to properly compute a path within the time allowed, it’s possible that
the search reached the goal state and added it to the OPEN list but time expired before it floated up
to the top of the queue for expansion. In such a case, a path was found by the search from the start
to the goal, however until the goal state is properly expanded, a shorter path may exist so there is no
guarantee that the path is optimal. Thus, the path is valid but we refer to it as an unbounded solution,
as opposed to a bounded solution that’s returned by the algorithm’s successful completion. Note
that throughout this thesis work, except for this section, Section 8, we discard unbounded solutions
and consider them planning failures. However, given that we are running many iterations of the
planner with various values of ε, we found that it would take too long to run them all to completion.
In addition, it is interesting to compare the quality of unbounded solutions computed with various
heuristic inflation factors within the same time budget. Observe, in the table and plot that follow,
that if an unbounded solution is found using two different values for ε, the lower one may find a
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shorter path within the same time budget.
As mentioned earlier, the single-arm planner is configured to minimize the total path length in
joint space. While this is true, throughout this chapter, we use the extensive set of metrics shown in
Table 8.1 to benchmark the solution quality from one planner against another. We use a subset of
them in this section to compare the performance of the planner with different values for ε and get a
better understanding of the effects of the ε used.
metric units description
joint space path length radians the length of the joint space path generated by the planner
simplified length radians the length of the planned path after shortcutting
end-effector path length meters
the length of the 3D Cartesian path (in XYZ) taken by the tip of
the end-effector during the planned path
wrist path length meters
the length of the 3D Cartesian path (in XYZ) taken by the wrist
during the planned path
area meters2
the area of the swept volume of the arm path after being projected
down to the floor (example shown in yellow in Figure 8.1)
volume meters3
the swept volume occupied by the arm throughout the entire path
(example shown in blue in Figure 8.1)
planning time seconds
the amount of time required to compute the path up to the allowed
time budget of 120.0 sec
shortcutting time seconds the amount of time required to shortcut the path
success rate percentage
the percentage of start-goal pairs in which the planner was capa-
ble of computing any solution within the time allowed (including
unbounded)
bounded solutions percentage
the percentage of start-goal pairs in which the planner was capable
of computing a solution of bounded suboptimality within the time
allowed
εtight inflation factor Refer to Section 8.1.1
Table 8.1: The metrics used in these experiments.
Refer to Figure 8.2 for two plots that summarize the tradeoff between planning efficiency and
path length. In the plot on the left, the horizontal lines correspond to the average path length (green:
joint space, purple: end-effector) produced by the 2-planner over 18 (bounded) solutions. The
other two lines, average joint space distance in blue and average end-effector distance in red, were
computed with a maximum planning time of 120 seconds per experiment and both the unbounded
and bounded path lengths are averaged together. A possibly unbounded but valid solution was found
with each heuristic inflation factor for all 18 trials within the 2-minute time budget. The planning
times averaged across all the trials are plotted on the right in Figure 8.2. The y-axis has a maximum
value of 120 seconds, which corresponds to all trials timing out and returning the first solution
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(a) Multiple views of the swept volume and its projected area of the planned path with ε = 2.
(b) Multiple views of the swept volume and its projected area of the shortcutted path with ε = 2.
Figure 8.1: The swept volume of the arm path is shown in blue and its projection down to the floor
is shown in yellow. The average swept volume and projected area are important in understanding
how much space is needed to perform a given task. With this knowledge, a human working
alongside an uncaged robot can feel more comfortable entering and exiting the robot’s workspace
while it’s working. We believe that these metrics are more directly connected to human-robot
safety than geometric path length measurements.
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found. Table 8.2 contains the solution quality and planning times relative to the 2-planner for each
value of ε.
Figure 8.2: In the left plot, the lines in green and purple correspond to the average path lengths
(joint and end-effector, respectively) produced by the 2-planner. The blue and red lines represent
the average path lengths (joint and end-effector, respectively) comprised of the first solutions found
during the 120 second time budget. The plot on the right shows the average planning time for
different values of ε.
The set of experiments in this section confirms the notion that the average solution quality pro-
duced by our planning framework is far less than the suboptimality bound guarantees. In Table 8.2,
we see that with ε=200, the joint space path length is 1.693x our baseline, a bound of two times
optimal, while the theoretical bound guarantees it to be less than 200x optimal. In the same vein, a
ε = 200 produces an average end-effector path length of 1.33x the baseline, despite the fact that the
planner is not explicitly minimizing the end-effector path length. However, the end-effector path
length is likely to be indirectly minimized by the heuristic, hBFS , which guides the gripper along
the shortest path and it highly correlated with the joint space path length which is optimized.
A valuable takeaway offered by Table 8.2 is that the average quality of the first solution found
when ε = 2 is less than 1.3% larger than the average bounded quality. This is a testament to the
heuristic, in that not only does the heuristic assist in making the search more efficient in finding any
feasible path to the goal but it also finds one of high quality. In the remaining 16.27 minutes of
planning time needed by the 2-planner on average, the solution quality is being improved by only a
little more than a percentage point. This corroborates the common belief that A* spends too much
time seeking states that lead to approximately the same solution cost with little to be gained once
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joint space
path (rad)
end-effector
path (m)
wrist
path (m)
planning
time (s)
ε = 2 1 1 1 1
ε = 2 1.013 1.058 1.048 0.0959
ε = 5 1.343 1.279 1.255 0.0595
ε = 10 1.486 1.323 1.299 0.0262
ε = 20 1.498 1.273 1.225 0.0095
ε = 30 1.498 1.273 1.225 0.0095
ε = 40 1.631 1.347 1.283 0.0019
ε = 50 1.658 1.328 1.267 0.0011
ε = 60 1.666 1.336 1.274 0.0010
ε = 70 1.660 1.339 1.270 0.0011
ε = 80 1.680 1.332 1.266 0.0012
ε = 90 1.680 1.332 1.266 0.0012
ε = 100 1.683 1.332 1.266 0.0012
ε = 200 1.693 1.331 1.265 0.0031
Table 8.2: Solution quality and planning times for different values of the heuristic inflation factor
relative to the 2-planner (top row). Note that even for ε = 200, the average path length in joint
space is less than two times that of the 2-planner, resulting in an actual bound of four times the
optimal solution cost for this set of experiments.
a path to the goal is found when an informative heuristic is used. Thus, we can say that at least
regarding this set of experiments, we observe a very favorable tradeoff between solution quality and
planning efficiency.
In Figure 8.2, it appears that the solution quality plateaus at ε = 30. However, as shown on the
right in Figure 8.2, there is much to be gained by increasing the inflation factor to 50 because the
planning time is cut in half. The planning time begins to increase for the experiments in the narrow
passageway scenario when ε = 90, implying that ε = 50 is not the same as running a best-first-
search, (infinite heuristic inflation) in these trials and a sweet spot exists somewhere in the middle.
This, then, comes as no surprise that based on these experiments the heuristic does not completely
capture all of the complexities of the planning problem.
The plot in Figure 8.3 presents the more accurate suboptimality bound, εtight, computed after
the planner successfully terminates for each value of the heuristic inflation factor across the 18 trials
in this set of experiments. These bounds can only be computed for calls to the planner that returned
successfully within the timeout (i.e. bounded solutions). The tighter bound, shown in black above
the curve, is never higher than 5.11x the optimal solution cost, even when the heuristic is inflated
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Figure 8.3: Shown in black are the εtight values computed after a solution is computed by the
planner for each value of εinitial on the x-axis. Details on how it’s computed are found in
Section 8.1.1. The values in red are the percentage of bounded solutions returned by the planner
within 120 seconds. The planner returned solutions before the timeout for 100% of the trials when
the percentage is not listed.
by a factor of 200. This coincides with the solution quality presented in Figure 8.2 and Table 8.2.
8.2 ε-Bounded vs. (Asymptotically) Optimal Solution Quality
A common question regarding the optimality of the solutions generated with our framework is
its comparability to the true optimal path. More specifically, our planner computes the least-cost
path with respect to the motion primitive based graph instead of the continuous state space itself.
Our search-based planning framework requires the configuration space to be discretized at some
resolution into a discrete graph structure and no matter how fine the resolution, the optimal path
computed will be of longer length than the true optimal solution computed directly in C-space. It
would stand to reason that the higher the resolution, the more accurate the graph is in approximating
the problem and the closer a solution found is to the true optimal solution. Unfortunately, given the
high dimensional state space in manipulation planning, with our framework, discretizing C-space
with a very high resolution results in inefficient planning and a balance between the two is needed.
In this section, we compare solution quality of paths computed on a manipulation lattice graph
to paths computed directly in C-space. First we present results when planning in free space followed
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Figure 8.4: On the left, is the optimal path w.r.t. to the 8-connected graph, computed by A*. The
true optimal path is shown on the right. Shortest grid paths on graphs such as this one can be at
most a factor of 2√
2+
√
2
, or approximately 8%, longer than the shortest path[52] (courtesy of [52]).
by a more extensive comparison when planning with obstacles.
8.2.1 Planning in Free Space
We will first analyze how it performs planning from one point to another in free space. As we
continue, remember that the shortest path between two points is the Euclidean shortest path, a
straight line from one to the other with the length equivalent to the Euclidean distance.
In our framework, the paths are comprised of a sequence of motion primitives, so the arm’s
motion is artificially constrained to moving along a specific set of headings. Unless the arm can
move from the start to the goal by repeating the same primitive the required number of times, at
least one change in heading will occur and the path will be automatically longer than the Euclidean
distance. Since a relatively small set of motion primitives are used throughout this thesis, it is
expected that many changes in heading will be needed to move the arm from one point to another
in free space. Given that it’s important to the planner’s efficiency to keep the branching factor low,
a solution of enlarging the set of motion primitives isn’t practical.
Note, in the last paragraph when we referred to the ”same primitive”, we meant having the same
unit vector. Two primitives can share a unit vector but have different magnitudes and the same
statement would ring true for those two as well. Note that in our framework, this is quite common
given that the motion primitives we use are multi-resolution (details are in Section 4.2).
Bear in mind that the statement made earlier about our framework constraining the arm’s mo-
tions to a discrete set of actions is true regarding the set of static motion primitives. However, if
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adaptive motion primitives are used, then during the search when the pre-defined criteria are met,
the arm isn’t artificially constrained by the predefined set of primitives but rather by the specifics of
the motions the amp is capable of generating at runtime (Section 4.2). For example, in single-arm
planning, if a state s is expanded whose end-effector position, efxyz(s), is within a pre-defined
distance to the goal end-effector position, dik, we use an inverse kinematics solver to generate an
additional motion primitive, ampik(s, sgoal) for state s. If ampik(s, sgoal) is a valid edge, then the
corresponding segment of the arm’s path will be along the straight line path from s to sgoal, uncon-
strained by the static primitives. Note that all of the experiments in this section contain goals that
are more than dik from the initial pose of the end-effector (and quite a bit more since dik = 0.20m).
In this set of experiments, we ran the single-arm planner on the 30 experiments presented in
Section 5.3.2, however, this time without any obstacles. We configured the planner to use the same
cost function as presented in the previous set of experiments with the same set of motion primitives.
MPlowD contains 8 static motion primitives, each rotating a single shoulder or elbow joint 8◦ in
either direction. MPhighD contains 14 static motions, 8 of them rotate a single shoulder or elbow
joint 4◦ and the remaining 6 joints each rotate a single forearm or wrist joint 36◦. Two adaptive
motion primitives are also used, ampik and ampos. We also compared our solutions to RRT*,
which is configured to minimize the joint space distance traveled and configure it RRT* optimize
the path for 10 seconds. An initial solution is generally found in the first 0.3 seconds.
In Table 8.3, we present our findings using a couple of methods of comparing the planners’ out-
put (with and without any post-processing) to the line-of-sight paths. Average ratios are presented
that compare the 3D end-effector path in Cartesian space to the 3D Euclidean distance between the
start and goal. We also compare the joint space path length of the planned paths to the Euclidean
distance between the joint configurations at the start and goal. Some examples of start-goal pairs
and the planned paths are shown in Figure 8.5.
mean
planned end-eff. path
start-goal distance
mean
shortcutted end-eff. path
start-goal distance
mean
planned joint path
start-goal joint distance
planning
time (s)
ε = 100 1.38 1.09 1.31 0.18
RRT* (10sec) 1.23 1.09 1.06 10.0
Table 8.3: Results from the freespace tests.
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Figure 8.5: Shown above are the paths taken by the tip of the end-effector between four different
start-goal pairs in free space, with the gripper shown at the goal. The planned paths (in red) exhibit
obvious discretization artifacts throughout. Notice the single joint motion for the majority of the
path until the search enters dik and the ampik is used. The green lines represent the end-effector’s
motion after shortcutting is performed, which safely removes all intermediate points between the
start and goal.
Table 8.3 is a summary of the effects of planning on a manipulation lattice graph (a discretization
of the C-space) on the solution quality in this set of experiments. The table clearly shows that the
average joint path length is 31% longer than the Euclidean distance between the start and goal arm
configurations. We believe that especially in free space, the end-effector distance traveled is a more
meaningful measure because humans appear to take direct paths by the hand through space when
performing reaching tasks in the absence of obstacles. In the first column of the table, we see
that the discretization artifacts are responsible for a 38% longer motion by the end-effector than
required by the line-of-sight path. However, the second column shows that a simple shortcutting
process performed in 5-10ms would cut down the additional end-effector motion to just 9% which
seems to be the distance traveled by the end-effector along the interpolated joint path between start
and goal. In addition, we used RRT*, an algorithm that plans directly in C-space, as another point
of comparison for planning in free space. We gave it 10 seconds to find and optimize the path. We
found that the relative end-effector paths and joint paths are shorter than those computed by our
planner in 0.18 seconds by approximately 15% and 25%, respectively. It undoubtedly follows that
after a quick shortcutting step, the path lengths become the same because all intermediate points
can be removed in free space.
122
8.2.2 Planning with Obstacles
To better understand how the solution quality generated by our planner compares to computing the
true optimal solutions in C-space, we would need the true optimal paths for comparison. Visibility
graphs [47] can be used to compute the true optimal paths in two dimensions (e.g. navigation).
However, computing the true global optimal solution in this domain is infeasible, so instead we
use an asymptotically optimal planner, such as RRT*, and allow it an exorbitant amount of time to
improve the path. The thought is that the solutions generated after ample optimization time will be
near optimal and thus can be used as a point of comparison for the following experiments. Given
that the solution quality generated by our framework varies based on the heuristic inflation factor,
we also use a range of values in this set of experiments to get an idea of how the quality compares
to the near optimal solution quality.
8.2.2.1 Experimental Results
We ran RRT* on the environments (see Figure 5.9) and goals presented in Section 5.3.2. For each
experiment (in the set of 30), the planner was allotted 10 minutes to plan. Note that in Table 5.1,
RRT* succeeded on most of the trials in under one second. This implied that the far majority of the
allowed time budget is for improving the path. Note that, like our approach, RRT* is configured to
minimize the total path length in joint space. We refer to our near optimal point of comparison as
’RRT*-10min’.
Similar to the previous section, we used the exhaustive set of metrics shown in Table 8.1 to com-
pare the performance of our planner with different values for ε to better understand how it effects
the solution quality in comparison to the solutions found by RRT*-10min. In this set of experi-
ments we are using all 30 start-goal pairs, whereas previously, we were limited to only comparing
the planners’ performances with only 18 of them.
Please refer to Appendix A for detailed tables and plots with the results of these experiments.
Four tables present the absolute results from the trials (one for each scenario) and another four tables
present the results of our framework relative to the results of RRT*-10min. All eight tables are com-
puted using the exact solutions computed by the planners (without post-processing). An additional
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Figure 8.6: Combined results across all of the environments are shown above. The graph on top
was created using the planned paths and the bottom graph was generated using the paths after
shortcutting. RRT* is permitted 10 minutes for path optimization. Weighted A* is used with the ε
stated and is allowed 120 seconds for planning. Bounded and unbounded solutions produced by
our framework are used.
eight tables are included, with a similar construction; however, the paths are first shortcutted before
being evaluated. In total, 16 tables are included, each with 14 planner configurations (RRT*-10min
& 13 values for ε) and up to 11 metrics are computed for each. Figures A.1, A.2, A.3, A.4 include
eight plots for easy visualization of the data in the tables.
The results across all scenes are averaged and plotted in Figure 8.6. The horizontal lines cor-
respond to the average path length (green: joint space, purple: end-effector) produced by RRT* in
the fixed planning time of 10 minutes. The other two lines represent the average joint path length in
blue and the average end-effector path length in red; these were computed with a maximum planning
time of 120 seconds per experiment and the measurements are computed on the first solution found.
A solution was found for each heuristic inflation factor used for all 30 trials within the 2-minute
time budget (including some unbounded solutions). The plot on the left shows the results measured
on the planned paths without any post-processing. The right plot shows the results computed after a
quick shortcutting procedure performed in 5-10ms. Observe how shortcutting is beneficial to both
planners, despite the lengthy optimization time supplied to RRT*-10min.
Table 8.4 presents additional benchmarks we computed as well as the measurements plotted in
Figure 8.6. The benchmarks are also presented in Table 8.5 but they are shown relative to RRT*-
10min. For each of the five metrics of path quality, the results for the planned and shortcutted paths
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joint
path (rad)
end-eff.
path (m)
wrist
path (m)
area
(m2)
vol.
(m3)
plan.
time (s)
succ.
rate
bound.
sol. εtight
plan short. plan short. plan short. plan short. plan short.
RRT*-10min 5.25 4.06 2.04 1.53 1.68 1.28 0.54 0.35 0.17 0.09 600 80% - -
ε = 2 5.70 4.35 2.09 1.47 1.71 1.25 0.43 0.34 0.14 0.09 85.16 100% 40% 1.66
ε = 5 6.77 4.85 2.35 1.37 1.89 1.16 0.43 0.33 0.13 0.09 57.79 100% 57% 3.04
ε = 10 7.64 5.18 2.68 1.41 2.12 1.16 0.44 0.34 0.14 0.09 15.38 100% 93% 3.93
ε = 20 8.11 5.43 2.82 1.44 2.20 1.17 0.46 0.34 0.14 0.09 2.49 100% 100% 4.28
ε = 30 8.34 5.52 2.87 1.46 2.21 1.18 0.46 0.34 0.15 0.09 1.22 100% 100% 4.40
ε = 40 8.50 5.61 2.89 1.47 2.22 1.18 0.46 0.34 0.14 0.09 1.13 100% 100% 4.51
ε = 50 8.54 5.64 2.89 1.46 2.22 1.18 0.46 0.34 0.14 0.09 1.35 100% 100% 4.53
ε = 60 8.56 5.66 2.89 1.47 2.22 1.18 0.46 0.34 0.14 0.09 1.42 100% 100% 4.55
ε = 70 8.56 5.66 2.89 1.47 2.22 1.18 0.46 0.34 0.14 0.09 1.61 100% 100% 4.54
ε = 80 8.65 5.73 2.90 1.48 2.21 1.18 0.45 0.34 0.14 0.09 1.95 100% 100% 4.60
ε = 90 8.58 5.66 2.89 1.46 2.22 1.18 0.46 0.34 0.14 0.09 2.58 100% 100% 4.56
ε = 100 8.65 5.74 2.90 1.48 2.21 1.18 0.45 0.34 0.14 0.09 2.77 100% 100% 4.60
ε = 200 8.57 5.68 2.89 1.47 2.21 1.18 0.45 0.34 0.14 0.09 6.06 100% 100% 4.55
Table 8.4: Results before and after shortcutting are shown above across the set of experiments.
Shortcutting a planned path takes between 5-10ms.
are presented side by side for easy viewing. While it’s apparent that shortcutting is beneficial to both
planning approaches, the solutions generated by our approach appear to gain more from it than the
RRT*-10min paths. For example, the paths planned with ε = 2 are up to 8% lower in quality than
RRT*-10min per metric for three of them. However, after shortcutting the paths by both planners,
the paths computed with ε = 2 are up to 4% higher in quality across four of the five metrics with
the remaining one being, joint path length. While average shortcutted joint path length remains
longer than the average shortcutted joint path length of RRT*-10min, it is still 17% shorter than
the original path planned by RRT*-10min. Thus, after planning with ε = 2 and then shortcutting,
which on average takes 85.16 seconds plus 10 milliseconds, the solutions found by our planner are
up to 37% higher in quality in each of the five metrics, than the plans computed after 10 minutes of
optimizations by RRT*-10min.
The average planning times for each environment are plotted on the left in Figure 8.2. The
y-axis has a maximum value of 120 seconds, which corresponds to all trials in that environment
timing out and returning the first solutions found. For most of the environments, there is sharp drop
in planning time from an ε of 10 to 20 and usually another drop at ε = 30, when the planning times
enter the one-second range. Notice that the planning times begin to increase when ε = 50 and
the upwards trend continues for every environment but the magnitude of the slope varies from quite
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joint space
path (rad)
end-effector
path (m)
wrist
path (m)
area
(m2)
volume
(m3)
RRT*-10min 1.000 1.000 1.000 1.000 1.000
ε = 2 1.085 1.026 1.017 0.792 0.798
ε = 5 1.289 1.155 1.124 0.786 0.794
ε = 10 1.455 1.316 1.259 0.805 0.840
ε = 20 1.546 1.382 1.307 0.840 0.853
ε = 30 1.590 1.407 1.316 0.842 0.855
ε = 40 1.619 1.417 1.320 0.841 0.853
ε = 50 1.627 1.416 1.319 0.841 0.852
ε = 60 1.631 1.418 1.320 0.840 0.852
ε = 70 1.630 1.416 1.318 0.840 0.852
ε = 80 1.649 1.423 1.318 0.840 0.853
ε = 90 1.636 1.418 1.319 0.840 0.852
ε = 100 1.649 1.423 1.318 0.840 0.853
ε = 200 1.634 1.415 1.317 0.840 0.852
Table 8.5: The benchmarks of the Weighted A* paths (without shortcutting), presented relative to
RRT*-10min for five metrics of path quality. The absolute values can be found in Table 8.4 (under
”plan” columns). Please refer to Appendix A for a breakdown of this table by environment.
minor (i.e. kitchen and industrial) to quite inefficient (i.e. tabletop, narrow passageway). The details
of the individual trials aren’t included in this thesis; if they were, it would be clear to the reader that
the search in one of the five trials in the narrow passageway environment appears to get stuck in a
deep local minima, driven by an ineffective heuristic. The addition of kinematic information would
improve the heuristic’s efficiency in situations such as this one with highly constraining obstacles
in the environment. We are again reminded that our heuristic is far from perfect and at some point,
we must limit the greediness of the search so that exploration of the state space can occur.
8.3 Conclusion
In this chapter, we attempted to answer two very important questions regarding solution quality.
Before addressing either, we introduced a means of computing a tighter bounds on the suboptimality
of the solution found after planning completes. We borrowed the technique from ARA* [45] which
uses it to determine when a search iteration has satisfied its bounds. In our case, we simply use
εtight to act as an additional means of gaining a better understanding of the quality in the computed
solutions.
In Section 8.1, we analyzed the tradeoff between planning efficiency and solution quality with
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Figure 8.7: The plot on the left shows the average planning time for the trials in each environment.
The plot on the right contains the average εtight for each value of εinitial. The values in red are the
percentage of bounded solutions returned by the planner within 120 seconds. The planner returned
solutions before the timeout for 100% of the trials when the percentage is not listed.
respect to the optimal solution. It’s very common in this thesis work to prioritize planning time over
solution quality by drastically inflating the heuristic (e.g. ε = 100 in Chapter 5.3). It’s a decision
we made based on the hypothesis that our heuristics not only aid in finding a feasible path faster,
but also one of much higher quality than the bound permits. This section is an attempt at proving
our hypothesis through an extensive set of experiments. The best case scenario is to be able to
benchmark solutions from our planner configured with a range of values for ε against the optimal
solutions computed by A* on our manipulation lattice graph. However, given that optimal path,
planning for a robotic arm isn’t feasible in a reasonable amount of time; instead, we planned with
a bounds of two as our point of comparison. It is very clear from Figure 8.2 and Table 8.2 that
there is a large benefit in trading solution quality for faster planning times by heavily weighting the
heuristic. In other words, our hypothesis is correct. With an allowed planning time of 120 seconds,
our results indicate that the average joint path length is at most 1.7x greater than our ε = 2 baseline
and such a path can be found in 1.08 seconds, or a thousandth of the average planning time of our
baseline method. Observe that for this set of experiments, we are essentially computing a bound
of 1.7 on top of the baseline bound of 2, resulting in an approximate bound of 3.4 of the optimal
cost. Note that other metrics were also used to benchmark the solution quality and they are in line
with these findings. For example, the highest average εtight computed is a bounds of 5.11 when
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ε = 200. Thus, for this set of experiments, we have computed two independent single digit bounds
on solution quality that are in fact far lower than the inflation factor used (e.g. 200). This supports
our hypothesis and confirms that our sub-second planning times are not at a great a loss in solution
quality as the inflation factor suggests.
The second question we address in this chapter, the one posed in Section 8.2, concerns our
notion of optimality. The optimality guarantee associated with planning using A* search occurs
with respect to the motion primitive based graph. The fidelity of the graph’s approximation of the
C-space determines how close the optimal solution computed by our discrete search is to the true
optimal path computed directly in C-space. Thus, the natural question is, how does the solution
quality computed on a manipulation lattice graph compare to the true optimal continuous solution?
Given that optimal planning directly in C-space is infeasible, we used an asymptotically optimal
planner called RRT* and we gave it 10 minutes for path optimization as our near optimal alternative.
We compared our planner with a range of values for ε to RRT*-10min and presented detailed results
in Figure 8.6 and Table 8.5. We found that the average joint path length computed by our planner
ranges from 1.085-1.63x the baseline method, with an average planning time of slightly above 1
second. A bounds of 1.63 over the average quality computed by RRT*-10min, computed often in the
1 second range is substantially lower than expected, given the very large weighting of the heuristic
used to prioritize planning time over quality. In addition, our results show that when 5-10ms of
shortcutting is used on the paths computed by both planners, the resulting solution quality of our
method with ε = 2 rates slightly higher than that of RRT*-10min across four of the five metrics. In
addition, the quality of the paths that are planned by our planner and then shortcutted tend to be of
higher quality across the complete set of metrics than the paths planned by RRT*-10min (without
shortcutting) but computed in a fraction of the time.
Unfortunately, given the complexity of the planning problem, we were unable to answer the ex-
act questions we posed. Instead, we approximated the optimal point of comparison in each question
with a near optimal alternative that perhaps offers us a sense of what the accurate comparisons may
look like. Our positive findings from these questions raise important questions about our heuristic.
Additional work can determine whether our heuristic is in fact a close approximation of the cost-to-
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goal for a given state, or if it proves far too low an underestimate and through heavy inflation, we
are bringing it closer to the real cost.
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Chapter 9
Consistency
Until this point, the benchmarks we have used to compare different planning approaches in this the-
sis fall into one of two categories. The first category measures the computational resources required
to compute a path, such as average planning or postprocessing time. While memory footprint re-
quired by the planner isn’t included in this thesis, it also belongs in the first category. The second
category measures path characteristics, such as path length in radians, end-effector path length in
meters, the volume of the convex hull formed by the arm moving along the path or its area when pro-
jected down to the floor. Both categories of these metrics can be used to determine if a path from one
planner is better, faster, shorter, or smoother than another. The robot can use these measurements
to perform a task efficiently, such as choosing the shortest path for picking up a cup from a table.
However, neither of these categories include benchmarks that describe the relation between paths
(e.g. spatially, temporally, etc), the similarity between them, the effect of changing the start and goal
has on the paths found. These characteristics are similarity measures and comprise a third category
of benchmarks. In this chapter, we present two possible methods of benchmarking path similarity,
or what we call consistency. When given similar input, a consistent planner produces similar output.
This chapter is a first step towards understanding the details surrounding that statement.
First, we explain why we consider consistency as important to planning. We provide a hu-
man safety-based reasoning and describe a motivating example that we can refer to throughout the
chapter. Then we present two methods of measuring consistency that are geared towards the fa-
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miliarization of humans to robot motion. Then we present some experiments in which different
planners are given a set of similar tasks and the similarity of each set of solutions is computed and
analyzed.
9.1 Motivation
Figure 9.1: A robot arm welding in a caged-off area.
Consistency of robot motion is essential in integrating robots into the human workplace. The
fear of the implication of robots has maintained a divide in workspace to keep humans apart. The
most common solution is to keep the robots in a caged-off area, such as in Figure 9.1. The robot in
the figure is welding, a dangerous task independent of who is doing it. Not all robots do hazardous
work like the one in the figure. In fact, the fantasy of being served by robotic butlers in our homes
is predicated on the fact that it will be doing the chores that humans do daily - which are generally
repetitive and safe. Simple pick-and-place tasks in cell phone factories are another example. There
are many tasks currently done by humans, such as quality control on an assembly line that can
be sped up by inserting robots at different points on the line without revamping the factory floor
with imposing cages, an expensive and wasteful endeavor in terms of time and space. These two
examples are exemplary reasons why it is important to focus our efforts on making the robots safe
and making the humans around them feel safe as well, eliminating that fear.
Humans feel comfortable in situations that are familiar to them because they can predict future
events based on past experience. Thus, consistency in a robot’s movements leads to predictabil-
ity in its behavior [2, 17, 19]. In a recently published work on the familiarization of humans to
robots [18], it is stated that, “human adaptability would suggest that users would have no issues
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adapting to any robot motion, as long as it is consistent.” The paper goes on to say that, “familiar-
ization improves predictability, but the robot still faces the challenge of producing good motion with
which to familiarize.” We believe that our planning framework satisfies the challenge mentioned in
both statements. Our planner is capable of planning consistent motions that are well-suited for the
quick adaptation of nearby humans. In general, planning with heuristic searches is typically very
consistent, meaning that similar input generates similar output regardless of the domain. We will
now look at a motivating example that we can refer to for the rest of the chapter.
(a) A robot works at the bolt grinding
station.
(b) Humans feel comfortable and safe
moving freely in the vicinity of the robot.
Figure 9.2: The goal is to have assimilate the robot into the workspace previously limited to
humans.
An example of the goal we are trying to achieve is visualized in Figure 9.2. On the left, the
robot is working at the bolt-grinding station. The task for whomever is working at that station that
day includes filling orders for custom-sized bolts. It involves taking out a bolt from the appropriate
drawer below the table, grinding it down to the custom size needed and then placing it in the out-
going drawer in the red cabinet on the table. Both human and robot workers can perform the task
at this station. The image on the right is a zoomed out shot of the left image. It’s there to remind
us that the robot and humans are sharing a workspace without a protective cage between them. All
of the humans that work in the factory are aware of what is involved in the tasks performed at the
bolt grinding station. When a human is operating the station, the amount of clearance around the
table needed by the operator is clear to passersby. Collisions naturally don’t occur because each task
is very similar to the last. The goal is to achieve the same understanding by the humans working
and walking nearby when it is a robot operator at the station, as in Figure 9.3. A human worker
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is approaching the robot’s feasible workspace in the image on the left, however the task requires
far less space to be performed. Mandating that humans should stay out of the robot’s workspace is
practically equivalent to caging them but at a lower cost. We believe that through consistent motion
by the robot operator, human coworkers will quickly learn the robot’s behavior and will be able to
enter and exit safe areas of its workspace (the blue cloud) while it’s working, in the same way that
they learn the human operators’ tendencies. Obviously, we believe that consistent motion planning
is only part of the solution. Force sensors in the joints, or touch sensors along the arm and a real
time control loop are vital as well to assure that the robot will react quickly and safely if a collision
does occur - just like humans can.
Figure 9.3: On the left, a human worker is passing a robot worker occupying the bolt-grinding
station. The workspace of the right arm is shown in blue. The image on the right shows the scene
from a first person point of view.
9.2 Experimental Setup
In this section, we describe the construction of an experiment, motivated by our bolt grinding ex-
ample shown in Figure 9.2.
The experiment was performed as follows: The robot is parked in front of a tabletop with its
right arm outstretched above the surface (e.g. robot just deposited a completed bolt in the red
outgoing drawer. Below the table are 691 6D goal poses, which are 0.04m apart and span the entire
width of the arm’s workspace. They are each given randomly generated orientation constraints that
are kinematically feasible and safe. The set of goals can be thought of as the fresh bolts stored in
the drawers (see Figure 9.4). Each planner in the test set is summoned to plan from the single start
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pose above the table to all 691 goal poses. The computed plans are then shortcutted and only the
shortcutted paths are used in the following results.
Figure 9.4: On the left, we see a close-up of the bolt drawers in our motivating task. The middle
figure is a visualization of the start configuration of the arm and the generated goal poses. In the
figure on the right, the goals are colored based on cluster. Clustering here is performed using a
cluster cube size of 0.12m.
In Section 9.1, we stated that we interested in determining if when a planner is given similar
input, there is any similarity in the output, and the amount of similarity. Meaning, the goal of our
experiment is two-fold. First, we are measuring the similarity in the computed plans and second, we
are trying to determine how the similarity in the output varies as the similarity of the input changes.
For example, in the context of our bolt grinding example, we are asking questions such as, “Does
the planner produce similar paths when retrieving bolts from the same drawer?” and “Does the
planner compute similar paths for adjacent drawers?” or said another way, “Up to what size can the
drawer be for this to hold true?” By answering these questions, we can gain an understanding as to
how much human observation is necessary to predict the robot’s motion and steer clear of danger.
To that end, we cluster the paths based on goal position. Treating the bottom right corner of the
set of goals as our origin, we discretize the 3D space below the table with a voxel size of c. We then
cluster together all the goals with positions that lie in the same voxel. In our experiments we varied
the discretization, or cluster cube size c, from 0.10m to 0.36m. The consistency is computed for
the set of paths that correspond to the goals in a cluster. The consistency measures of each cluster
are averaged and a single consistency measure is presented for each cluster cube size. Clusters with
fewer than 10 goals in them are ignored. For c = 0.10m, 70 clusters are included and only two
clusters are used when c = 0.36m. At least 530 goals are included in the evaluated clusters across
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all values of c. An example clustering can be seen in Figure 9.4.
In these experiments, the set of planners that are executed include our planner configured with
ε = 100 and RRT-Connect. It can be argued that for the same start and goal conditions, sampling-
based planners will return the same path every time if the randomization seed is fixed. However,
by asking the planner to plan to similar (but not the same) goals, we can get a better idea of how
consistently the planners will behave across multiple planning attempts.
We will now present two methods we developed of measuring the consistency of two or more
paths. We believe these methods are accurate measures of consistency, which corresponds to pre-
dictability in the eye of the human observer. Future work is required to perform the user study that
will prove our hypothesis - that a strong correlation exists between our consistency metrics and the
comfort and perceived safety of nearby humans, as well as their ability to predict the robot’s motions
for a task after a quick demonstration by the robot on a similar task.
9.3 Method 1: End-Effector Path Similarity
The first method we propose to measure consistency, or the similarity between two paths, is by
comparing the two 3D paths traveled by the end-effector through the workspace to each other. In
this section, we will first present our reasoning for choosing the end-effector paths as opposed to
say the planned joint motions, then we will discuss how we compare the paths to each other and
finally, we’ll present a set of experimental results for our motivating use case.
We believe that the movement of the robots end-effector is a good measure of consistency be-
cause the hand is a natural point of focus by the human observer. When humans reach for an object
they rely on a combination of proprioceptive input, visual feedback of the target and visual feed-
back of their hand [25]. We are predicting that humans use a similar approach when observing a
robot, or even when other humans reach for a target. Obviously, humans are unable to receive the
proprioceptive feedback of others, so they are likely to visually attend to the actor’s hand and the
target. For instance, consider a magician’s ability to control the attention of an audience through
sleight of hand in order to perform an impressive illusion that defies the laws of physics. Sleight of
hand is historically a popular means of misdirection that is successful because it exploits the human
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cognition which is primarily fixated on the critical hand [38].
Research formulated based on user surveys indicated that humans prefer robotic arm move-
ments with less wrist motion [51]. Users of Amazon’s Mechanical Turk were shown videos of
various trajectories performing the same task and were asked to score them using a variety of met-
rics. Afterwards, using a large set of various path benchmarks as features, the authors attempted
to develop a classifier using the recorded human data for predicting their preference. Using a few
different classification algorithms, the authors found that the motion of the wrist through space ap-
pears to be the best predictor of the path quality rated by the human observers. In fact, the study
determines that the 3D BFS path from the start to the goal is a good approximation of the path
expected by the human observer for the end-effector of the robot.
Therefore we can see that a humans focus is on the end-effector movement when reaching
themselves and when watching a robot perform a reaching task. It would follow that as human-
robot safety is our primary concern, we convert the planned paths from a list of joint positions to
end-effector paths through space, so the data is tested for consistency as a human would visually
process it.
9.3.1 Path Similarity
To compute a value that describes the similarity between a pair of paths, we use the dynamic time
warping (DTW) similarity metric [62, 71]. DTW was developed in the late 1960’s to perform
automatic speech recognition. Isolated words were stored as templates in a library and the similarity
of incoming words would be computed against every template in the library and the closest match
would be deemed the winner.
DTW is a dynamic programming algorithm that finds the optimal alignment of two sequences
of feature vectors in quadratic time. Sections of the sequences can be warped non-linearly, meaning
they can be stretched or compressed. In Figure 9.5, we see the inner workings of the algorithm.
The sequences are arranged on the sides of a grid and starting from the bottom left, each waypoint
in one sequence is compared to the other to determine its best match which may come temporally
before it or after it. DTW computes the distance of a warping path as the minimum of the sum of
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the distances between individual waypoints on a path through the grid divided by the sum of the
warping function, which normalizes for the path length. After the distance is computed for each
possible route through the grid, the distance of the shortest path is returned by the algorithm.
Figure 9.5: Shown in red is the warping path, or the shortest path, computed by the DTW
algorithm between sequences A and B.
We believe that DTW is a natural fit to computing the path similarity of a pair of motion plans
because they are inherently discrete time-dependent sequences, thus perfectly suitable to be aligned
optimally in a nonlinear fashion by the algorithm. DTW is well suited to robust to sequences with
nonuniform sampling (i.e. sequences with missing information), such as planned or shortcutted
paths that are comprised of a short set of distant waypoints for the arm to follow. Also, DTW can be
used to perform clustering of similar sequences or for performing a similarity search (e.g. speech
recognition) [61]. We may want to use it in either capacity in future work. DTW is also convenient
because it is a quantitative similarity measure for expressing the relation of two sequences to each
other using a single number.
The distance function used by DTW in our application is the Euclidean distance between two
3D Cartesian waypoints. A DTW score closer to 0 means the paths are more similar. Since this
method is for comparing pairs of paths, we performed an all-pairs comparison within each group
(or cluster) and then took the average path similarity. This provides us with a very convenient
means of representing the similarity of a set of paths that correspond to the goal poses in a cluster
by a single number.
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9.3.2 Experimental Results
The end-effector paths for both shortcutted paths computed by both planners are shown in Fig-
ure 9.6. The paths computed by RRT-Connect are shown in green and the paths computed by our
planner are orange. Observe how across the entire set of goals, the green paths all share the same
approximate shape. A path to a goal on the far right appears to wrap around the table in a very sim-
ilar fashion as a path to a goal on the far left. To the contrary, observe the tree-like pattern rooted at
the start pose in the orange paths. It appears that all of the paths wrap around the surface of the table
along one of twenty different paths, however, once the paths enter the area below the surface, they
neatly diverge towards their individual goals. So unlike the RRT-Connect paths, the paths computed
by our planner to goals that are close together at least visually appear to be quite similar to each
other. On the other hand, a path to a goal on the far right appears to be quite different than a path to
a goal on the far left.
Figure 9.6: Two views of the complete set of end-effector paths (RRT-Connect: green, Our
Planner: orange). In the two images on the right, it’s apparent that the paths computed by our
planner exhibit a tree-like pattern rooted at the start pose. The paths appear to branch out below the
surface of the table.
It would stand to reason that the paths taken by the elbow to all of the goal poses would exhibit
a similar general shape or structure to that of the end-effector. In the visualization presented in
Figure 9.7, it would appear that the nature of the elbow paths of each planner does in fact share the
same general behavior or visible similarity as their corresponding end-effector paths. It’s important
to note though that the elbow doesn’t necessarily have to follow the similar structure, because we
are using a 7 DOF arm, so the upper arm roll joint would permit the elbow to achieve quite a large
set of values for each end-effector pose. Remember though, that our planner performs explicit cost
minimization so it would stand to reason that a high amount of overlap should be expected in the
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elbow paths as well.
Figure 9.7: Two views of the complete set of elbow paths (RRT-Connect: green, Our Planner:
orange).
In Figure 9.8, the average path dissimilarity per cluster is computed for each cluster cube size.
The end-effector path results are shown on the left and the elbow path results are shown on the
right (but bear in mind that we are focusing on the end-effector paths and the elbow is just food for
thought). From the plot we see that the cluster cube size has virtually no effect on the average path
dissimilarity per cluster for RRT-Connect paths. On the other hand, for our planner, the average
path similarity per cluster with c = 0.10m is 42% greater than those of RRT-Connect but the benefit
decreases steadily as c increases along the x-axis until it surpasses RRT-Connect in dissimilarity
when c = 0.36m. Our planner exhibits a kind of local consistency but as the goals become farther
out, the plans become less similar to each other. This can easily be explained by the fact that
our planner minimizes joint motion, not path difference. Thus, at some point for a goal that is
sufficiently far away, the planner will find that a shorter path to the goal that traverses either a
completely different route or a completely different topological class altogether.
Figure 9.8: The plot on the left shows the average end-effector path dissimilarity per cluster for a
range of cluster cube sizes. The plot on the right is the same but for the elbow paths.
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9.4 Method 2: Swept Volume
The motivation behind measuring consistency by computing the end-effector path similarity is that
we want to formulate the path data in the way that humans visually process it. The intention is that
it would be an accurate measure of consistency in the eyes of the human. If the results suggest two
paths are similar, then the idea is that a human observer would too. Hereto, the second method we
are proposing to quantify consistency is intended to reflect the humans’ perception of the similarity
between a set of robot motions. However, this method is intended to provide a more clear-cut
directive to safely steer clear of the robot while it performs a specific task - with the same language
that a shift manager might communicate to a new employee whose task requires sharing a workspace
with the robot.
Humans are constantly considering the extents of motions performed by people nearby in con-
junction with their own. It’s an inherent requirement in order to avoid collisions with each other
and the world. For instance, a passenger sitting in a middle seat on an airplane shares a workspace
with both of their neighbors. Avoiding collisions while eating requires that the passenger constrains
the swept volume of their actions to within the confines of the arm rests. Another example can
be found on the baseball diamond. A parent may warn a child to steer clear of the swept volume
of the batter’s swing. The subconscious measuring of the swept volume of our actions, as well as
those of others, is a natural process humans perform regularly from a young age to prevent damage
or pain. This led us to thinking that the swept volume needed by the robot for a given task is a
human-relatable concept and has a direct effect on human-robot safety. We will now give a brief
background on swept volume and then propose our second method of measuring consistency.
Swept volume (SV) describes the totality of space touched by a robot (or object) as it is pulled
along its trajectory. Swept volume essentially flattens the robot motion, removing the time dimen-
sion. That is, if a path is considered a function of time τ : [0, 1] → q, so that at each instant t,
it generates a configuration that can be applied to the robot A, then the SV is the set of all points
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a ∈ R3 touched by the robot along the entire time interval [29].
SV (A, τ) = a ∈ A(τ(t)) : t ∈ [0, 1]
Our second method of measuring consistency is the union of the swept volume of the cluster
paths (i.e. the paths being measured for consistency). In other words, for a given cluster i, we
compute the union of the swept volume (SVU) across its cluster paths as follows:
SV Ui =
⋃
p∈CPi
PathV olume(p)
Where PathV olume() returns the actual swept volume in space across the entire path, not the
measurement of the volume itself. For our use, PathV olume() returns a list of active voxels. When
the union of swept volumes is taken, overlapping regions are only accounted for once.
9.4.1 Experimental Results
Before we compute the average SVU for each cluster size, the paths planned by both planners
are interpolated at a high resolution. Computing the SV for up to 691 paths for each cluster size
and planner combination we are testing is a time-consuming process. Instead, we compute an
approximation of the SV by voxelizing the workspace of the robot into a voxel grid with 2cm3
cubes. Initially, all voxels in the grid are marked as free or inactive. We mark a voxel as active if for
any waypoint in any one of the cluster paths, some point of the arm is within it [29]. The voxelized
arm for a given set of joint angles is shown in Figure 9.9. Then we simply compute the SV by
summing the volume of all of the voxels marked active. The primary advantage of this method is
the reduced computation speed but the obvious disadvantage lies in the accuracy, which depends on
the voxel size. It’s highly likely that it will compute an overestimate of the true volume but that’s
acceptable in many applications.
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Figure 9.9: The voxelized arm at a single joint configuration.
The SVU computed by both planners for two different clusters are shown in blue in Figure 9.10.
On the left, we see cluster #2, on the robot’s right. The SVU computed by RRT-Connect covers more
space despite a long shortcutting procedure. The SVU computed by our planner doesn’t raise the
arm higher than its initial configuration and wraps around the table’s surface in a minimalist fashion.
On the right, we see cluster #20, on the robot’s left. The SVU computed by RRT-Connect is very
similar to the one shown for cluster #2, even though the clusters are separated by a large distance.
This finding coincides with what we saw earlier in Section 9.3.2 - the average path dissimilarity
doesn’t change a significant amount with a change in the cluster cube size. However, the SVU shown
on the right computed by our planner is very goal focused and does not overlap much under the table
with the SVU for cluster #2. This would also coincide with the local consistency observation that
we detected when measuring consistency with Method 1.
(a) cluster #2
(left: our planner, right: RRT-Connect)
(b) cluster #20
(left: our planner, right: RRT-Connect)
Figure 9.10: The swept volume of cluster paths for two different clusters.
In the plot on the left in Figure 9.11, we present the average SVU for each planner and cluster
size. The results for our planner seem to coincide with what we saw using Method 1, an upwards
trend as the cluster size increases. This is expected because of the cost minimization performed by
the planner which can lead to possibly highly different paths for distant goals. The RRT-Connect
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curve in red doesn’t quite resemble the curve computed by Method 1 in Figure 9.6, which is virtually
flat. In the previous section, we saw that the path dissimilarity in the end-effector paths remains
somewhat constant independent of the cluster cube size, which means that the general shape of the
sequence is the same to all goals. However, when we measure the consistency of the RRT-Connect
paths with Method 2, we are finding that the paths may share a similar shape but because the goals
become more spread out as the cluster cube size increases, the paths vary in distance or simply
travel through different sections of the workspace to reach their individual goals. We can think of it
as the end-effector paths are being stretched and/or translated and the arm is filling a larger volume
in space for each SVU as the cluster size grows.
Figure 9.11: The average swept volume for the clustered paths for each cluster cube size is shown
on the left. The projected area is shown in the right plot.
9.4.2 Method 2a: An Improvement
While we find Method 2 to be relatable to humans and has value, we believe its ability to measure
consistency can be improved. The problem is as follows. While the overlap between cluster paths
is rewarded as intended, longer paths that explore a larger volume of the workspace may artificially
score higher than shorter paths. Thus the values computed for consistency for two sets of paths for
the same cluster that have drastically different path lengths, cannot be compared to each other. Thus,
Method 2 is naturally biased towards planners that produce shorter paths, possibly unjustly claiming
that they are more consistent in their solutions than a truly consistent planner that consistently takes
the scenic route to the goal.
To that end, we can improve upon Method 2 by introducing Method 2a, which is the ratio of
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Figure 9.12: The union of the swept volume of all 691 paths computed by our planner is shown in
blue. Their intersection is in orange.
the intersection of the swept volume of the cluster paths over the union of the swept volume of the
cluster paths. In other words, for a given cluster i, we compute the swept volume ratio (SVR) across
its cluster paths as follows:
SV Ri =
⋂
p∈CPi
PathV olume(p)⋃
p∈CPi
PathV olume(p)
Unlike Method 2, path length is normalized in the SVR, producing a more fair method for
measuring consistency. The more points of overlap between all of the cluster paths in space, the
higher the ratio. A set of duplicate paths would return a ratio of 1, and 0 would be computed for a set
of completely disjoint paths (e.g. the initial pose of the base of the arm would have to be different
for each path). A visualization of Method 2a is shown in Figure 9.12.
c = 0.1m c = 0.14m c = 0.32m
ε = 100 0.61 0.50 0.39
RRT-Connect 0.34 0.26 0.22
Table 9.1: The average SVR for both planners and three different cube sizes.
Preliminary results we computed using the upgraded method are shown in Table 9.1. The aver-
age SVR is given for three different cluster cube sizes and for both planners. For each value of c,
the average SVR for our planner is almost double the average SVR for RRT-Connect.
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9.5 Future Work
More work is needed to prove our hypothesis is true regarding the value of the methods of measuring
consistency that we present in this chapter. As was stated earlier, a well designed user study intended
to determine a human’s ability to predict the robot’s motion for a given task is of the highest priority.
The results could be used to determine if our methods of measuring consistency align with the
findings. If they do, then we can gain actual values measured by our methods that can be used for
future tasks to measure predictability from a human’s viewpoint.
Another direction for future work is on the planning side. We can explore possible ways of
maximizing consistency within the planner itself. Note, that this is different then just minimizing
the swept volume along the path or the end-effector distance traveled instead of the joint motion.
One of the differences would be that a planner that maximizes consistency would attempt to stay in
the middle of the mechanical limits of the joints so that completely different motions aren’t found
because a singularity is reached. Such a planner may require a reference trajectory as input, so that
it has a target path to try to mimic. Similarly, if our planner is bootstrapped with an e-graph that’s
comprised of a single path that goes from the middle of the set of start poses to the middle of the set
of goal poses for that task. It will do its best to stray from the path as little as possible especially if
the e-graph heuristic is being heavily weighted [55]. It’s very likely that the planner will snap onto
the e-graph at the start and snap off of the e-graph at the goal. This proposed planner would work
for a given task but it isn’t a solution to the proposed future research direction because the planner
isn’t explicitly minimizing consistency. Rather, it’s a natural effect of multi-query planning.
In this chapter, we measured the consistency of a group of paths that were clustered based on
their destinations, the goal poses (for the wrist). This is based on the premise that similar input
(e.g. a nearby goal), should produce similar output. If a human coworker is aware of the task a
robot is working on and had previously observed it perform a similar one, they should be able to
predict its motion if a consistent planner is used (as we define it here). However, if a human observer
is unaware of the robot’s task, or intentions, then mid-execution, they won’t be able to predict its
remaining path. In the worst case scenario they may find themselves in the robot’s path.
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A more straightforward approach to measuring consistency with respect to human-safety, is to
cluster the paths themselves - instead of clustering the goals. If the clustering results show that
paths are clustered together that go to similar goals, then it is likely that a human observer who is
unaware of the intended task - should still be able to predict the target object or pose just by having
seen a similar path a priori. Consistent paths according to this method of clustering is a far stronger
statement than what we present in this chapter.
Preliminary experiments were run to get an idea of how our planner performs given this alternate
means of clustering. we ran some preliminary experiments. To cluster the paths, we created a matrix
in which each row represents a single end-effector path. Each path was organized into a feature
vector with the following format: {{x1, y1, z1}, {x2, y2, z2}, ..., {xn, yn, zn}}. We interpolated all
of the paths to have the same number of waypoints, so n = 1277 in this case. We used K-means [48]
to cluster the entire set of paths with two different values for k. In Figure 9.13, the top row, (a),
contains the clustering computed with k = 2 for each planner. Our planner is on the left and RRT-
connect is on the right. The paths are represented by their goal poses for easy visualization and the
clusters are separated by color. Row (b) is arranged the same way except k = 4. Both sets of plots
demonstrate that the computed clusters show that paths that are most similar to each other, also have
similar goals. The computed decision boundaries neatly cut vertically through the set of goals. The
same can’t be said for RRT-Connect.
A more interesting experiment would involve exploring what percentage of a path a human
observer would need to see if they aren’t aware of the robot’s task, before they can predict its
remaining trajectory. This would be important so that they can act in time if they are in the robot’s
path. Unlike our previous two experiments, in the final experiment, we first cut each path in half
and then clustered the first-half-paths with k = 2. Thus far, the paths computed by our planner have
been clustered with well defined decision boundaries, splitting the set of goals in similarly sized
parts. This experiment would help determine whether or not a task-unaware human observer who
saw only the first half of a path, can predict it’s remaining trajectory, having seen the robot perform
a similar task a priori. These results are presented in the bottom row of Figure 9.13. Similar to
when the full-paths were clustered in (a), we see a neat clustering of the half-paths computed by our
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planner sliced into two vertical halves.
Given these results, we are highly optimistic that the solutions from our planning framework
exhibit a stronger form of consistency, one that is directly applicable to human observers’ ability
to predict the robot’s motions without knowing its intended task. Future work should extend our
pair of consistency measurements presented in this chapter to include the clustering of the paths
themselves. We would like to explore if we can estimate the earliest point in a path in which an
experienced observer can predict the robot’s remaining trajectory for a given task.
9.6 Conclusion
In this chapter, we focus on the concept of consistency in planning. We use the term consistency
with regards to a motion planning algorithm to mean, that when given similar input, it produces
similar output. In this chapter we attempt to understand what similar input means in terms of
goal position. We presented two methods for measuring the similarity of the output and both were
motivated by the need for human-robot safety which is maximized when humans can safely predict
a robot’s motions, given knowledge of its task. Thus, the focus of this chapter is to take a step
towards measuring consistency and in proving our hypothesis regarding the relative consistency of
our planning framework.
The first method we presented to measure consistency, or the similarity between two paths, is
by using dynamic time warping to compare the two 3D paths traveled by the end-effector through
the workspace to each other. This was motivated by the fact that the movement of the robots end-
effector is a natural point of focus by the human observer, so the data is tested for consistency as
a human would visually process it. We found that for our planner, the average path similarity per
cluster with c = 0.10m is 42% greater than those of RRT-Connect but the benefit decreases steadily
as c increases until it surpasses RRT-Connect in dissimilarity when c = 0.36m. Our planner exhibits
a kind of local consistency but as the goals become farther out, the plans become less similar to each
other. This can easily be explained by the fact that our planner minimizes joint motion, not path
difference. Thus, at some point for a goal that is sufficiently far away, the planner will find that a
shorter path to the goal that traverses either a completely different route or a completely different
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(a) k = 2
(b) k = 4
(c) k = 2, only first half of each path is used
Figure 9.13
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topological class altogether.
Our second method of measuring consistency is the union of the swept volume of the cluster
paths (i.e. the paths being measured for consistency). We were motivated by the fact that humans
are constantly considering the extents of motions performed by the people nearby in conjunction
with their own. This led us to thinking that the swept volume needed by the robot for a given task
is a human-relatable concept and has a direct effect on human-robot safety. We later improved this
method by presenting a modification (i.e. swept volume ratio (SVR)) that makes it invariant to
the difference in length of the paths being computed. In our preliminary results, we found that for
various values of cluster cube size, the average SVR for our planner is almost double the average
SVR for RRT-Connect.
Unfortunately, we can’t make any broad statements regarding the consistency of a planner for
a completely new task a priori. Instead, a set of experiments in common scenarios is required to
better understand the consistency of the planner. In the same vein, the computed consistency for a
given task is limited to the arm with the set of kinematics that was planned for. Thus a planner’s
consistency isn’t cross robotic-platform, however we believe it’s likely that similar results would be
computed for similar sets of kinematics.
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Chapter 10
Conclusion
In this thesis, we have presented an approach to motion planning for manipulation that is capable
of efficiently computing cost-minimized paths that are similar for similar tasks. We accomplished it
by developing a heuristic search-based framework that leverages the construction of a manipulation
lattice graph combined with informative heuristics and an anytime graph search to deal effectively
with the various complexities that arise in manipulation. Examples of challenges inherent to manip-
ulation with robotic arms include avoiding obstacles and adhering to kinematic and path constraints.
In addition, and perhaps the greatest challenge regarding planning safe and feasible paths is the high
dimensionality of the problem. This thesis describes in detail how our framework addresses each
challenge.
We introduced the manipulation lattice graph as a type of graph representation crafted with the
intricacies of manipulation in mind. The non-uniform dimensionality and non-uniform resolution
of the graph help mitigate the curse of dimensionality [4]. We introduced two kinds of graph edges,
represented by short atomic actions, called motion primitives. Static motion primitives are a pre-
defined set of motions and in our application, they represent a rotation of one or more joints or the
translation or rotation of the end-effector or grasped object. Adaptive motion primitives are actions
that are generated at runtime when a certain criteria is satisfied. We introduced them for three
reason. The first reason is that they can drastically speed up the search by snapping to the goal state.
The second reason is to remove the requirement that the goal state must lie on the discretization of
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the configuration space, a requirement which is very limiting in manipulation because precision is
generally required. The third reason is so that they enable us to incorporate the power of analytical
solvers that have been researched for decades into the planner in a principled fashion (i.e. they are
assigned edge costs, etc). We showed that adaptive motion primitives are useful at any point in the
search (i.e. not just near the goal). They can be used for a variety of uses including, generating
motions that adhere to path constraints or to stay away from obstacles.
A major focus of this thesis work is developing heuristics that encapsulate the most impeding
complexities of the main search by solving a lower dimensional abstraction of the problem. We
surmised that the environmental complexities, or the clutter between the start and goal, is the greatest
challenge in arm planning. In other words, we have found that the obstacles in the environment
create the deepest local minima in the search. To that end, we developed a heuristic that computes
the shortest path for the end-effector, represented as a sphere moving freely in 3D, from the goal
position to every other voxel in the workspace. It is computed efficiently via a single instance of
a 3D breadth first search. While, the heuristic ignores the kinematic constraints of the arm, we
presented an extensive experimental analysis that shows great speedups are achieved when trusting
its cost-to-goal estimates by drastically inflating them, causing a far greedier but effective search
towards the goal.
The third part of the framework we presented is the use of an anytime graph search, ARA*, for
searching the manipulation lattice graph. ARA* quickly computes an initial and possibly subopti-
mal solution and then improves it as time allows while reusing previous search efforts efficiently.
Given an informative heuristic, an initial solution is achieved quicker by inflating the heuristic esti-
mates for a more goal-directed search. However, if poor guidance is provided, causing a misguided
search, a larger portion of the state space may be explored than even warranted by optimal planning.
Thus, the combination of ARA* and our informative heuristics form a valuable pairing when faster
planning is desired.
We applied the framework to the problem of relocating an object, given control of a set of ma-
nipulators that share workspaces and can pass the object amongst each other. This is challenging
because it combines the discrete combinatorial planning problem of finding a sequence of manip-
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ulators and grasps to transport the object to its goal, with the continuous motion planning problem
that is addressed by the single-arm application of the framework. Our algorithm seamlessly unites
the two problems within a graph-based search which plans for the continuous motion of the object
and the arms manipulating it, while being guided by a novel heuristic function that estimates a solu-
tion to the high level discrete problem. Our planner determines which arms and grasps will be used,
where handoffs between arms will occur, as well as the motions of each of the arms. Addition-
ally, our algorithm called for upgrading the framework to the use of a lazy version of ARA* which
postpones the evaluation of edge validity and cost to when the planner actually intends to explore
them. This modification of the original framework is more suited to planning problems where edges
require significant time to evaluate, such as when another planner is used for that computation. We
verified the effectiveness and scalability of our method through a variety of simulation experiments
controlling up to 4 arms in practical scenarios (e.g. factory, grocery checkout, and bar). Note, that
a single call to this planner can be used for pick-and-place by a single-arm as well, where the nor-
mal approach is the time consuming engineering of an object manipulation pipeline built on top of
simulated trial-and-error and scene or task specific heuristics that may not be robust to unexpected
changes.
We also presented an extensive analysis regarding the solution quality produced by our planning
framework. First we analyzed the tradeoff between planning efficiency and solution quality with
respect to the optimal solution. It’s very common in this thesis work to prioritize planning time
over solution quality by drastically inflating the heuristic. With an allowed planning time of 120
seconds, our results indicate that the average joint path length is at most 1.7x greater than our ε = 2
baseline and such a path can be found in 1.08 seconds, or a thousandth of the average planning time
of our baseline method. This supports our hypothesis and confirms that our sub-second planning
times are not at a great a loss in solution quality as the inflation factor suggests. Then we attempted
to answer concerns regarding our notion of optimality, or path quality. The optimality guarantee
associated with planning using A* search occurs with respect to the motion primitive based graph so
we benchmarked our solutions against an asymptotically optimal planner that was given 10 minutes
for path optimization as a near optimal alternative that plans directly in C-space. We found that the
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solutions generated by our framework are within a bounds of 1.63 of the average quality computed
by our baseline approach, computed often in the 1 second range. In addition, our results show that
when 5-10ms of shortcutting is used on the paths computed by both planners, the resulting solution
quality of our method with ε = 2 rates slightly higher than that of RRT*-10min across four of the
five metrics.
A major part of this thesis work includes an extensive experimental analysis in simulation and on
a real robot for each application of our framework. Using multiple metrics of performance, solution
quality and consistency we benchmarked our approach against several sampling-based planning
approaches in real world inspired scenarios on a PR2 robot. The results show that our approach can
plan in many complex situations with sub-second planning times, typically generating solutions of
considerably higher quality than RRT* and RRT-Connect. Finally, our results show that due to its
deterministic cost-minimization, our framework generates motions that are of good quality and are
consistent, i.e. the resulting plans tend to be similar for similar tasks. In many applications, the
consistency of the generated motions is important as it helps make the actions of the robot more
predictable for a human controlling or interacting with the robot. We motivated and presented two
new methods of measuring consistency with human-robot safety in mind. Using them, we presented
results that demonstrate that our planner generates solutions in which a local consistency is observed
across similar tasks.
10.1 Contributions
In this thesis, we made the following contributions:
• To the best of our knowledge, this is the first heuristic search-based framework for robotic arm
planning to provide a real-time performance on a physical single- and dual-arm manipulation
platform.
• A heuristic search-based framework for motion planning for robotic arms.
• An application of the framework to single-arm motion planning with an extensive set of ex-
periments, including results on a physical robot during two factory automation tasks: fast
pick-and-place of moving objects and autonomous assembly.
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• An application of the framework to dual-arm planning for manipulation of an object, includ-
ing results on a a physical robot.
• An extension of our framework to planning for the relocating of an object by multiple arms.
Experimental results are included for between two and four arms.
• A comprehensive analysis of the tradeoffs between planning efficiency and solution quality.
• Two methods of measuring consistency are proposed that are motivated by human-robot
safety. A real-world inspired set of experiments are included that demonstrate a local consis-
tency in the solutions generated by our planning framework.
10.2 Future Research Directions
The heuristics presented in our framework were designed to steer the search through obstacles in
the workspace, which we consider to be the greatest complexity in planning for manipulation. In
addition to this challenge, other complexities exist such as kinematic constraints and directing the
search towards the goal orientation constraint (note, the current heuristic is informative with regards
to the goal position constraint only). Through the development of this thesis work, we have explored
numerous different heuristics to supplement hBFS with regards to the other complexities. Many of
them have shown positive results, however we have been unable to combine them effectively so they
don’t compete. The search oscillates between them, which has prevented their everyday use. Exam-
ples of other heuristics [12, 13] include hrpy and helbow which is also presented in Section 5.4.2.
A potentially major improvement to the robustness of our framework is the exploration into
combining multiple heuristics effectively. The most promising approach appears to be via lever-
aging the power of Multi-Heuristic A* [1]. MHA* can simultaneously use multiple and possibly
inadmissible heuristics to search for a solution without sacrificing any of the theoretical guarantees
of WA*. Impressive initial results have been published for full body planning, a domain which
shares all of the complexities of arm planning. A more recent development, Dynamic MHA* [31],
builds on MHA* by dynamically generating heuristics to effectively handle local minima. We feel
that it has specific qualities that are adept at handling challenges specific to arm planning and is a
worthwhile direction to extend this framework.
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Adaptive motion primitives (Section 4.2) are an integral part of the manipulation lattice graph
framework. We presented these runtime generated actions for the first time in [13] to assist in
solving two problems that we first encountered in the first version of the single-arm planner[12].
First, they sped up the search tremendously by snapping to the goal pose and second, they make
the planner capable of satisfying an arbitrary 6D goal constraint despite the discretization used.
Since their introduction they have been used in other planning research to solve similar problems.
AMPs are used in planning for the smooth pickup of moving objects [50], in planning with adaptive
dimensionality [24] and for snapping to a state in cached graph when planning with experience [55].
We are just touching the surface of their potential use in search-based planning. A future research
direction can be investigating how to leverage them in new ways. For instance, when planning with
path constraints, the current technique is to reject neighbors of a state that violate the constraint.
Instead, upon the expansion of state s, adaptive primitives can be used to compute a new set of
constraint satisfying successors of s at runtime or simply try to adjust a constraint violating action
so a lower percentage of neighbors will be rejected. We think AMPs can also be used to generate
neighbors for a state that might steer the search in a particular direction such as away from obstacles
or other sensitive areas of the workspace.
Throughout this thesis, the experimental results that accompany all three applications of our
framework, involve the use of the most basic set of static motion primitives. In each application, the
set undoubtedly includes actions that each move in a single dimension at a time, and one action for
each direction. While this set provides a dense coverage of the state space it is likely detrimental to
the planner’s efficiency, robustness and to the smoothness of the output, resulting in superfluous dis-
cretization artifacts. Instead, investigating methods of generating motion primitives that are smooth,
dense and efficient would be a valuable contribution now that the baseline potential of the frame-
work has been demonstrated. Principled approaches to generating motion primitives for navigation,
such as [58] and [59], are widely used and may provide some guidance to our domain. Alternatively,
it may be beneficial to analyze recordings of human motion in search of patterns or repetitions of
short atomic actions that are performed on a daily basis across various tasks. It may be found that a
set of generic human motion primitives doesn’t exist because humans don’t have a common set of
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actions across classes of tasks. Thus, when operating in a human environment, it may be the case
that the planner’s performance would be improved by using task-specific motion primitives that are
pulled from a library on a case by case basis.
During the autonomous assembly project in Section 5.3.4 in which a robot assembled bird-
houses, we experienced a problem which we learned that is common in factory automation. On an
assembly line, a robot may be tasked with picking up parts that are quickly thrown onto a pallet or
conveyor belt to perform a job. The parts may be presented in an arbitrary orientation but are all
within reach of the end-effector. The problem arises when the robot cannot perform the task because
the robot is not able to pick up a part with a grasp that is compatible with the task. Two possible
causes include the needed grasp may cause collisions between the arm, object and the environment
or simply that the needed grasp would violate the kinematic constraints of the arm (i.e joint limits).
A common solution to this problem is achieved through single-arm regrasping [69]. There are two
kinds of single-arm regrasping. The first kind is achieved through precise dynamic manipulations
by the fingers of a dexterous hand, in which the object is held from start to finish. The second kind
can be performed by any simple two-fingered gripper, by putting down the object on a surface so
that it can be picked up again but with the desired grasp [69]. For this work, we will focus solely on
the second form of regrasping.
The required regrasping process is typically done via two tier planning. Once it’s determined
that regrasping is needed, planning is performed for the pickup, for the temporary putdown, for the
regrasping pickup and finally, to perform the task. Computing the entire regrasping operation can
be time consuming and failure prone, requiring multiple attempts of trial and error in which the
process is forward simulated and the feasibility of each step is validated. Its success is dependent
on clever engineering, environment, and task specific heuristics and a very well defined problem.
Instead, an appealing research direction is the development of a more principled approach to
regrasping by incorporating it into the planner itself. We think our planning framework is an ap-
propriate foundation for doing so because of the exact nature of the problem at hand. Search-based
planning is a natural choice for this problem because it excels at discrete problems [26] as graphs are
inherently discrete and can use informative heuristics to focus the search toward the solution. The
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discrete events in the problem include deciding whether regrasping is necessary, selecting which
grasp to use for each step, a temporary putdown location and if more than one regrasping step is
needed. The problem of regrasping also has continuous components to it such as computing the ob-
ject’s path to the goal and the joint space trajectories for the arm(s), both of which have been tackled
by the search-based framework in this thesis. Thus, we think our planning framework is appropriate
as a foundation to build on. We think that the n-arm planner (see Section 7) can be modified to
handle single-arm regrasping by treating surfaces capable of supporting an object during regrasping
as it would another arm in the set.
As mentioned above, the assembly domain provides a natural test bed for planning for object
manipulation with support for regrasping. This situation arises often and is currently being handled
by the CSP solver with a time consuming, brute force approach. Incorporating regrasping into
the planner is a much more principled approach that is less likely to get stuck performing time
consuming computations before a solution is found. In addition, we are interested in exploring the
incorporation of other decisions into the planning step that are currently made by the CSP solver
as well. For example, computing the optimal turntable joint position for the current manipulation
task. The idea is that through a single call to the planner, all of the details needed to complete the
task would be computed; the piece pickup to the piece putdown (for attaching) would be computed,
regrasping and adjusting the turntable.
One more direction for future research regarding the n-arm planner (see Section 7) is to explore
how we can remove the constraint that all non-supporting arms in the set are assumed to be at their
home configurations at all times. The challenge is in removing this constraint without sacrificing
the current compact graph representation. A preliminary step to assess the value of this research
might be to determine how obstructive the current constraint is if we were to ignore it in practice.
Meaning, simulate a number of n-arm paths moving an object from one place to another without
preventing the use of the non-supporting arms in the set for other manipulation tasks and observe
how often a collision would occur. Determine if a simple engineering solution can be used as a
post-processing step to prevent collisions by forcing the non-supporting arms to stand idly at the
appropriate times. We believe a principled approach involving extending our framework could be
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the best way to reduce the forced downtime of non-supporting arms.
10.3 Parting Thoughts
I truly believe that the work presented in this thesis is simply an early groundwork for others to
build upon. Over the last two years, tremendous breakthroughs in search-based planning have been
published and the majority of them have not been exploited in this thesis work. These advancements
include incremental planning with experience [55, 56], searching in parallel with multiple cores [57]
and using multiple heuristics [1], as well as heuristics that are generated on the fly [31]. I sincerely
hope that in the near future, our work will be continued and pushed forward by others and the various
performance results and benchmarks we presented in this document will no longer be considered
the state of the art for motion planning for manipulation with heuristic search.
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Appendix A
Heuristic Inflation Factor Results
This appendix contains a breakdown of the results presented in Section 8.2.2. More specifically,
included here are tables and plots for each one of the four environments that are combined into the
single set of results used to generate Figure 8.6 and Table 8.4.
Figure A.1: Results in the kitchen environment are shown above. The left plot was created using
the planned paths and the plot on the right was generated using the paths after shortcutting. RRT*
is permitted 10 minutes for path optimization. Weighted A* is used with the ε stated on the x-axis
and is allowed 120 seconds for planning. The first solutions found by our framework are used
(bounded or unbounded).
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Figure A.2: Results in the tabletop environment are shown above. The left plot was created using
the planned paths and the plot on the right was generated using the paths after shortcutting. RRT*
is permitted 10 minutes for path optimization. Weighted A* is used with the ε stated on the x-axis
and is allowed 120 seconds for planning. The first solutions found by our framework are used
(bounded or unbounded).
Figure A.3: Results in the industrial environment are shown above. The left plot was created
using the planned paths and the plot on the right was generated using the paths after shortcutting.
RRT* is permitted 10 minutes for path optimization. Weighted A* is used with the ε stated on the
x-axis and is allowed 120 seconds for planning. The first solutions found by our framework are
used (bounded or unbounded).
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Figure A.4: Results in the narrow passageway environment are shown above. The left plot was
created using the planned paths and the plot on the right was generated using the paths after
shortcutting. RRT* is permitted 10 minutes for path optimization. Weighted A* is used with the ε
stated on the x-axis and is allowed 120 seconds for planning. The first solutions found by our
framework are used (bounded or unbounded).
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joint space
path (rad)
end-effector
path (m)
wrist
path (m)
area
(m2)
volume
(m3)
planning
time (s)
success
rate
bounded
solutions εtight
RRT*-10min 5.219 1.919 1.493 0.344 0.093 600 80% - -
ε = 2 5.280 1.927 1.523 0.416 0.123 85.934 100% 30% 1.732
ε = 5 5.977 2.115 1.643 0.384 0.122 73.049 100% 40% 2.621
ε = 10 6.330 2.211 1.668 0.396 0.126 21.298 100% 90% 3.429
ε = 20 6.926 2.408 1.796 0.414 0.128 1.623 100% 100% 3.932
ε = 30 6.932 2.409 1.795 0.415 0.128 0.423 100% 100% 3.939
ε = 40 7.296 2.419 1.781 0.412 0.127 0.379 100% 100% 4.246
ε = 50 7.314 2.424 1.784 0.411 0.127 0.385 100% 100% 4.253
ε = 60 7.323 2.427 1.785 0.411 0.127 0.452 100% 100% 4.257
ε = 70 7.323 2.427 1.785 0.411 0.127 0.453 100% 100% 4.257
ε = 80 7.323 2.427 1.785 0.411 0.127 0.526 100% 100% 4.257
ε = 90 7.323 2.427 1.785 0.411 0.127 0.615 100% 100% 4.257
ε = 100 7.323 2.427 1.785 0.411 0.127 0.671 100% 100% 4.257
ε = 200 7.309 2.420 1.781 0.411 0.127 1.096 100% 100% 4.251
(a)
joint space
path (rad)
end-effector
path (m)
wrist
path (m)
area
(m2)
volume
(m3)
success
rate
bounded
solutions εtight
RRT*-10min 1.000 1.000 1.000 1.000 1.000 80% - -
ε = 2 1.012 1.004 1.020 1.207 1.322 100% 30% 1.732
ε = 5 1.145 1.102 1.101 1.116 1.312 100% 40% 2.621
ε = 10 1.213 1.152 1.117 1.151 1.357 100% 90% 3.429
ε = 20 1.327 1.255 1.203 1.202 1.379 100% 100% 3.932
ε = 30 1.328 1.255 1.202 1.204 1.380 100% 100% 3.939
ε = 40 1.398 1.261 1.193 1.196 1.365 100% 100% 4.246
ε = 50 1.401 1.263 1.195 1.194 1.365 100% 100% 4.253
ε = 60 1.403 1.265 1.196 1.194 1.365 100% 100% 4.257
ε = 70 1.403 1.265 1.196 1.195 1.365 100% 100% 4.257
ε = 80 1.403 1.265 1.196 1.194 1.365 100% 100% 4.257
ε = 90 1.403 1.265 1.196 1.194 1.365 100% 100% 4.257
ε = 100 1.403 1.265 1.196 1.195 1.365 100% 100% 4.257
ε = 200 1.400 1.261 1.193 1.194 1.364 100% 100% 4.251
(b)
Table A.1: Results in the kitchen environment are shown in (a). RRT* is permitted 10 minutes for
path optimization. Weighted A* is used with the ε stated and is allowed 120 seconds for planning
until the first solution is found (bounded or unbounded). The Weighted A* results are presented
relative to RRT* in (b).
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joint space
path (rad)
end-effector
path (m)
wrist
path (m)
area
(m2)
volume
(m3)
planning
time (s)
success
rate
bounded
solutions εtight
RRT*-10min 4.697 2.362 1.959 0.387 0.097 600 100% - -
ε = 2 5.030 2.156 1.807 0.480 0.154 92.101 100% 50% 1.650
ε = 5 7.046 2.622 2.147 0.502 0.152 36.149 100% 80% 3.478
ε = 10 8.560 3.235 2.569 0.514 0.164 6.248 100% 100% 4.319
ε = 20 9.101 3.435 2.674 0.547 0.170 2.682 100% 100% 4.598
ε = 30 9.399 3.495 2.686 0.549 0.170 2.427 100% 100% 4.762
ε = 40 9.465 3.532 2.708 0.549 0.170 2.023 100% 100% 4.790
ε = 50 9.551 3.509 2.691 0.548 0.170 2.041 100% 100% 4.838
ε = 60 9.586 3.526 2.704 0.548 0.170 1.937 100% 100% 4.853
ε = 70 9.586 3.526 2.704 0.548 0.170 2.407 100% 100% 4.853
ε = 80 9.884 3.570 2.702 0.547 0.170 2.962 100% 100% 5.029
ε = 90 9.656 3.527 2.702 0.548 0.170 3.495 100% 100% 4.891
ε = 100 9.884 3.570 2.703 0.547 0.170 3.982 100% 100% 5.029
ε = 200 9.656 3.527 2.702 0.548 0.170 4.945 100% 100% 4.891
(a)
joint space
path (rad)
end-effector
path (m)
wrist
path (m)
area
(m2)
volume
(m3)
success
rate
bounded
solutions εtight
RRT*-10min 1.000 1.000 1.000 1.000 1.000 100% - -
ε = 2 1.071 0.913 0.922 1.241 1.577 100% 50% 1.650
ε = 5 1.500 1.110 1.096 1.300 1.556 100% 80% 3.478
ε = 10 1.822 1.370 1.311 1.329 1.684 100% 100% 4.319
ε = 20 1.937 1.455 1.364 1.415 1.742 100% 100% 4.598
ε = 30 2.001 1.480 1.371 1.419 1.746 100% 100% 4.762
ε = 40 2.015 1.495 1.382 1.421 1.744 100% 100% 4.790
ε = 50 2.033 1.486 1.374 1.418 1.741 100% 100% 4.838
ε = 60 2.041 1.493 1.380 1.418 1.743 100% 100% 4.853
ε = 70 2.041 1.493 1.380 1.418 1.743 100% 100% 4.853
ε = 80 2.104 1.511 1.379 1.416 1.745 100% 100% 5.029
ε = 90 2.056 1.493 1.379 1.418 1.743 100% 100% 4.891
ε = 100 2.104 1.512 1.379 1.416 1.746 100% 100% 5.029
ε = 200 2.056 1.493 1.379 1.418 1.743 100% 100% 4.891
(b)
Table A.2: Results in the tabletop environment are shown in (a). RRT* is permitted 10 minutes for
path optimization. Weighted A* is used with the ε stated and is allowed 120 seconds for planning
until the first solution is found (bounded or unbounded). The Weighted A* results are presented
relative to RRT* in (b).
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joint space
path (rad)
end-effector
path (m)
wrist
path (m)
area
(m2)
volume
(m3)
planning
time (s)
success
rate
bounded
solutions εtight
RRT*-10min 3.415 1.114 1.120 0.359 0.090 600 100% - -
ε = 2 3.437 1.178 1.132 0.370 0.091 34.766 100% 80% 1.579
ε = 5 4.029 1.311 1.207 0.361 0.095 25.998 100% 80% 1.633
ε = 10 4.165 1.350 1.228 0.368 0.099 0.568 100% 100% 1.692
ε = 20 4.341 1.373 1.273 0.372 0.105 0.612 100% 100% 1.872
ε = 30 4.437 1.411 1.309 0.369 0.107 0.528 100% 100% 1.980
ε = 40 4.437 1.411 1.309 0.369 0.107 0.328 100% 100% 2.291
ε = 50 4.437 1.411 1.309 0.369 0.107 0.234 100% 100% 2.206
ε = 60 4.488 1.394 1.295 0.369 0.108 0.220 100% 100% 2.360
ε = 70 4.488 1.394 1.295 0.369 0.107 0.216 100% 100% 2.578
ε = 80 4.488 1.394 1.295 0.369 0.108 0.220 100% 100% 2.375
ε = 90 4.488 1.394 1.295 0.369 0.110 0.216 100% 100% 2.684
ε = 100 4.488 1.394 1.295 0.369 0.109 0.218 100% 100% 2.460
ε = 200 4.488 1.394 1.295 0.369 0.109 0.220 100% 100% 2.475
(a)
joint space
path (rad)
end-effector
path (m)
wrist
path (m)
area
(m2)
volume
(m3)
success
rate
bounded
solutions εtight
RRT*-10min 1.000 1.000 1.000 1.000 1.000 100% - -
ε = 2 1.006 1.058 1.011 1.031 1.012 100% 80% 1.579
ε = 5 1.180 1.178 1.077 1.006 1.064 100% 80% 1.633
ε = 10 1.219 1.213 1.096 1.027 1.103 100% 100% 1.692
ε = 20 1.271 1.233 1.136 1.037 1.173 100% 100% 1.872
ε = 30 1.299 1.267 1.168 1.029 1.193 100% 100% 1.980
ε = 40 1.299 1.267 1.168 1.028 1.193 100% 100% 2.291
ε = 50 1.299 1.267 1.168 1.029 1.197 100% 100% 2.206
ε = 60 1.314 1.252 1.156 1.028 1.198 100% 100% 2.360
ε = 70 1.314 1.252 1.156 1.028 1.190 100% 100% 2.578
ε = 80 1.314 1.252 1.156 1.028 1.203 100% 100% 2.375
ε = 90 1.314 1.252 1.156 1.028 1.221 100% 100% 2.684
ε = 100 1.314 1.252 1.156 1.028 1.210 100% 100% 2.460
ε = 200 1.314 1.252 1.156 1.028 1.210 100% 100% 2.475
(b)
Table A.3: Results in the industrial environment are shown in (a). RRT* is permitted 10 minutes
for path optimization. Weighted A* is used with the ε stated and is allowed 120 seconds for
planning until the first solution is found (bounded or unbounded). The Weighted A* results are
presented relative to RRT* in (b).
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joint space
path (rad)
end-effector
path (m)
wrist
path (m)
area
(m2)
volume
(m3)
planning
time (s)
success
rate
bounded
solutions εtight
RRT*-10min 8.232 2.513 1.982 0.401 0.125 600 100% - -
ε = 2 10.124 3.209 2.460 0.414 0.153 120.110 100% 0% -
ε = 5 10.525 3.343 2.541 0.421 0.154 102.320 100% 20% 4.599
ε = 10 11.883 3.863 2.993 0.428 0.165 36.626 100% 80% 5.805
ε = 20 12.288 3.856 2.967 0.437 0.163 5.712 100% 100% 6.028
ε = 30 12.970 3.997 3.001 0.442 0.164 1.070 100% 100% 6.306
ε = 40 13.026 4.021 3.018 0.443 0.165 1.676 100% 100% 6.306
ε = 50 13.061 4.049 3.035 0.445 0.165 2.988 100% 100% 6.306
ε = 60 13.061 4.050 3.035 0.445 0.165 3.492 100% 100% 6.323
ε = 70 13.026 4.021 3.017 0.443 0.165 3.728 100% 100% 6.323
ε = 80 13.026 4.021 3.017 0.443 0.165 4.482 100% 100% 6.306
ε = 90 13.061 4.048 3.034 0.444 0.165 7.034 100% 100% 6.306
ε = 100 13.026 4.021 3.018 0.443 0.165 7.104 100% 100% 6.323
ε = 200 13.026 4.022 3.018 0.443 0.165 24.070 100% 100% 6.306
(a)
joint space
path (rad)
end-effector
path (m)
wrist
path (m)
area
(m2)
volume
(m3)
success
rate
bounded
solutions εtight
RRT*-10min 1.000 1.000 1.000 1.000 1.000 100% - -
ε = 2 1.230 1.277 1.241 1.033 1.220 100% 0% -
ε = 5 1.279 1.330 1.282 1.050 1.233 100% 20% 4.599
ε = 10 1.443 1.537 1.510 1.068 1.315 100% 80% 5.805
ε = 20 1.493 1.534 1.497 1.092 1.297 100% 100% 6.028
ε = 30 1.576 1.591 1.514 1.103 1.310 100% 100% 6.306
ε = 40 1.582 1.600 1.522 1.106 1.314 100% 100% 6.306
ε = 50 1.587 1.611 1.531 1.112 1.316 100% 100% 6.306
ε = 60 1.587 1.612 1.531 1.110 1.315 100% 100% 6.323
ε = 70 1.582 1.600 1.522 1.106 1.314 100% 100% 6.323
ε = 80 1.582 1.600 1.522 1.107 1.314 100% 100% 6.306
ε = 90 1.587 1.611 1.530 1.109 1.314 100% 100% 6.306
ε = 100 1.582 1.600 1.522 1.106 1.315 100% 100% 6.323
ε = 200 1.582 1.601 1.523 1.105 1.315 100% 100% 6.306
(b)
Table A.4: Results in the tunnel environment are shown in (a). RRT* is permitted 10 minutes for
path optimization. Weighted A* is used with the ε stated and is allowed 120 seconds for planning
until the first solution is found (bounded or unbounded). The Weighted A* results are presented
relative to RRT* in (b).
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ε
joint space
path (rad)
end-effector
path (m)
wrist
path (m)
area
(m2)
volume
(m3)
planning
time (s)
success
rate
bounded
solutions εtight
RRT*-10min 4.043 1.414 1.151 0.344 0.101 600 80% - -
ε = 2 4.062 1.334 1.094 0.314 0.081 0.072 100% 30% 1.732
ε = 5 4.372 1.259 1.029 0.298 0.080 0.084 100% 40% 2.621
ε = 10 4.468 1.267 1.003 0.311 0.082 0.081 100% 90% 3.429
ε = 20 4.625 1.312 1.016 0.318 0.081 0.083 100% 100% 3.932
ε = 30 4.661 1.324 1.019 0.319 0.081 0.085 100% 100% 3.939
ε = 40 4.910 1.341 1.029 0.317 0.080 0.094 100% 100% 4.246
ε = 50 4.912 1.332 1.025 0.316 0.080 0.094 100% 100% 4.253
ε = 60 4.915 1.332 1.025 0.316 0.080 0.094 100% 100% 4.257
ε = 70 4.915 1.332 1.025 0.316 0.080 0.094 100% 100% 4.257
ε = 80 4.915 1.332 1.025 0.316 0.080 0.094 100% 100% 4.257
ε = 90 4.915 1.332 1.025 0.316 0.080 0.097 100% 100% 4.257
ε = 100 4.915 1.332 1.025 0.316 0.080 0.095 100% 100% 4.257
ε = 200 4.921 1.339 1.028 0.316 0.080 0.094 100% 100% 4.251
(a)
joint space
path (rad)
end-effector
path (m)
wrist
path (m)
area
(m2)
volume
(m3)
success
rate
bounded
solutions εtight
RRT*-10min 1.000 1.000 1.000 1.000 1.000 80% - -
ε = 2 1.005 0.944 0.950 0.915 0.805 100% 30% 1.732
ε = 5 1.081 0.890 0.894 0.868 0.796 100% 40% 2.621
ε = 10 1.105 0.896 0.871 0.904 0.811 100% 90% 3.429
ε = 20 1.144 0.928 0.883 0.927 0.801 100% 100% 3.932
ε = 30 1.153 0.936 0.885 0.927 0.799 100% 100% 3.939
ε = 40 1.214 0.948 0.894 0.922 0.795 100% 100% 4.246
ε = 50 1.215 0.942 0.891 0.921 0.796 100% 100% 4.253
ε = 60 1.216 0.941 0.891 0.921 0.797 100% 100% 4.257
ε = 70 1.216 0.941 0.891 0.921 0.797 100% 100% 4.257
ε = 80 1.216 0.941 0.891 0.921 0.797 100% 100% 4.257
ε = 90 1.216 0.941 0.891 0.921 0.797 100% 100% 4.257
ε = 100 1.216 0.941 0.891 0.921 0.797 100% 100% 4.257
ε = 200 1.217 0.947 0.893 0.921 0.795 100% 100% 4.251
(b)
Table A.5: Results after shortcutting in the kitchen environment are shown in (a). RRT* is
permitted 10 minutes for path optimization. Weighted A* is used with the ε stated and is allowed
120 seconds for planning until the first solution is found (bounded or unbounded). The Weighted
A* results are presented relative to RRT* in (b).
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joint space
path (rad)
end-effector
path (m)
wrist
path (m)
area
(m2)
volume
(m3)
planning
time (s)
success
rate
bounded
solutions εtight
RRT*-10min 3.513 1.772 1.499 0.426 0.117 600 100% - -
ε = 2 3.884 1.807 1.531 0.343 0.087 0.078 100% 50% 1.650
ε = 5 4.909 1.587 1.364 0.343 0.092 0.083 100% 80% 3.478
ε = 10 5.490 1.650 1.343 0.348 0.097 0.083 100% 100% 4.319
ε = 20 5.871 1.714 1.394 0.361 0.101 0.090 100% 100% 4.598
ε = 30 5.995 1.745 1.392 0.362 0.101 0.096 100% 100% 4.762
ε = 40 5.991 1.725 1.395 0.364 0.102 0.093 100% 100% 4.790
ε = 50 6.077 1.716 1.387 0.363 0.102 0.104 100% 100% 4.838
ε = 60 6.128 1.740 1.398 0.365 0.102 0.099 100% 100% 4.853
ε = 70 6.129 1.740 1.398 0.365 0.102 0.099 100% 100% 4.853
ε = 80 6.376 1.774 1.397 0.365 0.102 0.111 100% 100% 5.029
ε = 90 6.162 1.725 1.387 0.365 0.102 0.103 100% 100% 4.891
ε = 100 6.379 1.779 1.398 0.365 0.102 0.111 100% 100% 5.029
ε = 200 6.192 1.737 1.396 0.365 0.102 0.103 100% 100% 4.891
(a)
joint space
path (rad)
end-effector
path (m)
wrist
path (m)
area
(m2)
volume
(m3)
success
rate
bounded
solutions εtight
RRT*-10min 1.000 1.000 1.000 1.000 1.000 100% - -
ε = 2 1.106 1.020 1.022 0.806 0.741 100% 50% 1.650
ε = 5 1.397 0.896 0.910 0.804 0.787 100% 80% 3.478
ε = 10 1.563 0.932 0.896 0.818 0.830 100% 100% 4.319
ε = 20 1.671 0.967 0.930 0.848 0.863 100% 100% 4.598
ε = 30 1.707 0.985 0.929 0.849 0.865 100% 100% 4.762
ε = 40 1.705 0.974 0.931 0.854 0.874 100% 100% 4.790
ε = 50 1.730 0.969 0.925 0.853 0.871 100% 100% 4.838
ε = 60 1.744 0.982 0.933 0.856 0.875 100% 100% 4.853
ε = 70 1.745 0.982 0.933 0.856 0.875 100% 100% 4.853
ε = 80 1.815 1.001 0.932 0.856 0.875 100% 100% 5.029
ε = 90 1.754 0.974 0.926 0.856 0.872 100% 100% 4.891
ε = 100 1.816 1.004 0.933 0.856 0.876 100% 100% 5.029
ε = 200 1.763 0.980 0.932 0.856 0.875 100% 100% 4.891
(b)
Table A.6: Results after shortcutting in the kitchen environment are shown in (a). RRT* is
permitted 10 minutes for path optimization. Weighted A* is used with the ε stated and is allowed
120 seconds for planning until the first solution is found (bounded or unbounded). The Weighted
A* results are presented relative to RRT* in (b).
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joint space
path (rad)
end-effector
path (m)
wrist
path (m)
area
(m2)
volume
(m3)
planning
time (s)
success
rate
bounded
solutions εtight
RRT*-10min 0.906 0.918 0.906 0.376 0.101 600 100% - -
ε = 2 0.877 0.910 0.877 0.348 0.098 0.030 100% 80% 1.579
ε = 5 0.886 0.954 0.886 0.342 0.093 0.032 100% 80% 1.633
ε = 10 0.895 0.986 0.895 0.332 0.091 0.034 100% 100% 1.692
ε = 20 0.899 0.975 0.899 0.335 0.090 0.034 100% 100% 1.872
ε = 30 0.897 0.971 0.897 0.335 0.086 0.034 100% 100% 1.980
ε = 40 0.897 0.971 0.897 0.335 0.086 0.035 100% 100% 2.291
ε = 50 0.897 0.971 0.897 0.335 0.087 0.035 100% 100% 2.206
ε = 60 0.903 0.977 0.903 0.335 0.086 0.037 100% 100% 2.360
ε = 70 0.903 0.977 0.903 0.335 0.085 0.037 100% 100% 2.578
ε = 80 0.903 0.977 0.903 0.335 0.085 0.037 100% 100% 2.375
ε = 90 0.903 0.977 0.903 0.335 0.085 0.038 100% 100% 2.684
ε = 100 0.903 0.977 0.903 0.335 0.083 0.039 100% 100% 2.460
ε = 200 0.903 0.977 0.903 0.335 0.083 0.037 100% 100% 2.475
(a)
joint space
path (rad)
end-effector
path (m)
wrist
path (m)
area
(m2)
volume
(m3)
success
rate
bounded
solutions εtight
RRT*-10min 1.000 1.000 1.000 1.000 1.000 100% - -
ε = 2 0.968 0.992 0.968 0.926 0.971 100% 80% 1.579
ε = 5 0.978 1.040 0.978 0.911 0.925 100% 80% 1.633
ε = 10 0.988 1.075 0.988 0.884 0.898 100% 100% 1.692
ε = 20 0.992 1.063 0.992 0.892 0.893 100% 100% 1.872
ε = 30 0.991 1.058 0.991 0.892 0.848 100% 100% 1.980
ε = 40 0.991 1.058 0.991 0.892 0.848 100% 100% 2.291
ε = 50 0.991 1.058 0.991 0.892 0.862 100% 100% 2.206
ε = 60 0.997 1.065 0.997 0.892 0.853 100% 100% 2.360
ε = 70 0.997 1.065 0.997 0.892 0.843 100% 100% 2.578
ε = 80 0.997 1.065 0.997 0.892 0.845 100% 100% 2.375
ε = 90 0.997 1.065 0.997 0.892 0.844 100% 100% 2.684
ε = 100 0.997 1.065 0.997 0.892 0.818 100% 100% 2.460
ε = 200 0.997 1.065 0.997 0.892 0.818 100% 100% 2.475
(b)
Table A.7: Results after shortcutting in the kitchen environment are shown in (a). RRT* is
permitted 10 minutes for path optimization. Weighted A* is used with the ε stated and is allowed
120 seconds for planning until the first solution is found (bounded or unbounded). The Weighted
A* results are presented relative to RRT* in (b).
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joint space
path (rad)
end-effector
path (m)
wrist
path (m)
area
(m2)
volume
(m3)
planning
time (s)
success
rate
bounded
solutions εtight
RRT*-10min 6.507 1.852 1.449 0.381 0.119 600 100% - -
ε = 2 7.465 1.626 1.349 0.354 0.102 0.133 100% 0% -
ε = 5 7.514 1.563 1.279 0.343 0.103 0.137 100% 20% 4.599
ε = 10 8.050 1.648 1.356 0.360 0.112 0.144 100% 80% 5.805
ε = 20 8.452 1.643 1.329 0.352 0.106 0.166 100% 100% 6.028
ε = 30 8.705 1.674 1.340 0.358 0.106 0.178 100% 100% 6.306
ε = 40 8.707 1.687 1.347 0.358 0.106 0.178 100% 100% 6.306
ε = 50 8.729 1.708 1.361 0.363 0.107 0.164 100% 100% 6.306
ε = 60 8.694 1.690 1.347 0.362 0.107 0.165 100% 100% 6.323
ε = 70 8.707 1.682 1.344 0.358 0.106 0.178 100% 100% 6.323
ε = 80 8.665 1.674 1.347 0.356 0.106 0.178 100% 100% 6.306
ε = 90 8.653 1.677 1.347 0.361 0.106 0.165 100% 100% 6.306
ε = 100 8.684 1.674 1.345 0.357 0.106 0.184 100% 100% 6.323
ε = 200 8.689 1.687 1.351 0.356 0.106 0.181 100% 100% 6.306
(a)
joint space
path (rad)
end-effector
path (m)
wrist
path (m)
area
(m2)
volume
(m3)
success
rate
bounded
solutions εtight
RRT*-10min 1.000 1.000 1.000 1.000 1.000 100% - -
ε = 2 1.147 0.878 0.930 0.930 0.857 100% 0% -
ε = 5 1.155 0.844 0.882 0.901 0.869 100% 20% 4.599
ε = 10 1.237 0.890 0.935 0.945 0.941 100% 80% 5.805
ε = 20 1.299 0.887 0.917 0.924 0.893 100% 100% 6.028
ε = 30 1.338 0.904 0.925 0.941 0.893 100% 100% 6.306
ε = 40 1.338 0.911 0.930 0.940 0.895 100% 100% 6.306
ε = 50 1.341 0.923 0.939 0.952 0.900 100% 100% 6.306
ε = 60 1.336 0.913 0.930 0.951 0.897 100% 100% 6.323
ε = 70 1.338 0.908 0.927 0.941 0.895 100% 100% 6.323
ε = 80 1.332 0.904 0.929 0.936 0.893 100% 100% 6.306
ε = 90 1.330 0.905 0.929 0.947 0.895 100% 100% 6.306
ε = 100 1.334 0.904 0.928 0.937 0.894 100% 100% 6.323
ε = 200 1.335 0.911 0.932 0.936 0.895 100% 100% 6.306
(b)
Table A.8: Results after shortcutting in the kitchen environment are shown in (a). RRT* is
permitted 10 minutes for path optimization. Weighted A* is used with the ε stated and is allowed
120 seconds for planning until the first solution is found (bounded or unbounded). The Weighted
A* results are presented relative to RRT* in (b).
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two-hand regrasping. In IEEE International Conference on Intelligent Robots and Systems
(IROS), pages 4528–4533. IEEE, 2010.
[64] J. Scholz, S. Chitta, B. Marthi, and M. Likhachev. Cart pushing with a mobile manipulation
system: Towards navigation with moveable objects. In Proceedings of the IEEE International
Conference on Robotics and Automation (ICRA), Shanghai, China, 2011.
[65] R. Smits. KDL: Kinematics and Dynamics Library. http://www.orocos.org/kdl.
175
[66] S. Srinivasa, D. Ferguson, M. V. Weghe, R. Diankov, D. Berenson, C. Helfrich, and H. Stras-
dat. The Robotic Busboy: Steps Towards Developing a Mobile Robotic Home Assistant. In
Intl. Conference on Intelligent Autonomous Systems (IAS-10), July 2008.
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