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Obsahem této bakalářské práce je návrh a implementace programu umožňujícího vytváření
virtuálních souborových systému ze souborových archivů. Virtuální souborové systémy jsou
spravovány pomocí řešení FUSE. Aplikace podporuje několik typů souborových archivů,
přičemž pro některé implementuje podporu zápisu dat do archivu. Pro přidání podpory
dalších typů je možno využít implementováného rozhraní.
Abstract
This bachelors’s thesis describes design and implementation of a console application, which
could be used for creation of virtual filesystems from archive files. These virtual filesystems
are managed by the means of the FUSE library. Application supports several types of
archive files, for some of them even write support is implemented. Support for additional
types could be easily integrated via designed interface.
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Tématem této bakalářské práce je vytváření virtuálních souborových systému ze souboro-
vých archivů. Motivací pro toto téma je bezesporu fakt, že v dnešní době valná většina
uživatelů zachází se souborovými archivy tak, že obsah archivů rozbalí fyzicky na disk, kde
s těmito daty pracuje. Pokud tato data libovolným způsobem změní, vytvoří archiv nový,
přičemž původní archiv ve většině případů není aktualizován.
Dalším způsobem, jak modifikovat data v archivu, je otevřít jej ve speciálním programu,
jenž umí s daným typem archivu pracovat a editovat jej skrze tento program. Ovšem i tento
způsob obnáší extrakci dat na disk, nejčastěji do dočasného souboru.
Tato bakalářská práce přináší další způsob, jak s těmito souborovými archivy pracovat,
a to vytvořit z nich virtuální souborový systém. Uživatel potom nepracuje přímo s archivem,
ale se souborovým systémem, který reprezentuje obsah archivu. Pokud je pro konkrétní typ
archivu implementována i podpora zápisu, může uživatel skrze tento virtuální souborový
systém obsah souborového archivu modifikovat, či dokonce jednoduše vytvořit archiv zcela
nový.
Členění práce Dokument je tématicky rozdělen do několika kapitol. První kapitoly se
zabývají nástroji a technikami, které budou v aplikaci použity. Kapitola 2 se tedy věnuje
virtuálním souborovým systémům a způsobu, jakým se dají vytvářet. Kapitola 3 přináší
základní informace o souborových archivech a knihovnách určených k jejich manipulaci.
Další kapitola [4] seznámí čtenáře s možnostmi identifikace typu souborů a s mechanismem
dynamického načítání knihoven [5].
Následuje kapitola věnující se návrhu aplikace [6] a popisu tříd, navrženého rozhraní
pro přidání podpory pro další typy archivů a systému bufferování dat souborů obsažených
v archivech.
Kapitola 7 a 8 objasňuje implementaci aplikace spolu s popisem zajímavějších problémů.
Poslední kapitola [9] se zabývá testováním vytvořené aplikace a porovnáním dosažených





2.1 Virtuální souborový systém
Souborový systém Dle [1] je souborový systém definován jako reprezentace dat a me-
tadat uložených na diskovém zařízení.
Virtuální souborový systém by se tedy dal definovat obdobně jako reprezentace dat a
metadat získaných z libovolného zdroje - nejen z diskového zařízení.
V operačním systému je virtuální souborový systém použit jako abstraktní vrstva nad
různými druhy fyzických souborových systémů. Ty implementují jednotné rozhraní, které
virtuální souborový systém používá a očekává. Realizace tohoto rozhraní se ovšem u různých
souborových systémů liší.[1]
Virtuální souborové systémy nemusí být vytvářeny pouze nad fyzickými souborovými
systémy. Mohou být vytvářeny obecně nad jakýmkoliv typem dat, jenž má hierarchickou
strukturu - v ideálním případě stromovou.
Ve svém důsledku tak dovolují vytvářet nové pohledy na data, tyto data interpretovat
novým způsobem nebo manipulovat s těmito daty způsobem ušitým na míru konkrétní
aplikaci. Tato data pak virtuální souborový systém prezentuje uživateli způsobem zcela
transparentním, takže uživatel s těmito daty pracuje tak, jak mu je dobře známo z práce
s klasickým souborovým systémem. Lze je proto označit za abstraktní mezivrstvu nejen
nad fyzickým souborovým systémem, ale nad daty obecně.
2.2 Vytváření virtuálních souborových systémů
Běžné ovladače souborových systému jsou implementovány jako jaderné moduly, což přináší
jistá omezení. Vynucuje zejména splnění požadavků definovaných pro jaderné moduly a
také většinou obnáší kompilaci vůči různým verzím jádra. Takto implementované souborové
systémy jsou poté spravovatelné pouze superuživatelem.[2]
Pro vytváření virtuálních souborových systémů je v dnešní době nejhojněji využíváno
řešení FUSE1. Je to dáno jeho jednoduchostí a také tím, že je multiplatformní. Dále se
budeme zabývat pouze FUSE.
FUSE jako takový umožňuje běžnému, tj. neprivilegovanému uživateli, dynamicky vy-
tvářet virtuální souborové systémy a posléze je i spravovat.
1http://fuse.sourceforge.net/
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Můžeme říci, že se tento systém skládá z jaderného modulu sloužícího k přijímání poža-
davků operačního systému, knihovny libfuse definující rozhraní mezi tímto modulem a apli-
kací, které předává modulem přijaté požadavky a uživatelského programu, jenž tyto poža-
davky realizuje. FUSE zde vystupuje v roli agenta zprostředkovávajícího komunikaci typu
klient-server mezi jádrem operačního systému (v roli klienta) a uživatelským programem
realizujícím virtuální souborový systém (v roli serveru).
Tento uživatelský program je poté tvořen sadou callback funkcí, jež vykonávají operace
nad virtuálním souborovým systémem. Seznam těchto funkcí, spolu s jejich popisem, lze
nalézt v [7].
Modul FUSE, po přijetí požadavku pro vykonání určité akce, zavolá námi definova-
nou callback funkci, která požadovanou operaci provede a přes dohodnuté rozhraní vrátí
výsledek.
Rozhodnutí, které callback funkce definujeme (neboli, které operace nad souborovým
systémem povolíme), je výhradně v rukou programátora. Nicméně, pro minimální funkč-
nost souborového systému musíme definovat alespoň operace pro získání atributů souboru,
vypsání obsahu adresáře a případně čtení dat souboru2. Takový souborový systém bude
umožňovat pouze procházení adresářovou strukturou, případně čtení souborů, velmi dobře
ovšem demonstruje, nakolik je vytváření souborových systémů pomocí FUSE flexibilní a
jednoduché.
Pro implementaci virtuálního souborového systému lze volit mezi jazyky python a C/C++.
2.2.1 Běh ve více vláknech
FUSE souborové systémy běží z výkonnostních důvodů ve více vláknech. Protože vlákna
sdílejí společný paměťový prostor, mohou vznikat situace, jejichž příčina je těžce odhalitelná
a většinou je způsobena souběžným přístupem dvou vláken ke stejné datové struktuře.
Tomuto lze zabránit použitím standardních synchronizačních prostředků. Způsob, ja-
kým jsem kritické sekce ošetřil já, lze nalézt v kapitole 7.6.
Pokud není běh ve více vláknech potřebný, lze jej zakázat přepínačem -s. V tomto
případě není nutno řešit problémy souběhu vláken, dojde ovšem ke znatelné degradaci
výkonu souborového systému.
2.2.2 Souborová oprávnění a bezpečnost
Z hlediska bezpečnosti je potřeba upozornit na fakt, že virtuální souborový systém bude
vykonávat operace nad interpretovanými daty s oprávněními uživatele, který jej spustil [5].
Tudíž je nanejvýš riskantní vytvářet FUSE souborové systémy pod účtem superuživatele.
Ve výchozím nastavení má k virtuálnímu souborovému systému přístup pouze uživatel,
jenž tento souborový systém vytvořil. Přepínačem lze ovšem povolit přístup k virtuálnímu
souborovému systému i ostatním uživatelům, kteří takto získají oprávnění uživatele, jenž
virtuální souborový systém vytvořil. Takto nabytá oprávnění pak mohou být lehce zneužita
k manipulaci s informacemi interpretovanými daným virtuálním souborovým systémem.
Proto je vhodné při provádění každé operace kontrolovat a vyhodnocovat oprávnění pro
uživatele, jenž provedení dané operace požaduje. Jeho UID3 a GID4 lze získat voláním
funkce fuse get context(), která vrací strukturu obsahující tyto údaje.
2Toto v sobě navíc zahrnuje operaci pro otevření a uzavření souboru či adresáře.
3identifikátor uživatele
4identifikátor skupiny, v níž se uživatel nachází
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2.2.3 Existující implementace
V současnosti je k dispozici velké množství nástrojů implementujících virtuální souborové
systémy ze souborových archivů. Některé si ovšem poradí pouze s archivy určitého typu, ne
všechny umožňují zápis do archivů, a často je možno do jednoho přípojného bodu připojit
pouze jeden souborový archiv. Liší se také ošetřením souběhu vláken, které některé nástroje
vůbec neimplementují. Všechny tyto nástroje používají k vytváření virtuálních souborových
systémů FUSE.
fuse-zip
Nástroj fuse-zip je použitelný pro připojení (jednoho) zip archivu, přičemž umožňuje i zápis
do něj. Program je implementován v C++ a pro práci s archivy používá knihovnu libzip.
Fuse-zip si sám bufferuje čtená data. Po prvním otevření souboru načte všechna data do
bufferu, odkud pak probíhá veškeré čtení. Tento buffer je uvolňován po posledním uzavření
souboru. Díky tomuto bufferování je v porovnání s konkurencí (unpackfs, avfs, archive-
mount) nejrychlejší. Není zde však ošetřen možný souběh vláken, který může způsobovat
problémy při práci s těmito buffery.
V tomto bufferu také sídlí data nově vytvořených či modifikovaných souborů. Tato data
jsou zapsána do archivu při uzavření konkrétního souboru.
fuseiso
Tento nástroj slouží k připojování iso9660 obrazů (iso, img, bin, mdf, nrg). Opět lze připojit
pouze jeden soubor, podpora zápisu do archivu není implementována, nicméně prostředky
pro synchronizaci vláken podporovány jsou.
K práci s archivy nepoužívá žádnou knihovnu, ale implementuje vlastní funkce. Vzhle-
dem k velice stroze komentovanému kódu jsem tuto implementaci hlouběji nezkoumal.
archivemount
Archivemount je standardní nástroj pro připojování a modifikaci archivů dostupný v li-
nuxových distribucích založených na Debianu. Lze jej použít pro připojování archivů nej-
různějších typů (tar, pax, cpio, iso9660, zip, shar, rar, . . .).
Takto široká podpora různých archivů je dána použitou knihovnou libarchive, jež umožňuje
homogenní přístup k různým typům archivů, se kterými pracuje jako s proudy dat, za což se
ovšem platí efektivitou přístupu. Libarchive neumožňuje náhodný přístup k souboru uvnitř
archivu, proto kupř. každému čtení dat souboru předchází nalezení požadovaného souboru
uvnitř archivu.
Archivemount používá synchronizační prostředky.
unpackFS
UnpackFS se od předcházejících implementací liší zejména způsobem, jakým zpřístupňuje
souborové archivy. Předcházející implementace vždy připojily konkrétní archiv k určitému
přípojnému bodu. UnpackFS ale k přípojnému bodu připojí konkrétní adresář (nazvěme
jej zdrojovým adresářem), případně celý souborový systém (kořen souborového systému).
Obsah nalezených archivů extrahuje do speciálního adresáře. Ve virtuálním souborovém
systému pak zobrazí tato extrahovaná data spolu s obyčejnými soubory a adresáři reálného
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souborového systému5. Unpackfs podporuje velké množství různých archivů: ar, tar, shar,
cpio, zip, gzip, bzip2, rar a mnoho dalších. Podpora zápisu je implementována téměř pro
všechny typy archivů. U tohoto nástroje opět chybí ošetření souběhu vláken.
Pro práci s archivy nejsou použity žádné knihovny, ale standardní unixové nástroje
pro extrakci dat. Unpackfs totiž pracuje tak, že nalezený souborový archiv extrahuje do
dočasného adresáře. V přípojném bodu poté zobrazí obsah zdrojového a dočasného adresáře,
ve kterém se již nacházejí extrahované soubory. Tento způsob sice nabízí podporu pro
širokou škálu různých typů souborových archivů, ale výkon je v porovnání s konkurencí
velmi slabý.
Další implementace
Nalézt lze samozřejmě další nástroje pro připojování souborových archivů. Od výše zmí-
něných se ovšem liší pouze podporou jiných typů archivů. Co se týče práce se samotnými
archivy, výše jmenované aplikace demonstrují čtyři možné přístupy k práci se zdrojovým
archivem.
1. Práce s archivem je zcela v režii aplikace, není použita žádná knihovna.
2. Práce s jedním konkrétním typem archivu skrze knihovnu, která je k tomu přímo
určena.
3. Práce s více typy skrze knihovnu, která pro různé typy archivů poskytuje homogenní
rozhraní.
4. Práce s více typy pomocí standardních unixových nástrojů.
Co se týče způsobu, jakým jsou data ze souborových archivů čtena, lze volit mezi ná-
sledujícími.
1. Data souborů jsou opakovaně čtena ze souborového archivu.
2. Data souborů jsou čtena ze souborového archivu, ale aplikace si udržuje vlastní buffer.
3. Data souborů jsou extrahována na disk, nejčastěji do dočasných souborů, odkud pak
probíhá samotné čtení, případně zápis.
5souborový systém spravovaný operačním systémem
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Kapitola 3
Souborové archivy a knihovny
Souborový archiv je soubor obsahující další soubory spolu s metainformacemi o těchto sou-
borech. V dnešní době existuje mnoho typů souborových archivů. Liší se zejména vnitřní
strukturou, množinou uchovávaných metainformací o souborech a kompresními metodami,
jimiž jsou data komprimována. Stejně tak je lze rozdělit podle účelu, pro který byly na-
vrženy.
Obsahem následujícího výkladu nebude vyčerpávající popis jednotlivých archivů, spíše
se zaměřím na knihovny, pomocí kterých lze s těmito archivy manipulovat.
Záměrně jsem zvolil knihovny pracující pouze s jedním typem archivu. Knihovny pod-
porující větší množství typů pracují mnohem méně efektivněji.
3.1 Tar archiv
Tar archiv je jedním z nejstarších typů souborových archivů. Vznikl v době, kdy se data
ukládala na pásky, proto je pro něj charakteristické ukládání dat po blocích o velikosti 512
bytů. Tar sám o sobě data nekomprimuje, pouze spojuje soubory do jednoho souboru.
Každý soubor uvnitř tar archivu je uvozen hlavičkou, která obsahuje informace o sou-
boru. Tato hlavička je z důvodů přenositelnosti uložena v ASCII kódu. Za hlavičkou ná-
sledují data souboru zarovnána na násobky velikosti bloku. Celý archiv je ukončen dvěma
prázdnými bloky.
Původní tar byl ovšem obtěžkán mnoha omezeními, jež se týkají zejména délky názvu
archivovaných souborů a jejich velikosti, což vyústilo v rozšíření původního taru o formát
UStar, který navíc dovoluje uchovávat u souborů další atributy. Z této množiny atributů




• čas poslední modifikace
• identifikace vlastníka a skupiny
Vidíme, že tar archivy neuchovávají informace o vytvoření a posledním přístupu k sou-
boru.
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3.1.1 Manipulace s tar archivem
Vzhledem ke struktuře tar archivu a způsobu uložení dat a metadat je vcelku jednoduché
naprogramovat vlastní funkce pro práci s archivem. Nicméně, naším potřebám také vyhoví
knihovna libtar, s jejíž pomocí nebudeme muset řešit různá rozšíření taru.
Čtení, modifikace a zápis archivovaných souborů
Pokud začneme tar archivem procházet, dojde vždy nejprve k přečtení bloku obsahujícího
hlavičku souboru. Pomocí knihovních funkcí popř. maker lze z této hlavičky extrahovat
informace o souboru, uloženém za touto hlavičkou. Čtením dalších bloků získáváme data
souboru. Pokud tato data nepotřebujeme, můžeme je přeskočit inkrementováním offsetu
souboru o velikost souboru zaokrouhlenou nahoru na násobek velikosti bloku.
Modifikaci ani odstranění archivovaných souborů knihovna libtar nepodporuje. Už z pod-
staty organizace každého souborového archivu je tato operace docela náročná, neboť při zá-
pisu dat zabírajících větší či menší počet bloků než původní data, bychom museli soubory
nacházející se za zpracovávaným souborem v archivu různě přesouvat, což by zejména při
modifikaci souboru nacházejícího se na začátku velkého archivu znamenalo přesun velkého
množství dat. Ještě horší situace by vznikla při práci s komprimovaným archivem, kdy by
přesunu dat předcházela dekomprimace a po provedení přesunu následovala komprimace
dat. Pokud bychom tato data naopak nepřesunuli, hrozil by vznik prázdných bloků uvnitř
archivu, což by mohlo být interpretováno jako konec souborového archivu nebo by hrozilo
přepsání dat následujícího souboru.
Připojení souboru k archivu je realizováno připojením odpovídající hlavičky a dat sou-
boru ke konci souborového archivu. Knihovna dovede k archivu přidávat pouze fyzické
soubory na disku, proto funkce realizující přidání souboru, jehož obsah na disku umístěn
není, musíme naprogramovat sami.
3.1.2 Podpora gzip komprese
Poněvadž tar archivy obsažená data nekomprimují, je zcela běžné tuto komprimaci doda-
tečně provést. Nejčastěji jsou použity kompresní algoritmy gzip nebo bzip2. Podporu pro
archivy s kompresí gzip lze do aplikace snadno integrovat. Stačí pouze vhodným způsobem
předat ukazatele na funkce realizující operace otevření, čtení, zápisu a uzavření kompri-
movaného souboru. Knihovna libtar potom bloky archivu vyčítá buď pomocí standardních
systémových volání, nebo pomocí předaných funkcí realizujících ekvivalentní operace.
3.1.3 Určování pozice dat souboru uvnitř tar archivu
Vnitřní organizace archivu, kdy soubory jsou spojeny jeden za druhým, a absence cent-
rálního adresáře neumožňuje náhodný přístup k datům bez předchozího přečtení celého
obsahu archivu. Pokud chceme uchovávat informaci o umístění dat konkrétního souboru
uvnitř archivu, můžeme tak učinit uchováním aktuálního offsetu u daného souboru během
průchodu archivem.
3.2 Zip archiv
Zip archivy se oproti tar archivům liší v použití komprese nad obsaženými soubory. Archiv
není komprimován jako celek, nýbrž každý obsažený soubor je komprimován samostatně,
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přičemž každý z nich může být komprimován jiným algoritmem.
Oproti předchůdci mají zip archivy také rozdílnou vnitřní strukturu. Metadata o sou-
boru již nejsou uchovávána společně s daty souboru na jednom místě, ale jsou uložena
v centrálním adresáři1 na konci archivu, což má výhodu v tom, že pokud potřebujeme tato
metadata pouze získat či zpracovat, stačí nám pracovat pouze s centrálním adresářem a
nemusíme pročítat celý archiv, jak tomu bylo u tar archivů.
Zip také uchovává o archivovaných souborech mnohem méně informací. Konkrétně
schází informace o původních přístupových právech souborů, data vytvoření a posledního
přístupu k souboru a není obsažena ani identifikace vlastníka či skupiny.
3.2.1 Manipulace se zip archivem
K práci se zip archivy jsem zvolil knihovnu libzip, zejména díky jejímu intuitivnímu pro-
středí. Lokalizaci dat souborů knihovna řeší pomocí indexů, které vyjadřují pořadí záznamu
k souboru v centrálním adresáři, v němž je uložen offset, na kterém se data nacházejí.
Knihovna umožňuje provádět veškeré operace se soubory uvnitř archivu, a to včetně
mazání a modifikace. Zdroj dat přidávaných do archivu může sídlit dokonce v paměti. Pokud
se tato data nachází ve složitější struktuře, ke které nelze přistupovat pomocí standardní
ukazatelové aritmetiky, lze definovat callback funkci, která ve vhodný okamžik umístí naše
data do bufferu připraveného knihovnou, jenž je posléze komprimován a přidán do archivu.
3.3 Iso9660 obraz
Standard iso96602 definuje další typ souborových archivů. Nejedná se ovšem o typ archivu
jako tar nebo zip. V běžné praxi je používán k naprosto jiným účelům. Uvnitř totiž nese
plnohodnotný souborový systém, jenž je používán na optických discích CD. Soubory tohoto
typu jsou označovány jako jejich obrazy.
Formát iso9660 je v původní specifikaci značně omezen. Plnou podporu pro POSIX
oprávnění u souborů přináší rozšíření RockRidge (spolu s podporou dlouhých názvů sou-
borů). Znakovou sadu Unicode pro názvy souborů je možno použít až s rozšířením Joliet.
Aby bylo umožněno bootování z iso9660 obrazů, bylo zavedeno rozšíření El Torito.
3.3.1 Manipulace s iso obrazy
K manipulaci s těmito soubory lze použít knihovnu libisofs nebo libiso9660. Obě si poradí
se všemi rozšířeními standardu iso9660, ale podporu zápisu implementuje pouze knihovna
libisofs.
Knihovna libiso9660
Práce s knihovnou libiso9660 je, na rozdíl od svého konkurenta, velice jednoduchá. Pro
procházení adresářovou strukturou archivu jsou k dispozici funkce ekvivalentní systémovým
voláním. Pro adresování dat souboru knihovna používá LSN - logical sector number), neboli
označení logického sektoru na optickém médiu. Dá se tedy říci, že se jedná o jinou formu
offsetu.
1datová struktura uchovávající metadata o všech obsažených souborech
2standard ECMA-119
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K implementaci ovladače pro iso obrazy jsem nejdříve použil tuto knihovnu zejména díky
její jednoduchosti, ovšem kvůli nemožnosti zápisu do archivů jsem nakonec zvolil knihovnu
libisofs.
Knihovna libisofs
Knihovna libisofs tedy podporuje i zápis do archivů. Na rozdíl od své konkurence je velice
robustní. Práce s ní mi nepřipadala až tak jednoduchá, což bylo dáno hlavně velice špatnou
dokumentací, která by u tohoto nástroje měla být podstatně obsáhlejší.
Samotná práce s archivem se totiž od výše jmenovaných podstatně liší. K přečtení
obsahu iso souboru musíme provést několik operací.
1. Nejdříve musíme vytvořit zdroj dat, neboli data source, se kterým se bude pracovat.
Tato struktura nese informace o zpracovávaném souboru, čítač referencí3 a ukazatele
na funkce, které se souborem manipulují.
2. Poté následuje inicializace struktur pro manipulaci se souborovým systémem uvnitř
obrazu, kontrola integrity obrazu a zjištění, jaká rozšíření obraz obsahuje.
K lokalizaci souborů knihovna nepoužívá žádné číslo sektoru ani offset, který by byl do-
stupný přes zveřejněné rozhraní. K tomuto účelu je nutné použít strukturu IsoFileSource,
jež obsahuje ukazatele na strukturu s rozhraním definujícím operace, které s tímto souborem
manipulují, data definující umístění dat souboru, offset, udávající kolik dat již bylo přeč-
teno, ukazatele na nadřazený uzel, systémovou strukturu stat, jméno souboru, ukazatele
na souborový systém4, který daný soubor obsahuje a mnoho dalších.
Celou tuto strukturu bychom pochopitelně nemuseli uchovávat. Mnoho atributů by
mohlo být uloženo v privátních datech iso ovladače a struktury IsoFileSource bychom tedy
mohli vytvářet ručně. Bohužel, toto není možné, neboť funkce, jejichž ukazateli je struktura
s rozhraním naplněna, jsou definovány staticky. Jejich symboly tudíž nejsou dostupné zvenčí
a my tak nejsme schopni tuto strukturu ručně vytvářet.
3Téměř všechny struktury knihovny libisofs obsahují čítače referencí, jejichž hodnota je upravována v zá-
vislosti na tom, jak se s danou strukturou pracuje. Pokud počet referencí klesne na nulu, je struktura
uvolněna.




Protože naše aplikace bude podporovat více typů souborových archivů, musí je umět správně
rozlišit, aby bylo možno zvolit vhodný způsob práce s daným archivem. Toto rozlišení lze
provést dvěma způsoby.
4.1 Rozlišení pomocí jména souboru
Obecně platí, že soubory určitého typu mají určitou koncovku. Pro zip archivy je to kon-
covka .zip, pro iso soubory .iso, pro tar je dána koncovka .tar.
Klasifikace souborů pouze pomocí řetězce nacházejícího se za poslední tečkou v názvu
souboru, se proto může jevit jako naprosto dostačující. Nepočítá ovšem se dvěma případy,
jež toto řešení ve svém důsledku vážně limitují.
1. Soubor omylem získá nesprávnou koncovku.
2. Koncovka není tvořena pouze znaky za poslední tečkou.
Druhý případ je typický pro komprimované tar archivy, které mají podle druhu komprese
koncovky jako .tar.gz, .tar.bz2 a podobně.
Nasnadě je tedy řešení, kdy zkusíme určit typ archivu pomocí koncovky tvořené více
segmenty jména souborového archivu1. Toto řešení už tak elegantní není. Pro každý archiv
mající koncovku tvořenou dvěma segmenty se budeme snažit určit typ archivu dvakrát,
přičemž první pokus bude vždy neúspěšný, tudíž ve výsledku zbytečný.
4.2 Rozlišení pomocí obsahu souboru
Mnohem spolehlivější je určování typu souboru podle jeho obsahu. Toto řešení netrpí výše
uvedenými omezeními, neboť vůbec nepracuje s názvem souboru.
Ke klasifikaci souborů podle jejich obsahu slouží v linuxovém prostředí knihovna lib-
magic. Ta si udržuje vlastní databázi s metainformacemi potřebnými pro klasifikaci typu
souborů, jimiž jsou vzor typický pro konkrétní typ souboru2 a offset udávající místo, kde
se má tento vzor vyskytovat.
Klasifikace poté probíhá průchodem touto databází a porovnáváním obsahu souboru
s odpovídajícími daty v databázi. Jedinou nevýhodou libmagic je prohledávání její rozsáhlé
1oddělovačem segmentů je tečka
2numerická nebo logická hodnota, řetězec, regulární výraz a další
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databáze. V poslední verzi3 má tato databáze velikost kolem 2,3MB. Na efektivitě nepři-
dává ani vyhodnocování vzorů definovaných regulárními výrazy. Z tohoto důvodu je možno
vytvořit vlastní databázi vzorů. K provedení tohoto úkolu lze použít nástroj file, jenž je
dostupný ve většině linuxových distribucí.




Dynamické načítání knihoven je mechanismus umožňující načítání knihoven až za běhu
programu, nikoliv při jeho spuštění. K implementaci mechanismu dynamického načítání
knihoven se v prostředí operačního systému Linux využívá funkcí standardní knihovny
jazyka C, jejichž popis lze nalézt v [4].
Pokud tedy chceme za běhu programu načíst další knihovnu, je v prvé řadě potřeba tuto
knihovnu načíst do paměti. Se symboly, které knihovna definuje, se následně manipuluje po-
mocí ukazatele na typ daného symbolu. Adresa symbolu může být zjištěna patřičnou funkcí,
která vyhledá symbol uvnitř knihovny a jeho adresu nám předá návratovou hodnotou.
Při vyhledávání symbolů v knihovnách musíme mít na paměti, že při překladu programů
napsaných v jazyce C++ dochází k jevu označovanému jako name mangling. Překladače
jazyka C++ totiž, na rozdíl od překladačů jazyka C, k názvům funkcí přidávají informace
o argumentech, bez nichž by nebylo možné realizovat přetěžování funkcí. Jazyk C pře-
těžování funkcí neumožňuje, proto tyto informace k názvům funkcí připojovány nejsou[3].
Funkce pro vyhledání symbolů teda očekává jméno bez těchto dodatečných informací, proto
by symboly přeložené překladačem jazyka C++ nebyly nalezeny. Připojování dodatečných
informací o argumentech lze ovšem zabránit specifikováním, že daná funkce má být pře-
ložena jako funkce jazyka C.
Pokud potřebujeme při načtení/uvolnění knihovny vykonat nějaké akce, např. inicializo-










Aplikaci ArchiveFS (jak jsem program pojmenoval) jsem se snažil navrhnout tak, aby byly
co nejefektivněji zajištěny následující body:
• Podpora pro více typů souborových archivů
• Rozhraní pro snadné přidání podpory pro další souborové archivy
Způsob, jakým jsem tohoto dosáhl, je obsahem následujícího výkladu. Samotná apli-
kace je naprogramována v jazyce C++. Diagramy nacházející se v této kapitole neobsahují
kompletní výčet atributů a metod.
Zavedená terminologie Jako zdroj dat pro virtuální souborový systém můžeme speci-
fikovat adresář, jehož obsah je v připojeném bodu zobrazen a obsažené souborové archivy
jsou interpretovány jako adresáře. Tento režim jsem nazval režimem připojeného adresáře.
Můžeme říct, že opakem je režim připojeného archivu, kdy zdrojem dat je souborový archiv,
jehož obsah je
”
promítán“ do přípojného bodu.
Pro souborový systém spravovaný operačním systémem jsem zavedl pojem reálný1 sou-
borový systém, popř. fyzický souborový systém.
Pojem ovladač je zcela zaměnitelný s pojmem knihovna, neboť každý ovladač je ve
skutečnosti sdílenou knihovnou (objektem).
6.1 Podpora pro více typů souborových archivů
Již základní zadání bakalářské práce vyžaduje, aby aplikace podporovala různé druhy sou-
borových archivů. Proto bylo nutné jádro aplikace zcela odstínit od samotné práce s archivy.
Ta byla přesunuta na ovladače archivů, jež jsou určeny k manipulaci se soubory konkrétního
typu. Můžeme říci, že tyto ovladače obalují funkčnost knihoven použitých k manipulaci s da-
ným typem souborového archivu. Pro každý typ souborového archivu je tedy nutné vytvořit
samotný ovladač. Protože je nanejvýš žádoucí, aby práce s těmito ovladači byla jednotná, je
nasnadě využít polymorfismu. Rozhraní pro ovladače je tedy definováno abstraktní třídou
ArchiveDriver, která je bázovou třídou všech ovladačů.
Dále bylo potřeba navrhnout třídy pro uchovávání metadat o souborech v archivech a
o souborovém systému v archivu samotném, jelikož opakované načítání těchto informací ze
zdrojového archivu by bylo neefektivní. Právě uvedené požadavky vyústily v navržení tříd
FileNode a FileSystem.



















deﬁnuje umístění dat uvnitř archivu
Obrázek 6.1: Třídy pro uchování metadat o souborovém systému uvnitř archivu.
6.1.1 Třída FileNode
Objekty této třídy slouží k uchovávání metadat o souborech uvnitř archivů. U každého
souboru se uchovává řetězec s cestou k souboru, jenž je relativní ke kořeni souborového
archivu a jméno souboru. Aby se pro jméno nemusel alokovat další paměťový prostor,
je jméno odkazováno pomocí ukazatele do řetězce s cestou na místo, kde jméno daného
souboru začíná. Každý uzel také obsahuje systémovou strukturu stat. Tato struktura může
být vytvářena dynamicky při příchodu požadavku na získání atributů o souboru, ovšem
vzhledem k frekvenci s jakou požadavky na získání atributů o souboru přicházejí, jsem
se rozhodl každému uzlu přiřadit vlastní kopii, jejíž obsah je v případě potřeby pouze
překopírován.
Souborová oprávnění mohou být načtena z archivu (pokud to archiv podporuje). Vý-
chozí oprávnění jsou nastavena pro obyčejné soubory na oktalovou hodnotu 644, neboli
právo čtení a zápisu pro vlastníka, pro skupinu a ostatní pouze právo čtení. Pro adresář
jsou definována práva 755, neboli pro vlastníka právo čtení, zápisu a procházení adresářem,
pro skupinu a ostatní právo čtení a procházení.
Vzhledem k tomu, že každý souborový systém má stromovou strukturu, je vhodné jed-
notlivé objekty provázat pomocí odkazů na rodičovské uzly a seznamů s uzly synovskými.
To vede k zefektivnění operací získání obsahu či smazání adresáře a dalších.
Mezi uchovávané informace se řadí i atribut vyjadřující typ souboru, kterým je nutno
rozlišit obyčejné soubory od adresářů. Toto rozdělení je důležité z důvodu nastavení vý-
chozích přístupových práv, která jsou pro adresáře a obyčejné soubory rozdílné. Důležité je
také u operací, u nichž záleží na typu uzlu, nad kterým operaci provádíme - např. odstra-
nění či přejmenování adresáře ovlivní všechny synovské uzly. Symbolické odkazy stávající
implementace nepodporuje.
Třída definuje ještě třetí typ souboru pro označení kořenového uzlu. Ten je použit při
konstrukci objektu kořenového uzlu, kdy se neprovádí vyhledání jména souboru v řetězci
s cestou a kdy tento kořenový uzel není přidán do asociativního pole s ostatními uzly.
Referenci na svůj kořenový uzel si každý objekt typu FileSystem uchovává ve zvláštním
atributu. Také je použit v případě manipulace s archivem samotným, kdy je daná operace
prováděna nad kořenovým uzlem souborového archivu.
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Data souboru
Data souboru se mohou nacházet buď přímo v archivu, nebo mohou být uložena ve speci-
álním bufferu. O jejich umístění rozhoduje více okolností.
• Pokud je soubor obsažen v souborovém archivu a data tohoto souboru dosud nebyla
změněna, nacházejí se tato data v archivu, kde jsou přístupná s využitím konkrétního
ovladače.
– Výjimku tvoří komprimovaná data. Pokud data souboru nejsou změněna, je zby-
tečné při každé operaci čtení načítat komprimovaná data, která jsou posléze de-
komprimována. Data souboru jsou tedy při prvním otevření načtena z archivu,
dekomprimována a uložena v odkládacím bufferu, ze kterého jsou následně opa-
kovaně vyčítána.
• Pokud se jedná o nově vytvořený soubor nebo soubor v archivu, jehož obsah však byl
změněn2, jsou data souboru uložena v bufferu. Z důvodů rozdílného způsobu zápisu
do archivů různých typů se do archivů nezapisuje ihned, ale zápis je realizován až
v době odpojení virtuálního souborového systému. Do této doby se data nacházejí
v příslušném bufferu.
Výše uvedené platí pouze u souborů nacházejících se uvnitř souborového systému urči-
tého archivu, což jsou v případě připojení archivu všechny soubory ve virtuálním souboro-
vém systému. Pokud je jako zdroj virtuálního souborového systému použit adresář, je nutno
rozlišovat mezi soubory, které jsou ve zdrojovém adresáři obyčejnými soubory, potažmo ad-
resáři reálného souborového systému a soubory, které se ve zdrojovém adresáři nenacházejí,
ale jsou součástí některého z archivů. Manipulace se soubory reálného souborového systému
je přesměrována na volání standardních systémových volání operačního systému.
Třída FileData
Pro efektivní přístup k datům souboru uvnitř souborového archivu je nutné uchovávat
informaci o pozici těchto dat, aby nemusel být při každém přístupu k datům konkrétního
souboru prohledáván celý archiv. Pozice dat je ale v různých typech souborových archivů
reprezentována různě.
Navrhl jsem tedy třídu FileNode, jež slouží pouze jako bázová třída pro třídy ZipFileData,
IsoFileData a TarFileData definované v rámci ovladačů, kde slouží k uchování informace
o pozici dat způsobem vhodným pro ten či onen typ archivu.
6.1.2 Třída FileSystem
Tato třída reprezentuje souborový systém uvnitř souborových archivů. Může být chápána
jako ekvivalent reálného souborového systému, z něhož návrh funkcionality z velké části
vycházel. Třída proto definuje mnoho metod nesoucích stejné jméno jako systémová volání
realizující ekvivalentní operace nad soubory reálného souborového systému.
Objekty této třídy tedy spravují množinu souborů obsažených v daném souborovém
archivu. Nejvhodnějším kontejnerem pro uchování těchto souborů3 se mi jevilo asociativní











Obrázek 6.2: Třídní hierarchie mezi třídami odvozenými z třídy FileData.
pole, v němž je klíčem cesta k souboru uvnitř archivu. V implementačním jazyce C++ se
tedy jedná o datový typ std::map<const char*, FileNode*>.
V naší aplikaci ale nemusí existovat pouze jedna instance třídy FileSystem4. Každému
archivu, jenž je ve virtuálním souborovém systému interpretován, je přiřazen vlastní ob-
jekt třídy FileSystem, proto jich může být hned několik. Reference na všechny objekty
FileSystem jsou podobně jako objekty FileNode uchovávány v asociativním poli s klíčem
daným cestou k souborovému archivu, pro který je daný objekt vytvořen.
6.2 Snadné přidání podpory pro další archivy
Dalším cílem bakalářské práce bylo navrhnout rozhraní pro přidávání podpory pro další
archivy. Jak jsem již zmínil, pro naprogramování ovladače archivu je nutno definovat novou
třídu odvozenou od třídy ArchiveDriver a doimplementovat rozhraní, které bázová třída
předepisuje.
Abychom mohli naprogramovaný ovladač použít k práci s archivy, je nutno tento ovladač
do aplikace zavést, což obnáší načtení knihovny s ovladačem a informování aplikace o přidání
podpory pro nový typ archivu. Jedním ze způsobů jak tohoto docílit je rekompilace celé
aplikace, kdy je funkcionalita ovladače vložena5 do výsledného binárního souboru. Strukturu
obsahující seznam s podporovanými typy bychom museli editovat
”
ručně“.
Já jsem zvolil druhou možnost, která rekompilaci vůbec nevyžaduje a kterou je dyna-
mické načítání knihoven. Samotná aplikace tedy s archivy neumí pracovat, jedná se pouze
o jakousi kostru, jež umí schraňovat souborové systémy vytvořené z archivů, ale k práci s tě-
mito archivy potřebuje zmiňované ovladače. Pokud tyto ovladače dodány nejsou, aplikace
neví, jak s archivem pracovat a zobrazí jej tedy jako obyčejný soubor(archiv).
Ve výsledku přidání podpory pro nový druh souborového archivu znamená naprogra-
mování nové třídy odvozené od třídy ArchiveDriver, vytvoření dynamické knihovny a
umístění této knihovny do určeného adresáře.
6.2.1 Třída ArchiveDriver
K návrhu systému ovladačů archivů, jež budou obecně různého typu, ale budou implemen-
tovat stejné operace, jsem použil návrhového vzoru Strategy, kde třída ArchiveDriver je
4platí pouze pro režim připojeného adresáře
5připojena, angl. linked
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strategií a konkrétní ovladače archivů (ZipDriver, IsoDriver, TarDriver) jsou konkrét-
ními strategiemi.
Abstraktní třída ArchiveDriver tedy definuje obecné rozhraní. Zavádí čistě virtuální
metody pro otevření, čtení a uzavření souboru uvnitř archivu a metodu pro naplnění objektu
FileSystem daty získanými ze souborového archivu.
Pokud ovladač podporuje zápis do archivu, musí ještě definovat metodu provádějící
tento zápis.
Atributy třídy ArchiveDriver slouží k nastavení chování ovladače. Dá se jimi specifiko-
vat, zdali má ovladač při inicializaci objektu FileSystem zohledňovat souborová oprávnění
6 a zdali mají být provedené změny zapsány do původního souborového archivu, nebo se
má vytvořit archiv nový6.
6.2.2 Dynamické načítání ovladačů
Načítání těchto ovladačů do aplikace bude realizováno mechanismem dynamického načítání
knihoven. Ovladače archivů ovšem neobsahují definice funkcí, nýbrž obsahují definice tříd.
Nastává tedy problém jak tyto třídy načítat a jak s objekty těchto tříd manipulovat, pokud

















Obrázek 6.3: Rozhraní pro načítání ovladačů.
Struktura ArchiveType
Tato struktura je navržena k uchovávání informací o jednotlivých typech souborových ar-
chivů. Konkrétně objekty této struktury uchovávají příponu typickou pro daný typ archivu,
6pokud je implementováno ovladačem
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řetězec s MIME typem pro daný typ souborového archivu, příznak je-li implementována
podpora pro zápis do archivu a ukazatel na abstraktní továrnu vytvářející ovladače (viz
dále).
Všechny tyto informace dodává konkrétní ovladač.
Struktura DriverHandle
Struktura DriverHandle slouží jako manipulátor s knihovnou implementující ovladač ar-
chivu. Uchovává informaci o tom, kam byla knihovna načtena a seznam všech typů archivů,
jenž daný ovladač podporuje. Jednotlivé typy souborových archivů jsou reprezentovány
strukturami ArchiveType.
Vytváření a manipulace s ovladači
Vytváření a manipulaci s ovladači archivů jsem vyřešil použitím návrhového vzoru Abs-
tract Factory. Abstraktní továrna je reprezentována třídou AbstractFactory deklarující
jedinou metodu, jež vrací abstraktní produkt typu ArchiveDriver. Každý ovladač potom
vytváří vlastní konkrétní továrnu (ZipDriverFactory, IsoDriverFactory, . . .), přepisující
zděděnou metodu adekvátním způsobem tak, aby vracela konkrétní produkt (ZipDriver,
IsoDriver, . . .).
Každý ovladač tedy musí definovat vlastní typy archivů, které podporuje vytvořením
konkrétních objektů ArchiveType, naplní je daty potřebnými pro identifikaci daného typu
archivu a ukazatelem na továrnu vytvářející dané ovladače.
Načítání tříd je popsáno v kapitole 7.2.
6.3 Bufferování dat
Aby nebyl běh virtuálního souborového systému zatěžován, někdy zdlouhavým, zápisem
změn do archivu, jsou tyto zápisy pozdrženy až do odpojení virtuálního souborového sys-
tému. Do této doby musíme data nových či změněných souborů uchovávat ve speciálních
objektech - bufferech.
Z výpočetních důvodů bude aplikace bufferovat také data souborů, jenž se nacházejí
v archivech v komprimované podobě7. Při každé operaci čtení se tyto data nemusejí znova
dekomprimovat, ale jednoduše se vyčtou z bufferu, kde se nacházejí v nekomprimované
podobě.
Abych předešel ukládání velkého objemu dat do paměti, navrhl jsem dva druhy bufferů.
Jeden bude uchovávat data v paměti a druhý v dočasných souborech na disku.
Systém bufferování jsem navrhl tak, že se primárně data ukládají do paměťového buf-
feru8 (z důvodu rychlejšího přístupu), až po překročení předem stanovené hranice se tato
data přepíši do bufferu souborového9, jenž svá data ukládá na disk. Tuto mezní hodnotu
může uživatel definovat při spuštění programu. Ve výchozím stavu je její hodnota 100MB.
Rozlišení typu bufferu Kvůli výše uvedené operaci musíme znát typ bufferu, který
momentálně uchovává data. Při příchodu prvního požadavku na zápis dat za definova-

























Obrázek 6.4: Třídní hierarchie bufferů.
nou hranici dojde k výměně paměťového bufferu za buffer souborový. Při příchodu dalšího
požadavku zapisujícího data za tuto hranici již k tomuto přepsání nesmí dojít.
Dalším důvodem, který současně vylučuje použití polymorfismu, je implementace ko-
pírovacího konstruktoru třídy Buffer, kdy potřebujeme znát jaký typ vnitřního bufferu
máme vytvořit. Nelze totiž vytvořit virtuální funkci, která by byla v odvozené třídě pře-
psána statickou metodou, vytvářející konkrétní typ vnitřního bufferu.
Tento problém jsem proto musel vyřešit použitím příznaku o typu vnitřního bufferu.
6.3.1 Třída BufferIface
Aby aplikace nemusela zjišťovat s jakým typem bufferu zrovna pracuje, navrhl jsem pro oba
buffery rozhraní, jež musí implementovat. Třída BufferIface tedy definuje standardní ope-
race pro čtení a zápis dat, změnu velikosti bufferu a zjištění aktuální velikosti bufferu. Oba
typy bufferu tedy od této třídy dědí a implementují předepsané rozhraní. V objektu třídy
Buffer je pak uchována reference na bázovou třídu BufferIface, která díky mechanismu
polymorfismu ve skutečnosti představuje jeden z bufferů.
6.3.2 Třída MemBuffer
Tato třída realizuje buffer sídlící v paměti. Protože velikost těchto dat může být relativně
velká, je vhodnější tato data uchovávat po menších částech. Operátor new, popř. funkce
standardní knihovny jazyka C pro dynamické alokování paměti, se totiž vždy snaží alokovat
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souvislý úsek paměti, který by v případě velké fragmentace paměťového prostoru nemusel
být nalezen).
Tyto menší části implementuje třída Chunk (viz dále). Objekty této třídy jsou uchová-
vány v poli, jež je součástí každého objektu třídy MemBuffer.
Poněvadž jsou data uchovávána v MemBufferu rozprostřena do více částí, je třeba de-
finovat funkce, které určí index objektu jenž požadovaný byte obsahuje a offset v tomto
objektu, který určí, kde přesně se požadovaný byte nachází.
Čtení a zápis do paměťového bufferu proto probíhá postupně po částech, jejichž velikost




části“, do kterých je pomyslně rozdělen každý objekt třídy
MemBuffer. Objekty této třídy ve svém konstruktoru dynamicky alokují místo pro uložení
dat náležících dané části bufferu. Velikost dynamicky alokované paměti definuje konstanta
CHUNK SIZE.
Z těchto objektů pak lze data číst, stejně tak je i zapisovat. Maximálně lze přečíst či
zapsat data o velikosti CHUNK SIZE bytů.
6.3.3 Třída FileBuffer
Třída FileBuffer definuje typ bufferu, jenž svá data odkládá do dočasných souborů. Dá





Jak již bylo řečeno, pro komunikaci jádra operačního systému s vytvářeným virtuálním
souborovým systémem jsem použil FUSE. FUSE ovšem zajistí pouze přesměrování volání
jádra operačního systému do naší aplikace. Samotný virtuální souborový systém si musíme
spravovat sami. Stejně tak musíme implementovat ovladače pro manipulaci s požadovanými
souborovými archivy a v naší aplikaci tyto ovladače načíst.
Tato kapitola bude obsahovat detailnější popis řešení různých problémů, se kterými jsem
se během implementace potýkal nebo popis zajímavějších pasáží implementace.
7.1 Inicializace virtuálního souborového systému
Pro obsluhu virtuálního souborového systému je potřeba definovat callback funkce, které
jsou volány knihovnou FUSE při přijetí požadavku na provedení operace se souborem.
Ukazateli na tyto metody je naplněna struktura fuse operations, která je posléze předána
funkci fuse main(), jež předá řízení programu modulu FUSE.
Ještě předtím je ale nutno načíst ovladače archivů a inicializovat virtuální souborový
systém, což obnáší zjištění typu zdroje dat1 a jeho zpracování.
• Pokud je jako zdroj dat specifikován obyčejný soubor (nevíme, jedná-li se o archiv
či nikoliv), pokusíme se nalézt ovladač pro daný typ souboru. Pokud ovladač není
nalezen, nelze dále pokračovat a program končí chybovým hlášením. Pokud naopak
nalezen je, vytvoříme pro zdrojový archiv nový objekt typu FileSystem a zavoláme
metodu ovladače buildFileSystem(), která tento objekt naplní metadaty o soubo-
rech uvnitř archivu.
– Program může být spuštěn s přepínačem --create (jenž slouží k vytvoření a
posléze připojení nového archivu). V tomto případě je třeba identifikovat vy-
tvářený archiv pomocí koncovky a ověřit, zda načtený ovladač podporuje zápis
do archivu.
• V případě připojení adresáře jako zdroje dat pracujeme se všemi soubory uvnitř to-
hoto adresáře. Procházíme jeho strukturou a snažíme se identifikovat všechny oby-
čejné soubory jako souborové archivy. V případě úspěšné identifikace souboru vy-
tvoříme pro tento soubor objekt typu FileSystem a nalezený ovladač jej metodou
1adresář nebo souborový archiv
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buildFileSystem() inicializuje. Takto jsou ovšem nalezeny pouze archivy nacházející
se přímo ve zdrojovém adresáři. Archivy, které jsou v adresářové struktuře zdrojového
archivu více zanořeny, jsou zpracovány až za běhu programu.
Ukazatele na všechny vytvořené objekty typu FileSystem jsou uloženy v asociativním
poli, ve kterém je klíčem cesta k archivu, pro který byl daný objekt vytvořen.
Pokud inicializace proběhla v pořádku, předá se řízení knihovně FUSE, ta provede
zbývající inicializaci souborového systému, vytvoří spojení mezi zařízením /dev/fuse a
modulem FUSE a alokuje potřebné zdroje. V případě požadavku od operačního systému na
provedení operace nad naším souborovým systémem je tento požadavek převzat modulem
FUSE, který jej přesměruje naší aplikaci pomoci dříve zaregistrovaných callback funkcí.
7.2 Dynamické načítání ovladačů
Ovladače archivů jsou načítány dynamicky za běhu programu pomocí standardního me-
chanismu dynamického načítání knihoven. Aby při přidání dalšího ovladače archivu nebylo
třeba modifikovat zdrojový kód aplikace, nelze do kódu staticky naprogramovat, které ovla-
dače se budou načítat. Tento problém jsem vyřešil tak, že aplikace sama projde obsahem
adresáře, jenž by měl ovladače obsahovat a knihovny mající jméno určitého vzoru2 načíst
a pokusit se vyhledat registrační funkci (viz dále). Pokud symbol registrační funkce není
v knihovně nalezen, jedná se o cizí knihovnu, kterou uzavřeme a pokusíme se vyhledat
knihovnu další.
Umístění ovladačů Ve kterém adresáři se knihovny vyhledávají je dáno symbolem
RPATH, jenž je definován při překladu a jenž obsahuje cestu, kde se ovladače po stan-
dardní instalaci (make install) nacházejí. Pokud uživatel nezadá jinak, jedná se o adresář
/usr/local/lib.
7.2.1 Registrace ovladače
K uchování informací o načtených ovladačích, jsem vytvořil globální pole drivers obsa-
hující ukazatele na objekty DriverHandle, což jsou
”
manipulátory“ k daným knihovnám.
Tyto objekty obsahují seznam objektů ArchiveType, jež definují, které typy archivu daná
knihovna podporuje.
Obsah tohoto pole je tvořen výhradně návratovými hodnotami registračních funkcí ovla-
dačů, které musí každý ovladač archivu definovat. Tato funkce vytvoří dynamicky (na haldě)
objekt typu DriverHandle, naplní jej potřebnými informacemi a návratovou hodnotou
jej předá volajícímu programu. V aplikaci pak tento záznam o ovladači přidáme do pole
drivers, čímž můžeme ovladač považovat za úspěšně načtený.
7.2.2 Nalezení ovladače pro konkrétní soubor
K nalezení ovladače je třeba daný soubor nejdříve identifikovat. Tato identifikace může ve
standardní instalaci probíhat ve dvou krocích3. Nejdříve zjistíme MIME typ daného souboru
a tento vyhledáme ve všech objektech ArchiveType všech manipulátorů archivů - objektů
2regulární výraz vymezující možná jména ovladačů: afs .*driver.so
3Pokud na testovaném počítači není dostupná knihovna libmagic, je identifikace provedena pouze na
základě koncovky souboru.
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DriverHandle. Pokud není nalezena shoda, pokusíme se soubor identifikovat na základě
koncovky.
Pokud žádný objekt DriverHandle neobsahuje objekt ArchiveType jehož informace
by se shodovaly se získanými údaji o souboru, ovladač není nalezen. V případě úspěšné
identifikace souboru obsahuje korespondující objekt ArchiveType ukazatel na bázovou třídu
AbstractFactory, jejíž virtuální metoda getDriver() vytvoří konkrétní ovladač.
7.3 Běh souborového systému: FUSE metody
FUSE metody zajišťují funkcionalitu našeho souborového systému, můžeme si je před-
stavit jako ekvivalenty standardních systémových volání, které ale pracují nad objekty
FileSystem reprezentujícími souborové systémy uvnitř archivů.
7.3.1 Určení absolutní cesty k souboru
Každá metoda je volána s předem definovanými parametry. Jedním z těchto parametrů je
cesta k souboru. Ta je vždy relativní ke kořeni virtuálního souborového systému. Abychom
mohli soubor správně lokalizovat, potřebovali bychom cestu, která je absolutní ke kořeni
reálného souborového systému, neboť zdrojový soubor pro virtuální souborový systém se
může nacházet v libovolném umístění. Problém demonstruji na krátké ukázce, kdy uživatel
připojuje jako zdroj dat adresář sourcedir.
1. Uživatel program spustí příkazem
$ afs sourcedir mountpoint
Požadavek k otevření souboru
archivefs_open(‘‘/file.txt‘‘, ...)
2. Uživatel program spustí příkazem
$ afs data/sourcedir mountpoint }
Požadavek k otevření souboru
archivefs_open(‘‘/file.txt‘‘, ...) }
Zde vidíme, že pouze z předané cesty nemůžeme jednoznačně určit, kde se soubor sku-
tečně nachází. Proto si během inicializace souborového systému uložíme absolutní cestu
ke zdroji dat a tuto cestu pak vložíme před cestu předanou FUSE naší operaci. Pro výše




7.3.2 Rozlišení souborů v souborových systémech
Nyní již známe absolutní cestu k souboru. Zbývá ještě rozlišit, zdali se soubor nachází
uvnitř archivu či nikoliv. Může totiž nastat situace, v níž se bude soubor na disku nacházet
v adresáři pojmenovaném archiv.zip. Nelze proto spoléhat na to, že část cesty nacházející
se za souborem, jenž má příponu některého z podporovaných typů archivu, bude odkazovat
soubor uvnitř archivu.
Toto rozlišení implementuje funkce parsePathName(), která rozdělí předanou cestu na
dvě části. První část obsahuje cestu k nejvíce zanořenému obyčejnému souboru na disku,
druhá část pak obsahuje zbytek cesty, jenž je absolutní cestou k souboru uvnitř archivu
vztaženou ke kořeni souborového systému uvnitř tohoto archivu. Pro názornost opět uvedu
příklad.
Absolutní cesta vzhledem k absolutnímu kořeni souborového systému. /home/test/sourcedir/archiv.zip/dir/file.txt
1. V případě že je soubor archiv.zip adresářem bude cesta rozdělena takto
/home/test/sourcedir/archiv.zip/dir/file.txt :: <NULL>
2. Pokud je soubor archiv.zip archivem, bude rozdělena takto
/home/test/sourcedir/archiv.zip :: /dir/file.txt
Způsob provedení této rezoluce by se dal zjednodušeně popsat následovně. Předanou
cestu pomyslně rozdělím podle znaků ’/’ na dílčí podúseky. Pro první úsek zleva se dotáži
reálného souborového systému, zdali je soubor určený tímto úsekem cesty adresářem. Pokud
adresářem je, připojím k němu další úsek cesty a dotaz provedu znova. Takto pokračuji,
dokud bude takto vytvořená cesta cestou k adresáři reálného souborového systému nebo
dokud se nedostanu na konec zkoumané cesty. V prvním případě získám cestu rozdělenou
v místě, kde končí cesta k nejvíce zanořenému souboru (archivu) v reálném souborovém
systému na disku a následuje cesta k souboru uvnitř tohoto archivu; v druhém případě
cesta rozdělena nebude, z čehož plyne, že celá zkoumaná cesta náleží obyčejnému souboru
reálného souborového systému. Pokud se tedy požadovaná operace vztahuje k souboru
mimo souborový archiv, zavoláme standardní systémovou funkci, která požadovanou operaci
realizuje.
V opačném případě vyhledáme objekt FileSystem spravující souborový systém archivu,
jenž daný soubor obsahuje. Objekty FileSystem jsou uchovávány v asociativním poli, které
má za klíč cestu k archivu jehož obsah reprezentují, neboli cestu získanou v předcházejících
krocích. Podobně dohledáme v asociativním poli uchovávajícím obsažené soubory uvnitř
archivu konkrétní uzel pomocí druhé části cesty. Nakonec vykonáme metodu nalezeného
objektu FileSystem realizující požadovanou operaci.
7.3.3 Nově přidané archivy nebo archivy dosud nezpracované
Naší aplikaci může být předán požadavek vztahující se k souboru, jenž se nachází uvnitř
dosud nezpracovaného archivu. Tato situace může nastat, pokud do zdrojového adresáře
přidáme další archiv, nebo pokud je archiv zanořen v adresářové struktuře zdrojového
adresáře. Při inicializaci se totiž prochází pouze zdrojový adresář, nikoliv obsah zanořených
podadresářů.
Po přijetí požadavku, tedy zavoláme funkci parsePathName(), která sice správně rozdělí
cestu na část s cestou k archivu a část s cestou k souboru uvnitř archivu, ale již nenalezne
objekt typu FileSystem, jenž by se k archivu vztahoval. Sama proto zkusí zjistit typ
26
tohoto souboru. Pokud se jedná o jeden z podporovaných typů archivů, vytvoří objekt
FileSystem, inicializuje jej a přidá do asociativního pole schraňujícího tyto objekty. Poté
provede dohledání požadovaného souboru.
7.3.4 Bufferování komprimovaných dat
Jestliže jsou data v archivu komprimována, jsou při prvním otevření souboru načtena do
bufferu, ze kterého jsou při dalších operacích čtení vyčítána. Toto bufferování ovšem není
inicializováno objektem FileSystem, nýbrž samotným ovladačem. Pouze on totiž může
určit, zdali jsou obsažené soubory komprimovány.
Standardně jsou buffery s nezměněnými daty uvolňovány při uzavření souboru. U dat
komprimovaných může nastat dvojí situace v závislosti na velikosti dat.
1. Pokud data souboru nepřekročila svou velikostí hranici stanovenou pro maximální
velikost paměťového bufferu, pak se tyto data nacházejí v objektu MemBuffer, který
je z důvodu omezené kapacity paměti po uzavření souboru uvolněn.
2. Velikost dat souboru překročila hranici pro maximální velikost paměťového bufferu,
proto jsou data souboru uložena v dočasném souboru spravovaném (objektem FileBuffer).
Tato data nejsou po uzavření souboru uvolněna, jelikož místa na disku je většinou
mnohem více než dostupné paměti. Stejně tak dekomprimace většího objemu dat
je mnohem náročnější než dekomprimace dat, jež svou velikostí nepřekročí hranici
stanovenou pro objekty MemBuffer.
7.4 Správa souborového systému uvnitř archivu
Správa souborů nacházejících se uvnitř archivů je realizována objekty FileSystem. Ty
definují operace velice podobné systémovým voláním.
7.4.1 Připojování a odpojování souborů k souborovému systému
Obsažené soubory jsou uchovávány v asociativním poli s klíčem tvořeným cestou k souboru.
Mezi sebou jsou uzly
”
provázány“ ukazatelem na rodičovský uzel a v případě adresářů
seznamem s potomky.
Vytvoření této stromové struktury zajišťuje funkce FileSystem::append(). Ta musí
být zavolána po vytvoření každého objektu FileNode. Funkce FileSystem::append() tedy
vyhledá nadřazený adresář a vytvoří vazbu mezi rodičovským a synovským uzlem. Současně
přidá do asociativního pole se soubory v daném archivu ukazatel na tento objekt.
Obdobně metoda FileSystem::take() tuto vazbu zruší a odebere daný objekt z asoci-
ativního pole obsahujícího soubory souborového systému. Tohoto se používá u přejmenování
souborů.
7.4.2 Vytvoření adresáře s příponou archivu
Pokud chceme v režimu připojeného adresáře vytvořit nový souborový archiv, lze to udělat
vytvořením adresáře s příponou požadovaného typu archivu. Místo adresáře se ve zdrojovém
adresáři vytvoří souborový archiv, ke kterému je záhy vytvořen korespondující objekt typu
FileSystem.
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Limitace Takto lze bohužel vytvářet souborové archivy pouze přes příkazovou řádku.
V mnoha grafických programech4 totiž vytvoření adresáře probíhá způsobem vylučujícím
možnost určit typ potenciálního archivu. Konkrétně se jedná o tyto dva kroky.
1. Vytvoření adresáře se jménem
”
Nepojmenovaný adresář“
2. Nově vytvořený adresář je přejmenován jménem, které uživatel specifikoval.
7.4.3 Přejmenování souborů
Poněvadž jsou ukazatele na objekty reprezentující soubory uchovávány v asociativním poli
s klíčem daným celou cestou k souboru, není přejmenování tak jednoduchá operace, jak by
se na první pohled mohlo zdát, neboť klíč do tohoto asociativního pole by měl být neměnný.
Nejdříve je třeba přejmenovávaný uzel
”
odpojit“ od souborového systému metodou
FileSystem::take(). Poté je přejmenován a opět
”
připojen“. Uzel je nutno odpojit a
znovu připojit z důvodu uvedeného výše a také z důvodu, že se tento uzel může po přejme-
nování nacházet v jiném adresáři, než kde se nacházel před přejmenováním.
Uvažujme o situaci, kdy uzel přejmenováváme na dir/new name. Jméno uzlu se změní
na new name, ovšem uzel se bude nově nacházet v adresáři dir.
Přejmenování je také potřeba provést pro všechny uzly, které se v pomyslné stromové
struktuře nacházejí pod přejmenovaným uzlem. Tyto uzly již ale nemusí být odpojovány
a připojovány, jejich vzájemné umístění se totiž nezmění. Je nutno pouze změnit řetězec
s jejich cestou.
Jiná situace může nastat, pokud v souborovém systému již uzel s novým jménem exis-
tuje. Pak je nutno tento soubor smazat, neboť přejmenovávaný soubor jej nahradí.
7.4.4 Odstraňování souborů
Stejně jako přejmenování souborů není ani jejich odstraňování jednoduchou operací. Pokud
odstraňujeme adresář, nejdříve odstraníme všechny v něm obsažené soubory. Poté je tento
adresář odpojen metodou FileSystem::take() ze souborového systému. Po odstranění
tohoto uzlu už tento uzel nebude obsahem souborového systému, tudíž bychom jej mohli
ihned dealokovat. Tím bychom ovšem přišli o informaci o smazaných souborech, která
je potřebná při zápisu změn do archivu. Proto tento uzel nebudeme uvolňovat, ale jeho
ukazatele přidáme do speciálního pole určeného pro smazané uzly.
Koš
Pokud soubory odstraňujeme v příkazové konzoli, je výsledkem této operace opravdu od-
stranění daného souboru. Pokud jej ovšem odstraníme v grafickém prostředí nebude soubor
odstraněn, ale pouze přesunut do koše, jehož adresář se vytvoří v kořeni našeho virtuálního
souborového systému. Název tohoto adresáře je tvořen řetězcem .Trash následovaným UID
uživatele, jenž souborový systém připojil. Toto chování ovšem ve většině případů není žá-
doucí. Pokud z archivu odstraňujeme nějaké soubory, děláme to pravděpodobně za účelem
zmenšení velikosti tohoto archivu. Tím, že je přesuneme do koše, se však velikost archivu
ještě nepatrně zvýší, neboť u odstraněných souborů jsou uchovávány další informace (např.
původní umístění souboru). Řešením je odstranění adresáře koše před zápisem do archivu.
4např. nautilus
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Během běhu virtuálního souborového systému tak nepřijdeme o možnost obnovy smaza-
ných souborů a změněný souborový archiv nebude obsahovat soubory koše. Toto výchozí
chování lze změnit vhodným přepínačem při spuštění programu.
7.4.5 Souborová oprávnění a vlastnictví souboru
FUSE souborové systémy dovolují pomocí přepínače -o modifikovat souborová oprávnění i
údaje o vlastníkovi či skupině. Toto nastavení se bohužel promítne jen do výpisu atributů
o souboru. Při přístupu k souborům nejsou tato práva vůbec vyhodnocována. Ve výsledku
tento přepínač způsobí pouze dodatečné přepsání námi předaných atributů o souboru, takže
naše aplikace o těchto změnách vůbec netuší a s takto změněnými oprávněními (vlastnic-
tvím) souboru nelze v naší aplikaci vůbec pracovat.
Ověřování souborových oprávnění
Z důvodů bezpečnosti jsem proto implementoval vlastní systém ověřování souborových
oprávnění. Při každém pokusu o přístup či změnu souboru, proto volám metodu access()
objektu FileSystem, obsahujícího požadovaný soubor. Této metodě je předána identifikace
uživatele a skupiny uživatele, jenž provedení dané operace požaduje, stejně tak soubor
oprávnění potřebných k vykonání této operace.
Oprávnění jsou vyhodnocena porovnáním s definovanými oprávněními ve struktuře stat
s jednou výjimkou, a tou je přístup uživatele s právy superuživatele. Tomuto uživateli je
dovoleno čtení i zápis jakéhokoliv souboru, spouštění je povoleno, pouze pokud je defino-
váno pro alespoň jednu entitu z množiny vlastník, skupina, ostatní. Stejně tak je nutno
vyhodnotit, zdali jsou všechny adresáře v cestě
”
prohledávatelné“, což je zajištěno testová-
ním bitu pro prohledání adresářů (x bit) příslušícího danému uživateli, skupině či ostatním.
Průchod je realizován s využitím ukazatelů na rodičovský uzel.
Tato pravidla reflektují výchozí chování reálného souborového systému v operačním
systému Linux[6].
7.5 Použité datové typy
7.5.1 Asociativní pole s řetězcovým klíčem
Pro uchovávání objektů FileSystem a FileNode jsem použil asociativní pole std::map.
Klíčem jsou řetězce, které ovšem nejsou typu std::string, nýbrž const char*. Od použití
typu std::string jsem upustil, neboť práce s ním je pomalejší než se
”
standardními“
řetězci. Přidanou hodnotu tohoto typu ve formě mnoha manipulujících funkcí naše aplikace
nevyužije, je proto zbytečné tento typ používat.
Pro řetězce typu const char*, které jsou ve skutečnosti ukazateli, neprovádí výchozí
operátor porovnání porovnání na základě obsahu řetězců, ale toto porovnání je provedeno
pro dané adresy. Při vytváření asociativního pole tedy musíme daný operátor definovat,
což se dá provést vytvořením struktury obsahující funkci přetěžující operátor volání funkce,
která provede pro své argumenty požadované porovnání - v našem případě se jedná o po-
rovnání funkcí strcmp().
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7.6 Ošetření souběhu vláken
Každý FUSE souborový systém běží ve výchozím nastavení jako vícevláknová aplikace,
proto je zde riziko souběžné manipulace dvou vláken s jednou datovou strukturou. Tento
problém jsem vyřešil pomocí standardních synchronizačních prostředku definovaných nor-
mou POSIX.
Identifikoval jsem několik typů situací, kde je vznik souběhu nežádoucí.
1. Přístup k asociativnímu poli obsahujícího soubory určitého archivu. Tyto kritické
sekce jsem ošetřil použitím synchronizačních prostředků pro vzájemné vyloučení5.
Nepoužil jsem
”
obyčejnou“ (fast) variantu, ale variantu rekurzivní6, která je vhodnější
z důvodu časté rekurze u metod třídy FileSystem.
2. Modifikace asociativního pole s objekty FileSystem. Obsah tohoto pole je měněn ve
dvou místech programu, a to pouze v režimu připojeného adresáře. V tomto případě
jsem použil obyčejné synchronizační prostředky pro vzájemné vyloučení.
(a) Vkládání záznamů při inicializaci programu, kdy se prochází zdrojovým adre-
sářem a pole se plní vytvořenými objekty k nalezeným archivům. Zde synchro-
nizace není použita, neboť aplikace ještě neběží ve více vláknech.
(b) Přidávání záznamů o nově nalezených archivech (které jsou ve zdrojovém adre-
sáři více zanořeny nebo byly do zdrojového adresáře dodatečně přidány). Zde
jsem synchronizace použil, i když je velice nepravděpodobné, že zpracování dvou
různých archivů bude skončeno v přesně stejný okamžik.
3. Čtení a zápis do souborových bufferů. Aby mohlo z bufferů číst data více vláken,
použil jsem zámky pro čtení i zápis7 definované normou POSIX. Toto bylo nutno
ošetřit i v ovladačích, které přednačítají data komprimovaných souborů do bufferů.
5jedná se o datové struktury typu pthread mutex t





Abstraktní třída ArchiveDriver definuje rozhraní ovladačů pro manipulaci s různými typy
souborových archivů. Definuje pouze čistě virtuální metody pro otevření, čtení a uzavření
souboru uvnitř archivu, metodu pro vybudování objektu typu FileSystem z daného typu
archivu a pokud ovladač podporuje zápis do archivu, metodu pro zápis změn do archivu.
Všechny ovladače z této třídy dědí a realizují dané rozhraní. Ve svých konstruktorech
většinou pouze otevřou souborový archiv, který analogicky v destruktorech uzavřou. Me-
tody pro otevření, čtení a uzavření souborů pouze volají odpovídající funkce knihoven, které
s daným typem archivu pracují.
8.1 Inicializace objektu třídy FileSystem
Po vytvoření každého objektu FileSystem je potřeba naplnit jej daty o souborech uvnitř
archivu. Každý ovladač proto definuje metodu, která tuto inicializaci provede. Tato metoda
je ve všech ovladačích velmi podobná. Téměř vždy se jedná o následující algoritmus, popř.
jeho modifikaci. Pro všechny soubory uvnitř archivu proveď následující kroky:
1. Získej celou cestu souboru. Pokud cesta začíná znakem ’/’, odstraň jej.
2. Zjisti, zdali se jedná o obyčejný soubor, nebo adresář.
3. Pokus se v asociativním poli se soubory vyhledat uzel s právě získanou cestou.
(a) Pokud je uzel nalezen, aktualizuj údaje o umístění jeho dat a dále pracuj s tímto
uzlem.
(b) Pokud uzel není nalezen, vytvoř nový uzel a naplň je údaji o umístění jeho dat.
4. Zjisti a nastav velikost dat.
5. Zjisti a nastav časová razítka souboru.
6. Zjisti a nastav souborová oprávnění a identifikaci vlastníka a skupiny
7. Pokud jsme vytvářeli nový uzel, připoj jej.
Ve třetím kroku algoritmu je vyhledání uzlu provedeno z následujícího důvodu. Během
čtení archivu může dojít k přečtení souboru umístěného v adresáři, jenž ještě nebyl zpra-
cován. Při připojování souboru do souborového systému tento adresář musí být vytvořen,
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aby mohly být vytvořeny vazby mezi přidávanými soubory. V této chvíli ještě ale nejsou do-
stupné informace o adresáři, který nový uzel obsahuje. Jsou tedy ponechány neinicializované
a jsou doplněny až při nalezení korespondujícího záznamu v archivu.
8.2 Zápis do archivů
Na rozdíl od předchozí metody, jejíž podoba je ve všech ovladačích velice podobná, jsou
metody pro zápis do archivů značně odlišné, což je dáno tím, že obsah zip archivu můžeme
modifikovat, kdežto obsah iso archivu modifikovat nelze, proto musí být vytvořen archiv
zcela nový1.
8.2.1 Zápis zip archivů
Knihovna libzip, kterou jsem použil pro manipulaci se zip archivy podporuje přímý zápis
do souboru archivu. Není tedy třeba vytvářet archiv nový, jak je tomu u iso archivu.
Modifikace archivu probíhá v těchto krocích. Nejdříve dojde k odstranění všech smaza-
ných souborů z archivu. Poté se prochází všemi soubory souborového systému reprezento-
vaného objektem FileSystem. Tok programu by se dal popsat touto sekvencí kroků.
1. Pokud se obsah souboru nezměnil a ani nebyl přejmenován, pokračuj ke zpracování
dalšího souboru.2
2. Pokud uzel neobsahuje data o umístění dat souboru uvnitř archivu, určitě se v archivu
nenachází a byl vytvořen. Přidej jej tedy do archivu a pokračuj zpracováním dalšího
souboru.
3. Pokud byl uzel přejmenován, přejmenuj jej v archivu.
4. Pokud byla data souboru změněna, nahraď data souboru v archivu novými daty a
pokračuj zpracováním dalšího souboru.
Uživatel může přepínačem --keep-original zakázat provádění změn do původního
zdrojového archivu. V tom případě celému procesu předchází vytvoření nového jména a
souboru archivu. Odstraňování smazaných souborů je potom přeskočeno a do archivu jsou
zapsány všechny soubory, bez ohledu na to, jestli byly či nebyly změněny nebo přejmeno-
vány.
Jako zdroj zapisovaných dat do archivu jsou použity mnou vytvořené buffery. Knihovna
libzip s nimi ovšem
”
neumí pracovat“. Řešením je vytvoření callback funkce, která je vo-
lána knihovnou libzip. V argumentech funkce pak knihovna specifikuje, co se má provést
(otevření, čtení, uzavření zdroje dat, získání atributů o přidávaném souboru) a kde se má
uložit výsledek této operace.
8.2.2 Zápis iso archivů
Zápis do iso archivu je o poznání složitější. Použitá knihovna neumožňuje modifikaci sou-
borového archivu ve smyslu modifikace dat souborů (přidávání nových souborů možné je).
Proto musí být vytvořen archiv zcela nový. Nejdříve je nutné vytvořit stromovou strukturu
IsoTree se soubory, jež budou do nového obrazu zapsány. Jestliže vytváříme nový obraz
1o zápisu do tar archivu zde neuvažuji, neboť jsem jej neimplementoval
2jako změněné jsou označeny i všechny nově vytvořené soubory
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z již existujícího (soubor s obrazem byl zdrojem pro náš virtuální souborový systém), po-
užijeme z něj vytvořený zdroj dat k načtení souborů do struktury IsoTree. Poté dojde
opět k odstranění uzlů reprezentujících smazané soubory a k přidání uzlů nových.
Nejjednodušší způsob, jak knihovně předat data nových souborů, je uložit tyto data do
souborů na disk a knihovně předat cestu k těmto souborům. Aby bylo umožněno předat i
data, která nejsou dostupná v souborech, je možné vytvořit objekt struktury IsoStream, ve
kterém specifikujeme rozhraní s operacemi přistupujícími k požadovaným datům a ukazatel
na naše data. Struktura s tímto rozhraním bohužel nese název class, jenž je klíčovým
slovem jazyka C++, a tudíž s ní nelze pracovat. Z tohoto důvodu jsem vytvořil strukturu
BufferStream, která má stejnou vnitřní strukturu a organizaci jako IsoStream, ale používá
vhodné názvy členských proměnných.
Po dokončení úprav struktury IsoTree je v paměti vytvořen obsah nového iso obrazu,
jenž je vzápětí zapsán do souboru3.




Testování jsem provedl na notebooku s operačním systémem Linux a touto konfigurací.
distribuce Fedora 16 (64bit)
verze jádra 3.3.4-1.fc16
CPU Intel Core2Duo P8600 @ 2.40 GHz
RAM 6GB DDR2
Během testování jsem se zaměřil na dvě veličiny: množství paměti, kterou program ke
svému běhu potřeboval a rychlost, jakou virtuální souborový systém čte nebo zapisuje data.
Naměřené výsledky jsem porovnal s nástroji fuse-zip, fuseiso a archivemount. UnpackFS
jsem z tohoto porovnání vyřadil, neboť s archivy pracuje zcela odlišným způsobem.
9.1 Paměťová náročnost
K testování paměťové náročnosti1 jsem použil program valgrind2. Průběh alokace paměti
na haldě byl monitorován jeho nástrojem massif a k měření celkového množství alokované
paměti jsem využil nástroj memcheck. Velikost zásobníku měřena nebyla.
Pro účely testování jsem použil instalační obraz distribuce Fedora 163, z jehož obsahu
jsem vytvořil další testovací archivy. Velikost archivů se pohybovala okolo hodnoty 650MB.
Soubory obsažené v archivech se zásadně lišily ve velikosti. Převážně se jednalo o malé
soubory do 300kB. Větší soubory pak měly velikost 4MB, 11MB a 611MB.
Pro potřeby testování byl program spouštěn pouze s povinnými argumenty, neboli tak,
jak bude spouštěn nejčastěji. Soubory větší než 100MB proto byly odkládány na disk.
Běh virtuálního souborového systému bez ovladačů Tento test jsem provedl za
účelem získání informací o množství potřebné dynamické paměti nutné k běhu virtuálního
souborového systému. Program byl proto spuštěn bez dostupných ovladačů, které jsem
dočasně smazal. Souborový systém tedy souborové archivy neinterpretoval. Současně bylo
třeba modifikovat kód aplikace, která se v případě nenalezení ani jednoho ovladače ukončí.
alokovaná paměť celkem 601 242B
maximum alokované paměti 366 632B




Běh virtuálního souborového systému V následujících testech bylo zkoumáno množ-
ství paměti spotřebované za běhu virtuálního souborového systému. Protože operační sys-
tém neustále zjišťuje o každém připojeném souborovém systému velké množství informací,
jejichž zjištění a předání většinou obnáší dynamickou alokaci, nelze jednoznačně určit kolik
paměti bylo spotřebováno.
Testy jsou vždy provedeny pro každý typ archivu zvlášť, neboť s každým typem archivu
je manipulováno použitím rozdílných ovladačů a knihoven.
9.1.1 Inicializace souborového systému
Následující tabulka obsahuje naměřené hodnoty udávající množství dynamicky alokované
paměti potřebné pro zpracování jednoho archivu. Nevytváří se však virtuální souborový
systém, jen struktury uchovávající metainformace o archivu a souborech uvnitř archivu.
Program je tedy ukončen ihned po inicializaci virtuálního souborového systému.
typ archivu maximum alokované paměti alokovaná paměť celkem
zip 86 328B 133 510B
iso 44 936B 118 401B
tar 43 720B 90 112B
tar+gzip 95 616B 154 868B
9.1.2 Čtení obsahu archivu
Dalším testem jsem měřil opět stejné veličiny. Tentokrát byla data měřena během čtení
všech souborů uvnitř archivu, což bylo realizováno skriptem. Vidíme, že program i při práci
s komprimovanými archivy4 alokoval malé množství paměti. To bylo dáno tím, že data
velkých souborů nebyla vůbec ukládána do paměťového bufferu, ale byla ihned ukládána
na disk. Ovladač archivu má k dispozici informaci o tom, jak je daný soubor velký, proto se
data načítají do vhodného bufferu ihned a ne až po případném překročení hranice 100MB.
typ archivu maximum alokované paměti alokovaná paměť celkem
zip 13 732 112B 685 970 960B
iso 2 281 616B 653 256 945B
tar 3 201 768B 652 490 568B
tar+gzip 13 791 440B 685 258 241B
Srovnání s konkurencí
U konkurenčního nástroje fuse-zip můžeme vidět mnohonásobně větší spotřebu paměti.
Fuse-zip také přednačítá data souborů, tyto data ovšem uchovává v dynamicky alokovaném
bufferu. Maximum alokované paměti tedy zhruba odpovídá velikosti největšího souboru
archivu, jehož obsah byl v době pořízení snímku paměti bufferován. U nástroje fuseiso a
archivemount naopak pozorujeme výrazně menší hodnoty. Tyto nástroje data souborů při
čtení nebufferují.
4data souborů jsou přednačítána
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program (typ archivu) maximum alokované paměti alokovaná paměť celkem
fuse-zip 619 035 104B 1 301 953 242B
fuseiso 544 952B 661 308 226B
archivemount (zip) 702 176B 1 518 138 609B
archivemount (iso) 646 208B 1 242 624 558B
archivemount (tar) 626 696B 1 167 595 891B
9.1.3 Zápis do archivu
Jako testovací data jsem opět použil soubory z instalačního média distribuce Fedora (648.6MB),
které byly kopírovány do prázdných souborových archivů. Pokud testovaný nástroj nedo-
vedl vytvořit a následně připojit zcela nový archiv, byl připojen archiv obsahující jediný
prázdný soubor. Testování jsem mohl provést pouze pro archivy zip a iso, pro tar archivy
podpora zápisu implementována není. Můžeme si všimnout, že u zápisu do zip archivu val-
grind nenašel správnou maximální hodnotu množství alokované paměti. U iso archivu je
nalezená hodnota mnohem důvěryhodnější.
typ archivu maximum alokované paměti alokovaná paměť celkem
zip 43 800B 210 779 405B
iso 137 929 640B 201 905 712B
Srovnání s konkurencí
Z konkurenčních nástrojů jsem mohl provést srovnání pouze s fuse-zip a archivemount.
Nástroj fuseiso totiž zápis do archivů nepodporuje.
Opět pozorujeme stejné relace mezi hodnotami spotřebované paměti všech tří testova-
ných nástrojů, což je dáno způsobem, jakým konkrétní nástroj uchovává data nově vytvoře-
ných souborů.
program (typ archivu) maximum alokované paměti alokovaná paměť celkem
fuse-zip 647 898 800B 733 094 326B
archivemount (zip) 7 754 128B 243 739 588B
archivemount (iso) 7 945 344B 244 188 052B
archivemount (tar) 7 989 496B 243 736 154B
9.2 Měření rychlosti
Následující testy se týkají rychlosti s jakou jsou data z archivu vyčítána, popř. do archivu
zapisována.
Před každým testem byly vyprázdněny vyrovnávací paměti jádra.
9.2.1 Rychlost čtení
Rychlost čtení byla testována na dříve vytvořených archivech s obsahem instalačního disku
distribuce Fedora.
Naměřené hodnoty vyjadřují dobu potřebnou k přečtení všech souborů uvnitř archivu.
Průchod virtuálním souborovým systémem i samotné čtení bylo realizováno skriptem, který
postupně, nebo náhodným výběrem četl obsah všech souborů uvnitř archivu.
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Čtení s náhodným přístupem do souboru nebylo testováno, neboť všechny nástroje
implementují náhodný přístup stejně jako přístup sekvenční.
K měření času bude použit standardní linuxový nástroj time. Zde uvedené hodnoty
vyjadřují skutečný spotřebovaný čas5.






Můžeme si všimnout, že oba nástroje používající knihovnu, která dovede manipulovat pouze
s jedním archivem, dosáhly mnohem lepšího výsledku než nástroj archivemount, který sice
nabízí širokou škálu podporovaných typů archivů, ale výkonnostně velmi zaostává.
program (typ archivu) sekvenční čtení souborů čtení náhodných souborů
fuse-zip 14,412s 14,264s
fuseiso 14,587s 13,706s
archivemount (zip) 3 398,959s 3 389,562s
archivemount (iso) 608,359s 610,951s
9.3 Rychlost zápisu
Testování zápisu dat do archivu bylo složitější z důvodu rozdílné politiky definující okamžik, kdy
dojde k zápisu dat do archivu. Naše aplikace i archivemount tento zápis provádějí při odpojení
virtuálního systému, kdežto fuse-zip jej provádí ihned.
Jako testovací data jsem opět zvolil obsah instalačního disku distribuce Fedora. Aby test zohled-
nil rozdílný způsob zápisu do archivu, bude čas měřen od začátku kopírování dat do doby ukončení
běhu programu6.
Při zapisování dat do archivu také hraje důležitou roli odkud jsou zapisovaná data čtena. Uvá-
dím proto naměřené hodnoty pro výchozí nastavení programu, kdy jsou soubory větší než 100MB
ukládány na disk, ostatní do paměti. Stejně tak jsou zde uvedeny výsledky dosažené ukládáním
všech souborů pouze do paměti, nebo pouze do dočasných souborů.
V naměřených datech pozorujeme velmi dobrý výsledek u iso souborů dosažený použitím knihovny
libisofs.
typ archivu paměť i disk soubor paměť
zip 56,350s 55,717s 54,942s
iso 29,825s 21,399s 15,753s
5pole real ve výpisu programu time
6program může běžet ještě dlouhou dobu po odpojení virtuálního souborového systému
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9.3.1 Srovnání s konkurencí
Získaná data u konkurenčních nástrojů jsou docela překvapivá. Nedovedu si vysvětlit, čím je způ-
soben markantní rozdíl mezi fuse-zip a archivefs. Obě aplikace používají stejnou knihovnu i velice
podobný způsob uchovávání dat souborů. Stejně tak zajímavý je výsledek dosažený nástrojem ar-
chivemount používajícím knihovnu libarchive. Po prozkoumání vytvořených souborů ovšem zjistíme
rozdíl v jejich velikostech. Lze se tedy domnívat, že archivemount použil menší kompresní poměr a
dosáhl tak lepšího výsledku. Míra komprese bohužel není ani u jednoho nástroje ovlivnitelná. Dále
by tento rozdíl mohl být způsoben různou velikostí zapisovaných bloků. Mezi knihovnami libzip a
libarchive není ovšem velikost bloků natolik rozdílná7, aby ovlivnila výsledek v takové míře.








Výsledkem této bakalářské práce je plně funkční aplikace ArchiveFS, která slouží k vytváření vir-
tuálních souborových systémů ze souborových archivů. Jsou podporovány čtyři druhy archivů (zip,
iso, tar, tar.gz). Pro archivy typu zip a iso je implementována i podpora zápisu. Dostupných aplikací
pro úpravu a vytváření iso obrazů je velice málo, proto je aplikace přínosná i v tomto směru.
Přínos aplikace vidím zejména v její efektivitě a možné rozšířitelnosti o podporu dalších typů
souborových archivů.
Ve srovnání s dostupnými nástroji pro vytváření virtuálních souborových systému z jednoho
typu archivu aplikace během operací čtení nepatrně zaostává, nicméně nejpoužívanější nástroj pro
připojování více druhů souborových archivů je překonán o několik řádů. U zápisu do zip archivu
vytvořená aplikace dosáhla nejhorších výsledků, které jsou ale i tak velice dobré. Naproti tomu
vytváření iso obrazů knihovna zvládá v porovnání s konkurencí až překvapivě rychle.
Nakonec bych vyzdvihl implementované rozhraní pro přidání podpory pro další typy archivů,
které je maximálně pohodlné, neboť neobnáší rekompilaci celé aplikace. Pokud tedy s přidávaným
typem archivu umíme programově pracovat, je přidání dalšího ovladače otázkou pár chvil.
Tím, že jsem jádro aplikace naprosto odstínil od práce s archivy, jsem vytvořil jakýsi framework
nad FUSE. Pro běh souborového systému nyní stačí vytvořit ovladač, který bude virtuálnímu sou-
borovému systému dodávat potřebná data, přičemž typ dat, se kterými ovladač pracuje, je zcela
libovolný.
Dle mého názoru jsem zadání bakalářské práce zcela splnil. Nad rámec jsem implementoval
několik rozšíření. Vytvořil jsem zcela funkční program, jenž jistě může být srovnáván s existujícími
řešeními.
Možná rozšíření Výčet možných rozšíření určitě obsahuje implementaci ovladačů pro další typy
archivů. Nabízí se také modifikace knihovny libisofs tak, aby více vyhovovala potřebám aplikace a
práce s ní tudíž byla efektivnější. Co se týče samotné aplikace, časem bych chtěl doimplemento-
vat podporu pro symbolické odkazy a rozšířené atributy souborů. Zajímavé by určitě bylo přidání
podpory pro procházení
”
zanořených“ archivů (archiv obsahuje další archiv) nebo archivů rozděle-
ných do více souborů. Momentálně také nelze pracovat s archivy chráněnými heslem. Dále by mohl
být vytvořen zásuvný modul pro program nautilus, popř. další grafické programy, jenž by umožnil
jednoduché vytváření virtuálních souborových systémů ze souborových archivů přímo z kontextové
nabídky. Nakonec si myslím, že někteří uživatelé by ocenili možnost vytváření nebo extrahování
archivů pouze operací přejmenování daného adresáře (archivu).
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Třídní diagramy navržených tříd















+FileNode(_pathname : char const*, _data : FileData *, _type : enum NodeType)
+~FileNode()
+addChild(node : FileNode *) : void
+removeChild(node : FileNode *) : void
+listChildren() : void

















+FileSystem(_archive_name : char const*, create_archive : bool, driver_hndl : ArchiveType *)
+~FileSystem()
+append(new_node : FileNode *) : void
+appendToNode(new_node : FileNode *, parent_node : FileNode *) : void
+take(node : FileNode *) : bool
+find(filename : char const*) : FileNode *
+getRoot() : FileNode *
+getFileNames() : vector<FileNode*>
+open(node : FileNode *, flags : int) : int
+mknod(path : char const*, mode : mode_t) : int
+create(path : char const*, mode : mode_t, new_node : FileNode **) : int
+mkdir(path : char const*, mode : mode_t) : int
+rename(node : FileNode *, new_path : char const*) : int
+repath(node : FileNode *, path : char const*) : void
+read(node : FileNode *, buffer : char *, bytes : size_t, offset : off_t) : int
+write(node : FileNode *, buffer : char const*, length : size_t, offset : off_t) : int
+truncate(node : FileNode *, size : ssize_t) : int
+remove(node : FileNode *) : int
+access(node : FileNode *, mask : int, uid : uid_t, gid : gid_t) : int
+parentAccess(path : char const*, mask : int, uid : uid_t, gid : gid_t) : int
+utimens(node : FileNode *, times : struct timespec [2]) : int
+fillInBuffer(node : FileNode *, size : ssize_t = 0) : void
+close(node : FileNode *) : void
+getAttr(node : FileNode *) : stat *
+readDir(FileNode *) : FileList *





-isPathSearchable(node : FileNode *, uid : uid_t, gid : gid_t) : bool
FileSystem
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Instalace a používání programu
B.1 Instalace
Instalaci programu lze provést standardní sekvencí příkazů ./configure, make a make install.
Ta provede zkompilování a instalaci aplikace i ovladačů do jejich výchozího umístění (lze změnit
přepínačem skriptu configure).







Aplikace také používá algoritmy knihovny boost jazyka C++ nacházející se v hlavičkovém sou-
boru <boost/algorithm/string/predicate.hpp>
B.2 Používání programu
Vytvoření virtuálního souborového systému Pokud nepotřebujeme modifikovat výchozí
nastavení programu, stačí uvést dvojici argumentů udávajících zdroj dat pro virtuální souborový
systém a přípojný bod.
Odpojení virtuálního souborového systému Pro odpojení virtuálního souborového sys-
tému lze použít nástroj fusermount (jenž je součástí instalace FUSE) s přepínačem -u a uvedením
cesty k přípojnému bodu.
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Změna výchozího chování Výchozí chování aplikace, potažmo celého virtuálního souboro-
vého systému lze měnit sadou těchto přepínačů.
-f Program poběží v popředí terminálu, do kterého budou vypiso-
vána stručná informativní hlášení.
-v Spustí program v
”
upovídaném“ režimu. Jsou vypisovány veškeré
informace o prováděných operacích.
-h --help Vypíše kompletní nápovědu k programu.
-t --keep-trash Zachová v archivech koš s odstraněnými soubory.
-l --list-supported Vypíše seznam podporovaných typů archivů. (Definováno naleze-
nými ovladači)
-r --read-only Vytvoří virtuální souborový systém v režimu
”
pro čtení“.
-R --respect-rights Použije POSIX oprávnění uchována u souborů v archivu (pokud je
typ archivu podporuje). Jinak jsou pro adresáře použita oprávnění
755 a pro soubory 644. UID a GID souborů je získáno z efektivního
UID a GID uživatele, jenž program spustil.
-c --create Vytvoří nový souborový archiv a připojí jej. (Ovladač pro daný
typ archivu musí podporovat zápis!)
--drivers-path=%s Definuje alternativní umístění ovladačů.
--load-drivers %s %s Umožňuje definovat seznam dalších ovladačů, které se mají načíst.
--buffer-limit=%i Definuje maximální velikost dat (v MB!), jenž budou uchovávána
v paměti. Pro zakázání uchovávání bufferovaných dat v paměti
slouží hodnota 0. K neomezenému využití paměti je možno uvést
libovolnou zápornou hodnotu.
--keep-original Zachovej originál souborového archivu. Program ve výchozím na-
stavení původní archiv přepíše archivem modifikovaným.
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