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1
Introduction
In computer science a very common task is to solve optimization problems. This includes mini-
mizing, maximizing or, in general, ﬁnding the best solution. One can distinguish between deter-
ministic and stochastic methods. While deterministic methods are usually easier to analyze, their
time complexity often makes them impractical. Stochastic algorithms, on the other hand, come
with some uncertainty due to their randomized nature, and may yield a less optimal solution, but
in many cases they provide better results within a reasonable time frame.
Stochastic methods are often combined with a heuristic approach. These kind of algorithms,
also called metaheuristics or black box optimization methods, iteratively generate new candidate
solutions and examine them to decide how good they are. [26] An important task, when designing
such algorithms, is to ﬁnd a strategy for discovering the search space.
Evolutionary algorithms are metaheuristic optimization algorithms that use the evolution in
nature and the survival of the ﬁttest as the schema for creating, examining and selecting candidate
solutions. [14] The various types of evolutionary algorithms, such as evolution strategies, genetic
algorithms and genetic programming have been used to solve diverse problems from engineering
design optimization to automated construction of computer programs.
The black box paradigm means that the optimization algorithm has little to no information
regarding the structure of the candidate solutions or the solution space itself. The evolution-
ary algorithms usually use some computer representations, also called genotypes to describe the
solution candidates, which are called phenotypes. This duality makes the setup more complex,
meaning that the outcome of changing a candidate to create a new one is often hard to predict,
and sometimes it cannot be guaranteed that the new candidate is a valid solution of the problem.
One method for regulating the evolutionary search is to use formal grammars to guide the
evolutionary process. If the set of the candidate solutions or their representations is a formal
language, that is the set can be described by a grammar, one can restrict the search to the set of
solutions by adhering to the rules of the grammar. Several grammar guided genetic programming
(GGGP) approaches were deﬁned, many of them use context-free grammars for guidance, and
representations of the derivations as genotypes. Operating on derivations instead of solutions
guarantees the validity of the generated candidates. [28]
In this thesis derivation tree based genetic programming (DTGP) is presented. It uses derivation
trees as representations, and deﬁnes the evolutionary operators in a way that the results are always
valid derivation trees. The improvement over existing GGGP methods is the extensive use of
parameters. These parameters are stored at each node of the tree, and can be used for various
purposes, such as guaranteeing the balanced behavior of the random node selection, reducing the
evaluation time from linear to logarithmic and to introduce search bias or semantic constraints.
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2 CHAPTER 1. INTRODUCTION
The results presented in this thesis are based on the ﬁve publications listed below in chrono-
logical order:
[45] R. Va´nyi and Sz. Zvada Avoiding syntactically incorrect individuals via parameterized op-
erators applied on derivation trees. In R. Sharker, et al., editors, Proceedings of the 2003
Congress on Evolutionary Computation CEC2003, volume 4, pages 2791–2798, Canberra,
8-12 Dec 2003. IEEE Press.
[52] Sz. Zvada and R. Va´nyi Improving grammar-based evolutionary algorithms via attributed
derivation trees. In M. Keijzer, et al., editors, Genetic Programming 7th European Confer-
ence, EuroGP 2004, Proceedings, volume 3003 of LNCS, pages 208–219, Coimbra, Portugal,
5-7 Apr 2004. Springer-Verlag.
[46] R. Va´nyi and Sz. Zvada Syntactically correct genetic programming. In R. Poli et al., editors,
GECCO 2004 Workshop Proceedings, Seattle, Washington, USA, 26-30 Jun 2004.
[51] Sz. Zvada, G. Ko´kai, R. Va´nyi, and H.H. Fru¨hauf EvolFIR: Evolving redundancy-free FIR
structures. In Second NASA/ESA Conference on Adaptive Hardware and Systems (AHS
2007), pages 439–446. IEEE Computer Society, 5-8 Aug 2007.
[44] R. Va´nyi Enforcing semantic constraints with derivation tree based genetic programming.
Abstract accepted to oral presentation at Veszpre´m Optimization Conference: Advanced
Algorithms (VOCAL 2012), 11-14 Dec 2012.
In [45] the foundations of a derivation tree based GP method were introduced including basic
tree operators and random tree generation. In [52] the balanced random node selector was con-
structed and some possibilities for parameter usage were outlined. In [46] DTGP was compared
with other GGGP methods, pool crossover was introduced and the time complexity of the opera-
tors was checked. In [51] a real-world DTGP application, developed with the Fraunhofer Institute
for Integrated Circuits, was introduced, and the ﬁrst attempts to apply semantic constraints were
made. The ﬁrst formalization of semantically constrained derivation including distribution sets,
distribution functions and forced synthesized attributes will be presented in [44].
We will proceed as follows. In Chapter 2 and Chapter 3 introductions to evolutionary algo-
rithms and formal grammars are given. In Chapter 4 the motivation behind grammar guided
genetic programming is discussed and the details of derivation tree based genetic programming
are deﬁned. The chapter is closed with a detailed example. In Chapter 5 some improvements
of DTGP are discussed, including a method to apply semantic constraints. In Chapter 6 three
further examples are shown and ﬁnally the results of the thesis are concluded in Chapter 7 and
Chapter 8 in English and in Hungarian respectively.
2
Evolutionary algorithms
Evolutionary algorithms are optimization methods simulating the biological evolution by searching
for optima using the concept of the survival of the ﬁttest. The idea was already hinted by Alan
Turing in a technical report in 1948 [41, 42], and the ﬁeld of evolutionary computation saw a
signiﬁcant development after the 1970’s.
The goal of optimization methods is to ﬁnd a solution for a problem so that the solution is
optimal with respect to some metric. The search method deﬁnes how to ﬁnd those solutions. A
straightforward method is to check each solution, however, this method is often impractical, even
if the search space is ﬁnite. For some problems a fast deterministic algorithm can be given, but for
other problems sometimes the whole search space have to be examined. In this case one possibility
is to ﬁnd some way to exclude some parts of the search space. One may also have a conjecture,
where to search for the optimal solution. These “guesses” are called heuristics. When an exact
solution is not required, approximation algorithms might also be used.
Throughout this thesis we will use the following notions. Function f to be optimized is called
target function. It is deﬁned over a set S, called solution space. The search algorithm might work
on a superset of the solution space, called hypothesis space. The elements of hypothesis space H
are called hypotheses, candidates or candidate solutions. The elements of the solution space are
called solutions.
Evolutionary algorithms (EA) use a special way to ﬁnd an optimal solution. They are based on
the evolution that can be observed in nature. [10] When using evolutionary algorithms, the search
method is parallel, this means several hypotheses are examined at the same time. These hypotheses
are called individuals, and they make up a population. The initial population is created randomly.
Afterwards, each hypothesis is evaluated using a ﬁtness function, showing how good a hypothesis
is considered. Then, proportionally to the ﬁtness value, individuals are selected as parents using a
selection operator. Finally, by applying evolutionary operators, such as mutation or recombination
to the set of parents, a new population of oﬀsprings is generated, and the process is started over
with the new population. During the process in the population (also called generation at the end
of a given step) better and better individuals appear. The process is stopped when the so called
halting criterion is satisﬁed. Usual halting criteria are the number of steps, small or no change in
the best ﬁtness, or reaching close approximation of the optimum.
Usually the hypotheses are complex or abstract constructions that are represented by simple
data structures. The evolutionary operators are applied to the representations, which in turn are
interpreted as hypotheses and evaluated using the ﬁtness function. In the context of evolutionary
algorithms the elements of the hypothesis space, that is the hypotheses are called phenotypes,
whereas the representations, that is the elements of the population are called genotypes.
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4 CHAPTER 2. EVOLUTIONARY ALGORITHMS
There are many types of evolutionary algorithms. They can diﬀer in data type, selection
method, and, of course, in the operators. There may be other, slighter diﬀerences as well. The
two major types are evolution strategies (ES) [35, 37] and genetic algorithms (GA). [19, 17] A third
type is the so called genetic programming (GP) [22] which was derived from genetic algorithms.
However, these algorithms are often combined, thus in practice the applied methods sometimes
cannot be classiﬁed as pure ESs or GAs. The layout of a basic evolutionary algorithm is represented
by Algorithm 2.1. The implementation of a more general version is described in [43].
Evolutionary-Algorithm(size)
1 generation number = 0
2 population := ∅
3 while population.size < size
4 do population+=Random-Solution
5 while Halting-Criteria �= true
6 do for each individual in population
7 do Evaluate-Fitness(individual)
8 parents := Select-Individuals(population)
9 offsprings := Recombine(parents)
10 Mutate(offsprings)
11 while offsprings.size < size
12 do offsprings+=Random-Solution
13 population := offsprings
14 generation number++
Algorithm 2.1: General evolutionary algorithm
In the following section the basic types of evolutionary algorithms are discussed brieﬂy. First
the data structure is deﬁned for each method together with the operators. Then the selection
method is given, and ﬁnally the specialties are mentioned, if there is any.
2.1 Evolution strategies
Evolution strategies were developed by Ingo Rechenberg [35] and Hans-Paul Schwefel [37]. The ﬁrst
applications were engineering problems, such as optimizing the shape of a pipe, or the structure
of a nozzle. These experiments were not even carried out using computers, but real models were
built, tested and changed.
2.1.1 Data structure
Since the solution is usually a set of physical parameters, the individual is represented by a vector
of real or integer values. For an advanced ES an extended vector is used containing additional,
instance-speciﬁc parameters that inﬂuence the evolutionary operators. In general the format of
an ES individual is the following:
g = (p, s),
where p = (p1, p2, . . . , pl) is vector of the object parameters and s = (s1, s2, . . . , sl) is the vector
of the strategy parameters. The strategy parameters are optional. If given, they control how the
object parameters are changed.
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2.1.2 Mutation
In the ﬁrst ES experiments only the mutation operator was used. This operation simply changes
the elements of the vector by adding random values. These random values must have zero mean
value, and a normal distribution with a pre-deﬁned deviation. When deﬁned, strategy parameters
are used as deviation values, and they can also be changed by mutation. In general, ES mutation
is carried out as follows.
Deﬁnition 2.1 (ES mutation)
Given an ES individual g = (p, s). The mutation of g yields a new individual g� as follows.
g� = (p�, s�), where
p� = (p1 + ξ(s1), p2 + ξ(s2), . . . , pl + ξ(sl))
s� = (m(s1),m(s2), . . . ,m(sl))
and ξ(si) is a random value having Gaussian distribution with deviation si. Function m : �→ �
is called mutative stepsize adaption (MSA). When the strategy parameters are not present in the
individual, a pre-deﬁned constant s with s1 = s2 = . . . = sl = s is used as deviation.
An example for ES mutation is shown in Figure 2.1. There are 3 object parameters, and
therefore 3 strategy parameters. The MSA function is m(x) = x, so the strategy parameters
do not change. As it can be seen in this example, if the strategy parameters are higher, the
object parameters can change in a wider region. If the strategy parameters are the same for each
individual, then the strategy parameters do not have to be stored with the individuals.
Figure 2.1: ES mutation
2.1.3 Recombination
For recombination two or more parents are required. The operator works by applying a recombi-
nation function reck : �
k → � at each position in the parent vectors. Each time this function
is applied, k parents are selected. Depending on whether these parents are selected in advance or
separately for each position, one can distinguish global and local recombinations.
Deﬁnition 2.2 (Global ES recombination)
Given a population of n individuals g1,g2, . . . ,gn with length l and a parameter 2 ≤ k ≤ n,
k ∈ �. Vector g� obtained by global ES recombination with parameter k is the following:
g� = (p�, s�) = (p�1, p
�
2, . . . , p
�
l, s
�
1, s
�
2, . . . , s
�
l), where
p�j = reck(p
ij,1
j , p
ij,2
j , . . . , p
ij,k
j )
s�j = reck(s
ij,1
j , s
ij,2
j , . . . , s
ij,k
j )
and {ij,1, ij,2, . . . ij,k} ⊆ {1, 2, . . . , n} is randomly selected for each j.
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Deﬁnition 2.3 (Local ES recombination)
Given a population of n individuals g1,g2, . . . ,gn and a parameter 2 ≤ k ≤ n, k ∈ �. Vector g�
obtained by local ES recombination with parameter k is the following:
g� = (p�, s�) = (p�1, p
�
2, . . . , p
�
l, s
�
1, s
�
2, . . . , s
�
l), where
p�j = reck(p
i1
j , p
i2
j , . . . , p
ik
j )
s�j = reck(s
i1
j , s
i2
j , . . . , s
ik
j )
and {i1, i2, . . . ik} ⊆ {1, 2, . . . , n} is randomly selected before applying the operator.
Note that reck has not been deﬁned yet. This is usually done in one of the following two ways,
which are called discrete and intermediate recombinations respectively.
Deﬁnition 2.4 (Discrete ES recombination)
An ES recombination is discrete if reck is the following:
reck(p1, p2, . . . , pk) = pi,
where i ∈ {1, 2, . . . , k} is a random number with uniform distribution.
Deﬁnition 2.5 (Intermediate ES recombination)
An ES recombination is intermediate if reck is the following:
reck(p1, p2, . . . , pk) =
1
k
k�
i=1
pi
It is also possible to deﬁne other operators, for example using median value instead of average.
An example for discrete global ES recombination can be seen in Figure 2.2a, and another example
for intermediate local ES recombination in Figure 2.2b. In both cases n = 3, k = 2 and strategy
parameters are not used.
(a) discrete global (b) intermediate local
Figure 2.2: ES recombinations
2.1.4 Selection
In ES the selection operator always selects the best µ individuals as parents, and puts these parents
into the mating pool. Then using the mutation and recombination operators λ new individuals
are created from the mating pool. The new population can be created either as the union of
the mating pool and the set of the new individuals, or as the set of the new individuals only.
When parents survive, it is called (µ+λ)-ES, when not, we speak about (µ, λ)-ES. Special cases
are (1, 1)-ES, which is random search, and (1+1)-ES, which is a simple hill-climbing algorithm.
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2.1.5 ES algorithm
Algorithm 2.2 describes the general ES algorithm. It can be seen that it is very similar to the
general evolutionary algorithm. However, while the general algorithm does not specify how to
apply the operators exactly, the ES algorithm does. As shown in lines 12–18, ﬁrst recombination
is applied to the mating pool, and then mutation is applied to the result.
Evolution-Strategy(µ, λ, strategy)
1 if strategy = plus
2 then size := µ+ λ
3 else size := λ
4 generation number := 0
5 population := ∅
6 while population.size < size
7 do population+=Random-Vector
8 while Halting-Criteria �= true
9 do for each individual in population
10 do Evaluate-Fitness(individual)
11 mating pool := Select-Individuals(population, µ)
12 if strategy = plus
13 then offsprings := mating pool
14 else offsprings := ∅
15 for λ steps
16 do child := Recombine(mating pool)
17 Mutate(child)
18 Insert(offsprings, child)
19 population := offsprings
20 generation number++
Algorithm 2.2: General ES algorithm
There is an extended version of ES, where evolution is applied not only to the individuals but
also to the population itself. It is called meta-ES. In meta-ES multiple populations are used, and
the evolution process is run independently in each population. After a certain number of steps the
average ﬁtness is calculated for each population, and based on this ﬁtness value populations are
selected and recombined to create new populations. It has been observed, that meta-ES provides
better solutions for several problems within the same time. [21]
2.1.6 ES example
To show how ES works, a sample problem from the ﬁeld of evolutionary design is presented
together with its solution by ES. The problem is the following: Given a ﬂuid storage in the shape
of a cylinder. There are 11 rings in equal distances, and they are covered with some kind of
rubber. The size of the rings can be changed, so the storage will be a union of truncated cones.
The volume of the storage has to be at least a given V . A sample deformation for four rings can
be seen in Figure 2.3. Our task is to minimize the surface area of the storage.
In this case an individual is a vector of the ring radii: g = (r0, r1, . . . , r10). Strategy parameters
are not used, and the ﬁtness value is simply the surface of the storage. However, it must also be
ensured that the volume is at least V , thus if the actual volume is smaller, a ﬁtness penalty is
given: a large constant value, for example 50000 is added to the ﬁtness value, thus, the individual
will not be good enough to survive.
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Figure 2.3: Sample deformation for four rings
To optimize the ring sizes (λ, µ)-ES was used with λ = 1000 and µ = 100. It was run for 100
iteration steps. The initial radius of the rings was set to 5, and the minimal volume was the volume
of the initial cylinder, that is 10 · 52π. Standard mutation and intermediate local recombination
were used, the latter with k = 2, that is using two parents.
In Figure 2.4a the evolved ring radii are shown in the consecutive generations. In Figure
2.4b the minimal, maximal and average surface is displayed, along with the volume of the best
individual for the ﬁrst 50 generations, excluding individuals representing too low volumes. One
can see that the best and average ﬁtness gradually converges to the anticipated optimum. It can
also be noticed that the volume sometimes grows, but due to the ﬁtness penalty it never falls below
the minimal value which is approximately 785.4. The found conﬁguration has the following radii
rounded to two decimals: 1.74, 3.52, 4.35, 4.88, 5.10, 5.22, 5.12, 4.79, 4.23, 3.40, 1.44; the surface area
is 342.52, the volume is 786.30. The shape of the storage tried to approximate a sphere, which is
known to have the smallest surface area among objects with the same volume.
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(a) ring sizes (b) surface and volume
Figure 2.4: ES test results
2.2 Genetic algorithms
Genetic algorithms [19, 17] are the most widely used evolutionary optimization methods. With
respect to the data structure GAs model the biological evolution closer than ESs. The most
common data structure is bitvector, but sometimes words over other ﬁnite alphabets are used
as well. Due to the similarity to the DNA, the individuals are called chromosomes. Because of
this data type, usually the solutions have to be encoded, for example for real values a binary
representation has to be used. [29] The other consequence of this representation is that genetic
algorithms always make a strict distinction between the solution, that is the phenotype and the
representation, that is the genotype. In each step the genotype is mapped onto a phenotype before
ﬁtness evaluation.
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2.2.1 Data structure
A GA individual is a word in a given length over a ﬁnite alphabet:
c = b1b2 . . . bl ∈ Σl, where
Σ is a ﬁnite alphabet, often Σ = {0, 1}. Word c is called chromosome, a position i is called locus,
a value bi at this position is called gene. The values that bi can take, that is the elements of Σ
are called alleles. The standard version of GA requires length l to be constant, but variable length
GA allows it to be diﬀerent for each individual. [6, 16]
2.2.2 Mutation
GA mutation simply changes a bit bi to its complement b¯i, or replaces a character with another
character. The probability of mutation is usually low.
Deﬁnition 2.6 (GA mutation for bitvectors)
Given a chromosome c = b1b2 . . . bl ∈ {0, 1}l and mutation probability Pmut. The result of
mutation is a chromosome c� = b�1b
�
2 . . . b
�
l, where
b�i =
�
b¯i with probability Pmut
bi with probability 1− Pmut
Deﬁnition 2.7 (GA mutation for words)
Given a chromosome c = b1b2 . . . bl ∈ Σl, where Σ is a ﬁnite ordered alphabet. Given mutation
probability Pmut and mutation rate Rmut, the result of mutation is a chromosome c
� = b�1b
�
2 . . . b
�
l,
where
b�i =
�
bj + ri mod |Σ| with probability Pmut
bi with probability 1− Pmut
and ri ∈ [−Rmut,−1] ∪ [1, Rmut] is a random value. Sometimes Rmut = |Σ|, so b�i can be an
arbitrary element of Σ with probability Pmut. In this case Σ need not be ordered.
Examples for bitvector and word mutations are shown in Figure 2.5.
(a) bitvector (b) word
Figure 2.5: GA mutation
2.2.3 Crossover
For genetic algorithms the recombination operation is also more like the one in nature, therefore
the name crossover is used. Several types can be deﬁned such as single-point crossover or multi-
point crossover. In contrast to ES recombination, GA crossover always uses two parents.
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Deﬁnition 2.8 (Single-point crossover)
Given two chromosomes c = x1x2 . . . xixi+1 . . . xl ∈ Σl, d = y1y2 . . . yjyj+1 . . . yl ∈ Σl and given
two loci 1 ≤ i ≤ l−1 and 1 ≤ j ≤ l−1. The results of crossover are the following two chromosomes:
c� = x1x2 . . . xiyj+1 . . . yl, and d� = y1y2 . . . yjxi+1 . . . xl.
Note that if the individuals have to be of the same length, then i = j is required. Multi-point
crossover can be considered as a generalization of the single-point crossover.
Deﬁnition 2.9 (Multi-point crossover)
Given two chromosomes c = x1x2 . . . xl ∈ Σl and d = y1y2 . . . yl ∈ Σl. Let us take random
dissociations of these words to 2 ≤ k ≤ l (possibly empty) subwords: c = u1u2 . . . uk, ui ∈ Σ∗
and d = v1v2 . . . vk, vj ∈ Σ∗. It’s common, but not required to have |ui| = |vi|. The results of
crossover are the following two chromosomes:
c� = u�1u
�
2 . . . u
�
k, and d
� = v�1v
�
2 . . . v
�
k, where
u�i =
�
ui if i is even
vi otherwise
v�i =
�
vi if i is even
ui otherwise
It is easy to see that single-point crossover is a multi-point crossover with k = 2. An example
for a multi-point crossover with k = 3 is shown in Figure 2.6.
(a) parents (b) children
Figure 2.6: GA crossover
2.2.4 Selection
There are numerous selection methods deﬁned for GA. Usually GA does not select the best in-
dividual, but the selection is ﬁtness proportional. Individuals are selected with a probability
proportional to their ﬁtness values and copied into the parent population. For higher ﬁtness value,
the expected number of copies is larger. Beside ﬁtness proportional selection many other types of
selection methods are deﬁned. For example best selection can be used, which is the same as the
ES selection. Further selection methods are described in the literature. [30]
2.2.5 GA process
An outline of a genetic algorithm is shown in Algorithm 2.3. It can be seen that generating random
individuals is very simple, as shown in line 4, but before evaluating an individual, the genotype
has to be decoded to a phenotype in line 8. Creating the new population consist of selecting two
parents and ﬁrst applying crossover, which yields two children and then applying mutation to
these children. This is repeated until the new population is ﬁlled.
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Genetic-Algorithm(size)
1 generation number := 0
2 population := ∅
3 while population.size < size
4 do population+=Random-String
5 while Halting-Criteria �= true
6 do offsprings := ∅
7 for each individual in population
8 do phenotype := Decode-Genotype(individual)
9 Evaluate-Fitness(phenotype)
10 parents := Select-Individuals(population)
11 while offsprings.size < size
12 do parent1 := Random-Select(parents)
13 parent2 := Random-Select(parents)
14 (child1, child2) := Crossover(parent1, parent2)
15 Mutate(child1)
16 Mutate(child2)
17 offsprings+={child1, child2}
18 population := offsprings
19 generation number++
Algorithm 2.3: Example genetic algorithm
It must be mentioned that there are several types of GAs, which modify one or more property of
the standard GA presented here. For example real-coded genetic algorithms (RCGA) use real values
instead of bitstrings. [15] One can also modify GA to use it for multi-objective optimization. [11]
The idea of meta-ES can be transferred to GA as well, such that multiple populations can be
used with various interactions. This idea is used by parallel GA [33], distributed GA [39], injection
island GA [25], and many others. [2]
2.2.6 GA example
Let us consider Boolean expressions as words. For this example the alphabet contains variables,
negated variables, operator symbols for conjunction and disjunction and parentheses.
Σbr = {x0, x1, x2, x3, x4, x¯0 x¯1, x¯2, x¯3, x¯4,∧,∨, (, )}
Our goal is to ﬁnd an expression representing the Boolean function that is given by Table 2.1.
x f(x)
00000 1
00001 0
00010 0
00011 0
00100 0
00101 0
00110 1
00111 1
x f(x)
01000 1
01001 0
01010 1
01011 1
01100 1
01101 1
01110 0
01111 0
x f(x)
10000 0
10001 0
10010 1
10011 0
10100 0
10101 0
10110 0
10111 0
x f(x)
11000 0
11001 1
11010 1
11011 1
11100 0
11101 1
11110 0
11111 0
Table 2.1: The searched Boolean function with x = (x4, x3, x2, x1, x0)
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Since this function has 5 Boolean variables, its domain has 25 = 32 elements, thus the target
function can also be considered as a 32-bit number. Using f(00000) as the most signiﬁcant bit,
and f(11111) as the least signiﬁcant bit, this value is 0x83BC2074 in our case.
To ensure that the initial population contains valid expressions only, several rules must be
followed by the random individual generator, as listed below.
• Random words are generated from left to right, adding a new symbol in each step
• Variables and closing parentheses must be followed by operators or closing parentheses
• Operators and opening parentheses must be followed by variables or opening parentheses
• The number of closing parentheses must not exceed the number of opening parentheses in
the preﬁx generated so far
• If the number of opening parentheses is greater than the number of closing parentheses at
the end, then extra closing parentheses are added
For crossover and mutation the standard operators are used. It means that invalid individuals
may occur, that is the operators might generate strings that cannot be interpreted as Boolean
expressions. However, one can also allow a permissive evaluation: if a closing parenthesis is
found with no matching opening parenthesis, the individual is considered as valid and the value
is the expression represented by the preﬁx leaving some unused characters at the end of the word.
This also occurs in biological evolution, where the unused genes are called introns and represent
dormant genetic information. In the following charts the proportion of the invalid individuals will
be represented by a gray area.
The ﬁtness function is calculated as a combination of correctness and length. For each evalua-
tion that matches the target function, the ﬁtness is increased by 1000, and then the length of the
word is subtracted from the ﬁtness value. That is the theoretical maximum of the ﬁtness value is
32000-1.
The result of a test run over a population of 10000 individuals is shown in Figure 2.7. When
strict evaluation is used, one can observe a strange phenomenon: at step 5 the best ﬁtness drops
to approximately 21000, meaning a 21 bit match, and then it remains constant. A few steps
later the number of invalid individuals experiences a dramatic decrease. The reason behind this
can be found by checking the individuals in the population, especially those that contain a single
symbol. These individuals have relatively high ﬁtness values and they are very likely to produce
valid oﬀsprings. For example x¯2 has 19 matches, and x3 has 21 matches. In this particular test
the ﬁrst of those individuals appeared in generation 4, and by generation 9 the whole population
was taken over by these.
This means that using the standard GA operators introduced an unwanted bias: the process
preferred those individuals that are likely to produce valid oﬀsprings, instead of those with good
matches, although using permissive evaluation this problem could be eliminated.
The other option is to change the operators to produce valid individuals with a higher prob-
ability. However, we would like to stay within the simple framework of GA, therefore we want
to avoid extensive checks, for example enumerating all the parentheses. Thus only the mutation
operator is changed and the following rules are implemented:
• A conjunction operator symbol is replaced by a disjunction operator symbol, and vice versa
• Variable symbols are replaced by another, randomly selected variable symbol regardless of
negation
• If an opening parenthesis found then another random locus is selected, and if a closing
parenthesis is found then these two are removed
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(a) strict evaluation (b) permissive evaluation
Figure 2.7: GA tests with standard mutation
• If a closing parenthesis found then another random locus is selected, and if an opening
parenthesis is found then these two are removed
• If a variable or an operator is selected, then with 20% probability another locus is selected
randomly, and a pair of parentheses is inserted if possible.
These rules still not guarantee correct individuals, but the probability of creating invalid in-
dividuals is low, and the checks can be carried out in constant time. The results of the test runs
using the safe mutation operator are shown in Figure 2.8.
(a) strict evaluation (b) permissive evaluation
Figure 2.8: GA tests with safe mutation
The best individuals found in the four diﬀerent test runs are summarized in Table 2.2, and the
found Boolean expressions are listed below.
fstd,strict = x3
fstd,permissive = x¯4x3x¯1 ∨ ((x¯2x¯4x¯0x¯1) ∨ (x0x3x¯1)) ∨ ((x¯2x3))x1
fsafe,strict = x¯4(x¯3x1(x1 ∨ x¯4x4x1(((x¯0)))))(x2) ∨ x0(x3(x¯1)) ∨ (x1)(((x1 ∨ (x¯4)))x3x¯2)
∨ ((x1)x¯0(((((x0)(((x¯1))) ∨ x¯2 ∨ x¯2))))x4)
∨ ((x¯4) ∨ x4)x2x¯4x¯2x3x¯2 ∨ x¯4(x¯1((((x¯4))))(x¯0)(x¯1 ∨ x¯2)(x1 ∨ x0x¯1 ∨ (x¯2) ∨ x3)((x¯1)))
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fsafe,permissive = x1((((x¯3 ∨ (x¯1))))x3x¯2)
∨ (((x¯1(x¯1)) ∨ (x¯2)))x3(x1 ∨ x0x¯1x0)(((x¯4x1)) ∨ x2 ∨ x4)
∨ (((x2(x¯1)) ∨ (x¯2))x¯0((x1 ∨ x¯3x3) ∨ x0)(((x4)) ∨ x2 ∨ x3)
∨ x¯1x¯4x¯4x¯0x3x3 ∨ x¯1x¯4x¯0x¯4x¯0x¯2((x¯4) ∨ x2) ∨ x2x¯4x2x¯3(x1))
mutation evaluation result matches length introns
standard strict 0x00FF00FF 21 1 0
standard permissive 0x80FC0074 28 35 4
safe strict 0x83FC2074 31 157 0
safe permissive 0x83BC2074 32 147 10
Table 2.2: The best individuals found by GA
These results demonstrate various properties of genetic algorithms. On the positive side, GAs
can ﬁnd good approximations for complex problems even without using background information,
as shown by the ﬁrst results using standard GA operators. However, Figure 2.7 also shows that in
certain cases GA can easily get stuck in local optima. It is also obvious that GAs cannot guarantee
the syntactical correctness of the phenotype and the attempts to handle invalid individuals might
introduce an undesired bias. To overcome some of these issues, genetic programming extends
the concept of genetic algorithms from strings to complex structures, as it will be presented
in the following section. There are also other approaches for syntactically correct evolutionary
algorithms, some of them will be discussed in Chapter 4.
2.3 Genetic programming
Genetic programming (GP) was developed based on genetic algorithms to generate computer
programs automatically by means of evolution. [22] First, GP was used to evolve LISP programs,
but now GP has versatile applications from circuit design to classiﬁcation algorithms. The common
in these applications is the high-level data structure. In the ﬁrst application S-expressions and
expression trees were used, and it is considered as the standard data type of GP. The necessity
of using tree-like structures was shown in the previous section, and can also be illustrated with
the following example. Let us take two logical expressions over the alphabet {A,B,C,∧,∨,¬},
for example A ∧ B ∨ C and ¬A ∨ C ∧ B. A GA crossover may result in invalid expressions, like
A∧BC ∧B and ¬A∨∨C. However, if trees are used, the obtained expressions can easily be kept
valid, as it will be shown in this section. The outline of the algorithm and the selection methods
need not be changed, that is in a GP algorithm they are the same as in genetic algorithms.
It must be mentioned that there are several interpretations of the term genetic programming.
Sometimes any kind of EA operating on trees or complex structures is referred to as GP. Sometimes
researchers, however, restrict the deﬁnition to the evolution of S-expressions or other executable
structures. In this thesis the term genetic programming is used to describe evolutionary algorithms
that are operating on syntactical or structural descriptions, such as S-expressions, derivation trees
or ﬂow-graphs.
2.3.1 Data structure
As mentioned previously, the most common data type of genetic programming is the abstract
syntax tree used to describe expressions of a programming language, for example LISP symbolic
expressions, also known as S-expressions.
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Example 2.10 (GP Data structure)
Let us take the S-expression (+ 1 2(IF(>time 10)3 4)). This means add 1 and 2 and 3 (if time
is greater than 10) or 4 (otherwise). In C-style syntax this is 1+2+((time>10)?3:4). The trees
for these expressions, that is the GP individuals can be seen in Figure 2.9.
(a) LISP S-expression (b) C-style expression
Figure 2.9: Examples for GP individuals
A very important restriction on GP objects is the closure property. [22, 34] On one hand
this requires type consistency, which means that all arguments and return values must have the
same type. It is required because the evolutionary operators can replace subtrees arbitrarily
and a subtree representing an argument might be replaced by a subtree representing any kind
of expression. On the other hand, the closure property includes evaluation safety, meaning that
every possible expression represented by a subtree must evaluate to a result, so that it is possible
to evaluate the solutions and assign ﬁtness values to them. It must be mentioned that there are
ways to remove these restrictions, as it will be shown in Section 4.1.1.
2.3.2 Mutation
GP mutation replaces a subtree with a randomly generated subtree. In practical applications this
operator is usually parameterized not to allow arbitrary large subtrees to be removed or inserted.
This parameter can be considered as the counterpart of GA mutation radius.
Example 2.11 (GP mutation)
Let us take an expressions over the alphabet {A,B,C,∧,∨,¬, (, )}. For example (A ∨ B) ∧ ¬C.
A possible mutation of this expression is shown in Figure 2.10. The result is the valid expression
(C∨¬A)∨¬C. From this example it can also be seen that canonical GP cannot guarantee anything
about the semantics. For example the result of this mutation is an always false expression.
Figure 2.10: Example for GP mutation
16 CHAPTER 2. EVOLUTIONARY ALGORITHMS
2.3.3 Crossover
Crossover works similarly to mutation. Given two trees, a node is selected in both and then the
subtrees are swapped.
Example 2.12 (GP crossover)
Let us take two logical expressions over the alphabet {A,B,C,∧,∨,¬}, A ∧B ∨ C and ¬A ∨ C ∧B.
An example for a crossover using these expressions are parents is shown in Figure 2.11. The results
are expression ¬A ∨ C and A ∧ B ∨ C ∧ B. It is easy to see that any subtree can be selected for
crossover, the resulting expressions will be valid. This holds for all logical expression represented
in tree-form.
−→
Figure 2.11: Example for GP crossover
The GP operators may have several parameters, for example the height of the changed subtree
can be maximized. Other kind of tree structures can also be used as representation, and there is GP
approach not using trees, called linear GP. [7] Further operators can also be deﬁned for example
permutation, or encapsulation. Another technique is the evolution of so called automatically deﬁned
functions (ADF s) [27], where subtrees can be reused, just like methods or functions in computer
programs.
2.3.4 GP example
Let us consider an example for a GP process. The goal is to ﬁnd the Boolean function deﬁned in
Table 2.1 and used for the GA example. In our solution the internal nodes of the GP individual
are the Boolean operators ∧ and ∨, whereas the leaves are the variables and the negated variables.
Even though this means that subtrees cannot be negated, it will not introduce a restriction,
because of the fact that ¬(A∧B) = ¬A∨¬B and ¬(A∨B) = ¬A∧¬B. The ﬁtness function will
be the length of the expression. Here the length is deﬁned as the number of the variables and the
binary operators. The length of the negated variables is 1. To ensure that the expression stays
equivalent to the target function, an evaluation is done for each individual, and if the expression
is no longer equivalent, a ﬁtness penalty is given.
To be able to write expressions in a short form, negated variables are denoted by x¯1 . . . x¯5, and
the ∧ operation is not written out explicitly. So for example x1x¯2 means x1 ∧ (¬x2). The results
of a GP optimization run are the following.
The length of the starting expression is 127:
x¯1x¯2x¯3x¯4x¯5 ∨ x¯1x¯2x3x4x¯5 ∨ x¯1x¯2x3x4x5 ∨
x¯1x2x¯3x¯4x¯5 ∨ x¯1x2x¯3x4x¯5 ∨ x¯1x2x¯3x4x5 ∨ x¯1x2x3x¯4x¯5 ∨ x¯1x2x3x¯4x5 ∨
x1x¯2x¯3x4x¯5 ∨
x1x2x¯3x¯4x5 ∨ x1x2x¯3x4x¯5 ∨ x1x2x¯3x4x5 ∨ x1x2x3x¯4x5
The population contained 1000 individuals and the process was run for 1000 steps. It took
about 8 minutes on a Pentium III system. The length of the Boolean expressions during the
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evolution process are shown in Figure 2.12. The length of the shortest expression after 1000 steps
was 71:
x¯0x¯1x¯2x¯3x¯4∨x¯0x¯1x2x3∨x¯0x1x¯2x¯4∨x¯0x1x¯2x3∨x2x¯0x1x2x¯3∨x0x3x¯2x¯4∨x0x1x¯2(x4∨x4)∨x0x1x2x¯3x4
From this example it can be seen again that a simple GP process does not consider the semantics
of the evolved objects. When we want to further minimize the last expression manually, it is easy
to point out that (x4 ∨ x4) could be replaced by x4. This is because GP (like all EA processes)
makes the decision based only on the ﬁtness value.
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Figure 2.12: Results of the GP test problem
Note that it is common to run evolutionary processes several times, because due to their
stochastic nature, independent runs can come up with diﬀerent solutions, some of which might be
better than the results of the ﬁrst run. For example after 1000 steps of another run with exactly
the same parameters, a shorter expression appeared with a length of 57:
x¯0x¯1x¯2x¯3x¯4 ∨ x¯0x¯1x2x3 ∨ x¯2x¯4x¯0x1 ∨ x3x¯2x4x1 ∨ x¯0x1x2x¯3 ∨ x0x¯2x3x¯4 ∨ x4x1x¯3x0
This example also illustrates the shortcoming of GP that it ignores the semantics of the evolved
individuals. To ﬁnd an appropriate expression, we used the total disjunctive normal form for the
initial population, instead of randomly generated individuals as it is usual with evolutionary
algorithms. Unfortunately if we decided to randomly generate the initial population, most of it
would contain logical expressions describing a diﬀerent Boolean function. Even using our way to
initialize the population, during the evolutionary process many individuals are created that are
syntactically correct, but semantically diﬀerent. These are excluded from the parent population
using ﬁtness penalty, which might be eﬀective but very ineﬃcient, because it narrows down the
search area and slows down the convergence. This issue will be revisited later in this thesis and a
solution is proposed in Section 5.2.
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3
Grammars and formal languages
In this chapter the basics of grammars and formal languages are summarized. For a detailed
description the interested reader might check [20], or any textbook on this topic.
An alphabet is a ﬁnite, non-empty set of symbols, or letters, usually denoted by Σ. An asso-
ciative operation, called concatenation is deﬁned, denoted by a1 · a2 for a1, a2 ∈ Σ. The result of
concatenating zero or more symbols is called word, and is usually denoted as a sequence of letters
without the concatenation symbol. A special word is the empty word, which is denoted by λ.1
The set of all words generated from the symbols in Σ using concatenation is denoted by Σ∗. In
other words (Σ∗, ·) is the free monoid over Σ, with identity element λ. The subsets of Σ∗ are called
formal languages.
3.1 Generative grammars
The most commonly used tools to describe how to build languages from the symbols of an alphabet
are the formal grammars as proposed by Chomsky. [8]
Deﬁnition 3.1 (Generative grammar)
A generative grammar G is a 4-tuple G = (N ,Σ,P, S), where
(i) N is an alphabet of nonterminal symbols,
(ii) Σ is an alphabet of terminal symbols, with N ∩ Σ = ∅,
(iii) P ⊂ (N ∪ Σ)+ × (N ∪ Σ)∗ is a nonempty ﬁnite set of rewriting rules, and
(iv) S ∈ N is the start symbol.
The rewriting rules have the form (α, β), which is written as α→ β, where α is called the left-
hand side and β is called the right-hand side of the rule. Note that α has to contain at least one
nonterminal. Several rules can be written together if their left-hand side is the same, for example
S → abc and S → bS can be written as S → abc | bS. In this thesis the following conventions are
used: nonterminals are denoted by capital letters (A,B,C, . . .), terminals are denoted by small
letters (a, b, c, . . .). Words containing only terminals are also denoted by small letters, but from
the end of the English alphabet, starting with u (u, v, w, . . .). Arbitrary words are denoted by the
letters of the Greek alphabet (α, β, γ, . . .), except λ, which denotes the empty word.
1Another usual notation for the empty word is ε.
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Grammars generate languages using derivations. The start symbol is taken, and then it is
replaced using an appropriate rule. There may be nonterminal symbols in the new word, so they
are also replaced. It is repeated until a word containing only terminal symbols is reached. Since
there are usually multiple rules that can be applied, more than one word can be generated using
a single grammar.
Deﬁnition 3.2 (Direct derivation)
Direct derivation over grammar G = (N ,Σ,P, S), denoted by ⇒G, is a binary relation over
(N ∪ Σ)∗. For any γ, δ ∈ (N ∪ Σ)∗ γ ⇒G δ if and only if ∃ϕ, ψ ∈ (N ∪ Σ)∗ and an α→ β rule in
P such that γ = ϕαψ and δ = ϕβψ.
Deﬁnition 3.3 (Derivation)
Derivation is the reﬂexive transitive closure of the direct derivation relation, that is ⇒∗G. If it is
unambiguous, the grammar is not indicated, and the derivation relation is denoted by ⇒∗.
Remark 3.4
Derivation is reﬂexive, thus γ ⇒∗ γ. Derivation is also transitive, therefore derivations can be
concatenated, that is if X ⇒∗ αY γ and Y ⇒∗ β then X ⇒∗ αβγ.
Deﬁnition 3.5 (Derivation sequence)
Derivation sequence for a given grammar G is a ﬁnite sequence of words
α0, α1, α2, . . . , αn
such that αi ⇒G αi+1. The length of the derivation sequence is the number of direct derivation
steps, that is n.
Note that γ ⇒∗G δ if and only if there exists a derivation sequence such that α1 = γ and αn = δ.
Often a derivation sequence is also called derivation. With the help of derivation the generated
language can be deﬁned as follows.
Deﬁnition 3.6 (Language generated by a grammar)
A language generated by grammar G = (N ,Σ,P, S) is
L(G) = {u ∈ Σ∗ | S ⇒∗G u}.
Sometimes, however, one does not need the whole generating power of the grammars. There-
fore the allowed form of the rewriting rules can be restricted or changed, so the class of the
possibly generated languages also changes. Chomsky introduced several types of grammars, they
are described by the following deﬁnition.
Deﬁnition 3.7 (Grammar types)
A grammar G = (N ,Σ,P, S) is
• type 0 or phrase structure, if there are no restrictions.
• type 1 or context sensitive, if rules have the form αAβ → αδβ, where α, β, δ ∈ (N ∪Σ)∗ and
δ �= λ. The only exception is rule S → λ (that is α = δ = β = λ), but in this case S cannot
be on the right-hand side of any other rule.
• type 2 or context-free, if rules have the form A→ α, where A ∈ N and α ∈ (N ∪ Σ)∗.
• type 3, regular or right linear, if rules have the form A → u or A → uB, where A,B ∈ N
and u ∈ Σ∗.
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Deﬁnition 3.8 (Language types)
A language L ⊆ Σ∗ has type i for 0 ≤ i ≤ 3, if there exists a grammar G of type i such that
L = L(G). The class of languages of type i is denoted by Li.
Remark 3.9
A regular grammar is context-free. Furthermore, it can be shown that L3 � L2 � L1 � L0.
3.2 Derivation trees
Derivations over context-free grammars can easily be visualized. One can consider the letters
of the derived word as nodes. When a nonterminal symbol is replaced with a string, that is a
sequence of symbols, these symbols can be represented as children of the node representing the
original symbol in a tree structure. Since the derivation starts with a single symbol, the structure
representing the full derivation will be a single connected acyclic graph, that is a tree.
Deﬁnition 3.10 (Derivation tree)
Given a context-free grammar G = (N ,Σ,P, S). For a terminal symbol a ∈ Σ the set of derivation
trees rooted in a is T (a) = {a}. For a nonterminal symbol A ∈ N the set of derivation trees rooted
in A is the smallest set T (A), where
(i) The tree having exactly one node (its root) labeled with A is in T (A). This tree is denoted
by A.
(ii) If A → λ ∈ P, then the tree having a root node labeled with A and exactly one successor
node of the root labeled with λ is in T (A). This tree is denoted by A[λ].
(iii) If A → X1 . . . Xn ∈ P and Ti ∈ T (Xi) for i = 1, . . . , n, then the tree having a root node
labeled with A, n successors labeled with X1, . . . , Xn in this order from left to right and
T1, . . . , Tn subtrees rooted in the nodes denoted by X1, . . . , Xn is also an element of T (A).
This tree is denoted by A[T1, . . . , Tn].
Deﬁnition 3.11 (Frontier of a derivation tree)
Let T be a derivation tree rooted in X. The frontier of T is denoted by fr(T ), and deﬁned as
follows.
(i) If T = X then fr(T ) = X.
(ii) If T = X[λ] then fr(T ) = λ.
(iii) If T = X[T1, . . . , Tn] then fr(T ) = fr(T1) · . . . · fr(Tn).
One can also use any property deﬁned for common rooted trees, for example height or size.
In this thesis some of these properties will be used with the following remark: the breadth of
a derivation tree is the number of leaves, whereas the width is the length of the frontier, that
is the total number of symbols in the leaves excluding λ. By deﬁnition of the derivation tree,
the diﬀerence is exactly the number of λ-nodes, but a compact implementation might merge
neighboring nodes with terminal labels, signiﬁcantly reducing the number of leaves, that is the
breadth of the tree.
Example 3.12
An example for a derivation tree is shown in Figure 3.1. The tree is S[aS[ab]bS[ab]] for grammar
G = ({S}, {a, b}, {S → aSbS | ab}, S). The height of this tree is 2, the frontier is aabbab, the
width is 6 and the breadth is 6 for the standard tree and 4 for the compact tree.
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(a) standard (b) compact
Figure 3.1: Example for derivation tree
Theorem 3.13 (Relation of derivations and derivation trees)
For any X ∈ (N ∪ Σ) and α ∈ (N ∪ Σ)∗
X ⇒∗ α if, and only if ∃T ∈ T (X) : fr(T ) = α
Proof 3.14
A constructive proof is given by induction.
(i) X ⇒∗ α→ ∃T ∈ T (X) : fr(T ) = α is shown by induction on the length of the derivation.
• For a trivial derivation X ⇒∗ X tree X is in T (X) by item (i) of Deﬁnition 3.10 and
fr(X) = X by item (i) of Deﬁnition 3.11.
• Now let us assume that the statement is true for derivations of length n. Let us take a
derivation of length n+ 1: α0, α1, . . . , αn, αn+1, where α0 = X and αn+1 = α.
By the deﬁnition of the derivation sequence, αn ⇒ αn+1, thus ∃ϕ, ψ, β ∈ (N ∪Σ)∗ and
∃Y ∈ N such that αn = ϕY ψ, αn+1 = ϕβψ and p : Y → β ∈ P.
By the induction assumption ∃T ∈ T (X) such that fr(T ) = αn. It means that
fr(T ) = αn = ϕY ψ = ϕ · fr(Y ) · ψ
According to item (i) of Deﬁnition 3.10, for each letter Zi in word β, tree Zi is in T (Zi).
Therefore by item (iii) tree T � = Y [Z1, . . . , Zk] is in T (Y ), which in turn means that
taking tree T and replacing leaf Y with tree T �, the resulting tree T �� is in T (Y ). The
frontier of the resulting tree by applying items (iii) then (i) of Deﬁnition 3.11 is:
fr(T ��) = ϕ · fr(T �) · ψ = ϕ · fr(Z1) · . . . · fr(Zk) · ψ = ϕZ1 . . . Zkψ = ϕβψ = αn+1
(ii) ∃T ∈ T (X) : fr(T ) = α→ X ⇒∗ α is shown by induction on the deﬁnition.
• For tree T = X with fr(T ) = X we can use the trivial derivation X ⇒∗ X.
• For tree T = X[λ] with fr(T ) = λ there exists a rule p : X → λ, thus X ⇒ λ.
• For tree T = X[T1, . . . , Tn] with Ti having a root node labeled with Xi there must be
a rule p : X → X1 . . . Xn ∈ P. Furthermore fr(T ) = fr(T1) · . . . · fr(Tn). The induc-
tion assumption is that Xi ⇒∗ fr(Ti) = αi. By applying Remark 3.4 to concatenate
derivations, we get the following:
X ⇒1 X1X2X3 . . . Xn−1Xn
⇒∗ α1X2X3 . . . Xn−1Xn
⇒∗ α1α2X3 . . . Xn−1Xn
· · ·
⇒∗ α1α2α3 . . . αn−1Xn
⇒∗ α1α2α3 . . . αn−1αn = α
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Remark 3.15 (Left derivation)
In the above construction a derivation sequence is described, where in each step the leftmost
nonterminal is replaced using an appropriate rule. These derivation sequences are called left
derivations. Usually derivation trees describe more than one possible derivation sequences, but
there is a one-to-one mapping between left derivations and derivation trees. Figure 3.2 shows an
example for a left derivation and the (partial) derivation trees associated with each step.
Figure 3.2: Derivation sequence with derivation trees
Corollary 3.16
Given a context-free grammar G = (N ,Σ,P, S). For any u ∈ Σ∗ u ∈ L(G) if and only if there
exists T ∈ T (S) such that fr(T ) = u.
Remark 3.17
According to the deﬁnition of derivation trees, the frontier can be an arbitrary string. Due to
Corollary 3.16, however, derivation trees with terminal frontier are of particular interest. These
are referred to as complete derivation trees, whereas trees having at least one nonterminal symbol
in the frontier are called partial derivation trees. The set of complete derivation trees rooted at
the start symbol is denoted by T (G), that is
T (G) = {T ∈ T (S) | fr(T ) ∈ Σ∗}
Using this deﬁnition Corollary 3.16 can be written as follows.
fr(T (G)) =
�
T∈T (G)
{fr(T )} = L(G)
From the derivation tree representation one can infer an interesting property of the context-free
grammars. As both alphabets are ﬁnite, if a derivation tree is suﬃciently large, there is a path
between the root and a leaf that contains the same nonterminal symbol at least twice. Taking
these two occurrences the path between them can be removed from the tree, or it can be inserted
multiple times causing two parts of the frontier to be multiplied. This property is stated by the
following lemma.
Lemma 3.18 (Bar-Hillel Lemma)
For every context-free language L there exists an integer p ≥ 1 such that any word u ∈ L with
|u| ≥ p can be written as u = vwxyz such that |wxy| ≤ p, |wy| ≥ 1 and ∀n ∈ � vwnxynz ∈ L.
3.2.1 Regular grammars and derivation trees
As mentioned earlier regular grammars are also context-free grammars, therefore the concept of
derivation trees can be applied to them as well. Regular grammars only allow a single nonterminal
on the right-hand side of the rules, and it can only be on the last position. This means that for
every node of a derivation tree all but the last successor nodes must be leaves.
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3.2.2 Derivation tree sizes
In this thesis derivation trees will be used as data types, therefore it is interesting to examine
the relation between the size of the words, derivations and derivation trees. For examining this
relation, an important property is the number of terminal symbols on the right-hand side of the
rules. Therefore, in this thesis we will use the following deﬁnition.
Deﬁnition 3.19 (Size of a rule)
Given a context-free grammar G = (N,A, P, S). For a rule r : A→ β the size of r is the number
of symbols in β denoted by |r|, that is |r| = |β|. The terminal size of r is the number of terminal
symbols in β, and it is denoted by |r|Σ. The size of the longest rule is denoted by |rˆ|, that is
|rˆ| = max
r∈P
|r|
As mentioned before, the length of a derivation sequence α0, α1, . . . , αk is the number of deriva-
tion steps, that is k. The size of a tree T is the number of nodes, which can be calculated recursively,
as one plus the sum of the sizes of the subtrees. The length of the derived word is calculated as
usual. Between these values a correlation can be found as shown by the following theorem.
Theorem 3.20 (Correlation of derivation related sizes)
Given a context-free grammarG = (N,S, P, S). For an arbitrary derivation sequence α0, α1, . . . , αk
with αk ∈ Σ∗, let us denote the size of the assigned derivation tree by s and the length of the
derived terminal word αk by n. In this case
s = O(k) (3.1)
Furthermore, assume that �k
i=1 |ri|Σ
k
≥ 1, (3.2)
where ri = Ai → βi is the rule applied in derivation step i. In this case the following also holds
k ≤ n (3.3)
Remark 3.21
The assumption described by Equation 3.2 means that on average at each step at least one non-
terminal symbol is added to the word. Note that if the grammar is in Greibach normal form, this
condition is always true.
Proof 3.22
The size of the derivation tree is the number of nodes introduced by each rule, plus one for the start
symbol. The number of nodes introduced by a rule is the number of symbols in the right-hand
side. That is
s = 1 +
k�
i=1
|ri| ≤ 1 +
k�
i=1
|rˆ| = 1 + k · |rˆ| = O(k)
The length of the derived word is the sum of the nonterminal symbols added by the rules, that
is if Equation 3.2 holds
k ≤
k�
i=1
|ri|Σ = n
This theorem means that using a derivation tree is asymptotically not worse than using a list
of the applied rules. Furthermore, if Equation 3.2 holds, the derivation tree is asymptotically not
larger than the word itself.
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3.3 Attribute grammars
It is possible to increase the generating power of context-free grammars by deﬁning attributes for
the symbols and assigning values to these attributes during derivation. [3] For example, without
using attributes, language {anbncn} cannot be generated by any context-free grammar2, but there
is an attribute grammar that generates this language.
In this thesis we will not use the additional generating power of attribute grammars, but the
concept of assigning attributes to symbols is very useful, thus a short deﬁnition is given here.
Deﬁnition 3.23 (Attribute grammar)
An attribute grammar AG is a quadruple AG = (G,SD,AD,R), where
(i) G is a context-free grammar,
(ii) SD is the semantic domain, deﬁning the attribute types, functions and relations
(iii) AD contains the attribute descriptions deﬁning the set of synthesized and inherited attributes
AttrS and AttrI respectively, the types of these attributes and the assignment of attributes
to symbols of G. Attributes assigned to a symbol are denoted by attaching the attribute to
the symbol using a dot, for example S.a
(iv) R = {R(p) | p ∈ P} is a family of sets deﬁning the semantic rules for each rewriting rule of
grammar G
Remark 3.24
It happens often that one nonterminal symbol appears multiple times in a given rule. In this
case, to avoid confusion when deﬁning semantic rules, all occurrences are indexed. For example
an attribute length for the left-hand side symbol of a rule S → aSbS can be deﬁned as follows:
S0 → aS1bS2 S0.length := S1.length+ S2.length+ 2
When a derivation tree is created using an attribute grammar, the semantic rules are evaluated
for each rule that is applied. If a rule deﬁnes a calculation schema for an attribute, then the
calculated value is assigned to the given occurrence of the attribute in the derivation tree. Such
a derivation tree is called decorated derivation tree. Sometimes the calculation schema deﬁnes a
value based on the values found in the parents. These attributes are called inherited attributes. In
other cases the values in the parents are calculated based on the values in the subtrees. These are
called synthesized attributes, and they can be calculated after the subtrees have been constructed.
In this thesis the following assumptions will be used regarding attributes. An attribute a is
called inherited if for each rule X → Y1Y2 . . . Yn the calculation schema is the following:
Yi.a = fa(X.a, Y1.a, . . . , Yi−1.a),
and synthesized if the calculation schema is the following:
X.a = ga(Y1.a, Y2.a, . . . , Yn.a).
More formal deﬁnitions are not required for the purposes of this thesis, nevertheless they can be
found in the literature. [12] Informally inherited attributes can also be called top-down attributes,
whereas synthesized attributes can be called bottom-up attributes.
The semantic rules not only include rules deﬁning values, but also rules that deﬁne conditions.
These conditions determine when a rewriting rule can be applied based on the values of the
attributes.
2It is the classical example of a language that cannot be generated by context-free grammars. This fact can
easily be proven using the Bar-Hillel lemma.
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Example 3.25
The following attribute grammar generates language {anbncn | n ∈ �+}.
• G = ({A,B,C, S}, {a, b, c}, {S → ABC,A→ a | aA,B → b | bB,C → c | cC}, S)
• The semantic domain is (�+, {+}, {=}), that is the set of positive integers with the addition
operator and equality relation.
• We deﬁne one attribute: count, it is assigned to nonterminals A, B and C.
• The semantic rules are deﬁned as follows
S → ABC A.count = B.count = C.count
A→ a A.count := 1
A0 → aA1 A0.count := A1.count+ 1
B → b B.count := 1
B0 → bB1 B0.count := B1.count+ 1
C → c C.count := 1
C0 → cC1 C0.count := C1.count+ 1
There is one semantic rule deﬁning a condition allowing only derivations where the three
subtrees for a∗, b∗ and c∗ have the same number of letters. The rest of the semantic rules are used
to deﬁne the value for the count attribute, counting the number of letters.
As it is shown by the example above, a straightforward way to deﬁne the semantic domain SD
is to use the set of integer or real numbers and the usual arithmetic operators and relations.
4
Derivation tree based genetic programming
Evolutionary algorithms can be eﬃciently used to solve various problems without using any infor-
mation on the problem domain. Only a representation form and an evaluation function is required.
This property is called black box principle, and this simplicity is one of the most appreciated char-
acteristics of these algorithms.
However, this setup has a disadvantage; sometimes invalid solution candidates are produced.
Changing the evaluation function to check, replace and correct these candidates requires processing
time. Modifying the algorithm to avoid such individuals, or changing the evaluation function to
be able to handle them might even introduce an unexpected bias. Derivation tree based genetic
programming (DTGP) gives a solution for this problem. It is a modiﬁcation of canonical genetic
programming to use derivation trees over a context-free grammar as individuals to introduce
syntactical restrictions without signiﬁcantly increasing the complexity of the algorithm.
In this chapter the issues with the canonical evolutionary search are presented, then existing
grammar based approaches are discussed. In the main part DTGP is deﬁned, the data type
is introduced and the operators are constructed. The chapter is concluded with an example to
illustrate how DTGP works. In later chapters it will also be shown that DTGP not only solves
the problem of invalid individuals, but also provides further improvements over canonical GP.
4.1 Canonical evolutionary search
A usual setup for evolutionary optimization is shown in Figure 4.1. The set of hypotheses H for a
given problem is described by a set of representations R. In GA terms they are called phenotypes
and genotypes respectively. The elements of R are also called individuals when they are part of
a population. In most cases only a proper subset of H contains the solutions of the problem, let
us denote this set by S. The hypotheses outside of this set are referred to as incorrect hypotheses.
The set of representations describing the solutions is denoted by Rv. The elements of Rv can be
evaluated using the ﬁtness function, therefore they are called valid representations. The goal of
the process is to ﬁnd an element of Rv that represents an element of S which is optimal with
respect to the selected ﬁtness function.
In a common EA the operators work on a population containing elements of set R and nothing
guarantees that an operator applied to an element of Rv results an individual within Rv. In other
words operators may lead out of Rv. Usually Rv is not even deﬁned explicitly. Let Rea denote
the smallest subset of R that is closed under the evolutionary operators and contains Rv. The
elements of Rea describe the hypotheses in set Hea.
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Figure 4.1: Common setup for optimization with EA
4.1.1 Invalid individuals
If the smallest closed subset of the representations is larger than the set of valid representations,
that is Rv � Rea, the algorithm may produce an individual r� ∈ Rea \ Rv such that r� evaluates
to h� ∈ Hea \S. This means that an invalid hypothesis is generated. There are several approaches
how to handle this issue.
The invalid individual can be thrown away, and a new individual can be generated. This needs
extra time and in extreme cases no valid individuals can be generated from certain parents or
pairs of parents.
It is also possible to correct the invalid individuals, but this also takes some time and might
cause the evolutionary algorithm to be unbalanced. For example if the valid representations are
nonnegative integers, and negative numbers are replaced by 0, then 0 will occur with a very high
probability. When the absolute value is taken, 0 will only have half of the probability of the
positive numbers. This can be more diﬃcult for complex representations like trees.
The invalid individuals can be left in the population and penalized with bad ﬁtness values, but
this increases the search space and decreases the useful size of the population, just like in the case
of the GA example presented in Section 2.2.6.
All the approaches mentioned above allow invalid individuals to occur and rely on an evaluation,
which itself might need additional time to handle them. The other possible approach is not to
allow such individuals at all, that is to modify the representation or the evolutionary operators so
that Rea = Rv. This can be done in three diﬀerent ways.
Allow any hypothesis The simplest way is to deﬁne the problem and the sets H and R so that
any hypothesis is a solution. This requires no change in the evolutionary algorithm. An
example for this approach is the canonical GP as proposed by Koza. [22]
Restrict operators The straightforward approach is to modify the operators. This, however,
might not be a simple task. This is how strongly typed genetic programming works. [31]
Redeﬁne representations The third possibility is to redeﬁne the set R, so that Rv is closed
under the evolutionary operators. This might also require some small changes in the oper-
ators. This approach is followed by grammar guided genetic programming techniques, such
as DTGP.
All the examples mentioned above are special types of genetic programming. This is because
syntactical restrictions are easier to implement using high-level data structures, for example ex-
pression trees. However, it is also possible to use bitvectors and GA based methods, for which an
example will be shown later in this chapter.
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4.2 Strongly typed genetic programming
The original GP algorithm uses LISP S-expressions, but the operators are not restricted. This
might cause problems as shown in Figure 4.2. The parent tree contains an if-then-else branch
with three subtrees: a condition and two expressions. However, after applying an evolutionary
operator, the condition might be replaced with an arithmetic expression.
(a) parent (b) oﬀspring
Figure 4.2: Syntactical error caused by GP operators
To handle this problem, canonical GP deﬁnes how to interpret arithmetical expressions as
conditions, and in general it deﬁnes implicit conversion for each type. In GP terms it is the
closure property that was described in Section 2.3.1. Although it works for S-expressions, it is not
a generic solution, and with other data types this issue may still occur.
Strongly typed genetic programming (STGP) [31] was directly designed to solve this problem.
It deﬁnes a set of types, and it assigns types for each function and each parameter. Furthermore,
the functions have pre-deﬁned arities as well, that is the signature for each function is deﬁned.
Formally it means the following. Let T be a set of types and F be a set of function symbols. A
signature σ is a triplet, that is an element of T × F × T ∗. Signature σ = (t, f, t1t2 . . . tn) can be
written as t f(t1, t2, . . . , tn), and it means that function f takes n parameters of type t1, t2, . . . tn
respectively, and it returns a value of type t.
An example for a set of signatures can be seen in Figure 4.3. These signatures describe a set
of functions built from the usual arithmetical operators (+,−, ∗, /), logical operators (¬, |,&) and
the ternary operator if , which takes a logical expression and two real expressions and depending
on the value of the logical expression returns the value of the ﬁrst or the second expression.
real + (real,real)
real − (real,real)
real ∗ (real,real)
real / (real,real)
bool ¬ (bool)
bool | (bool,bool)
bool & (bool,bool)
real if (bool,real,real)
real 0 ()
real 1 ()
bool false ()
bool true ()
a) real functions b) Boolean functions c) constants
Figure 4.3: Example set of signatures
STGP uses parse trees to represent the solutions, just like canonical GP. However, the operators
are restricted. Mutation and crossover are only allowed if the return type of the expression
represented by both the old and new subtrees are the same. Furthermore, when a random subtree
is generated, it is done based on the signatures, which means the number of the subtrees is the
same as the arity of the function represented by the node, and the return types of the subtrees
match the parameter types of the given function.
STGP can be used to evolve syntactically correct expressions or even programs. The notion of
signatures can be generalized even further to deﬁne each possible branching in the evolved trees,
although it might be diﬃcult to set it up for certain problems. A disadvantage of STGP is that
the operators must follow the signatures, which also increases the time complexity.
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4.3 Grammar guided genetic programming
Another approach recently gaining popularity in the GP arena is grammar guided genetic program-
ming (GGGP) [28], which assumes that the set of valid individuals is a context-free language, and
uses context-free grammars to guide the evolutionary process. There are two approaches depending
on the data type. Tree based GGGP uses derivation trees as representation, and the evolutionary
operators work on these trees. DTGP uses this approach. The second approach is linear GGGP,
where the individuals are binary or integer vectors that represent the derivation sequences.
Tree based GGGP
One of the ﬁrst experiments were done by Gruau [18], who used context-free grammars and deriva-
tion trees to check the validity of the individuals. However, after the veriﬁcation the derivation
trees have been deleted and had to be created again for new individuals.
Whigham [47, 48] represented the individuals in the population as derivation trees and applied
the operators directly to them. The limitation of his approach is that the trees cannot be param-
eterized, thus the operators can be inﬂuenced only by global parameters. For instance, in order
to keep the trees of the populations smaller than a global MAX DEPTH parameter (set by the
initial population), the oversized trees produced by the operators are simply thrown away.
Grammatical evolution
The most popular linear GGGP method is grammatical evolution (GE ) [36, 32]. It uses bitvectors
to represent the individuals, which makes it possible to use all the methodologies and knowledge
from the ﬁeld of genetic algorithms. The outline of this approach is shown in Figure 4.4.
Figure 4.4: Outline of GE
The hypotheses are assumed to be words over an alphabet Σ. The set of solutions are described
by a grammar G, thus Rv = L(G). The valid representations, that is the words of language L(G)
can be described by left derivations, which in turn are represented as index vectors in binary
format. GE uses these index vectors as individuals.
To recall Remark 3.15, there is a one-to-one mapping between derivation trees and left deriva-
tions. Thus it can be assumed that the index vectors represent complete or incomplete derivation
trees, that is elements of T (N ∪Σ), even though these are not constructed explicitly by GE. These
trees will be complete derivation trees from T (G), except in some extreme cases discussed later.
Thanks to this simple representation, GE needs less storage than the tree based approaches,
although as shown by Theorem 3.20, there is no asymptotic diﬀerence, unless cyclic bitstrings are
used. Nevertheless, the evolutionary operators as well as random tree generation are very fast.
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However, this approach has some disadvantages. First of all, as only the sequence of the rule
indices is stored, the derivations have to be carried out and the derivation trees, or at least their
frontier must be computed to get the actual solution. This might require a signiﬁcant amount
of time. Furthermore, there is no one-to-one mapping between bitstrings and derivations. The
problematic cases are the following:
Incomplete derivations might come up if the bitstring does not contain enough rules to ﬁnish
the derivation. This can be solved by using a cyclic bitstring, that is if the end of the bitstring
is reached before the derivation is ﬁnished, the process starts again from the beginning of
the string.
Inﬁnite derivations might be represented by certain cyclic bitstrings. This issue does not occur
if the derivation process is stopped when reaching the end of the string.
Unused suﬃx might be present if the derivation ﬁnishes before reaching the end of the bitstring.
These elements are also present in nature; they are called introns and they represent dormant
genetic information.
Depending on whether cyclic bitstrings are used or not, the inﬁnite or incomplete derivations
have to be detected and either discarded or penalized by bad ﬁtness values. Such an individual is
marked by bx in Figure 4.4. As it can be seen it maps to a tree, but not necessarily a complete
ﬁnite derivation tree, thus it cannot be mapped to a hypothesis in Σ∗.
4.4 Basics of DTGP
Derivation tree based genetic programming is a tree based grammar guided GP method. Its outline
can be seen in Figure 4.5. The representations are derivation trees over a pre-deﬁned context-free
Figure 4.5: Outline of DTGP
grammar G. The solutions, that is the words of the language L(G), can be found at the frontier
of these trees. The evolutionary operators are deﬁned so that they only produce valid derivation
trees. As a consequence, only valid hypotheses can be generated by the evolutionary process. The
basics of this method are very similar to the one proposed by Whigham [47], but DTGP uses
parameterized derivation trees to improve the algorithm.
4.4.1 Derivation tree data type
The exact method of storing the derivation trees is not important for the theoretical foundations.
However, we will have to refer to certain parts, components or properties of a tree. These are
shown in Figure 4.6. A derivation tree is a directed and acyclic graph, where each node has at
most one direct predecessor and zero or more direct successors. The direct predecessor is called
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Figure 4.6: Derivation tree data type
parent node, and the direct successors are called children. A subtree is an arbitrary node with all
of its successors. In any subtree there is exactly one node that has no predecessors, it is called
the root. Given a tree and one of its subtrees. The subtree is called direct subtree, if the root of
the tree is the parent of the root of the subtree. In Figure 4.6 all the indicated subtrees are direct
subtrees. Each subtree also represents a complete derivation for the label of its root node.
In DTGP not only the labels are stored at the nodes, but other information as well, these
are called parameters. Thanks to these parameters our approach has some advantages over the
existing tree based GGGP methods, as it will be described in the following sections.
The notations used throughout this thesis are summarized in Table 4.1. Note that sometimes
node and tree are used interchangeably. For example the size of a tree can be denoted by T.size,
but it is usually stored as a parameter of its root node N , thus denoted by N.size.
symbol meaning remark
T, T1, T2, . . . tree, subtree usually T1, T2, . . . denote the subtrees of T from left to right
N,N1, N2, . . . node sometimes node and tree are used interchangeably
N [T1, . . . , Tn] tree root node N with subtrees T1, . . . , Tn
N.label label label of node N
T.label label label of the root node of tree T
N.param parameter parameter of node N
T.param parameter parameter of the root node of tree T
Table 4.1: Notations for components of the derivation tree data type
4.4.2 Parameterized derivation trees
During the evolutionary process several properties of the derivation trees might be used by the
evolutionary operators. For example, when a subtree is selected randomly for a mutation operator,
usually there is a limit on the size or the height of the subtree. However, recalculating this data
every time could be a huge eﬀort. On the other hand, it is possible to store these properties as
parameters in the root nodes of the subtrees.
The operations change subtrees, and we want these changes to have an eﬀect only on a limited
set of properties, therefore we require that the properties of any tree depend only on the properties
of its subtrees. That means these properties should be bottom-up, that is for each property p and
each tree T = N [T1, . . . , Tn]:
T.p = fp(N,T1, . . . , Tn)
Some commonly used properties, such as the height and the size of the subtree or the length of the
subtree frontier depend on the same properties of the subtrees, simplifying the above equation:
T.p = fp(T1.p, . . . , Tn.p)
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Parameter maintenance
A disadvantage of storing parameters in each node is that they have to be maintained during
the evolutionary process. When a subtree changes, the algorithm has to update all nodes that
store parameters dependent on the changed subtree. However, as we deﬁned the parameters to
be bottom-up, is it easy to see that changing a subtree within a derivation tree does not have an
eﬀect on nodes other than the ones on the path from the subtree’s root node to the root of the
derivation tree, as it is shown in Figure 4.7. Therefore, the parameters can be updated by a simple
Figure 4.7: Aﬀected nodes after subtree modiﬁcation
algorithm, that only requires logarithmic time with respect to the size of the tree. It starts at
the root of the recently changed subtree and updates the predecessors until it reaches the root, as
shown in Algorithm 4.1.
update-node(node : N)
1 for each p in parameters
2 do p := fp(N,T1, . . . , Tn)
3 if N.parent �= nil
4 then update-node(N.parent)
Algorithm 4.1: Updating the parameters of a node
Parameterized context-free grammars
Parameter calculation can be deﬁned once and used for each node, or it can also be deﬁned for
each label. For context-free grammars, however, it is convenient to deﬁne calculation functions
with each rule. The calculation scheme of standard tree properties, like size, is the same for each
node, the only diﬀerence is whether it is a leaf node or not. However, later other parameters will
be introduced which are calculated depending on the applied rule.
In the following chapters parameter calculation deﬁnitions will be listed with the rules as shown
in the following example for rule A→ xyABC and the size property.
A0 → xyA1BC A0.size = A1.size+B.size+ C.size+ 2
Note the indices used for nonterminal A. These are added to be able to identify the nodes labeled
with the same symbol. The above example deﬁnes size as the sum of the sizes of the subtrees
plus two, due to the two terminal symbols.
One can also consider using attribute grammars. This way the bottom-up parameters in the
derivation tree can be handled as synthesized attributes of the underlying attribute grammar.
Such an extension of DTGP is discussed in details in [50].
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4.5 Evolutionary operators
The evolutionary operators are based on the usual tree operators, however some modiﬁcations are
needed, so that only valid derivation trees are generated. For DTGP several mutation and crossover
operators are deﬁned. All these operators use two basic operations: random tree generation (RTG)
and random node selection (RNS ). RTG is also used for creating the initial population. These
two operators have to be designed to follow the restrictions imposed by the context-free grammar.
As it will be shown in this section, it is possible to construct algorithms for these operators in a
way that does not increase the complexity of the evolutionary algorithm signiﬁcantly.
4.5.1 Random tree generation
The random tree generator is an essential part of DTGP, because it is the only component that
has any knowledge of the problem domain in form of a context-free grammar. The basic idea is
to start with a given nonterminal symbol, take the applicable rules, select a rule randomly, apply
it and then proceed to the nonterminal symbols at the frontier of the current tree. The algorithm
continues as long as there are nonterminal symbols at the frontier.
The problem with this approach is that the trees can grow unbounded, which is an issue for
evolutionary algorithms, where small random changes are preferred. To overcome this issue, a
constant called minp is assigned to each rule p : A → x to show the minimal size a subtree can
have, if it is started by applying rule p. Thus, when selecting rules randomly during random
tree generation, rules resulting in too large trees can be ignored. Hereby size can have various
deﬁnitions depending on the restriction to be applied, as long as this metric is monotone, that is
the size of a tree is never smaller than the size of a subtree. Calculating minp takes some time,
but it has to be done only once, before starting the evolutionary process, so the algorithm need
not be optimal. The values can even be calculated manually and provided as constant for the
algorithm.
To compute minp, two functions are deﬁned. Function minr(p,M) is the minimal size a tree
can have if started with rule p and only the elements of M can be used as nonterminals in the tree
with the exception of the root. Function mins(X,M) is the minimal size a tree can have if started
with symbol X and only the elements of M can be used as nonterminals in the tree including the
root. It is obvious that for any grammar G = (N ,Σ,P, S) and p ∈ P
minp = minr(p : A→ x,N ) (4.1)
To calculate minr for a given rule, mins is calculated for each symbol on the right-hand side
of the rule. It gives enough information to calculate minr. If the height of the tree is used, then
the following computation rule applies:
minr(p : A→ x,M) = 1 +max
X∈x
{mins(X,M)} (4.2)
To calculate mins for a symbol X, this symbol has to be classiﬁed ﬁrst. If X is a nonterminal
symbol and it is an element ofM , then minr has to be calculated for each rule that can be applied
to the symbol. However, when calculating minr, symbol X need not be allowed anymore, as a
consequence of the Bar-Hillel lemma (Lemma 3.18). This means minr has to be calculated with
nonterminal set M \ {X}. When minr is known for each rule, the minimum will give the value of
mins for X. If X is a nonterminal symbol, but not an element of M , then mins is ∞. If X is a
terminal symbol, the result is a constant depending on what property is used as size. For height
the calculation scheme is the following:
mins(X,M) =
 minp:X→u {minr(p : X → u,M \ {X})} X ∈M0 X ∈ Σ∞ otherwise (4.3)
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These equations compiled into a single function can be seen in Algorithm 4.2. Lines 4–13
calculate mins(X,M) according to Equation 4.3. This part might be moved into a separate
function, but it is easier to analyze the function this way. Lines 14–15 store the calculated value
if it is larger then the maximum stored so far. At the end the calculated maximum is increased
by one and returned as result according to equation 4.2.
MinR(p : A→ x,M)
1 result := 0
2 for each X in x
3 do switch
4 case X ∈M :
5 ms :=∞
6 for each r : X → u
7 do mr :=MinR(r : X → u,M \ {X})
8 if mr < ms
9 then ms := mr
10 case X ∈ Σ :
11 ms := 0
12 case default :
13 ms :=∞
14 if result < ms
15 then result := ms
16 return result+ 1
Algorithm 4.2: Calculating minr
The only recursive call occurs in line 7. It is easy to see, that each call decreases the size of
M , because it removes X, which in turn is known to be in the set due to the condition in line 4.
Thus, if the recursion does not end earlier, M will be reduced to ∅, making the condition in line
4 false, so no more recursive calls will be made. More details about calculating the minp, minr
and mins including theoretical foundations can be found in Section 3.3 of [50].
After minp has been calculated for each rule, the random tree generator can be designed as
shown in Algorithm 4.3. This algorithm randomly selects an applicable rule, adds new nodes for
each symbol on the right-hand side, distributes the weight limits and continues derivations with
the children.
RTG(root, limit)
1 X := root.label
2 if X ∈ Σ
3 then return
4 C := ∅
5 for each p : X → α in P
6 do if min[p] ≤ limit
7 then C := C ∪ {p}
8 pˆ : X → β := RuleSelect(C)
9 childlimits := DistributeLimit(limit, β)
10 for each Y in β
11 do child := NewNode(Y )
12 RTG(child, childlimits[Y ])
13 AddChild(root, child)
Algorithm 4.3: Random tree generation
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The algorithm contains the following parts. Lines 2–3 ensure that no tree is created from
terminal symbols. Lines 5–7 select applicable rules, that is rules having the root label on the
left-hand side, and minimal size not above the required limit. Line 8 selects a rule randomly.
Line 9 distributes the limit between the children based on the right-hand side of the rule. Lines
10–13 apply the rule by creating the appropriate node (line 11), creating a random derivation tree
underneath the new node (line 12) and adding it to the current node (line 13).
The algorithm uses standard tree operations NewNode and AddChild to create and insert
a new node, and two special function calls: RuleSelect and DistributeLimit. The ﬁrst one is
used to randomly select a rule from a set, and the second one is used to distribute the remaining
limit between the subtrees. This depends on the actual type of the limit. For example if limit is
an upper bound for height, then the limit for each subtree will be limit− 1. On the other hand,
if it is an upper bound for the number of nodes, then it has to be distributed in a way such that
limit = 1 +
�
Y ∈β limitY . Further details on these two calls are discussed in Section 5.3.
4.5.2 Random node selection
Each operator has to select one or more nodes of the derivation tree. However, due to the complex
data structure, it is not a trivial task. Usually not every node of the tree is a candidate for
selection. For example, nodes close to the root are not selected as mutation points in order to
keep the changes of the tree small. Leaves are never selected, since they are labeled with terminal
symbols and there are no rewriting rules in the grammar with a terminal on the left-hand side.
Randomly selecting an element of a vector is straightforward, but it is not feasible to move all
the nodes of a tree into a vector just to select a node. Finding a given element in a search tree
needs logarithmic time, thus one can try to design a similar algorithm for random node selection.
This is similar to the node search, in a sense that a path from the root towards the leaves is
traversed. However, this path is found randomly.
A naive algorithm would be to start at the root, and always choose the target of the next step
between the node and its children randomly. Selecting the node itself means the search ends, and
the given node is the selected node. When a child is selected, the search continues in the subtree
under the child. The probability of selecting a child N � of N , that is making a step N�N � is
P (N�N �) = 1
(n+ 1)
,
assumed that node N has n children. This means each subtree has the same probability to be
selected, independently from its size. This is obviously not what we want, since nodes in smaller
subtrees get higher probabilities assigned. However, this outbalanced search can be resolved by
using weights according to the sizes of the subtrees rooted at the nodes. The size of a subtree is
deﬁned as usual, it is the number of the nodes in the subtree, which can also be given recursively.
Namely, the size of a subtree is one plus the sum of the sizes of its subtrees, that is
N.size = 1 +
�
N �is a child of N
N �.size
Using this measurement, the correct probability of making a step N�N � is deﬁned as follows:
P (N�N �) =
� 1
N.size if N
� = N,
N �.size
N.size if N
� is a child of N.
With this deﬁnition, the probability of selecting a given node Nk from the root T through a path
T = N0�N1�N2� . . .�Nk−1�Nk�Nk is the following:
P (T �+Nk) = P (T�N1) · P (N1�N2) · . . . · P (Nk−1�Nk) · P (Nk�Nk)
=
N1.size
T.size
· N2.size
N1.size
· . . . · Nk.size
Nk−1.size
· 1
Nk.size
=
1
T.size
.
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Thus each node in the tree has the same probability to be selected. To compare the naive
method and the weighted node selection, a simple tree was constructed and 1000 independent
selections were carried out. The selection frequency is displayed in Figure 4.8 as percentage and
also represented by the colors of the nodes.
(a) naive selection (b) weighted selection
Figure 4.8: Selection frequencies using diﬀerent random node selection methods
Furthermore, since the selection path proceeds through the children, it always goes down, thus
the maximal length of this path is equal to the height of the tree, which in turn is logarithmic
with respect to the number of nodes. Since the value N.size depends only on N �.size, where N �
is a child of N , N.size can be considered as bottom-up property, and as such, it can be stored as
parameter in the nodes, making it available at no cost during random node selection.
Often, however, not every node is a possible candidate. In case of derivation trees, for example,
no mutation or crossover may happen at the leaves. When the selection points are restricted, the
number of these nodes should be used for determining the selection probability instead of the size.
That is if N.sw is the number of the candidate nodes in the subtree of N , and N.nw is 1 when N
is a candidate, otherwise 0, then
P (N�N �) =
 N.nwN.sw if N � = N,N �.sw
N.sw if N
� is a child of N.
It is easy to see that in this case the probability of a node to be selected is either 0 or 1/T.sw,
that is equally distributed on the set of candidates in the tree. Furthermore, if N.nw is a constant
or a bottom-up parameter, then N.sw = N.nw +
�
N �.sw can also be stored as parameter, just
like N.nw. This concept can be generalized even further when condition N.nw is not a binary
value, but a nonnegative real number. This means that nodes might have diﬀerent probabilities
to be selected, without changing the computation schema. The node selection function using the
node weight property is shown in Algorithm 4.4.
SelectNode(node : N)
1 pockets := ()
2 pockets.add(N.node weight)
3 for each N � in N.children
4 do pockets.add(N �.subtree weight)
5 i :=WeightedSelect(pockets)
6 if i = 0
7 then result := N
8 else result := SelectNode(N.children[i])
9 return result
Algorithm 4.4: Random node selection
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First x.nw, also called node weight, is added to the list of pockets. Then for each child N �
N �.sw, also known as subtree weight is added. Then a pocket is randomly selected with a weighted
selection based on the pocket sizes. The result of this selection determines the next step.
Sometimes it is necessary to select a node with a speciﬁed label. To achieve this, the algorithm
can be modiﬁed to ignore nodes with incorrect labels. However, the descents into the subtrees
are random, thus it might happen that no such nonterminal is found. Furthermore, this search
still uses the standard node and subtree weights, which might be diﬀerent if we only consider a
certain nonterminal. It is possible to calculate these weights separately for each nonterminal, but
this increases the storage size needed for each node. In some cases, however, it makes sense to
store this data, for example when the nonterminal alphabet is small. The updated node selection
can be seen in Algorithm 4.5
SelectNode(node : N, nonterminal : A)
1 pockets := ()
2 pockets.add(N.node weight[A])
3 for each N � in N.children
4 do pockets.add(N �.subtree weight[A])
5 i :=WeightedSelect(pockets)
6 if i = 0
7 then result := N
8 else result := SelectNode(N.children[i], A)
9 return result
Algorithm 4.5: Random node selection with multiple weights
This second algorithm can also be used if diﬀerent operators require diﬀerent node selection
strategies. For example one might want to limit the size of derivation trees selected for mutation,
but allow tree crossover at any point. This can be done by using a weight array as well.
4.5.3 Derivation tree mutation
Using random tree generation and random node selection as described in the previous sections,
a simple mutation can easily be deﬁned. First a node is selected randomly, then its subtree is
replaced by a randomly generated subtree as demonstrated in Figure 4.9 and in Algorithm 4.6.
−→
Figure 4.9: Simple mutation for derivation trees
The generated subtree may or may not be restricted by the actual attributes of the selected
node. For instance, sometimes it makes sense to replace a subtree having a certain height with
another one having exactly the same height, however, in general no such restrictions are applied,
other than the global limit on the new subtree size.
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TreeMutation(node : T )
1 N := SelectNode(T )
2 N � := RandomTree(N.label)
3 ReplaceTree(N,N �)
Algorithm 4.6: Simple mutation for derivation trees
For derivation trees, a two-point mutation can also be deﬁned where instead of a subtree, a
middle section of the tree is replaced. This mutation operator may simultaneously change two
remote, but syntactically dependent parts of the word as shown in Figure 4.10.
−→
Figure 4.10: Two-point mutation for derivation trees
A special case of this mutation is when the ﬁrst node is the root of the tree, as shown in
Figure 4.11. This can be considered as a reversed one-point mutation: instead of changing the
tree under a selected node deep down, change the tree above a node high up. The two-point
mutation, including the special case can be very useful, as it allows the process to change parts of
the solution that are decided early in the derivation process.
−→
Figure 4.11: Reversed one-point mutation for derivation trees
During a two-point mutation, a middle section of the subtree is replaced. There are several
ways to implement it. One possibility is to start as a normal mutation, but then insert part of the
removed subtree back into the newly generated subtree. This process is shown in Algorithm 4.7.
Note that this version of the mutation requires the special node selection of Algorithm 4.5.
It is important to note that these mutation operators introduce only local changes and can be
controlled by several parameters. The cost of a mutation is mainly composed of the costs of the
random tree generation and the random node selection. Some additional computation has to be
done to update the attributes after a new subtree is inserted, but as discussed in Section 4.4.2, it
only requires logarithmic time.
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TreeMutation2(node : T )
1 N := SelectNode(T )
2 M := SelectNode(N)
3 N � := RandomTree(N.label)
4 M � := SelectNode(N �,M.label)
5 ReplaceTree(M �,M)
6 ReplaceTree(N,N �)
Algorithm 4.7: Two-point mutation for derivation trees
4.5.4 Derivation tree crossover
A tree crossover for derivation trees can be deﬁned easier than a mutation, since no subtrees have
to be generated. Only two nodes having the same nonterminal symbol as labels have to be selected
and swapped as shown in Figure 4.12. One can also restrict the selection of crossover points based
on the parameters stored in the nodes, just like in the case of mutation.
−→
Figure 4.12: One-point crossover for derivation trees
Similarly to the multi-point mutation, a multi-point crossover can also be deﬁned. In this case,
subtrees are swapped and then some parts of them are swapped back. A schema for two-point
crossover can be seen in Figure 4.13. A reversed crossover can also be implemented as a special
−→
Figure 4.13: Two-point crossover for derivation trees
case of multi-point crossover, where the ﬁrst node selected is the root node. Since it is irrelevant,
whether we swap the subtrees or the crusts for a selected node, the reversed crossover might seem
to be the same as the standard crossover. Note, however, that the change occurs at diﬀerent
places. With standard crossover, the change boundaries are close to each other, whereas using
reversed crossover, the change boundaries are close to both ends of the string. Nevertheless, in this
thesis neither standard crossover, nor the special crossovers will be used due to reasons discussed
below.
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Although crossover seems to be simple, there is one issue. The selected subtrees must have
the same label at their root nodes. If this is not the case, one can skip crossover or one can retry
selection. It is also possible to select a node in the ﬁrst parent, and then apply Algorithm 4.5 to
select another one in the second parent having the same label. This version of crossover is shown
in Algorithm 4.8. However, it requires maintaining additional parameters as discussed before.
TreeCrossover(node : R1, node : R2)
1 N := SelectNode(R1)
2 M := SelectNode(R2, N.label)
3 SwapTree(N,M)
Algorithm 4.8: Crossover for derivation trees
Sometimes, however, it is not eﬃcient to store the selection weights for all the nonterminals.
They not only require more storage, but they also have to be maintained. There is another
possibility to redeﬁne crossover to operate on the whole population instead of pairs of parents.
This approach makes it possible to swap subtrees even if the simple random node selection is used,
and the labels of the selected nodes are not speciﬁed in advance.
4.5.5 Pool crossover
The importance of crossover is that good candidates can contribute their building blocks into the
next generation. This can not only be achieved by taking two parents and creating two oﬀsprings.
Crossover can also be deﬁned to work on the whole population, just like global ES recombination,
as shown in Section 2.1.3. Based on this idea, a new operator called pool crossover is deﬁned for
derivation trees.
This operator works as follows. In the ﬁrst step subtrees are selected, removed from the
parents and inserted into a contribution pool. This means that only random node selection has
to be applied. When nodes, that is subtrees are selected, the label or some parameter of the
root node is checked, and based on this information, the selected subtrees are categorized. In the
second step, these subtrees are inserted back into the parents, but in a random order. Insertion
needs logarithmic time, because only the parameter updates have to be done. Selecting subtrees
from the appropriate categories ensures the correctness of the operator. This modiﬁed crossover
has the same eﬀect as the original crossover, but it works globally and not locally. The outline of
this operator can be seen in Figure 4.14 and the implementation is shown in Algorithm 4.9.
PoolCrossover(population : P )
1 for each T in P
2 do N := SelectNode(T )
3 L := N.label
4 if poolL �∈ pools
5 then pools := pools ∪ {poolL}
6 poolL := poolL ∪ {N}
7 for each pooli in pools
8 do for each N in pooli
9 do pooli := pooli \ {N}
10 if pooli �= ∅
11 then M := RandomElement(pool[L])
12 SwapTree(N,M)
Algorithm 4.9: Pool crossover for derivation trees
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Figure 4.14: Pool crossover
As it can be seen in the ﬁgure, this operator is similar to crossover, but subtrees are swapped
between multiple trees (A). It may happen, that from a certain type of subtree only one can be
found in the contribution pool (B). In this case, this subtree is automatically inserted back to the
tree from where it came. In some cases the outcome of the global crossover might be exactly the
same as the outcome of the usual crossover (C).
Note, that the algorithm presented here does not actually remove subtrees, but marks the
roots. It is similar to inserting references into a set. Furthermore, instead of selecting pairs of
trees, one tree is selected, and then a random element of the pool is “swapped in”. This means,
the number of swaps is equal to the number of parents, although half as many would suﬃce. This
algorithm has been chosen here for demonstration purposes due to its simplicity. For example it
does not require special handling of pools with odd number of elements. Of course several other
implementations of pool crossover are possible.
4.5.6 Operator costs
In this section we analyze the average case operator costs with respect to the size of the solutions.
We assume that Equation 3.2 holds, that is during a derivation at each step at least one terminal
symbol is added on average. This implies that if the solution, that is the word of the language has
a size of n, then the size of the derivation tree is O(n).
The ﬁrst look at the genetic operators might suggest that their costs are signiﬁcantly higher
than the ones for bitvectors, because of the tree operations such as removing or inserting subtrees.
However, using a pointer based implementation, subtree removal and insertion can be solved in
constant time, similarly to linked lists. Applying the operators also involves random node selection
and parameter update. During mutation, random tree generation is applied as well. The operator
costs for the average case are summarized in Table 4.2.
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For most of the operators, RNS and parameter update is straightforward, the number of steps
is bounded by the height of the tree, and at each node a constant amount of work is required.
Thus, if the size of the tree is O(n), the extra work is O(log n). The additional space required at
each node is constant, only the selection weights have to be stored.
In case of mutation, the operator is not only a simple subtree replacement, but a new subtree
has to be generated as well. The size of the new subtree is bounded by the mutation rate r, the
work for each node is proportional to the number of rules, that is the size of P.
Crossover can be done in several ways as discussed before, each of which has advantages and
disadvantages. To apply the operator, nodes having the same labels have to be selected randomly.
The standard RNS might ﬁnd nodes with diﬀerent labels, in this case the operator fails. For larger
nonterminal alphabets the probability of the failure is higher. If the selection fails, one can retry
until an appropriate node is found. In this case the time needed for RNS is increased proportionally
to the size of the nonterminal alphabet. The third option is to store multiple selection weights
and apply Algorithm 4.8, but it increases the number of parameters, as well as the update time
proportionally to the size of the nonterminal alphabet.
Pool crossover avoids the issues of standard crossover; both selection and update remain inde-
pendent of the size of the nonterminal alphabet. There is a slight chance that pool crossover fails
for an individual. It happens when a pool only has a single element. However, usually the popu-
lation size is much larger than the number of pools, that is the number of nonterminal symbols,
therefore a failure is very rare.
operator RNS operator update success node size
mutation O(logn) O(|P| · r) O(logn) 100% O(1)
crossover O(logn) O(1) O(logn) 1/|N |a O(1)
crossover (retry) O(|N | · log n)a O(1) O(logn) 100% O(1)
crossover (weighted) O(logn) O(1) O(|N | · log n) 100% O(|N |)
pool crossover O(logn) O(1) O(logn) ≈ 100%b O(1)
adepending on the frequency of the given nonterminal
bif the population is large compared to N
Table 4.2: Summary of DTGP operator costs
This analysis shows a slight disadvantage of DTGP (and other tree based GGGP methods)
over string based GGGP methods, because the latter often require only constant time to apply the
operators, and the success rate is 100%. However, it also demonstrates the advantages of DTGP
over other tree based methods. Using parameters in the nodes, DTGP can decrease the time
complexity from linear to logarithmic by avoiding the need for visiting each node during random
node selection.
When discussing operator costs, one must also consider the evaluation costs. First the genotype,
in this case a derivation tree, must be mapped to a phenotype, and then the phenotype must be
evaluated using a ﬁtness function. The genotype-phenotype mapping is done by reading the
frontier of the tree, whereas ﬁtness evaluation is problem speciﬁc. However, it is important to
note that the phenotype is always a syntactically correct hypothesis, thus no syntax check or
correction has to be carried out. Reading the frontier normally requires full traversal of the tree,
which is comparable to applying a derivation required for linear GGGP. Thus the cost of genotype-
phenotype mapping for both approaches is O(n). However, it must be mentioned in advance that
for certain problems DTGP can use parameters to construct the phenotype or calculate the ﬁtness
function, thus reducing the evaluation costs to O(1). The details will be discussed in Section 5.1.
Such an improvement is not possible for algorithms that do not store the derivations, such as
linear GGGP methods.
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4.6 DTGP example
To demonstrate how DTGP works and to examine some of its properties, an example is introduced
and analyzed in this section. The test example is a Boolean regression problem, the same one that
was used as an example for GA in Section 2.2.6.
The context-free grammar that generates the language of valid logical expressions for this
example is G = {N ,Σ,P, E}, where
N = {E, T, F, P,N}
Σ = {∨,∧, (, )} ∪ ΣP ∪ ΣN
ΣP = {x0 | x1 | x2 | x3 | x4}
ΣN = {x¯0 | x¯1 | x¯2 | x¯3 | x¯4}
and the set of rules P is the following
E → E ∨ T | T
T → T ∧ F | F
F → (E) | P | N
P → x0 | x1 | x2 | x3 | x4
N → x¯0 | x¯1 | x¯2 | x¯3 | x¯4
4.6.1 Single test results
One interesting question is how the algorithm performs during a single run. To test this, a
population of 1000 individuals was generated and the DTGP algorithm was run for 100 steps
using standard mutation and pool crossover. When the initial population was created, the height
limit was set to 15. For random node selection, each node had the same weight, except, of course,
the leaves. During mutation, the randomly generated subtrees had random height, independent
of the replaced subtrees, but not larger than 10.
The ﬁtness function was deﬁned just as for the GA and GP examples. Each matching evaluation
increases the ﬁtness by 1000 and then the ﬁtness is decreased by the size of the solution. For this
example, the size is deﬁned as the number of nodes in the tree. The best, worst and median
ﬁtness values are shown in Figure 4.15a. The ﬁtness values for individuals above the lower 25%
and below the top 25% are shown as a gray band around the median. The tree dimensions were
also recorded, the size and the width of the best individual can be observed in Figure 4.15b.
(a) ﬁtness values (b) best individual dimensions
Figure 4.15: Results for a single run of the DTGP example
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As it can be seen from these ﬁgures, the algorithm was able to ﬁnd an expression that exactly
describes the function by generation 40, and then it was able to further optimize its size from
532 down to 247. The result is comparable to the one reached by the GA algorithm when safe
mutation is used, as shown in Figure 2.8. However, the GA process used a population of 10000
individuals, many of which were invalid. For the DTGP algorithm 1000 individuals were enough.
The best solution found by the algorithm is the 93 symbol long expression as follows.
fDTGP = ((x¯1 ∨ (x¯3)))(x3 ∨ x1x¯4 ∨ x¯2x¯3x¯0)
∧ ((x¯1 ∨ x2)(x3x0 ∨ x¯4x¯3 ∨ x¯1x¯4)(x¯0 ∨ x1 ∨ x2x¯1) ∨ (x0)x3x4 ∨ ((x2)x¯3(x3)) ∨ x4(x1x1))
∨ x1(x¯2)x3x¯2
The conjunction symbol (∧) has been omitted from the expression for better readability, but all
the parentheses are shown as found by the algorithm. One can see that there are some unnecessary
parentheses, but not as many as in the individuals found by the GA process. Furthermore,
repeating parentheses, like ((x0)), were almost completely eliminated, because DTGP can handle
parentheses as part of the syntax, whereas in GA they are handled specially to avoid invalid
individuals due to the simple representation.
The top of the derivation tree representing the best solution found by the algorithm can be seen
in Figure 4.16. Each subtree represents a Boolean function that is shown as a 32bit hexadecimal
number at each nonterminal. Some parts of the tree can easily be identiﬁed in the expression, for
example the rightmost subtree of the root node represents the end of the result x1(x¯2)x3x¯2.
Figure 4.16: Top of the best individual
One disadvantage of GP or DTGP over GA is the size of the individuals. The solution can be
found at the frontier of the tree as a string, thus the useful size of the individual is the width of
the tree. However, a full derivation tree is stored, making the memory consumption proportional
to the size of the tree. In the test run the size of the best tree reached 500, and a single node
might require 20–100 times more storage than a character in a GA string. On the other hand, the
important question is the asymptotic relation between the size and the width, which is expected
to be linear, as described by Theorem 3.20. Figure 4.15b suggests that this theorem holds for the
test grammar.
Nevertheless, the fact that the width and the size of the best individual are correlated does not
necessarily mean that it is true for any tree. Therefore during the test run the tree dimensions
were recorded. This data is visualized in Figure 4.17, showing the extremes, the median and the
middle 50% for both size and width. This ﬁgure shows a correlation too.
To see not only statistical data regarding tree dimensions, but the exact information as well, all
trees of three selected generations are plotted in two-dimensional charts with coordinates showing
the size and width-size ratio with respect to width. Figure 4.18a shows the tree sizes for the ﬁrst
and the last generations and a generation at half time, while in Figure 4.18b the width-size ratio
is plotted for the same generations.
46 CHAPTER 4. DERIVATION TREE BASED GENETIC PROGRAMMING
(a) size (b) width
Figure 4.17: Tree dimensions during the DTGP test run
(a) absolute (b) relative
Figure 4.18: Tree size compared to tree width in selected steps
These ﬁgures show that considering every tree in the population, the width-size ratio is near
constant, especially for larger trees. This also veriﬁes that if the dimension of the problem n is
considered to be proportional to the length of the words in the language, then the size of the
DTGP individuals as well as the size of the population measured in node count is O(n).
This realization might be surprising at ﬁrst, but if one considers simpler trees, the width-size
ratio can be exactly calculated. For example, it is a well-known fact that a balanced binary tree
with n = 2k leaves has a height of k and the total number of nodes is 2k+1−1 = 2n−1 = O(n). It
is possible to deﬁne grammars in a way that this assumption does not hold, therefore in examples
introduced later in this thesis the correlation between size and with will be checked again.
4.6.2 Independent tests
Analyzing a single run is very useful for determining some properties, but since DTGP, just like
any other EA, is a randomized algorithm, each run can yield diﬀerent results. Therefore 100
independent runs were carried out and the results are shown in Figure 4.19. At each step, the best
individual was selected from each population, and statistical data of these selected individuals is
plotted in Figure 4.19a. Also, the population size was measured by counting the total number of
nodes. This information is shown in Figure 4.19b.
The best runs were able to reach ﬁtness values above 31000, that is all 32 bits were matched,
meaning the run was successful. This is also true for the top 25%. However, the median is below
31000, and in the worst case the ﬁtness was slightly below 27000 meaning only a 27 bit match.
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(a) ﬁtness value (b) population size
Figure 4.19: DTGP example results accumulated for 100 independent runs
To see what the frequencies of the various end results are, the number of matches was checked
for each run in the ﬁnal step, and the histogram of this data is plotted in Figure 4.20a. It can be
seen that from the total 100 runs 38 were able to ﬁnd a 32-bit match, but 23 found only 31 bits,
and 22 found only 30 bits. The worst result was 27 bits, that happened 4 times. Successful runs
ﬁnd total match in diﬀerent generations. The number of runs that found all 32 bits by a certain
generation, that is the success rate can be seen in Figure 4.20b.
(a) found matches (b) success rate
Figure 4.20: DTGP example ﬁnal results for 100 independent runs
4.6.3 Parameter settings
A DTGP algorithm has many parameters that can be set. It is interesting to see how these
parameter settings inﬂuence the outcome. The most important parameters are the population
size, the operator application rates and the number of steps. For a DTGP algorithm, one can also
set node selection parameters and bounds for random tree generation.
Operator application rate
It is common in GP to use crossover on the whole parent pool to create a new population,
and then apply mutation to each individual. However, these settings can be changed. To
examine the results, the following test was done. Crossover and mutation rates were set to
0%, 10%, 20%, . . . , 100%, and 100 independent runs were carried out to measure the success rate.
The results are shown in Figure 4.21a. It can be seen that in order to achieve a higher success
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rate for this particular problem, a high mutation rate is necessary. This corresponds to the results
in [50]. It is also useful, although not necessary to have a high crossover rate. The histogram of
matched bits is also plotted in Figure 4.21b for four of the tests, with 10% and 90% rates for both
crossover and mutation. It shows that even though a high crossover rate does not improve success
rate by much, it still improves the results signiﬁcantly. On the other hand, high mutation rate
alone can mean not only overall improvement but also an increased success rate.
(a) success rate (b) match histograms
Figure 4.21: Results of various operator settings
Setting crossover probability in this test means that a certain percentage of the new population
is created using pool crossover. However, even if it is set to 100%, in some marginal cases pool
crossover might fail, meaning that the result is an exact copy of the parent. As mentioned in
Section 4.5.6, this happens when a pool contains only a single subtree. The probability of this
situation to occur is a complex function of the average tree size, the population size and the
frequency of the given nonterminals. Therefore, during a randomly selected Boolean regression
test, the pool sizes were recorded at each step for each nonterminal. The pool size shows how many
individuals were crossed at a given nonterminal. Statistical information is plotted in Figure 4.22a
showing minimum and maximum pool sizes as well as the median and the middle 50%. For classical
two-parent crossover similar information can be collected by checking how many trees have been
created by applying crossover at a node labeled with the given nonterminal. This information is
plotted in Figure 4.22b with an additional column showing the number of failed crossovers.
(a) pool crossover (b) two-parent crossover
Figure 4.22: Application rates for the crossover operators
The two ﬁgures were derived from the same data, that is using the same sequences of node
selections. Since both types of crossovers use a single node selection for each parent individual,
and the pool sizes as well as the two-parent crossover types depend only on the label of the selected
nodes, these results are directly comparable.
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Number of steps
In the above mentioned tests, the algorithm was stopped after 100 steps. However, if the process
is run longer, it might improve the results. Usually during evolutionary optimization the improve-
ment rate decreases over time, as it can be observed in the previous ﬁgures displaying ﬁtness value
or success rate over generations. One of the reason for the decreased improvement rate is the fact
that the diversity of the population also decreases.
To see how success rate changes through generations with various operator rates, tests were
run using the previously mentioned four setups with 10% and 90% operator rates. First only 100
steps were done, then the algorithm was tested with 1000 steps as well. The results are plotted in
Figure 4.23.
(a) short run (b) long run
Figure 4.23: Success rate development for various operator settings
As the charts show, the success rate steadily increases at ﬁrst, but after 200 steps it slows down.
The success rate for the best setup is around 40% after 100 steps, increases to approximately 55%
after 200 steps, but then in the remaining 800 steps the success rate reaches only 75%. Therefore,
it is better to run 10 independent tests with 100 steps, rather than one with 1000 steps. With
40% success rate, the probability that one of the 10 independent runs is successful is 99.4%.
Population size
The population size also has an inﬂuence on the success rate as shown in Figure 4.24, where the
success rate is plotted using 100% operator rate with various population sizes.
(a) ﬁnal (b) over generations
Figure 4.24: Success rate development for various population sizes
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One can see that population size should be above 300 to have a success rate above 10%. With
increasing population size the success rate also increases, for example by doubling the size from
1000 to 2000, the success rate changes from below 40% to above 60%. Around population size
4000 the success rate reaches its maximum at around 80%.
However, it is diﬃcult to compare these results, because higher population means higher
memory consumption, and also higher processing time. Using the assumption that the time needed
for making 100 steps is proportional to the population size, the success rate can be normalized. For
example, using a population size of 10000 as a standard, normalizing the result for a population
size of 1000 means considering 10 independent runs, while for size 2000 only 5 independent runs
are considered. The normalized success and failure rates are shown in Figure 4.25.
(a) success rate (b) failure rate
Figure 4.25: Normalized rates for various population sizes
The results show that the optimum is around population size 500, which only means 26%
success rate, but running it twice gives success rate above 45% success rate. A single run of a test
with a population of 1000, on the other hand, gives only 38% success rate, and needs approximately
double as much memory and time.
4.6.4 Search bias
In an evolutionary process the main driving force is the ﬁtness function. However, DTGP uses a
complex representation, therefore it is interesting to check if the framework introduces any bias.
To test this, the evolutionary process was run using the previously mentioned setup, but the
selection was randomized. The results can be seen in Figure 4.26.
(a) ﬁtness values (b) best individual dimensions
Figure 4.26: Results of a randomized run
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Without taking the ﬁtness value into consideration, the process creates individuals that have
ﬁtness values between 5000 and 25000 with the median being around 15000, and there seems to
be no signiﬁcant change over time. It is also interesting to look at the tree dimensions during the
process. They are shown in Figure 4.27.
(a) size (b) width
Figure 4.27: Tree dimensions during a randomized run
It can be observed that the dimensions of the largest tree keep increasing, and it is also true
for the individuals in the largest part of the population. This results show that the method itself
introduces a slight bias by creating larger trees. This is a known phenomenon, called bloat [5]. If
needed, this can be addressed by carefully selecting random node selection and mutation parame-
ters, or by using some known methods for avoiding bloat [23, 38]. On the other hand, if the ﬁtness
function prefers smaller individuals, just like in the example shown in this section, the issue can
simply be ignored.
4.7 Summary
In this chapter a new optimization method called derivation tree based genetic programming
(DTGP) has been introduced. It is a tree based grammar guided genetic programming (GGGP)
method, which provides several improvements over other algorithms of its class. These improve-
ments are the following:
Bounded random tree generator is applied to limit the size of the generated trees.
Parameters are stored in each node to ﬁne-tune the operators.
Logarithmic node selection is implemented using appropriately selected parameters represent-
ing selection weights.
Pool crossover is introduced replacing common crossover to increase the crossover success rate
up to practically 100% without increasing computational complexity.
The result is a generic algorithm that can be used for various optimization problems, where
the set of valid solutions can be described by a context-free grammar. The size of the individuals
is comparable to other GP methods, and most of the operators run in logarithmic time. In
Chapter 5 this algorithm will be further improved, and in Chapter 6 some example applications
will be presented.
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5
Improving DTGP
In the previous chapter, the details of derivation tree based genetic programming were described.
As we have seen, the tree structure used by the algorithm is not expected to be asymptotically
larger than the structures used by linear GGGP, but it is still a bigger and more complex data
type. Fortunately, this data type also provides opportunities for improving the algorithm. Also,
the complex operation of creating random trees can also be adjusted.
This chapter presents some of the possible improvements. These can be divided into three cate-
gories: harnessing the potentials in parameters, implementing semantic constraints and improving
randomization during tree generation.
5.1 Parameter utilization
In Section 4.4.2 it has been shown how various tree properties can be stored as parameters at the
nodes of the derivation trees. In Section 4.5.2 some of these parameters were used to implement
a balanced random node selection. There are, however, further uses of parameters, some of which
are presented in this section.
5.1.1 Run-time frontier recovery
One issue with DTGP is that hypotheses are stored at the frontiers of the derivation trees, and
this frontier has to be read before each ﬁtness evaluation. Usually this means traversing the whole
tree, requiring a lot of extra time.
However, it is possible to store the frontier of a tree as a property called fr in its root node.
That is for tree T = N [T1, T2, . . . , Tn]
T.fr = T1.fr · T2.fr · . . . · Tn.fr
This is a bottom-up parameter, thus it can easily be handled by DTGP and it makes the frontier
of the tree available in constant time. Unfortunately, this is a parameter that cannot be stored in
constant space. The space needed to store the frontier once is O(n), thus the initial estimate for
the extra space is O(n2). Fortunately, a better upper bound can also be given.
Theorem 5.1
Given a derivation tree with n leaves. Storing the subtree frontier in each subtree root requires
O(n logn) space.
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Proof 5.2
Let us consider an arbitrary derivation tree T having root node N and n leaves containing the
frontier u. For each node M in tree T there is exactly one path from the root N to node M . The
distance of the two nodes is the length of this path and it is denoted by |N,M |. The distance can
be used to deﬁne levels in the tree as sets of nodes as follows
∀i ∈ � LT (i) = {M |M ∈ T ∧ |M,T | = i}
If the height of tree T is h, then ∀i > h LT (i) = ∅.
Given M1,M2 ∈ LT (i) such that M1 �= M2, and subtrees T1, T2 rooted in M1 and M2 respec-
tively. The distance between the nodes in a subtree and the root of the tree is always larger than
the distance between the root of the subtree and the root of the tree. Therefore
M1 �=M2 ⇐⇒ M1 �∈ T2 ∧M2 �∈ T1
Thus any leaf Lk representing symbol uk of frontier u cannot be in both subtrees T1 and T2.
Therefore M1.fr ∩M2.fr = ∅, meaning�
M∈LT (i)
|M.fr| ≤ |u| = O(n).
The total space for storing frontier information is�
i
�
M∈LT (i)
|M.fr| =
�
i≤h
�
M∈LT (i)
|M.fr| ≤ h|u| = O(n log n).
This means, using a total of O(n logn) extra space the frontier of the tree will be available
in constant time during ﬁtness evaluation. Note, however, that to keep the parameter update
logarithmic, it is assumed that updating the parameters at a single node requires constant time.
Unfortunately, it is not the case with the usual string implementations, since concatenating two
strings requires moving at least one of them to a diﬀerent location in the memory. Furthermore,
even if the frontier can be recovered in constant time as a string, processing this string is usually
linear, therefore this approach has only a limited use.
5.1.2 Run-time hypothesis evaluation
To evaluate an individual, constructing the frontier itself is actually irrelevant, as long as the
evaluation of the represented hypothesis can be done. For this purpose, one might take advantage
of the derivation tree that provides a syntactical description. If an evaluation property of the
hypothesis can be represented in a compact way, then it can be used as a parameter, so it can be
available during ﬁtness calculation in constant time. The extra storage needed for this parameter
depends on the exact problem, but in certain cases it might be enough to use constant extra space
per node. If it is possible, then storing this property is a better option than storing the frontier,
as it does not require extra space and the update algorithm can remain logarithmic.
One example is the domain of n-ary Boolean functions, which can be represented as 2n bit
integers, just like the example used in Section 4.6. Thus the function represented by a subtree can
be stored as an integer in the root node of the subtree. An example for the calculation schema
for binary functions is shown in Example 5.3. In fact, this schema was also used for the above
mentioned DTGP example. Recall Figure 4.16, where the functions represented by each subtree
are shown as 32-bit hexadecimal integers. These integers were actually calculated and stored as
parameters to speed up the ﬁtness evaluation.
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Example 5.3 (Run-time hypothesis evaluation)
The set of representations is the set of binary Boolean expressions constructed of conjunction,
disjunction, parenthesis, two variables and two negated variables. These are evaluated to construct
the Boolean functions, which in turn can be represented as 4 bit integers. These integers will be
stored as parameters denoted by p in each node. Using integer operators binary or (|) and binary
and (&), the problem can be described by grammar
G = ({E, T, F, V }, {∨,∧, (, ), x0, x1, x¯0, x¯1},P, E)
where the set of rules P is deﬁned as follows
E → T E.p := T.p
E0 → E1 ∨ T E0.p := E1.p|T.p
T → F T.p := F.p
T0 → T ∧ F T0.p := T1.p&F.p
F → (E) F.p := E.p
F → V F.p := V.p
V → x0 V.p := 01012
V → x1 V.p := 00112
V → x¯0 V.p := 10102
V → x¯1 V.p := 11002
A derivation tree for expression x0 ∨ x¯0 ∨ x0 ∧ x1 ∧ x¯1 can be seen in Figure 5.1. Property p
is also shown, which represents the function described by the subtrees. For example the root
node for expression x0 ∧ x1 contains 0001, meaning the value of the represented function is 0 for
x0 = x1 = 0, for x0 = 1, x1 = 0 and for x0 = 0, x1 = 1, and it is 1 for x0 = x1 = 1.
Figure 5.1: Example tree for phenotype mapping
5.1.3 Run-time ﬁtness calculation
In certain cases it is also possible to partially or even completely calculate and store the ﬁtness
value and not just the evaluation property. For example if a Boolean expression is searched
that describes a pre-deﬁned function, just like the Boolean regression problem used in previous
examples, the diﬀerence of the described function and the target function can be stored as a
parameter. Another application is calculating the cost associated with the hypothesis, as shown
by the following example.
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Example 5.4 (Run-time partial ﬁtness calculation)
The goal is to ﬁnd a circuit composed of shifters, adders and multipliers. All these components
have diﬀerent costs: 1, 2 and 5 respectively. When the ﬁtness value is calculated, the cost has a
negative eﬀect, that is individuals with higher costs have lower ﬁtness values. If the circuits are
not allowed to have loops, then they can be described as functions, thus they can be generated by
a grammar. Furthermore, the cost can be calculated as a bottom-up parameter as shown below.
C0 → shift(C1, N) C0.cost = 1 + C1.cost
C0 → add(C1, C2) C0.cost = 2 + C1.cost+ C2.cost
C0 → mult(C1, C2) C0.cost = 5 + C1.cost+ C2.cost
C → x C.cost = 0
C → N C.cost = 0
N → 1|2|3|4
When calculating the ﬁtness value, the cost has to be calculated, which normally means travers-
ing the tree or the frontier and counting the various circuit components in O(n) time. However,
by deﬁning and maintaining the appropriate parameter, the cost information can be accessed in
O(1) time, with the usual O(logn) update time required by the evolutionary operators.
5.1.4 Operator biasing
As it was shown in Section 4.5.2, any selection weight c(x) that can be deﬁned as bottom-up prop-
erty can be stored as parameter and used for biasing the random node selection. A straightforward
way is to use standard tree properties to deﬁne selection weight. Some examples are shown below.
Note that selection weight for leaves is always set to 0.
node selection weight subtrees preferred during node selection
1 if height < 15, 0 otherwise subtrees not higher than 15
1− breadth/height unbalanced trees that are tall, but narrow
1/(height2) small trees with exponentially increasing weight
The last two selection weights were used for 1000 random selections on the previously used
test tree. The results can be seen in Figure 5.2.
(a) X.nw = 1− breadth/height (b) X.nw = 1/(height2)
Figure 5.2: Selection frequency using diﬀerent random node selection methods
More complex selection weights can also be deﬁned. As Example 5.4 shows, for certain problems
a component of the ﬁtness can be calculated as a bottom-up parameter. This component can also
be used for deﬁning node selection weight, thus certain building blocks can be protected. Using
node selection weight N.cw = N.nw ·N.cost, the algorithm will try to replace high-cost subtrees.
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Sometimes a problem speciﬁc deﬁnition can be given for building blocks that should be pro-
tected, or the opposite, for those that should be selected with a higher probability. In the Boolean
regression problem one can observe situations where the function represented by a tree is exactly
the same as the one represented by one of its subtrees. For example, in Figure 5.1 the tree and its
left subtree both calculate function 1111. To try to avoid these, the node selection function can
be deﬁned as follows:
N.bw =
�
N.nw + 1, if N.function = N.parent.function
N.nw otherwise
Unfortunately, this deﬁnition does not satisfy the bottom-up condition, as it depends on a
property of the parent node. Nevertheless, the calculation scheme can be changed so that whenever
the function parameter is calculated for a node, the node weight is updated for the children having
the same function. Another option is to increase the subtree selection weight T.sw every time
T.function = N.function for a child N of node T . Although this is not the same, the tree itself
will have a higher selection probability.
5.2 Semantic constraints
As mentioned earlier, the bottom-up parameters used in DTGP can be considered as synthesized
attributes of an underlying attribute grammar. In DTGP, these attributes are mainly used to
describe various properties of the derivation trees, such as size or height, or to bias the evolutionary
operators with node selection weight, but as shown in the previous section, synthesized attributes
can also contain semantic information.
Following the nomenclature of attribute grammars, in this section bottom-up properties or
parameters will be referred to as synthesized attributes, or just attributes. The set of all possible
values of attribute a is denoted by Va. Unless noted otherwise, attributes are interpreted in
a context of a single rule, because even if they represent the same information at each node,
their deﬁnition might be diﬀerent for each rule. In Example 5.3, attribute p always contains the
function represented by the subtree under a node, but its calculation scheme diﬀers for every rule.
As deﬁned in Section 4.4.2 attributes are calculated based on the attribute values of the child
nodes, that is T.a = fa(T1.a, . . . , Tn.a).
Having semantic constraints means that in addition to the context-free grammar that deﬁnes
the syntax and the rules that deﬁne the attributes, some additional semantic information is pre-
deﬁned that has to be adhered during the random tree generation process. That means the
information has to be passed down to the subtrees, and might have to be updated along the way.
This process can be described with the help of distribution sets and distribution functions that
deﬁne how the semantic information is distributed among the subtrees.
Deﬁnition 5.5 (Distribution set)
Given a synthesized attribute a deﬁned by function
T.a = fa(T1.a, . . . , Tn.a)
The distribution set for attribute value v0 ∈ Va and nonnegative integer n ∈ � is a set of vectors
Da(v0, n) deﬁned as follows
Da(v0, n) = {(v1, . . . , vn) ∈ (Va)n | fa(v1, . . . , vn) = v0}
In words the distribution set is the set of all value vectors that synthesize the pre-deﬁned value.
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Example 5.6 (Distribution set for integer attributes)
Let us consider an attribute h representing height deﬁned as usually
T.h = 1 + max
1≤i≤n
{Ti.h}
In this case Dh(4, 2) is the following set
Dh(4, 2) = {(0, 3), (1, 3), (2, 3), (3, 3), (3, 2), (3, 1), (3, 0)}
This set is illustrated in Figure 5.3a over the space of all vectors with Ti.h ≤ 5 (i ∈ {1, 2}). The
values of T.h are represented by colors.
Example 5.7 (Distribution set for set-type attributes)
Let us consider an attribute s showing the set of terminal symbols that can be found on the
frontier of the tree. This is a synthesized attribute deﬁned by the following function
T.s =
n�
i=1
Ti.s
Distribution set Ds({a, c}, 2) has 9 elements as follows
Ds({a, c}, 2) = {(∅, {a, c}),
({a}, {c}), ({a}, {a, c}),
({c}, {a}), ({c}, {a, c}),
({a, c}, ∅), ({a, c}, {a}), ({a, c}, {c}), ({a, c}, {a, c})}
Subsets of ﬁnite, ordered sets can be represented as binary vectors. For example given an alphabet
Σ with four symbols {a, b, c, d} subset {b, c} can be written as 0110, and subset {a, c} can be written
as 1010. Using the binary or operator (denoted by |), T.s can be calculated as follows
T.s = T1.s|T2.s| . . . |Tn.s
Using this notation, distribution set Ds(1010, 2) is
Ds(1010, 2) = {(0000, 1010),
(1000, 0010), (1000, 1010),
(0010, 1000), (0010, 1010),
(1010, 0000), (1010, 1000), (1010, 0010), (1010, 1010)}
Binary vectors of length n can also be interpreted as n-bit integers. Using this interpretation,
Ds({a, c}, 2) is shown in Figure 5.3b.
Deﬁnition 5.8 (Distribution function)
Given a synthesized attribute a. Let us deﬁne D ⊆ Va × �+ as the largest set such that for
each (v0, n) ∈ D distribution set Da(v0, n) is not empty. A distribution function is a randomized
function fˆa deﬁned over Dom(fˆa) = D such that
fˆa(v0, n) = �v, where �v ∈ Da(v0, n)
That is fˆa(v0, n) is a randomly selected element of Da(v0, n).
Attributes can be deﬁned separately for each rule. Thus, there can be diﬀerent distribution sets
and distribution functions for each rule as well. Furthermore, if a given rule has n� nonterminal
symbols on its right-hand side, only distribution sets and distribution functions with n = n� are of
interest. Therefore, for a given rule p and attribute a, parameter n is omitted, and the distribution
sets are denoted by Da,p(v0) whereas the distribution function is denoted by fˆa,p.
5.2. SEMANTIC CONSTRAINTS 59
(a) Dh(4, 2) (b) Ds({a, c}, 2)
Figure 5.3: Distribution sets
Remark 5.9 (Distribution set for terminal functions)
There are rules that do not have nonterminal symbols on the right-hand side. Such functions
deﬁne the attributes as constants, that is
T.a = cp
The deﬁnition of the distribution set can be applied to these as well, yielding the following:
Da,p(v0) = Da(v0, 0) = {() ∈ (Va)0 | cp = v0} =
�{()} if v0 = cp
∅ otherwise
Since the value v0 does not have to be distributed, fˆa,p will be denoted by ∅.
With the help of distribution sets and distribution functions, it is possible to deﬁne attributes
that put semantic restrictions on the derivation trees.
Deﬁnition 5.10 (Forced synthesized attribute)
A synthesized attribute a is called forced synthesized attribute, if
(i) For each A ∈ N A.a is deﬁned,
(ii) A required value v0 ∈ Va for a of the root-node is given, and
(iii) For each rule p : A → β ∈ P, with β �∈ Σ∗ there is a distribution function fˆa,p(v), which is
deﬁned over V � ⊆ Va.
Remark 5.11
Unlike synthesized attributes, forced synthesized attributes are not calculated based on subtree
attributes. Instead, their values are distributed from parent to children nodes using the distribution
functions. One can deﬁne a normal synthesized attribute with the same rules. In this case, the
value of the forced and the normal synthesized attribute will be the same, even though they are
calculated diﬀerently. This fact is a direct consequence of Deﬁnition 5.5.
Remark 5.12
Note that there is a similarity between inherited and forced synthesized attributes. In both cases
the semantic information is propagated in a top-down fashion, however, the deﬁnition itself is given
as bottom-up for a forced synthesized attribute. Finding a value for a forced synthesized attribute
involves ﬁnding the set of possible values and selecting one randomly, that is taking the value
from the parent and distributing it among the children. In the special case when |Da,p(v0)| ≤ 1
for each rule and each attribute value, the distribution function is deterministic, thus the forced
synthesized attribute is also an inherited attribute.
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Deﬁnition 5.13 (Semantically constrained derivation)
For a given grammar G = (N ,Σ,P, S), derivation sequence α0, α1, . . . , αn with α0 = S is semanti-
cally constrained by forced synthesized attribute a, if for each step i with αi−1 = ϕAψ, αi = ϕβψ
and rule p : A→ β the following holds:
Da,p(A.a) �= ∅,
and if there are k > 0 nonterminals B1, B2, . . . Bk in β, then
(B1.a, B2.a, . . . , Bk.a)
.
= fˆa,p(A.a),
where
.
= means equals to one of the possible values.
During a semantically constrained derivation in each step, when rule A → β is applied, the
value v0 of the forced synthesized attribute a at the current node labeled with A is taken. First
Da,p(v0) is checked to see if the value can be distributed. If Da,p(v0) is empty, then the given rule
cannot be applied. If no applicable rules are found, the derivation is terminated. If an applicable
rule is found, then the distribution function fˆa,p is used to get the values for the new nonterminal
symbols in β.
The simplest distribution function is the one that randomly selects an element of Da,p(v0) with
a uniform distribution. However, it is also possible to deﬁne a function that assigns lower or even
0 probability to certain elements. This way an additional semantic constraint or search bias can
be introduced. If a modiﬁed distribution function is used such that for an attribute value v0 ∈ Va
Da,p(v0) �= ∅, but fˆa,p(v0) is not deﬁned, then the distribution set should be redeﬁned and v0
should be removed, so that
Da,p(v0) = ∅ ⇐⇒ v0 �∈ Dom(fˆa,p).
Example 5.14
Let us consider grammar G = ({A,B, S}, {a, b},P, S) with the following rules and attribute
deﬁnitions:
S → AB S.w = A.w +B.w
A0 → aA1 A0.w = 1 +A1.w
A→ a A.w = 1
B0 → bbB1 B0.w = 1 +B1.w
B → bb B.w = 2
This grammar generates language L(G) = {anb2m|n,m ∈ �+}. Synthesized attribute w ∈ Vw
with Vw = � contains the width, which is the length of the frontier. This attribute can be made
forced synthesized by deﬁning the following rule-speciﬁc distribution functions:
S → AB fw(v0) = (v1, v2), where v1 + v2 = v0
A0 → aA1 fw(v0) = (v0 − 1)
A→ a ∅
B0 → bbB1 fw(v0) = (v0 − 2)
B → bb ∅
This example shows several properties of the distribution functions, therefore it is useful to
examine each rule separately.
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S → AB – For this rule the distribution function is a random selection. The distribution sets
contain all pairs having the sum of v0, and none of them is empty.
It is also possible to use the following distribution function
f˜w(v0) = (v1, v2), where v1 = v2 and v1 + v2 = v0.
With this modiﬁed function and appropriately changed distribution sets Dw(2v+1) = ∅ for
v ∈ �, the generated language can be changed to L(G) = {(a2nb2n|n ∈ �+}.
A0 → aA1 – Since there is only one nonterminal symbol on the right-hand side, the distribution
function is deterministic. However, Dw(0) = ∅, because 0− 1 = −1 �∈ Vw.
A→ a – This rule has no nonterminal symbols on the right-hand side, therefore the attribute
value is constant 1, thus the distribution function is not deﬁned. The distribution set can
be deﬁned as described in Remark 5.9:
Dw(v0) =
�{()} if v0 = 1
∅ otherwise
In fact, for this rule the actual value of Dw is irrelevant, the only question is if it is empty
or not, since v0 does not have to be distributed, but its value must be the one deﬁned by
the rule, that is 1.
B0 → bbB1 – This rule is similar to rule A0 → aA1, because it also has only one nonterminal.
Thus the distribution function is deterministic. There are two cases when the distribution
set is empty: Dw(1) = Dw(0) = ∅.
B → bb – In this rule there are no nonterminal symbols on the right-hand side and the attribute
is constant 2, therefore the distribution function is not deﬁned, and the distribution sets are
similar to the ones for rule A→ a:
Dw(v0) =
�{()} if v0 = 2
∅ otherwise
Two possible derivations using these rules and distribution functions with the attribute values
in parentheses are shown below.
S(7)⇒ A(3)B(4)⇒ aA(2)B(4)⇒ aaA(1)B(4)⇒ aaaB(4)⇒ aaabbB(2)⇒ aaabbbb
S(7)⇒ A(2)B(5)⇒ aA(1)B(5)⇒ aaA(0)B(5)⇒ aaA(0)bbB(3)⇒ aaA(0)bbbbB(1)
The ﬁrst derivation is successful and yields a terminal word. The derivation tree belonging to
this derivation is shown in Figure 5.4a. The second derivation fails for two reasons. In the third
step, rule A→ aA is applied yielding A(0) that cannot be rewritten, because from A the shortest
word that can be derived has length 1. This issue could have been avoided by removing 0 from
Vw, because in that case Dw,A→aA(1) = ∅, as 1 − 1 = 0 �∈ Vw therefore rule A → aA cannot be
selected.
The more serious issue can be seen in the last step, when B(1) is inserted and there are no
rules that can be applied to it, because every rule for B requires w ≥ 2. Furthermore, there is
no way avoiding B(1) as soon as B(5) is inserted, because only rule B → bbB can be applied
unless w = 2, but that is never reached as w is always decreased by 2. Thus after applying the
ﬁrst rule, this derivation is condemned to fail. The solution is to redeﬁne the distribution function
not to allow odd numbers for rule S → AB. The derivation tree for this derivation is shown in
Figure 5.4b.
With the help of forced synthesized attributes, the evolutionary operators can be modiﬁed
to respect the semantic constraints. Operators aﬀected by this are random tree generation and
crossover.
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(a) successful (b) failed
Figure 5.4: Semantically constrained derivations
5.2.1 Random tree generation
During random tree generation, subtrees must be generated in a way that their attributes synthe-
size the proper value for the parent tree. Therefore, when their roots are created by applying the
appropriate rule, the distribution function is used to distribute the semantic constraints among
the subtree roots. To achieve this, Algorithm 4.3 is replaced by Algorithm 5.1
RTG(root, limit, a, v0)
1 X := root.label
2 if X ∈ Σ
3 then return
4 C := ∅
5 for each p : X → α in P
6 do if (min[p] < limit) ∧ (Da,p(v0) �= ∅)
7 then C := C ∪ {p}
8 pˆ : X → β = RuleSelect(C)
9 childlimits := LimitDistribution(limit, β) // random distribution of limit
10 values := fˆa,pˆ(v0)
11 for each Y in β
12 do child := node(Y )
13 RTG(child, childlimits[Y ], a, values[Y ])
14 add child(root, child)
Algorithm 5.1: Random tree generation with semantic constraints
The changes are in line 6, 10 and 13. In line 6, when a rule is examined, not only its relation to
the limit is checked, but also distribution set Da,p(v0) is veriﬁed. Line 10 is added to the original
algorithm to distribute v0 among the children. Finally, line 13 has been updated so that the forced
synthesized value is passed to the children.
As shown in Figure 5.4b, the derivation might lead to a dead-end. Furthermore, the derivation
might also fail due to the size limitation. If, for example, the derivation shown before starts with
v0 = 50, but the height of the tree is limited to 10, the derivation will never result in a terminal
word, thus it will be considered as failed derivation. Finding a general solution for avoiding
these issues is a very complicated task, but speciﬁc solutions will be given in this thesis whenever
examples for semantically constrained derivation are used in later chapters.
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5.2.2 Crossover
During standard crossover two trees are taken and nodes selected in both such that they have the
same label. However, if forced synthesized attributes are used, the values of these attributes must
match as well, otherwise a conﬂict may occur. A conﬂict situation based on Example 5.14 is shown
in Figure 5.5. A subtree with root labeled with A is replaced by another subtree with the same
(a) parent (b) oﬀspring
Figure 5.5: Conﬂict caused by crossover
label. However, if forced synthesized attribute width is not checked, a subtree with attribute value
2 can be replaced with another one with attribute value 1. The result contradicts distribution
function fw(v0) = (v0− 1) of rule A0 → aA1 at the marked place. In case of standard synthesized
attributes this would not be a problem, because Algorithm 4.1 updates them after the operator
was applied. However, forced synthesized attributes cannot be updated this way, because such
an update might result an attribute value at the root diﬀerent than the pre-deﬁned value. In our
example, width would be 6 at the root node labeled with S, but the pre-deﬁned value was 7.
To solve this issue, the crossover operator has to be modiﬁed, so that not only the labels but
also the forced synthesized attributes match when two subtrees are swapped. Standard crossover
can have diﬃculties even with matching labels, but pool crossover can be updated to handle forced
synthesized attributes. To achieve this, pools have to be labeled not only with nonterminals, but
also with the values of the forced synthesized attribute, which means that there will be separate
pools for subtrees having the same label at the root but diﬀerent values for the attribute.
A straightforward implementation of an updated crossover operator is shown in Algorithm 5.2.
The only change to the original algorithm is Line 3, where instead of the label, an index function
is used to ﬁnd the appropriate pool. The index value is calculated based on the label and the
forced synthesized attribute values:
idx : N × Va1 × · · · × Van → �
As it was mentioned in Section 4.5.5, there is a chance that pool crossover does not work. It
happens when the size of a pool is exactly one. The probability of this to happen increases with
the number of possible pools, and decreases with the size of the population. Normally, the number
of pools depends on the number of nonterminals, that is |N |. However, when forced synthesized
attributes are also used, the number of possible pools is increased up to |N | · |Va1 | · · · · · |Van |.
Therefore, pool crossover cannot be applied when there are too many nonterminal–attribute value
combinations, unless the population size is increased.
5.2.3 Constraint predicates
Forced synthesized attributes introduce constraints on the derivation by requiring the synthesized
values to be equal to the ones passed down on the tree. That means, equality is explicitly required
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PoolCrossover(population : P )
1 for each T in P
2 do N := SelectNode(T )
3 I := Idx(N.label,N.fsa[])
4 pools := pools ∪ {I}
5 pool[I] := pool[I] ∪ {N}
6 for each I in pools
7 do for each N in pool[I]
8 do pool[I] := pool[I] \ {N}
9 M := RandomElement(pool[I])
10 if M �= nil
11 then SwapTree(N,M)
Algorithm 5.2: Pool crossover for derivation trees
by Deﬁnition 5.5. This equation can, however, be changed to allow an arbitrary predicate Pa to
deﬁne the elements of the distribution set as follows
Da(v0, n) = {(v1, . . . , vn) ∈ (Va)n | Pa(fa(v1, . . . , vn), v0)} .
Example 5.15 (Constraint predicate)
Example 5.14 can be modiﬁed such that width w of the generated tree is limited by a pre-deﬁned
constant. For this, the less-than-or-equal (≤) relation is used as predicate Pw and the distribution
functions are deﬁned as follows
S → AB fˆw(v0) = (v1, v2), where v1 + v2 ≤ v0
A0 → aA1 fˆw(v0) = (v1), where 1 + v1 ≤ v0
A→ a ∅
B0 → bbB1 fˆw(v0) = (v1), where 2 + v1 ≤ v0
B → bb ∅
The eﬀect of the constraint introduced in Example 5.15 is very similar to the limit used by
the random tree generator. Therefore, it is possible to remove the special tree limitation from the
algorithm and replace it with a forced synthesized attribute using a constraint predicate. However,
tree limitation makes use of special rule and nonterminal properties minr and mins guiding the
rule selection so that the derivation is guaranteed to be successful, whereas a constrained derivation
might get to a dead-end as shown in Figure 5.4b. Therefore, for tree size limitation it is better to
use the special operator instead of constraint predicates.
5.2.4 Examples
In this section two examples are shown to demonstrate how forced synthesized attributes can be
used to restrict the search space and improve the algorithm.
Matrix multiplication
Since matrix multiplication is associative, if a sequence of matrices of diﬀerent sizes is multiplied,
it is possible to optimize the costs by choosing the order in which the multiplication is carried out.
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Finding the optimal order means ﬁnding an optimal set of parentheses. For the sake of simplicity,
enough parentheses are used so that the usual left-to-right order of multiplication is completely
superseded. This means that for n > 1 matrices exactly n − 1 pairs of parentheses are used. A
random sequence of opening and closing parentheses is not always correct, but the set of valid
sequences can be generated by the context-free grammar
Gpar = ({S}, {(, )},Ppar, S) ,
where the set of rules Ppar contains two rules:
S → (S)S
S → λ
This grammar generates sequences of n > 0 pairs, a number which can be calculated as a
synthesized attribute:
S0 → (S1)S2 S0.n = S1.n+ S2.n+ 1
S → λ S.n = 0
To reduce the set of generated sequences to a given number of pairs, one can take attribute n
and make it a forced synthesized attribute using the following distribution sets:
S0 → (S1)S2 D(v0) = {(a, b) ∈ �2 | a+ b = v0}
S → λ if v0 = 0 then D(v0) = {()}
otherwise D(v0) = ∅
The empty distribution sets are DS→(S)S(0) for the ﬁrst rule and DS→λ(v0), where v0 > 0 for
the second rule. This means that for any v0 ∈ � there is a rule that can be applied, thus no failed
derivations will occur.
Boolean regression
The standard example used in this thesis was the Boolean regression problem with 5 variables.
As the results in Section 4.6 show, DTGP was able to ﬁnd a correct function with 38% success
rate. After discussing the possibility of semantic constraints, the question arises if it was possible
to restrict the search space to the set of correct Boolean functions using a properly deﬁned forced
synthesized attribute.
In Section 5.1.2 it was presented, how the represented Boolean function can be calculated as
parameter. Thus one might try to use it to deﬁne a forced synthesized attribute. For some of the
rules there is exactly one nonterminal on the right-hand side, and the calculation of the parameter
is a simple assignment, that is the distribution function is deterministic. The two rules where the
distribution function is not deterministic are the following:
E0 → E1 ∨ T E0.p := E1.p|T.p
T0 → T ∧ F T0.p := T1.p&F.p
The distribution function will be described only for the ﬁrst rule. For the second rule the same
approach can be used. The distribution set is the following:
DE→E∨T (v0) = {(a, b) | a|b = v0}.
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For the deﬁnition of the distribution function, let us recall the truth table of the or function
for values 0 (false), 1 (true) and � (unknown).
∨ 0 1 �
0 0 1 �
1 1 1 1
� � 1 �
The use of the unknown value makes sense, because if one parameter is true, the result will
be true, independently from the value of the other parameter, as shown in the middle of the last
column and the last row. Therefore, when the distribution function is deﬁned, one might decide not
to restrict the value, but use � instead. With the help of � one can deﬁne a more-generic-or-equal
relation � for the values, pairs or sequences as follows:
Deﬁnition 5.16 (More generic or equal relation)
For sequences a = a1a2 . . . an and b = b1b2 . . . bn with ai, bi ∈ {0, 1, �}, a is more generic than or
equals to b (b � a), if and only if
∀1 ≤ i ≤ n : ai ∈ {bi, �}.
It means that for every position, the value in a is either the same as in b, or it is �. If b � a, but
a �= b then a is more generic than b (b ≺ a).
The distribution function can be deﬁned bitwise. Given v0 = u1u2u3 . . . un with ui ∈ {0, 1, �}
the goal is to construct a = a1a2a3 . . . an and b = b1b2b3 . . . bn such that a|b = v0, that is for each
1 < i < n ai ∨ bi = ui. The possible values for ai and bi for a given ui can be found in the truth
table, and they are also listed in Table 5.1.
ui ai bi
0 0 0
ui ai bi
1 0 1
1 0
1 1
1 �
� 1
ui ai bi
� 0 �
� 0
� �
Table 5.1: Possible distribution values of a single bit
To construct a and b, the distribution function selects the values for ai and bi from a randomly
selected line of the appropriate table. The resulting distribution function will work correctly,
and the generated derivation trees will represent the pre-deﬁned Boolean function. However, if
the tables are examined closely, one can see that the distribution function has the possibility to
distribute � as (0, �), or (�, 0), which means introducing a new restriction for a given bit. This is
not necessary at all, and since (�, �) is more generic than either (0, �) or (�, 0), the distribution
function can be changed to always distribute � as (�, �). A similar observation can be made for
distributing the value 1 as well: (1, �) is more generic than (1, 0), (�, 1) is more generic than (0, 1)
and both of them are more generic than (1, 1). The updated tables with the more speciﬁc pairs
removed is shown in Table 5.2.
ui ai bi
0 0 0
ui ai bi
1 1 �
� 1
ui ai bi
� � �
Table 5.2: Possible distribution values of a single bit, without the more speciﬁc pairs
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If the value � is used, the distribution sets for the four rules with no nonterminals on the
right-hand side can also be relaxed. As an example, consider rule
V → x¯0 V.p := 10102.
Normally for v0 �= 10102, the distribution set DV→x¯0(v0) would be empty. By allowing � the
distribution set can be deﬁned to be also nonempty if v0 is more generic than 10102, that is
DV→x¯0(v0) �= ∅ ⇐⇒ 10102 � v0.
With the rules above one can implement a semantic constraint that will restrict DTGP to the
set of correct Boolean functions, so the success rate of the algorithm is expected to be 100%. An
example for a derivation tree created using this constraint can be seen in Figure 5.6.
Figure 5.6: Derivation tree for semantically constrained Boolean regression
5.2.5 Limitations of semantic constraints
When semantic constraints are deﬁned, one has to consider the failed derivations as well. With the
Boolean regression grammar there are four rules that can result in failed derivation: the rules that
rewrite V to a variable. Since there are no other rules for V , prematurely selecting rule F → V
can yield a failed derivation. Therefore the distribution set for that rule has to be deﬁned to allow
v0 values that are more generic than or equal to the values represented by the variables. It is
useful to examine the number of these v0 values to see the chance that rule F → V can be applied.
Unfortunately this chance is almost exponentially decreasing as the length of the representation
is increasing.
Lemma 5.17 (Proportion of distributable values)
Given a Boolean regression problem with n = 2k bit function representations, where k is the num-
ber of variables. Assume that the grammar from Section 5.1.2 is used with a semantic constraint
on the function. Let us denote the set of possible values of forced synthesized attribute p with
V. That is V = {{0, 1, �}n}. Let us denote the set of values for which the distribution set is
non-empty with V∗. That is V∗ = {v0 | DF→V (v0) �= ∅}. In this case the proportion of the values
that can be distributed is decreasing almost exponentially with respect to n, that is
|V∗|
|V| = O(log n · c
−n), with c > 1.
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Proof 5.18
Given a rule V → xl with function representation b = b1b2 . . . bn. The set of values for which the
distribution set is not empty, that is the values that are more generic than or equal to b is
Vl = {v = v1v2 . . . vn | vi ∈ {bi, �}}.
Therefore |Vl| ≤ 2n. For rule V → x¯l the set is denoted by V¯l.
A value can be distributed by rule F → V , if it can be distributed by V → xj or V → x¯j for
any 1 ≤ j ≤ k = log n. Thus
V∗ =
log n�
i=1
�Vl ∪ V¯l� .
This implies that
|V∗| ≤
log n�
i=l
�|Vl|+ |V¯l|� ≤ log n�
i=l
2 · 2n = 2 log n · 2n
Since each bit can have three values (0, 1, �), the total number of possible values is 3n. Therefore
|V∗|
|V| ≤
2 logn · 2n
3n
= 2 log n
2n
3n
= 2 log n
�
2
3
�n
= 2 log n · 1.5−n = O(log n · c−n), with c > 1.
Generally, when the derivation tree is constructed and the required phenotype is passed down, it
is getting more and more generic, so the probability that rule F → V can be applied is increasing.
It is therefore interesting to examine the proportion of distributable values if the number of
elements with � is known.
Lemma 5.19
Let us denote the number of � values in a function representation u with |u|�. Let us denote the
set of values having � in exactly m places with Vm. That is Vm = {u ∈ V | |u|� = m}. Let
V∗m = Vm ∩ V∗. In this case |V∗m|
|Vm| = Ω(c
m−n), with c > 1.
Proof 5.20
Let us select a vector of m positions a¯ = (a1, . . . , am) with 1 ≤ ai ≤ n and ai �= aj if i �= j. For
such a vector deﬁne the set of function representations that contain � exactly at these locations:
Va¯ = {u = u1 . . . un ∈ Vm | uai = �}.
Set Vm can be described as the disjoint union of these sets. The number of these sets M ≥ 1 is
not important.
Vm =
�
a¯
Va¯
Let us examine the proportion of the elements in such a set that can be distributed by rule
F → V . There are m locations with �, and the remaining n−m locations can have two values (0
or 1). That is |Va¯| = 2n−m. F → V can distribute a value, if all these n −m places match the
sequence represented by one of the 2 logn rules for V . There can be less than 2 log n matches, but
there is at least one. Therefore 1 ≤ |Va¯ ∩ V∗|. This means:
|V∗m|
|Vm| =
|�a¯(Va¯ ∩ V∗)|
|�a¯ Va¯| ≥ M · 1M · 2n−m = 2m−n = Ω(cm−n), with c > 1.
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Rule E0 → E1 ∨ T distributes 1 as (1, �) or (�, 1), therefore if the number of ones in E0 is x,
the expected value of ones in both E1 and T is x/2. A similar observation can be made for zeroes
and rule T0 → T1 ∧ F . Thus these rules replace on average half of the zeroes and ones with �,
until there is only one left of each. Therefore, it is expected that by increasing the height limit of
the derivation trees one can ensure that the semantically constrained derivations will not fail.
To test this hypothesis, the forced synthesized attribute described above was used with the
Boolean regression problem. As deﬁned in the previous chapter, the function is represented by a
32bit value. On this value constraints of various sizes have been applied. First the last bit was
ﬁxed, then the last two, and so on. For each of these, random tree generation has been tested with
tree height limits up to 50. Using a given constraint and a height limit, the random tree generator
has been started 100 times. The number of successful derivations is shown in Figure 5.7.
(a) for increasing height limit (b) for increasing constraint size
Figure 5.7: Successful derivations using phenotype constraint
It can be seen that as the height limit is increased, the success rate is increasing as well, at
least if 16 or less bits are ﬁxed. It is also interesting to see, what height limit is required to achieve
a given success rate. Figure 5.8a contains this information with respect to the number of ﬁxed
bits for success rates 10%, 50% and 90%. However, increasing the height limit increases the tree
sizes as well. This information has also been measured and the results for 16 ﬁxed bits are plotted
on Figure 5.8b. As expected, the size of the tree is increasing exponentially, and for height limit
50 the median almost reaches a node number of 1 million.
(a) required height limit wrt. constraint size (b) tree sizes at height limits
Figure 5.8: The eﬀect of increased constraint on tree height and tree size
The results show that theoretically it is possible to introduce a semantic constraint on the
represented Boolean function. However, practice shows that it is useful only up to a certain limit,
because larger constraints require larger tree height limits, which in turn cause exponentially
increasing tree sizes. Even though this particular issue only aﬀects random tree generation, it
is also easy to see that pool crossover becomes less and less eﬀective as the constraint size is
increased, since the number of pools is also increasing exponentially.
70 CHAPTER 5. IMPROVING DTGP
5.3 Randomization
Derivation tree based genetic programming, just like any other stochastic algorithm depends
greatly on the quality of randomization, since it can introduce a bias in the search, and determines
which parts of the search space have higher probabilities to be discovered. Usually evolutionary
algorithms use a randomized selection. Furthermore, genetic programming methods, like DTGP
use random node selection and randomized tree generation. All three parts will be examined in
this section to ensure that the search space remains intact and no unwanted bias is introduced
during the process.
5.3.1 Selection
There are various selection types that are used with evolutionary algorithms, and any of these
can be used with DTGP. The selection operates based on the ﬁtness value, which is usually a
numerical type, therefore a random selection is easy to implement. For example, implementing
ﬁtness proportional selection is straightforward using a roulette-wheel algorithm. Thus, regarding
selections, DTGP is not diﬀerent from any other EA.
5.3.2 Random node selection
As it was discussed in Section 4.5.2, random node selection was designed to take the node weight
into account, thus the selection probability is proportional to the node weight. By default, that
is if node weight is 1, it guarantees that each node has the same probability to be selected, as it
can be seen in Figure 4.8b.
In Section 5.1.4 some examples were shown for deﬁning a nonstandard node weight. To check
the inﬂuence of this setting on the algorithm, some tests were made with the Boolean regres-
sion problem. The three previously mentioned examples were used for selection weight, and 100
independent runs were carried out with each. The results are shown in Figure 5.9.
(a) success rates (b) ﬁnal results
Figure 5.9: Regression test results with various node selection weights
Of the three node weights, the standard one provides the best results. An explanation for
this is that the other options restrict the search space by decreasing the probability of certain
subtrees to be replaced. For mutation it is usual to change only small subtrees, but if the same
selection weight is also used for crossover, it will prevent large trees to be swapped. The median
value of the best ﬁtness is plotted in Figure 5.10a, it also shows that the standard selection weight
gives the best results. However, examining the population size plotted in Figure 5.10b one can
see that using a selection weight that prefers small trees, the total size of the population can be
signiﬁcantly reduced. Thus, one can decide to allow a reduction of the success rate in exchange
for the improved memory consumption caused by the reduced population size.
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(a) median value of the best ﬁtness (b) median of the population size
Figure 5.10: Population statistics for various node selection weights
5.3.3 Random tree generation
The elements of the solution space are discovered by creating derivation trees that contain the
solutions at their frontier. However, the distribution of the derivation trees is not the same as the
distribution of the solutions. The relation between the space of derivation trees and solution space
might be quite complex. Therefore even if a tree generator appears properly randomized, it might
introduce a search bias on the solution space. The concerned steps in the random tree generator
are the random rule selector and the subtree limit distributor, both of which will be examined.
The simplest way to examine the distribution in the solution space is to use a ﬁnite, ordered set
for phenotypes, so that a histogram can be plotted using a two-dimensional chart. However, it is
also important to examine more complex structures. Although these cannot be plotted directly on
a histogram, some of their properties, like the derivation tree size can be used for such a purpose.
For the ﬁrst type of test, a ﬁnite subset of positive integer numbers will be used. The elements
of such a set can be generated by several grammars. The one used for our tests is the following:
Gi = ({S, I,D, P}, {0, . . . , 9},Pi, S) where Pi is
S → PI
S → P
I → DI
I → D
D → 0 | 1 | 2 | . . . | 9
P → 1 | 2 | . . . | 9
The idea is straightforward: an integer starts with a digit that is not zero (P ) and it is followed
by a sequence of digits (I). A sequence of digits is either a single digit (D) or a digit followed by
a sequence.
All the nonterminals have multiple rules, however all those for D and P act in the same way:
they generate a single terminal symbol. However, the ones for S and I are signiﬁcantly diﬀerent.
The ones creating P or D respectively will end up in a single terminal symbol in the following
step, but PI and DI can be rewritten to practically any possible integer.
It is also possible to create a more advanced grammar and use diﬀerent rules for S and I and
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remove nonterminal P completely:
S → I
I → II
I → D
Let us denote the grammar using these rules with G�i. This grammar will also need a semantic
constraint so that the ﬁrst digit is not 0.
To test the distribution of the generated solutions, a width limit of 3 has been introduced to
limit the numbers to 999. Then 106 trees were generated using both grammars and the histogram
of the generated numbers has been plotted as shown in Figure 5.11. These results show that
Figure 5.11: Distribution of generated integers
single digit numbers have far higher probability than two or three digit numbers, and three digit
numbers have very low probability, although G�i shows some improvement. On the other hand, the
frequency of integers with the same number of digits is comparable. This means the distribution
among trees of the same height or width is fairly uniform. Thus, the main issue is to increase the
probability of generating larger trees. The quality of the random tree generator in this aspect can
be examined using a diﬀerent type of chart as well.
When a limit is set on the tree size and random trees are generated, it is expected that trees
of all sizes within the limit are generated, and since the number of possible trees is growing with
the size, one expects to have more of those. This information for increasing size limits can be
plotted using so called heatmaps, that is two-dimensional matrices with colors representing the
frequencies of the generated sizes. The expected results and the actual results using Gi are plotted
in Figure 5.12.
Note that the expected results might not represent the ideal case. For DTGP it is better to
have higher probability for smaller trees to avoid bloating that is usually causing a problem for
GP. Furthermore, it is not necessary to create large trees with the random tree generator, they
can be created later from smaller trees via mutation and crossover. Nevertheless, RTG is expected
to generate at least a few large trees up to the limitations.
Similar plots can also be created for solution spaces that are not ordered or not ﬁnite. In the
rest of this chapter such heat maps will be created for the Boolean regression grammar introduced
earlier.
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(a) expected results
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(b) actual test results with Gi
Figure 5.12: Tree width frequencies for various width limits
Random rule selection
As shown above, the grammar has an inﬂuence on the random tree generation. However, sometimes
it is not obvious how to change the grammar, and its inﬂuence on the randomization might be also
diﬃcult to foresee. On the other hand, random rule selection can be changed to assign weights to
the rules. Some possibilities to deﬁne weights are listed below:
Minimum value of the rule – this is the smallest tree that can be generated starting with the
given rule. The derivation cannot end in a smaller tree than the minimum, thus it provides
a lower limit for the generated tree size.
Number of nonterminals – more nonterminals mean more possibilities for extending the tree,
resulting larger trees.
Number of follow-up rules – this is the sum of the number of rules for each nonterminal on
the right-hand side. This represents the number of possibilities for continuing the derivation
after a rule has been applied. Instead of the sum one can also use the product.
The Boolean regression problem has been tested with various weights. During each test the
width limit was between 1 and 100, and 1000 trees were generated. The actual width of each tree
has been measured and ﬁnally the heatmaps have been plotted. Note that the grammar deﬁned in
Section 4.6 will only generate words of odd length, therefore rows representing even lengths were
removed from the picture. The results are shown in Figure 5.13.
When the minimum tree size is used as weight, the random tree generator is able to use most
of the limit, that is trees almost up to the limit are generated. For other rule selection weights,
the limit is used when it is small enough, but when it reaches 100, only a few trees are generated
with width above 50, so the eﬀect of increasing the limit from 50 to 100 is very small.
To see the eﬀect of the rule selection on the ﬁnal results, the Boolean regression problem was
tested with two setups: ﬁrst the minimum tree size, then the product of the follow-up rules were
used as selection weight. In both cases 100 independent runs were carried out, and the ﬁnal
results are plotted in Figure 5.14. They show that using the tree minimum provides the best
results; although the success rate slows down earlier, it still keeps increasing during the last steps,
because the algorithm can examine a larger part of the search space, thus it loses diversity in a
slower rate.
The behavior of the algorithm can also be examined during the generations: median ﬁtness
values and median population sizes are plotted in Figure 5.15. The best ﬁtness values are similar,
but there is a diﬀerence in the population size. When the product of follow-up rules is used, the
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(a) no weight
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(b) weighted by minimum value
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(c) weighted by number of nonterminals
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(d) weighted by product of follow-up rules
Figure 5.13: Tree width frequencies for the expression grammar
random tree generator generates smaller trees, so the total size of the population is smaller right
from the beginning. On the other hand, if the rule minimum is used, the generated trees are larger,
but that does not necessarily mean that the population size gets bigger, because it is counteracted
by the size factor in the ﬁtness value. In fact, it provides the opportunity for the mutation to
replace larger trees, so a larger portion of the search space is examined and better individuals are
found. Due to the size factor in the ﬁtness value, better individuals also mean smaller individuals,
thus the total size of the population decreases as the algorithm progresses.
(a) success rates (b) ﬁnal results
Figure 5.14: Regression test results with various rule selection weights
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(a) median value of the best ﬁtness (b) median of the population size
Figure 5.15: Population statistics for various rule selection weights
Subtree limit distribution
After a rule is selected and applied, that is new nodes are inserted into the derivation tree, the
limits for the subtrees have to be calculated and passed on to the random tree generator for each
nonterminal node. For the terminal nodes this value is constant, that is 1 in case the size or the
width is limited, and 0 if the height is limited. If the height is limited, the distribution strategy is
very simple: for each nonterminal the height limit is one less than the height limit for the parent.
If the size or the width is limited, the calculation schema can be more complicated.
To calculate the limits one has to consider two factors: the limit for the parent node, and
the minimum tree sizes for the child nodes. The minimum tree sizes for nonterminal symbols are
given by mins as described in Section 4.5.1. Usually there is a diﬀerence between the limit on the
parent and the combined minimum sizes. This diﬀerence can be arbitrarily distributed among the
subtrees, and there are various strategies how to do this:
Random – for each nonterminal the same weight is used, this is the standard setting.
Weighted – each nonterminal is weighted, for example by the minimum tree size.
Sequential – after limits are distributed, subtrees are created sequentially, for example from left
to right. Then for each tree the actual size is measured and the unused limit is re-distributed
among the remaining nonterminals.
The sequential strategy is not used because it introduces a bias: subtrees further to the right
get larger limits. However, the weighted distribution might improve random tree generation,
as it gives larger limits for nonterminals that are expected to be able to generate larger trees.
Nevertheless, the tests showed no signiﬁcant improvement for the Boolean regression problem or
for the integer generation, therefore it is enough to use the standard limit distribution strategy.
5.4 Summary
In this chapter some details of the DTGP algorithm have been examined, and opportunities
for improvements and extensions have been identiﬁed. First it has been demonstrated how the
parameters stored in the derivation tree can be used to extend the method. These parameters can
be used for several purposes:
Information retrieval – with the help of the parameters some information needed for evaluation
can be made available in constant time. Such information includes frontier, represented
function, partial or complete ﬁtness value.
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Operator conﬁguration – the information stored at the nodes can be used to modify the be-
havior of operators, for example by biasing the random node selection.
It was also presented how semantic constraints can be added to the algorithm. Some examples
were shown and the limitations were discussed. This extension has been achieved using the
following concepts:
Distribution sets and functions deﬁne how a pre-deﬁned parameter value can be distributed
among the subtrees.
Forced synthesized attributes deﬁne a bottom-up parameter with the distribution sets and
distribution functions.
Semantically constrained derivation is the method used to apply forced synthesized attributes
during the derivation. It requires a specially deﬁned random tree generator.
Index function for attributed nodes is used instead of node labels to identify the appropriate
pool during a pool crossover.
Finally the randomized parts of the algorithm have been examined and the eﬀects of weighting
have been tested. The considered methods are:
Random node selection has an eﬀect on the operators by determining what kind of subtrees
are selected for replacement, which in turn can have an inﬂuence on the population size.
Rule selection has an eﬀect on the random tree generator, and can positively inﬂuence the ﬁnal
results by widening the range of the search space covered by the algorithm.
Size limit distribution has a minor eﬀect on the random tree generator.
6
DTGP applications
In the previous chapters it was presented how derivation tree based genetic programming can be
used to solve a Boolean regression problem. As a GGGP approach, DTGP is applicable to any
problem where the solution space can be described by a context-free grammar.
In this chapter some additional examples will be discussed brieﬂy. The ﬁrst example is the
6-Multiplexer problem, which is a standard example for GP. The second example is the traveling
salesman problem, which is often used to test optimization methods. DTGP has been used in a
joint project with the Fraunhofer Institute for Integrated Circuits to optimize ﬁnite input response
ﬁlters. [51] This practical application is summarized in Section 6.3.
6.1 6-Multiplexer
A standard example for genetic programming is the multiplexer problem. The multiplexer is a
logical circuit with n address bits and 2n data bits. Its output is the value of the data bit identiﬁed
by the address bits. The simplest case is the 3-Multiplexer problem with 1 address bit and 2 data
bits.
There are several ways to deﬁne the allowed circuits, for example one can allow logical gates
or simple programs. In this section the set of operators {AND,OR,NOT, IF−THEN−ELSE}
will be used to represent solutions. The problem for n = 2, that is the 6-Multiplexer is illustrated
in Figure 6.1. In many aspects this problem is similar to the Boolean regression example used in
this thesis.
(a) setup
six-multiplexer(a, d)
1 if a1
2 then if a0
3 then return d3
4 else return d2
5 else if a0
6 then return d1
7 else return d0
(b) a solution
Figure 6.1: The 6-Multiplexer Problem
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6.1.1 Unbiased solution
For the ﬁrst test with DTGP we will use grammar G6m as introduced by Whigham to demonstrate
his GGGP system called CFG-GP [47]:
G6m = {{S,B, T},Σ6m,P6m, S}, where
Σ6m = {and, or, not, if, a0, a1, d0, d1, d2, d3},
and the rules in P6m are the following:
S → B
B → not(B)
B → and(B,B) | or(B,B)
B → if(B,B,B)
B → T
T → a0 | a1
T → d0 | d1 | d2 | d3
The test setup was similar to the one used for Boolean regression: 1000 individuals were created
and 100 steps were done. The ﬁtness calculation was also the same, all 64 possible evaluations were
checked and every match increased the ﬁtness by 1000, then the size of the tree was subtracted to
get the ﬁtness value.
The ﬁtness values and the best tree dimensions for a single run are shown in Figure 6.2.
Since the most signiﬁcant improvements occurred in the ﬁrst half of the process, only the ﬁrst
50 generations are plotted. The charts show that the single run could reach a ﬁtness over 63000,
meaning a 64-bit match.
(a) ﬁtness values (b) best individual dimensions
Figure 6.2: 6-Multiplexer single test results with G6m
The best solution found by the single run is shown in Figure 6.3. Structurally it is similar
to the simple manual solution, there are three if branches and four return statements for the
four individual bits. The logic is a bit diﬀerent, and there are some obvious places for manual
adjustments (for example ¬¬d0), but the overall size is very small.
The tree dimensions during the single run are depicted in Figure 6.4. For the largest part of
the population the width quickly drops below 500, and after 50 steps 75% of the individuals is
shorter than 250. It can also be seen that there is an approximately linear relation between the
tree size and the tree width, just like in the case of the Boolean regression problem.
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six-multiplexer(a, d)
1 if ¬(d0 ∧ ¬(a0 ∨ a1))
2 then if ¬a0
3 then return d2 ∧ a1
4 else if a1
5 then return d3 ∧ a0
6 else return d1
7 else return ¬¬d0
Figure 6.3: Best solution found by a single DTGP run
(a) tree width (b) width-size ratio
Figure 6.4: 6-Multiplexer individual dimensions
As no general conclusions can be made from a single run, another test was carried out in which
100 independent runs were made. The results are plotted in Figure 6.5. It can be seen that after
10 steps there was already at least one population with best ﬁtness over 63000, and by generation
50 most of the populations reached that stage, that is they found a 64-bit match.
(a) ﬁtness values (b) population size
Figure 6.5: 6-Multiplexer results
The results show that DTGP can solve the 6-Multiplexer problem without any special settings.
However, it is interesting to examine if the results can be improved by using a diﬀerent grammar,
or additional options provided by DTGP.
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6.1.2 Grammatical bias
Grammar G6m is only one possibility to describe the solutions. Whigham achieved the best results
using the following grammar, which is denoted by G6m−if−a0−if−a1 in his work [49], but will be
called G6mi here for the sake of simplicity: G6mi = {{S,B, T, I},Σ6m,P6mi, S}, where the set of
nonterminals is the same as before and the rules in P6mi are the following
S → if(a0, I, B)
I → if(a1, B,B)
B → not(B)
B → and(B,B) | or(B,B)
B → if(B,B,B)
B → T
T → a0 | a1
T → d0 | d1 | d2 | d3
The ﬁrst rule is changed and the second rule is new compared to P6m. These changes make
the ﬁrst two steps during a left derivation deterministic:
S ⇒ if(a0, I, B)⇒ if(a0, if(a1, B,B), B)
Therefore, the structure of each individual will be forced to the one shown in Figure 6.6.
six-multiplexer(a, d)
1 if a0
2 then if a1
3 then [B]
4 else [B]
5 else [B]
Figure 6.6: The structure of the individuals deﬁned by grammar G6mi
The ﬁtness values and the dimensions of the best individuals during a single test run using
G6mi are shown in Figure 6.7. The solution can be seen in Figure 6.8.
(a) ﬁtness values (b) best individual dimensions
Figure 6.7: 6-Multiplexer single test results with G6mi
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six-multiplexer(a, d)
1 if a0
2 then if a1
3 then return d3
4 else return d1
5 else if a1
6 then return d2
7 else return d0
Figure 6.8: Best solution found by a single DTGP run using G6mi
The result found by DTGP using G6mi has the exact same structure as the manually created
example. It is the direct consequence of the pre-deﬁned format shown in Figure 6.6. Just like in
the case of previous examples, 100 independent runs were carried out using grammar G6mi. The
results are shown in Figure 6.9. These plots show that using a grammatical bias, DTGP can ﬁnd
(a) best ﬁtness (b) population size
Figure 6.9: 6-Multiplexer test results for 100 independent runs with G6mi
64-bit match for the 6-Multiplexer problem within 50 steps, but in most cases it is reached within
20 steps, and in the best case less than 10 steps are enough.
6.1.3 Semantic constraints
Although using G6mi improves the results, the grammar itself contains too much information
about the expected solution. In general it is not possible to use the knowledge that will only be
found after the optimization problem is solved. However, some other restrictions can be deﬁned
without a-priori information regarding the optimal solution.
Looking at the result in Figure 6.3 one can see that the conditions for the if statements use
not only the address bits, but the data bits as well. Furthermore, the returned value is calculated
not only using the data bits, but also the address bits, although it can be considered as masking or
selecting with the help of logical operators. Nevertheless, one might want to restrict the conditions
to the address bits and the calculations to the data bits.
Such a semantic constraint can be introduced by deﬁning a forced synthesized attribute called
type. It will be used to show if the expression represented by the nonterminal symbol is address
or data. Furthermore, a third value is used to show if the type is invalid, for example address and
data are combined with logical or. That is
Vtype = {address, data, invalid}
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Attribute type is a synthesized attribute, as it can be calculated in a bottom-up fashion by
extending grammar G6m with the following rules:
S → B S.type = B.type
B0 → not(B1) B0.type = B1.type
B0 → and(B1, B2) | or(B1, B2) if B1.type = B2.type then B0.type := B1.type
otherwise B0.type := invalid
B0 → if(B1, B2, B3) if B1.type �= address then I.type := invalid
if B2.type = B3.type then I.type := B2.type
otherwise I.type := invalid
B → T B.type := T.type
T → a0 | a1 T.type := address
T → d0 | d1 | d2 | d3 T.type := data
This schema means that the parameters of the operators have the same type, except the ﬁrst
parameter of the if expression, which is always an address. If this condition holds then this type
is also used as the type for the whole expression, otherwise the type is invalid. The semantic
constraint can be introduced by setting the forced value of S to data, and using the following
distribution functions or distribution sets to deﬁne grammar G6ms:
S → B f(t) = (t)
B → not(B) f(t) = (t)
B → and(B,B) | or(B,B) f(t) = (t, t)
B → if(B,B,B) f(t) = (address, t, t)
B → T f(t) = (t)
T → a0 | a1 D(address) = {()}, D(data) = D(invalid) = ∅
T → d0 | d1 | d2 | d3 D(data) = {()}, D(address) = D(invalid) = ∅
The results from a single run are shown in Figure 6.10. It shows that the course of the process
is similar to the previous ones, but the size of the best individual is smaller. The ﬁnal result of
(a) ﬁtness values (b) best individual dimensions
Figure 6.10: 6-Multiplexer single test results with G6ms
the single run can be seen in Figure 6.11, where both the derivation tree and the phenotype are
shown. The colors in the derivation tree represent the value of forced synthesized attribute type.
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(a) derivation tree
six-multiplexer(a, d)
1 if a1 ∧ a0
2 then return d3
3 else if a1
4 then return d2
5 else if a0
6 then return d1
7 else return d0
(b) the solution
Figure 6.11: Best individual found by a single DTGP run with G6ms
The results for 100 independent runs are plotted in Figure 6.12. They are similar to the results
with G6mi: the best run reaches a 64-bit match within a few steps, and most of the runs achieve
it within 25 steps.
(a) best ﬁtness (b) population size
Figure 6.12: 6-Multiplexer test results for 100 independent runs with G6ms
Note that the issue of failed derivations as mentioned in Section 5.2 does not appear with this
grammar. The only case a derivation could fail due to an empty distribution set is when a rule for
T has to be found. However, if the forced value of type is address or data there will be applicable
rules, so the derivation can be ﬁnished successfully.
6.1.4 Multiplexer summary
In this section three possibilities were presented for solving the 6-Multiplexer problem using deriva-
tion tree based genetic programming. The mean ﬁtness values and mean population sizes during
the process are plotted in Figure 6.13 and the ﬁnal results of the three approaches are compared
in Figure 6.14. The success rate is very similar for G6mi and G6ms, 100% is reached around step
50. Grammar G6m yields worse results, but by step 100 a success rate of 97% is reached.
The results show that using a biased grammar like G6mi better results can be achieved. How-
ever, even with a generic grammar like G6m, with no a-priory knowledge, DTGP can solve the
6-Multiplexer problem, and the results are even better when semantic constraints are used.
If these results are compared to the ones in [49], one can conclude that using the given pa-
rameters, DTGP outperforms CFG-GP, which only achieves 37% and 88% probability of success
with G6m and G6mi respectively. However, one must note that CFG-GP used a population size of
50, while DTGP used 100 individuals. Furthermore, CFG-GP uses post-selection to ﬁlter out too
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(a) mean ﬁtness (b) mean population size
Figure 6.13: 6-Multiplexer average population characteristics with various grammars
(a) success rate (b) found matches
Figure 6.14: 6-Multiplexer results with various grammars
large individuals, whereas DTGP has only a limit on the generated individuals, which is forced by
the RTG algorithm, and later the size is not bounded. Instead, the size of the individual is used
in the ﬁtness value to drive the process toward smaller trees. This allows larger and thus more
diverse trees, and with the logarithmic operators DTGP can handle these within an acceptable
time.
6.2 Traveling salesman problem
The traveling salesman problem (TSP) is a well-known NP-complete optimization problem. [9] The
task is to ﬁnd the shortest tour through a given set of cities. There are several algorithms designed
to solve the TSP [4], but it is also used as a benchmark for generic optimization algorithms. Finding
a solution for the TSP is also a challenge in the ﬁeld of genetic algorithms, and during the last
decades several solutions have been proposed. [24]
The TSP can easily be reformulated in terms of graphs. Given a graph, that is a network of
cities connected with roads N = (C,R), where C = {c1, c2, . . . , cn} is the ﬁnite set of cities, and
R ⊆ C × C is the ﬁnite set of roads. The roads can be denoted by indices, as r1, r2, . . . or they
can be speciﬁed by the starting and ending cities as ri,j = (ci, cj) pairs. There is also a function
deﬁning the weight of each road representing the length or cost:
w : R→ �
The goal is to ﬁnd a circle in the graph with minimal cost such that the circle visits all cities.
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It is often required that the cities are visited exactly once. It is also common to assume a total
graph, with cost set to inﬁnity for edges between cities that are not connected by a road. In this
section, it will be allowed to visit the cities more than once, and also a total graph is assumed.
Furthermore, it will also be allowed not to visit all the cities, but for each missed city a penalty
will be given. Note that it is possible to deﬁne the TSP such that multiple roads are deﬁned
between two cities, but it will not be used here. Furthermore, a road from a city to itself will be
allowed, meaning R = C ×C. In the following sections the number of cities will be denoted by n,
thus the number of roads is n2.
There are two ways to deﬁne the candidate solutions. They can be described as sequences of
k ∈ � cities, or as sequences of roads connecting l ∈ � cities:
SC = {ci1ci2 . . . cik ∈ C∗ | ∀1 ≤ j ≤ k − 1 : (cij , cij+1) ∈ R}
SR = {ri1,i2ri2,i3 . . . ril−1,il ∈ R∗}
In words, the solution is a sequence of cities such that there is a route between each adjacent
city. In case of road sequences, the solution is a sequence of roads such that each road ends in the
city where the adjacent road starts. In case the graph is total, any sequence of cities is allowed,
because a road exists between every city.
6.2.1 Regular grammar for road sequence
One way to generate road sequences is to deﬁne a regular grammar with nonterminal symbols Pi
representing a path starting at city ci with 1 ≤ i ≤ n, that is for each city. Such a path can be
replaced by a road ri,j to city cj and a path Pj , for any road starting from city ci. That is
Gtsp,r = (Ntsp,r,Σtsp,r,Ptsp,r, S),
where Ntsp,r = {Pi | 1 ≤ i ≤ n} ∪ {S}, Σtsp,r = {rk,l | 1 ≤ k, l ≤ n} and Ptsp,r is deﬁned as
follows:
S → Pi ∀1 ≤ i ≤ n
Pi → ri,jPj ∀1 ≤ i, j ≤ n
Pi → ri,j ∀1 ≤ i, j ≤ n
For ﬁtness calculation two parameters can be introduced. The cost can be computed in pa-
rameter cost, and the set of the visited cities can be stored in parameter visited. Given the weight
function w, these parameters are calculated as follows:
S → Pi S.cost := Pi.cost
S.visited := Pi.visited
Pi → ri,jPj Pi.cost := Pj .cost+ w(ri,j)
Pi.visited := {i} ∪ Pj .visited
Pi → ri,j Pi.cost := w(ri,j)
Pi.visited := {i, j}
This setup was tested on a small example. Given the ﬁve Irish international airports: Dublin,
Shannon, Cork, Knock and Waterford. Find the shortest circle to visit all of them, where the cost
of a segment is the great circle distance between the two airports. Note that the grammar only
generates paths with a randomly selected starting point. Therefore, an additional step from the
last visited city to the ﬁrst one has been added during the genotype-phenotype mapping.
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The evolutionary algorithm used 1000 individuals and 100 independent runs were done. The
ﬁtness function was the number of visited cities multiplied by 1000, minus the cost of the circle.
Since the grammar only calculates the cost for the path from the ﬁrst city to the last, and not the
circle, the cost for the road from the last city to the ﬁrst has been added to the cost parameter
calculated using the schema described above. The ﬁtness values are plotted in Figure 6.15 and
the optimal result found by the algorithm is shown in Figure 6.16.
(a) single run (b) multiple runs
Figure 6.15: Test results for the small TSP
Figure 6.16: Solution found for the small TSP
Due to the deﬁnition of the rules, the size-width ratio converges to 2 as the size increases,
because there are k leaves, k internal nodes labeled with P and the root node labeled with S. If
the dimensional data is plotted it also shows this direct relation, as it can be seen in Figure 6.17.
Note that for better visibility, random numbers from the interval [0, 1) have been added to the
width and to the height values, so that the dots representing the trees would not cover each other.
The 5 city TSP is a relatively simple problem, so it is no surprise that DTGP is able to
ﬁnd an optimum very quickly. However, the above mentioned grammar cannot be extended to
larger problems in an eﬃcient manner. Although the size of the nonterminal set is linear, that
is |Ntsp,r| = O(n), the size of terminal set and number of production rules are quadratic, that is
|Σtsp,r| = O(n2) and |Ptsp,r| = O(n2).
As discussed in Section 4.5.6, the success rate of pool crossover is inversely proportional to
the size of the nonterminal set, and the operator cost of mutation is directly proportional to the
number of rules.
6.2. TRAVELING SALESMAN PROBLEM 87
(a) best individual dimensions (b) size-width ratio
Figure 6.17: Sizes during the small TSP test
6.2.2 Regular grammar with parameters
To overcome the issue of increasing symbols and rules, one can store city indices as parameters
and use semantic constraints as introduced in Section 5.2 to ensure a correctly described path. To
achieve this, a parameter called step ∈ �2 is deﬁned, which is a pair [s1, s2] describing a path from
city cs1 to city cs2 . Parameter step assigned to a nonterminal symbol will be interpreted as path
between two cities, whereas if it is assigned to terminal symbol r it will mean a road between the
two cities. Thus, the solutions for the TSP problem can be described by the following grammar:
Gtsp,s = ({S, P}, {r},Ptsp,s, S),
where Ptsp,s is deﬁned as follows:
S → P fstep([s1, s2]) = ([i,∅]), where 1 ≤ i ≤ n
P → rP fstep([s1, s2]) = ([s1, j], [j,∅]), where 1 ≤ j ≤ n
P → r fstep([s1, s2]) = ([s1, k]), where 1 ≤ k ≤ n
Note that the second item of parameter step assigned to P is always ∅, and it is therefore
ignored. It is consistent with the previous interpretation of P that it represents a path starting
from a given city, but the endpoint is not speciﬁed. The ﬁrst rule of the grammar ﬁnds a random
starting point ci. The second rule adds a road from the starting city to a randomly chosen next
city cj . The rest of the path must start at cj . The last rule is used to stop the path after making a
last step to ck. Note that unlike in the previous examples, the parameter values are not constant
for the terminal symbols, thus a distribution function is deﬁned for the last rule as well.
To see how the second grammar works, and also to show how it diﬀers from the ﬁrst one,
consider the following two derivation sequences for path c2c3c1c5, ﬁrst using regular grammar
Gtsp,r:
S ⇒ P2 ⇒ r2,3P3 ⇒ r2,3r3,1P1 ⇒ r2,3r3,1r1,5,
then using regular grammar Gtsp,s with semantic constraint:
S ⇒ P ([2,∅])⇒ r([2, 3])P ([3,∅])⇒ r([2, 3])r([3, 1])P ([1,∅])⇒ r([2, 3])r([3, 1])r([1, 5])
The city codes are the same, and the calculation scheme seems to be the same as well, but
in the ﬁrst case 4 nonterminals (one for each city) and 3 terminals (one for each road) are used,
whereas in the second case only 2 nonterminals (S, P ) and a single terminal (r) is needed.
The 5 city TSP has been tested with this grammar as well. DTGP found the same optimal
solution, although this time it took a bit longer as it can be seen in Figure 6.18.
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(a) ﬁtness values (b) best individual dimensions
Figure 6.18: Test results for the small TSP with parameterized regular grammar
The results show that grammar Gtsp,s does not work as good for the 5 city problem as Gtsp,r,
but it has a big advantage: it can be applied to larger problems. As an example, it has been tested
on dj38, a problem containing 38 cities in Djibouti. This example has been downloaded from [1].
The parameters for DTGP were the same, but the ﬁtness function has been slightly adjusted: each
visited city increased the ﬁtness by 10000 because the circles are longer, thus the costs are higher.
The results are shown in Figure 6.19.
(a) single run (b) multiple runs
Figure 6.19: Test results for the large TSP with parameterized regular grammar
If only the ﬁtness values are observed, the results look promising. However, if the path is
plotted on the map, as shown in Figure 6.20, one can observe, that the result is far from the
optimal route.
If the evolutionary process is observed closely and the individuals are examined, one can ﬁnd
that the degenerate derivation trees caused by the regular grammar are causing a problem. When
a subtree is selected as a target for an evolutionary operator, it means that a suﬃx of the road
sequence is selected. Thus the operators can only change the suﬃxes of the sequence, and it is
not possible to replace some internal sections. To solve this issue, one can try to use a diﬀerent
grammar, that has rules with more than one nonterminal symbol on the right-hand side.
The result of the test shows another place for potential improvement. To ensure that all cities
are visited, the ﬁtness is increased for each visited city. However, it is not a guarantee. Therefore,
one can try to introduce a semantic constraint based on synthesized attribute visited.
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Figure 6.20: Large TSP result using regular grammar with parameters
6.2.3 Context-free grammar with semantic constraint
The idea of denoting a path by nonterminal P as mentioned in the previous section can be extended
such that not only the starting city but also the ending city is deﬁned. This can be achieved by
making use of the second item of the step parameter, which was always set to ∅ for P . If it is used
to contain the ending city instead, the set of road sequences can be described by the following
context-free grammar:
Gtsp,c = {{S, P}, {r},Ptsp,c, S},
where the set of rules Ptsp,c is deﬁned as follows:
S → P fˆstep([s1, s2]) = ([i, i]), where 1 ≤ i ≤ n
P → PP fˆstep([s1, s2]) = ([s1, j], [j, s2]), where 1 ≤ j ≤ n
P → r fˆstep([s1, s2]) = ([s1, s2])
To use parameter visited as a forced synthesized attribute, the following distribution sets can
be deﬁned with the help of parameter step:
S → P Dvisited(v) = {(v ∪ {i})}
P → PP Dvisited(v) = {(v1, v2) | {s1, j} ⊆ v1 ∧ {j, s2} ⊆ v2 ∧ v1 ∪ v2 = v}
P → r Dvisited(v) = {()}, if v ∩ {s1, s2} = ∅, otherwise Dvisited(v) = ∅
Note that for the second rule s1 is included in v1 and similarly s2 is included in v2, because
these cities will always be covered by the ﬁrst and second path respectively, thus including them
will not add an extra constraint on the derivation. On the other hand, adding s1 to v1 means that
it does not have to be added to v2. The test results using this grammar can be seen in Figure 6.21,
and the best result found by the algorithm is shown in Figure 6.22.
6.2.4 TSP summary
The results of the various TSP tests show that it is possible to construct a DTGP algorithm for
optimizing a TSP route, although the found solution is not always optimal. That shows that
even though DTGP is highly-conﬁgurable and can be applied to many kinds of problems, it is not
well-suited for these kinds of tasks. Since the solutions for a TSP are paths or circles in graphs,
they have an internal structure very diﬀerent from words of context-free languages. Therefore,
applying a syntactically constrained optimization algorithm is not the best choice. Also note that
there are very few examples in the literature of canonical or grammar guided genetic programming
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(a) single run (b) multiple runs
Figure 6.21: Large TSP results with context-free grammar
Figure 6.22: Result for the large TSP with context-free grammar
being applied to solve the TSP. Instead of trying to apply GGGP to the TSP, there were some
attempts to use grammatical evolution to ﬁnd ant colony optimization algorithms that can ﬁnd
the solutions. [13, 40]
6.3 Finite input response ﬁlters
A specialized version of DTGP has been used in a real-world application with the Fraunhofer
Institute for Integrated Circuits to optimize ﬁnite input response ﬁlter (FIR) structures. [51, 50]
FIR ﬁlters are commonly used in digital signal processing. A ﬁlter structure is primarily deﬁned
by its transfer function. During the design of FIR structures, this transfer function is given and
then a circuit is constructed that describes the function. The usual components allowed in the
circuit are shifters, adders, multipliers and delayers. The goal is to minimize the cost of the circuit
by reducing the number of components, and preferring cheaper components (like shifters) over
more expensive ones (like multipliers).
The transfer function can be described as a sum of unique polynomial component terms:
y =
n�
k=0
αk · 2γk · xδk · z−βk ,
with 0 ≤ δk ≤ P , 0 ≤ βk ≤M and n ≤ max{M,P}, where P is called the degree of the structure
and M is called the order of the structure. The set of transfer function descriptions is denoted by
F . A component term has three parts:
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• Coeﬃcient αk · 2γk depends on the multiplier αk and the shifting factor γk.
• Exponent δk.
• Representation of the delay z−βk with βk delay cycles.
The structures themselves are created from shifters, adders, multipliers and delayers. Two
examples taken from [50] for implementing transfer function 2x3z−1 + 8x2z−2 are shown in Fig-
ure 6.23.
(a) y = (x2 · 23 · z−1 + x2 · x · 2) · z−1 (b) y1 := ((x·2)·x); y = (y1 ·22 ·z−1+y1 ·x)·z−1
Figure 6.23: Examples for implementing 2x3z−1 + 8x2z−2
These structures can also be described using the following functions:
• shiftk: F → F , where shiftk(p) = 2k · p
• add: F2 → F , where add(p1, p2) = p1 + p2
• mul: F2 → F , where mul(p1, p2) = p1 · p2
• delayk: F → F , where delayk(p) = p · z−k
The set of valid FIR structures can be described by context-free grammar GFIR [51]:
GFIR = {{S,E,N}, {shift, add,mul, delay, x, (, ), comma},PFIR, S},
where the set of rules PFIR is the following:
S → E
E → shift(E,N)
E → add(E,E)
E → mul(E,E)
E → delay(E,N)
E → x
N → 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8
The polynomial represented by the structure can be calculated as a synthesized attribute poly
using the calculation schema described above.
Using an extended version of DTGP, the EvolFIR system has been created to ﬁnd optimal FIR
structures for pre-deﬁned transfer functions. [51] The EvolFIR system uses attribute grammars
and slightly modiﬁed methods for tree generation and random node selection. Furthermore, it
employs special derivation tree representations, because it was necessary to create redundancy-
free structures. To make sure that the described transfer function is the same as the one deﬁned
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in advance, EvolFIR applies a decomposition operator whenever a rewriting rule is applied, so
that the composition of the polynomials in the subtrees give the required polynomial.
It should be noted that while EvolFIR used poly as inherited attribute and decomposition
functions, it is also possible to use poly as forced synthesized attribute and deﬁne the appropriate
distribution sets and distribution functions.
6.4 Summary
In this chapter three examples have been presented to demonstrate how DTGP can be applied to
various problems.
The 6-Multiplexer problem shows that DTGP can create simple program structures. Fur-
thermore grammar G6ms demonstrated how forced synthesized attributes can be used to
ensure type safety. In this example it means separating address and data.
The traveling salesman problem is a good example for problems that do not have strict syn-
tactical structures. DTGP can be applied to such problems as well, although with limited
success.
Optimizing FIR structures is a real-world problem, where DTGP – with some modiﬁcations
– can provide good results that are comparable to those received with other special FIR
optimization tools.
7
Conclusions in English
In this thesis a new grammar guided genetic programming method, called derivation tree based
genetic programming (DTGP) was deﬁned and evaluated. It uses derivation trees over a pre-
deﬁned context-free grammar to represent individuals, and applies genetic programming to these
trees. Thus, it can be categorized as tree based GGGP, and like other grammar guided methods,
it is able to guarantee that the produced individuals are always syntactically correct with respect
to the given grammar.
Compared with linear GGGP approaches, the data type used by DTGP is larger, although
usually not asymptotically, but still more complex. However, in this thesis it was presented how
the evolutionary operators can be deﬁned correctly and eﬃciently such that the results are not
only correct derivation trees, but the time complexity remains logarithmic most of the time.
One of the challenges in deﬁning the operators was the random node selection. Deﬁning a linear
time selection is straightforward, but in this thesis a logarithmic time algorithm was presented that
makes use of additional parameters stored at the nodes. The other challenge was to improve the
success rate of the crossover operator. Due to the requirement that subtrees to be swapped must
have the same label in their root nodes, either the success rate decreases or the time complexity
increases. Therefore, in this thesis the classical crossover operator was replaced by a newly deﬁned
operator called pool crossover. Pool crossover has the same eﬀect as classical GP crossover, but it
has a logarithmic time complexity and in most cases practically 100% success rate.
How to use parameters to improve the algorithm was also shown. One important usage is for
the random node selection mentioned above. Furthermore, as presented in this thesis, bottom-up
parameters can be used to store information related to ﬁtness calculation. In some cases the
phenotype, or even the ﬁtness value, can be calculated as a parameter, making the evaluation a
constant time operator with additional logarithmic time work for parameter updates.
The values of bottom-up parameters can also be deﬁned in advance, so that they represent
semantic constraints. By using distribution sets and distribution functions, as deﬁned in this thesis,
these values can be passed to the subtrees in a top-down fashion during random tree generation.
This process is called semantically constrained derivation. Introducing semantic constraints is
a signiﬁcant improvement over standard GGGP approaches, because previously these kinds of
constraints were only incorporated in the ﬁtness function. That is, individuals not fulﬁlling the
semantic criteria were created, but later ﬁltered out with the help of the ﬁtness function.
In this thesis DTGP was analyzed in detail using a Boolean regression problem. Furthermore,
the method was tested with the 6-Multiplexer problem, and it was presented how DTGP can be
applied to the traveling salesman problem. A real-world practical application optimizing ﬁnite
input response ﬁlters using an extended version of DTGP was also outlined.
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The ﬁndings of this thesis can be summarized as follows:
Thesis I. Derivation tree based genetic programming, as deﬁned in this thesis, is a specialized
evolutionary algorithm that can be used to optimize various problems using a black-box
principle, while still guaranteeing the syntactical correctness of the generated candidates.
a. With the properly deﬁned random tree generator, DTGP generates valid derivation
trees while maintaining the required size limitations.
b. Before applying an operator, DTGP can select a random node in the derivation tree in
logarithmic time, while ensuring that the selection probability is the same for each node.
Furthermore, the set of selectable nodes can be limited and, if required, a non-uniform
selection weight can also be applied.
c. The poorly performing standard crossover can be replaced by the pool crossover, which
has the same time complexity, but usually runs with practically a 100% success rate.
Thesis II. By making use of the extensive data structure of the derivation trees, and applying
properly deﬁned parameters, the behavior of DTGP can be adjusted and the algorithm can
be improved.
a. By storing the appropriate information in the nodes, in certain cases, the ﬁtness evalua-
tion can be done in constant time. This needs additional work to update the parameters
after the operators are applied, but that does not increase their overall time complexity.
b. Using parameters, the random node selection and therefore the evolutionary operators
can be biased, and the ﬁtness evaluation can also be inﬂuenced.
c. With the help of distribution sets, distribution functions and forced synthesized at-
tributes, DTGP can enforce semantic constraints.
Thesis III. DTGP can be applied to various problems, especially when the solutions have a
structure that can be directly represented by a context-free grammar.
There are several areas that were out of the scope of this thesis and there are further possible
ways to improve the algorithm. An interesting area would be to experiment with various param-
eters and use them for biasing the random node selection, the operators or the ﬁtness evaluation.
This thesis did not examine the aspects of implementing DTGP. The algorithms needed for
DTGP are described in this thesis, but of course there are other ways to implement the same
functionality. There are ways to reduce the storage requirements as well. For example, it is
possible to store identical subtrees only once. Furthermore, oﬀsprings created from the same
parents tend to have large portions that are identical. Thus, it might be interesting to examine
the possibility to store the original trees once and then only the changes.
An advantage of population based optimization methods, like evolutionary algorithms, is the
possibility of easy parallelization. Using current trends of multi-core processors and general pur-
pose computing on graphics processing units (GPGPU) it is possible to speed up the algorithm,
although implementing a parallel version of certain components, like pool crossover, is not a trivial
task.
Since the concept of derivation trees is deﬁned not only for context-free grammars, DTGP
might be adapted to other systems as well, for example to context-free hyperedge replacement
grammars.
8
Conclusions in Hungarian
A dolgozatban egy u´j nyelvtan veze´relt genetikus programoza´si (GGGP) elja´ra´s, a deriva´cio´s fa
alapu´ genetikus programoza´s (DTGP) keru¨lt deﬁnia´la´sra e´s kie´rte´kele´sre. Ez a mo´dszer egy elo˝re
megadott ko¨rnyezetfu¨ggetlen nyelvtan feletti deriva´cio´s fa´kat haszna´lja az egyedek reprezenta´-
la´sa´ra, e´s ezekre a fa´kra alkalmaz genetikus programoza´st. Enne´lfogva a deriva´cio´s fa alapu´
GGGP -k katego´ria´ja´ba sorolhato´, e´s ma´s nyelvtan veze´relt elja´ra´sokhoz hasonlo´an garanta´lni
tudja, hogy az elo˝a´ll´ıtott egyedek az adott nyelvtan szempontja´bo´l mindig szintaktikailag helyesek.
A linea´ris GGGP megko¨zel´ıte´sekkel o¨sszehasonl´ıtva a DTGP adatt´ıpusa nagyobb, ba´r legto¨bb-
szo¨r nem aszimptotikusan, de mindenke´pp o¨sszetettebb. Ez a dolgozat bemutatta, hogyan lehet
az evolu´cio´s opera´torokat helyesen e´s hate´konyan deﬁnia´lni u´gy, hogy ne csak a deriva´cio´s fa´k
legyenek helyesek, hanem az ido˝bonyolultsa´g is logaritmikus maradjon az esetek to¨bbse´ge´ben.
Az egyik kih´ıva´s az opera´torok deﬁnia´la´sa´na´l a ve´letlen csu´cskiva´laszta´s. Egy linea´ris ideju˝
kiva´laszta´s egyszeru˝en deﬁnia´lhato´, de ebben a dolgozatban egy olyan logaritmikus ideju˝ algo-
ritmust mutattunk be, amely a csu´csokban ta´rolt parame´tereket hasznos´ıtja. A ma´sik kih´ıva´s a
kereszteze´s opera´tor hate´konysa´ga´nak no¨vele´se. Mivel a megcsere´lendo˝ re´szfa´k gyo¨kereinek azonos
c´ımke´vel kell rendelkezniu¨k, eze´rt vagy a hate´konysa´g foka cso¨kken, vagy a futa´si ido˝ no˝. A dolgo-
zatban a klasszikus kereszteze´s opera´tort eze´rt egy u´jonnan deﬁnia´lt opera´tor, a ke´szlet kereszteze´s
helyettes´ıti. Ennek az opera´tornak ugyanaz az eredme´nye, mint a klasszikus GP kereszteze´s
opera´tornak, logaritmikus ideju˝, e´s legto¨bb esetben gyakorlatilag 100%-os hate´konysa´gu´.
Azt is bemutattuk, hogyan lehet parame´tereket alkalmazni az algoritmus tova´bbfejleszte´se´re.
Ennek egy fontos alkalmaza´sa a fent eml´ıtett ve´letlen csu´cskiva´laszta´s. A lentro˝l-felfele´ parame´-
terek arra is alkalmasak, hogy a ﬁtness sza´mı´ta´shoz haszna´lhato´ informa´cio´t ta´roljunk el. Ne´mely
esetben a fenot´ıpus, vagy aka´r a ﬁtness e´rte´k is kisza´mı´thato´ parame´terke´nt, e´s ı´gy a kie´rte´kele´s
ido˝ige´nye konstans, egy tova´bbi, logaritmikus ideju˝ mu˝velettel a parame´terek friss´ıte´se´re.
A lentro˝l-felfele´ parame´terek e´rte´keit elo˝re is megadhatjuk, mint szemantikai korla´tokat. A
disztribu´cio´s halmazok e´s disztribu´cio´s fu¨ggve´nyek haszna´lata´val ezeket az e´rte´keket fentro˝l lefele´
haladva lehet tova´bbadni a re´szfa´knak a ve´letlen fa genera´la´sa sora´n. Ezt az elja´ra´st szemantikailag
korla´tozott deriva´cio´nak nevezzu¨k. A szemantikai korla´tok alkalmaza´sa egy jelento˝s elo˝rele´pe´s a
kora´bbi GGGP elja´ra´sokhoz ke´pest, mert eddig ilyen korla´toza´sokat csak a ﬁtness fu¨ggve´nybe
lehetett bee´p´ıteni. Ebben az esetben olyan egyedek is le´trejo¨ttek, amelyek nem ele´g´ıtette´k ki a
szemantikai korla´tokat, e´s ezeket ke´so˝bb a ﬁtness e´rte´k alapja´n kellett kiszu˝rni.
Ebben a dolgozatban a DTGP mo´dszer egy logikai regresszio´s proble´ma´n keru¨lt re´szletes be-
mutata´sra. Ezen k´ıvu¨l a DTGP-t teszteltu¨k a 6-Multiplexer proble´ma´n, valamint bemutattuk,
hogyan lehet alkalmazni az utazo´u¨gyno¨k proble´ma´ra. A mo´dszer FIR (ﬁnite input response) ﬁl-
terek optimaliza´la´sa´ra valo´ gyakorlati alkalmaza´sa´t szinte´n o¨sszefoglaltuk.
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A dolgozat mega´llap´ıta´sainak o¨sszefoglala´sa:
I. Te´zis A deriva´cio´s fa alapu´ genetikus programoza´s, ahogy ebben a dolgozatban deﬁnia´ltuk,
egy specializa´lt evolu´cio´s algoritmus, ami ku¨lo¨nbo¨zo˝ optimaliza´la´si proble´ma´k megolda´sa´ra
alkalmazhato´ a fekete doboz elv alkalmaza´sa´val, miko¨zben az elo˝a´ll´ıtott egyedek szintaktikai
helyesse´ge is garanta´lt.
a. A jo´l deﬁnia´lt ve´letlen fa genera´torral a DTGP e´rve´nyes deriva´cio´s fa´kat a´ll´ıt elo˝
miko¨zben a szu¨kse´ges me´retkorla´toza´st is betartja.
b. Az opera´torok alkalmaza´sa elo˝tt a DTGP logaritmikus ido˝ige´nnyel ki tud va´lasztani egy
ve´letlen csu´csot a deriva´cio´s fa´ban, miko¨zben biztos´ıtja, hogy a kiva´laszta´s valo´sz´ınu˝-
se´ge minden csu´csra ugyanaz. Tova´bba´ a kiva´laszthato´ csu´csok halmaza korla´tozhato´,
e´s szu¨kse´g esete´n nem uniform szelekcio´s su´ly is alkalmazhato´.
c. A gyenge´n teljes´ıto˝ standard kereszteze´s helyettes´ıtheto˝ a ke´szlet kereszteze´ssel, ami
ugyanolyan ido˝ige´nyu˝, de legto¨bbszo¨r 100%-os hate´konysa´ggal mu˝ko¨dik.
II. Te´zis A deriva´cio´s fa´k kibo˝v´ıtett adatt´ıpusa´nak ko¨szo¨nheto˝en, megfelelo˝en deﬁnia´lt parame´-
tereket alkalmazva, a DTGP viselkede´se alak´ıthato´, e´s az algoritmus tova´bbfejlesztheto˝.
a. Megfelelo˝ informa´cio´ csu´csokban to¨rte´no˝ elta´rola´sa´val bizonyos esetekben a ﬁtness fu¨gg-
ve´ny konstans ido˝ben kie´rte´kelheto˝. A parame´terek friss´ıte´se tova´bbi sza´mı´ta´st ige´nyel
az opera´torok alkalmaza´sa uta´n, de ez nem no¨veli a teljes ido˝bonyolultsa´got.
b. Parame´terek haszna´lata´val a ve´letlen csu´cskiva´laszta´s, e´s eza´ltal az evolu´cio´s opera´-
torok, valamint a ﬁtness kie´rte´kele´s is befolya´solhato´.
c. Megko¨to¨tt szintetiza´lt attribu´tumok seg´ıtse´ge´vel szemantikus korla´tok helyezheto˝k az
algoritmusba.
III. Te´zis A DTGP alkalmazhato´ ku¨lo¨nfe´le proble´ma´kra, ku¨lo¨no¨sen akkor, ha a megolda´soknak
olyan struktu´ra´juk van, amely egy ko¨rnyezetfu¨ggetlen nyelvtannal le´ırhato´.
A mo´dszer ne´ha´ny aspektusa, illetve az algoritmus to¨bb lehetse´ges tova´bbfejleszte´si ira´nya
tu´lmutat a dolgozat keretein. Egy e´rdekes te´ma a ku¨lo¨nfe´le parame´terek vizsga´lata, illetve ezek
alkalmaza´sa a ve´letlen csu´cskiva´laszta´s, az opera´torok, vagy a ﬁtness kie´rte´kele´s befolya´sola´sa´ra.
A dolgozat nem vizsga´lta a DTGP implementa´la´sa´nak re´szleteit. A DTGP megvalo´s´ıta´sa´hoz
szu¨kse´ges algoritmusokat bemutattuk, de terme´szetesen a funkcionalita´s ma´s mo´don is imple-
menta´lhato´. A ta´rige´ny cso¨kkente´se´re is van leheto˝se´g, pe´lda´ul az azonos re´szfa´kat lehetne csak
egy pe´lda´nyban ta´rolni. Ezen k´ıvu¨l, az azonos szu¨lo˝kto˝l lesza´rmazott egyedek sokszor jelento˝s
re´szben megegyeznek. Eze´rt e´rdekes lenne megvizsga´lni azt a leheto˝se´get, hogy csak az eredeti
fa´kat ta´roljuk el ege´szben, uta´na pedig csak a va´ltoztata´sokat.
A popula´cio´ alapu´ optimaliza´la´si elja´ra´sok, ı´gy az evolu´cio´s algoritmusok egyik elo˝nye, hogy
ko¨nnyen pa´rhuzamos´ıthato´k. Napjaink trendjeit ko¨vetve a to¨bbmagos processzorok e´s a GPGPU
leheto˝se´geit kihaszna´lva az algoritmus felgyors´ıthato´, ba´r ne´ha´ny komponens, mint pe´lda´ul a
ke´szlet kereszteze´s pa´rhuzamos´ıtott va´ltozata´nak megvalo´s´ıta´sa nem trivia´lis feladat.
Mivel a deriva´cio´s fa´k koncepcio´ja nem csak a ko¨rnyezetfu¨ggetlen nyelvtanokra le´tezik, a DTGP
ma´s rendszerekre is a´tteheto˝, pe´lda´ul a ko¨rnyezetfu¨ggetlen hipere´l-a´t´ıro´ nyelvtanokra.
A
Notations
A.1 Derivation trees
A[T1, T2, . . . , Tn] a derivation with a root node having label A, and children T1, T2, . . . , Tn
N [T1, T2, . . . , Tn] a derivation with root node N , and children T1, T2, . . . , Tn
T [A] a derivation tree rooted with label A
N.p parameter p of node N
T.p property p of tree T , or parameter p at the root node of T
T (X) the set of all derivation trees rooted with label x ∈ X
T (G) the set of all derivation trees over grammar G
N.parent reference to the parent of node N
N.children indexed reference to the children of node N
N.label the label of node N
N.size size of the subtree rooted at N , that is the sum of all nodes in the subtree
N.nw node selection weight used for random node selection
N.sw subtree weight, that is the sum of the node selection weigths for each node
A.2 Miscallenous
Dom(f) the domain of function f . Outside of this set f is not deﬁned.
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