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Abstract
We propose a technique for increasing the efficiency of gradient-based inference
and learning in Bayesian networks with multiple layers of continuous latent vari-
ables. We show that, in many cases, it is possible to express such models in an
auxiliary form, where continuous latent variables are conditionally deterministic
given their parents and a set of independent auxiliary variables. Variables of mod-
els in this auxiliary form have much larger Markov blankets, leading to significant
speedups in gradient-based inference, e.g. rapid mixing Hybrid Monte Carlo and
efficient gradient-based optimization. The relative efficiency is confirmed in ex-
periments.
1 Introduction and related work
Bayesian networks (also called belief networks) are probabilistic graphical models where a set of ran-
dom variables and their conditional dependencies are described by a directed acyclic graph (DAG).
Many supervised and unsupervised models can be considered as special cases of Bayesian networks.
In this paper we focus on the problem of efficient inference in Bayesian networks with multiple
layers of continuous latent variables, where exact inference is intractable (e.g. the conditional de-
pendencies between variables are nonlinear) but the joint distribution is differentiable. Algorithms
for approximate inference in dynamic Bayesian networks can be roughly divided into two cate-
gories: sampling approaches and parametric approaches. Parametric approaches include Belief
Propagation [Pea82] or the more recent Expectation Propagation (EP) [Min01]). When it is not
reasonable or possible to make assumptions about the posterior (which is often the case), one needs
to resort to sampling approaches such as Markov Chain Monte Carlo (MCMC) [Nea93]. In high-
dimensional spaces, gradient-based samplers such as Hybrid Monte Carlo [DKPR87] are known
for their relatively fast mixing properties. When just interested in finding a mode of the posterior,
vanilla gradient-based optimization methods can be used.
Our method uses the concept of conditionally deterministic variables, which have been earlier used
in e.g. [CS05], but not as a tool for efficient inference in general Bayesian networks with continuous
variables.
In section 3 we propose a method for transforming a Bayesian network with continuous latent vari-
ables to an (equivalent) auxiliary model, where the continuous latent variables Z are replaced by
latent variables Z˜ that are conditonally deterministic given auxiliary variables E. We show that this
auxiliary model is equivalent to the original model when the auxiliary variablesE are integrated out.
However, it is also possible to integrate out the Z˜, resulting in an auxiliary joint PDF over X and
E. The main advantage is that inference is much faster in this form. This can be explained from the
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observation that the Markov blankets of variables in the auxiliary form are larger than the variables
in the original form; consequently, gradients of the auxiliary PDF take into account information
from more variables, while the computational complexity for each update is equal to the original
form. In section 4 we show some empirical results that confirm our theoretical results. Gains are es-
pecially noticable in models with many interconnected latents variables, such as Dynamic Bayesian
networks [Mur02].
The method is applicable to conditional distributions for which it is possible to design an auxil-
iary form (see section 3.3). This includes distributions for which a differentiable inverse CDF, or
differentiable approximations, exists.
2 Background
Notes about notation. We write pθ(X|Y ) and pθ(X) to denote distributions with parameter θ,
i.e. pθ(.) is shorthand for p(.;θ). We write pθ(x|y) and pθ(x) to denote pθ(X = x|Y = y) and
pθ(X = x), the corresponding (conditional) probability density or mass functions (PDFs or PMFs).
In some situations θ is treated as a random variable. Also note θ is treated as a global vector, and
each distribution typically only uses a small subset of θ’s elements. Variables are capitalized, sets
of variables are capitalized and bold, vectors are written in bold and lower case.
2.1 Bayesian networks
A Bayesian network models a set of random variables V = {Vj : j ∈ {1 . . . N} and their con-
ditional dependencies as a directed acyclic graph, where each variable corresponds to a vertex and
each edge to a conditional dependency. Let the distribution of each variable Vj be pθ(Vj |Paj),
where we condition on Vj’s (possibly empty) set of parents Paj , and θ is a global parameter vec-
tor. The joint distribution over V can be computed as follows, using the factorization property of
Bayesian networks:
pθ(V) = pθ(V1, . . . , VN ) =
N∏
j=1
pθ(Vj |Paj) (1)
The joint PDF of Bayesian networks can be represented as a factor graph where each factor fVj (.)
corresponds to an individual conditional PDF: fVj (vj ;paj ,θ) = pθ(vj |paj) where vj is a value
of Vj , paj is a value of Paj and pθ(vj |paj) is the PDF or PMF of the corresponding conditional
distribution pθ(Vj |Paj) 1. The Markov blanket of some variable Vj can be described is the set of
all variables that appear as arguments of factors in which Vj also appears as an argument.
We use conditionally deterministic variables. The value of such a variable Vj with parents Paj
is deterministically computed with a (possibly nonlinear) function gj(.) from the parents and the
parameters in the Bayesian network: Vj = gj(Paj ,θ). The PDF of a conditionally deterministic
variable is a Dirac delta function, which we define as a Gaussian PDF N (.;µ, σ) with infinitesimal
σ:
pθ(vj |paj) = lim
σ→0
N (vj ; gj(paj ,θ), σ) (2)
which equals +∞ when vj = gj(paj ,θ) and equals 0 everywhere else, and
∫
vj
pθ(vj |paj) = 1.
2.2 Learning problem under consideration
Let x = {x(i) : i = 1 . . .M} be some i.i.d. dataset with M datapoints where x is a vector with all
data concatenated. Likewise, z = {z(i) : i = 1 . . .M} is a value of all latent variables variables
for all datapoints. The joint PDF over data data and latent variables is pθ(x, z) =
∏M
i=1 pθ(x
i|zi).
We focus on the problem of learning the parameters of Bayesian networks with continuous latent
variables where the data likelihood pθ(x) =
∫
z
pθ(x, z) dz is intractable to compute or differentiate
1For brevity we sometimes treat sets of random variables like Paj as a random variables and paj as their
instantiated vectors
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(which is true in general). We also focus on the case where the joint distribution pθ(x, z) over all
variables is (at least) once differentiable, so it is possible to efficiently compute first-order partial
derivatives of the joint distribution w.r.t. variables and parameters.
During inference we often treat the parameters θ as a random variable where we let p(.|θ) = pθ(.).
In this case, two well-known modes of learning can be distinghuised: (1) maximum a posteriori
(MAP) inference where we are interested in a value of θ that (approximately) maximizes p(θ|x) ∝
p(x|θ)p(θ), and (2) full Bayesian inference where we are interested in finding (or approximating)
the full posterior distribution p(θ|x).
2.3 Gradient-based learning algorithms
For the learning problem outlined in section 2.2, we summarize some well-known gradient-based
learning approaches using approximate inference.
MAP inference with EM. A general algorithm for finding MAP estimates in the presence of la-
tent variables, is the Expectation Maximization (EM) [DLR77] algorithm. Since in our learning
problem the expectation is intractable in general, approximations are required such as Monte Carlo
EM [WT90] (MCEM) where an MCMC-based numerical expectation is used in the E-step. The like-
lihood and prior are differentiable in the case under consideration, so gradients are easily obtained
and Hybrid Monte Carlo [DKPR87] (HMC) can be used as a sampler, using pθ(z|x) ∝ p(x, z|θ)
for fixed x and θ. HMC has fast mixing properties in the high-dimensional and continuous case. A
faster method for approximate MAP inference is where we treat the latent variables z as parameters,
and we maximize p(θ, z|x) ∝ p(x, z|θ)p(θ) w.r.t. θ and z simultaniously using gradient ascent,
which can be shown to optimize a lower bound of p(θ|x) [NH98]. However, this comes with a
relatively large risk of overfitting.
Full Bayesian inference with HMC. In the case of full Bayesian estimation we are interested
in estimating (or approximating) the full posterior distribution p(θ|x) ∝ p(x|θ)p(θ). We can do
this by sampling θ and z simultanously from the joint density: p(θ, z|x) ∝ p(x, z|θ)p(θ) and then
keeping only samples of θ. Similar to MCEM, HMC can be used to efficiently generate samples.
2.4 Gradient-based information flow
The gradient-based approaches outlined above generally perform updates of z using gradients of the
joint PDF pθ(x, z) in their inner loop, i.e. (1) for current values of z, acquire gradient information
∇z log pθ(x, z) by differentiation; (2) update z using currently available gradient information. In
Bayesian networks, the joint PDF pθ(x, z) is available in factorized form (eq. (1)). From eq. (1) it
is easy to see that the gradient of the joint PDF with respect to some variable Xj is only dependent
on the variables that are in the the Markov blanket of Xj , because only the variables in the Markov
blanket of Xj share factors in which Xj appear. The gradient of the joint log-PDF with respect to a
variable is equal to the sum of gradients of the log of the connected factors in the factor graph.
In consequence, when performing a gradient-based value update of the variables (as outlined above),
the current value of each variable only influences the new values of variables in its Markov blan-
ket. The minimum number of factors that separate two variables in the factor graph determines the
number of gradient steps required before information about the value of Xi has reached Xj and
vice versa. We will show that it is possible to formulate the problem in an auxiliary form in which
gradient-based inference and learning is generally faster.
3 Inference and learning in auxiliary form
We propose a method for transforming the original Bayesian network into an equivalent form in
which gradient-based inference and learning is more efficient.
3.1 Method
We will explain our method with a Bayesian network with Z ∪ X = V where X is the set of
observed variables and Z is the set of continuous latent variables that have parents in the graph. For
3
· · · Zj · · · · · · Z˜j
Ej
· · ·
(a) (b)
Figure 1: (a) A continuous latent variable Zj with parents Paj and a conditional distribution
pθ(Zj |Paj). (b) The auxiliary form where we replaced each Zj with Z˜j (with parents P˜aj , where
Z˜ = gZ(P˜aj , Ej ,θ), with auxiliary latent variable Ej ∼ pθ(Ej), such that Zj |Paj equals Z˜j |P˜aj
in distribution. The diamond indicates a conditionally deterministic variable: the value of Z˜j is only
deterministic when conditioned on both P˜aj and Ej .
the sake of clarity we don’t include discrete latent variables in our explanation. Let the variables
Xj ∈ X and Zj ∈ Z be elements of these sets, with corresponding distributions pθ(Xj |Paj) and
pθ(Zj |Paj), where θ is again some global set of parameters. For each j, Paj is the set of parents
of each variable; the parents of each node j are subdivided into the sets Paj = Xj ∪ Zj where
Xj ⊆ X and Zj ⊆ Z. The Bayesian network models the joint PDF over the variables with factors
fXj (.) and fZj (.) as:
pθ(X,Z) =
∏
Xj∈X
pθ(Xj |Paj)
∏
Zj∈Z
pθ(Zj |Paj) (3)
=
∏
Xj∈X
pθ(Xj |Xj ,Zj)
∏
Zj∈Z
pθ(Zj |Xj ,Zj) (4)
=
∏
Xj∈X
fXj (Xj ;Xj ,Zj ,θ)
∏
Zj∈Z
fZj (Zj ;Xj ,Zj ,θ) (5)
Step 1: Form an auxiliary Bayesian network. Form an auxiliary Bayesian network over vari-
ables X, Z˜ and E, where each original Zj ∈ Z is replaced by a conditionally deterministic variable
(see eq. (2)) Z˜j ∈ Z˜, where each Z˜j has an extra parent Ej ∈ E with Ej ∼ pθ(Ej) (an auxiliary
variable) that is a root node of the auxiliary network. Let in the auxiliary network P˜aj be each
node’s parents except any Ej , so P˜aj = Xj ∪ Z˜j , and p˜aj a value of P˜aj 2. See figure 1.
Step 2: For each Z˜j ∈ Z˜, define an appropriate generating function gj(.) and auxiliary latent
variable Ej ∼ pθ(Ej). For each Ej we are going to define an appropriate distribution Ej ∼
pθ(Ej), and for each Z˜j an appropriate deterministic generating function gj(.) where:
Z˜j = gj(P˜aj , Ej ,θ) (6)
such that Zj |Paj and Z˜j |P˜aj are equal in distribution:
∀paj , zj : pθ(Zj = zj |Paj = paj) = pθ(Z˜j = zj |P˜a = paj) (7)
where:
pθ(Z˜j = zj |P˜a = paj) =
∫
j
pθ(Ej = j)pθ(Z˜j = zj |P˜a = paj , Ej = j) dj (8)
= Ej
[
pθ(Z˜j = zj |P˜a = paj , Ej = j)
]
(9)
2Latent variables that are root nodes of the graph can actually be copied to the auxiliary graph unchanged,
since there is no computational advantage in putting them in auxiliary form, but for the sake of simplicity we
will also convert them in this description.
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In other words, for each continuous latent variable Zj ∈ Z with parents Paj we define an aux-
iliary latent variable Ej with an appropriate distribution pθ(Ej), and a deterministic generating
function gj(Paj , Ej ,θ), such that the distributions of the new random variable Z˜j |P˜aj and the
original Zj |Paj are equal. Note that the variable Z˜j |P˜aj , Ej is deterministic, but Z˜j |P˜aj is non-
deterministic (when conditioned on only P˜aj). Examples of valid choices of Ej and gj(.) are
discussed in section 3.3.
Under the condition of eq. (7) it can be shown that the joint X,Z and the joint X, Z˜ are equal in
distribution:
∀x, z : pθ(X = x, Z˜ = z) = E
[
pθ(X = x, Z˜ = z|E = )
]
(10)
= pθ(X = x,Z = z) (11)
Step 3: Define the auxiliary PDF. Since eachEj is a root node in the auxiliary network, its factor
corresponds to its PDF we defined above: f˜Ej (Ej ;θ) = pθ(Ej). Each factor f˜Xj (.) corresponding
to an observed variable Xj in the auxiliary network is equal to the original factor fXj (.), except that
that any Zj in the function arguments is substituted for Z˜j . Each factor f˜Z˜j (.) = pθ(z˜j |p˜aj , j)
corresponds to a conditionally deterministic variable Z˜j ∈ Z˜ (see eq. (2)). In effect the PDF of
the joint distribution pθ(X,E, Z˜) is zero almost everywhere. Interestingly, and this is important,
the marginal PDF pθ(X,E) can be quite easily retrieved by marginalizing out the conditionally
deterministic Z˜:
pθ(x, ) =
∫
z˜
pθ(x, , z˜) dz˜ (12)
=
∫
z˜
∏
Xj∈X
pθ(xj |p˜aj)
∏
Z˜j∈Z˜
pθ(z˜j |p˜aj , j)
∏
Ej∈E
pθ(j) dz˜ (13)
=
∏
Xj∈X
pθ(xj |p˜aj)
∏
Ej∈E
pθ(j) where ∀Z˜k ∈ Z˜ : z˜k = gk(p˜ak, k,θ) (14)
=
∏
Xj∈X
f˜Xj (xj ; p˜aj ,θ)
∏
Ej∈E
f˜Ej (j ;θ) where ∀Z˜k ∈ Z˜ : z˜k = gk(p˜ak, k,θ)
(15)
where the values of z˜k are computed (recursively) from their ancestors with gk(.). We call the
marginalized PDF pθ(x, ) of eq. (15) the auxiliary form of the original problem.
Step 4: Fast inference and learning in auxiliary form. Important to note from eq. (15) is that
factors (conditonal PDFs) f˜Xj (.) of observed variables Xj with any Z˜k ∈ Z˜ as their argument, can
be expressed as being a function of Z˜k’s parents, by substituting Z˜k by gk(.). If Z˜k then again has
any other Z˜l as his parents, the factor f˜Xj (.) can again be expressed as a function of Z˜l’s parents,
and so on, recursively. As a result any factor f˜Xj (.) can be expressed as being a function with ances-
tral observed variables Xk’s and ancestral auxiliary variables Ek’s as its arguments. Thus, the main
advantage of the auxiliary form (eq. 15) is that the Markov blankets of the observed variables ex-
tend (recusively) through the conditionally deterministic variables, reaching (typically) much more
variables. This leads to faster spread of information when performing gradient-based inference and
learning, especially for Bayesian nets with many layers of interdependent continuous latent vari-
ables.
Evaluating and differentiating the auxiliary PDF for certain values of x and  is straightforward,
which we explain in section 3.2. We can then e.g. apply gradient-based algorithms (section 2.4) to
perform fast inference and learning. Given equality 11, the values of Z˜, computed from correspond-
ing values of X and E, can at any point be treated as samples of Z.
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3.2 Efficient Implementation
The method to efficiently evaluate and differentiate the auxiliary joint PDF given values z,  of the
variables Z and E is straightforward. First compute the corresponding values of each Z˜j according
to their topological order. This order will make sure that for each Z˜j , the value of its parents are
computed first. Subsequently compute the values of all factors, and finally the value of the full joint.
Computation of gradients of the joint w.r.t. variables and parameters can be done by the backprop-
agation algorithm [RHW86]. An alternative approach that requires substantially less manual differ-
entiation work is through the use automatic differentiation software, such as Theano [BBB+10].
3.3 Choice of Ej and gj(.)
An example of a valid choice of gj(.) and Ej is based on the inverse transformation method (or
Smirnov transform) [Dev86], a method for generating samples from a continuous target distribution
by first sampling from a uniform distribution and then transforming it through the inverse CDF of
the target distribution. Indeed, an obvious choice would be to let Z˜j = gj(.) = F−1(Ej ; P˜aj ,θ),
where F−1(Ej ; P˜aj ,θ) is the inverse CDF of pθ(Zj |Paj) and where Ej ∼ U(0, 1). For some
distributions the inverse CDF is not available or not differentiable. In these cases the inverse CDF
can often be accurately approximated using moderate-degree polynomials, e.g. used in software
package R for generating samples from a Gaussian.
Besides the inverse CDF transform, there are often other valid options, e.g. in the case where
P (Zj |Paj) = N (hθ(Paj), σ2j ), where Zj’s distribution is univariate Gaussian with some variance
σ2 and a mean determined by its parents Paj through some (e.g. nonlinear) scalar function hθ(.).
In this case a valid choice of the generating function would be to let Ej ∼ N (0, 1) and then let
gj(.) = hθ(P˜aj) + σEj . This is a valid choice (eq. (7)) since:
z˜j = hθ(p˜aj) + σj therefore j = (z˜j − hθ(p˜aj))/σ (16)
pθ(Z˜j = zj |P˜a = paj) =
∫

pθ(Ej = )pθ(Z˜j = zj |P˜a = paj , Ej = ) d
= pθ(Ej = (zj − hθ(paj))/σ) (see eqs 2 and 16)
= N ((zj − hθ(paj))/σ; 0, 1) = N (hθ(paj); zj , σ) (Gaussian PDF)
= pθ(Zj = zj |Paj = paj) (17)
A straightforward extension to the multivariate case (where Zi is a random vector) is where we treat
each element as conditionally independent, in which case a valid solution is analogous to eq. (17).
3.4 Illustrative example
Take a simple Bayesian network as in figure 2 with three continuous latent variables Z1, Z2 and Z2,
and three observed variables X1, X2 and X3. The joint PDF factorizes like
log pθ(x1,x2,x3, z1, z2, z3)
= log pθ(x1|z1) + log pθ(x2|z2) + log pθ(x3|z3) + log pθ(z3|z2) + log pθ(z2|z1) + log pθ(z1)
= log fX1(x1; z1,θ) + log fX2(x2; z2,θ) + log fX3(x3; z3,θ)
+ log fZ3(z3; z2,θ) + log fZ2(z2; z1,θ) + log fZ1(z1;θ) (18)
Now imagine we are going to perform gradient-based inference as outlined in section 2.3, in which
we iteratively perform first-order gradient based updates of the latent variables given observations.
The gradient of the joint PDF w.r.t. z1 looks like:
∇z1 log pθ(x1,x2,x3, z1, z2, z3) = ∇z1 log fX1(x1; z1,θ) + log fZ1(z1;θ) (19)
Observe that X2 and X3 are not in Z1’s Markov blanket: at each gradient step, the values of z1 and
z2 influence each others new values, the values of z2 and z3 influence each other, and the values of
z3 and x3 influence each other. It therefore takes three of such gradient steps for information about
the value of X3 to reach Z1 in this example.
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X1 X2 X3
Z1 Z2 Z3
X1 X2 X3
Z˜1 Z˜2 Z˜3
E1 E2 E3
(a) (b)
Figure 2: (a) A basic illustrative Bayesian network with three continuous latent variables and
three observed variables, representing pθ(X1, X2, X3, Z1, Z2, Z3). (b) The auxiliary form with
conditionally deterministic variables Z˜1, Z˜2 and Z˜3, chosen such that Z˜1 = g1(E1,θ), Z˜2 =
g2(Z1, E2,θ) and Z˜3 = g3(Z˜2, E3,θ), with auxiliary latent variables E2 ∼ pθ(E2) and E3 ∼
pθ(E3).
Now we are going to find an auxiliary form of the log-PDF in eq. (18). As described in section 3.1,
we define an auxiliary network where Z1, Z2 and Z3 are replaced by Z˜1, Z˜2 and Z˜3, with an auxil-
iary latent variableE3 and a function g3(Z˜2, E3,θ) such that Z3|Z2 and Z˜3|Z˜2 equal in distribution.
Similarly for E2 and E1. Note that putting Z1 in auxiliary form is trivial and does not bring any
advantages (since it doesn’t have parents), but we’ll do it anyway for the sake of consistency.
z˜1 = 1 and z˜2 = g2(2, z˜1,θ) and z˜3 = g3(3, z˜2,θ) (20)
The auxiliary PDF (eq.(15)) is:
log pθ(x1,x2,x3, 1, 2, 3) = log f˜X1(x1; z˜1,θ) + log f˜X2(x2; z˜2,θ) + log f˜X3(x3; z˜3,θ)
+ log f˜E1(1;θ) + log f˜E2(2;θ) + log f˜E3(3;θ) (21)
Observe that each z˜j is a recursively a function of all Ek’s with k ≤ j; therefore each variable Xj’s
has all Ek’s with k ≤ j in its Markov blanket, while it only has Zj in its Markov blanket in the
original network. This is also reflected in the gradients of the auxiliary joint PDF, e.g. w.r.t. 1:
∇1 log pθ(x1,x2,x3, 1, 2, 3) = (22)
∇1 log f˜X1(x1; z˜1,θ) +∇1 log f˜X2(x2; z˜2,θ) +∇1 log f˜X3(x3; z˜3,θ) +∇1 log f˜E1(1;θ)
4 Experiments
Two experiments were performed to empirically evaluate the relative efficiency of the auxiliary form.
4.1 Generative model of MNIST digits
In our first experiment we trained generative models of handwritten digits from the MNIST
dataset [LBBH98], and compare convergence speed for inference in original versus auxiliary form.
The first model consists of two layers of each continuous latent random vectors of size 64, and
one layer with an observed binary random variable of size 768 (the digit images), connected
like Z1 → Z2 → X . All variables are (random) vectors. The joint PDF is pθ(x, z1, z2) =
pθ(x|z1)pθ(z1|z2)pθ(z2), where pθ(x|z2) = xa + (1 − x)(1 − a) where a = h(Wxz2 + bx),
where h(.) is a piecewise sigmoid nonlinearity. The latent variables are connected with the PDF
pθ(z2|z1) = N (z2; tanh(Wz2z1 + bz2), σ2z2I), where N (.; ., .) is the Gaussian PDF. The PDF of
the first layer is pθ(z1) = N (z1; 0, σ2z1I). The parameters are θ = {Wx,bx,Wz2 ,bz2 , σz2 , σz1}.
Note that the dependencies between layers bear similarities to a neural networks architecture. We
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Figure 3: Left: convergence of log-likelihood for generative MNIST problem. Right: Convergence
of log-likelihood for the dynamic Bayesian network (DBN).
also trained a network with a third layer of latent variables, like Z1 → Z2 → Z3 → X . The pa-
rameters follow a zero-centered Gaussian prior distribution: N (.; 0, 0.01I), except for the σ’s which
follow logN (.; 0, 0.01I).
We used Monte Carlo EM (MCEM) [WT90] for learning the parameters of this generative network,
where Hybrid Monte Carlo [DKPR87] was used for the E-step, and 5 steps of Adagrad [DHS10] for
the M-step. Each HMC iteration, five leapfrog steps were performed with a stepsize of 0.01. This
setting worked well with an acceptance rate of around 50% for all experiments. Adagrad was used
with an initial stepsize of 0.1 for all experiments. Training was performed a random 10000 digits of
the training set. All experiments were performed with the same initial parameters by sampling from
the Gaussian θ ∼ N (0, 0.01). The auxiliary form of eq. 17 was used.
Results MAP inference in original form progressed quite slowly, but much faster in auxiliary
form, in both the 2-layer and 3-layer network, as expected from theory. Inference with auxiliary
transform converged an order of magnitude faster in both cases. Interestingly, the 3-layer model did
not improve upon the data likelihood. See figure 3.
4.2 Dynamical Bayesian Network
In our second experiment we learned the parameters (also using MAP) of a dynamical Bayesian
Network of length 10 and a structure as in section 3.4, with both latent variables and observed vari-
ables being continuous random vectors of size 10. Dependencies between latent variables were:
pθ(zt+1|zt) = N (zt+1; tanh(Wzzt + bz), σ2zI). Dependencies between latent variables and ob-
served variables were pθ(xt|zt) = N (xt; tanh(Wxzt + bx), σ2xI). Also, pθ(z0) = N (0, σ2z0I).
The data was generated by sampling parameters from pθ(z0) = N (0, I) and then forward sampling
through the network, generating 100 datapointsm each with an assigment of observed variables for
each timestep. The parameter prior, initial parameters, the used auxiliary form and the MCEM
hyperparameters were equal as in the MNIST experiment.
Results Similar to the MNIST experiment, MAP inference converged an order of magnitude faster
in auxiliary form. See figure 3 (right).
5 Conclusion
The main contribution of this paper is that we show how to transform a Bayesian network with con-
tinuous latent variables to an auxiliary form. In this auxiliary form, latent variables are conditionally
deterministic and can be integrated out. Instead, we sample from auxiliary variables. Since variables
in the auxiliary form have larger Markov blankets, such inference should be generally faster. The
method improves inference efficiency especially when there are multiple layers of dependent latent
variables. The method is applicable to any conditional distribution with differentiable invertable
CDFs, but we also show that easier transforms are possible as well. Efficiency is evaluated and
confirmed empirically through measurement of inference efficiency with a generative model of the
MNIST dataset, and a dynamic Bayesian network.
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