Abstract. The requirement of transformation invariance of a probability distribution is employed to derive prior probabilities for the coefficients of the equation describing a hyperplane. In two dimensions, this is a straight line, in three dimensions an ordinary plane etc. We treat the general case of n dimensions and propose a procedure to normalize the resulting distributions in order to make them proper and appropriate for model comparison problems.
INTRODUCTION
Fitting a straight line in two dimensions to a set of experimental data is one of the most important traditional regression problems in physics [1, 2] . The usual procedure employs the least squares method meaning that in a Bayesian sense the prior probability for the coefficients of the straight line is taken flat, improper. This choice is often a reasonable approximation but in a strict sense unacceptable since it violates the requirement of transformation invariance because a flat prior in a given system of coordinates does in general not remain flat after translations and rotations of that system. If the prior probability is uninformative, then we must insist that it remain invariant under such basic transformations. As a first introductory example we shall derive the prior distribution for a straight line in two dimensions parallel to one of the axes of the coordinate system. The only sensible transformation in this case is a translation. Our second introductory example will be the prior probability for the coefficient of a straight line in two dimensions passing through the origin. The only sensible coordinate transform for this case is a rotation of the coordinate system. We show that the resulting prior distribution satisfies intuition. These two special elementary cases constitute the elements of the general case of an´n 1µ dimensional hyperplane in n-dimensional space.
THE TRANSFORMATION INVARIANCE EQUATION
Consider a probability density of a set of parameters a p´ aµ. p´ aµda 1 ¡¡¡da n is then an element of probability mass whose value must be independent from the system of coordinates which we use to evaluate its numerical value. Hence, for a different system of coordinates a ¼ we must require that
yielding the functional equation
where the determinant on the right-hand side is the Jacobian of the transformation a a ¼ . Since any finite transformation a a ¼ can be constructed from an appropriate sequence of infinitesimal transformations it is sufficient to consider a single infinitesimal transformation. We denote the infinitesimal transformation which maps a onto a ¼ as
The right-hand side of (3) is a function of ε, the left hand side is independent of ε.
Hence, by differentiating (3) by ε we obtain
the general functional equation which satisfies the requirement of transformation invariance. Well known special cases are obtained for a scalar and subject to the similarity
and, for a subject to a translation a ¼ a · ε,
The former is the well known Jeffreys prior for a scale variable, the latter the improper prior for a location variable.
COORDINATE TRANSFORMS
The general problem which we are going to solve is to find a prior distribution for the coefficients a of the linear form
In contrast to the examples of scale and location variable priors where the transform concerned directly the parameters, we shall now investigate the consequences of a transformation applied to x. First we investigate one of the two simplest cases namely
In two dimensional space this equation describes a straight line parallel to the x 2 axis.
The only sensible transformation on x 1 is in this case a translation x ¼ 1 x 1 · ε. In the transformed coordinate system we havé
Ordering terms we get
Comparison with (9) yields the transformation in a which is implied by the translation of
where the latter equality results from a neglect of all terms of order ε 2 and higher. This is in line with the infinitesimal character of the transformation. The Jacobian of the transformation is readily calculated to be´1 · 2aεµ. Substituting these results into (4) we arrive at
Assuming a 0, this differential equation may be simplified and easily solved to give
This distribution is normalizable, because of the restriction a 0. The question which cutoff a min to choose will be addressed after treating the general case.
The second elementary example which we will treat, is a straight-line passing through the origin. The equation for this case is
The only sensible transformation of the x-coordinate system is in this case a rotation. Let ϕ be the angle of rotation between the x ¼ and the x coordinate system. The transformation is then
We substitute (16) into (15) and obtain a ¼´x
Ordering in terms of x 1 and x 2 yields the implied transformation on a
The Jacobian of this transformation is´1 · 2aεµ yielding the functional equation
and the associated differential equation
which is readily solved to yield
The factor 1 π arises of course not from the solution of (20) but from subsequent normalization. This result can easily be shown to conform with intuition. Noting that the meaning of a is a tgψ, where ψ is the angle of the straight line with respect to the positive x 1 -axis, the corresponding distribution of ψ is obtained from (2) as p´ψµ 1 π. This means that the uninformative prior for a straight line passing through the origin assumes every orientation to be equally probable.
After these two prototypic examples we are well prepared to treat the general case of an´n 1µ dimensional plane in n-dimensional space. The equations for the hyperplane in the primed and unprimed coordinate systems are
The general rotation in n-dimensional space may be expressed as a sequence of two-axiś j kµ rotations [5] . There exist n 2 ¡ such rotations e.g., one for n 2, three for n 3, six for n 4 etc. Now we perform one such rotation: x ¼ i x i for all i not equal to either j or k and
Substituting the primed coordinates into (23) and collecting coefficients of x i yields the implied transformation a ¼ i a i for all i not equal to either j or k and
The Jacobian of the transformation is
and the general transformation invariance functional equation (4) leads to the partial differential equation
from which follows that p can only be a function of a 2 j · a 2 k . Since this must hold for any pair j k we conclude that
Now p must also satisfy invariance under the n possible translations
We substitute (29) into (23) and obtain
from which we read the implied transformation
with Jacobian
The unknown function p must therefore obey the second set of partial differential equations
Equation (33) which is readily integrated to yield
Note that this general result contains our previous simple case (14) for n 1 as well as the priors for the coefficients of a straight-line in two dimensions and an ordinary plane in three dimensions derived by Kendall and Moran [3] .
NORMALIZATION
The condition a i 0 in (36) means of course that the distribution is normalizable. Denote by r 2 a 2 1 · ¡¡¡a 2 n and by r 0 the minimum value of r which we allow. The normalization integral Z is then
and the normalized distribution becomes for all n 1
The remaining question concerns of course the choice of r 0 . Let x £ 1 x £ n be a point through which the hyperplane is expected to pass, then for this point (22) holds. We now answer the question: "What is the minimum value of r 2 given this point?". The Lagrangian optimization problem is to find the minimum of
The derivative with respect to a k yields
The derivative with respect to λ yields the hyperplane equation into which we substitute the solution (40) to obtain
So the coefficientsã i become explicit and r 2 0 turns out to be
A suitable choice of r 0 can therefore be obtained from that point x £ which lies farthest from the origin of the data cloud. Clearly distances are invariant under rotations but not under translations. This suggests to dispose of the origin of the x coordinate system. The highest lower limit of r 0 is obviously obtained if the origin is chosen to lie in the centre of gravity of the data vectors x j .
LOWER DIMENSIONAL HYPERPLANES
In the last section we have derived the prior probability for an´n 1µ dimensional hyperplane in n-dimensional space. Though we believe that this is, from a practical point of view, the analysis of experimental data, the by far most important case it remains a matter of principle to show how to deal with lower,´n kµ dimensional hyperplanes. The key to this problem is the parameter representation of a´k n 1µ dimensional vector space. The vector x representing a point of this space is written as
where r is the vector which fixes the origin of the vector space a 1 a k which in turn spans the´n kµ dimensional hyperplane. The vector equation (43) summarizes n scalar equations from which we may eliminate the arbitrary coefficients of the linear combination of a i λ . This leaves us with´n kµ equations. A straight-line´k 1µ in three dimensions is therefore given by two equations. There are obtained by choosing one of the three equations (43) to express λ 1 in terms of x r a 1 and then eliminate λ 1 from the remaining two equations. Choosing λ 1 ´x 1 r 1 µ a 1 the set of equations representing this straight-line is
A straight-line in three dimensions is therefore characterized by four parameters, the quantities which we have put in brackets in (44). Introducing the definitions a 2 a 1 α a 3 a 1 β p r 2 a 2 r 1 a 1 and q r 3 a 3 r 1 a 1 (44) becomes
and the transformation invariance prior for α β p q is determined from the transformations implied on α β p q by translating (3x) and rotating (3x) the x-coordinate system. We realize from inspection of (45) that there is some equivalence between x 2 x 3 , but operations on x 1 (either translation of x 1 or rotation about x 1 ) will yield different implied transformations. It remains to be said that the necessary calculations are simple but lengthly. They lead to a prior probability independent of p q p´α β µ 1 π
This result has previously been obtained also by Kendall and Moran [3] . The discussion above leads us to suspect that it will be difficult if not impossible to derive a general result for an´n kµ dimensional hyperplane due to the in-equivalence of the coordinates which results from the process of parameter elimination from the general equation (44).
SUMMARY AND CONCLUSIONS
Prior probabilities for the coefficients of an´n 1µ dimensional vector space have been derived for arbitrary n. A method has been devised to turn these distributions into proper priors which are required for a Bayesian model comparison. Important applications of these prior distributions arise in multivariate linear regression and in neural networks modeling of experimental data. A paper with an application in the latter class of problems is in preparation [4] .
