With a view to proving the conjecture of "dlt extension" related to the abundance conjecture, a sequence of potential candidates for replacing the Ohsawa measure in the Ohsawa-Takegoshi L 2 extension theorem, called the "lc-measures", which hopefully could provide the L 2 estimate of a holomorphic extension of any suitable holomorphic section on a subvariety with singular locus, are introduced in the first half of the paper. Based on the version of L 2 extension theorem proved by Demailly, a proof is provided to show that the lc-measure can replace the Ohsawa measure in the case where the classical Ohsawa-Takegoshi L 2 extension works, with some improvements on the assumptions on the metrics involved. The second half of the paper provides a simplified proof of the result of Demailly-Hacon-Păun on the "plt extension" with the superfluous assumption "supp D ⊂ supp(S +B)" in their result removed. Most arguments in the proof are readily adopted to the "dlt extension" once the L 2 estimates with respect to the lc-measures of holomorphic extensions of sections on subvarieties with singular locus are ready.
Introduction
This work is the first step towards generalising the result in [14] , namely the extension theorem on purely log-terminal (plt) pairs, to an extension theorem on divisorially logterminal (dlt) pairs. The later extension theorem is essential in proving the Abundance Conjecture in algebraic geometry (see, for example, [15] , [14] , [16] and [17] ).
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The second result is an improvement to the result of the plt extension of Demailly-Hacon-Păun in [14] in the sense that a superfluous assumption is removed in their theorem with a simplified proof (see Theorem 1.6.1 or 4.6.1). Although the proof presented in this paper makes use of the L 2 extension with respect to the lc-measure, one may also use the version of L 2 extension with respect to the Ohsawa measure (for example, the version in [11] ) together with the suitable slight improvement to the setup as presented in Section 1.3. However, it is the authors' belief that the lc-measures will play a role in the future proof of the "dlt extension". That's why the two independent results are presented together to emphasise their linkage.
1.1. Background. Readers are referred to the survey by Varolin ([46] ) for a quick outlook of the development of the celebrated Ohsawa-Takegoshi extension theorem since the paper [40] by Ohsawa and Takegoshi. They are also referred to [4] , [20] and [2] for some later development on the extension with optimal estimates.
For the background on the abundance conjecture, and the relevant non-vanishing conjecture as well as the conjecture on dlt extension, readers are referred to [15] , [14] , [16] and [17] . Among them, the work of Gongyo and Matsumura in [17] provides a proof to the dlt extension with a strong assumption via the L 2 injectivity theorem ( [35] ), while that of Demailly, Hacon and Păun in [14] proves the extension theorem for plt pairs via the Ohsawa-Takegoshi L 2 extension theorem, whose technique is followed closely in this paper.
By the time when this paper is finished, the authors are notified that Mihai Păun and Junyan Cao are finishing their version of L 2 extension theorem which is aiming for the dlt extension ( [14, Conj. 1.3] ). The authors also aware of the work of Chen-Yu Chi on the quantitative extension of holomorphic sections from unions of strata of divisors ( [6] ).
The present work takes off from the work of Demailly in [11] . Let X be a weakly pseudoconvex Kähler manifold, K X its canonical bundle and (L, e −ϕ L ) a hermitian line bundle on X equipped with a hermitian metric e −ϕ L which is possibly singular. In [11] , Demailly proves a new version of the Ohsawa-Takegoshi L 2 extension theorem applicable to the questions on extending (K X ⊗ L)| S -valued holomorphic sections on possibly non-reduced subvarieties S defined via multiplier ideal sheaves (a feature which can be considered as a far-reaching generalisation to the result in the work of Dano Kim, [28] and [29] , in which an L 2 extension theorem for extending holomorphic sections on maximal log-canonical centres of some log-canonical pairs (X, D) is proved). An interesting new input of this version of L 2 extension theorem is that, if the ambient manifold X is compact (or if it is holomorphically convex, see [5] ), via a brilliant use of the Hausdorff-ness of the topology on the relevant cohomology groups, a holomorphic extension of a (K X ⊗ L)| S -valued section f on a subvariety S can be assured without the need of any L 2 assumption on the section f with respect to the Ohsawa measure (provided that the suitable weak positivity assumption involving ϕ L and ψ still holds true), although f is still required to be locally extendible to some holomorphic section in some multiplier ideal sheaf constructed from ϕ L (namely, the multiplier ideal sheaf of ϕ L + m 0 ψ in the notation in Section 1.3).
Note that the Ohsawa measure in the estimates given by all different versions of the Ohsawa-Takegoshi extension theorem diverges to infinity around the singular points of the subvariety from which the given holomorphic section is extended. That's why, although the extension theorem of Demailly without the L 2 assumption loses the estimate on the extended section, it was considered advantageous since the sections to be extended would not have to vanish along the singular locus of the subvariety. It was hoped that, with this feature in the new version of the extension theorem, one could follow the arguments as in [14] to construct a suitable psh potential in order to prove the so called "dlt extension" (see [14, Conj. 1.3] ).
Unfortunately, in the course of proving the dlt extension, in order to show that the given (µ(K X + S + B))| S -valued section on the subvariety S (see Theorem 1.6.1 or Section 4.1 for the notations µ, S and B) has local extensions lying in the suitable multiplier ideal sheaf, one has to prove via an approximation of the metric on K X + S + B (where each approximating metric is constructed from some "algebraic" metric on K X + S + B + 1 k A for some ample divisor A and positive integer k) and make use of the estimates provided by the Ohsawa-Takegoshi L 2 extension theorem to prove convergence as in [14] (see also Theorem 4.5.4 for a relevant statement). It follows that, in order to prove the dlt extension via the argument in [14] , the estimate in the L 2 extension theorem is indispensable.
In view of this, the goal of the present work is to resume the estimate of the Ohsawa-Takegoshi L 2 extension theorem under Demailly's setting by replacing the (generalised) Ohsawa measure by the "measure on log-canonical centres", or the "lc-measure" for short, which is defined in Definition 1.4.3. The latter measure, instead of diverging to infinity around the singular locus of the subvariety S, can indeed be supported in the singular locus of S (or on some lc centres of (X, S) if S is a divisor). This provides the means to get some sort of control over the L 2 norm of the holomorphic extensions, and eventually can be useful in proving the dlt extension.
In the remaining of Section 1, the main results (Theorems 1.4.5 and 1.6.1) are presented. A discussion on the lc-measures can be found in Section 2. Example 2.3.1 shows that the lc-measures can filter out Ohsawa's example ( [39, after Prop. 5.4] ), while Example 2.3.2 is a computation by Bo Berndtsson of a concrete estimate of the minimal holomorphic extensions in a fundamental example which, it turns out, can be expressed in terms of lc-measures. These give evidence that the lc-measures could be used for providing L 2 estimates of holomorphic extensions in the general situations. Section 3 is devoted to the proof of the L 2 extension theorem with respect to the lc-measure supported on lc centres of codimension 1, while Section 4 is devoted to the proof of the improvement to the plt extension of [14] .
1.2. Notation. In this paper, the following notations are used throughout. • φ E := log|s E | 2 , representing the collection log|s E,γ | 2 γ , denote a potential (of the curvature of the metric) on the line bundle associated to E given by the collection of local representations {s E,γ } γ of some canonical section s E (thus φ E is uniquely defined up to an additive constant); • ϕ sm E denote a smooth potential on the line bundle associated to E;
which is a global function on X, when both φ E and ϕ sm E are fixed. All the above definitions are extended to any R-divisor E by linearity. For notational convenience, the notations for a R-divisor and its associated R-line bundle are used interchangeably.
where c n := (−1) n(n−1) 2 πī n . For any Kähler metric ω = πī 1≤j,k≤n h jk dz j ∧ dz k on X, set d vol X,ω := ω ∧n n! . Set also |f | 2 ω d vol X,ω = |f | 2 . Notation 1.2.5. For any two non-negative functions u and v, write u v (equivalently, v u) to mean that there exists some constant C > 0 such that u ≤ Cv, and u ∼ v to mean that both u v and u v hold true. For any functions η and φ, write η log φ if e η e φ . Define log and ∼ log accordingly.
1.3. Basic setup. Let (X, ω) be a compact Kähler manifold of complex dimension n, and let I(ϕ) := I X (ϕ) be the multiplier ideal sheaf of the potential ϕ on X given at each x ∈ X by
where dλ Vx is the Lebesgue measure on V x . Throughout this paper, the following are assumed on X:
(1) (L, e −ϕ L ) is a hermitian line bundle with an analytically singular metrics e −ϕ L , where ϕ L is locally equal to ϕ 1 − ϕ 2 , where each of the ϕ i 's is a quasi-psh local function with neat analytic singularities, i.e. locally
where c i ∈ R ≥0 and g ij ∈ O X ;
(2) ψ is a global function on X such that it can also be expressed locally as a difference of two quasi-psh functions with neat analytic singularities;
(3) sup X ψ ≤ 0 (which implies that ψ is quasi-psh after some blow-ups as it has only neat analytic singularities);
(4) there exist numbers m 0 , m 1 ∈ R ≥0 with m 0 < m 1 such that
i.e. m 1 is a jumping number of the family {I(ϕ L + mψ)} m∈R ≥0 (such numbers exist on compact X as ψ is quasi-psh after suitable blow-ups and thus it follows from the openness property of multiplier ideal sheaves and (eq 2.1.1));
(5) S := S (m 1 ) is a reduced subvariety defined by the annihilator
for some δ > 0 (which holds true in all the main theorems in this paper), openness property guarantees that, on every compact subset K ⊂ X, there exists ε > 0 such that [25, Main Thm. ( ii)] or [34, Thm. 1.1]; see also [21] ). This then implies that the analytic subspace defined by
is automatically reduced, following the arguments in [11, Lemma 4.2] .
Most of the arguments in Sections 2 and 3 of this paper can be adapted to the case when X is just a weakly pseudoconvex (non-compact) Kähler manifold (after passing to a relatively compact exhaustion) provided that the upper-boundedness on ψ in (3) still holds true on X. As this is not automatic on a non-compact manifold, and the most interesting applications which the authors concern about are on compact manifolds, the background manifold is assumed to be compact in this paper for the sake of clarity.
Suppose that ϕ is a potential or a global function on X such that it is locally a difference ϕ 1 − ϕ 2 of quasi-psh local functions with neat analytic singularities as in (1) above. The polar ideal sheaf P ϕ of ϕ is defined to be the ideal sheaf generated by the local holomorphic functions g ij for all j's and i = 1, 2.
, and a section F of I(ϕ L + m 0 ψ) on V , the notation
is set to mean that, for all x ∈ V , if (F ) x and (f ) x denote the germs of F and f at x respectively, one has
If such a relation between F and f holds, F is said to be an extension of f on V . If the set V is not specified, it is assumed to be the whole space X. Such notation is also applied to cases with a slight variation of the sheaf I(ϕ L + m 1 ψ) (for example, with I(ϕ L + m 1 ψ) replaced by C ∞ X ⊗ I(ϕ L + m 1 ψ)). 1.4. Lc-measure and extension theorem. As explained above, the first goal of this paper is to replace the generalised Ohsawa measure
in the previous versions of L 2 extension theorem (as in [11] ) by the measure on log-canonical (lc) centres given as follows. Definition 1.4.1. If S given in Section 1.3 is a reduced divisor with snc on X, define lc σ X (S) to be the union of all lc centres of (X, S) of codimension σ in X (see [33, Def. 4.15] for the definition of lc centres when S is a divisor). For a general reduced subvariety S in X given in Section 1.3, define lc σ X (S) as lc σ X (S) := π lc σ X S , where π : X → X is a log-resolution of (X, ϕ L , ψ) and S is the reduced divisor with snc described in Section 2.1 (which satisfies π( S) = S). Moreover, an lc centre of (X, S) (or, more precisely, lc centre of X, I(ϕ L +m 0 ψ)
or (X, ϕ L , ψ, m 1 )) of codimension σ is meant to be the image under π of an lc centre of ( X, S) of codimension σ in X.
Remark 1.4.2. Admittedly, it is confusing to talk about the "codimension" of an lc centre of "(X, S)" when S is not a divisor. For example, with a suitable choice of ϕ L and ψ such that S = {p} ⊂ X (a point), the lc centre of (X, {p}) has codimension 1 (see Example 3.5.1). The choice of language here is just to favour the case when S is an snc divisor. Definition 1.4.3. The lc-measure supported on the lc centres of (X, S) of codimension σ in X (or σ-lc-measure for short) with respect to f ∈ H 0 S,
• g is any smooth extension of g to a function on X;
• σ is a non-negative integer and the measure |f
. Note that, as the given section f takes values in K X ⊗ L, the lc-measure defined above does not depend on ω.
The σ-lc-measure vanishes when σ is large and diverges when σ is small (see Section 2.2), and can be finite and non-zero only at one particular value of σ depending on the given section f . Here an ad hoc definition of such special value of σ is given. Another definition can be found in Definition 2.2.5. Definition 1.4.4. Given the setting above, the codimension of minimal lc centres (mlc) of (X, S) (or of (X, ϕ L , ψ, m 1 )) with respect to f , denoted by σ f = σ f,ϕ L +m 1 ψ , is the smallest integer σ such that
From the calculation in Section 2.2, σ f is ranging between 0 and the codimension of mlc of (X, S) (when S is an snc divisor). If I(ϕ L + m 0 ψ) = O X and if σ f ≥ 1, then f vanishes on all lc centres of (X, S) with codimension < σ f in X but is non-trivial on at least one lc centre of codimension σ f . Moreover, from the discussion in Section 2.1, if π : X → X is a log-resolution of (X, ϕ L , ψ), the codimension σ f coincides with σ π * f ⊗s E (see Section 2.1 for the meaning of s E and log-resolution of (X, ϕ L , ψ)).
The authors would like to mention that the use of such lc-measure was inspired by the study of residue currents in [3] , [41] and [1] . In their works, the kind of current-valued function (in 1-variable case)
is studied. Such function gives a holomorphic family (so ε ∈ C) of currents for Re ε > 0 and can be analytically continued across ε = 0. Its value at ε = 0 is a residue measure on {z = 0}. The lc-measure considered in this paper is essentially given by the value at ε = 0 of the current-valued function
log|z j | 2 σ+ε after analytically continued across ε = 0.
It happens that the lc-measure above can be fitted into the Ohsawa-Takegoshi-type L 2 extension theorem, at least in the codimension-1 case. The first main result of this paper can be stated as follows. 
(which holds true when either the mlc of (X, S) or the mlc of (X, S) with respect to f has codimension 1, see Definitions 1.4.4 and 2.2.5), then there exists a holomorphic section F ∈ H 0 (X, K X ⊗ L ⊗ I(ϕ L + m 0 ψ)) such that
See Remark 3.3.5 for the purpose of the number ℓ in the estimate. Notice that the weight in the estimate of F above is pointwisely dominating (up to a multiple constant) the weight in the estimate in [11] (which is in the magnitude of e ϕ L +m 1 ψ |ψ| 2 ). Therefore, the above estimate includes the estimate in [11] up to a constant multiple.
For the proof, it is first argued in Section 2.1 that it suffices to consider the case where the polar ideal sheaves of ϕ L and ψ (see Definition 1.3.3) are the defining ideal sheaves of some snc divisors (and thus S is an snc divisor in particular). The proof then goes along the lines of arguments in [11] .
For the sake of simplicity, the proofs in Section 3 are given for the case where m 0 = 0 and m 1 = 1. The result for the general m 0 and m 1 can be obtained by replacing ϕ L by ϕ L + m 0 ψ and ϕ L + ψ by ϕ L + m 1 ψ in the arguments.
As in the classical cases, the problem is reduced to solve for a weak solution of a ∂equation (derived from the smooth extension of f , and depending on the ε in the definition of the lc-measure) with "error" using the twisted Bochner-Kodaira inequality (eq 3.2.1) with suitably chosen auxiliary functions (see Theorems 3.3.1), at least on the compliment of the polar sets of ϕ L and ψ. (When σ f > 1 (see Definition 1.4.4 or 2.2.5), the curvature term in the twisted Bochner-Kodaira formula (see Lemma 3.2.1) has a negative summand in the curvature term, which is the obstacle in obtaining the result on extending sections from lc centres of higher codimensions.)
The weak solution with "error" can be continued across the polar sets of ϕ L and ψ via the L 2 Riemann continuation theorem 3 [7, Lemme 6.9]. The required holomorphic extension of f is then constructed from the above solution with the "error" and letting ε → 0 + . The required estimate is also obtained after taking the necessary limits. The regularity of the limit is assured by following a similar argument as in [11] .
The above theorem is applicable when ϕ L + m 1 ψ and ψ has neat analytic singularities. For the potential with arbitrary singularities, an approximation of the potential is needed and is handled in Theorem 3.4.1.
Further questions.
There are several questions that the authors would still like to understand.
(1) As stated in Remark 3.3.7, it is not yet clear to the authors whether the current result (if allowing X to be non-compact) includes the results on optimal constant in [4] and [20] . Moreover, is it possible to determine the "optimal constant" in this Ohsawa-Takegoshi-type extension theorem with lc-measure? (2) The lc-measure is inspired by the residue currents studied in [3] , [41] and [1] , obtained by replacing their residue currents (i.e. limit of εe −ϕ L −(1−ε)m 1 ψ d vol X,ω in the notation of this paper) by a currents with "Poincaré-growth" singularities (i.e. limit of ε e −ϕ L −m 1 ψ |ψ| σ+ε d vol X,ω ). Is it possible to replace the lc-measure in the main theorem by some measure which is defined by currents which diverge to infinity even faster, like the limits of
and so on (where log •j denotes the composition of j copies of log functions)? It seems to the authors that this could be related to the question stated in Remark 3.3.6, which is asking for the estimates with some better weights given in [36] . (3) The first author started to consider the lc-measure during the study of analytic adjoint ideal sheaves with Chen-Yu Chi from National Taiwan University. The lc-measure on various lc centres can possibly be the means to generalise the works of Guenancia ([22] ) and Dano Kim ([30] ) on this subject. Furthermore, these lcmeasures provide a way to characterise the lc centres which can be defined by the multiplier ideal sheaves of quasi-psh functions. Considering such linkage, it would be of interest to see more of their applications in analytic and algebraic geometry.
1.6. Improved plt extension of Demailly-Hacon-Păun. Another main result of this paper is the following improvement to the result of plt extension of Demailly-Hacon-Păun in [14] , which removes the superfluous assumption on the support of the given Q-divisor D.
Theorem 1.6.1 (Theorem 4.6.1). Let X be a projective manifold and (X, S + B) be a purely log-terminal (plt) and log-smooth pair with B being a Q-divisor such that S = ⌊S + B⌋. Let µ ∈ N be such that µ(K X + S + B) is a Z-(Cartier)-divisor. Assume that µ ≥ 2 and
where D is an effective Q-divisor with snc support;
• supp S ⊂ supp D ( without the assumption that supp D ⊂ supp(S + B));
• no irreducible components of S lies in the diminished stable base locus B − (K X + S + B) (see, for example, [14, §2.1] for the definition). Then, every u ∈ H 0 S, O S (µ(K X + S + B)) ⊗ I S Ξ extends to a holomorphic section in H 0 (X, µ(K X + S + B)) (see Section 4.6 and [14] for the definitions of the extension obstruction ideal sheaf I S Ξ and the corresponding extension obstruction divisor Ξ). In particular, when K X + S + B is nef, the restriction map H 0 (X, µ(
The assumption supp D ⊂ supp(S + B) in [14, Thm. 1.7] is used there to "remove" the logarithmic singularities in the denominator in the estimate obtained from the Ohsawa-Takegoshi theorem [14, Thm. 4.3] so that an estimate in the unweighted L 2 norm, and hence the sup-norm, of the auxiliary extended holomorphic sections can be obtained. The superfluous assumption is needed as the logarithmic poles are estimated in sup-norm.
In Lemma 4.4.1, the logarithmic poles are estimated in L p norm via Hölder's inequality, avoiding the use of the superfluous assumption. Moreover, the choice of the sequence of auxiliary potentials (which are denoted as ϕ τm in [14, §5] ) is replaced by the sequence of potentials constructed from Bergman kernels of spaces of global holomorphic sections (see Sections 4.2 and 4.3), which is a priori uniformly bounded from above (see (eq 4.2.5b)), thus avoiding the complicated inductive construction of the ϕ τm in [14, §5] as well as simplifying the proof of uniform boundedness of such sequence when restricted to the subvariety S (see Theorem 4.5.4) .
Apart from the technicalities, the argument in the proof of the theorem above essentially follows that in [14, §5] .
The measures on lc centres
Let (X, ω) be a compact Kähler manifold of dimension n equipped with a (smooth) Kähler metric ω. All notations follow those given in Section 1.3.
2.1.
Effects of log-resolutions. As ϕ L and ψ are locally differences of quasi-psh functions with neat analytic singularities, by the result of [26] (see also [32] or [37] ), there is a log-resolution π : X → X of (X, ϕ L , ψ), which is the composition of a sequence of blow-ups at smooth centres such that the inverse image ideal sheaves P ϕ L · O X and P ψ · O X of the polar ideal sheaves P ϕ L and P ψ of ϕ L and ψ respectively (see Definition 1.3.3) are principal ideal sheaves given by some divisors, and the sum of these divisors together with the exceptional divisors of π (i.e. components of the relative canonical divisor K X/X := K X /π * K X ) has only snc.
Assume that ϕ L + m 1 ψ is psh. Without further assumption, one can decompose K X/X into two effective Z-divisors E and R (with the corresponding canonical holomorphic sections denoted by s E and s R ) such that R is the maximal divisor satisfying
in X. Let also {̺ γ } γ be a partition of unity subordinated to {U γ } γ . Then, with s E , s R , z and w γ 's suitably chosen, one has, for any f ∈ H 0 (V, K X ⊗ L) which is viewed as an
where c n := ( − 1)
Since π is bimeromorphic (birational) and irreducible components of K X/X = E ⊗ R are exceptional under π, i.e. their images under π are of codimension at least 2 in X, it can be seen from the Riemann continuation theorem 4 and the identity theorem for holomorphic functions that any local π * L⊗E-valued holomorphic section f U on an open set U ⊂ X can be expressed as π * f π(U ) ⊗ s E for some local L-valued holomorphic section f π(U ) on π(U). It follows that, for any m ∈ [m 0 , m 1 ],
This shows, in particular, that m 1 is a jumping number of the family
, one then has π S = S. The above discussion can be concluded as follows.
Snc assumption 2.1.1. When it helps in the computation, by replacing π * ψ by ψ, π * ϕ L − φ R by ϕ L , and π * f V ⊗ s E by f V (thus replacing π * L ⊗ R −1 by L, and therefore π * K X ⊗ π * L ⊗ E = K X ⊗ π * L ⊗ R −1 by K X ⊗ L), it can be assumed that • S is a reduced divisor, and • the polar ideal sheaves P ϕ L and P ψ of ϕ L and ψ respectively are principal and the corresponding divisors have only snc with each other. Moreover, the estimates on the holomorphic extension obtained in the main theorems in the following sections are valid even before blowing up.
2.2.
Computation with lc-measures. In this section, ϕ L and ψ are assumed to satisfy the snc assumption 2.1.1.
The well-defined-ness of the measure on lc centres of (X, S) of codimension σ (called the "lc-measure" or the "σ-lc-measure" for short) is justified below. Define ϕ L by
3 for the meaning of φ S and ϕ sm S ). A potential ϕ is said to have Kawamata log-terminal (klt) singularities if I(ϕ) = O X . Proposition 2.2.1. Given the snc assumption 2.1.1 on ϕ L and ψ, suppose further that ( †) ϕ L has only klt singularities and ϕ −1
does not contain any lc centres of (X, S).
Suppose also that V is an open coordinate neighbourhood on which
• each z j is a holomorphic coordinate and (r j , θ j ) its corresponding polar coordinates on V for j = 1, . . . , n ,
Then, for any compactly supported smooth function f on V such that
and compactly supported smooth function g, where I S is the defining ideal sheaf of S on X, one has
where S σ f := z 1 = · · · = z σ f = 0 and ( · ) ω denotes the contraction of a section with the metric on
With the snc assumption on ϕ L and ψ, it is easy to see that X can be covered by the kind of open coordinate neighbourhoods described in the proposition.
Proof. Writing ω locally as √ −1 2 1≤j,k≤n h jk dz j ∧ dz k and choosing the canonical section defining φ S suitably, it follows that
where
. . , a n are all defined to be 0. In view of Fubini's Theorem, integrations with respect to the variables z σ f +1 , . . . , z n are done at the last step. Since all (ℓ k − a k )'s are < 1, the integral with respect to all variables is convergent as soon as the integral with respect to variables z 1 , . . . , z σ f is bounded. The differentials corresponding to z σ f +1 , . . . , z n are made implicit in what follows. Notice that F 0 is a smooth function.
Observe that, if σ f = 0, the integral above is convergent and bounded above by O(ε). Therefore, it goes to 0 when ε → 0 + .
Assume that σ f ≥ 1 in what follows. Set
The integrand is integrated with respect to each r j over [0, 1] (thus to each t j over (−∞, 0]) and to each θ j over [0, 2π]. Write also ∂ r j for ∂ ∂r j . The integral in question then becomes
Note that the integral above is treated as an iterated integral instead of integral of differential form, and 1 + r 1 2ν 1 ∂ r 1 α > 0 on supp F 0 by assumption. If σ ≥ σ f , one can apply integration by parts and induction to yield
Note that the F j 's are defined inductively by
and all of them are smooth functions. When σ > σ f , the last expression in ( * * ) is bounded above by O(ε). Therefore, the integral tends to 0 again as ε → 0 + . When σ = σ f , the last expression in ( * * ) is bounded above, but the multiple constant in front of the integral does not converge to 0 as ε → 0 + . After letting ε → 0 + , the dominated convergence theorem and the fundamental theorem of calculus gives
which is the desired result. It remains to check for the case σ < σ f but σ f ≥ 1. Consider a further change of variables
The expression in ( * ) then becomes
Notice that the factor (−1) σ f is there only to account for the difference in orientation between the coordinate systems (r 1 , . . . , r σ f ) and (|ψ|, q 2 , . . . , q σ f ). The whole expression is itself non-negative. As
when ε is sufficiently small, the expression above tends to ∞ as ε → 0 + . Remark 2.2.3. For a general compactly supported smooth function f on X, on every local
where every p is a choice of σ V − σ f elements from the set {1, 2, . . . , σ V }, and each g p is a bounded smooth function on V . It is not difficult to see that summands of the sum over
when σ > σ f − 2. Therefore, using a partition of unity, the results in the proposition still hold for f | V , except that the integral in the case σ = σ f is now the sum of integrals over all lc centres in V of codimension σ f , namely, p S σ f := z p(1) = · · · = z p(σ f ) = 0 (that the integral diverges when σ ≤ σ f − 2 follows from the inequality
|ψ| σ+ε on a neighbourhood of any p S σ f for σ ≤ σ f − 2 and the fact that the integral diverges when σ = σ f − 1). Note that the largest σ f among all different local neighbourhoods V covering X is the codimension of mlc of (X, S) with respect to f (see Definition 1.4.4 or 2.2.5). Considering all such V 's, the proposition also holds true for f with σ f being the codimension of mlc of (X, S) with respect to f in all cases of σ (after the modification for the case σ = σ f ).
Remark 2.2.4. If f vanishes to suitable orders along the polar subspaces of ϕ L and ψ, the assumption ( †) is not necessary in the proposition.
does not contain any lc centres of (X, S) (if G −1 (∞) contains an lc centre of (X, S), then it can be seen that, as Ge −φ S d vol X,ω = |f | 2 e −ϕ L −m 1 ψ d vol X,ω is not integrable, after possibly passing to a log-resolution, there exists some m 0 < m ′ < m 1 such that |f | 2 e −ϕ L −m ′ ψ d vol X,ω is not integrable, contradicting the fact that m 1 is the only jumping number in the interval (m 0 , m 1 ]). Let σ f be the maximal codimension in X of all lc centres of (X, S) not contained
..zσ f | 2 locally for some integrable function F which is smooth outside of the polar set of ϕ L + m 1 ψ, and the result in the proposition still holds even without the assumption ( †).
Definition 2.2.5. Given any function or vector
denoting any local lifting of f , define the codimension of mlc of (X, ϕ L , ψ, m 1 ) with respect to f , denoted by σ f,ϕ L +m 1 ψ , to be the maximal codimension of all the lc centres of (X, ϕ L , ψ, m 1 ) which are not contained in the zero locus of G := f 2 e − ϕ L . When it is understood that S is defined from the data ϕ L , ψ and m 1 , the quantity is also called the codimension of mlc of (X, S) with respect to f and denoted by σ f . An lc centre of (X, S) with such codimension which does not lie in G −1 (0) is called an mlc of (X, S) with respect to f .
It can be seen from Proposition 2.2.1 and the subsequent remarks that this definition coincides with Definition 1.4.4 when the snc assumption on ϕ L and ψ holds. In [39, after Prop. 5.4 ], Ohsawa provides the following example (with a slight modification, which the authors owe Bo Berndtsson for). On the unit bi-disc ∆ ⊂ C 2 centred at the origin with coordinates (z, w), let ϕ (k) := log |z − w| 2 + 1 k (or any decreasing sequence which converges to ϕ := log|z − w| 2 ) and ω be the Euclidean metric. Then, there is no universal constant C > 0 such that, for any holomorphic function f on
Indeed, if
then, the existence of F (k) and the estimate ( * ) imply the existence of a holomorphic extension F of f such that the estimate ( * ) holds with F replacing F (k) . This in turn implies that F = zG for some holomorphic function G with G| z=w = 0, which is impossible since it means that F vanishes to order 2 but f vanishes only up to order 1 on {w = 0}. Set ψ := φ S = log|zw| 2 . The lc-measures can filter out Ohsawa's example (so does the [38] or [11] for the precise definition) such that the estimates with universal constant could still be possible. Note that S is defined by the annihilator
(the coefficient 1 2 of ψ is chosen such that the annihilator still defines S scheme theoretically when ϕ (k) 's are replaced by ϕ), and the mlc of (X, S) is of codimension 2. Taking f as above and
, where the latter integral diverges to ∞ as k → ∞. This shows that the function f in Ohsawa's example is ruled out by the L 2 extension theorem in the first place, provided that lc-measures are used.
Indeed, this can also be seen without taking any approximating sequence of ϕ = log|z − w| 2 . Note that f has no local lifting to C ∞ ⊗ I ϕ + 1 2 ψ on ∆ as shown by the similar argument using vanishing order above. This already shows that the lc-measures
are not well-defined for σ = 1 and 2. As a comparison with the computation above, let π : ∆ → ∆ be the blow-up of ∆ at the origin with exceptional divisor E, which is a log-resolution of (∆, ϕ, ψ).
This again shows that Ohsawa's example will be excluded for the consideration of L 2 extension if the L 2 extension theorem with respect to the lc-measures is proved. This also provides an example that |π
, even though both sides are finite. Example 2.3.2 (from a private note by Bo Berndtsson). Berndtsson computes a concrete estimate for holomorphic functions on the unit bi-disc ∆ ⊂ C 2 extended from holomorphic functions on S := {(z, w) ∈ ∆| zw = 0 } with minimal L 2 norm with singular weight e −ϕ on ∆. It turns out that the estimate can be expressed in terms of lc-measures, thus giving a hint on how the estimate looks like in general.
Assume that ϕ −1 ( − ∞) does not contain any lc centre of (∆, S) and set ψ := φ S = log|zw| 2 . Assume also that ϕ is psh and has only neat analytic singularities for simplicity. Let H := H 0 (∆, I(ϕ)) ∩ L 2 (∆; e −ϕ ) be the space of L 2 holomorphic functions F on ∆ with respect to the norm-square F 2 ϕ := ∆ |F | 2 e −ϕ d vol ∆ and consider the filtration
where H σ is the closed subspace of functions which vanish on lc σ ∆ (S) for σ = 1, 2. Note that lc 1 ∆ (S) = S and lc 2 ∆ (S) = {z = w = 0} = {(0, 0)} . Let A σ be the orthogonal complement such that H σ+1 = H σ ⊕ A σ for σ = 0, 1, 2, and thus
Suppose F ∈ H is the minimal holomorphic extension with respect to the norm · ϕ of some L 2 holomorphic function f on S (with respect to the potential ϕ| S ). Then F is orthogonal to
To compute F 2 2 ϕ , let B(·, ·) be the Bergman kernel of H with respect to the norm · ϕ and write 0 := (0, 0) and z := (z, w) when necessary. By considering an orthonormal basis {e 0 , e 1 , . . .} of H such that B(0, 0) = |e 0 (0)| 2 , one sees that F 2 (z) = cB(z, 0) for some constant c and thus
.
Note that ϕ(0) is finite by assumption. By getting the estimate of a holomorphic function in H with a prescribed value at 0 via the Ohsawa-Takegoshi extension theorem (see the argument in the proof of [8, Prop. 3.1] or Example 3.5.1), it follows that e ϕ (0) π 2 B(0, 0), where the constant involved in is independent of ϕ and B, and therefore
Next is to compute F 1 2 ϕ . Since F 1 (0) = 0, there exist holomorphic functions h 1 and h 2 such that F 1 = zh 1 + wh 2 . Notice that F 1 is the minimal holomorphic extension of f − F 2 | S with respect to the norm · ϕ . If h 1 (resp. h 2 ) is replaced by the minimal extension h 1 (resp. h 2 ) of h 1 | w=0 (resp. h 2 | z=0 ) with respect to · ϕ , the sum z h 1 + w h 2 is still an extension of f − F 2 | S . The classical Ohsawa-Takegoshi extension theorem provides estimates for minimal holomorphic extensions on Stein manifold which are extended from smooth hypersurfaces (note that ϕ| S is well-defined on each irreducible component of S by assumption). Therefore, one has
where the constant involved in is "universal", i.e. it does not depend on ϕ or any functions appearing in the integrands of the integrals on either side of the inequality.
As a result, one has the estimate
where the constant involved in is universal.
Remark 2.3.3. The estimate, though essentially the best one could expect in general, may look unsatisfactory in the sense that one seems to have lost control of the estimate due to the integral of f − F 2 | lc 1 ∆ (S) on the right-hand-side. In practice, one may need to manipulate the estimate on F 2 2 ϕ in order to obtain some control of lc 1
Extension with estimates with respect to lc-measures on codimension-1 lc centres
For simplicity, suppose that m 0 = 0 and m 1 = 1. The arguments remain the same for the case of general jumping numbers.
As discussed in Section 2.1, one can assume that S is a reduced divisor in X and that (X, S) is a log-smooth and log-canonical (lc) pair.
3.1. Setup for the extension theorem. The goal of the following is to replace the generalised Ohsawa measure in the Ohsawa-Takegoshi L 2 extension theorem by the lcmeasure given by
where f is any smooth extension of f on X such that f 2 e −ϕ L is locally integrable, for the case σ = 1. The behaviour of such measure is discussed in Section 2. Set • P ϕ L := ϕ −1 L (−∞) and P ψ := ψ −1 (−∞) (only the negative poles), which are closed analytic subsets of X such that P ϕ L ∪ P ψ has only snc by the assumptions on ϕ L and ψ (Sections 1.3 and 2.1); • X • := X\(P ϕ L ∪ P ψ ) , which has the structure of a complete Kähler manifold;
• ϕ := ϕ L + ψ + ν, which is a potential (of the curvature of a hermitian metric) on L, where ν is a real-valued smooth function on X • ;
3.2.
Bochner-Kodaira formula. The key tool for proving this version of extension theorem is still the twisted Bochner-Kodaira formula (see [36, Eq. (8) ], also [10, Ch. VIII] or [11, §3.C]). The following notations are used:
• Θ ω (ζ, ζ) ϕ denotes, for any real (1, 1)-form Θ (usually in the formī∂∂ ϕ) and any K X ⊗L-valued (0, q)-form ζ, the trace of the contraction betweenī −1 Θ and e −ϕ ζ ∧ζ with respect to the hermitian metric on X given by ω (in the convention such that Θ ω (ζ, ζ) ϕ ≥ 0 whenever Θ ≥ 0); • ϑ denotes the formal adjoint of ∂ with respect to the inner product ·, · X • ,ω,ϕ corresponding to the global L 2 -norm · X • ,ω,ϕ on X • ;
• (∂ψ) ω · denotes the adjoint of ∂ψ ∧ · with respect to ·, · X • ,ω,ϕ on X • . and letting L be endowed with the metric with potential ϕ := ϕ L + ψ + ν, the Bochner-Kodaira formula becomes
Proof. From [42, §1.3] or [36, Eq. (8) ], it follows that
A direct computation with the choices of ν and η ε yields
It follows from the choices of λ ε that
As a result, the acclaimed formula is obtained after completing the square for the innerproduct terms by adding X• |ϑζ| 2 ϕ λ ε to both sides, and collecting terms of |(∂ψ) ω ζ| 2 ϕ (in VioletRed) suitably.
It follows from Lemma 3.2.1 that, when σ = 1 and the remaining terms on the righthand-side (in NavyBlue) are semi-positive, one has (eq 3.2.1)
for all compactly supported ζ. Positivity of the terms in NavyBlue is provided by suitable curvature assumption. The completeness of X • guarantees that ω can be modified to a complete metric, and, in that case, the inequality (eq 3.2.1) holds true also for all (weighted) L 2 (0, 1)-forms ζ in both of the domains of ∂ and its Hilbert space adjoint ∂ * (see, for example, [10, Ch. VIII, §3]), and thus Riesz Representation Theorem can be invoked. Define also that θ ε := θ • |ψ| −ε and θ ′ ε := θ ′ • |ψ| −ε for convenience. It is shown below (Theorem 3.3.4) that the Ohsawa measure in the Ohsawa-Takegoshi extension theorem can be replaced by the lc-measure (eq 3.1.1) in the classical case, i.e. when mlc of (X, S) are of codimension 1 (and S is smooth as (X, S) is log-smooth), or when the holomorphic section f to be extended vanishes on the singular locus of S, or more precisely, when the mlc of (X, S) with respect to f (see Definition 1.4.4 or 2.2.5) is of codimension 1. Let f be an K X ⊗L-valued smooth section on X such that ∂ f 2 ω e −ϕ L −ψ log ℓψ e is integrable over X. Then, for any numbers ε, ε ′ > 0, the ∂-equation
can be solved with an ε ′ -error, in the sense that there are a smooth K X ⊗ L-valued (0, 1)form w ε ′ ,ε and a smooth section u ε ′ ,ε on X • such that
with the estimates Proof. Let L be endowed with a metric with potential ϕ := ϕ L + ψ + ν and choose the auxiliary functions ν, η ε and λ ε as in Lemma 3.2.1 with σ = 1. The curvature assumption (1) and the normalisation assumption (2) assure that the terms on the right-hand-side (in NavyBlue) in Lemma 3.2.1 is semi-positive, and thus the twisted Bochner-Kodaira inequality (eq 3.2.1) holds true. Write ·, · := ·, · X • ,ω,ϕ as the global inner product on X • induced by the potential ϕ := ϕ L +ψ+ν and · := · X • ,ω,ϕ the corresponding norm. 5 Although ω is not assumed to be complete in the statement, the standard argument (see, for example, [10, Ch. VIII, §6]) reduces the problem to the case where ω is complete on X • , which is assumed to be the case in what follows. Assuming that v
(2) ε = 0 on X, the usual argument with the Cauchy-Schwarz inequality and the twisted Bochner-Kodaira inequality (eq 3.2.1) yields, for any compactly supported smooth K X ⊗ L-valued (0, 1)-form ζ on X • , that
5 Note that ϕ L + ψ is, being psh by Remark 3.3.2, locally bounded from above, so the weight in the norm · X • ,ω,ϕ is everywhere positive on X • even though ϕ L itself may go to +∞. by (eq 3.2.1)
where ( · ) ker ∂ denotes the orthogonal projection to the closed subspace ker ∂ with respect to ·, · . The completeness of X • and the Riesz representation theorem then assure the existence of the solution u ε to the equation ∂u ε = v ε with the estimate
One then obtains the required estimate by noticing that (η ε + λ ε )e ν ≤ |ψ| 1−ε ( log|ℓψ|) 2 + 1 .
When v
(2) ε = 0, one can handle the situation using the argument as in [11, after (5.20) ] or the following slight variation of that. For any compactly supported smooth K X ⊗ Lvalued (0, 1)-form ζ on X • , apply the Cauchy-Schwarz inequality directly to yields
for any ε ′ > 0. Note that the norm-square θ ε ∂ f
by assumption (given the choice of ν in Lemma 3.2.1). The Riesz representation theorem then assure the acclaimed existence of solution (u ε ′ ,ε , w ε ′ ,ε ) and estimate, with the fact that (η ε + λ ε )e ν ≤ |ψ| 1−ε ( log|ℓψ|) 2 + 1 . Note also that the smoothness of (u ε ′ ,ε , w ε ′ ,ε ) follows from the smoothness of v ε and the regularity of the ∂ operator. This completes the proof. Theorem 3.3.1 holds true irrespective of the codimension of mlc of (X, S). The required extension of f with estimate given in terms of the measure in (eq 3.1.1) can be obtained by letting ε → 0 + (after estimating |θ ′ ε | 2 by a constant and followed by ε ′ → 0 + ), provided that the right-hand-side of the estimate converges. However, before starting the limit process, the solutions of the ∂-equation (eq 3.3.1) should be continued to the whole of X. Proof. First, for fixed ε and ε ′ , apply Theorem 3.3.1 with ϕ = ϕ L + ψ + ν replaced by ϕ L + (1 + r)ψ + ν, where 0 < r ≪ 1, and obtain u ε ′ ,ε,r and w ε ′ ,ε,r satisfying the ∂-equation (eq 3.3.1) with the estimate in the Theorem. The number r is chosen sufficiently small (which depends on ε) such that the assumptions (1) and (2) in Theorem 3.3.1 imply that, with σ = 1, the terms on the right-hand-side (in NavyBlue) in Lemma 3.2.1 (after r is inserted) are semi-positive, so that Theorem 3.3.1 can be invoked.
Notice that v ε is smooth on X. In view of [7, Lemme 6.9], it suffices to show that both u ε ′ ,ε,r and w ε ′ ,ε,r are in L 2 loc (X) to order to show that the ∂-equation (eq 3.3.1) with solution (u ε ′ ,ε,r , w ε ′ ,ε,r ) holds true on the whole of X. The claim is then proved after letting r → 0 + .
The curvature assumption (1) in Theorem 3.3.1 infers that ϕ L +(1+r)ψ is psh on X (see Remark 3.3.2), thus locally bounded above by some constant. Since ℓψ e is also bounded above from 0 by assumption (2) in Theorem 3.3.1, it follows that e −ϕ L −(1+r)ψ log ℓψ e is bounded from below by some positive constant. From the estimate provided by Theorem 3.3.1, w ε ′ ,ε,r is in L 2 loc (X). From the fact that (eq 3.3.2)
x ε |log x| s ≤ s s e s ε s for all x ∈ [0, 1), ε > 0 and s ≥ 0 (if 0 0 is treated as 1), it can be seen easily that
Together with the fact that ϕ L + ψ being locally bounded from above, it yields u ε ′ ,ε,r ∈ L 2 loc (X). It follows from [7, Lemme 6.9] that (u ε ′ ,ε,r , w ε ′ ,ε,r ) satisfies the ∂-equation (eq 3.3.1) on the whole of X. It follows from the estimate in Theorem 3.3.1 (with −ϕ L − ψ replaced by −ϕ L − (1 + r)ψ) that one can let r → 0 + and obtain weak limits u ε ′ ,ε,r ⇀ u ε ′ ,ε and w ε ′ ,ε,r ⇀ w ε ′ ,ε in their respective weighted L 2 spaces (after possibly passing to convergent subsequences). The estimate in Theorem 3.3.1 still holds true for the limits. Since the ∂-equation (eq 3.3.1) holds true for (u ε ′ ,ε,r , w ε ′ ,ε,r ) on X in the sense of currents, it also holds true for (u ε ′ ,ε , w ε ′ ,ε ) on X in the same sense. This completes the proof.
The theorem of holomorphic extension from the codimension-1 lc centres of (X, S) is summarised in the following theorem. Let f be any holomorphic section in H 0 S, K X ⊗ L ⊗ I(ϕ L ) I(ϕ L +ψ) . If one has
(which holds true when either the mlc of (X, S) or the mlc of (X, S) with respect to f has codimension 1, see Definitions 1.4.4 and 2.2.5), then there exists a holomorphic section
with the estimate Notice that one has the inequality log ℓψ e ≤ ℓ e 3 δ ′ e −δ ′ ψ using (eq 3.3.2) for any δ ′ > 0, and the assumption (1) in Theorem 3.3.1 infers that
Upper-boundedness of ψ also implies that ϕ L + (1 + δ ′ )ψ ≤ ϕ L + ψ. Therefore, by the strong effective openness property of multiplier ideal sheaves of psh functions (see [25, Main Thm.] , also [21] ), it follows that
is integrable over X. Theorem 3.3.1 and Proposition 3.3.3 can then be invoked to provide the sections u ε ′ ,ε and w ε ′ ,ε with the estimate as stated in the Theorem such that they satisfy the ∂-equation (eq 3.3.1), namely ∂u ε ′ ,ε + w ε ′ ,ε = v ε , on the whole of X. Both u ε ′ ,ε and w ε ′ ,ε are smooth on X by the regularity of the ∂ operator and the smoothness of v ε .
Notice that
is not integrable at any point of S for any ε > 0, the finiteness of the integral of u ε ′ ,ε implies that, around every point in X, there exists a local function g ∈ I(ϕ L + ψ) (a monomial in local coordinates under the snc assumption on ϕ L and ψ) such that |u ε ′ ,ε | ≤ C|g| for some constant C > 0, which in turn implies that u ε ′ ,ε ∈ C ∞ X ⊗ I(ϕ L + ψ). Recall that |θ ′ ε | ≤ A−B AB + ε 0 on X by the choice of θ ε . Setting F ε ′ ,ε := θ ε f − u ε ′ ,ε (which is an extension of f ) and using the inequality
for any positive real number α, one obtains the estimate
The assumption that S |f | 2 ω d lcv 1 ω,ϕ L [ψ] being well-defined and finite infers that the integral
converges for all ε > 0, and thus so is
. As a result, the first two terms on the right-hand-side both converge to 0 as ε → 0 + by the dominated convergence theorem, and the last term converges to const.
, which is finite by assumption.
, which converges to 0 as ε → 0 + . All the subscripts "ε ′ " are omitted in what follows. Then, it follows from the above estimate that w ε → 0 in L 2 (X; e −ϕ L −ψ ) as ε → 0 + . One can also extract a weakly convergent subsequence from {F ε } ε such that F := lim εµ→0 + F εµ exists as a weak limit in
, which turns out to be the desired holomorphic extension of f , as is justified below.
That F is truly a holomorphic extension of f can be seen using the argument similar to that in [11, (5.24) ]. On any open set V (which can be assumed to be a polydisc on which L is trivialised without loss of generality) in the given open cover {V γ } γ of X, one can solve ∂s ε = w ε for s ε with the L 2 Hörmander estimate s ε
as ε → 0 + , and, passing to suitable subsequences of F εµ µ and {s ε } ε , one has s εµ k → 0 pointwisely almost everywhere (a.e.) on V while F εµ k ⇀ F weakly in the weighted
being bounded above uniformly in ε µ k . As |ψ| ( log|ℓψ|) 2 + 1 belongs to L 1 (V ) (or L 1 (X)), the Cauchy-Schwarz inequality applied to the norm-square on the left-hand-side above assures that F εµ k − s εµ k is also bounded above in L 1 (V ) uniformly in ε µ k . Being holomorphic, Cauchy's estimate and the above boundedness guarantee that the sequence F εµ k − s εµ k k is locally bounded above in V . Montel's theorem then assures that there is a subsequence which converges locally uniformly in V to a holomorphic function F V on V . Notice that, if V ∩ S = ∅, then F V ≡ f mod I(ϕ L + ψ) on V , as can be seen, under the snc assumption 2.1.1, from the facts that F εµ k − s εµ k ≡ f mod I(ϕ L + ψ) for all ε µ k and that all Taylor coefficients of F εµ k − s εµ k around any point have to converge to the corresponding Taylor coefficients of F V . As a result, there is a subsequence of F εµ µ which converges pointwisely a.e. on V to the holomorphic extension F V of f . It turns out that F = F V a.e. on V . By considering all open sets V in a cover of X, it follows that F is indeed a holomorphic extension of f on X, after possibly altering its values on a measure 0 set.
Finally, to obtain the acclaimed estimate for F , noting that F comes with the estimate
and letting α → 0 + , A → +∞, B → 1 + and ε 0 → 0 + (and choosing the limit of F suitably such that it converges locally uniformly) yield the desired result.
Remark 3.3.5. In some applications, it is necessary to control how fast the estimate grows when the constant δ in the normalisation of ψ shrinks. The constant ℓ in the estimate is there to give a more precise control. Choose ℓ := δ and write
where a > 0 is a constant and sup X ψ 0 = 0. Then a can be chosen independent of δ such that the assumption (2) 
Note that e −ψ 0 |δψ 0 −a|(( log|δψ 0 −a|) 2 +1) is bounded below by a positive constant independent of δ when δ < a (which can be seen easily by applying (eq 3.3.2) suitably). [36] some estimates with better weights. More precisely, for the case ψ := ψ S = φ S − ϕ sm S (which is suitably normalised for each of the weights below), they obtain holomorphic extension with an estimate in the norm with any of the following weights:
where δ ′ ∈ (0, 1] is a fixed number in each case, and log •j denotes the composition of j copies of log functions here. It would be interesting to see if it is possible to obtain these weights in the setting of this paper.
Remark 3.3.7. It is not clear to the authors whether Theorem 3.3.4, if allowing X to be non-compact, does include the results in [4] and [20] on the optimal constant for the estimate, although the constant in the current estimate looks "optimal".
3.4. Extension theorem with a sequence of potentials. In applications it is often necessary to deal with a sequence of potentials ϕ 
defines the same reduced subvariety S for all k by assumption. However, the snc assumption 2.1.1 is not assumed unless explicitly mentioned, as there may not be simultaneous resolution for all the potentials in general. 
(2) k for any given constant ℓ > 0 and for each k ∈ N, the function ψ (k) is normalised (by adding a suitable constant for each k without affecting convergence) such that
Let f be any holomorphic section in H 0 S,
Then, there exists a holomorphic section F ∈ H 0 X, K X ⊗ L ⊗ k I ϕ
with the estimate Proof. For simplicity, assume that m 0 = 0 and m 1 = 1 as before. The proof goes with the standard technique applied in, for example, [11] (which applies [11, Prop. 3.12 ] to handle the diminishing negative curvature).
For each k ∈ N, applying the curvature assumption (1) k and the normalisation assumption (2) k to the curvature term (in NavyBlue) of the twisted Bochner-Kodaira formula in Lemma 3.2.1 with σ = 1 yields the inequality
ε for all compactly supported K X ⊗ L-valued (0, 1)-forms ζ (in which ϕ = ϕ (k) L + ψ (k) + ν (k) and the formal adjoint ϑ both depend on k). Using the notation in the proof of Theorem 3.3.1 and with the same argument there, one obtains
for any ε ′ > 0 and k ∈ N (here, v ε also depends on k, as θ ε = θ • ψ (k) ε does). The Riesz representation theorem, together with the argument in Proposition 3.3.3, provides a solution u
ε ′ ,ε , the argument in the proof of Theorem 3.3.4 then yields
Notice that the assumption of f being L 2 with respect to the limit of lc-measures implies that f is L 2 with respect to d lcv 1 ω,ϕ (k) L ψ (k) for every k ≫ 0, which in turn implies that
is finite for each k ≫ 0 (see the proof of Theorem 3.3.4).
Choose
and omit all subscripts "ε ′ " as before.
Notice that the right-hand-side of the above estimate is bounded above uniformly, thanks to the assumption that f being L 2 with respect to the lc-measure, when the limits are taken in the order ε → 0 + followed by k → ∞. The required section F is then obtained after first taking the limit ε → 0 + (obtaining the weak limits F (k) of F in their respective L 2 spaces), then k → ∞ (obtaining the weak limit F of F (k) while w (k) → 0 strongly), and followed by α → 0 + , A → +∞, B → 1 + and ε 0 → 0 + . The acclaimed estimate also follows.
To justify that F is the required holomorphic extension of f , consider any polydisc V in the given open cover of X and solve ∂s
ε on V with the L 2 Hörmander 6 Here f is abused to mean its image under the map
where the constant C is independent of k and ε. This assures that one can extract weak limit s (k) of s
is holomorphic on V with the unweighted L 1 norm bounded from above uniformly in ε (followed from the same argument as in Theorem 3.3.4), it converges locally uniformly on V to the holomorphic section F (k) − s (k) after passing to a subsequence. This also implies that
(which can be seen by temporary taking a log-resolution of (X, ϕ (k) L + ψ (k) ) and arguing as in Theorem 3.3.4).
Notice that the unweighted L 1 norm of F (k) − s (k) may not be bounded above uniformly in k since ψ (k) depends on k. To get around that, notice that 1
via inequality (eq 3.3.2) with the constant in independent of k. Hölder's inequality infers that
As ψ (k) → ψ (∞) in the L 1 norm, this assures that F (k) − s (k) is bounded above uniformly in k in the L This shows that F is holomorphic.
Since ( * ) also implies that
for all k ′ ≤ k, as followed from the assumption (3) stated at the beginning of Section 3.4. One then sees that
To see that F is in k I ϕ (k) L , notice that ψ (∞) ≤ ψ (k) + C for some C > 0, and therefore
by the assumption (2) stated at the beginning of Section 3.4. Then F belonging to
can be seen from the estimate. This completes the proof.
3.5. Illustration. The following example illustrates how Theorem 3.4.1 can be applied to obtain the classical result on prescribing value at a point to a holomorphic section with estimate.
Example 3.5.1 (Extension from a point). Let X be a projective n-fold and A an ample line bundle on X endowed with a potential ϕ sm A . Set ω :=ī∂∂ϕ sm A . Suppose that L is a pseudo-effective line bundle equipped with a psh potential ϕ L (with arbitrary singularities). The goal is to obtain a global section F of the line bundle K X ⊗ L ⊗µ ⊗ A ⊗µ for some sufficiently large µ ∈ N with the prescribed value a at a point p ∈ X \ (ϕ L ) −1 ( − ∞) with estimate.
Let ϕ (k) L k∈N be a sequence of quasi-psh potentials with neat analytic singularities which approximates ϕ L and satisfies the properties
can be the approximation of ϕ L constructed in [8] ).
Let θ : [0, 1] → [0, 1] be a smooth cut-off function such that θ ≡ 1 on [0, 1 2 ] and is compactly supported on [0, 1). For any p ∈ X \ (ϕ L ) −1 ( − ∞) which lies in a coordinate chart (V, z) with coordinates z = (z 1 , . . . , z n ) such that z(p) = 0 and |z| 2 = n j=1 |z j | 2 < 1 on V and such that both L and A are trivialised, define
which is a global function on X. It can be seen that ψ ≤ −e on X, and m = 1 is the first jumping number of the family I µϕ [ψ] is finite at p.
Let π : X → X be the blow-up of X at p with exceptional divisor E. Then, π * ψ = nφ E − ϕ sm nE for some smooth potential ϕ sm nE (on E ⊗n ) and K X/X = E ⊗(n−1) . Let U be a neighbourhood in X covering a dense subset of E with coordinates (w, s E ) = (w 1 , w 2 , . . . , w n−1 , s E ) given by π * z j = s E w j for j = 1, . . . , n − 1 and π * z n = s E such that E ∩ U = {s E = 0}. It follows from Proposition 2.2.1 that πīdw j ∧ dw j = |a| 2 e −µϕ (k) L+A (p) π n π n−1 (n − 1)! e e → |a| 2 e −µϕ L −µϕ sm A (p) π n n! e e as k → ∞, which is definitely finite. Theorem 3.4.1 can now be invoked to obtain the required F with estimate.
Improvement to the result of Demailly-Hacon-Păun on plt extension
Divisors are treated as line bundles without further mention in this section. (F is defined for the convenience of readers when referred to [14] .) Assume that µ ≥ 2 and
is an effective Q-divisor with snc support, and S and D 2 have no common components; • supp S ⊂ supp D (i.e. ν j = 0 for all j ∈ I S ).
• no irreducible components of S lies in the diminished stable base locus B − (K X + S + B) (see, for example, [14, §2.1] for the definition). Let ρ := K X + S + B − D be the Q-line bundle in Pic 0 (X) ⊗ Q which admits a smooth pluriharmonic potential ϕ sm ρ , i.e. it curvature form isī∂∂ϕ sm ρ = 0. The potentials φ S , φ ν S ·S , φ B and φ D 2 , which are defined from canonical sections of their respective Q-line bundles as shown in their subscripts, are fixed such that they are negative under the given choice of trivialisations.
Moreover, choose a sufficiently ample divisor A on X such that it is globally generated. Let {s A,i } i∈I A be a basis of H 0 (X, A) and endowed A with a smooth psh potential ϕ sm A = log i∈I A |s A,i | 2 , which in turn provides a Kähler form ω :=ī∂∂ϕ sm A on X, and induces a smooth potential ϕ sm K X on K X . Fix also smooth potentials ϕ sm := ϕ sm K X +S+B on K X +S +B and ϕ sm B on B. All the smooth potentials are chosen such that they are negative under the given choice of trivialisations for convenience.
4.2.
Bergman kernel potentials. Let ϕ min ≤ ϕ sm K X +S+B be a psh potential with minimal singularities on the pseff Q-line bundle K X + S + B (ref. [13, Thm. 1.5] ). Since φ ν S ·S + φ D 2 + ϕ sm ρ is also a psh potential of K X + S + B, after adding suitable constants to the potentials, one can assume that
The following construction of an approximation of ϕ min is almost a paraphrase of the discussion on the "algebraic version of the super-canonical metric" in [9, §20.6] with the generalisation in [9, §20.13] taken into account.
Let 
The integer ℓ is chosen such that the polar set of ϕ (ℓ,k)
B,A is precisely the stable base locus of the linear system of kµ(K X + S + B) + A (see Lemma 4.2.1 for the existence of such ℓ). These ϕ (k) 's have only neat analytic singularities.
Choose ℓ ≫ 0 such that the Ohsawa-Takegoshi extension theorem with respect to the potential ℓkµϕ min + ℓϕ sm A can be applied to obtain global sections of ℓkµ(K X + S + B) + ℓA with prescribed value at any point on the projective manifold X outside of (ϕ min ) −1 (−∞) for every k ≥ 1 (for example, one can use the version of the extension theorem in [9, Thm. 13.6] , or Example 3.5.1, together with the analytically singular approximation of psh functions in [8, Prop.3.7] ). Following the arguments in [8, Prop. 3.1] , since ϕ min ≤ ϕ sm K X +S+B =: ϕ sm , after adding a suitable constant to ϕ min if necessary (where the constant is independent of k), one obtains 
for every β ∈ [0, δ] for some constant δ > 0. Here θ : [0, 1] → [0, 1] is a smooth cut-off function which is identically equal to 1 on a neighbourhood of 0 and vanishes outside of a larger neighbourhood. It can be seen that ℓ 0 can be chosen independent of k, ℓ and ℓ ′ , even the point p (as X is compact). With almost the same proof as in the proof of the first inequality in (eq 4.2.4), namely, applying the Ohsawa-Takegoshi extension theorem (or Example 3.5.1) with respect to the potential ℓkµϕ
where constant in the first log is independent of k, ℓ and ℓ ′ thanks to the fact that ϕ
is bounded above uniformly in k and ℓ ′ (see (eq 4.2.4)) and the use of inequality (eq 3.3.2) to estimate the terms with ψ, while the constant in the second log is independent of k, ℓ and ℓ ′ thanks to the universality of the constant in the Ohsawa-Takegoshi extension. As a result, one sees that
where the constant involved in log are independent of k, ℓ and ℓ ′ . For the reverse inequality, it follows easily by means of mean-value-inequality that, for any m ∈ N,
with the constant in log being independent of k, ℓ and m. Indeed, for any fixed x ∈ X, take h ∈ H 0 (X, ℓkµ(K X + S + B) + ℓA) with h 2 ℓ,k := h 2 ℓkµϕ sm +ℓϕ sm A = 1 and |h(x)| 2 = B ℓ,k (x). Then, one has
for some constant C > 0 and small r > 0 which are independent of k, ℓ and m. Note that sup X (ℓkµϕ sm + ℓϕ sm A ) means the maximum of sup Vγ (ℓkµϕ sm + ℓϕ sm A ) among all V γ in a finite cover {V γ } γ (and the same interpretation applies to the term with inf X ). The claim for log follows after applying 1 mℓkµ log on and subtracting 1 kµ ϕ sm A from both sides. When mℓ > ℓ ′ , one can apply ( * ) to obtain ϕ 
for any k, k ′ , k ′′ ∈ N whenever k ′ A ′ − kA and k ′′ A − k ′ A ′ are ample, where the constants involved in log are independent of k, k ′ and k ′′ .
In particular, when A = A ′ , it follows that ϕ (k) = ϕ (k) B,A is getting more singular as k increases, i.e.
Proof. Take ℓ ≫ 0 such that ℓk ′ A ′ − ℓkA is globally generated, and choose ϕ sm A and
. One gets, after summing up the inequalities for the whole basis of H 0 (X, ℓk ′ A ′ − ℓkA) (with dimension being bounded above by O(ℓ n (k + k ′ ) n )),
hence the inequality on the right-hand-side in the claim after taking Lemma 4.2.1 into account, with the constant involved in log being independent of ℓ, k and k ′ . The other inequality follows by interchanging the role of A and A ′ .
By passing to a subsequence when necessary, one can assume that ϕ (k) k∈N converges in L 1 loc (thanks to (eq 4.2.5b) and the fact that ϕ (k) ≥ ϕ min ≡ −∞) to a psh (thanks to (eq 4.2.5c)) potential ϕ (∞) , which is given pointwisely by the upper regularised limit By the minimality of ϕ min , it follows that ϕ (∞) ∼ log ϕ min . Indeed, it follows from (eq 4.2.4) that, by letting r → 0 + (after k → ∞), one has ϕ (∞) = ϕ min .
The choice of ϕ (k)
L and ψ (k) . Set ν max := max j∈I S ν j . For each k ∈ N, define the global function ψ (k) on X and the potential ϕ
For the convenience of readers who would like to compare the current choices with those in [14] , define also ϕ τ k , ϕ F,k and ψ ν S ·S, k (which may not follow the convention in Notation 1.2.3) by
It follows from (eq 4.2.5a) that ψ (k) ≤ 0 on X, so, for any m ≤ m ′ , it follows that 
it can be seen that m = 1 is a jumping number of the family by considering the coefficients of φ S j 's, after taking (eq 4.2.5e) into account. Since the coefficient of ϕ (k) is decreasing as m grows and that of φ D 2 is negative as m varies within [0, 1), the decreasing family has to remain unchanged for m ∈ [0, 1). In the context of Theorem 
Setting δ 0 := (µ − 1)ν max such that the above inequality holds true when β varies within [0, δ 0 ], this gives the curvature assumption (1) k in Theorem 3.4.1. As δ 0 is independent of k and ψ (k) 's are bounded above uniformly in k, the normalisation assumption (2) k in Theorem 3.4.1 can be made satisfied by adding a suitable constant (independent of k) to each ψ (k) . It remains to verify the L 2 -ness of the given section to be extended with respect to the 1-lc-measure under the above choice of metrics in order to invoke Theorem 3.4.1. 
for some numbers s > 0 and M > 0. Then, one has
where the constant involved in is independent of k. This in turn implies that
where the constant involved in is independent of k.
Proof. Notice that
on X, with the constant involved in log being independent of k since ϕ (k) is locally bounded above uniformly in k (see (eq 4.2.5b)) and δ is independent of k. The first claim then follows immediately from this inequality and the Cauchy-Schwarz inequality. An argument with the Harnack inequality for plurisubharmonic functions (see, for example, [10, Ch. I, Prop. 4.22(b)]) then yields
on X, where the constants in both 's are independent of k.
It remains to show that X ψ (k) s d vol X,ω is bounded above uniformly in k. Since ψ (k) ≤ 0 and s > 0, it follows that
where the constant C is independent of k by (eq 4.2.5b). The far right-hand-side is independent of k and is L 1 since φ ν S ·S + φ D 2 has only logarithmic poles and ν S · S + D 2 has only snc. This completes the proof. 
is a Bergman kernel potential (although the bound may depend on k), 
Proof. It follows readily from Hölder's inequalities that
and q > 1 is chosen sufficiently close to 1 such that the last integral on the right-hand-side converges.
[14, Lemma 5.5] is applied to assure that there exist constants δ > 0 and C ′ > 0, which depend only on the cohomology class of−1ī
This completes the proof.
From now on, the constant δ is chosen to be the one provided by Lemma 4.5. for every k ∈ N, where the constant involved in is independent of k.
Proof. The strategy is to invoke Ohsawa-Takegoshi extension theorem using ϕ which is therefore finite, and the constant involved in is independent of k.
Since δ is independent of k, by adding a suitable constant independent of k to ψ (k) , the normalisation assumption (2) in Theorem 3.3.1 (with ℓ = δ) can also be fulfilled (see Remark 3.3.5).
By the Ohsawa-Takegoshi extension theorem with lc-measure in Theorem 3.3.4 (or via Demailly's version in [11, Thm. 2.8] ), one obtains a holomorphic extension V k ∈ E of v k,A on X with estimate
where the constant involved in the last is independent of k (and δ). As
with the constant involved in being independent of k via a use of (eq 3.3.2), it follows that
where the constant in is independent of k.
Considering the definitions of the potentials ϕ (k) |U min | in (eq 4.5.4) and ϕ (k) L k in (eq 4.5.5), as well as the definition of the norm · E in (eq 4.5.2), Hölder's inequality, together with the minimality of U min k,A in the norm · E , yields on X. Notice that v ℓk,ℓA = U min ℓk,ℓA S and the sup-norm of v ℓk,ℓA on S is the same as the one on S j . It follows that, after restricting to S j and adding suitable potentials (which are uniformly bounded in k) on both sides, one has
where the constant involved in log is independent of k. Taking the upper regularised limit yields
This implies that ϕ min is well-defined on S j . Since this holds true for every j ∈ I S , ϕ min is therefore well-defined on every component of S.
Recall that A is chosen to be globally generated and {s A,i } i∈I A is a basis of H 0 (X, A) such that ϕ sm A = log i∈I A |s A,i | 2 . The following is the key result of this section. Theorem 4.5.4. Under the setup given in Section 4.1 ( without the assumption supp D 2 ⊂ supp B), suppose that there is a section u ∈ H 0 (S, O S (µ(K X + S + B))) and that the sets E u k ⊗ s A,i | S constructed as in (eq 4.5.1) are non-empty for all k ∈ N, i ∈ I A . Then, one has log|u| where the constants involved in log 's and are independent of k. Summing up the last inequality over i ∈ I A yields the inequality of the first claim. The second claim follows from taking the upper regularised limit of ϕ (k) as k → ∞ together with the fact that ϕ (∞) = ϕ min . 4.6. Proof of the main theorem. Let π : X → X be a log-resolution of (X, S + B) such that Notice that, when K X + S + B is nef, one has Ξ = 0, and thus I S Ξ = O S . Theorem 4.6.1. Under the setup in Section 4.1 ( without the assumption supp D 2 ⊂ supp B), every u ∈ H 0 S, O S (µ(K X + S + B)) ⊗ I S Ξ extends to a holomorphic section in H 0 (X, µ(K X + S + B)).
In particular, when K X + S + B is nef, the restriction map H 0 (X, µ(K X + S + B)) → H 0 (S, O S (µ(K X + S + B))) is surjective.
Proof. Let u ∈ H 0 S, O S (µ(K X + S + B)) ⊗ I S Ξ and define E k,i := E u k ⊗ s A,i | S as in (eq 4.5.1).
By the result of Hacon and M c Kernan in [24, Thm. 6.3] (see also [23, Thm. 3.16 ]) on the extension of pluricanonical sections, in which the technique was originated in the work of Siu ([44] ), it follows that, on the plt pair (X, S + B), the set E k,i = E u k ⊗ s A,i | S are non-empty for every k ∈ N and i ∈ I A when u is a section to the ideal I S Ξ . Then, given the choice of ψ (k) and ϕ The inequality (eq 4.3.4) verifies the curvature assumption (1) k in Theorem 3.4.1 and provides a δ 0 := (µ − 1)ν max which is independent of k. Considering the definition of ψ (k) in (eq 4.3.1) and the fact that ϕ (∞) = ϕ min , which is bounded from above, one sees that a uniform constant can be added to ψ (k) such that the normalisation assumption (2) k in Theorem 3.4.1 is satisfied. Therefore, it follows from Theorem 3.4.1 that there exists a holomorphic extension U of u with the estimate
