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Dynamic Hubbard models describe coupling of a boson degree of freedom to the on-site electronic
double occupancy. In the limit of infinite boson frequency this coupling gives rise to a correlated
hopping term in the effective Hamiltonian and to superconductivity when the Fermi level is near
the top of the band. Here we study the effect of finite boson frequency through a generalized Lang-
Firsov transformation and a high frequency expansion. It is found that finite frequency enhances
the tendency to superconductivity in this model.
PACS numbers:
INTRODUCTION
An attempt to understand electron-electron interac-
tions in solids over the last few decades has focused on
simplified models which single out, for example, on-site
or nearest neighbour Coulombic interactions. While it
is usually understood that the parameters that are re-
quired in these models are not ‘bare’ parameters, it is
often tacitly assumed that the omitted physics can be
recovered by simply modifying these parameters to ef-
fectively incorporate the missing physics. However, the
notion that this procedure may in fact leave out much
of the interesting physics has been emphasized by one of
us recently [1], and a new class of model Hamiltonians,
‘dynamic Hubbard models’ , was introduced to remedy
this difficulty[1, 2, 3, 4] . These Hamiltonians describe an
essential difference between the empty and the doubly oc-
cupied Wannier orbital, that the former is representable
by a single Slater determinant and the latter one is not.
This difference is not described by the conventional mod-
els and leads to electron-hole asymmetry and to an un-
coventional mechanism of superconductivity[5].
In this paper we focus attention on one particular dy-
namic Hubbard model, which introduces a modulation
of the Hubbard U by coupling the electron double occu-
pancy to a fictitious local boson displacement. The site
Hamiltonian that describes this model is given by [1]:
Hi =
p2i
2M
+
1
2
Kq2i + (U + αqi)ni↑ni↓ (1)
where the boson is characterized by an Einstein oscillator
with mass M and spring constant K. The displacement
of the local oscillator qi is coupled to the electron dou-
ble occupancy with coupling constant α, and as a conse-
quence the on-site repulsion U+αqi becomes a dynamical
variable . The Hamiltonian in electron representation is
given by
H = ω0
∑
i
a†iai − t
∑
iδ
σ
(
c†iσci+δσ + c
†
i+δσciσ
)
− µ
∑
iσ
niσ
+
∑
i
[
U + gω0(ai + a
†
i )
]
ni↑ni↓, (2)
where c†iσ is an electron creation operator for site i and
spin σ, niσ is the corresponding number operator, and
we have introduced the boson creation and annihilation
operators, a†i and ai, respectively. The Einstein oscillator
frequency is ω0 ≡ (K/M)1/2, and g ≡ α/(2Kω0)1/2. In
addition we have introduced the electron kinetic energy,
with nearest neighbour hopping amplitude t and chemi-
cal potential µ. Finally, U describes the static electron-
electron repulsion.
Treating the four-fermion term involving the boson in
mean field leads to a model with ordinary Holstein-like
electron-boson coupling
Hel−b = g(n)ω0(a
†
i + ai)(ni↑ + ni↓) (3)
g(n) =
n
2
g (4)
where the coupling constant g(n) increases with electron
occupation and is maximum for the Fermi level at the
top of the band. Hence the quasiparticle dressing in this
model increases as the Fermi level rises in the band, and
conversely it decreases as the system is doped with holes.
There are indications in the high Tc cuprates that the
quasiparticle dressing decreases with hole doping[6] and
this is one of the motivations to study this Hamiltonian.
However to fully understand the physics of this model the
mean field decoupling leading to Eqs. (3),(4) is certainly
inappropriate.
We study the Hamiltonian Eq. (2) in hole rather than
electron representation. A particle-hole transformation
yields in addition a Holstein-like coupling:
H = ω0
∑
i
a†iai − t
∑
iδ
σ
(
c†iσci+δσ + c
†
i+δσciσ
)
− µ
∑
iσ
niσ
−gω0
∑
iσ
(ai + a
†
i )niσ +
∑
i
[
U + gω0(ai + a
†
i )
]
ni↑ni↓,(5)
2where now c†iσ , niσ are hole creation operator and hole
number operator respectively. One of the essential ingre-
dients of this and other similar models is that the system
is inherently not electron-hole symmetric. This is clear
within the Hartree approximation, but the asymmetry is
best revealed through a generalized Lang-Firsov trans-
formation [1, 7].
In the following section we perform this transforma-
tion, and derive a Migdal-like expansion valid in the anti-
adiabatic limit, which allows us to study corrections due
to finite boson frequency. While the antiadiabatic limit
is very well understood[5], the effect of non-infinite bo-
son frequency (retardation) is not . The purpose of this
paper is to address this question which is of fundamen-
tal importance because derivation of the model from first
principles necessarily leads to finite boson frequency[2].
The expansion is performed to first order in inverse boson
frequency, and the impact on superconductivity is deter-
mined. We find that retardation increases Tc at all hole
densities, and increases the range of hole densities over
which superconductivity occurs. This is in qualitative
agreement with a previous study [3] which determined
the effective pairing interaction for two holes within a
pseudospin model on small clusters. That study found
an increased attractive interaction due to retardation as
well.
GENERALIZED LANG-FIRSOV
TRANSFORMATION
We use the transformation
H˜ = eGHe−G, (6)
where [7]
G =
∑
i
g
(
ai − a†i
)(
ni↑ + ni↓ − ni↑ni↓
)
. (7)
Application of Eq. (6) results in
H˜ = ω0
∑
i
a†iai − µ0
∑
iσ
niσ + Ueff
∑
i
ni↑ni↓
−t
∑
iδ
σ
(
X†iσXi+δσc
†
iσci+δσ +H.c.
)
, (8)
where Ueff ≡ U − ω0g2, µ0 ≡ µ+ ω0g2, and
X†iσ ≡ exp
(
g(ai − a†i )(1 − ni−σ)
)
, (9)
dresses the hole-hopping amplitudes. These operators
are dependent on both the oscillator and hole degrees of
freedom.
Eq. (8) leads to a low energy Hamiltonian for the hole
degrees of freedom if the ground state expectation value
is taken with respect to the oscillator degrees of freedom.
Following Ref. [1], we find
H˜ ≈ −t˜0
∑
iδ
σ
(
c†iσci+δσ +H.c.
)
− µ0
∑
iσ
niσ
+Ueff
∑
i
ni↑ni↓ −∆t
∑
iδ
σ
(
c†iσci+δσ +H.c.
)(
ni−σ + ni+δ−σ
)
(10)
where
t˜0 ≡ te−g
2
(11)
and
∆t ≡ te−g2(eg2/2 − 1). (12)
Eq. (10) is the effective quasiparticle Hamiltonian stud-
ied in Ref. [5]. This model is known to lead to supercon-
ductivity at low hole dopings, and to characteristic prop-
erties related to ‘undressing’ phenomenology [7]. The
effective single hole hopping
t˜(n) = t˜0 + n∆t (13)
is an increasing function of hole doping, and so is the
effective hole bandwidth.
Based on previous studies[5], superconductivity (and
in fact pair binding) occurs in the model Eq. (8) in the
anti-adiabatic limit. We wish to answer the question:
will superconductivity occur more or less readily with re-
tardation, i.e. away from the anti-adiabatic limit ? To
this end, we use perturbation theory following the gener-
alized Lang-Firsov transformation. That is we note that
the operator X†iσ can be written
X†iσ = ni−σ + (1− ni−σ) exp
(
g(ai − a†i )
)
= ni−σ + (1− ni−σ)e−g
2/2e−ga
†
i egai
≈ ni−σ + (1− ni−σ)e−g
2/2
(
1 + g(ai − a†i )
)
,(14)
and similarly for Xiσ. In the last line of Eq. (14) we have
expanded the exponential to first order in the oscillator
momentum (or, equivalently, the displacement). To put
terms involving the linear oscillator operators into ‘stan-
dard’ form (with the oscillator displacement rather than
the momentum), we utilize the canonical transformation
ai → −iai
a†i → ia†i . (15)
Finally, Fourier transforming all the operators to momen-
tum space, we obtain
H˜ = ω0
∑
q
a†qaq +
∑
kσ
(
ǫ˜k − µ˜0
)
c†kσckσ
+
1
N
∑
kk′
[
Ueff + 2
∆t
t˜0 + n∆t
(ǫ˜k + ǫ˜′k)
]
c†k↑c
†
−k↓c−k′↓ck′↑
+
1√
N
∑
kk′
σ
gkk′
(
ak−k′ + a
†
−(k−k′)
)
c†kσck′σ, (16)
3where
ǫ˜k = −2(t˜0 + n∆t)
∑
δ
cos (kδ), (17)
t˜0 = te
−g2 , (18)
∆t = t˜0(e
g2/2 − 1), (19)
Ueff = U − ω0g2 (20)
µ˜0 = µ+ ω0g
2 − Ueffn/2, (21)
and
gkk′ ≡ ig t˜0(1− n/2) + n∆t/2
t˜0 + n∆t
(
ǫ˜k − ǫ˜k′
)
. (22)
Note that we have included Hartree corrections already
in the hopping and chemical potential terms; these are
not to be included again when treating the Hamiltonian
(16). The correction to the hole hopping matrix element
in particular leads to a wider bandwidth D˜ for increasing
number of holes in the band.
ELIASHBERG-LIKE APPROXIMATION FOR
HIGH BOSON FREQUENCIES
Eq. (16) looks like a standard Hamiltonian with linear
electron-phonon coupling. One can determine its prop-
erties with the Migdal-Eliashberg approximation. Omit-
ting the detailed steps in the derivation, the final result
is:
φ(k, iωm) =
1
Nβ
∑
k′,m′
(
2ω0g−k′−kgk′k
ω20 + (ωm − ωm′)2
− Vkk′
)
φ(k′, iωm′)
E(k′, iωm′)
(23)
Σ(k, iωm) =
1
Nβ
∑
k′,m′
(
2ω0gk′kgkk′
ω20 + (ωm − ωm′)2
)
G˜0
−1
(−k′,−iωm′)
E(k′, iωm′)
(24)
where φ(k, iωm) and Σ(k, iωm) are the pairing and nor-
mal self energies, and the denominator E(k, iωm) is given
by
E(k, iωm) ≡ G˜0−1(k, iωm)G˜0−1(−k,−iωm) + φ2(k, iωm)
(25)
with
G˜0
−1
(k, iωm) ≡ iωm − (ǫ˜k − µ˜0)− Σ(k, iωm). (26)
These equations are standard Eliashberg equations, with
iωm ≡ iπT (2m− 1) a fermion Matsubara frequency, β ≡
1/(kBT ) the inverse temperature, and N the number of
lattice sites. The direct electron-electron interaction is
given by
Vkk′ = Ueff +
2∆t
t˜0 + n∆t
(
ǫ˜k + ǫ˜k′
)
. (27)
It is also customary to write the normal self energy in
terms of an odd and even (in Matsubara frequency) part:
Σ(k, iωm) ≡ iωm(1− Z(k, iωm)) + χ(k, iωm), (28)
which leads to three coupled equations instead of the two
Eqs. (23,24). Note that the arguments of the g-factors
in the kernels of Eqs. (23,24) are actually different, and
lead, in this case, to kernels with opposite signs in the
pairing and normal equations. These equations also re-
quire an auxiliary number equation:
n = 1 + 2Re
1
Nβ
∑
k,m
G˜0
−1
(−k,−iωm)
G˜0
−1
(k, iωm)G˜0
−1
(−k,−iωm) + φ2(k, iωm)
, (29)
where n is the hole number density.
These equations are most easily solved by noting that
each unknown function can be decomposed into three k-
dependent pieces. For example,
φ(k, iωm) ≡ φ0(iωm)+φ1(iωm)
(
− ǫ˜k
D˜/2
)
+φ2(iωm)
(
ǫ˜k
D˜/2
)2
(30)
where D˜ ≡ D˜(n) = 8(t˜0 + n∆t) is the n-dependent hole
bandwidth. This makes the entire problem only slightly
more difficult than the standard Eliashberg equations
which require iterative solution in Matsubara frequency
space [8].
Nonetheless, we need not solve these rather compli-
cated equations to determine their properties for large
boson frequency, ω0. Eqs. (23,24) both contain a kernel
of the form:
κkk′ (iνn) = − D˜(n)
ω0
ω20
ω20 + ν
2
n
g2
2
(
t˜0(1− n/2) + n∆t/2
t˜0 + n∆t
)2
(
ǫ˜k − ǫ˜k′
D˜(n)/2
)2
, (31)
where iνn ≡ i2πTn is a Boson Matsubara frequency, and
the other variables have been previously defined. We
have written Eq. (31) with an explicit prefactor D˜(n)/ω0,
which shows that for infinite boson frequency, ω0, all of
the complications due to the electron-boson coupling can
be ignored. This leaves
Z(k, iωm) = 1,
χ(k, iωm) = 0,
φ(k, iωm) ≡ φ(k)
= − 1
Nβ
∑
k′,m′
Vkk′
φ(k′)
G˜0
−1
(k′, iωm′)G˜0
−1
(−k′,−iωm′) + φ2(k′)
, (32)
which is a straightforward BCS-like problem which has
been solved previously [5]. The result is an extended s-
wave solution for superconductivity at low hole densities.
4To understand what happens for large but non-infinite
boson frequencies, we adopt a standard approximation
for Eliashberg theory, i.e. in the kernel we assume that
the boson frequency is much larger than the other energy
scales, so that it becomes independent of Matsubara fre-
quency. This allows us to neglect the normal channels,
and focus on the gap equation [9]:
φ(k) =
1
Nβ
D˜(n)
∑
k′,m′
[
−κ(n)( ǫ˜k − ǫ˜k′
D˜(n)/2
)2 − Vkk′
D˜(n)
]
φ(k′)
ω2m′ + (ǫ˜k′ − µ˜0)2
, (33)
where
κ(n) ≡ D˜(n)
ω0
g2
2
(
t˜0(1− n/2) + n∆t/2
t˜0 + n∆t
)2
. (34)
The Matsubara sum in this equation is readily performed:
1
β
∑
m
D˜(n)/2
ω2m + (ǫ˜k − µ˜0)2
=
D˜(n)/2
2(ǫ˜k − µ˜0)
(
1− 2f(ǫ˜k − µ˜0)
)
≡ F1(ǫ˜k). (35)
As noted already in Eq. (30), the k-dependence can be
decomposed into a constant, a term proportional to ǫ˜k,
and a third term proportional to ǫ˜2k. The latter term is
new, and arises from the fact that a non-infinite boson
frequency is used. More explicitly, if we use a constant
electron density of states (g(ǫ˜) = 1/D˜, −D˜/2 < ǫ˜ <
D˜/2), then we have:
φ(x) =
∫ 1
−1
dx′ φ(x′)F1(ǫ˜
′)
(
−κ(n)(x2 + x′2)+ 2κ(n)xx′ − k(x+ x′)− ueff
)
,(36)
where ueff ≡ Ueff/D˜(n), k ≡ 8∆t/D˜(n), and x ≡
ǫ˜/(D˜(n)/2), and similarly for the primed quantities. Nor-
mally, positive components of the kernels contribute to
pairing, and hence to Tc. For example, focusing on the
anti-adiabatic terms, ueff clearly deters pairing, whereas
k will enhance pairing in the energy range where holes
dominate (negative ǫ˜ and negative ǫ˜′). At the same time
k hurts pairing in the electron regime (positive ǫ˜). Clearly
the effect of κ(n) is helpful (to pairing) in the central term
(and hence adds to the role of k), and is detrimental in
the first term. However, a full solution is required to de-
termine the overall impact of a non-zero κ(n) (and hence
non-infinite ω0 — see Eq. (34)) [10].
BCS-LIKE SOLUTION
A full solution to Eq. 36 is obtained by noting that
φ(x) = a0 − a1x+ a2x2. (37)
Substitution of Eq. 37 into Eq. 36 leads to 3 homoge-
neous eqns, so that Tc is given by setting the determinant
of the following 3X3 matrix to zero:

 1 + κ(n)I2 + uI0 − kI1 κ(n)I3 + uI1 − kI2 κ(n)I4 + uI2 − kI3−kI0 − 2κ(n)I1 1− kI1 − 2κ(n)I2 −kI2 − 2κ(n)I3
κ(n)I0 κ(n)I1 1 + κ(n)I2

 = 0,
(38)
where
Iℓ ≡
∫ D˜(n)/2
−D˜(n)/2
dǫ˜
(
− ǫ˜
D˜(n)/2
)ℓ
1− 2f(ǫ˜− µ˜0)
2(ǫ˜− µ˜0) . (39)
For the number equation we assume all non-pairing inter-
actions are already taken into account in the parameters;
thus we obtain, for the chemical potential:
µ˜0
D˜(n)/2
= −(1− n), (40)
where n is the hole density. The evaluation of the de-
terminant, and the determination of Tc(n) is a tedious
process; in weak coupling, one can use the relations:
I0 = ln
(
1.13
kBTc
D˜(n)
2
√
n(2− n)
)
,
I1 = ρ(I0 − 1)
I2 = ρ
2I0 +
1
2
− 3
2
ρ2
I3 = ρ
3I0 +
1
2
ρ− 11
6
ρ3
I4 = ρ
4I0 +
1
4
+
1
2
ρ2 − 25
12
ρ4, (41)
where ρ ≡ 1 − n. Weak coupling is accurate over a wide
range of parameters [11]. The end result is
kBTc = 1.13
D˜(n)
2
√
n(2 − n) exp (−a/b), (42)
where
a = 1 + kρ(2 + kρ)− κρ(−k − 2uρ+ 3kρ2) +
κ2(−9 + 30ρ2 + 7ρ4)/12− κ3(3 − 9ρ2 + 13ρ4 + ρ6)/12
b = (k2 − 2u+ 4kρ+ k2ρ2)/2 + κ(3u+ 3uρ2 − 4kρ3)/3 +
κ2(1 + 6ρ2 + ρ4)/4− κ3(9 − 9ρ2 + 15ρ4 + ρ6)/36, (43)
with κ ≡ κ(n). Note that if only the coupling to the bo-
son were present, then, for small hole density, b/a ≈ 2κ2
for κ << 1. Thus the boson leads to an attractive in-
teraction, independent of the sign of κ, but Tc is unob-
servably small if κ << 1. However, if Tc already ex-
ists (through the presence of the anti-adiabatic terms,
in this case), then the enhancement due to the coupling
to the boson (which, in this case, means a coupling at
non-infinite frequency) can be substantial. This nonlin-
ear effect is merely due to the nature of the exponential
function.
5In Fig. 1 we plot Tc vs. hole density n for parameter
values ∆t = 0.185 eV, Ueff = 5.0 eV, t˜0 = 0.025 eV, with
ω0 = ∞, 10 eV, and 5 eV. The explicit n dependence
of κ(n) is not significant, and is shown in Fig. 2, for a
variety of parameter values (note: for Fig. 1, ∆t/t˜0 =
7.4). Fig. 1 shows that Tc is enhanced by retardation —
as ω0 decreases, κ0 ≡ κ(n = 0) increases. It is also clear
that the range of hole densities increases with increasing
amount of retardation.
Finally, we can compute the effective mass and quasi-
particle residue as a function of doping. These are ob-
tained in a two-step process. First, in the anti-adiabatic
limit (ω0 → ∞), the effective mass ratio is given for low
hole densities [7] as
m∗aa/m =
(1 +∆t/t˜0)
2
(1 + n∆t/t˜0)
, (44)
and the quasiparticle residue is similarly given by [7]
zaa0 =
(1 + n2∆t/t˜0)
2
(1 + ∆t/t˜0)2
. (45)
Here zaa0 is the quasiparticle residue on the Fermi sur-
face, and the subscript aa stands for the anti-adiabatic
limit. To incorporate changes due to retardation effects,
we proceed in the usual fashion, and compute the real
part of the analytic continuation to the real axis of the
self energy expression Eq. (24) in the normal state, and
without self-consistency (i.e. we omit the self energy on
the right hand side). Then
m∗
m
=
m∗aa
m
(
1− aω
1 + ak
)
(46)
and
z0 =
zaa0
1− aω , (47)
where
aω ≡ ∂Σ1
∂ω
(ǫ˜k, ω + iδ)|ω=0,ǫ˜k=µ˜0 (48)
and
ak ≡ ∂Σ1
∂ǫ˜k
(ǫ˜k, ω + iδ)|ω=0,ǫ˜k=µ˜0 , (49)
where Σ1 is the real part of the self energy. These quan-
tities are given by
aω = 2κ(n)
(
1 + (1− n)2
)
(50)
and
ak = κ(n)
(
1 + (1− n)2
)
. (51)
The effective mass and residue are plotted in Fig. 3. It is
clear that the effective mass decreases and the quasiparti-
cle residue increases as a function of increasing hole con-
centration, as expected in this model. Note that retarda-
tion actually decreases the effective mass and increases
the quasiparticle residue, because retardation ‘undoes’
some of the effects from the generalized Lang-Firsov
transformation. Note that retardation has little effect on
the doping dependence of these properties. To empha-
size the observation made in Ref. [3] we have plotted the
inverse effective mass ratio in Fig. 3b (dashed curve) in
the anti-adiabatic limit, to show that the residue and in-
verse mass behave similarly as a function of doping. This
indicates that the frequency dependence of the hole self
energy is most important (as opposed to the momentum
dependence).
CONCLUSIONS
We have studied the effect of finite boson frequency in
a dynamic Hubbard model. The model describes modu-
lation of the Hubbard on-site repulsion by a boson degree
of freedom. In the limit of infinite boson frequency the
properties of the model are well understood, and here we
studied the effect of finite frequencies through a gener-
alized Lang-Firsov transformation and a high frequency
expansion.
One might also ask about the use of cruder approxima-
tions. For example, one might first consider the Hamil-
tonian (5) in the mean field decoupling given by Eqs.
(3,4). Doing then the usual Lang-Firsov transformation
would yield an effective repulsive Hubbard model, with
no superconductivity in the anti-adiabatic limit at the
BCS-Eliashberg level of approximation. Thus the start-
ing point for such a study would already be in serious
error. The dynamics inherent in the coupling of the dou-
ble occupancy of holes to the boson displacement given
in Eq. (5) is crucial for the occurrence of pairing.
The central result of this work is the finding that Tc
increases with retardation . That this effect is expected
was also indicated by the exact diagonalization study
in Ref. [3]. In the derivation of this model from first
principles[1, 2] the boson frequency represents the scale
of intra-atomic electronic excitation energies. This scale
is expected to be large compared to the scale of inter-
atomic hopping, but is certainly not infinite. Therefore
it is essential to study the effect of finite frequency cor-
rections as done in this paper.
This finding supports the possibility that the model
may be relevant to the superconductivity of real mate-
rials. It should also be noted that in the microscopic
derivation of the model both the coupling constant g
increases and the boson frequency decreases as the de-
gree of negative charging of the ion increases. According
to the results of this study, both effects enhance super-
6conductivity in this model. Hence our results support
the hypothesis that conduction of holes through negative
ions is conducive to high temperature superconductivity.
This is in qualitative agreement with the fact that high
Tc is found in cuprates (with holes in O
= ions) and in
MgB2 (with holes in B
− ions).
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FIG. 1: Tc vs. hole doping, n. For these parameters g =
2.063, the hole bandwidth at the top of the band is D˜ = 0.2
eV and the electron bandwidth at the bottom of the band is
D = 14 eV. The quasiparticle weight is 1 at the bottom of
the band (electrons) and 0.014 at the top of the band (holes).
The boson frequencies are ω0 = 10 and 5 eV, which gives
κ0 = 0.043 and κ0 = 0.085 respectively.
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FIG. 2: κ(n) vs. hole doping, n, from Eq. (34).
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FIG. 3: Effective mass (a) and quasiparticle residue (b) vs.
hole doping, n, for several boson frequencies as indicated.
As expected, the quasiparticle effective mass decreases as the
situation becomes more electron-like; similarly the residue in-
creases towards unity. Note that both quantities have the
same tendency, as is made clear by the dashed curve in (b),
where the inverse effective mass is plotted for ω0 → ∞.
