This paper is concerned with an optimal control problem for a linear stochastic differential equation (SDE) of mean-field type, where the drift coefficient of observation equation is linear with respect to the state, the control and their expectations, and the state is subject to a terminal constraint. The control problem cannot be solved by transforming it into a standard optimal control problem for an SDE without mean-field term. By virtue of a backward separation method with a decomposition technique, one optimality condition and one forward-backward filter are derived. Two linear-quadratic (LQ) optimal control problems and one cash management problem with terminal constraint and partial information are studied, and optimal feedback controls are explicitly obtained.
Introduction
One begins with a complete filtered probability space (Ω, F, (F t ) 0≤t≤T , P), on which are given an F t -adapted standard Brownian motion (ω t ,ω t ) with value in R 2 and a Gaussian the functions a,ā, b,b, c,c, f ,f , g,ḡ, h, l, φ and ϕ will be specified in Sect. 2. This is a partially observable optimal control problem with terminal constraint. This problem can reduce to an optimal control problem with certain additional control domain constraint, but it cannot be studied by classical control theory for SDE without mean-field term. From this viewpoint, this problem extends some standard optimal control problems and covers a few financial models. Classical variation provides an effective tool for studying optimal control problems. However, it is not always valid for partially observed optimal control problems. A main reason is there is a circular dependence between the control v and the observation y v .
In 2008, Wang and Wu [1] originally proposed a backward separation method. In 2018, Wang coauthored their monograph [2] , where the backward separation method was systematically introduced and was regarded as one of most important tools for studying partially observed optimal control problems. Combining the backward separation method with Girsanov's measure transformation, the circular dependence between v and y v was decoupled in Wang et al. [3] , and then a necessary condition for optimality was derived. Along this line, Zhang [4] , Ma and Liu [5] extended [3] to the case of correlated state and observation noises, and the case of risk-sensitive control, respectively. Buckdahn et al. [6] studied an optimal control problem for SDE of conditional mean-field type. One emphasizes that [3] [4] [5] and [6] are based on the assumption that the drift coefficients of observation equations are uniformly bounded with respect to their components, which is restricted in some applications. Using the backward separation method with an approximation technique, Wang et al. [7] generalized [3] [4] [5] [6] in the sense that the drift coefficient of observation equation linearly grows with respect to the state, and for any > 0, the control v satisfies E sup 0≤t≤T |v t | < +∞. Note that [7] did not study the case of mean-field and terminal constraint. Clearly, the control problem in this paper does not satisfy the assumptions above, and then the foregoing techniques are not valid. To overcome the difficulty caused, one will adopt a decomposition technique introduced in Wang et al. [8, 9] , where a partially observable forward-backward stochastic control system without mean-field term and/or terminal constraint was considered. Combining the decomposition technique with the backward separation method, one solves the control problem. The contributions of this paper are as follows.
-One new necessary condition for optimality is derived. The condition together with forward-backward filter provides an effective method for studying stochastic optimal control with terminal constraint and incomplete information. -Three LQ examples with terminal constraint and partial information are solved, and optimal feedback controls are obtained by accident. -An SDE of mean-field type naturally arises from the study of standard LQ optimal control driven by SDE without mean-field term. This interesting contribution can be found in Example 4.2 below. The control problem is also related to those of Meyer-Brandis et al. [10] , Elliott et al. [11] , Yong [12] , Hafayed and Abbas [13] , Ni et al. [14] and Hafayed et al. [15] . Specifically, [10, 15] , respectively, studied a mean-field type control problem with partial information, where neither noisy observation nor filter is studied. The other work investigated meanfield type controls with complete information.
The rest of this paper is organized as follows. In Sect. 2, one reformulates the control problem and provides preliminary results. Section 3 derives one optimality condition and one forward-backward filtering equation of mean-field type. In Sect. 4, one explicitly solves three LQ optimal control problems with terminal constraint and partial information. Finally, in Sect. 5, one gives some concluding remarks.
Problem formulation and preliminary
Define x 0 and y 0 by two SDEs
and
and y v,1 by
. It is clear that Eqs. (1), (2), (3) and (4) have unique solutions, respectively. Set
It follows from Itô's formula that x v and y v satisfy
respectively. For any v ∈ L 2 F (0, T; R), one introduces a constraint condition regarding the terminal state and its distribution
Let
and let U be a nonempty convex subset of R. Define three admissible control sets
t -adapted process with value in U and satisfies
It is easy to see that the inclusion relationship among them is
With (5) and the definition of U ad , one proves the equality
In fact, since v t is F y 0 t -adapted, then it follows from (3) and (4) The cost functional is in the form of
where l : [0, T] × R 2 × U × R → R and φ, ϕ : R 2 → R are continuously differentiable with respect to (x,x, v,v) and (x,x), respectively, and there is a constant C > 0 such that
Then the optimal control problem with terminal constraint is restated as follows.
subject to (6), (7), (8) and (9). Any u satisfying the equality is called an optimal control of Problem (TC), and x u is called the optimal state corresponding to u.
One also introduces an auxiliary problem without terminal constraint.
Problem (A)
Find a u ∈ U ad such that
subject to (6), (7) and
In what follows, one provides two preliminary results, whose proofs can be found in the Appendix.
Proposition 2.1 For any κ ∈ , one has
inf v ∈U ad J κ v = inf v∈U 0 ad J κ [v].
Proposition 2.2 Suppose that, for any κ ∈ , u κ is an optimal control of Problem (A).
Moreover, suppose that there exists κ 0 ∈ such that
Then u = u κ 0 is an optimal control of Problem (TC). T ) = 0. Then such u κ 0 is exactly an optimal control of Problem (TC). Clearly, it is a more convenient approach in at least some detailed cases. See, e.g., Sect. 4 for more details.
This remark shows that the second procedure above can easily be finished in general, and thus it is enough to study Problem (A).
Optimality condition of Problem (A)
For any v, v j ∈ U ad , let x v and x v j be the solutions to (6) corresponding to v and v j , j = 1, 2, . . . .
For simplicity, we set
where λ = v, u κ , v j , j = 1, 2, . . . .
Theorem 3.1 If u κ is an optimal control of Problem (A), then the backward stochastic differential equation of mean-field type
where the Hamiltonian function H is defined by
Proof If u κ is an optimal control of Problem (A), Proposition 2.1 implies that
For any v ∈ U 0 ad , let x u κ +εv be the solution to (6) corresponding to u κ + εv, where 0 ≤ ε ≤ 1.
Introduce the variational equation Combining the limit with the optimality of u, one derives the first-order variational inequality
On the other hand, once x u κ is determined by (6), (11) admits a unique solution (
. Using Itô's formula to x 1 p κ and inserting it into the variational inequality, one gets
Due to u κ ∈ U 0 ad and the arbitrariness of v t , one deduces
Recalling for any u κ ∈ U ad , F
t , then one draws the desired conclusion.
According to (12) , one needs to compute the optimal filters of (11) and (6) depending on F y v t in order to compute u κ . For this purpose, one denotes bŷ
the filters of Φ t and Ψ t , respectively. Moreover, one denotes by (14) respectively, where Σ is the unique solution to
is a standard Brownian motion with value in R, and
One emphasizes that (13) with (14) is a forward-backward stochastic differential filtering equation of mean-field type, which has a unique solution (
for given u κ . It shows that Theorem 3.2 is different from the usual filtering theories. See, e.g., Xiong [16] .
Three LQ cases of Problem (TC)
In this section, one aims at illustrating Theorems 3.1 and 3.2 by three examples. For convenience, one still adopts the state equation, the observation equation, and the corresponding assumptions introduced in Sects. 2 and 3 unless noted otherwise.
Example 4.1 Find an admissible control to minimize
over U c ad with U = R and the terminal constraint 
Define an auxiliary cost functional without terminal constraint
Since both κ and γ are constants, it is enough to minimize (21) over U ad subject to (19) and (20). One will use three steps to explicitly solve the example.
Step 1 Candidate optimal control of the auxiliary problem without terminal constraint.
With the data, the Hamiltonian function is
where (p κ , q κ ,q κ ) is determined by the Hamiltonian system
If u κ is an optimal control of the auxiliary problem, then it follows from Theorem 3.1 that
Solving it, we get
Step 2 Feedback form of (23). Inserting (23) into (22) and taking expectations, one gets an ordinary differential equation
Note that the first equation and the second equation in (24) 
where α and β κ are deterministic and differential functions such that α T = D +D and β κ,T = κ. Using the chain rule for computing the derivative of (25), one has
Comparing the equality with the second equation in (24), one deduces
It is easy to see (26) and (27) admit unique solutions, respectively. Inserting (25) into the first equation of (24), one derives
Using Theorem 3.2 to (22) with (23), one gets a forward-backward stochastic differential filtering equation of mean-field type,
where Σ andω satisfy (15) 
where Γ ,Γ and Λ κ are three deterministic and differential functions satisfying Γ T = D, Γ T =D and Λ κ,T = κ. It follows from Itô's formula that dp κ,t =Γ tx
Comparing it with the second equation in (29), one deduces
which admit a unique solution, respectively. Plugging (30) into (23), one gets
where Γ ,Γ , Λ κ andx u κ solve (31), (32), (33) and
Step 3 Optimal control of Example 4. 
