A three-dimensional coupled model of the western Black Sea plankton dynamics: Seasonal variability and comparison to SeaWiFS data by Tsiaras, K. P. et al.
A three-dimensional coupled model of the western Black Sea plankton
dynamics: Seasonal variability and comparison to SeaWiFS data
K. P. Tsiaras,1 V. H. Kourafalou,2 A. Davidov,3 and J. Staneva4
Received 9 October 2006; revised 2 July 2007; accepted 2 January 2008; published 3 July 2008.
[1] The main physical and biological processes that control the seasonal cycle of
the plankton dynamics over the Western Black Sea were explored by means of a
three-dimensional, 7-compartment, on-line coupled biophysical model that was
developed for this study. Adopting high frequency forcing in terms of air-sea interaction
and Danube river inputs, we performed a simulation of the coupled model during the
2002–2003 period. A series of 8-day Chl-a SeaWiFS images provided a validation tool
that guided us, along with available in situ measurements, to the improvement of
model parameterizations and the calibration of the biological parameters. The simulation
of the seasonal phytoplankton variability over the entire Western Black Sea, extending
from the highly eutrophic river influenced area to the open sea area, was a major
challenge that made necessary the representation of both the spatial and time variability of
several processes. Despite the model simplicity, the simulated Chl-a patterns presented
a good agreement as compared to the SeaWiFS and in situ data. During winter,
phytoplankton in coastal areas was shown to be limited by light availability, primarily due
to the increased particulate matter concentrations, as a result of resuspension from the
sediment and the increased river loads. During summer, the primary production was
mostly sustained by riverine nutrients and regeneration processes and thus was strongly
linked to the evolution of the Danube plume. The limiting nutrients showed deviations
from the observed concentrations, indicating the necessity for a more realistic
phytoplankton growth model.
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doi:10.1029/2006JC003959.
1. Introduction
[2] The Black Sea is a semi-enclosed basin, connected to
the Mediterranean through the narrow and shallow strait of
Bosporus. Its hydrodynamics and biogeochemical structure
are characterized by a strong main pycnocline, imposed by
the hydrological balance that is mostly defined by the fresh
river water inflow and the restricted water exchange through
the Bosporus straits (outflow of low salinity surface water
and inflow of more saline Mediterranean water). The strong
density stratification inhibits the ventilation of sub-pycno-
cline waters. As oxygen is consumed by the decomposition
of sinking organic matter, the water mass below 150 m is
permanently anoxic and the distributions of essential
nutrients across the oxic/anoxic interface are defined by
redox processes.
[3] The Northwestern Black Sea is characterized by a
broad shelf and is a highly eutrophic area, as it receives
substantial river water discharge from the rivers Dniestr,
Dniepr, Bug and particularly the Danube (Figure 1), which
contributes to about 70% of the Black Sea fresh water input
[Tolmazin, 1985]. The significant increase of nitrogen and
phosphorus loads from the Danube River during the 1970s –
1980s resulted in the intensive eutrophication of the North-
western Black Sea shelf which was characterized by the
reduction of non-gelatinous zooplankton stocks, mass mor-
tality among benthic communities and decrease of biodiver-
sity [Zaitsev and Alexandrov, 1997; Kideys, 2002]. The
strong eutrophication combined with the invasion of the
ctenophore Mnemiopsis Leidyi and other synergetic factors
such as overfishing [Gucu, 2002], led to a significant dete-
rioration of the Black Sea ecosystem and particularly that of
the Northwestern shelf area. The recent decrease of nutrient
river loads since the beginning of 1990s [Velikova et al.,
2005; Cociacu et al., 1997], along with the appearance of a
predator of Mnemiopsis, the ctenophore Beroe [Finenko et
al., 2003], have contributed to the gradual recovery of the
Black Sea ecosystem [Kideys, 2002].
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[4] Over the last decade the Black Sea ecosystem func-
tioning has been explored by several studies, employing
models of various complexity levels. A 1-D vertically cou-
pled model of the lower trophic levels was developed by
Oguz et al. [1996] to study the open Black Sea plankton
dynamics and was also used by Staneva et al. [1998] to
examine the effect of different meteorological conditions.
This model was further elaborated by including additional
trophic levels [Oguz et al., 1998, 2001a], in order to study
food web trophic interactions, resolving redox cycles [Oguz
et al., 2001b] and oxygen dynamics [Oguz et al., 2000].
Oguz and Salihoglou [2000] expanded the biological model
of Oguz et al. [1999] to a three-dimensional, three-layer
model to assess the impact of the eddy-dominated horizontal
circulation on the open Black Sea plankton dynamics.
Eeckhout and Lancelot [1997] developed a high trophic
level resolution 0-D box model to study the functioning of
the Northwestern Black Sea shelf ecosystem. The same
model was later coupled to a one-dimensional mixed
layered model and a three-dimensional hydrodynamic
model [Lancelot et al., 2002; Stanev et al., 2002]. Cokasar
and Ozsoy [1998] investigated the factors that determine
the dynamics of different Black Sea regions by implement-
ing variations of the Fasham et al. [1990] nitrogen based
model. Lebedeva and Shushkina [1994] employed a two-
layer model to study the effect of Mnemiopsis on the
Black Sea plankton community. Gregoire et al. [1998]
developed a three-dimensional coupled biophysical model
comprising several size classes of phytoplankton and
zooplankton as well as different potentially limiting
nutrients (nitrogen, phosphorus, silicate). A somehow
simpler nitrogen-based, 6-compartment, three-dimensional
coupled model was implemented by Gregoire et al. [2004]
to study the seasonal variability of plankton and circula-
tion dynamics. The same model was also used to estimate
the nitrogen budget of the Northwestern Black Sea shelf
[Gregoire and Friedrich, 2004]. Even though the few
existing three dimensional studies have offered insight
on the Black Sea plankton dynamics and certain important
coastal processes such as benthic recycling and oxygen
dynamics, the current understanding with regard to the
processes that control the productivity gradient from the
river influenced eutrophic areas to the open sea is still
limited.
[5] The primary objective of the present study is to
investigate the main physical and biological processes that
control the seasonal cycle of the plankton dynamics over the
Western Black Sea. The study focus is on the representation
of the key processes that determine the productivity gradient
from the coastal river influenced areas to the open sea. A
three-dimensional, low-trophic level, coupled biophysical
model was developed in the framework of the EU DANUBS
(DAnube NUtrient management and its impact on the Black
Sea, http://danubs/tuwien/ac.at) project. The uncertainties
related to the parameterization of several biological pro-
cesses along with the limitations on temporal and spatial
coverage of observations are the main challenges regarding
the calibration and validation of a biological model. The
satellite-derived chlorophyll-a data by the Sea Wide-Field-
of-view Sensor (SeaWiFS) [McClain et al., 2004], which
cover the entire area of interest almost continuously, are an
extremely valuable tool for this purpose.
[6] Adopting high frequency forcing in terms of air-sea
interaction and of the Danube river inputs, we performed a
simulation of the coupled model for the period 2002–2003.
Following the methodology by A. Davidov (Assessment of
algorithms for atmospheric correction and chlorophyll-a
retrieval from SeaWiFS satellite data in the western Black
Sea area, submitted to Int. J. Remote Sens., 2007) (herein-
after reffered to A. Davidov, submitted, 2007) we analyzed
Chl-a SeaWiFS data for the entire year 2003 period and
produced a series of images for 8-day averaged patterns.
These were employed to improve and assess the model
ability to reproduce the observed seasonal primary produc-
tion variation over the western Black Sea. For model
validation, we have also taken into account available in
situ measurements (Chl-a, nutrients, inorganic suspended
matter, light attenuation) that were obtained during the
2002–2003 period in the Romanian and Bulgarian shelf
areas [Velikova et al., 2005; A. Cociasu, unpublished data].
[7] The description of the coupled model and the adop-
ted biological formulations are provided in section 2. In
section 3, we present the simulation setup in terms of the
Figure 1. Model domain and bathymetry (isobath depths
in m). The Boxes A and B enclose the areas around in situ
measurements (indicated as dots) that are compared with
area averaged model results (A: Danube prodelta and B:
South Romanian Shelf); box C represents the Danube front
area (2400 km2) where model simulated area averaged
sediment fluxes are compared to estimates based on in situ
data. The area enclosed by D represents an extended
Danube influenced area where average model simulated
Chl-a is compared to SeaWiFS; area E represents the North
Romanian shelf area that is discussed in the sensitivity
studies section (Figure 18).
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employed initial/boundary conditions and forcing. The
model results, comparison to data and a series of model
sensitivity tests are discussed in section 4.
2. Model Description
2.1. Hydrodynamic Model
[8] The hydrodynamic model is based on the Princeton
Ocean Model [Blumberg and Mellor, 1983], which is a
three-dimensional, sigma-coordinate, primitive equation
and free-surface model. A 2.5 turbulence closure submodel
[Mellor and Yamada, 1982] calculates the vertical eddy
viscosity/diffusivity taking into account the wind stirring
and the stratification of the water column. The model has
been modified to include river plume dynamics, following
the approach developed by Kourafalou et al. [1996]. This is
a key model modification that allows the detailed descrip-
tion of the development and evolution of the Danube River
plume. A high-resolution (5 km) hydrodynamic model of
the Western Black Sea is nested to a lower resolution
(10 km) basin scale model, which provides the necessary
open boundary conditions [Kourafalou et al., 2004]. The
model domain is shown in Figure 1. Sixteen sigma levels
are resolved in the vertical with logarithmic distribution
approaching the surface. In order to increase the vertical
resolution in the open Black Sea area, permitting a better
simulation of the mixed layer dynamics and the entrainment
from the subsurface nutrient pool, we employed a maximum
water depth of 500 m. We, therefore, define the ‘‘open sea
area’’ as the deepest area over the 500 m flat bottom depth.
The upper ocean simulated hydrodynamic fields did not
show significant differences from those simulated using the
hydrodynamic model’s initial ‘‘realistic’’ bathymetry (with
Hmax  2200 m). Therefore since the current study does
not concentrate on deep sea circulation details and because
vertical processes are particularly important for plankton
dynamics in the open sea area, we choose the above
approximation for computational efficiency.
2.2. Biological Model
[9] The biological model is a low-trophic level, Fasham
type [Fasham et al., 1990], 7-compartment model, which is
on-line coupled with the hydrodynamic model of the
Western Black Sea. The model compartments consist of:
Phytoplankton biomass (P), Zooplankton biomass (Z),
Nitrates (N), Ammonium (A), Phosphates (PO4), Nitrogen
and Phosphorus parts of biogenic Detritus (DN, DP)
(Figure 2). The initial model formulation and parameter
set was taken by the studies from Oguz et al. [1996] and
Staneva et al. [1998] where a 1-D vertically coupled model
was calibrated and tested for the open Black Sea area.
Three important modifications were employed to extend the
model for application in the river influenced coastal areas.
[10] In the latter studies nitrogen was considered to be the
major limiting nutrient. This is a fair approximation for the
open Black Sea area where productivity is mostly controlled
by the subsurface nutrient pool which is characterized by
low N/P ratios due to the removal of nitrogen through the
denitrification process that takes place in the suboxic layer
[Murray et al., 1989; Murray et al., 2005]. However, the
observed N/P ratios [Cociacu et al., 1997; Ragueneau et al.,
2002; Velikova et al., 2005] in the Danube influenced waters
and river nutrient loads imply a P-limitation and therefore
the model was extended to include PO4 and the phosphorus
part of detritus as two additional state variables. This was
accomplished by adding a phosphorus limitation on the
phytoplankton growth function while assuming a fixed N/P
stoichiometry for phytoplankton and zooplankton biomass.
This may be considered a model simplification at least for
phytoplankton, which is known to have more flexible
nutrient pools. A Redfield [Redfield et al., 1963] N/P
stoichiometry (16:1) was adopted as this is a generally
accepted average stoichiometry for marine phytoplankton
and zooplankton. However, copepods that often comprise a
major portion of zooplankton in the Black Sea are character-
ized by much higher N/P ratios (20–30) [Beers, 1966] while
Hasset et al. [1997] have shown that both phytoplankton and
zooplankton in estuarine regions have a similar N/P ratio of
20:1. Therefore we have also examined the impact of
assigning a higher N/P ratio of 20:1 for both phytoplankton
and zooplankton or only zooplankton biomass. Another
model upgrade that was proved necessary was the inclusion
of a simple benthic model describing the interaction with
the sediment in terms of resuspension and deposition of
biogenic detritus, as well as the flux of phosphate and
ammonium resulting from benthic decomposition. Further-
more, Inorganic Suspended Matter (ISM) was included as a
model prognostic variable, in order to more realistically
simulate the light conditions within coastal waters, espe-
cially during winter, when increased ISM river load and
resuspension from the sediment may significantly decrease
light availability.
[11] The biological variables are treated as biophysical
tracers, subjected to advection, vertical and horizontal
diffusion. Therefore the local change of every variable B
can be split into a ‘‘hydrodynamic’’ part resolved by the
hydrodynamic model and a ‘‘biological’’ part resolved by
the biological model interactions:
dB=dt ¼ dB=dtð Þhydro þ dB=dtð Þbio ð1Þ
[12] Additional input parameters that are used by the
biological model are the photosynthetically active radiation
Figure 2. Schematic diagram of the biological model,
showing the model state variables and the nitrogen and
phosphorus flows among them and across the sediment
interface.
C07007 TSIARAS ET AL.: COUPLED MODEL OF THE WESTERN BLACK SEA
3 of 31
C07007
(PAR) at the sea surface I(z = 0) (which is derived as half
the incoming short wave radiation), the water temperature
(T), the bottom stress (BS), the inorganic suspended matter
concentration (ISM), the water salinity (S) and the water
column depth (H).
[13] The local rates of change of the 7 model compart-
ments as defined by the biological interactions within the
water column are as follows:
. Phytoplankton
@P=@t ¼ F I ;N ;A;PO4;T ;Pð Þ P  GP P;DN ; Z;Tð ÞZ Mp Pð ÞP
rate of P change ¼ growth grazingmortality
ð2Þ
. Zooplankton
@Z=@t ¼ gG P;DN; Z;Tð Þ Z Mz Z;Tð ÞZ  Rz Tð ÞZ
rate of Z change ¼ growthmortality excretion ð3Þ
. Detritus-N
@DN=@t ¼ 1 gð ÞG P;DN ;Z;Tð ÞZ  Gd P;DN ;Z;Tð ÞZ
þMz Z; Tð ÞZ þMp Pð ÞP  EN P; Tð ÞDN  ws DNð Þ@DN=@z
rate of DN change ¼ sloppy feeding grazing
þ P;Z mortality remineralisation sinking ð4Þ
. Detritus-P
@DP=@t ¼ 1 gð ÞG P;DN ;Z;Tð ÞZ  Gd P;DN ;Z;Tð ÞZ½
þMz Z; Tð ÞZ þMp Pð ÞP	=RN=P  EP P;Tð ÞDP
 ws DPð Þ@DN=@z
rate of DP change ¼ sloppy feeding grazing
þ P;Z mortality remineralisation sinking ð5Þ
. Nitrate
@N=@t ¼ FN I ;N ;A;PO4;T ;Pð Þ P þ WA
rate of N change ¼ uptake by Pþ oxidation of A ð6Þ
. Ammonium
@A=@t ¼ FA I ;N ;A;PO4; T ;Pð ÞP þ Rz Tð ÞZ
þ EN P;Tð ÞDN  WA
rate of A change ¼ uptake by Pþ Z excretion
þ remineralisation oxidation ð7Þ
. Phosphate
@PO4=@t ¼ F I ;N ;A;PO4; T ;Pð ÞP þ Rz Tð ÞZ½ 	=RN=P
þ EP P; Tð ÞDP
rate of PO4 change ¼ uptake by P þ Z excretion
þ remineralisation ð8Þ
One should note that the exchange fluxes between
phytoplankton/zooplankton and phosphorus variables DP
and PO4 in equations (5) and (8) are similar to the nitrogen
based equations except they are divided by the assumed
constant biomass stoichiometry (RN/P). The following
equations represent the benthic model interactions between
the last water column layer (indexed as b1) and the bottom
layer (indexed as b):
. Phosphate (benthic model)
@PO4b1=@t ¼ dpo4 T ;DPbð Þ
rate of PO4b1 change ¼ diffusion from the sediment ð9Þ
. Ammonium (benthic model)
@Ab1=@t ¼ dA T ;DNbð Þ
rate of Ab1 change ¼ diffusion from the sediment ð10Þ
. Detritus-N (benthic model)
@DNb1=@t ¼ wres BSð ÞDNb  wdep BSð ÞDNb1
 
=dz
rate of DNb1 change ¼ resuspension deposition ð11Þ
@DNb=@t ¼ wres BSð ÞDNb þ wdep BSð ÞDNb1
 
=dzb
 dA T ;DNbð Þ  bDNb
rate of DNb change ¼ resuspensionþ deposition
 diffusion of NH4 burial ð12Þ
. Detritus-P (benthic model)
@DPb1=@t ¼ wres BSð ÞDPb  wdep BSð ÞDPb1
 
=dz
rate of DPb1 change ¼ resuspension deposition ð13Þ
@DPb=@t ¼ wres BSð ÞDPb þ wdep BSð ÞDPb1
 
=dzb
 dPO4 T ;DPbð Þ  bDPb
rate of DPb1 change ¼ resuspensionþ deposition
 diffusion of PO4 burial ð14Þ
[14] The mathematical expressions for the above used
functions are described in Table 1, while the employed
parameters and the temperature dependence of different
processes are given in Tables 2 and 3, respectively. The
adopted functions and the choice of the parameter values are
briefly discussed below. It should be noted that, as the
phytoplankton variability depends both on grazing pressure
and phytoplankton growth limitation functions (each one
depending on several different processes) the model param-
eter set cannot be regarded as unique. Furthermore, given
the strong impact of many physical processes such as
vertical mixing, advection and bottom stress on the ecosys-
tem functioning and the simulated patterns, the parameter
calibration would also depend on the hydrodynamic setup,
namely the horizontal and vertical resolution as well as the
adopted forcing. The parameter values were chosen so as to
achieve the best possible fit to the observed phytoplankton
seasonal variability, while keeping parameter values as
close as possible to those obtained from the available
literature.
2.2.1. Phytoplankton
[15] The function F(I, N, A, PO4, T, P) denotes the
phytoplankton growth rate and is parameterized according
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Table 1. Biological Processes Formulation
Function Description Formula
F(I, N, A, PO4, T, P) phytoplankton growth rate smLT(T) min [LL(I), LNT(N, A, P), LPO4(PO4, P)]
LT (T) temperature dependence Q10
(T20)/10
LI (I) light limitation tanh
aI z;tð Þ
smLT Tð Þ
h i
I(z, t) PAR at depth z I(z = 0, t) exp [
R
ktot (z)dz]
ktot (z) total attenuation coefficient kw + kpP + kdD + ksISM
LNT (N, A, P) nitrogen limitation LN(N, A, P) + LA(A, P)
LN (N, A, P) nitrate nitrogen limitation N
NþKN Pð Þ exp (YA)
LA(A, P) ammonium nitrogen limitation A
AþKA Pð Þ
FN(I, N, A, PO4, T, P) nitrate uptake rate F(I, N, A, PO4, T, P)
LN N ;A;Pð Þ
LNT N ;A;Pð Þ
FA(I, N, A, PO4, T, P) ammonium uptake rate F(I, N, A, PO4, T, P)
LA A;Pð Þ
LNT N ;A;Pð Þ
KN (P) nitrate uptake half-saturation aN + bN P
KA(P) ammonium uptake half-saturation 0.1 KN(P)
LPO4(PO4, P) phosphorus limitation PO4
PO4þKPO4 Pð Þ
KPO4(P) phosphate uptake half-saturation KN (P)/16
Mp(P) phytoplankton mortality mp
P2
P2þKmp
G(P, DN, Z, T) zooplankton grazing rate sgLT(T)
F P;DNð ÞFth
F P;DNð ÞFthþKZ Zð Þ, F > Fth
F(P, DN) total available food for grazing pp(P, DN)(P  Pth(P, DN)) + pd(P, DN)(DN  DNth((P, DN))
pp(P, DN), pd (P, DN) zooplankton preferences for grazing on
phytoplankton and detritus
P
PþDN , 1  pp(P, DN)
Gp(P, DN, Z, T) zooplankton grazing rate on phytoplankton G(P, DN, Z, T)
pp P;DNð Þ
 PPth P;DNð Þð Þ
F
Gd (P, Z, T) zooplankton grazing rate on detritus G(P, DN, Z, T)
pd P;DNð Þ
 DNDNth P;DNð Þð Þ
F
Pth(P, DN), DNth(P, DN) phytoplankton and detritus grazing thresholds Fth pp (P, DN), Fth pd(P, DN)
KZ (Z) zooplankton grazing half-saturation aZ + bZZ
Mz(Z, T) zooplankton mortality rate mzLT (T)
Z2
Z2þKmz
Rz(Z) zooplankton excretion rate mzLTz(T)
EN (P, T) nitrogen remineralization rate eNLT (T) fR(P)
EP (P, T) phosphorus remineralization rate ePLT (T) fR(P)
fR(P) remineralization phytopl. dependence
0:5þPð Þ
0:5þPð ÞþKr
ws(DN) Detritus sinking rate wsmax DNDNþKsd
wres(BS) resuspension rate wresmax 1 tresBS
 
, BS > tres
wdep(BS) deposition rate wsmax 1 BStdep
 
, BS < tdep
dA(T, DNb) ammonium benthic flux dAmaxLT (T)
DNb S;Hð Þ
DNbmax
dPO4(T, DPb) phosphate benthic flux dPO4maxLT (T)
DPb S;Hð Þ
DPbmax
ws(ISM) ISM settling velocity 0.15(ISM + 0.2)
2
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to the Liebig’s law of the minimum, assuming that either
light or nutrient limitation (but not both) controls phyto-
plankton growth [Oguz et al., 1996]. A temperature depen-
dence is assigned to the maximum growth rate following
Eppley [1972]. The light limitation LI(I) is parameterized
according to Jassby and Platt [1976], assuming that the
photosynthesis efficiency parameter a is constant.
[16] Photosynthetically available radiation I(z) is assumed
to decrease exponentially with depth. The total attenuation
coefficient ktot(z) is split into contributions by clear water
(kw), phytoplankton shelf-shading (kc), organic (kd) and
inorganic (ks) particulate matter. In the work of Oguz et
al. [1996] the values for the attenuation of water kw = 0.08
and phytoplankton kc = 0.07 were chosen in order to fit light
attenuation observations in the open sea during spring and
summer [Vidal, 1995; Vladimirov et al., 1996]. Since
inorganic particulate matter is now a model variable, we
used lower attenuation values kw = 0.04 and kc = 0.03
according to Fasham et al. [1990] and Lorenzen [1972]. We
chose the values for organic (kd) and inorganic (ks) partic-
ulate matter kd = 0.01, ks = 0.07, based on a best fit to the
observed Chl-a patterns during winter light limited periods,
while keeping simulated ktot values in the open sea close to
those from Oguz et al. [1996] (see also discussion later). In
that way we tried to provide a more realistic description of
the seasonal variability for light conditions within coastal
waters, which are expected to be more turbid during winter,
due to the increased resuspension and river load of partic-
ulate matter.
[17] The nitrogen limitation function is based on
Wroblewski [1977] and accounts for the inhibition of
nitrate uptake in the presence of ammonium.
[18] A present study innovation is the adoption of a
variable half-saturation function (rather than constant) for
nutrient uptake, as well as for zooplankton grazing that will
be discussed later. The most frequently used formulation,
along with internal storage formulations [e.g., Droop,
1968], is the one introduced by Monod [1942], which has
the form:
V ¼ Vmax*
NUT
NUT þ K ð15Þ
where NUT is the nutrient concentration and K is the half-
saturation constant representing the nutrient concentration
where the uptake rate V reduces to half its maximum value
Vmax. This formulation was confirmed for monospecific
cultures under steady state conditions and is a generally
accepted model describing a single-species nutrient uptake
mechanism [Button, 1978]. The half-saturation constant has
been calculated for many different species [e.g., MacIsaac
and Dugdale, 1969; Eppley et al., 1969] and may vary
significantly according to the nutrient environment to which
they are adapted. Different (Vmax, K) values are a way to
explain resource competition among species [Dugdale,
1967; Tilman, 1981]. In oligotrophic environments, for
example, a low K value adaptation (usually with the cost of
having a lower Vmax) permits the cell to grow faster under
Table 2. Biological Model Parameter Values
Parameter Symbol Value
Phytoplankton maximum
growth rate at 20C
sm 3 (day
1)
Photosynthesis efficiency
parameter
a 0.02 ((W/m2)1 day1)
Clear water light attenuation
coefficient
kw 0.04 (m
1)
Phytoplankton shelf shading
coefficient
kc 0.03 (m
2/mmol N)
Particulate organic matter
attenuation coefficient
kd 0.01 (m
2/mmol N)
Particulate inorganic matter
attenuation coefficient
ks 0.06 (m
2/gr)
NH4 inhibition parameter Y 3 (mmol N)
1
Nitrate uptake half-saturation
1st constant
aN 0.5 (mmol N/m
3)
Nitrate uptake half-saturation
2nd constant
bN 0.5
Phytoplankton maximum
mortality rate
mp 0.04 (day
1)
Phytoplankton mortality
half-saturation constant
Kmp 0.1 (mmol N/m
3)2
Herbivore maximum grazing
rate at 20C
sg 0.8 (day
1)
Phytoplankton threshold conc.
for grazing
Fth 0.2 (mmol N/m
3)
Grazing half-saturation
1st constant
aZ 0.2 (mmol N/m
3)
Grazing half-saturation
2nd constant
bZ 1.3
Herbivore maximum mortality
rate at 20C
mz 0.45 (day
1)
Herbivore mortality
half-saturation constant
Kmz 0.08 (mmol N/m
3)2
Herbivore excretion rate
at 20C
mz 0.07 (day
1)
Herbivore assimilation
efficiency
G 0.75
Nitrogen maximum
remineralisation rate at 20C
eN 0.2 (day
1)
Phosphorus maximum
remineralisation rate at 20C
eP 0.3 (day
1)
Half-saturation for remineral,
phytoplankton dependence
Kr 1.5 (mmol N/m
3)
Oxidation rate W 0.05 (day1),
st > 15.4
Detrital maximum sinking rate wsmax 4 (m/s)
Half-saturation for detritus
sinking
Ksd 0.2 (mmol N/m
3)
Detrital maximum resuspension
rate
wresmax 0.006 (day
1)
Critical shear stress for
resuspension
tres 0.01 (Nt/m
2)
Critical shear stress for
deposition
tdep 0.4 (Nt/m
2)
Maximum ammonium
benthic flux
dAmax 1 (mmol N m
2 day1)
Maximum phosphate
benthic flux
dPO4max 0.15 (mmol P m
2 day1)
Initial benthic pool maximum
nitrogen conc.
DNbmax (100 mmol N m
2)
Initial benthic pool maximum
phosphorus conc.
DPbmax (6.25 mmol P m
2)
Sediment burial rate B 0.007 (day1)
Phytoplankton and zooplankton
N/P stoichiometry
RN/P 16
Table 3. Temperature Dependence (Q10) of Biological Processes
Biological Process Q10 Value
Phytoplankton growth 1.88
Zooplankton growth 1.88
Zooplankton mortality 2.2
Zooplankton excretion 1.88
Remineralization 1.2
Benthic flux of phosphate, ammonium 1.2
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lower nutrient concentrations and thus to dominate against
other species with higher K values. A natural system that is
characterized by significant spatial and/or time variability in
terms of nutrient conditions and subsequently of species
composition cannot be described by a single K value Monod
equation. Deviations from the Monod kinetics have been
shown for mixed populations with different K values
[Williams, 1973; Tarapchak and Herche, 1986], especially
when the relative species abundances are significantly
different [Tarapchak and Herche, 1986].
[19] An alternative formulation adopting a variable half-
saturation function, rather than constant, was introduced by
Contois [1959]:
V ¼ Vmax *
NUT=P
NUT=P þ b ¼ Vmax *
NUT
NUT þ b * P
¼ Vmax *
NUT
NUT þ K Pð Þ ð16Þ
The nutrient uptake rate in this case depends rather on the
ratio of available nutrients per unit phytoplankton biomass
NUT/P or equivalently, the half-saturation function in-
creases linearly with biomass. The Contois formulation was
shown to better describe nutrient uptake in mixed cultures,
while its predicted negative dependence of growth rate on
biomass concentration was attributed to the accumulation of
inhibitory metabolic by-products (review by Jost [2000]). In
the present study context, the Contois formulation provides
a means of adjusting nutrient uptake according to the actual
nutrient conditions assuming an adaptation of the dominant
species to these conditions. As pointed out by Morrisson et
al. [1987], this formulation seems to be more suitable than
the Monod expression for non-homogenous systems (many
species, nutrient gradients etc). In the present study an
intermediate function K(P) = a + b * P (which reduces to
Monod for P = 0) was adopted, that is similar to Roques et
al. [1982]. Setting a lower limit for the half-saturation
function signifies some kind of threshold for nutrient
uptake.
[20] The phytoplankton mortality is parameterized using
a sigmoid function according to Ryabchenko et al. [1997] in
order to increase the model stability.
2.2.2. Zooplankton
[21] The equivalent of the Monod formulation was intro-
duced by Holling [1959] to describe the variability of
zooplankton grazing rate on phytoplankton concentration:
G ¼ Gmax *
P
P þ KZ ð17Þ
KZ is the half-saturation constant where the grazing rate G
reduces to half of its maximum value Gmax. This
formulation reflects the saturation of the attack rate as
phytoplankton concentration increases, because of the finite
number of preys the predator can handle. The above
formulation has been criticized because it predicts an
increase of only the herbivore biomass (of two trophic
levels in our case) in response to an increase of
phytoplankton growth rates, while in natural systems
abundances of all trophic levels are expected to vary
proportionally (review by Ginzburg and Akcakaya [1992]).
Arditi and Ginzburg [1989] and Arditi and Akcakaya [1990]
proposed that a way to resolve this paradox is to describe
the predator attack rate as a function of the prey/predator
concentration ratio P/Z (which is equivalent in form to the
Contois function for nutrient uptake) as a result of predator
mutual interference. This concept of decreasing grazing
efficiency in higher predator densities was also earlier
introduced by DeAngelis et al. [1975]. Using such a ‘‘ratio
dependent’’ function prevents the occurrence of limit cycles
that are a symptom of using the Holling formulation. During
our preliminary simulations, using the Holling formulation
resulted in a significant underestimation of phytoplankton
concentration and the occurrence of unrealistically large
amplitude oscillations that were prevented only after a
significant reduction of the maximum grazing rate. Gregoire
et al. [2004] also mentioned that a 10-fold increase in
phytoplankton growth rates was reflected by only a
zooplankton stock increase, which also sounds like a
symptom of using the Holling formulation. Trying to avoid
such an unrealistic variability led us to the adoption of a
formulation that is similar to the one proposed by
De’Angelis (the equivalent of Roques et al. [1982] for
nutrient uptake) which is an intermediate model reducing to
Holling for low zooplankton values:
G ¼ Gmax *
P
P þ az þ bz * Z
ð18Þ
The above function has been generalized in order to include
zooplankton grazing on both phytoplankton and detritus.
The zooplankton preference functions are assumed to
depend on the relative phytoplankton and detritus concen-
trations following Fasham et al. [1990].
[22] Steele and Henderson [1992] revealed the impor-
tance of the zooplankton mortality (as a closure term of an
NPZ model) parameterization on the overall ecosystem
dynamics. The zooplankton mortality can be expected to
increase with increasing zooplankton density, as a result of a
higher predator whose biomass may be assumed to vary
proportionally to its prey [Steele and Henderson, 1981] or
as cannibalism, including predation between different spe-
cies that comprise the same aggregated zooplankton com-
partment [Kohlmeier and Ebenhoh, 1995]. The ‘‘s-shaped’’
function that we have adopted for the zooplankton mortality
rate may be interpreted to represent a satiable higher-
predator that reduces its searching efforts for low prey
concentrations [Edwards and Yool, 2000]. A temperature
dependence (Q10 = 2.2) was also assigned in our formula-
tion permitting the representation of the ‘‘higher predator’s’’
seasonal cycle. The choice of zooplankton mortality param-
eters (mz, Kmz, Q10) was based on the best fit of the
phytoplankton seasonal variability as deduced by our model
and SeaWiFS observations.
[23] Given the strong control exerted by higher predators
on zooplankton communities [e.g., Oguz et al., 2001a;
Lebedeva and Shushkina, 1994], particularly in the eutro-
phic Northwestern shelf area, the parameterization of zoo-
plankton mortality plays a significant role in simulating the
phytoplankton variability. The adopted parameterization,
even though unable to capture the time variability that
arises from the trophic interactions and the different phys-
iology (temperature dependence, functional response, repro-
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duction patterns) of the different groups that comprise the
assumed ‘‘higher predator’’, provides a reasonable first
approximation in the context of the present model simplicity
and overcomes problems of underestimated phytoplankton
biomass in the river influenced eutrophic waters that were
encountered by Gregoire et al. [2004].
[24] Adopting a variable mortality rate provides a means
to prevent the occurrence of unrealistic limit cycles [Steele
and Henderson, 1992; Edwards and Yool, 2000] while
keeping the Holling formulation for zooplankton grazing.
In fact, the choice of the grazing formulation has no
significant impact on phytoplankton biomass in the produc-
tive river influenced waters, where the increased zooplank-
ton predation mortality results in a quite low grazing
pressure. However, zooplankton mortality is a ‘‘top-down’’
control defined by the biomass of higher predators that may
depend on external factors (such as top-predation, temper-
ature, anoxia etc). Adopting the ‘‘ratio-dependent’’ grazing
formulation, which introduces a ‘‘bottom-up’’ negative
feedback mechanism increased the model stability and
robustness even under lower zooplankton mortality rates
(see discussion of model results in section 4).
2.2.3. Detritus
[25] Microbial decomposition of particulate and dissolved
organic matter (comprising the detritus compartment) is
likely to proceed at much higher rates within coastal
eutrophic areas. The detritus decomposition rate therefore
is assumed to increase with increasing phytoplankton con-
centration, since the bacteria biomass, which is not explic-
itly represented, can be expected to follow an algal biomass
increase and the subsequent production of Particulate
Organic Matter (POM). A similar model formulation was
proposed by Di Toro and Matystik [1980]; the difference in
our model formulation is that we set a lower limit in the
remineralisation rate for low phytoplankton concentrations.
Significant correlation between decomposition rates and
photosynthesis has also been recorded from in situ meas-
urements [e.g., Harrison, 1978]. We chose using phyto-
plankton rather than detritus as the depending variable,
because fresh organic matter is expected to decompose at
much faster rates. Garber [1984] indicates decomposition
rates of 0.02–0.2 day1 for the more labile fraction of
POM. A maximum rate of 0.2 day1 was assigned for
nitrogen (in the open sea the nitrogen remineralization rate
reduces to 0.05 day1 on average as by Oguz et al.
[1996]) while a higher value of 0.3 day1 was fitted for
phosphorus. Higher decomposition rates for Phosphorus
have been shown to occur at least during the initial phase
of decomposition [Garber, 1984; Grill and Richards, 1964]
and are also suggested by the increase of dissolved and
particulate organic matter N/P stoichiometry over depth
[Hopkinson et al., 2002; Knauer et al., 1979].
[26] The detritus sinking velocity can be expected to
increase at higher concentrations as a result of flocculation.
Therefore a hyperbolic function is adopted as by Oguz et al.
[2001a].
2.2.4. Benthic Model
[27] An initial organic matter benthic pool (DPb0 (S, H),
DNb0 (S, H)) was assumed to vary as a function of the
annual mean surface salinity and water column depth
(therefore, higher values were assigned in river influenced
coastal areas). The deposition and resuspension rates of
biogenic detritus from this sediment pool are calculated as
functions of the bottom stress, which is provided by the
hydrodynamic model [Guan et al., 2001]. The employed
function for erosion is based on Partheniades [1965] while
the deposition formulation is based on Krone [1962].
[28] Benthic decomposition is parameterized assuming a
temperature dependent diffusional flux of phosphate and
ammonium from the sediment pool. The maximum benthic
fluxes (0.15 mmol P m2 day1 for phosphate and 1 mmol
N m2 day1 for ammonium) were assigned taking into
account the Friedrich et al. [2002] estimates from in situ
measurements within the Danube front area [Friedrich et
al., 2002, Figure 8] during summer 1995 and spring 1997
(see also discussion in section 4).
[29] The assigned values for the maximum benthic pool
concentrations (100 mmol N/m2; 6.25 mmol P/m2) were
chosen so as to achieve a reasonable seasonal variability of
the benthic pool and the associated benthic fluxes in
response to the deposition/resuspension variability. Assign-
ing much higher values would make the benthic pool
practically constant, while lower values would result in
unrealistic short term variability.
2.2.5. Inorganic Suspended Matter
[30] The ISM is subjected to resuspension and deposi-
tion using the same formulation as for biogenic detritus.
The assumed initial sediment pool however, is defined
assigning a smaller weight on salinity and a larger weight
on water column depth. The dependence of the ISM
settling velocity on flocculation was parameterized using
a function of only ISM concentration of the form w = a *
(ISM)b [Krone, 1962; Dyer, 1989; Shi and Zhou, 2004].
Additional dependencies on shear stress [Burban et al.,
1989] and salinity would be probably necessary for a
more accurate sediment transport model that is beyond the
scope of this study. We should note that given the
simplicity of the sediment transport model, some devia-
tions of the light attenuation coefficient (ks) fitted value
would be expected, as this strongly depends on the
simulated ISM concentration.
3. Simulation Setup
3.1. Forcing
[31] The air-sea interaction for the 2002–2003 period was
based on 6-hourly meteorological forcing with 10 km
horizontal resolution, provided by the operational atmo-
spheric model of the Hellenic Center for Marine Research
POSEIDON Project [Papadopoulos et al., 2002] (http://
www.poseidon.ncmr.gr/). Such high-frequency and high-
resolution atmospheric forcing was particularly valuable
for the simulation needs, as it permitted the capture of the
high variability in the Danube plume transport pathways.
The provided meteorological data included 10 m wind
speed, 2 m air temperature, 2 m relative humidity, precip-
itation, incoming long-wave radiation and incoming short-
wave radiation. These data were used by the hydrodynamic
model to evaluate the surface heat, water and momentum
fluxes using similar bulk formulas (sensible and evaporative
heat fluxes after Rosati and Miyakoda [1988]; turbulent
exchange coefficients after Kondo [1975]; wind stress after
Hellermann and Rosenstein [1983]) to what has been
adopted by the POSEIDON operational hydrodynamic
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model [Nittis et al., 2006]. The incoming short wave
radiation was also used as an input parameter in the
biological model. In Figure 3 we can see the wind variabil-
ity in the Danube front area and the variability of the
average wind speed over the Western Black Sea area.
[32] Daily Danube discharge rates and nutrient inputs
(Figure 4) were calculated by a model of the Danube Delta
[Constantinescu and Menting, 2000; Gils et al., 2005] based
on estimated nutrient emissions by a model of the Danube
catchment area [Schreiber et al., 2005] and measurements.
The N/P ratio of the Danube input for 2003 (not shown) has
a lower value of 30 during summer 2003 and a maximum
above 100 during winter. Therefore, phosphate is expected
to be the most limiting nutrient in river-influenced waters.
For the other major Western Black Sea rivers (Dniepr, Bug,
Dniestr) we employed constant values of discharge rates
based on climatology by Kourafalou and Stanev [2001].
The dissolved inorganic nitrogen and phosphate concentra-
tions were assigned to 1/10 and 1/5 of the respective
Danube concentrations, giving a total load of about 3%
for nitrogen and 7% for phosphorus of the Danube inputs,
as suggested by Friedl et al. [1998].
3.2. Initial and Boundary Conditions
[33] The initial conditions (temperature, salinity and bio-
logical variables) for the 2002–2003 simulation were pro-
vided by a 1-yearlong climatological type simulation of the
coupled model under perpetual year daily mean air-sea
fluxes with high frequency anomalies superimposed. For a
full description of the hydrodynamic long-term simulation
see Kourafalou et al. [2004]. The air-sea fluxes as well as
the initial density field were provided by a long-term
climatological run of a basin scale hydrodynamic model
[Staneva and Stanev, 1997]. On the other hand, the Danube
discharge rates and nutrient inputs were assigned to their
2001–2002 year period values in order to approximate the
actual nutrient conditions in the beginning of the 2002–
2003 simulation.
[34] For this climatological type simulation the initial
conditions of the biological state variables were obtained
by simulating the vertical profiles with a 1-D version of the
coupled model that was based on Oguz et al. [1996] and
then adopting a density dependent interpolation on our 3-D
coupled model grid. Using density rather than depth for the
interpolation into the model grid is aiming at the exclusion
of the horizontal variability due to dynamical effects [Tugrul
et al.,. 1992; Saydam et al., 1993]. In order to provide an
initial representation of the eutrophic riverine waters, the
nutrients concentrations were further assigned a linear
increase with salinity from the open sea to the river end
(Nitrates: N = N0 + 2.5 * (18  S), Phosphates: PO4 =
PO40 + 0.1 * (18  S), S < 18). This can be considered their
dilution conservative mixing variation [Humborg, 1997;
Ragueneau et al., 2002]. The rates for the assigned increase
with salinity for nitrate and phosphate were chosen so that
the river end concentrations would roughly agree to meas-
urements at the Danube outflow area during 2001–2002
(A. Cociasu, personal communication). In proportion, a
combined function of salinity and water column depth
was used to describe the initial sediment nutrient pool.
The initial nitrate and phosphate vertical profiles in the
open sea were fitted to the data obtained by the Knorr
campaign on April 2003 (www.ocean.washington.edu/
cruises/Knorr2003), that revealed a value of 4 mM for
Figure 3. (a) Wind (10 m) variability in the Danube front area (29.8E, 45.1N) and (b) wind speed
(m/s) variability averaged over the Western Black sea, for the 2002–2003 period (the fields are
provided by the POSEIDON operational atmospheric forecast model).
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the nitrate subsurface maximum concentration. The sub-
surface nitrate pool has been shown to exhibit a signifi-
cant inter-annual variability in response to the variation
of primary production and the subsequent fluxes of
organic matter in the water column [Konovalov et al.,
2005]. Nitrate maximum values of 6 mM, 12 mM and
3 mM have been recorded during 2001, 1991 and 1969
respectively.
[35] Since the model vertical resolution does not permit
a proper representation of the subsurface nitrate maximum,
a constant value was assigned below this maximum in
order to prevent the establishment of artificial horizontal
variability. Consequently, the removal of nitrates through
denitrification has not been taken into account.
[36] The values of biological variables along the open
eastern boundary are relaxed to an area average over
the open sea along isopycnal surfaces. In that way we
avoided a simulation of the coupled model over the entire
Black Sea that would significantly increase the computa-
tional time. Instead, a lower resolution (10 km) basin
scale hydrodynamic model simulation provides the neces-
sary input for the hydrodynamic variables open boundary
conditions, which are as follows. The integrated (baro-
tropic) velocity is calculated using a Flather [1976] type
radiation condition. Temperature and salinity are calculated
from their upstream values during outflow and prescribed
boundary values from the basin scale model during inflow,
using an advection equation. Finally, internal (baroclinic)
velocities are assigned to the prescribed boundary values
from the basin scale model.
4. Discussion of Results
4.1. Seasonal Variability of Hydrodynamic Fields
[37] The circulation on the Northwestern Black Sea
shelf is controlled by air-sea and land-sea interaction
processes, while topographic controls and offshore flows
also play a prominent role. As is known from several
previous observational and modeling studies [e.g., Stanev
et al., 1997; Oguz et al., 1992, 1995; Oguz and Malanotte-
Rizzoli, 1996; Staneva and Stanev, 1998; Korotaev et al.,
2003], the atmospheric fluxes control the basin scale
thermohaline circulation and the formation of the Cold
Intermediate Layer (CIL), while the wind stress curl is
the driving mechanism for the topographically induced
Rim Current system and associated eddies along the
basin’s shelf break. The formation and development of
the river plumes on the broad Northwestern shelf impose a
major control on the coastal circulation, as demonstrated
by Kourafalou and Stanev [2001] and Kourafalou et al.
[2004]; see Figure 1 for river locations.
[38] During the present study 2002–2003 simulation
with high frequency forcing, the hydrodynamic fields
exhibited the above known circulation characteristics and
allowed a close look at the seasonal variability. Examples
of near surface salinity and current velocity are given on
Figure 4 for weekly averages that match the dates
employed by satellite data that will be used for model
validation of chlorophyll fields at a later section. The
model simulated patterns are greatly influenced by the
variability in the realistic wind and buoyancy forcings
shown at Figures 3 and 4, respectively. A dominant
circulation feature is the Danube River plume, character-
ized by an anticyclonic bulge near the delta. Secondary
plumes associated with the Dniestr, Bug and Dniepr rivers
contribute to the low salinity coastal waters on the
Northwestern shelf.
[39] During winter (Figure 5a) a well-pronounced
Rim Current flows around the basin, close to the shelf
break slope. The winds are strong and with a prevailing
direction from the north to northeast. Both buoyancy and
wind-forcings encourage the formation of a southward
coastal current along the western coast. Similar to the
discussion of satellite data by Korotaev et al. [2003], a
strong cyclonic cell of the western gyre is found north of
the Rim Current between about 29E and 30E, while a
well-pronounced anticyclonic Sakarya eddy is found south
of the Rim Current at about 31E, over the area of strong
along-shore topographic variation (Figure 1). Following
the spring period of maximum river discharge, the late
spring (May, Figure 5b) and late summer (June, Figure 5c)
salinity distributions have strong river plumes and anticy-
clonic circulation in the coastal area near the Danube delta.
The Rim Current is still evident in May, starting to
diminish in June, due to the weakening of the wind field.
The onset of seasonal stratification and the shift of the
winds to a northeastward direction allow a strong expan-
sion of the near surface, river induced low salinity coastal
Figure 4. (a) Danube discharge variability over 2003
(solid line). The dash-dot line represents a long term
average over the 1994–2003 period (A. Constantinescu,
unpublished data), (b) dissolved inorganic nitrogen (solid
line) and phosphorus (dash-dot line) Danube loads (ktons/a)
variability. Notice that the scaling on Y axis is fitted to N/P
molar ratios of 16:1 (i.e., the two lines coincide when N/P
ratio equals 16:1), (c) Inorganic suspended matter Danube
load (ktons/a).
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Figure 5. Model simulated near surface fields of salinity and current velocity for weekly averages
during 2003 (a) 9–16 January; (b) 9–16 May; (c) 2–9 June; (d) 12–19 July.
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waters toward the north and central parts of the North-
western shelf, while maintaining the anticyclonic turn of
the plume bulge. This tendency is particularly evident in
the summer months, as shown in Figure 5d, where the
plume influenced area has taken over the entire shelf, the
spreading supported by the absence of the Rim Current.
The weak river discharge and the northward winds have
reversed the southward coastal flow along the narrow
western shelf that prevailed in the winter months. A
cross-shore, north to south pressure gradient develops, as
low salinity waters accumulate along the northern coast;
this, together with the anticyclonic tendency of the river
plume bulge and wind driven currents along the Crimea
peninsula, create the pronounced flows across the shelf
break and toward the basin interior observed in Figure 5d.
The offshore detachment of the plume waters is main-
tained by the eastward component of the wind stress in
July (Figure 3).
[40] We should note that despite the deep topography
cutoff (flat bottom at 500 m) that was employed in order
to increase the vertical resolution in the open Black Sea
area, the substantial bathymetric gradient that is still
present across the shelf break, sustains a strong rim
current (Figures 5a and 5b) that is similar to the one
simulated by the hydrodynamic model with realistic deep
bathymetry.
4.2. Seasonal Variability of Phytoplankton Growth
[41] We first examine the seasonal variability of the
phytoplankton growth rate as an average for the open sea
(deepest area over the 500 m flat bottom depth) and the
coastal Danube influenced area (defined as bounded by
the 17 psu isohaline, which is the boundary of the front
created by the riverine low salinity waters, Figure 5). In
the next section, we will discuss the simulated horizontal
patterns in comparison with SeaWiFS images for the
same periods in 2003.
[42] The phytoplankton concentration that is captured
by the SeaWiFS images may be assumed to be represen-
tative of the relatively homogeneous zone that is actively
mixed from the surface, due to wind stirring and con-
vective overturning in winter. The so-called [Gregoire et
al., 2004] ‘‘MiXing Layer’’ Depth (MXLD) depends on
the mixing conditions, represented in the model by the
vertical eddy diffusivity. For the purposes of our analysis,
we define the bottom of the MXLD at the depth where
the eddy diffusivity reduces to 10 cm2/s.
[43] The MXLD variability averaged over the open sea
and over the coastal river influenced waters is shown in
Figure 6 together with the total attenuation coefficient ktot,
the ISM concentration, the phytoplankton growth rate, as
well as the light and nutrient limitation functions as
averages over the MXLD, again for the open sea and
coastal areas. Along with the open sea MXLD variability
we have also plotted the one for the critical depth, which
is defined as the depth where the integrated phytoplankton
growth balances its losses, following Sverdrup [1953]. For
the total attenuation coefficient, our formulation, which
includes an ISM contribution and has used the parameters
(kw = 0.04; kc = 0.03), is plotted against the formulation
by Oguz et al. [1996], which does not include ISM and
has values (kw = 0.08; kc = 0.07).
[44] During winter, the primary production is mostly
limited by light availability, due to the reduced incoming
solar radiation and the increased vertical mixing. The light
limitation in the open sea area (Figure 6a) is as expected
stronger than in coastal waters (Figure 6b) due to the
higher MXLD (reaching 40–50 m during the stronger
wind periods in December and February, Figure 6c; see
also Figure 3b). In coastal waters shallow depths and
stratification induced by low salinity limit the MXLD to
5–10 m (Figure 6d) and light limitation is mostly due to
the increased particulate matter concentrations as a result of
resuspension from the sediment and increased river loads.
The peaks on ktot for coastal waters (reaching 1 m1,
Figure 6f) coincide with storm events during December
and February, which result in significant resuspension
from the sediment (Figure 6h). An increase of ktot in the
open sea (Figure 6e) is also observed in correlation with
increased suspended matter concentrations (Figure 6g) that
slowly decrease after spring, as ISM supply from river
load and coastal erosion is diminishing. While the open
sea ktot is roughly the same as the one calculated using
the Oguz et al. [1996] formulation (with differences not
exceeding 0.015 m1), the differences are noticeable in
the coastal areas. The Oguz et al. [1996] formulation
produces lower light attenuation values during winter,
since the particulate matter contribution is not repre-
sented, and slightly higher values during summer, which
arise from assigning a higher value to the phytoplankton
contribution kc. The simulated ktot values using either
formulation were in agreement with available coastal
secchi disk observations in the spring to autumn seasons
2002 (A. Cociasu, personal communication). Unfortu-
nately, no observations were available during winter that
would permit us to confirm the much higher simulated
attenuation coefficient values. However, our representa-
tion of the resuspension processes and the correlation
with the winter storm events is encouraging and will
allow a more realistic parameterization of the light
attenuation variability once data become available.
[45] In the beginning of March, the mixing layer depth
significantly decreases both in coastal and open sea areas
(Figures 6c and 6d), as winds get weaker (Figure 3) and
the seasonal thermocline begins to develop. In response,
the light limitation function is sharply increased. As soon
as the MXLD becomes lower than the euphotic depth, a
spring bloom is stimulated, which is marked by the
intercept of the mixing layer depth with the critical depth.
A more moderate increase is however encountered in
phytoplankton growth rate (Figures 6i and 6j) due to the
low temperatures in both coastal and open sea areas. In
order to investigate the effect of temperature on phyto-
plankton growth, we have calculated the average growth
rate assuming no temperature dependence (i.e., Q10 = 1 in
Figures 6i and 6j). The result is a much stronger spring
bloom. One should also notice that, surprisingly, a higher
impact of temperature in both coastal and open sea areas is
observed during the spring period (March–May) rather
than the colder, on average, winter period (December–
February); lowest temperatures are observed in mid-
February for the coastal area and mid-March for the open
sea. This is because during the lowest available light
period in winter, the phytoplankton growth rate lies in
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the beginning of the light limitation curve (also known as
the P-I curve), where the variation of the maximum
growth rate Pmax = sm LT(T) with temperature has a
minor effect, since the photosynthesis efficiency parameter
a (representing the initial slope of the P-I curve) is
assumed constant. As the light limitation function
increases during spring, the impact of the variation of
Pmax with temperature is much higher.
[46] In the open sea area, the late winter-spring bloom is
fueled by the nitrates (as nitrogen is the most limiting
nutrient) that were brought to the surface from the subsur-
face deposit during winter and particularly in the December
and February stronger mixing periods. As the nitrates are
gradually exhausted (not shown), the growth rate (Figure 6i)
drops to very low values after May. The vertical mixing
increases again after October (Figure 6c) giving rise to an
autumn bloom (Figures 6a and 6i). In the river influenced
area the nutrient limitation function (Figure 6b) and the
associated growth rate (Figure 6j) sharply decrease after the
first bloom in the beginning of March. The increase of
nutrient river load (Figure 4) and the enhancement of
vertical mixing in the autumn period can be accounted for
the respective increase of the phytoplankton growth rate.
[47] In Figure 7 we present the model simulated vertical
structure of the phytoplankton and zooplankton biomass
seasonal variability, averaged over the open sea area. A
subsurface chlorophyll maximum (0.6 mmol N/m3 which
is 1.2 mg Chl-a/m3) is simulated during summer at a depth
Figure 6. Open sea (left) area and Danube river plume (SSS < 17 psu) (right) averages of: (a), (b) light
(black line) and nutrient (red line) limitation functions (1 signifies no limitation); (c), (d) the MiXing Layer
Depth (MXLD, black line) and Critical Depth (Dcr, red line), (m); (e), (f) total attenuation coefficient
formulated in the present study (black line) and as by Oguz et al. [1996, red line] (m1); (g), (h) ISM
concentration (mg/lt), (i), (j) phytoplankton growth rate using temperature dependence Q10 = 1.88
(black line) or no dependence Q10 = 1 (red line), (day1), vertically averaged over the mixing layer
depth (defined as the depth where the diffusivity coefficient reduces to 10 cm2/s).
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of 30–35 m (Figure 7a) where available light is combined
with nutrients diffused from below (Figure 7b). The simu-
lated subsurface Chl-a maximum agrees reasonably well
with observations from the 1978–1992 periods [Vedernikov
and Demidov, 1997, Figure 7d] that reveal a subsurface
maximum of 0.6–1.2 mg/m3 at 30–40 m depth. The model
simulated annual mean integrated primary production (141
mgC/m2/day, assuming a 8.5 C/N ratio) [Karl and Knauer,
1991] is about half the one based on observations (367 mg
C/m2/day) during the more eutrophic period 1978–1992.
The loss of sinking PON below the euphotic layer (60 m)
is simulated to about 20% (100 mmol N/m2/a) of the
primary production within the euphotic layer, which agrees
well with Karl and Knauer [1991] sediment traps measure-
ments (25%). The zooplankton biomass (Figure 7c) follows
the phytoplankton biomass variation attaining maximum
values of 0.3 mmol N/m3 during the spring of 2003.
4.3. Comparison With SeaWiFS
[48] SeaWiFS has a spatial resolution of about 1.1 km at
nadir and records images from the Black Sea between
09:00 and 11:00 GMT (11:00 and 13:00 local time) once
per day. The ocean color Level-1A data were obtained
from the Ocean Color web link of the Goddard Space
Flight Center at NASA (http://oceancolor.gsfc.nasa.gov/;
also see Feldman and McClain [2006]). 169 SeaWiFS full-
resolution, daily images for the year 2003 have been pro-
cessed and analyzed herein for the determination of satellite
derived chlorophyll-a concentration (Chl-a mg m3). The
SeaWiFS Data Analysis Software (SeaDAS) [Fu et al.,
1998] version 4.8 with MSL12 version 5.2 was used; post-
processing in MATLAB was needed to employ the same
color scale as for the model results. The Chl-a was calculated
with the maximum band ratio (OC4v4) algorithm, as de-
scribed by O’Reilly et al. [2000]. Daily composite images
were created when more than one scene for a single day was
available. The 8-day mean value was calculated from all
existing daily images for the corresponding period.
[49] In Figure 8 we show the model simulated surface
phytoplankton patterns against the SeaWiFS Chl-a images
for the same time periods covering the entire year 2003.
Conversion from nitrogen model units to Chl-a units was
made assuming the Redfield ratio C/N = 6.625 and C/Chl-a =
40 [Ragueneau et al., 2002], giving a factor of 2 (mg
Chl-a/mmol N).
[50] The spatial and temporal coverage of the satellite
images provided a valuable tool for the evaluation of model
results. As seen in Figure 8, there is an overall very good
agreement on the horizontal chlorophyll patterns, over
different periods in the simulation during 2003. Both
computed and observed horizontal patterns are closely
linked to the transport pathways of the Danube inputs that
were discussed in the previous section.
[51] During winter, phytoplankton growth is limited by
light availability in both coastal and open sea areas, as
mentioned above. Within coastal areas, both model simu-
lated patterns and SeaWiFS images in January 2003
(Figures 8a and 8b) present a relatively low phytoplankton
concentration (as compared to the summer season), which
can be attributed to the reduced incoming short wave
radiation (minimized in early January 2003, not shown)
combined to the increased vertical mixing (Figure 6d) and
high light attenuation due to increased ISM concentration.
In the river plume area average time series shown in
Figure 6, light attenuation and ISM concentration do not
present particularly high values in January 2003 because
they are mostly correlated to water column depth, while
the low-salinity plume (that defines the averaging area) is
extended offshore due to occasional westerly winds
(Figure 3a). In December and February periods, as the
river plume is confined near the coast due to strong
northerly winds (Figure 3a), light attenuation and ISM
concentration present particularly high values. The model
simulated Chl-a is slightly underestimated in the south-
western coastal area, following an overestimation of the
ISM concentration. We note that model bathymetry over
the Bulgarian and Turkish shelf areas is somewhat deeper
than in reality due to model smoothing toward the much
deeper open sea areas; this can influence the coastal
simulated Chl-a. In the northwestern coastal areas, shallow
water column depths result in a lower light limitation
despite the even higher ISM concentrations. The latter
underestimation of phytoplankton within coastal areas
Figure 7. Vertical profile of model computed seasonal
variability for (a) Phytoplankton (mmol N/m3), (b) the
minimum of the light and nutrient limitation function
(1 signifies no limitation), (c) zooplankton (mmol N/m3),
averaged over the open sea area. The Chl-a (mg/m3) average
vertical profile of seasonal variability in the Western open
sea area (data from 1978–1992, redrawn from Vedernikov
and Demidov [1997]) is shown in (d).
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Figure 8a. Model simulated (left) and SeaWiFS (right) chlorophyll-a (mg/m3) 8-day averages (2003)
for (a, b) 9–16 January, (c) 3–10 March, (d)14–21 March.
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Figure 8b. Model simulated (left) and SeaWiFS (right) Chlorophyll-a (mg/m3) 8-day averages (2003)
for (e, f) 9–16 May, (g, h) 2–9 June.
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Figure 8c. Model simulated (left) and SeaWiFS (right) Chlorophyll-a (mg/m3) 8-day averages (2003)
for (i, j) 12–19 July, (k, l) 20–27 July.
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Figure 8d. Model simulated (left) and SeaWiFS (right) Chlorophyll-a (mg/m3) 8-day averages (2003)
for (m, n) 5–12 August, (o, p) 14–21 September.
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Figure 8e. Model simulated (left) and SeaWiFS (right) Chlorophyll-a (mg/m3) 8-day averages (2003)
for (q, r) 8–15 October and (s, t) 17–24 November.
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results in the ‘‘escape’’ of nutrients farther offshore leading
to a model calculated patch of low-salinity and high-
chlorophyll water at around (30E, 42N), that is related
to a transient cyclonic eddy (Figure 5a). Such frontal
eddies are known to be a transport mechanism for high
chlorophyll/low salinity waters of coastal origin. Eddies in
this area associated with the RimCurrent and local topography
have been discussed by Korotaev et al. [2003]. The timing of
this eddy is not confirmed based on the SeaWiFS data.
However, transient eddies are obviously extremely hard to
be captured by model simulations without data assimilation.
[52] A phytoplankton bloom within the Danube front area
and the North Romanian shelf is observed in the SeaWiFS
image of 14–21 March (Figure 8d). As there was no
available image for early March, we cannot identify the
exact bloom initiation period. A similar, although weaker,
bloom is simulated by the model slightly earlier in 3–
10 March (Figure 8c), as phosphorus is later on quickly
exhausted (see nutrient limitation in Figure 6b) leading to a
higher underestimation of phytoplankton concentration (as
compared with the SeaWiFS image of 14–21 March 2003).
This could be attributed to an underestimation of the
phosphorus river load or a higher N/P stoichiometry for
phytoplankton that would reduce its phosphorus demand
(see sensitivity studies discussion). The simulated phyto-
plankton concentration along the Turkish coast is over-
estimated as compared to the SeaWiFS image probably
due to an overestimation of the nitrogen river load during
winter since open sea phosphorus, along the southern Turk-
ish coast, is always not limiting. The model simulated
phytoplankton in the open sea area (1.5 mg Chl-a/m3)
is higher than in the SeaWiFS image (0.8 mg Chl-a/m3).
The most probable reason is the insufficient model vertical
resolution (see sensitivity tests discussion) that results in
excessive vertical mixing from the subsurface nutrient
pool, particularly in areas of sharp bathymetric variation
(which coincide with the areas of higher phytoplankton
concentration).
[53] During summer, primary production is mostly sus-
tained by riverine nutrients and regeneration processes and
thus is confined to river influenced waters and coastal areas,
where nutrient fluxes from the sediment provide an addi-
tional source. During most of the summer period winds are
southerly or southeasterly in the Danube area, thus leading
the Danube plume toward the North, Northeast. As the river
supply is cut off, the productivity along the Romanian shelf
gradually decreases from May until July. Along the Turkish
coast, the primary production is occasionally enhanced due
to upwelling [Oguz et al., 2002]. Such an enhancement is
observed during June (Figure 8h), as winds are easterly
(upwelling favorable) there. The model simulated phyto-
plankton is underestimated along the Turkish coast even
though coastal upwelling can be tracked from the simulated
temperature patterns (not shown). In fact the simulated Chl-
a concentrations are comparable to SeaWiFS at a depth of
15 m which may be an indication of the fact that the
SeaWiFS image is representing an integrated part of the
water column according to its light attenuation properties.
The Chl-a concentration is slightly higher as compared to the
SeaWiFS image, in the coastal area between the rivers
Dniestr and Danube in mid July 2003. However, the overall
agreement is remarkable, for both coastal and open sea areas.
[54] During the summer nutrient limited period, the high-
chlorophyll waters follow the hydrodynamic transport path-
ways of the Danube plume (also discussed in the previous
section) that are greatly influenced by seasonal and higher
frequency changes in the wind variability (Figure 3).
After a period of persistent southerlies during June 2003
(Figure 3a), the plume, that was spread to the East and
Northeast (Figures 8e, 8f, 8g, and 8h), is subjected to an
extended anticyclonic turn offshore and to the South, which
is augmented by the eastward component of the wind stress
(Figures 8i and 8j, see also Figure 5d and related discussion
of hydrodynamic patterns). Subsequently, in late July and in
the beginning of August, as the winds change to northerlies,
the chlorophyll plume that was widely spread over the
Ukrainian shelf gradually diminishes (Figures 8k, 8l, 8m,
and 8n) due to the cut of supply from the Danube.
[55] During autumn, the onset of cold fronts and northerly
winds elongated the plume along the western Black Sea
coast (Figures 8o and 8p). As the increased wind stirring
enhances the resuspension of organic matter from the sedi-
ments and the vertical diffusion from the subsurface nutrient
pool, primary production is increased over the shelf and
open sea areas. The simulated autumn bloom in the open sea
area is not as strong, as compared to SeaWiFS, and shifted
toward November probably due to an underestimation of
vertical mixing (see sensitivity studies discussion). Another
possible cause for the observed more intense autumn bloom
could be an increased higher predator zooplankton mortality,
as suggested by Oguz et al. [2002]. In the river influenced
waters a decrease of Chl-a is revealed by both model
simulated and SeaWiFS October and November 2003 pat-
terns, which can be attributed to the light limitation related to
increased ISM concentration (Figures 6f and 6h). The
underestimation of model simulated Chl-a for November
2003 in the western coastal areas most likely arises from the
inaccurate simulation of ISM, similar to the January 2003
results that were mentioned above.
[56] In Figure 9, we show the average model simulated
surface Chl-a variability against the SeaWiFS one, within the
extended Danube influenced area (shown in Figure 1 as
area D) and over the open sea. In the Danube area, which is
characterized by a high spatial variability, the model simu-
lated average Chl-a is slightly elevated as compared to the
SeaWiFS, owing mostly to the greater extension of the high
Chl-a plume and generally the relatively smoother model
fields that mask the sharp gradients across the front. This is to
a certain point expected due to model limitations imposed by
the horizontal resolution, as well as to the probably excessive
horizontal diffusion that is adopted as a remedy to numerical
noise and which would be minimized when shifting to a finer
resolution model. A reasonably good correlation between
model and SeaWiFS Chl-a variability can be noted except for
the SeaWiFS Chl-a peak in the beginning of June that is
related to a much more extended plume, observed also in the
2-D patterns (Figures 8g and 8h). The open sea area, model
simulated Chl-a overestimation during spring and underesti-
mation during autumn that was discussed above, can be seen
in Figure 9b. During summer, the open sea area model Chl-a
levels are rather similar to those of SeaWiFS. The annual
average RMS difference between model and SeaWiFS Chl-
a within the Danube and open sea areas were 0.43 mg/m3
and 0.27 mg/m3 respectively.
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[57] In the above discussion we attempted to evaluate the
model simulated Chl-a patterns employing SeaWiFS images
that offered good spatial and temporal coverage. However,
we should note that satellite derived Chlorophyll-a patterns
are subject to certain accuracy limitations, resulting from
sensor capabilities, calibration procedures, choice of bio-
optical algorithms etc. (see McClain et al. [2006], for a
review on SeaWiFS validation). For this particular applica-
tion, the OC4v4 algorithm was found to retrieve in situ
measured chlorophyll-a concentrations (from 68 stations
during 2002 and 2004 in the western Black Sea), in the
remote sensed depth, with a mean normalized bias
1
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of
77% [A. Davidov, submitted, 2007]. An overestimation of
chlorophyll-a was found in the open sea area (for Chl-a
values <1 mg m3), by applying the OC4v4 algorithm,
mostly due to the high remotely sensed depth extending to
the deep chlorophyll maximum during the summer period.
An underestimation was found in coastal eutrophic waters
(for Chl-a values >10 mg m3) due to atmospheric correc-
tion and bio-optical algorithm limitations. Despite the
SeaWiFS data current accuracy limitations, their use in
the context of a mostly qualitative comparison with model
simulated Chl-a was particularly valuable, providing a
better understanding of phytoplankton temporal and spatial
variability and permitting a thorough model calibration.
4.4. Benthic Fluxes, N/P Limitation and the Impact of
Nutrient Load on the Open Sea Productivity
[58] In Figure 10 we present the seasonal variability of
the nitrogen and phosphorus fluxes at the sediment interface
that result from resuspension/deposition of organic matter
and diffusion of phosphate and ammonium from the sedi-
ment. The averaging area is the Danube front area, of about
2400 km2 (area C in Figure 1), so as to be comparable with
the estimates of Friedrich et al. [2002, Figure 8]. During
winter, the net deposition (deposition minus resuspension)
of POM is minimum, since primary production (which is
the main source of POM) is reduced due to the light limiting
conditions, while the increased vertical mixing enhances
resuspension from the sediment and/or prevents the POM
deposition. However, a small proportion of the resuspended
organic matter is decomposed, as the remineralization rate is
a function of temperature and phytoplankton biomass (both
reduced during winter). The POM net deposition attains
maximum values during summer (May–August), as wind
stirring is weak and primary production is high. During
short periods of stronger wind stirring, resuspension from
the sediment is enhanced, resulting in the nutrient enrich-
ment of surface waters. The variation of the diffusional
flux of phosphate and ammonium from the sediment is
defined by the temperature seasonal variability, as well as
the variability of the sediment pool concentration accord-
ing to the deposition/resuspension history. The phosphates
benthic flux roughly balances net sedimentation, represent-
ing an important nutrient source that is comparable to the
phosphorus river load, particularly during summer. The
adopted benthic fluxes of ammonium and phosphates are
characterized by a N/P molar ratio of about 7:1, accounting
for the losses of nitrogen through denitrification in the
sediment. Therefore, the sediment fluxes are expected to
Figure 9. Average surface Chl-a(mg/m3) as simulated by
the model (solid line) and from the SeaWiFS 8-day images
(line with circles) for (a) the extended Danube influenced
area (shown in Figure 1 as area D) and (b) the open sea area.
Figure 10. Model computed seasonal variability of
(a) nitrogen and (b) phosphorus sediment fluxes (tons/day) in
the Danube front area (2400 km2, shown as box C in Figure
1). The solid lines represent the net deposition (deposition
minus resuspension) of nitrogen and phosphorus parts of
detritus respectively for (a) and (b). The dash-dot lines
represent the ammonium and phosphate benthic flux
respectively for (a) and (b).
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contribute to a nitrogen limitation of primary production in
coastal areas that are outside the immediate influence of
river inputs.
[59] The annual and seasonal mean benthic fluxes for the
Danube front area (Figure 1) are presented in Table 4. The
simulated phosphate flux for spring 2003 (8.2 tons/day) is
rather close to the estimate of Friedrich et al. [2002] for
spring 1997 (7 tons/day), while the simulated flux for
summer 2003 (10.1 tons/day) is considerably lower than
the estimated flux for summer 1995 (17 tons/day). The
model simulated ammonium flux was fitted to lower values
(26 tons/day for spring and 31 tons/day for summer) than
Friedrich et al. [2002] estimates (43 tons/day for spring
1997 and 66 tons/day for summer 1995), because adopting
a higher ammonium flux was found to produce an over-
estimation of phytoplankton during the summer to autumn
period, mostly along the Ukrainian coastal areas. The
simulated ammonium fluxes represent about 49% of the
nitrogen net sedimentation, which is similar to the budget
calculation (37%) of Gregoire and Friedrich [2004] for the
1995/1997 period. Therefore it seems that the simulated
decrease of ammonium benthic fluxes, as compared to the
1995–1997 period, is consistent with a similar decrease of
nitrogen net sedimentation (model simulated 3 mmol N/
m2, compared to 5 mmol N/m2 from Gregoire and
Friedrich [2004]). Such a decrease of the net sedimenta-
tion rates and subsequently of the phosphate and ammo-
nium fluxes can be attributed to the phosphate river load
reduction (50%) since the 1995/1997 period [Velikova et
al., 2005; Cociacu et al., 1997].
[60] In Figure 11 we show the lines where the dissolved
inorganic nitrogen to phosphorus ratio at the sea surface
equals the Redfield ratio N/P = 16:1, thus setting the
boundaries between the N and P limitation areas. During
winter (December–February) the P-limitation extends from
the Danube area to the Turkish coast, as river loads are
characterized by very high N/P ratios. In spring (March–
May) the south extent of the P-limitation area is dimin-
ished, as the river load N/P ratio is decreasing. It starts to
attain a preferred spreading toward the northern Danube
area due to the advection of the river plume that results
from the southern winds prevailing during May (Figure 3a,
8e, and 8f); this is also evident during the summer period
that is dominated by winds from the south and west.
During summer and autumn, the extent of the P-limited
domain gradually diminishes in the Danube front area as
the N river load is greatly reduced (Figure 4), while
benthic fluxes (characterized by N/P ratio of 7:1) also
contribute to N-limitation.
[61] A significant amount of riverine nutrients reach the
open sea providing an additional source to the open Black
Sea productivity that is mostly sustained by the subsurface
nitrate pool, which in turn lies in a dynamical balance
according to this additional source of nitrogen and the
losses through sinking organic matter bellow the suboxic
layer. In order to assess the impact of the river (mostly
Danube) nutrient loads and fluxes from the coastal sedi-
ments to the open sea productivity, we performed a simu-
lation identical to the reference one (Run 1), but setting both
the river nutrient inputs and sediment nutrient fluxes to zero
(Run NRS). In Figure 12, we show the open sea average
integrated primary production and phytoplankton biomass
over the euphotic layer for the 2 simulations. The contri-
bution of river nutrient loads and benthic fluxes to the open
Table 4. Model Simulated Annual and Seasonal Nitrogen and Phosphorus Mean Sediment Fluxes in the
Danube Front Area (2400 km2, Shown as Box C in Figure 1), Along With Danube River Loadsa
Period
Net Deposition (Tons/Day) Benthic Flux (Tons/Day) River Load (Tons/Day)
Nitrogen
(Detritus-N)
Phosphorus
(Detritus-P)
Nitrogen
(NH4)
Phosphorus
(PO4)
Nitrogen
(NH4 + NO3)
Phosphorus
(PO4)
Winter 12.9 2.2 23.4 6.6 1147 22
Spring 67.7 8.8 26.1 (43) 8.2 (7) 1215 22
Summer 92.1 11.8 30.7 (66) 10.2 (17) 297 11
Autumn 48.1 6.6 29.6 9.5 327 15
Annual 55.3 7.3 27.4 8.6 745 17
aValues in parenthesis represent estimates based on measurements during spring 1997 and summer 1995 [Friedrich et al.,
2002].
Figure 11. Contours where the model simulated dissolved
inorganic N/P molar ratios at the sea surface, equal to 16:1,
averaged over seasons.
C07007 TSIARAS ET AL.: COUPLED MODEL OF THE WESTERN BLACK SEA
22 of 31
C07007
sea productivity is higher during winter and spring periods
as light limitation in coastal waters results in a reduced
primary production. Given also the increased river loads
during winter, a significant amount of riverine nutrients are
not assimilated in coastal waters, thus reaching the open sea
area. As shown in Figure 12c that presents the relative ratios
between the two simulations (Run NRS/Run 1), the Run
NRS primary production decreases up to 55% of the
reference one during March with an annual mean decrease
of 82%. The inorganic dissolved nitrogen is lower in the
reference simulation (Run NRS/Run 1 > 1) during the
spring/summer period as it is assimilated by the significantly
higher phytoplankton biomass, but is later compensated
by the remineralisation of organic N-detritus (Run NRS/Run
1 < 1) and ends up being 3% higher as compared to Run
NRS over the yearly simulation. The integrated total
nitrogen (DIN + living and dead organic matter) of the
reference simulation ends up 5% higher than Run NRS.
Given the short residence time (a few years) of the nitrate
inventory [Konovalov and Murray, 2001] we would expect
a more noticeable impact by the elimination of river inputs
in RunNRS. However, this is not surprising, since the
model does not resolves the nitrate sharp decrease in the
suboxic zone through the denitrification process (a constant
value is assigned bellow the maximum) which results in a
practically constant subsurface maximum, that actually
leads to a 15% increase per year of the nitrate inventory
in both simulations.
4.5. Comparison With in situ Data
[62] In Figure 13 we show the model simulated Chl-a,
nitrate, phosphate and inorganic suspended matter in the
Danube prodelta area and the South Romanian shelf area
against in situ data that were collected during 2003
[Velikova et al., 2005; A. Cociasu, unpublished data]. The
two averaging areas together with the measurements loca-
tions are shown in Figure 1. The significant horizontal
variability that all variables exhibit along the productivity
gradient makes such a comparison a bit difficult but also
beneficial, particularly regarding the dissolved nutrients
variability.
[63] In the South Romanian shelf area there is a remark-
ably good agreement between model simulated and ob-
served Chl-a values during all seasons. Despite this
agreement in chlorophyll values, the model simulated
nutrient concentrations exhibit certain periods that differ
from the observations. Both model results and in situ
measurements exhibit a drop in nitrate and phosphate
following the early March 2003 spring bloom, but the
model phosphate drops too fast, as already mentioned.
During May, phosphate, which is the limiting nutrient, is
practically depleted. From late June and later on, where
nitrogen is the limiting nutrient, the situation reverses and
nitrate is depleted. This probably indicates an overestima-
tion of the nutrient uptake rates that results in the diminution
of limiting nutrients concentrations. Maximum photosyn-
thesis rate and phytoplankton internal nutrient pools are
known to vary depending on the actual nutrient conditions.
The explicit simulation of such a variation, however, would
require a much more sophisticated phytoplankton growth
model with Chl-a as an explicit state variable [e.g., Geider
et al., 1998]. In order to prevent the underestimation of the
limiting nutrients concentrations, we also tested employing
a higher remineralization rate, combined with a higher
grazing pressure, so as to maintain the correctly simulated
Chl-a variability. While the simulated phosphate (not
shown) approached the in situ values, although not as
expected for a twice-higher adopted remineralisation rate,
the simulated nitrate levels during summer were still much
lower. This result might be related to an underestimation of
the ammonium benthic flux for this particular area, since
adopting an overall higher ammonium flux resulted in a
phytoplankton overestimation in the Ukranian coastal areas,
as mentioned in the previous section. Further tuning of the
remineralization rate would require the addition of bacteria
as a model state variable. Bacteria are usually characterized
by a higher nitrogen and phosphorus content than phyto-
plankton [Goldman et al., 1987] and take up main inorganic
nutrient forms in order to meet their stoichiometric
demands. The net remineralization rate depends on the
above stoichiometric differences as well as the organic
matter and nutrient availability [Goldman et al., 1987;
Tanguy and Loreau, 2001; Fasham et al., 1990] and
Figure 12. (a) Open sea average primary production
(mmolN/m2/day) over the euphotic layer, for the reference
simulation (Run 1, blue line) and the simulation with River
nutrient inputs and sediment fluxes eliminated (Run NRS,
red line), (b) euphotic layer phytoplankton biomass (mmol
N/m2) for the same runs and (c) Run NRS/Run 1 ratio of
simulated phytoplankton biomasses (black line), primary
productions (green line), inorganic dissolved nitrogen
(magenta line) and N-detritus (orange line).
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therefore its dynamic variability cannot be properly repre-
sented by the simplified formulation in the current study.
[64] In the Danube prodelta area, the model simulated
Chl-a values agree fairly well with the observed, in May and
August 2003. Perhaps an overestimation is suggested by the
fact that the observed values lie at the lower limits of the
model simulated Chl-a variability. However, some discrep-
ancies would be anticipated in the Danube front area, due to
the model uncertainties related to the initial dispersion of the
river outflow and also because the effect of low salinity on
phytoplankton [Ragueneau et al., 2002] has not been taken
into account. In September 2003, in situ Chl-a values are
curiously very low (below 1mg/m3 for most stations) which
can be attributed to a short event of diminished river plume
that cannot be tracked from the SeaWiFS (or the model
simulated) patterns. In November 2003, the model simulat-
ed Chl-a is lower than the observed, resulting from the
small-scale differences between the model and SeaWiFS
Chl-a horizontal distributions (Figures 8s and 8t), which
were attributed to an overestimation of the ISM related light
limitation. The model simulated nitrate concentration
presents a good agreement with the observed values, except
in the spring period where the model prediction is too high,
probably due to an overestimation of the nitrogen river input
during winter, as already mentioned. Phosphate, which
represents the limiting nutrient throughout the year, is
underestimated in May and particularly in August; a similar
reasoning as with the Romanian shelf case applies. In
November, higher model simulated phosphate can be at-
tributed to the underestimation of phytoplankton, explained
above. The excess of phosphate in the Danube prodelta area
also contributes to the overestimation of phosphate that is
encountered in the Romanian shelf area.
[65] The model simulated ISM presents a close agreement
with observed ISM concentrations in the Danube area,
indicating a good quality of the provided ISM river load
Figure 13. Model simulated (continuous line), from top to bottom: Chlorophyll-a (mg/m3), nitrates
(mmol N/m3), phosphates (mmol P/m3) and inorganic suspended matter (mg/lt), against in situ
measurements (dots) in (a), (b), (c), (d) averaged over the Danube prodelta area and (e), (f), (g), (h)
averaged over the South Romanian shelf area (see area boxes A and B in Figure 1).
Table 5. Biological Parameter Values Adopted by the Different Model Simulationsa
Simulations KN(P) KZ(Z) mz(Z, T) Kmz ks RN/P
Run 1 (Reference) 0.5 + 0.5 P 0.2 + 1.3 Z 0.45 0.08 0.07 16
Run 2 0.8 . . . . .
Run 3 . 0.5 0.04 0.1 . .
Run 4 . . 0.04 0.1 . .
Run 5 . . 0.35 0.06 . .
Run 6 . . 0.35 . . .
Run 7 . . . . 0.03 .
Run 8 . . . . 0.11 .
Run 9 . . . . 20
aThe dots indicate a value identical to the reference simulation.
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data from the Danube delta model, while a rough agreement
is also found in the Romanian shelf area.
4.6. Sensitivity Studies
[66] In this section a series of sensitivity experiments are
discussed. First, we explore the impact of ratio-dependent
formulations for nutrient uptake and zooplankton grazing.
Second, we examine the role of grazing pressure on
phytoplankton dynamics in the context of the present study
formulation. Finally, we investigate the factors controlling
the most important model Chl-a deviations as compared to
SeaWiFS data, namely in the open sea area during the
spring/autumn periods and in the Danube prodelta area
during March 2003. The parameter values for the different
simulations are shown in Table 5.
[67] In order to demonstrate the effect of using a variable
half-saturation function (rather than constant) for nutrient
uptake and zooplankton grazing, we performed two addi-
tional simulations using constant values for KN = 0.8 mmol
N/m3 (Run 2) and KZ = 0.5 mmol N/m
3 (Run 3), which
represent the annual mean values of the adopted varyingKN =
f (P) and KZ = f (Z) functions over the open sea area. Major
differences from the reference simulation (Run 1) would thus
be expected within coastal/Danube influenced waters that are
characterized by much higher values.
[68] In Figure 14 we show the difference in the phyto-
plankton patterns as simulated by Run 2 and Run 1 during
July 2003. An overestimation of phytoplankton concentra-
tion is evident for Run 2 in river-influenced waters, partic-
ularly in shallow coastal areas. Assigning a constant value
of KN = 0.8 mmol N/m
3, which is much lower than the one
assigned by the variable KN = f (P) in the eutrophic waters
(3 mmol N/m3 on average), results in increasingly over-
estimated phytoplankton growth rate across the productivity
gradient. In shallow coastal areas this overestimation is
particularly high due to the positive feedback between the
increased POM sedimentation and the benthic nutrient flux.
[69] Since the grazing pressure in the eutrophic waters is
rather low, due to the increased zooplankton mortality
induced by higher-predators, the impact of using a different
grazing formulation on phytoplankton dynamics would be
rather small, as already mentioned. Therefore, in order to
reveal the behavioral difference between the Holling for-
mulation and the adopted ‘‘ratio-dependent’’ formulation,
the zooplankton mortality rate was decreased to a low level
(as for the phytoplankton) and the reference simulation was
repeated adopting the same low mortality rate (Run 4).
While changing the nutrient uptake formulation has an
effect mostly on horizontal variability, changing the zoo-
plankton grazing rate (which is a top-down control) results
in a significant change of time variability in the phytoplank-
ton dynamics. In Figure 15 we show the phytoplankton and
zooplankton biomass variability for Run 3, Run 4 and the
reference simulation (Run 1) within river influenced waters
(SSS < 16 psu, which was slightly decreased from the SSS
limit of 17 psu used in Figure 7, because the differences
between the model runs are more apparent toward the more
productive areas). Assigning a constant value for KZ =
0.5 mmol N/m3 results in the appearance of a zooplankton
biomass oscillation that brings phytoplankton biomass to
Figure 15. (a) Phytoplankton (mmol N/m3) and (b)
Zooplankton (mmol N/m3) biomass variability, averaged
within the Danube plume area (SSS < 16 psu) and over the
MiXing Layer Depth (MXLD), as simulated by Run 3 that
adopts the parameters (KZ = 0.5, mz = 0.04) (red line),
Run 4 that adopts the parameters (KZ = 0.2 + 1.3 Z, mz =
0.04) (green line) and the reference simulation (Run 1,
blue line).
Figure 14. Difference in the simulated Chlorophyll-a (mg/
m3) by Run 2, adopting a half-saturation constant value of
KN = 0.8 (mmol N/m
3) and the reference simulation Run 1,
for 12–19 July 2003.
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almost extinction (prevented only by the assigned thresh-
old concentration for grazing). This type of pathological
behavior is prevented in Run 4 where KZ increases with
zooplankton concentration. Notice that in Run 3, even
though a stronger grazing pressure is assigned (resulting
from the lower KZ = 0.5 mmol N/m
3), the zooplankton
biomass attains lower values than Run 4 after August, due
to the previously suppressed phytoplankton biomass. The
phytoplankton extinction in Run 3 would be easily pre-
vented by choosing a much higher value for KZ, which,
however, would result in an underestimation of grazing
rate in the open sea area. One should also notice that the
effect of using a lower zooplankton mortality rate by about
10 times results in an about twofold reduction of phyto-
plankton biomass (compare Run 4 to Run 1 in Figure 15).
Even though the impact of the zooplankton grazing
formulation is rather small under the adopted high zoo-
plankton mortality rates, the ‘‘ratio dependent’’ grazing
formulation seems more robust and provides an additional
‘‘bottom-up’’ stabilizing mechanism even for a decreased
zooplankton mortality rate.
[70] In order to demonstrate the impact of grazing
pressure on phytoplankton dynamics and the model
sensitivity to zooplankton mortality parameters (mz,
Kmz), we performed 2 additional simulations: Run5 (mz =
0.35, Kmz = 0.06) and Run6 (mz = 0.35, Kmz = 0.08); the
reference simulation Run1 employs (mz = 0.45, Kmz =
0.08). The variation of the mortality function for all
3 cases with zooplankton biomass is shown is Figure 16a.
In Figure 16b we present the annual average P/Z ratio for
all 3 simulations as a function of salinity, indicating the
variation of grazing pressure from the highly eutrophic
riverine waters to the open sea. We should note that the
region within the salinity range 0–10 psu cannot be
considered as representative of the ecosystem functioning
as this is the area of immediate river outflow where
phytoplankton and zooplankton values are not properly
defined. The simulated P/Z ratio varies from about 11–15
in the river end to about 2.5 in the open sea area. Values
of P/Z  10–30 within the more eutrophic river influ-
enced waters can be considered as representative of a
healthy ecosystem functioning (Violeta Velikova, personal
communication); during the 1980s intense eutrophication
period P/Z values of >100 were recorded [Velikova et al.,
2005]. One may notice that the P/Z ratio of the reference
simulation Run 1 falls to the Run 5 simulated P/Z ratio for
S > 15 as the two zooplankton mortality functions con-
verge for lower zooplankton biomass values (Figure 16a)
due to the higher Kmz = 0.08 value adopted for Run 1. In
Figure 16c we present the normalized difference in the
simulated P/Z ratios. As expected, the difference between
Run 1 and Run 6, which is indicative of the model
sensitivity to the parameter mz, is as expected higher in
the more eutrophic areas where the mortality function
approaches its maximum (Figure 16a) for the higher
zooplankton biomass (0.6 mmolN/m3). In contrast, the
sensitivity for Kmz that is revealed by comparing Run5 and
Run6 is higher in the open sea areas, since Kmz has a
greater impact for lower zooplankton values. In Figure 16d
we show the seasonally mean P/Z ratios for the reference
simulation. The highest grazing pressure (lower P/Z ratio)
is exerted during periods of increased phytoplankton
growth limitation. Therefore, the lower P/Z ratio in the
river influenced areas is found during winter due to the
increased light limitation that results in reduced primary
production (as compared to the summer period), while in
the open sea areas a lower P/Z ratio is simulated during
summer due to severe nutrient limitation. Similarly, higher
P/Z ratios are simulated during summer in river-influenced
areas and during spring/autumn in the open sea areas.
[71] The most significant deviations of model simulated
Chl-a from the SeaWiFS patterns in the open sea area
were an overestimation during the spring bloom period
and an underestimation during the autumn bloom period
(Figures 8 and 9). As already mentioned, we have
attributed this model deviation for both cases to model
limitations in the parameterization of vertical mixing. For
the case of spring we account the excessive vertical
mixing, that results in an overestimation of the entrain-
ment of nitrates from the subsurface pool during winter,
to the coarse vertical resolution. In order to examine the
impact of vertical resolution we performed a similar
simulation of the hydrodynamic model but with slightly
higher resolution (20 sigma-levels instead of 16). Indeed,
as shown in Figure 17a the reference simulation which
has lower resolution exhibits a significantly higher MiX-
ing Layer Depth (MXLD, defined in the phytoplankton
growth discussion section) from December to February
with the difference reaching 30 m during December,
while differences are negligible during the summer strat-
ified period. Therefore we would expect that adopting a
Figure 16. (a) Zooplankton mortality as a function of
zooplankton biomass for Run 1 (mz = 0.45, Kmz = 0.08,
solid thick line), Run 5 (mz = 0.35, Kmz = 0.06, solid line)
and Run 6 (mz = 0.35, Kmz = 0.08, dash-dot line), (b)
annual mean P/Z ratio variation with salinity for Run 1,
Run 5, Run 6, (c) normalized difference of simulated P/Z
ratios (Run 1–Run 6: solid line, Run 5–Run 6: dash-dot
line) and (d) seasonal mean P/Z ratio variation with
salinity for Run 1.
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higher vertical resolution for the coupled model would
significantly eliminate the simulated overestimation during
spring. In Figure 17b we have also plotted the model
simulated Mixed Layer Depth (MLD, calculated as the
depth where a temperature difference of 0.2C from the
surface occurs following Thompson [1976]), as compared
with climatological data (Emin Oszoy, unpublished data).
The model simulated MLD is slightly higher during the
December–January period and lower during the Febru-
ary–March period. The steeper decline of the model
MLD in the beginning of May can be related to the very
weak wind-forcing during the same period (Figure 3b),
but the model simulated MLD is also much shallower (<5
m) during the summer-autumn period, which indicates a
general underestimation of vertical mixing during the more
stratified periods. Episodic mixing due to shear instabilities at
the base of the strongly stable thermocline has been recog-
nized as a significant additional mechanism of vertical
mixing [Large et al., 1994] that is not taken into account
by the Mellor-Yamada turbulence scheme. Kantha and
Clayson [1994] have shown that introducing a parameter-
ization for this type of mixing at the base of the mixed
layer results in a more realistic description of the mixed
layer variability. Given that the Black Sea seasonal strat-
ification is enhanced by a very strong halocline, we would
expect that the representation of such a shear-induced
mixing would significantly improve the simulated mixed
layer dynamics during the summer/autumn periods and
therefore result in a more pronounced autumn bloom.
[72] The underestimation of Chl-a in the North Romanian
shelf area in the beginning of March (Figures 8c and 8d),
was the most important deviation of model simulated
chlorophyll-a from the observed patterns in the coastal river
influenced areas, except some cases that were related to the
inaccurate simulation of ISM during light limitation periods
(Figures 8a, 8b, 8s, and 8t). In Figure 18 we show the
impact of adopting higher or lower attenuation coefficient
values (Run 7, ks = 0.03, Run 8, ks = 0.11; Run 1 has ks =
0.07) or a higher N/P stoichiometry (Run 9, RN/P = 20; Run
1 has RN/P = 16) for phytoplankton and zooplankton. In the
case of a lower attenuation coefficient (Run 7, Figure 18a),
the phytoplankton growth rate (Figure 18c) is significantly
increased during winter due to the weaker light limitation,
leading to a peak of phytoplankton concentration in the
beginning of February that starts declining afterward due
to the depletion of phosphates (Figure 18b). The opposite
is shown for Run 8 with higher attenuation coefficient
(Figure 18a), which exhibits a peak of both growth rate and
phytoplankton biomass (Figures 18c and 18d) in early
March, all though this peak does not exceed the one by
the reference Run 1. Therefore all three cases converge
toward the same concentration in early March, although
Figure 18. North Romanian shelf area (marked as E in
Figure 1) average of (a) total attenuation coefficient (m1) as
simulated by the reference simulation Run1 (blue line, ks =
0.07), Run 7 (red line, ks = 0.03) and Run 8 (green line, ks =
0.11), (b) phosphate (mmol/m3) (c) phytoplankton growth
rate (day1) for the same runs, (d) phytoplankton concentra-
tion (mg Chl-a/m3) for Run 1 (blue line), Run 7 (red line),
Run 8 (green line), Run 9 (black line, RN/P = 20) and from
available 8-day SeaWiFS images (Figure 8).
Figure 17. (a) Difference in the simulated MiXing Layer
Depth (MXLD) of the control run (16 sigma levels) from
the run with higher vertical resolution (20 sigma levels);
(b) Mixed Layer Depth (MLD) as simulated by the model
control run (continuous line) and from climatological data
(Emin Ozsoy, unpublished data; redrawn from Oguz et al.
[1996]); all values in (m).
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following a different dynamical evolution. The intermedi-
ate ks value of the reference simulation gives the best fit to
SeaWiFS Chl-a during January, while the higher ks value
results in a closer agreement with SeaWiFS in late
February. A similar analysis also applies with assigning
a weaker or stronger temperature dependence (Q10 = 2.2,
Q10 = 1.5, not shown) on maximum growth rate, even
though with much less pronounced differences from the
reference simulation (Q10 = 1.88). The only case that
exhibits a significantly stronger biomass in early March is
the one with a higher N/P stoichiometric ratio (Run 9,
Figure 18d). The growth rate and phosphate levels for this
run (not shown) are quite similar to the reference run.
However, the lower phosphorus demand that is imposed
by the higher N/P phytoplankton stroichiometry may
sustain a higher phytoplankton stock. We have also tested
the case with a higher N/P ratio of (20) only for zoo-
plankton (by adopting a slightly lower herbivore assimila-
tion efficiency for phosphorus GP = 16/20 * G), which
however had not a significant impact on phytoplankton
biomass, due to the relatively high P/Z ratio in the
phosphate limited eutrophic areas. We should note that
the assigned N/P ratio stoichiometry value for phytoplank-
ton or zooplankton biomass has an impact mostly in
phosphorus-limited areas, as it only enters in phosphorus-
related equations.
5. Conclusions
[73] A three-dimensional coupled model of the Western
Black Sea plankton dynamics was developed and imple-
mented for the 2003 period using high-resolution/high-
frequency forcing, in terms of air-sea interactions and
Danube river inputs. A series of 8-day averaged Chl-a
SeaWiFS images provided a valuable validation tool that
guided us to the improvement of model parameterizations
and the calibration of the biological parameters, while
groundtruthing was made possible with in situ measure-
ments. The simulation of the seasonal phytoplankton
variability over the entire Western Black Sea, extending
from the highly eutrophic river influenced area to the open
sea area, was a major challenge that made necessary the
representation of both the spatial and time variability of
several processes. Including phosphorus as a model com-
partment permitted a more realistic simulation of the
P-limited river influenced waters. Adopting a variable
function for the zooplankton mortality rate induced from
higher predators pressure, resulted in a more realistic
variability of the grazing pressure across the productivity
gradient. The adoption of a variable function for reminer-
alization rate, as well as the parameterized interaction with
the sediment by means of a simple benthic model,
permitted the simulation of the observed increased pro-
duction in coastal areas. The adoption of a variable half-
saturation function for nutrient uptake was shown to better
describe phytoplankton growth across the significant nu-
trient gradients. A ‘‘ratio-dependent’’ formulation was
adopted for zooplankton grazing, which, even though has
no significant impact under the adopted high zooplankton
mortality rates, seems more robust and provides an addi-
tional ‘‘bottom-up’’ stabilizing mechanism. The inclusion of
ISM as a state variable permitted a more realistic simulation
of the light conditions in coastal areas during winter.
[74] The main findings evolve around the strong inter-
action between physical and biological processes. The
advection of low salinity, high nutrient waters that are
due to riverine freshwater and nutrient loads (particularly
those from the Danube River) largely controls the circu-
lation patterns and productivity on the Northwestern
Black Sea shelf. The development of a comprehensive,
three-dimensional hydrodynamic model with river plume
dynamics and the employment of high-frequency forcing
for atmospheric parameters and river loads permitted a
satisfactory representation of the variability in the trans-
port pathways of the Danube influenced waters. The
coupled model simulations represented several important
biophysical processes in both coastal and open seawaters.
[75] Despite the model simplicity, the simulated Chl-a
patterns presented a good agreement as compared to the
SeaWiFS images. The most noticeable differences were
observed in the open sea area, consisting of an overesti-
mation during spring and an underestimation during the
autumn periods, which can be attributed to model limi-
tations in the parameterization of vertical mixing. An
additional cause could be the over simplistic seasonal
variability of zooplankton mortality induced by higher
predators. A subsurface chlorophyll maximum was simu-
lated in the open sea area at a depth of 30–35m, in
agreement with existing observations. Agreement between
model and observations was best in the coastal areas that
were the focus of this study. During winter, phytoplank-
ton in coastal areas was shown to be limited by light
availability mostly due to the increased particulate matter
concentrations, as a result of resuspension from the
sediment and the increased river loads. During summer,
the primary production was mostly sustained by riverine
nutrients and regeneration processes and thus was strong-
ly linked to the evolution of the Danube plume.
[76] Phosphorus limited areas were shown to extend
from the Danube prodelta to the Turkish coast during
the winter and spring periods, according to the river
pathways and the high N/P ratio of river loads. During
summer and autumn periods, the P-limited area was
confined in the Danube front area, as the river load N/P
ratio was greatly reduced and the benthic fluxes of
dissolved nutrients favored N-limitation. The model simu-
lated Chl-a presented a reasonably good agreement with in
situ data in the Danube front and the Romanian shelf
areas. The limiting nutrients, however, showed deviations
from the observed concentrations, indicating the necessity
for a more realistic phytoplankton growth model. Another
future model upgrade is the inclusion of bacterial dynam-
ics which will enhance our understanding for reminerali-
sation processes.
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