In this paper we propose a new hybrid neural network include Data Envelopment Analysis (DEA) and Radial Basis Function Network (RBFN) for binary classification problem. In the supervised learning phase of neural network, the additive model is used to learn the classification function and Gaussian Radial Basis Function (GRBF) is used to the unsupervised learning phase of neural network. Compared with existing RBFN-DEA model for solving classification problems, the proposed model has low CPU time and moreover can be applied to solve classification problems with negative data.
The DEA models so far are used to solve binary classification problem are CCR and BCC models. For solving classification problems with BCC model, DMUs must have monotonicity property and inputs should be non-negative. Some of classification problems include negative data or data do not satisfy in monotonicity property, in this case, DEA can not apply for solving this problems itself, so pendharkar [19] for solving these drawbacks used radial basic function neural network (RBFN) and proposed a hybrid RBFN-DEA neural network for solving binary classification problems. In this paper, we combine additve model in DEA with RBFN and introduce a new model for solving binary classification problems. Proposed model has lower CPU time and more accuracy respect to RBFN-DEA model, furthermore our model can be applied for solving linear separable classification problem with negative data, in this problem, we do not need to apply RBFN for generate positive data. This paper is divided into five sections. In next section preliminary information is introduced to facilitate later discussions. In section III, we present the proposed model and describe its properties. In section IV, illustrative examples are discussed. In section V, we present the results of these research.
Background
In this section, we introduce the related definitions, adiitive model for later discussion in next section.
Definition1: Monotonicity property:
If a DMU has higher value of attributes then it belongs to a certain class with the higher probability and vice versa [19] .
Theorem 1. Cover's Theorem:
"A complex pattern-classification problem cast in a high-dimensional space nonlinearly is more likely to be linearly separable than in a low-dimensional space" [13] , [8] .
Definition 2: Basis Functions and Feature Space:
Let be a set of n vector in m-dimensional space, each of which is assigned to be one of two classes, and B. Define a function as , that is called basic functions and the space spanned by a set of basis functions is called feature space. A dichotomy of X is said to be -separable if there exists such that
{
The separating surface is given by . In this paper we use the following basic function that called radial basic function [4] :
Where that is the maximum distance between chosen and maximum of r can be equal 5. can be initialized randomly by vectors in X or determine using cluster analysis approaches [19] , [13] .
Definition 3: Radial Basis Function Networks (RBFNs):
RBFNs have three layer. The hidden layer applies a nonlinear transformation from the input space to the hidden space. The hidden units use radial basis functions. The output layer applies a linear transformation from the hidden space to the output space [1] , [6] . RBFNs have two part for learning, In part I, from input layer to hidden layer use unsupervised learning and in part II, from hidden layer to output layer use supervised learning. RBFNs can be used for pattern classification [2] , function approximation [24] and control [22] . Suppose that there are Decision Making Units to be evaluated in terms of inputs and outputs. Let and be the input and output values of . There are several types of additive models, from which we select the following form in terms of :
is evaluated DMU [7] .
RBFN-ADD neural network
The RBFN-DEA model of Pendharkar [19] motivate us to propose a new model to solve binary classification problems. The proposed RBFN-ADD model has two part, in part I, input data using Gaussian Radial Basis Function (GRBF) are transfered to high-dimensional space (feature space) that in this space can be linear separable with high probability by cover's theorem [13] , [8] . Using GRBF, negative data convert to non-negative data in the feature space [19] . In DEA part, we use additive model. We apply the following models to develop classification hyperplane for class 0 and class 1:
where are training data. Suppose the training data set consist of n DMUs that k DMUs belongs to class 0 and the rest belongs to class 1. We use model (2) to generate class frontier and model (3) to generate class frontier in training part of our model. Since data have monotonicity property so suppose data far from origin belongs to class0 and data close to origin belongs to class1. To determine which class is closer to the origin in feature space, Euclidean norm of average vector in each class can be calculated. Procedure for solving classification problems with minimum error for identify test data belong to class 0 is the below form:  For training data use only the cases from the class 0.
 Using the linear programming (2) determine the efficient set of cases from the class 0, , so determine class 0 frontier.
 Take a unit from the test data, training data units from the efficient set and solve the linear programming (4).  If model (4) has a feasible solution then test data belongs to class 0 otherwise it belongs to class 1. For facility in later discussion, the above procedure is called NT0.
Proposition 1.
Linear programming (4) has feasible solution if and only if belongs to class 0.
Proof:
If model (4) has solution then exist such that ∑ , since then ∑ . According to the convexity condition, ∑ , so using monotonicity property we have . Now we suppose thus or Clearly, from the condition of convexity class 0 and monotonicity property the linear programming (4) has feasible solution .
Procedure for solving classification problems with minimum error for identify test data belong to class 1 is the below form:  For training data use only the cases from the class 1.  Using the linear programming (3) determine the efficient set of cases from the class 1, , so determine class 1 frontier.  Take a unit from the test data, training data units from the efficient set and solve the linear programming (5).  If model (5) has a feasible solution then test data belongs to class 1 otherwise it belongs to class 0. 
for facility in later discussion, the above procedure is called NT1. Linear programming (5) has feasible solution if and only if belongs to class 1. Each of the models NT0 and NT1 can be applied in the supervised learning phase of neural network. If both NT0 and NT1 simultaneously are chosen then, for most classification problems, there will be cases in test data set that will overlap and may be classified both class 0 and class 1, in this case we use Nearest Nighbor approach (NNA) to determine the class of a case in the overlapping region [19] , [3] , [23] , [16] , [11] . For this, we proposed a criteria for selection appropriate class: Suppose that is a case in overlapping region, define , that and are optimal solution of (4) and (5) respectively. So and are projection of under norm1 over frontier of convex hulls of and respectively, thus using NNA we proposed the following criteria:
{ where and are optimal objective values of (4) and (5) respectively. if then randomly assigned to a class.
Remark 1.
If in testing part NT0 and NT1 for , models (4) and (5) simultaneusely have not feasible solution then test data randomly assigned to a class. 
Numerical examples
In order to demonstrate the effectiveness and efficiency of the proposed model, in this section, we discuss the results obtained of proposed model and RBFN-DEA model through two examples. Criteria NTIIEM, NTIEM and NNA RBFN-DEA model is found in Pendharkar [19] .
Example 1.
In this example, we compare the performance of additive model and RBFN-DEA model [19] with negative and nonnegative value. We generate our training and test data sets using three normal distributions with means of -1, -5 and -8. The standard deviations for distribution with means -5 and -8 equal to one and with mean -1 equal to 2. The examples that were generated from normal distributions with means of -5 and -8 were labeled as belonging to class 1, and the examples that were generated from normal distribution with a mean of -1 were labeled as belonging to class 0. with means of 1, 0 and -1. The standard deviations for all the distributions are considered equal to one. The examples that were generated from normal distributions with means of 1 and -1 were labeled as belonging to class 1, and the examples that were generated from normal distribution with a mean of 0 were labeled as belonging to class 0. 
