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Introduction Ge´ne´rale
Depuis une vingtaine d’anne´es, les marche´s ﬁnanciers ont e´volue´ de manie`re specta-
culaire, stimule´s par la de´re´glementation, le de´cloisonnement et la de´sinterme´diation du
syste`me. La multiplication des produits ﬁnanciers et l’internationalisation des marche´s
sont venues re´pondre aux besoins d’allocation optimale de l’e´pargne au niveau mondial et
ont permis le de´veloppement des ope´rations d’arbitrage, de couverture et de spe´culation.
Cet accroissement de l’oﬀre de produits ﬁnanciers a fortement modiﬁe´ les comporte-
ments des agents e´conomiques. En eﬀet, jusqu’au de´but des anne´es 70, une majorite´
d’e´pargnants recherchait des placements liquides sans risques et contre partie, faiblement
re´mune´re´s. Apre`s les chocs pe´troliers, les mouvements inﬂationnistes qui ont suivi et
la multiplication des produits ﬁnanciers, ont progressivement amene´ ceux-ci a` changer
leur proﬁl d’investissement pour rechercher des produits plus risque´s certes mais aussi
plus re´mune´rateurs. Paralle`lement a` cette modiﬁcation du comportement des agents, les
marche´s ﬁnanciers ont ope´re´ des modiﬁcations structurelles importantes pour faire face
a` la demande. Pour la plupart, ils sont passe´s du mode de cotation en ﬁxing, ou` les
transactions et les collectes des ordres e´taient eﬀectue´es sur des intervalles de temps ﬁxe´s
par avance, a` la cotation en continue, ou` les e´changes sont enregistre´s de manie`re quasi-
continue (chaque seconde pour les titres les plus liquides).
Ce changement du mode de cotation a e´te´ rendu possible graˆce au de´veloppement de
l’informatique et l’arrive´e de la technologie e´lectronique qui ont re´duit conside´rablement
les couˆts de collecte et de traitement des informations. Elle a aussi permis de transmettre
simultane´ment les informations en temps re´el aux participants des marche´s. Ces change-
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ments structurels dans les moyens de collecte, de traitement et de transmission de l’infor-
mation ont eu des implications importantes pour la disponibilite´ et l’interpre´tation des
donne´es de haute fre´quence. En eﬀet, la cotation en temps continu permet de disposer
pratiquement de tous les ensembles de donne´es sur l’activite´ du marche´ (prix des ac-
tifs, volumes e´change´s, nombres d’acteurs, nombre de vendeurs, fre´quence d’e´change,. . .).
Ces informations plus proches des processus ge´ne´rateurs des prix des actifs sont sans
doute plus approprie´es pour les tests empiriques des mode`les the´oriques de la litte´rature
ﬁnancie`re. Ceci d’autant plus que la plupart des e´tudes empiriques n’arrivent pas a` va-
lider certains re´sultats the´oriques a` partir des donne´es dites de basse fre´quence (jour-
nalie`res, hebdomadaires ou mensuelles ; Cf. Fama et French, 1996). L’arrive´e des donne´es
de haute fre´quence peut donc combler ce de´ﬁcit et permettre d’enrichir la litte´rature sur
la mode´lisation des de´pendances entre les actifs de fac¸on robuste. Toutefois, ces donne´es
sont-elles le reﬂet re´el des de´pendances entre les sources potentielles de risque ? Ont-elles
les meˆmes caracte´ristiques que les donne´es de basse fre´quence ? Peuvent-elles eˆtre uti-
lise´es sur des mode`les de de´pendances classiques ? Peuvent-elles mieux rendre compte des
comportements des agents sur les marche´s ?
Un grand nombre d’e´tudes - principalement anglo-saxonnes - portant sur ce type de
donne´es a e´te´ re´cemment publie´. Ces e´tudes mettent en avant certaines caracte´ristiques
importantes des prix des actifs ﬁnanciers, jusqu’alors pratiquement inde´celables avec
des donne´es de basse fre´quence. C’est pourquoi la constitution et l’acce`s a` des bases
de donne´es de haute fre´quence constituent un enjeu important pour analyser et mieux
comprendre les marche´s ﬁnanciers (Wood et alii, 1985). C’est en eﬀet une possibilite´
supple´mentaire d’approfondir la connaissance des e´le´ments fondamentaux qui dirigent
les prix des actifs. En se rapprochant du  vrai  processus gouvernant les prix, les
donne´es de haute fre´quence permettent de revisiter les mode`les traditionnels de la ﬁnance
et les relations d’e´quilibre qu’ils sous-tendent. Ne´anmoins, le traitement de ces donne´es
spe´ciﬁques ne va pas sans poser un certain nombre de proble`mes. Notamment, les bruits
associe´s aux donne´es - lie´s, entre autres, a` des proble´matiques d’organisation des marche´s
et a` des phe´nome`nes de microstructure - doivent faire l’objet d’un traitement particu-
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lier (Feinstone, 1987). De plus, les hypothe`ses distributionnelles classiques (normalite´ des
distributions, line´arite´s des relations,. . .), plutoˆt ve´riﬁe´es en donne´es de basse fre´quence,
doivent eˆtre modiﬁe´es pour tenir compte des particularite´s de la haute fre´quence. L’ob-
jectif de cette the`se est de mieux exploiter le contenu informationnel de ces donne´es de
haute fre´quence, tout en e´valuant et corrigeant leur impact sur les mode`les classiques
propose´s dans la litte´rature ﬁnancie`re. Ces corrections porteront principalement sur le
choix des fre´quences d’e´chantillonnage optimales et sur la prise en compte dans les pro-
cessus d’estimation des biais microstructurels. Ce choix portera aussi sur l’utilisation de
mode`les approprie´s (inte´grant les moments d’ordre supe´rieur et leur non-line´arite´) et des
me´thodes d’estimation robustes (algorithmes ge´ne´tiques, e´quations simultane´es, correc-
tions des biais d’auto-corre´lation,. . .). Ainsi, les quatre chapitres de cette the`se ont pour
objectif de traiter ces diﬀe´rentes proble´matiques.
Nous commenc¸ons par l’exploration d’un phe´nome`ne de microstructure de´nomme´
 rose des vents  dans la litte´rature, caracte´risant les e´changes a` tre`s haute fre´quence et
duˆ, en particulier, a` l’existence de pas d’e´chelon de cotation (tick en anglais) sur les cours
des titres. Cette question a fait l’objet de plusieurs e´tudes (Cf. Crack et Ledoit, 1996 ;
Kra¨mer et Runde, 1997 et Gleason et alii, 2000) qui concluent a` la pre´sence de biais
en haute fre´quence. Ces e´tudes n’ont toutefois pas caracte´rise´ de manie`re formelle les
conditions d’apparition de ce phe´nome`ne. Le premier chapitre de la the`se se propose de
quantiﬁer l’existence du phe´nome`ne sur le marche´ franc¸ais des actions, et de de´terminer
les seuils a` partir desquels les parame`tres des mode`les ﬁnanciers classiques sont eﬀec-
tivement biaise´s. L’accent sera porte´ dans ce chapitre sur les conditions d’existence de
ce phe´nome`ne de microstructure a` partir des simulations et des donne´es re´elles. Ce sera
alors l’occasion de de´ﬁnir trois indicateurs comple´mentaires de mesure du phe´nome`ne de
rose des vents.
Nous proposons ensuite une me´thode eﬃciente d’e´valuation du risque d’un actif
(appele´e VaR pour Value-at-Risk en anglais), par l’exploitation des donne´es de haute
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fre´quence en termes de pre´cision et de ﬁabilite´ de la mesure. Il s’agit ici d’utiliser une
technique d’extraction des facteurs communs aux sources potentielles de risque a` partir
d’une analyse en composantes inde´pendantes (Independent Component Analysis en an-
glais, Cf. Hyva¨rinen et alii, 2001), mieux adapte´e aux caracte´ristiques intrinse`ques des
donne´es de haute fre´quence. En eﬀet, cette approche a l’avantage, dans un contexte ﬁ-
nancier, de prendre en compte la non-normalite´ et la non-line´arite´ des donne´es (Cf. Back
et Weigend, 1997).
Nous poursuivons par une ge´ne´ralisation des mode`les traditionnels d’e´valuation d’ac-
tifs (cadre moyenne-variance) aux moments d’ordre supe´rieur avec des donne´es de haute
fre´quence. Cette extension est possible par l’utilisation des mesures dites  re´alise´es 
(Cf. Bollerslev et Zhang, 2003) dans un cadre dynamique avec des me´thodes d’estima-
tion robustes (Cf. Zellner, 1962 ; Parks, 1967 et Scholes et Williams, 1977). Cette dernie`re
est particulie`rement adapte´e aux caracte´ristiques bien connues des variables ﬁnancie`res
(queues de distributions e´paisses, asyme´trie, he´te´rosce´dasticite´,. . .).
Enﬁn, dans le quatrie`me chapitre, nous appliquons une me´thode de de´formation du
temps calendaire en temps de transactions pour lequel les rendements correspondants
seront distribue´s suivant une loi normale. Il s’agit d’exploiter l’ide´e de Clark (1973) qui
stipule que la forme de la distribution des rendements des actifs ﬁnanciers peut eˆtre lie´e
a` une superposition de plusieurs processus stochastiques. L’extraction d’une distribution
particulie`re (dans notre cas, la distribution normale) est alors eﬀectue´e a` partir de l’algo-
rithme ge´ne´tique. Au ﬁnal, nous obtenons une fre´quence d’e´chantillonnage en temps dit
de  transactions  qui assure, a` partir des tests d’hypothe`ses, la normalite´ de la distribu-
tion des rendements. Une premie`re application vise a` la de´termination des portefeuilles
optimaux a` partir de cette nouvelle base de donne´es.
Nous pre´sentons maintenant un re´sume´ plus de´taille´ des quatre proble´matiques traite´es
dans la the`se.
5Re´sume´ du chapitre sur  Roses des vents ,  e´ventails 
et  explosions d’e´toiles  sur le marche´ franc¸ais : ca-
racte´risations, mesures et applications
Le premier chapitre fait une analyse descriptive d’un phe´nome`ne particulier de micro-
structure lie´ a` la discre´tisation des cours boursiers. Cette discre´tisation a pour principale
conse´quence de faire apparaˆıtre, lorsque l’on repre´sente dans un plan l’e´volution des ren-
dements entre deux dates successives, une structure complexe de droites e´mergeant de
l’origine. Ce type de conﬁguration, appele´e  rose des vents  dans la litte´rature re´cente,
a e´te´ de´couvert en 1996 par Crack et Ledoit (e´tude publie´e dans la revue Journal of Fi-
nance sous le titre :  Robust Structure without Predictability : The Compass Rose Pattern
of the Stock Market ). Cette structure prend la forme de droites espace´es, e´mergeant
de l’origine et fuyant vers les principales directions des points cardinaux (d’ou` le nom
de  rose des vents  emprunte´ aux navigateurs du fait de la similarite´ avec celle des
marins). Ce phe´nome`ne a fait depuis l’objet de nombreuses e´tudes ; tout d’abord, sur
la caracte´risation de la structure (Szpiro, 1998 ; Lee et alii, 1999 ; Gleason et alii , 2000 ;
Wang et alii 2000 et McKenzie et Frino, 2003), ensuite, sur les biais potentiels pour les
parame`tres des mode`les (Kra¨mer et Runde, 1997 et Amilon et Bystro¨m, 2000) et enﬁn,
sur la mise en e´vidence de la visibilite´ (Koppl et Nardone, 2001 ; Wang et Wang, 2002
et Mitchell et Mckenzie, 2006). Ces e´tudes ont de´termine´ les raisons pour lesquelles cet
e´trange phe´nome`ne apparaissait.
La principale cause de ce type de phe´nome`ne, mentionne´e par la litte´rature, est la
ne´cessaire discre´tisation des cours de bourse. Toutefois, cette discre´tisation ne suﬃt pas,
a` elle seule, a` expliquer le phe´nome`ne de rose des vents sur tous les titres. En eﬀet, alors
que Crack et Ledoit (1996) ou bien Szpiro (1998) indiquent que la taille de l’e´chelon
de cotation serait de´terminante dans l’apparition d’un tel phe´nome`ne sur l’ensemble des
titres e´change´s sur le New York Stock Exchange (NYSE). Lee et alii (1999) trouvent
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semble des titres du marche´ a` terme ame´ricain. Ainsi, la forme d’une rose des vents cache
en fait une structure plus complexe nomme´e nano-structure par Szpiro (1998). Pour ce
dernier, seuls les changements discrets de prix sont une condition ne´cessaire et suﬃsante
a` l’apparition d’une rose des vents. Wang et alii (2000) montrent que l’e´chelle d’observa-
tion a aussi un impact sur l’apparition du phe´nome`ne et Gleason et alii (2000) mettent
en e´vidence l’inﬂuence de la volatilite´ sur la visibilite´ de la rose des vents. Au-dela` de
l’aspect purement visuel, d’autres e´tudes, notamment celles de Gottlieb et Kalay (1985),
Kra¨mer et Runde (1997) et Amilon et Bystro¨m (2000), abordent les implications de la
discre´tisation des prix sur les estimations des mode`les de la the´orie ﬁnancie`re. Ainsi, le
phe´nome`ne de rose des vents peut, a` partir d’un seuil (non de´termine´ explicitement),
eˆtre la cause de biais sur les estimations des mode`les autore´gressifs de type ARCH (Cf.
Amilon et Bystro¨m, 2000) et sur les tests standard sur le chaos (Cf. Kra¨mer et Runde,
1997). Ces recherches ont un point commun : trouver le seuil du rapport de la taille de
l’e´chelon de cotation/volatilite´ des rendements a` partir duquel une  rose des vents 
apparaˆıt et identiﬁer les conse´quences sur les estimations des principaux mode`les de la
the´orie ﬁnancie`re (GARCH, chaos, tests BDS . . .) et leurs pre´visions (Amilon et Bystro¨m,
2000). Mais, a` notre connaissance, une mesure quantitative du phe´nome`ne reste toujours
a` proposer, malgre´ les eﬀorts porte´s par Koppl et Nardone (2001), Wang et Wang (2002)
et Mitchell et Mckenzie (2006) montrant les eﬀets d’une discre´tisation forte des cours dans
l’espace de phases. Notre propos dans ce chapitre e´tait de comprendre et de caracte´riser
plus avant le phe´nome`ne de  rose des vents  et de mettre en lumie`re cette singulie`re et
intrigante structure des rendements boursiers, puis de de´terminer le seuil des variables
susceptibles de mener a` l’apparition du phe´nome`ne. Pour cela, nous avons d’abord situe´ ce
phe´nome`ne dans le contexte des biais microstructurels et de´ﬁni des indicateurs de mesure.
Ce phe´nome`ne de microstructure est e´troitement lie´ aux phe´nome`nes de´ja` propose´s
dans la litte´rature. En eﬀet, l’impact des phe´nome`nes de microstructure des marche´s sur le
processus de formation des prix des actifs a depuis des de´cennies fait l’objet de recherches
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la fourchette aﬃche´e de prix (Bid-Ask) de´pendaient principalement de trois facteurs : le
couˆt de traitement des ordres (order processing cost, Demsetz, 1968) ; le couˆt d’oppor-
tunite´ d’une position mal diversiﬁe´e (inventory holding cost, Ho et Stoll, 1983 et Biais,
1993) et le couˆt de se´lection adverse (adverse information cost, Glosten et Milgrom, 1985).
Cependant ces composantes the´oriques ne permettent pas de comprendre certains
phe´nome`nes comme l’existence des seuils ou barrie`res psychologiques sur les marche´s
boursiers (De Grauwe et Decupere, 1992 ; Morel et Te¨ıletche, 2001) ou bien encore la
concentration des prix autour de certaines valeurs (Gottlieb et Kalay, 1985 ; Harris, 1991 ;
Anshuman et Kalay, 1998 ; Huang et Stoll, 1994, 2001 et Capelle-Blancard et Chaudhury,
2007). Plusieurs autres articles - parmi lesquels ceux de Holthausen et alii (1987), Aitken
et Frino (1996), Chan et Lakonishok (1993, 1995, 1997) et Keim et Madhavan (1995,
1996, 1997) - ont montre´ que la forme particulie`re de biais microstructurel, lie´e a` la
 danse de la fourchette  des prix, aﬀectait la structure auto-corre´lative des rendements
des actifs. Ce biais proviendrait de l’asyme´trie qui existe entre les blocs vendeurs et les
blocs acheteurs. Les blocs acheteurs ayant tendance a` faire baisser les prix tandis que
les blocs vendeurs les font augmenter, la structure auto-corre´lative des rendements serait
ainsi modiﬁe´e par ces deux eﬀets contraires successifs (Frino et alii, 2004).
Le phe´nome`ne de  rose des vents  analyse´ ici est cependant plus complexe que les
autres formes de biais. En eﬀet, en e´tudiant directement les variations de prix, nous pre-
nons en compte l’ensemble des facteurs qui peuvent inﬂuencer les prix ; et de ce fait, il
inte`gre aussi les autres formes de biais microstructurels. Ces biais microstructurels lie´s a` la
rose des vents e´tant a` l’origine de la modiﬁcation de la structure auto-corre´lative des prix
sur certains marche´s, une litte´rature re´cente, originellement inspire´e par les e´tudes sur la
the´orie du chaos, est consacre´e a` la de´termination de la structure intrinse`que des rende-
ments des titres sur les marche´s ﬁnanciers. Il est ge´ne´ralement admis qu’une distribution
non uniforme des points repre´sente´s indique la pre´sence d’une structure sous-jacente ; de
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de cotation qui peut aﬀecter signiﬁcativement les parame`tres des diﬀe´rentes proce´dures
utilise´es pour mode´liser les rendements des titres.
En eﬀet, les prix des titres, de´termine´s par les variations minimales de cours ou
e´chelons de cotation, ne sont pas, par essence, des variables continues mais discre`tes.
Cette caracte´ristique restreint les rendements des titres a` prendre un nombre limite´ de
valeurs. L’existence de cette structure particulie`re, qui est un artefact de la microstruc-
ture des marche´s ﬁnanciers, ouvre plusieurs voies de recherches, notamment sur les biais
potentiels qu’elle cause dans les estimations des mode`les. La caracte´risation quantitative
de ce phe´nome`ne a fait l’objet de quelques tentatives. Koppl et Nardone (2001) et Vorlow
(2004) ont propose´ des transformations des axes du diagramme de phases pour de´tecter le
phe´nome`ne ; Wang et Wang (2002) et Mitchell et Mckenzie (2006) ont quant a` eux utilise´
l’alignement des droites. Nous nous inspirons de ces articles principaux pour proposer
et de´ﬁnir trois indicateurs d’intensite´ du phe´nome`ne de rose des vents (CRII 1, CRII 2
et CRII 3). Ces mesures comple´mentaires et originales fonde´es sur plusieurs de´ﬁnitions
du phe´nome`ne nous permettent de caracte´riser plus avant le phe´nome`ne de rose des vents.
Le premier indice d’intensite´, appele´ Compass Rose Intensity Index 1 (CRII 1 ) repose
sur l’ide´e suivante : le phe´nome`ne de rose des vents est caracte´rise´ par la pre´sence de
plusieurs droites (passant toutes par l’origine) et reliant les diﬀe´rents couplets de rende-
ments successifs. De ce fait, pour e´valuer l’intensite´ du phe´nome`ne, il suﬃt de de´terminer
le nombre de droites de ce type ; ainsi, plus ce nombre est faible, plus les points sont bien
aligne´s et plus le phe´nome`ne est visible. L’indice est ainsi de´ﬁni a` partir du rapport entre
le nombre de droites constituant une rose des vents et le nombre de droites passant par
l’origine. The´oriquement, si le phe´nome`ne de rose des vents existe dans la se´rie conside´re´e,
l’indicateur doit tendre vers 100%. Dans le cas d’une rose des vents  parfaite , nous
n’aurons que des droites passant par l’origine et rayonnant dans toutes les directions car-
dinales (droites bien place´es). A l’oppose´, plus le nombre de droites ne passant pas par les
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vents sera pre´sent. Le phe´nome`ne est alors bien caracte´rise´ par le nombre de droites  mal
place´es  ; d’ou` la formulation du premier indicateur qui est le rapport entre le nombre
de droites dites  mal place´es  et le nombre de points cardinaux et inter-cardinaux.
A la suite des travaux de Koppl et Nardone (2001) et plus tard de Vorlow (2004),
nous avons construit le deuxie`me indice, appele´ Compass Rose Intensity Index 2 (CRII 2 ).
L’ide´e sous-jacente est que la rose des vents peut eˆtre parfaitement de´ﬁnie par les angles du
diagramme de phases des rendements successifs. A partir de ce constat, Koppl et Nardone
(2001) proposent de transformer les couples de rendements en leurs coordonne´es polaires.
Ainsi, en comptabilisant les couples de rendements dont les secondes coordonne´es polaires
sont similaires, nous obtenons, d’apre`s la terminologie de Koppl et Nardone (2001), un
histogramme de theˆta (Empirical Theta Histogram), mettant en lumie`re les distorsions
lie´es a` l’eﬀet de discre´tisation, puisqu’il permet d’ampliﬁer le phe´nome`ne sous-jacent.
Cet histogramme a pour but, de manie`re simple, de rendre compte de la dispersion des
valeurs de la seconde coordonne´e polaire normalise´e et on peut comparer l’histogramme
empirique a` celui d’une loi uniforme pour mettre en e´vidence un eﬀet de discre´tisation.
On peut aussi isoler le phe´nome`ne de rose des vents en comparant la distribution des
coordonne´es polaires de la se´rie sous-jacente avec celle d’une pseudo-se´rie obtenue en
tirant au hasard des rendements dans la se´rie originale (avec remise) et en les associant
de manie`re ale´atoire selon une loi uniforme (proce´dure de bootstrapping). Dans ce se-
cond cas de ﬁgure, nous pouvons isoler l’eﬀet de corre´lation de l’eﬀet de discre´tisation.
S’appuyant sur ces conside´rations, l’indice d’intensite´ de rose des vents propose´ est sim-
plement de´ﬁni par la somme des distances du khi-deux entre la fonction de densite´ em-
pirique des secondes coordonne´es polaires normalise´es et la loi uniforme d’une part, et
d’autre part, la fonction de densite´ empirique associe´e a` la se´rie de couples de rentabilite´s
re´arrange´es ale´atoirement. Ainsi l’indice prendra de grandes valeurs s’il existe un eﬀet de
discre´tisation des prix, car la premie`re partie de l’indice sera e´leve´e ; l’indice sera aussi
e´leve´ lorsque la structure de de´pendance temporelle de la se´rie diﬀe`rera nettement de
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l’hypothe`se d’inde´pendance temporelle, ce qui contribuera a` augmenter la seconde partie
de l’indice.
L’ide´e du troisie`me indice, appele´ Compass Rose Intensity Index 3 (CRII 3 ) est la sui-
vante : le phe´nome`ne de rose des vents se manifeste par la pre´sence des couplets marque´s
(pixels) dans des parties spe´ciﬁques du diagramme de phases. Si l’on repre´sente ce dia-
gramme sous la forme d’un tableau en discre´tisant les axes (tableau de contingence),
alors certaines parties de ce tableau devraient eˆtre plus remplies que d’autres. Ainsi, en
conside´rant tous les couples de rendements successifs, il est possible de construire un
tableau de contingence. On peut obtenir une mesure similaire du phe´nome`ne directement
a` partir des rendements et non plus a` partir de leurs coordonne´es polaires. La` encore,
on peut aussi essayer de distinguer l’eﬀet de discre´tisation de l’eﬀet de de´pendance tem-
porelle en comparant le tableau de contingence empirique avec celui provenant d’une loi
uniforme et issu de la se´rie  bootstrappe´e . Cet indicateur est cette fois-ci la distance
mesure´e par la norme de Frobenius calcule´e sur les diﬀe´rences des matrices de contin-
gence. Cet indice aura de grandes valeurs s’il existe un eﬀet de discre´tisation des prix
car la premie`re partie de l’indice sera e´leve´e ; l’indice sera aussi e´leve´ quand la structure
de de´pendance temporelle de la se´rie diﬀe`rera nettement de l’hypothe`se d’inde´pendance
temporelle, ce qui contribuera a` augmenter la seconde partie de l’indice.
Apre`s avoir de´ﬁni l’intensite´ du phe´nome`ne de rose des vents a` partir des trois indices
pre´ce´dents, nous e´tudions les comportements de ceux-ci par des proce´dures de´terministes
et stochastiques a` partir des donne´es simule´es et des donne´es re´elles de quelques titres
vifs du marche´ franc¸ais des actions. Nous mettons ainsi en e´vidence les conditions d’exis-
tence de ce phe´nome`ne, et par cette voie de´tourne´e, certains des e´le´ments ne´cessaires a`
son apparition. Nous trouvons a` partir des se´ries artiﬁcielles constitue´es de tous les ren-
dements possibles e´value´s sur un intervalle de prix donne´, que le phe´nome`ne n’apparaˆıt
pas de manie`re claire malgre´ la discre´tisation. Par contre, sur des donne´es simule´es a`
partir de processus de rendements bien connus de la litte´rature ﬁnancie`re avec plusieurs
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spe´ciﬁcations et modiﬁcations de la structure auto-corre´lative, nous observons de manie`re
re´elle ce phe´nome`ne. La structure auto-corre´lative est donc une condition importante pour
l’apparition du phe´nome`ne.
Nous trouvons donc que les principaux indicateurs propose´s permettent - sauf cas pa-
thologique - de bien caracte´riser le phe´nome`ne sur les donne´es simule´es. Nous avons aussi
utilise´ la base des donne´es a` tre`s haute fre´quence (donne´es de transactions) de quelques
titres vifs du marche´ franc¸ais des actions. Nous avons ainsi de´ﬁni un indice de classement
des points qui conﬁrme les conclusions avance´es par les e´tudes pre´ce´dentes. Les indices
d’intensite´ propose´s sont en eﬀet nuls lorsque les prix des actifs sont continus ; de plus,
les indices montrent qu’il existe une relation positive entre le phe´nome`ne de rose des
vents et le ratio taille de l’e´chelon de cotation sur volatilite´ de la se´rie des rendements.
Nous avons aussi mis en e´vidence de manie`re simple le roˆle de la taille de l’e´chantillon, et
mis en avant l’hypothe`se que ce sont les grandes variations de prix - peu pre´sentes dans
les petits e´chantillons - qui ont tendance a` perturber la nettete´ du phe´nome`ne. Nous
avons aussi montre´ que quelques processus utilise´s dans la litte´rature ﬁnancie`re sont tout
a` fait compatibles avec le phe´nome`ne de rose des vents ; autrement dit, qu’ils rendent
compte suﬃsamment ﬁnement des caracte´ristiques ﬁnancie`res - et en particulier de leur
de´pendance temporelle - pour ne pas eˆtre mis en de´faut par ce phe´nome`ne de microstruc-
ture. Apre`s avoir mis en e´vidence le phe´nome`ne sur le marche´ franc¸ais en conside´rant
quelques uns des titres les plus liquides de la place, nous avons enﬁn de´termine´ les seuils
d’agre´gation temporelle pour lesquels le phe´nome`ne tend a` disparaˆıtre (a` trente minutes,
les eﬀets de rose des vents biaisent moins les principales statistiques ﬁnancie`res). Cette
partie est a` rapprocher des travaux de Gottlieb et Kalay (1985) et de Amilon et Bystro¨m
(2000) qui s’interrogent sur les eﬀets de la pre´sence de ce type de phe´nome`ne sur les
proprie´te´s des estimateurs des parame`tres caracte´ristiques de mode`les de se´ries tempo-
relles, et de Oomen (2002) et Griﬁn et Oomen (2008) qui montrent qu’il existe un seuil
d’agre´gation optimal pour mesurer la volatilite´ re´alise´e (realized volatility), en minimisant
le biais de mesure lie´ a` la de´pendance des rendements de haute fre´quence.
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Les mesures propose´es dans ce chapitre ont pour vocation principale d’aider a` ca-
racte´riser de manie`re plus formelle le phe´nome`ne de rose des vents via le calcul d’indi-
cateurs quantitatifs simples. A cet e´gard, nous montrons par simulation et sur donne´es
re´elles qu’ils caracte´risent bien les situations de pre´sence inde´niable du phe´nome`ne. A
cet eﬀet, les re´sultats obtenus montrent que le phe´nome`ne a de tre`s grandes chances
d’eˆtre pleinement caracte´rise´ si les trois indicateurs sont relativement e´leve´s (supe´rieurs
a` 60), alors qu’au contraire, ceux-ci sont faibles (infe´rieurs a` 20) lorsque l’existence du
phe´nome`ne ne peut eˆtre invoque´e. Entre ces deux limites extreˆmes, le phe´nome`ne par
de´ﬁnition existe, mais est plus ou moins visible. Les bornes mentionne´es ci-dessus (exis-
tence du phe´nome`ne visible au-dessus du seuil de 20) sont similaires a` celles propose´es
par Wang et Wang (2002) concernant leur mesure de visibilite´ de la structure. Alors que
le phe´nome`ne est tre`s pre´sent en temps de transactions, l’on constate qu’apre`s agre´gation
a` une fre´quence de trente minutes, le phe´nome`ne n’est plus caracte´rise´.
Partant des remarques et conside´rations ge´ne´rales de l’article se´minal de Crack et Le-
doit (1996), nous avons ainsi analyse´ le phe´nome`ne de rose des vents dans son ensemble.
Nous avons d’abord montre´ que celui-ci apparaissait uniquement lorsque les prix des ac-
tifs e´taient discrets et que la discre´tisation des prix avait plus d’eﬀet (relatif et absolu)
sur les petites variations de prix que sur les grandes. Ensuite, nous avons constate´ que le
phe´nome`ne de rose des vents n’e´tait visible qu’a` partir d’un certain seuil du ratio taille
de l’e´chelon de cotation sur volatilite´ de la se´rie. Ce re´sultat conﬁrme les conclusions de
Crack et Ledoit (1996), Lee et alii (2005), McKenzie et Frino (2003), ou de Wang et alii
(2000) qui montrent l’existence des seuils d’apparition du phe´nome`ne de rose des vents.
Notre objectif dans ce premier chapitre est de mieux caracte´riser et comprendre ce
phe´nome`ne de rose des vents sur le marche´ franc¸ais, en mettant en e´vidence certains
facteurs explicatifs. Nous avons ainsi caracte´rise´ le phe´nome`ne a` l’aide de trois indica-
teurs comple´mentaires. Nous conﬁrmons le fait qu’il re´sulte principalement d’un eﬀet de
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discre´tisation et de corre´lation, plus ou moins sensible en fonction de la volatilite´, de la
pe´riode d’e´chantillonnage et de la taille de l’e´chantillon et, enﬁn, que le phe´nome`ne est
assez ge´ne´ral sur le marche´ franc¸ais. Ce chapitre a un inte´reˆt pratique dans le cadre de
l’utilisation de donne´es de haute fre´quence et de la justiﬁcation du choix de la fre´quence
d’observation optimale. Ainsi l’inte´reˆt de l’e´tude de ce phe´nome`ne, en dehors de son ca-
racte`re de curiosite´ et de recherche de connaissances supple´mentaires sur les donne´es de
haute fre´quence, se trouve principalement dans le choix d’un seuil d’agre´gation temporelle
acceptable pour l’utilisation de mode`les ﬁnanciers sur des donne´es de haute fre´quence.
Ne´anmoins, comme l’e´crivent Mitchell et Mckenzie (2006, page 3519), le phe´nome`ne ne
reveˆt pas a priori  d’inte´reˆt particulier pratique  direct en terme de gestion d’actifs.
L’e´tude du phe´nome`ne de  rose des vents , au dela` de son aspect de curiosite´ et de
son caracte`re phe´nome´nologique qui nous ame`ne a` nous inte´resser aujourd’hui de plus en
plus aux donne´es de haute fre´quence, permet toutefois aussi de s’inte´resser indirectement
a` certains autres aspects pratiques lie´s au choix de la fre´quence d’observation pertinente.
Ainsi, le choix des seuils d’agre´gation temporelle acceptables pour l’utilisation de mode`les
ﬁnanciers sur des donne´es de haute fre´quence pourrait eˆtre guide´ aussi par l’absence de
phe´nome`ne. En eﬀet, un courant re´cent de la litte´rature s’inte´resse au contenu informa-
tionnel des donne´es de haute fre´quence (Cf. Engle et Russel, 1997).
Des grandeurs dites  re´alise´es , calcule´es a` partir de donne´es de haute fre´quence, ont
e´te´ propose´es re´cemment comme la volatilite´ (Cf. Andersen et alii, 2000, 2001), les betas
(Cf. Bollerslev et Zhang, 2003), ou encore la Value-at-Risk (Cf. Dacorogna et alii, 2001 ;
Giot et Laurent, 2004 et Colletaz et alii, 2007) pour la mesure et le controˆle de risque des
traders. Or, a` tre`s haute fre´quence (donne´es de transactions), il a e´te´ montre´ qu’il exis-
tait des biais microstructurels importants (Cf. Oomen, 2002 et Griﬁn et Oomen, 2008).
Ainsi, il existe un compromis a` trouver entre, d’une part, se rapprocher le plus possible
du  vrai  processus des prix de marche´ en utilisant des donne´es de haute fre´quence
et d’autre part, incorporer du bruit de microstructure dans le calcul d’un estimateur
the´oriquement plus pre´cis (Cf. Aı¨t-Sahalia et alii, 2005 et Nielsen et Frederiksen, 2008).
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Il est donc inte´ressant de voir a` partir de quel seuil d’agre´gation temporelle le phe´nome`ne
- tre`s pre´sent sur le marche´ franc¸ais en temps de transactions - disparaˆıt, et de de´ﬁnir
ainsi une fre´quence-type d’observation qui permette de re´duire ce phe´nome`ne de bruit
(Cf. Oomen, 2002 et Nielsen et Frederiksen, 2008). De manie`re plus  philosophique ,
nous pensons que ce phe´nome`ne de rose des vents nous invite aussi a` nous interroger
sur la qualite´ des estimations des mode`les de ﬁnance empirique, en conside´rant que les
proprie´te´s des processus sous-jacents risquent d’eˆtre en partie perdues dans le phe´nome`ne
de  rose des vents .
Nous espe´rons e´tendre cette e´tude sur l’ensemble des places boursie`res composant
l’Euronext (Amsterdam, Bruxelles, Lisbonne et Paris). Nous disposons de´sormais d’une
base de donne´es de transactions provenant d’Euronext, allant du 1er janvier 2002 au
31 de´cembre 2007 contenant tous les titres. Nous pourrions ainsi tester la pre´sence du
phe´nome`ne sur les autres marche´s en tenant compte des mouvements re´cents des prix des
actifs. Les principales valeurs limites des indicateurs de roses des vents, de´termine´es sur
quelques titres du marche´ franc¸ais au premier semestre 2004, pourront ainsi eˆtre mises
a` jour et ge´ne´ralise´es a` l’e´chelle europe´enne. Nous envisageons aussi de faire une analyse
comparative des diﬀe´rentes mesures de visibilite´ du phe´nome`ne de rose des vents dispo-
nibles dans la litte´rature (Cf. Koppl et Nardone, 2001 ; Wang et Wang, 2002 et Mitchell
et Mckenzie, 2006). Comme prolongement naturel de ce chapitre, il serait inte´ressant de
voir comment les parame`tres des mode`les GARCH se comportent de manie`re empirique
par simulations sur des donne´es continues (sans pas d’e´chelon de cotation) et sur des
donne´es discre´tise´es avec plusieurs pas d’e´chelon de cotation diﬀe´rents. Nous pourrions
alors a` partir des indicateurs de rose des vents, de´terminer l’ampleur des erreurs d’esti-
mation engendre´es par la discre´tisation et la structure de corre´lation impose´es. Un point
de de´part de cette e´tude concerne les travaux de Amilon et Bystro¨m (2000) et de Amilon
(2003), qui montrent comment le phe´nome`ne biaise les principaux tests statistiques (voir
en annexe les articles en cours de ﬁnition).
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Re´sume´ du chapitre sur “High-frequency Market Risk
Scenarii by Independent Component Analysis: Method
and Application”
A la suite des multiples crises ﬁnancie`res de ces dernie`res de´cennies, les institutions ﬁ-
nancie`res ont propose´ des cadres re´glementaires et des indicateurs pour pre´venir les crises
et leurs eﬀets. Pour cela, l’accent a e´te´ particulie`rement mis sur la mesure des risques
non-diversiﬁables et ceci dans la ne´cessite´ de bien comprendre les possibles implications
sur la valeur des actifs (se´ve´rite´ du risque) et la fre´quence d’occurrence de ce risque (pro-
babilite´). Cette re´alite´ a cre´e´ le besoin d’une mesure regroupant a` la fois la probabilite´ et
l’impact potentiel d’un certain risque. La Valeur-en-Risque (VaR en anglais pour Value-
at-Risk), qui inte`gre ces deux dimensions de l’analyse, est un indicateur tre`s re´pandu sur
les marche´s ﬁnanciers, pour des ne´cessite´s re´glementaires et aussi pour l’ame´lioration de
la gestion des portefeuilles en oﬀrant une mesure de risque comple`te et ﬁable.
La VaR se de´ﬁnit comme la perte maximale attendue a` un horizon temporel donne´
associe´ a` un certain niveau de conﬁance. Elle est employe´e pour la gestion des risques,
y compris les risques de cre´dit et les risques ope´rationnels (Duﬀee et Pan, 1997 et 2001
et Tsai, 2004). L’objectif du calcul de la VaR est de fournir une e´valuation dynamique
et ﬁable du risque d’un actif ou d’un portefeuille. Pour atteindre cet objectif, le cadre
doit eˆtre ﬂexible et assez ge´ne´ral pour s’adapter a` des changements de conjoncture dus
aux variations des facteurs de risque associe´s. Le concept de VaR a e´te´ popularise´ par les
amendements du comite´ de Baˆle de 1996 sur les risques de marche´ dans le cadre du capi-
tal de normalisation. Les agences de surveillance autorisent aux banques d’employer leurs
propres mode`les internes de VaR pour calculer leurs besoins en capitaux de normalisation
comme alternative a` la me´thodologie conventionnelle. Depuis, cet indicateur est devenu
tre`s utile pour le controˆle interne de chaque banque et des ge´rants de portefeuilles. Celui-
ci oﬀre en eﬀet une possibilite´ supple´mentaire d’e´valuer et de maˆıtriser l’exposition des
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placements aux ale´as de la conjoncture e´conomique ou des marche´s. En de´pit de se´ve`res
critiques sur la ﬁabilite´ de la mesure, l’utilisation syste´matique de la VaR exerce un eﬀet
positif global sur la gestion du risque dans les institutions ﬁnancie`res, inte´grant ainsi
le degre´ croissant de complexite´ des instruments d’investissement au cours des dernie`res
anne´es. Sur le plan acade´mique, depuis les propositions du cadre re´glementaire du Comite´
de Baˆle, la litte´rature ﬁnancie`re sur les mesures et l’e´valuation des risques ﬁnanciers s’est
accentue´e.
Deux grandes familles de mode`les ont e´te´ propose´es : la VaR parame´trique et la
VaR non-parame´trique. La VaR parame´trique est une mesure de risque base´e sur une
hypothe`se distributionnelle. En eﬀet, cette me´thode suppose que le gestionnaire de por-
tefeuille est en mesure d’estimer les parame`tres de la distribution des rendements ge´ne´re´s
par un titre ou par un portefeuille de titres. Couramment, la distribution normale est
utilise´e pour mode´liser les rendements d’un actif. Ainsi, la VaR est calcule´e a` partir des
deux premiers moments de la distribution des rendements. Dans ce cas, la VaR est en
eﬀet parfaitement de´ﬁnie par la moyenne et l’e´cart-type de la distribution. Par contre, les
me´thodes non-parame´triques et historiques ne ne´cessitant aucune hypothe`se sur la distri-
bution des rendements, les calculs sont directement eﬀectue´s sur les donne´es observe´es.
Celles-ci permettent de de´terminer par classement la distribution des pertes possibles et
leurs fre´quences d’apparition en ﬁxant le niveau de percentile voulu (1%, 2%, 5%, . . .).
Cette mesure de risque, par de´ﬁnition, est bien adapte´e pour les actifs unitaires avec
des proﬁls de risque homoge`nes. Mais, lorsqu’un portefeuille d’actifs est conside´re´, il est
diﬃcile d’obtenir une agre´gation du risque de ce portefeuille sans perdre les spe´ciﬁcite´s de
chaque ligne. En eﬀet, le risque global du portefeuille n’est pas simplement une agre´gation
des risques de chaque actif composant le portefeuille. Pour re´soudre ce proble`me et cal-
culer de manie`re eﬃcace les risques associe´s aux actifs sur un marche´, les mode`les tradi-
tionnels en ﬁnance supposent l’existence de facteurs globaux qui inﬂuencent l’e´volution
des prix sur le marche´ (Cf. Ross, 1976 et Genc¸ay et alii, 2003). En eﬀet, plusieurs fac-
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teurs interagissent pour modiﬁer les mouvements des rendements des actifs, entraˆınant
des e´volutions plutoˆt complexes et impre´visibles. Il n’est donc pas aberrant de supposer
que les mouvements des diﬀe´rents prix soient dirige´s par des facteurs communs avec des
caracte´ristiques spe´ciﬁques. Loretan (1997) exploite cette ide´e en extrayant les principaux
facteurs statistiques par une Analyse en Composantes Principales (ACP) sur les rende-
ments des actifs. L’Analyse en Composantes Principales est une technique statistique qui
permet d’agre´ger les facteurs en groupes orthogonaux tout en maintenant autant que
possible la variabilite´ des donne´es originales. Cette technique permet d’atteindre deux
objectifs de simpliﬁcation de donne´es : la re´duction du nombre de facteurs et la de´tection
des relations entre ces variables. Les facteurs communs ainsi identiﬁe´s sur des donne´es
du marche´ permettent de ge´ne´rer et d’agre´ger facilement des trajectoires virtuelles dans
le temps (a` cause de l’homoge´ne´ite´ des facteurs et des corre´lations nulles entre ceux-ci).
Ces me´thodes de calcul de VaR sont le plus souvent utilise´es pour des fre´quences
d’observation journalie`res, hebdomadaires, mensuelles voire annuelles. Mais, e´tant donne´
la disponibilite´ de nouvelles bases de donne´es plus comple`tes (donne´es de transactions),
une litte´rature re´cente propose des mode`les de gestion des risques ﬁnanciers utilisant
des donne´es intra-journalie`res pour des mesures de risque plus sensibles aux mouvements
des marche´s (Cf. Dacorogna et alii, 2001 et Rydberg et Shephard, 2003), et pour une
meilleure e´valuation et allocation de la valeur du portefeuille (Cf. Bollerslev et Zhang,
2003). Ces donne´es de haute fre´quence pre´sentent l’avantage d’eˆtre proches du  vrai 
processus ge´ne´rateur des prix. Toutefois, comme nous l’avons vu au chapitre pre´ce´dent,
il est ne´cessaire d’utiliser des me´thodes ou techniques qui tiennent compte des biais
microstructurels observe´s. De plus, la non-line´arite´ et la non-gaussianite´ sont des ca-
racte´ristiques spe´ciﬁques de ce type de donne´es (Cf. McNeil et Frey, 2000 ; Ha¨rdle et
alii, 2003 et Voit, 2003). De ce fait, les deux premiers moments ne peuvent plus suﬃre a`
caracte´riser les facteurs qui inﬂuencent les mouvements de prix. La technique d’Analyse
en Composantes Principales, qui ne´cessite un ﬁltre line´aire pour la de´tection des facteurs
communs, entraˆıne ainsi une perte d’information lorsque des donne´es ﬁnancie`res a` haute
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fre´quence sont conside´re´es. Dans ce cas, une Analyse en Composantes Inde´pendantes
(I ndependent Component Analysis - ICA - en anglais, Cf. Comon, 1994 et Hyva¨rinen et
alii, 2001) semble eˆtre une technique plus approprie´e comme cela est mentionne´ par Back
et Weigend (1997).
L’Analyse en Composantes Inde´pendantes est une technique d’extraction de donne´es
multidimensionnelles qui permet de trouver la structure latente dans les donne´es a` partir
des moments d’ordre supe´rieur. Cette me´thode permet ainsi de de´passer le seul cadre
moyenne-variance de l’Analyse en Composantes Principales en conside´rant pour les es-
timations des sources inconnues, les moments d’ordre supe´rieur. La me´thode d’Analyse
en Composantes Inde´pendantes (ACI) qui sera brie`vement pre´sente´e dans la suite de ce
rapport, est bien connue dans le traitement des signaux et est applique´e dans divers do-
maines (signaux de biome´decine, signaux de te´le´communications,. . .). Un signal peut eˆtre
vu comme un me´lange de diﬀe´rentes sources physiques et de sources exte´rieures de bruits.
L’exercice est de trouver les sources inde´pendantes qui forment au ﬁnal le signal. Partant
de cette technique plus complexe et originale (extraction de facteurs et spe´ciﬁcation de
scenarii plus re´alistes tout en conservant la structure des donne´es), nous nous proposons
de mesurer de fac¸on plus robuste la VaR d’un portefeuille de titres ﬁnanciers. Avant de
pre´senter notre proce´dure de calcul de la VaR, nous revenons sur la technique de l’Ana-
lyse en Composantes Inde´pendantes.
L’Analyse en Composantes Inde´pendantes (Cf. Comon, 1994 et Hyva¨rinen et alii,
2001) est une me´thode statistique qui exprime un ensemble d’observations multidimen-
sionnelles comme combinaison de variables latentes inconnues. On conside`re que ces va-
riables latentes sont des sources (ou composantes inde´pendantes) et sont statistiquement
inde´pendantes les unes des autres par construction. Cette de´ﬁnition fait ressortir les ca-
racte´ristiques importantes de cette technique (prises en compte lors des estimations).
En eﬀet, tout d’abord, les sources sont suppose´es statistiquement inde´pendantes. Cette
hypothe`se est justiﬁe´e par le fait que les facteurs ou sources de risques qui inﬂuencent
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les cours des actifs peuvent eˆtre d’origines tre`s diﬀe´rentes (politique e´trange`re, variables
micro-e´conomiques ou macro-e´conomiques, . . .). D’autre part, le mode`le suppose qu’une
seule source au plus a une distribution gaussienne. Cette hypothe`se trouve ici sa place
dans la mesure ou`, avec les donne´es ﬁnancie`res de haute fre´quence, les signaux normale-
ment distribue´s et inde´pendants sont tre`s rares.
Plusieurs approches pour estimer les composantes inde´pendantes ont e´te´ propose´es
dans la litte´rature, fonde´es sur plusieurs familles d’algorithmes (Cf. Cardoso et Soulou-
miac, 1993 ; Cardoso, 1999 et Hyva¨rinen et alii, 2001). Dans toutes les approches, une
fonction objective (ou fonction contraste) est d’abord choisie. Cette fonction qui est non-
line´aire, permet d’e´valuer a` chaque e´tape d’optimisation la qualite´ des re´sultats.
Les premie`res approches d’estimation des composantes inde´pendantes sont base´es sur
des me´thodes tensorielles. Les algorithmes les plus connus sont les FOBI (pour First-
Order Blind Identiﬁcation ; Cf. Cardoso, 1989 et 1990) et JADE (pour Joint Approxi-
mate Diagonalization of Eigenmatrices, Cf. Cardoso et Souloumiac, 1993). Ces me´thodes
utilisent des ope´rateurs mathe´matiques comme les tenseurs et les moments. Les tenseurs
sont des ge´ne´ralisations des ope´rateurs line´aires. Les moments d’ordre supe´rieur sont aussi
utilise´s pour les estimations des composantes (Hyva¨rinen et alii, 2001).
La deuxie`me approche pour l’e´valuation du mode`le d’ACI est l’estimation par le
maximum de vraisemblance (Cf. Bell et Sejnowski, 1995). Dans cette seconde famille, on
choisit les valeurs de parame`tres qui donnent les plus hautes probabilite´s aux observations
communes.
La troisie`me approche d’estimation est base´e sur la maximisation directe de la non-
gaussianite´ des composantes. La justiﬁcation the´orique de cette maximisation vient de la
proprie´te´ du the´ore`me centrale limite qui stipule que toute combinaison line´aire de va-
riables inde´pendantes non gaussiennes est  plus gaussienne  que les variables ale´atoires
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d’origines. Pour mesurer la gaussianite´, plusieurs statistiques sont propose´es (la kurtosis,
l’entropie, ou les cumulants d’ordre supe´rieur). Mais, ces mesures qui ne´cessitent de
connaˆıtre la distribution de probabilite´ sont tre`s sensibles aux bruits et aux valeurs aber-
rantes. En conse´quence, d’autres approximations et ame´liorations ont e´te´ propose´es par
Hyva¨rinen et Oja (1997) ; Hyva¨rinen (1999) et Hya¨vrinen et alii (2001). Ces ame´liorations
concernent principalement les mesures du caracte`re non-gaussien. Un algorithme qui peut
eˆtre employe´ dans toutes les approches pre´ce´demment e´nume´re´es d’ACI est le FastICA
de´veloppe´ par Hya¨vrinen et alii (2001). C’est un algorithme a` point ﬁxe ite´ratif avec
une approximation de la kurtosis par une fonction non line´aire base´e sur les densite´s
empiriques. C’est cette dernie`re approche, rapide et robuste en pratique, que nous avons
choisi pour nos estimations des facteurs de risque pour le calcul de la VaR.
L’utilisation de cette technique d’ACI vient du fait qu’un signal global (observable)
provoque´ par un ensemble de signaux est une superposition des composants e´le´mentaires
(non observables) qui se produisent inde´pendamment. La technique est diﬀe´rente de
l’Analyse en Composantes Principales (ACP) dans le sens ou` elle impose non seulement
la de´corre´lation des composantes, mais e´galement l’inde´pendance calcule´e sur les co-
moments d’ordre supe´rieur. Par ailleurs, Back et Weigend (1997) ont montre´ que l’Analyse
en Composantes Inde´pendantes domine l’Analyse en Composantes Principales dans un
contexte ﬁnancier. En analysant la se´rie chronologique avec l’ACI, les facteurs de risques
ou composantes fournis sont plus en ade´quation avec la situation re´elle sur les marche´s
ﬁnanciers. La de´composition de facteurs statistiques est valide´e avec une interpre´tation
e´conomique. Les facteurs cache´s indique´s dans l’ACI pourraient inclure des nouvelles
informations (intervention du gouvernement, catastrophes naturelles, e´ve´nements poli-
tiques, . . .), des re´ponses aux grands mouvements des marche´s ou des bruits complexes
non explique´s (Lai et alii, 1999 ; Moody et Yang, 1999 ; Cha et Chan, 2000 ; Glasserman
et alii, 2002 ; Cheung et Xu, 2001 et Rojas et Moody, 2001). Comment exploiter alors
cette technique originale d’extraction de sources de risque pour l’e´valuation et la gestion
des risques ﬁnanciers ?
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La VaR est un concept relativement simple, ce qui permet son utilisation par l’en-
semble des gestionnaires. En revanche, aﬁn d’obtenir un bon estimateur (d’un point de
vue me´thodologique), la VaR peut faire appel a` des notions avance´es de statistiques sto-
chastiques et de probabilite´s. La mode´lisation de la distribution de probabilite´ devrait
faire l’objet d’une attention particulie`re. Le rendement du portefeuille de´pendant des
variations de plusieurs sources inde´pendantes, nous utilisons l’extraction par Analyse en
Composantes Inde´pendantes des facteurs de risques. Concre`tement, en mode´lisant les ren-
dements d’un portefeuille en fonction des rendements de chaque ligne, le portefeuille sera
ainsi relie´ directement aux sources qui inﬂuencent les titres. Il suﬃt alors de de´terminer
et de bien mode´liser chaque source de risque pour mieux e´valuer le portefeuille. Dans les
mode`les traditionnels, les seules restrictions concernent les moments d’ordre 2 qui sont
nuls (extraction par l’Analyse en Composantes Principales). Mais, nous savons que la
de´corre´lation n’entraˆıne pas force´ment l’inde´pendance. Par conse´quent, la seule restric-
tion typique sur des facteurs de´corre´le´s dans les mode`les a` facteurs ne peut garantir que
la valeur du portefeuille soit lie´e a` l’inﬂuence d’autres facteurs extreˆmes avec des distri-
butions a` queues e´paisses. Au contraire, si les facteurs sont inde´pendants entre eux, il est
possible de construire un tel portefeuille.
Loretan (1997) emploie une ACP pour extraire des facteurs non-corre´le´s dans le cadre
du calcul de la VaR ; Albanese et alii (2002) utilisent plutoˆt des approximations pour
re´duire la dimension du facteur, tandis que nous proposons ici d’employer la me´thode
d’ACI pour l’extraction des facteurs inde´pendants (Cf. Back et Trappenberg, 1999 et Lai
et alii, 1999). L’ACI intervient donc dans l’estimation des composantes et pour chaque fac-
teur de´termine´, nous mode´lisons ses moments par des distributions distinctes pour mieux
appre´cier les divergences dans les mesures propose´es. Nous avons adapte´ les mode`les pa-
rame´triques aux signaux inde´pendants de l’ACI ou aux facteurs non-corre´le´s de l’ACP.
Puisque nous devons capturer les e´ve´nements extreˆmes sur les queues de la distribution
des rendements du portefeuille (Cf. Gonzalo et Olmo, 2004), une distribution a` queues
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e´paisses, telle que la distribution de Pearson Type IV ou la distribution de t-Location
Scale sont employe´es. Ces distributions ont l’avantage d’inte´grer les moments d’ordres 3 et
4 dans leur spe´ciﬁcation. La distribution gaussienne s’ajoute e´galement a` la mode´lisation
des facteurs pre´de´termine´s par l’ACP et par l’ACI pour avoir une bonne lisibilite´ de la
performance des mesures de risques associe´es.
Plusieurs mesures d’e´valuation du risque d’un portefeuille a` partir des distributions
homoge`nes propose´es dans la litte´rature (Cf. Back et Weigend, 1997 et Giot et Laurent,
2004) sont utilise´es pour comparer les diﬀe´rentes approches. Il s’agit de la VaR gaussienne
(caracte´rise´e par la moyenne et l’e´cart-type des rendements du portefeuille), de la VaR
Historique (percentile des be´ne´ﬁces/pertes historiques du portefeuille), de la VaR Risk-
Metrics (corrige la volatilite´ des rendements par une moyenne exponentielle) et la Student-
VaR (les rendements du portefeuille suivent des distributions de Student). Les mesures
de VaR applique´es sur des donne´es issues d’une Analyse en Composantes Inde´pendantes
est alors appele´e ICA-VaR.
Pour comparer et analyser la ﬁabilite´ des diﬀe´rentes mesures alternatives de VaR pro-
pose´es, plusieurs proce´dures de backtesting ont e´te´ imple´mente´es sur la base des tests les
plus utilise´s dans la litte´rature. Nous avons utilise´ le test de proportion d’e´chec (Kupiec,
1995) qui est base´ sur l’estimation du nombre de de´passements de la VaR estime´ par
le mode`le. Sous l’hypothe`se nulle, les pre´visions du mode`le VaR sont en moyenne dans
l’intervalle de signiﬁcativite´. Nous avons aussi utilise´ le test de l’intervalle de conﬁance
de Christoﬀersen (1998) qui est lie´ au ratio de vraisemblance ; il teste conjointement si la
proportion d’e´checs est conforme a` ce qui est anticipe´ et si les exceptions (e´checs dans la
pre´vision) sont inde´pendantes les unes des autres. L’autre me´thode de backtesting utilise´e
dans ce chapitre est le test du quantile dynamique de Engle et Manganelli (2004). L’ide´e
de base de ce test est qu’un bon mode`le doit produire un ensemble inde´pendant d’e´checs.
Sous l’hypothe`se nulle, tous les coeﬃcients de la re´gression du mode`le avec constante sont
nuls.
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En utilisant des donne´es de prix intraday de janvier 2002 jusqu’a` de´cembre 2006
pour 43 titres vifs les plus liquides du marche´ franc¸ais des actions, nous appliquons ces
proce´dures de calcul du risque sur le portefeuille e´qui-ponde´re´. Les valeurs des VaR ob-
tenues pour l’ensemble des me´thodes utilise´es sont plutoˆt homoge`nes et relativement
faibles (moins de 1% de perte possible pour tous les niveaux de conﬁance). De meˆme, les
rendements du portefeuille qui de´passent le niveau de la VaR (CVaR, pour Conditional
Value-at-Risk en anglais) ont une moyenne infe´rieure a` 0,01%. Ces re´sultats sont tout a`
fait conformes aux donne´es de haute fre´quence qui ont des rendements relativement bas.
Toutefois, le niveau de la VaR, qui est calcule´ sur une pe´riode ﬁxe, ne fournit pas d’infor-
mations re´elles sur la qualite´ des mesures. Il faut donc recourir aux calculs dynamiques
pour appre´cier le comportement de chacune des me´thodes.
Les diﬀe´rentes mesures de VaR sont valide´es par des tests de spe´ciﬁcation les plus
utilise´s dans la litte´rature pour le controˆle des mesures de risque (Christoﬀersen, 1998 ;
Christoﬀersen et Pelletier, 2003 et Ferreira et Lopez, 2005). En eﬀet, les backtests ap-
plique´s sur les diﬀe´rents mode`les montrent qu’en ge´ne´ral les re´sultats sont acceptables
pour la plupart des me´thodes de calcul de VaR pre´sente´es dans ce chapitre. Toutefois,
nous observons que la VaR base´e sur l’ACI avec la distribution de Pearson Type IV four-
nit la meilleure estimation du risque du portefeuille pour plusieurs niveaux de conﬁance.
La distribution du nombre d’e´checs est en eﬀet proche de la valeur the´orique des degre´s
de conﬁance conside´re´s pour l’ICA-VaR. Ce re´sultat conﬁrme que les me´thodes clas-
siques d’e´valuation de la VaR sont ame´liore´es par une meilleure utilisation des donne´es
de haute fre´quence. L’ICA-VaR propose´e re´agit mieux aux mouvements de marche´ ob-
serve´s a` tre`s haute fre´quence et rend bien compte de la re´alite´ des e´ve`nements. Ainsi,
l’approche base´e sur l’Analyse en Composantes Inde´pendantes pre´sente donc des atouts
pour une meilleure prise en compte de ces caracte´ristiques intrinse`ques des donne´es de
haute fre´quence. Ces re´sultats sont a` rapprocher de ceux de Giot et Laurent (2004) qui
montrent, par une mode´lisation des de´pendances par des mode`les a` duration, qu’a` haute
24
fre´quence les mode`les classiques ne permettent pas de pre´dire de manie`re ﬁable la VaR.
Nous montrons ainsi que dans un environnement caracte´rise´ par la non-gaussianite´
et de fortes non-line´arite´s, la me´thodologie de l’ACI peut, par une exploitation appro-
prie´e, re´ve´ler la structure sous-jacente dans les donne´es intraday qui sont ne´cessaires a`
la de´termination des mesures de risque. Nous trouvons aussi, par plusieurs spe´ciﬁcations
de VaR diﬀe´rentes et des backtests, que la VaR base´e sur l’Analyse en Composantes
Inde´pendantes, avec prise en compte des queues de distribution, caracte´rise mieux le
risque du portefeuille. De fac¸on inte´ressante, les  bruits  que nous observons dans les
donne´es intraday peuvent aﬀecter les mesures traditionnelles. De ce fait, le calcul de
la VaR avec les donne´es de´-bruite´es est plus robuste que la VaR de´duite directement
des donne´es brutes ou de l’extraction des facteurs par l’ACP. Finalement, base´e sur nos
premiers re´sultats, la technique de l’ACI pourrait avoir un certain inte´reˆt pour d’autres
applications ﬁnancie`res, comme le stress test ou bien l’allocation d’actifs.
L’utilisation de l’Analyse en Composantes Inde´pendantes pour la de´termination des
facteurs de risque oﬀre de nouvelles pistes pour les mode`les factoriels en ge´ne´ral et pour
l’e´valuation des mesures de risque en particulier. Les re´sultats obtenus sur le calcul de
la VaR en haute fre´quence montre bien que cette technique est une alternative a` l’Ana-
lyse en Composantes Principales dans les cas ou` l’hypothe`se de distribution gaussienne
des rendements n’est que trop approximative. Quelques ame´liorations et extensions sont
toutefois en cours de traitement. La premie`re extension provient de la mode´lisation des
facteurs de risque. Dans des travaux en cours, nous testons sur les facteurs issus de l’ACI,
des familles de distributions inte´grant davantage les moments d’ordre supe´rieur ; notam-
ment a` partir des mode`les Skew-student (Keith et Shen, 2004 et Adcock et Meade, 2007).
Une autre piste de travail est de tester d’autres approches d’extractions des facteurs
inde´pendants comme l’utilisation des copules (COPICA pour Copula Independent Com-
ponent Analysis en anglais, Cf. Chen et alii, 2008) ou bien des me´thodes avec contraintes
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(Lu et Rajapakse, 2000 et 2005). En eﬀet, la version de l’ACI pre´sente´e dans ce chapitre
ne permet pas, comme dans le cas d’une ACP, de re´duire le nombre de facteurs ; elle
de´termine automatiquement le nombre de facteurs statistiquement inde´pendants. Nous
pouvons a` partir d’une Analyse en Composantes Inde´pendantes avec contraintes (cICA
pour constraint Independent Component Analysis en anglais, Cf. Lu et Rajapakse, 2000 et
2005), re´duire la dimension des donne´es tout en gardant le caracte`re d’inde´pendance des
facteurs. De plus, nous pouvons supposer que les donne´es observe´es sont des combinaisons
des sources inde´pendantes qui sont aﬀecte´es par des bruits. A cet eﬀet, Chang et Zhang
(2006) et Kopriva et Sersˇic´ (2008) ont propose´ des algorithmes qui permettent de ﬁltrer
les bruits par la me´thode des ondelettes (Wavelet en anglais) avant de de´terminer les
composantes inde´pendantes. Cette forme d’extraction de facteurs inde´pendants (SDICA
pour Subband Decomposition Independent Component Analysis et WP-SDICA pour Wa-
velet Packets-SDICA en anglais) fournit directement la bande de´-bruite´e de fre´quences
dans laquelle les sous-composantes du signal d’origine sont inde´pendantes. Cette dernie`re
technique applique un ﬁltre aux observations pour permettre de de´composer l’e´chantillon
en bandes de sous-composantes de´pendantes et inde´pendantes. De meˆme, une estimation
de la performance des algorithmes a` partir des crite`res spe´ciﬁques de l’ACI (Amari’s error
et Comon Criteria, Cf. respectivement Amari et alii, 1996 et Comon, 1994) depuis janvier
2002 est envisageable. Enﬁn, une e´tude comparative, plus ge´ne´rale, avec une synthe`se des
principales mesures de risque est aussi envisage´e sur les titres europe´ens les plus liquides
a` partir des donne´es de transactions de l’ensemble des places boursie`res de l’Euronext.
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Re´sume´ du chapitre sur “A Robust Conditional Multi-
moment Asset Pricing Model with High-frequency
Data”
Dans ce troisie`me chapitre, nous abordons le cœur de la the´orie ﬁnancie`re moderne
de la gestion d’actifs, en ge´ne´ralisant les approches traditionnelles et en comple´tant leurs
analyses graˆce a` la connaissance de l’information contenue dans les donne´es de haute
fre´quence.
Le mode`le d’e´quilibre des marche´s ﬁnanciers (Capital Asset Pricing Model, CAPM )
de William Sharpe (1964) et John Lintner (1965) marque la naissance de la the´orie de
l’e´valuation d’actifs. Il oﬀre de manie`re the´orique de puissants outils de pre´vision pour la
valeur d’un actif et fournit une relation suppose´e stable entre les rendements espe´re´s et
le risque pre´vu. Ce mode`le d’e´valuation des actifs ﬁnanciers stipule que les rendements
espe´re´s des actifs sont des fonctions line´aires des covariances et des facteurs de risque
lie´s au marche´ (risques syste´matiques). Sharpe (1964), Lintner (1965), Merton (1973),
Ross (1976), Breeden (1979), Barone (1985) ou Dittmar (2002) ont propose´ plusieurs
formulations de ce paradigme ge´ne´ral. Cependant, la plupart des tests empiriques pro-
pose´s jusqu’ici ont produit des re´sultats ne´gatifs ou ambigu¨s. En eﬀet, Shanken (1992) et
Kan et Zhang (1999a et 1999b) ont montre´, en utilisant des me´thodologies de tests plus
robustes, que les re´sultats pouvaient varier sensiblement en fonction du mode`le utilise´.
Ceci est duˆ, d’une part, aux choix de mode`les incomplets et des processus d’estimation
non conformes pour les tests empiriques, et d’autre part, aux faibles seuils de tole´rance
souvent utilise´s, entraˆınant ainsi un manque de puissance (Cf. Kan et Zhou, 1999 et Ja-
gannathan et Wang, 2002). Ces derniers notent en plus que ces choix peuvent mener, non
seulement au rejet des mode`les corrects, mais e´galement a` l’acceptation des sources de
risques syste´matiques non pertinentes.
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Pour ame´liorer la qualite´ des mode´lisations et mettre ﬁn aux irre´gularite´s empiriques
sur les mode`les classiques, un certain nombre de facteurs supple´mentaires ont e´te´ de´tecte´s
dans la litte´rature. Banz (1981) tout d’abord, trouve qu’il existe une relation signiﬁca-
tive entre les rendements des actions des socie´te´s et la taille ; plus tard, Fama et French
(1993) mettent en e´vidence un lien entre le rendement attendu, la taille de la ﬁrme et
le ratio de la valeur re´elle de la ﬁrme sur la valeur boursie`re. Bien que la ve´racite´ de
ces facteurs supple´mentaires soit toujours discute´e, il est e´vident que le simple cadre
moyenne-variance du mode`le CAPM est insuﬃsant pour caracte´riser les comportements
re´els des agents sur les marche´s. Toutes les contributions pre´ce´dentes conside`rent de plus,
seulement une strate´gie moyenne-variance, l’investisseur construit son portefeuille avec
des actifs risque´s et l’actif sans risque. Or le crite`re moyenne-variance suppose implicite-
ment que les rendements sont normaux et que les moments les plus e´leve´s (au dela` de la
moyenne et de la variance) ne sont pas approprie´s pour l’allocation d’actifs. Ceci, parce
que les variables ﬁnancie`res montrent le plus souvent de fortes particularite´s dans les
distributions. Notamment, les rendements ont des queues de distribution e´paisses, sont
asyme´triques et sont marque´s par des phe´nome`nes de regroupement (clustering). Il est
donc important de prendre en compte ces caracte´ristiques par des mode`les plus complets
et des me´thodologies d’estimation robustes et adapte´es.
Kraus et Litzenberger (1976), Barone (1985) et Harvey et Siddique (2000), Barone
et alii (2003) entre autres, ont, depuis lors, propose´ des mode`les d’e´valuation d’actifs
alternatifs non normaux en inte´grant un facteur non line´aire mesurant l’asyme´trie de la
distribution des rendements (la coskewness). Kraus et Litzenberger (1976) et Harvey et
Siddique (2000) stipulent que les rendements espe´re´s sont fonctions non seulement de la
covariance et des facteurs lie´s a` la ﬁrme, mais aussi de la coskewness du portefeuille de
marche´. En particulier, Harvey et Siddique (2000) font ressortir l’importance de la cos-
kewness sur l’augmentation du pouvoir explicatif des re´gressions en coupe transversale.
Plus re´cemment, Dittmar (2002) et Jurczenko et Maillet (2006) ont pre´sente´ un cadre
dans lequel les agents sont, au dela` des facteurs pre´ce´dents, sensibles a` la kurtosis, impli-
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quant que les rendements des actifs de´pendent aussi de la coskewness et de la cokurtosis
du portefeuille de marche´.
Le pouvoir explicatif empirique des mode`les avec extensions aux moments d’ordre
supe´rieur semble plus e´leve´ que celui des mode`les classiques mais reste ne´anmoins faible
sur des donne´es de basse fre´quence (journalie`res, hebdomadaires, mensuelles, . . .). Pa-
ralle`lement a` cela, de par la disponibilite´ re´cente de bases de donne´es sur certains marche´s
ﬁnanciers, plusieurs e´tudes se sont inte´resse´es aux caracte´ristiques statistiques des donne´es
de haute fre´quence (voir par exemple Kunitomo, 1992 ; Bai et alii, 2000 ; Dacorogna et alii,
2001 ; Corsi et alii, 2001 ; Oomen, 2002 et Voit, 2003), et aux estimations des parame`tres
des mode`les de basse fre´quence a` partir des donne´es de haute fre´quence (Andersen et
alii, 2002 ; Barndorﬀ-Nielsen et Shephard, 2002a ; Bollerslev et Zhang, 2003 et Brandt et
Diebold, 2004), ce choix des donne´es de haute fre´quence e´tant motive´ par le fait qu’elles
sont proches des  vrais  processus ge´ne´rateurs des prix (Cf. Kunitomo, 1992).
La premie`re statistique empirique e´tudie´e sur les mode`les de basse fre´quence, dans
la litte´rature e´conome´trique ﬁnancie`re, a e´te´ le moment d’ordre deux (la volatilite´, Cf.
Andersen et alii, 2002 ; Barndorﬀ-Nielsen et Shephard, 2002a et Zumbach et alii, 2002 ).
La volatilite´ instantane´e d’une journe´e est alors approxime´e par la somme des renta-
bilite´s au carre´ a` l’inte´rieur d’une journe´e (volatilite´s re´alise´es). Cette approche, base´e
sur les donne´es de haute fre´quence, fournit a` l’e´vidence des possibilite´s tre`s larges pour
l’e´tude des ﬂuctuations et leur persistance dans les mode`les conditionnels, et aussi pour
les covariances conditionnelles des actifs individuels. Bollerslev et Zhang (2003) s’ins-
pirent de cette de´ﬁnition de la volatilite´ dite  re´alise´e  pour proposer une estimation
des beˆtas  re´alise´s  avec des donne´es intraday. Ils montrent que les mesures et les co-
mesures  re´alise´es  sont plus pre´cises pour l’e´valuation des risques syste´matiques dans
les mode`les a` facteurs par rapport aux mode`les classiques. Mais jusqu’a` pre´sent, aucune
e´tude n’a encore propose´ une extension des mesures re´alise´es (volatilite´s re´alise´es et beˆtas
re´alise´s) aux moments re´alise´s d’ordre supe´rieur.
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Ainsi, partant de l’approche standard de Bollerslev et Zhang (2003), nous incluons
dans ces mode`les d’e´valuation d’actifs des moments re´alise´s d’ordre supe´rieur. En eﬀet,
nous nous inspirons des justiﬁcations the´oriques de Jurczenko et Maillet (2006) pour
introduire dans les mode`les conditionnels d’e´valuation (Cf. Bollerslev et alii, 1988 et
Jondeau et Rockinger, 2004), les moments d’ordres trois et quatre. La motivation pour
l’e´valuation conditionnelle d’actifs en multi-moment vient du fait que, the´oriquement, les
conside´rations e´conomiques ﬁnancie`res sugge`rent que les beˆtas puissent varier avec des
variables exoge`nes caracte´risant les comportements des agents. Pour mieux exploiter ces
informations apporte´es par les extensions propose´es sur les mode`les classiques - mode`les
d’e´valuation avec des moments d’ordre supe´rieur (Cf. Jurczenko et Maillet, 2006), les es-
timations ont e´te´ mene´es avec des me´thodologies qui permettent de neutraliser les erreurs
de spe´ciﬁcation et de mesure des donne´es (Cf. Scholes et Williams, 1977 ; Berkowitz et
Diebold, 1998 et Ledoit et Wolf, 2003 et 2004), tout en tenant compte des inter-relations
entre les actifs ﬁnanciers en terme de rentabilite´ (me´thodes d’e´quations simultane´es pro-
pose´es par Zellner, 1962 ; et correction de Parks, 1967).
En eﬀet, les estimations robustes du mode`le propose´ combinent les re´gressions appa-
remment inde´pendantes (SUR pour Seemingly Unrelated Regression en anglais) de Zellner
(1962) et la me´thodologie en coupe transversale de Parks (1967). Les re´gressions appa-
remment inde´pendantes permettent de tenir compte, non seulement des inter-relations
entre les actifs et le portefeuille de marche´, mais aussi des fortes corre´lations entre les
actifs entre-eux (par les corre´lations inter-e´quations). Cette me´thode d’estimation est
ainsi plus robuste qu’une simple re´gression e´quation par e´quation. Nous comple´tons les
re´gressions de Zellner (1962) par la me´thode de correction de Parks (1967). Ceci parce
que les re´gressions apparemment inde´pendantes (SUR), propose´es par Zellner (1962),
peuvent eˆtre analyse´es comme des cas particuliers des mode`les ge´ne´ralise´s avec certaines
restrictions sur les corre´lations inter-actifs (par exemple, mode`les he´te´rosce´dastiques ou
de corre´lations pe´riodiques). Parks (1967) propose un proce´de´ d’e´valuation qui permet
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d’inte´grer cette dimension des interde´pendances en coupe transversale, en corrigeant les
valeurs estime´es des principaux e´le´ments de la re´gression en coupe longitudinale par une
matrice de variance comple´mentaire.
Au dela` des estimations robustes des mode`les, nous avons eﬀectue´ des controˆles et
des tests de spe´ciﬁcations par des proce´dures bien connues de la litte´rature ﬁnancie`re. Le
premier groupe de test du mode`le d’e´quilibre des marche´s ﬁnanciers est lie´ a` la variation
chronologique des se´ries (Cf. Black et alii, 1972 et Gibbons et alii, 1989) et le deuxie`me
groupe est lie´ aux re´gressions en coupe transversale (Fama et Macbeth, 1973).
Black et alii (1972) ont sugge´re´ une strate´gie pour l’estimation et les tests des mode`les
d’e´valuations d’actifs ﬁnanciers. Ils proposent de re´gresser, par une me´thode standard
(Moindres Carre´s Ordinaires, MCO), la prime de risque de chaque actif sur la prime de
risque du portefeuille de marche´, et de ve´riﬁer que la constante de re´gression de tous les
actifs est nulle. Ceci peut eˆtre fait par un test du Khi-deux sur les parame`tres estime´s
individuellement ou bien par un test du Khi-deux joint (Cf. Campbell et alii, 1997 et
Cochrane, 2001). Toutefois, pour le test de Black et alii (1972) pre´sente´ pre´ce´demment,
comme les variances re´elles sont inconnues, une approximation de la variance par la
the´orie de la re´partition de grands e´chantillons (Campbell et alii, 1997 et Cochrane,
2001) est ne´cessaire. Gibbons et alii (1989) ame´liorent ce test en donnant une distribu-
tion ﬁnie de l’e´chantillon pour les tests.
Contrairement aux deux approches chronologiques directes pre´ce´dentes, Fama et Mac-
beth (1973) proposent un test en coupe transversale. Le CAPM impose une restriction, a`
savoir que les rendements sont line´airement lie´s au beˆta du marche´. De ce fait, le CAPM
peut eˆtre spe´ciﬁe´ par une re´gression en coupe transversale des rendements pre´vus sur
des beˆtas de chaque actif. Ainsi, pour examiner les mode`les alternatifs, il suﬃt d’ajouter
des variables explicatives supple´mentaires a` la re´gression et de tester la signiﬁcativite´
des parame`tres et la validite´ du mode`le. Ce test a l’avantage de mettre en e´vidence la
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relation qui lie le rendement espe´re´ au beˆta de l’actif sur un marche´ et il permet en outre
d’e´valuer l’inﬂuence de variables externes.
A partir de donne´es de haute fre´quence de 43 titres du marche´ franc¸ais des actions
et enregistre´es toutes les 5 minutes du 2 janvier 2002 au 29 de´cembre 2006, nous avons
construit les se´ries de style en suivant l’approche de Fama et French (1993) et de Bol-
lerslev et Zhang (2003) aﬁn de tester et comparer plus eﬃcacement les diﬀe´rents mode`les
alternatifs. Les rendements relatifs des portefeuilles sont de´ﬁnis par le diﬀe´rentiel de
rendements entre les portefeuilles regroupe´s selon les diﬀe´rentes valeurs book-to-market
individuelles du titre et leur capitalisation boursie`re.
Bien que les titres les plus liquides dans notre e´chantillon soient ge´ne´ralement plu-
sieurs fois e´change´s dans chaque intervalle de 5 minutes, certains titres, moins liquides,
peuvent ne pas l’eˆtre pendant une heure ou plus. Ainsi, les rendements des portefeuilles
sont clairement susceptibles de subir des eﬀets non synchronise´s. Il est bien connu que
de tels eﬀets puissent syste´matiquement biaiser les estimations des sensibilite´s des fac-
teurs des re´gressions traditionnelles des se´ries chronologiques. Dans la litte´rature empi-
rique concernant l’e´valuation des actifs, plusieurs proce´dures de correction ont e´te´ pro-
pose´es pour traiter ce phe´nome`ne pour des fre´quences quotidiennes et mensuelles (Cf.,
par exemple, Scholes et Williams, 1977 et Campbell et alii, 1997, pour un examen de cer-
taines des e´tudes classiques pour cette litte´rature). En particulier, dans l’hypothe`se sim-
pliﬁcatrice que l’intensite´ d’e´change et le ve´ritable processus latent pour les rendements
sont inde´pendants. Scholes et Williams (1977) proposent une proce´dure de correction qui
cumule les informations additionnelles pour lisser la matrice de variance-covariance de
l’e´chantillon. Cette proce´dure permet ainsi de re´duire les biais microstructurels a` haute
fre´quence. Nous comple´tons nos proce´dures d’estimation des beˆtas par cette correction.
Nous montrons dans notre e´tude empirique que l’inclusion du troisie`me moment
ame´liore sensiblement les re´sultats des estimations en terme de qualite´ du pouvoir expli-
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catif des mode`les et surtout de la signiﬁcativite´ des parame`tres estime´s. Les gains associe´s
a` l’utilisation des donne´es a` haute fre´quence, en mesurant plus exactement et en utili-
sant les sensibilite´s re´alise´es pour les facteurs, de´pendent ainsi fortement de la qualite´ du
mode`le correspondant. Les re´sultats empiriques de la litte´rature existante sugge`rent que
les anomalies d’e´valuation d’actifs lie´es a` la taille et au style disparaissent en grande par-
tie dans le mode`le a` trois facteurs de Fama et French (1995). Tout comme dans Fama et
French (1995), le mode`le a` haute fre´quence avec les portefeuilles classe´s suivant le style et
la taille met en e´vidence une relation entre le rendement, la taille de la ﬁrme et le style de
l’actif. En eﬀet, comme mentionne´ par Cochrane (2001), les titres de petites entreprises
avec de faibles rapports book-to-market font ge´ne´ralement de petites performances. Les
volatilite´s re´alise´es moyennes au cours de la pe´riode re´cente se sont ge´ne´ralement situe´es
dans l’intervalle de conﬁance des e´cart-types historiques de l’e´chantillon de longue dure´e.
Les e´cart-types d’e´chantillon des sensibilite´s mensuelles sugge`rent que les changements de
facteurs re´alise´s varient e´galement d’une manie`re sensible dans le temps. Les parame`tres
des plus grands et plus bas portefeuilles sur la variable book-to-market sont ge´ne´ralement
moins volatils.
Pour accentuer la valeur e´conomique des pre´visions des mode`les d’e´valuation de sen-
sibilite´s des actifs base´s sur les donne´es de haute fre´quence, nous avons compare´ la valeur
a posteriori des portefeuilles optimaux suivant le crite`re moyenne-variance et des porte-
feuilles assortis de quelques proce´dures de pre´vision. Aﬁn de concentrer les comparaisons
directement sur l’impact des pre´visions pour les sensibilite´s des facteurs, nous avons pos-
tule´ pour cela que la matrice de covariance pour tous les portefeuilles de test, a` la base
des optimisations moyenne-variance, e´tait la meˆme pour toutes les proce´dures et e´gale
a` la matrice de covariance re´alise´e sur la pe´riode allant jusqu’a` de´cembre 2003 (ce qui
correspond a` vingt-quatre mois de pe´riode de pre´-e´chantillon a` partir de janvier 2002).
Nous trouvons que les mode`les base´s sur l’estimation des parame`tres a` partir des donne´es
de haute fre´quence sont nettement plus pre´dictifs que les mode`les classiques. Ce re´sultat
est sans surprise dans la mesure ou` les caracte´ristiques intrinse`ques des donne´es sont
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exploite´es et incorpore´es dans les estimations avec des me´thodologies robustes.
En de´ﬁnitive, suivant l’article se´minal de Bollerslev et Zhang (2003) utilisant des me-
sures et des co-mesures  re´alise´es  de risque dans quelques mode`les classiques d’e´valuation
d’actifs, ce chapitre prolonge leur approche dans un cadre multi-moment conditionnel
re´alise´. Ces prolongements incluent des mode`les d’e´valuation d’actifs d’ordre supe´rieur
(Cf. Jurczenko et Maillet, 2006) et des mode`les conditionnels d’e´valuation d’actifs (Cf.
Bollerslev et alii, 1988 et Jondeau et Rockinger, 2004). Nous avons e´galement utilise´ plu-
sieurs me´thodologies visant a` neutraliser des erreurs de spe´ciﬁcation errone´es de mesures
et de mode`le de donne´es (Cf. Scholes et Williams, 1977 et Ledoit et Wolf, 2003 et 2004),
traitant au mieux des interde´pendances entre les actifs ﬁnanciers en termes de rendements
(Cf. Zellner, 1962 et Parks, 1967). Des donne´es a` haute fre´quence pour quelques titres
sur le marche´ franc¸ais ont e´te´ employe´es dans l’e´tude empirique relative a` ce chapitre.
Nous avons alors montre´ que les re´sultats des tests du CAPM e´taient e´troitement lie´s
au mode`le spe´ciﬁe´ et a` la me´thode d’estimation utilise´e. Les moments d’ordre supe´rieur
ont ne´anmoins clairement un impact signiﬁcatif sur la qualite´ des mode`les. Ce re´sultat
conﬁrme le fait que les agents sont, non seulement sensibles aux gains espe´re´s et aux
risques potentiels, mais aussi a` l’asyme´trie de la distribution des rendements.
Ce chapitre montre comment a` partir des transactions intra-journalie`res a` haute
fre´quence, les prix des diﬀe´rents portefeuilles et du rendement fondamental des facteurs,
on peut obtenir plus eﬃcacement les mesures et les mode`les de co-variations re´alise´es.
Comme dans Bollerslev et Zhang (2003), nous avons expresse´ment concentre´ notre ana-
lyse empirique sur un horizon des rendements d’un mois et les portefeuilles de test de
Fama et French (1995). Nous constatons que, sur le marche´ franc¸ais des actions, seul le
facteur de marche´ a une sensibilite´ signiﬁcative.
Au-dela` de la porte´e de ce chapitre, il serait inte´ressant d’e´valuer formellement l’im-
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portance des erreurs de mesure des sensibilite´s aux facteurs dans le contexte actuel de
mesures et co-mesures re´alise´es pour le CAPM. Bai et alii (2000), Barndorﬀ-Nielson et
Shephard (2002a, b), Meddahi (2002) ou re´cemment Griﬃn et Oomen (2008), fournissent
des re´sultats the´oriques pour le cas des mesures re´alise´es de volatilite´. La volatilite´ ins-
tantane´e est alors de´compose´e en volatilite´ re´alise´e et biais d’auto-corre´lation. Griﬃn et
Oomen (2008) montrent the´oriquement et empiriquement que le biais d’auto-corre´lation
diminue avec la fre´quence d’e´chantillonnage des prix pour eˆtre ne´gligeable apre`s 25 mi-
nutes. Un travail similaire pourrait donc eˆtre fait sur le beˆta re´alise´ et la skewness re´alise´e.
De meˆme, en utilisant un mode`le a` facteurs inde´pendants, les diﬀe´rentes relations entre
les actifs pourraient eˆtre simpliﬁe´es. En eﬀet, par une extraction des facteurs communs
entre les actifs par une Analyse en Composantes Inde´pendantes avec ﬁltrage de bruits
(Cf. Kopriva et Sersˇic´, 2008), les matrices des cumulants seront toutes diagonales (du fait
de la proprie´te´ d’inde´pendance des facteurs). De ce fait, l’estimation des parame`tres avec
les moments d’ordre supe´rieur pourra s’eﬀectuer de manie`re simple avec les me´thodes
traditionnelles. Enﬁn, inspire´e par les travaux de Brock et Hommes (1998) ou de Ma-
levergne et Sornette (2006), la ge´ne´ralisation des approches pre´ce´dentes dans un cadre
he´te´roge`ne - ou` les agents confrontent leur fourchette de prix - pourrait constituer une
extension naturelle de cette e´tude. Pour cela, nous pouvons envisager plusieurs sources
d’he´te´roge´ne´ite´. En eﬀet, nous pouvons supposer que les agents ont des points de vue
diﬀe´rents par rapport aux anticipations des prix (Brock et Hommes, 1998). Nous pouvons
aussi supposer que l’he´te´roge´ne´ite´ provient de la perception du risque par les agents. De
ce fait, plusieurs mesures de risque pour les allocations optimales entre actifs risque´s et
non risque´s peuvent eˆtre utilise´es conjointement dans un cadre multi-varie´ (Malevergne
et Sornette, 2006).
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Re´sume´ du chapitre sur “Recovering an Intrinsic Well-
behaved Business Time from Market Prices”
Le dernier chapitre de cette the`se se propose de trouver une fre´quence d’e´chantillonnage
des prix des sous-jacents permettant d’avoir une distribution proche de celle de la loi
gaussienne. Dans la litte´rature empirique ﬁnancie`re, les caracte´ristiques des rendements
calcule´s en temps calendaire sont connues pour eˆtre incompatibles avec les hypothe`ses de
Gauss-Markov, excepte´ a` de tre`s basses fre´quences. Une fac¸on de re´soudre ce proble`me
est d’utiliser un e´chantillonnage des prix a` haute fre´quence a` diﬀe´rentes dates suivant les
observations sur des variables exoge`nes. Le  temps d’e´changes  est de´duit des variables
extraites a` partir des se´ries de rendements comme la volatilite´ instantane´e et la duration,
ou des variables comple´mentaires comme le volume et le nombre de transactions. Il a e´te´
sugge´re´ pour cela que pour tout processus de prix en temps calendaire, il existe un temps
d’e´changes ou` celui-ci est inde´pendant et gaussien.
En eﬀet, les prix des actifs se de´placent en re´ponse a` l’arrive´e de nouvelles informa-
tions. D’une fac¸on ge´ne´rale, pendant des jours, les cours peuvent avoir des variations
tre`s faibles - sans nouvelle spe´ciﬁque aﬀectant les prix - tandis que d’autres pe´riodes
peuvent eˆtre plus turbulentes avec l’arrive´e de plusieurs informations. Dans le meilleur
des cas, nous devons alors preˆter plus d’attention au marche´ lorsqu’il est intense avec
des mouvements rapides, que lorsqu’il est lent avec des prix qui ﬂuctuent mode´re´ment.
Formellement, Clark (1973) a pre´sente´ l’ide´e que la forme de la distribution des rende-
ments des actifs ﬁnanciers peut eˆtre due a` une superposition des processus stochastiques,
le processus des prix e´tant alors subordonne´ a` un processus ge´ne´ral d’information. Dans
le cadre de cette hypothe`se de me´lange, les distributions des rendements d’actifs sont
re´gies par un premier processus stochastique - un mode`le classique de diﬀusion, lui-meˆme
conduit par une variable qui est la repre´sentation du ﬂux d’informations sur le marche´, et
mode´lise´ comme deuxie`me processus stochastique. La volatilite´ des rendements est alors
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ale´atoire et conside´re´e gouverne´e par une arrive´e stochastique de nouvelles informations.
Celles-ci de´ﬁnissent alors un temps ope´rationnel, ou temps d’e´change, diﬀe´rent de la me-
sure habituelle du temps calendaire.
Dans le temps d’e´change, les prix enregistre´s ne sont ainsi plus e´quidistants en temps
re´el comme la se´rie (quotidien, hebdomadaire, mensuel,. . .), mais e´quidistants en terme
d’informations. Dans la pratique, les volumes ont e´te´ le plus souvent employe´s comme
crite`res d’informations (Cf. Epps et Epps, 1976 et Harris, 1986), mais aussi le nombre
de transactions ou la volatilite´ de la se´rie (Cf. le theta-time de Dacorogna et alii, 2001).
Ane´ et Geman (2000) et Geman et alii (2002) fournissent la forme the´orique et pratique
inte´grant ces points, en transformant les prix en temps calendaire a` partir d’un mou-
vement brownien standard avec des conditions raisonnables. Ils montrent avec certitude
que l’intensite´ (ou le nombre de transactions) peut jouer un roˆle majeur. Leurs re´sultats
ont e´te´ conﬁrme´s plus tard par Gabaix et alii (2003), mais re´cemment mis en de´faut
par Guillemot et alii (2005). Ces re´sultats tendent ne´anmoins a` conclure que le choix du
temps calendaire n’est pas e´vident. En d’autres termes, n’importe quel temps d’e´change
est loin de mener a` une se´rie de rendements pertinents avec une distribution gaussienne
et homosce´dastique sans phe´nome`ne de regroupement (clustering) de volatilite´.
Nous nous proposons dans ce chapitre de de´velopper une strate´gie pour extraire le
temps implicite, de fac¸on a` lier l’activite´ de marche´ et l’arrive´e de l’information pour
obtenir des se´ries ﬁnancie`res normalise´es et propres - i.e. conforme´ment aux hypothe`ses
traditionnelles dans le paradigme moyenne-variance - pour des usages pratiques, tels
que l’e´valuation d’actifs et l’attribution de performances ou la gestion des risques. A la
diﬀe´rence d’une transformation simple de type Box-Cox, tous les rendements de la nou-
velle se´rie normalise´e correspondront aux  vrais  prix observe´s e´chantillonne´s selon la
circulation de l’information. Notre intuition simple est qu’il est possible d’obtenir des
ame´liorations dans les applications ﬁnancie`res en utilisant les ve´ritables se´ries de prix
avec de bonnes proprie´te´s statistiques, simplement en changeant le couple date/heure
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des e´chantillonnages et en e´vitant le caracte`re arbitraire du choix du prix de cloˆture.
Pour ce faire, nous proposons une proce´dure d’extraction des temps implicites a` partir
des donne´es en temps calendaire seul. Cette proce´dure utilise les se´ries chronologiques
des prix des actifs et de´livre des se´ries e´chantillonne´es a` basse fre´quence. Les rendements
calcule´s pour ces fre´quences tendent autant que possible vers la distribution gaussienne
comme de´ﬁnie pour la fonction objective. L’optimisation directe classique n’est ainsi pas
approprie´e pour ces se´ries de haute fre´quence parce que les parame`tres a` ajuster sont
lie´s a` la synchronisation de chaque e´chantillon et des parame`tres non fonctionnels. Pour
cela, les algorithmes ge´ne´tiques (Holland, 1998) sont mieux adapte´s, puisqu’ils peuvent
re´ellement traiter des proble`mes assez grands en taille et complexes, malgre´ les temps
de convergence prolonge´s. De plus, cet algorithme qui est stochastique (plusieurs solu-
tions qui re´pondent aux crite`res d’arreˆt peuvent eˆtre se´lectionne´es a` cause des parame`tres
ale´atoires de de´part) est conc¸u pour travailler avec des parame`tres discrets.
En suivant l’analogie ge´ne´tique, chaque solution donne´e par l’algorithme s’appelle
un chromosome et l’ensemble courant d’individus s’appelle le patrimoine he´re´ditaire. Ici,
chaque chromosome est un ensemble de nombres croissants repre´sentant le nombre d’ob-
servations dans la se´rie originale a` un moment donne´ (jour, heure et minute). La longueur
de chaque ge´nome est le nombre d’observations de´sire´es dans le nouveau temps d’e´change
de la se´rie. La taille de la population est un compromis entre la vitesse d’exe´cution et
l’e´cart minimal avec la solution voulue pour maintenir la compe´titivite´ de l’algorithme
(nous avons ﬁxe´, apre`s plusieurs simulations sur des donne´es re´elles, la taille de la popu-
lation a` 300).
La fonction objective a` maximiser s’appelle dans notre contexte la fonction d’ajuste-
ment, elle est utilise´e pour ranger les individus dans la population, du meilleur ajustement
au moins bon. Du fait des diverses manie`res d’examiner la normalite´ d’un ensemble d’ob-
servations, le choix d’une fonction objective spe´ciﬁque de´pend du but de l’optimisation.
38
Nous utilisons ici deux crite`res diﬀe´rents (la statistique de Jarque-Bera et la statistique
d’Anderson-Darling) en les employant soit seuls, soit en les associant. Ce choix de Jarque
et Bera et de Anderson-Darling est motive´ par le fait que la statistique de Jarque-Bera
incorpore les moments d’ordres trois (Skewness) et quatre (Excess kurtosis) dans sa
de´ﬁnition. La statistique d’Anderson-Darling permet, quant a` elle, de tester le meilleur
ajustement en utilisant une distribution logarithmique. De ce fait, elle accorde plus d’im-
portance aux queues de disribution. Sa distribution dans le cas gaussien e´tant tabule´e.
Comme la plupart des algorithmes d’optimisation nume´rique stochastique, les algo-
rithmes ge´ne´tiques travaillent de fac¸on ite´rative, en ge´ne´rant des solutions meilleures a`
chaque ite´ration jusqu’a` ce que les conditions d’arreˆt soient remplies. A partir d’une
population donne´e, une ite´ration cre´e une nouvelle population de meˆme taille appele´e
ge´ne´ration en appliquant deux ope´rateurs. Des ope´rateurs ge´ne´tiques sont applique´s a` la
population de parents pour cre´er le descendant. En conse´quence, la premie`re e´tape est
alors le choix des parents, ensuite vient le choix des ope´rateurs. Cinq proce´dures princi-
pales existent pour choisir les parents : le meilleur choix (Best method), la me´thode de
tournoi (Tournament method), la me´thode d’ajustement (Fitness method), la me´thode
d’ajustement par sur-se´lection (Fitness-overselection method) et la me´thode ale´atoire
(Random method). Dans chaque cas, la me´thode doit permettre d’atteindre les deux
objectifs : se´lectionner les meilleurs individus (pour ame´liorer la fonction objective) et
maintenir la diversite´ dans la population (pour e´viter l’attraction des extremum locaux).
Bien que les re´sultats soient a` peu pre`s semblables quelle que soit la me´thode choi-
sie, Chidambaran et alii (1999) trouvent des diﬀe´rences signiﬁcatives dans la vitesse de
convergence suivant les approches. Le meilleur algorithme doit donc pouvoir converger
assez rapidement sans toutefois perdre en qualite´ d’information.
Dans la me´thode ale´atoire, des individus parents sont choisis inde´pendamment de
leurs points d’ajustement. De ce fait, elle fournit une de´rive ale´atoire pure a` travers
l’espace des solutions possibles. Dans la me´thode d’ajustement, les populations d’indi-
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vidus de la prochaine ge´ne´ration sont choisies toujours ale´atoirement, mais ponde´re´es
par leur coeﬃcient d’ajustement. Dans la me´thode de tournoi, les meilleurs individus
dans un e´chantillon ale´atoire sont garde´s, tandis que dans la me´thode d’ajustement par
sur-se´lection, les individus sont regroupe´s selon leurs points d’ajustement avant d’eˆtre
choisis avec une probabilite´ diﬀe´rente pour chaque groupe. Nous avons utilise´ dans nos
estimations, la me´thode du meilleur choix dans laquelle les meilleurs individus, range´s
par degre´ d’ajustement, sont utilise´s pour produire la prochaine ge´ne´ration.
Comme pour le choix des populations de parents, il existe plusieurs proce´dures pour
l’ope´rateur de reproduction. Le but est de multiplier les nouveaux individus de la po-
pulation choisie parmi les meilleures solutions. La manie`re la plus simple de proce´der
serait de reproduire simplement la nouvelle population dans les ge´nomes des parents. Ce-
pendant, cette solution se fonde seulement sur la mutation des individus pour apporter
de nouvelles solutions dans le patrimoine he´re´ditaire, et est par conse´quent relativement
ineﬃcace. Une meilleure manie`re de proce´der est de combiner les caracte´ristiques des pa-
rents dans un processus analogue a` la reproduction sexue´e. Cette technique, connue sous
le nom de croisement, consiste a` prendre le ge´nome d’un des parents, et de l’e´changer avec
les ge`nes correspondants de l’autre parent. Dans le croisement simple que nous utilisons
dans ce chapitre, un pivot simple est choisi ale´atoirement parmi les ge`nes de l’e´chantillon.
Les deux ge`nes des parents sont compare´s et un nouvel individu est cre´e´. Les roˆles des
premier et deuxie`me parents sont permute´s pendant le temps ne´cessaire pour assurer que
l’enfant soit un individu viable.
Pour que l’algorithme converge, il faut que plusieurs solutions remplissent les condi-
tions d’arreˆt, i.e. que la statistique de normalite´ d’Anderson-Darling ne permette pas de
rejeter l’hypothe`se nulle d’une distribution gaussienne du temps d’e´change. Bien que Ane´
et Geman (2000) avancent qu’il existe un temps de transactions ou` le processus de prix
des actifs est un mouvement brownien, il apparaˆıt moins e´vident dans la pratique. Au fur
et a` mesure que la fre´quence augmente, il est clair qu’il deviendra de plus en plus diﬃcile
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de trouver ce temps de transactions. En eﬀet, l’e´cart par rapport a` la normalite´ est plus
e´leve´ d’une part, et d’autre part, les possibilite´s de pre´le`vements possibles sont moins
nombreuses. Bien que nous pre´sentions ici le re´sultat pour des donne´es quotidiennes, les
expe´riences pre´liminaires sugge`rent que l’existence d’une e´chelle de temps de transac-
tions pour de plus hautes fre´quences est diﬃcile. La convergence peut eˆtre acce´le´re´e par
plusieurs choix pratiques, notamment un choix instruit des parame`tres de de´part. Nous
utilisons des parame`tres de de´part totalement ale´atoires, mais explorons aussi plusieurs
autres conditions initiales pour essayer d’ame´liorer le processus. Dans le cas des donne´es
quotidiennes, il pourrait y avoir plusieurs solutions respectant les contraintes, et la the´orie
ne donne pas un crite`re de choix spe´ciﬁque.
Les donne´es utilise´es pour tester notre proce´dure d’extraction proviennent d’Euronext
et comportent les prix de 41 titres, entre le 02 janvier 2002 et le 29 de´cembre 2006, pre´leve´s
a` intervalle de 5 minutes. Ainsi, toutes les cinq minutes, le dernier prix de chaque ac-
tion est enregistre´ sur Euronext. Les pe´riodes ou` tous les titres n’e´taient pas renseigne´s
ont e´te´ e´limine´es de la base. L’e´chantillon comporte au total 1281 jours ; ce qui fait en
moyenne 1,4 jour calendaire entre chaque prix de cloˆture (quand on inclut les week-ends,
les vacances et les jours fe´rie´s). Le nombre d’observations par jour n’est ainsi pas parfai-
tement cylindre´, d’autant plus que les heures d’ouverture d’Euronext ont change´ au cours
de la pe´riode conside´re´e (prolonge´es d’une demi-heure). Les prix de cloˆture quotidiens
e´tant les observations les plus commune´ment disponibles, nous avons de´cide´ ici de les
employer comme repe`re, bien que nous ayons expe´rimente´ d’autres fre´quences. Chaque
ge`ne correspond a` un nombre entier ; la position de l’observation dans la se´rie originale
e´chantillonne´e a` 5 minutes (qui correspond a` des dates pour lesquelles un prix est dispo-
nible). Le ge´nome fournit ainsi ﬁnalement une se´rie de prix, dont les rendements seront
utilise´s comme une entre´e de la fonction objective. Ainsi, le temps de transaction, pour
cette sous base de re´fe´rence comporte au ﬁnal le meˆme nombre d’observations que le
nombre de jours de l’e´chantillon. Toutes les quantite´s sont ainsi base´es sur le meˆme ordre
de grandeur que le nombre de jour des donne´es, et le nombre moyen d’observations par
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jour de marche´ est par construction e´gal a` un.
Il est a` noter que le processus d’optimisation, qui a e´te´ re´pe´te´ sur les 41 titres selon le
crite`re d’arreˆt d’Anderson-Darling comme explique´ ci-dessus, converge toujours sur notre
e´chantillon. Ainsi, cette convergence assez re´gulie`re de l’algorithme d’optimisation nous
fournit un pas d’e´chantillonnage pour lequel la distribution des rendements des diﬀe´rents
actifs est gaussienne. Comme remarques particulie`res sur les se´ries extraites, on observe
de fac¸on nette les eﬀets de la de´formation du temps. En eﬀet, les queues de distribution
des se´ries extraites sont aplaties avec une diminution du taux d’apparition des valeurs
extreˆmes. Nous trouvons aussi que l’algorithme d’e´chantillonnage ne conserve pas les
prix qui diﬀusent peu d’informations (notamment les prix de mai 2005 ou` les marche´s
e´taient tre`s calmes). Il convient de noter qu’a` la diﬀe´rence d’un taux de change qui est
continu, la base de se´ries chronologiques pour les actions est non continue a` cause des
biais des pe´riodes de fermeture (pendant la nuit par exemple) ; de ce fait, il y a des sauts
irre´ductibles dans les prix entre l’heure exacte de fermeture et le moment suivant l’ouver-
ture, ce qui explique que quelques rendements extreˆmes demeurent dans la base extraite
(puisqu’ils ne peuvent pas eˆtre divise´s en pe´riodes plus courtes).
Bien que le crite`re de normalite´ soit dans ce cas-ci le test d’ajustement d’Anderson-
Darling, nous trouvons que la de´formation de temps re´duit conside´rablement l’amplitude
de la skewness et de la kurtosis, alors que les rendements en temps calendaire montrent
une de´formation classique sur les queues de distribution (queues e´paisses, asyme´trie
e´leve´e,. . .). Les tests de normalite´ applique´s sur les se´ries ainsi extraites conﬁrment ce
re´sultat. Les temps de transaction sont en outre extreˆmement sensibles aux observations
produisant de grands mouvements de marche´ ce qui entraˆıne une accumulation d’enregis-
trements d’informations les jours de fortes volatilite´s. Toutefois, il n’y a pas une indication
claire des sens de variation sur le re´gime des prix produit par le processus. En eﬀet, tan-
dis que les jours pour lesquels plusieurs observations sont prises en compte tendent a`
se reproduire (e´te´ 2003 par exemple), la persistance n’est pas extreˆmement marque´e, et
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de plus il n’y a pas une division de l’e´chantillon entre des pe´riodes de fortes volatilite´s
et les pe´riodes de faibles volatilite´s (le taux de pre´le`vement demeure donc relativement
uniforme pour l’e´chantillon entier).
En analysant la duration (re´ciproque de la fre´quence) de´ﬁnie comme l’intervalle de
temps entre deux observations, on constate qu’elle est e´tale´e sur une large bande. En
eﬀet, la distribution de la se´rie de duration fournit un minimum de 5 minutes (qui cor-
respond au pas d’e´chantillonnage de la base de donne´es) et un maximum de 78 jours (ce
qui correspond a` peu pre`s a` 3 mois sans prise en compte d’une information sur le prix
du titre). La distribution des temps de transaction est ainsi fortement asyme´trique, avec
un pic a` un jour. Les discontinuite´s observe´es dans la fonction correspondent aux inter-
valles pour lesquels les donne´es n’existent pas (principalement l’existence d’une pe´riode
durant la nuit). Ce re´sultat conﬁrme donc le fait que les prix des actifs ne suivent pas
force´ment une loi de distribution unique, ceci a` cause des multiples facteurs externes qui
inter-agissent de fac¸on comple´mentaire et des niveaux diﬀe´rents pour modiﬁer la struc-
ture des prix des actifs sur les marche´s.
De meˆme, en comparant, en premier lieu par une extraction action par action, les
corre´lations des rendements en temps calendaire et en temps de transactions, on remarque
que ces derniers sont tre`s faibles pour chaque action. Ce re´sultat est principalement duˆ
au fait que les se´ries extraites ne sont pas range´es suivant le meˆme pas ; ce qui entraˆıne
une destruction des inter-relations entre les se´ries. De plus, aucune des corre´lations entre
actifs en temps de transactions n’est signiﬁcative. Ces re´sultats ne´gatifs pour l’estimation
actions par actions nous ont fait recourir en deuxie`me lieu a` une proce´dure d’extraction
globale avec un meˆme pas d’e´chantillonnage aﬁn de choisir des temps de transactions
synchronise´s pour tous les titres de l’e´tude (meˆme si nous pouvons nous attendre dans
ce cas a` une perte de la qualite´ des ajustements a` la loi normale).
En estimant simultane´ment les temps de transactions de tous les titres de l’e´tude,
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nous trouvons une forte augmentation des valeurs de la matrice de corre´lations entre
les rendements en temps calendaire et en temps de transactions. Ce re´sultat conﬁrme
bien le fait qu’il faut avoir une approche globale pour les estimations des proble´matiques
de synchronisation et comparabilite´ des diﬀe´rents titres. Enﬁn, pour tester l’eﬃcacite´
de notre me´thode d’extraction de temps, nous avons construit a` partir des matrices de
corre´lations, les portefeuilles de variance minimale. Les re´sultats sont plutoˆt mitige´s. En
eﬀet, les portefeuilles de´termine´s a` partir des estimations sur le temps calendaire et ceux
estime´s en temps de transaction rapportent un rendement moyen annualise´ absolu d’en-
viron 8,5%.
En de´ﬁnitive, nous avons dans ce chapitre souleve´ et re´pondu a` deux proble´matiques
fondamentales en ce qui concerne les donne´es de tre`s haute fre´quence. D’une part,
nous avons pre´sente´ un cadre pratique pour extraire les temps implicites pour le re´-
e´chantillonnage des se´ries ﬁnancie`res re´elles et d’autre part, nous avons montre´ que les
re´sultats des se´ries transforme´es sur les principaux mode`les ﬁnanciers classiques e´taient
plus robustes ; ceci par l’e´limination du biais de l’hypothe`se de normalite´ des rende-
ments. La re´ponse a` ces proble´matiques a e´te´ possible graˆce a` l’exploitation eﬃciente de
la technique de l’algorithme ge´ne´tique avec comme crite`re de convergence de la fonction
objective la gaussianite´ de la distribution des rendements. Ne´anmoins, certains proble`mes
demeurent dans l’utilisation de cet algorithme, notamment la de´pendance au choix de la
mesure exacte a` utiliser ou bien la non-unicite´ des solutions optimales. Nous aurions pu
aussi estimer simultane´ment les rendements des titres e´tudie´s par un crite`re multi-varie´
de normalite´. De meˆme, nous avons extrait les se´ries de rendements ayant une distribu-
tion gaussienne (par hypothe`se de la fonction objective de l’optimisation) ; d’autres lois
de distribution peuvent eˆtre teste´es et utilise´es.
Cette nouvelle se´rie en temps intrinse`que avec des proprie´te´s statistiques standard,
ouvre une large voie pour les recherches pratiques ulte´rieures. Notamment, les futures
e´tudes sur l’e´valuation d’actifs, l’attribution de performances ou bien la gestion des risques
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pourraient s’appuyer sur des donne´es implicites pour les estimations empiriques. Dans ce
cas de ﬁgure, l’invariance recherche´e dans la distribution des rendements est le re´sultat
d’une compre´hension globale des ﬂuctuations des prix et des ﬂuctuations du temps. Le
temps boursier n’est alors plus inde´pendant de l’action des ope´rateurs, mais e´troitement
lie´ aux variables comme la taille du marche´, le volume de l’e´change et le nombre de par-
ticipants de la bourse. L’activite´ des ope´rateurs agit comme une ponde´ration des dure´es,
en contractant plus ou moins l’espace des cotations, en de´formant le temps calendaire
physique exoge`ne du marche´, en temps intrinse`que endoge`ne au marche´. Il est possible
d’envisager un temps implicite pour chacune de ces variables et une agre´gation multi-
varie´e de ces diﬀe´rents temps pour une meilleure prise en compte des vraies sources de
variations des prix des actifs. De ce fait, la valeur d’un prix cote´ (et donc la pertinence de
la mesure) n’est pas la meˆme selon que ce prix correspond a` une transaction de cinq cent
mille titres ou de cinq titres. Cette intuition qui trouve une traduction scientiﬁque dans
les mode`les a` temps de´forme´ (Salmon et Tham, 2007) traduit le fait que sur les marche´s
ﬁnanciers, la dure´e du temps n’est pas e´gale a` la valeur du temps. Toutefois, le temps
implicite de´termine´ par les algorithmes propose´s dans ce chapitre ne fait que transfe´rer le
proble`me de l’hypothe`se distributionnelle en temps calendaire au proble`me de pre´vision
des prix et correspondance des valeurs en temps de´forme´. Ne´anmoins, tout comme pour
les mode`les a` duration (Engle et Russell, 1997), ou` les informations sur les prix ne sont
pas e´chantillonne´es sur un intervalle de temps re´gulier, le temps implicite pourrait servir
de base a` de nouveaux mode`les sur un espace particulier (espace du volume des e´changes,
du nombre de participants ou bien du niveau de variation du prix). De plus, de nouveaux
produits ﬁnanciers pour des agents particuliers, exprime´s en temps implicite, pourraient
voir le jour. Ces produits pourront alors eˆtre de´ﬁnis suivant des crite`res exprime´s en temps
de´forme´ (volatilite´ constante sur cet espace, valeurs liquidatives enregistre´es suivant le
volume atteint,. . .).
Chapitre 1
 Roses des vents ,  e´ventails  et
 explosions d’e´toiles  sur le marche´
franc¸ais : caracte´risations, mesures
et applications
1.1 Introduction
L’impact des phe´nome`nes de microstructures des marche´s sur le processus de formation
des prix des actifs a depuis des de´cennies fait l’objet de recherches aussi bien the´oriques
qu’empiriques. Ces recherches ont montre´ que les composantes de la fourchette de prix
aﬃche´e (Bid-Ask) de´pendaient principalement de trois facteurs : le couˆt de traitement
des ordres (order processing cost, Demsetz, 1968) ; le couˆt d’opportunite´ d’une position
mal diversiﬁe´e (inventory holding cost, Ho et Stoll, 1983 ; Biais, 1993) et le couˆt de
se´lection adverse (adverse information cost, Glosten et Milgrom, 1985). Mais ces compo-
santes the´oriques ne permettent pas d’expliquer certains phe´nome`nes comme l’existence
de seuils ou de barrie`res psychologiques sur les marche´s boursiers (De Grauwe et Decu-
pere, 1992 et Morel et Te¨ıletche, 2001) ou bien encore la concentration des prix autour
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de certaines valeurs (Gottlieb et Kalay, 1985 ; Harris, 1990 et 1991 ; Anshuman et Kalay,
1998 ; Huang et Stoll, 1994 et 2001 et Capelle-Blancard et Chaudhury, 2007).
Ces seuils et barrie`res pouvant eˆtre a` l’origine de la modiﬁcation des processus ge´ne´rateurs
de la structure des prix, une litte´rature re´cente, originellement inspire´e par les e´tudes sur
la the´orie du chaos, est consacre´e a` la de´termination de la structure des rendements
des titres sur les marche´s ﬁnanciers. Ces e´tudes, dans leurs versions les plus simples,
consistent a` construire un diagramme de phases des rendements ou Scatter Plot en an-
glais (repre´sentation graphique des xt contre les xt+1) et d’interpre´ter les re´sultats obte-
nus. Il ressort de ces e´tudes, une distribution non uniforme des points repre´sente´s dans
le diagramme de phases indiquant la pre´sence d’une structure complexe. Cette struc-
ture a la particularite´ de pouvoir aﬀecter signiﬁcativement les parame`tres des diﬀe´rents
processus utilise´s pour mode´liser les rendements des titres (Ball, 1988, Annaert et alii,
2003). En eﬀet, les prix des titres, de´termine´s par les variations minimales de cours ou
e´chelon de cotation, ne sont pas par essence, des variables continues mais discre`tes. Cette
caracte´ristique restreint les rendements des titres a` prendre un nombre limite´ de valeurs.
Cette restriction est une condition ne´cessaire a` l’apparition de ce qui est appele´ une  rose
des vents 1 (ou Compass Rose en anglais, voir graphique 1.1 pre´sentant le diagramme
de phases des rendements d’un titre). Cette structure prend la forme de droites espace´es,
e´paisses, e´mergeant de l’origine et fuyant vers les principales directions des points cardi-
naux, d’ou` le nom de  rose des vents  emprunte´ aux navigateurs.
Crack et Ledoit (1996) ont e´te´ les premiers a` de´couvrir une telle repre´sentation gra-
phique sur les rendements journaliers des titres du New York Stock Exchange (NYSE ) et
ils de´crivent le phe´nome`ne de rose des vents comme e´tant subjectif. L’existence de cette
structure, qui est un artefact de la microstructure des marche´s ﬁnanciers2, ouvre plusieurs
1Une rose des vents est la partie mobile d’un compas servant de boussole aux navigateurs. Elle indique
les diﬀe´rents points cardinaux et inter-cardinaux.
2Depuis le milieu des anne´es 80, plusieurs articles - parmi lesquels ceux de Holthausen et alii (1987),
Aitken et Frino (1996), Chan et Lakonishok (1993, 1995, 1997), Keim et Madhavan (1995, 1996, 1997) et
1.1 Introduction 47
Fig. 1.1. Diagramme de phases des rentabilite´s
Source : simulation de 30 000 points a` partir d’un mode`le AR(2) − GARCH(1, 1) ; les parame`tres
du mode`le AR(2) et ceux du GARCH(1, 1) sont respectivement de {5, 2.10−4, 0, 12, 0, 053} et
{2, 2.10−5, 0, 11, 0, 83} (parame`tres obtenus par Amilon et Bystro¨m, 2000, pour les actions  Atlas Copco
A fria  sur le marche´ ﬁnancier de Stockholm). La se´rie de rendements arrondis correspondante est en-
suite de´termine´e par discre´tisation des prix en suivant les proce´dures (1.7) et (1.8) avec un prix initial
ﬁxe´ a` 80 EUR et un pas d’e´chelon de cotation de 1 EUR. L’axe horizontal repre´sente les rendements
du titre a` une pe´riode donne´e ; l’axe vertical repre´sente les rendements a` la pe´riode pre´ce´dente. Les axes
sont exprime´s en %.
voies de recherches, notamment sur les de´terminants de son apparition, sur sa quantiﬁca-
Gallo (2001) - ont montre´ qu’il existe une forme particulie`re de biais microstructurel, lie´e a` la  danse de
la fourchette  de prix (bid-ask bounce en anglais), qui aﬀecte la structure auto-corre´lative des rendements
des actifs. Ce biais proviendrait de l’asyme´trie qui existe entre les blocs vendeurs et les blocs acheteurs (les
blocs acheteurs ayant tendance a` faire baisser les prix et les blocs vendeurs a` les augmenter). La structure
auto-corre´lative des rendements sera ainsi modiﬁe´e par ces deux eﬀets successifs : un prix en hausse sera
en ge´ne´ral imme´diatement suivi d’un prix en baisse et vice-versa (Frino et alii, 2004), ce qui laissera une
trace dans l’auto-corre´logramme. L’auto-corre´lation d’ordre 1 re´sultante aura ainsi une valeur ne´gative
du fait de ce biais. Mais le phe´nome`ne de  rose des vents  analyse´ ici est cependant plus complexe
que celui de la  danse de la fourchette , car il inte`gre aussi d’autres formes de biais microstructurels.
Ainsi, en e´tudiant directement les variations de prix, nous prenons en compte l’ensemble des facteurs
qui peuvent les inﬂuencer. Notons ici que le phe´nome`ne de rose des vents, qui est principalement une
conse´quence de l’imposition d’un pas de variation des prix d’un titre, pourrait eˆtre ampliﬁe´ par un
eﬀet syste´matique du type  danse de la fourchette , et par les actions des agents ayant une attirance
pour certains chiﬀres (Morel et Te¨ıletche, 2001). Ces eﬀets se mate´rialiseront par une de´formation de la
 vraie  structure d’auto-corre´lation des rendements de l’actif.
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tion et sur les biais potentiels qu’elle peut causer dans les estimations des mode`les. Szpiro
(1998) par exemple montre que ce phe´nome`ne apparaˆıt sur des titres individuels aussi bien
sur des portefeuilles de plus de deux actifs sur le marche´ des changes. La forme d’une rose
des vents cacherait en fait une structure plus complexe qu’il nomme  nano-structure .
Selon son e´tude, seul le changement discret de prix est une condition ne´cessaire et suf-
ﬁsante a` l’apparition d’une rose des vents. Cependant, cette discre´tisation des prix n’a
pas e´te´ examine´e en de´tail, alors que la persistance d’un phe´nome`ne de rose des vents
peut avoir des implications importantes. En eﬀet, selon Amilon et Bystro¨m (2000), Koppl
et Tuluca (2004), Amilon (2003) et Kra¨mer et Runde (1997), la discre´tisation a l’eﬀet
d’induire des erreurs d’arrondis sur les prix observe´s par rapport aux  vraies  valeurs ins-
tantane´es des titres. Gottlieb et Kalay (1985) montrent par exemple que la discre´tisation
des prix constitue une source de biais dans les estimations des variances des rendements
des titres et sur les parame`tres des estimations des principaux mode`les e´conome´triques
applique´s directement sur des donne´es de haute fre´quence. Dans ce contexte, il s’ave`re
ne´cessaire de trouver une caracte´risation propre a` ce phe´nome`ne pour mieux le cerner.
A ce propos, plusieurs manie`res de rendre compte du phe´nome`ne ont de´ja` e´te´ recense´es
dans la litte´rature. Une premie`re ide´e de caracte´risation, de´veloppe´e par Wang et Wang
(2002) et corrige´e par Mitchell et Mckenzie (2006), est base´e sur l’analyse de l’aligne-
ment des droites passant par les diﬀe´rents points des diﬀe´rentes directions d’une rose
des vents parfaite (couplets de rendements successifs) du Scatter Plot (ou diagramme de
phases) et rejoignant l’origine. Plus l’on trouvera des droites aligne´es dans les bonnes
directions (Nord, Sud, Est, Ouest, ...) et plus le phe´nome`ne sera caracte´rise´. Une seconde
ide´e, de´veloppe´e a` l’origine par Koppl et Nardone (2001), tre`s similaire a` la pre´ce´dente,
repose sur la distribution des angles de ces meˆmes droites dans le diagramme de phases.
Si les points se regroupent en un nombre limite´ d’endroits dans le Scatter Plot, alors les
angles, forme´s par les droites passant par ces points et rejoignant l’origine, ne prendront
qu’un nombre limite´ de valeurs et nous devrions en trouver trace dans la densite´ des
coordonne´es polaires des points du Scatter Plot. La troisie`me ide´e dont nous nous ser-
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virons repose sur le constat que dans le cas d’un phe´nome`ne marque´ de rose des vents,
seules quelques parties du Scatter Plot seront remplies de points, les autres e´tant vides.
En repre´sentant le diagramme de phases sous forme d’un tableau (de contingence) issu
de la discre´tisation des axes, il devient alors possible de caracte´riser le phe´nome`ne par
l’importance relative des parties vides du tableau (pixels blancs) par rapport aux cases
remplies de couplets de rendements successifs (pixels noirs).
Ces trois ide´es de base sous-tendent la de´ﬁnition des trois indicateurs d’intensite´ du
phe´nome`ne de Compass Rose (CRII1, CRII2 et CRII3) - mesures comple´mentaires et
originales fonde´es sur plusieurs de´ﬁnitions du phe´nome`ne - que nous proposons dans la
suite de cet article aﬁn de caracte´riser plus avant le phe´nome`ne de  rose des vents . Graˆce
a` ces mesures, nous conﬁrmons tout d’abord, sur la base de plusieurs types de simulations
re´alistes, que ce phe´nome`ne re´sulte bien principalement d’un eﬀet de discre´tisation (plus
ou moins sensible en fonction de la volatilite´), de la pe´riode d’e´chantillonnage, mais aussi
de la taille de l’e´chantillon e´tudie´. Enﬁn, les mesures que nous eﬀectuons sur quelques
titres du marche´ franc¸ais conﬁrment aussi l’hypothe`se que ce phe´nome`ne est assez ge´ne´ral
et a` ce titre, digne d’inte´reˆt.
Ne´anmoins, comme l’e´crivent Mitchell et Mckenzie (2006, page 3 519), le phe´nome`ne ne
reveˆt pas a priori  d’inte´reˆt particulier pratique  direct. Toutefois, l’e´tude de la  rose
des vents  pre´sente´e dans cet article, au-dela` de son aspect de curiosite´ et de son ca-
racte`re phe´nome´nologique qui nous ame`ne a` nous inte´resser aujourd’hui de plus en plus
aux donne´es de haute fre´quence, permet aussi de s’inte´resser indirectement a` certains
autres aspects pratiques lie´s au choix de la fre´quence d’observation pertinente. Ainsi, le
choix des seuils d’agre´gation temporelle acceptables pour l’utilisation de mode`les ﬁnan-
ciers sur des donne´es de haute fre´quence pourrait-il eˆtre guide´ aussi par l’absence de
phe´nome`ne3. En eﬀet, un courant re´cent de la litte´rature s’inte´resse au contenu informa-
3Notons de plus que, comme dans le cas de la  danse de la fourchette  (auto-corre´lation d’ordre
1 ne´gative en haute fre´quence, voir graphique A.3 en annexe), et contrairement au phe´nome`ne des
seuils psychologiques, aucun article n’a jusqu’a` pre´sent, a` notre connaissance, mis en avant une possible
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tionnel des donne´es de haute fre´quence (Cf. Goodhart et O’Hara, 1997 et Woehrmann,
2007). Des grandeurs dites  re´alise´es , calcule´es a` partir de donne´es de haute fre´quence,
ont e´te´ propose´es re´cemment comme la volatilite´ (Cf. Andersen et alii, 2000 et 2001), les
betas (Cf. Bollerslev et Zhang, 2003), ou encore la Value-at-Risk (Cf. Dacorogna et alii,
2001 ; Giot et Laurent, 2004 et Colletaz et alii, 2007) pour la mesure et le controˆle des
risques des traders. Or, a` tre`s haute fre´quence (donne´es de transactions), il a e´te´ montre´
qu’il existait des biais microstructurels importants dans les mesures (Cf. Oomen, 2002 et
Griﬃn et Oomen, 2008). Ainsi, il existe donc un compromis a` trouver entre, d’une part,
se rapprocher le plus possible du  vrai  processus de prix des marche´s en utilisant des
donne´es de haute fre´quence, et d’autre part, incorporer du bruit de microstructure dans le
calcul d’un estimateur the´oriquement plus pre´cis (Cf. Aı¨t-Sahalia et alii, 2005 et Nielsen
et Frederiksen, 2008). Il est donc inte´ressant de voir a` partir de quel seuil d’agre´gation
temporelle le phe´nome`ne - tre`s pre´sent sur le marche´ franc¸ais en temps de transactions -
disparaˆıt, et de de´ﬁnir ainsi une fre´quence-type d’observation qui permette de re´duire ce
phe´nome`ne de bruit (Cf. Oomen, 2002).
La suite de l’article est organise´e de la manie`re suivante. Nous commenc¸ons par de´crire
dans la deuxie`me section le phe´nome`ne de rose des vents, ses de´terminants, les aspects
the´oriques sous-jacents et la forme the´orique des mesures propose´es. La troisie`me section
sera consacre´e a` l’aspect empirique de l’e´tude. Nous indiquerons les variables utilise´es,
ainsi que les mode`les et les me´thodes employe´s pour nos simulations. Nous approfondi-
rons l’e´tude de Gleason et alii (2000) et de´terminerons le seuil a` partir duquel une rose
des vents apparaˆıt. La dernie`re section sera consacre´e a` la conclusion et aux possibles
extensions de l’e´tude.
exploitation du phe´nome`ne de rose des vents a` des ﬁns d’arbitrage ou de spe´culation.
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1.2 De´ﬁnition, caracte´risation et mesures d’une rose
des vents
Dans la litte´rature ﬁnancie`re, plusieurs de´ﬁnitions comple´mentaires pour la  rose des
vents  sont propose´es. Celles-ci sont e´troitement lie´es a` la visualisation du diagramme de
phases. Nous pre´sentons tout d’abord le phe´nome`ne avant de fournir les formes the´oriques
des mesures quantitatives qui inte`greront les caracte´ristiques trouve´es.
1.2.1 De´ﬁnition et caracte´risation du phe´nome`ne
Pour mieux comprendre cette e´trange structure, il est ne´cessaire de distinguer d’une
part, une de´ﬁnition formelle a` partir de la terminologie utilise´e, et d’autre part, les ca-
racte´ristiques du phe´nome`ne qui peuvent eˆtre lie´es aux eﬀets conjugue´s de la discre´tisation
des prix et de la corre´lation se´rielle des rendements. Apre`s avoir donne´ une de´ﬁnition
d’une rose des vents selon la terminologie propre a` ce contexte, nous pre´senterons les
de´terminants du phe´nome`ne sur la base des diﬀe´rents articles de´die´s a` cette structure de
de´pendance.
1.2.1.1 De´ﬁnition d’une rose des vents et de ses variantes
La rose des vents peut eˆtre analyse´e ou visualise´e sous plusieurs angles ; dans un plan
(structure classique ou e´ventail) ou dans un espace (explosion d’e´toiles). Nous adop-
tons donc ici une de´marche similaire a` celle de Crack et Ledoit (1996) aﬁn de mettre en
e´vidence les phe´nome`nes de rose des vents, d’e´ventail de volatilite´ et d’explosion d’e´toiles.
Rose des vents (Compass Rose)
Quand on repre´sente les rendements (intra-journaliers) a` la pe´riode t, sur l’axe horizontal,
contre les rendements a` la pe´riode t + 1, sur l’axe vertical en donne´es intra-journalie`res,
comme le sugge`rent Huang et Stoll (1994), il semble clair qu’il existe peu de relations
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entre ces mouvements de prix. Crack et Ledoit (1996) ont montre´ que le simple choix
typographique de la croix (+) symbolisant les points et le choix d’une se´rie d’observations
a` court terme pouvait obscurcir une structure pourtant signiﬁcative avec d’autres choix
typographiques. En remplac¸ant les points par des croix et de`s lors que l’on re´duit un peu
la pe´riode d’observation, la structure non-visible du graphique devient claire (voir par
exemple la diﬀe´rence entre le graphique 1.2 et le graphique 1.3 suivant). Ce changement
est marque´ par des points plus e´tale´s ( smudge , Szpiro, 1998), par des lignes fuyant
de l’origine, par des droites e´paisses et bien oriente´es sur les directions principales d’une
boussole, d’ou` le nom de  rose des vents .
Fig. 1.2. Diagramme de phases des rentabilite´s du titre Peugeot
Source : Euronext. L’axe horizontal repre´sente les rendements du titre Peugeot a` une pe´riode donne´e ;
l’axe vertical repre´sente les rendements a` la pe´riode pre´ce´dente. Le signe plus (+) est utilise´ pour sym-
boliser les points. La pe´riode d’observation s’e´tend du 02 janvier au 13 aouˆt 2004 (1 283 125 points). Les
axes sont exprime´s en %.
Eventail (Fan-shaped Structure)
En conside´rant le carre´ des rentabilite´s comme un proxy de la volatilite´ instantane´e
(Cf. Chen, 1997), il est possible de mettre en e´vidence une structure particulie`re dite
 d’e´ventail  comme illustre´e sur le graphique suivant. Ce phe´nome`ne est directement
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Fig. 1.3. Diagramme de phases des rentabilite´s du titre Peugeot avec modiﬁcation de
l’e´chelle
Source : Euronext. Ce graphique est similaire au graphique 1.2 ; seule l’e´chelle a e´te´ re´duite et le choix
typographique est diﬀe´rent. L’axe horizontal repre´sente les rendements intra-journaliers a` une pe´riode
donne´e. L’axe vertical repre´sente les rendements intra-journaliers de la pe´riode pre´ce´dente. Le symbole
point (.) repre´sente les donne´es qui couvrent la pe´riode d’observation qui s’e´tend du 02 janvier au 13
aouˆt 2004 (1 283 125 points). Les axes sont exprime´s en %.
lie´ a` celui de la rose des vents, puisque lorsqu’une rose des vents est parfaitement de´ﬁnie,
le repliement des quatre quadrants des couples de rendements laisse apparaˆıtre une sorte
d’e´ventail.
Explosion d’e´toiles (Star Burst)
Comme mentionne´ par Crack et Ledoit (1996), le phe´nome`ne peut avoir une dimension de
plongement supe´rieure a` 2. Ainsi dans l’espace de´ﬁni par trois rendements successifs, il est
possible de voir apparaˆıtre une structure particulie`re - appele´e  explosion d’e´toiles  (star
burst en anglais) - qui traduit un phe´nome`ne d’alignement des triplets de rendements le
long de droites fuyant a` partir de l’origine comme illustre´ sur le graphique suivant.
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Fig. 1.4. Phe´nome`ne de rose des vents pour les rentabilite´s au carre´ (illustration d’un
e´ventail)
Source : Simulation de 30 000 points a` partir d’un mode`le AR(2) − GARCH(1, 1) ; les parame`tres
du mode`le AR(2) et ceux du GARCH(1, 1) sont respectivement de {5, 2.10−4, 0, 12, 0, 053} et
{2, 2.10−5, 0, 11, 0, 83} (parame`tres obtenus par Amilon et Bystro¨m, 2000, pour les actions  Atlas Copco
A fria  sur le marche´ ﬁnancier de Stockholm). La se´rie de rendements arrondis correspondant est ensuite
de´termine´e par discre´tisation des prix en suivant les proce´dures (1.7) et (1.8) avec un prix initial ﬁxe´ a`
80 EUR et un pas d’e´chelon de cotation de 1 EUR. L’axe horizontal repre´sente les rendements au carre´
du titre a` une pe´riode donne´e ; l’axe vertical repre´sente les rendements au carre´ a` la pe´riode pre´ce´dente.
Les axes sont exprime´s en %.
Sans perte de ge´ne´ralite´, nous e´tudierons dans la suite le phe´nome`ne de rose des vents,
sachant que notre analyse se ge´ne´ralise tre`s facilement aux phe´nome`nes d’e´ventail et
d’explosion d’e´toiles.
1.2.1.2 Caracte´risation du phe´nome`ne
Crack et Ledoit (1996) ont e´te´ les premiers a` de´couvrir une telle repre´sentation sur les
rendements journaliers. Pour eux, le de´terminant le plus important pour l’existence d’une
rose des vents est la taille eﬀective de l’e´chelon de cotation. En eﬀet, ils montrent que
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Fig. 1.5. Phe´nome`ne de rose des vents pour des triplets de rentabilite´s successives (ex-
plosion d’e´toiles)
Source : simulation de 30 000 points a` partir d’un mode`le AR(2) − GARCH(1, 1) ; les parame`tres
du mode`le AR(2) et ceux du GARCH(1, 1) sont respectivement de {5, 2.10−4, 0, 12, 0, 053} et
{2, 2.10−5, 0, 11, 0, 83} (parame`tres obtenus par Amilon et Bystro¨m, 2000, pour les actions  Atlas Copco
A fria  sur le marche´ ﬁnancier de Stockholm). La se´rie de rendements arrondis correspondante est en-
suite de´termine´e par discre´tisation des prix en suivant les proce´dures (1.7) et (1.8) avec un prix initial
ﬁxe´ a` 80 EUR et un pas d’e´chelon de cotation de 1 EUR. L’axe horizontal repre´sente les rendements
du titre a` une pe´riode t donne´e ; l’axe horizontal repre´sente les rendements du titre a` une pe´riode t− 1
donne´e ; l’axe vertical repre´sente les rendements a` la pe´riode t− 2. Les axes sont exprime´s en %.
la taille  oﬃcielle 4 de l’e´chelon de cotation (impose´e par la bourse) n’est ni ne´cessaire
ni suﬃsante pour l’apparition du phe´nome`ne. Il faut comparer la taille  eﬀective  de
l’e´chelon de cotation (de´termine´ par les participants du marche´5) aux changements de
prix. Ils trouvent aussi que l’existence d’une telle structure est lie´e a` des sauts discrets des
prix sur l’ensemble des titres e´change´s sur le New York Stock Exchange (NYSE). Lee et
alii (1999) dans une e´tude empirique sur le marche´ a` terme, arrivent aux meˆmes conclu-
sions quant aux de´terminants, mais pas sur le caracte`re syste´matique du phe´nome`ne.
En eﬀet, leur e´tude montre que la rose des vents survient sur certains contrats a` terme,
4La notion de taille  oﬃcielle  fait ici re´fe´rence au pas minimum de variation du prix de l’actif (tick
en anglais).
5Cette taille dite  eﬀective  de l’e´chelon de cotation est principalement lie´e au degre´ de liquidite´ de
l’actif e´change´, contrairement a` la taille re´elle qui est, elle, ﬁxe.
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sugge´rant ainsi que la taille de l’e´chelon de cotation (tick), diﬀe´rente selon les contrats,
peut eˆtre un facteur de´terminant pour l’existence d’une rose des vents. Par contre, ils
de´montrent que la pre´sence du phe´nome`ne n’est pas eﬀective sur certaines cate´gories de
contrats. Par exemple, la structure est totalement absente pour les titres de l’industrie
et les contrats mone´taires, et dominante sur les contrats sur les me´taux et l’e´nergie. Ces
re´sultats sugge`rent l’existence d’une relation entre les cate´gories sectorielles et l’appa-
rition d’une rose des vents. En revanche, pour Szpiro (1998), ce phe´nome`ne apparaˆıt
sur tous les titres individuels et aussi sur certains portefeuilles de plus de deux actifs.
Sa forme cache en fait une structure plus complexe (nano-structure). Pour lui, seul le
changement discret de prix est une condition ne´cessaire et suﬃsante a` l’apparition d’une
rose des vents. Bien que la discre´tisation des prix soit avance´e comme e´tant la condition
de´terminante pour l’apparition du phe´nome`ne, des e´tudes re´centes (voir par exemple
Gleason et alii, 2000) montrent que la volatilite´ des rendements est aussi un facteur
essentiel. Plus particulie`rement, le rapport entre la taille de l’e´chelon de cotation et la
volatilite´ des rendements doit eˆtre au-dessus d’un certain seuil aﬁn qu’une structure de
rose des vents puisse apparaˆıtre. Les re´sultats de l’e´tude mene´e par Gleason et alii (2000)
montrent que pour un e´cart-type de 0,02%, le seuil du ratio taille de l’e´chelon de cotation
sur volatilite´ est tre`s petit. Une structure nette apparaˆıt lorsque le ratio est de 1/50.
Avec un e´cart-type de 0,6%, le seuil est de 1/4. Ceci car la volatilite´ des donne´es intra-
journalie`res est plus faible que celle calcule´e sur des donne´es journalie`res. Les re´sultats
de leurs simulations expliquent pourquoi une rose des vents apparaˆıt sur des se´ries intra-
journalie`res et rarement sur celles journalie`res. Ils montrent donc que le ratio taille de
l’e´chelon de cotation sur la volatilite´ est de´terminant pour l’apparition du phe´nome`ne.
Wang et alii (2000) illustrent l’eﬀet de l’e´chelle sur la pre´sence d’une rose des vents. Pour
eux, la probabilite´ d’apparition du phe´nome`ne augmente avec l’e´chelle : plus la fre´quence
d’observation est haute et plus l’existence d’une telle structure est probable.
Nous pouvons donc distinguer deux cate´gories d’eﬀets : un eﬀet  discre´tisation  qui est
cause´ par la pre´sence d’un pas d’e´chelon de cotation important (Crack et Ledoit, 1996 ;
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Lee et alii, 1999 et Szpiro, 1998) et un eﬀet  corre´lation  qui provient de la de´pendance
temporelle qui augmente la probabilite´ d’apparition du phe´nome`ne de rose des vents
(Gleason et alii, 2000 et Wang et alii, 2000).
1.2.2 De la mesure du phe´nome`ne a` la construction des indices
d’intensite´ du phe´nome`ne de rose des vents (Compass
Rose Intensity Indexes)
Depuis l’article de Crack et Ledoit (1996), les travaux sur le phe´nome`ne de rose des vents
sur les marche´s ﬁnanciers se sont attele´s a` de´terminer les conditions d’existence et ses
eﬀets sur les tests statistiques et les pre´visions. Si ce phe´nome`ne a un impact sur les prin-
cipaux tests statistiques, comme le montrent Amilon et Bystro¨m (2000) ou bien Kra¨mer
et Runde (1997), on peut se demander comment le quantiﬁer ou l’e´valuer ; ceci d’au-
tant plus qu’une analyse fonde´e sur une simple visualisation d’un diagramme de phases
n’est pas possible pour certaines tailles d’e´chantillon trop grandes. Nous proposons la ca-
racte´risation du phe´nome`ne a` l’aide de trois indicateurs d’intensite´ que nous pre´sentons
dans les prochaines sous-sections.
1.2.2.1 Un premier indice d’intensite´ du phe´nome`ne de rose des vents (CRII1)
L’indicateur CRII1 est base´ sur l’ide´e suivante (Wang et Wang, 2002 et Mitchell et
Mckenzie, 2006) : la  rose des vents  est bien  de´ﬁnie  (i.e. parfaitement visible et a`
l’image d’un compas marin classique) lorsque toutes les droites la repre´sentant (i.e. les
droites passant par un couple de rendements successifs et par l’origine) passent par un des
quatre points cardinaux ou leurs de´clinaisons (32 directions au total, voir graphique A.1).
Ainsi, on parlera de droites  bien place´es  quand elles se superposeront avec un des axes
cardinaux (Cf. graphique A.1 en annexe pour une illustration). Dans le cas d’une rose des
vents  parfaite , nous n’aurons que des  droites bien place´es , passant par l’origine
et rayonnant dans toutes les directions cardinales. A l’oppose´, plus le nombre de droites
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 mal place´es  sera important et moins le phe´nome`ne de rose des vents sera pre´sent.
Le phe´nome`ne est alors bien caracte´rise´ par le nombre de droites  mal place´es , d’ou`
la formulation suivante du premier indicateur CRII1. Il est de´ﬁni a` partir du rapport
entre le nombre de droites caracte´risant parfaitement une rose des vents et le nombre de
droites passant par chacun des couples de rendements et l’origine.
Formellement, nous avons :
CRII1 = 4/{κ−1 [#(D0)− 4] + 4} (1.1)
ou` D0 de´signe l’ensemble des droites reliant les points et passant par l’origine, #(D0)
de´signe le nombre d’e´le´ments de D0, et κ (avec 0 < κ < 1) une constante repre´sentant la
pe´nalite´ pour les droites mal place´es ; le nombre [#(D0) − 4] repre´sente ainsi le nombre
de droites mal place´es6.
The´oriquement, si le phe´nome`ne de rose des vents existe dans la se´rie conside´re´e, l’indice
CRII1 doit tendre vers sa valeur maximale
7.
1.2.2.2 Un deuxie`me indice d’intensite´ du phe´nome`ne de rose des vents (CRII2)
A la suite des travaux de Koppl et Nardone (2001), Vorlow (2004) et Antoniou et Vorlow
(2005), nous avons construit un deuxie`me indice appele´ Compass Rose Intensity Index
2 (CRII2). L’ide´e sous-jacente est que le phe´nome`ne de rose des vents est caracte´rise´
par la pre´sence de plusieurs droites reliant les diﬀe´rents points du Scatter plot des rende-
ments successifs, et passant toutes par l’origine. A partir de ce constat, Koppl et Nardone
(2001) proposent de transformer les couples de rendements (rt,rt−1) en leurs coordonne´es
6La notion de droites  mal place´e  ici fait re´fe´rence aux droites ne passant pas par un point cardinal
ou une de ses de´clinaisons. Ainsi, la droite ayant une pente de -1 et celle avec une pente de 1/2 n’auront
pas la meˆme inﬂuence sur la valeur de l’intensite´.
7Pour faciliter les comparaisons ulte´rieures (Cf. infra), nous avons de plus impose´ de manie`re ad hoc
une normalisation supple´mentaire des diﬀe´rents indicateurs CRII, en utilisant une fonction applique´e a`
l’indicateur brut (Cf. Abramowitz et Stegun, 1964), de´ﬁnie par : f(x) = 1 − exp(−λ x3) , avec λ ﬁxe´
entre 0 et 1, et x la valeur de l’indicateur a` normaliser. Ainsi, l’indicateur CRII1 (comme les autres
indicateurs) aura une valeur ﬁnie comprise dans l’intervalle [0, 100].
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polaires (Rt,ωt). Soient :
Rt =
√
r2t + r
2
t−1 (1.2)
et
ωt = θt/π (1.3)
avec :
θt =

arctan(rt/rt−1) si (rt−1 ≥ 0)
arctan(rt/rt−1) + π si (rt−1 < 0) et (rt ≥ 0)
arctan(rt/rt−1)− π si (rt−1 < 0) et (rt < 0)
et −π/2 ≤ arctan(x) ≤ π/2 pour tout x ∈ R.
En comptabilisant les couples de rendements dont les secondes coordonne´es polaires θt
(normalise´es par π) sont similaires (dans l’intervalle [−δθt , +δθt] ou` δ est une constante
qui de´pend de la pre´cision des rendements calcule´s), nous obtenons, d’apre`s la termino-
logie de Koppl et Nardone (2001), un histogramme de thetas (Empirical Theta Histo-
gramm, voir graphique 1.6), qui permet de mettre en lumie`re les distorsions lie´es a` l’eﬀet
de discre´tisation ampliﬁant le phe´nome`ne sous-jacent.
Cet histogramme permet, de manie`re simple, de rendre compte de la dispersion des
valeurs de la seconde coordonne´e polaire normalise´e et on peut comparer l’histogramme
empirique a` celui d’une loi uniforme pour mettre en e´vidence un eﬀet de discre´tisation.
On peut aussi isoler le phe´nome`ne de rose des vents en comparant la distribution des
coordonne´es polaires de la se´rie sous-jacente avec celle d’une pseudo-se´rie obtenue en
tirant au hasard des rendements dans la se´rie originale (avec remise) et en les associant
de manie`re ale´atoire selon une loi uniforme (proce´dure de bootstrap). Dans ce deuxie`me
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Fig. 1.6. Histogramme des valeurs normalise´es du θ
Source : simulation de 30 000 points a` partir d’un mode`le AR(2) − GARCH(1, 1) ; les parame`tres
du mode`le AR(2) et ceux du GARCH(1, 1) sont respectivement de {5, 2.10−4, 0, 12, 0, 053} et
{2, 2.10−5, 0, 11, 0, 83} (parame`tres obtenus par Amilon et Bystro¨m, 2000, pour les actions  Atlas Copco
A fria  sur le marche´ ﬁnancier de Stockholm). La se´rie de rendements arrondis correspondante est en-
suite de´termine´e par discre´tisation des prix en suivant les proce´dures (1.7) et (1.8) avec un prix initial
ﬁxe´ a` 80 EUR et un pas d’e´chelon de cotation de 1 EUR. L’axe horizontal repre´sente les fre´quences
relatives ; l’axe horizontal repre´sente les diﬀe´rentes valeurs des angles normalise´s.
cas de ﬁgure, on pourra isoler l’eﬀet de corre´lation de l’eﬀet de discre´tisation. Base´ sur
ces conside´rations, le deuxie`me indice d’intensite´ de rose des vents propose´ s’e´crit :
CRII2 =
1∑
w=−1
{
[fˆ(w)− u(w)]2
u(w)
}
+
1∑
w=−1
{
[fˆ(w)− gˆ(w)]2
gˆ(w)
}
(1.4)
ou` fˆ(·) est la fonction de densite´ empirique des secondes coordonne´es polaires normalise´es
note´es w, u(·) la loi uniforme et gˆ(·) la fonction de densite´ empirique associe´e a` la se´rie
des couples de rentabilite´s re´-arrange´es ale´atoirement.
L’indice prendra de grandes valeurs s’il existe un eﬀet de discre´tisation des prix car la
premie`re partie de l’indice sera e´leve´e ; l’indice sera aussi e´leve´ quand la structure de
de´pendance temporelle de la se´rie diﬀe`re nettement de l’hypothe`se d’inde´pendance tem-
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porelle (Cf. Brock et alii, 1996), ce qui contribuera a` augmenter la seconde partie de
l’indice8.
1.2.2.3 Un troisie`me indice d’intensite´ du phe´nome`ne de rose des vents (CRII3)
L’ide´e du troisie`me indice est la suivante : le phe´nome`ne se manifeste par la pre´sence des
couplets dans des parties spe´ciﬁques du diagramme de phases. Si l’on repre´sente ce dia-
gramme sous la forme d’un tableau en discre´tisant les axes (voir graphique A.2 en annexe),
alors certaines parties de ce tableau devraient eˆtre plus remplies que d’autres. Ainsi, en
conside´rant tous les couples de rendements successifs, il est possible de construire un ta-
bleau de contingence. On peut obtenir une mesure similaire du phe´nome`ne directement a`
partir des rendements eux-meˆmes et non plus a` partir de leurs coordonne´es polaires. La`
encore, on peut aussi essayer de distinguer l’eﬀet de discre´tisation de l’eﬀet de de´pendance
temporelle en comparant le tableau de contingence empirique avec ceux issus d’une loi
uniforme et de la se´rie  bootstrappe´e . En utilisant la norme de Frobenius9 calcule´e sur
les diﬀe´rences des matrices de contingence, l’indice CRII3 s’e´crit :
CRII3 = ‖z‖2 =
k∑
i=1
k∑
j=1
(pˆij − uij)2 +
k∑
i=1
k∑
j=1
(pˆij − p˜ij)2 (1.5)
avec : pˆij la fre´quence empirique des rendements se trouvant dans la cellule (i, j) du ta-
bleau de contingence de la se´rie brute ; uij la fre´quence correspondant a` une loi uniforme ;
p˜ij la fre´quence correspondant a` la se´rie inde´pendante ( bootstrappe´e  a` partir des va-
leurs de la se´rie originale) et k = Ent [4 x 0.75 (n− 1)2]15 le nombre optimal de partition
8L’indicateur CRII2 s’inspire directement d’un test traditionnel du Khi-deux (Cf. Greenword et
Nikulin, 1996), qui compare des valeurs observe´es a` des valeurs simule´es. Nous notons ici que le proble`me
est bien pose´ nume´riquement, puisque la valeur de la variable u, issue d’une loi uniforme, sera toujours
diﬀe´rente de ze´ro. De meˆme, la deuxie`me partie de l’indicateur (eﬀet de corre´lation) est elle aussi bien
de´ﬁnie dans la mesure ou` la variable g est issue d’un tirage ale´atoire (proce´dure de bootstrap) toujours
diﬀe´rente de la valeur (strictement) nulle. On peut voir sur le graphique 1.7 (plus bas dans le texte,
simulation des prix sans structure de corre´lation) que, quel que soit le pas d’e´chelon de cotation ﬁxe´, le
phe´nome`ne n’est pas visible et que l’indicateur CRII2 rend bien compte de cette re´alite´ avec une valeur
faible. Par contre, lorsqu’une structure de corre´lation est impose´e lors des simulations (voir graphique
1.8 plus bas dans le texte), le phe´nome`ne s’intensiﬁe avec la taille de l’e´chelon de cotation.
9Voir Ledoit et Wolf (2003 et 2004) pour l’utilisation de cette norme dans le cadre d’une optimisation
robuste de portefeuille.
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des rendements, avec n le nombre d’e´le´ments du vecteur de rentabilite´.
Ainsi, comme dans le cas de l’indice CRII2, cet indicateur fournira de grandes valeurs
s’il existe un eﬀet de discre´tisation des prix car la premie`re partie de l’indice sera e´leve´e ;
il sera aussi e´leve´ quand la structure de de´pendance temporelle de la se´rie diﬀe`rera net-
tement de l’hypothe`se d’inde´pendance temporelle, ce qui contribuera a` augmenter la
seconde partie de l’indice.
1.2.2.4 Comple´mentarite´s et limites des mesures d’intensite´ propose´es
Les trois pre´ce´dentes mesures permettent chacune isole´ment de quantiﬁer le phe´nome`ne
dans la majorite´ des cas, mais, dans des situations ambigue¨s, elles seront ne´anmoins
comple´mentaires. En eﬀet, si l’on conside`re un cas certes extreˆme ou` tous les points sont
aligne´s sur l’axe des ordonne´es, alors l’indicateur CRII1 aura une valeur tre`s e´leve´e si-
gnalant faussement la pre´sence d’un phe´nome`ne de rose des vents ; par contre CRII2
et CRII3 vont permettre de rejeter cette pre´sence du phe´nome`ne car chacun aura une
valeur faible. De plus, la troisie`me mesure comple´mentaire CRII3, base´e sur le nombre
de cases vides d’un tableau de contingence, signalera, autrement que visuellement, des
situations ou` les droites rayonnantes ne seront pas assez e´tire´es pour rendre compte d’un
 vrai  phe´nome`ne de rose des vents.
Les mesures propose´es dans cette section ont pour vocation principale d’aider a` ca-
racte´riser de manie`re plus formelle le phe´nome`ne de rose des vents via le calcul d’indi-
cateurs quantitatifs simples. A cet e´gard, nous montrons par simulations et sur donne´es
re´elles qu’ils caracte´risent bien les situations de pre´sence inde´niable du phe´nome`ne. Les
re´sultats obtenus, dans la suite de cet article, montrent que le phe´nome`ne a de tre`s
grandes chances d’eˆtre pleinement caracte´rise´ si les trois indicateurs sont relativement
e´leve´s (supe´rieurs a` 60), alors qu’au contraire, ceux-ci sont faibles (infe´rieurs a` 20) lorsque
l’existence du phe´nome`ne ne peut eˆtre invoque´e. Entre ces deux limites extreˆmes, le
1.3 Applications et caracte´risations empiriques du phe´nome`ne 63
phe´nome`ne, par de´ﬁnition continu, existe mais est plus ou moins visible10.
1.3 Applications et caracte´risations empiriques du
phe´nome`ne
Apre`s avoir de´ﬁni l’intensite´ du phe´nome`ne de rose des vents a` partir des trois indices
pre´ce´dents, nous cherchons dans la section suivante a` mettre en e´vidence les conditions
d’existence de ce phe´nome`ne, et par cette voie de´tourne´e, certains des e´le´ments ne´cessaires
a` son apparition. Nous commencerons d’abord par e´tudier le phe´nome`ne a` partir d’une
se´rie artiﬁcielle constitue´e de tous les rendements possibles e´value´s sur un intervalle de
prix donne´ ; puis nous envisagerons le phe´nome`ne avec des donne´es simule´es a` partir
de processus de rendements bien connus. Nous testerons enﬁn, a` partir de donne´es de
marche´, l’existence et l’ampleur du phe´nome`ne sur le marche´ franc¸ais.
1.3.1 Conditions d’existence sur donne´es simule´es
Nous allons, a` partir de simulations des couples de rendements possibles (sans corre´lation
dans un premier temps, ensuite avec corre´lation connue et enﬁn a` partir des processus
connus de la litte´rature sur la mode´lisation des donne´es ﬁnancie`res), analyser les condi-
tions ne´cessaires et suﬃsantes d’existence d’un phe´nome`ne de rose des vents. Ce qui nous
permettra par la suite de valider les hypothe`ses sous-jacentes a` la construction des indices
d’intensite´ de rose des vents.
1.3.1.1 Corre´lation temporelle des rendements nulle
10Alors que le phe´nome`ne est tre`s pre´sent en temps de transactions, celui-ci tend a` disparaˆıtre a` partir
d’une agre´gation a` une fre´quence de trente minutes (voir graphique A.3 en annexe, pour lequel les valeurs
des trois indicateurs sont respectivement e´gales a` 75, 48 et 27 en temps de transactions, contre 0, 1 et 3
pour des cotations fre´quence´es a` 30 minutes).
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Conside´rons un intervalle arbitraire de prix, par exemple [80, 120], et discre´tisons celui-ci
en de´ﬁnissant un pas de cotation (par exemple 1 EUR). Calculons ensuite par combi-
naisons (extensives) l’ensemble des rentabilite´s possibles a` partir de l’intervalle de prix
initial. Finalement, associons de manie`re ale´atoire avec une loi uniforme deux rendements
et repre´sentons la se´rie de couples de rendements obtenus. Nous avons alors, dans le cas
d’une se´rie inde´pendante, l’ensemble des couples de rendements qu’il sera possible de voir
apparaˆıtre sur un graphique xy (Scatter Plot). Le graphique suivant repre´sente ce cas de
ﬁgure pour quatre diﬀe´rentes tailles d’e´chelon de cotation.
L’analyse visuelle de ces graphiques et les diﬀe´rents indices CRII ne permettent pas,
meˆme s’il existe un eﬀet de discre´tisation des prix, de mettre en e´vidence un phe´nome`ne
de rose des vents, quand le pas de l’e´chelon de cotation - relatif ou absolu - augmente.
Ne´anmoins, une structure apparaˆıt quand la taille de l’e´chelon augmente et se traduit par
des bandes de couples de rendements impossibles, plus larges au centre qu’aux extre´mite´s
du graphique. Autrement dit, la discre´tisation des cours a un eﬀet plus net sur les faibles
variations de cours et on retrouve ici l’analyse de Crack et Ledoit (1996). Mais cette
structure n’est pas conforme aux caracte´ristiques stricto sensu d’une rose des vents,
quelle que soit la volatilite´ autorise´e du sous-jacent (c’est-a`-dire l’e´tendue de l’intervalle
arbitraire conside´re´). L’e´chelon de variation, sa taille relative ou absolue, et la volatilite´
du rendement du sous-jacent ne sont pas des de´terminants individuels suﬃsants pour
expliquer la pre´sence d’une rose des vents. Il faut donc une de´pendance entre les rende-
ments. Le parame`tre crucial concernant l’apparition d’une rose des vents pourrait donc
eˆtre la corre´lation du premier ordre des rentabilite´s.
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Fig. 1.7. Phe´nome`ne de rose des vents pour diﬀe´rentes tailles d’e´chelon de cotation (sans
corre´lation)
Source : simulation de 30 000 points a` partir de tous les cas possibles de prix dans l’intervalle [80,
120]. La se´rie de rendements arrondis correspondante est ensuite de´termine´e par discre´tisation des prix
en suivant les proce´dures (1.7) et (1.8) avec un prix initial ﬁxe´ a` 80 EUR. L’axe horizontal repre´sente
les rendements du titre a` une pe´riode donne´e ; l’axe vertical repre´sente les rendements a` la pe´riode
pre´ce´dente. Les graphiques (a), (b), (c) et (d) repre´sentent le scatter-plot des rendements pour diﬀe´rentes
tailles de l’e´chelon de cotation (voir le tableau ci-dessous ou` d repre´sente la taille de l’e´chelon et ou` les
indices CRII sont les mesures d’intensite´ du phe´nome`ne).
d CRII1 CRII2 CRII3
(a) 0,5 0,08 0,02 0,11
(b) 1,0 0,08 0,09 0,10
(c) 2,0 0,11 0,27 0,17
(d) 2,5 0,13 0,45 0,28
1.3.1.2 Structures de corre´lation compatibles avec une pseudo-rose de vents
Pour qu’une rose des vents se forme, il faut que les donne´es exhibent une structure de
corre´lation particulie`re. Une des treize manie`res de repre´senter une corre´lation entre des
variables pre´sente´es par Rodgers et Nicewander (1988) repose pre´cise´ment sur les angles
forme´s par chacun des points du graphique xy (appele´ Person Space). Une structure
 pure  de rose des vents sera mate´rialise´e par un ensemble tre`s re´duit de coeﬃcients de
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corre´lation dans l’espace de Person, soit {-1, 0, 1} ; une structure moins claire compor-
tera un ensemble plus large de coeﬃcients de corre´lation ({-0,75 ; -0,25 ; 0 ; 0,25 ; 0,75}
par exemple), alors que l’absence de tout phe´nome`ne de rose des vents se traduira par
une distribution uniforme des coeﬃcients de corre´lation (cas limite). De meˆme, plusieurs
processus ge´ne´rateurs de prix avec des de´pendances se´rielles existent dans la litte´rature
ﬁnancie`re. Nous pre´sentons les re´sultats des simulations pour ces diﬀe´rents cas de ﬁgure.
Structure ad hoc
Pour e´tudier les de´terminants d’une rose des vents, commenc¸ons par imposer une struc-
ture particulie`re de corre´lation. Pour construire les graphiques suivants, nous avons si-
mule´ a` partir d’une se´rie comple`te de rendements possibles sur une plage de variation
donne´e (ici [80, 120]), un ensemble de couples de rendements (Rt+1, Rt) ordonnance´s de
la manie`re suivante :
Rt+1 = ρ˜ Rt + εt (1.6)
avec ρ˜ un coeﬃcient de corre´lation tire´ ale´atoirement de manie`re e´quiprobable dans l’en-
semble {-1 ; -0,75 ; -0,25 ; 0 ; 0,25 ; 0,75 ; 1} et εt un bruit blanc distribue´ suivant une loi
normale11.
La se´rie des prix est ensuite obtenue par l’application de la fonction exponentielle sur la
se´rie pre´ce´dente avec la valeur initiale de 80. De fac¸on plus pre´cise, si Pt de´signe le prix
de l’actif a` la pe´riode t, nous avons :
Pt = Pt−1 exp(rt) (1.7)
avec P0 = 80.
11Le rendement initial R0 est ici ﬁxe´ de fac¸on arbitraire a` 2%. Cette valeur correspond approximati-
vement a` la moyenne des rendements maximum des actifs conside´re´s dans l’e´chantillon (Cf. supra). Voir
a` cet eﬀet le tableau 1.2 pour les statistiques descriptives des rendements des titres conside´re´s.
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Pour tenir compte des conditions de discre´tisation, nous avons arrondi les prix obtenus a`
partir de l’e´quation (1.7). La me´thode est celle utilise´e par Fang (2002). Supposons que
le prix observe´ a` la date t est P ∗t , alors :
P ∗t = Ent(Pt/d + 0.5)d (1.8)
ou` la fonction Ent(x) renvoie le plus grand entier infe´rieur ou e´gal a` x et le parame`tre d
repre´sente la taille de l’e´chelon de cotation.
Dans la suite de cet article, nous faisons varier l’e´chelon de cotation et analysons le
phe´nome`ne de rose des vents. On voit clairement sur les graphiques suivants que la rose
des vents apparaˆıt, pour un nombre de tirage donne´, a` partir d’un certain seuil de pas
de cotation (relatif et absolu). Nous retrouvons la` encore les re´sultats de Crack et Ledoit
(1996).
La litte´rature ne met pas ne´anmoins en lumie`re l’eﬀet de la taille de l’e´chantillon sur
l’existence du phe´nome`ne. Si celui-ci est clairement pre´sent de`s que l’on a suﬃsamment de
points dans l’e´chantillon, il a aussi tendance, ceteris paribus, a` disparaˆıtre quand la taille
de l’e´chantillon augmente. Nous expliquons ce re´sultat par la pre´sence de plus en plus
importante dans l’e´chantillon de grandes valeurs de couples de rendements. Nous avons
vu en eﬀet pre´ce´demment que la taille de l’e´chelon de cotation avait beaucoup d’inﬂuence
sur la discre´tisation des rendements quand ceux-ci e´taient relativement petits. Autrement
dit, c’est la re´alisation des valeurs extreˆmes et leurs pre´sences dans l’e´chantillon quand
celui-ci devient grand, qui tend a` de´faire la structure de rose des vents. On retrouve la` la
meˆme inﬂuence sur le phe´nome`ne que la volatilite´. Pour un meˆme e´chelon de cotation,
plus la se´rie est volatile et plus les couples de rendements importants vont se trouver dans
la partie de l’e´chantillon e´chappant a` l’eﬀet de discre´tisation (magnet eﬀect, Szpiro, 1998).
Plus l’e´chantillon de cours conside´re´ sera grand et plus le nombre de valeurs extreˆmes
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dans les couples de rendements conside´re´s sera important et moins l’eﬀet de discre´tisation
se fera sentir.
Fig. 1.8. Phe´nome`ne de rose des vents pour diﬀe´rentes tailles d’e´chelon de cotation (avec
une structure de corre´lation impose´e)
Source : simulation de 30 000 points a` partir de l’e´quation (1.6) qui repre´sente la relation de corre´lation
temporelle entre les se´ries. L’espace de corre´lation est ﬁxe´ a` [0, 0,25, 0,75, -0,25, -0,75]. La se´rie de
rendements arrondis correspondante est ensuite de´termine´e par discre´tisation des prix en suivant les
proce´dures (1.7) et (1.8) avec un prix initial ﬁxe´ a` 80 EUR. L’axe horizontal repre´sente les rendements
du titre a` une pe´riode donne´e ; l’axe vertical repre´sente les rendements a` la pe´riode pre´ce´dente. Les
graphiques (a), (b), (c) et (d) repre´sentent le scatter-plot des rendements pour diﬀe´rentes tailles de
l’e´chelon de cotation (voir le tableau ci-dessous ou` d repre´sente la taille de l’e´chelon et ou` les indices
CRII sont les mesures d’intensite´ du phe´nome`ne).
d CRII1 CRII2 CRII3
(a) 0,01 2,77 0,02 0,60
(b) 0,50 13,33 32,39 21,23
(c) 1,00 100,00 56,32 50,79
(d) 1,50 100,00 67,48 62,65
Pour illustrer ce phe´nome`ne nous repre´sentons dans le graphique suivant les indices CRII
obtenus pour l’e´chantillon des couples de rendements se trouvant dans l’ellipse des 65% les
plus probables et l’on constate que la taille relative de l’e´chantillon n’a plus d’importance.
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Cela illustre bien l’eﬀet des valeurs extreˆmes des rendements qui tend a` de´sagre´ger la
structure de rose des vents.
Fig. 1.9. Diagramme de phases des rentabilite´s pour diﬀe´rentes tailles de l’e´chantillon
Source : simulation a` partir d’un mode`le AR(2)−GARCH(1, 1) ; les parame`tres du mode`le AR(2) et ceux
du GARCH(1, 1) sont respectivement de {5, 2.10−4, 0, 12, 0, 053} et {2, 2.10−5, 0, 11, 0, 83} (parame`tres
obtenus par Amilon et Bystro¨m, 2000, pour les actions  Atlas Copco A fria  sur le marche´ ﬁnancier
de Stockholm). La se´rie de rendements arrondis correspondant est ensuite de´termine´e par discre´tisation
des prix suivant les proce´dures (1.7) et (1.8) avec un prix initial ﬁxe´ a` 80 EUR et un pas d’e´chelon
de cotation de 1 EUR. L’axe horizontal repre´sente les rendements du titre a` une pe´riode donne´e ; l’axe
vertical repre´sente les rendements a` la pe´riode pre´ce´dente. Les axes sont exprime´s en %. Les graphiques
(a), (b), (c) et (d) repre´sentent le scatter-plot des rendements pour diﬀe´rentes tailles de l’e´chantillon
(voir le tableau ci-dessous ou` n repre´sente la taille de l’e´chantillon, σ la volatilite´ et ou` les indices CRII
sont les mesures d’intensite´ du phe´nome`ne).
n σ CRII1 CRII2 CRII3
(a) 500 0,02082 100,00 90,02 80,60
(b) 1 000 0,02012 63,33 62,39 61,23
(c) 5 000 0,01992 33,05 26,32 30,79
(d) 10 000 0,01878 10,01 7,48 5,65
Structure ex ante
Adoptons maintenant la de´marche similaire a` celle de la pre´ce´dente section - dans laquelle
nous imposions une structure de corre´lation ﬁnale aux donne´es - en imposant cette fois
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Fig. 1.10. Indices d’intensite´ de rose des vents pour diﬀe´rentes tailles de l’e´chantillon
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Source : simulation a` partir d’un mode`le AR(2)−GARCH(1, 1) ; les parame`tres du mode`le AR(2) et ceux
du GARCH(1, 1) sont respectivement de {5, 2.10−4, 0, 12, 0, 053} et {2, 2.10−5, 0, 11, 0, 83} (parame`tres
obtenus par Amilon et Bystro¨m, 2000, pour les actions  Atlas Copco A fria  sur le marche´ ﬁnancier
de Stockholm). La se´rie de rendements arrondis correspondant est ensuite de´termine´e par discre´tisation
des prix suivant les proce´dures (1.7) et (1.8) avec un prix initial ﬁxe´ a` 80 EUR et un pas d’e´chelon
de cotation de 1 EUR. L’axe horizontal repre´sente la taille de l’e´chantillon ; l’axe vertical repre´sente le
niveau des mesures d’intensite´ du phe´nome`ne de rose des vents.
une structure particulie`re au processus ge´ne´rateur des donne´es et en les faisant passer
au ﬁltre de la discre´tisation des donne´es lie´ a` la pre´sence d’un pas de cotation. Plusieurs
mode`les sur les processus sous-jacents ont e´te´ propose´s dans la litte´rature et nous avons
choisi ceux parmi les plus populaires pour l’analyse des donne´es ﬁnancie`res. Les mode`les
GARCH, qui sont parmi les plus utilise´s pour la mode´lisation (Bollerslev, 1986 et Bollers-
lev et alii, 1992), permettent la description de l’e´volution endoge`ne de la volatilite´. Ainsi,
nous simulons un AR(2)−GARCH(1, 1) a` la Bollerslev (1986), un mode`le GARCH avec
le processus de bruit qui suit une loi de Student, un mode`le GARCH avec le processus
de bruit qui est distribue´ selon un Skew-Normal (Valle, 2004) et un mode`le GARCH
avec le processus de bruit suivant une loi Skew-Student (Keith et Shen, 2004) en utilisant
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certaines valeurs estime´es des parame`tres de´ja` reporte´es dans la litte´rature (Cf. Amilon
et Bystro¨m, 2000).
- Mode`le GARCH
Un processusGARCH (Generalized AutoRegressive Conditional Heteroskedasticity) de´ﬁni
par Bollerslev (1986) permet de rendre compte de la persistance de la volatilite´. De fac¸on
analytique, un mode`le GARCH(p, q) se pre´sente comme suit :
rt = εt
√
σ2t (1.9)
avec :
σ2t = α0 +
q∑
i=1
αiε
2
t−i +
p∑
j=1
βjσ
2
t−j
ou` rt repre´sente le rendement, α0 > 0, αi ≥ 0, βj ≥ 0, ∀(i, j) ≤ (q, p) ∈ IN2, σ2t est la
variance conditionnelle de εt, avec εt un bruit blanc distribue´ suivant un loi normale.
- Mode`le Skew-Normal et Skew-t
Les mode`les Skew-Normal (note´s SN , Cf. Valle, 2004) et Skew-t (note´s ST , Cf. Keith
et Shen, 2004) font partis de la classe des distributions de probabilite´ qui ge´ne´ralisent la
distribution gaussienne avec des parame`tres re´gulant le degre´ d’asyme´trie et les queues
de distribution. Ces mode`les vont nous permettre d’e´tudier les familles d’actifs non-
syme´triques avec des queues de distribution e´paisses.
Dans ce cas, un processus x issu d’une loi Skew-Normal, avec un parame`tre d’e´chelle
α (repre´sentant la mesure de l’asyme´trie), avec α ∈ R, a une densite´ de probabilite´ se
pre´sentant comme suit :
g(x| α) = 2φ(x)Φ(α x) (1.10)
avec x ∈ R et ou` φ(·) et Φ(·) sont respectivement la fonction de densite´ et la fonction de
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re´partition de la loi normale, soient :
φ(x) = (2π)−1/2 exp(−x2/2)
et Φ(x) = (2π)−1/2
∫ x
−∞
exp(−u2/2)du
De fac¸on ge´ne´rale, si y = ξ + σ x, avec ξ ∈ R (parame`tre de niveau repre´sentant la
moyenne de y) et σ > 0 (volatilite´ de y) ; si y ∼ SN(ξ, σ, α), alors sa fonction de densite´
s’e´crit :
g(y∗| ξ, σ, α) = (πσ)−1 exp(−y∗2/2)
∫ αy∗
−∞
exp(−u2/2)du (1.11)
avec y∗ = (y − ξ)/σ.
De meˆme, si z est une variable ale´atoire issue d’une loi Skew-t de parame`tre α, avec
α ∈ R, alors sa densite´ de probabilite´ ve´riﬁe l’e´quation (1.10) dans laquelle les fonctions
t(·) et T (·) respectivement les fonctions de densite´ et de re´partition de la loi de Student se
substituent a` leurs analogues de la loi normale. En d’autres termes, si z ∼ ST (ξ, σ, ν, α)
ou` ν est le degre´ de liberte´, alors sa fonction de densite´ s’e´crit :
f(z∗| ξ, σ, ν, α) = 2t(z∗, ν)T (z∗Q| ν + 1) (1.12)
avec : Q = α[(1+ν)/(z∗2+ν)]1/2, z∗ = (z−ξ)/σ, et t(·) et T (·) respectivement la fonction
de densite´ et la fonction de re´partition de la loi de Student.
Nous repre´sentons dans les graphiques 1.11 a` 1.13 les eﬀets isole´s des de´terminants d’un
phe´nome`ne de rose des vents (quand les autres parame`tres se situent dans des plages
moyennes de variation).
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Fig. 1.11. Diagramme de phases des rentabilite´s pour diﬀe´rentes tailles de l’e´chelon et
de volatilite´ de la se´rie - mode`le AR-GARCH -
Source : simulation de 30 000 points a` partir d’un mode`le AR(2) − GARCH(1, 1) ; les parame`tres
du mode`le AR(2) et ceux du GARCH(1, 1) sont respectivement de {5, 2.10−4, 0, 12, 0, 053} et
{2, 2.10−5, 0, 11, 0, 83} (parame`tres obtenus par Amilon et Bystro¨m, 2000, pour les actions  Atlas Copco
A fria  sur le marche´ ﬁnancier de Stockholm). La se´rie de rendements arrondis correspondant est ensuite
de´termine´e par discre´tisation des prix suivant les proce´dures (1.7) et (1.8) avec un prix initial ﬁxe´ a` 80
EUR. L’axe horizontal repre´sente les rendements du titre a` une pe´riode donne´e ; l’axe vertical repre´sente
les rendements a` la pe´riode pre´ce´dente. Les axes sont exprime´s en 10−3. Les graphiques (a), (b), (c),
(d), (e) et (f) repre´sentent le scatter-plot des rendements pour diﬀe´rentes tailles de l’e´chelon de cotation
et de volatilite´ (voir le tableau ci-dessous ou` d repre´sente la taille de l’e´chelon, σ la volatilite´ et ou` les
indices CRII sont les mesures d’intensite´ du phe´nome`ne).
d σ CRII1 CRII2 CRII3
(a) 0,01 0,001176 1,77 0,02 0,60
(b) 0,01 0,010796 0,33 0,39 1,23
(c) 0,10 0,001449 80,30 76,32 78,79
(d) 0,10 0,013237 60,73 57,98 52,69
(e) 0,50 0,001788 91,00 86,32 80,79
(f) 0,50 0,013226 67,02 60,48 62,65
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Fig. 1.12. Eventail selon l’e´chelon de cotation - mode`le AR-GARCH -
Source : simulation de 30 000 points a` partir d’un mode`le AR(2) − GARCH(1, 1) ; les parame`tres
du mode`le AR(2) et ceux du GARCH(1, 1) sont respectivement de {5, 2.10−4, 0, 12, 0, 053} et
{2, 2.10−5, 0, 11, 0, 83} (parame`tres obtenus par Amilon et Bystro¨m, 2000, pour les actions  Atlas Copco
A fria  sur le marche´ ﬁnancier de Stockholm). La se´rie de rendements arrondis correspondant est en-
suite de´termine´e par discre´tisation des prix suivant les proce´dures (1.7) et (1.8) avec un prix initial ﬁxe´
a` 80 EUR. L’axe horizontal repre´sente les rendements du titre au carre´ a` une pe´riode t donne´e ; l’axe
vertical repre´sente les rendements au carre´ a` la pe´riode pre´ce´dente. Les axes sont exprime´s en 10−3.
Les graphiques (a) (b) (c) et (d) repre´sentent le scatter-plot des rendements pour diﬀe´rentes tailles de
l’e´chelon de cotation (voir le tableau ci-dessous ou` d repre´sente la taille de l’e´chelon, σ la volatilite´ et ou`
les indices CRII sont les mesures d’intensite´ du phe´nome`ne).
d σ CRII1 CRII2 CRII3
(a) 0,01 0,00010 3,77 1,52 2,10
(b) 0,10 0,00110 11,30 17,39 19,21
(c) 0,50 0,00027 56,10 56,32 50,79
(d) 1,00 0,00033 70,00 67,48 62,65
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Le premier parame`tre conside´re´ pour les simulations est la taille de l’e´chantillon et le
second le pas relatif de cotation. On remarque sur les graphiques pre´ce´dents que les cinq
hypothe`ses conside´re´es pour le processus ge´ne´rateur sont compatibles avec le phe´nome`ne
de rose des vents pour des pas de cotation re´alistes. Ainsi, on constate que le phe´nome`ne
est peu visible pour une taille de l’e´chelon de cotation faible et devient nettement visible
au fur et a` mesure que la taille de l’e´chelon de cotation augmente (Cf. Graphiques 1.11,
1.13 et 1.12). Ceci est tout a` fait conforme aux conclusions de Crack et Ledoit (1996).
Que ce soit sur le graphique 1.14 ou sur les graphiques 1.15 et 1.16, on remarque que
le phe´nome`ne semble disparaˆıtre quand la taille de l’e´chantillon devient e´leve´e. En eﬀet,
pour une taille de 1 000, le phe´nome`ne de rose des vents est bien visible et le nombre de
droites diﬀe´rentes partant de l’origine est tre`s faible. Par contre, ce nombre de droites
est plus e´leve´ lorsque la taille de l’e´chantillon passe a` 5 000, 10 000 ou 30 000 comme on
peut le voir sur les graphiques 1.14 a` 1.16. L’explication peut venir du fait que lorsque la
taille de l’e´chantillon augmente, le nombre de points  aberrants  (de taille anormale)
augmente aussi.
Ainsi, quelle que soit la proce´dure de simulation et la loi postule´e, un phe´nome`ne de rose
des vents apparaˆıt dans les se´ries de rendements lorsque les prix sont discre´tise´s, ce qui
conﬁrme donc les principales conclusions des e´tudes ante´rieures sur le sujet.
1.3 Applications et caracte´risations empiriques du phe´nome`ne 76
Fig. 1.13. Phe´nome`ne d’explosion d’e´toiles - mode`le AR-GARCH -
Source : simulation de 30 000 points a` partir d’un mode`le AR(2) − GARCH(1, 1) ; les parame`tres
du mode`le AR(2) et ceux du GARCH(1, 1) sont respectivement de {5, 2.10−4, 0, 12, 0, 053} et
{2, 2.10−5, 0, 11, 0, 83} (parame`tres obtenus par Amilon et Bystro¨m, 2000, pour les actions  Atlas Copco
A fria  sur le marche´ ﬁnancier de Stockholm). La se´rie de rendements arrondis correspondant est en-
suite de´termine´e par discre´tisation des prix suivant les proce´dures (1.7) et (1.8) avec un prix initial ﬁxe´
a` 80 EUR. L’axe horizontal repre´sente les rendements du titre a` une pe´riode t donne´e ; l’axe horizontal
repre´sente les rendements du titre a` une pe´riode t − 1 donne´e ; l’axe vertical repre´sente les rendements
a` la pe´riode t − 2. Les graphiques (a) (b) (c) et (d) repre´sentent le scatter-plot des rendements pour
diﬀe´rentes tailles de l’e´chelon de cotation (voir le tableau ci-dessous ou` d repre´sente la taille de l’e´chelon,
σ la volatilite´ et ou` les CRII sont les mesures d’intensite´ du phe´nome`ne).
d σ CRII1 CRII2 CRII3
(a) 0,01 0.00784 12,77 10,02 10,60
(b) 0,10 0,00784 23,33 19,39 29,23
(c) 0,50 0,00816 40,00 46,32 40,79
(d) 1,00 0,01095 70,00 77,48 72,65
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Fig. 1.14. Diagramme de phases des rentabilite´s pour diﬀe´rentes tailles de l’e´chantillon
- mode`le AR-Student-GARCH -
Source : simulation a` partir d’un mode`le AR(2) − T (4) − GARCH(1, 1) ; les parame`tres du mode`le
AR(2) et ceux du GARCH(1, 1) sont respectivement de {5, 2.10−4, 0, 12, 0, 053} et {2, 2.10−5, 0, 11, 0, 83}
(parame`tres obtenus par Amilon et Bystro¨m, 2000, pour les actions  Atlas Copco A fria  sur le marche´
ﬁnancier de Stockholm). La se´rie de rendements arrondis correspondant est ensuite de´termine´e par
discre´tisation des prix suivant les proce´dures (1.7) et (1.8) avec un prix initial ﬁxe´ a` 80 EUR et un
pas d’e´chelon de cotation de 1 EUR. L’axe horizontal repre´sente les rendements du titre a` une pe´riode
donne´e ; l’axe vertical repre´sente les rendements a` la pe´riode pre´ce´dente. Les graphiques (a) (b) (c) et
(d) repre´sentent le scatter-plot des rendements pour diﬀe´rentes tailles de l’e´chantillon (voir le tableau
ci-dessous ou` n repre´sente la taille de l’e´chantillon, σ la volatilite´ et ou` les indices CRII sont les mesures
d’intensite´ du phe´nome`ne).
n σ CRII1 CRII2 CRII3
(a) 500 0,02216 62,77 59,02 50,60
(b) 1 000 0,02038 43,63 42,13 41,23
(c) 5 000 0,02676 30,07 26,32 25,17
(d) 10 000 0,02536 10,90 7,98 11,76
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Fig. 1.15. Diagramme de phases des rentabilite´s pour diﬀe´rentes tailles de l’e´chantillon
- mode`le AR-Skew-Normal-GARCH -
Source : simulation a` partir d’un mode`le AR(2) − SN(0, 006, 1, 0, 0151) − GARCH(1, 1) ; les pa-
rame`tres du mode`le AR(2) et ceux du GARCH(1, 1) sont respectivement de {5, 2.10−4, 0, 12, 0, 053}
et {2, 2.10−5, 0, 11, 0, 83} (parame`tres obtenus par Amilon et Bystro¨m, 2000, pour les actions  Atlas
Copco A fria  sur le marche´ ﬁnancier de Stockholm). La se´rie de rendements arrondis correspondant
est ensuite de´termine´e par discre´tisation des prix suivant les proce´dures (1.7) et (1.8) avec un prix initial
ﬁxe´ a` 80 EUR et un pas d’e´chelon de cotation de 1 EUR. L’axe horizontal repre´sente les rendements
du titre a` une pe´riode donne´e ; l’axe vertical repre´sente les rendements a` la pe´riode pre´ce´dente. Les axes
sont exprime´s en %. Les graphiques (a) (b) (c) et (d) repre´sentent le scatter-plot des rendements pour
diﬀe´rentes tailles de l’e´chantillon (voir le tableau ci-dessous ou` n repre´sente la taille de l’e´chantillon et
ou` les indices CRII sont les mesures d’intensite´ du phe´nome`ne).
n CRII1 CRII2 CRII3
(a) 500 72,57 60,72 50,69
(b) 1 000 53,65 52,90 47,80
(c) 5 000 30,10 26,52 30,99
(d) 10 000 20,00 23,11 18,65
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Fig. 1.16. Diagramme de phases des rentabilite´s pour diﬀe´rentes tailles de l’e´chantillon
- mode`le AR-Skew-Student-GARCH -
Source : simulation a` partir d’un mode`le AR(2) − ST (0, 002, 0, 33, 3, 0, 0151) − GARCH(1, 1) ; les pa-
rame`tres du mode`le AR(2) et ceux du GARCH(1, 1) sont respectivement de {5, 2.10−4, 0, 12, 0, 053}
et {2, 2.10−5, 0, 11, 0, 83} (parame`tres obtenus par Amilon et Bystro¨m, 2000, pour les actions  Atlas
Copco A fria  sur le marche´ ﬁnancier de Stockholm). La se´rie de rendements arrondis correspondant
est ensuite de´termine´e par discre´tisation des prix suivant les proce´dures (1.7) et (1.8) avec un prix initial
ﬁxe´ a` 80 EUR et un pas d’e´chelon de cotation de 0,5 EUR. L’axe horizontal repre´sente les rendements
du titre a` une pe´riode donne´e ; l’axe vertical repre´sente les rendements a` la pe´riode pre´ce´dente. Les axes
sont exprime´s en %. Les graphiques (a) (b) (c) et (d) repre´sentent le scatter-plot des rendements pour
diﬀe´rentes tailles de l’e´chantillon (voir le tableau ci-dessous ou` n repre´sente la taille de l’e´chantillon et
ou` les indices CRII sont les mesures d’intensite´ du phe´nome`ne).
n CRII1 CRII2 CRII3
(a) 500 2,77 0,02 0,60
(b) 1 000 13,33 32,39 21,23
(c) 5 000 10,00 56,32 50,79
(d) 10 000 10,00 57,48 52,65
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1.3.2 Conditions d’existence sur donne´es de marche´
Apre`s avoir construit une mesure quantitative du phe´nome`ne et caracte´rise´ ces manifes-
tations a` l’aide de donne´es simule´es dans le cadre de mode`les re´alistes, nous pre´sentons
une e´tude du phe´nome`ne sur quelques titres repre´sentatifs du marche´ franc¸ais.
1.3.2.1 La base de donne´es
La base de donne´es e´tudie´e contient les se´ries de prix de haute fre´quence (donne´es de
transactions) de quelques titres (Alcatel, Alstom, Axa, BNP, France Telecom, Michelin,
Peugeot et Sanoﬁ) de la place boursie`re de Paris sur le premier semestre 2003 pour
Alcatel et le premier semestre 2004 pour les autres actifs (Cf. tableau 1.1 suivant). Nous
avons en moyenne pour chaque titre un total d’environ un million d’observations. L’e´cart
maximum (Range) est faible pour tous les titres. Quelques caracte´ristiques principales
des prix sont pre´sente´es dans le tableau 1.1 suivant.
Tab. 1.1. Caracte´ristiques des prix des titres conside´re´s
Titres Min. Max. Pe´riode Nombre de points
Alcatel 4,1 4,9 03/01/2003 - 13/07/2003 261 117
Alstom 29,2 33,6 02/01/2004 - 13/08/2004 1 655 129
Axa 127 140,9 02/01/2004 - 14/08/2004 2 910 942
BNP 85 94,2 02/01/2004 - 13/08/2004 2 834 980
France Telecom 116 136 02/01/2004 - 01/07/2004 4 354 910
Michelin 36,7 41,9 02/01/2004 - 16/08/2004 929 420
Peugeot 208 245 02/01/2004 - 13/08/2004 1 283 125
Sanoﬁ 36,1 42 02/01/2004 - 13/08/2004 1 812 028
Source : Euronext et calculs des auteurs. Donne´es de transactions.
1.3.2.2 Re´sultats empiriques sur le marche´ franc¸ais des actions
Les cours e´tant mesure´s a` tre`s haute fre´quence, c’est-a`-dire transaction-par-transaction,
la taille des se´ries sur une meˆme pe´riode peut eˆtre tre`s diﬀe´rente d’un actif a` un autre. En
eﬀet, certains titres tre`s liquides peuvent faire l’objet de plusieurs transactions pendant
une minute, alors que d’autres, moins liquides, auront peu de transactions. Cette base est
approprie´e pour prendre en compte l’ensemble d’informations disponibles sur les se´ries.
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Elle nous permet dans la suite d’analyser et de faire ressortir l’eﬀet de la discre´tisation
des prix sur les plages de rentabilite´s.
Le tableau 1.2 fournit un descriptif des se´ries de rendements des diﬀe´rents titres e´tudie´s
pour mettre en e´vidence, a` travers nos indices, le phe´nome`ne de rose des vents sur le
marche´ franc¸ais des actions. Le tableau 1.3 fournit les auto-corre´lations d’ordre 1 des
rendements ainsi que des rendements carre´s, cubes et puissance 4 (Cf. Avouyi-Dovi et alii,
2002) ainsi que quelques statistiques repre´sentatives des durations (Cf. Engle et Russell,
1997). On peut remarquer sur le tableau 1.3 que la fre´quence moyenne des e´changes est
infe´rieure a` 1 minute pour la plupart des titres e´tudie´s.
Tab. 1.2. Tableau descriptif des rendements des titres de l’e´chantillon
Titres Min. Max. Moyenne (10−6) Ecart-type (%) Skewness Kurtosis
Alcatel -0,015 0,025 4,4 0,2 0,24 8,74
Alstom -0,063 0,055 -8,5 0,29 0,18 50,55
Axa -0,029 0,014 -6 0,14 -0,84 25,42
BNP -0,013 0,017 -4,99 0,1 0,17 20,2
France Telecom -0,067 0,009 -1,02 0,14 -9,92 488,07
Michelin -0,015 0,03 -4,81 0,19 0,54 17,72
Peugeot -0,029 0,018 1,09 0,19 -0,03 16,02
Sanoﬁ -0,026 0,032 -7,57 0,19 0,3 27,17
Source : Euronext et calculs des auteurs. Donne´es de transactions. Les calculs sont eﬀectue´s sur le premier
semestre 2003 pour Alcatel et sur le premier semestre 2004 pour les autres titres (Cf. Tableau 1.1).
Nous reproduisons aussi les auto-corre´logrammes de tous les titres en annexe du document
- graphique A.3 - qui mettent en e´vidence une relation ne´gative entre deux rendements
successifs, qui disparaˆıt quand l’e´chantillonnage est produit a` 30 minutes.
A partir de ces se´ries de rendements, nous pouvons constater (voir le graphique 1.17)
que le phe´nome`ne de rose des vents est bien pre´sent sur la plupart des titres du marche´
franc¸ais des actions, comme une simple analyse visuelle permet de le constater. En eﬀet,
sur l’ensemble des titres e´tudie´s, nous pouvons, a` partir d’un diagramme de phases (gra-
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Tab. 1.3. Auto-corre´lations d’ordre 1 des rendements (et transforme´s) et statistiques
descriptives sur les durations
Titres ρ ρV ol. ρskew. ρkurt. µ des durations σ des durations
(en secondes) (en secondes)
Alcatel -0,423* 0,404* -0,023* 0,097* 20 178
Alstom -0,398* 0,421* -0,415* 0,407* 59 318
Axa -0,357* 0,183* -0,039* 0,011* 34 235
BNP -0,372* 0,268* -0,069* 0,017* 34 238
France Telecom -0,319* 0,021* -0,002* 0,001* 22 189
Michelin -0,397* 0,343* -0,110* 0,031* 105 434
Peugeot -0,354* 0,205* -0,029* 0,003* 76 363
Sanoﬁ -0,357* 0,339* -0,149* 0,062* 54 301
Source : Euronext et calculs des auteurs. Donne´es de transactions. Les calculs sont eﬀectue´s sur le premier
semestre 2003 pour Alcatel et sur le premier semestre 2004 pour les autres titres (Cf. Tableau 1.1). Le
signe * indique une signiﬁcativite´ au seuil de 1% (Cf. Campbell et alii, 1997).
phique 1.17, premie`re colonne), remarquer l’e´mergence de plusieurs droites passant par
l’origine et fuyant vers les points cardinaux (rose des vents). On voit notamment que les
points sont concentre´s autour de quatre droites principales : l’axe des abscisses, l’axe des
ordonne´s, la premie`re bissectrice et la deuxie`me bissectrice. Cette remarque est conﬁrme´e
par l’analyse des graphiques des rentabilite´s au carre´ (graphique 1.17, deuxie`me colonne)
ou` l’on peut voir une ﬁgure typique d’e´ventail pour toutes les se´ries et par l’analyse des
graphiques des rentabilite´s dans un espace de dimension trois (graphique 1.17, troisie`me
colonne) ou` le phe´nome`ne d’explosion d’e´toiles est nettement observe´ sur tous les titres
e´tudie´s.
L’intensite´ de cette structure est ne´anmoins nettement diﬀe´rente d’un titre a` l’autre selon
que les points sont bien ou mal place´s sur les quatre droites principales caracte´risant le
phe´nome`ne de rose des vents. Les re´sultats de l’analyse visuelle pre´ce´dente sont conﬁrme´s
par les trois diﬀe´rentes mesures propose´es pour quantiﬁer cette structure. En eﬀet, comme
le montre le tableau 1.4 suivant, les intensite´s (CRII1 et CRII2) sont d’autant plus fortes
que le phe´nome`ne de rose des vents est nettement visible.
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Fig. 1.17. Rose des vents, e´ventail et explosion d’e´toiles des diﬀe´rents titres cote´s sur le
marche´ franc¸ais des actions
Source : Euronext et calculs des auteurs. Pour les graphiques de la premie`re colonne (Scatter plot), l’axe
horizontal repre´sente les rendements du titre a` une pe´riode donne´e ; l’axe vertical repre´sente les rende-
ments a` la pe´riode pre´ce´dente. Pour les graphiques de la deuxie`me colonne (e´ventail), l’axe horizontal
repre´sente les rendements au carre´ du titre a` une pe´riode donne´e ; l’axe vertical repre´sente les rendements
au carre´ a` la pe´riode pre´ce´dente. Enﬁn, pour les graphiques de la troisie`me colonne (explosion d’e´toiles),
le premier axe horizontal repre´sente les rendements du titre a` une pe´riode t donne´e ; le second axe hori-
zontal repre´sente les rendements du titre a` une pe´riode t − 1 donne´e ; l’axe vertical enﬁn repre´sente les
rendements a` la pe´riode t− 2.
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Elle est plus nette pour Alcatel, France Telecom et Axa ; par contre elle l’est moins
pour Alstom, Sanoﬁ et Michelin. Quant a` la mesure CRII3, meˆme si les valeurs sont
moins e´leve´es que celles des deux indices pre´ce´dents, les trois re´sultats sont similaires. Il
faut noter que cette intensite´ n’exprime pas la qualite´ de la repre´sentation visuelle mais
plutoˆt le degre´ de de´pendance se´rielle a` travers la distribution des points dans un tableau
de contingence optimal. A cet e´gard, la structure est bien plus uniforme´ment re´partie
pour les titres France Telecom, Alstom et Axa par rapport a` BNP, Peugeot et Michelin.
Tab. 1.4. Intensite´ du phe´nome`ne de rose des vents pour les titres conside´re´s
Titres Inverse CRII1(%) CRII2(%) CRII3(%) Visibilite´ de la
de la volatilite´ rose des vents
Alcatel 499,22 60,61 74,48 15,9 Ele´ve´e
Alstom 342,22 30,53 5,6 22,03 Faible
Axa 723,49 69,77 40,14 18,69 Ele´ve´e
BNP 994,29 60 40,31 11,29 Moyenne
France Telecom 735,29 75,47 48,37 27,45 Eleve´e
Michelin 514,24 25,47 8,32 14,22 Faible
Peugeot 538,07 60,61 13,88 11,77 Moyenne
Sanoﬁ 515,86 38,09 7,39 18,06 Faible
Source : Euronext et calculs des auteurs. Donne´es de transactions. Les calculs sont eﬀectue´s sur le premier
semestre 2003 pour Alcatel et sur le premier semestre 2004 pour les autres titres (Cf. Tableau 1.1).
Ainsi, a` partir d’une valeur des indicateurs supe´rieure a` 60%, la rose des vents est bien
caracte´rise´e et visible sur un graphique, alors que pour des valeurs infe´rieures a` 20% le
phe´nome`ne n’est pas de´tectable sur un graphique et il ne peut ainsi eˆtre invoque´. Entre
ces deux valeurs limites, le phe´nome`ne existe mais n’est pas bien caracte´rise´.
On retrouve donc a` travers les trois mesures comple´mentaires les re´sultats de Crack et
Ledoit (1996). En eﬀet, la discre´tisation des prix des titres sur un marche´ est a` l’ori-
gine de la structure complexe de la distribution des rentabilite´s dans un diagramme de
phases. Toutefois, les eﬀets de cette structure peuvent eˆtre limite´s a` partir d’un seuil
d’e´chantillonnage de 25 a` 30 minutes en fonction de l’actif.
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1.4 Conclusion
Partant des remarques et conside´rations ge´ne´rales de l’article se´minal de Crack et Ledoit
(1996), nous avons analyse´ le phe´nome`ne de rose des vents dans son ensemble. Nous avons
d’abord montre´ que celui-ci apparaissait uniquement lorsque les prix des actifs e´taient
discrets et que la discre´tisation des prix avait un eﬀet (relatif et absolu) sur les variations
signiﬁcatives des prix. Ensuite, nous avons constate´ que le phe´nome`ne de rose des vents
n’e´tait visible qu’a` partir d’un certain seuil du ratio taille de l’e´chelon de cotation sur
volatilite´ de la se´rie. Ce re´sultat conﬁrme les conclusions de Crack et Ledoit (1996), Lee et
alii (2005), McKenzie et Frino (2003), ou de Wang et alii (2000) qui montrent l’existence
de seuils d’apparition du phe´nome`ne.
Notre apport principal concerne la construction d’indicateurs d’intensite´ du phe´nome`ne
qui permettent - sauf cas pathologiques - de bien caracte´riser la structure. Les indices
d’intensite´ sont en eﬀet nuls lorsque les prix des actifs sont parfaitement continus et e´leve´s
lorsque ceux-ci sont discre´tise´s avec une forte taille d’e´chelon de cotation eﬀective. De
plus, ces indicateurs montrent la relation positive qui existe entre le phe´nome`ne de rose
des vents et le ratio taille de l’e´chelon de cotation sur volatilite´ de la se´rie des rende-
ments. Nous avons illustre´ de manie`re simple le roˆle de la taille de l’e´chantillon et mis
en avant l’hypothe`se que ce sont les grandes variations de prix - peu pre´sentes dans les
petits e´chantillons - qui ont tendance a` perturber la nettete´ du phe´nome`ne. Nous avons
aussi montre´ que quelques processus utilise´s dans la litte´rature ﬁnancie`re sont tout a` fait
compatibles avec le phe´nome`ne de rose des vents. Autrement dit, ces mode`les simples
rendent compte suﬃsamment ﬁnement des caracte´ristiques ﬁnancie`res - et en particulier
de leur de´pendance temporelle - pour ne pas eˆtre mis en de´faut par ce phe´nome`ne ave´re´
de microstructure. Apre`s avoir mis en e´vidence le phe´nome`ne sur le marche´ franc¸ais en
conside´rant quelques uns des titres les plus liquides de la place, nous avons enﬁn de´termine´
les seuils d’agre´gation temporelle pour lesquels le phe´nome`ne tend a` disparaˆıtre (valeurs
des indicateurs infe´rieures a` 20).
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Cette partie est a` rapprocher des travaux de Gottlieb et Kalay (1985) ou de Amilon et
Bystro¨m (2000) qui s’interrogent sur les eﬀets de la pre´sence de ce type de phe´nome`ne
sur les proprie´te´s des estimateurs des parame`tres caracte´ristiques de mode`les de se´ries
temporelles, et de Oomen (2002) et Griﬃn et Oomen (2008) qui montrent qu’il existe un
seuil d’agre´gation optimal pour mesurer la volatilite´ re´alise´e (Realized Volatility) en mini-
misant le biais de mesure lie´ a` la de´pendance se´rielle des rendements de haute fre´quence.
Ce dernier re´sultat est illustre´ par le graphique 1.18 qui montre la relation de´croissante
entre le pas d’e´chantillonnage et la qualite´ des estimateurs, dans lequel nous voyons que
le phe´nome`ne disparaˆıt, tout comme le biais d’auto-corre´lation, pour des fre´quences plus
basses que 25-30 minutes.
1.4 Conclusion 87
Fig. 1.18. Moyennes des volatilite´s re´alise´es, des biais d’auto-corre´lation et des mesures
de la rose des vents en fonction de la fre´quence d’e´chantillonnage
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Source : Euronext. Donne´es de transactions allant du 03/01/2003 au 13/07/2003 pour Alcatel et du
02/01/2004 au 16/08/2004 pour les autres titres. Le graphique pre´sente, e´chelle de gauche, la moyenne
normalise´e des volatilite´s re´alise´es journalie`res (qui sont les moyennes des rendements carre´ intra jour-
naliers, i.e. RV = T−1
∑T
t=1
∑Nh
i=1 R
2
h,t,i) des huit titres conside´re´s dans l’e´tude, ainsi que le biais moyen
sur le facteur d’auto-corre´lation d’ordre 1 (calcule´ par : Biais = 2T−1
∑T
t=1
∑Nh−1
i=1
∑Nh
j=1 Rh,t,iR
2
h,t,j),
pour des fre´quences d’e´chantillonnage entre 1 et 46 minutes (Cf. Oomen, 2002) ; et les indicateurs de
rose des vents sur l’axe de droite. Pour cette repre´sentation graphique et a` l’instar de Oomen (2002), la
variance globale sur la pe´riode (Terme 1 + Terme 2) et la variance re´alise´e sont ici calcule´es, alors que
le biais d’auto-corre´lation est de´duit de ces deux pre´ce´dentes valeurs.
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Annexes : graphiques comple´mentaires
FIG. A.1. Illustration de la caracte´risation de droites  bien ou mal place´es  pour
l’indicateur CRII1
Note : les sigles N, S, O, E, NE, NO, SE, SO, NNE, NNO, SSE, SSO, ONO, OSO, ENE, ESE repre´sentent
respectivement, le Nord, le Sud, l’Ouest, l’Est, le Nord-Est, le Nord-Ouest, le Sud-Est, le Sud-Ouest,
le Nord-Nord-Est, le Nord-Nord-Ouest, le Sud-Sud-Est, le Sud-Sud-Ouest, l’Ouest-Nord-Ouest,
l’Ouest-Sud-Ouest, l’Est-Nord-Est et l’Est-Sud-Est. La droite D2 dessine´e ci-dessus (en trait plein gras)
est dite  bien place´e  du fait de son alignement sur l’axe Sud-Ouest Nord-Est. Par contre, la droite D1
(en pointille´s) est dite  mal place´e  car elle ne passe pas par un des axes principaux d’une rose des vents.
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FIG. A.2. Illustration de la caracte´risation par pixels de la rose des vents pour
l’indicateur CRII3
Note : les sigles N, S, O, E, NE, NO, SE, SO, NNE, NNO, SSE, SSO, ONO, OSO, ENE, ESE
repre´sentent respectivement, le Nord, le Sud, l’Ouest, l’Est, le Nord-Est, le Nord-Ouest, le Sud-Est,
le Sud-Ouest, le Nord-Nord-Est, le Nord-Nord-Ouest, le Sud-Sud-Est, le Sud-Sud-Ouest, l’Ouest-
Nord-Ouest, l’Ouest-Sud-Ouest, l’Est-Nord-Est et l’Est-Sud-Est. Les cases noires du damier ci-dessus
correspondent aux cellules du tableau de contingence dans lesquelles des couples de rendements existent.
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FIG. A.3. Auto-corre´lations d’ordre 1 a` 10 de quelques titres du marche´ franc¸ais en
donne´es de transactions et fre´quence´es a` 30 minutes
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Source : Euronext. Donne´es de transactions allant du 02/01/2004 au 16/08/2004. Les graphiques
repre´sentent les auto-corre´lations d’ordre -10 a` 10 des se´ries de rendements et du carre´ des rendements
(proxy de la volatilite´) de quelques titres du marche´ franc¸ais des actions. Voir le tableau 1.4 pour
les valeurs des indicateurs de rose des vents. Les graphiques de gauche, sur donne´es de transactions
ont des auto-corre´lations au premier ordre des rendements et des rendements carre´s statistiquement
signiﬁcatives au seuil de 5%, tandis que ceux de droite, sur donne´es cadence´es a` 30 minutes, rendent
compte d’auto-corre´lations qui ne sont pas signiﬁcatives au meˆme seuil.
Chapter 2
High-frequency Market Risk
Scenarii by Independent
Component Analysis: Method and
Application
2.1 Introduction
Value-at-Risk (VaR) represents the loss over a pre-set time horizon with a given prob-
ability. This risk measure is used for risk control and management, including both credit
and operational risks (Duﬀee and Pan, 1997, 2001 and Tsai, 2004). The objective of VaR
computation is to provide an unbiased assessment of the portfolio risk over time. To
achieve this objective, the framework must be ﬂexible and general enough to accommod-
ate changes of the portfolio due to the changes in the associated risk factors. The VaR
concept is popular since the 1996 amendments to the Basel Capital Accord incorporating
market risk into the regulatory capital framework. Supervisory agencies allow banks to
use their internal VaR models to calculate their regulatory capital requirements as an
alternative to the conventional methodology. Another reason that VaR was embraced by
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banks and regulators is that it oﬀers a measure of a ﬁrm’s overall exposure to market
risk, which is useful for understanding how much a given instrument or portfolio might
lose over a period of time. Despite several critics, many observations recognize that the
systematic use of the VaR has an overall positive eﬀect on the handling of risk within
ﬁnancial institutions, matching the increasing degree of complexity of investment instru-
ments over the last few years.
Financial literature also focuses on the use of intra-day data for better measurements
of risk (see Dacorogna et al., 2001 and Rydberg and Shephard, 2003), more accurate
asset pricing models and robust asset allocation (see Bollerslev and Zhang, 2003). Fi-
nally, traditional models in ﬁnance are based on the existence of global factors driving
the market evolution (see Ross, 1976 and Genc¸ay et al., 2003).
Indeed, there are probably many factors that cause the movements of asset returns
whose evolutions are rather complex and unpredictable. It is not unusual to assume that
diﬀerent assets are driven by common factors with special characteristics. Loretan (1997)
makes use of this idea by extracting the main statistical factors applying a Principal Com-
ponent Analysis (PCA) to the asset returns in a ﬁnancial context. Once these factors
backed-out from market data, and due to the orthogonality of the Principal Compon-
ents, estimation and simulation are straightforward, yielding easy generation of virtual
portfolio trajectories. Loss of information, however, may be entailed by the linear ﬁl-
ter of the PCA when high-frequency ﬁnancial data is considered. Non-linearities and
non-gaussianities are indeed speciﬁc features of this type of data (see McNeil and Frey,
2000; Voit, 2003; Ha¨rdle et al., 2003). In this case, an Independent Component Ana-
lysis (ICA, see Comon, 1994 and Hyva¨rinen et al., 2001) seems to be a more appropriate
technique as mentioned by Back and Weigend (1997). The ICA, a well-known method
for ﬁnding latent structure in data, is a statistical model that expresses a set of multidi-
mensional observations as a combination of unknown latent variables. These underlying
latent variables are called sources or Independent Components, statistically independent
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to each other per construction. We use this technique when generating scenarii reduces
the eﬀective dimensionality of the scenario speciﬁcation problem, without leaving aside
important characteristics of the data.
The chapter is organized in ﬁve sections; ﬁrst section presents illustrations of VaR
computations related to high-frequency stock returns. Section 2 presents the main char-
acteristics of the ICA whilst section 3 focuses on VaR computations. Section 4 contains
the empirical results and section 5 concludes.
2.2 Independent Component Analysis
The method of Independent Component Analysis (ICA) brieﬂy summarized in this
section, is well-known in Signal Processing and applied in various ﬁelds: biomedicine,
speech and telecommunications signals to mention a few. Signals can be seen as mixtures
of diﬀerent physical sources and external noise sources. The goal here is to ﬁnd the
independent sources. We next present the formal deﬁnition of the method and then
justify its use in a ﬁnancial time-series analysis framework.
2.2.1 Deﬁnition
The ICA (see Comon, 1994 and Hyva¨rinen et al., 2001) is a statistical method that
expresses a set of multidimensional observations as a combination of unknown latent vari-
ables. These underlying latent variables are called sources or Independent Components
and are assumed to be statistically independent of each other. The schematic represent-
ation of the ICA model is in ﬁgure 2.1.
Figure 2.1 shows the most basic form of the ICA. The original sources are mixed
through matrix A to form the observed signal x. The demixing matrix W transforms
the observed signal into the independent components Y. Therefore, we can write:
x = f(β, s) (2.1)
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Figure 2.1. Schematic Representation of ICA
where x is an observed vector with size (m x 1) and f(.) is a general unknown function,
with parameters β, that operates on statistically independent latent variables listed in
the vector s with size (nx1). A special case of relation (2.1) is obtained when the function
is linear, and thus:
x = As (2.2)
where A is an unknown (m x n) mixing matrix. In formulae (2.1) and (2.2), x and s are
random vectors. When a sample of observations X = (x1, · · · , xN) becomes available, we
have X = AS, where the matrix X has observations x as its columns and similarly, the
matrix S has latent variable vectors s as its columns. The mixing matrix A is supposed
to be constant for all observations.
The mixing process is hidden, so we can only observe the mixed signals. The objective
is to recover the original source signals from the observations through a demixing process.
The following equations (2.3) and (2.4) mathematically describe the demixing processes:
Y = WX (2.3)
and so:
Y = WAS (2.4)
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Matrix S contains the original source signals driving the observations whereas the separ-
ated signals are stored in matrix Y. The (n ×m) matrix W is the demixing matrix. If
the separated signals are the same as the original sources (Y = S), the mixing matrix is
the inverse of demixing matrix (A = W−1).
In general, since both S and A are unknown, any scalar multiple in one of the sources
can always be cancelled by dividing the corresponding column ofA by this scalar (because
ﬁxed magnitudes of ICs assuming unit variance; i.e.: E(S2.j) = 1, ∀j ≤ n). Therefore,
the ICA cannot determine the variances of the IC’s, ∀i ≤ N:
xi =
n∑
j=1
aijsj =
n∑
j=1
aij
cj
(cjsj), (2.5)
with E(s2j) = E[(cjsj)
2] = 1, xi = Xi. and sj = S.j
For the same reason, ICA cannot determine the order of the ICs (terms can be freely
changed):
X = AS = AP−1PS (2.6)
where P is a permutation matrix and PS are the original IC’s but in a diﬀerent order.
Various ICA algorithms have been proposed in the literature to ﬁnd the demixing
W. To ﬁnd such a matrix W, the following assumptions are made (Back and Weigend,
1997):
• The sources s are statistically independent. While this might appear to be strong
hypothesis, it is not an unreasonable assumption when one considers, for example,
sources of very diﬀerent origins ranging from foreign politics to microeconomic
variables that might impact a stock price.
• At most one source has a Gaussian distribution. In the case of ﬁnancial data, pure
and independently normally distributed signals are so rare that only allowing for
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one of them is not a serious restriction.
• The signals are stationary. Stationarity is an heroic but classical assumption for
the main model.
2.2.2 Estimation of the ICA model
A standard approach for ICA algorithms is the following two-step procedure (Cardoso,
1999 and Cardoso and Souloumiac, 1993): Decorrelation (or Whitening) and Minimiza-
tion. In the ﬁrst step, we seek to diagonalize the covariance matrix of the input signals.
The second step minimizes a measure of the higher order statistics that ensuring the
non-gaussian output signals are as statistically independent as possible. It can be shown
that this can be carried out by an unitary rotation matrix (see Cardoso and Souloumiac
1993). This second step provides the higher order independence.
The task is to ﬁnd both the latent variables or sources sj and the mixing process;
in the linear case, the latter task consists of ﬁnding the mixing matrix A. A popular
approach is to ﬁnd a separating matrix W so that variables yj in relation 2.3 are the
estimation of sj up to scaling and permutation. Hence W is an estimate of the pseudo-
inverse of A up to scaling and permutation of the rows of W. Often the latent variables
sj are estimated one-by-one, by ﬁnding a column vector wj (this will be stored as a row
of W; i.e.: wj = Wj.) such that yj = wjX is an estimation of sj.
There are several approaches for estimating the Independent Components and the
Mixing Matrix, resulting in diﬀerent algorithms. In all approaches, an objective (or a
contrast) function G(.) is ﬁrst chosen. The function G(.) is a smooth scalar value function
of w that measures the goodness-of-ﬁt of the result of the estimation, and its derivative
g(.), sometimes called an activation function, which typically appears in the algorithm
as a nonlinear function.
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• The ﬁrst approach to ICA estimation is based on tensorial methods. The most well-
known algorithms are the FOBI (for First-Order Blind Identiﬁcation; see Cardoso,
1989, 1990) and JADE (for Joint Approximate Diagonalization of Eigenmatrices,
see Cardoso and Souloumiac, 1993). Tensors are generalizations of linear operators
- in particular, cumulant tensors are generalizations of the covariance matrix. The
higher order decorrelation is approximate by the minimization of the higher order
cumulants to solve the ICA model. Those methods are very burdensome in high
dimensions (see Hyva¨rinen et al., 2001).
• The second approach for the estimation of the ICA model is through maximum like-
lihood estimation. In maximum likelihood methods, one selects parameter values
that give the highest probability score to the joint observations. If prior inform-
ation on the parameters is taken into account, the method becomes a maximum
a posteriori method. ICA algorithms based on the maximum likelihood method
include the Bell-Sejnowski algorithm (see Bell and Sejnowski, 1995).
• The third approach is maximization of non-gaussianity of the components. Ac-
cording to the central limit theorem, sums of independent non-gaussian random
variables are closer to being Gaussian than the original random variables. Thus
a linear combination y =
∑
bixi of the observed variables xi (which, in turn,
are linear combinations of the independent components sj) will be maximally non-
gaussian if it equals one of the independent components sj. Thus, the task is to
ﬁnd wj such that the distribution of yj = wjX is as far from Gaussian as possible.
In the literature, many measures of the Non-Gaussianity are proposed, often used
is the higher order cumulants, such as kurtosis deﬁned by:
Kurt(y) =
E(y4)
[E(y2)]2
(2.7)
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For a Gaussian variable, the kurtosis is equal to three. But this measure of non-
gaussianity is not robust against outliers (Ruppert, 1987). Robust measures have
been presented in Hyva¨rinen (1999). Non-gaussianity can be shown to have a
rigorous connection to minimization of mutual information, expressed in terms of
marginal entropies of the variables. The entropy of a random vector y with density
fy(µ) is:
H(y) = −
∫
fy(µ)logfy(µ)dµ (2.8)
The negentropy is deﬁned as follow:
J(y) = H(ygauss)−H(y) (2.9)
Where ygauss is a Gaussian variable with the same correlation matrix as y. Among
all random variables of unit variance, a Gaussian variable has the largest entropy.
Negentropy (equation 2.9) is a convenient measure of entropy; it is invariant for
invertible linear transformations. It is always nonnegative, and zero for Gaussian
variables.
To maximize the independence between random variables, one can make the variables as
non-gaussian as possible. Since negentropy estimation requires the knowledge of the prob-
ability distribution function, this measure is diﬃcult to estimate, and it is approximated
in practice by order cumulants (see equation 2.10):
J(y) =
1
12
E(y2)2 +
1
48
kurt(y)2 (2.10)
An algorithm that can be used in all the previously listed ICA approaches is the FastICA
algorithm (Hyva¨rinen, 1999; Hyva¨rinen et al., 2001 and Hyva¨rinen and Oja, 1997) based
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on the approximations of negentropy.
2.2.3 FastICA Algorithm
Although we can measure non-gaussianity by kurtosis, already we mentioned preview
that this measure is however very sensitive to outliers. An alternative measure of non-
gaussianity is negentropy, which is based on the information-theoretic quantity of entropy.
A fundamental result of information theory is that a Gaussian variable has the largest
entropy among all random variables with equal variance. Therefore, the negentropy
deﬁned above is always nonnegative, and it is zero for a Gaussian distribution. In FastICA
algorithm, an approximated version of the negentropy is used such as:
J(y) = {E[G(y)]− E[G(N(0, 1)]}2 (2.11)
where N(0, 1) is a standard Gaussian random variable and G(.) is an even function. The
even function G(.) is approximated by:
G(y) =
1
a
log[cosh(ay)]
with a ∈ R∗.
Then the FastICA algorithm is an iterative ﬁxed-point algorithm with the following
update for W:
W← E[Xg(WX)]− E[g′(WX)]W (2.12)
The nonlinear function g(.) is the derivative of the non-quadratic contrast function G,
that measures negentropy or non-Gaussianity1. A remarkable property of the FastICA
algorithm is the high speed of convergence in the iterations.
1If G(.) is an even function deﬁned by equation (2.11) then, g(y) = G
′
(y) = tanh(ay) and its
derivative is given as: g′(y) = a{1− [tanh(ay)]2}.
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2.2.4 An Example of ICA Estimation
We suppose that we have the following three hidden independent vectors,
s1 = cos(
2π
5
n)
with n a 10,000 linear integer vector between 0 and 10,000,
s2 = 0.5 + 0.8 v
with v ∼ N(0, 1); and v is (n× 1) vector:
s3 = 4 u
with u ∼ U(0, 1) and u is (n× 1) vector.
Figure 2.2 (top line) shows the simulated independent vectors S. We use the following
mixing matrix A to compute the mixed matrix X = A S (Figure 2.2, middle line):
A =

0.1 0.03 0.6
0.4 −0.2 0.4
0.08 0.01 −0.19

The question is: can ICA reveal the simulated independent vectors? The independent
components computed with the procedure described in the FastICA algorithm (2.12) can
be observed in ﬁgure 2.2 (bottom line). Note that only the previous mixing matrix (X)
is the input of the FastICA algorithm. The estimated ICs show clearly all the simulated
independent vectors in the diﬀerent order. ICA can therefore be used to extract the
independent component (ICs) in the mixing process.
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Figure 2.2. Illustration of Independent Component Analysis Extraction Technique
Input signal 1: s
1
Input signal 2: s
2
Input signal 3: s
3
Mixed signal 1: x
1
Mixed signal 2: x
2
Mixed signal 3: x
3
IC 1: y
1
IC 2: y
2
IC 3: y
3
Source: Simulated data with the following parameters: s1 = cos(2π5−1n), with n a 10,000 linear integer
vector between 0 and 10,000; s2 = 0.5 + 0.8 v, with v ∼ N(0, 1); and v is (n × 1) vector; s3 = 4 u,
with u ∼ U(0, 1) and u is (n× 1) vector. We use the following mixing matrix A to compute the mixed
components X = AS: A =
 0.1 0.03 0.60.4 −0.2 0.4
0.08 0.01 −0.19
.
The top line shows simulated independent vectors, the middle shows the mixed vectors and the bottom
line, estimated independent vectors.
2.2.5 Reasons for Exploring ICA with Financial Time-series
The ICA technique assumes that a global signal caused by a set of signals is a super-
position of elementary components that occur independently of each other. The technique
is diﬀerent from Principal Component Analysis (PCA) in the sense that it imposes - not
only, as in the PCA, the second order zero correlation of components, but also higher
order independences. In other words, Back and Weigend (1997) show that ICA dom-
inates PCA in a ﬁnancial context. In analyzing time-series with the ICA, we also need
to select several dominant components that are useful when forecasting. The statistical
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factor decomposition has to be validated with an economic interpretation. The hidden
factors revealed in the ICA could include news (government intervention, natural dis-
asters, political events), response to very large trades, or complex and still unexplained
noise (Lai et al., 1999; Moody and Yang, 1999; Cha and Chan, 2000; Cheung and Xu,
2001; Rojas and Moody, 2001 and Glasserman et al., 2002).
2.3 Value-at-Risk Calculation
The VaR of a portfolio is the potential loss over a preset time horizon for a given
probability (Duﬀee and Pan, 1997). In this section, we present the framework of VaR
estimation in the case of multi-asset portfolio; we then present the link between the ICA
and its actual computation and ﬁnally, we show some backtesting of VaR models.
2.3.1 General Framework of VaR Estimation
Let ri be the return of the i-th asset class of the entire portfolio during a speciﬁc time
interval, also assume the risk factors associated with the entire portfolio be F1, F2,· · · ,
FK . Since the return of an asset class is often caused by the change of the underlying
risk factors2, the return of the i-th asset class writes as3:
ri = αi +
K∑
k=1
βikFk + i (2.13)
and,
ri − αi = BiF′ + i
2Applications of factor models in ﬁnance include portfolio construction, sensitivity analysis. Besides,
theories, such as Capital Asset Pricing Model (CAPM; Sharpe, 1964) and Arbitrage Pricing Theory
(APT; Ross, 1976) or The Fama-French Three-factor Model (Fama and French, 1993), are built upon
factor models.
3See Feuerverger and Wong (2000), Tsai (2004); for more details.
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where Bi is a (1 xK) vector of constant coeﬃcients for the i-th asset class and F(T xK)
is a random vector of risk factors. The random error i with mean 0 accounts for the
information not captured by the risk factors. Following equation (2.13), the mean of ri
is E(ri) = αi+Bi[E(F)]
′ and the variance of ri is V ar(ri) = B′iΣFBi+σ
2
 where ΣF and
σ2 are the covariance matrices of F and i, respectively. Note that the components βik
of the coeﬃcient vector Bi will be zero if the i-th asset class is not exposed to the k-th
risk factor.
If a portfolio consists in N asset classes, then the return of the portfolio can be written
as:
RP =
N∑
i=1
wiri = W
′R (2.14)
Combining equations (2.13) and (2.14), the return of the entire portfolio can be expressed
as:
Rp =
N∑
i=1
wi(αi +
K∑
k=1
βikFk + i) = αP +
N∑
i=1
K∑
k=1
wiβikFk +ΞP (2.15)
where αP =
∑N
i=1wiαi and ΞP is the aggregated random error term from all the asset
classes of the portfolio.
An estimate of the VaR at the α% threshold for the i-th asset of the portfolio is
deﬁned as:
V aRi, α = G
−1
i, α(ri)×Vi (2.16)
where G−1i, α(.) is the quantile function of asset and Vi is the market value of the i-th asset.
Generally, G−1i, α(.) is unknown and needs to be estimated from the existing data. If ri
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follows a normal distribution, then:
V aRi, α = Φ
−1
i, α[r
∗
i ]×Vi (2.17)
where Φ−1i, α(.) is the quantile function of the normal distribution; r
∗
i = [ri − E(ri)]σ−2ri is
the centered reduced return on asset i; E(ri) and σ
2
ri
are respectively the mean and the
variance of Ri.
Similarly, an estimate of the VaR at the α% threshold for the entire portfolio can be
deﬁned as:
V aRP, α = G
−1
P, α(Rp)×VP (2.18)
where G−1P, α(.) is the quantile function of the portfolio P whose the market value is
VP . The VaR measure is not a coherent measure in the sense that it is not additive
(see Artzner et al., 1998 and Britten-Jones and Schaefer, 1999), meaning here that the
Quantile Function is unknown and thus should be also estimated. Investors are in general
not able to aggregate their portfolio because of liquidity problems and/or transaction
costs between the diﬀerent security markets (Artzner et al., 1998).
2.3.2 Computing VaR with ICA
Since the return on an asset is caused by the change of the underlying risk factors,
the return of the i-th asset writes as:
ri = αi +
K∑
k=1
βikFk + i (2.19)
and:
ri − αi = BiF′ + i
where Bi is a (1xK) vector of constant sensitivities of the i-th asset to the F(T xK) risk
factors. The white noise i accounts for the information not captured by the risk factors.
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Note that the components βik of the coeﬃcient vector Bi will be zero if the i-th asset is
not exposed to the k-th risk factor.
In traditional factor models, we require the factors to be uncorrelated to each other.
It is possible that the factors are uncorrelated, but not independent. Therefore, the
typical assumption on uncorrelated factors in the factor models cannot guarantee the
return of the portfolio be free from the inﬂuence of other factors. On the contrary, if the
factors are independent to each other, it is possible to construct such a portfolio. Loretan
(1997) uses a PCA to extract uncorrelated factors in the context of VaR computation;
Albanese et al. (2002) use delta-gamma approximation to reduce the dimension of the
factor, whilst we propose here to use the ICA method for the extraction of Independent
Factors (see Back and Trappenberg, 1999 and Lai et al., 1999).
ICA extracts a set of systematic risk factors that are statistically independent. Fol-
lowing equation 2.19:
R = α +BF⇐⇒ F = W(R− α) (2.20)
where R is the (Nx1) vector of the asset returns, α is the (Nx1) vector of the asset
expected returns, B is the (NxK) factor loadings matrix, F is the (Kx1) vector of the
independent components and W is a (KxN) unmixing matrix.
According to the central limit theorem, sums of independent random variables are
Gaussian, so to maximize their statistical independence, ICA determines risk factors by
maximizing their non-gaussianity, that is:
Wk = Arg Max NG[Wk(R− α)] (2.21)
where Wk is the k-th row vector (1xN) of the unmixing matrix W and NG(.) is a par-
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ticular measure of the non-gaussianity of the k-th independent risk factor (such as for
instance its kurtosis or its negentropy, see section 2).
We then ﬁt a parametric model for the independent signals of ICA or uncorrelated
factor of PCA. Since we need to capture the extreme events and focus on the tails of the
portfolio return distribution (see Gonzalo and Olmo, 2004), a leptokurtic distribution,
such as Pearson Type IV distribution or t Location Scale distribution are used4. The
Gaussian distribution is also added to model the PCA factors and to compare with the
ICA technique. We examine the accuracy of several VaR models by some statistical tests
on forecast, of the return.
2.3.3 Backtesting VaR Models
The VaR Evaluation tests used in this chapter cover the Unconditional and Con-
ditional Tests, the Dynamic Quantile Test, the Distributional Forecast Test and the
Exception Magnitudes5. For the test, the exception indicator variable is deﬁned as:
IMt+1 =
 1 if Rpt+1 < V aRMt(α)0 if Rpt+1 ≥ V aRMt(α) (2.22)
where M is the model used to estimate VaR, t the current period, Rpt+1 the actual
portfolio on the period t + 1 and V aRMt(α) the one period VaR estimates from model
M for the portfolio at the α quantile on period t.
Unconditional and Conditional Tests
The most used Backtest VaR models, based on the exception indicator, are the Un-
conditional and Conditional Tests. These VaR tests cover Unconditional Coverage Test
4This choice of leptokurtic models is motivated by the fact that ICA determines risk factors by
maximizing their non-gaussianity (see previous section).
5In this section, we only give an summary of the test. For more details on these tests, see for instance
Christoﬀersen (1998); Christoﬀersen and Pelletier (2003) or Ferreira and Lopez (2005).
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(Kupiec, 1995), Independent Test and Conditional Coverage Test (Christoﬀersen, 1998).
The conditional coverage test combines the Unconditional Coverage Test and the Inde-
pendent Test.
Unconditional Coverage Test
The Unconditional test of the coverage of VaR estimates is a simply counts exceptions
over the entire period. Kupiec (1995) shows that if the VaR model is well speciﬁed
then the exception occurrences can be modeled as independent draws from a binomial
distribution with a probability of occurrence equal to α percent. The likelihood ratio
statistic is:
LRuc = 2{log[α̂x(1− α̂T−x)]− log[αx(1− αT−x)]} (2.23)
where x is the number of exceptions, T the number of observations and α̂ = x/T the
unconditional coverage.
For the hypothesis that α̂ = α, the likelihood ratio LRuc has an asymptotic χ
2(1) distri-
bution.
Independent Test
This test detects the serial independence in the VaR model forecast. The Likelihood
function for the test is:
LRind = 2[logLA − logL0] (2.24)
which has an asymptotic χ2(1) distribution (Christoﬀersen, 1998), where LA is the like-
lihood function under the hypothesis of ﬁrst-order Markov dependence:
LA = (1− π01)T00πT0101 (1− π11)T10πT1111 (2.25)
with Tij denoting the number of observations in the state j after having been in i at the
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previous period, π01 = T01/(T00 + T01) and π11 = T11/(T10 + T11). On the contrary, L0 is
the likelihood function under the hypothesis of independence (π01 = π11):
L0 = (1− π)(T00+T10)πTπ (2.26)
with π = (T01 + T11)/T .
Conditional Coverage Test
The Conditional test used here is a test of correct conditional coverage proposed by Chris-
toﬀersen (1998). In this case, if the VaR estimated has correct conditional coverage, the
exception variable must exhibit both correct unconditional coverage and serial independ-
ence. The Conditional coverage test (LRcc) is therefore a joint test of these properties,
and the relevant statistic is, with the previous notations:
LRcc = LRuc + LRind (2.27)
which is asymptotically distributed as a χ2(2).
Dynamic Quantile Test
The Dynamic Quantile (DQ) test is proposed by Engle and Manganelli (2004) to
detect a good model for VaR estimation. The idea is that a good model should produce
a sequence of unbiased and uncorrelated exception indicator variable. Under the null
hypothesis, all coeﬃcients as well as the intercept are zero in the regression (2.28) of the
exception indicator variable on its past values and on current VaR estimate such as6:
IMt+1 = δ0 +
5∑
k=1
δkIMt−k+1 + δ6V aRMt + t+1 (2.28)
6In this chapter, we use 5 lags following Ferreira and Lopez (2005).
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were IMt+1 is the exception indicator variable.
Distributional Forecast Test
This test is based on the fact that the VaR models are generally characterized by
their distribution forecasts of portfolio returns; thus, the evaluations should be based
directly on these forecasts. The object of interest in these evaluation methods is the
observed quantile qMt+1, which is the quantile under the distribution forecast fMt+1 in
which the observed portfolio return Rpt+1 actually falls. If the underlying VaR model is
accurate, then its qMt+1 series should be independent and uniformly distributed over the
unit interval. The observed quantile qMt+1 is deﬁned as:
qMt+1(Rpt+1) =
∫ Rpt+1
−∞
fMt+1(Rp)dRp (2.29)
To test the two properties of the series of observed quantiles (independence and uni-
form distribution), Diebold et al. (1998) propose to use the CUMSUM statistic, Chris-
toﬀersen and Pelletier (2003) an Duration-based tests and Berkowitz (2001) proposes a
Likelihood Ratio Test.
For the use of the two properties simultaneously, Berkowitz (2001) proposes the trans-
formation zMt+1 = Φ
−1(qMt+1), which corresponds to the inverse of the standard normal
cumulative distribution function of qMt+1. Under the null hypothesis, the LRdist statistic
is:
LRdist = 2[L(µM , ρM , σ
2
M)− L(0, 0, 1)] (2.30)
which is an asymptotically distributed as a χ2(3), with:
L(µM , ρM , σ
2
M) =
∑T
t=1{−(1/2) log[(2πσ2M)(1− ρ2M)−1]− Lz}
−(1/2)(T − 1) log(2πσ2M)−
∑T−1
t=1 (2σ
2
M)
−1(zMt+1 − µM − ρMzMt)2
with Lz = {[zMt+1−µM(1− ρM)−1]2}[2σ2M/(1− ρ2M)]−1 and where (µM , ρM) are respect-
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ively the conditional mean and AR(1) coeﬃcient corresponding to the zMt+1 series, i.e.
zMt+1 − µM = ρM(zMt − µM) + t+1, t+1 being the normal random variable with zero
mean and variance σ2M .
Exception Magnitudes
The main idea of this test is that the magnitude of exceptions should be of primary
interest to the various users of VaR models (see Hendricks, 1996; Berkowitz, 2001 and
Ferreira and Lopez, 2005). For this test, as in the LRdist test, Berkowitz (2001) trans-
forms the empirical series into standard normal zMt+1 series. The zMt+1 values are then
compared to the normal random variables with the desired coverage threshold of the
VaR estimates. If the VaR model generating the empirical quantiles is correct, the γMt+1
series, deﬁned by 2.31, should be identically distributed and (µM , σM) should equal (.1)
7.
γMt+1 =
 zMt+1 if zMt+1 < Φ−1(α)0 if zMt+1 ≥ Φ−1(α) (2.31)
where Φ is the standard normal cumulative distribution function. Finally, the corres-
ponding test statistic is:
LRmag = 2[Lmag(µM , σM)− L(0, 1)] (2.32)
which is asymptotically distributed χ2(2), where:
Lmag(µM , σM) =
∑
γMt+1=0
log{1− Φ[(Φ−1(α)− µM)σ−1M ]}
+
∑
γMt+1 =0{−(1/2) log(2πσ2M)−(γMt+1−µM)2(2σ2M)−1−log[Φ((Φ−1(α)−µM)σ−1M ]}.
2.4 Experiments and Results
To investigate the eﬀectiveness of ICA techniques for Value-at-Risk computation, we
apply ICA to data from the French Stock Market. We use intraday prices from January
7µM and σM are respectively the unconditional mean and standard deviation of the zMt+1 series.
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2002 until December 2006 of 43 ﬁrms. The preprocessing consists of two steps: we obtain
the intraday stock returns (in this chapter, 10 and 15 minutes subsampling are used) and
are normalize the resulting values to lie within the range [-1,1].
We performed ICA on the stock returns using the FastICA algorithm (Hyva¨rinen
et al., 2001) described in previous section. In all the experiments, we assume that the
number of stocks equals the number of sources supplied to the mixing model. Figure 2.3
(a) shows an Independent Components (IC) obtained from the algorithm and ﬁgure 2.3
(b) shows the PCA factors; and the corresponding statistics are given in table 2.1 and
table 2.2.
Table 2.1. Summary Statistics of Independent Factors from ICA
Min. Max. Mean Stand. Dev. Median Skewness kurtosis Negative Return
10 minutes
IC1 -7.95 6.40 0.00 1.00 -0.02 0.01 7.73 51%
IC2 -13.34 7.45 0.00 1.00 0.02 -0.50 14.09 49%
IC3 -5.55 16.39 0.00 1.00 -0.01 0.87 18.77 51%
IC4 -6.41 5.83 0.01 1.00 0.03 -0.30 6.20 48%
IC5 -8.36 7.37 0.01 1.00 0.01 -0.63 10.09 49%
IC6 -11.87 14.64 0.00 1.00 -0.01 1.16 27.30 50%
IC7 -10.25 21.06 0.00 1.00 -0.01 -1.44 44.70 50%
15 minutes
IC1 -7.52 7.15 0.01 1.00 0.02 -0.26 8.26 49%
IC2 -15.58 8.03 0.00 1.00 -0.01 -0.72 18.74 50%
IC3 -10.46 5.06 0.00 1.00 0.00 -0.26 7.67 50%
IC4 -8.87 8.58 0.00 1.00 0.02 -0.35 11.46 49%
IC5 -17.95 8.86 -0.01 1.00 -0.02 -0.64 28.01 51%
IC6 -10.93 12.92 -0.01 1.00 -0.02 0.82 20.11 51%
IC7 -15.87 7.99 0.00 1.00 0.01 -0.56 19.49 49%
Source: Euronext. The intraday data come from French Stock Market from January 2002 to December
2006. This table reports summary statistics on independent factors of the ICA extraction technique.
From the original and the rebuilt stock prices, we compute a VaR and the ICA-based
VaR. Figures 2.4 to 2.7 represent the returns of an equally weighted portfolio and the cor-
responding alternative VaRs: namely, Normal-VaR (assumes the normality distribution
of the portfolio returns), Historical-VaR (approximates portfolio proﬁt/loss distribution
based on historical percentile), RiskMetrics-VaR (Value-at-Risk method based on the
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Table 2.2. Summary Statistics of Factors from PCA
Min. Max. Mean Stand. Dev. Median Skewness kurtosis Negative Return
10 minutes
PC1 -0.13 0.06 0.00 0.01 0.00 -1.12 32.68 50%
PC2 -0.05 0.05 0.00 0.01 0.00 0.06 12.81 50%
PC3 -0.06 0.03 0.00 0.01 0.00 -0.69 10.60 49%
PC4 -0.05 0.03 0.00 0.00 0.00 -0.33 11.42 49%
PC5 -0.03 0.02 0.00 0.00 0.00 -0.22 7.28 50%
PC6 -0.02 0.03 0.00 0.00 0.00 0.40 7.24 51%
PC7 -0.03 0.02 0.00 0.00 0.00 -0.62 11.09 49%
15 minutes
PC1 -0.06 0.11 0.00 0.01 0.00 0.67 18.49 50%
PC2 -0.07 0.06 0.00 0.01 0.00 -0.37 15.22 50%
PC3 -0.04 0.04 0.00 0.01 0.00 -0.33 8.17 49%
PC4 -0.05 0.03 0.00 0.00 0.00 -0.32 12.16 50%
PC5 -0.04 0.06 0.00 0.00 0.00 0.52 18.55 50%
PC6 -0.03 0.03 0.00 0.00 0.00 0.38 8.46 50%
PC7 -0.02 0.04 0.00 0.00 0.00 0.24 9.47 50%
Source: Euronext. The intraday data come from French Stock Market from January 2002 to December
2006. This table reports summary statistics on PCA factors.
RiskMetrics correlation matrix) and Student-VaR (assumes that the portfolio returns is
generated by a Student distribution)8. ICA-based VaR consists in computing these pre-
vious VaR models with the ICA reconstructed stock prices. The VaR evaluation is then
performed using Loss Function based Backtests (see Christoﬀersen and Pelletier, 2003
and Campbell, 2007)9.
8See Giot and Laurent (2004).
9Another multivariate form of the test exists in the literature with some probability (1-α) in the VaR
violations sequence (Hurlin and Tokpavi, 2007).
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Figure 2.3. Independent and Principal Components with corresponding Densities for 10
and 15-minute quotes
10 minutes
1000 2000 3000 4000 5000 6000
Times
ICA Factors
1000 2000 3000 4000 5000 6000
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PCA Factors
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Source: Euronext. The intraday data come from French Stock Market from January 2002 to December
2006. (a) Estimated Independent Vectors (top) and corresponding Density (bottom), (b) Estimated
PCA Factors (top) and corresponding Densities (bottom)
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Figure 2.4. A VaR Forecasts Comparison at 95% conﬁdence threshold
10 minutes
15 minutes
Source: Euronext. The intraday data come from French Stock Market from January 2002 to December
2006.
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Figure 2.5. A VaR Forecasts Comparison at 97.5% conﬁdence threshold
10 minutes
15 minutes
Source: Euronext. The intraday data come from French Stock Market from January 2002 to December
2006.
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Figure 2.6. A VaR Forecasts Comparison at 99% conﬁdence threshold
10 minutes
15 minutes
Source: Euronext. The intraday data come from French Stock Market from January 2002 to December
2006.
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Figure 2.7. A VaR Forecasts Comparison at 99.5% conﬁdence threshold
10 minutes
15 minutes
Source: Euronext. The intraday data come from French Stock Market from January 2002 to December
2006.
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The failure rates are given in Tables 2.5 to 2.9. Generally speaking, the results are
quite good for all VaR computation methods. But we observe that ICA-VaR with Pearson
Type IV distribution has many best scores at high conﬁdence threshold (1% and 0.5%).
This result conﬁrms that the classical methods of VaR evaluation will be improved by
using High-frequency data.
2.5 Conclusion
In this chapter, we have applied the Independent Component Analysis (ICA) to com-
pute the Value-at-Risk of a portfolio. We show, in an environment characterized by
non-linearities and non-Gaussianity, that the ICA methodology can advantageously re-
veal an underlying structure in intraday data that can be exploited for risk measurement.
We have also show with diﬀerent VaR speciﬁcations (Normal, Historical, Risk-Metrics
and Student) and backtests (Conditional and unconditional Tests), that ICA-VaR is well
deﬁned for the intra-daily data. Interestingly, the “noise” that we observed in the intra-
day data may be attributed to signals with a small relative range. The VaR computation
with the denoised data (ICA-VaR) is therefore more robust than VaR computation done
directly with the original data or with the PCA factors extraction.
Finally, based on our ﬁrst results, the ICA technique, directly dealing with the factors
that drive the market, could have an interest in some further ﬁnancial applications, such
as stress test assessment or asset pricing. The use of the Independent Component Ana-
lysis for the extraction of the risk factors in general oﬀers new tracks for factor model
and the evaluation of measurements of risk in particular. The results obtained on the
calculation of the VaR in high frequency context show that this technique is an alternat-
ive to Principal Components Analysis whenever the Gaussian assumption of distribution
cannot be proved. Some extensions can be made. The ﬁrst extension comes from the
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modelling of the risk factors determined by the algorithm. We can test families of distri-
butions integrating higher moments in particular starting from the models Skew-student
(Keith and Shen, 2004 and Adcock and Meade, 2007).
Another extension can be to test other approaches of extractions of the independent
factors as the use of the Copula Independent Component Analysis (COPICA, Chen et al.,
2008) or the methods with constraints. Indeed, the ICA model presented in this chapter
does not allow, like in the case of PCA, to reduce the number of factors; it determines
the number of statistically independent factors automatically. We can start from an
Analysis in Independent Components with constraint Independent Component Analysis
(cICA, Rajapakse, 2000 and 2005), to reduce the dimension of the data while keeping
the character of independence of the factors. Moreover, we can suppose that the data
observed are combinations of the independent sources which are aﬀected by noises. For
this purpose, Chang and Zhang (2006) and Kopriva and Sersˇic´ (2008) proposed algorithms
which make it possible to ﬁlter the noises by Wavelet method, before determining the
independent components.
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Chapter 3
A Robust Conditional
Multi-moment Asset Pricing Model
with High-frequency Data
3.1 Introduction
The Capital Asset Pricing Model (CAPM) by William Sharpe (1964) and John Lint-
ner (1965) marks the birth of the asset pricing theory; it oﬀers powerful and intuitive
predictions about how to measure risk and the relation between expected return and
risk. Unfortunately, the empirical record of the model is rather poor. Poor enough to
invalidate the way it is used in applications. The CAPM’s empirical problems may reﬂect
theoretical failings, as the result of many simplifying assumptions. But they may also be
caused by diﬃculties in implementing valid tests of the model. In this context, due to
recent market database availability, several recent research focus on high-frequency data
characteristics (see Voit, 2003) and present applications of traditional low-frequency mod-
els on newly available high-frequency databases (see Bollerslev and Zhang, 2003), using
robust estimation methodology (see Berkowitz and Diebold, 1998).
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Indeed, ﬁnancial variables exhibit strong peculiarities from leptokurticity and asym-
metry, to heteroskedascity and clustering phenomenons. Most of classical ﬁnancial low-
frequency models are based on the close-to-normal hypothesis, that is diﬃcult to sustain
when real market conditions are under studies. That is the reason why high-frequency
data ﬁnancial applications deserve special research attention and precaution.
In one hand, most of authors now use information contained in the high-frequency
series, because being simply closer to the real process is a valuable information (see
Kunitomo, 1992), for building denoised lower-frequency estimates of the pertinent para-
meters that enter into the representative utility function. In the other hand, high-
frequency data obviously contain pure noise that has a negative eﬀect of the accuracy of
estimations of ﬁnancial model parameters (see Oomen, 2002). Whilst robust estimators
of ﬁrst and second moments have already been proposed in the literature (see Berkowitz
and Diebold, 1998), generalizations in a four-moment world do not yet exist to our know-
ledge. Similarly, some attention has been recently paid to the conditional modeling of
the asset dependences (see Jondeau and Rockinger, 2003) in a heterogeneous market (see
Brock and Hommes, 1998 and Malevergne and Sornette, 2006). Based on these ideas,
our aim on this chapter is to present an asset pricing model, encompassing some of the
most important characteristics of high-frequency ﬁnancial returns.
We present hereafter some estimations of “realized” measures and co-measures of risk,
in the Capital Asset Pricing Model (CAPM) of Sharpe (1964) and in the Arbitrage Pricing
Theory (APT) model by Ross (1976) using French stock high-frequency data. Bollerslev
and Zhang (2003) demonstrate with US equity transaction data, that the “realized”
measures and co-measures are more eﬀective measures of the systematic risk(s) in factor
models. Contrary to these standard approaches, we include higher-moments asset pri-
cing models (see Jurczenko and Maillet, 2006), and conditional asset pricing models (see
Bollerslev et al., 1988 and Jondeau and Rockinger, 2004).
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The motivation for the conditional multi-moment asset pricing with heterogeneous
market participants comes from three sources. First, from a theoretical perspective,
ﬁnancial economic considerations suggest that betas may vary with conditioning vari-
ables, an idea developed theoretically and empirically in a vaste literature (that includes,
among many others Berkowitz and Diebold, 1998; Andersen et al., 2002 and Bollerslev
and Zhang, 2003). Second, from a diﬀerent and empirical perspective, the ﬁnancial
econometric volatility literature (see Andersen et al., 2001; Barndorﬀ-Nielsen and Shep-
hard, 2002a and Corsi, 2006) provides extensive evidence of wide ﬂuctuations and high
persistence in asset market conditional variances, and in individual equity conditional co-
variances with the market. Thus, even from a purely statistical viewpoint, market betas,
which are ratios of time-varying conditional covariances and variances, might be expec-
ted to display persistent ﬂuctuations. Third, all the previous contributions only assume
a mean-variance strategy; the investor allocates his portfolio among some risky assets
and the risk-free asset. The mean-variance criterion implicitly assumes that returns are
normal, or at least that higher moments (beyond mean and variance) are not relevant for
the asset allocation.
The outline of the chapter is as follows. Section 3.2 starts with a brief discussion
of a general factor pricing model and the notion of realized factor loadings. This sec-
tion also presents standard summary statistics for the monthly realized portfolio returns
and factor loadings for the 43 test portfolios over the 5-year (2002-2006) sample period.
Section 3.3 shows our conditional multi-moment asset pricing model with heterogeneous
market participants in the high-frequency context. We also propose a robust estimation
procedure for this model. Section 3.4 details the case of time-varying investment op-
portunities, examines the consequences of using the proposal model and provides several
robustness checks of our main results. Section 3.5 concludes (with some suggestions for
future research).
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3.2 Factor Pricing Models and Realized Co-variations
In this section, we introduce the econometric formulations which are considered for
the Realized CAPM. The basic idea is that under suitable assumptions about the un-
derlying return generating process, the corresponding factor loading(s) may in theory be
estimated arbitrarily well through the use of suﬃciently ﬁnely sampled high-frequency
data (Bollerslev and Zhang, 2003). We describe the return generating process (3.2.1).
We then derive the corresponding Realized Loadings (3.2.2), and ﬁnally, we discuss the
setup of the actual empirical implementation (3.2.3).
3.2.1 Factor Pricing Models
Factor models are amongst the most widely used return generating processes in ﬁn-
ancial econometrics. They explain co-movements in asset returns as arising from the
common eﬀect of a (small) number of underlying variables, called factors. Following
common practice in the empirical asset pricing literature, we assume that the underlying
discrete-time return generating process is the K-factor model. Speciﬁcally, let us denote
by R the N portfolios returns , and by F the K factors returns. If rf is the risk free asset
return, excess returns of portfolios and factors are deﬁned respectively as: r = R − rf
and f = Ft − rf . Let ri be the excess return of the i-th asset class of the entire portfolio
during a speciﬁc time interval. The factor model is then speciﬁed by:
ri = αi +
K∑
k=1
βikfk + εi,
more compactly:
r = α +Bf ′ + e (3.1)
where B = (β1, β2, · · · , βK) is the (N x K) loadings, f = (f1, f2, · · · , fK) is the (T x K)
vector of risk factors, α = (α1, α2, · · · , αN) is the (N × 1) vector of interceps and
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e = (ε1, ε2, · · · , εN)) is the (N × 1) random error with mean 0 accounts for the in-
formation not captured by the risk factors. Following equation (3.1), the mean of r is
E(r) = α + B[E(f)]′ and the variance of r is V ar(r) = B′ΣFB + σ2e where Σf and σ
2
e
are the covariance matrices of f and e, respectively. Note that the components βik of the
coeﬃcient vector B will be zero if the i-th asset class is not exposed to the k-th risk factor.
The factor model is an extension of the well-known market model (Sharpe, 1964;
Lintner, 1965), which corresponds to one-factor model (market factor, rM,t) with constant
loading:
r = α + βrM + e (3.2)
where β is a (N × 1) vector of market loadings and rM is a vector of market portfolio
returns.
The motivation for using the risks factors of the market is to including most possible
information in the model. We can ﬁnd several sources of bias which are not taken into
account in one-factor model. In particular, the liquidity risk and the operational risks
which can come from the heterogeneity of information available on the markets. Since
there is almost no strictly independent random variable in our economic world, it is
almost certain that any additional variable will, at least locally, add to the explanatory
power of the CAPM. This form of factor model is most general and all other model can
be derived. The factor loadings are then formally deﬁned (see, Bollerslev and Zhang,
2003) by:
B ≡ cov(r, f)
cov(f , f)
(3.3)
This form of estimation of factor betas is generally used for the factor model. But
the empirical tests conducted with data from ﬁnancial markets do not generally imply
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the acceptance of the model as describing correctly the range of expected returns. When
regressing returns of individual assets on the market factors, R2 are generally quite low.
The regression of the average returns against betas is even worse. Bollerslev and Zhang
(2003) propose the use of the realized loadings for estimation of factor loadings.
3.2.2 Realized Loadings and Co-variations
Recently, for the measure of the asset volatility, the use of high frequency data have
been advocated to improve the precision of the estimation: the so-called Realized Volatil-
ity (RV) approach proposed in a series of breakthrough papers by Andersen et al. (2002)
and Barndorﬀ-Nielsen and Shephard (2002a and 2002b). As for the Realized Volatility
approach, the using high frequency data in the computation of covariances and correl-
ations between two assets leads to the analogous concept of Realized Covariance (or
Covariation), Realized Correlation and Realized Betas (Bollerslev and Zhang, 2003).
Following Barndorﬀ-Nielsen and Shephard (2002a), Bollerslev and Zhang (2003) and
Morano (2007), we suppose that ﬁnest sampled h-period returns are available. Let pt−1+ih
denote the (N×1) vector of log transaction prices and let rt−1+ih, h ≡ pt−1+ih−pt−1+(i−1)h
denote the (N × 1) vector of returns for the i-th intra-day period on day t, for i =
[2, 3, · · · , 1/h], where N is the number of stocks. We assume that 1/h is an integer.
Then, the corresponding intra-period returns share to the same factor structure as in
equation (3.1) with constant intra-period drift and factor loadings such as:
rt−1+ih, h = αt + β′tft−1+ih, h + εt−1+ih, h (3.4)
where ft−1+ih, h denote the (1×K) vector of returns of the factors for the i-th intra-day
period on day t and εt−1+ih, h is the random noise vector with E(εt−1+ih,h) = 0. We have
rt =
∑1/h
i=2 rt−1+ih, h and εt ≡
∑1/h
i=2 εt−1+ih,h.
The temporally aggregated one-period returns deﬁned by equation (3.4), rt, is obvi-
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ously identically equal to r deﬁned by equation (3.1). With this intra-day period decom-
position, Andersen et al. (2002), Barndorﬀ-Nielsen and Shephard (2002a) and Bollerslev
and Zhang (2003) suggest to estimate the daily covariation by taking the outer-product
of the observed high-frequency returns over the period, namely the Realized Covariance
- of course, the true covariance matrix is not directly observable. However, by the theory
of quadratic variations1, the corresponding Realized Covariance (denoted RC) is deﬁned
by:
RC(rt, h , ft, h) =
∑
i=2,··· ,1/h
ft−1+ih, h r′t−1+ih, h (3.5)
Andersen et al. (2002) and Protter (2004) show that this statistic converges uniformly
in probability to the true covariance matrix as h→ 0. Therefore,
RC(ft, h , ft, h) =
∑
i=2,··· ,1/h
ft−1+ih, h f ′t−1+ih, h, (3.6)
is the Realized Volatility of the factors on the day t.
Finally, the conditional betas, or factor loadings, deﬁned in equations (3.1) and (3.4)
can be estimated by:
β̂t, h =
RC(rt, h , ft, h)
RC(ft, h , ft, h)
(3.7)
β̂t, h is the so-called Realized Betas or Factors Loadings (Bollerslev and Zhang, 2003) for
the period t using intra-daily sample h. The next subsection presents some statistics of
the Realized Betas of stocks returns data on the French Stock Market.
1See Protter, 2004, for a general discussion
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3.2.3 Realized Betas on the French Stock Market
Following the deﬁnition of the realized loadings proposed in the previous subsection,
we compute here the empirical counterpart on real stocks. We ﬁrstly present the char-
acteristics of database and secondly, we present and discuss the factor loadings of some
stocks in the French Stock Market.
The data set was obtained from Euronext and consists in transaction prices at the ﬁve-
minutes sampling frequency for 50 more liquids stocks, covering the period from January
02, 2002 until December 29, 2006 (1,281 trading days). We remove stocks for which the
price series start at a later date, leaving 43 stocks for the analysis2.
Table 3.1 gives a statistics summary of the selected stocks. These statistics cover
minimum and maximum value, mean, standard deviation, skewness, kurtosis and real-
ized volatility (mean and standard deviation of daily realized volatility). We can notice
on this table that instantaneous volatilities over all the period are very weak and homo-
geneous for all entire assets. In the same, the average of the returns is close to zeros.
We also see very asymmetrical distributions toward the left (see for example “Pernold-
Ricard”, “Sodexho Alliance” and “Air Liquide”) and seldom toward the right-hand side
(“Pinault Printemps” and “Vallourec”). Moreover, all the assets have very fat tails dis-
tribution (the average kurtosis is higher than 20). These reports show well that it is not
possible to support the assumption of normality of the distributions of the returns in the
high-frequency context.
The intra-day returns have then been employed in the computation of the daily real-
ized regressions, as discussed in the methodological section, leading to a total of 1,281
daily observations. In order to control the diﬀerent ranges of variation of the series,
standardized variables have been used in realized regression estimations. For obvious
reasons, some outliers were also removed from the intra-daily return series.
2See appendix 2 for a list of the company names used.
3.2 Factor Pricing Models and Realized Co-variations 135
Table 3.1. Summary Statistics for IntraDaily Returns
Min Max σ Skew. Kurt. Neg. % Realized Volatility
Mean STD
TF1 -7.3% 8.8% 0.5% 0.54 25.35 47% 7% 5%
EADS -19.1% 8.5% 0.6% -1.15 56.92 46% 8% 5%
AIR LIQUIDE -9.9% 6.1% 0.4% -1.33 46.54 44% 6% 4%
CARREFOUR -9.6% 6.8% 0.5% -0.22 25.42 47% 6% 4%
TOTAL FINA ELF -6.1% 5.4% 0.4% -0.22 28.05 44% 5% 3%
OREAL -5.8% 7.7% 0.4% 0.35 22.97 44% 6% 3%
VALLOUREC -12.1% 18.5% 0.6% 1.39 63.34 38% 8% 5%
ACCOR -5.2% 5.0% 0.5% -0.03 16.90 46% 6% 4%
BOUYGUES -14.3% 6.8% 0.5% -0.87 53.41 46% 6% 4%
SUEZ -11.5% 10.1% 0.6% 0.28 32.22 46% 8% 6%
LAFARGE -7.7% 6.8% 0.5% -0.18 24.97 44% 6% 4%
SANOFI SYNTHELABO -7.8% 6.9% 0.5% -0.51 26.85 44% 6% 4%
AXA -8.6% 9.7% 0.7% 0.10 26.73 47% 9% 7%
GROUPE DANONE -7.7% 7.3% 0.3% 0.93 46.99 43% 5% 3%
PERNOD-RICARD -20.5% 5.9% 0.4% -6.25 368.99 42% 5% 3%
LVMH MOET VUITTON -4.7% 6.4% 0.5% 0.03 16.50 43% 6% 4%
SODEXHO ALLIANCE -22.2% 8.7% 0.6% -2.74 131.81 47% 7% 5%
MICHELIN -5.4% 4.6% 0.5% 0.11 12.85 46% 6% 3%
THALES -5.3% 6.2% 0.5% 0.24 15.25 47% 6% 4%
PINAULT PRINTEMPS -6.7% 17.4% 0.5% 2.02 85.11 44% 6% 5%
PEUGEOT -7.5% 5.7% 0.5% -0.41 24.42 47% 6% 4%
ESSILOR INTL -4.4% 7.3% 0.4% 0.46 18.11 44% 6% 3%
SCHNEIDER ELECTRIC -5.5% 4.5% 0.4% -0.08 16.28 44% 6% 4%
VIVENDI ENVIRON. -7.2% 6.3% 0.5% 0.09 23.49 47% 7% 5%
SAINT-GOBAIN -12.9% 7.5% 0.5% -0.70 36.80 46% 7% 5%
CAP GEMINI -16.2% 15.8% 0.7% 0.09 42.56 48% 9% 7%
CANAL + -6.4% 5.9% 0.5% -0.15 15.71 32% 7% 5%
VINCI -3.3% 5.2% 0.4% 0.46 14.13 42% 5% 3%
CASINO GUICHARD -6.6% 6.2% 0.4% -0.04 21.24 43% 6% 3%
AGF -7.3% 11.8% 0.5% 0.57 31.71 44% 7% 5%
VIVENDI UNIVERSAL -18.3% 13.7% 0.8% -1.34 67.74 47% 9% 8%
DEXIA SICO. -9.0% 7.6% 0.5% -0.05 37.45 43% 6% 5%
STMICROELEC.SICO. -7.4% 7.4% 0.6% 0.18 22.91 46% 8% 5%
ALCATEL A -21.1% 15.4% 0.9% -0.57 52.82 45% 11% 9%
LAGARDERE -4.1% 5.7% 0.5% 0.33 14.34 44% 6% 4%
VALEO -4.6% 7.7% 0.5% 0.63 18.97 47% 7% 4%
PUBLICIS GROUPE -6.8% 8.4% 0.5% 0.30 20.36 47% 7% 5%
SOCIETE GENERALE A -7.4% 8.3% 0.5% 0.34 26.68 43% 7% 5%
BNP PARIBAS -8.0% 8.0% 0.5% 0.35 27.00 45% 7% 4%
RENAULT -6.1% 8.5% 0.5% 0.27 22.64 44% 7% 4%
FRANCE TELECOM -16.3% 15.7% 0.8% -0.79 66.70 47% 9% 8%
THOMSON -10.8% 11.1% 0.6% 0.26 31.08 46% 8% 5%
CREDIT AGRICOLE -15.0% 7.3% 0.5% -1.36 63.98 46% 6% 4%
Source: Euronext. The table reports some main statistics of the intra-daily returns. This statistics cover
minimum (Min) and maximum value (Max), standard deviation (σ), skewness (Skew.), kurtosis (Kurt.),
negative returns frequency (Neg.) and realized volatility (mean and standard deviation of daily realized
volatility) over the January 2002 through December 2006 sample period. The realized daily volatilities
are reported in standard deviation format, and constructed from the summation of the squared 5-min
returns. The mean of all stocks 5-min returns is close to 0.
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For the empirical estimation, the 5-min compounded returns on the market portfolio
(denoted MKT), are constructed as the logarithmic transform of the equally-weighted
percentage returns across all of the stocks. Following the approach in Fama and French
(1993), the excess returns for the style portfolio (denoted HML) and the size portfolio
(denoted SMB) factor are deﬁned by the return diﬀerential between the sorted portfolios
grouped according to the individual stocks book-to-market ratios and their market cap-
italization respectively. We also compute 9 portfolios by merging 3 portfolios according
to the size with 3 portfolios according to the style (for instance the portfolio “11” will
be computed by the average of the asset returns being in the 1st third sorted by the
market capitalization and 1st third sorted by book-to-market). In Table 3.2, summary
statistics of the monthly returns for the 9 merged portfolios are presented. We observe
that all portfolios has positively average of monthly returns. Also value growth stocks
(low book-to-market value) in the small size outperformed growth stocks (high book-
to-market value) of the same size. Meanwhile, the average realized volatilities over the
recent 5-year period are generally in line with the long-run historical sample standard
deviations, with the portfolios in the lowest book-to-market exhibiting the highest aver-
age return volatility.
Table 3.2. Mean, Realized Volatility for Monthly Returns
Low Middle High
Mean Returns
Small 0.055 0.068 0.093
Middle 0.061 0.050 0.084
Big 0.064 0.060 0.079
Realized Volatility
Small 0.43 0.14 0.41
Middle 0.37 0.18 0.36
Big 0.78 0.13 0.38
Source: Euronext. The table reports the average monthly percentage returns, realized volatility, average
realized factor loadings for the 9 size and book-to-market sorted portfolios over the January 2002 through
December 2006 sample period. The realized monthly volatilities are reported in standard deviation
format, and constructed from the summation of the squared 5-min returns.
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Although the most liquid stocks in our sample generally is traded several times within
each 5-min interval, some of the less liquid stocks may not be traded for up to an hour
or longer. As such, the 5-min portfolio returns are clearly under the inﬂuence of non
synchronous trading eﬀects. It is well known that such eﬀects may systematically bias
the estimates of the factor loadings from traditional time series regressions. Several
diﬀerent adjustment procedures have been proposed in the empirical asset pricing liter-
ature for dealing with this phenomenon over coarser daily and monthly frequencies (see,
e.g., Campbell et al., 1997). In particular, under the simplifying assumption that the
trading intensity and the true latent process for the returns are independent, the one-
factor CAPM adjustment procedure ﬁrst proposed by Scholes and Williams (1977) works
by accumulating additional leads and lags of the sample auto-covariances between the
returns and the market portfolio. Adapting the Scholes-Williams procedure to a multi-
factor framework, our empirical variation and covariation measures for the factors and
the returns are based on the following generalizations of equations (3.5) and (3.6):
RCL(rt, h, ft, h) =
L∑
j=−L
 1/h∑
i=1
ft+ih,hf
′
t+(i−j)h,h − 2Lh
 1/h∑
i=1
ft+ih,h
×
 1/h∑
i=1
rt+(i−j)h,h
′(3.8)
where L denotes the maximum lag length included in the adjustment. The adjusted real-
ized factor loadings are then simply obtained by direct substitution of RCL(rt, h , ft, h)
and RCL(ft, h , ft, h) in place of RC(rt, h , ft, h) and RC(ft, h , ft, h) respectively in equation
(3.7)3.
We choose a lag window of L = 6 in the empirical results reported on below. This
particular choice of L was motivated by visual inspection of the adjusted factor loadings,
which showed little sensitivity to the choice of L beyond that lag. To illustrate this
feature, Figure (3.1) plots the average factor loadings across the full sample associated
with the Market, Small Minus Big (SMB) size and High Minus Low (HML) style factors
3Note that for L = 0 the expressions reduce to the standard expressions underlying the conventional
unadjusted OLS regression estimates.
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Figure 3.1. Average Adjusted Factor Loadings for smaller size and style Portfolio
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Source: Euronext. The database includes a complete set of ﬁve-minutes transactions prices from Janu-
ary 02, 2002, through December 29, 2006 (1,281 trading days). The ﬁgure plots the average Scholes-
Williams adjusted factor loadings for smaller size and style Portfolio as a function of the adjustment,
L = [0, 1, 2, · · · , 10]. SMB corresponds to the Small Minus Big size factor and HML is the High Minus
Low style factor.
representing portfolios for the test as a function of the lag length, L and Figure 3.2 plots
the factors loadings with lag 6. The smaller size and style Portfolio consists of the stocks
in the ﬁrst size and ﬁrst book-to-market value, and as such is among the test portfolios
most prone to non-synchronous trading eﬀects. Nonetheless, it is evident from the ﬁgure
that the average loadings for all three factors stabilize fairly quickly, and is very close to
the average full-day lag 59 adjusted loadings for L around 6. A similar picture emerges
for all of the other portfolios with the convergence to the full-day average occurring even
faster (smaller values of L) in most other cases.
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Figure 3.2. Realized Adjusted Factor Loadings of Large Size and Higher Style Portfolio
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Source: Euronext. The database includes a complete set of ﬁve-minutes transactions prices from January
02, 2002, through December 29, 2006 (1,281 trading days). The ﬁgure plots the average Scholes-Williams
adjusted factor loadings with lag 6 for large size and higher style Portfolio. SMB corresponds to the
Small Minus Big size factor and HML is the High Minus Low style factor.
3.3 Conditional Asset Pricing Model
In this section we introduce the econometric formulations that are considered in this
chapter. In turn, we describe the return generating process. We derive the regressions
tests of the CAPM Model, and ﬁnally we propose our framework estimation.
3.3.1 Realized Conditional Asset Pricing Model with Higher
Moments
We include in the return generating process the third moment and also the intra-daily
variabilities. We ﬁrst present the conditional asset pricing with three moments and after,
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we show the corresponding realized measures.
Three-moment Conditional Asset Pricing
Recall r the (N × T ) matrix of excess returns of N stocks; r = (r1, r2, · · · , rN) and f
the (K × T ) excess return of risky factors; f = (f1, f2, · · · , fK). We have:
ri = αi +
K∑
k=1
βikfk +
K∑
k=1
γikf
∗
k + εi, (3.9)
where f ∗k = F
2
k − rf , is the excess returns of the square returns of factor k, with k =
[1, · · · , K]; fk is the k-th common factor, βik is the loadings of stock i on each of the k
factors, γik is the sensitivity of stock i on each of the k quadratic factors f
∗
k and εi are
assumed to be uncorrelated across assets.
More compactly:
r = α +Bf +Gf∗
′
+ e (3.10)
where B is (N ×K) matrix of loadings, G (N ×K) matrix of loadings of the quadratic
factors and e is the (T × N) matrix of residuals with zero mean and covariance matrix
Σ.
At equilibrium, the expected return of an asset i is linearly associated with the con-
tributions of the asset to the variance and skewness of the risk factor. The conditional
version of this multi-factor model (Krauss and Litzenberger, 1976; Barone et al., 2002;
Smith, 2007) is:
E(ri) = λ0 +
K∑
k=1
(βikλ1, k + γikλ2, k) (3.11)
where λ0 may be interpreted as the expected excess returns of a portfolio with zero
covariance and coskewness with the market, λ1, k is the price of beta risk, λ2, k is the
price of gamma risk. The value of the loading factor is given by equation 3.3 and:
γi, k =
Coskew(ri, fk)
κ3j
, (3.12)
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is the conditional gamma of asset i. The conditional coskewness of the asset i with the
factor k, Coskew(ri, fk) is given by:
Coskew(ri, fk) = E[(ri − ri)(fk − fk)2], (3.13)
where ri = E(ri) and fk = E(fk) and the conditional coskewness of the factor k, κ
3
k is
as follows:
κ3k = E[(fk − fk)3] (3.14)
The motivation for including the square of the market returns is to fully account
for coskewness with the factors. The quadratic market model (equation 3.10) is a dir-
ect extension of the well-known market model (Sharpe, 1964 and Lintner, 1965), which
corresponds to some restrictions. With this return generating process, we assume that
the individual error terms are correlated; so we have non-zero covariances between the
error terms εi. This special type of problems is called in the econometric literature the
Seemingly Unrelated Regressions (SUR) Model (Zellner, 1962). We propose some basic
intuition of the estimation procedure and some extensions (Parks, 1967) in the special
subsection of this section.
Realized Loadings in Conditional Asset Pricing with Three moments
We develop and extend in this subsection the conditional multi-factor Asset Pricing
Model by adding unobserved prices variabilities in the low frequency. Suppose as in the
previous section that ﬁner sampled h-period returns are available. The h-period three-
moment conditional asset pricing is therefore given, in compact form similar to equation
3.4:
rt−1+ih, h = µt + β′tft−1+ih, h + γ
′
tf
∗
t−1+ih, h + t−1+ih, h (3.15)
where a new parameter γt is (K × 1) vector of conditional gamma at the time t. The
conditional betas are deﬁned by equation 3.7.
The Realized Coskewness (denoted RCoskew) of assets and risks factors with h-period
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sampling is deﬁned (Beine et al., 2004) by:
RCoskew(rt, h, ft, h) =
1/h∑
i=2
rt, hf
∗
t, h =
1/h∑
i=2
rt, h(F
2
t, h −RFt, h) (3.16)
Therefore, the Realized Gamma (γˆt, h) for the day t is:
γˆt, h =
RCoskew(rt, h, ft, h)
RCoskew(ft, h, ft, h)
(3.17)
3.3.2 Regressions Tests of the CAPM
We describe here two types of the most popular regression tests of CAPM. The ﬁrst
group of tests of the Capital Asset Pricing Model is related to time-series variation
(Black et al., 1972 and Gibbons et al., 1989) whilst the second is based on cross-sectional
regressions (Fama and Macbeth, 1973).
Times-series Regressions
Recall the factor pricing model with a single factor4. All variables hereafter are
considered in terms of excess returns. The loading for the asset i is given by the regression:
ri = αi + βif + εi (3.18)
The model states that expected returns are linear in the betas: ri = βif . Then this means
that all the regression intercepts αi should be zero. Black et al. (1972) and Gibbons et
al. (1989) developed a methodology for this test. That we brieﬂy present in the next
subsection.
The Black, Jensen and Scholes (BJS) Method
Black et al. (1972) suggested a natural strategy for estimation and evaluation. Run time-
4For simplify notations, we use here a single factor model; but the results are the same for multi-factor
case with vectors in place of scalars.
3.3 Conditional Asset Pricing Model 143
series regressions (equation 3.18) for each test. The estimate of the factor risk premium is
just the sample mean of the factor: λˆ = f . Then, for the case that the regression errors in
(equation 3.18) are uncorrelated and homoskedastic, use standard Ordinary Least Square
(OLS) formula for a distribution of the parameters can be used5. We can also test the
case that all the pricing errors are jointly equal to zero. With errors that are independent
and identically distributed over time, homoskedastic and independent of the factors, the
asymptotic joint distribution of the intercepts gives the model test statistic (χ2 test, see
Campbell et al., 1997 and Cochrane, 2001),
tN = T
[
1 + (fσˆ−1f )
2
]−1
αˆΣ̂−1αˆ (3.19)
where f denotes sample mean of factor f , σˆ2f denotes sample variance of factor f , αˆ is a
vector of the estimated intercepts, Σ̂ is the residual covariance matrix: Σ̂ = E(eˆeˆ′). tN
converges asymptotically to χ2N .
For the BJS Wald-type test deﬁned by equation (3.19), since Σ is unknown, its ap-
proximation needs the large-sample distribution theory for drawing inference (Campbell
et al., 1997 and Cochrane, 2001). Gibbons et al. (1989) give a ﬁnite-sample distribution
for the test.
The Gibbons, Ross and Shanken (GRS) Method
The candidate model for times-series regressions of Gibbons et al. (1989) is the Market
Model regression equation (3.18). Similar to univariate F -test (which is equal to a squared
t-test), its multivariate analogue looks at the ratio between the square of the estimated
coeﬃcients and their variance; in matrix notation, this involves the quadratic expression:
αˆ′[V ar(αˆ)]−1αˆ = T (αˆ′Σ−1αˆ)
[
1 + (fσ−1f )
2
]
(3.20)
5The t-tests is use to check whether the pricing errors α are in fact zero.
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where Σ is the variance-covariance matrix of the residuals in equation (3.18). The ﬁnite-
sample test of Gibbons et al. (1989) is achieved by an appropriate adjustment of the
above expression for the degree of freedom. The test statistic W is deﬁned as:
W = (T −N − 1)N−1 [1 + (fσ−1f )2]−1 αˆ′Σ−1αˆ (3.21)
They show that, under the null hypothesis, W is unconditionally distributed as a central
F with N degrees of freedom in the numerator and (T − N − 1) degrees of freedom in
the denominator6, that is:
W ∼ FN, T−N−1 (3.22)
The GRS test statistic as a useful economic interpretation since Gibbons et al. (1989)
show that this statistic can be rewrited in terms of Sharpe ratios:
W = (T −N − 1)N−1
[
E(q)2
σ2q
− f
2
σ2f
]{
1 +
[
fσ−1f
]2}
(3.23)
where the portfolio denoted by q is the ex-post tangency portfolio constructed from the
N assets plus the test factor f . The GRS test statistic W can therefore be interpreted in
terms of the diﬀerence in squared Sharpe ratios between q and f . If f is ex post eﬃcient,
it has the highest Sharpe ratio of all portfolios which can be constructed and it will have
the same Sharpe ratio as q. Otherwise, q can only have a higher Sharpe ratio7 (Campbell
et al., 1997; Cochrane, 2001).
If there are many factors that are excess returns, the quadratic form (αˆ′Σ̂−1αˆ) has the
distribution:
αˆ′Σ̂−1αˆ = (T −N −K)N−1
[
1 + f
′
Ω̂−1f
]−1
αˆ′Σ̂−1αˆ ∼ FN, T−N−K (3.24)
where N is the number of asset, K the number of factors and Ω̂ = 1
T
∑T
t=1(f −f)(f −f)′
6See Campbell et al. (1997) and Cochrane (2001) for more details.
7We suppose here, for our analysis of the economic perspective of GRS test statistic, that the factor
f is the Market portfolio.
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is the sample covariance matrix of factors.
Cross-sectional Regressions (Fama and Macbeth, 1973)
The CAPM imposes a cross-sectional restriction, namely that expected asset returns
are linearly related to their market beta; it thus seems to be straightforward to test the
CAPM by running a cross-sectional regression of expected returns on betas. If we want
to test speciﬁc alternatives, we could just add additional explanatory variables to the
regression. In a nutshell, that is already the basic idea of cross-sectional regressions tests.
But we do not know expected returns and betas, we can only estimate their values. When
running cross-sectional regressions, we also need to account for potential cross-sectional
correlation of residual returns. While the assumption of zero serial correlation is generally
a good approximation for monthly returns, abnormal returns do considerably co-vary
across assets. The cross-sectional regression model speciﬁed by Fama and MacBeth (1973)
have the form for each period t8:
ri, t = λ0, t + λ1, tβi, M |t +
J∑
j=2
λj, tki, j|t + ξi, t (3.25)
over all assets i, with i = [1, · · · , N ], and T observed periods with t = [1, · · · , T ]. Where
λ0, t is the return in excess of the risk free rate on a fully-invested, least-variance portfolio
where the eﬀects of the others variables are zero, λ1, t is the return of a zero-investment,
least-variance portfolio with a beta of one and λj, t (for j > 2) is the return on a zero-
investment, least-variance portfolio where the variables kj are zero
9.
If the CAPM holds, the expected return of λj, t (for j = 1) should be zero, the
expected return of λ1, t should be positive. Using time-series averages as estimates of
8The Fama-MacBeth method allows to incorporate time-varying betas.
9The relation equation (3.25) insures that there are no other parameters next to beta which explain
the cross-section of expected returns. For instance, Fama and MacBeth (1973) test whether expected
returns are also determined by variance. They postulate an alternative relationship between expected
returns, beta and idiosyncratic risk σ(εi, t) of model deﬁned in equation (3.18)
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expected values, we can test whether these are signiﬁcantly diﬀerent from zero with
standard t-tests10. We have for j = [1, · · · , N ]:

λ¯j = T
−1∑T
t=1 λˆj, t
σˆ(λ¯j) =
{
[T (T − 1)]−1∑Tt=1(λˆj, t − λ¯j)2}1/2
tˆ(λ¯j) = λ¯j[σˆ(λ¯j)]
−1
(3.26)
Cochrane (2001) shows how to embed the Fama-MacBeth method in a more general
estimation context.
3.3.3 Estimation Procedure of the Model
For a robust estimation of the proposed model, we combine Seemingly Unrelated
Regressions (SUR) Zellner (1962) and cross-sectionally correlated of Parks (1967) meth-
odologies. This because the Seemingly Unrelated Regressions (SUR) model, proposed by
Zellner (1962), can be viewed as a special case of the generalized regression model, but it
does not share all of the features or problems of other leading special cases (e.g., models of
heteroskedasticity or serial correlation). Parks (1967) proposes an estimation procedure
that allows the error term to be both serially and cross-sectionally correlated. Consider a
system of N simultaneous equations, of which the typical i-th equation deﬁned in equa-
tion 3.1. More compactly, those latter vectors can be stacked into an NT -dimensional
vector r, with a corresponding arrangement for the error terms, coeﬃcient vectors, and
regressors:
r =

r1
r2
...
rN
 , e =

e1
e2
...
eN
 , B =

b1
b2
...
bN
 ,
10The test is formulated as: 
λ¯0 = 0
λ¯1 > 0
λ¯j = 0, for j > 1
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r, e and B are respectively an (NT × 1) vector of returns, (NT × 1) vector of errors
terms and (K × 1) vector of loadings, and:
F =

X1 0 · · · 0
0 X2 · · · 0
...
...
. . .
...
0 0 · · · XN
 ,
with K =
∑N
i=1 ki and F the (NT ×K) matrix of factors. With this notation, we have:
E(r) = BF (3.27)
Therefore, given that eit is the error for the i-th asset in the t-th time period, the assump-
tion of contemporaneous disturbance correlation, but not correlation over time, implies
that the covariance matrix of this SUR system is:
V (r) = Σ⊗ I (3.28)
where:
Σ =

σ11 σ12 · · · σ1N
σ21 σ22 · · · σ2N
...
...
. . .
...
σN1 σN2 · · · σNN
 ,
with I the (T ×T ) identity matrix and ⊗ the Kronecker product notation indicating that
each element of Σ is multiplied by an identity matrix.
With the previous notations, the classical Least Squares estimator for the vector B is:
BˆLS = (F
′
F)−1F
′
r (3.29)
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and the GLS estimator (assuming Σ is known) is:
BˆGLS =
[
F
′
(Σ⊗ I)−1F
]−1
F
′
(Σ⊗ I)−1r (3.30)
Now assume that the elements of the disturbance vector follow an AR(1) process (see
Parks, 1967 and Bali and Wu, 2005):
eit = ρieit−1 + it, (3.31)
where |ρi| < 1 and it are random variables with zero mean. Equation (3.31) indicates
that the eit are correlated. Equation (3.1) for asset i can then be written as:
ri = biFi +Pii (3.32)
with ei = Pii, where i is a T × 1 random vector with E(i) = 0, E(i′i) = σiiI and:
Pi =

(1− ρ2i )− 1/2 0 0 · · · 0
ρi(1− ρ2i )− 1/2 1 0 · · · 0
ρ2i (1− ρ2i )− 1/2 ρi 1 · · · 0
...
...
...
. . .
...
ρT−1i (1− ρ2i )− 1/2 ρT−2i ρT−3i · · · 1

(3.33)
Under this setup, Parks (1967) presents a consistent and asymptotically eﬃcient three-
step estimation technique for the regression coeﬃcients. The ﬁrst step uses single equation
regressions to estimate the parameters of autoregressive model. The second step uses
single equation regressions on transformed equations to estimate the contemporaneous
covariances. Finally, the Aitken estimator is formed using the estimated covariance,
Bˆ = (F
′
Ω−1F)−1F
′
Ω−1r (3.34)
where Ω = E(ee
′
) denotes the general covariance matrix of the innovation.
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These estimators of Ω are not unbiased for true covariance matrix, but they are consistent
under the usual conditions. Again imposing reasonable regularity conditions, it can be
shown that this B estimator is asymptotically equivalent to the infeasible Generalized
Least Square (GLS) estimator which assumes Σ is known. So inference on the parameter
vector B can be carried out using the approximate normality of Bˆ:
Bˆ ∼ IN(B,Ω) (3.35)
In the application, we use this mentioned methodology with the slope coeﬃcients
restricted to be the same for all assets. In particular, we use the same three-step procedure
and the same covariance assumptions as in (equation 3.31) to (equation 3.33) to estimate
the covariances and to generate the t-statistics for the parameter estimates.
3.4 Results and Robustness Tests
In this section, we examine the pricing eﬃciency of alternative models. The Fama-
French Realized Portfolio Returns and Asset pricing Test are presented. We ﬁrstly present
the gains associated with the use of high frequency data in the estimation of factor
loadings and asset pricing. We then add a realized coskewness in the model and compare
with the Bollerslev and Zhang (2003) realized loading procedure.
3.4.1 Fama-French Realized Portfolio Returns and Factor Load-
ings
The gains associated with the use of the high-frequency data for more accurately
measuring and forecasting the realized factor loadings depend upon the quality of the
corresponding asset pricing model. The empirical results in the literature discussed above
suggest that the asset pricing anomalies related to size and book-to-market largely dis-
appear within the context of the three-factor Fama and French (1993) model. As such,
this particular model and the 9 tests portfolios sorted on the basis of ﬁrm size and book-
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to-market ratios provide a natural setting for evaluating the improvements entailed by
the high frequency-based factor loadings11.
The average monthly percentage loadings and standard deviations, over the 5-year
(2002-2006) sample period are given in Table 3.3. In contrast to the earlier results, the
cross-sectionally averages no longer show a clear-cut pattern in regards to the size and
book-to-market characteristics. Indeed, as noted below, the model still yields an av-
erage R2 in excess of 30% for explaining the cross-sectional diﬀerences in the monthly
returns across the 9 portfolios more than twice the average R2 for the standard one-factor
CAPM over the same time period. Also, the average R2 for the 9 time series regressions
of the portfolio returns on the three factors exceeds 75%. These results are directly in
line with the results reported in the existing literature based on longer historical samples.
Table 3.3. Realized Factor Loadings
Mean of Realized Factor Loadings
Market Small Minus Big High Minus Low
Low Middle High Low Middle High Low Middle High
Small 1.098 0.708 0.638 0.505 0.418 0.259 0.150 -0.067 -0.223
Middle 1.020 0.696 0.656 0.532 0.424 0.268 0.071 -0.063 -0.253
Big 0.973 0.687 0.576 0.631 0.436 0.389 0.072 -0.057 -0.278
Standard Deviation of Realized Factor Loadings
Small 0.131 0.035 0.070 0.132 0.057 0.123 0.189 0.057 0.259
Middle 0.066 0.036 0.076 0.074 0.052 0.115 0.134 0.049 0.130
Big 0.096 0.031 0.071 0.082 0.050 0.154 0.148 0.049 0.123
Source: Euronext. The table reports the average realized factor loadings for the three-factor Fama and
French (1993) Model for each of the 9 size and book-to-market sorted portfolios over the January 2002
through December 2006 sample period and the corresponding sample standard deviations. The realized
factor loadings are constructed from high-frequency 5-min returns.
The average loadings for the Small Minus Big (SMB) size factor systematically de-
crease with the size of the portfolio, while the average realized loadings for the High
11The 9 portfolios is computed by merging 3 portfolios according to the size with 3 portfolios according
to the style (for instance the portfolio “11” will be computed by the average of the asset returns being
in the ﬁrst third sorted by the market capitalization and ﬁrst third sorted by book-to-market).
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Minus Low (HML) factor increase with the book-to-market ratio. No apparent pattern
is evident in the loadings association with the return on the Market portfolio (MKT).
The monthly sample standard deviations reported suggest that the realized factor load-
ings also vary a lot through time, with the loadings for the largest low book-to-market
portfolios. This will inﬂate the reported standard deviations. It would be interesting,
but beyond the scope of the present chapter, to formally assess the magnitude of the
measurement errors in the present context (Bai et al., 2000; Barndorﬀ-Nielson and Shep-
hard, 2002a and 2002b and Meddahi, 2002; all authors providing important theoretical
results for the case of scalar realized volatility measures). Even though the inherent
measurement errors result in somewhat erratic month-to-month realized factor loadings,
an underlying systematic temporal pattern is evident for all three risk factors. Similar
results are true for the other portfolios.
Table 3.4. Average R2 for Alternatives Models with or without Skewness Factor
Realized Regression Classical Regression
Low Middle High Low Middle High
Without Skewness Factor
Small 59.33% 85.12% 65.22% 34.69% 84.23% 30.31%
Middle 52.01% 85.94% 64.69% 38.70% 84.59% 33.62%
Big 59.59% 85.86% 75.86% 36.32% 83.99% 28.73%
With Skewness Factor
Small 77.03% 95.34% 88.85% 47.57% 85.35% 36.07%
Middle 72.21% 96.10% 89.01% 47.44% 86.21% 37.52%
Big 73.65% 95.71% 88.96% 46.15% 86.09% 32.42%
Source: Euronext. The table reports the average of R2 for the three-factor Fama and French (1993)
Model and Fama and French (1993) Model with squared factor returns for each of the 9 size and book-to-
market sorted portfolios over the January 2002 through December 2006 sample period. The estimations
are carried out on realized regression and on classical static regression.
The squared factor is added to the three-factor Fama and French (1993) Model. The
Table 3.4 gives the average of R2 for the three-factor Fama and French (1993) Model and
Fama and French (1993) Model with Squared factor returns for each of the 9 size and
book-to-market sorted portfolios over the January 2002 through December 2006 sample
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period. The alternatives estimations are also made in realized regression and classical
static regression. We observe clearly that the level of the R2 is high with the squared
factor that others estimations methods. This means the addition of the skewness factor
makes the classical three-factor model strikingly more competitive. For example, in the
large size and high style portfolio, the classical three-factor model produces an R2 of
28.73 percent, the realized estimation gives 65.86 percent when the model with skewness
factor produces 88.96 percent. The intercepts of the regressions for this last model is also
relatively weak compared to the other models12.
The realized factor loadings are, of course, only observable ex post. The results in the
next section demonstrate that a simple AR(1) time series model for the high-frequency
factor loadings eﬀectively smoothes out the measurement error, and gives rise to more
accurate forecasts and statistically signiﬁcant lower pricing errors when compared to the
conventional monthly rolling regression-based estimates traditionally used in the literat-
ure.
3.4.2 High-frequency Factor Loadings and Asset Pricing
The discussion in the previous section illustrated how high-frequency data may be used
in an actual empirical setting for more accurately measuring systematic factor risk ex-
posures. This section goes one step further and asks the question: do the high frequency-
based measures give more accurate predictions of the future factor loadings and statist-
ically signiﬁcant improvements in terms of asset pricing predictions and corresponding
better economic decisions? We begin by a discussion of our four diﬀerent return-based
forecast procedures for the factor loadings to based on monthly return observations only.
12We also tested the model with the kurtosis, but this factor is not signiﬁcant and was not ﬁnally
retained for the tests
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Predicted Factor Loadings
For the predicted factor loadings, we use several independent procedures. We ﬁrst
considers the factor loadings to be constant and equal to the conventional regression es-
timates based on 5 years of monthly observations at the beginning of the out-of-sample
forecast comparison period. We will refer to these Constant factor loadings by the
acronym CON. We have also experimented with the loadings estimates based on the
monthly return observations over the full sample. The 5-year Rolling Regression-based
(RR) estimation technique advocated by Fama and MacBeth (1973) allows the betas to
change every month with the new return observations. As previously noted, on using this
procedure along with the actual realized factor returns, the average of the 60 monthly
cross-sectional R2’s (for explaining the variation in the returns across the 9 portfolios)
equals 0.929, whereas the average R2 from the 9 time series regressions equals 0.756.
We use, as a benchmark, a high-frequency-based procedure takes the forecast for the
next month to be equal to the current months realized loadings. These forecasts would,
of course, be optimal in a Mean Square Error sense if the time series of realized factor
loadings followed a Random Walk (RW), or martingale, model. We consequently refer
to this procedure as the HF-RW-based forecasts. The second high-frequency procedure
is based on the one-step-ahead forecasts from a set of AR(1) models for each of the
diﬀerent loadings and portfolios. The estimates of the models are based on a rolling 24-
months sample, leaving us with an out-of-sample forecast comparison period covering the
60 months from January 2002 through December 2006. Consistent with the signiﬁcant
autocorrelations reported in Table 3.5, the vast majority of the parameter estimates
for the 3× 9× 60 = 1620 diﬀerent AR(1) models are statistically signiﬁcant at standard
thresholds. In addition to these rolling AR(1) models, we have also experimented with the
forecasts based on a set of ARMA(1, 1) models estimated over the full in-sample period13.
13The ARMA(1, 1) formulation is consistent with the assumption that the true latent loadings fol-
low an AR(1) model, but that the (observed) realized loadings are equal to the true loadings plus an
independent measurement error.
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The basic ﬁndings, available upon request, were very similar to the ones reported below for
the AR(1) models. Meanwhile, more complicated dynamic time series models, possibly
allowing for asymmetries in the relationship between the past returns and the future
factor loadings, may give rise to even better predictions14. To keep the comparisons
simple, we do not purpose any of these more complicated model speciﬁcations here. Of
course, the relatively short 5-year time span of high-frequency data also limits the scope
of such investigations.
Table 3.5. Factor Loading Forecasts
Constant Rolling Regression High Frequency High Frequency
Random Walk AutoRegressive
Market
Bias 0.03 -0.68 0.00 0.01
MSE 0.01 0.49 0.01 0.05
MAE 0.07 0.68 0.09 0.04
Small Minus Big
Bias -0.52 -0.08 0.00 0.00
MSE 0.28 0.12 0.02 0.04
MAE 0.52 0.26 0.11 0.10
High Minus Low
Bias -0.03 0.94 0.01 0.00
MSE 0.03 1.02 0.06 0.03
MAE 0.13 0.94 0.18 0.03
Source: Euronext. The table reports the average forecast errors for forecasting the monthly realized factor
loadings across the 9 portfolios and the 5-year out-of-sample period from January 2002 through December
2006. The constant predictions takes the factor loadings to be constant and equal to the conventional 5-
year monthly regression based estimates at the beginning of the sample. Rolling Regression refers to the
5-year rolling regression estimates. High-frequency Random Walk assumes that the high-frequency-based
realized factor loadings follow a random walk, or martingale, model. The High-frequency AutoRegressive
predictions are based on a set of rolling AR(1) models estimated over the previous 24 months. The rows
labeled Bias, MSE, and MAE give the average errors, the average squared errors, and the average absolute
errors, respectively.
Table 3.5 reports the average bias, Mean Squared Error (MSE), and Mean Absolute
14Braun et al. (1995) and Cho and Engle (1999) have documented statistically signiﬁcant temporal
variation and important asymmetries in CAPM betas, while Bollerslev and Zhang (2003), provide com-
plementary evidence for asymmetric market risk exposure based on the same type of high-frequency
measures utilized here.
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Error (MAE), using each of the four procedures for forecasting the monthly realized
loadings. The errors are averaged across the 9 size and book-to-market sorted portfo-
lios and the 60-months out-of-sample period. The loadings associated with the market
return, are generally the most accurate. Not surprisingly, the constant factor loadings
(CON) result in the largest average Biases, MSEs and MAEs of all the procedures. The
MSEs and MAEs for the RR and HF-RW procedures are fairly close. The one-step-ahead
AR(1) forecasts systematically result in the lowest MSEs and MAEs for all of the factor
loadings. Intuitively, the HF-AR-based procedure more swiftly adjusts to changes in the
underlying market conditions.
Tests of Pricing Performance
In order to focus directly on the potential beneﬁts of using the high-frequency data in
measuring and modeling the realized factor loadings, we rely on the actual realized excess
factor returns when calculating the asset prices15. The three-factor Fama-French model
has been the subject of numerous empirical studies and, as discussed above, has been
found to perform very well in pricing the 9 size and book-to-market portfolios analyzed
here. Indeed, for none of the diﬀerent factor loading forecast procedures is the hypothesis
of a zero “alpha” in the three-factor model is rejected by a simple t-test. Speciﬁcally, let
the forecast error for the returns on portfolio i for month t based on the loadings from
procedure m, be denoted by ei,t(m). The four t-statistics
16 for testing the hypotheses
that the average pricing errors across the 9 portfolios and the 60-month out-of-sample
period are equal to zero i.e.,
∑
i
∑
t ei,t(m) = 0.
Meanwhile, the superiority of the high frequency-based loadings is underscored by
15Since the errors associated with the forecasts of the factor loadings and the risk premiums are
likely to be correlated, a rigorous true out-of-sample forecast comparison would also necessitate the joint
modeling of the loadings and the factor risk premiums.
16The four statistics correspond to the four alternative predictions models for the factors loadings
(CON, RR, HF-RW and HF-AR).
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the results in Table 3.6, and the average absolute pricing errors, |ei,t(m)|, reported in
the ﬁrst panel. Of course, the most appropriate statistical loss function for assessing the
superiority of the competing forecasts will ultimately depend upon the application (see
e.g., Christoﬀersen and Diebold, 1997 for a discussion of diﬀerent loss functions in the
comparison of nonlinear forecasting models). Hence, following Andersen et al. (1999),
Table 3.6 also reports the heteroskedasticity adjusted average absolute standardized er-
rors, |ei,t(m)/σi,t|, and Table 3.7 reports the pseudo-R2 deﬁned by 1 − [ei,t(m)/σi,t]2
, where σi,t refers to the realized volatility for portfolio i for month t constructed by
the summation of the 5-minutes squared returns within the month augmented by the
1-day lead-lag autocovariances to account for the nonsynchronous trading eﬀects. For
the sake of parsimony, we only report the average loss across the 9 portfolios. From
the results, reported in the ﬁrst rows in each of the three panels, it is obvious that the
HF-AR-based forecasts systematically yield the lowest absolute errors and the highest
pseudo-R2’s amongst the four diﬀerent procedures17.
To formally test for the statistical signiﬁcance of these apparent diﬀerences, Table
3.6 complements the average loss with the values of the three relatively simple pair-wise
forecast comparison tests discussed by Diebold and Mariano (1995). In particular, let
di,t(m,n) denote the loss diﬀerential between the forecasts based on method m and n for
portfolio i and month t. The Z1(m,n) statistic then refers to the standard t-test for the
hypothesis that the mean diﬀerential is equal to zero. Alternatively, the null hypothesis
of equal forecast accuracy, may also be tested by the nonparametric sign-test (Z2(m,n)),
Z2(m,n) =
[∑
i
∑
t
1Idi,t(m,n) − 0.5T
]
[0.25T ]1/2, (3.36)
where 1I denotes the indicator function and T = 60× 9 refers to the sample size and m
17Although the improvements may seem numerically small, the increase in the R2 for the HF-AR
procedure is actually somewhat higher than the improvements reported in the study by Ferson and
Harvey (1999) and Bollerslev and Zhang (2003) based on explicitly modeling the temporal variation in
the monthly factor loadings using exogenous explanatory variables.
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and n denote the monthly predictions models (CON, RR, HF-RW or HF-AR). Lastly,
the related studentized version of the Wilcoxon’s signed-rank test is formally deﬁned by,
Z3(m,n) =
[∑
i
∑
t
1Idi,t(m,n) × rank(|di,t(m,n)|)− 0.5T (T + 1)
]
×[T (T + 1)(2T + 1)/24]−1/2 (3.37)
Under the null hypothesis that models m and n have the same predictive ability, all
three test statistics should be asymptotically standard normally distributed. The values
reported in the three lower panels in the table soundly reject the hypothesis of no superior
predictive ability in favor of the high-frequency-based HF-AR procedure18.
18The results reported in Table 3.6 are based on the 60-month out-of-sample forecast comparison
period and the simple AR(1) model.
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Table 3.6. Average Pricing Errors and Signiﬁcance Tests
CON RR HF-RW HF-AR
Panel A: Absolute Errors 0.1 0.08 -0.41 -0.01
CON -31.76* 23.64* -9.83*
Z1(.,.) RR 20.35* 1.80
HF-RW -18.64*
CON -25.62* 14.85* -18.30*
Z2(.,.) RR 12.82* 20.08*
HF-RW -131.98*
CON -14.63* -12.92* -15.56*
Z3(.,.) RR -13.12* -14.28*
HF-RW -15.67*
Panel B: Absolute Standartized Errors 0.51 0.19 0.41 0.16
CON -10.73* -20.65* -85.49*
Z1(.,.) RR -11.04* 7.32*
HF-RW 11.58*
CON -114.54* -146.62* -113.64*
Z2(.,.) RR -112.71* 54.99*
HF-RW 116.37*
CON -15.50* -15.81* -16.49*
Z3(.,.) RR -15.48* -14.32*
HF-RW -13.24*
Source: Euronext. Panel A reports the average absolute errors. The entries in the ﬁrst row have been
multiplied by 102. Panel B gives the average absolute standardized errors obtained by standardizing each
error by realized volatility for that particular portfolio and month. All of the averages are calculated
over the 9 portfolios and the 5-year out-of-sample period from January 2002 through December 2006.
The procedure labeled CON takes the factor loadings to be constant and equal to the conventional
monthly regression estimates at the beginning of the sample. RR refers to the 5-year rolling regression
estimates. HF-RW assumes that the high-frequency-based realized factor loadings follow a random walk,
or martingale, model. The HF-AR predictions are based on a set of rolling AR(1) models estimated over
the previous 24 months. Z1(m,n) refers to the t-test for a diﬀerence in the means across the monthly
predictions for models m and n. Z2(m,n) gives the sign test while Z3(m,n) refers to the Wilcoxon’s signed
rank test for the same hypothesis. Under the null hypothesis of no superior predictive ability by either
of the two models, all of the test statistics should be standard normally distributed. The sign * Indicates
the signiﬁcance at 5% threshold.
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Table 3.7. Average of Pseudo-R2 and Signiﬁcance Tests
CON RR HF-RW HF-AR
Pseudo-R2 0.39 0.40 0.82 0.97
CON 70.81* 103.17* 58.31*
Z1(.,.) RR 70.19* -2.80*
HF-RW -74.95*
CON 114.54* 146.62* 113.67*
Z2(.,.) RR 112.71* -54.99*
HF-RW -116.37*
CON -13.25* -12.94* -13.26*
Z3(.,.) RR -13.27* -14.43*
HF-RW -15.52*
Source: Euronext. Table reports the average pseudo-R2 deﬁned by one minus the squared standardized
error. All of the averages are calculated over the 9 portfolios and the 5-year out-of-sample period from
January 2002 through December 2006. The procedure labeled CON takes the factor loadings to be
constant and equal to the conventional monthly regression estimates at the beginning of the sample. RR
refers to the 5-year rolling regression estimates. HF-RW assumes that the high-frequency-based realized
factor loadings follow a random walk, or martingale, model. The HF-AR predictions are based on a
set of rolling AR(1) models estimated over the previous 24 months. Z1(m,n) refers to the t-test for a
diﬀerence in the means across the 9 × 60 monthly predictions for models m and n. Z2(m,n) gives the
sign test while Z3(m,n) refers to the Wilcoxon’s signed rank test for the same hypothesis. Under the null
hypothesis of no superior predictive ability by either of the two models, all of the test statistics should
be standard normally distributed. The sign * Indicates the signiﬁcance at 5% threshold.
In order to further explore the performance of the HF-AR procedure, Table 3.8 reports
the average pseudo R2’s for each of the 9 portfolios. Comparing the results to the R2’s
associated with the conventional monthly rolling regression-based estimates, it follows
from the second panel in the table, that the HF-AR procedure does better in an absolute
sense. Interestingly however, for none of the portfolios where the RR procedure does
better, is the diﬀerence statistically signiﬁcant at the usual 5% level, whereas the HF-AR-
based loadings result in statistically signiﬁcant improvements for seven of the portfolios.
Thus, in spite of the relatively short 5-year out-of-sample forecast comparison period,
our various statistically tests systematically favor the asset pricing predictions based on
the high-frequency factor loadings.
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Table 3.8. Pseudo R2 and Signiﬁcance Test of Portfolios
Low Middle High
Sample Mean
Small 0.70 0.48 0.80
Middle 0.90 0.30 0.81
Big 0.91 0.85 0.89
Z1RR,HF−AR Test
Small -5.30* -1.42 -2.55*
Middle -3.73* -0.88 2.67*
Big 6.78* 4.35* 3.68*
Source: Euronext. The ﬁrst panel reports the pseudo-R2 for each of the 9 portfolios deﬁned by one
minus the squared standardized error for the HF-AR predictions averaged across the 5-year out-of-
sample period from January 2002 through December 2006. The HF-AR predictions are based on a set
of rolling AR(1) models estimated over the previous 24 months. The second panel reports the t-statistic
for testing identical mean R2’s between the 5-year rolling regression estimates, RR, and HF-AR based
predictions. Under the null hypothesis of no superior predictive ability by either of the models, the test
statistics should be standard normally distributed. * Indicates the signiﬁcance at 5% level.
Economic Signiﬁcance of High-frequency Loadings
To highlight the economic value of the high-frequency-based loadings and corres-
ponding asset pricing predictions, this section compares the ex post performance of the
mean-variance eﬃcient portfolios constructed from the 9 size and book-to-market sorted
portfolios and the same four forecasting procedures discussed above. We construct the
minimum variance portfolio as well as the portfolio that minimizes variance given a set
target return, which is denoted µp, allowing for monthly rebalancing. To be precise, we
solve the following two optimization problems:
min
ωt
ω′tΣtωt (3.38)
s.t. ω′tµt = µp and ω
′
tι = 1
where ωt is the (N × 1) vector of portfolio weights, and ι denotes an (N × 1) vector of
ones. In addition, µt is the (N × 1) vector with conditional expected returns for the
individual stocks, that is µt = E[rt|It−1], where It−1 denotes the information set available
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at the end of day t− 1. Similarly, Σt is the (N ×N) conditional covariance matrix.
The solution is of the problem is:
ωt =
µpΣ
−1
t µt
µ′tΣ
−1
t µt
(3.39)
In order to focus the comparisons directly on the impact of the forecasts for the factor
loadings, we assume that the covariance matrix for the 9 test portfolios underlying the
mean-variance optimizations is the same across the diﬀerent procedures, and equal to
the realized covariance matrix for the 24-month pre-sample period from January 2002
through December 2003. Also, we explicitly exclude the risk-free asset from the portfolio
optimizations.
The ﬁrst panel in Table 3.9 reports the resulting average monthly realized returns
over the ex post January 2004 through December 2006 sample period for the optimized
portfolios with the monthly expected standard deviations indicated in the ﬁrst column.
For all of the monthly standard deviations ranging from 0.01 to 0.02, or 0.03 to 0.06 at
an annual level, the ex post returns are the highest for the HF-AR-based factor loadings.
With the exception of the low-risk portfolio with a monthly expected standard deviation
of 0.01, all of the Sharpe ratios for the monthly ex post returns and standard deviations,
reported in the second panel in Table 3.9, also favor the HF-AR procedure by a fairly
large margin. The very high ex post Sharpe ratios reﬂect the unprecedented bull-run
during the 5-year out-ofsample period. Although it would be unrealistic to expect these
same high values to obtain over other time periods, the ordering among the diﬀerent
procedures are nonetheless suggestive.
To value the performance gains associated with a particular trading strategy, we use
the utility-based measure developed in Flemin et al. (2001 and 2002). This measure is
based on quadratic utility as an appoximation of the investors true utility function and
assumes that relative risk aversion (γ) is constant. Under these conditions, the average
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Table 3.9. Mean-variance Eﬃcient Portfolios
Constant Rolling Regression High-frequency High-frequency
Standard Deviation Random Walk AutoRegressive
Ex post Returns
0.01 0.01 0.04 0.02 0.09
0.02 0.01 0.04 0.03 0.05
0.03 0.04 0.06 0.04 0.07
0.04 0.05 0.07 0.04 0.09
0.05 0.07 0.08 0.05 0.10
0.06 0.08 0.12 0.06 0.13
Sharpe Ratios
0.01 0.25 3.74 1.75 8.75
0.02 0.38 1.88 1.38 2.38
0.03 1.25 1.78 1.08 2.25
0.04 1.19 1.61 0.94 2.19
0.05 1.35 1.51 0.95 1.95
0.06 1.26 1.96 0.96 2.13
Source: Euronext. The table reports the average monthly ex post percentage returns and corresponding
Sharpe ratios for the mean-variance eﬃcient portfolios constructed from the 9 size and book-to-market
sorted test portfolios over the 5-year out-of-sample period from January 2002 through December 2006.
The expected monthly standard deviations reported in the ﬁrst column are based on the pre-sample
realized variance-covariance matrix constructed from 5-min returns from January 2002 through Decem-
ber 2003. The expected return calculations labeled Constant takes the factor loadings to be constant
and equal to the conventional 5-year monthly regression-based estimates at the beginning of the sample.
Rolling Regression refers to the 5-year rolling regression estimates. High-frequency Random Walk as-
sumes that the high frequency-based realized factor loadings follow a random walk, or martingale, model.
The High-frequency AutoRegressive predictions are based on a set of rolling AR(1) models estimated
over the previous 24 months.
realized utility for a given portfolio (Up) is:
Up(·) = W0
[
T−1∑
t=0
Rp, t+1 − γ
2(1 + γ)
R2p, t+1
]
, (3.40)
where W0 is the initial wealth and Rp, t+1 = Rf + ω
′
trt+1 are the returns on the portfolio
(p). This provides a consistent estimator of the investors expected utility. In order to
measure the value of switching from one trading strategy to another strategy, we equate
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their average realized utilities,
T−1∑
t=0
(R2, t+1 −∆)− γ
2(1 + γ)
(R2, t+1 −∆)2 =
T−1∑
t=0
R1, t+1 − γ
2(1 + γ)
R21, t+1, (3.41)
where R1, t+1 and R2, t+1 are the returns for the two strategies. To equate the average
utilities, we subtract a constant, ∆, from each of the returns for strategy 2. This repres-
ents the most that the investor could give up (i.e, a performance fee) and still have the
same expected utility as under strategy 1.
Table 3.10. Willingness-to-Pay for Diﬀerent Strategies
Standard Deviation γ = 1 γ = 10
0.01 0.004 0.006
0.02 0.006 0.009
0.03 0.008 0.011
0.04 0.009 0.014
0.05 0.010 0.018
0.06 0.015 0.023
Source: Euronext. The table reports the monthly fees (in percentage points) that an investor with a
quadratic utility function and constant relative risk aversion (γ) would be willing to pay to switch from
the 5-year rolling regression-based return forecasts (RR) to the high-frequency-based AR(1) forecasts
for the realized factor loadings (HF-AR) for the 9 size and book-to-market sorted test portfolios. The
fees are based on the monthly returns for the 5-year out-of-sample period from January 2002 through
December 2006, with the monthly expected standard deviations for both methods determined by the
pre-sample realized covariance matrix from January 2002 through December 2003.
The Table 3.10 reports the monthly fees that an investor with a quadratic utility
function and constant relative risk aversion equal to γ would be willing to pay to switch
from the traditional RR 5-year monthly rolling regression-based forecasts to the high-
frequency-based HF-AR forecasts for the 9 portfolios returns. The fees in the table are
expressed in monthly percentage points and determined empirically as the value which
equalizes the ex post utility for the two diﬀerent procedures when evaluated on the basis
of the monthly returns19. To facilitate comparisons, we again ﬁx the expected covariance
19The fee ∆ refer, in the table, to the ex post monthly returns for the mean-variance eﬃcient portfolio
with the same benchmark expected standard deviations and expected returns determined by the HF-AR
and RR loading forecasts, respectively.
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matrix for both procedures at the realized covariance matrix for the January 2002 through
December 2003 pre-sample period. Fixing the expected standard deviation at 6%, an
investor with constant aversion risk γ = 10 would be willing to pay 2.3% per month, to
switch from the Rolling Regression strategy to the high-frequency autoregressive strategy
monthly return-based forecasts.
3.5 Conclusion
Following Bollerslev and Zhang (2003) using “Realized” measures and co-measures
of risk in some classical asset pricing models, this chapter extends their approach in
an extented Realized Conditional Asset Pricing Model framework. These extensions
have included third-moment asset pricing models (see Jurczenko and Maillet, 2006) and
conditional asset pricing models. We also make use of several methodologies aiming to
neutralize data measurement and model misspeciﬁcation errors (see Ledoit and Wolf,
2003 and 2004), trying to properly deal with inter-relations between ﬁnancial assets in
term of returns (see Zellner, 1962).
For the empirical investigation, high frequency data for some stocks on the french
stock market have been used. Firstly, this chapter shows how high-frequency intra-day
transaction prices for the diﬀerent portfolios and the underlying factor return lead to more
eﬀective measures and models of the realized co-variations. As in Bollerslev and Zhang
(2003), our empirical analysis are focused on a 1-month return horizon and the Fama-
French test portfolios. In the French stock market on a limited sample, cross-sectional
tests of the single-factor an three-factor model of Fama and French (1993) have shown
that systematic risk measured by the covariance (or beta) with the market and other
classical factors does not satisfactorily explain the cross-sectional variation in expected
excess returns. We show also that the unexplained component in expected excess returns
does not vary across portfolios and it is modest in magnitude.
This ﬁnding implies that additional variables representing portfolios characteristics
we consider have no explanatory power for expected excess returns when coskewness is
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taken in account. This result cannot be obtained if coskewness is neglected. In addition
to that, our results have implications for testing methodologies, since they show that
neglecting coskewness risk can cause misleading inference. Indeed, we ﬁnd that coskew-
ness is positively correlated with size. This suggests that a possible justiﬁcation for the
anomalous explanatory power of size in the cross-section of expected returns, is that it
proxies for omitted coskewness risk.
Some tracks of improvement are however possible. It would be interesting to formally
evaluate the importance of the errors of measurement of the sensitivities to the factors in
the context of realized co-variations for the CAPM. Bai et al. (2000), Barndorﬀ-Nielson
and Shephard (2002a, b), Meddahi (2002) or recently Griﬃn and Oomen (2008), provide
theoretical results for the case of realized volatility. Instantaneous volatility is then broken
up into volatility and autocorrelation term. Griﬃn and Oomen (2008) show theoretically
and empirically that the bias of autocorrelation decreases with the sampling rate of the
prices to be close to zeros after 25 minutes. A similar work could thus be made on realized
beta and realized skewness. In the same way, by using a model with independent factors,
the various relations between risks factors could be simpliﬁed. Indeed, by extraction of the
common factors by an Independent Component Analysis with noises ﬁltering (Kopriva
and Sersˇic´, 2008), all the cumulants matrixes will be diagonal (because of property of
independence of the factors). So the estimate of the parameters with higher moments
will be able.
Lastly, inspired by work of Brock and Hommes (1998) or Malevergne and Sornette
(2006), the generalization of the previous approaches within a heterogeneous framework
- where market particpants confront their price- could constitute a natural extension of
this study. For that, we can consider several sources of heterogeneity. Indeed, we can
suppose that the market particpants have diﬀerent points of view about anticipations of
the prices (Brock and Hommes, 1998).
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Appendix
Appendix 1: Assumptions and Properties of Realized Moments
Following Beine et al. (2004), we present here assumptions and properties of Realized Moments.
When computing the realized moments for closing prices (24h GMT), daily returns are deﬁned
as: rt =
∑K
i=1 ri, t where K is the number of intervals per day (e.g. 24) and ri, t is the i-th
intra-day return of day t.
A1.1: Realized Volatility
Consider two measures of the daily volatility V (rt): V1, t ≡ r2t ; i.e. daily squared returns, and
V2, t ≡
∑K
i=1 r
2
i, t; i.e. the so-called realized volatility.
Assumption A1: ri, t is a martingale diﬀerence sequence, i.e. E(ri, t|Ωi−1, t) = 0, where Ωi−1, t
denotes a ﬁltration (information set) including past information on r up to (and including) the
point in time i− 1 on day t.
Implications of Assumption A1:
1. E(ri, t) = 0;
2. Cov(ri, t, rj, t′ | Ωmax(i−1, j−1),max(t, t′)) = 0, which implies Cov(ri, t, rj, t′) = 0;
3. E(ri, trkj, t′ | Ωi−1, t) = 0 if i > j and t′t, k ∈ 1, 2, · · ·.
The implications follow immediately when we use the law of iterated expectations. Note that
Assumption A1 does not imply that E(ri, trkj, t′ | Ωj−1, t′) = 0 if i ≤ j and t < t′.
Proposition 1: Under A1, V1, t and V2, t are unbiased estimators of V (rt).
Proof.
E(V1, t) = E(r2t ) =︸︷︷︸
A1
V (rt),
where =︸︷︷︸
A1
indicates the implication of the assumption A1.
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V (rt) =︸︷︷︸
A1
E(r2t )
= E
[(∑K
i=1 ri, t
)2]
= E
(∑K
i=1 r
2
i, t + 2
∑K−1
i=1
∑K
j=1 ri, trj, t
)
=︸︷︷︸
A1
E
(∑K
i=1 r
2
i, t
)
= E(V2, t).
Assumption A2: E(ri, tr3j, t| Ωj−1, t) = 0, ∀i < j.
This assumption imply the zero skewness and symmetry of the same conditional distributions.
Proposition 2: Under A1 - A2, V2, t is a more eﬃcient estimate of V (rt) than V1, t.
Proof. For the sake of simplicity, let us consider the case where K = 2.
E(V 21, t) = E
[
(r1, t + r2, t)4
]
= E(r41, t + r
4
2, t + 4r
3
1, tr2, t + 4r1, tr
3
2, t + 6r
2
1, tr
2
2, t)
=︸︷︷︸
A1−A2
E(r41, t + r
4
2, t + 6r
2
1, tr
2
2, t)
More generally, it follows that:
E(V 21, t) = E
 K∑
i=1
r4i, t + 3
K∑
i=1
K∑
j =i
r2i, tr
2
j, t

A similarly, for V2,t,
E(V 22, t) = E
[
(r21, t + r
2
2, t)
2
]
= E(r41, t + r
4
2, t + 2r
2
1, tr
2
2, t),
or more generally:
E(V 22, t) = E
 K∑
i=1
r4i, t +
K∑
i=1
K∑
j =i
r2i, tr
2
j, t

Since (r2i, tr
2
j, t) ≥ 0, it follows directly that E(V 21, t) ≥ E(V 22, t) and since E(V1, t) = E(V2,t) =
V (rt), V (V1, t) > V (V2, t).
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A1.2: Realized Skewness
Recall that the skewness is deﬁned as: E{[rt−E(rt)]3}E(r2t )−3/2 =︸︷︷︸
A1
E(r2t )E(r
3
t )
−3/2. For this
reason, a ﬁrst measure of the daily cube returns are naturally S1, t ≡ r3t . Extending the idea
of realized volatility to the third moment would suggest the estimator S2, t ≡
∑K
i=1 r
3
i,t is an
unbiased estimator of E(r3t ).
Assumption A3: E(r2i, trj, t| Ωj−1, t) = 0, ∀i > j.
Proposition 3: Under A1, A3, S2, t is an unbiased estimator of E(r3t ).
Proof. For the sake of simplicity, let us consider the case where K = 2.
E(r3t ) = E[(r1, t + r2, t)
3]
= E(r31, t + r
3
2, t + 3r
2
1, tr2,t + 3r1, tr
2
2, t)
=︸︷︷︸
A1,A3
E(r31, t + r
3
2, t)
= E(S2, t).
The better estimators dominates in terms of eﬃciency depends on sign and size of higher
moments as the simple case when K = 2 shows.
Proof.
E(S21, t) =︸︷︷︸
A1
E[(r1,t + r2, t)6]
= E(r61, t + r
6
2, t + 6r1, tr
5
2, t + 15r
2
1, tr
4
2, t + 20r
3
1, tr
3
2, t + 15r
4
1, tr
2
2, t)
E(S22, t) =︸︷︷︸
A1,A3
E[(r31, t + r
3
2, t)
2]
= E(r61, t + r
6
2, t + 2r
3
1, tr
3
2, t)
E(S21, t)− E(S22, t) =︸︷︷︸
A1,A3
E(18r31, tr
3
2, t) + E(6r1, tr
5
2, t) + E(15r
2
1, tr
4
2, t) + E(15r
4
1, tr
2
2, t)
> 0
Assuming independence over time of the intradaily returns, which implies Assumption A3, and
assuming a symmetric distribution around the mean of these returns, we get that E(r31, tr
3
2, t) = 0
and E(r1, tr52, t) = 0. In that case, E(S
2
1, t)−E(S22, t) = E(15r21, tr42, t)+E(15r1, tr22, t) > 0, which
implies that S2, t is more eﬃcient than S1, t.
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Appendix 2: List of Firms
This table gives list of the 43 ﬁrms included in the analysis. For these stocks, the database
includes a complete set of ﬁve-minutes transactions prices from January 02, 2002, through
December 29, 2006 (1,281 trading days).
Code Names Code Names
3232 TF1 8058 SCHNEIDER ELECTRIC
3340 EADS 8088 VIVENDI ENVIRON.
7886 AIR LIQUIDE 8131 SAINT-GOBAIN
7894 CARREFOUR 8146 CAP GEMINI
7903 TOTAL FINA ELF 8155 CANAL +
7908 OREAL 8157 VINCI
7910 VALLOUREC 8159 CASINO GUICHARD
7914 ACCOR 8181 AGF
7924 BOUYGUES 8194 VIVENDI UNIVERSAL
7926 SUEZ 8217 DEXIA SICO.
7927 LAFARGE 8279 STMICROELEC.SICO.
7931 SANOFI SYNTHELABO 8287 ALCATEL A
7935 AXA 8301 LAGARDERE
7937 GROUPE DANONE 8312 VALEO
7942 PERNOD-RICARD 8335 PUBLICIS GROUPE
7971 LVMH MOET VUITTON 8350 SOCIETE GENERALE A
7990 SODEXHO ALLIANCE 8356 BNP PARIBAS
7994 MICHELIN 8421 RENAULT
8000 THALES 8546 FRANCE TELECOM
8013 PINAULT PRINTEMPS 11149 THOMSON
8015 PEUGEOT 84569 CREDIT AGRICOLE
8029 ESSILOR INTL
Source: Euronext. This table reports a list of the 43 ﬁrms included in the analysis. For these stocks,
the database includes a complete set of ﬁve-minutes transactions prices from January 02, 2002, through
December 29, 2006 (1,281 trading days).
Chapter 4
Recovering an Intrinsic
Well-behaved Business Time from
Market Prices
4.1 Introduction
Asset prices move in response to the arrival of new informations. Generally speaking,
some days are quiet - with no speciﬁc news impacting the price - whilst others are tur-
bulent and full of informations. Ideally, we should then pay more attention when trading
is intense and prices move much faster, than when it is slow and prices only ﬂuctuate
smoothly. Formally, Clark (1973) ﬁrst introduced the idea that the shape of the distri-
bution of ﬁnancial asset returns might be due to a superposition of stochastic processes,
the price process being subordinated to a general information process. In this general
Mixture of Distributions Hypothesis (MDH) framework, the asset returns are governed
by a ﬁrst stochastic process - a classical diﬀusion model, itself driven by a variable rep-
resenting the ﬂow of informations on the market, and modeled as a second stochastic
process. Volatility of returns is then random and classiﬁed as stochastic process due to
the randomness of news. The new information deﬁnes indeed an operational time, or
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business time, contrasting with the usual calendar-time measure, where observations are
regularly spaced by the clock. In the business time, recorded prices are thus not anymore
equally spaced in real time as daily, weekly or monthly series, but equally spaced in terms
of information. The variable governing the second process itself shall then be a proxy for
the ﬂow of informations. In practice, volume has been widely used (see for instance Epps
and Epps, 1976 and Harris, 1986), as well as the number of transactions or the volatility
of the series itself when those are not available (i.e. the theta-time by Dacorogna et alii,
2001). Ane´ and Geman (2000) and Geman et al. (2002) show, both from a theoret-
ical and practical point of views, that there is always some time deformation that will
transform the price process in the classical Brownian motion with the right conditioning.
These authors argue that the intensity (number of transactions) can play that role. These
results, supported by Gabaix et al. (2003), have recently been intensively questioned and
criticized by Guillemot et al. (2005), indicating as a result that the choice of the clock
is not so evident. In other words, any business time is far from leading to homoskedastic
Gaussian return series with no volatility clustering phenomenons.
The aim of this article is to recover some implicit time, linked to the trading activity
and the information arrival, for obtaining rescaled ﬁnancial series that are well-behaved -
i.e. in conformity to traditional hypotheses in the mean-variance paradigm - for practical
uses, such as asset pricing and allocation or risk management. Like when performing a
Box-Cox transformation from non-normal to Gaussian series, we simply would like to
transform the initial series into normal ones to fully exploit the classical tools of analysis.
Put unlike a Box-Cox type of transformation however, all returns in the new rescaled
series will correspond to true observed prices, measured by slowing or accelerating the
clock according to the information ﬂow. Our simple intuition is that it is possible to get
improvements in ﬁnancial applications by using true price series with good properties,
simply by changing the time stamp of the quotes and avoiding the arbitrariness of relying
on closing prices.
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In the current article, we ﬁrst begin to set up a simple procedure for deriving a special
implicit business-time, starting from a time series of asset prices, and ﬁnally conclude
by empirical applications. More precisely, the chapter is organized as follows. The ﬁrst
section describes the procedure, that yields a sampling scheme that produces returns
as close as possible to the Gaussian distribution. The second section is an univariate
application on the stocks composing the CAC40 index, taken at high frequency, stock by
stock. The third section treats simultaneously all stocks, yielding one business scale for
the whole sample such as the combined returns of all stocks are Gaussian. We use this
last scale to derive practical applications, checking in particular the stability and values
of correlations. Final section concludes.
4.2 Recovering an Intrinsic Time
Our goal is to build a simple procedure that will allow us to get business time prices
from calendar time prices alone. This procedure should ideally take into input a time
series of prices, and deliver a series of sampling times, necessarily at a lower frequency.
The returns computed at those points will be as close as possible to the Gaussian dis-
tribution, as deﬁned by an objective function. The optimization involved is thus pretty
unusual, since the parameters to adjust are the timing of each sample, and not functional
parameters. For this task, genetic algorithms (Holland, 1998) are well suited, since they
can actually deal with fairly large problems, sometimes at the cost of lengthy converging
times, and are designed to work with discrete parameters. The algorithm is stochastic,
meaning that if several solutions exist that satisfy the termination criteria, any of them
can be picked from the initial random pool - that is adequate for our purpose, but could
prove problematic in practice, if unique results were needed.
The algorithm uses a population of possible solutions, encoded in vectors. Following
the genetic analogy, each solution is called a chromosome and the current set of individuals
is called the gene pool. Here, each chromosome is a set of increasing numbers representing
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the number of observations in the original series, i.e. a point in time (day, hour and
minutes). The length of each genome is the number of observations desired in the new
business-time series. The size of the population is a compromise between the speed of
execution and the minimal breadth of solutions needed to maintain a pool of competing
solutions. In this application, population is set at 300.
In the current application, the genomes’ lengths were ﬁxed so that the number of
observations is equal to the number of business days on the Euronext market on the
considered period. From the 2nd of January 2002 to the 29th of December 2006, the
sample consists of 1,281 days, i.e. on average 1.4 calendar day between each closing price
(when one includes week-ends, holidays and suspensions). Each gene actually encodes an
integer, the position of the observation in the original 5 minutes sampled series, which
translates as one of the dates for which a price is available (see for instance Table 4.1).
The genome thus ultimately yields a series of prices, whose returns will be used as input
of the ﬁtness function.
Table 4.1. A Sample Genome (for the stock TF1 )
Gene Value Price
1 01/02/2002 09:40 28.68
2 01/03/2002 12:30 29.68
3 01/08/2002 14:20 30.10
4 01/09/2002 14:05 30.70
5 01/09/2002 17:35 31.00
Source: Euronext, 5’ intraday CAC40 quotes on the period 01/02/2002 to 12/29/2006. This example
illustrates a one-point crossover operation
The objective function to be maximized is indeed called in our context the ﬁtness
function, and it will be used to rank the individuals in the population, from best ﬁt to
least ﬁt. As there are various ways to test the normality of a set of observations, the
choice of a speciﬁc objective function depends on the aim of the optimization. We use
here two diﬀerent criteria, either alone or in combination: the Jarque-Bera statistic and
the Anderson-Darling statistic. The Jarque-Bera statistic is a combination of the squared
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skewness and the squared excess kurtosis of the distribution, and follows a Chi-Square
distribution under the null hypothesis of normality. The Anderson-Darling statistic is a
goodness-of-ﬁt measure that uses log-distribution functions, thus putting more emphasis
on the tails; its distribution for the Gaussian case has been tabulated.
Like all numerical optimization algorithms, genetic algorithms work iteratively, by
generating increasingly better solutions until the termination conditions are met. Start-
ing from a given population, an iteration creates a new population of the same size, called
generation. Genetic operators are applied to the parent population to create the descend-
ant. Accordingly, the ﬁrst step is then parents’ selection, then choice of the operators to
apply to it.
Five main procedures exist to select parents: the Best method, the Tournament
method, the Fitness method, the Fitness-overselection method and the Random method.
In each case, the method has to balance the twin aims of picking the best individuals
(to improve the objective function) and maintaining diversity in the population (to avoid
getting stuck in a local extremum).
In the Random method, parent individuals are selected independently of their ﬁtness
score, thus yielding a pure random drift across the space of possible solutions. In the
Fitness method the individuals which will breed the next generation are still selected
randomly, but weighted by their ﬁtness, thus yielding a directed random walk. In the
Tournament method, the best individuals in a random sample are kept, whereas in the
Fitness-over selection method, individuals are thus grouped according to their ﬁtness
score, before being selected with a speciﬁc probability for each group. We use here the
Best method, in which the best individuals, ranked by ﬁtness, are used to generate the
next generation.
Though the results should be robust to the choice of the algorithm, Chidambaran
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et al. (1999) report signiﬁcant diﬀerences in convergence speed across the methods, to
be balanced with the computational times required for the processing of each genera-
tion. The space of solutions here is both of very high dimension (1,281 diﬀerent genes,
or sampling points) and heavily constrained (the genes are arranged in monotonously
increasing order). Since, the eﬃciency of the algorithm will not only depend upon the
choice of the parent population, but of the method used to produce the next generation;
we will detail these methods below, starting with operation of mutation.
The mutation operator is, strictly speaking, the only one needed for convergence. It
changes randomly the genome of part of the population according to pre-deﬁned rules.
The mutation operator should not change too much the best individuals (in order not
to reverse the improvements of the algorithm), make slight changes (in order to get
marginally better solutions) and bring new solutions in the population (in order to expand
the solution space beyond the combinations of the initial population). Mutation operator
can be purely deterministic or stochastic in the sense that changes arise with respect to
a density law. In our case, the mutation strikes randomly in the population, sparing the
best individuals (see Table 4.2). The mutation operator will simply change one bit in the
genome, replacing one of the dates by any other between the previous and next genes.
Table 4.2. Mutation of a Genome
Gene Parent (Before Mutation) Descendant (After Mutation)
1 01/02/2002 09:40 01/02/2002 09:40
2 01/03/2002 12:30 01/03/2002 12:30
3 01/08/2002 14:20 01/03/2002 17:25
4 01/09/2002 14:05 01/09/2002 14:05
5 01/09/2002 17:35 01/09/2002 17:35
...
...
...
Source: Euronext, 5’ intraday CAC40 quotes on the period 01/02/2002 to 12/29/2006. This example
illustrates a mutation operation. Only the third gene changes here.
As for the selection of the parent populations, there are multiple procedures to choose
from for the reproduction operator. The aim is to breed new individuals from the selected
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population of best solutions. The simplest way to proceed would be to simply duplicate in
the new population the parents’ genomes as they are. This solution, however, relies only
on the mutation to bring new solutions in the gene pool, and thus relatively ineﬃcient. A
better way is to combine characteristics of two parents, in a process analogous to sexual
reproduction. This technique, known as crossover, consists in taking the genome of one
of the parents, and swap part of it with the corresponding genes of the other parent. In
the simple one-point crossover that we use here, a single pivot is selected in the genome,
at a random point among the 1,281 genes. The two parents’ genes are compared at this
point, and the new individual’s gene consists in the ﬁrst parent’s gene up to the pivot,
and the second parent’s gene from the pivot to the end. The roles of the ﬁrst and second
parents are swapped as needed to insure that the child is a viable individual, i.e. its
genome consists in an increasing series of dates (Table 4.3.
Table 4.3. One Point Cross-over
First Parent Genome Second Parent Genome Descendant Genome
...
...
...
03/08/2002 13:10 03/11/2002 10:00 03/08/2002 13:10
03/11/2002 15:15 03/11/2002 16:15 03/11/2002 15:15
03/13/2002 14:25 + 03/13/2002 15:45 = 03/13/2002 15:45
03/14/2002 10:00 03/19/2002 14:15 03/19/2002 14:15
03/15/2002 12:20 03/22/2002 09:15 03/22/2002 09:15
...
...
...
Source: Euronext, 5’ intraday CAC40 quotes on the period 01/02/2002 to 12/29/2006. This example
illustrates a one-point crossover operation.
In parallel with the creation of new solutions, the algorithm should deal with the
bad individuals in the population. Though they do not contribute to the immediate im-
provement of the objective function, it might be desirable to keep them alive in order to
maintain diversity in the gene pool. We choose here to keep the population size constant,
and thus, after determining the best individuals, we use their children to replace the
genome of the worst performing individuals.
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Starting from a parent generation, the new generation will consist of the best indi-
viduals of the parents population, unchanged, mid-performing individuals of the parent
generation subjected to mutation and a cross-over of the best individuals to replace the
worse performing ones.
In order to the convergence of the algorithm, there has to be one or several solutions
satisfying the termination conditions, i.e. such as the Anderson-Darling normality test
cannot reject the null hypothesis of a Gaussian distribution of the business-time returns.
Ane´ and Geman (2000) argue that there is a business time in which the asset price pro-
cess is a Brownian motion; it is less obvious in practice whether the discrete nature of the
sampling, even in high frequency, insures that this is always the case. As the frequency
increases, it is clear that it will become more and more diﬃcult to ﬁnd this business time,
since the deviation from normality is higher to start, and the possible sampling schemes
are less numerous. Though we present here the results for daily data, preliminary ex-
periments suggest that ﬁnding a business time scale for higher frequencies is diﬃcult,
though still possible up to a frequency of two observations a day. The convergence can
be speed up by several practical choices, notably an educated choice of starting pool. We
have used here a totally random starting pool, but we are still exploring diﬀerent initial
conditions to improve the process.
In the case of daily data, there might be several solutions satisfying the constraints,
and theory does not dictate the choice. Depending on the normality test used as ﬁtness
function, we will also ﬁnd diﬀerent solutions, since the exact conditions being fulﬁlled are
not equivalent. We present in this chapter the results of convergence using the Anderson-
Darling criterion. The following ﬁgure 4.1 shows the decrease of the Anderson-Darling
statistics with each generation, starting from a random pool and ending with the business-
time scale that we aimed for.
The convergence graph presents simultaneously the mean and best values of the stat-
istics across the whole population. As the best solutions gradually diﬀuse to the rest of
the population, the mean value gets closer to the optimum. The graphic is in log-scale, so
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Figure 4.1. Convergence of the Anderson-Darling Objective Function
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Source: Euronext, 5’ intraday CAC40 quotes on the period 01/02/2002 to 12/29/2006. The Anderson-
Darling statistics on business time returns are taken from 5 minutes prices. This ﬁgure illustrates the
convergence of the Genetic Algorithm with the iterations of the procedure.
the slope indicates a regular rate of improvement of the statistics, though the initial rate
is much higher, as it is in the ﬁnal steps. Local convergences occur when a good solution
diﬀuses across the gene pool, global convergence when it is replaced with a better one,
though the process can take hundred generations.
The optimization process can be stopped according to several criteria, of increasing
diﬃculty: when no further improvement is deemed possible (even if Gaussianity is not
achieved), when one of the two statistics falls below the 5% rejection threshold, when both
statistics fall below the rejection threshold. By its nature, the genetic algorithm relies
on a diversiﬁed population to achieve optimization, thus a relatively large population is
needed to avoid de facto termination when a single gene overrides all competitors. In
practice, for all the 43 stocks, the termination criterion used was the Anderson-Darling
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test. Trying to impose both normality tests together impedes convergence with the simple
genetic algorithm we used here, but further extensions of these results will include tools
tailored for multi-objective optimization in order to force convergence.
Figure 4.2. Convergence of the Solutions towards a Single Genome
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Source: Euronext, 5’ intraday CAC40 quotes on the period 01/02/2002 to 12/29/2006. The dispersion
of the starting and ﬁnal genomes, with a population of 300 individuals.
Figure 4.2 represents starting and ending points of the optimization. Each line is a
single genome, i.e. a set of increasing numbers representing the position of each new point
in the original series. The upper graph shows the range of the initial random population.
The lower graph shows the convergence of the population to an optimum, all genomes
nearly identical. As the best solution diﬀuses through the whole population, the diversity
diminishes until all individuals map the same solution, or almost (the mutation operator
insures that the population is never totally at rest).
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4.3 Characteristics of the Intrinsic Business Times
The data consists of 43 stocks, between the 2nd of January 2002 and the 29th of
December 2006, sampled at a 5 minutes interval. Each ﬁve minutes, the last price for
each stock was collected from Euronext. The number of observations per day is thus
not perfectly regular, especially since Euronext opening hours have changed during the
period (extended by half an hour).
Daily closing prices being the most common observations available, we decided here to
use them as a benchmark, though we have experimented with higher frequencies as well.
Thus, the business time will be deﬁned as comprising the same number of observations
as the number of trading days within the sample. All quantities will thus be on the same
order of magnitude as daily data, and the average number of observations per trading
day will be, by construction, equal to one.
The optimisation process was repeated on the 43 stocks, according to the Anderson-
Darling termination criterion in the following illustrations. As explained above, the
convergence is always achieved, though this is not the case when using both Anderson-
Darling and Jarque-Bera criteria.
The example is typical of the eﬀect of time deformation (see Figure 4.3. The tails
are ﬂattened, with both a decrease in the range of results and in the rate of occurrence
of extreme results (Figure 4.4). The white spaces on the time axis for business returns
indicate the periods where the sampling scheme skips prices which carry little informa-
tion, such as for instance in May 2005. It should be noted that since, unlike an exchange
rate, the time series record for a stock is not continuous, there are irreductible jumps in
prices between closing time and the next opening time, which explain that some extreme
returns remain, since they cannot be divided in shorter parts.
Even though the normality criterion in this case is Anderson-Darling’s goodness-
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Figure 4.3. Calendar (top) and Business (bottom) Returns for Air Liquide
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Source: Euronext, 5’ intraday Air Liquide quotes on the period 01/02/2002 to 12/29/2006. Both calendar
time and business time are represented on this ﬁgure.
of-ﬁt tests, the time deformation generally reduces the amplitude of the skewness and
decreases the kurtosis (Figure 4.5). The P-P plot (see Figure 4.6) shows, for Air Liquide,
that the convergence under the Anderson Darling is obtained with the procedure. Since
the business time returns distribution is here accepted to be normal, whereas the calendar
returns exhibit the familiar deformation in the tails and wings of the distribution.
After verifying that the returns satisfy the normality condition, the properties of the
time scale can then be studied for themselves. The normality of the returns has been
achieved by compression and dilatation of the time, the patterns in the sampling shall
then reﬂect the variations in the rate of informations imparted to the price.
As could be expected, the business time picks up more observations when market
moves are large, and less in quiet times. However, there is no clear indication of regime
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Figure 4.4. Log-densities for Air Liquide calendar and business returns
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Source: Euronext, 5’ intraday Air Liquide quotes on the period 01/02/2002 to 12/29/2006. Both calendar
time and business time are represented on this ﬁgure.
shifts in the price generating process. The days where more observations are taken tend
to occur near each other (summer 2003 for instance), the persistence is not extremely
marked, and there is not a division of the sample between a slow period and a fast one:
sampling rate remains relatively uniform through the whole sample.
4.3 Characteristics of the Intrinsic Business Times 183
Figure 4.5. Moment-based Normality Diagnoses
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Source: Euronext, 5’ intraday 43 stocks sample quotes on the period 01/02/2002 to 12/29/2006. Both
calendar time and business time are represented on this ﬁgure. Each data point represents a couple of
skewness and kurtosis of calendar and business returns in a speciﬁc time for each of the 43 sample stocks
series.
Figure 4.6. P-P Plot Normality Diagnosis for Air Liquide Returns in Calendar Time
(black) and Business Time (red)
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Source: Euronext, 5’ intraday Air Liquide quotes on the period 01/02/2002 to 12/29/2006. Both calendar
time and business time are represented on this ﬁgure.
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Figure 4.7. Number of Daily (top) and Weekly (bottom) Sampled Observations for Air
Liquide
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Source: Euronext, 5’ intraday Air Liquide quotes on the period 01/02/2002 to 12/29/2006. Both daily
times and weekly times are represented on this ﬁgure.
Figure 4.8. Distribution of the Log-durations of the 43 Business-time Clocks
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Source: Euronext, 5’ intraday 43 stocks sample quotes on the period 01/02/2002 to 12/29/2006. The
ﬁgure plots empirical frequecies and cumulative distribution of the Log-durations.
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The reciprocal of the frequency is the duration, i.e. the time interval between two
observations. The durations are distributed over a wide interval, the observations being
sampled from 5 minutes apart (the minimum period possible) up to 78 days apart Figure
4.7. The distribution of business times is thus highly asymmetric, with a peak at one
day. The discontinuities observed in the function correspond to the intervals for which
no data exists, mainly the existence of an overnight period (Figure 4.8).
Each optimization yields a diﬀerent business clock for each stock, with the range
of possible values shown below (Figure 4.9). The x-axis represents the location of the
observations in calendar time, the y-axis the location of the observations in each of the
individual business time. We represent for each observation, the minimum and maximum
of the values taken on stocks. The range of the bands is typically about three months
between the slowest moving stock and the fastest moving one.
Likewise, the comparison between the correlations of the returns in calendar times
and business time shows that the latter is tailored for each stock, and thus the resulting
de-synchronisation implies that the correlations vanish (see Figure 4.10). None of the
correlations in business time appears signiﬁcant, since none of the stocks useS the same
sampling scheme. These results show that for any multivariate application, a diﬀerent
sampling scheme is required, in order to select a business time common to all stocks
under consideration.
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Figure 4.9. Envelope of Business Clocks over the Sample of 43 Stocks
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Source: Euronext, 5’ intraday 43 stocks sample quotes on the period 01/02/2002 to 12/29/2006. The
ﬁgure represents for each observation, the minimum and maximum of the values taken on stocks in the
calendar time and in the business time.
Figure 4.10. Correlations in Calendar Time (bottom) and Business Time (top)
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Source: Euronext, 5’ intraday 43 stocks sample quotes on the period 01/02/2002 to 12/29/2006. Cor-
relations between daily and business returns are represented here.
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4.4 A Common Business Time for the Stock Market
In order to exploit the regularity of business time returns in a multivariate frame-
work, it proved necessary to have the same time-scale for all stocks, since no commonality
emerges by itself from the individual optimizations. We will thus apply the same optim-
ization technique as before, with the goal of getting a unique business time-scale for all
stocks, thus putting all business time returns in the optimization function simultaneously.
The process becomes much more constrained, since the normality has to be veriﬁed with
the same sampling scheme for diﬀerent stocks. We use hereafter the Anderson-Darling
criterion, reasoning that if every one of the 43 stocks is a Gaussian variable, then the
aggregation of standardized returns shall also be Gaussian, with zero mean and unitary
variance. Though the Anderson-Darling criterion, on the data used, does not fall below
the signiﬁcance threshold, minimizing this statistic still deforms the shape of the returns
towards the Gaussian distribution (see Figure 4.11).
Figure 4.11. P-P Plot of Standard Returns in Calendar (Black) and Business (Red)
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Source: Euronext, 5’ intraday 43 stocks sample quotes on the period 01/02/2002 to 12/29/2006. The
ﬁgure plots the empirical cumulative distribution function against the normal cumulative distribution
function for the standardized returns in calendar (black) and business (red) times.
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Figure 4.12. Log-Densities of Standard Returns in Calendar and Business Times
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Source: Euronext, 5’ intraday 43 stocks sample quotes on the period 01/02/2002 to 12/29/2006. The
ﬁgure plots the Log-densites empirical distribution of the standardized returns in calendar and business
times.
Likewise, the log-densities show the characteristic ﬂattening of the tails and decrease
of the kurtosis (Figure 4.12). We thus use the business time scale common to all stocks
to compute the correlations and variances.
Figure 4.13 indicates that the imposition of a common time scales allows us to re-
cover signiﬁcant correlations. The pair-wise correlations in calendar and business time
are strongly similar (the Spearman correlation coeﬃcient is .9). Though the extreme cor-
relations are identical, there are many individual diﬀerences in the middle range, meaning
the actual weights of portfolios obtained from the matrix will be diﬀerent.
A way to visualize the impact of the change in correlations is to use the correlation
matrix as the basis of a distance matrix, and to then group stocks in clusters based on
their distance. Figure 4.14 shows the two groupings, with calendar and business times’
correlations. The algorithm used here puts groups (which can be on individual stock)
together using the smallest distance in each iteration. The distance between two groups
of stocks is deﬁned as the lowest correlation between the members of the groups.
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Figure 4.13. Pair-wise Correlations in Business Time versus Calendar Time
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Source: Euronext, 5’ intraday 43 stocks sample quotes on the period 01/02/2002 to 12/29/2006. The
business-time correlations are plotted against their calendar-time values.
In both cases, the lowest level clustering broadly corresponds to sectors (ﬁnancial, high
tech, distribution), but the exact attachment of branches at higher levels diﬀers across
time scales. The usual test for variance reduction is to build the minimum variance
portfolio and see how it fares out-of-sample. We conduct here this test by using 260
rolling observations (one year in calendar time) to build variance-covariance matrixes
in business and calendar time, which yield for each period a new minimum variance
portfolio. The return of this portfolio is then computed for the next period.
The results are rather mixed: both calendar-time and business-time minimum port-
folios yield an annualized mean absolute returns of about 8.5% (see Figures 4.15 to 4.16).
Out-of-sample returns, however, shows that passing in business time decreases the tails of
the distribution. This result remains a consequence of the translation of the portfolio to
business time and does not seem to reﬂect a signiﬁcantly better measure of the underlying
correlations.
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Figure 4.14. Clustering of Stocks in Calendar and Business Times
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Source: Euronext, 5’ intraday 43 stocks sample quotes on the period 01/02/2002 to 12/29/2006. The
ﬁgure represents the level of hierachical classiﬁcation of stocks in calendar and business times.
Figure 4.15. Out-of-sample Absolute Returns of the Minimum Variance Portfolios
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Source: Euronext, 5’ intraday 43 stocks sample quotes on the period 01/02/2002 to 12/29/2006. Out-
of-sample returns of the Minimum Variance Portfolio computed with 260 rolling observations.
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Figure 4.16. Distribution Function of Out-of-Sample Returns of the Minimum Variance
Portfolios
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Source: Euronext, 5’ intraday 43 stocks sample quotes on the period 01/02/2002 to 12/29/2006. Out-
of-sample returns of the Minimum Variance Portfolio computed with 260 rolling observations.
4.5 Conclusion
The aim of this chapter is twofold: ﬁrst to present a practical scheme to retrieve an
implicit business time corresponding to each ﬁnancial time series, and second to show
that the resulting transformation yields valuable results when used in traditional ﬁnancial
applications.
So far, the ﬁrst aim is achieved, the proposed genetic algorithm provides in every
tested case a time-scale in which observed returns are Gaussian, according to a goodness-
of-ﬁt measure. Some issues nevertheless remain, like dependency on the choice of the
exact measure or the non-uniqueness of the time-scale. These issues will be addressed in
further developments by simultaneously using multiple criteria of normality, which shall
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robustify the method and reduce the number of possible solutions.
An obvious application at the stock level is Value-at-Risk computation (see chapter 2),
that could be simpliﬁed using the Gaussian approximation with arbitrary precision, we
can think about for computing high-frequency VaR. Most applications, however, involve
a combination of stocks to form a portfolio. In that case, we have shown that it is crit-
ical to deﬁne a common time scale for all variables. Otherwise the correlation structure
is destroyed, both in returns and in durations. Unfortunately, the optimization scheme
proves unpractical for a signiﬁcant number of stocks, and the resulting time-scale yields
little improvements in terms of robustness of correlations, though it still produces thin-
ner tails. Developments for the multivariate model shall therefore involve fewer stocks,
possibly picked according to a prior analysis of their correlations, so that the common
time-scale is not forced to accommodate radically diﬀerent information clocks.
Conclusion Ge´ne´rale
Au travers de quatre essais empiriques, nous avons dans cette the`se propose´ des
me´thodes adapte´es a` l’exploitation eﬃciente des donne´es de haute fre´quence dans les
principaux domaines de la litte´rature ﬁnancie`re (microstructure, gestion de portefeuilles,
mesure de risques et distribution des rendements).
Ces donne´es de haute fre´quence pre´sentent de nombreuses particularite´s qu’il conve-
nait de caracte´riser avant d’appliquer les me´thodes de la ﬁnance quantitative. Nous avons
ainsi mis en e´vidence un phe´nome`ne microstructurel (la  rose des vents ) sur les se´ries
en haute fre´quence de quelques titres du marche´ franc¸ais des actions. La cause natu-
relle de ce type de phe´nome`ne repose, comme nous l’avons montre´, sur la discre´tisation
des cours de bourses due aux frictions du processus de ﬁxation des prix. Plusieurs au-
teurs (Kra¨mer et Runde, 1997 et Amilon et Bystro¨m, 2000) ont montre´ les conse´quences
de la discre´tisation des prix sur les estimations des mode`les de la the´orie ﬁnancie`re ; le
phe´nome`ne de rose des vents peut, a` partir d’un seuil (non de´termine´ explicitement jus-
qu’ici), eˆtre la cause de biais sur les estimations des mode`les autore´gressifs du type ARCH
et sur les tests standards de chaos.
Nous avons propose´ une caracte´risation de ce phe´nome`ne a` l’aide de trois mesures
quantitatives comple´mentaires originales et nous avons montre´ par simulations de pro-
cessus bien connus des rendements, que cette structure apparaissait syste´matiquement a`
partir d’un seuil de pas d’e´chelon de cotation e´leve´. Cette approche d’analyse descrip-
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tive des donne´es de haute fre´quence par l’e´tude d’un phe´nome`ne de microstructure - non
encore e´tudie´ sur le marche´ franc¸ais - nous a permis de proposer une mesure et d’illus-
trer son impact sur l’estimation des mode`les ﬁnanciers. Nous avons ainsi pu de´ﬁnir les
plages de fre´quence d’observations, qui, tout en limitant les eﬀets des bruits dus a` des
phe´nome`nes de microstructure, maximisent le contenu informationnel des cours boursiers.
La premie`re application directe que nous avons re´alise´ sur les donne´es de haute
fre´quence porte sur les mesures de risque, avec pour objectif d’aﬃner les mesures tra-
ditionnelles, a` l’aide des donne´es plus pre´cises et des me´thodes de calcul adapte´es. La
mesure de risque utilise´e le plus souvent dans la litte´rature est la Valeur-en-risque (Value-
at-Risk, VaR). Celle-ci suppose la connaissance de la densite´ de probabilite´ des rentabi-
lite´s anticipe´es de l’actif e´tudie´, qui peut s’approximer, entre autres, par des techniques de
ge´ne´ration de scenarii. Ge´ne´ralement l’Analyse en Composantes Principales est utilise´e
pour extraire le nombre de scenarii des donne´es. Ne´anmoins, le ﬁltre line´aire de l’Ana-
lyse en Composantes Principales conduit a` une perte d’information lorsque les donne´es
sont mesure´es en haute fre´quence. Nous avons propose´ ici une mesure comple´mentaire
de´ﬁnie a` partir de l’Analyse en Composantes Inde´pendantes qui est approprie´e lorsque
la non-line´arite´ et la non-normalite´ sont inhe´rentes aux donne´es (Cf. Back et Weigend,
1997). En utilisant des donne´es de haute fre´quence de quelques titres vifs sur le marche´
franc¸ais des actions, nous trouvons que l’hypothe`se de l’existence des facteurs de risques
globaux caracte´risant le marche´ est bien ve´riﬁe´e. De plus, les mesures de risque calcule´es
a` partir des facteurs issus d’une Analyse en Composantes Inde´pendantes (ICA-VaR) sont
plus robustes que celles de´duites des se´ries originales ou bien de l’ACP.
L’application suivante portait sur les mode`les d’e´valuation d’actifs ﬁnanciers. Les
mode`les classiques reposent, dans la majorite´ des cas, sur l’hypothe`se de  quasi-normalite´  ;
mais cette hypothe`se ne correspond pas aux faits stylise´s. En eﬀet, les variables ﬁnancie`res
sont caracte´rise´es par de fortes particularite´s : queues de distributions e´paisses, asyme´trie
de la distribution et he´te´rosce´dasticite´. Les applications base´es sur les donne´es de haute
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fre´quence peuvent, dans ce contexte et notamment en pre´sence de variations des pa-
rame`tres, eˆtre utilise´es pour l’estimation des parame`tres de basse fre´quence des mode`les
ﬁnanciers et pour l’allocation d’actifs. Comme nous l’avons montre´, les donne´es de haute
fre´quence contiennent du bruit, il fallait donc ne´cessairement de´velopper des mode`les ap-
proprie´s pour pleinement exploiter leur potentiel.
Dans ce sens, nous avons utilise´ des estimations de mesures de sensibilite´ eﬀectue´es
sur le marche´ franc¸ais des actions et ensuite, suivant l’approche de´veloppe´e re´cemment
(Bollerslev et Zhang, 2003), nous avons estime´ plusieurs mode`les classiques d’e´valuation
des actifs notamment le mode`le d’e´quilibre des actifs ﬁnanciers ainsi que des exten-
sions de leurs versions originales. Ces extensions comprennent principalement les mode`les
d’e´valuation des moments d’ordre supe´rieur et les mode`les conditionnels d’e´valuation
d’actifs. Les estimations ont e´te´ mene´es avec des me´thodologies qui permettent de neu-
traliser les erreurs de spe´ciﬁcation et de mesure des donne´es tout en tenant compte des
inter-relations entre les actifs ﬁnanciers en terme de rentabilite´, mais aussi de moments
conditionnels d’ordre supe´rieur. Nous avons ainsi montre´ que les re´sultats sont sensible-
ment ame´liore´s par rapport a` une approche classique avec des estimations a` partir des
donne´es de basse fre´quence.
Nous avons ﬁnalement propose´ un algorithme permettant de re´-e´chantillonner les
donne´es a` haute fre´quence de manie`re a` obtenir des se´ries ayant des caracte´ristiques dis-
tributionnelles gaussiennes. Les nouvelles se´ries comprennent des observations espace´es
irre´gulie`rement dans le temps, mais re´gulie`res dans un temps de´forme´, appele´ temps
d’e´change (ou de transaction) implicite, dans lequel la distribution des rendements sera
proche de la loi normale. Comme rappele´ pre´ce´demment, les caracte´ristiques des rende-
ments calcule´s en temps calendaire sont connues pour eˆtre incompatibles avec les hy-
pothe`ses de Gauss-Markov, excepte´ a` de tre`s basses fre´quences (moins d’une observation
par semaine). Une premie`re manie`re de re´soudre ce proble`me est d’e´chantillonner les prix
a` diﬀe´rentes dates suivant des variables exoge`nes. Le temps d’e´change est alors de´duit
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des variables extraites a` partir des se´ries de rendements, telle que la volatilite´ instantane´e
ou de certaines variables comple´mentaires.
Nous de´crivons alors un proce´de´ pour extraire ce temps d’e´change sur des se´ries tempo-
relles des prix a` partir d’une me´thode de recherche directe (algorithme ge´ne´tique). Nous
ve´riﬁons que l’algorithme propose´ permet, dans tous les cas, d’obtenir des rentabilite´s
gaussiennes a` des fre´quences ou` l’hypothe`se de normalite´ est rejete´e sans ambigu¨ıte´ pour
l’e´chantillonnage calendaire. Les applications pratiques de cet algorithme tirent partie
de la normalite´ des se´ries obtenues, ce qui permet alors d’appliquer directement les for-
mules issues de la ﬁnance traditionnelle apre`s comple´tion de l’algorithme. Les rendements
les plus proches de la distribution gaussienne sont utilise´s pour le calcul de la matrice
de variance-covariance et l’allocation des portefeuilles, et compare´s avec les portefeuilles
issus des temps calendaires. Les re´sultats donnent des variations parfois substantielles
dans les corre´lations et variances mesure´es. L’e´tude des performances de ces allocations
en dehors de l’e´chantillon ne montre ne´anmoins pas de surperformances signiﬁcatives.
Cependant, l’exploration des re´sultats montre l’importance, dans la de´ﬁnition du temps
d’e´change, d’un regroupement pre´liminaire d’actifs de sensibilite´s proches, de manie`re a`
e´viter a` la fois des de´synchronisations trop fortes entre les titres, et une normalisation
force´e des actifs he´te´roge`nes.
L’ensemble des travaux conduits dans le cadre de cette the`se montre la valeur ajoute´e,
pour des applications ﬁnancie`res, de l’utilisation de donne´es de haute fre´quence. L’enjeu
ve´ritable, lie´ a` l’utilisation syste´matique de ces donne´es, est le gain de pre´cision que celles-
ci permettent d’obtenir dans les applications empiriques. Cette prise en compte des ca-
racte´ristiques intrinse`ques des rendements des actifs en haute fre´quence (biais microstruc-
turels, non-line´arite´s, distributions asyme´triques, queues de distribution e´paisses, . . .) se
traduit, comme nous l’avons montre´, par une meilleure stabilite´ et pre´cision des alloca-
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tions et des mesures de risques.
Enﬁn, plusieurs pistes d’approfondissement et d’ame´lioration sont en cours d’e´tudes.
En eﬀet, nous comptons e´tendre l’e´tude de la rose des vents sur l’ensemble des places
boursie`res composant l’Euronext (Amsterdam, Bruxelles, Lisbonne et Paris). Nous dis-
posons de´sormais d’une base de donne´es de transactions provenant d’Euronext, allant
du 1er janvier 2002 au 31 de´cembre 2007 contenant tous les titres. Nous pourrions ainsi
tester la pre´sence du phe´nome`ne sur les autres marche´s en tenant compte des mouve-
ments re´cents des prix des actifs. Les principales valeurs limites des indicateurs de roses
des vents, de´termine´es sur quelques titres du marche´ franc¸ais au premier semestre 2004,
pourront ainsi eˆtre mises a` jour et ge´ne´ralise´es a` l’e´chelle europe´enne. Nous envisageons
aussi de faire une analyse comparative des diﬀe´rentes mesures de visibilite´ du phe´nome`ne
de rose des vents disponibles dans la litte´rature (Cf. Koppl et Nardone, 2001 ; Wang et
Wang, 2002 et Mitchell et Mckenzie, 2006). Il serait aussi inte´ressant d’e´tudier le com-
portement des parame`tres des mode`les GARCH de manie`re empirique par simulations
sur des donne´es continues (sans pas d’e´chelon de cotation) et sur des donne´es discre´tise´es
avec plusieurs pas d’e´chelon de cotation diﬀe´rents. Nous pourrions alors a` partir des indi-
cateurs de rose des vents, de´terminer l’ampleur des erreurs d’estimation engendre´es par
la discre´tisation et la structure de corre´lation impose´e. Nous pourrions pour cela expoiter
les travaux de Amilon et Bystro¨m (2000) et de Amilon (2003), qui montrent comment le
phe´nome`ne biaise les principaux tests statistiques.
De meˆme, les re´sultats obtenus sur le calcul de la VaR en haute fre´quence montrent
bien que cette technique est une alternative a` l’Analyse en Composantes Principales
dans les cas ou` l’hypothe`se de distribution gaussienne des rendements est approxima-
tive. Quelques ame´liorations et extensions peuvent eˆtre apporte´es. La premie`re extension
provient de la mode´lisation des facteurs de risque de´termine´s par l’algorithme. Dans des
travaux en cours, nous testons des familles de distributions inte´grant davantage les mo-
ments d’ordre supe´rieur ; notamment a` partir des mode`les Skew-student (Keith et Shen,
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2004 et Adcock et Meade, 2007). Une autre piste de travail, est de tester d’autres ap-
proches d’extraction des facteurs inde´pendants comme l’utilisation des copules (COPICA
pour COPula Independent Component Analysis en anglais, Cf. Chen et alii 2008) ou bien
les me´thodes avec contraintes. En eﬀet, la version de l’ACI pre´sente´e dans ce chapitre
ne permet pas, comme dans le cas d’une ACP, de re´duire le nombre de facteurs ; elle
de´termine automatiquement le nombre de facteurs statistiquement inde´pendants. Nous
pouvons a` partir d’une Analyse en Composantes Inde´pendantes avec contraintes (cICA
pour constraint Independent Component Analysis en anglais, Cf. Lu et Rajapakse, 2000 et
2005), re´duire la dimension des donne´es tout en gardant le caracte`re d’inde´pendance des
facteurs. De plus, nous pouvons supposer que les donne´es observe´es sont des combinaisons
des sources inde´pendantes qui sont aﬀecte´es par des bruits. A cet eﬀet, Chang et Zhang
(2006) et Kopriva et Sersˇic´ (2008) ont propose´ des algorithmes qui permettent de ﬁltrer
les bruits par la me´thode des ondelettes (Wavelet en anglais) avant de de´terminer les
composantes inde´pendantes. Cette forme d’extraction de facteurs inde´pendants (SDICA
pour Subband Decomposition Independent Component Analysis et WP-SDICA pour Wa-
velet Packets SDICA en anglais) fournit directement la bande de´-bruite´e de fre´quences
dans laquelle les sous-composantes du signal d’origine sont inde´pendantes. Cette dernie`re
technique applique un ﬁltre aux observations pour permettre de de´composer l’e´chantillon
en bandes de sous-composantes inde´pendantes et de´pendantes.
Il serait ensuite inte´ressant d’e´valuer formellement l’importance des erreurs de mesure
des sensibilite´s aux facteurs dans le contexte actuel de mesures et co-mesures re´alise´es
pour le CAPM. Bai et alii (2000), Barndorﬀ-Nielson et Shephard (2002a, b), Meddahi
(2002) ou re´cemment Griﬃn et Oomen (2008), fournissent des re´sultats the´oriques pour
des mesures re´alise´es de volatilite´. La volatilite´ instantane´e est alors de´compose´e en une
volatilite´ re´alise´e et terme repre´sentant le biais d’auto-corre´lation. Griﬃn et Oomen
(2008) montrent the´oriquement et empiriquement que le biais d’auto-corre´lation dimi-
nue avec la fre´quence d’e´chantillonnage des prix pour eˆtre ne´gligeable apre`s 25 minutes.
Un travail similaire pourrait donc eˆtre fait sur le beta re´alise´ et la skewness re´alise´e. De
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meˆme, en utilisant un mode`le a` facteurs inde´pendants, les diﬀe´rentes relations entre les
actifs pourraient eˆtre simpliﬁe´es. En eﬀet, l’extraction des facteurs communs entre les ac-
tifs par une Analyse en Composantes Inde´pendantes avec ﬁltrage de bruits (Cf. Kopriva
et Sersˇic´, 2008) engendrant des matrices des cumulants diagonales (du fait de la proprie´te´
d’inde´pendance des facteurs). De ce fait, l’estimation des parame`tres avec les moments
d’ordre supe´rieur pourra s’eﬀectuer de manie`re simple avec les me´thodes traditionnelles.
Enﬁn, inspire´e par les travaux de Brock et Hommes (1998) ou de Malevergne et Sornette
(2006), la ge´ne´ralisation des approches pre´ce´dentes dans un cadre he´te´roge`ne - ou` les
agents confrontent leur fourchette de prix - pourrait constituer une extension naturelle
de cette e´tude. Pour cela, nous pouvons envisager plusieurs sources d’he´te´roge´ne´ite´. Les
agents peuvent alors avoir des points de vue diﬀe´rents par rapport aux anticipations des
prix (Brock et Hommes, 1998). Nous pouvons aussi supposer que l’he´te´roge´ne´ite´ provient
de la perception du risque par les agents. De ce fait, plusieurs mesures de risque pour les
allocations optimales entre actifs risque´s et non risque´s peuvent eˆtre utilise´es conjointe-
ment dans un cadre multi-varie´ (Malevergne et Sornette, 2006).
Finalement, les futures e´tudes sur l’e´valuation d’actifs, l’attribution de performances
ou bien la gestion des risques pourraient s’appuyer sur des donne´es implicites. Dans ce cas
de ﬁgure, l’invariance recherche´e dans la distribution des rendements est le re´sultat d’une
compre´hension globale des ﬂuctuations des prix et des ﬂuctuations du temps. Le temps
boursier n’est plus alors inde´pendant de l’action des ope´rateurs, mais e´troitement lie´ aux
variables comme la taille du marche´, le volume de l’e´change et le nombre de participants
sur le marche´. L’activite´ des ope´rateurs agit alors comme une ponde´ration des dure´es, en
contractant plus ou moins l’espace des cotations. Le temps calendaire physique exoge`ne
du marche´ devient un temps intrinse`que endoge`ne au marche´. Il est possible d’envisager
un temps implicite pour chacune de ces variables et une agre´gation multi-varie´e de ces
diﬀe´rents temps pour une meilleure prise en compte des vraies sources de variations des
prix des actifs. De ce fait, la valeur d’un prix cote´ (et donc la pertinence de la mesure)
n’est pas la meˆme selon que ce prix correspond a` une transaction de cinq cent mille titres
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ou de cinq titres. Cette intuition qui trouve une traduction scientiﬁque dans les mode`les
a` temps de´forme´ traduit le fait que sur les marche´s ﬁnanciers, la dure´e du temps n’est pas
e´gale a` la valeur du temps. Toutefois, le temps implicite de´termine´ par les algorithmes
propose´s dans ce chapitre ne fait que transfe´rer le proble`me de l’hypothe`se distribution-
nelle en temps calendaire au proble`me de pre´vision des prix et correspondance des valeurs
en temps de´forme´. Ne´anmoins, tout comme pour les mode`les a` duration (Engle et Rus-
sell, 1997), ou` les informations sur les prix ne sont pas e´chantillonne´es sur un intervalle
de temps re´gulier, le temps implicite pourrait servir de base a` de nouveaux mode`les sur
un espace particulier (espace du volume des e´changes, du nombre de participants ou bien
du niveaux de variation du prix). De plus, de nouveaux produits ﬁnanciers pour des
investisseurs particuliers, exprime´s en temps implicite, pourraient voir le jour. Ces pro-
duits pourront alors eˆtre de´ﬁnis suivant des crite`res exprime´s en temps de´forme´ (volatilite´
constante sur cet espace, valeurs liquidatives enregistre´es suivant le volume atteint,. . .).
Annexe :
On the Impact of the Compass Rose
Phenomenon on GARCH Estimation
1. Introduction
The Scatter Plot of stock returns against their lagged values reveals a striking pattern of
lines radiating from the origin and pointing in the major directions of the compass. This
phenomenon is the so-called “Compass Rose” of returns (Crack and Ledoit, 1996) and
is the subject of many recent studies done with high frequency data (see Kra¨mer and
Runde, 1997; Szpiro, 1998 and Lee et al.; 1999, 2005), aiming to discover its causes and
determinants. The structural cause of the Compass Rose is found into the discretization
of the asset price. Crack and Ledoit (1996) show that the tick size is crucial for this
phenomenon on the stocks traded on the New York Stock Exchange (NYSE). Amilon and
Bystro¨m (2000), Ball (1988), Amilon (2003) and Kra¨mer and Runde (1997) show, in the
subjective analysis, that discretization has some eﬀect on the estimation of parameters
when using high frequency. The purpose of this work is to test with a quantitative
measure and simulated data the eﬀect of Compass Rose structure in the GARCH models
estimation and to ﬁnd the optimal sub-sampling frequency for the parameters estimations
in the high frequency context. We ﬁrstly give the simulation framework (Section 2) and
present after, the experiment and results (Section 3); section 4 concludes.
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2. The Models
In this section, we present the framework of our simulation studies on a General AutoRe-
gressive Conditional Heteroskedasticity type model (Bollerslev, 1986) simulation and the
Compass Rose Intensity Indexes.
2.1 The GARCH Simulation
We perform simulation experiments under the hypothesis that the high frequency volat-
ility is serially uncorrelated but heteroskedastic, for evaluating the compass rose eﬀect
on parameters estimations. Let the Pt be the unobserved equilibrium price of a stock at
time t and rt the unobserved return of the stock. The continuous-state GARCH(1, 1)
model takes the following form:
σ2t = α0 + α1r
2
t−1 + βσ
2
t−1
where parameters α0 > 0, α1 ≥ 0 , β > 0 and σ2t is the conditional variance of the return
rt.
We compare the parameters values of the estimation of the continuous GARCH model to
handle case where the return series are calculated from discrete prices. The discretization
of the continuous price is performing with the following methodology:
P ∗t = Ent
(
Pt
d
+ 0.5
)
d
where Ent(.) is the ﬂoor function, the parameter d is the tick size and P ∗t is the corres-
ponding discrete price of the continuous price Pt.
2.2 The Compass Rose Indexes
For measuring the Compass Rose Phenomenon, we use some deﬁnition of a Compass
Rose Index1.
1See Appendix 1 for formal deﬁnitions of the measures.
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The main idea behind the ﬁrst proposed index is that in the case of a perfect Compass
Rose all returns lie on four and only four lines representing the quadrant directions:
North-South, North East-South West, North West-South East and East-West. Each ob-
servation of a pair of returns in the scatter plot, together with the origin, deﬁnes a line.
This last Index (CRII1) is then linked to the proportion of lines originating from 0 and
being on the four perfect directions mentioned above.
The second quantitative measure (denoted CRII2) accordingly computes the concentra-
tion of angles corresponding to the main lines of the Compass rose, compared to the
distribution of possible angles thus giving the distortion caused by the discretization ef-
fect (Koppl and Nardone, 2001).
The third Compass Rose Intensity Index (CRII3) proposed is based on the fact that this
phenomenon capture a discretization eﬀect and a correlation eﬀect, but depends upon
a traditional contingency table. This Index is computed directly from the contingency
table. When a Compass Rose is present, the density function of return will be diﬀerent
from the theoretical uniform distribution and the density function of the bootstrapped
series of returns.
3. Simulations and Estimations
In order to test the eﬀect of the temporal heterogeneity of the market, we use the max-
imum likelihood procedure to ﬁt the simple GARCH(1, 1) model (see equation 1) for
several tick size. We ﬁrst simulate 30,000 continuous observations with the parameters
(2.2x10−5; 0.11; 0.83). Parameters obtained by Amilon and Bystro¨m (2000) for “Atlas
copco A fria” stock in the Stockholm market. This prices series are used to evaluate the
optimal sub-sampling and the impact of the discretization.
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3.1 The Optimal Sub-sampling
To evaluate the existence of optimal sub-sampling, we use tick size between 1 and 5 to
rounding the data following equation 2 procedure. Figure A.1 shows the simulated prices
(column 1) and the corresponding returns (column 2).
- Please insert Figure A.1 somewhere here -
The Compass Rose Intensity Indexes are used to evaluate the discretization level of the
previous three series in the various sub-sampling schemes. As could be expected, the
indexes have high value for the high tick size levels (see Figure A.2). We also see that the
indexes of the continuous and the rounded series converge to the same value when the
sub-sampling increases. This result means that the optimal sub-sampling of the rounding
data depends on the tick size (Crack and Ledoit, 1996; Kra¨mer and Runde, 1997; Amilon
and Bystro¨m, 2000).
- Please insert Figure A.2 somewhere here -
3.2 The Rounding Impact on GARCH Estimation
The continuous time model may provide a better approximation to the discrete data than
a discrete model. In this case we can ﬁnd a sequence of processes, whose increments on
ﬁner becoming grids are GARCH processes (Nelson, 1990; Nelson and Foster, 1994). In
both cases, the sum of the α (ARCH eﬀect) and β (GARCH eﬀect) should tend to 1 as
the frequency becomes larger. Drost and Nijman (1993) conﬁrm the adequacy of these
theoretical results at the daily and weekly frequencies and Guillaume et al. (1995) with
intra-day data. But, when the prices are limited to move in the some restricted space,
can we obtain the same sequence of processes? We use in this paper a high frequency
simulated data for testing the stability of the coeﬃcient estimates for several tick size
level (see Figure A.3).
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- Please insert Figure A.3 somewhere here -
As can be seen, the use of discrete data for GARCH model cause a complete break-down
of the estimation procedure when the tick size increases, since the coeﬃcients are not
stable over the tick size. Moreover, the sum of the parameters does not really tend to
1 for the tick size 0.5 to 4; and the persistence of the volatility and maximum likeli-
hood decreases on tick size between 0.5 and 1 (see Figure A.4). This means that, in the
presence of discrete data, the GARCH model does not have the same parameters with
the continuous one. But, when the tick size is reasonably small compared to the price
level, the diﬀerences are not serious (on the contrary, with higher tick size, the model is
unstable).
- Please insert Figure A.4 somewhere here -
4. Conclusion
The main purpose of this paper is to provide a comprehensive analysis of prices discret-
ization in the time series analysis. We use simulated data to show how the tick size
can modify the structure of parameters described by a GARCH model. In this context,
we see that the relatively small tick size does not modify signiﬁcantly the parameters,
but in other way, the model become unstable. This result obtained with Monte Carlo
simulations conﬁrms the conclusion of Kra¨mer and Runde (1997), Amilon and Bystro¨m
(2000), Koppl and Tuluca (2004) and Amilon (2003) regarding the bias in estimation.
We also show that for all tick size level, we obtain some sub-sampling that gives small
value of quantitative measures of discretizaion eﬀect. In this case, the corresponding
value of sub-sampling can be view like optimal for estimations of statistical models in
high frequency context or in low frequency with high frequency data.
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Appendix 1: The Compass Rose Indexes
The ﬁrst Index (CRII1) is linked to the proportion of lines originating from 0 and being
on the four perfect directions representing the quadrant directions: North-South, North
East-South West, North West-South East and East-West. Formally:
CRII1 = 4/{p [#(D0)− 4] + 4} (4.1)
were #(D0) is the number of all the lines passing by the origin and p (with 0 < p < 1)
an arbitrary constant.
The second quantitative measure is Compass Rose Intensity 2 (denoted CRII2), deﬁned
as follows:
CRII2 =
1∑
w=−1
{
[fˆ(w)− u(w)]2
u(w)
}
+
1∑
w=−1
{
[fˆ(w)− gˆ(w)]2
gˆ(w)
}
(4.2)
were fˆ(·) is the empirical density of polar coordinates w, u(·) is the uniform distribution
and gˆ(·) the empirical density function of the boostrap of polar coordinates w, and:
ωt = θt/π =

[arctan(rt/rt−1)]/π if (rt ≥ 0)
[arctan(rt/rt−1) + π]/π if (rt < 0) and (rt ≥ 0)
[arctan(rt/rt−1)− π]/π if (rt < 0) and (rt < 0)
with −π
2
≤ arctan(x) ≤ π
2
for all x ∈ R.
The third Compass Rose Intensity Index (CRII3) is written as:
CRII3 = ‖z‖2 =
k∑
i=1
k∑
j=1
(pˆij − uij)2 +
k∑
i=1
k∑
j=1
(pˆij − pij)2 (4.3)
with pˆij the density function of the return in the cells (i, j) of the contingency table, uij
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the theoretical uniform distribution, pij the density function of boostrapped series of the
original return and some optimal partition of the contingency table.
Appendix 2: List of Figures
Figure A.1. Prices and Corresponding Returns of the Simulated data
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Source: simulation of 30,000 observations with GARCH(1, 1) model; the parameters are {2.2 × 10−5;
0.11; 0.83} (Parameters obtained by Amilon and Bystro¨m, 2000, for “Atlas copco A fria” stock in the
Stockholm market). This ﬁgure shows the simulated prices (column 1) and the corresponding returns
(column 2) with the tick size 0 - original prices - line (a); the tick size 1, line (b) and the tick size 5, line
(c).
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Figure A.2. Evolution of the Compass Rose Intensity Indexes under Sub-sampling times
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Source: simulation of 30,000 observations with GARCH(1, 1) model; the parameters are {2.2 × 10−5;
0.11; 0.83} (Parameters obtained by Amilon and Bystro¨m, 2000, for “Atlas copco A fria” stock in the
Stockholm market). This ﬁgure shows the Compass Rose Intensity Index 1 (top), the Compass Rose
Intensity Index 2 (middle) and the Compass Rose Intensity Index 3 (bottom) under the level of sub-
sampling. The blue line is the computation on the original simulated prices, the green line is the rounding
prices with the tick size 1 and the red line is the rounding prices with the tick size 5.
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Figure A.3. Evolution of the GARCH Parameters Estimation under the Tick Size Level
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Source: simulation of 30,000 observations with GARCH(1, 1) model ; the parameters are {2.2 × 10−5;
0.11; 0.83} (Parameters obtained by Amilon and Bystro¨m, 2000, for “Atlas copco A fria” stock in the
Stockholm market). This ﬁgure shows the ARCH parameters estimation (top), the GARCH parameters
estimation (middle) and the constant of the model (bottom) under the tick size (0 to 5).
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Figure A.4. Evolution of the Persistance of the GARCH Model and Variation of the
Likelihood under the Tick Size Level
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0.4
0.6
0.8
1
Persistance
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−30
−20
−10
0
Likelihood variation
Tick Size
Source: simulation of 30,000 observations with GARCH(1, 1) model ; the parameters are {2.2 × 10−5;
0.11; 0.83} (Parameters obtained by Amilon and Bystro¨m, 2000, for “Atlas copco A fria” stock in the
Stockholm market). This ﬁgure shows the persistance of the GARCH model - sum of all the parameters
- (top) and the likelihood variation of the model (bottom) under the tick size (0 to 5).
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