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Capítol 1: Introducció
1.1 Introducció
Lʼincrement del volum de la informació i lʼaplicació massiva de les TIC en molts dʼàmbits, ha fet 
que necessitem grans estructures de processament de dades. El Cloud Computing és a dia dʼavui 
una realitat alhora que una plataforma extensament usada per multinacionals com Google, Ama-
zon o IBM. 
Els darrers anys aquesta nova generació computacional esta creixent dia rera dia, tant és així, 
que Google i IBM han signat acords de cooperació per la recerca amb universitats de prestigi in-
ternacional, com el Massachusetts Institute of Technology o Berkeley. 
Gràcies al Cloud Computing sʼha aconseguit traslladar recursos físics centralitzats a recursos 
virtuals compartits, reduïnt costos i manteniment, tot augmentant eficiència.
La virtualització juga un paper molt important al Cloud Computing, ja que ens permet crear en-
torns “a la carta” a dins de les extenses plataformes Cloud. Dʼaquesta manera podem allotjar més 
dʼuna màquina a un mateix Host, evitant lʼantiga despesa de màquina per servei.!
Així doncs, es pot dir que la virtualització dʼentorns juntament amb les plataformes Cloud Com-
puting proveeixen al mercat de les TIC dʼuna flexibilitat extraordinària: gran ventall de configura-
cions possibles i recursos virtualment il·limitats.
Concretament, la plataforma Cloud que tenim al BSC (Barcelona SuperComputing Center), 
EMOTIVE Cloud (Elastic Management of Tasks in Virtualized Environments), està fonamentament 
basada en entorns virtualitzats.
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Actualment aquesta plataforma es basa en una arquitectura de maquines virtuals de tipus Xen. 
A més a més, disposa dʼuna estructura de monitoring i management, la qual està implementada 
únicament per a aquesta arquitectura.
Partint dʼaquesta base, aquest projecte pretén expandir les capacitats de la plataforma EMOTI-
VE Cloud:
- Integrant-hi la virtualització del tipus KVM (Kernel-based Virtual Machine).
- Habilitant lʼús de la llibreria Libvirt dins la pròpia plataforma.
- Extendre les mesures de rendiment de les màquines virtuals gràcies al monitoring de baix 
nivell.
- Millorar la capacitat del balanceig de càrrega del sistema.
! PFC - Integració de KVM, Libvirt i Monitoring de baix nivell a Emotive Cloud Platform
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1.2 Motivació
Després dʼhaver decidit realitzar el PFC, vaig escollir realitzar-lo amb la direcció dʼen David Ca-
rrera Pérez, ja que dʼentre les opcions que tenia disponibles em va semblar la més interessant, 
tant per bones impressions que vaig tenir dʼell com a professor a Xarxes de Computadors i Aplica-
cions com pel PFC que va proposar-me.
Aquest PFC suposaria doncs dos reptes: el primer finalitzar els estudis en Enginyeria Tècnica 
en Informàtica de Sistemes i el segón endinsar-me en un camp de les TIC interessant i innovador 
el qual em servís de “background” a la meva carrera professional.
El Cloud Computing i la virtualització dʼentorns són el camí a seguir en el desenvolupament 
computacional, per tant, poder col·laborar en un projecte que enmarca entre dʼaltres aquests dos 
paradigmes i que, a més a més, tingui aplicacions reals és un valor afegit. De fet, un dels punts 
forts en la meva elecció del PFC va ésser precisament aquest. Altres propostes de PFC no ha-
guessin tingut una aplicació final de la recerca que faria i sʼhaguessin quedat en estudi. En canvi 
amb aquest PFC, finalment podria veure el resultat final en un entorn real.
A més a més, ampliar els meus coneixements en lʼadministració de sistemes Linux  també seria 
un altre punt a favor, ja que aprofundir i millorar en aquest àmbit, enriquiria el meu background de 
cara al meu futur professional.
La motivació doncs per haver escollit aquest projecte ha estat la possibilitat de treballar amb 
tecnologia que està a lʼordre del dia com el Cloud Computing i la virtualització dʼentorns, ampliar 
els meus coneixements en lʼadministració de sistemes i Linux i poder col·laborar amb el Barcelona 
SuperComputing Center dins dʼun projecte real com és  EMOTIVE Cloud platform. 
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1.3 Objectius
El principal objectiu dʼaquest projecte és seguir en la línia de recerca iniciada per un investiga-
dor del BSC, Uday Kiran Medissety. 
Als analisis dʼHPC que ha realitzat sobre els servidors de la plataforma EMOTIVE sʼha demos-
trat que la compartició de recursos i la monitorització de baix nivell del hardware pot incrementar 
significativament el rendiment del sistema. (Ref: Efficient HPC application placement in Virtualized 
Clusters using low level hardware monitoring).
Partint dʼaquesta premisa doncs, volem demostrar que utilitzant la virtualització que ens ofereix 
KVM i la monitorització de baix nivell, podem aprofitar molt millor els recursos al Cloud Computing, 
i més concretament, a EMOTIVE Cloud.
A més a més, veiem que la plataforma necessita expandir-se i no dependre únicament dʼuna 
arquitectura Xen, sinó intentar ésser el més genèrica possible. És per això que fóra bo redefinir 
lʼarquitectura de la seva estructura de control, reescrivint la seva API tot fent-la compatible amb 
Libvirt. Dʼaquesta manera podrem obrir el ventall de possibilitats pel que fa a sistemes de virtualit-
zació.
Finalment doncs, els tres grans objectius dʼaquest projecte es podrien resumir en:
- Habilitar la virtualització de KVM a Emotive Cloud.
- Crear una API per la plataforma que faci servir Libvirt.
- Habilitar la plataforma amb monitoring de baix nivell i millorar la capacitat del balanceig de càrre-
ga de les maquines virtuals de la plataforma.
! PFC - Integració de KVM, Libvirt i Monitoring de baix nivell a Emotive Cloud Platform
8! Capítol 1: Introducció
1.4 Estructura del document
El present document es divideix en cinc capítols: la Introducció, el Background tècnic del pro-
jecte, el disseny i la implementació, els benchmaks realitzats sobre la plataforma i les conclusions.
El primer capítol presenta el projecte, explicant les motivacions que mʼhan portat a dur-lo a ter-
me, i quins són els seus principals objectius.
!
El segón capítol introdueix al lector en el món del cloud computing i la virtualització, tot expli-
cant les diferents topologies que presenta lʼestructura cloud, així com un resum de la tecnología 
de virtualització i dels sistemes de virtualització que es fan servir actualment. De la mateixa mane-
ra, es presenta la plataforma EMOTIVE i seʼn detallen algunes de les seves característiques.
El tercer capítol es centra en el disseny  i la implementació del projecte, detallant les decisions 
que sʼhan près i explicant com són els mecanismes que sʼhan construït per expandir la plataforma 
EMOTIVE. Aquest és el més extens dels capítols i és per això que lʼhem dividit en tres parts, les 
quals es refereixen a la integració de KVM, de Libvirt, i de Perfmon2. 
El capítol quart detalla els benchmarks que sʼhan fet sobre la plataforma, per fer proves sobre 
els canvis que sʼhan implementat.
El capítol cinquè està dedicat a les conclusions dʼaquest projecte i inclou una valoració dels 
costos que ha suposat. 
A cadascun dʼells sʼha detallat tant la preparació de la plataforma per poder fer servir les noves 
tecnologies de virtualització, com la seva implementació.
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2.1 Cloud Computing
La tendència actual de mercat sobre la oferta del Cloud Computing demostra que és un servei 
de futur, el qual està creixent dia rera dia. El Cloud Computing, en essència, és una nova tecnolo-
gia que permet oferir els mateixos serveis que un sistema informàtic tradicional però a través dʼIn-
ternet, sense tenir cap coneixement sobre on estan aquests recursos ni sobre com estan essent 
gestionats.
Un dels principals avantatges que suposa el Cloud Computing és lʼestalvi de costos  a mitjà/
llarg termini comparat amb la informàtica tradicional, on moltes vegades es desaprofita el potencial 
del maquinari en relació al seu valor. 
Gràcies al Cloud Computing només fem servir el que necessitem, a més dʼestalviar despeses 
en lʼinversió de màquinari (en el manteniment del mateix i en lʼespai físic on tenir-lo). És el que 
sʼanomena IaaS (Infrastructure as a Service), una granja de servidors virtuals, on es pot escollir 
des del sistema operatiu, fins a la capacitat per a les BBDD. Són aquests els fonaments de la 
computació Cloud.
A banda de la IaaS però, també trobem les categories de PaaS (Platform as a Service) i la de 
SaaS (Software as a Service). 
La primera dʼelles està enfocada en la possibilitat de desplegar aplicacions varies sense preo-
cupar-se ni de la instal·lació ni de la configuració de la infraestructura. Es pot dir que fa de pont 
entre les aplicacions i el hardware on sʼexecuten.
La segona en canvi està enfocada en les aplicacions distribuides com a servei per part del pro-
veïdor de serveis Cloud, on no hi ha la necessitat dʼinstalació o manteniment posterior. Dʼaquesta 
manera aconseguim escalabilitat  via un aprovisionament de recursos on-demand, independèn-
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cia dʼaccés ja que no importa ni des dʼon estigui accedint a lʼaplicació lʼusuari, ni des de quina 
plataforma (Windows, Linux, Mòbil, etc.) i eficiència ja que no cal disposar de cap instal·lació ni de 
gran capacitat de procesament de dades. Veiem llavors el SaaS com un lloguer per ús de soft-
ware.
A dia dʼavui, al mercat hi podem trobar nombrosos exemples de Cloud Computing, on hi desta-
quen: Amazon EC2, Google Apps, RackSpace, o Windows Azure Platform entre dʼaltres. 
Tots ells ofereixen aplicacions, plataformes o bé infraestructures a través dʼun navegador web, 
on el software, la computació i les dades sʼemmagatzemen de manera transparent per a lʼusuari.
Dins del Cloud Computing trobem 3 tipus de Clouds: 
• Public Cloud
Servei de pagament totalment externalitzat i no depenent de lʼempresa, el qual ofereix les tres 
categories de SaaS, IaaS, i Paas, per separat o juntes en un únic servei Cloud. En són exemples 
serveis de Google,  productes de Salesforce.com o LotusLive iNotes dʼIBM, els quals són oberts a 
qualsevol usuari a través dʼuna subscripció.
! PFC - Integració de KVM, Libvirt i Monitoring de baix nivell a Emotive Cloud Platform
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• Private Cloud
Aquest tipus de Cloud persegueix crear un Cloud propi a lʼempresa, aprofitant els recursos 
existents o adquirint-ne de nous. Mitjançant la virtualització, pretén agrupar servidors dedicats en 
un de sol. Aquests clouds doncs només són per ús intern dels empleats de lʼempresa. Es tracta 
dʼun model més recent, però amb una àmplia projecció i recorregut. Com a exemples podem tro-
bar Eucalyptus, OpenNebula, o IBM Smart Business Storage Cloud.
• Hybrid Cloud
Una fusió dels dos tipus anteriors, on es contempla la possibilitat de necessitar puntualment 
més recursos que els que ofereix el cloud privat. Així, es podrien demanar més recursos al Public 
Cloud sempre que es necessitessin, dotant a lʼempresa dʼun entorn òptim de producció per als 
seus processos i projectes.
Sembla que els Hybrid Clouds seran el camí a seguir els propers anys, ja que permeten alhora 
explotar els recursos existents a les empreses dʼuna manera molt més eficient, i alhora aprofitar el 
Public Cloud quan així ho requerissin les circumstàncies.
PFC - Integració de KVM, Libvirt i Monitoring de baix nivell a Emotive Cloud Platform
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2.2 EMOTIVE Cloud
 La virtualització juga un paper molt important al 
paradigma computacional Cloud, ja que proveeix dʼen-
torns “on-demand” al Cloud Computing, assegurant-ne 
una bona gestió i adequació als sistemes dels pro-
veïdors. 
En aquest paradigma és on es presenta la platafor-
ma EMOTIVE Cloud, un middleware que permet exe-
cutar tasques i crear entorns virtuals dʼuna manera fàcil 
i eficient. 
Es tracta dʼun gestor dʼentorns virtualitzats el qual 
proporciona maquines virtuals especificades per lʼu-
suari tot oferint solucions avançades de manteniment 
com checkpointing o migration. 
Aquesta serà doncs la plataforma sobre la que es 
constitueix aquest projecte. Lʼarquitectura dʼaquesta es 
composa bàsicament de tres capes: la infraestructura de dades o resource fabric, el management 
de nodes (VRMM) i lʼScheduler global. 
Arquitectura dʼEMOTIVE Cloud
! PFC - Integració de KVM, Libvirt i Monitoring de baix nivell a Emotive Cloud Platform
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La primera capa ofereix un sistema distribuït dʼemmagatzematge per tal de suportar tecnologies 
com Checkpointing o Migration. La segona sʼencarrega de tot el que pertany  a una màquina vir-
tual, com la creació o el manteniment. Finalment, lʼScheduler sʼencarrega de distruibuïr les tas-
ques i maquines virtuals entre els nodes físics del sistema.
2.2.1 Resource Fabric
Aquesta capa proveeix a la plataforma EMOTIVE de la flexibilitat i potència adequedes per fer-
la compatible amb migració o checkpointing. Sʼencarrega de distrubuïr les dades entre diferents 
nodes usant NFS (Network File System). Dʼaquesta manera sʼaconsegueix una major flexibilitat a 
lʼhora de proveïr més recursos per una màquina o bé per consolidar el sistema global. 
Lʼarquitectura del DFS (Distrubuted File System) al Resource Fabric sʼobserva a la següent figura:
• DFS: Distributed file sys-
tem
• SFTP: Secure FTP
• HDFS: Hadoop Distribu-
ted File System
• NFS: Network File Sys-
tem
• FS: File System
• SO: Operating System
2.2.2 VRMM (Virtualized Resource Management and Monitoring)
Aquesta capa sʼencarrega bàsicament de les següents tasques: Creació i destrucció de les 
màquines virtuals (VMs), management del lifecycle de les VMs, monitorització de les VMs, admi-
nistrar les dades i migració i checkpoiniting.
Dins dʼaquesta capa en diferenciem dues parts, el Virtualization Manager (VtM) i el Resource 
Monitor (RM). El VtM proveeix a la plataforma de màquines virtuals completament personalitza-
des. A més a més, la seva creació i configuració es fan de manera distribuïda gracies al DFS. 
També habilita una administració de recursos (CPU, memòria, etc.) entre màquines virtuals depe-
nent de les configuracions i requeriments que tinguem a cada moment.
El RM sʼencarrega de proveïr dʼinformació a lʼScheduler, tot monitoritzant diferents mètriques. 
Es tracta dʼuna solució completament descentralitzada. 
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A la següent figura podem veure lʼarquitectura dʼaquesta capa. Observem que el VtM estarà 
fonamentalment basat en dues parts dʼaquest projecte, que són la API de monitorització de la pla-
taforma (VirtMonitor) i els scripts de creació, configuració i destrucció de màquines virtuals.
Arquitectura del Virtualization Manager
Paralelament, la plataforma disposa dʼuna altra capa enfocada a la futura compatibilitat amb sis-
temes Amazon EC2.
2.2.3 Scheduler
La darrera capa de la plataforma sʼencarrega de gestionar els nodes físics del sistema. Quina 
tasca sʼha dʼexecutar o màquina té prioritat sobre una altra són algunes de les funcions de lʼSche-
duler, ajudant a així a mantenir i administrar lʼentorn virtualitzat.
Actualment la plataforma té habilitades dues implementacions dʼscheduling: SERA (Semantica-
lly  Enhaced Resource Allocator) la qual suporta descripcions semàntiques, i EERM (Economically 
Enhaced Resource Manager) la qual es basa en parametres econòmics. Una part dʼaquest projec-
te sʼencarregarà de millorar lʼscheduling, basant-nos en mesures de monitoring de baix nivell so-
bre la pròpia màquina virtual. 
A la següent figura sʼobserva lʼarquitectura del prototipus dʼscheduling SERA:
! PFC - Integració de KVM, Libvirt i Monitoring de baix nivell a Emotive Cloud Platform
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Prototipus Scheduling SERA
El Client Manager (CM) administra lʼexecució de tasques del client, demanant els recursos ne-
cessaris o executant tasques. També sʼencarrega de decidir què fem quan succeeix una violació 
del SLA1.
Observem que lʼscheduling es divideix en tres parts, lʼScheduler Semàntic (SeS), el Resource 
Manager (RM) i lʼApplication Manager (AM). 
El SeS sʼencarrega de distrubuïr recursos  a cada tasca depenent dels seus requeriments, la 
seva prioritat i lʼestat del sistema. Dʼaquesta manera es garanteix que els clients amb més prioritat 
són afavorits. Les decisions que pren lʼscheduler semàntic es basen en un rule engine que fa ser-
vir descripcions semàntiques de tasques i recursos.
El RM sʼencarrega de crear màquines virtuals que tinguin el nivell de recursos (CPU, RAM, 
HDD...) que indica el SeS. A més més, un cop la màquina virtual ja està en funcionament, sʼenca-
rrega de redistribuïr els recursos disponibles entre les diferents tasques depenent de la utilització 
de recursos de cada tasca.
Finalment, lʼAM monitoreja els recursos de cada tasca i comprova si sʼestan complint les mètri-
ques definides al SLA. Si això passa, sʼintenta resoldre la incidència a través del RM, provant de 
donar més recursos a la tasca. Si no en tenim, el CM sʼencarregarà de gestionar la incidència i 
proveïr recursos a al tasca.
!
is enhanced by using agents, semantics and virtualization.
The paper is organized as follows: Section 2 presents an
overview of the SERA. Section 3 introduces our proposal
for managing VMs and dynamically provisioning resources.
Section 4 presents our SLA management strategy, including
SLA monitoring and SLA enforcement. Sections 5 and 6
describe the experimental environment and the evaluation.
Section 7 presents the related work. Finally, Section 8 presents
the conclusions of the paper and the future work.
II. SERA OVERALL ARCHITECTURE
This section gives an overview of the architecture of the
SERA, describing the main components and their interactions.
Each component contains an agent and a core. The agent
wraps the core functionalities by means of a set of behaviors,
which basically call methods from this core. The agents are
in charge of the communication between components. In
addition, their implicit reactiveness is used to implement the
self-adaptive behavior of the system, that is being aware of the
system performance and status variations, and coordinating the
reaction to these variations (e.g. reaction to an SLA violation).
Fig. 1. Architecture of SERA prototype
Figure 1 shows the main components of the SERA, whose
functionality is herewith described. The Client Manager (CM)
manag s the lient’s task execution by requesti g the required
resources and by running jobs. In addition, it makes decisions
about what must be done when unexpected events such as
SLA violations happen.
The Semantic Scheduler (SeS) allocates resources to each
task according to its requirements, its priority and the system
status, i such a way that the clie ts with more priori y are
favored. Allocation decisions are derived with a rule engine
using semantic descriptions of tasks and physical resources.
The Resource Manager (RM) creates VMs to execute
clients’ tasks according to the minimum resource allocation
(CPU, memory, disk space...) given by the SeS and the task re-
quirements (e.g. needed software). Once the VM is created, the
RM dynamically redistributes the remaining resources among
the different tasks depending on the resource usage of each
task, its priority and its SLA status (i.e. is it being violated?).
This resource redistribution mechanism allows increasing the
allocated resources to a task by reducing the assignment to
other tasks that are not using them.
Finally, the Application Manager (AM) monitors the re-
source usage of the task and checks its SLA metrics in order
to evaluate if the SLA is being violated. If this occurs, it tries
to solve the SLA violation locally to the node by requesting
more resources to the RM. If the RM cannot provide more
resources, the AM will forward the request to the CM.
An interaction starts when a task arrives at the system and
a CM is created in order to manage its execution. The CM
registers the task description and requests a time slot to the SeS
for executing the task. In this stage, the SeS uses the semantic
metadata of the system to infer in which node the task will
be executed. When the time to execute the task arrives, the
SeS contacts with the RM in charge of the node where the
task has been allocated and requests the creation of a VM for
executing the task.
When the RM receives the SeS’s request, it creates a VM
and an AM. Once the VM is created, the SeS is informed
and it forwards the message to the CM indicating the access
information to that VM. At this point, the CM can submit
the task to the newly created VM. From this moment, the
task is executed in this VM, which is being monitored by
the AM in order to detect SLA violations. If this occurs,
the AM requests more resources to the RM, trying to solve
the SLA violation locally to the node. This request for more
resources is performed as many times as needed until the SLA
is not violated any more or the RM informs the AM that
the requested resource increment is not possible. In the latter
case, since the SLA violation cannot be solved locally, the AM
informs the CM about this situation, and then, the CM asks
the SeS to attempt a global solution for the SLA violation.
This can include the modification of the minimum allocated
resources of tasks running in the node where the SLA is being
violated, or the migration of one of these tasks to another node.
This paper focuses mainly in the functionality and imple-
mentation of the RM and the AM components, which are
described in the following sections. Additional description of
the other components can be found in [1].
III. RESOURCE MANAGER
The Resource Manager (RM) is composed by its corre-
sponding agent and core. There is one RM instance per
physical machine in the service provider. Once the RM is
created and fully started, it waits for requests from the SeS.
When a new request arrives, the RM checks if it is possible to
create a new VM with the specified features and it informs the
SeS about the success/failure of this operation. Virtualization
is our system is supported by using Xen [3].
A. Management of VMs lifecycle
In our system, each application is executed within a dedi-
cated VM. Any kind of application can be executed, though
the system is intended for medium and long running tasks. An
application can be composed of a single task or a collection
of tasks which are subject to the same SLA. For creating
a new VM, the following steps are required on each node:
downloading the guest operating system in packaged form
!"!
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1 SLA o Service Level Agreement fa referència al nivell de servei que sʼestableix entre client i proveïdor. En 
aqu st àmbit, ens referim al nivell e qualitat de servei que ha d  garantir la plataforma.
2.3 Virtualització
La virtualització és una eina que ens permet fer una abstracció de recursos sobre alguna cosa i 
transformar-los en una altra . Aquesta seria la idea genèrica de virtualitzar quelcom. Darrerament, 
lʼesfera de les TIC  gira entorn als beneficis que ens aporta la virtualització: agrupament de recur-
sos, estalvi energètic i de costos, o balanceig de càrrega entre dʼaltres. 
No cal que ens hi fixem massa per adonar-nos que la virtualització és ja present a moltes de 
les tasques habituals dels nostres ordinardors, com ara virtualització de disc dur, memòria, o CPU. 
2.3.1 Hypervisor
Avui en dia però el concepte renovat de virtualització 
passa per fer servir una nova capa de software, lʼhypervi-
sor,  el que pretén virtualitzar un sistema sencer. 
Aquesta idea no és gaire innovadora ja que es remunta 
als anys 60 amb la computadora S/360-40 dʼIBM, on sʼexe-
cutaven diverses instancies de sistemes operatius clients.
Lʼavantatge de virtualitzar un sistema sencer mitjançant 
lʼhypervisor és el fet que podem establir privilegis entre els 
sistemes operatius clients, de manera que els sistemes virtualitzats sʼexecutin a lʼanell de privilegis 
1, i lʼhypervisor del sistema operatiu host a lʼanell de privilegis 0. Els anells inferiors disposen 
doncs de privilegis dʼaccés als recursos totals, i els superiors tenen un accés limitat.
Anells de privilegis del SO
El problema però que hem tingut fins fa pocs anys és que les arquitectures x86 no contempla-
ven el paradigma de la virtualització (a diferència de lʼS/360 dʼIBM), i per tant, per assolir una vir-
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tualització sencera sʼha hagut de recórrer a tècniques basades en software, les quals penalitzen el 
rendiment del sistemes operatius clients.
2.3.2 Traducció binària i paravirtualització
Lʼany  1999 VMWare llançà al mercat una de les primeres solucions de virtualització completa 
sense cap assistència hardware. VMWare feia ús de la traducció binària, on simplement sʼanalit-
zava el codi que el kernel del sistema operatiu client volia executar i aquest era traduït al vol, subs-
tituïnt aquelles instruccions privilegiades per una secció de codi segura. Així mateix, quan el kernel 
volia prendre el control dʼun recurs hardware el traductor substituïa el codi a executar per un que 
manipulés el hardware virtualitzat.
La paravirtualització pren com a base la mateixa idea de la traducció binària, però aqui els 
canvis sʼefectuen directament sobre el codi font. Aquestes modificacions al sistema operatiu virtua-
litzat fan que interactui amb la màquina host coneixent que és una màquina virtual. Dʼaquesta ma-
nera, la gestió del hardware es reparteix entre la màquina virtual i lʼhypervisor.
Amb la paravirtualització disposem dʼun conjunt de crides al sistema específiques, les quals 
permeten fer molt més flexible el control entre hypervisor i sistema operatiu virtualitzat. Així doncs, 
reduïm el nombre dʼinterrupcions entre hypervisor i maquines virtuals i sʼelimina qualsevol traduc-
ció binària.
Un exemple de paravirtualització el trobem en Xen, sistema usat per exemple dins de la plata-
forma EMOTIVE Cloud del BSC.
El problema que presenta la paravirtualització és el fet de no tenir sempre el codi font disponi-
ble o de permís sobre el mateix per a modificar-lo. En aquests casos hauriem de fer servir la tra-
ducció binària, assumint una penalització de rendiment. A més a més, operacions dʼE/S, accessos 
directes a memòria (DMA) o fragments de codi complexos tindrien encara més penalització. En 
aquests casos, lʼassistència del hardware pot resultar molt beneficiosa. 
!
2.3.3 Virtualització assistida per hardware
La virtualització assistida per hardware es tracta dʼuna forma de virtualització pura, és a dir, 
únicament existeix lʼanomenat hypervisor, el qual fa dʼintermediari entre el sistema operatiu de la 
maquina host i la màquina virtual. Val a dir que la virtualització assistida per hardware no és una 
millora de la paravirtualització, simplement corregeix els errors de disseny  per a entorns virtuals a 
les arquitectures x86, possibilitant lʼaïllament a les maquines virtuals.
Per tant, la màquina virtual desconeix si és una màquina virtual o real, ja que no en cal modifi-
car el sistema i es comporta de manera idèntica a una que sʼestà executant nativament.
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És a lʼany  2005 quan Intel llança al mercat les extensions de virtualització (Intel VT-x) per a 
arquitectures x86, i un any  més tard ho fa AMD amb la seva AMD-V (AMD Virtualization). Gràcies 
a aquestes millores hardware, es redueix considerablement el nombre de cicles per aconseguir 
recursos de la CPU per part de lʼhypervisor, i consequentment es produeix una millora en el ren-
diment dels sistemes virtualitzats.
La gran millora que presenten aquestes extensions són el fet que els sistemes operatius vir-
tualitzats sʼexecuten a lʼanell de privilegis 0, creant un nou nivell de privilegis encara més baix, el 
nivell -1, on sʼexecuta lʼhypervisor. Dʼaquesta manera reservem lʼhypervisor unicament per a crides 
a sistema que impliquin accions privilegiades.
Generalment però, la paravirtualització té un rendiment superior a lʼassistida per hardware, 
per tant el camí a seguir en lʼevolució de la virtualització sembla un híbrid entre ambdós sistemes, 
el qual agafi el millor de de cadascún.
2.3.4 KVM (Kernel-based Virtual Machine)
La virtualització sobre KVM és del tipus assistida per hardware, i és la que hem usat en aquest 
projecte. 
Concretament, és una solució de virtualització per a Linux sobre plataformes x86, les quals tin-
guin habilitades extensions hardware (AMD-V o Intel VT). 
Consisteix en un mòdul del kernel el qual proveeix al sistema de la infraestructura de virtualiza-
ció i un altre mòdul encarregat de la gestió del processador (QEMU). El kernel de Linux, juntament 
amb les extensions de hardware i el mòdul KVM, actua com a hypervisor, proporcionant una molt 
bona gestió de recursos a lʼentorn virtualitzat. 
A més a més, el fet de 
requerir aquestes exten-
sions ha simplificat molt el 
codi, alhora que ha fet que 
integrar-lo en la branca de 
distribució oficial del ker-
nel de Linux hagi estat 
molt més fàcil.
Amb KVM aconseguim 
que cada VM actui com un 
procés de Linux normal, el qual ja està integrat i monitoritzat al sistema com qualsevol altre. A més 
! PFC - Integració de KVM, Libvirt i Monitoring de baix nivell a Emotive Cloud Platform
20! Capítol 2: Background Tècnic
a més, ens assegurem dʼestar sempre utilitzant les darreres millores en hardware i escalabilitat 
sense cap esforç addicional. 
KVM proveeix a les maquines virtuals de hardware virtualitzat com ara tarja de xarxa, discs 
durs, adaptadora gràfica, etc., vé incorporat per defecte al kernel de linux des de la versió 2.6.20, i 
suposa una gran, potent, i flexible alternativa a dʼaltres sistemes de virtualització.
2.3.5 Libvirt
La llibreria Libvirt és una API (Advanced Pro-
gramming Interface) de virtualització. De fet, és co-
neguda com The Virtualization API, i pretén unificar 
el management dels diferents sistemes de virtualit-
zació existents en una unica API. 
Desenvolupada per RedHat2  inicialment, a lʼactuali-
tat suposa lʼestàndard en APIʼs de virtualització i es-
ta disponible a la majoria de distribucions Linux.
Fonamentalment és una llibreria C, tot i que disposa 
de diversos bindings en dʼaltres llenguatges, com 
Java, el qual farem servir en aquest projecte. 
A través de Libvirt doncs sʼhabilitarà a la plataforma EMOTIVE Cloud per tal que pugui suportar 
diferents sistemes de virtualització apart del ja integrat Xen. Dʼaquesta manera la plataforma es-
devindrà molt més flexible i polivalent.
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2 Red Hat Software Inc. és una companyia de software reconeguda que destaca per la seva aportació al 
programari lliure. Destaquen distribucions Linux com Mandriva o Yellow Dog. La versió més recent del seu 
software GNU és Fedora Core.
2.4 Monitoring de baix nivell i Perfmon2
El monitoring de baix nivell, o performance monitoring, és lʼacció de recopilar informació  relati-
va a com una aplicació o sistema funcionen. 
Si sabem en tot moment informació del rendiment del sistema, podem programar en conscièn-
cia del mateix i prendre decisions que ens permetin aprofitar tot el rendiment possible del nostre 
sistema. 
Actualment hi ha vàries eines de monitoring com Oprofile o VTUNE, però no constitueixen de 
per si una eina ni standard ni genèrica de monitoring. 
Pel desenvolupament dʼaquesta part del projecte hem escollit lʼeina Perfmon2 per tal de moni-
toritzar la plataforma EMOTIVE Cloud per diversos motius, on destaquem:
• Perfmon 2 suporta la majoria de hardware existent
• És compatible amb Linux i té una fàcil instalació
• És OpenSource i té una gran comunitat dʼusuaris/desenvolupadors
• És una interface de monitoring avançada que fa ús de comptadors i events hardware
• Suporta monitoring per thread i també per processos multi-thread
• És compatible amb Event-Based Sampling (EBS)
• És compatible amb la PMU de maquines virtuals
A la següent figura observem com funciona internament Perfmon2:
Esquema de funcionament de Perfmon2
!" #$%&$'()*+,)*""-
!!
!"#$%&&'()*+,)$+*-'%$./+,#.,0$#
...1%&+2#$
3+*04'5#$*#&
167'89:;<9:=6>7
2?()*
@=9
A$).5+,
%$./
2#$?()*
-#*#$+.
2#$?()*
! PFC - Integració de KVM, Libvirt i Monitoring de baix nivell a Emotive Cloud Platform
22! Capítol 2: Background Tècnic
Observem que cridem directament la PMU3 del sistema, obtenint així les mètriques desitjades.
A través de Perfmon2 podem obtenir mètriques directament des del hardware de les nostres 
CPU/Chipset. Concretament, es pot obtenir informació del nivell de micro-arquitectura (pipelines, 
bus de sistema, caches, condicions tèrmiques...), o bé des dels hardware counters (comptador 
dels miss a la taula TLB, latències de memòria, cicles de CPU, etc).
Així doncs, constitueix una molt bona opció per tal dʼoferir metriques de rendiment del sistema 
en entorns virtualitzats.
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3 Performance Monitoring Unit, és una unitat de control del processadors moderns que ens permet obtenir 
moltes més mesures de rendiment i informació sobre els components dʼuna CPU.
!
Capítol 3: Disseny i Implementació
A aquest capítol sʼanalitza el procés de disseny i implementació dels tres objectius principals 
dʼaquest projecte: Lʼextensió del Resource Manager, la creació de lʼAPI basada en LibVirt i el nou 
Scheduling basat en les mesures de rendiment de baix nivell.
A cada secció sʼexposa com sʼha preparat lʼentorn de la plataforma, les decisions de disseny  i im-
plementació que sʼhan près, així com les incidències que han anat sorgint.
3.1 Preparació de la plataforma EMOTIVE Cloud
Aquesta secció exposa com sʼha preparat la plataforma EMOTIVE Cloud per tal que es puguin 
habilitar les millores que presenta el PFC. Concretament, ens caldrà per una banda instalar a la 
plataforma el nou sistema de virtualització KVM, les llibreries Libvirt, i el monitoring de baix nivell 
Perfmon2. Tota aquesta configuració sʼha portat a terme al servidor Cloud01, màquina amb una 
configuració dʼalt rendmient:
• 2 Processadors Intel(R) Xeon(R) CPU E5440 @ 2.83GHz Quad-Core
• 64 KB Instruction L1 Cache, 64 KB Data L1 Cache, i 24 MB L2 cache en total
Aquesta família de processadors tenen les mateixes funcions que els de la família Core Duo/
Quad, però es fan servir en màquines dʼalt rendiment. A més a més, suporten configuracions dʼins-
tal·lació en plaques base duals i tenen una memòria cache L2 molt elevada.
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3.1.1 Instalació i configuració del sistema de virtualització KVM
Primerament el que ens cal comprovar és si la màquina sobre la que volem instalar el sistema 
KVM és compatible. Això ho podem comprovar a través de la informació del processador que ens 
proporciona el sistema operatiu. Concretament, necessitem saber si el nostre processador Intel 
conté les extensions de virtualització abans esmentades. Per fer-ho, comprovarem el contingut de: 
/proc/cpuinfo, cercant el flag vmx:
! grep vmx /proc/cpuinfo
Efectivament obtenim les següents linies, repetides 8 vegades al tenir 8 cores de processa-
ment:
Seguidament, ens caldrà verificar que tenim el kernel habilitat amb suport per a KVM. Això ho 
farem llegint el fitxer de configuració del kernel, ubicat al fitxer .config ../2.6.28.1/build/.config. 
Observem que a CONFIG_KVM i CONFIG_KVM_INTEL tenim una m, que indica que estarà 
instalat al Kernel com un mòdul, el qual caldrà carregar durant lʼinici del sistema. 
Notem també que prèviament hem habilitat el suport KVM a través del menu de configuració 
del kernel, el qual genera el fitxer .config. Ho hem fet amb la comanda make menuconfig executa-
da sobre els fitxers font del Kernel. 
A les següents captures de pantalla podem veure un exemple de les opcions que es requerei-
xen habilitar per tal que els flags anteriors estiguin pertinentment configurats: Processor Type Fea-
tures / Paravirtualized guest support /  KVM Support. 
També haurem dʼhabilitar lʼopció de Virtualization / KVM for Intel processors support. Recordem 
que aquesta configuració es duu a terme a la màquina host i no als clients (màquines virtuals) 
KVM.
flags! ! : fpu vme de pse tsc msr pae mce cx8 apic sep mtrr pge mca cmov 
pat pse36 clflush dts acpi mmx fxsr sse sse2 ss ht tm pbe syscall nx lm constant_tsc 
arch_perfmon pebs bts rep_good pni dtes64 monitor ds_cpl vmx est tm2 ssse3 cx16 xtpr 
cloud00:/lib/modules/2.6.28.1/build# cat .config | grep KVM
CONFIG_KVM_CLOCK=y
CONFIG_KVM_GUEST=y
CONFIG_HAVE_KVM=y
CONFIG_KVM=m
CONFIG_KVM_INTEL=m
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Paràmetres de configuració de KVM al Kernel de Linux
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Així doncs ens quedarà compilar, crear una nova imatge de kernel amb la comanda mkinitramfs 
i rebotar amb el kernel recompilat, tot modificant el nostre gestor de boot (GRUB):
 Observem que compilem fent servir el flag -j8, per indicar que faci servir 8 cores durant el pro-
cés de compile. Un cop ja hem rebotat el sistema, afegirem els fitxers dels moduls kvm i kvm_intel 
a /etc/modules per tal que es carreguin quan sʼinicia el sistema. Els trobarem al directori 
/lib/modules/2.6.28.1/extra, ja que els hem definit com a mòdul en la compilació del kernel. Tempo-
ralment, els carregarem amb la comanda modprobe
 El següent pas serà instalar els prerequisits de KVM. Aquests els podem obtenir mitjançant la 
comanda apt-get que ens ofereix el sistema operatiu. Primerament, executarem un apt-get update 
per tal de tenir les darreres versions disponibles als repositoris del sistema:
Un cop tenim els prerequisits instalats, procedirem a instalar propiament el paquet que conté 
KVM. Notem que usem la versió corresponent al kernel de sistema que estem utilitzant, la versió 
2.6.28.1: 
El procediment dʼinstalació és lʼstandard per a qualsevol paquet Linux mitjançant les comandes 
make, i make install. Amb la darrera linia, verificarem que tenim correctament carregat el modul 
kvm.
make -j8
make modules -j8
make modules_install -j8
make install
cd /boot
mkinitramfs -o initrd.img-2.6.28.1 2.6.28.1
reboot
cloud01:/home/marcg/projecte# apt-get update
cloud01:/home/marcg/projecte# apt-get install gcc libsdl1.2-dev zlib1g-dev liba-
sound2-dev linux-kernel-headers pkg-config libgnutls-dev libpci-dev
cloud01:/home/marcg/projecte# tar xzf kvm-kmod-2.6.28.1.tar.gz.tar.gz
cloud01:/home/marcg/projecte# cd kvm-kmod-2.6.28.1
cloud01:/home/marcg/projecte#./configure --prefix=/usr/
cloud01:/home/marcg/projecte# make
cloud01:/home/marcg/projecte# sudo make install
cloud01:/home/marcg/projecte# sudo /sbin/modprobe kvm-intel
cloud01:/home/marcg/projecte# lsmod | grep kvm
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Finalment, ens cal crear un softlink que vinculi lʼexecutable de KVM a la llibreria /usr/bin per tal 
que posteriorment no tinguem problemes a lʼhora dʼexecutar Libvirt:
Val a dir que durant el procés dʼinstalació hem hagut de baixar i recompilar apart els fitxers font 
de QEMU, ja que teniem certes imcompatibilitats amb la versió de Libvirt. Hem procedit de la ma-
teixa manera que al cas anterior, executant ./configure i make, sobre els fitxers font descarregats 
de la web de QEMU, concretament la versió 0.10.3.
cloud01:/home/marcg/projecte# ln -s /usr/bin/qemu-system-x86_64 /usr/bin/kvm
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3.1.2 Instalació i configuració Libvirt
A banda del sistema de virtualització KVM, també ens caldrà instalar lʼAPI de virtualització Lib-
virt. El primer que farem serà obtenir els paquets necessaris de Libvirt. Els instalarem amb la co-
manda apt-get install libvirt-bin. Aquest paquet dʼinstalació conté totes les dependències que ne-
cessitem, tant les propies llibreries, com la interficie dʼadministració de les maquines virtuals 
(virsh).
Executarem la comanda virsh per comprovar que hem instalat correctament Libvirt:
També ens cal crear una nova interfície de xarxa que permeti fer de pont entre les noves ma-
quines virtuals i la xarxa. Necessitarem doncs un bridge4 definit al fitxer dʼinterfícies de xarxa /etc/
network/interfaces. Per tal de crear interfícies de tipus bridge ens cal el paquet bridge-utils, que 
instalarem al sistema amb apt-get install bride-utils. 
Un cop instalat el paquet, modificarem el fitxer dʼinterficies de xarxa, de manera que quedi defi-
nida la nova interfície bridge (br0) i quedi desactivada lʼactual (brein0). Observem que a lʼhora de 
definir br0 especifiquem que la interfície física serà eth0, amb la línia bridge-ports eth0. De fet, br0 
no deixa de ser una interfície virtual.
Ja modificat el fitxer, sʼhaurà de reiniciar el sistema de xarxa executant la comanda 
/etc/init.d/networking restart. També ens assegurarem que el bridge funciona correctament amb la 
comanda brctl show, que ens mostrarà lʼestat del bridge i les interfícies de xarxa virtual que sʼhan 
connectat al mateix. 
Per acabar amb la configuració de xarxa, afegirem les següents linies al fitxer /etc/sysctl.conf:
i les carregarem amb la comanda sysctl -p /etc/sysctl.conf.
 A les següents figures podem veure tant el resultat dʼaquesta darrera comanda, com el contin-
gut del fitxer /etc/networks/interfaces:
cloud01:/etc/libvirt# virsh
Welcome to virsh, the virtualization interactive terminal.
Type:  'help' for help with commands
       'quit' to quit
virsh # 
! net.bridge.bridge-nf-call-ip6tables = 0
! net.bridge.bridge-nf-call-iptables = 0
! net.bridge.bridge-nf-call-arptables = 0
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4 Un bridge de xarxa fa referència a una interfície pont entre dues interfícies de xarxa. En aquest cas, sʼutilit-
za per a comunicar les interfícies ethernet física i virtual de host i client respectivament.
   Contingut del fitxer de interficies de xarxa de Cloud01
La versió instalada de la llibreria també sʼha anat actualitzant a mida que avançava el projecte, 
ja que de la que disposàvem als repositoris estava desfassada. Finalment, sʼha treballat amb ver-
sions 0.7.5 de Libvirt. 
cloud01:/home/marcg/projecte# brctl show
bridge name! bridge id!! STP enabled! interfaces
br0! ! 8000.0015177e9660! no! ! eth0
! ! ! ! ! ! ! virnet0
! ! ! ! ! ! ! vnet0
! ! ! ! ! ! ! vnet1
# The loopback network interface
auto lo
iface lo inet loopback
# The primary network interface
#auto eth0
#iface eth0 inet manual
#auto brein0
iface brein0 inet static
! address 172.20.0.101
        netmask 255.255.0.0
        network 172.20.0.0
        broadcast 172.20.255.255
        gateway 172.20.0.1
        dns-nameservers 172.20.0.1
        dns-search edx
#auto eth0
iface eth0 inet static
! address 172.20.0.101
        netmask 255.255.0.0
        network 172.20.0.0
        broadcast 172.20.255.255
        gateway 172.20.0.1
        dns-nameservers 172.20.0.1
        dns-search edx
auto br0
iface br0 inet static
        address 172.20.0.102
        netmask 255.255.0.0
        network 172.20.0.0
        broadcast 172.20.255.255
        gateway 172.20.0.1
        dns-nameservers 172.20.0.1
        dns-search edx
! bridge-ports eth0
! bridge_fd 9
        bridge_hello 2
        bridge_maxage 12
        bridge_stp off
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Per tal dʼanar actualizant la llibreria, hem hagut de baixar el codi font, compilar, i instalar, tot fent 
el típic procés de ./configure, make, i make install.
 Val a dir que sʼhan trobat problemes dʼinstal·lació actualitzant la llibreria, com ara que instalava 
per defecte els contiguts a un directori diferent del que voliem. Ho hem arreglat afegint el flag 
--prefix=/usr quan cridem ./configure.
Així mateix, també sʼhan trobat problemes quan es reiniciava el servidor, ja que no carregava 
bé la llibreria. Les causes eren que no es trobaven els fitxers de socket que fa servir la lllibreria 
(corregit amb lʼanterior problema), i que no es carregava el daemon5 de libvirt (corregit executant 
la comanda /usr/sbin/libvirtd -daemon a lʼinici del sistema, i afegint-ho posteriorment al manage-
ment a través de libvirt-bin).
Altres errors que ha provocat lʼactualització i configuració de la llibreria han estat que la configu-
ració de xarxa del sistema de virtualització Xen han hagut dʼésser modificats, per exemple can-
viant els sockets que fa servir a tipus UNIX, o deshabilitant el seu servei de management de xarxa, 
deixant pas al propi que sʼha instalat de libvirt.
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5 Un daemon és un procés que sʼexecuta en segón pla, habitualment iniciat quan sʼarrenca el sistema ope-
ratiu, i que normalment no disposa dʼun control directe per part de lʼusuari.
3.1.3 Instalació i configuració Monitoring baix nivell
Els servidors de la plataforma EMOTIVE, com sʼha comentat abans, disposen de processadors 
XEON dʼIntel, part de la família Core, totalment compatibles amb lʼeina de monitoring Perfmon2.
La instalació de Perfmon2 la realitzarem a partir dʼun Patch, el qual modifica el Kernel del sis-
tema. Lʼaconseguim descarregant-lo des de la seva pàgina de projecte a SourceForge. Aplicarem 
doncs aquest Patch sobre el directori on es troben els fitxers font del nostre kernel, 2.6.28.1:
Un cop instalat el Patch, executarem la comanda make menuconfig i habilitarem les opcions 
corresponents a la compatibilitat amb Perfmon2, que generarà el fitxer de configuració .config. El 
verificarem tal i com ho hem fet a lʼapartat anterior:
Veiem que efectivament les opcions de Perfmon estan habilitades. Procedirem de nou a re-
compilar el kernel i regenerar la imatge amb els mateixos procediments descrits a lʼapartat de con-
figuració KVM.
Un cop haguem rebotat el nostre sistema amb el Kernel recompilat i habilitat per Perfmon2, ens 
caldrà instalar les llibreries (libpfm) i el programa en si mateix (pfmon). Obtindrem ambdós paquets 
igualment des de la pàgina de projecte a SourceForge, i els instalarem amb el típic procés abans 
ja comentat de make, make install.
cloud01:/usr/src/linux-2.6.28.1/kernel# cat ../perfmon_dir/*.diff | patch 
-p1
cloud01:/usr/src/linux-2.6.28.1/kernel# cat .config | grep PERFMON
CONFIG_PERFMON=y
CONFIG_PERFMON_DEBUG=y
CONFIG_PERFMON_DEBUG_FS=y
# CONFIG_X86_PERFMON_P4 is not set
CONFIG_X86_PERFMON_CORE=y
CONFIG_X86_PERFMON_PEBS_CORE=y
# CONFIG_X86_PERFMON_INTEL_ATOM is not set
# CONFIG_X86_PERFMON_INTEL_NHM is not set
# CONFIG_X86_PERFMON_INTEL_ARCH is not set
# CONFIG_X86_PERFMON_AMD64 is not set
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Val a dir que primerament haurem dʼinstal·lar libpfm i després pfmon, tot indicant on es troba la 
libpfm al fitxer de configuració config.mk: 
Així mateix també hem hagut dʼinstalar el prerequisit de la llibreria libelf amb la comanda apt-
get install:
#
# The root directory where to find the perfmon header files and the library 
(libpfm-3.0).
# Must be an absolute path.
#
PFMROOTDIR ?=/usr/src/linux-2.6.28.1/pfmon/libpfm-3.7
PFMLIBDIR=$(PFMROOTDIR)/lib
PFMINCDIR=$(PFMROOTDIR)/include
cloud01:/usr/src/linux-2.6.28.1/pfmon/pfmon-3.9# make
compiling pfmon for x86_64 architecture
compiling pfmon as a shared binary
make[1]: Entering directory `/usr/src/linux-2.6.29.1/pfmon/pfmon-3.9/pfmon'
...
cloud01:/usr/src/linux-2.6.28.1/pfmon# apt-get install libelf-dev
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3.2 Extensió del Resource Manager
El Resource Manager actual de la plataforma EMOTIVE Cloud està basat en un script, el qual 
és lʼencarregat de crear els fitxers necessaris per tal de generar una màquina virtual. 
El sistema de virtualització actual de la plataforma és Xen, de manera que usa imatges de disc 
les quals representen una màquina virtual. 
El nostre objectiu principal és, a ser possible, fer compatible aquesta arquitectura existent amb 
el nou sistema de virtualització KVM.  
3.2.1 Adaptació de lʼscript RM a KVM
El principal problema que suposava aquesta adaptació era el fet que les imatges existents de 
Xen i les noves de KVM no eren del tot iguals. 
Les noves imatges que faria servir KVM semblaven necessitar una estructura de particions, per 
tal dʼinstal·lar un carregador (GRUB p.e.)6 i poder arrancar la imatge, tal i com podem veure a un 
fragment de codi que genera una imatge dʼuna maquina virtual KVM qualsevol:
Testing amb el format dʼimatges KVM
# Creating KVM Raw Image
qemu-img create -f raw $IMAGENAME $totalsizekb || die "Error creating qemu image"
# Label the image
parted --script $IMAGENAME mklabel msdos || die "Failed to set disk label"
# Create Primary partition
start=0
end=$(($imagesizekb / 1024))
parted --script $IMAGENAME mkpartfs primary ext2 $start $end || die "Failed to set data partition"
# Create Swap partition
start=$(($end + 1))
end=$(($totalsizekb / 1024 + 1))
parted --script $IMAGENAME mkpartfs primary linux-swap $start $end || die "Failed to set swap partition"
# Get the disk on a loopback device and return that device
lodev=`losetup -s -f $IMAGENAME` || die "Failed to setup loop device"
# Map the partitions to devices
kpartx -a $lodev > /dev/null || die "Failed to set mapper devices"
# Get the map device name
mapper=$(echo $lodev | sed s-/dev/-/dev/mapper/-)
# Make an ext3 partition on the first partition
mkfs.ext3 -q ${mapper}p1 || die "Failed to format data partition"
# Make a swap partition on the second partition
mkswap ${mapper}p2 || die "Failed to format swap partition"
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6 GRand Unified Bootloader o GRUB és un dels carregadors de sistema més coneguts i extesos. Possibilita 
arrancar varis sistemes operatius i/o kernels instalats a la mateix màquina.
Partint dʼaquesta premisa, primerament es comença a adaptar lʼscript RM  amb un que generi 
imatge particionades compatibles amb KVM. 
! Lʼscript RM es basa en crear tantes imatges com particions tinguem, és a dir, crea una 
imatge de disc pel sistema operatiu, una altra per lʼespai de swap, i una altra per la home dels 
usuaris. El que intentarem doncs serà adaptar aquest esquema al nou sistema de particionat.
! La primera part de lʼscript es centra en generar una imatge de disc amb el sistema bàsic de 
la nova màquina virtual. Concretament, es fa servir lʼeina debootstrap, la qual obté un sistema 
bàsic Linux Debian a través de la Xarxa. A través dʼaquesta eina, podem especificar quins paquets 
volem afegir al nostre sistema bàsic, i a on volem muntar la imatge de disc que representa el S.O. 
de la nova màquina virtual.
! En aquesta part també hi ampliarem la mida de de la imatge de disc, de 800MB a 1GB, 
afegirem el paquet del GRUB i, la part més important, recompilarem el kernel en temps de gene-
ració de la màquina virtual per tal que el nou sistema base sigui compatible amb els drivers VIR-
TIO. La imatge de disc la generarem a partir de la comanda qemu-img create -f raw. Tot quedarà 
desat a una nova imatge de disc que anomenarem debianbase.raw
! Els drivers VIRTIO han demostrat ser els més eficients en entorns virtualitzats KVM, com 
podem comprovar a la wiki de LibVirt (http://wiki.libvirt.org/page/Virtio). De fet, tal i com sʼexplica a 
la referència, els drivers VIRTIO  suposen una gran millora per la virtualització completa, ja que 
possibiliten que la màquina virtual interactui de manera molt més eficient amb lʼhypervisor, oferint 
molt bones dades de rendiment en operacions de disc i de xarxa. Es considera lʼaproximació de la 
paravirtualització a la virtualització completa, ja que és una solució força semblant als drivers pa-
ravirtualitzats que ofereix Xen. Un cop la màquina virtual ja ha estat creada, sʼhan fet mesures de 
rendiment testejant-la amb diferents drivers i els VIRTIO han suposat una millora en eficiència dʼun 
20% respecte dels drivers genèrics.
......
# Creates a basic system
......
! debootstrap --arch $ARCH --unpack-tarball $POOL/sources.tgz --include=$EXTRA 
lenny $MOUNT $MIRROR >> $LOG
.......
}
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! Per tant, per tal dʼactivar aquests drivers a la nova màquina virtual, necessitem fer-ho re-
compilant directament el kernel, tal i com podem veure al següent fragment de codi:
! El Kernel lʼobtenim directament de la Xarxa via un repositori de Kernels de Linux 
(http://kernel.org/), on deixem la porta oberta per a futures actualitzacions especificant-hi la URL i 
una variable dʼentorn que conté la versió destijada.
! Mitjançant la comanda chroot podem accedir a la imatge creada, situant-nos a la seva arrel 
i especificant que és la nova arrel de root. Dʼaquesta manera aconseguim executar comandes di-
rectament sobre la màquna virtual sense necessitat que estigui arrancada. És una eina força útil ja 
que ens permet configurar la màquina virtual des de zero sense cap software addicional.
! Ja des de la nova root (en aquest cas /tmp/mnt/), executem la comanda make defconfig 
per establir una configuració per defecte al kernel, activem els drivers VIRTIO  afegint-hi les opcio-
nes escollides al fitxer de configuració del kernel, i finalment executem la comanda make modules 
per instalar els drivers. Notem que en el nostre cas, farem servir 8 cores per compilar el kernel, 
especificant-ho a la variable $JOBS. Dʻaquesta manera podem compilar de manera molt rapida i 
aprofitar tota la potència dels servidors dʼEMOTIVE. Així doncs, queda llesta la nova imatge de 
KVM amb el kernel modificat. 
Ara com ara, les imatges de disc es generaven de manera convencional, és a dir, amb les coman-
des:
A. qemu-img create: per tal de crear la imatge per la màquina virtual KVM.
B. losetup: per associar un dispositiu de loopback i poder muntar la imatge al sistema de 
fitxers.
#
# Install the Kernel
#!
! [[ ! -f linux-${KERNELVER}.tar.bz2 ]] && wget 
http://kernel.org/pub/linux/kernel/v2.6/linux-${KERNELVER}.tar.bz2
! [[ ! -d linux-${KERNELVER} ]] && tar -xvf linux-${KERNELVER}.tar.bz2
! pushd linux-${KERNELVER}
! if [ ! -f .config ] ; then
! ! make defconfig
! #Change .config options
! ! sed -i -e 's/.*CONFIG_8139CP.*/CONFIG_8139CP=y/' .config
! ! sed -i -e 's/.*CONFIG_VIRTIO_PCI.*/CONFIG_VIRTIO_PCI=y/' .config
! ! echo 'CONFIG_VIRTIO_NET=y' >> .config
! ! echo 'CONFIG_VIRTIO_BLK=y' >> .config
! ! echo 'CONFIG_VIRTIO_CONSOLE=y' >> .config
! ! echo 'CONFIG_HW_RANDOM_VIRTIO=y' >> .config
! # Enable /proc/config.gz support
! ! sed -i -e 's/.*CONFIG_IKCONFIG[= ].*/CONFIG_IKCONFIG=y/' .config
! ! echo 'CONFIG_IKCONFIG_PROC=y' >> .config
! ! echo "Compiling the kernel"
! ! make -j$JOBS || die "Could not compile the kernel"
! ! make modules -j$JOBS || die "Could not compile the kernel modules"
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C.  kpartx: per particionar la imatge segons ens convingués.
D.  mkfs.ext3 i mkswap: per donar format a les particions que acabem de crear.
! El problema que existia era que tot i ser perfectament operatives, aquestes imatges  de 
disc diferien del sistema actual dʼimatges Xen, que era crear-les com un bloc únic de bytes sense 
particions internes:
! Més tard veurem com donem solució a aquesta problemàtica, i encaixem del tot el nou sis-
tema KVM amb lʼarquitectura existent.
! La resta de lʼscript actua com a programa principal. La primera part es dedica a gestionar 
el sistema de caching dʼimatges. Aquest sistema comprova si ja tenim una imatge precarregada 
del sistema operatiu bàsic, home, i swap, i les carrega convenientment. Així ens estalviem haver 
de crear sempre les imatges des de zero.
! Seguidament lʼscript comprova les diferents opcions que lʼusuari pugui escollir a lʼhora de 
crear la nova màquina virtual, com poden ser la memòria RAM, les CPUʼs, o lʼespai de la partició 
de SWAP. 
! Notem que a aquesta secció introduïm un nou paràmetre per poder escollir el kernel que 
volem descarregar i compilar a la nova màquina virtual. Per defecte, sʼestableix la versió del kernel 
2.6.28.1 com la mínima per a poder treballar correctament en entorns KVM. Això és degut a que 
aquesta versió del kernel ja consolida lʼús dels drivers VIRTIO abans esmentats.!
! Després de discriminar els paràmetres dʼentrada procedim a configurar el fitxer de fstab, on 
especifiquem quina estuctura tindrà el nou sistema de fitxers. Com amb KVM sempre estem treba-
llant amb drivers VIRTIO, aixó ho especificarem al codi notant vdx:
dd if=/dev/zero of=$POOL/debianbase.img bs=1024k count=800
echo -e "/dev/vda  /  ext3     errors=remount-ro      0     1" > $MOUNT/etc/fstab
echo -e "proc       /proc proc  rw,nodev,nosuid,noexec 0     0" >> $MOUNT/etc/fstab  
echo -e "/dev/vdc   none  swap  sw                     0     0" >> $MOUNT/etc/fstab
echo -e "/dev/vdb   /home ext3  rw                0     0" >> $MOUNT/etc/fstab
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! Un cop definida lʼestructura del sistema de fitxers, configurarem lʼadaptador de xarxa. Per 
defecte habilitarem la funció de DHCP per obtenir una adreça IP automàticament. Altrament, esta-
blirem lʼespecificada per lʼusuari: 
! Tot just acabar de configurar la resta de paràmetres de xarxa, lʼscript sʼencarrega també 
dʼinstal·lar software addcional a la nova màquina virtual, com ara la màquina virtual de Java o 
software específic de Xen (DomU Utils) entre dʼaltres.
! Així mateix sʼafegeixen dos usuaris: root i user. Dʼaquesta manera la màquina ja esta llesta 
per ésser arrancada amb el login a punt. Root tindrà accés total mentre que el de lʼusuari user 
serà limitat.
! Un cop sʼha acabat de configurar la màquina virtual segons les nostres preferències, pro-
cedirem a generar els fitxers de configuració que identifiquen i descriuen a la nostra nova màqui-
na. 
! Generarem un fitxer .xml, on cada tag conté un element descriptor de la màquina virtual. 
Aquest fitxer segueix l ʼestructura de Domain XML Format que estableix LibVirt 
(http://libvirt.org/formatdomain.html) com podem veure al següent fragment de codi:
! Notem que sʼha inclòs una generació aleatòria dʼadreça MAC en temps dʼexecució sobre el 
propi script, per tal que cada màquina virtual en tingui una de diferent.
! La resta de comandes del programa principal ens permeten tot un seguit dʼopcions, des de 
crear el domini, fins a destruïr-lo, o bé fer una hibernació del sistema. Sʼha hagut de reescriure el 
codi restant per tal de fer-lo compatible amb LibVirt.
if [ "$IP" == "0.0.0.0" ]; then
! ! echo -e "auto eth0" >> $MOUNT/etc/network/interfaces
! ! echo -e "iface eth0 inet dhcp" >> $MOUNT/etc/network/interfaces
else
! ! echo -e "auto eth0" >> $MOUNT/etc/network/interfaces
! ! echo -e "iface eth0 inet static" >> $MOUNT/etc/network/interfaces
! ! echo -e "       address $IP" >> $MOUNT/etc/network/interfaces
# Creating config file
echo "<domain type='kvm'>" > $POOL/$DOMAINNAME/$DOMAINNAME.xml
echo "<name>$DOMAINNAME</name>" >> $POOL/$DOMAINNAME/$DOMAINNAME.xml
echo "<memory>$MEMORY</memory>" >> $POOL/$DOMAINNAME/$DOMAINNAME.xml
echo "<currentMemory>$MEMORY</currentMemory>" >> $POOL/$DOMAINNAME/$DOMAINNAME.xml
.....
echo "<interface type='bridge'> " >> $POOL/$DOMAINNAME/$DOMAINNAME.xml
#GENERACIO DE NOVA MAC ADDRESS
MACADDR="52:54:$(dd if=/dev/urandom count=1 2>/dev/null | md5sum | sed 
's/^\(..\)\(..\)\(..\)\(..\).*$/\1:\2:\3:\4/')" 
echo " <mac address='$MACADDR'/>" >> $POOL/$DOMAINNAME/$DOMAINNAME.xml
echo " <source bridge='br0'/>" >> $POOL/$DOMAINNAME/$DOMAINNAME.xml
.....
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3.2.2 Adaptació dʼimatges de disc Xen a KVM
! La principal problemàtica que presentava lʼscript, com sʼha comentat, era lʼestructura de la 
imatge de disc amb particions. Si seguiem un esquema tradicional dʼimatges KVM 
sʼhauria de reescriure tota la arquitectura dʼimatges de la plataforma, o bé diferenciar les imatges 
de XEN i les de KVM. 
! El que buscàvem doncs era una manera de reaprofitar lʼarquitectura i les imatges existents 
de XEN i fer-les compatibles amb KVM.
! Després de fer recerca sobre com treballaven les imatges KVM, semblava inevitable in-
cloure in gestor dʼarrancada, com el GRUB, per tal que la imatge pugués iniciar-se. 
! De fet, fins a aquest punt la nova imatge de disc de la màquina virtual contenia particions, 
on lʼMBR o sector dʼarrancada tenia instalat GRUB. Això ho aconseguim de la següent manera:
1. Situant-nos al sistema de fitxers de la nova màquina virtual mitjançant la tècnica de chroot 
abans esmentada.
2. Executant lʼinstalador de GRUB i definint quin seria el disc dʼarrancada.
El codi de lʼscript es pot consultar a lʼapendix (primera versió script rm_kvm.sh). 
! A la segona versió de lʼscript, primerament es va optar per intentar muntar dues imatges 
separades: una que contingués el propi gestor dʼarrancada i una altra amb el sistema operatiu. 
Aquesta segona doncs no contidria particions i seria idèntica que una de les actuals. Aquesta tèc-
nica no va funcionar, ja que el gestor dʼarrancada no va passar del Stage2, on GRUB inicia la in-
terficie gràfica on podem escollir el sistema operatiu a bootar o entrar a la shell del propi gestor. El 
problema recau en que GRUB no detecta les imatges sense particionar, o de format RAW, com la 
debianbase.img original de XEN. Això es degut aque no reconeix un bloc únic de bytes sense cap 
partició interna ni etiqueta7.
! Sʼintentà també fer servir la mateixa tècnica amb una versió actualitzada del carregador 
(GRUB2) amb els mateixos resultats, no reconeixia la imatge de disc original.
!
! Es veia doncs que la via del carregador de boot no era una opció. En aquest moment, sʼin-
tentà una altra tècnica de carrega del sistema. Ja que disposàvem de la definició XML de la nostra 
nova màquina virtual, i aquesta admet especificar el kernel a bootar directament, inclouriem el 
kernel desitjant a lʼhora de generar aquest fitxer XML. Quedaria doncs de la següent manera:
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7 Lʼetiqueta o Label. La podem establir sobre un disc dur físic o imatge de disc amb eines com GNU Parted.
Així doncs, la maquina virtual aconseguia bootar correctament. L´única premisa era que neces-
sitavem un fitxer amb el kernel escollit fora del sistema de fitxers. Vam haver doncs de modificar 
lʼscript de manera que tot just compilat el kernel, en fés una còpia a la màquina host, fora de la 
nova imatge que sʼestava creant:
Tot i aconseguir bootar, el sistema virtual seguia sense detectar el root device. De fet, conec-
tant-nos a la màquina virtual mitjançant la comanda virt-viewer8, sʼobservava com el log dʼarranca-
da del sistema indicava un Waiting for root device. Ens calia doncs especificar on estava el nostre 
sistema operatiu.  Deprés de testejar varis mètodes, com arrancar la imatge incloent una ramdisk, 
escollim especificar també al fitxer XML nostre root device. El fitxer XML resultant quedaria de la 
següent manera:
Notem que lʼespecificació XML ens permet introduïr comandes de consola en temps de càrrega 
del kernel. Per tant, sʼinclou la de root=/dev/vda. Dʼaquesta manera el kernel que sʼestà carregant 
ja sap on es troba el sistema operatiu i pot proseguir amb la càrrega correctament. 
Destaquem també que al tractar-se de drivers VIRTIO, la màquina virtual associa els dispositius 
de disc a /dev  amb la nomenclatura vdx, on la x representa una unitat de disc. En el nostre cas, 
vda fa referència a la imatge de disc que conté el sistema operatiu, mentre vdb i vdc, es referei-
.....
<os>
<type arch='x86_64' machine='pc'>hvm</type>
<kernel>$KERNEL_PATH</kernel>
.....
.....
"Installing the kernel"
INSTALL_PATH=$MOUNT/boot make install
INSTALL_MOD_PATH=$MOUNT make modules_install
#Copying the kernel to domaindir for proper image booting
cp $MOUNT/boot/$KERNELNAME $POOL/$KERNELNAME
.....
.....
<os>
<type arch='x86_64' machine='pc'>hvm</type>
<kernel>$KERNEL_PATH</kernel>
<cmdline>root=/dev/vda</cmdline>
<boot dev='hd'/>
</os>
.....
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8 Virt Viewer és un client VNC per a màquines virtuals que facin servir LibVirt. Estableix una comunicació 
amb el client virtual mitjançant el protocol ssh amb opcions de X-Window habilitades
xen a la home i a lʼespai de swap respectivament. En un sistema tradicional, la nomenclatura seria 
del tipus hdxx, hda0 per exemple, on a0 representaria el disc a, partició 0.
! Per tant, també canviem la part de lʼscript on modifiquem lʼfstab, incloent-hi ara les imatges 
per separat de sistema, home i swap:
! Sʼha publicat un article a la web del projecte EMOTIVE detallant el procés de migració dʼu-
na imatge Xen a una KVM, el qual es pot consultar a lʼapendix i a www.emotivecloud.net (Posts). 
! Amb aquestes modificacions a lʼscript hem aconseguit dʼuna banda habilitar la virtualització 
KVM a EMOTIVE Cloud i dʼuna altra no modificar lʼarquitectura existent dʼimatges, podent reaprofi-
tar lʼexistent amb les noves funcionalitats. Així es possibilita una interoperabilitat entre els diferents 
sistemes de virtualització fent servir les mateixes imatges de màquina virtual.
.....
echo -e "/dev/vda  /     ext3     errors=remount-ro      0     1" > $MOUNT/etc/fstab
echo -e "proc      /proc proc     rw,nodev,nosuid,noexec 0     0" >> $MOUNT/etc/fstab
echo -e "/dev/vdc  none  swap     sw                     0     0" >> $MOUNT/etc/fstab
echo -e "/dev/vdb  /home ext3     rw                     0     0" >> $MOUNT/etc/fstab
.....
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3.2.3 Reestructuració de lʼarquitectura i versió final
En aquest punt ja tenim llesta la nova versió de lʼscript RM, totalment compatible  amb KVM i 
Libvirt. El darrer pas que queda es reestructurar lʼscript en 3 parts, de manera que el codi estigui 
més estructurat. Podem veure lʼestructura final de lʼarquitectura a la següent figura:
El que pretén aquesta reestructuració de lʼarquitectura del script RM és organitzar millor el codi i 
fer possible a lʼusuari lʼelecció de plataforma de virtualització.
Dʼuna banda, extraurem el programa principal de lʼscript i serà el que quedarà al fitxer rm.sh. 
Així, actuarà fent crides a la resta dʼscripts. Dʼaltra banda es crearan tres nous scripts, el 
Constructor.sh, el BaseCreator.sh i el Cache.sh.
 Al primer hi integrarem les funcions de configuració del sistema operatiu, alhora que la genera-
ció dels fitxers de configuració de les maquines virtuals. 
Al BaseCreator sʼhi deixarà la creació de la imatge pel sistema operatiu i la recompilació del 
Kernel. Finalment, el tercer script sʼencarregarà de la gestió de caching dʼimatges.
Es pot dir que en aquest darrer apartat no hi ha canvis importants al codi, ja que les modifica-
cions que hi apareixen són per discriminar si estem treballant amb imatges Xen o KVM. 
Així doncs es conclou la part dʼintegració de KVM sobre la plataforma EMOTIVE. 
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3.3 La nova API dʼEMOTIVE Cloud: VirtMonitor
Aquesta secció del tercer capítol descriu com sʼha integrat la API de Libvirt sobre la plataforma 
EMOTIVE Cloud. El punt de partida ha estat lʼactual API de monitoreig, XenMonitor.java, la qual 
ha estat reescrita completament per tal dʼadaptar-la a Libvirt.
Sʼha anomenat VirtMonitor i suposa un gran pas endavant en el monitoreig de la plataforma, ja 
que extén les possibilitats de la plataforma fent-la compatible amb la majoria de sistemes de vir-
tualització existents (Xen, KVM, VirtualBox, etc).
El llenguatge de programació triat és JAVA, ja que és el 
que sʼusa a tot el projecte EMOTIVE. A aquesta part del 
projecte sʼha treballat amb lʼentorn de programació Eclip-
se. Sʼha escollit aquest entorn ja que és un dels més usats 
en el món de la recerca i investigació. És opensource i té 
una gran comunitat dʼusuaris que el milloren continuament. 
A més a més, disposa dʼuna ampli ventall de comple-
ments, des dʼon sʼha instalat suport Maven i dʼSVN. 
Gràcies al suport SVN podem accedir directament als repositoris SourceForge9 de la platafor-
ma EMOTIVE, tenint així un backup permanent del codi que crearem.
Farem servir el complement de Maven ja que és àmpliament utilitzat a la plataforma EMOTIVE. 
El que ens ofereix és un control automatizat de dependències 
sobre el codi, alhora que una interfície sobre la que compilar i 
executar el nostre codi JAVA. De fet, serà ell qui controlarà la 
dependència principal, la versió 0.4.0 de la llibreria JAVA Lib-
virt, la qual ens ofereix suport per escriure codi en JNA (Java 
Native Access). Aquesta versió és la més recent (24/11/09) 
fins al moment dʼescriptura dʼaquest projecte. 
Val a dir que el projecte Libvirt, i en general la majoria de la tecnologia que es fa servir en 
aquest projecte, es troba en fase de desenvolupament i que alguns dels mètodes que ofereix la 
llibreria no són del tot operatius de moment, com veurem més tard al codi.
Properament, en les noves revisions de la llibreria, sʼaniran resolent els bugs existents i imple-
mentant noves funcionalitats. Durant tot el disseny  de la nova API sʼha anat modificant lʼarquitectu-
ra fins a arribar a la versió final que és la que presentem. Ha tingut un extens període de desenvo-
lupament i testing sobre la plataforma.
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9 SourceForge és un repositori de software basat en web que proveeix a la comunitat de desenvolupadors 
opensource dʼuna solució centralitzada pels seus projectes.
3.3.1 Arquitectura de la nova API
En aquest apartat describim en una visió global la nova classe Virtmonitor. Farem servir Java 
en una especificació totalment orientada a objectes. 
Basarem la nova arquitectura essencialment en un objecte que proveeix la connexió a lʼhyper-
visor (conn) i un seguit de mètodes sobre el mateix, per tal dʼobtenir objectes referenciats a les 
màquines virtuals (Domains), o bé propietats sobre les mateixes. També destaquem que es feien 
servir dues taules de Hash a XenMonitor.java per a tenir una còpia en caching actualitzada dels 
objectes referenciats a les màquines virtuals que sʼestant executant en aquell moment. A la nova 
API, amb una taula de Hash pels objectes serà suficient (domainList):
A la següent figura podem observar lʼarquitectura genèrica dʼuna aplicació accedint a una 
màquina virtual (en aquest cas de tipus LinuX Containers10) a través de Libvirt:
Esquema dʼinteracció entre una aplicació i Libvirt
public class VirtMonitor {
	 private Log log = LogFactory.getLog(VirtMonitor.class);
	 // Cache Domain Name - Domain structure
	 private HashMap<String, Domain> domainList;
	 private Connect conn;
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10 LXC o Linux Containers és un tipus de virtualització full força recent que genera containers de virtualitza-
ció sobre el propi kernel, mitjançant un kernel patch i unes userspace tools. La tècnica és també coneguda 
com contextualization, on cada container es pot interpretar com una versió millorada de la tècnica de chroot.
Lʼarquitectura de la nova API hauria de ser una fusió entre lʼactual xenmonitor i les noves pos-
sibilitats de Libvirt. Primerament, vam cercar correspondencies de les funcions 
actuals de Xen amb les de Libvirt, la majoria semblaven estar cobertes a excepcio dʼalgunes parti-
culars de Xen, com la gestió de memòria dinàmica o lʼobtenció dʼestadistiques de disc i xarxa. 
Es creen dues constructores, una directa que crida una funció dʼinicialització on inicialitzem ob-
jectes i gestionem lʼaccés remot, i una altra on podem especificar host i hypervisor:
Constructores de VirtMonitor
En la primera versió ens valiem de la comanda uname -r per esbrinar el nom del kernel i dis-
cernir entre lʼhypervisor instalat. 
Aquesta solució era vàlida en el nostre entorn, però no es podia garantir per la resta. Llavors, 
es va modificar el codi de manera que sigui el propi Libvirt qui faci la detecció, amb la constructura 
Connect(), la qual al cridar-la inicialitza amb el tipus dʼhypervisor que tenim carregat. 
Igualment, podrem sempre especificar manualment quin hypervisor volem inicialitzar:
public VirtMonitor() {
	 	 this.conn = this.initialize("localhost", "");
	 }
	 public VirtMonitor(String host, String hypervisor){
	 	 this.conn = this.initialize(host, hypervisor);
	 }
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Fragment del mètode Initialize de la API Virtmonitor
Seguidament, podem observar al codi la implementació de lʼestuctura de caching. Ens serà 
molt útil ja que cada vegada que executem a una funció per obtenir un objecte de domini (màquina 
virtual) la cridem. Dʼaquesta manera garantim que sempre comprovem la cache i, si cal, anem a 
buscar lʼobjecte al host:
Estructura de caching de la nova API VirtMonitor
/**
	  * Initialize the LibVirt connector.
	  * @param host
	  * @param hypervisor
	  */
	 private Connect initialize(String host, String Hypervisor) {
	 	 Connect ret = null;
	 	 String hostconn="";
	 	
	 	 if (Hypervisor.equals("")) {
	 	 	 try {
	 	 	 	 ret=new Connect(null);
	 	 	 } catch (Exception e) {
	 	 	 	 log.error("Error initializing Hypervisor");
	 	 	 	 e.printStackTrace();
	 	 	 }
	 	 } else {
	 	 	 try {
	 	 	 	 ret=new Connect(Hypervisor);
	 	 	 } catch (Exception e) {
	 	 	 	 log.error("Hypervisor"+Hypervisor+" not supported");
	 	 	 	 e.printStackTrace();
	 	 	 }
	 	 }
private void updateCache() {
	 	 if ( (System.currentTimeMillis()-this.measurePrevious) > 
(this.measureInterval*1000)) {
	 	 	 // Update VM cache
	 	 	 try {	 	
	 	 	 	 this.domainList.clear();
	 	 	 	 int[] id_dominis = conn.listDomains();
	 	 	 	 for (int id : id_dominis) {
	 	 	 	 	 Domain vm = conn.domainLookupByID(id);
	 	 	 	 	 this.domainList.put(vm.getName(), vm);
	 	 	 	 }
	 	 	 	 this.measurePrevious = System.currentTimeMillis();
	 	 	 } catch (Exception e) {
	 	 	 	 log.error("Getting domains info, refreshing cache.");
	 	 	 }
	 	 } 
	 }
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Per acabar amb la definició de la classe, implementem també mètodes de gestió dels dominis. 
Un de tipus private que ens permeti obtenir lʼobjecte de la màquina virtual (domain). Mitjançant 
aquest, altres mètodes públics de la API podràn obtenir a través del nom de la màquina virtual di-
rectament lʼobjecte de Libvirt que el referencia:
Mètode private GetDomain que obté lʼobjecte implícit
Seguidament , veurem que també sʼhan implementat funcions de lectura XML i un parser XML, 
aquest darrer en una classe separada (Parser.java). Aquesta permet recórrer lʼXML i extreureʼn 
els tags que ens interessin. Sʼha fet servir la classe JDOM, la qual ens permet treballar amb fitxers 
XML i parserjar-los convenientment. Lʼhem escollit enlloc dʼaltres com SAXBuilder ja que pel cas 
que ens ocupa és més que suficient.
Bàsicament, la constructora de classe fa un recorregut sobre el fitxer, on per cada etiqueta o 
tag agafa els valors necessaris. Als tags os i devices és on efectuarem un segon bucle per recollir 
la informació, com per exemple els diferents discos de la màquina virtual. 
Sʼha vist especialment útil en funcions com les dʼobtindre estadistiques de xarxa o de disc.
Com Libvirt fa un ús extensiu dʼXML sʼha vist convenient implementar la gestió exclusiva dʼa-
quest tipus dʼestructura. Podrem des de llegir el fitxer de configuració de la màquina virtual direc-
tament des del disc, fins a obtenir un volcat XML en format String des de la pròpia llibreria Libvirt:
	 /**
	  * Get the domain manager.
	  * @param name Name of the domain.
	  * @return
	  */
	 private Domain getDomain(String name) {
	 	 this.updateCache();
	 	 Domain res = this.domainList.get(name);
	 	 if (res == null) {
	 	 	 log.error("Domain \""+name+"\" not found");
	 	 }
	 	 return res;
	 }
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Mètodes per la gestió de fitxers XML a VirtMonitor
La gestió dʼerrors es fa mitjançant la classe Log, tal i com podem veure a la següent figura:
Creació i inicialització de la classe Log per la gestió dʼerrors
	  
	 /**
	  * Returns a String type containing the XML file content
	  * @param Path where xml file is stored
	  * @return xml content
	  */
	 public String getXML (String xml_path) {
	     String strLine="";
	     String xml="";
	 	 try {
	 	     FileInputStream fstream = new FileInputStream(xml_path);
	 	     DataInputStream in = new DataInputStream(fstream);    
	 	     BufferedReader br = new BufferedReader(new InputStreamReader(in));
	 	  	 while ((strLine = br.readLine()) != null)   {
	 	       xml=xml+strLine;
	 	     }
	 	 }
	 	 catch (Exception e) {
	 	 	 log.error("Error reading XML");
	 	 }
	     return xml;
	 }
	
	 /**
	  * Dumps XML from created domain
	  * @param Domain name
	  * @return xml content
	  */
	 public String getdomXML (String name) {
	     String xml="";
	 	 try {
	 	 	 xml=this.getDomain(name).getXMLDesc(0);
	 	 }
	 	 catch (Exception e) {
	 	 	 log.error("Error obtaining XML. Domain not ready");
	 	 }
	 	 return xml;
	 }
public class VirtMonitor {
	 private Log log = LogFactory.getLog(VirtMonitor.class);
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També es fan servir estructures de try/catch tipiques, tot detectant el tipus dʼexcepció que es 
pot produïr:
Try / Catch a una funció de la nova API
	 try {
	 	 v = conn.domainLookupByID(domain);
	 } 
	 catch (LibvirtException e) {
	 log.error("  getDomainName error. Domain id "+domain+" doen't exist" + 
e.getMessage());
	 e.printStackTrace();
! PFC - Integració de KVM, Libvirt i Monitoring de baix nivell a Emotive Cloud Platform
50! Capítol 3: Disseny i Implementació
3.3.2 Administració de màquines virtuals: VM Management
Aquest part del codi de la nova API es dedicarà a gestionar les nostres màquines virtuals a tra-
vés de Libvirt, alhora que proveeix algunes funcions dʼestat de disc i de xarxa.  Lʼanomenarem Vir-
tual Machine Management. 
Veiem primerament un exemple del tipus de mètodes de lʼAPI en la funció create: 
Funció Create de VirtMonitor
Ens valdrem del path del fitxer de definició XML de la nostra màquina virtual per crear-la dins 
lʼestructura de Libvirt. Sʼobserva que fem servir el mètode de Libvirt domainCreateXML, tot pas-
sant-li el fitxer XML en String a través de la nostra funció de lectura XML. Com a totes les funcions 
dʼaquesta nova API, fem servir try/catch i capturem la possible excepció amb la classe Log.
Seguint el codi ens trobem amb la resta de funcions de VM Management, com define,  undefi-
ne, destroy, pause, unpause, save, restore, migrate. Com es pot observar, totes elles segueixen 
una estructura molt semblant a la de la figura anterior:
Mètode Define: Defineix una nova màquina virtual dins del sistema
Observem que tant a la funció undefine, com a les de la resta de la següent figura, fem servir 
primerament el mètode privat que hem creat per tal dʼobtenir el domini, i seguidament apliquem un 
mètode específic de la classe Libvirt per treballar sobre el domini:
public int create(String xml_path) {
	 	 try {
    	     this.conn.domainCreateXML(this.getXML(xml_path), 0);
	 	 	 } catch (Exception e) {
	 	 	 log.error("Starting domain");
	 	 }
	 	 return -1;
	 }
public int define(String xml_path) {
	 	 try { 
    	     this.conn.domainDefineXML(this.getXML(xml_path));
	 	 	 } catch (Exception e) {
	 	 	 log.error("Defining domain");
	 	 }
	 	 return -1;
	 }
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Mètodes undefine, destroy, pause i unpause de VirtMonitor
Notem que el mètode shutdown() requereix que la màquina virtual tingui habilitats i instalats els 
paquests ACPI, per tal que la senyal enviada per la llibreria Libvirt sigui processada correctament.
La nova API també conté mètodes per salvar i aturar, o restaurar un cert domini. En aquestes 
especificarem un nom de fitxer, on serà emmagatzemat lʼestat de la màquina virtual efectuant-se 
un volcat de la memòria volàtil sobre el mateix. 
Dʼaquesta manera, les màquines virtuals podem hivernar i ésser restaurades molt fàcil i rapi-
dament.
	 public int undefine(String name) {
	 	 try { 
    	     this.getDomain(name).undefine();
	 	 	 } catch (Exception e) {
	 	 	 log.error("Undefining domain");
	 	 }
	 	 return -1;
	 }
	 public int destroy(String name) {
	 	 try { 
	 	 	 this.getDomain(name).destroy();
	 	 } catch (Exception e) {
	 	 	 log.error("Destroying domain");
	 	 }
	 	 return -1;
	 }
	 public int shutdown(String name) {
	 	 try { 
	 	 	 this.getDomain(name).shutdown();
	 	 } catch (Exception e) {
	 	 	 log.error("Shutting down domain");
	 	 }
	 	 return -1;
	 }
	 public void pause(String name) {
	 	 try {  
	 	 	 this.getDomain(name).suspend();
	 	 } catch (Exception e) {
	 	 	 log.error("Pausing VM \""+name+"\": " + e.getMessage());
	 	 }
	 }
	 public void unpause(String name) {
	 	 try {
	 	 	 this.getDomain(name).resume();
	 	 } catch (Exception e) {
	 	 	 log.error("Unpausing VM \""+name+"\": " + e.getMessage());
	 	 }
	 }
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A la següent figura en podem veure la seva implementació. Observem que mentre que a la 
primera obtenim lʼobjecte de la màquina virtual i li apliquem el mètode save de Libvirt, a la segona 
accedim directament a lʼhypervisor passant-li com a paràmetre el fitxer que conté lʼestat de la 
màquina virtual:
Mètodes save i restore de VirtMonitor
Per acabar amb lʼapatat de Virtual Machine Management, implementem també la funció de 
Migrate, la qual ens permet migrar un domini en temps real dʼun servidor a un altre. Els dos hosts 
però hauràn de tenir instalades les llibreries Libvirt. Declarada com a boolean, retornarem true o 
false en cas dʼèxit o fallida de la migració respectivament:
Mètode migrate de VirtMonitor
Per tal dʼestablir la connexió entre hosts, farem servir el propi mètode la llibreria Libvirt , inicia-
litzant un objecte Connect amb el tipus dʼhypervisor (URI) i el nom del host de destí.
public int save(String name, String fileName) {
	 	 try {
	 	 	 this.getDomain(name).save(fileName);
	 	 } catch (Exception e) {
	 	 	 log.error("Saving VM \""+name+"\": " + e.getMessage());
	 	 }
	 	 return -1;
	 }	
public int restore(String fileName) {
	 	 try {
	 	 	 this.conn.restore(fileName);
	 	 } catch (Exception e) {
	 	 	 log.error("Restoring VM from \""+fileName+"\": " + 
e.getMessage());
	 	 }
	 	 return -1;
	 }
public boolean migrate(String name, String destHost) {
	 	 boolean ret = true;
	 	 try {	
	 	 	 this.getDomain(name).migrate(new Connect("qemu+tcp://"+destHost), 
1, null, null, 0);
	 	 } catch (Exception e) {
	 	 	 log.error("Migrating VM \""+name+"\" to \""+destHost+"\".");
	 	 	 ret = false;
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 3.3.3 Mètodes de consulta i modificació de la nova API
Aquesta secció es centra en els mètodes consultors de la nova API, així com en mètodes de 
CPU, memòria i dʼE/S. Tots ells ens ajudaràn a tenir una API de monitoreig molt versàtil. 
3.3.3.1 Domain monitoring
A banda dʼobtenir propiament lʼobjecte del domini, sʼhan definit mètodes per obtenir lʼidentifica-
dor o el nom del domini. En aquesta figura veiem com primerament consultem si lʼestructura de 
cache conté ja el domini desitjat. Si no el conté, refrescarem manualment la cache i tornarem a 
verificar-ho:
Funció per obtenir lʼidentificador del domini a VirtMonitor
La nova API també disposa dʼuna funció que ens retorna una llista els dominis. Fem servir una 
llista enllaçada per recollir-los directament de la cache i la retornem:
	  * Converts the VM name into its identifier.
	  * If this conversion has been cached, do it directly.
	  * @param vm VM name.
	  * @return VM identifier.
	 public int getDomainId(String name) {
	 	 int id = -1;
	 	 Domain d = domainList.get(name);
	 	 if (d==null) {
	 	 	 this.updateCache();
	 	 	 d = domainList.get(name);
	 	 	 if (d == null) {
	 	 	 	 log.error("getDomainId error. Domain \""+name+"\" doesn't 
exist");
	 	 	 } else {
	 	 	 	 try {
	 	 	 	 	 id = d.getID();
	 	 	 	 } catch (LibvirtException e) {
	 	 	 log.error("getDomainName error. Domain  "+name+" doesn't exist");
	 	 	 	 }
	 	 	 }
	 	 } else {
	 	 	 try {
	 	 	 	 id = d.getID();
	 	 	 } catch (LibvirtException e) {	 	 	 	 	 	
	 	 log.error("getDomainName error. Domain  "+name+" doesn't exist");
	 	 	 	 }
	 	 }	 	
	 	 return id;	
	 }
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Mètode consultor getDomains de VirtMonitor 
També sʼha cregut convenient implementar un mètode per esbrinar lʼestat instantani dʼun do-
mini o màquina virtual. 
Aprofitant els múltiples estats que defineix Libvirt, podem tenir un control exhaustiu de cadas-
cuna de les nostres màquines virtuals. A la següent figura observem els diferents estats que pre-
senta Libvirt:
Mètode GetState de VirtMonitor
 	 * Retrieve current domain name list
	 */
	 public List<String> getDomains() {
	 	 this.updateCache();
	 	 LinkedList<String> ids = new LinkedList<String>();
	 	 for ( String name : domainList.keySet() ) {
	 	 	 ids.addLast(name);
	 	 }
	 	 return ids;
	 }
	 /**
	  * Returns current VM state:
	 NOSTATE	 = 	 0	 : no state
	 RUNNING	 = 	 1	 : the domain is running
	 BLOCKED	 = 	 2	 : the domain is blocked on resource
	 PAUSED		 = 	 3	 : the domain is paused by user
	 SHUTDOWN	 = 	 4	 : the domain is being shut down
	 SHUTOFF	 = 	 5	 : the domain is shut off
	 CRASHED	 = 	 6	 : the domain is crashed
	  */
	 public String getState(String name){
	 	 String state = "Unknown";
	 	 try {
	 	 	 DomainInfo dinfo = null;
	 	 	 dinfo = getDomain(name).getInfo(); 
	 	 	 state = dinfo.state.toString();
	 	 } catch (Exception e) {
	 	 	 log.error("Getting VM state");
	 	 }
	 	 return state;
	 }
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3.3.3.2 CPU Methods
Seguidament, detallem les funcions pròpiament de CPU. Aquestes funcions de consulta es 
centren en fer servir els mètodes de Libvirt per tal de retornar el nombre de cores del host i la ve-
locitat de rellotge del mateix. Accedeixen directament a lʼhypervisor del sistema:
Mètodes consultors getNodeCPUNum i getNodeCPUSpeed a VirtMonitor
La implementació de la API també inclou un mètode per tal de mesurar la càrrega dʼuna 
màquina virtual en un moment donat. Aquest està implementat fent servir dues mesures de temps 
de CPU de la màquina virtual en dos moments diferents. Restant les dues mesures de temps i di-
vidint-les per lʼespai de temps entre les dues multiplicat pel coeficient de les unitats de velocitat de 
rellotge, obtenim la càrrega dʼaquell domini. El detall de la implementació el podem observar a la 
següent figura:
	 /**
	  * Returns Total Number of CPU Nodes
	  */
	 public int getNodeCPUNum() {
	 	 int ret = -1;
	 	 try {
	 	 	 ret = conn.nodeInfo().maxCpus();
	 	 } catch (Exception e) {
	 	 	 log.error("  Error Getting number of Node cpus");
	 	 	 e.printStackTrace();
	 	 }
	 	 return ret;
	 }
	 /**
	  * Returns NODE CPU Speed in Mhz.
	  * @return
	  */
	 public int getNodeCPUSpeed() {
	 	 int ret = -1;
	 	 try {
	 	 	 ret = conn.nodeInfo().mhz;
	 	 } catch (Exception e) {
	 	 	 log.error("  Error getting getNodeCPUSpeed");
	 	 	 e.printStackTrace();
	 	 }
	 	 return ret;
	 }
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Mètode CPUUsage pel càlcul de càrrega de la CPU dʼun domini a Virtmonitor
També disposem de mètodes per consultar i modificar dinàmicament el nombre de CPUʼs as-
signades a una màquina virtual. Als dos obtindrem lʼobjecte referenciat al domini. Al primer consul-
tarem lʼatribut nrVirtCpu que ens propociona la llibreria Libvirt i al segon directament farem servir 
una lʼacció de Libvirt setVcpus. A continuació sʼadjunten les dues implementacions dʼaquests 
mètodes:
Mètodes get i setCPUNum de VirtMonitor
	 /**
	  * Returns VM CPU load
	  * @param domain name
	  * @return
	  */
	 public float getCPUUsage(String name) {
	 	 float amount = 0;
	 	 try {
	 	 	 long gap = 100;
	 	 	 long cpu1 = getDomain(name).getInfo().cpuTime;
	 	 	 Thread.sleep(gap);
	 	 	 long cpu2 = getDomain(name).getInfo().cpuTime;
	 	 	 amount = (cpu2-cpu1)/((gap)*((float)10000));
	 	 } catch(Exception e) {
	 	 	 log.error(" Error: getting cpu amount of \""+name+"\".");
	 	 	 e.printStackTrace();
	 	 	 }
	 	 return amount;
	 }
	 public int getCPUNum(String name) {
	 	 try { 
	 	 	 return getDomain(name).getInfo().nrVirtCpu;
	 	 } catch(Exception e) {
	 log.error(" Error: getting number of CPUs \""+name+"\".");
	 	 	 e.printStackTrace();
	 	 }
	 	 return -1;
	 }
	 public void setCPUNum(String name, int cpu) {
	 	 try {
	 	 	 getDomain(name).setVcpus(cpu);
	 	 } catch (Exception e) {
	 log.error(" Error: setting number of CPUs of \""+name+"\"." + e.getClass());
	 	 	 e.printStackTrace();
	 	 }
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Pel que fa a la prioritat i capacitat de cadascuna de les màquines virtuals, la nova API també 
disposa de mètodes per administrar aquestes funcions. Primerament, es defineixen dos mètodes 
de consulta, getCPUPriority  i getCPUCapacity, per obtenir prioritat i capacitat de CPU dʼun deter-
minat domini. Ens referirem a la capacitat dʼun domini com el tant per cent de CPU que es pot fer 
servir. A la següent figura es detalla la implementació dʼambdós mètodes:
Mètodes getCPUCapacity i Priority de VirtMonitor
De la mateixa manera que disposem de mètodes consultors, també sʼhan implementat els 
equivalents per modificar aquests paràmetres. Val a dir en aquest punt que durant el desenvolu-
pament de la API sʼhan trobat nombrosos bugs degut a lʼestat de desenvolupament de la llibreria. 
	  * Returns CPU load limit assigned to VM name. null value refers to Domain-0
	  * @param name
	  * @return
	  */
	 public int getCPUCapacity(String name) {
	 	 int ret = -1;
	 	 try {
	 	 	 Domain d = getDomain(name);
	 	 	 SchedParameter[] pars= d.getSchedulerParameters();
	 	 	 for (SchedParameter pri : pars) {
	 	 	 	 if (pri.field=="cap")
	 	 	 	 	 ret=Integer.parseInt(pri.getValueAsString());
	 	 	 }
	 	 } catch (Exception e) {
	 	 	 log.error(" Error: getting CPU capacity of \""+name+"\".");
	 	 	 e.printStackTrace();
	 	 }
	 	 return ret;
	 }
	  * Returns CPU Priority assigned to VM name
	  * @param name
	  * @return
	  */
	 public int getCPUPriority(String name) {
	 	 int res=-1;
	 	 try {
	 	 	 Domain d = getDomain(name);
	 	 	 SchedParameter[] pars = d.getSchedulerParameters();
	 	 	 for (SchedParameter pri : pars) {
	 	 	 	 if (pri.field=="weight")
	 	 	 	 	 res=Integer.parseInt(pri.getValueAsString());
	 	 	 }	
	 	 } catch (Exception e) {
	 	 	 log.error(" Error: getting CPU priority of \""+name+"\"." + 
e.getClass());
	 	 	 e.printStackTrace();
	 	 }	
	 	 return res;
	 }
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De fet, sʼhan enviat correus als desenvolupadors reportant errors, que es poden consultar a lʼa-
pendix, o a les referències web 
(http://www.redhat.com/archives/libvir-list/2009-December/thread.html). 
Com que Libvirt i la seva adaptació a Java estan en constant desenvolupament, era dʼesperar 
que ens trobessim amb mètodes en estat de desenvolupament encara. Sʼespera que en futures 
versions  (> 0.4.0) aquest bugs ja estiguin solventats.
També cal remarcar que aquests i altres funcions de la llibreria requereixen un cert tipus 
dʼhypervisor (Xen, per exemple) o bé que les màquines virtuals estiguin parades, és a dir, defini-
des però no en execució.
A la següent figura es detalla la implementació dels mètodes setCPUCapacity i setCPUPrio-
rity:
Mètodes setCPUCapacity i Priority de VirtMonitor
Finalment, la funció de pinning de CPUʼs completa aquesta secció. Amb aquest mètode, po-
dem associar una determinada CPU dʼuna màquina virtual (VCPU) a una CPU física del host, 
forçant a que sigui aquella CPU i no una altra qui sʼencarregui de processar la informació.
	 public int setCPUCapacity(String name, int cap) {
	 	 try {
	 	 	 Domain d = getDomain(name);
	 	 	 SchedUintParameter[] pars = new SchedUintParameter[1];
	 	 	 pars[0] = new SchedUintParameter();
	 	 	 pars[0].field = "cap";
	 	 	 pars[0].value = cap;
	 	 	 d.setSchedulerParameters(pars);
	 	 } catch (LibvirtException e) {
	 	 	 log.error(" Error: setting CPU capacity of \""+name+"\".");
	 	 	 e.printStackTrace();
	 	 }
	 	 return cap;
	 }
	 public int setCPUPriority(String name, int priority) {
	 	 try {
	 	 	 Domain d = getDomain(name);
	 	 	 SchedUintParameter[] pars = new SchedUintParameter[1];
	 	 	 pars[0] = new SchedUintParameter();
	 	 	 pars[0].field = "weight";
	 	 	 pars[0].value = priority;
	 	 	 d.setSchedulerParameters(pars);
	 	 } catch (LibvirtException e) {
	 	 	 log.error(" Error: setting CPU priority of \""+name+"\".");
	 	 	 e.printStackTrace();
	 	 }
	 	 return priority;
	 }
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Veiem que un cop més, obtenim lʼobjecte referenciat al domini i li apliquem un mètode de Lib-
virt per fer el pinning de la CPU. Es fa servir un vector dʼenters que mapeja les CPUʼs reals a fer 
servir:
Mètode pinCPU de VirtMonitor
3.3.3.3 Funcions de memòria
Aquest apartat detalla les funcions de monitoreig i management de la memòria al host i 
màquines virtuals que sʼha implementat a VirtMonitor. 
Primerament, trobem les funcions de getNodeMemory i getNodeFreeMemory , que retornen 
informació relativa a la memòria total i disponible de la màquina host. Ambdues funcions consulto-
res, apunten directament a lʼhypervisor i fan servir mètodes i/o consulten atributs del mateix. 
A la següent figura es detalla la seva implementació:
public int pinCPU(String name, int vcpu,int[] cpumap) throws LibvirtException {
	 	 try {
	 	 	 getDomain(name).pinVcpu(vcpu, cpumap);
	 	 	 return 0;
	 	 } catch (Exception e) {
	 	 	 log.error("Pinning CPUs on "+name);
	 	 	 e.printStackTrace();
	 	 	 return -1;
	 	 }
	 }
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Mètodes getNodeMemory i getNodeFreeMemory de VirtMonitor
També sʼinclou un mètode per establir la mida de memòria que volem que lʼhypervisor faci 
servir del host. Aquest mètode només és compatible amb determinats hypervisors, com Xen per 
exemple. La seva implementació és força semblant a la de les dues anteriors, posicionant-se so-
bre lʼhypevisor i aplicant un mètode de la llibreria Libvirt (setDom0Memory):
Mètode setNodeMemory de VirtMonitor
A banda del host, les màquines virtuals també disposen de gestió de la memòria a través de 
Libvirt. getMemory i setMemory seràn els mètodes que sʼencarregaran de portar-ho a terme. Amb-
dós mètodes treballen sobre lʼobjecte referenciat al domini i, de la mateixa manera que mètodes 
anteriors, fan servir mètodes de la llibreria Libvirt per establir la mida, o obtenir la quantitat de 
memòria en ús del domini donat.
 Veiem el detall de la seva implementació a  la següent figura:
	 public int getNodeMemory() {
	 	 try { 
	 	 	 return (int) conn.nodeInfo().memory/1024;
	 	 } catch (Exception e) {
	 	 	 log.error("  Error: getting node memory");
	 	 	 e.printStackTrace();
	 	 }
	 	 return -1;
	 }
	 public int getNodeFreeMemory() {
	 	 try { 
	 	 	 return (int) conn.getFreeMemory()/1024;
	 	 } catch (Exception e) {
	 	 	 log.error("  Error: getting available node memory");
	 	 	 e.printStackTrace();
	 	 }
	 	 return -1;
	 }
public void setNodeMemory(long mem) {
	 	 try { 
	 	 	 conn.setDom0Memory(mem);
	 	 } catch (Exception e) {
	 	 	 log.error("  Error: setting node memory");
	 	 	 e.printStackTrace();
	 	 }
	 }
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Mètodes de gestió de la memòria dels dominis (getMemory i setMemory) a VirtMonitor
Destaquem que la funció de setMemory  efectua una comprovació prèvia a establir la nova 
quantitat de memòria de la màquina virtual. Concretament, comprovarà que la nova quantitat de 
memòria que volem donar a la màquina virtual sigui viable dʼacord amb lʼespecificació dʼaquesta. 
De la mateixa manera que diposem dʼaquests dos mètodes, sʼimplementen dos mètodes més 
per la gestió de la memòria als dominis getMemoryMax i setMemoryMax. 
Essencialment estan implementats de la mateixa manera que els anteriors però aquests con-
sulten o modifiquen respectivament la quantitat màxima de memòria assignada al domini.
	 public long getMemory(String name) {
	 	 try { 
	 	 	 Domain d = getDomain(name);
	 	 	 return d.getInfo().memory/1024;
	 	 } catch (Exception e) {
	 	 	 log.error("  Error: getting current VM memory load"+name);
	 	 	 e.printStackTrace();
	 	 }
	 	 return -1;
	 }
	 /**
	  * 
	  * @param domain name
	  * @param memory IN MB
	  */
	 public void setMemory(String name, int memory) {
	 	 try { 
	 	 	 Long mem_target = new Long((long)memory*1024);
	 	 	 Domain dom = getDomain(name);
	 	 	 if ( dom.getMaxMemory()<mem_target)
	 	 	 	 dom.setMaxMemory(mem_target);
	 	 	 dom.setMemory(mem_target);
	 	 } catch (Exception e) {
	 	 	 log.error("  Error: setting VM memory"+name);
	 	 	 e.printStackTrace();
	 	 }
	 }
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3.3.3.4 Funcions dʼentrada i sortida: Xarxa i Disc
Lʼapartat de mètodes dʼentrada i sortida inclou les funcions de monitoreig de xarxa i disc, així 
com dʼaltres funcions consultores per obtenir el nombre de discos o lʼadreça IP dʼuna màquina vir-
tual per exemple. La majoria de les funcions dʼaquest apartat fan un ús extensiu del parser creat 
per la nova API, ja que treballen constantment amb el fitxer de definició de la VM.
Primerament, detallem la implementació de la funció per obtenir lʼadreça IP dʼuna màquina vir-
tual, doncs és el mètode que més difereix de la resta. En la seva implementació, observarem que 
el mètode per obtenir la IP està basat en tècniques de scripting, ja que de per si Libvirt no ens ofe-
reix aquesta funcionalitat. Així doncs, es busca a través del propi sistema host obtenir la IP de la 
nova màquina virtual, saben això sí lʼadreça MAC que obtenim amb el Parser XML que hem creat, 
i basant-nos en la taula ARP11 del sistema:
Mètode GetIP per obtenir la IP dʼuna màquina virtual a VirtMonitor
Seguidament trobem al codi dues funcions consultores, getNetRX i getNetTX, les 
quals ens retornen les estadistiques de lectura i escriptura de la xarxa. Libvirt va afegint 
public String getIP(String name) {
	 String ip = "";
	 	 Runtime run = Runtime.getRuntime();
	 	 try {
	 	 	 Parser run_parser= new Parser(this.getdomXML(name));
	 	 	 String mac = run_parser.getMac();
	 	 	 //Update ARP table
	 	 	 Process pr = null;
	 	 	 run.exec("arp -n -d "+name).waitFor();
	 	 	 run.exec("arp -n -s "+name+" "+mac+" temp").waitFor();
	 	 	 pr = run.exec("arp -n");
	 	 	 pr.waitFor();
	 	 	 BufferedReader buf = new BufferedReader(new 
InputStreamReader(pr.getInputStream()));
	 	 	 String aux="";
	 	 	 while((aux=buf.readLine())!=null) {
	 	 	 	 String [] campos = aux.split("\\s+"); 
	 	 	 	 for (int j=0; j<campos.length; j++){
	 	 	 	 	 if(mac.equalsIgnoreCase(campos[j])) {
	 	 	 	 	 	 ip = campos[0];
	 	 	 	 	 }
	 	 	 	 }
	 	 	 }
	 	 } catch (IOException e) {
	 	 	 log.error("Obtaining IP address");
	 	 	 //e.printStackTrace();
	 	 } catch (InterruptedException e) {
	 	 	 log.error("Obtaining IP address: setting arp table ");
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11 ARP o Address Resolution Protocol sʼencarrega de mantenir lʼequivalència entre adreces MAC i IP.
interficies virtuals de xarxa al bridge que varem definir en la seva instalació, en aquest cas br0. 
Les interficies de xarxa virtuals les identificarem com la resta de devices mitjançant un tag a la 
descripció XML de la màquina. Per tant, farem servir primerament la funció de parser per obtenir el 
nom de la interfície virtual de xarxa i després aplicarem un mètode de la llibreria Libvirt per a obte-
nir el nombre de bytes llegits o escrits depenent de la funció. Al següent fragment de codi, veiem 
el detall de la seva implementació:
Mètode consultor getNetRX de VirtMonitor
La implementació de getNetTX és idèntica però consultant els bytes transferits enlloc dels re-
buts.
Les funcions de disc són les darreres dʼaquest apartat. Amb elles la nova API permet per 
exemple consultar estadístiques de lectura i escriptura de disc, de una forma molt similar com ho 
fem amb la xarxa, usarem primerament el parser i un cop obtingut el nom del dispositiu de disc on 
tenim el sistema operatiu, en consultem els bytes llegits o escrits.  Aquests dos mètodes els ano-
menarem getDiskRead i getDiskWrite. 
Com podem apreciar a la següent figura, el codi és pràcticament igual al de la figura anterior:
public long getNetRX(String name) {
	 	 long rx = -1;
	 	 Parser run_parser;
	 	 try {
	 	 	 run_parser = new Parser(this.getdomXML(name));
	 	 	 String vnet = run_parser.getVnet();
	 	 	 DomainInterfaceStats info;
	 	 	 info = getDomain(name).interfaceStats(vnet);
	 	 	 rx = info.rx_bytes;
	 	 } catch (LibvirtException e) {
	 	 	 log.error(" Error: Getting RX bytes.");
	 	 	 e.printStackTrace();
	 	 } catch (FileNotFoundException e1) {
	 	 	 log.error("Domain XML file does not exist");
	 	 	 e1.printStackTrace();
	 	 } catch (IOException e1) {
	 	 	 log.error("Reading domain xml file");
	 	 	 e1.printStackTrace();
	 	 }
	 	 return rx;
	 }
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Mètode de consulta getDiskWrite per obtenir estadistiques de disc virtual a VirtMonitor 
Observem que tant en aquest cas, com en el de la figura anterior, es capturem tres tipus dʼex-
cepcions diferenciades, dues provinents de la funció de parsing i la de Libvirt provinent de la fun-
ció que usem de la llibreria.
També dins de lʼapartat de funcions de disc, sʼhan creat mètodes per obtenir una visió global de 
lʼestat del sistema, de manera que es consultin les estadísitiques de lectura o escriptura de tots els 
discs de la màquina virtual. Els mètodes que sʼencarreguen de fer-ho són getDisksWR i get-
DisksRD. 
A la següent figura tenim la seva implementació, la qual pren per base la lectura de disc abans 
comentada, i itera sobre tota la llista de discos disponibles llegint els bytes escrits i llegits. Sʼinclou 
el detall del mètode dʼescriptura, el de lectura, igual que en el cas anterior, només difereix en la 
consulta dels bytes llegits i no escrits:
public long getDiskWrite(String name) {
	 	 long wr = -1;
	 	 try {
	 	 	 Parser run_parser= new Parser(this.getdomXML(name));
	 	 	 String disk = run_parser.getDisk();
	 	 	 DomainBlockStats info;
	 	 	 info = getDomain(name).blockStats(disk); 
	 	 	 wr = info.wr_bytes;
	 	 } catch (LibvirtException e) {
	 	 	 log.error(" Error: Getting disk WR bytes.");
	 	 	 e.printStackTrace();
	 	 } catch (FileNotFoundException e1) {
	 	 	 log.error("Domain XML file does not exist");
	 	 	 e1.printStackTrace();
	 	 } catch (IOException e1) {
	 	 	 log.error("Reading domain xml file");
	 	 	 e1.printStackTrace();
	 	 }
	 	 return wr;	
	 }
PFC - Integració de KVM, Libvirt i Monitoring de baix nivell a Emotive Cloud Platform
Capítol 3: Disseny i Implementació! 65
Mètode consultor getDisksWR de VirtMonitor
També sʼha inclòs a la API un mètode que ens retorna el nombre de discos dʼuna màquina 
virtual donada, getNumDisks.
Finalment sʼhan inclòs algunes funcions variades, per obtenir per exemple un dump o volcat 
del core de la màquina virtual o per obtenir el tipus de sistema operatiu que té instalat la màquina 
virtual. Sʼinclou a la següent figura el mètode de getOS:
Mètode consultor getOS de VirtMonitor
public List<String> getDisksWR(String name) {
	 	 Parser run_parser;
	 	 try {
	 	 	 run_parser = new Parser(this.getdomXML(name));
	 	 	 List<String> devices = run_parser.getDisks();
	 	 	 Domain d = getDomain(name);
	 	 	 List<String> BlockWrBytes  = new LinkedList<String>();
	 	 	 for(int i=0;i<devices.size();i++)
	 	 	 {
	 	 	 	 BlockWrBytes.add(""+devices.get(i)+"=
"+d.blockStats(""+devices.get(i)+"").wr_bytes);
	 	 	 } 
	 	 	 return BlockWrBytes;
	 	 } catch (FileNotFoundException e1) {
	 	 	 log.error("Domain XML file does not exist");
	 	 	 e1.printStackTrace();
	 	 } catch (IOException e1) {
	 	 	 log.error("Reading domain xml file");
	 	 	 e1.printStackTrace();
	 	 } catch (LibvirtException e1) {
	 	 	 log.error("Writing disks bytes");
	 	 	 e1.printStackTrace();
	 	 }
	 	 return null;
	 }
public String getOS(String name) {
	 	 String OS="None";
	 	 try { 
	 	 	 OS=getDomain(name).getOSType();
	 	 } catch(Exception e) {
	 	 	 log.error(" Error: getting\""+name+"\" OS .");
	 	 	 e.printStackTrace();
	 	 }
	 	 return OS;
	 	
	 }
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3.3.4 Testing i desenvolupament de la llibreria
El procés de creació de la llibreria VirtMonitor ha estat extens. Sʼha de tenir en compte que al 
fer ús de tecnologies que estan en desenvolupament constant com Libvirt, la implementació i tes-
ting de la nova API sʼha allargat.
De fet, durant la implementació sʼhan vist bugs de la pròpia llibreria Libvirt, alguns dels quals 
sʼhan reportat als desenvolupadors com sʼha comentat anteriorment. 
A més a més, primerament amb Libvirt no donàvem abast a tota la funcionalitat de lʼantiga API 
(XenMonitor), i el disseny  arrossegava una extensió de la mateixa. Diguem-ne que era un híbrid a 
mig camí entre lʼantiga API i la nova. Finalment però, fent ús de les darreres lliberies Java Libvirt i 
modificant un cop més el codi de la nova API, sʼhan pogut cobrir totes les funcionalitats que pre-
sentava lʼantiga.
El testing que sʼha efectuat ha estat sobre la plataforma EMOTIVE, concretament sobre el ser-
vidor Cloud01, amb sistemes de virtualització Xen i KVM. 
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3.4 Monitoring de baix nivell
Aquest darrer apartat es centra en el desenvolupament realitzat pel que fa al monitoring de baix 
nivell sobre la plataforma EMOTIVE. Essencialment, sʼhan expandit les mesures de monitoring 
que ja proposava la nova API VirtMonitor, però afegint-hi ara mesures de baix nivell (comptadors 
hardware). Aquesta nova branca fa ús de lʼeina de monitoring Perfmon2 la qual es basa en pren-
dre mètriques sobre un PID del sistema.
Farem servir directament la interfície dʼusuari de la línia de comandes que presenta lʼeina ja 
que dʼentrada és més flexible i potent que la llibreria associada que té la pròpia eina de monireig. 
De fet, ja dʼentrada la llibreria libpfm és C i això complicaria el codi Java havent-hi dʼincloure parts 
natives de codi amb JNI. Per aquests motius doncs, executarem directament lʼeina sobre la línia 
de comandes i en processarem lʼoutput.
 Sabent que amb KVM cada màquina virtual té un PID associat, podem monitoritzar perfecta-
ment els comptadors o events hardware que vulguem.
3.4.1 Testing i definició de la nova classe
Les primeres mesures de comptadors ens mostraven varies de linies de resultat. Una contenia 
el PID 12de la màquina virtual amb el comtpador associat a lʼevent hardware, i la resta contenien el 
mateix PID i a més a més un altre de diferent, associat a cadascuna de les Vcpuʼs de la màquina 
virtual:
Testing sobre pfmon2
Com podem veure a la figura anterior, el PID principal dʼaquesta maquina virtual seria 3219, 
dʼon obtindriem quatre sub-threads (3222,3223,3224,3225) un per cada VCPU.
cloud01:/lib/modules/2.6.28.1/kernel# pfmon --follow-all -k -u -t 3 -e UN-
HALTED_CORE_CYCLES --attach-task=3219
session terminated by timeout expiration
                   1259804 UNHALTED_CORE_CYCLES /usr/bin/kvm (3219,3225,1)
                   1777430 UNHALTED_CORE_CYCLES /usr/bin/kvm (3219,3224,1)
                   1409031 UNHALTED_CORE_CYCLES /usr/bin/kvm (3219,3223,1)
                   1149112 UNHALTED_CORE_CYCLES /usr/bin/kvm (3219,3222,1)
                   2978928 UNHALTED_CORE_CYCLES /usr/bin/kvm (3219,3219,1)
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12 PID o Proces Identifier identifica un procés dins dʼun sistema operatiu. És un identificador únic que sʼas-
signa en començar el procés i sʼelimina en finalitzar.
És interessant remarcar que el nostre objectiu és afinar lo màxim possible les mètriques de les 
maquines virtuals, de manera que obtenir un comptatge per separat de cada CPU Virtual és molt 
important.
Tot fent les primeres proves amb lʼeina Perfmon2 també explorem les possibilitats de compta-
dors o mètriques de mesura que ens ofereix. Veiem que són molt nombroses, des de cicles de cpu 
com observem a la figura anterior, fins a transaccions de bus, lectures a diferents nivell de la ca-
che13, o mètriques de paginació entre dʼaltres. A més a més, la majoria de mètriques disposen de 
“màscares” que ens permeten afinar molt més la mesura, com  és el cas de la mètrica L2_LI-
NES_OUT per exemple, on podem específicar les següents màscares de mesura [SELF], [BO-
TH_CORES],  [ANY] o [PREFETCH]. 
Vistes les primeres proves sobre lʼeina de monitoreig, el que perseguiriem seria traslladar 
aquesta eina de comanda de shell de Linux a un entorn de més alt nivell. Aprofitant que ja tenim 
desenvolupada la nova API en Java, és una bona opció afegir-hi més mesures de monitoring a la 
mateixa.
De manera que ens centrem en la creació dʼuna nova classe Java que ens permeti interactuar 
amb Perfmon2, però fent-ho des de les propies classes de la plataforma EMOTIVE, no havent de 
recórrer així a lʼintèrpret de comandes. Tot el procés de disseny i implementació el farem usant 
Eclipse, igual que a lʼapartat. anterior.
Per tant, el primer que crearem és la classe Llm (Low level monitoring), dins del package de la 
plataforma EMOTIVE:
Variables globals i constructura de la classe Low level monitoring
public class Llm {
	 private static Log log = LogFactory.getLog(Llm.class);
	 private List<String> counters = null;
	
	 private Runtime run=Runtime.getRuntime();
	
	 private Process pr;
	 private VirtMonitor virt= null;
	 public Llm() {
	 	 this.counters = this.initialize();
	 }
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13 La memòria Cache és un tipus de memòria intermitja dʼalta velocitat entre CPU i memòria dʼaccés aleatori 
(RAM) que sʼencarrega de mantenir duplicades certes dades per tal dʼagilitzar el rendiment del computador.
Destaquem que hem inclos una llista de tots els events disponibles que ens ofereix Perfmon 
(counters), i unes variables dʼentorn, ja que constantment haurem dʼestar executant comandes a 
lʼentorn de sistema operatiu. A més a més, la constructora es basa en un mètode initialize, molt 
semblant al de la classe VirtMonitor.
A destacar també la inclusió dʼun singleton14  de lʼobjecte VirtMonitor, ja que les classes 
sʼestàn comunicant constantment i és imprescindible gestionar correctament lʼobjecte associat a 
VirtMonitor.
3.4.2 La classe Llm
En aquest apartat ens centrarem en detallar la implementació de la classe Llm, concretament 
en la seva constructora i en els seus dos mètodes públics. Els mètodes privats que també sʼhan 
definit es comenten a mida que es van cridant al codi.
3.4.2.1 Constructora de classe
Veiem primerament el mètode initialize, funció auxiliar que fa servir la constructora de la clas-
se. La farem servir tan per comprovar que podem usar lʼeina Perfmon2, com per construïr la llista 
de mètriques possibles que podem arribar a consultar.
Durant el testing de Perfmon2 sʼha vist que disposem de multiples opcions o flags a lʼhora de 
cridar la comanda. Pel mètode initialize, en farem servir concretament dues: --check-events-only, 
que ens verifica quines mètriques de mesura tenim disponibles i -L, que ens llista totes les mètri-
ques disponibles amb les seves corresponents màscares.
Amb la primera opció ja estem comprovant directament si el sistema disposa de suport per a 
Perfmon2, ja que si no esta instalat donarà un missatge dʼerror, o bé si el sistema no és compati-
ble, també ens ho indicarà el propi Perfmon2 avisant-nos que verifiquem la versió del Kernel.
Si efectivament tenim suport al sistema, proseguirem amb la càrrega de tots els events possi-
bles que podem consultar, emplenant el corresponent objecte de llista:
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14 Singleton és un patró de disseny el qual pretén que una classe només tingui una instància, proporcionant 
així un punt dʼaccés global a la mateixa.
Initialize de la classe Llm: check system
Initialize de la classe Llm: Init de la llista de mètriques
Observem que als dos casos executem la comanda pfmon amb la variable dʼentorn global, 
però canviant el flag segons ens convé. Posteriorment, recollim i retornem el resultat en una llista 
de Strings, alhora que capturem les possibles excepcions que es puguin ocasionar.
	 private List<String> initialize(){
	 	 List<String> cnt = new LinkedList<String>();
	 	 String cmd="pfmon --check-events-only";
	 	 String aux="";
	 	 int check=0;
	 	 try {
	 	 	 pr = run.exec(cmd);
	 	 	 pr.waitFor();
	 	 	 BufferedReader buf = new BufferedReader(new 
InputStreamReader(pr.getInputStream()));
	 	 	 while((aux=buf.readLine())!=null) {
	 	 	 	 check++;
	 	 	 }
	 	 } catch (IOException e1) {
	 	 	 log.error("Pfmon not available");
	 	 	 e1.printStackTrace();
	 	 } catch (InterruptedException e) {
	 	 	 log.error("collecting pfmon output data");
	 	 	 e.printStackTrace();
	 	 cmd="pfmon -L";
	 	 aux="";
	 	 try {
	 	 	 pr = run.exec(cmd);
	 	 	 pr.waitFor();
	 	 	 BufferedReader buf = new BufferedReader(new 
InputStreamReader(pr.getInputStream()));
	 	 	 while((aux=buf.readLine())!=null) {
	 	 	 	 cnt.add(aux);
	 	 	 }
	 	
	 	 } catch (IOException e) {
	 	 	 log.error("executing pfmon");
	 	 	 e.printStackTrace();
	 	 } catch (InterruptedException e) {
	 	 	 log.error("collecting pfmon output data");
	 	 	 e.printStackTrace();
	 	 }
	 	
	 	 return cnt;
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3.4.2.2 getSamples i getAvailableEvents
La classe Llm ens presenta únicament dos mètodes públics, getSamples, i getAvailableE-
vents. El primer dʼells ens retornarà les mètriques desitjades, tot especificant el nom de la màquina 
virtual, els període de monitoreig en segons, i quines són les mesures a quantificar. El segón, sim-
plement ens retorna una llista amb la llista de mètriques disponibles a Pfmon2.
Veiem primerament la implementació més fàcil que és la del mètode públic getAvailableE-
vents:
Mètode getAvailableEvents de la classe Llm
Com podem observar, simplement retornem la llista de Strings abans emplenada per la cons-
tructora de la classe.
La implementació de getSample és més complexa, ja que necessitem varis mètodes privats 
per tal de tractar el resultat, o verificar els paràmetres dʼentrada. Lʼobjecte que retornem és un 
HashMap de HashMap, i estarà dividit de la següent manera: PID - Mètriques.
Com podem observar al codi, primerament verificarem lʼexistència de la màquina virtual dʼon 
extreure les mètriques, així com si els events que ens estan sol·licitant estan disponibles al siste-
ma:
Fragment del codi del mètode getSamples: verifciació
El mètode check_domain verificarà si el domini especificat existeix a la llista de dominis actius 
que ens ofereix lʼAPI anteriorment creada, VirtMonitor. Si no és així, llançarem una excepció avi-
sant que el domini on volem consultar les mètriques no està disponible. Lʼaltre mètode, check_e-
vents, procedeix de la mateixa manera verificant si la mètrica o mètriques existeixen a la variable 
global de la classe Llm.
public List<String> getAvailableEvents() {
	 	 return this.counters;	
	 }
public HashMap<String,HashMap<String,String>> getSamples(List<String> events, 
String domain, Integer sample_time) {	
	 	 try {
	 	 	 check_domain(domain);
	 	 	 check_events(events);
	 	 }catch (Exception e) {
	 	 	 e.printStackTrace();
	 	 	 return null;
	 	 }
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Seguidament, el mètode prepara la comanda pfmon, fent servir un altre cop dos mètodes: 
getPid i eventsMod.
El primer ens retornarà el PID associat a la màquina virtual, llegint un fitxer que ens ofereix la 
llibreria Libvirt, i el segón ens prepararà la llista de mètriques tal i com ens requereix la comanda 
pfmon. Tot seguit podem veure la implementació dʼambdós mètodes a les següents figures:
Implementació del mètode get_pid de la classe Llm
Implementació del mètode eventsMod de la classe Llm
Quan preparem la comanda pfmon, val a dir que hi incloem els flags de --follow-all , per a se-
guir tots els subprocessos de la màquina virtual, --session-timeout per establir una durada de la 
mostra, -k -u per tenir en compte els temps de kernel i usuari, -e per indicar quines són les mètri-
ques que volem mesurar i --attach-task= per establir quin és el PID de la màquina virtual.
Un cop preparada la comanda, lʼexecutarem com hem fet amb la resta, i en guardarem els 
resultats a una List de Strings, la qual passem a un altre mètode privat, outputMod, que ens forma-
tarà lʼobjecte de retorn del nostre mètode. Com amb la resta de funcions, capturarem qualsevol 
	 public String get_pid (String domain){
	 //Libvirt runtime pidfile, better than obtaining through ps -ef method;
	 	 String cmd="cat /var/run/libvirt/qemu/"+domain+".pid";
	 	 String pid="";
	 	 try {
	 	 	 pr = run.exec(cmd);
	 	 	 pr.waitFor();
	 	 	 BufferedReader buf = new BufferedReader(new 
InputStreamReader(pr.getInputStream()));
	 	 	 pid=buf.readLine();
	 	 } catch (Exception e) {
	 	 log.error("Reading PID from /var/run/libvirt/qemu/domainname.pid. 
Check file exists");
	 	 e.printStackTrace();
	 	 }
	 	 return pid;
	 }
	 private String eventsMod (List<String> events) {
	 	 String str_events="";
	 	 for (int i=0;i<events.size();i++) {
	 	 	 str_events=str_events+events.get(i)+",";
	 	 }
	 	 str_events=(String) str_events.subSequence(0, str_events.length()-1);
	 	 return str_events; 
	 }
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excepció que es pugui produïr. Tot seguit incloem aquesta darrera part de la implementació del 
mètode getSamples:
Fragment de la part final de la implementació de getSamples
Finalment, ens queda comentar la implementació del mètode outputMod. Principalment el que 
farà aquest mètode privat serà formatar la sortida de pfmon dʼacord amb lʼobjecte HashMap. 
Per cada línia de resultat de la comanda pfmon, en processarem el PID, mètrica i tipus de 
mètrica. Convenientment, anirem agrupant els resultats per PID i emmagatzemant-los a lʼobjecte 
HashMap de retorn. 
Val a dir que hem creat una estuctura del tipus “mapa de mapes”, on tenim un HashMap prin-
cipal que conté la resta de mapes, cadascún dʼells amb les mètriques corresponents. 
Al següent fragment de codi es detalla la seva implementació, on iniciem els dos HashMaps, 
iterem per cadascuna de les linies de sortida del programa, i afegim els resultats als HashMaps 
generats. Notem que generem un HashMap nou a cada iteració que tanca un bloc de resultats so-
bre el mateix PID.
	 	 //Set to string the Integer value
	 	 sample_time.toString();
	 	 //Catching Kernel and User times (-k -u flags)
	 	 String cmd = "pfmon --follow-all --session-timeout "+sample_time+" -k 
-u -e "+eventsMod(events)+" --attach-task="+this.get_pid(domain);
	 	 List<String> measures = new LinkedList<String>();
	 	 String aux="";
	
	 	 try {
	 	 	 pr = run.exec(cmd);
	 	 	 pr.waitFor();
	 	 	 BufferedReader buf = new BufferedReader(new 
InputStreamReader(pr.getInputStream()));
	 	 	 aux=buf.readLine();//Omit first line (pfmon2 redundant info)
	 	 	 while((aux=buf.readLine())!=null) {
	 	 	 	 measures.add(aux.trim());
	 	 	 }
	 	
	 	 } catch (IOException e) {
	 	 	 log.error("Executing pfmon");
	 	 	 e.printStackTrace();
	 	 } catch (InterruptedException e) {
	 	 	 log.error("Collecting Monitoring Output ");
	 	 	 e.printStackTrace();
	 	 }
	 	 return this.outputMod(measures);
	 }
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 Implementació del parser pel retorn de la informació del mètode getSamples: outputMod
 
private HashMap<String,HashMap<String,String>> outputMod(List<String> measures) {
	 	 HashMap<String,HashMap<String,String>> pids = new HashMap<String,Hash-
Map<String,String>>();
	 	 HashMap<String,String> value_event_aux= new HashMap<String,String>();
	 	 int it_line=0;
	 	 int it_line2=0;
	 	 int it_line3=0;
	 	 int it_line4=0;
	 	
	 	 String aux="";
	 	 String thread_aux="";
	 	 for (int i=0;i<measures.size();i++) {
	 	 	 while (measures.get(i).charAt(it_line)!=' ') it_line++;
	 	 	 aux=measures.get(i).substring(0, it_line);//Counter grabbed
	 	 	 it_line++; it_line2=it_line;
	 	 	 while (measures.get(i).charAt(it_line2)!=' ') it_line2++;//E-
vent grabbed
	 	 	 it_line3=it_line2;
	 	 	 while (measures.get(i).charAt(it_line3)!=',') it_line3++;
	 	 	 it_line3++; it_line4=it_line3;
	 	 	 while (measures.get(i).charAt(it_line4)!=',') it_line4++;//th-
read grabbed
	 	 	 //First round
	 	 	 if (thread_aux.equals("")) 
thread_aux=measures.get(i).substring(it_line3, it_line4);
	 	 	 //Check if still in the same PID
	 	 	 if (measures.get(i).substring(it_line3, 
it_line4).equals(thread_aux)) {
	 	 	 	 value_event_aux.put(measures.get(i).substring(it_line, 
it_line2),aux);
	 	 	 }
	 	 	 else {
	 	 	 	 //old thread values commit
	 	 	 	 pids.put(thread_aux,value_event_aux);
	 	 	 	 //reset thread ID
	 	 	 	 value_event_aux = new HashMap<String,String>(); 
	 	 	 	 //set current value
	 	 	 	 value_event_aux.put(measures.get(i).substring(it_line, 
it_line2),aux);
	 	 	 }
	 	 	
	 	 	 //Save old thread number
	 	 	 thread_aux=measures.get(i).substring(it_line3, it_line4);
	 	 	 it_line=0;it_line2=0;it_line3=0;it_line4=0;
	 	 }
	 	 //Save last result line
	 	 pids.put(thread_aux,value_event_aux);
	 	 return pids;
	 }
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3.4.2.3 Canvis a la API VirtMonitor
Les noves funcions de monitoring de baix nivell requereixen dʼalguns petits canvis a la API que 
hem creat per tal que puguem fer servir les noves funcions a la plataforma. Inclourem primerament 
un object anomenat lmmon (Low Level Monitoring), el qual serà inicilitzat mitjançant un patró de 
singleton. Serà aquest el que ens gestionarà els mètodes basats en la nova funcionalitat.
Singleton de Lmmon
Dʼaltra banda, inclourem funcions de consulta sobre la nova classe. Només sʼencarregaràn de 
cridar a les funcions de la nova classe i retornar els resultats. Concretament són getCounters, 
getCountersByPid i getAvailableCounters.
Amb el primer mètode aconseguim una llista de les possibles mètriques de baix nivell a consul-
tar, i amb el segón i tercer especifiquem la mètrica, la màquina virtual on consultar-la i el temps de 
mesura.
Val a dir que la diferència entre getCountersByPid i getCounters és que mentre que el primer 
mètode ens retorna les mètriques sobre cadascún dels PIDs de la màquina virtual (un de global i 
un per cada virtual cpu), el segón només ens retornarà les mètriques globals de la màquina virtual.
Mètode getCounters de la API VirtMonitor
Amb aquests nous mètodes doncs es dóna per habilitat el Low Level Monitoring a la plataforma 
EMOTIVE Cloud.
private Llm getLlm() {
	 	 if (lmmon==null) {
	 	 	 lmmon = new Llm();
	 	 }
	 	 return lmmon;
	 }
public HashMap<String, String> getCounters(List<String> events, String domain, 
int sample_time_secs) {
	 	 HashMap<String,HashMap<String,String>> pids = new HashMap<String,Hash-
Map<String,String>>();
	 	 Llm low_level_mon=this.getLlm();
	 	 pids=this.getCountersByPid(events, domain, sample_time_secs);
	 	 low_level_mon.get_pid(domain);
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Capítol 4: Experiment sobre la plataforma EMOTIVE
A aquest capítol sʼanalitza lʼexperiment realitzat sobre la plataforma EMOTIVE. Concretament, 
veurem la preparació de lʼentorn i quins tests realitzarem sobre la plataforma.
Amb aquest experiment veurem com han afectat a la plataforma els canvis introduïts i com po-
dem ara beneficiar-nos dʼells. 
4.1 NPB: NASA Advanced Supercomptuting Parallel Benchmarks
Els NPB són un paquet de programes proporcionats per la National Aeronautics and Space 
Administration (NASA) dissenyats per evaluar el rendiment de supercomputadors paral·lels. 
Aquests benchmarks provenen de les aplicacions de dinàmica computacional de fluïds (Computa-
tional Fluid Dynamics), les quals han esdevingut un referent a lʼhora dʼavaluar el rendiment de su-
percomputadors.
Aquest conjunt de programes està format per cinc Kernels (EP, MG, CG, FT, IS) i tres aplica-
cions (LU, BT, SP). El conjunt en sí mateix imita les característiques del moviment de dades i pro-
cessament  típics del CFD.
 
Tot seguit sʼexplica quins són els trets de cadascún dʼaquests benchmarks:
• EP: Avaluació dʼintegrals. Determinarà el rendiment de coma-flotant del sistema.
• MG: Kernel tridimensional multi-grid. Calcula la capacitat de procés de la CPU, així com de 
la comunicació estructurada de llarga distància
• CG: Mètode per fer una aproximació del vector-director mínim sobre una Matriu.
• FT: Equacions diferencials. Test rigurós sobre la capacitat de comunicació de llarga distàn-
cia del sistema.
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• IS: Ordenació dʼenters. Calcula el rendiment del processament dʼenters.
• LU: Algorismes sobre CFD. 
• SP i BT: Solució dʼequacions penta-diagonals múltiples.
4.2 Benchmarks
El que primer es realitza és la instalació dels NPB sobre una màquina virtual. Com ja tenim tot 
el projecte desenvolupat i implementat, generarem la màquina virtual KVM fent servir el nou script 
RM, lʼadministrarem fent servir la nova API de la plataforma, i en prendrem mesures de baix nivell 
fent servir els mètodes basats en Perfmon2:
Creació de màquina virtual usant el nou ScriptRM
Primer de tot, ens caldrà preparar lʼentorn per tal que puguem compilar i executar els 
benchmarks NPB sobre la màquina virtual. Per tant, haurem de baixar els fitxers des de la web de 
la NASA, i instalar els prerequisits al sistema operatiu. Bàsicament es tracta de paquets de compi-
lació C++ i Fortran. Tot el procés el realitzarem directament sobre la màquina virtual, connectant-
nos-hi via ssh:
Requisits dels NAS Parallel Benchmarks
Un cop tenim els prerequisits instalats, haurem dʼeditar els fitxers de configuració dels NPB, 
tot indicant on es troben els compilador de C i Fortran, i indicar al fitxer suite.def quins són els 
cloud01:/home/marcg/ScriptRM# ./rm.sh create npbdemo --cpu 4 --mem 1024
libvirt KVM
Construct
libvirt KVM
Domain test defined from /aplic/brein/pool/cloud01/npbdemo/npbdemo.xml
libvirt KVM
Domain npbdemo started
npbdemo:/NPB/packages/NPB3.2.1/NPB3.2-SER# install ia32-libs libstdc++5 
g++-4.2 gfortran
npbdemo:/NPB/packages/NPB3.2.1/NPB3.2-SER# cd /usr/bin
npbdemo:/usr/bin# ln -s /usr/bin/g++-4.2 g++
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tests i les classe que volem compilar. Per cada test es presenten varies classes (A, B, C, S, W...) 
que indiquen més processament o memòria a fer servir.
Finalment, executem la comanda make suite, la qual ens compilarà tot lo que hem especificat 
i ens crearà els fitxers executables dins la carpeta /bin:
Output de la compilació dels NPB
El següent pas serà doncs testejar els diferents benchmarks/classes que hem creat. Veiem 
que la majoria sʼexecuten correctament, a excepció dʼalguns amb classes grans (B, C) on per falta 
de memòria de la màquina virtual no podem executar-los. No presenta cap problema ja que no-
més ens caldria assignar-li més, però pel nostre experiment no serà necessari.
A continuació sʼinclou part de la sortida del benchmark SP:
 Sortida del benchmark SP amb classe S
npbdemo:/NPB/packages/NPB3.2.1/NPB3.2-SER# make suite
make[1]: Entering directory `/NPB/packages/NPB3.2.1/NPB3.2-SER/FT'
rm -f *.o *~ mputil*
rm -f ft npbparams.h core
make[1]: Leaving directory `/NPB/packages/NPB3.2.1/NPB3.2-SER/FT'
make[1]: Entering directory `/NPB/packages/NPB3.2.1/NPB3.2-SER/FT'
make[2]: Entering directory `/NPB/packages/NPB3.2.1/NPB3.2-SER/sys'
make[2]: Nothing to be done for `all'.
make[2]: Leaving directory `/NPB/packages/NPB3.2.1/NPB3.2-SER/sys'
../sys/setparams ft A
gfortran -c  -O -m64 -fPIC appft.f
gfortran -c  -O -m64 -fPIC auxfnct.f
gfortran -c  -O -m64 -fPIC fft3d.f
gfortran -c  -O -m64 -fPIC mainft.f
gfortran -c  -O -m64 -fPIC verify.f
gfortran -O -m64 -fPIC -o ../bin/ft.A appft.o auxfnct.o fft3d.o mainft.o 
verify.o ../common/randi8.o ../common/print_results.o ../common/timers.o 
../common/wtime.o 
......
 SP Benchmark Completed.
 Class           =                        S
 Size            =             12x  12x  12
 Iterations      =                      100
 Time in seconds =                     0.06
 Mop/s total     =                  1712.57
 Operation type  =           floating point
 Verification    =               SUCCESSFUL
 Version         =                    3.2.1
 Compile date    =              19 Feb 2010
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Així mateix, cridarem a les diferents funcions de monitoring de baix nivell amb diferents mètri-
ques a consultar. Crearem una altra màquina virtual, nasdemo, amb les mateix caracteristiques 
que npbdemo.
Farem diversos tests, executant els tests creuadament a les dues màquines i observant les 
mètriques de baix nivell que obtenim, com les de la següent sortida de programa:
Output dels mètodes de Low Level Monitoring
En aquest exemple, podem veure com el test ft de classe B (ft.B) està incrementant notable-
ment les instruccions processades i els cicles de CPU de la màquina nasdemo amb pid 13567.
Tot seguit anem a executar paralelament els tests ft.B a les dues màquines virtuals. A més a 
més dʼexecutar les mètriques de baix nivell sobre les màquines, també hem inclòs algunes fun-
cions de consulta de la nova API, com veure la IP de la màquina virtual, lectura al disc i a la xarxa, 
o tant per cent dʼutilització de CPU. 
A les següents figures sʼinclou un fragment del codi de test, i també una mostra dels resultats 
amb les dues màquines en estat de repòs, i durant lʼexecució dels tests:
{INSTRUCTIONS_RETIRED =153457149, CPU_CLK_UNHALTED:REF =618331509, UNHAL-
TED_CORE_CYCLES =560510766}
-------------
{13600={INSTRUCTIONS_RETIRED =15954636, CPU_CLK_UNHALTED:REF =93212285, UN-
HALTED_CORE_CYCLES =84597285}, 13665={INSTRUCTIONS_RETIRED =13793215, 
CPU_CLK_UNHALTED:REF =83667346, UNHALTED_CORE_CYCLES =76503513}, 13570={IN-
STRUCTIONS_RETIRED =13264209, CPU_CLK_UNHALTED:REF =79490501, UNHALTED_CO-
RE_CYCLES =73039917}, 13561={INSTRUCTIONS_RETIRED =20810851, 
CPU_CLK_UNHALTED:REF =110093145, UNHALTED_CORE_CYCLES =100701577}, 
13571={INSTRUCTIONS_RETIRED =14633386, CPU_CLK_UNHALTED:REF =88219260, UN-
HALTED_CORE_CYCLES =79331544}, 13572={INSTRUCTIONS_RETIRED =16740919, 
CPU_CLK_UNHALTED:REF =95932906, UNHALTED_CORE_CYCLES =87283408}, 13560={IN-
STRUCTIONS_RETIRED =16041292, CPU_CLK_UNHALTED:REF =91163971, UNHALTED_CO-
RE_CYCLES =84137547}, 13573={INSTRUCTIONS_RETIRED =13464924, 
CPU_CLK_UNHALTED:REF =77409219, UNHALTED_CORE_CYCLES =72282269}, 13578={IN-
STRUCTIONS_RETIRED =14378353, CPU_CLK_UNHALTED:REF =83059801, UNHALTED_CO-
RE_CYCLES =75102660}, 13569={INSTRUCTIONS_RETIRED =13877872, 
CPU_CLK_UNHALTED:REF =79454660, UNHALTED_CORE_CYCLES =72503252}, 13568={IN-
STRUCTIONS_RETIRED =12907421, CPU_CLK_UNHALTED:REF =72695354, UNHALTED_CO-
RE_CYCLES =67076488}, 13567={INSTRUCTIONS_RETIRED =16899612, 
CPU_CLK_UNHALTED:REF =100343451, UNHALTED_CORE_CYCLES =91276854}, 
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Codi de test sobre les màquines virtuals
Sortida del codi de test amb les màquines en repòs
public static void main(String args[]) {
	 	 VirtMonitor virt = new VirtMonitor();
	 	 	
	 	 List<String> l = new LinkedList<String>();
	 	 l.add("UNHALTED_CORE_CYCLES");
	 	 l.add("MEM_LOAD_RETIRED:L2_LINE_MISS");
	 	 l.add("INSTRUCTIONS_RETIRED");
	 	
	 	 System.out.println(virt.getIP("nasdemo"));
	 	 System.out.println(virt.getIP("npbdemo"));
	 	
	 	 for (int i=0;i<20;i++) {
	 	 	 System.out.println("NPBDEMO");
	 	 	 System.out.println(virt.getCPUUsage("npbdemo"));
	 	 	 System.out.println("----DISK-----");
	 	 	 System.out.println(virt.getDiskRead("npbdemo"));
	 	 	 System.out.println("-----NET-----");
	 	 	 System.out.println(virt.getNetRX("npbdemo"));
	 	 	 System.out.println("-----PERF COUNTERS-----");
	 	 	 System.out.println(virt.getCounters(l, "npbdemo", 3));
	 	 	 System.out.println("-----PERF COUNTERS BY PID----");
	 	 	 System.out.println(virt.getCountersByPid(l, "npbdemo", 3));
	 	 	 System.out.println("-------------");
172.20.200.151
172.20.200.174
NPBDEMO
0.0
----DISK-----
37622784
-----NET-----
128633
-----PERF COUNTERS-----
{ I N S T R U C T I O N S _ R E T I R E D = 1 7 8 1 8 4 5 , U N H A LT E D _ C O R E _ C Y C L E S = 3 2 9 5 0 6 4 , 
MEM_LOAD_RETIRED:L2_LINE_MISS =578}
-----PERF COUNTERS BY PID----
{3901={ INSTRUCTIONS_RETIRED =679833 , UNHALTED_CORE_CYCLES =1593594 , 
MEM_LOAD_RETIRED:L2_LINE_MISS =724}, 3892={INSTRUCTIONS_RETIRED =1759456, UNHAL-
TED_CORE_CYCLES =3093359, MEM_LOAD_RETIRED:L2_LINE_MISS =270}, 3900={INSTRUCTIONS_RET-
IRED =530535, UNHALTED_CORE_CYCLES =1213666, MEM_LOAD_RETIRED:L2_LINE_MISS =500}, 
3 9 0 3 = { I N S T R U C T I O N S _ R E T I R E D = 6 3 7 8 3 1 ,  U N H A LT E D _ C O R E _ C Y C L E S = 1 5 9 3 6 3 7 , 
MEM_LOAD_RETIRED:L2_LINE_MISS =571}, 3902={INSTRUCTIONS_RETIRED =721517, UNHALTED_CO-
RE_CYCLES =1486031, MEM_LOAD_RETIRED:L2_LINE_MISS =566}}
-------------
NASDEMO
0.0
----DISK-----
33928192
-----NET-----
103878
-----PERF COUNTERS-----
{ I N S T R U C T I O N S _ R E T I R E D = 1 7 6 7 5 4 5 , U N H A LT E D _ C O R E _ C Y C L E S = 3 1 9 2 8 7 7 , 
MEM_LOAD_RETIRED:L2_LINE_MISS =366}
-----PERF COUNTERS BY PID----
{4081={ INSTRUCTIONS_RETIRED =1775529, UNHALTED_CORE_CYCLES =3176881, 
MEM_LOAD_RETIRED:L2_LINE_MISS =323}, 4084={INSTRUCTIONS_RETIRED =655522, UNHALTED_CO-
RE_CYCLES =1548695, MEM_LOAD_RETIRED:L2_LINE_MISS =722}, 4085={INSTRUCTIONS_RETIRED 
=720675, UNHALTED_CORE_CYCLES =1456878, MEM_LOAD_RETIRED:L2_LINE_MISS =528}, 4086={IN-
S T R U C T I O N S _ R E T I R E D = 5 8 9 7 0 7 , U N H A L T E D _ C O R E _ C Y C L E S = 1 3 4 4 2 0 1 , 
MEM_LOAD_RETIRED:L2_LINE_MISS =383}, 4087={INSTRUCTIONS_RETIRED =561440, UNHALTED_CO-
RE_CYCLES =1210234, MEM_LOAD_RETIRED:L2_LINE_MISS =413}}
-------------
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Sortida del codi de test amb les màquines executant els NAS tests
-------------
NASDEMO
90.0
----DISK-----
35808256
-----NET-----
113685
-----PERF COUNTERS-----
{ I N S T R U C T I O N S _ R E T I R E D = 2 7 2 5 4 3 4 6 , U N H A LT E D _ C O R E _ C Y C L E S = 1 0 11 0 5 6 2 3 , 
MEM_LOAD_RETIRED:L2_LINE_MISS =92649}
-----PERF COUNTERS BY PID----
{5785={INSTRUCTIONS_RETIRED =11659108, UNHALTED_CORE_CYCLES =55364994, 
MEM_LOAD_RETIRED:L2_LINE_MISS =50846}, 5794={INSTRUCTIONS_RETIRED =10664033, UNHAL-
TED_CORE_CYCLES =55115370, MEM_LOAD_RETIRED:L2_LINE_MISS =50358},  5784={INSTRU-
C T I O N S _ R E T I R E D = 7 8 3 8 0 7 2 , U N H A L T E D _ C O R E _ C Y C L E S = 4 6 7 1 2 1 6 4 , 
MEM_LOAD_RETIRED:L2_LINE_MISS =43170}, 5795={INSTRUCTIONS_RETIRED =12295594, UNHAL-
TED_CORE_CYCLES =61194057, MEM_LOAD_RETIRED:L2_LINE_MISS =52501},  5812={INSTRU-
C T I O N S _ R E T I R E D = 1 3 7 3 0 6 4 4 , U N H A L T E D _ C O R E _ C Y C L E S = 6 5 8 2 2 5 6 0 , 
MEM_LOAD_RETIRED:L2_LINE_MISS =64880}, 4081={INSTRUCTIONS_RETIRED =60622531, UNHAL-
TED_CORE_CYCLES =230629890, MEM_LOAD_RETIRED:L2_LINE_MISS =208823}, 5804={INSTRU-
C T I O N S _ R E T I R E D = 1 4 8 0 5 1 1 2 , U N H A L T E D _ C O R E _ C Y C L E S = 6 5 2 7 5 1 6 7 , 
MEM_LOAD_RETIRED:L2_LINE_MISS =54190}, 5803={INSTRUCTIONS_RETIRED =11045945, UNHAL-
TED_CORE_CYCLES =52938945, MEM_LOAD_RETIRED:L2_LINE_MISS =43327}, 5814={INSTRU-
C T I O N S _ R E T I R E D = 1 5 2 9 6 5 3 3 , U N H A L T E D _ C O R E _ C Y C L E S = 7 4 0 1 5 3 2 7 , 
MEM_LOAD_RETIRED:L2_LINE_MISS =71427}, 5811={INSTRUCTIONS_RETIRED =9786252, UNHAL-
TED_CORE_CYCLES =53421595, MEM_LOAD_RETIRED:L2_LINE_MISS =50732}, 5810={INSTRU-
C T I O N S _ R E T I R E D = 9 6 4 0 1 1 8 ,  U N H A L T E D _ C O R E _ C Y C L E S = 4 7 5 2 5 7 2 5 , 
MEM_LOAD_RETIRED:L2_LINE_MISS =45814}, 5809={INSTRUCTIONS_RETIRED =11738829, UNHAL-
TED_CORE_CYCLES =54852513, MEM_LOAD_RETIRED:L2_LINE_MISS =47591}, 5797={INSTRU-
C T I O N S _ R E T I R E D = 1 7 9 1 2 7 1 0 , U N H A L T E D _ C O R E _ C Y C L E S = 8 7 2 8 4 4 0 7 , 
MEM_LOAD_RETIRED:L2_LINE_MISS =75012}, 4084={INSTRUCTIONS_RETIRED =948180938, UNHAL-
TED_CORE_CYCLES =1599887987, MEM_LOAD_RETIRED:L2_LINE_MISS =414733}, 5806={INSTRU-
C T I O N S _ R E T I R E D = 1 0 0 8 9 3 1 6 , U N H A L T E D _ C O R E _ C Y C L E S = 5 0 0 4 5 1 3 6 , 
MEM_LOAD_RETIRED:L2_LINE_MISS =45973}, 5786={INSTRUCTIONS_RETIRED =14022319, UNHAL-
TED_CORE_CYCLES =60439252, MEM_LOAD_RETIRED:L2_LINE_MISS =48191}, 5805={INSTRU-
C T I O N S _ R E T I R E D = 1 2 6 8 6 4 9 7 , U N H A L T E D _ C O R E _ C Y C L E S = 6 2 2 0 2 7 8 8 , 
MEM_LOAD_RETIRED:L2_LINE_MISS =58818}, 4085={INSTRUCTIONS_RETIRED =887754713, UNHAL-
TED_CORE_CYCLES =1952315342, MEM_LOAD_RETIRED:L2_LINE_MISS =580284}, 4086={INSTRU-
C T I O N S _ R E T I R E D = 6 8 6 0 5 7 2 7 4 , U N H A L T E D _ C O R E _ C Y C L E S = 1 4 8 3 1 8 8 8 0 1 , 
MEM_LOAD_RETIRED:L2_LINE_MISS =495580}, 5808={INSTRUCTIONS_RETIRED =8517836, UNHAL-
TED_CORE_CYCLES =48156451, MEM_LOAD_RETIRED:L2_LINE_MISS =41250}, 4087={INSTRU-
C T I O N S _ R E T I R E D = 1 1 0 2 7 1 2 3 9 5 , U N H A L T E D _ C O R E _ C Y C L E S = 1 9 7 2 0 8 7 8 5 1 , 
MEM_LOAD_RETIRED:L2_LINE_MISS =547605}, 5807={INSTRUCTIONS_RETIRED =10315145, UNHAL-
TED_CORE_CYCLES =53564405, MEM_LOAD_RETIRED:L2_LINE_MISS =49617}}
-------------
NPBDEMO
140.0
----DISK-----
39461888
-----NET-----
138500
-----PERF COUNTERS-----
{ I N S T R U C T I O N S _ R E T I R E D = 4 4 9 1 3 6 8 1 , U N H A LT E D _ C O R E _ C Y C L E S = 1 8 8 3 3 4 9 0 0 , 
MEM_LOAD_RETIRED:L2_LINE_MISS =183044}
-----PERF COUNTERS BY PID----
{5793={INSTRUCTIONS_RETIRED =14647204, UNHALTED_CORE_CYCLES =63006785, 
MEM_LOAD_RETIRED:L2_LINE_MISS =40445}, 5796={INSTRUCTIONS_RETIRED =12640446, UNHAL-
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4.3 Valoracions 
Durant la realització dʼaquest capítol sʼhan executat diversos tests, amb cadascun dels 
benchmarks i classes dels tests del NAS. Tot seguit podem observar com es comporta el sistema 
quan col·lisionen les diferents aplicacions entre sí:
Col·lisió dels diferents benchmarks executant-se a dues màquines virtuals
 Amb la nova implementació del monitoring de baix nivell i les mètriques addicionals que ofereix 
la nova API podem tenir una visió de lʼestat del sistema molt ràpida alhora que precisa, cosa que 
abans era inviable.
Sʼobserva als tests realitzats que KVM i la nova programació que hem fet sobre la plataforma 
provoca un increment gairebé insignificant de sobrecàrrega del sistema, comparant amb si esti-
guessim executant els mateixos benchmaks en un entorn no virtualitzat.
Els benchmarks executats representen en el seu conjunt una mostra dʼaplicacions model de 
moltes altres. El que hem possibilitat a la plataforma EMOTIVE és que basant-nos en aquestes 
noves mesures de baix nivell, el sistema estigui preparat per tenir un nou sistema de balanceig de 
càrrega basat en els comportaments de les aplicacions en temps real. 
Caldria doncs crear una lògica que en base a aquestes aplicacions HPC, caracteritzés la o les 
aplicacions que sʼexecuten a una màquina virtual i en fés les gestions oportunes, com assignar-li 
unes Virtual CPUʼs concretes, o més memòria RAM per exemple, i tot això en temps real sobre la 
plataforma.
Sense lʼhabilitació de les noves tecnologies que sʼhan integrat, aquest futur salt tecnològic de la 
plataforma no seria possible.
Finalment, podem concloure que hem acosenguit habilitar a la plataforma EMOTIVE Cloud un 
sistema eficient de management i monitoring de les seves màquines virtuals. 
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Capítol 5: Conclusions
5.1 Objectius Complerts
Aquest projecte ha suposat un gran salt tecnològic per la plataforma EMOTIVE Cloud. Dʼuna 
banda, hem habilitat a la plataforma el sistema de virtualització KVM, valorat molt positivament els 
darrers mesos, fent així que la plataforma faci servir tecnología puntera de virtualització. 
Per exemple, abans dʼintroduïr els canvis no podiem fer servir màquines virtuals en un altre sis-
tema que no fós Xen, mentre que ara fem servir KVM. A més a més, sʼha dissenyat la nova arqui-
tectura dʼimatges de tal manera que es puguin fer servir indistintament ja sigui amb Xen com amb 
KVM.
Dʼaltra banda, també hem creat una nova API per la plataforma, molt més estàndard que lʼante-
rior, ja que fa ús extensiu de la llibreria Libvirt. Dʼaquesta manera, futurs mètodes de virtualització, 
i dʼaltres existents al mercat com VirtualBox, OpenVZ Linux containers o VMWare ESX.
A més a més, hem introduït lʼanomenat suport per monitoring de baix nivell, fent així possible 
monitoritzar molt precisa i eficientment la plataforma a través de lʼeina Perfmon2. Així, podem veu-
re en temps real mètriques de baix nivell a cada màquina virtual, o més concretament, de cada 
CPU virtual. 
Això ens permet obtenir informació molt precisa sobre lʼestat del sistema i, conseqüentment, 
poder administrar-lo dʼuna manera més eficient.
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De la llista de propòsits inicials, es podria dir que els hem assolit en gran part, anem-los a re-
cordar:
1. Habilitar la virtualització de KVM a Emotive Cloud.
2. Crear una API per la plataforma que faci servir Libvirt.
3. Habilitar la plataforma amb monitoring de baix nivell i millorar la capacitat del balanceig de 
càrrega de les maquines virtuals de la plataforma.
Hem aconseguit integrar totalment KVM a la plataforma. També hem aconseguit crear una nova 
interfície preparada per futures tecnologíes, basada en Libvirt. I finalment, també hem habilitat el 
monitoring de baix nivell a la plataforma basat en Perfmon2.
Tot plegat posiciona a la plataforma EMOTIVE a lʼavantguarda dels sistemes de virtualització i 
de monitoring del mercat.
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5.2 Planificació
La planificació que sʼha definit des de lʼinici del PFC es basava en assolir els tres principals ob-
jectius dʼintegrar KVM, Libvirt i el Monitoring de baix nivell. Al tractar-se dʼuna labor de recerca i 
que les tecnologies que es fan servir estan encara en desenvolupament, no sabiem exactament 
quan trigariem en completar cadascuna de les fases, de manera que es van estimar certes dates 
de finalització de cada fase. Així mateix, es va pensar en matricular el projecte el juliol del 2009 
per a fer-ne la defensa el gener del 2010, tot i que finalment el projecte sʼha matriculat el quadri-
mestre de primavera, defensant-lo el mes de març del 2010.
La planificació inicial contemplava tres grans fases de desenvolupament com sʼha comentat a 
lʼinici del projecte, KVM, Libvirt, i Monitoring de baix nivell, incloent-hi en aquesta final un sistema 
eficient de balanceig de càrrega de la plataforma EMOTIVE. Finalment però, el projecte sʼha foca-
litzat més en integrar les tecnologies abans esmentades sobre la plataforma.
El projecte sʼinicia a finals del mes de juny  del 2009 i es finalitza a principis de març del 2010. 
En el transcurs dels mesos, sʼha vist que la part de desenvolupament de la API i de la integració 
de KVM han suposat més treball de lʼinicialment esperat.
Durant lʼinici del projecte, als mesos de juny i juliol, ens centràrem en lʼestudi de la plataforma i 
de les tecnologies a integrar-hi, on la dedicació no va ser tanta com a la resta. Durant la resta del 
desenvolupament, aproximadament, sʼhan dedicat unes cinc hores diaries de treball a partir del 
setembre del 2009, de dilluns a divendres. 
Hi ha hagut un període de dues setmanes entre el desembre i gener, i el mes dʼagost que no es 
comptabilitzen en hores de treball, doncs ja estava previst que fossin períodes vacacionals des de 
lʼinici del projecte.
Els rols de treball durant les tres fases del projecte (Integració de KVM, Integració de Libvirt i 
Monitoring de baix nivell) sempre han seguit la mateixa estructura, que seria disseny, implentació i 
debug/testing sobre la plataforma.
Tot seguit, es presenta una planificació setmanal del projecte des del seu inici fins a la seva fi-
nalització. Primerament es mostra la planificació original i seguidament la planificació real que ha 
tingut el projecte.
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Juny-
Juliol
Setembre Octubre Novembre Desembre Gener Febrer Març
7 14 21 28 5 12 19 26 2 9 16 23 7 14 21 28 4 11 18 25 1 8 15 22 1 8 15 22
Estudi EMOTIVE C •
Estudi KVM •
Estudi Libvirt •
Tests KVM •
Integració i tests KVM •
Modificació Script RM • •
Testing nou Script RM • •
Integració Libvirt •
Disseny VirtMonitor • •
Implem. VirtMonitor • •
Testing VirtMonitor • •
Documentació • • • • • • • •
Integració Perfmon2 • •
Disseny/Impl LLM • • •
Testing LLM •
Experiments NAS •
Demo i presentació • •
Planificació original del PFC
Juny-
Juliol
Setembre Octubre Novembre Desembre Gener Febrer Març
7 14 21 28 5 12 19 26 2 9 16 23 7 14 21 28 4 11 18 25 1 8 15 22 1 8 15 22
Estudi EMOTIVE C •
Estudi KVM •
Estudi Libvirt •
Tests KVM •
Integració i tests KVM • •
Modificació Script RM • • •
Testing nou Script RM • • •
Integració Libvirt •
Disseny VirtMonitor • •
Implem. VirtMonitor • • • • • •
Testing VirtMonitor • • • • •
Documentació • • • • • • • • • •
Integració Perfmon2 •
Disseny/Impl LLM • • •
Testing LLM •
Experiments NAS •
Demo i presentació • • •
Planificació real del PFC
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5.3 Anàlisi de costos
Lʼanalisi dels costos dʼaquest projecte el centrarem sobretot als costos del personal, ja que es 
tracta bàsicament dʼun projecte de recerca. 
Tot el software que sʼha fet servir és GNU de llicència pública, i el material de documentació 
ha estat extret íntegrament dʼInternet, de manera que no ha tingut cap cost. 
Considerarem també que el maquinari de servidors que hem fet servir no té cost directe per 
aquest projecte, ja que ja està operatiu dins del Barcelona Supercomputing Center. A les següents 
taules presentem lʼanalisi de costos dividit en tres parts: costos per fase i rol, costos dʼinfraestruc-
tura, i costos de salari.
La primera taula és on es detalla cada rol de treball a cada fase de desenvolupament del pro-
jecte, mentre que la segona i tercera són costos agrupats.
Fase Rol Hores Cost(€/h) Total
Estudi KVM, Libvirt, 
Emotive Administrador de sistemes 80 € 12,00 € 960,00
Tests KVM Administrador de sistemes 25 € 12,00 € 300,00
Integració i tests KVM Administrador de sistemes 50 € 12,00 € 600,00
Modificació Script RM Administrador de sistemes 75 € 12,00 € 900,00
Testing Script RM Administrador de sistemes 75 € 12,00 € 900,00
Integració Libvirt Administrador de sistemes i xarxes 15+10 € 12,00 € 300,00
Disseny VirtMonitor Analista Java 50 € 15,00 € 750,00
Implem. VirtMonitor Programador Java 150 € 10,00 € 1.500,00
Testing VirtMonitor Programador Java 125 € 10,00 € 1.250,00
Integració Perfmon2 Administrador de sistemes 25 € 12,00 € 300,00
Disseny / Implementa-
ció LowLevelMonitor Analista i programador Java 25+50 € 15 + 12 € 975,00
Testing Low Level  
Monitoring Programador Java 25 € 10,00 € 250,00
Experiments NAS Administrador de sistemes 25 € 12,00 € 300,00
Costos per fase i rol
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Ítem Cost Total
Macbook Pro 13,3” € 1200 € 1200
Servidor Quad-Core Intel E5440 x2 - -
Total € 1.200,00
Costos dʼinfraestructura
Rol Hores Cost (€/h) Total
Administrador de sistemes 370 € 12,00 € 4.440,00
Administrador de xarxes 10 € 12,00 € 120,00
Analista Java 75 € 15,00 € 1.125,00
Programador Java 350 € 10,00 € 3.500,00
Total 805 € 9.185,00
Costos de salaris
Com sʼobserva a les taules dʼanalisi de costos, el pes més gran en aquest projecte és el dels 
salaris dels rols que hi han intervingut. És lògic ja que es tracta dʼun projecte de recerca, on els 
costos dʼinfraestructura no tenen un pes rellevant.
Les dues tasques més importants han estat tant dʼAdministrador de sistemes com de progra-
mador Java. La tasca de lʼadministrador de xarxes ha estat molt petita comparada amb la resta, ja 
que només sʼhan hagut de configurar les xarxes dels servidors dʼEMOTIVE dʼacord amb les ne-
cessitats (bridging) de les noves tecnologies que sʼhan aplicat.
Tenint en compte el salt tecnològic que ha experimentat la plataforma EMOTIVE amb els nous 
canvis, i les millores de rendiment, productivitat i escalabilitat que pressuposen, la relació cost-be-
nefici és molt interessant.
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5.4 Treball futur
El que queda pendent a desenvolupar és la millora del balanceig de càrrega del sistema, 
mitjançant la nova funcionalitat del monitoring de baix nivell. Inicialment, es va pensar en construïr 
una lògica que permetés distribuïr en temps real la càrrega del sistema, de manera que es pugués 
assignar més o menys memòria, o recursos de CPU a una màquina virtual donada.
En el transcurs del projecte però, ens hem centrat més en adaptar la plataforma a les noves 
tecnologies abans esmentades. En qualsevol cas, sʼha construït una base sòlida per a que aques-
ta lògica de balanceig de càrrega es pugui desenvolupar sense problemes. Tant amb lʼús tant de la 
nova API, com del nou sistema de monitoring de baix nivell, no hauria de suposar cap problema.
El treball futur, o la continuació en la linia de recerca que presenta aquest projecte, seria el 
dʼexplotar les possibilitats de monitoring de baix nivell creant millors lògiques de gestió de la 
càrrega i també lʼadaptació a dʼaltres sistemes de virtualització diferents als ja implementats sobre 
la plataforma. Aquests farien servir la nova API que sʼha construït, agilitzant també així el procés 
dʼadaptació.
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5.5 Valoració personal
He disfrutat molt aquest projecte ja que mʼha permès aprofundir en camps dʼinvestigació com 
són el cloud computing i la virtualització dʼentorns, tecnologíes que de ben segur seràn la base de 
la futura computació. 
Aquest projecte també mʼha servit per millorar els meus coneixements sobre lʼadministració 
dʼentorns Linux. El fet dʼhaver de recompilar el Kernel del sistema operatiu, o dʼhaver dʼinstal·lar-
ne components compilant el codi font directament mʼhan aportat una visió més àmplia, tant de lʼen-
torn Linux com de la virtualització. 
Els entorns amb els quals hem treballat permeten aprofundir molt més en els sistemes de vir-
tualització que no pas en entorns Windows, on la majoria de les accions venen pre-establertes, 
deixant així menys marge de configuració. Realment ha estat fascinant poder veure la quantitat 
dʼopcions i possibilitats que ens obren aquestes noves tecnologíes. 
Lʼhaver pogut treballar directament amb tecnologíes com Xen, KVM o Cloud Computing mʼhan 
servit també per enriquir el meu currículum i els meus coneixements. Al mateix temps he millorat 
les meves tècniques de shellscripting, o de disseny i programació en Java, així com experiència 
en l´ús dʼeines de programació com Maven o Eclipse. 
El món de la recerca era fins ara desconegut per mi, i aquest projecte mʼha permès veureʼl des 
dʼun primer pla. He pogut treballar conjuntament amb investigadors i aconseguir integrar tecnolo-
gíes molt noves, alhora que aprendre i descobrir coses noves cada día. Realment ha estat una 
experiència fantàstica. Així mateix, les tecnologies que sʼhan fet servir són punteres i innovadores, 
i això fa que el desenvolupament dʼaquest PFC sʼhagi convertit en una experiència molt positiva i 
enriquidora.
Finalment, el fet dʼhaver estat un projecte de col·laboració amb el BSC també és un punt a fa-
vor tant per haver pogut treballar amb el seu equip, com perquè els canvis que hem introduït for-
men part dʼun projecte que està en desenvolupament, un projecte real. Per tant, aquestes millores 
serviràn perquè la plataforma EMOTIVE Cloud sigui encara més eficient, més universal i més 
competetitva, contribuïnt així en lʼavenç de la tecnología i la computació.
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5.6 Agraïments
Primer de tot vull agraïr-li a la meva família tot el que sempre han fet per mí, el seu recolzament 
incondicional i tots els sacrificis que han hagut de fer perquè jo avui hagi arribat fins aquí. Moltís-
simes gràcies!
En segón lloc també vull donar-li les gràcies a la Magda. Gràcies a tu per ser com ets i per fer-
me costat en tot moment. Tu també ets part dʼaquest projecte, i vull que sàpigues que també 
gràcies a tu lʼhe pogut realitzar. Gràcies Magda!
En tercer lloc també els hi vull agraïr als meus amics tots els ànims durant aquests anys dʼes-
tudi i treball. Moltes gràcies a tots!
Finalment, voldria agraïr-li al meu tutor, en David Carrera, la seva constant col·laboració i dedi-
cació que han permès que es portés a terme aquest projecte, així com a lʼÍñigo Goiri  del BSC per 
haver-me guiaʼt en el desenvolupament del mateix. Sense ells no hagués estat possible tot aquest 
treball.
No voldria deixar-me tampoc a companys com en Jordà Polo o lʼÀlex Vaqué, els quals sempre 
mʼhan donat suport i mʼhan ajudat molt, i en general a tot lʼequip del BSC per haver-me recolzat i 
ajudat a realitzar aquest projecte. Moltes gràcies companys!
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Article publicat: Xen to KVM disk image migration
marcg@ac.upc.edu November 13, 2009 Uncategorized 1 Comment
Tags: image, KVM, migrate, script, Xen
Latest improvements in the EMOTIVE Cloud development have been focused in expanding the 
platform to new virtualization technologies such as KVM or others thanks to Libvirt.
During the research and deployment of this new features, we’ve found several difficulties in order 
to migrate disk images. The platform was using a single raw .img image, the one used by Xen and 
our goal was to maintain this structure, but it seemed that KVM was only working with partitioned 
images and a boot loader.
For this reason, KVM virtual machines base system had to be created, partitioned, formatted, and 
have a grub-enabled boot record. It was not possible to easily migrate our previous images into that 
new structure as well as it would add a new complexity level. Here is attached that creation method:
• KVM image creation:
qemu-img create -f raw $IMAGENAME $TOTALSIZEKB
• Label KVM image:
parted --script $IMAGENAME mklabel msdos
• Create Partitions
parted --script $IMAGENAME mkpartfs primary ext2 $START $END
parted --script $IMAGENAME mkpartfs primary linux-swap $START $END
• Map the partitions
losetup -s -f $IMAGENAME
kpartx -a /dev/loop0
• Format and mount the partitions
mkfs.ext3 -q /dev/loop0/p1
mkswap /dev/loop0/p2
mount /dev/loop0/p1 $MOUNT
• Debootstrap the new image and GRUB setup
debootstrap --arch $ARCH --unpack-tarball $POOL/sources.tgz --in-
clude=$EXTRA lenny $MOUNT $MIRROR
mkdir $MOUNT/boot/grub
cp $MOUNT/usr/lib/grub/x86_64-pc/stage[12] $MOUNT/boot/grub
cp $MOUNT/usr/lib/grub/x86_64-pc/*stage1_5 $MOUNT/boot/grub
echo "(hd0) $IMAGENAME" > device.map
$MOUNT/usr/sbin/grub --device-map=device.map --batch <<EOT
root (hd0,0)
setup (hd0)
EOT
echo "(hd0) $UUID" > $MOUNT/boot/grub/device.map
• XML Libvirt Domain definition
...
<os>
 <type arch='x86_64' machine='pc'>hvm</type>
 <boot dev='hd'/>
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</os>
...
Finally, we’ve found the solution: use the same Xen VM’s images but including the kernel image 
during the boot process. So now, it is as easy as include the kernel image name and “boot=/dev-
/vda”, as an argument passed to the kernel, in the XML Libvirt Domain definition. We’re assuming 
that we have a compiled and installed kernel into $MOUNT/boot. Consequently, no more boot loa-
ders or image partitioning is required. Here’s attached the method for creating a new VM:
• KVM image creation:
dd if=/dev/zero of=debianbase.img bs=1024k count=$IMAGESIZE
• Format and mount the partitions
mkfs.ext3 -F debianbase.img
mount -o loop debianbase.img $MOUNT
• Debootstrap the new image
debootstrap --arch $ARCH --unpack-tarball sources.tgz --inclu-
de=$EXTRA lenny $MOUNT $MIRROR
• Extract Kernel out of the disk image
cp $MOUNT/boot/$KERNELNAME $POOL/$KERNELNAME
• XML Libvirt Domain definition
<domain type='kvm'>
<name>domaintest</name>
<memory>1000000</memory>
<currentMemory>1000000</currentMemory>
<vcpu>4</vcpu>
<os>
 <type arch='x86_64' machine='pc'>hvm</type>
 <kernel>/domaintest/vmlinuz-2.6.28.1</kernel>
 <cmdline>root=/dev/vda</cmdline>
 <boot dev='hd'/>
</os>
<features>
 <acpi/>
 <apic/>
 <pae/>
</features>
<clock offset='utc'/>
<on_poweroff>destroy</on_poweroff>
<on_reboot>restart</on_reboot>
<on_crash>restart</on_crash>
<devices>
 <emulator>/usr/bin/kvm</emulator>
 <disk type='file' device='disk'>
 <source file='debianbase.img'/>
 <target dev='vda' bus='virtio'/>
 </disk>
 <disk type='file' device='disk'>
 <source file='home.img'/>
 <target dev='vdb' bus='virtio'/>
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 </disk>
 <disk type='file' device='disk'>
 <source file='swap.img'/>
 <target dev='vdc' bus='virtio'/>
 </disk>
<interface type='bridge'>
 <mac address='52:54:83:ea:4a:cb'/>
 <source bridge='br0'/>
</interface>
<serial type='pty'>
 <target port='0'/>
 </serial>
<console type='pty'>
 <target port='0'/>
</console>
<input type='mouse' bus='ps2'/>
<graphics type='vnc' autoport='yes' keymap='es'/>
</devices>
</domain>
In this way,  you can migrate your Xen platform to KVM in an easy way.
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Mail reportant errors als desenvolupadors de Libvirt
On Fri, Dec 11, 2009 at 02:01:36PM +0100, Marc Gonzalez Mateo wrote:
> Hi everybody,
> I'm developing a new API based on libvirt.
> I'm currently stucked using getSchedulerParameters, always is returning a
> nullpointerexception, no matter which Xen Domain I'm passing to the
> function.
> 
> Enclosing both the code and the error console:
> 
> 
> public int getCPUPriority(String name) {
>         int res=-1;
> 
>         try {
>             Domain d = getDomain(name);
>             SchedParameter[] pars = d.getSchedulerParameters();
  Hum, it seems
    Domain.getSchedulerParameters()
does
    SchedParameter[] returnValue = new SchedParameter[0];
and
        public static SchedParameter create(virSchedParameter vParam) {
            SchedParameter returnValue = null;
            switch (vParam.type) {
                case (1):
and the create method getting there gets a null pointer as the
initialization argument, which it first dereference ...
  so not surprizing looking at the code, maybe Bryan has an idea of what
is going on there, I'm a bit lost in this initialization process ...
Daniel
>             for (SchedParameter pri : pars) {
>                 if (pri.field=="weight")
>                     res=Integer.parseInt(pri.getValueAsString());
>             }
> 
>         } catch (LibvirtException e) {
>             log.error(" Error: getting CPU priority of \""+name+"\"." +
> e.getClass());
>             e.printStackTrace();
>         }
> 
>         return res;
>     }
> 
> 
> 
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> Dec 11, 2009 1:04:18 PM net.emotivecloud.virtmonitor.VirtMonitor
> getCPUCapacity
> SEVERE:  Error: getting CPU capacity of "XenTest".
> java.lang.NullPointerException
>     at org.libvirt.SchedParameter.create(Unknown Source)
>     at org.libvirt.Domain.getSchedulerParameters(Unknown Source)
>     at
> net.emotivecloud.virtmonitor.VirtMonitor.getCPUCapacity(VirtMonitor.java:462)
>     at net.emotivecloud.virtmonitor.VirtMonitor.main(VirtMonitor.java:763)
>     at sun.reflect.NativeMethodAccessorImpl.invoke0(Native Method)
>     at
> sun.reflect.NativeMethodAccessorImpl.invoke(NativeMethodAccessorImpl.java:57)
>     at
> 
sun.reflect.DelegatingMethodAccessorImpl.invoke(DelegatingMethodAccessorImpl.jav
a:43)
>     at java.lang.reflect.Method.invoke(Method.java:616)
>     at org.codehaus.mojo.exec.ExecJavaMojo$1.run(ExecJavaMojo.java:283)
>     at java.lang.Thread.run(Thread.java:636)
> 
> 
> Any ideas?
> 
> Thanks in advance,
> 
> 
> Marc Gonzalez Mateo
> --
> Libvir-list mailing list
> Libvir-list redhat com
> https://www.redhat.com/mailman/listinfo/libvir-list
-- 
Daniel Veillard      | libxml Gnome XML XSLT toolkit  http://xmlsoft.org/
daniel veillard com  | Rpmfind RPM search engine http://rpmfind.net/
http://veillard.com/ | virtualization library  http://libvirt.org/
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