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STRUCTURAL MATRIX ALGEBRAS, GENERALIZED FLAGS AND
GRADINGS
F. BES¸LEAGA˘ AND S. DA˘SCA˘LESCU
Abstract. We show that a structural matrix algebra A is isomorphic to the endomorphism
algebra of an algebraic-combinatorial object called a generalized flag. If the flag is equipped
with a group grading, an algebra grading is induced on A. We classify the gradings obtained in
this way as the orbits of the action of a double semidirect product on a certain set. Under some
conditions on the associated graph, all good gradings on A are of this type. As a bi-product,
we obtain a new approach to compute the automorphism group of a structural matrix algebra.
1. Introduction and preliminaries
Flags and flag varieties play a key role in Algebraic Geometry, Representation Theory, Alge-
braic Groups and Combinatorics, see [6]. In this paper we consider a more general concept of
flag and we give some applications. This new kind of flag arises as follows.
Let k be a field. A structural matrix algebra is a subalgebra of a full matrix algebra over k,
consisting of all matrices with zero entries on certain prescribed positions, and allowing anything
on the remaining positions. An important number of examples and counterexamples use such
algebras. These algebras were called structural matrix algebras in [10], but they had already been
considered in [8]. Particular examples of structural matrix algebras are upper triangular matrix
algebras, and more generally, upper block triangular matrix algebras, which are of fundamental
importance in Linear Algebra, the study of linear groups, the study of numerical invariants of PI
algebras, etc. A structural matrix subalgebra A of Mn(k) is associated with a preorder relation
(i.e. reflexive and transitive) ρ on the set {1, . . . , n}; A consists of all matrices (aij)1≤i,j≤n
such that aij = 0 whenever (i, j) /∈ ρ. We denote A =M(ρ, k); in other terminology, this is the
incidence algebra over k associated with ρ, see [9]. Automorphisms of structural matrix algebras
are of interest, and the problem to understand them gets more complicated if we take k to be
just a ring. If k is a field, the description of the automorphism group of M(ρ, k) was done in [5].
A general problem in Ring Theory is to describe and classify all group gradings on various
matrix algebras. In the case of full matrix algebras over a field k, the problem was solved in [1]
and [2] for algebraically closed k, and descent theory was used in [4] to approach the case of an
arbitrary k. For subalgebras of a full matrix algebra, in particular for structural matrix algebras,
it is much more complicated to describe all gradings. The aim of our paper is to construct and
classify a certain class of gradings on structural matrix algebras.
We show in Section 2 that in the same way the full matrix algebraMn(k) is the endomorphism
group of a vector space of dimension n, a structural matrix algebra M(ρ, k) is isomorphic to
the endomorphism algebra of a certain algebraic-combinatorial structure F , which we call a
ρ-flag. In Section 5 we explain that if F is additionally equipped with a G-grading, where G is a
group, then its endomorphism algebra End(F) gets an induced G-graded algebra structure; we
denote by END(F) the obtained G-graded algebra. This grading transfers to a G-grading on
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M(ρ, k) via the isomorphism mentioned above. The gradings produced in this way on M(ρ, k)
are good gradings, i.e. all the matrix units present in M(ρ, k) are homogeneous elements. It is
an interesting question whether all good gradings are obtained like this. This is a problem of
independent interest, and it can be formulated in simple terms related to the graph Γ associated
with ρ: if G is a group, and on each arrow of Γ we write an element of G as a label, such that
for any two paths starting from and terminating at the same points the product of the labels of
the arrows is the same for both paths, does the set of labels arise from a set of weights on the
vertices of Γ, in the sense that an arrow starting from v1 and terminating at v2 has label g1g
−1
2 ,
where g1 and g2 are the weights of v1 and v2? This problem was considered in [8] in the case
where G is abelian, and it was showed that the answer is positive if and only if the cohomology
group H1(∆, G) = 0, where ∆ is a certain simplicial complex associated with ρ. Also, for a
given ρ, the answer to the above question is positive for any abelian group G if and only if the
homology group H1(∆) = 0. We show that the answer is positive for any arbitrary group G if
and only if the normal closure of two certain subgroups A(Γ) ⊆ B(Γ) of the free group generated
by the arrows of Γ coincide; A(Γ) and B(Γ) are defined in terms of cycles of the un-directed
graph obtained from Γ. This parallels the result in the abelian case, where H1(∆) = B/A for
similar subgroups A and B in a free abelian group associated with Γ. In fact we use slightly
different A and B, by working with a different graph.
In order to classify G-gradings on the structural matrix algebra M(ρ, k), we first look at the
isomorphisms between the algebras End(F) and End(F ′), where F and F ′ are ρ-flags under
the vector spaces V and V ′. An equivalence relation ∼ on {1, . . . , n} arises from ρ, where
i ∼ j whenever iρj and jρi. Then ρ induces a partial order on the set C of equivalence classes
with respect to ∼. We show in Section 3 that the End(F)-submodules of V are in a bijective
correspondence with the antichains of C; let A(C) be the lattice structure on the set of all such
antichains, induced via this bijection. Then an algebra isomorphism ϕ : End(F) → End(F ′)
induces a linear isomorphism γ : V → V ′ which is a ϕ′-isomorphism for a certain deformation of
ϕ. The new algebra isomorphism ϕ′ is obtained from ϕ by using a transitive function on ρ with
values in k∗. Since ϕ′ is an algebra isomorphism, γ induces an isomorphism between the lattices
of End(F)-submodules of V and of End(F ′)-submodules of V ′, and this lattice isomorphism
reduces in fact to an automorphism of the lattice A(C). Such an automorphism is completely
determined by an automorphism g of the poset C. Moreover, we explain that ϕ can be recovered
from g, the deformation constants producing ϕ′ from ϕ, and a matrix of γ in a fixed pair of bases.
Thus we obtain that the set of algebra isomorphisms from End(F) to End(F ′) is in a bijective
correspondence with the equivalence classes of a set involving the invertible matrices ofM(ρ, k),
the automorphisms of C preserving the cardinality of elements, and the transitive functions on
ρ, with respect to an equivalence relation. In particular, if F ′ = F , the automorphism group
of End(F) is described as a factor group of a double semidirect product. As a bi-product, we
obtain a descriptive presentation of the automorphism group of a structural matrix algebra.
This automorphism group was computed in [5], and we show how the presentation in [5] can be
derived from ours.
For classifying G-gradings arising from graded flags, we consider two G-graded ρ-flags F and
F ′, and we look at the isomorphisms between the graded algebras END(F) and END(F ′). Using
the structure of isomorphisms between End(F) and End(F ′), which we already know by now,
and adding the additional information about gradings, we obtain in Section 6 that END(F) ≃
END(F ′) if and only if the connected components of F and F ′ are pairwise isomorphic up to
a permutation, some graded shifts and an automorphism of C. Using this result, we show in
Section 7 that the isomorphism types of graded algebras of the form END(F) are classified by
3the orbits of the action of a certain group, which is a double semidirect product of a Young
subgroup of Sn, a certain subgroup of automorphisms of C, and G
q, where q is the number of
connected components of C, on the set Gn.
We use the standard terminology on gradings, see for example [7].
2. Structural matrix algebras as endomorphism algebras
Let k be a field, n a positive integer and ρ a preorder relation on {1, . . . , n}. Let M(ρ, k) be
the structural matrix algebra associated with ρ.
Let ∼ be the equivalence relation on {1, . . . , n} associated with ρ, i.e. i ∼ j if and only if
iρj and jρi, and let C be the set of equivalence classes. Then ρ induces a partial order ≤ on C
defined by iˆ ≤ jˆ if and only if iρj, where iˆ denotes the equivalence class of i.
For any α ∈ C, let mα be the number of elements of α.
Definition 2.1. A ρ-flag is an n-dimensional vector space V with a family (Vα)α∈C of subspaces
such that there is a basis B of V and a partition B =
⋃
α∈C
Bα with the property that |Bα| = mα
and
⋃
β≤α
Bβ is a basis of Vα for any α ∈ C. If F = (V, (Vα)α∈C) and F
′ = (V ′, (V ′α)α∈C) are ρ-
flags, then a morphism of ρ-flags from F to F ′ is a linear map f : V → V ′ such that f(Vα) ⊂ V
′
α
for any α ∈ C.
If ρ is just the usual ordering relation on {1, . . . , n} (which corresponds to M(ρ, k) being the
algebra of upper triangular matrices), then a ρ-flag is just an usual flag on an n-dimensional
vector space.
More generally, if ρ is such that C = {α1, . . . , αr} is totally ordered, say α1 < . . . < αr, and
|αi| = mi for any 1 ≤ i ≤ r, then a ρ-flag is a flag of signature (m1, . . . ,mr), and M(ρ, k) is the
algebra 

Mm1(k) Mm1,m2(k) . . . Mm1,mr(k)
0 Mm2(k) . . . Mm2,mr(k)
. . . . . . . . . . . .
0 0 . . . Mmr(k)


of upper block triangular matrices, with diagonal blocks of size m1, . . . ,mr.
For any i, j ∈ {1, . . . , n} with iρj, let eij be the matrix inMn(k) having 1 on the (i, j)-position
and 0 elsewhere. The set of all such eij ’s is a basis of M(ρ, k). Now we present M(ρ, k) as an
algebra of endomorphisms.
Proposition 2.2. Let F = (V, (Vα)α∈C) be a ρ-flag. Then the algebra End(F) of endomorphisms
of F (with the map composition as multiplication) is isomorphic to M(ρ, k).
Proof. Let B be a basis of V as in Definition 2.1. We can choose some set of indices such that
B = (vi)1≤i≤n and for any α ∈ C the basis Bα of Vα is just {vi|i ∈ α}. If i, j ∈ {1, . . . , n}, then
iρj if and only if i ∈ α and j ∈ β for some α, β ∈ C with α ≤ β; in this case let Eij ∈ End(F)
be defined by Eij(vt) = δjtvi for any t (δij is Kronecker’s delta). Then it is easy to see that
EijEpq = δjpEiq for any i, j, p, q and {Eij | iρj} is a basis of End(F). Hence the linear map
Eij 7→ eij for any i, j with iρj, is an algebra isomorphism between End(F) and M(ρ, k). 
We associate with ρ another useful combinatorial object. Let Γ = (Γ0,Γ1) be the graph
whose set Γ0 of vertices is the set C of equivalence classes. The set Γ1 of arrows is constructed
as follows: if α, β ∈ C, there is an arrow a from α to β (we write s(a) = α, t(a) = β) if α < β
and there is no γ ∈ C with α < γ < β. Clearly, if α, β ∈ C, then α ≤ β if and only if there is a
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path in Γ starting from α and ending at β (recall that paths of length zero are just vertices of
Γ). We denote by Γu the undirected graph obtained from Γ when we forget the orientation of
arrows.
3. The lattice of End(F)-submodules of V
Let F = (Vα)α∈C be a ρ-flag on the space V . The aim of this section is to describe the lattice
LEnd(F)(V ) of submodules of the End(F)-module V , where the action of End(F) on V is just
the restriction of the usual End(V )-action on V . We also determine the automorphisms of this
lattice.
If D is a subset of C, we denote by VD =
∑
α∈D
Vα. By convention V∅ = 0.
Proposition 3.1. The End(F)-submodules of V are the subspaces of the form VD, where D is
a subset of C.
Proof. Since VD =
∑
α∈D
Vα =
n∑
i=1
{Vi | there exists α ∈ D such that iˆ ≤ α}, and Epqvi = δq,ivp
for any p, q with pˆ ≤ qˆ, and any i, it is clear that VD is an End(F)-submodule of V .
Conversely, let X be an End(F)-submodule of V . If v =
∑n
i=1 aivi ∈ X − {0}, and ai0 6= 0
for some i0, then for any j with ĵ ≤ î0 we have Eji0v = ai0vj , so vj ∈ X, thus Vî0 ⊂ X. If
D = {î0 | there exists v =
∑n
i=1 aivi ∈ X−{0} with ai0 6= 0}, we obtain that VD =
∑
α∈D
Vα ⊂ X.
Obviously X ⊂ VD, so then X = VD.

Remark 3.2. If D ⊂ C and Dmax is the set of maximal elements of D (with respect to the partial
order of C), it is clear that VD = VDmax. As Dmax is an antichain in C (i.e. a subset of C whose
any two different elements are not comparable with respect to ≤), and for any antichain D we
have Dmax = D, we conclude that the End(F)-submodules of V are VD with D an antichain in
C.
If we denote by A(C) the set of all antichains of C, we have a bijection between A(C) and
LEnd(F)(V ), given by D 7→ VD. Its inverse is X 7→ Dmax, where D is a subset of C such that
X = VD. This bijection induces a lattice structure on A(C) from the lattice LEnd(F)(V ). Since
for D, E ∈ A(C) we have
VD ∩ VE =
∑
α∈C
{Vα |there exist β1 ∈ D, β2 ∈ E such that α ≤ β1 and α ≤ β2}
and
VD + VE = VD∪E ,
we see that the infimum and the supremum in A(C) are given by
D ∧ E = {α ∈ C |there exist β1 ∈ D, β2 ∈ E such that α ≤ β1 and α ≤ β2}max,
D ∨ E = (D ∪ E)max
for any D, E ∈ A(C). Note that (D ∪ E)max may be strictly contained in D ∪ E, since D ∪ E is
not necessarily an antichain.
The partial order relation on A(C) is
D ≤ E ⇐⇒ VD ⊂ VE ⇐⇒ for any α ∈ D there exists β ∈ E such that α ≤ β.
5Note that this is not the inclusion, thus A(C) is not in general a sub-poset of the power set
(P(C),⊆).
The next result describes the automorphisms of the lattice A(C).
Proposition 3.3. If g is an automorphism of the poset (C,≤), then the map fg : A(C) −→ A(C),
fg(D) = g(D) = {g(α) | α ∈ D} is an automorphism of the lattice A(C). Moreover, for any
lattice automorphism f of A(C) there exists an automorphism g of the poset (C,≤) such that
f = fg.
Proof. It is straightforward to check the first part. Now let f be a lattice automorphism of A(C).
Let L0(C) be the set of all minimal elements of C, L1(C) be the set of all minimal elements of
C \ L0(C) (or equivalently, elements of height 1 in C) and recurrently we define Lh(C) for any
h, as the set of all minimal elements of C \ (L0(C) ∪ · · · ∪ Lh−1(C)) (or equivalently, elements of
height h in C).
The set L0 of minimal elements of A(C) consists of all singletons {α}, with α ∈ L0(C). As f
is a lattice automorphism, we have f(L0) = L0, and this induces a bijection g0 : L0(C) −→ L0(C).
We note that g0 (or f |L0) uniquely determines the value of f at any non-empty D ⊂ L0.
Next A(C) \ P(L0) is a poset with the order inherited from A(C), such that for any two
elements their supremum exists. Moreover, f induces by restriction an isomorphism of posets
f : A(C) \ P(L0) −→ A(C) \ P(L0) (there is no harm if we also denote it by f), such that
f(x ∨ y) = f(x) ∨ f(y) for any x, y. The set L1 of minimal elements of A(C) \ P(L0) consists
of all singletons {α}, where α is minimal in C \ L0(C), i. e. α ∈ L1(C). Since f(L1) = L1, f
induces a bijection g1 : L1(C) −→ L1(C), and g0 and g1 uniquely determine the value of f at any
antichain D with D ⊂ L0(C) ∪ L1(C).
We continue recurrently, by considering for any h the set Lh of minimal elements in A(C) \
P(L0∪· · ·∪Lh−1). This consists of all singletons {α}, where α ∈ Lh(C). As above, f induces an
automorphism of the poset A(C) \P(L0 ∪ · · · ∪Lh−1), hence a bijection gh : Lh(C) −→ Lh(C). As⋃
h
Lh(C) = C, the coproduct (i.e. disjoint union) g of all gh’s is an automorphism of the poset
C, and it is clear that f = fg. 
4. Isomorphisms between endomorphism algebras of flags
We consider the set
Aut0(C,≤) = {g ∈ Aut(C,≤) | mα = mg(α) for any α ∈ C},
which is a subgroup of Aut(C). For any g ∈ Aut0(C) we define a bijection
g˜ : {1, . . . , n} → {1, . . . , n} as follows: if α = {i1, . . . , ir} with i1 < . . . < ir, and
g(α) = {j1, . . . , jr} with j1 < . . . < jr, then g˜(i1) = j1, . . . , g˜(ir) = jr. If g, h ∈ Aut0(C), we
clearly have h˜g = h˜g˜, thus g 7→ g˜ is an embedding of Aut0(C) into the symmetric group Sn.
If A ∈Mn(k), let A
g ∈Mn(k) be the matrix whose (i, j)-entry is the (i, g˜(j))-entry of A, and
let gA ∈ Mn(k) be the matrix whose (i, j)-entry is the (g˜(i), j)-entry of A. If g, h ∈ Aut0(C),
then
(Ag)h = Agh, h(gA) = ghA, (gA)h = g(Ah)
for any A ∈Mn(k). Also
(AB)g = ABg, g(AB) = (gA)B, (Ag)B = A(g
−1
B)
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for any A,B ∈Mn(k) and any g ∈ Aut0(C). It follows that if A is invertible, then so is A
g, and
its inverse is g(A−1).
Let T = {(aij)iρj ⊂ k
∗ | aijajr = air for any i, j, r with iρj, jρr}. Using the terminology of
Section 5, T can be identified with the set of transitive k∗-valued functions on ρ. Multiplication
on positions (i.e. pointwise multiplication of functions) makes T a group.
Let F be a ρ-flag on the space V , and F ′ be a ρ-flag on the space V ′. We keep the notation
of Section 2 for F , the basis of V , and the associated Eij’s. Thus we fix a basis (vi)i of V such
that {vi | iˆ ≤ α} is a basis of Vα, and similarly a basis (v
′
i)i of V
′ such that {v′i | iˆ ≤ α} is a
basis of V ′α for any α; let (E
′
ij)iρj be the basis of End(F
′) associated with (v′i)i.
Define
F : U(M(ρ, k)) ×Aut0(C)× T −→ Isoalg(End(F),End(F
′))
as follows. If A ∈ U(M(ρ, k)), g ∈ Aut0(C) and (aij)iρj ∈ T , let (wi)1≤i≤n be the basis of V
′
defined by
(. . . , wi, . . .) = (. . . , v
′
i, . . .) A
g.
Then for any i, j with iρj let Fij ∈ End(V
′) be such that Fij(wj) = aijwi for any iρj, and
Fij(wr) = 0 for any r 6= j. Clearly FijFjr = Fir for iρj, jρr.
Lemma 4.1. With the above notation, let A = (λpq)p,q and A
−1 = (λpq)p,q. Then
Fij = aij
∑
sρg˜(i)
g˜(j)ρt
λsg˜(i)λg˜(j)tE
′
st.
In particular Fij ∈ End(F
′).
Proof. Since (. . . , v′i, . . .) = (. . . , wi, . . .)(A
g)−1 = (. . . , wi, . . .)
g(A−1), we see that v′t =∑
p
λg˜(p)twp for any t. Then
Fij(v
′
t) =
∑
p
λg˜(p)tFij(wp)
= aijλg˜(j)twi
= aij
∑
s
λg˜(j)tλsg˜(i)v
′
s.
The coefficient of v′s in the last sum may be non-zero only if sˆ ≤
̂˜g(i) = g(ˆi) and g(jˆ) = ̂˜g(j) ≤ tˆ,
thus it is zero unless sˆ ≤ tˆ. This shows that Fij = aij
∑
sρg˜(i)
g˜(j)ρt
λsg˜(i)λg˜(j)tE
′
st.

Now define F (A, g, (aij)iρj) = ϕ, where ϕ : End(F) −→ End(F
′) is the linear map such that
ϕ(Eij) = Fij for any iρj. Clearly ϕ is an algebra isomorphism.
Proposition 4.2. F is surjective.
Proof. Let ϕ : End(F) −→ End(F ′) be an algebra isomorphism. Denote Fij = ϕ(Eij) for any i, j
with iρj. Then (Fij)iρj is a basis of End(F
′), FijFjr = Fir for any i, j, r with iρj and jρr, and
(Fii)i is a complete set of orthogonal idempotents of End(F
′).
7It is easy to see that V ′ =
n⊕
i=1
Qi, where Qi = ImFii 6= 0, so dim Qi = 1 for any i. Choose
some non-zero wi ∈ Qi for any i. Then (wi)i is a basis of V
′. Since Fij = ϕ(Eij) 6= 0, Fij(Qr) =
FijFrr(V
′) = 0 for any r 6= j, and Fij(Qj) = FiiFij(Qj) ⊂ Qi, we see that Fij(wj) = aijwi for
some aij ∈ k
∗. Since FijFjr = Fir, we must have aijajr = air for any i, j, r with iρj and jρr. In
particular, aii = 1 for any i.
Let γ : V −→ V ′ be the linear isomorphism such that γ(vi) = wi for any i. Regard V as a left
End(F)-module, and V ′ as a left End(F ′)-module with the usual action of the endomorphism
algebra. If iρj we have
γ(Eijvt) = γ(δjtvi) = δjtwi, and
Fijγ(vt) = Fijwt = δjtaijwi
for any t. We get
(1) ϕ(Eij)γ(vt) = aijγ(Eijvt) for any iρj and any t.
Thus in general γ is not a ϕ-isomorphism, the obstruction being the scalars aij . However, γ
is a ϕ′-isomorphism for a deformation ϕ′ of ϕ. Indeed, the linear map θ : End(F) −→ End(F)
defined by θ(Eij) = a
−1
ij Eij for any iρj, is an algebra automorphism, and (1) shows that
(2) γ(Eijvt) = (ϕθ)(Eij)γ(vt) for any iρj, and any t.
Thus γ is a ϕ′-isomorphism, where ϕ′ = ϕθ : End(F) −→ End(F ′) is also an algebra isomorphism.
Then the lattice of End(F)-submodules of V is isomorphic to the lattice of End(F ′)-submodules
of V ′ via the map
γ : LEnd(F)(V ) −→ LEnd(F ′)(V
′),
γ(X) = γ(X) for any End(F)-submodule X of V.
By Remark 3.2, there is an isomorphism of lattices Φ : LEnd(F)(V ) −→ A(C), given by Φ(X) =
Dmax, where X = VD; its inverse is Φ
−1(D) = VD for any D ∈ A(C). Similarly, there is an
isomorphism of lattices Φ′ : LEnd(F ′)(V
′) −→ A(C). Let f : A(C) −→ A(C) be the isomorphism of
lattices such that the diagram
LEnd(F)(V )
Φ ∼

γ
∼
// LEnd(F ′)(V
′)
Φ′∼

A(C)
f
// A(C)
is commutative. By Proposition 3.3, f = fg for some automorphism g of the poset (C,≤). Then
for any α ∈ C
γ(Vα) = γ(Vα)
= (Φ′−1fgΦ)(Vα)
= (Φ′−1fg)({α})
= Φ′−1({g(α)})
= V ′g(α).
This shows that dim Vα = dim V
′
g(α) = dim Vg(α) for any α ∈ C. Since dim Vα =
∑
β≤α
mβ, we see
by induction on the length of α that mα = mg(α) for any α ∈ C, so g ∈ Aut0(C).
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Let M be the matrix of γ in the bases (vi)i and (v
′
i)i. Since γ(Vα) = V
′
g(α), M may have
non-zero entries only on positions (i, j) with iˆ ≤ g(jˆ), i.e. on blocks (α, β) with α ≤ g(β). We
see that A =Mg
−1
∈M(ρ, k) and M = Ag. Moreover, A is invertible and A−1 = g
−1
(M−1).
Now we have ϕ = F (A, g, (aij)iρj), and this ends the proof.

We consider the relation ≈ on U(M(ρ, k)) × Aut0(C) × T defined by (A, g, (aij)iρj) ≈
(B,h, (bij)iρj) if and only if g = h and there exist d1, ..., dn ∈ k
∗ such that aijb
−1
ij = did
−1
j
for any iρj, and Bg = Ag diag(d1, . . . , dn) (or equivalently AB
−1 = g
−1
(D−1)g
−1
where
D = diag(d1, . . . , dn)); here diag(d1, . . . , dn) denotes the diagonal matrix with diagonal en-
tries d1, . . . , dn. This is clearly an equivalence relation.
Theorem 4.3. With the above notation, F (A, g, (aij)iρj) = F (B,h, (bij)iρj) if and only if
(A, g, (aij)iρj) ≈ (B,h, (bij)iρj). Thus F induces a bijection
F :
U(M(ρ, k)) ×Aut0(C)× T
≈
−→ Isoalg(End(F),End(F
′)).
Proof. Denote F (A, g, (aij)iρj) = ϕ and F (B,h, (bij)iρj) = ψ. Thus ϕ(Eij) = Fij , where
Fij(wj) = aijwi; here (. . . , wi, . . .) = (. . . , u
′
i, . . .)A
g. Also ψ(Eij) = F
′
ij , where F
′
ij(w
′
j) = bijw
′
i
and (. . . , w′i, . . .) = (. . . , u
′
i, . . .)B
h. Since ϕ = ψ, then Fij = F
′
ij for any iρj. Now
ImFij =< wj > and ImF
′
ij =< w
′
j >, so we must have w
′
j = djwj for some dj ∈ k
∗, for any j.
Thus (. . . , w′i, . . .) = (. . . , wi, . . .)diag(d1, . . . , dn), showing that B
h = Ag diag(d1, . . . , dn).
The (α, β)-block of Bh may be non-zero only if α ≤ h(β), and the (h(β), β)-block of Bh is non-
zero (since the (β, β)-block of B is non-zero). Similarly, the (α, β)-block of Ag may be non-zero
only if α ≤ g(β); the same holds for Ag diag(d1, ..., dn). Since B
h = Ag diag(d1, ..., dn), the
(h(β), β)-block of Ag must be non-zero, so then h(β) ≤ g(β). Similarly, since the (g(β), β)-block
of Ag is a non-zero, we obtain that g(β) ≤ h(β). Thus g = h.
On the other hand, F ′ij(wj) = F
′
ij(d
−1
j w
′
j) = d
−1
j bijw
′
i = did
−1
j bijwi, so Fij = F
′
ij requires
aij = did
−1
j bij for any iρj. We conclude that (A, g, (aij)iρj) ≈ (B,h, (bij)iρj).
Conversely, the above computations show that the F ′ij ’s associated to each of the two triples
are the same. 
Let us fix some notation. If G and A are groups, a right action of G on A is a mapping
A × G −→ A, (a, g) 7→ a · g, such that (ab) · g = (a · g)(b · g) and (a · g) · h = a · (gh) for any
a, b ∈ A, g, h ∈ G. This is equivalent to giving a group morphism ϕ : G −→ Aut(A), where the
multiplication of Aut(A) is the opposite map composition. Indeed, one can take ϕ(g)(a) = a · g.
In this case, the right crossed product G ⋉ A is the cartesian product G × A of sets, with
multiplication (h ⋉ b)(g ⋉ a) = hg ⋉ (b · g)a for any g, h ∈ G, a, b ∈ A; here we denote the pair
(g, a) by g ⋉ a. The group Aut0(C) acts to the right on T by (aij)iρj · g = (ag˜(i)g˜(j))iρj , thus we
can form a right crossed product Aut0(C)⋉ T .
Similarly, a left action of G on A is a mapping G × A −→ A, (g, a) 7→ g · a, such that
g · (ab) = (g · a)(g · b) and g · (h · a) = (gh) · a; this is the same with giving a group morphism
G −→ Aut(A), where this time the multiplication of Aut(A) is just the map composition. The
left crossed product A⋊G is the set A×G with the multiplication (a⋊ g)(b⋊h) = a(g · b)⋊ gh.
Now if G⋉ A is a right crossed product, and B is a group, then a left G⋉ A-action on B is
a pair consisting of a left G-action on B and a left A-action on B, such that
(3) a · (g · x) = g · ((a · g) · x) for any a ∈ A, g ∈ G, x ∈ B.
9The action of G ⋉ A on B is (g ⋉ a) · x = g · (a · x). Indeed, this easily follows from the
fact that A, respectively G, embeds into G ⋉ A by a 7→ 1 ⋉ a, respectively g 7→ g ⋉ 1, and
(1⋉ a)(g ⋉ 1) = g ⋉ (a · g) = (g ⋉ 1)(1⋉ (a · g)).
For later use (in Section 7), we note that if G ⋉ A is a right crossed product, and B is just
a set, then a right action of G ⋉ A on B is a pair consisting of a right action of G on B and a
right action of A on B satisfying the compatibility condition
(4) (x · a) · g = (x · g) · (a · g) for any x ∈ B, a ∈ A, g ∈ G.
Also for later use, we mention that if A⋊G is a left semidirect product, and both A and G
act to the right on a set B, then x · (a ⋊ g) = (x · a) · g defines a right action of A ⋊ G on B,
provided that
(5) (x · g) · a = (x · (g · a)) · g for any x ∈ B, a ∈ A, g ∈ G.
We use some of these facts in the following particular situation. The group T acts to the left
on the group U(M(ρ, k)) as follows: if (aij)iρj ∈ T and A = (αij)1≤i,j≤n ∈ U(M(ρ, k)), then
(aij)iρj · A is the matrix whose (i, j)-spot is αijaij if iρj, and 0 elsewhere.
We note that (aij)iρj ·A ∈ U(M(ρ, k)), its inverse being just (aij)iρj ·A
−1. The group Aut0(C)
also acts to the left on U(M(ρ, k)) by g · A = g
−1
Ag
−1
. The two actions are compatible in the
sense of (3), since
(6) (aij)iρj ·
g−1
A
g−1 = g
−1
((ag˜(i)g˜(j))iρj · A)
g−1
for any (aij)iρj ∈ T and g ∈ Aut0(C). Indeed, if A = (αij)1≤i,j≤n, it is easy to check that both
sides in (6) have aijαg˜−1(i)g˜−1(j) on the (i, j)-spot for any iρj.
We obtain that Aut0(C) ⋉ T acts to the left on U(M(ρ, k)) by
(g ⋉ (aij)iρj) ·A =
g−1((aij)iρj ·A)
g−1 ,
and we can form the left crossed product U(M(ρ, k))⋊(Aut0(C)⋉T ). Its multiplication is given
by
(7) (B ⋊ (h⋉ (bij)iρj)) · (A⋊ (g ⋉ (aij)iρj)) = (B
h−1((bij)iρj ·A)
h−1)⋊ (hg ⋉ (bg˜(i)g˜(j)aij)iρj).
Now if we apply the construction of the map F to the case where F ′ = F , we obtain a surjective
map
F : U(M(ρ, k)) ⋊ (Aut0(C)⋉ T ) −→ Aut(End(F)).
Theorem 4.4. F is a morphism of groups, and it induces a group isomorphism
U(M(ρ, k)) ⋊ (Aut0(C)⋉ T )
D
≃ Aut(End(F)),
where D = {diag(d1, . . . , dn)⋊ (Id⋉ (d
−1
i dj)iρj) | d1, . . . , dn ∈ k
∗}.
Proof. Let ϕ = F (A ⋊ (g ⋉ (aij)iρj)), where A = (λij)i,j; denote A
−1 = (λij)i,j . Let also
ψ = F (B ⋊ (h⋉ (bij)iρj)), with B = (µij)i,j and B
−1 = (µij)i,j. We will show that
(8) ψϕ = F ( (B ⋊ (h⋉ (bij)iρj)) · (A⋊ (g ⋉ (aij)iρj)) )
and this will prove that F is a group morphism. We know that
ϕ(Eij) = aij
∑
sρg˜(i)
g˜(j)ρt
λsg˜(i)λg˜(j)tEst,
10 F. BES¸LEAGA˘ AND S. DA˘SCA˘LESCU
so then
ψϕ(Eij) = aij
∑
sρg˜(i)
g˜(j)ρt
λsg˜(i)λg˜(j)tψ(Est)
= aij
∑
sρg˜(i)
g˜(j)ρt
∑
pρh˜(s)
h˜(t)ρq
bstλsg˜(i)λg˜(j)tµph˜(s)µh˜(t)qEpq
= aij
∑
pρh˜g˜(i)
h˜g˜(j)ρq
∑
h˜−1(p)ρsρg˜(i)
g˜(j)ρtρh˜−1(q)
bsg˜(i)bg˜(i)g˜(j)bg˜(j)tλsg˜(i)λg˜(j)tµph˜(s)µh˜(t)qEpq
= aijbg˜(i)g˜(j)
∑
pρh˜g˜(i)
h˜g˜(j)ρq
(
∑
h˜−1(p)ρsρg˜(i)
µph˜(s)bsg˜(i)λsg˜(i))(
∑
g˜(j)ρtρh˜−1(q)
bg˜(j)tλg˜(j)tµh˜(t)q)Epq.
But the first bracket in the last row above is the product of the p-th row in Bh and the i-th
column in ((bij)iρj ·A)
g, thus it is the (p, i)-position in the matrix Bh((bij)iρj ·A)
g, or equivalently,
the (p, h˜g(i))-position in
(Bh((bij)iρj ·A)
g)(hg)
−1
= Bh((bij)iρj ·A)
h−1 = B h
−1
((bij)iρj · A)
h−1 .
Denote B h
−1
((bij)iρj · A)
h−1 = (νij)i,j , and the inverse of this matrix by (νij)i,j. A similar
argument shows that the second bracket above is just ν
h˜g˜(j)q. Then
ψϕ(Eij) = aijbg˜(i)g˜(j)
∑
pρh˜g˜(i)
h˜g˜(j)ρq
νph˜g˜(i)ν h˜g˜(j)qEpq,
showing that ψϕ = F (B h
−1
((bij)iρj ·A)
h−1
⋊ (hg⋉ (bg˜(i)g˜(j)aij)iρj)), which using (7) is just (8).
Now z = A ⋊ (g ⋉ (aij)iρj) is in the kernel of F if and only if it is equivalent (via ≈) to the
identity element. In view of Theorem 4.3, this is the same with z ∈ D. 
Now we explain how the description of the automorphism group of M(ρ, k) given in [5] can
be deduced from Theorem 4.4. We recall a few basic things about semidirect products. We
first note that if a group G acts to the right on a group A, with action denoted by a · g for
a ∈ A and g ∈ G, then there is also a left action of G on A, defined by g · a = a · g−1, and
the associated right and left semidirect products are isomorphic. Indeed, φ : A ⋊ G → G ⋉ A,
φ(a⋊ g) = g⋉ (g−1 ·a), is a group isomorphism, with inverse φ−1(g⋉a) = a · g−1⋊ g. Secondly,
if we have a double semidirect product B⋊ (A⋊G), then the left action of A⋊G on B induces
(via the usual embeddings of A and G) left actions of A and G on B. Moreover, G acts to the
left on the group B ⋊A by g · (x⋊ a) = g · x⋊ g · a for any g ∈ G,x ∈ B, a ∈ A, and the map
γ : B ⋊ (A ⋊ G) → (B ⋊ A) ⋊ G, γ(x ⋊ (a ⋊ g)) = (x ⋊ a) ⋊ g, is an isomorphism of groups.
Finally, if A⋊G is a left semidirect product, and N is a normal subgroup of A which is invariant
to the action of G, then N ⋊ 1 is a normal subgroup of A ⋊ G and A⋊G
N⋊G
≃ A
N
⋊ G, where the
action of G on A
N
is the one induced by the action of G on A.
Using these remarks, we see that
U(M(ρ, k)) ⋊ (Aut0(C) ⋉ T ) ≃ U(M(ρ, k)) ⋊ (T ⋊Aut0(C))
≃ (U(M(ρ, k)) ⋊ T )⋊Aut0(C)
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and in the third double semidirect product the action of Aut0(C) on U(M(ρ, k))⋊ T is given by
g · (A⋊ (aij)iρj) =
g−1Ag
−1
⋊ (aij)iρj · g
−1.
The image of D through these isomorphisms in (U(M(ρ, k)) ⋊ T )⋊Aut0(C) is D0 ⋊ 1, where
D0 = {diag(d1, . . . , dn)⋊ (d
−1
i dj)iρj | d1, . . . , dn ∈ k
∗}.
ClearlyD0 is a normal subgroup in U(M(ρ, k))⋊T , sinceD is a normal subgroup of U(M(ρ, k))⋊
(Aut0(C) ⋉ T ), and it is easy to check that D0 is invariant under the action of Aut0(C). Thus
we obtain that
U(M(ρ, k)) ⋊ (Aut0(C) ⋉ T )
D
≃
(U(M(ρ, k)) ⋊ T )⋊Aut0(C)
D0 ⋊ 1
≃
U(M(ρ, k)) ⋊ T
D0
⋊Aut0(C).
Following [5], we consider an undirected graph ∆, whose vertices are all elements i ∈ {1, . . . , n}
such that the equivalence class iˆ is not an isolated point in the poset (C,≤); we say that α ∈ C
is an isolated point if any of α ≤ β and β ≤ α implies that β = α. If i and j are vertices of ∆,
there is an edge connecting i and j if and only if iˆ and jˆ are not equal, but they are in relation
≤ (in any possible way). If ∆1, . . . ,∆z are the connected components of ∆, choose a tree Tℓ in
each ∆ℓ (note that there are several possible such choices). Now let G be the subgroup of T
consisting of all (aij)iρj ’s for which aij = 1 whenever iρj and i, j are vertices of ∆, joined by an
edge of some Tℓ, or when both i and j lie in an isolated equivalence class in C.
Also, let I be the group of inner automorphisms of M(ρ, k), i.e. I = {CA |A ∈ U(M(ρ, k))},
where CA(X) = AXA
−1 for any X ∈ M(ρ, k). Then there is a left action of G on I given by
(aij)iρj · CA = C(aij)iρj ·A. We prove that
(9)
U(M(ρ, k)) ⋊ T
D0
≃ I ⋊ G
and this will show that
Aut(M(ρ, k)) ≃
U(M(ρ, k)) ⋊ (Aut0(C)⋉ T )
D
≃ (I ⋊ G)⋊Aut0(C),
thus recovering the description of the automorphism group of the structural matrix algebra given
in [5].
For proving (9), define
Ψ : I ⋊ G →
U(M(ρ, k)) ⋊ T
D0
, Ψ(CA ⋊ (aij)iρj) = A⋊ (aij)iρj ,
where y denotes the class of y modulo D0. We note that Ψ is well defined since CA = CB if and
only if A−1B lies in the center ofM(ρ, k), and this is the set of diagonal matrices constant on all
ith diagonal positions with iˆ in the same connected component of C. Then B = Adiag(d1, . . . , dn)
for such a central diagonal matrix diag(d1, . . . , dn). Since d
−1
i dj = 1 for any iρj, we have that
diag(d1, . . . , dn) ⋊ (1)iρj ∈ D0. But B ⋊ (aij)iρj = (diag(d1, . . . , dn) ⋊ (1)iρj)(A ⋊ (aij)iρj), so
B ⋊ (aij)iρj = A⋊ (aij)iρj .
We show that Ψ is injective. Indeed, if Ψ(CA ⋊ (aij)iρj) is trivial, then A = diag(d1, . . . , dn)
and aij = d
−1
i dj for any iρj, where d1, . . . , dn are some non-zero scalars. Since aij = 1 for any
i, j joined by an edge of some Tℓ, and Tℓ is a tree, we see that di must be the same when i runs
through the vertices of a fixed ∆ℓ. Also, aij = 1 for i, j in the same isolated equivalence class
α ∈ C, so di is constant for i in such a class. We conclude that A is a central element, so CA is
the identity, and all aij ’s with iρj are equal to 1.
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To prove that Ψ is surjective, it is enough to show that for any A⋊ (aij)iρj ∈ U(M(ρ, k))⋊ T
there exists B ⋊ (bij)iρj ∈ I ⋊ G with A⋊ (aij)iρj = B ⋊ (bij)iρj . We first show that there are
d1, . . . , dn ∈ k
∗ such that aij = did
−1
j for any i, j joined by an edge of some Tℓ, and also for
any i, j in the same isolated equivalence class. Indeed, for the tree Tℓ we can fix some vertex
i0, set di0 = 1, and then define di for any other vertex in Tℓ by induction on the distance from
i0 to i in the tree Tℓ, using at each step the desired condition aij = did
−1
j . For an isolated
equivalence class, say {i1, . . . , ip}, set dip = 1, and ai1,ip = di1 , . . . , aip−1,ip = dip−1 . Then
air ,is = air ,ipaip,is = air ,ipa
−1
is,ip
= dird
−1
is
. Now
(diag(d1, . . . , dn)⋊ (d
−1
i dj)iρj)(A⋊ (aij)iρj) = diag(d1, . . . , dn)((d
−1
i dj)iρj ·A)⋊ (d
−1
i djaij)iρj
and (d−1i djaij)iρj ∈ G, so we are done.
5. Graded flags and associated gradings of matrices
Let G be a group. A G-graded vector space is a vector space V with a decomposition
V =
⊕
g∈G
Vg, where each Vg is a subspace. The elements of
⋃
g∈G
Vg are called the homogeneous
elements of V . Each v ∈ V is uniquely written as v =
∑
g∈G
vg, vg ∈ Vg.
Definition 5.1. A G-graded ρ-flag is a ρ-flag (V, (Vα)α∈C) such that V is a G-graded vector
space, and the basis B from Definition 2.1 consists of homogeneous elements.
If F = (V, (Vα)α∈C) and F
′ = (V ′, (V ′α)α∈C) are G-graded ρ-flags, then a morphism of graded
flags from F to F ′ is a morphism f : V → V ′ of ρ-flags, which is also a morphism of graded
vector spaces.
Note that in a graded flag any Vα is a graded vector subspace, as it has a basis of homogeneous
elements.
If F = (V, (Vα)α∈C) is a G-graded ρ-flag and σ ∈ G, define
End(F)σ = {f ∈ End(F) | f(Vg) ⊆ Vσg for any g ∈ G}.
Proposition 5.2. End(F) =
⊕
σ∈G
End(F)σ, and this decomposition makes End(F) a G-graded
algebra.
Proof. It is clear that End(F)σ can be non-zero only for σ ∈ (supp V ) · (supp V )
−1, where
supp V = {g ∈ G | Vg 6= 0}. Thus only finitely many End(F)σ are nonzero.
In order to see that
∑
σ∈G
End(F)σ is a direct sum, choose some f
σ ∈ End(F)σ for each σ ∈ G.
If
∑
σ∈G
fσ = 0, then 0 = (
∑
σ∈G
fσ)(Vg) =
∑
σ∈G
fσ(Vg) for any g ∈ G. Since f
σ(Vg) ⊂ Vσg, this
shows that fσ(Vg) = 0 for any σ and any g, and we get that f
σ = 0 for any σ.
Now let f ∈ End(F). For any σ ∈ G define the linear maps fσ : V −→ V such that (fσ)(vg) =
f(v)σg for any g ∈ G, vg ∈ Vg. Then
fσ(Vα) =
∑
g∈G
fσ((Vα)g) ⊂
∑
g∈G
f(Vα)σg ⊂ Vα
for any α ∈ C, so fσ ∈ End(F)σ. Moreover, it is clear that f =
∑
σ∈G
fσ, so End(F) =
⊕
σ∈G
End(F)σ .
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Obviously, End(F)σEnd(F)τ ⊂ End(F)στ for any σ, τ ∈ G, so End(F) is a G-graded algebra.

We will denote by END(F) the algebra End(F), regarded with the G-grading defined in
Proposition 5.2. This grading transfers via the isomorphism defined in the proof of Proposition
2.2 to a G-grading on the structural matrix algebra M(ρ, k). If g1, . . . , gn are the degrees of the
basis elements v1, . . . , vn, then each matrix unit eij with iρj is a homogeneous element of degree
gig
−1
j in this grading.
Definition 5.3. A G-grading on the algebra M(ρ, k) is called a good grading if eij is a homo-
geneous element for any i, j with iρj.
Gradings on M(ρ, k) arising from graded flags are good gradings. We note that giving a
good G-grading on M(ρ, k) is equivalent to giving a family (uij)iρj of elements of G such that
uijujr = uir for any i, j, r with iρj and jρr. If we regard this family as a function u : ρ → G,
defined by u(i, j) = uij for any i, j with iρj, then u is just a transitive function on ρ with values
in G, in the terminology of [8].
Examples of a transitive functions on ρ can be obtained as follows. Let g1, . . . , gn ∈ G, and
let uij = gig
−1
j for any i, j with iρj. Then (uij)iρj is a transitive function on ρ. A transitive
function on ρ is called trivial if it is obtained in this way. Clearly, the good G-gradings
corresponding to trivial transitive functions on ρ are precisely the gradings obtained from
graded flags as above. It is an interesting question whether all good gradings arise from graded
flags, or equivalently
Question. Let ρ be a preorder relation. Is it true that for any group G all transitive
functions u : ρ→ G are trivial?
Several variations of the above questions can be formulated, for example to determine for a
fixed ρ all groups G such that any transitive function on ρ with values in G is trivial.
The following shows that the problem posed in the question above reduces to answering it
for the associated poset (C,≤). We also give an equivalent formulation involving the associated
graph Γ. The equivalence between (1) and (2) in the next Proposition was proved in [8].
Proposition 5.4. Let G be a group. The following are equivalent:
(1) Any transitive function u : ρ→ G is trivial.
(2) Any transitive function w :≤→ G is trivial, where ≤ is the partial order on C.
(3) For any function v : Γ1 → G such that v(a1) . . . v(ar) = v(b1) . . . v(bs) for any paths a1 . . . ar
and b1 . . . bs in Γ with s(a1) = s(b1) and t(ar) = t(bs), there exists a function f : Γ0 → G such
that v(a) = f(s(a))f(t(a))−1 for any a ∈ Γ1.
Proof. Denote C = {α1, ..., αh} and pick i1 ∈ α1, ..., ih ∈ αh.
(1)⇒(2) Let w :≤→ G be a transitive function. Then u : ρ → G defined by u(i, j) = w(ˆi, jˆ)
for any i, j with iρj, is a transitive function, so there exists a function f : {1, . . . , n} → G such
that u(i, j) = f(i)f(j)−1 for any i, j with iρj. Now define f : C → G, f(αq) = f(iq) for any
1 ≤ q ≤ h. Then if αq ≤ αp, we have w(αq, αp) = u(iq, ip) = f(iq)f(ip)
−1 = f(αq)f(αp)
−1, so w
is trivial.
(2)⇒(3) Let v : Γ1 → G be as in (3). Define w :≤→ G as follows. If α < β, let a1 . . . ar be
a path in Γ starting at α and ending at β; we define w(α, β) = v(a1) . . . v(ar), and we note
that the definition does not depend on the path, taking into account the property satisfied by
v. We also define w(α,α) = e, the neutral element of G, for any α ∈ C. Then w is a transitive
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function, so there exists f : C → G such that w(α, β) = f(α)f(β)−1 for any α ≤ β. In particular
v(a) = f(s(a))f(t(a))−1 for any a ∈ Γ1.
(3)⇒(1) Let u : ρ → G be a transitive function. Define v : Γ1 −→ G as follows: if a ∈ Γ1 with
s(a) = αp, t(a) = αq, then v(a) = u(ip, iq). If a1 . . . ar and b1 . . . bs are paths in Γ with s(a1) =
s(b1) = αp and t(ar) = t(bs) = αq, it is clear that v(a1) . . . v(ar) = v(b1) . . . v(bs) = u(ip, iq).
Then there exist z1, ..., zn ∈ G such that v(a) = zpz
−1
q for any arrow a with s(a) = αp, t(a) = αq,
1 ≤ p, q ≤ h.
Now define the family (gi)1≤i≤n of elements of G by gi = u(i, ip)zp for any i, where p is such
that i ∈ αp (note that u(i, ip) makes sense since i, ip ∈ αp). Then if i and j are such that iρj,
let i ∈ αp, j ∈ αq. We know that gi = u(i, ip)zp, gj = u(j, iq)zq and u(ip, iq) = zpz
−1
q . Then
u(i, j) = u(i, ip)u(ip, iq)u(iq, j)
= giz
−1
p zpz
−1
q u(j, iq)
−1
= giz
−1
q zqg
−1
j
= gig
−1
j .

The next result gives an easy way to check whether a function v as in Proposition 5.4 (3)
arises from a function f : Γ0 → G, by looking at the cycles of the undirected graph associated
with Γ. We consider the graph Γ˜, constructed from Γ by ’doubling the arrows’. It has the same
vertices as Γ thus Γ˜0 = Γ0. For any arrow a ∈ Γ1 from α to β, we consider an arrow a˜ from β
to α, and define Γ˜1 = Γ1 ∪ {a˜ | a ∈ Γ1}. If G is a group and v : Γ1 → G is a function, we denote
by v˜ : Γ˜1 → G the function whose restriction to Γ1 is v, and such that v˜(a˜) = v(a)
−1 for any
a ∈ Γ1.
Proposition 5.5. Let G be a group, and let v : Γ1 −→ G such that v(a1) . . . v(ar) = v(b1) . . . v(bs)
for any paths a1 . . . ar and b1 . . . bs in Γ with s(a1) = s(b1) and t(ar) = t(bs). Then the following
are equivalent.
(1) There exists a function f : Γ0 → G such that v(a) = f(s(a))f(t(a))
−1 for any a ∈ Γ1.
(2) For any cycle z1...zm in Γ˜, with z1, ..., zm ∈ Γ˜1 (this corresponds to a cycle in the undirected
graph Γu associated with Γ) one has v˜(z1) . . . v˜(zm) = 1.
Proof. (1)⇒(2) For any a ∈ Γ1 starting from α and ending at β, we have v˜(a) = v(a) =
f(α)f(β)−1 and v˜(a˜) = f(β)f(α)−1. Thus v˜(z) = f(s(z))f(t(z))−1 for any z ∈ Γ˜1. Now it is
clear that v˜(z1) ... v˜(zm) = 1 for any cycle z1 ... zm in Γ˜.
(2)⇒(1) We construct a function f : Γ0 −→ G satisfying the desired property. It is clear that we
can reduce to the case where Γ is connected (and putting together the functions constructed for
the connected components). Choose some ω ∈ Γ0 and take f(ω) be an arbitrary element of G. If
α ∈ Γ0, let z1 . . . zd be a path from α to ω in Γ˜. Define f(α) = v˜(z1) . . . v˜(zd)f(ω); this does not
depend on the path z1 . . . zd, since for another path y1 . . . yh from α to ω, z1 . . . zdy
−1
h . . . y
−1
1 is a
cycle in Γ˜, where y−1 denotes the arrow opposite to y (thus a−1 = a˜, and a˜−1 = a for any a ∈ Γ1).
It is clear that v˜(y−1) = v˜(y)−1 for any y ∈ Γ˜1. Then v˜(z1) . . . v˜(zd)v˜(y
−1
h ) . . . v˜(y
−1
1 ) = 1, so
v˜(z1) . . . v˜(zd) = v˜(y1) . . . v˜(yh). Now if a ∈ Γ1 is an arrow from α to β, let z1 ... zd be a path from
β to ω in Γ˜. Then f(β) = v˜(z1) ... v˜(zd)f(ω), and f(α) = v˜(a)v˜(z1) ... v˜(zd)f(ω) = v˜(a)f(β) =
v(a)f(β), so v(a) = f(α)f(β)−1. 
Let F (Γ) be the free group generated by the set Γ1 of arrows of Γ. Let A(Γ) be the subgroup
of F (Γ) generated by all elements of the form a1 . . . arb
−1
p . . . b
−1
1 , where a1 . . . ar and b1 . . . bp are
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two paths (in Γ) starting from the same vertex and terminating at the same vertex. We also
consider the subgroup B(Γ) of F (Γ) generated by all elements of the form a1a
ε2
2 . . . a
εm
m , where
a1, . . . , am are arrows forming in this order a cycle in the undirected graph obtained from Γ when
omitting the direction of arrows, and εi = 1 if ai is in the direction of the directed cycle given
by a1, and εi = −1 otherwise. Clearly A(Γ) ⊆ B(Γ), since any generator of A(Γ) lies in B(Γ).
Now we can give an answer to the question posed above in terms of these groups. We recall
that for a group X and a subgroup Y of X, the normal closure Y N of Y is the smallest normal
subgroup of X containing Y . The elements of Y N are all products of conjugates of elements of
Y .
Proposition 5.6. With notation as above, the following are equivalent.
(1) For any group G, any transitive function u : ρ→ G is trivial.
(2) A(Γ)N = B(Γ)N .
(3) Any generator b of B(Γ) can be written in the form b = g1x1g
−1
1 . . . gmxmg
−1
m for some
positive integer m, some g1, . . . , gm ∈ F (Γ) and some x1, . . . , xm among the generators in the
construction of A(Γ).
Proof. By Propositions 5.4 and 5.5, (1) is equivalent to the fact that for any group G and any
group morphism f : F (Γ)→ G such that f(A(Γ)) = 1, we also have f(B(Γ)) = 1. Indeed, giving
a function v : Γ1 → G is the same with giving a group morphism f : F (Γ) → G; moreover, v
satisfies v(a1) . . . v(ar) = v(b1) . . . v(bs) for any paths a1 . . . ar and b1 . . . bs in Γ with s(a1) = s(b1)
and t(ar) = t(bs), if and only if f(A(Γ)) = 1. On the other hand, such a v is trivial if and only
if f(B(Γ)) = 1.
Now if (1) holds, then the projection F (Γ) → F (Γ)/A(Γ)N is trivial on A(Γ), so it must be
trivial on B(Γ). This shows that B(Γ) ⊆ A(Γ)N , or A(Γ)N = B(Γ)N . Conversely, if (2) holds,
then any group morphism f : F (Γ) → G which is trivial on A(Γ) is also trivial on A(Γ)N , and
then also on B(Γ), so (1) holds.
The equivalence between (2) and (3) follows from the description of the normal closure of a
subgroup, and the fact that the given set of generators of A(Γ) is closed under inverse. 
Example 5.7. Assume that ρ is a preorder relation such that the associated graph Γ is of the
form
m•
m−1•
am−1
<<①①①①①①①①
•m+1
bp+1
bb❋❋❋❋❋❋❋❋
2• •m+p
1•
a1
bb❊❊❊❊❊❊❊❊❊ b1
<<②②②②②②②②②
for some integers m ≥ 3 and p ≥ 1. Thus there are two paths from 1 to m, these are a1 . . . am−1
and b1 . . . bp+1. Then for any group G, any transitive function u : ρ → G is trivial. Indeed,
if v is a function as in Proposition 5.5, then v(a1) . . . v(am−1) = v(b1) . . . v(bp+1), and then
the condition in (2) of the mentioned Proposition is obviously satisfied, as it is clear that the
associated undirected graph has just one cycle.
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Alternatively, A(Γ) is the cyclic group generated by x = a1 . . . am−1b
−1
p+1 . . . b
−1
1 , while the
generators of B(Γ) are all conjugates of x or x−1. For example, a2 . . . am−1b
−1
p+1 . . . b
−1
1 a1 =
a−11 xa1. Thus A(Γ)
N = B(Γ)N .
Example 5.8. Assume that ρ is a preorder relation such that the associated graph Γ is of the
form
•
⑦⑦
⑦⑦
⑦⑦
⑦
•
❅
❅❅
❅❅
❅❅
• •
•
__❅❅❅❅❅❅❅
•
??⑦⑦⑦⑦⑦⑦⑦
Thus the un-directed graph Γu associated to Γ is cyclic, and in Γ there are at least two vertices
where both adjacent arrows terminate (equivalently, Γu is cyclic and Γ is not of the type in
Example 5.7). Then for any non-trivial group G, there exist transitive functions u : ρ → G
that are not trivial. Indeed, it is enough to show that the condition (3) in Proposition 5.4
does not hold. Since Γ does not have two different paths starting from the same vertex and
ending at the same vertex, we only have to see that not any function v : Γ1 → G is given by
v(a) = f(s(a))f(t(a))−1, a ∈ Γ1, for some function f : Γ0 → G. This is clear, for instance we
can take v to be the identity of G on all but one arrows.
We note that A(Γ) is trivial, since there are no two different paths starting from the same
vertex and terminating at the same vertex. On the other hand, B(Γ) is not trivial, since Γu has
a cycle.
The simplest example of such a graph is
•
⑦⑦
⑦⑦
⑦⑦
⑦
❅
❅❅
❅❅
❅❅
• •
•
__❅❅❅❅❅❅❅
??⑦⑦⑦⑦⑦⑦⑦
and the corresponding structural matrix algebra, whose not all good gradings arise from graded
flags, is 

k 0 k k
0 k k k
0 0 k 0
0 0 0 k

 .
Example 5.9. If we construct a graph ∆ by taking a graph Γ as in Example 5.8, adding a vertex
v, and adding an arrow from each vertex in Γ where both adjacent arrows terminate to v, as in
the picture below
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v•
•
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
•
❅
❅❅
❅❅
❅❅
•
AA
•
hh
•
``❇❇❇❇❇❇❇❇
•
??⑦⑦⑦⑦⑦⑦⑦
then all transitive functions (on the corresponding preordered set) are trivial. For simplicity, we
explain this in the case where ∆ is
•
•
a
⑦⑦
⑦⑦
⑦⑦
⑦
b
❅
❅❅
❅❅
❅❅
•
x
KK
•
y
nn
•
c
__❅❅❅❅❅❅❅ d
??⑦⑦⑦⑦⑦⑦⑦
but the argument is the same in general. In this case, A(∆) is generated by g = axy−1b−1 and
h = cxy−1d−1, while B(∆) is generated by certain conjugates of g and h (as explained in Example
5.8), ac−1db−1, and certain conjugates of the latter. But ac−1db−1 = g(db−1)−1h−1(db−1),
showing that A(∆)N = B(∆)N .
6. Isomorphisms between graded endomorphism algebras
If V = ⊕g∈GVg is a G-graded vector space, then for any σ ∈ G the right σ-suspension of V
is the G-graded vector space V (σ) which is just V as a vector space, with the grading shifted
by σ as follows: V (σ)g = Vgσ for any g ∈ G. Also, the left σ-suspension of V , denoted by
(σ)V , is the vector space V with the grading given by ((σ)V )g = Vσg. For any σ, τ ∈ G one has
(V (σ))(τ) = V (τσ), (σ)((τ)V ) = (τσ)V and ((σ)V )(τ) = (σ)(V (τ)). The fact that there are
two types of suspensions for a graded vector space V can be explained by the fact that V is an
object in the category of left graded modules, and also an object in the category of right graded
modules over the algebra k, regarded with the trivial G-grading. Then V (σ) and (σ)V are just
the suspensions when V is regarded in these categories.
If V and W are G-graded vector spaces and σ ∈ G, we say that a linear map f : V → W is
a morphism of left degree σ if f(Vg) ⊆ Wσg for any g ∈ G; this means that f is a morphism
of graded vector spaces when regarded as f : V → (σ)W . Similarly, f is a morphism of right
degree σ if f(Vg) ⊆Wgσ for any g ∈ G.
If F = (V, (Vα)α∈C) is a G-graded ρ-flag and σ ∈ G, then the right suspension of F is
F(σ) = (V (σ), (Vα)α∈C), and the left suspension of F is (σ)F = ((σ)V, (Vα)α∈C). It is clear that
END(F)σ is just the space of morphisms of graded flags from F to (σ)F .
Let F = (V, (Vα)α∈C) be a G-graded ρ-flag, with a homogeneous basis B =
⋃
α∈C
Bα of V
providing the flag structure.
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Let C = C1 ∪ . . . ∪ Cq be the decomposition of C in disjoint connected components; these
correspond to the connected components of the undirected graph Γu. For each 1 ≤ t ≤ q, let ρt
be the preorder relation on the set
⋃
α∈Ct
α, by restricting ρ.
If V t =
∑
α∈Ct
Vα, then F
t = (V t, (Vα)α∈Ct) is a G-graded ρt-flag with basis
⋃
α∈Ct
Bα. Obviously,
V =
⊕
1≤t≤q
V t. In a formal way we can write F = F1 ⊕ . . .⊕ Fq, where F is a G-graded ρ-flag,
and F t is a G-graded ρt-flag for each 1 ≤ t ≤ q.
Definition 6.1. Let ρ and µ be isomorphic preorder relations (i.e. the preordered sets on which
ρ and µ are defined are isomorphic). Let C and D be the posets associated with ρ and µ, and
let g : C → D be an isomorphism of posets. We say that a ρ-flag F = (V, (Vα)α∈C)) is g-
isomorphic to a µ-flag G = (W, (Wβ)β∈D)) if there is a linear isomorphism u : V →W such that
u(Vα) =Wg(α) for any α ∈ C. If F and G are G-graded flags, we say that they are g-isomorphic
as graded flags if there is such an u which is a morphism of graded vector spaces.
Lemma 6.2. With notation as in Definition 6.1, if the G-graded flags F and G are g-isomorphic,
then END(F) and END(G) are isomorphic as G-graded algebras.
Proof. If u : V →W is a g-isomorphism between the graded flags F and G, then Φ : END(F)→
END(G), Φ(φ) = uφu−1 is an isomorphism of G-graded algebras. 
Now we will consider another G-graded ρ-flag F ′ = (V ′, (V ′α)α∈C). As we did for F , we also
have V ′ =
⊕
1≤t≤q
V ′t and F ′ = F ′1⊕ . . .⊕F ′q, where F ′t is a G-graded ρt-flag for each 1 ≤ t ≤ q.
Theorem 6.3. Let F = (V, (Vα)α∈C) and F
′ = (V ′, (V ′α)α∈C) be G-graded ρ-flags. Then the
following assertions are equivalent:
(1) END(F) and END(F ′) are isomorphic as G-graded algebras.
(2) There exist g ∈ Aut0(C), σ1, . . . , σq ∈ G and a g-isomorphism γ : V → V
′ between the
(ungraded) ρ-flags F and F ′, such that γ
|V ′g(t)
|V t : V
t → V ′g(t) is a linear isomorphism of left
degree σt for any 1 ≤ t ≤ q, where g ∈ Sq is the permutation induced by g, i.e. g(C
t) = Cg(t).
(3) There exists a permutation τ ∈ Sq, an isomorphism gt : C
t → Cτ(t) for each 1 ≤ t ≤ q, and
σ1, . . . , σq ∈ G, such that F
t(σt) is gt-isomorphic to F
′τ(t) for any 1 ≤ t ≤ q.
Proof. (1)⇒(2) Let φ : END(F) → END(F ′) be an isomorphism of G-graded algebras. We
follow the line of proof of Proposition 4.2 and its notation, adding the additional information
related to the graded structure. Let gi = deg vi for any i. Then Eij is a homogeneous element
of degree gig
−1
j of END(F), and Fij = φ(Eij) also has degree gig
−1
j in END(F
′).
Now Qi = ImFii is a graded subspace of V
′, V ′ =
⊕
1≤i≤n
Qi and each Qi is 1-dimensional. For
each i pick wi ∈ Qi \ {0}, which is a homogeneous element. Then for any i, j with iρj we have
Fij(wj) = aijwi for some aij ∈ k
∗, and aijajr = air for any i, j, r with iρj and jρr.
Since (Fij)
|Qi
|Qj
: Qj → Qi is a linear isomorphism of degree gig
−1
j (with inverse (Fji)
|Qj
|Qi
: Qi →
Qj), we obtain that Qi ≃ (gjg
−1
i )Qj ≃ (g
−1
i )(gj)Qj for any i, j with iρj, so then (gi)Qi ≃ (gj)Qj
as graded vector spaces. This implies that (gi)Qi has the same isomorphism type for all i ∈ α
with α lying in a connected component of C.
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On the other hand, if Ri = kvi for any i, then (gi)Ri and (gj)Rj are isomorphic graded
vector spaces for any i, j. Then there are σ1, . . . , σq ∈ G such that for any 1 ≤ t ≤ q we have
Qi ≃ Ri(σt) for any i ∈ α with α ∈ C
t. Indeed, fix some t and pick α0 ∈ C
t and i0 ∈ α0. Since
Qi0 and Ri0 are 1-dimensional graded vector spaces, there exists σt ∈ G such that Qi0(σt) ≃ Ri0 .
Then for any α ∈ Ct and any i ∈ α one has
Qi(σt) ≃ ((gi0g
−1
i )Qi0)(σt) = (gi0g
−1
i )(Qi0(σt)) ≃ (gi0g
−1
i )Ri0 ≃ Ri
Thus we obtain that
(10) deg vi = (degwi)σt for any i ∈ α with α ∈ C
t
As in the proof of Proposition 4.2, the linear map γ : V → V ′ with γ(vi) = wi for any i, is
a φ′-isomorphism for a certain algebra isomorphism φ′ : END(F) → END(F ′), and then there
exists g ∈ Aut0(C) with γ(Vα) = V
′
g(α) for any α ∈ C. By (10), γ|V t is a linear morphism of left
degree σt, and we are done.
(2)⇒(3) Take τ = g, and let gt : C
t → Cτ(t) be the restriction and corestriction of g for each
t. Then the restriction and corestriction of γ to V t and V ′τ(t) gives a gt-isomorphism of graded
flags F t(σt) ≃ F
′τ(t).
(3)⇒(1) It is clear that END(F) ≃ END(F1)× . . .×END(Fq) and END(F ′) ≃ END(F ′1)×
. . .×END(F ′q) as G-graded algebras. By Lemma 6.2, we see that END(F t(σt)) ≃ END(F
′τ(t))
for any 1 ≤ t ≤ q. As it is obvious that END(F t(σt)) = END(F
t), we get END(F t) ≃
END(F ′τ(t)) for any 1 ≤ t ≤ q. We conclude that END(F) ≃ END(F ′). 
7. Classification of gradings arising from graded flags
The aim of this section is to classify G-gradings on M(ρ, k) arising from graded flags by the
orbits of a certain group action. We keep all the notations of Section 6. We first consider three
group actions on the set Gn.
• Aut0(C) acts to the right on G
n by
(hi)1≤i≤n ← g = (hg˜(i))1≤i≤n
for any (hi)1≤i≤n ∈ G
n and g ∈ Aut0(C).
• Gq acts to the right on Gn by
(hi)1≤i≤n ← (σt)1≤t≤q = (h
′
i)1≤i≤n
where for each i we define h′i = hiσp, where p is such that iˆ ∈ C
p.
• For each α ∈ C let S(α) be the symmetric group of α (regarded as a subset of {1, . . . , n}.
We consider the group
∏
α∈C S(α), which is a Young subgroup of Sn (isomorphic to
∏
α∈C Smα).
Then
∏
α∈C S(α) acts to the right on G
n by
(hi)1≤i≤n ← (ψα)α∈C = (h
′
i)1≤i≤n
with h′i defined by h
′
i = hψα(i), where α = iˆ, for each i.
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Now there is a right action of the group Aut0(C) on the group G
q defined by
(σt)1≤t≤q ← g = (στ(t))1≤t≤q
where τ ∈ Sq is the permutation induced by g. Then we have a right semidirect product
Aut0(C) ⋉G
q. Moreover, the compatibility condition (4) holds for these actions, i.e.
(11) ((hi)1≤i≤n ← (σt)1≤t≤q)← g = ((hi)1≤i≤n ← g)← ((σt)1≤t≤q ← g)
Indeed, it is easy to see that both sides of equation (11) have on the ith position hg˜(i)στ(p),
where p is such that iˆ ∈ Cp. We conclude that Aut0(C)⋉G
q acts to the right on the set Gn by
(hi)1≤i≤n ← (g ⋉ (σt)1≤t≤q) = ((hi)1≤i≤n ← g)← (σt)1≤t≤q
On the other hand, it is straightforward to check that Aut0(C) acts to the left on the group∏
α∈C S(α) by g → (ψα)α∈C = (ψ
′
α)α∈C , where for any α ∈ C, ψ
′
α is defined by
ψ′α(i) = g˜(ψg−1(α)(g˜
−1(i)))
for any i ∈ α. Moreover, one can check that
(12) ((hi)1≤i≤n ← g)← (ψα)α∈C = ((hi)1≤i≤n ← (g → (ψα)α∈C))← g
The left action of Aut0(C) on
∏
α∈C S(α) induces a left action of Aut0(C)⋉G
q on
∏
α∈C S(α),
with 1⋉Gq acting trivially on
∏
α∈C S(α), and then we can consider the left semidirect product∏
α∈C S(α) ⋊ (Aut0(C)⋉G
q).
The right actions of
∏
α∈C S(α) and G
q on Gn commute, i.e.
(13) ((hi)1≤i≤n ← (ψα)α∈C)← (σt)1≤t≤q = ((hi)1≤i≤n ← (σt)1≤t≤q)← (ψα)α∈C
Indeed, it is easily checked that on the ith position of each side one finds the element hψα(i)σp,
where α = iˆ ∈ Cp. Now (12) and (13) show that the compatibility relation (5) is satisfied for
the right actions of Aut0(C)⋉G
q and
∏
α∈C S(α) on G
n. In conclusion, the group
∏
α∈C S(α)⋊
(Aut0(C)⋉G
q) acts to the right on the set Gn by
(hi)1≤i≤n ← ((ψα)α∈C ⋊ (g ⋉ (σt)1≤t≤q)) = (((hi)1≤i≤n ← (ψα)α∈C)← g)← (σt)1≤t≤q.
Now we can prove the following.
Theorem 7.1. The isomorphism types of G-gradings of the type END(F), where F is a G-graded
ρ-flag, are classified by the orbits of the right action of the group
∏
α∈C S(α) ⋊ (Aut0(C) ⋉ G
q)
on the set Gn.
Proof. We first need some simple remarks. If V and V ′ are G-graded vector spaces with homo-
geneous bases {v1, . . . , vn}, respectively {v
′
1, . . . , v
′
n}, then V and V
′ are isomorphic as G-graded
vector spaces if and only if dim Vg = dim V
′
g for any g ∈ G, and this is also equivalent to the
fact that the n-tuple (deg v1, . . . ,deg vn) of elements of G is obtained from (deg v
′
1, . . . ,deg v
′
n)
by a permutation.
Also, if σ ∈ G, then V (σ) ≃ V ′ if and only if ((deg v1)σ
−1, . . . , (deg vn)σ
−1) is obtained from
(deg v′1, . . . ,deg v
′
n) by a permutation; this follows from the fact that a homogeneous element of
degree g of V has degree gσ−1 in V (σ).
Let F be a ρ-flag with basis B = {v1, . . . , vn} as in Definition 2.1. A G-graded structure on F
is given by assigning arbitrary degrees h1, . . . , hn ∈ G to v1, . . . , vn. Thus G-graded structures
on F are given by elements (h1, . . . , hn) of G
n.
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Let F and F ′ be G-graded ρ-flags given by n-tuples (h1, . . . , hn) and (h
′
1, . . . , h
′
n) as above.
The homogeneous basis of V and V ′ are denoted by B =
⋃
α∈C
Bα and B
′ =
⋃
α∈C
B′α.
We show that END(F) ≃ END(F ′) as G-graded algebras if and only if (h1, . . . , hn) and
(h′1, . . . , h
′
n) are in the same orbit of G
n with respect to the right action of
∏
α∈C S(α)⋊(Aut0(C)⋉
Gq), and this will finish the proof.
By Theorem 6.3, END(F) ≃ END(F ′) if and only if there exists g ∈ Aut0(C) such that
F t(σt) is gt-isomorphic as a graded flag to F
′g(t) for any 1 ≤ t ≤ q, where g ∈ Sq is the
permutation such that for any t, g(Ct) = Cg(t), and gt : C
t → Cg(t) is the isomorphism of posets
induced by g via restriction and corestriction. Using the considerations above, we obtain that
END(F) ≃ END(F ′) if and only if there exists g ∈ Aut0(C) such that for each 1 ≤ t ≤ q and
any α ∈ Ct, the degrees of the elements of Bα multiplied to the right by σ
−1
t are obtained by a
permutation from the elements of B′
g(α). But this is equivalent to
((hi)1≤i≤n ← (σ
−1
t )1≤t≤q)← (ψα)α∈C = (h
′
i)1≤i≤n ← g
for some (ψα)α∈C ∈
∏
α∈C S(α). Since the right actions of G
q and
∏
α∈C S(α) on G
n commute,
this is the same with
(hi)1≤i≤n = (((h
′
i)1≤i≤n ← g)← (σt)1≤t≤q)← (ψ
−1
α )α∈C
which is the same to (hi)1≤i≤n and (h
′
i)1≤i≤n lying in the same orbit of the right action of∏
α∈C S(α) ⋊ (Aut0(C)⋉G
q) on Gn. 
Example 7.2. As particular cases of our results we obtain the following.
(1) Let A = Mn(k), the full matrix algebra. If G is a group, then the good G-gradings on A
are all isomorphic to gradings of the form END(V ), where V is a G-graded vector space of
dimension n. These gradings are classified by the orbits of the biaction of the groups Sn (by
usual permutations of the elements) and G (by right translations) on Gn. Indeed, in this case C
is a singleton, so obviously Aut0(C) is trivial. This result appears in [4].
(2) Let A be the algebra of upper block triangular matrices of type m1, . . . ,mr, where n =
m1 + . . . +mr. Then C is isomorphic to the poset {1, . . . , r} with the usual order, so any good
grading on A is of the type END(F), where F is a graded (usual) flag of signature (m1, . . . ,mr).
Again, Aut0(C) is trivial and C is connected, so the isomorphism types of good G-gradings on A
are classified by the orbits of the biaction of a Young subgroup Sm1× . . .×Smr (by permutations)
and G (by translations) on Gn. This result appears in [3].
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