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Abstract
The aim of this work is to further study the fractional bosonic string theory. In particular, we
wrote the energy-momentum tensor in the fractional conformal gauge and study their symmetries.
We introduced the Virasoro operators of all orders. In fact, we found the same L0(L˜0) operator
originally defined in the work of fractional bosonic string up to a shift transformation. Also, we
compute the algebra of our Fractional Virasoro Operators, finding that the satifies theWitt algebra.
Lastly, we showed that in the boundary of our theory we recover the lost conservation law associated
to τ -diffeomorphism, proving that we have Poincaré invariance at the boundary.
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I. INTRODUCTION
Fractional calculus has played and still plays an important role in several fields, with
tremendous applications in engineering and physics, chemistry, and biology. In particular,
the formulation of the Lagrange formalism within Riemann-Liouville fractional derivatives,
e.g. see for example [1–10] together with the study of variational problems with fractional
derivatives [11–15] opened an interesting playground to re-formulate certain well known
problems in physic, always in a context of classical field theory.
These new formalism led to the study of several works in the branch of gravity and
cosmology [16, 17]. In the discourse of re-formulation of well known theories, a natural and
fundamental question arise: can String Theory be re-developed in the context of fractional
variational problem? An affirmative answer was found in [18] with the introduction of
Fractional Bosonic Strings.
Fractional Bosonic Strings is formulated as a generalization of the Polyakov action in the
framework of fractional calculus. The concept of a fractional time-like parameter is intro-
duced which replaces the usual τ -parameter in the World Sheet (WS). Using the Riemann-
Liouville fractional integral we introduce a new measure in the usual WS action. This new
extra factor led to the breaking of the diffeomorphism invariance in the time direction, re-
ducing the number of symmetries in the theory. Although, highly non-linear equations of
motion were found, it was showed that in the fractional conformal gauge they were solvable.
The purpose of this work is to further study the solution found in [18]. In particular
filling the gaps in the previous work. We delve on topics such as the conserved currents
associated to the diffeomorphism invariance, computing explicitly the continuity equations.
Together with the introduction the Fractional Virasoro Operators.
The work is organized as follows: In Section II we reviewed the Fractional Bosonic
Strings [18]. We write the time-Fractional Polyakov action, together with the associated
equations of motion. We introduce the energy-momentum and we compute continuity equa-
tions with their respective Noether currents. We define the generalized light-cone coordinates,
where for a flat auxiliary metric on the WS reduces to the usual light-cone coordinates. Af-
ter properly discuss the energy-momentum tensor and the continuity equations, we move
on to write the solution of the equation of motions. In particular, we study the solution
of the embedding map X(τ, σ) for periodic boundary conditions in the fractional confor-
2
mal gauge. Subsequently in Section III, we give a proper definitions of the Hamiltonian
together with the operator performing rigid translations in the σ-direction Pσ. Leading us
to an uni-vocal representation, in the fractional conformal gauge, of the Fractional Virasoro
Operators of order p. Once with a proper definition of the Virasoro, we focus in Section
IV to the computation of the algebra satisfied by the α’s oscillators and by transitivity in
Section V the algebra satisfied by the Virasoro operators, which is in fact proven to satisfied
the Witt algebra. An interesting result is presented in Section VI, where it is shown that in
the boundary of the WS we recover the time diffeomorphism invariance. We regain the lost
homogeneous continuity equation associated to time diffeomorphism invariance, implying
that in the asymptotic limit we recover the symmetry. It is not surprising to find that in the
boundary of out theory we recover such symmetry. In fact, this is a well study process in
gravity and gauge theories called asymptotic symmetries, e.g. see [19–24]. Finally, we draw
our conclusion. Appendix B contains several properties of the function Emν (z) used during
the development of the work. In the Appendix C, we checked the conituity equation related
to σ-diffeomorphism invariance is satisfied. In the Appendix D the Poisson brackets of the
Fractional Virasoro Operators is explicit computed. Lastly as new interesting representation
of the Virasoro generators, we present in Appendix E the asymptotic form of the Fractional
Virasoro Operators and we computed their algebra.
II. REVIEW OF FRACTIONAL BOSONIC STRING
Let us begin by reviewing the Fractional Bosonic strings, briefly discussing the time-
fractional Polyakov action and the equation of motion. Then, proceed afterwards by com-
puting the energy-momentum tensor and the continuity equations. Finally, showing the
solution of the equation of motion in the fractional conformal gauge.
A. Time-fractional Polyakov action
The dynamic of a propagating string can be describe by the Polyakov action [25–29],
SP = − 1
4piα′
∫
Σ
d2σ
√−hhab(σ) ∂aX(σ) · ∂bX(σ) , (1)
where
X : Σ −→ R1,d−1 , σ : (τ, σ) 7→X(σ) = {Xµ(τ, σ) , µ = 0, 1, . . . , d− 1} . (2)
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A generalization of this action was introduced in the framework of fractional calculus [18],
where the fractional action is given by
Sα,β[h,X] = − 1
4piα′
∫
Σ
d2σ vα,β(σ)
√−hhab(σ) ∂aX(σ) · ∂bX(σ) , (3)
with the extra function vα,β(σ) coming from the Lebesgue-Stieltjes measure and 0 ≤ α, β ≤
1. In particular, we can choose the case in which
Σ = Σt = (−∞, t) × [0, 2pi] , vα,β(σ) = −∞vα,1(t; τ, σ) = (t− τ)
α−1
Γ(α)
, (4)
with 0 < α ≤ 1 and t ∈ R. Therefore, in this specific example we can write the time-
fractional Polyakov action as
Sα ≡ − 1
4piα′ Γ(α)
∫ 2pi
0
dσ
∫ t
−∞
(t− τ)α−1 dτ
[√−hhab(τ, σ) ∂aX(τ, σ) · ∂bX(τ, σ)] . (5)
In the limit where α→ 1 and t→ +∞ we can easily see that we recover the Polyakov action
(1). It also is clear that these limits do not commute, i.e. we must take the α-limit before
the t-limit, otherwise we encounter a divergence in the action.
It is important to notice that as in the usual bosonic string theory we could ask if there
exist other terms that one could add to (1). Our mainly discussion will be based on closed
strings propagating in Mikowski space with no other background fields, therefore following
the usual arguments given in [28] the only terms compatible with Poincarè invariance in
d-dimension and power counting renormalizability (with maximum two derivatives) of the
two-dimensional theory are in the fractional generalized case
S1,α ≡ λ1
Γ(α)
∫ 2pi
0
dσ
∫ t
−∞
(t− τ)α−1 dτ √−h ; (6)
S2,α ≡ λ2
2piΓ(α)
∫ 2pi
0
dσ
∫ t
−∞
(t− τ)α−1 dτ √−hR(2) , (7)
where λ1, λ2 ∈ R, and R(2) is the Ricci scalar associated the induce metric in the WS. The
first action (6) is the generalization of the cosmological constant term and the second action
(7) is the generalization of the Gauss-Bonnet term. The addition of both terms to the
Polyakov action breaks Weyl invariance and change the equation of motion for the induced
metric hab, then being inconsistent with the result presented in [18]. From now on, we will
assume the vanishing of the cosmological constant (λ1 = 0) and λ2 = 0. The next step is to
review the computation of the equations of motion.
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B. Equations of motion
As in every dynamical theory the equations of motion are found by taking the variation
of the action and setting it to zero with suitable boundary conditions. Taking the variation
of the action (3) with respect to each field thereby, we find
δXSα = 0  ∂a
[
(t− τ)α−1√−hhab ∂bX
]
= 0 , (8)
δhSα = 0  ∂aX · ∂bX − 1
2
hab h
cd ∂cX · ∂dX = 0 . (9)
If we define the energy-momentum tensor of the WS theory in the usual way, i.e.
Tab ≡ − 4pi√−h
δSα[h,X]
δhab
=
(t− τ)α−1
α′ Γ(α)
[
∂aX · ∂bX − 1
2
hab h
cd ∂cX · ∂dX
]
, (10)
and defining the improved d’Alembert operator α as
αφ ≡ 1
(t− τ)α−1√−h ∂a
[
(t− τ)α−1√−hhab ∂bφ
]
, (11)
then Eq. (8) and (9) read,
Tab = 0 , (12)
αX = 0 . (13)
Through the use of our symmetries we can reduce the degrees of freedom (d.o.f.) of the
auxiliary metric hab. It is well known that in 2 dimension the metric hab has 3 d.o.f, using the
reparametrization in the σ-direction and by means of the Weyl invariance, we can remove
two of them. This leaves us with only one d.o.f for the metric. Therefore, we can choose the
fractional conformal gauge and write
hab =
 −1 0
0 [f 2(τ, σ)]α−1
 , (14)
with f(τ, σ) an arbitrary function and in the limit α→ 1, we recover the usual flat metric.
Making use of metric (14) the equations of motion can be written as
(α− 1)f 2α−2
[
f˙
f
− 1
t− τ
]
X˙ + (α− 1) f
′
f
X ′ −X ′′ + f 2α−2 X¨ = 0 , (15)
||fα−1 X˙ ±X ′||2 = 0 , (16)
where the prime represents the derivative with respect to σ, the dot is understood as the
derivative with respect to τ and ||a||2 := a · a.
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C. Energy-momentum tensor
In the fractional conformal gauge, we already saw that the auxiliary metric can be written
as in (14). Therefore, the non-zero Christoffel symbols are given by
Γ011 = (α− 1)
f˙
f
f 2α−2 ; Γ101 = (α− 1)
f˙
f
; Γ111 = (α− 1)
f ′
f
, (17)
where for f(τ, σ) = 1, we recover the trivial result of a flat space Γabc = 0.
In general Noether theorem states that every symmetry of the action correspond to a
conservation law. In particular for diffeomorphism invariance the conservation law is given
by
∇aTab = 0 ⇒ ∂aTab − hacΓdcaTdb − hacΓdcbTda = 0 . (18)
In the case of the Fractional Bosonic String we have broken explicitly the diffeomorphism
invariance in the τ -direction. Therefore, we do not have all the conservation laws. In this
theory we have
∇aTa1 = 0 and ∇aTa0 = (1− α) ∂0
[
ln(t− τ)
]
T00 , (19)
where one can see that in the limit α→ 1 we restore the conservation law corresponding to
the τ -diffeomorphism invariance. For simplicity, we define
gα(τ, σ) ≡ (1− α) ∂0
[
ln(t− τ)
]
T00 . (20)
Using in the fractional conformal gauge the explicit expression of Tab (10), we can write
∇aTa1 = 0 ⇒ −∂0T01 + ∂1T00 − (α− 1) f˙
f
T01 = 0 ; (21)
∇aTa0 = gα(τ, σ) ⇒ −∂0T11 + ∂1T01 − (α− 1) f
′
f
T01 = f
2α−2 gα(τ, σ) . (22)
Here, we have used
T01 = T10 =
(t− τ)α−1
2α′ Γ(α)
(
2 X˙ ·X ′
)
; (23)
T00 = f
2−2αT11 =
(t− τ)α−1
2α′ Γ(α)
(
||X˙||2 + f 2−2α ||X ′||2
)
. (24)
For the later purpose it is useful to introduce the generalized light-cone coordinates :
dσ+ = dτ + fα−1 dσ , dσ+ = dτ − fα−1 dσ ⇒ ds2 = −dσ+dσ− .
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Therefore, we can define
T++ ≡ 1
2
(
fα−1 T00 + T01
)
and T−− ≡ 1
2
(
fα−1 T00 − T01
)
. (25)
In this new set of coordinates one can write
∂0 = ∂+ + ∂− and ∂1 = fα−1 (∂+ − ∂−) . (26)
For the case f(τ, σ) = 1 we go back to the usual light-cone coordinates and one can write
∂+T−− − ∂−T++ = 0 and ∂+T−− + ∂−T++ = (1− α)
2
∂0
[
ln(t− τ)
] (
T++ + T−−
)
.(27)
These equations will be used as an important cross-check for the consistency of our solution
in the case of f(τ, σ) = 1.
D. Solution of the equation of motion
It has been shown in [18], that for f(τ, σ) = 1, the embedding map of the string X(τ, σ)
can be expanded by
X(z, σ) = X0 −
√
2α′
z2ν
2ν
α0 − i
√
α′
2
∑
m 6=0
(αm
m
eimσ +
α˜m
m
e−imσ
)
Emν (z) . (28)
with z = t− τ , ν = 2− 2α, 1/2 ≤ ν < 1, α∗m = α−m and α˜∗m = α˜−m, ∀m ∈ Z. Here,
Emν (z) :=
√
pi |m|
2
zν
H
(1)
−ν (|m|z) , m ∈ Z− ,
H
(2)
−ν (|m|z) , m ∈ N ,
, (29)
which can be also written as
Emν (z) :=
√
pi |m|
2
zν
[
J−ν(|m|z)− i Sgn(m)Y−ν(|m|z)
]
. (30)
From Eq.(30) one can see that the complex conjugate is (Emν (z))∗ = E−mν (z). We already
mention that the limit to recover the usual bosonic strings is given by taking α → 1,
(similarly ν → 1/2) and t→∞. Therefore, It is useful to know
Em1/2(z) = e
−imz , Em−1/2(z) =
i Sgn(m)
z
e−imz , ∀m ∈ Z− {0}. (31)
Here, Sgn(m) is the sign function.
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The embedding map can be also written in an asymptotic representation form
X(z, σ) = X0 −
√
2α′
z2ν
2ν
α0 − i zν−1/2
√
α′
2
∑
m 6=0
e−i δν(m)
(αm
m
eimσ +
α˜m
m
e−imσ
)
e−imz.
(32)
when z  |ν2 − 1
4
|. Here, we have used the asymptotic representation of the Hankel func-
tions [31]
H(1)ν (z) ∼
√
2
piz
eiz e−i
pi
2
(ν− 1
2
) for −pi < arg z < 2pi ; (33)
H(2)ν (z) ∼
√
2
piz
e−iz ei
pi
2
(ν− 1
2
) for −pi < arg z < 2pi , (34)
which replaced in the function Emν (z) takes the form
Emν (z) ∼ zν−1/2 e−imz e−i δν(m) , Emν−1(z) ∼ i Sgn(m) zν−3/2 e−imz e−i δν(m) , (35)
with δν(m) = pi2Sgn(m)(ν − 12).
The corresponding derivatives of the embedding map X(τ, σ) are given by
X˙(z, σ) =
√
2α′ z2ν−1α0
−i z
√
α′
2
∑
m6=0
Sgn(m)
(
αm e
imσ + α˜m e
−imσ
)
Emν−1(z) ; (36)
X ′(z, σ) =
√
α′
2
∑
m6=0
(
αm e
imσ − α˜m e−imσ
)
Emν (z) . (37)
Here, we have used X˙ = −∂X
∂z
and
∂
∂z
Emν (z) = −m Sgn(m) z Emν−1(z). (38)
Also, we can define the following combinations
Eνm(z) ≡
z1/2−ν
2
[
Emν (z) + iz Sgn(m)E
m
ν−1(z)
]
, Eν0 (z) ≡
−zν−1/2
2
; (39)
E˜νm(z) ≡
z1/2−ν
2
[
Emν (z)− iz Sgn(m)Emν−1(z)
]
, E˜ν0 (z) ≡
zν−1/2
2
, (40)
where in the limit ν → 1/2, we have
E1/2m (z) = 0 , E
1/2
0 (z) = −
1
2
; (41)
E˜1/2m (z) = e
−imz , E˜1/20 (z) =
1
2
, (42)
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and in the asymptotic limit are given by
Eνm(z) ∼ 0 , Eν0 (z) =
−zν−1/2
2
; (43)
E˜νm(z) ∼ e−imz e−i δν(m) , E˜ν0 (z) =
zν−1/2
2
. (44)
Therefore, we can write
X˙ +X ′ = 2 ∂+X =
√
2α′ zν−1/2
∑
m∈Z
(
α˜mE˜
ν
m(z) e
−imσ −αmEνm(z) eimσ
)
; (45)
X˙ −X ′ = 2 ∂−X =
√
2α′ zν−1/2
∑
m∈Z
(
αmE˜
ν
m(z) e
imσ − α˜mEνm(z) e−imσ
)
. (46)
Using the asymptotic approximation we can simplify the above equations as
X˙ +X ′ =
√
2α′ zν−1/2
∑
m∈Z
`νm(z) α˜m e
−im(z+σ) ; (47)
X˙ −X ′ =
√
2α′ zν−1/2
∑
m∈Z
`νm(z)αm e
−im(z−σ) , (48)
where
`νm(z) = exp
[
− ipi
2
(
ν − 1
2
)(
Sgn(m) +
2i
pi
δ0,m ln(z)
)]
. (49)
Finally we can write T±± as
T++ =
z1−2ν
4α′ Γ(2− 2ν) ||X˙ +X
′||2 = z
1−2ν
4α′ Γ(2− 2ν)
(
||X˙||2 + ||X ′||2 + 2X˙ ·X
)
=
z1−2ν
α′ Γ(2− 2ν)
(
∂+X · ∂+X
)
(50)
T−− =
z1−2ν
4α′ Γ(2− 2ν) ||X˙ −X
′||2 = z
1−2ν
4α′ Γ(2− 2ν)
(
||X˙||2 + ||X ′||2 − 2X˙ ·X
)
=
z1−2ν
α′ Γ(2− 2ν)
(
∂−X · ∂−X
)
. (51)
which in terms of the series expansion are given by
T++ =
1
2 Γ(2− 2ν)
∑
n,m∈Z
(
Eνm(z)E
ν
n(z)αm ·αn ei(m+n)σ − Eνm(z) E˜νn(z)αm · α˜n ei(m−n)σ
−Eνn(z) E˜νm(z) α˜m ·αm e−i(m−n)σ + E˜νm(z) E˜νn(z) α˜m · α˜n e−i(m+n)σ
)
; (52)
T−− =
1
2 Γ(2− 2ν)
∑
n,m∈Z
(
E˜νm(z) E˜
ν
n(z)αm ·αn ei(m+n)σ − Eνm(z) E˜νn(z) α˜m ·αn e−i(m−n)σ
−Eνn(z) E˜νm(z)αm · α˜n ei(m−n)σ + Eνm(z)Eνn(z) α˜m · α˜n e−i(m+n)σ
)
, (53)
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where in the asymptotic limit can be written as
T++ =
1
2 Γ(2− 2ν)
∑
n,m∈Z
`νm(z) `
ν
n(z) α˜m · α˜n e−i(m+n)(z+σ) ; (54)
T−− =
1
2 Γ(2− 2ν)
∑
n,m∈Z
`νm(z) `
ν
n(z)αm ·αn e−i(m+n)(z−σ) . (55)
An important crossed check of our solution is to verify whether the energy momentum tensor
in Eq. (52) and (53) in fact satisfy the homogeneous equation in (19). This is indeed verified
in the Appendix C. The explicit forms of the energy momentum tensor will be used in the
next section to define the Fractional Virasoro Operators.
III. HAMILTONIAN, FRACTIONAL VIRASORO, AND σ-TRANSLATION OP-
ERATORS
In this section we want to review the computations of the Hamiltonian and the operator
making rigid translations along the σ-direction. Also we want to introduce the Fractional
Virasoro Operators.
The Hamiltonian is defined by
H(z) =
z1−2ν
4piα′ Γ(2− 2ν)
∫ 2pi
0
dσ
(
||X˙||2 + ||X ′||2
)
, (56)
which is equal to [ref]
H(z) =
1
2pi
∫ 2pi
0
dσ (T++ + T−−) ≡
[
L0(ν; z) + L˜0(ν; z)
]
. (57)
Here, we have
L0(ν; z) ≡ 1
4
∑
m∈Z
[αm ·α−m Gmν1(z) +αm · α˜m Gmν2(z)] , (58)
L˜0(ν; z) ≡ 1
4
∑
m∈Z
[α˜m · α˜−m Gmν1(z) + α˜m ·αm Gmν2(z)] , (59)
where we have used the fact that α0 = α˜0, and we have also defined G0ν1(z) =
2z2ν−1
Γ(2−2ν) ,
G0ν2(z) = 0, and for m 6= 0
Gmν1(z) ≡
z1−2ν
Γ(2− 2ν)
[
z2 Emν−1(z)E
−m
ν−1(z) + E
m
ν (z)E
−m
ν (z)
]
,
Gmν2(z) ≡
−z1−2ν
Γ(2− 2ν)
[
z2 Emν−1(z)E
m
ν−1(z) + E
m
ν (z)E
m
ν (z)
]
.
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Although this definition of the Virasoro operators of order zero seems natural is not unique.
We can always make the redefinitions
L0(ν; z)→ L0(ν; z) + a(z; ν) (60)
L˜0(ν; z)→ L˜0(ν; z)− a(z; ν) , (61)
and H(z) remain invariant. In order to uni-vocally define the L0 (L˜0), we not only need to
look at the Hamiltonian, we also need to take into consideration the operator making rigid
translation along the σ-direction, i.e. the operator Pσ satisfying
{Pσ , Xµ(τ, σ)}P.B. = −∂σXµ(τ, σ), (62)
where {· , ·}P.B. is the Poisson bracket. This is due to the fact that the constraints (16) in the
factional conformal gauge, form a closed algebra under the Poisson brackets but unlike the
case of bosonic string theory, the Virasoro operators are not constant in τ (or equivalently
in z). Taking this into consideration, we proceed to find Pσ. Using the canonical Poisson
Bracket
{Xµ(z, σ),Pτν(z, σ′)}P.B. = ηµν δ(σ − σ′) , (63)
with Pτν(z, σ′) = z
(1−2ν)
2piα′ Γ(2−2ν) X˙(z, σ
′), it is easy to check that the operator generating the
transformation (62) is given by
Pσ =
∫ 2pi
0
dσPτ (z, σ) ·X ′(z, σ). (64)
It is well known in bosonic string theory that the operator generating this translation is
exactly the same and its Fourier decomposition is given by
Pσ = L0 − L˜0 = 1
2
∑
n∈Z
(
α−n ·αn − α˜−n · α˜n
)
. (65)
In our theory, we have not broken the reparametrisation invariance along the σ-direction,
therefore we still have the conserved space-time momentum. Then, we might expect that as
in the usual bosonic string theory Pσ takes a similar form and do not depend on z. Making
the natural definition of the Virasoro operators of zero order in Eqs. (58) and (59) a wrong
definition. We then introduce the proper Fractional Virasoro Operators of order p as
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Definition III.1. Fractional Virasoro Operators of order p. The fractional Virasoro
operators are defined by
L˜p,ν(z) ≡ 1
2pi
∫ 2pi
0
dσ eipσ T++(z, σ) ; (66)
Lp,ν(z) ≡ 1
2pi
∫ 2pi
0
dσ e−ipσ T−−(z, σ) , (67)
where using the expansions (52) and (53) can be written as
L˜p,ν(z) =
1
2 Γ(2− 2ν)
∑
n∈Z
(
Eν−n−pE
ν
n α−n−p ·αn − Eνn−p E˜νn αn−p · α˜n − Eνn E˜νn+p α˜n+p ·αn
+ E˜νp−n E˜
ν
n α˜p−n · α˜n
)
; (68)
Lp,ν(z) =
1
2 Γ(2− 2ν)
∑
n∈Z
(
E˜νp−n E˜
ν
n αp−n ·αn − Eνn−p E˜νn α˜n−p ·αn − Eνn E˜νn+pαn+p · α˜n
+Eν−p−nE
ν
n α˜−p−n · α˜n
)
. (69)
As we clearly see these operators depend explicitly on z. Also notice that [Lp,ν(z)]
∗ =
L−p,ν(z) and
[
L˜p,ν(z)
]∗
= L˜−p,ν(z) keeping the Hermiticity of the theory still valid.
In order to verify that whether this definition is the correct one or not, we need to compute
Pσ and the Hamiltonian H(z). For p = 0, we have
L˜0,ν(z) =
1
2
[
L0(ν; z) + L˜0(ν; z)
]
−
∑
n 6=0
Gn0ν(z) [α−n ·αn − α˜−n · α˜n] ; (70)
L0,ν(z) =
1
2
[
L0(ν; z) + L˜0(ν; z)
]
+
∑
n 6=0
Gn0ν(z) [α−n ·αn − α˜−n · α˜n] , (71)
with
Gn0ν(z) =
i z2−2ν Sgn(n)
8 Γ(2− 2ν)
(
Enν (z)E
−n
ν−1(z)− E−nν (z)Enν−1(z)
)
.
In fact, using the relation (B5) in the Appendix B we have
L˜0,ν(z) =
1
2
[
L0(ν; z) + L˜0(ν; z)
]
− 1
4 Γ(2− 2ν)
∑
n6=0
(
α−n ·αn − α˜−n · α˜n
)
; (72)
L0,ν(z) =
1
2
[
L0(ν; z) + L˜0(ν; z)
]
+
1
4 Γ(2− 2ν)
∑
n6=0
(
α−n ·αn − α˜−n · α˜n
)
. (73)
Therefore, we see that the Hamiltonian is given by
H(z) =
[
L0(ν; z) + L˜0(ν; z)
]
=
[
L0,ν(z) + L˜0,ν(z)
]
. (74)
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In this new representation of the Virasoro operators the redefinitions (60) and (61) are still
valid but the operator generating this transformation is given by
Pσ =
∫ 2pi
0
dσPτ (z, σ) ·X ′(z, σ)
=
z1−2ν
4piα′ Γ(2− 2ν)
∫ 2pi
0
dσ
(
2 X˙ ·X ′
)
=
1
2pi
∫ 2pi
0
dσ (T++ − T−−) . (75)
Using the definition of L0,ν and L˜0,ν , Pσ can be written as
Pσ = L0,ν(z)− L˜0,ν(z) = 1
2 Γ(2− 2ν)
∑
n∈Z
(
α−n ·αn − α˜−n · α˜n
)
, (76)
where we have used the fact α0 = α˜0. Therefore with this new definition we clearly see
that Pσ takes exactly the same form, up to normalization factor for oscillator modes, of the
usual bosonic string theory as expected. Proving that this definition is the correct one. It
is worth notice that L˜p,ν(z) and Lp,ν(z) are independent. This fact is not completely clear
from Eqs. (68) and (69) but it will be explained in Sec.V.
IV. THE α(α˜)-OSCILLATOR ALGEBRA
In this section we focus on the computation of the algebra satified by the α and α˜
oscillators.
We know the canonical Poisson brackets are
{Xµ(z, σ), Xν(z, σ′)}P.B. = 0 ; {Pτµ(z, σ),Pτν(z, σ′)}P.B. = 0 ; (77)
{Xµ(z, σ),Pτν(z, σ′)}P.B. = ηµν δ(σ − σ′) , (78)
where the canonical conjugate momentum is given by
Pτ (z, σ) =
z1−2ν
2piα′ Γ(2− 2ν) X˙(z, σ) .
As we mentioned in Section III the total space-time momentum
p =
∫ 2pi
0
dσPτ (z, σ) =
√
2
α′
α0
Γ(2− 2ν) , (79)
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is conserved, as we clearly from the equation above. Using the momentum p, the embedding
map X(z, σ) and the canonical conjugate momentum Pτ (z, σ) can be written as
X(z, σ) = X0 − α
′ z2ν Γ(2− 2ν)
2ν
p− i
√
α′
2
∑
m 6=0
(αm
m
eimσ +
α˜m
m
e−imσ
)
Emν (z) ;
Pτ (z, σ) =
p
2pi
− iz
2−2ν
2pi
√
2α′ Γ(2− 2ν)
∑
n6=0
Sgn(n)
(
αn e
i n σ + α˜n e
−i n σ
)
Enν−1(z) .
Thus, replacing these expansions in the brackets and using the Dirac delta representation
δ(σ − σ′) = 1
2pi
∑
m∈Z
eim(σ−σ
′) ,
we find the following commutation relations:
1. Natural commutators
From the brackets in Eq. (77), we find the relations
{Xµ0 , α˜ρn}P.B. = {Xµ0 , αρn}P.B. = 0 ; {pµ, α˜ρn}P.B. = {pµ, αρn}P.B. = 0 . (80)
Together with the bracket
{αµm, α˜ρn}P.B. = 0 , ∀m,n ∈ Z− {0} , (81)
re-confirming that the α-oscillators are independent.
2. α’s commutators
From the canonical Poisson bracket (78), we have several cases:
• Case for order m = 0: {
Xµ0 −
α′ z Γ(2− 2ν)
2ν
pµ, pρ
}
P.B.
= ηµρ , (82)
where we can deduce the relation
{Xµ0 , pρ}P.B. = ηµρ . (83)
Thus, we find that Xµ0 and pµ, the center of mass position and the momentum, are
canonically conjugate, as expected.
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• In the case with only one sum we recover the same relations as in the natural commu-
tators case. Instead for the terms with double sums, we have
− z
2−2ν
2Γ(2− 2ν)
∑
m,n 6=0
Sgn(n)
m
Emν E
n
ν−1
(
{αµm, αρn}P.B. ei (mσ+nσ
′)+
+ {αµm, α˜ρn}P.B. ei (mσ−nσ
′) + {α˜µm, αρn}P.B. e−i (mσ−nσ
′) + {α˜µm, α˜ρn}P.B. e−i (mσ+nσ
′)
)
=
= ηµρ
∑
m 6=0
eim(σ−σ
′) .
We know that the oscillators are independent, therefore
− z
2−2ν
2Γ(2− 2ν)
∑
m,n 6=0
Sgn(n)
m
Emν E
n
ν−1
(
{αµm, αρn}P.B. ei (mσ+nσ
′) + {α˜µm, α˜ρn}P.B. e−i (mσ+nσ
′)
)
=
= ηµρ
∑
m6=0
eim(σ−σ
′) .
This relation is different from zero for m+ n = 0, finally writing
z2−2ν
2Γ(2− 2ν)
∑
m 6=0
Sgn(m)
m
(
Emν E
−m
ν−1 {αµm, αρ−m}P.B. + E−mν Emν−1 {α˜µ−m, α˜ρm}P.B.
)
eim(σ−σ
′) =
= ηµρ
∑
m 6=0
eim(σ−σ
′) . (84)
If we set
{αµm, αρ−m}P.B. = imΓ(2− 2ν) ηµρ , {α˜µ−m, α˜ρm}P.B. = −imΓ(2− 2ν) ηµρ ,
together with the relation (B5), the equation (84) is satisfy. Finally, we can write
{αµm, αρn}P.B. = im δm+n,0 Γ(2− 2ν) ηµρ , {α˜µm, α˜ρn}P.B. = im δm+n,0 Γ(2− 2ν) ηµρ
∀n,m ∈ Z .
This proves that up to a renormalization factor the modes α and α˜ satisfy two independent
harmonic oscillator algebra. In the next section we will make use of this relations for
computing the algebra that the Fractional Virasoro Operators satisfy.
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V. FRACTIONAL VIRASORO ALGEBRA
In this section we focus on the computation of the Poisson Brackets of the Fractional
Virasoro Operators defined in (68) and (69). It is useful to know first the following commu-
tators
{Lp,ν(z), αµm}P.B. = −im
[
E˜νp+m E˜
ν
−m α
µ
p+m − Eν−m−p E˜ν−m α˜µ−p−m
]
; (85)
{Lp,ν(z), α˜µm}P.B. = −im
[
Eνm−pE
ν
−m α˜
µ
m−p − Eν−m E˜νp−m αµp−m
]
; (86){
L˜p,ν(z), α˜
µ
m
}
P.B.
= −im
[
E˜νp+m E˜
ν
−m α˜
µ
p+m − Eν−m−p E˜ν−m αµ−p−m
]
; (87){
L˜p,ν(z), α
µ
m
}
P.B.
= −im
[
Eνm−pE
ν
−m α
µ
m−p − Eν−m E˜νp−m α˜µp−m
]
. (88)
The proof of these relations is as follows:
Proof.
{Lp,ν(z), αµm}P.B. =
1
2 Γ(2− 2ν)
∑
n∈Z
(
E˜νp−n E˜
ν
n {αp−n ·αn, αµm}P.B. − Eνn−p E˜νn {α˜n−p ·αn, αµm}P.B.
−Eνn E˜νn+p {αn+p · α˜n, αµm}P.B. + Eν−p−nEνn {α˜−p−n · α˜n, αµm}P.B.
)
=
1
2 Γ(2− 2ν)
∑
n∈Z
(
E˜νp−n E˜
ν
n {αp−n ·αn, αµm}P.B. − Eνn−p E˜νn α˜ρn−p {αρn, αµm}P.B.
−Eνn E˜νn+p
{
αρn+p, α
µ
m
}
P.B.
α˜ρn
)
. (89)
Here, we have used the independence of the oscillators α and α˜. Replacing the commutators
(85), we find
{Lp,ν(z), αµm}P.B. = −im
[
E˜νp+m E˜
ν
−m α
µ
p+m − Eν−m−p E˜ν−m α˜µ−p−m
]
. (90)
In a similar manner, we compute
{Lp,ν(z), α˜µm}P.B. =
1
2 Γ(2− 2ν)
∑
n∈Z
(
E˜νp−n E˜
ν
n {αp−n ·αn, α˜µm}P.B. − Eνn−p E˜νn {α˜n−p ·αn, α˜µm}P.B.
−Eνn E˜νn+p {αn+p · α˜n, α˜µm}P.B. + Eν−p−nEνn {α˜−p−n · α˜n, α˜µm}P.B.
)
=
1
2 Γ(2− 2ν)
∑
n∈Z
(
Eν−p−nE
ν
n {α˜−p−n · α˜n, α˜µm}P.B. − Eνn−p E˜νn
{
α˜ρn−p, α˜
µ
m
}
P.B.
αρn
−Eνn E˜νn+p αρn+p {α˜ρn, α˜µm}P.B.
)
= −im
[
Eνm−pE
ν
−m α˜
µ
m−p − Eν−m E˜νp−m αµp−m
]
. (91)
All this computation can be repeated for the L˜ operators.
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The next step is to use the commutators (85)-(88) to compute the algebra satisfied by
the Virasoro Operators:
{Lp,ν(z), Lq,ν(z)}P.B. =
1
2 Γ(2− 2ν)
∑
n∈Z
(
E˜νq−n E˜
ν
n {Lp,ν(z),αq−n ·αn}P.B. −
−Eνn−q E˜νn {Lp,ν(z), α˜n−q ·αn}P.B. − Eνn E˜νn+q {Lp,ν(z),αn+q · α˜n}P.B.
+Eνn E
ν
−n−q {Lp,ν(z), α˜−n−q · α˜n}P.B.
)
. (92)
Using the relations (85)-(88), we arrived
{Lp,ν(z), Lq,ν(z)}P.B. =
−i
2 Γ(2− 2ν)
∑
k∈Z
{
Kνk−p , k−q(z) E˜
ν
p+q−k E˜
ν
k αp+q−k ·αk−
−Kνk−p , k−q(z)Eνk−p−q E˜νk α˜k−p−q ·αk −
−Kν−k−p ,−k−q(z) E˜νk+p+q Eνk αk+p+q · α˜k +
+Kν−k−p ,−k−q(z)E
ν
−k−p−q E
ν
k α˜−k−p−q · α˜k
}
. (93)
The explicit computation of this relations is given in Appendix D. Here, we have defined
Kνm,n(z) ≡
[
m
(
E˜ν−m E˜
ν
m − Eν−mEνm
)
− n
(
E˜ν−n E˜
ν
n − Eν−nEνn
) ]
. (94)
Thus, using the relations (B5), (B16), and (B17) in the Appendix B, we find
E˜ν−m E˜
ν
m − Eν−mEνm = 1 ∀m 6= 0 , (95)
implying that Kνm,n(z) = (m− n) for any m,n ∈ Z. Therefore Eq. (96) turns out to be
{Lp,ν(z), Lq,ν(z)}P.B. = i(p− q)Lp+q,ν(z) .
We can repeat the computation for L˜ operators{
L˜p,ν(z), L˜q,ν(z)
}
P.B.
=
−i
2 Γ(2− 2ν)
∑
k∈Z
{
Kνk+q , k+p(z)E
ν
−k−p−q E
ν
k α−k−p−q ·αk−
−Kνk+q , k+p(z) E˜νk+p+q Eνk α˜k+p+q ·αk −
−Kνk−p , k−q(z)Eνk−p−q E˜νk αk−p−q · α˜k +
+Kνk−p , k−q(z) E˜
ν
p+q−k E˜
ν
k α˜p+q−k · α˜k
}
, (96)
where using the same relation as before we can write{
L˜p,ν(z), L˜q,ν(z)
}
P.B.
= i(p− q) L˜p+q,ν(z) .
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It is important to notice that the Virasoro are independent. In order to see this we compute
the brackets between them and find that{
Lp,ν(z), L˜q,ν(z)
}
P.B.
= 0 . (97)
The explicit calculation is given in the Appendix D.
It is not strange to find that in fact the centreless Virasoro algebra is satisfied for this
theory because the definition given in Eq. (68) and (69) is nothing more that a Fourier
decomposition (at equal z) of the algebra of the Virasoro constraints (16) in the frational
conformal gauge, given by
{T−−(z, σ), T−−(z, σ′)}P.B. = 2pi
[
T−−(z, σ) + T−−(z, σ′)
]
∂σ δ(σ − σ′) ;
{T++(z, σ), T++(z, σ′)}P.B. = −2pi
[
T++(z, σ) + T++(z, σ
′)
]
∂σ δ(σ − σ′) ;
{T++(z, σ), T−−(z, σ′)}P.B. = 0 . (98)
VI. RESIDUAL SYMMETRY AND ASYMPTOTIC SYMMETRY
In this section we focus on the study of the in-homogeneous continuity equation in (19),
and its respective associated symmetry.
In the usual bosonic string theory, after fixing the coformal gauge, the conservation laws
∇aTab = 0 lead to residual symmetries when they are written in light-cone coordinates on
the WS. In Section II C we saw that for the fractional bosonic strings we have
∇aTa1 = 0 and ∇aTa0 = gα(τ, σ) , (99)
with
gα(τ, σ) ≡ (1− α) ∂0
[
ln(t− τ)
]
T00 . (100)
We have shown in the Appendix C that the Fractional Bosonic String solution satisfies the
equation ∇aTa1 = 0. So, is it the second equation also satisfied? The answer is affirmative
and to see this we write
gν(τ, σ) =
(2ν − 1)
Γ(2− 2ν) Fν(z, σ), (101)
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with a = t− τ , α = 2− 2ν, and
Fν(z, σ) = z
2ν−2||α0||2 − i
2
∑
m6=0
Sgn(m)Emν−1
(
αm ·α0 eimσ + α˜m ·α0 e−imσ
)−
− 1
4 z
∑
m,n 6=0
[
Qmnν (z)
(
αm ·αn ei(m+n)σ + α˜m · α˜n e−i(m+n)σ
)−
−Rmnν (z)
(
α˜m ·αn e−i(m−n)σ + αm · α˜n ei(m−n)σ
)]
. (102)
This can be prove by using the derivatives of the embedding map in (C4) and (C5) together
with the expressions of Qmnν (z) and Rmnν (z) in the Appendix B. Now we need to verify
whether the energy momentum tensor in Eq.(52) and (53), indeed satisfy the inhomogeneous
conservation law in (99).
Proof. The equation ∇aTa0 can be written as
∇aTa0 = ∂+ T−− + ∂− T++ = ∂
∂z
[T00] +
∂
∂σ
[T01] . (103)
Using the explicit form of T00 and T01, we can write
∂
∂σ
[T01] =
1
4 Γ(2− 2ν)
{
2i
∑
m6=0
mEmν
(
αm ·α0 eimσ + α˜m ·α0 e−imσ
)
+
+
∑
m,n 6=0
[
(m+ n)Xmnν (z)
(
αm ·αn ei(m+n)σ + α˜m · α˜n e−i(m+n)σ
)−
− (m− n)Ymnν (z)
(
α˜m ·αn e−i(m−n)σ + αm · α˜n ei(m−n)σ
)]}
;
∂
∂z
[T00] =
1
4 Γ(2− 2ν)
{
4(2ν − 1) z2ν−2 ||α0||2−
− 2i
∑
m 6=0
∂
∂z
(
z Sgn(m)Emν−1
) (
αm ·α0 eimσ + α˜m ·α0 e−imσ
)
+
+
∑
m,n 6=0
[
∂
∂z
Rmnν (z)
(
αm ·αn ei(m+n)σ + α˜m · α˜n e−i(m+n)σ
)−
− ∂
∂z
Qmnν (z)
(
α˜m ·αn e−i(m−n)σ + αm · α˜n ei(m−n)σ
)]}
.
Then, using the relations (B21), (B24), and (B25), we recover the equation (101).
Once we have verified our solution we want to know whether there is a way to recover
the homogeneous conservation law associated to τ -diffeomorphism invariance. In order see
this we need to find the solutions of the equation gν(τ, σ) = 0.
It is clear that if we take the limit ν → 1
2
we recover the homogeneous equation but there
might be another way to regain this broken symmetry, that is searching when the function
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Fν(z, σ) vanish. In fact if we take the asymptotic approximation z  |ν2 − 14 |, the function
Fν(z, σ) can be written as
Fν(z, σ) ∼ z2ν−2||α0||2 + 1
2
∑
m6=0
zν−
3
2
(
αm ·α0 eimσ + α˜m ·α0 e−imσ
)
e−imz e−i δm(ν) +
+
1
2 z
∑
m,n 6=0
(
α˜m ·αn e−i(m−n)σ + αm · α˜n ei(m−n)σ
)
e−i(m+n)z e−i [δm(ν)+δn(ν)] ,
with δm(ν) = pi2 (ν − 12) Sgn(m). Therefore, for 12 < ν < 1 and z  0, Fν(z, σ) → 0. The
limit z = (t− τ) 0 can be understood in two different manners: either taking t→ +∞ or
τ → −∞. Both ways take us to the τ -boundary of our theory, where the solution compatible
with t→ +∞ requires also ν → 1
2
. Therefore, we can clearly see that in the τ -boundary we
recover our symmetry.
VII. CONCLUSION
After reviewing the concepts of Fractional Bosonic Strings we have introduced the proper
definition of the Fractional Virasoro Operators. Then, we have compute the algebra of this
objects. Initially, it was not clear whether this new operators would satisfy the centreless
Virasoro algebra (also called the Witt Algebra). Once, we checked that the algebra of
conformal symmetry was fulfilled, then it was evident that our theory would be invariant
under the conformal transformation.
One of the most interesting facts in this work is the new Fourier decompositions of the
Virasaro operators, that we called Fractional Virasoros, which in fact is a new different
representation of the Virasoro operators.
Besides finding explicitly that the conformal algebra is satisfied, the presence of asymp-
totic symmetries was an unexpected result. Asymptotic symmetries has been a branch of
gravity and gauge field theory study for quite long time one of the most recent reviews is
given [24]. The early works of asymptotic symmetries were done in gravity. The goal of this
idea was to find a subgroup of diffeomorphism of asymptotically flat space-times that act
non-trivially on the asymptotic data. In particular, for an asymptotically flat black hole,
a boost and a translation are diffeomorphisms that should certainly be allowed but must
be non-trivial, because the first one changes the energy and the second one move the black
hole to a different place. The group found it in this early work was called BMS group and
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it is an infinite-dimensional group, that contains the finite-dimensional Poincaré group as a
subgroup but has an additional infinity of generators known as "super-translations“. In our
case we do not have such group, instead in the τ -boundary of our theory we found out that
the conservation law associated to the τ -diffeomorphism is recover. Proving that our theory
show τ -diffeormorphism invariance as an asymptotic symmetry.
Finally to conclude, we just remarked that still there is an great amount of work to do
in this theory. For example, the inclusion of fermionic degrees of freedom to the theory, to
properly represent the baryonic degrees of freedom that we can find in the Universe. As well
as properly discuss the inclusion of a cosmological constant and how would it change the
equation of motion of the intrinsic metric, and therefore the fractional bosonic solution.
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Appendix A: Extra terms in SP
In this appendix we want to see the effects of the terms (6) and (7) on the equations of
motions of the time-fractional Polyakov action.
The full action can be written as
Sα ≡ − 1
4piα′ Γ(α)
∫ 2pi
0
dσ
∫ t
−∞
(t− τ)α−1 dτ √−h [hab(τ, σ) ∂aX(τ, σ) · ∂bX(τ, σ)+
+4piα′ λ1 + 2α′λ2R(2)
]
.(A1)
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Therefore, the variation of the action respect to te metric h is given by
δSα = −
∫ 2pi
0
dσ
∫ t
−∞
dτ
√−h
[
Tab δh
ab − λ1 (t− τ)
α−1
2 Γ(α)
hab δh
ab+
+
λ2 (t− τ)α−1
2 Γ(α)
(
R
(2)
ab −
R(2)
2
hab +∇c V c
)]
, (A2)
Here, we have used several properties such as
δh = hhabδhab (A3)
habδhab = −habδhab (A4)
∇chab = 0 (A5)
δR
(2)
ab = ∇c (δΓcba)−∇b (δΓcca) , (A6)
where ∇a is the covariant derivative in 2-dimensions. The V c in (A2) is defined as
V c = hab δΓcba − hac δΓdda. (A7)
We can see in (A2) that the term with λ1 give us an additional cosmological constant term
in our equations of motion. It is easy to prove that 2-dimensions R(2)ab =
R(2)
2
hab, telling us
that the only λ2 contribution is given by
δSα,2 = − λ2
2 Γ(α)
∫ 2pi
0
dσ
∫ t
−∞
dτ(t− τ)α−1√−h∇c V c. (A8)
In the limit α → 1, this term becomes a total derivative and does not contribute to the
equations of motion. However, in this case there is a contribution term of the form
δSα,2 = − λ2
2 Γ(α)
∫ 2pi
0
dσ
∫ t
−∞
dτ
√−hV c∂c
[
(t− τ)α−1] . (A9)
So we can only say that our solution of Fractional Bosonic Strings is valid for λ2 = 0, which
implies automatically λ1 = 0.
Appendix B: Properties of Emν (z)
In this appendix we prove some useful properties of the Emν (z) function using the well
known properties of the Hankel functions in [ref].
1. Hankel functions being a linear combination of the solution of the Bessel function
satisfy the Bessel equation
x2
d2
dx2
Cα(x) + x
d
dx
Cα(x) + (x
2 − α2)Cα(x) = 0, (B1)
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with Cα(x) = {Jα(x), Yα(x), H(1)α (x), H(2)α (x)}. It is straightforward to prove the
recurrence relation
2α
x
Cα(x) = Cα−1(x) + Cα+1(x). (B2)
Using the above equation and the explicit form of Emν (z) in terms of Hankel functions,
we can write
Emν (z) = −
m Sgn(m)
2ν
[
z2 Emν−1(z) + E
m
ν+1(z)
]
. (B3)
Another useful relation is given by shifting ν → ν − 1
z2 Emν−2(z) =
(2− 2ν)
m
Sgn(m)Emν−1(z)− Emν (z). (B4)
2. An important combination of Emν (z) is given by
Emν (z)E
−m
ν−1(z)− E−mν (z)Emν−1(z) = −2i z2ν−2 Sgn(m) , (B5)
which appears in the computation of L0,ν (L˜0,ν) operators and also in the calculation
of the α(α˜)-Algebra.
Proof. We can write the products as
Emν (z)E
−m
ν−1(z) =
pi |m|
2
z2ν−1
H
(1)
−ν (|m|z)H(2)−ν+1(|m|z) , m ∈ Z− ,
H
(2)
−ν (|m|z)H(1)−ν+1(|m|z) , m ∈ N ,
;
E−mν (z)E
m
ν−1(z) =
pi |m|
2
z2ν−1
H
(2)
−ν (|m|z)H(1)−ν+1(|m|z) , m ∈ Z− ,
H
(1)
−ν (|m|z)H(2)−ν+1(|m|z) , m ∈ N ,
.
Therefore, the difference in (B5) can be written as
Emν (z)E
−m
ν−1(z)− E−mν (z)Emν−1(z) =
pi |m|
2
z2ν−1 Sgn(m)W [H(1)−ν (|m|z), H(2)−ν (|m|z)] ,
(B6)
where W [·, ·] is the Wronskian. Also we now that
W [H
(1)
−ν (x), H
(2)
−ν (x)] = −
4 i
pix
.
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Replacing this relation in (B6), we find
Emν (z)E
−m
ν−1(z)− E−mν (z)Emν−1(z) = −2i z2ν−2 Sgn(m) . (B7)
3. Also it has been proven in [fracto strings] the following differential equation
∂
∂z
Emν (z) = −m Sgn(m) z Emν−1(z). (B8)
In order to prove (B8), the recurrence relation of the Hankel function
1
x
∂
∂x
[
x−α Cα(x)
]
= −x−α−1 Cα+1(x) , (B9)
was used. Another recurrence relation that can be use to decrease the index α to α−1,
and is given by
1
x
∂
∂x
[xα Cα(x)] = x
α−1 Cα−1(x) . (B10)
Therefore, we can write the following differential equation
∂
∂z
[
z−2ν Emν (z)
]
= m Sgn(m) z−1−2ν Emν+1(z) . (B11)
Proof. Using the explicit form of Emν (z)
Emν (z) =
√
pi |m|
2
zν ×
H
(1)
−ν (|m|z) , m ∈ Z− ,
H
(2)
−ν (|m|z) , m ∈ N ,
, (B12)
we can write
∂
∂z
[
z−2ν Emν (z)
]
=
√
pi |m|
2
×

∂
∂z
[
z−νH(1)−ν (|m|z)
]
, m ∈ Z− ,
∂
∂z
[
z−νH(2)−ν (|m|z)
]
, m ∈ N ,
=
√
pi |m|
2
× |m| z−ν
H
(1)
−ν−1(|m|z) , m ∈ Z− ,
H
(2)
−ν−1(|m|z) , m ∈ N ,
= |m| z−1−2ν Emν+1(z)
= m Sgn(m) z−1−2ν Emν+1(z) .
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4. In Section IID, we have defined the combinations
Eνm(z) =
z1/2−ν
2
[
Emν (z) + iz Sgn(m)E
m
ν−1(z)
]
, (B13)
E˜νm(z) =
z1/2−ν
2
[
Emν (z)− iz Sgn(m)Emν−1(z)
]
. (B14)
One can write the products as
Eνm(z) E˜
ν
n(z) =
Qmnν (z) + iY
mn
ν (z)
4
, Eνn(z) E˜
ν
m(z) =
Qmnν (z)− iYmnν (z)
4
, (B15)
and
Eνm(z)E
ν
n(z) =
Rmnν (z) + iX
mn
ν (z)
4
, E˜νm(z)E˜
ν
n(z) =
Rmnν (z)− iXmnν (z)
4
. (B16)
Here, we have introduced
Xmnν (z) ≡ z2−2ν
(
Sgn(m)Emν−1 E
n
ν + Sgn(n)E
n
ν−1 E
m
ν
)
; (B17)
Ymnν (z) ≡ z2−2ν
(
Sgn(m)Emν−1 E
n
ν − Sgn(n)Enν−1 Emν
)
; (B18)
Qmnν (z) ≡ z1−2ν
(
Emν E
n
ν + z
2 Sgn(m) Sgn(n)Emν−1 E
n
ν−1
)
; (B19)
Rmnν (z) ≡ z1−2ν
(
Emν E
n
ν − z2 Sgn(m) Sgn(n)Emν−1 Enν−1
)
. (B20)
Using (B3), (B4), (B8), and (B11), is not difficult to prove the following relations
∂
∂z
(
z Sgn(m)Emν−1
)
= (2ν − 1) Sgn(m)Emν−1 +mEmν ; (B21)
∂
∂z
Xmnν (z) = (m+ n)R
mn
ν (z) ; (B22)
∂
∂z
Ymnν (z) = (m− n)Qmnν (z) ; (B23)
∂
∂z
Rmnν (z) =
(1− 2ν)
z
Qmnν (z)− (m+ n)Xmnν (z) ; (B24)
∂
∂z
Qmnν (z) =
(1− 2ν)
z
Rmnν (z)− (m− n)Ymnν (z) . (B25)
Appendix C: Continuity equation
The purpose of this appendix is to show the solution (28) satisfy the continuity equa-
tion (21). It was mentioned in Section IIC that the energy momentum tensor satisfy the
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continuity equation
∂+ T−− − ∂− T++ = 0 , (C1)
in the fracitonal conformal gauge with f(τ, σ) = 1. This equation can also be written as
∂
∂z
[T01] +
∂
∂σ
[T00] = 0 , (C2)
where z = t− τ . Replacing the explicit expressions for T01 and T00, we can write
∂
∂z
[
z1−2ν
(
2 X˙ ·X ′
)]
+
∂
∂σ
[
z1−2ν
(
||X˙||2 + ||X ′||2
)]
= 0 , (C3)
The square of the derivatives of the solution (36) and (37) are given by
||X˙||2 = α
′
2
[
4 z4ν−2 ||α0||2 − z2
∑
m,n 6=0
(
αm ·αn ei(m+n)σ + α˜m ·αn e−i(m−n)σ
+αm · α˜n ei(m−n)σ + α˜m · α˜n e−i(m+n)σ
)
Sgn(m)Sgn(n)Emν−1(z)E
n
ν−1(z)−
− 2iz2ν
∑
m6=0
(
αm ·α0 eimσ + α˜m ·α0 e−imσ
)
Sgn(m)Emν−1(z)
]
; (C4)
||X ′||2 = α
′
2
[ ∑
m,n 6=0
(
αm ·αn ei(m+n)σ − α˜m ·αn e−i(m−n)σ−
−αm · α˜n ei(m−n)σ + α˜m · α˜n e−i(m+n)σ
)
Emν (z)E
n
ν (z)
]
. (C5)
Also the scalar product is given by
2 X˙ ·X ′ = α
′
2
[
2 z2ν−1
∑
m6=0
(
αm ·α0 eimσ − α˜m ·α0 e−imσ
)
Emν (z)−
− iz
∑
m,n 6=0
([
αm ·αn ei(m+n)σ − α˜m · α˜n e−i(m+n)σ
] [
Sgn(m)Emν−1(z)E
n
ν (z)+
+ Sgn(n)Enν−1(z)E
m
ν (z)
]
+
[
α˜m ·αn e−i(m−n)σ − αm · α˜n ei(m−n)σ
] [
Sgn(m)Emν−1(z)E
n
ν (z)
−Sgn(n)Enν−1(z)Emν (z)
])
. (C6)
26
Therefore, we can write
∂
∂z
[
z1−2ν
(
2 X˙ ·X ′
)]
=
α′
2
[
2
∑
m 6=0
(
αm ·α0 eimσ − α˜m ·α0 e−imσ
) ∂Emν
∂z
−
− i
∑
m,n 6=0
{
∂
∂z
Xmnν (z)
(
αm ·αn ei(m+n)σ − α˜m · α˜n e−i(m+n)σ
)
+
+
∂
∂z
Ymnν (z)
(
α˜m ·αn e−i(m−n)σ − αm · α˜n ei(m−n)σ
)}]
; (C7)
∂
∂σ
[
z1−2ν
(
||X˙||2 + ||X ′||2
)]
=
α′
2
[
2z
∑
m 6=0
(
αm ·α0 eimσ − α˜m ·α0 e−imσ
)
m Sgn(m)Emν−1+
+ i
∑
m,n 6=0
{
(m+ n)Rmnν (z)
(
αm ·αn ei(m+n)σ − α˜m · α˜n e−i(m+n)σ
)
+
+ (m− n)Qmnν (z)
(
α˜m ·αn e−i(m−n)σ − αm · α˜n ei(m−n)σ
)}]
. (C8)
Therefore, we can clearly see that the continuity equation (C3) implies the relations (B8),
(B22), and (B23). Finding an extra cross-check of the solution (28).
Appendix D: Virasoro sums
In this Appendix we focus on computing the Possion Brackets of he Virasoro Operators,
given by
{Lp,ν(z), Lq,ν(z)}P.B. =
1
2 Γ(2− 2ν)
∑
n∈Z
(
E˜νq−n E˜
ν
n {Lp,ν(z),αq−n ·αn}P.B. −
−Eνn−q E˜νn {Lp,ν(z), α˜n−q ·αn}P.B. − Eνn E˜νn+q {Lp,ν(z),αn+q · α˜n}P.B.
+Eνn E
ν
−n−q {Lp,ν(z), α˜−n−q · α˜n}P.B.
)
. (D1)
Let us compute term by term in this sum. The first contribution is given by
∑
n∈Z
E˜νq−n E˜
ν
n {Lp,ν(z),αq−n ·αn}P.B. = −i
∑
n∈Z
E˜νq−n E˜
ν
n
(q − n)[ E˜νp+q−n E˜νn−q αp+q−n ·αn︸ ︷︷ ︸
n=k
−
−Eνn−p−q E˜νn−q α˜n−p−q ·αn︸ ︷︷ ︸
n=k
]
+ n
[
E˜νp+n E˜
ν
−nαp+n ·αq−n︸ ︷︷ ︸
k=n+p
−Eν−n−p E˜ν−n α˜−p−n ·αq−n︸ ︷︷ ︸
−k=n+p
] ;
=
∑
k∈Z
{[
(k − p) E˜νk−p E˜νp−k − (k − q) E˜νk−q E˜νq−k
]
E˜νp+q−k E˜
ν
k αp+q−k ·αk+
+(k − q) E˜νk−q E˜νq−k E˜νk Eνk−p−q α˜k−p−q ·αk + (k + p) E˜ν−k−p E˜νk+pEνk E˜νk+p+q α˜k ·αk+p+q
}
.
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The next two terms can be written as
∑
n∈Z
Eνn−q E˜
ν
n {Lp,ν(z), α˜n−q ·αn}P.B. = −i
∑
n∈Z
Eνn−q E˜
ν
n
(n− q)[Eνn−p−q E˜νq−n α˜n−p−q ·αn︸ ︷︷ ︸
n=k
−
−Eνq−n E˜νp+q−nαp+q−n ·αn︸ ︷︷ ︸
n=k
]
+ n
[
E˜νp+n E˜
ν
−nαp+n · α˜n−q︸ ︷︷ ︸
k=n+p
−Eν−n−p E˜ν−n α˜−p−n · α˜n−q︸ ︷︷ ︸
−k=n+p
] ;
=
∑
k∈Z
{[
(k − p) E˜νk−p E˜νp−k + (k − q)Eνk−q Eνq−k
]
Eνk−p−q E˜
ν
k α˜k−p−q ·αk−
−(k − q)Eνk−q Eνq−k E˜νk E˜νp+q−kαp+q−k ·αk + (k + p) E˜ν−k−p E˜νk+pEνk Eν−k−p−q α˜k · α˜−k−p−q
}
;
∑
n∈Z
Eνn E˜
ν
n+q {Lp,ν(z),αn+q · α˜n}P.B. = −i
∑
n∈Z
Eνn E˜
ν
n+q
(n+ q)[ E˜νn+p+q E˜ν−q−nαp+q+n · α˜n︸ ︷︷ ︸
n=k
−
− E˜ν−q−nEν−p−q−n α˜−p−q−n · α˜n︸ ︷︷ ︸
n=k
]
+ n
[
Eνn−pE
ν
−n α˜n−p ·αn+q︸ ︷︷ ︸
k=n−p
− E˜νp−nEν−nαp−n ·αn+q︸ ︷︷ ︸
k=p−n
] ;
=
∑
k∈Z
{[
(k + p)Eν−k−pE
ν
p+k + (k + q) E˜
ν
k+q E˜
ν
−k−q
]
E˜νk+p+q E
ν
k αk+p+q · α˜k−
−(k + q) E˜νk+q E˜ν−k−q Eνk Eν−p−q−k α˜−p−q−k · α˜k + (k − p)Eνk−pEνp−k E˜νk E˜νp+q−kαp+q−k ·αk
}
.
Finally the last contribution can be written as
∑
n∈Z
Eνn E
ν
−n−q {Lp,ν(z), α˜−n−q · α˜n}P.B. = −i
∑
n∈Z
Eνn E
ν
−n−q
−(n+ q)[Eν−n−p−q Eνn+q α˜−n−p−q · α˜n︸ ︷︷ ︸
n=k
−
−Eνn+q E˜νn+p+q αn+p+q · α˜n︸ ︷︷ ︸
n=k
]
+ n
[
Eνn−pE
ν
−n α˜n−p · α˜−n−q︸ ︷︷ ︸
k=n−p
− E˜νp−nEν−nαp−n · α˜−n−q︸ ︷︷ ︸
k=p−n
] ;
=
∑
k∈Z
{[
(k + p)Eν−k−pE
ν
p+k − (k + q)Eνk+q Eν−k−q
]
Eν−k−p−q E
ν
k α˜−k−p−q · α˜k+
+(k + q)Eνk+q E
ν
−k−q E
ν
k E˜
ν
k+p+q αk+p+q · α˜k + (k − p)Eνk−pEνp−k E˜νk Eνk−p−q α˜k−p−q ·αk
}
.
The addition of all these terms leads to
{Lp,ν(z), Lq,ν(z)}P.B. =
−i
2 Γ(2− 2ν)
∑
k∈Z
{
Kνk−p , k−q(z) E˜
ν
p+q−k E˜
ν
k αp+q−k ·αk−
−Kνk−p , k−q(z)Eνk−p−q E˜νk α˜k−p−q ·αk − Kν−k−p ,−k−q(z) E˜νk+p+q Eνk αk+p+q · α˜k+
+Kν−k−p ,−k−q(z)E
ν
−k−p−q E
ν
k α˜−k−p−q · α˜k
}
, (D2)
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where we have defined
Kνm,n(z) ≡
[
m
(
E˜ν−m E˜
ν
m − Eν−mEνm
)
− n
(
E˜ν−n E˜
ν
n − Eν−nEνn
) ]
∀m,n ∈ Z. (D3)
For completion, we also compute the Poisson brackets between L and L˜, which is given
by
{
Lp,ν(z), L˜q,ν(z)
}
P.B.
=
1
2 Γ(2− 2ν)
∑
n∈Z
(
Eν−q−nE
ν
n {Lp,ν(z),α−q−n ·αn}P.B. −
−Eνn−q E˜νn {Lp,ν(z),αn−q · α˜n}P.B. − Eνn E˜νn+q {Lp,ν(z), α˜n+q ·αn}P.B.
+ E˜νn E˜
ν
q−n {Lp,ν(z), α˜q−n · α˜n}P.B.
)
. (D4)
We have that the first sum is given by
∑
n∈Z
Eν−q−nE
ν
n {Lp,ν(z),α−q−n ·αn}P.B. = −i
∑
n∈Z
Eν−q−nE
ν
n
(n+ q)[Eνn−p+q E˜νn+q α˜n+q−p ·αn︸ ︷︷ ︸
n=k
−
− E˜νp−q−n E˜νn+q αp−q−n ·αn︸ ︷︷ ︸
n=k
]
+ n
[
E˜νp+n E˜
ν
−nαp+n ·α−q−n︸ ︷︷ ︸
k=n+p
−Eν−n−p E˜ν−n α˜−p−n ·α−q−n︸ ︷︷ ︸
−k=n+p
] ;
=
∑
k∈Z
{[
(k − p) E˜νp−k Eνk−pEνk E˜p−q−k − (k + q) E˜νk+q Eν−k−q E˜νp−q−k Eνk
]
αp−q−k ·αk+
+(k + q) E˜νk+q E
ν
−q−k E
ν
k E
ν
k−p+q α˜k−p+q ·αk + (k + p) E˜νk+pEν−k−pEνk Eνk+p−q α˜k ·αk+p−q
}
.
The second and third contribution are
∑
n∈Z
Eνn−q E˜
ν
n {Lp,ν(z),αn−q · α˜n}P.B. = −i
∑
n∈Z
Eνn−q E˜
ν
n
(n− q)[ E˜νn+p−q E˜νq−nαn+p−q · α˜n︸ ︷︷ ︸
n=k
−
− E˜νq−nEν−p+q−n α˜−p+q−n · α˜n︸ ︷︷ ︸
n=k
]
+ n
[
Eνn−pE
ν
−n α˜n−p ·αn−q︸ ︷︷ ︸
k=n−p
−Eν−n E˜νp−nαp−n ·αn−q︸ ︷︷ ︸
k=p−n
] ;
=
∑
k∈Z
{
(k − p)Eνk−p E˜νp−k Eνk+p−q E˜νk αk+p−q ·αk + (k − q)Eνk−q E˜νq−k E˜νk+p−q E˜νk αk+p−q · α˜k−
−(k − q)Eνk−q E˜νq−k E˜νk Eνq−p−k α˜q−p−k · α˜k + (k + p)Eν−k−p E˜νk+pEνk Eνp−q−k α˜k ·αp−q−k
}
;
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∑
n∈Z
Eνn E˜
ν
n+q {Lp,ν(z), α˜n+q ·αn}P.B. = −i
∑
n∈Z
Eνn E˜
ν
n+q
(n+ q)[Eνn−p+q Eν−q−n α˜n−p+q ·αn︸ ︷︷ ︸
n=k
−
−Eν−q−n E˜νp−q−nαp−q−n ·αn︸ ︷︷ ︸
n=k
]
+ n
[
E˜νn+p E˜
ν
−nαn+p · α˜n+q︸ ︷︷ ︸
k=n+p
− E˜ν−nEν−p−n α˜−p−n · α˜n+q︸ ︷︷ ︸
−k=p+n
] ;
=
∑
k∈Z
{
(k + p)Eν−k−p E˜
ν
p+k E˜
ν
q−p−k E
ν
k α˜q−p−k · α˜k + (k + q) E˜νk+q Eν−k−q Eνk+q−pEνk α˜k+q−p ·αk−
−(k + q) E˜νk+q Eν−k−q Eνk E˜νp−q−kαp−q−k ·αk + (k − p)Eνk−p E˜νp−k E˜νk E˜νk−p+q α˜k−p+q ·αk
}
.
Lastly the final contribution is
∑
n∈Z
E˜νn E˜
ν
q−n {Lp,ν(z), α˜q−n · α˜n}P.B. = −i
∑
n∈Z
E˜νn E˜
ν
q−n
(q − n)[Eνq−n−pEνn−q α˜q−p−n · α˜n︸ ︷︷ ︸
n=k
−
−Eνn−q E˜νp−q+nαp−q+n · α˜n︸ ︷︷ ︸
n=k
]
+ n
[
Eνn−pE
ν
−n α˜n−p · α˜−n−q︸ ︷︷ ︸
k=n−p
− E˜νp−nEν−nαp−n · α˜q−n︸ ︷︷ ︸
k=p−n
] ;
=
∑
k∈Z
{[
(k + p)Eν−k−p E˜
ν
p+k E˜
ν
q−p−k E
ν
k − (k − q)Eνk−q E˜νq−k Eνq−k−p E˜νk
]
α˜q−k−p · α˜k+
+(k − q)Eνk−q E˜νq−k E˜νk E˜νp−q+kαp−q+k · α˜k + (k − p)Eνk−p E˜νp−k E˜νk E˜νk−p+q α˜k−p+q ·αk
}
.
If we add all these contribution we find{
Lp,ν(z), L˜q,ν(z)
}
P.B.
= 0 . (D5)
Appendix E: Asymptotic approximation of the Fractional Virasoro algebra
In this Appendix we present the asymptotic form of the Fractional Virasoro operators
and we explicit computed its algebra.
In the asymptotic limit z  |ν2 − 1
4
|, the fractional Virasoro Operators take the form
L˜p,ν(z) =
1
2 Γ(2− 2ν)
∑
n∈Z
`νp−n(z) `
ν
n(z) α˜p−n · α˜n e−ipz ; (E1)
Lp,ν(z) =
1
2 Γ(2− 2ν)
∑
n∈Z
`νp−n(z) `
ν
n(z)αp−n ·αn e−ipz , (E2)
where `νm(z) = exp
[
− ipi
2
(
ν − 1
2
) (
Sgn(m) + 2i
pi
δ0,m ln(z)
) ]
. Let us compute the Poisson
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brackets between Lp and the α′s. All commutators are zero expect for:
{Lp,ν(z), αµm}P.B. =
1
2 Γ(2− 2ν)
∑
n∈Z
`νp−n `
ν
n
[ {
αρp−n, α
µ
m
}
P.B.
αρn + α
ρ
p−n {αρn, αµm}P.B.
]
e−ipz
= −im `ν−m `νp+m αµm+p e−ipz ; (E3){
L˜p,ν(z), α˜
µ
m
}
P.B.
=
1
2 Γ(2− 2ν)
∑
n∈Z
`νp−n `
ν
n
[ {
α˜ρp−n, α˜
µ
m
}
P.B.
α˜ρn + α˜
ρ
p−n {α˜ρn, α˜µm}P.B.
]
e−ipz
= −im `ν−m `νp+m α˜µm+p e−ipz . (E4)
Therefore, using these commutators we can compute
{Lp,ν(z), Lq,ν(z)}P.B. =
e−iqz
2 Γ(2− 2ν)
∑
n∈Z
`νq−n `
ν
n
[ {
Lp,ν(z), α
ρ
q−n,
}
P.B.
αρn + α
ρ
q−n {Lp,ν(z), αρn, }P.B.
]
= − i e
−i(p+q)z
2 Γ(2− 2ν)
∑
n∈Z
`νq−n `
ν
n
[
(q − n) `νn−q `νp+q−nαp+q−n ·αn + n `ν−n `νp+nαq−n ·αn+p
]
Setting in the first sum n = k and in the second sum p+ n = k, we can rewrite the sums as
{Lp,ν(z), Lq,ν(z)}P.B. = −
i e−i(p+q)z
2 Γ(2− 2ν)
∑
k∈Z
[
(q − k)`νq−k `νk−q + (k − p) `νp−k `νk−p
]
`νp+q−k `
ν
k αp+q−k ·αk .
We can write the products of `’s as
`νq−k(z) `
ν
k−q(z) = e
2(ν− 1
2
) ln(z) δ0,k−q
= 1 + 2 sinh(xk−q) exk−q
with xk−q = (ν − 12) ln(z) δ0,k−q. Therefore, the commutators of the Lp(z) can be re-written
as
{Lp,ν(z), Lq,ν(z)}P.B. = i(p− q)Lp+q,ν(z)− i
(
ν − 1
2
)
Γ(2− 2ν) ln(z)
∑
k∈Z
Ok(p, q; z)αp+q−k ·αk ,
where
Ok(p, q; z) =
e−i(p+q)z
x0
[(k − p) sinh(xk−p) exk−p − (k − q) sinh(xk−q) exk−q ] . (E5)
The study of this function is as follows:
• Ok(p, q; z) function. Let us analyse the function
Ok(p, q; z) =
e−i(p+q)z
x0
[(k − p) sinh(xk−p) exk−p − (k − q) sinh(xk−q) exk−q ] .
It is clear that Ok(p, p; z) = Ok(q, q; z) = 0. Special cases of this function are, for
p 6= q, when k = p and k 6= q, k = q and k 6= p, and finally k 6= p, q.
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– Case k = p and k 6= q.
Op(p, q; z) =
e−i(p+q)z
x0
[−p sinh(x0) ex0 + p (sinh(x0) ex0)] = 0 .
– Case k = q and k 6= p.
Oq(p, q; z) =
e−i(p+q)z
x0
[q sinh(x0) e
x0 − q (sinh(x0) ex0)] = 0 .
– Case k 6= q and k 6= p.
Ok(p, q; z) =
e−i(p+q)z
x0
[(k − p) sinh(xk−p) exk−p − (k − q) sinh(xk−q) exk−q ] = 0 ,
because xk−p = xk−q = 0.
Same procedure can be repeated for Ok(p,−p; z). Therefore, we can conclude that
Ok(p, q; z) = 0 for all p, q, k and z.
Finally, we can write
{Lp,ν(z), Lq,ν(z)}P.B. = i(p− q)Lp+q,ν(z) .
For the L˜ the computation is completely analogue.
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