Microphone arrays are typically used in room acoustic environments to acquire high fidelity audio and speech signals while suppressing noise, interference, and reverberation. In many application scenarios, interference and reverberation may mainly come from a certain region, and it is therefore necessary to develop beamformers that can preserve signals of interest while minimizing the power of signals coming from the region where interference and reverberation dominate. For this purpose, this paper first reexamines the so-called front-to-back ratio and the classical supercardioid beamformer. To deal with the white noise amplification problem and the limited directivity factor associated with the supercardioid beamformer, a set of reduced-rank beamformers are deduced by using the well-known joint diagonalization technique, which can make compromises between the frontto-back ratio and the amount of white noise amplification or the directivity factor. Then, the definition of the front-to-back ratio is extended to a generalized version, from which another set of reduced-rank beamformers and their regularized versions are developed. Simulations are conducted to illustrate the properties and advantages of the proposed beamformers.
I. INTRODUCTION
Beamforming with microphone arrays has attracted much attention recently due to its wide range of applications, such as hands-free voice communications and human-machine interfaces (Brandstein and Ward, 2001; Benesty et al., 2008; Benesty et al., 2017) . Many beamforming algorithms were developed in the literature such as the delay-and-sum (DS) beamformer (Schelkunoff, 1943) , broadband beamformers based narrowband decomposition (Doclo and Moonen, 2003; Benesty et al., 2007; Capon, 1969; Frost, 1972) and nested arrays (Zheng et al., 2004; Kellermann, 1991; Elko and Meyer, 2008) , modal beamformers (Torres et al., 2012; Yan et al., 2011; Koyama et al., 2016; Park and Rafaely, 2005) , superdirective beamformers (Cox et al., 1986; Kates, 1993; Wang et al., 2014) , and differential beamformers with differential microphone arrays (DMAs) (Elko, 2000; Elko and Meyer, 2008; Chen et al., 2014; Pan et al., 2015b; Abhayapala and Gupta, 2010; Weinberger et al., 1933; Olson, 1946; Sessler and West, 1971; Warren and Thompson, 2006) . Among these, differential beamformers are now widely used in a wide spectrum of small devices such as smart speakers, smartphones, and robotics, primarily because they exhibit frequency-invariant beampatterns and can achieve high directivity factors (DFs) with small apertures.
The basic principle of DMAs can be traced back to the 1930s when directional ribbon microphones were developed (Weinberger et al., 1933; Olson, 1946) . Since then, much effort has been devoted to the design and study of DMAs from different perspectives. For example, the cascaded method was investigated to design different orders of DMAs with different beampatterns (such as the cardioid, dipole, supercardioid, hypercardioid, etc.) (Elko, 2000; Elko and Meyer, 2008; Abhayapala and Gupta, 2010) . Theoretical analysis of the principle of the DMA by gradient analysis were carried out in Kolund zija et al. (2011) . The performance of the first-order DMAs was investigated under sensor imperfection in Buck (2002) . The DF and the model for deviation of the DMAs were analyzed in the frequency domain in Buck and R€ oßler (2001) . Adaptive first-and second-order DMAs were proposed in Teutsch and Elko (2001) for attenuating interference moving in the rear-half plane of the array, which was then analyzed in Elko and Meyer (2009) and Elko et al. (1996) also. Several kinds of steerable DMAs were developed and analyzed in Elko and Pong (1997) , Derkx and Janse (2009), and Huang et al. (2017) . In Ihle (2003) , , and Song and Liu (2008) , DMAs were studied from the perspectives of power spectral density estimation and noise reduction, respectively. Different ways of designing higher-order DMAs are presented in Sena et al. (2012) and Abhayapala and Gupta (2010) . Recently, a so-called null-constrained method was developed in the frequency domain (Benesty and Chen, 2012; Benesty et al., 2015; Chen et al., 2014) , which enables the design of DMAs by using the distortionless and null constraints. With this method, a minimumnorm solution can be derived to improve the white noise gain (WNG) by exploiting the redundancy provided by using more microphones, thereby circumventing the problem of white noise amplification (Benesty and Chen, 2012; Chen et al., 2014) . A series expansion based approach to DMA design is presented in Zhao et al. (2014) and Pan et al. (2015a) . Now, DMAs have been widely used in a wide range of applications such as hearing aids Slavin (1987) , smartspeakers, bluetooth headphones, in-car navigation systems, etc.
The DF and WNG are two popular performance measures used for designing and evaluating differential beamformers. These two measures, however, do not take into account source and interference distribution information. In many typical application scenarios, the source of interest may be confined in one region while interference sources and strong reflection paths are distributed in another region. For example, a television is placed against a wall and a microphone array is placed in front of a TV. In this case, the source of interest is incident from the front half of the plane while interference from TV loudspeakers is from the back half of the plane. In such situations, it is desirable to design beamformers that can preserve signals of interest while minimizing the power of signals coming from the region where interference and reverberation dominate. For this purpose, we revisit the definition of the so-called front-to-back ratio (FBR) and present a generalized FBR (GFBR), based on which a number of differential beamformers are deduced. The major contributions are as follows. (1) From the FBR, the classical supercardioid beamformer is deduced, which achieves maximum FBR with almost frequency-invariant beampattern. But this beamformer suffers from the problem of white noise amplification, which is particularly serious at low frequencies, and its DF is limited also. (2) To overcome the drawbacks of the supercardioid beamformer, a set of reduced-rank beamformers and their regularized version are developed from the WNG and DF maximization perspectives, respectively, using the well-known joint diagonalization technique. These beamformers can compromise between the FBR and WNG or DF flexibly by adjusting the algorithmic parameters. (3) The definition of the FBR is extended to GFBR. (4) Based on GFBR, another set of reduced-rank beamformers and its regularized version are developed. Simulations are conducted to illustrate the properties and advantages of the proposed beamformers.
The remainder of the paper is organized as follows. The signal model and problem formulation are presented in Sec. II. Section III defines some useful performance measures and introduces some traditional fixed beamformers. The joint diagonalization is briefly described in Sec. IV. Section V deduces the supercardioid beamformer, two kinds of reduced-rank beamformers, and one regularized version. The FBR is generalized to GFBR, and two other reduced-rank beamformers and another regularized version are developed in Sec. VI. Simulations are conducted in Sec. VII and conclusions are drawn in Sec. VIII.
II. SIGNAL MODEL AND PROBLEM FORMULATION
We consider a farfield plane wave that propagates in an anechoic acoustic environment at the speed of sound, i.e., c ¼ 340 m/s, and impinges on a uniform linear sensor array consisting of M omnidirectional microphones, where the interelement spacing is equal to d. Denote by h the incidence angle. In this context, the steering vector of length M is given by dðx; hÞ ¼ ½1 e
À|xs 0 cos h Á Á Á e À|ðMÀ1Þxs 0 cos h T ;
where the superscript T is the transpose operator, | ¼ ffiffiffiffiffiffi ffi À1 p is the imaginary unit, x ¼ 2pf is the angular frequency, f > 0 is the temporal frequency, and s 0 ¼ d/c is the time delay between two successive sensors at the angle h ¼ 0.
In this study, we consider fixed directional beamformers with small values of d, like in differential (Elko and Meyer, 2008; Elko, 2000; Benesty and Chen, 2012) or superdirective (Cox et al., 1986; Cox et al., 1987) beamforming, where the main lobe is at the angle h ¼ 0 (endfire direction) and it is assumed that the desired signal propagates also from this angle. Since the source is assumed to propagate from the angle h ¼ 0, the signals observed by the microphone array are given by
where Y m ðxÞ is the mth microphone signal, xðxÞ ¼ dðx; 0ÞXðxÞ; XðxÞ is the zero-mean desired signal, dðx; 0Þ is the signal propagation vector (also steering vector at h ¼ 0), and vðxÞ is the zero-mean additive noise signal vector, which is defined similarly to yðxÞ. The desired signal and additive noise are assumed to be uncorrelated with each other. The beamformer output is then (Benesty et al., 2008 )
where ZðxÞ is the estimate of the desired signal, XðxÞ,
is a complex-valued linear filter applied to the observation signal vector, yðxÞ, and the superscripts * and H denote complex-conjugate and conjugate-transpose, respectively. In our context, the distortionless constraint is desired, i.e., h H ðxÞdðx; 0Þ ¼ 1:
Then, the objective of this work is to design beamformers, i.e., to find optimal beamforming filters, hðxÞ, with a uniform linear array (ULA) based on the maximization of the FBR or its generalized version subject to the constraint given in Eq. (5).
III. PERFORMANCE MEASURES
Before discussing how to design different beamformers, let us first present a few performance measures, which have been intensively investigated in the literature and are efficient for evaluating the performance of beamformers.
The first important measure, which describes the sensitivity of the beamformer to a plane wave impinging on the array from the direction h, is the beampattern. It is given by
Plotting the magnitude of B½hðxÞ; h as a function of h gives us much information about the performance of the beamformer, hðxÞ, including the beamwidth (the range between the first nulls on each side of the main lobe), the sidelobe level, etc. Generally, the narrower the beamwidth and the lower the sidelobe level, the better is the performance of the beamformer. Also, plotting the magnitude of B½hðxÞ; h with respect to x indicates how well the beamformer preserves the fidelity of a wideband signal. Some beamformers are sensitive to the array imperfections, such as microphones' self-noise, nonuniform responses among the microphones, imprecisions of the microphone positions, etc. One way to evaluate this is through the so-called WNG, which is defined as
It should be noted that W½hðxÞ < 1 means that the white noise is amplified. It can be verified that this gain is maximized with the classical DS beamformer
and the maximum WNG is given by
which is frequency independent. Another important measure, which quantifies how the microphone array performs in the spherically isotropic (diffuse) noise field is the DF, which is defined as
where
Actually, in the spherically isotropic noise field, a more general definition is
It can easily be verified that
with ½C w 1 ;w 2 ðxÞ mm ¼ 1; m ¼ 1; 2; …; M. Accordingly, the elements of the M Â M matrix C 0;p ðxÞ are (Benesty and Chen, 2012 )
with ½C 0;p ðxÞ mm ¼ 1; m ¼ 1; 2; …; M. One can check that the DF is maximized with the classical superdirective beamformer (which coincides with the hypercardioid beamformer of order M À 1) (Cox et al., 1986; Cox et al., 1987) ,
and the maximum DF is given by
which is frequency dependent. It can be shown that (Uzkov, 1946) lim
which is referred as the supergain in the literature. This gain can be achieved but at the expense of white noise amplification.
The last measure that we discuss in this section is the FBR, which is defined as the ratio of the power of the output of the array to signals propagating from the front-half plane to the output power for signals arriving from the rear-half plane (Marshall and Harry, 1941) . This ratio, for the spherically isotropic noise field, is mathematically defined as (Marshall and Harry, 1941) 
and
with ½C 0;p=2 ðxÞ mm ¼ ½C p=2;p ðxÞ mm ¼ 1; m ¼ 1; 2; …; M according to Eq. (14). The FBR measure was studied in the existing literature, but only for designing the supercardioid beamformer.
We conclude this section with an obvious relationship between the DF and FBR. Indeed, we can write the DF as
We see that maximizing D 0 ½hðxÞ is equivalent to minimizing the energy of the diffuse noise at the back of the beampattern subject to the distortionless constraint. Therefore, D 0 ½hðxÞ can also be a very useful measure.
IV. JOINT DIAGONALIZATION
Joint diagonalization is a useful tool to derive different kinds of compromising beamformers or filters.
Let us assume that C p=2;p ðxÞ is a full-rank matrix, which should be true in principle. Then, the two Hermitian matrices C 0;p=2 ðxÞ and C p=2;p ðxÞ can be, indeed, jointly diagonalized as follows (Franklin, 1968) :
is a full-rank square matrix (of size M Â M), but not necessarily orthogonal, and
is a diagonal matrix whose main elements are real and nonnegative. Furthermore, KðxÞ and TðxÞ are the eigenvalue and eigenvector matrices, respectively, of C À1 p=2;p ðxÞC 0;p=2 ðxÞ, i.e., C À1 p=2;p ðxÞC 0;p=2 ðxÞTðxÞ ¼ TðxÞKðxÞ:
It is assumed that the eigenvalues of C À1 p=2;p ðxÞC 0;p=2 ðxÞ are ordered as k 1 ðxÞ ! k 2 ðxÞ ! Á Á Á ! k M ðxÞ ! 0. Therefore, the corresponding eigenvectors are t 1 ðxÞ; t 2 ðxÞ; …; t M ðxÞ.
V. BEAMFORMERS FROM AN FBR MAXIMIZATION PERSPECTIVE
In this section, we discuss several differential beamformers, which are derived directly from the FBR in tandem with joint diagonalization of the Hermitian matrices that are contained in this measure.
A. Maximum FBR
In Eq. (19), we recognize the generalized Rayleigh quotient (Golub and Loan, 1996) . It is well known that this quotient is maximized with the eigenvector corresponding to the maximum eigenvalue of C À1 p=2;p ðxÞC 0;p=2 ðxÞ. Therefore, the maximum FBR beamformer is
where aðxÞ 6 ¼ 0 is an arbitrary complex number. We deduce that
Clearly, we always have
B. Supercardioid
In practice, it is important to properly choose the value of aðxÞ. The most obvious thing to do is to find this parameter in such a way that the maximum FBR beamformer is distortionless. Substituting Eq. (29) in Eq. (5), we get
Substituting Eq. (32) in Eq. (29), we obtain the supercardioid beamformer of order M À 1,
C. Reduced rank
In this subsection, we consider beamformers that have the form
is a matrix of size M Â Q, with 1 Q M, and
is a vector of length Q. In this case, we can express FBR as
It can be shown that
With the filter given in Eq. (34), we can also write the WNG as
Now, our goal is to maximize Eq. (40). This is equivalent to min g 1:Q ðxÞ g 
whose solution is (43) is a projection matrix of rank Q. As a result, the reducedrank beamformer is
For Q ¼ 1, we get
which is the supercardioid beamformer, and for Q ¼ M, we obtain
which corresponds to the DS beamformer obtained from the maximization of W½hðxÞ defined in Eq. (7).
We can also exploit the joint diagonalization in the definition of the DF in Eq. (22), which can be expressed with h Q ðxÞ as
where I Q is the Q Â Q identity matrix. Maximizing Eq. (47) is equivalent to min g 1:Q ðxÞ g 
from which it is not difficult to find our second reduced-rank beamformer
Now, for Q ¼ 1, we get the supercardioid beamformer, i.e., h 1;RR2 ðxÞ ¼ h SC ðxÞ, and for Q ¼ M, we get the superdirective (hypercardioid) beamformer, i.e., h M;RR2 ðxÞ ¼ h S ðxÞ. Therefore, with this approach, we can obtain interesting beamformers with performance between those of the supercardioid and the hypercardioid beamformers. It can be verified that (see the Appendix)
Now, let us consider a regularized version of h Q;RR2 ðxÞ, i.e.,
and ! 0 is the regularization parameter. It can be shown (see the Appendix) that F ½h Q;RR2; ðxÞ is a decreasing function of Q, and an increasing function of [the upper bound is k 1 ðxÞ]. Then, D½h Q;RR2; ðxÞ is an increasing function of Q, and a decreasing function of . We observe that the particular case of Q ¼ M and ¼ 1 corresponds to the beamformer obtained from the maximization of D 0 ½hðxÞ in Eq. (23), i.e.,
VI. GENERALIZATION
Here, we expand the definition of the FBR and separate the front from the back by some angle w. A more general definition of the FBR, named generalized FBR in this paper, is then 
We can jointly diagonalize the two Hermitian matrices C 0;w ðxÞ and C w;p ðxÞ as are the eigenvector and eigenvalue matrices of C À1 w;p ðxÞC 0;w ðxÞ, respectively, and organized similarly to KðxÞ and TðxÞ. So, we have
Following the same steps as in Sec. V C, we can find a more general reduced-rank filter, 
and T w;1:Q ðxÞ is defined in a similar way to T 1:Q ðxÞ. For Q ¼ 1, we get
which is the beamformer obtained from maximization of F w ½hðxÞ. From the maximization of the DF in (59), we can derive another reduced-rank filter,
and K w;1:Q ðxÞ is defined analogously to K 1:Q ðxÞ. It can be verified that (see the Appendix) 
We can also construct a regularized version of h Q;2;w ðxÞ, i.e., 
The relations between D½h Q;2;w; ðxÞ; F w ½h Q;2;w; ðxÞ, and Q and are similar to those with the beamformer h Q;RR2; ðxÞ. The particular case of Q ¼ M and ¼ 1 corresponds to the beamformer obtained from maximization of D 0 w ½hðxÞ in Eq. (60), i.e.,
VII. SIMULATIONS
In this section, the performance of the proposed beamformers are evaluated in terms of beampattern, WNG, DF, and FBR/GFBR. beamformer for different orders at f ¼ 1 kHz. Figure 2 plots the beampatterns of the third-order supercardioid beamformer versus frequency. As can be seen, the obtained beampatterns are almost frequency invariant, except at very low frequencies (f < 150 Hz) due to numerical problems. The DF, WNG, and FBR of the supercardioid beamformer versus frequency for different orders are plotted in Fig. 3 . One can see from this figure that the DF and FBR increase with the order, while the WNG decreases. Even though the supercardioid beamformer can achieve maximum FBR, it suffers from white noise amplification (very low WNG), and its DF is also limited, which motivated us to develop the h Q;RR ðxÞ and h Q;RR2 ðxÞ beamformers. 
B. Performance of the reduced-rank beamformers
In this subsection, the performance of the beamformer h Q;RR ðxÞ is investigated. We consider a ULA with M ¼ 6 and d ¼ 1.0 cm. Figure 4 plots the beampatterns of h Q;RR ðxÞ for f ¼ 1 kHz and different values of Q. As we can see, the beampatterns of this beamformer vary significantly with Q. The beamwidth increases with the value of Q. When Q ¼ 1, we obtain the beampattern of the fifth-order supercardioid beamformer, while when Q ¼ 6, we get the beampattern of the DS beamformer. The DF, WNG, and FBR of h Q;RR ðxÞ as a function of frequency for different values of Q are plotted in Fig. 5 . The beamformer h Q;RR ðxÞ achieves the maximum FBR and high DF when Q ¼ 1, but it suffers from white noise amplification in this case, which is particularly serious at low frequencies. When Q ¼ 6, however, it obtains the maximum WNG, but the FBR and DF are limited. From  Fig. 5 , one can see that the WNG of the beamformer h Q;RR ðxÞ increases while the DF and FBR decrease with the value of Q, which should be expected due to the form of h Q;RR ðxÞ in Eq. (34), except for some disturbances of the DF and FBR at high frequencies. Clearly, the beamformer h Q;RR ðxÞ can achieve some tradeoff between the DF, FBR, and WNG by adjusting the value of Q.
Next, we examine the performance of the beamformer h Q;RR2 ðxÞ. Again, a ULA with M ¼ 6 and d ¼ 1.0 cm is considered. The beampatterns of h Q;RR2 ðxÞ are plotted in Fig. 6 for f ¼ 1 kHz and different values of Q. As can be seen, the beampatterns of this beamformer vary greatly with Q also. The beamwidth decreases with the increase of Q. When Q ¼ 1 and 6, we get the beampatterns of the fifth-order supercardioid beamformer and classical superdirective beamformer (fifth-order hypercardioid), respectively. Figure  7 plots the DF, WNG, and FBR of h Q;RR2 ðxÞ versus frequency for different values of Q. The WNG and FBR of h Q;RR2 ðxÞ decrease with the increase of the value of Q, while the DF increases, which is consistent with the analysis, except for some disturbances of the FBR at low frequencies due to some numerical problems. Some of the curves are very close to each other, since the performances of the beamformer h Q;RR2 ðxÞ when Q ! 4 are similar for the given microphone array, which can also be observed from the beampatterns in Fig. 6 . The beampatterns of h Q;RR2; ðxÞ are plotted in Fig. 8 for Q ¼ 6, f ¼ 1 kHz, and different values of . Obviously, when ¼ 1, we have the beampattern of the classical superdirective beamformer, and when ¼ 10 6 , the obtained beampattern is very close to that of the fifth-order supercardioid beamformer. Figure 9 plots the DF, WNG, and FBR of h Q;RR2; ðxÞ versus frequency for Q ¼ 6 and different values of . As can be seen, the WNG and FBR increase with , while the DF decreases, which is consistent with the analysis, except for the FBR at low frequency bands.
C. Performance of the beamformers derived from GFBR
Now, we consider a ULA with M ¼ 4 and d ¼ 1.0 cm. The beampatterns of h Q;w ðxÞ for Q ¼ 1, f ¼ 1 kHz, and different values of w are plotted in Fig. 10 . As seen, the beamwidth of the beampattern increases with the value of w. Accordingly, the beamwidth of the designed beampattern can be controlled by adjusting the value of w indirectly. It should be noted that for the given microphone array with M ¼ 4 and d ¼ 1 cm, the beamwidth of the designed beampattern cannot be very narrow, even when w ! 0 , due to the small aperture of the array. As the value of w increases, the beamwidth of h 1;w ðxÞ gradually approaches to 2w. The beampatterns of h 1;w ðxÞ versus frequency for w ¼ 60 are presented in Fig. 11 . It can be seen that the obtained beampatterns are almost frequency invariant. The DF, WNG, and GFBR of h 1;w ðxÞ versus frequency for different values of w are plotted in Fig. 12 . We observe that the DF decreases with the increase of the value of w. This is reasonable since the larger is the beamwidth, the smaller is the DF. The values of WNG and GFBR increase with the value of w. Finally, the performance of the developed beamformers are evaluated in room acoustic environments simulated with the widely used image model (Allen and Berkley, 1979; Lehmanna and Johansson, 2008) . The size of the simulated room is 5 m Â 4 m Â 3 m (length Â width Â height). For convenience of exposition, we denote the position in the room as (x, y, z) with reference to a corner in a Cartesian coordinate system. A microphone array consisting of six omnidirectional microphones is used and the positions of the six microphones are at (0.50: 0.02: 0.60, 2.0, 1.5) as illustrated in Fig. 17 . A loudspeaker, playing back a pre-recorded speech signal, is placed at (4.0, 2.0, 1.5) to simulate a source of interest. Four loudspeakers (e.g., from the sound bar of a television) placed at (0.3, 1.7: 0.2: 2.3, 1.5) are used to simulate interference sources. The room impulse responses (RIRs) from every loudspeaker to the six microphones are generated with the image model method (Allen and Berkley, 1979; Lehmanna and Johansson, 2008) . The reflection coefficients of all the six walls at set to 0.35 and the corresponding reverberation time T 60 , i.e., the time for the sound to die away to a level 60 decibels below its original level, which is measured by the Schroeder's method (Schroeder, 1965) , is approximately 100 ms. The output signals of the microphones are generated by convolving the source signal (prerecorded with a sampling rate of 16 kHz from a female speaker in a quiet environment) with the RIRs from the position of the source of interest to the array of microphones, and then adding either spatially and temporally white Gaussian noise or interference signals (generated by convolving another pre-recorded clean speech signal or white Gaussian noise with the RIRs from the positions of the four interference loudspeakers to the array of microphones).
Based on the previous simulations, we investigate and compare the following beamformers: the fifth-order supercardiord beamformer h SC ðxÞ, the fifth-order superdirective beamformer h S ðxÞ, and the reduced-rank beamformer h Q;w ðxÞ with three cases, i.e., Q ¼ 1 and w ¼ 120 , Q ¼ 2 and w ¼ 120 , and Q ¼ 3 and w ¼ 120 . During implementation, the matrix C w;p ðxÞ is diagonally loaded with 10 À5 I M for numerical stability where I M is an identity matrix of size M Â M. The beampatterns at 1 kHz of these beamformers are plotted in Fig. 18 . The values of the DF of these five beamformers, which are computed at 1 kHz, are listed in Table I .
Besides the beampattern and DF, we also investigate the array performance in the presence of white Gaussian noise, interference, and reverberation. We divide the RIRs into two parts: direct path and reflections, based on which we defined three metrics, i.e., the direct-path-signal-to-noise ratio (DSNR), the direct-path-signal-to-interference ratio (DSIR), FIG. 18. (Color online) Beampatterns at 1 kHz of (a) the fifth-order h SC ðxÞ, (b) the fifth-order h S ðxÞ, (c) h Q;w ðxÞ with Q ¼ 1 and w ¼ 120 , (d) h Q;w ðxÞ with Q ¼ 2 and w ¼ 120
, and (e) h Q;w ðxÞ with with Q ¼ 3 and w ¼ 120 . a The case with the interference generated using a white Gaussian noise signal. b The case with the interference generated using a speech signal.
direct-path-signal-to-reverberation ratio (DSRR). The input DSNR and DSIR in this simulation are set to 10 and 0 dB, respectively. The input DSRR for our simulation setup is approximately 1.2 dB. To compute the output DSNR, DSIR, and DSRR, we first divide the array output signals into frames with a frame size of 256 samples (16-ms long) and an overlap factor of 75%. The Kaiser window is applied to each frame to deal with the frequency aliasing problem. Then, a 256-point fast Fourier transform (FFT) is applied to the windowed signal frame to transform the array signal into the short-time Fourier transform (STFT) domain. In every STFT subband, a beamformer filter is designed and applied to the array signals. The inverse STFT (ISTFT) and overlap-add method are used to convert the processed signals back to the time domain. We finally compute the output DSNR, DSIR, and DSRR. We consider two cases. In the first one, the interference signals are generated by convolving a white Gaussian noise signal with the RIRs from the four interference loudspeakers to the microphones. In the second case, the interference signals are generated by convolving a speech signal (different from the source one) with the RIRs from the four interference loudspeakers to the microphones. The results of this case are summarized in Table II . It is clearly seen from Table II the advantage of the reduced rank beamformers.
VIII. CONCLUSIONS
Exploiting the performance measures FBR and GFBR, we derived several kinds of beamformers, i.e., h SC ðxÞ; h Q;RR ðxÞ; h Q;RR2 ðxÞ; h Q;RR2; ðxÞ; h Q;w ðxÞ; h Q;2;w ðxÞ, and h Q;2;w; ðxÞ. The beamformers h SC ðxÞ and h 1;w ðxÞ maximize the FBR and GFBR, respectively, and have almost frequencyinvariant beampatterns. The beamwidth of the beamformer h 1;w ðxÞ can be changed by adjusting the value of w. The other beamformers enable us to compromise between the FBR/ GFBR and WNG or DF by adjusting the values of the parameters Q and/or . The DS and classical superdirective beamformers are particular cases of the proposed framework.
