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We review recent results on dynamical aspects of viscous fingering. The Saffman–Taylor instability
is studied beyond linear stability analysis by means of a weakly nonlinear analysis and the exact
determination of the subcritical branch. A series of contributions pursuing the idea of a dynamical
solvability scenario associated to surface tension in analogy with the traditional selection theory is
put in perspective and discussed in the light of the asymptotic theory of Tanveer and co-workers.
The inherently dynamical singular effects of surface tension are clarified. The dynamical role of
viscosity contrast is explored numerically. We find that the basin of attraction of the Saffman–Taylor
finger depends on viscosity contrast, and that the sensitivity to this parameter is maximal in the usual
limit of high viscosity contrast. The competing attractors are identified as closed bubble solutions.
We briefly report on recent results and work in progress concerning rotating Hele-Shaw flows,
topological singularities and wetting effects, and also discuss future directions in the context of
viscous fingering. © 2004 American Institute of Physics. @DOI: 10.1063/1.1784931#
The study of viscous fingering in a Hele-Shaw cell is a
longstanding problem which has become an archetype of
interfacial pattern formation, but continues to bring up
new surprises which challenge our understanding of non-
local, nonlinear pattern dynamics of interfaces. The prob-
lem refers to the dynamics of the interface between two
immiscible viscous fluids confined in a quasi-two-
dimensional geometry, the Hele-Shaw cell, leading to pat-
tern formation through a morphological instability. In
this article we briefly review some recent developments
on the dynamics of fingering patterns. We discuss the
effects of surface tension as a singular perturbation show-
ing that the problem with and without surface tension are
essentially different. Within a dynamical systems ap-
proach, we describe how the introduction of surface ten-
sion dramatically modifies the global topological struc-
ture of the phase space flow of the system. We also
address, in more detail, the effect of varying the param-
eter viscosity contrast. We show that the dynamics of fin-
gered structures is highly sensitive to this parameter, and
that the long time asymptotics is dominated by the com-
petition between the usual Saffman–Taylor single-finger
stationary solution and other attractors defined by closed
bubbles. In this context and also taking into account re-
cent results on rotating Hele-Shaw flows, we discuss fu-
ture perspectives in the field concerning the existence of
topological singularities in the form of interface pinch-
off, wetting effects and applications to other problems
such interface roughening in fluid invasion of porous me-
dia.
I. INTRODUCTION
The study of the dynamics of an interface between two
viscous fluids in the confined geometry of a Hele-Shaw cell,1
leading to the phenomenon of viscous fingering, has been
studied in great detail from different points of view for more
than four decades.2–7 While engineers, who first introduced
the term viscous fingering, were interested in the so-called
secondary oil recovery from porous rocks,8 physicists be-
came interested from a more fundamental point of view iden-
tifying the problem as a paradigm of morphological instabil-
ity leading to interfacial pattern formation.9–14
Mathematicians have also paid much attention to the also
called Hele-Shaw problem as a relatively simple and some-
times solvable free-boundary problem.6,15–20 Powerful ana-
lytical techniques have also exploited the conformal mapping
approach ~see some recent examples in Refs. 21 and 22!.
The truly seminal work which originated much of these
studies is that of Saffman and Taylor in 1958.2 The problem
of viscous fingering in a rectangular Hele-Shaw cell is often
named after them. While clarifying the nature of the instabil-
ity of a fluid displacing a more viscous one, together with
Chuoke,23 in complete analogy with the Mullins–Sekerka24
instability in solidification, they also posed the so-called se-
lection problem. This is the analogue of the Ivantsov prob-
lem for the needle crystal solution of free dendritic
solidification.25 The full understanding and solution of this
selection problem, that is, of the mechanism by which a con-
tinuous degeneracy of solutions in the absence of surface
tension is reduced to a single observable one, was achieved
three decades later, with contributions of several
authors.26–29 The selection scenario that emerged from these
works, sometimes referred to as ‘‘microscopic solvability,’’
has become a paradigm of pattern selection in a variety of
systems, including most remarkably free dendritica!Electronic mail: jaume@ecm.ub.es
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growth,12,13 and has been highlighted as an important break-
through in the field of pattern formation in general.14
In the last decade the study of Hele-Shaw flows has
slightly drifted towards more mathematically oriented re-
search. However, deep and fundamental questions have con-
tinued to captivate the interest of physicists. In the context of
Laplacian growth, for instance, important progress has been
made towards an understanding of the generation of the
anomalous dimensions of fractal growth.30–36 The under-
standing of the anomalous exponents characterizing Laplac-
ian growth has escaped a controlled renormalization group
handling though, since the problem has an infinite upper
critical dimension. This point, and the very concept of uni-
versality classes in interface growth, remain as some of the
outstanding challenges in nonequilibrium physics, but we
will not pursue this line here. On the other hand, some in-
triguing formal connections to apparently unrelated fields of
physics have been reported, for instance in string theory37 or
in physics in the quantum Hall regime.38 These seem to con-
firm that the potential for surprise37 in this apparently simple
problem refuses to be exhausted. Even the most traditional
version of viscous fingering continues to yield surprising re-
sults and new insights for instance in the recent findings in
the study of formation of fjords in radial growth.39,40
One of the most remarkable results of the last decade in
Hele-Shaw flows is due to Tanveer and co-workers18,41,42 and
has opened a new way of looking at the dynamics of inter-
face dynamics. It basically states that, in general, the limit of
vanishing surface tension does not converge to the exact
zero-surface tension solutions after a time of order unity,
even for exact solutions that behave smoothly, without any
finite-time singularity. This means that there is a time which
is essentially independent of surface tension, after which the
solution with and without surface tension do not approach
each other in the limit of vanishing surface tension. This
remarkable result and its consequences have been scrutinized
recently in the context of a dynamical systems approach7,43,44
to viscous fingering, with quite surprising results.45,46 We
will briefly review those with the aim at clarifying the role of
surface tension as a singular perturbation in fingering dy-
namics in Secs. IV and V.
Another line of surprises of viscous fingering appear in
the study of fluids with similar viscosities. The old conjec-
ture that the basin of attraction of the Saffman–Taylor ~ST!
finger was indeed dependent on the viscosity contrast,47,48
has been put to the test recently, giving rise also to a new
view on the problem. We will present these results in Sec.
VI. The study of low viscosity contrast flows has also be-
come particularly interesting in the case of rotating Hele-
Shaw cells, where the possible existence of spontaneous in-
terface pinch-off and the importance of wetting effects on the
morphology of the resulting patterns has also been remarked,
as briefly discussed also in Sec. VI.
The main reason why the problem of viscous fingering
has become so popular for so many different purposes is its
relative simplicity, both theoretical and experimental. For our
purposes here, we would like to emphasize that it is particu-
larly instrumental in yielding new insights in a class of prob-
lems for which an analytical handle is usually too difficult.
Within this spirit, one can remark that the Hele-Shaw flows
and modifications of them have been used also as model
systems to explore more difficult or less controlled situations
~see, for instance, Ref. 49!. A recent and very illustrative
example of this is the use of a modified Hele-Shaw cell with
quenched disorder to elucidate longstanding and controver-
sial problems such as kinetic roughening in fluid invasion of
porous media.50
II. FORMULATION OF THE PROBLEM
We consider a Hele-Shaw cell of width W in the y di-
rection and infinite length in the x direction, with a small gap
b between the plates. Fluid 1 is injected at x→2‘ at a
constant velocity V‘ and displaces fluid 2, and gravity is
directed in the 2x direction. The fluid flow in this system is
effectively two-dimensional and the velocity u obeys Dar-
cy’s law2
u52
b2
12m ~„p1rg xˆ!, ~1!
where p is the fluid pressure, m is the viscosity, r is the fluid
density, and g is gravity. Assuming that the fluids are incom-
pressible („u50) we obtain that the pressure satisfies
Laplace equation in the bulk
„2p50. ~2!
This must be supplemented with the boundary conditions at
infinity and at the interface. At infinity, the pressure satisfies
]p
]x Uuxu→‘52
12m
b2 V‘2rg , ~3!
and at the interface, imposing the continuity of the normal
velocities yields
]p1
]n
1r1gnˆ"xˆ5
]p2
]n
1r2gnˆ"xˆ, ~4!
where nˆ is the unit vector normal to the interface. The last
boundary condition, in the simplest and more traditional
form, is given by the Young–Laplace pressure jump at the
interface due to local equilibrium
p12p25sk . ~5!
s stands for surface tension and k for curvature. This bound-
ary condition is known to be oversimplified for some pur-
poses as we will briefly comment in Sec. VI C. These equa-
tions are made dimensionless using W/2p to scale lengths
and the combination
U
*
5cV‘1g
b2~r22r1!
12~m11m2!
, ~6!
to scale velocities,51 where c is the viscosity contrast or At-
wood ratio defined as
c5
m22m1
m21m1
. ~7!
After this scaling the dynamics is controlled by only two
dimensionless parameters: The dimensionless surface tension
B given by
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B5
p2b2s
3W2~m11m2!U*
, ~8!
and the viscosity contrast c .
The problem can also be formulated by means of the
stream function C, the harmonic conjugate of the pressure.51
It satisfies DC52G where G is the vorticity distribution,
singular and localized on the interface: G(r)5g(s)d@r
2r(s)# . The interface is parameterized with the arclength s ,
and the ~dimensionless! vorticity g reads51
g52cw"sˆ12 xˆ"sˆ12B]sk . ~9!
In two dimensions the velocity w of the interface due to a
vortex sheet is given by Birkhoff integral formula
w5w~s ,t !5
1
2p PE ds8 zˆ3@r~s ,t !2r~s8,t !#ur~s ,t !2r~s8,t !u2 g~s8,t !,
~10!
where P indicates Cauchy’s principal value. Equation ~10!
only accounts for the rotational part of the velocity, w, the
one induced by the vortex sheet. In general, the velocity of
the interface has also a contribution upot from a potential
velocity field, in our case V‘xˆ, so that the velocity of the
interface is u5upot1w. In the particular case of an inviscid
fluid displacing a viscous one (c51) explicit time-
dependent solutions of the above equations are known for
B50.15,52,53 These solutions are a valuable instrument to un-
derstand the subtle role of surface tension in the
dynamics.44–46
The introduction of a viscosity contrast different from
one makes the problem far more difficult to study both from
a theoretical and an experimental point of view. For the two-
sided Hele-Shaw flows, with cÞ1 ~referred to as Muskat
problem in the mathematics literature! the wide classes of
exact solutions for c51 ~and B50) are not available, and
the basic available tool left to study the fully nonlinear re-
gime is numerical computation. The reason for this increased
difficulty of the cÞ1 case in comparison to c51 is that, for
arbitrary c , the two fluids are coupled, while for c51 the
pressure of the fluid of negligible viscosity is constant and
the pressure of the viscous fluid is formally decoupled from
the other one.
In our numerical computations we employ the method
introduced by Hou et al.54 and used in other numerical stud-
ies of the dynamics of Hele-Shaw flows.41,42,45,55,56 The
method is described in detail in Ref. 54. It is a boundary
integral method in which the interface is parameterized at
equally spaced points by means of an equal-arclength vari-
able a. Thus, if s(a ,t) measures arc length along the inter-
face then the quantity sa(a ,t) is independent of a and de-
pends only on time. The interface is described using the
tangent angle u(a ,t) and the interface length L(t), and these
are the dynamical variables instead of the interface x and y
positions. The evolution equations are written in terms of
u(a ,t) and L(t) in such a way that the high-order terms,
which are responsible of the numerical stiffness of the equa-
tions, appear linearly and with constant coefficients. This fact
is exploited in the construction of an efficient numerical
method, i.e., one that has no time step constraint associated
with the surface tension term yet is explicit in Fourier space.
We have used a linear propagator method that is second or-
der in time, combined with a spectrally accurate spatial dis-
cretization.
III. BEYOND THE SAFFMAN–TAYLOR INSTABILITY
A. Weakly nonlinear analysis of fingering
patterns
The morphological instability of the interface between a
less viscous fluid displacing a more viscous one under the
conditions of Darcy flow, such as in a porous medium or a
Hele-Shaw cell, the so-called ST instability was established
in Refs. 2 and 23. Since then, most efforts have concentrated
in the so-called steady state selection problem. This subtle
and deep problem has to do with the singular perturbation
nature associated to the surface tension parameter and has
now become a prototype example of the so-called asymptot-
ics beyond all orders.57 Most analytical progress has been
possible only in the limit of small surface tension. In a series
of recent papers, however, it has been pointed out that con-
cerning the dynamics of the early nonlinear stages and for
the process of finger competition in finger arrays, the dimen-
sionless surface tension must be considered to all effects as a
quantity of order one.58,59 That is, the typical scale of the
interface morphology which results from the linear ST insta-
bility is necessarily that in which the stabilizing forces of
surface tension are of the same order than the destabilizing
viscous forces. With the intention to have an analytical
handle which was not perturbative in any of the two param-
eters of the problem, we introduced a weakly nonlinear ex-
pansion of the dynamical equations in Refs. 58 and 59. This
allows one to extend the linear dynamics into the weakly
nonlinear regime in a systematic way and to elucidate the
interplay between the distinct parameters and the different
nonlinearities.
The basic idea is to define a formal gradient expansion
~in a nonlocal problem! in terms of a book-keeping param-
eter e as a ratio of the scale of variation of the height h(x ,t)
of the interface to a horizontal scale L of the form
]h
]t
5F@h#1eG2@h#1e2H3@h#1 . . . , ~11!
where F@h# is a linear ~nonlocal! operator, G2@h# a qua-
dratic one, etc. Apart from useful insights into the interplay
between parameters, geometry and nonlinearity ~see an ap-
plication in Sec. VI A!, this formalism provided a systematic
way to obtain the different nonlinear orders of the nonlocal
interface equation relevant to renormalization group studies
of kinetic roughening in Hele-Shaw flows subject to
quenched disorder.50
B. Nonlinear Saffman–Taylor instability
In close connection with this analysis, an exact result has
been reported which uncovers the full nonlinear structure of
the ST instability, as a subcritical bifurcation.60 It has been
shown that, for any given set of parameters, one can find
modes that are linearly stable but nonlinearly unstable, that
is, that finite-sized perturbations may grow unstable if they
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surpass a certain amplitude threshold. The latter has been
determined exactly and has been identified as a branch of
exact solutions that bifurcate from the instability and ends up
at a topological singularity. These solutions had been re-
ported before61 in a different context and have a clear physi-
cal interpretation. They consist of interface shapes which
balance exactly capillary and viscous forces, yielding a fam-
ily of solutions which coincided, in the case of channel ge-
ometry, with the so-called elastica solutions of ideal rods.
The precise prediction of the amplitude-threshold associated
to these results has been checked directly in experiments
using a new experimental procedure to prepare initial condi-
tions a` la carte for the interface shape in a Hele-Shaw cell.60
Examples of such solutions are shown in Fig. 1. Incidentally,
the above procedure to prepare arbitrary initial conditions for
the interface shape in a Hele-Shaw experiment does open
new and interesting possibilities to study transient dynamics.
IV. DYNAMIC SOLVABILITY
A. Extending solvability theory
The understanding of the delicate role of surface tension
as a singular perturbation yielding an effect ‘‘beyond all or-
ders’’ has been celebrated as a major achievement in pattern
formation. This surprising and indeed generic mechanism of
steady state selection in interfacial growth problems is some-
times referred to as ‘‘microscopic solvability.’’ 10 The term
‘‘microscopic’’ is inherited from the context of solidification
growth, due to the fact that it is the presence of a micro-
scopic length scale ~the capillary length! what is crucial in
fixing the macroscopic scale of the dendrite.
Once this problem was understood, a new generation of
results started to arise concerning the dynamics of Hele-
Shaw flows. On the one hand, it was pointed out that the
picture of finger competition based on the idea of simple
Laplacian screening to explain the evolution towards the
single finger solution was too naive at least in two respects:
First, for viscosity contrasts not very high, the dynamics was
observed to be qualitatively different,47,48 and second, the
role of surface tension on the dynamics was recognized as far
from being trivial. We will address the effects of viscosity
contrast in Sec. VI. Here we now concentrate on the singular
effects of a small surface tension.
Among the results that triggered most interest in study-
ing the nonlinear dynamics of viscous fingering at an ana-
lytical level, we can remark the obtention of explicit, exact
time-dependent solutions of the problem for zero surface ten-
sion, thanks to the use of conformal mapping
techniques.15,16,19,53,62 Remarkably, the classes of solutions
found were very broad and included also large classes of
solutions behaving smoothly, that is, not leading to finite-
time singularities of any type. The rare and remarkable fact
of having exact time-dependent solutions of a strongly non-
linear and nonlocal free-boundary problem was indeed a
good opportunity to gain analytical insight into interfacial
dynamics in general. The natural question then arose as to
whether a selection mechanism, analogous to that which
works for the statics ~selection of a stationary single finger!,
could be defined for the dynamics. That is, whether one
could conceive a dynamical solvability scenario associated to
surface tension. Note that the situation was indeed com-
pletely parallel to the steady state selection problem, that is:
~i! One neglects surface tension; ~ii! one solves the problem
and finds it is degenerate and, in a sense, unphysical; ~iii! one
restores surface tension to show that the degeneracy is bro-
ken and that the physical solution survives. The idea is that,
although the physical problem is not degenerate and, there-
fore, the ‘‘selection’’ problem is actually introduced by the
removal of a crucial physical ingredient, through this proce-
dure an important insight was gained into the mathematical
and physical nature of the problem. It could then be interest-
ing to follow a similar scheme for the dynamics and try to
learn something from the mathematical nature of the prob-
lem by following a similar procedure. This was in principle
possible because the exact solutions were available. The pur-
suit of this idea originated a series of papers43–45,63,64 which
we will summarize in the following sections. The need to
define and compare different types of dynamics lead us to
adopt a dynamical systems point of view, which deals basi-
cally with global ~topological! properties of ensembles of
trajectories in phase space rather than looking at specific
trajectories.65
FIG. 1. Sample of exact stationary solutions of the ST problem with finite
surface tension ~elastica solutions! which balance capillary with viscous
forces. Each interface configuration is a point in the subcritical branch of the
nonlinear ST instability.
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B. Multifinger selection: A dynamical systems
approach
A first step in this direction was to try to generalize the
steady state selection theory of the single finger solution to
the case of multifinger solutions.64 It was indeed known that
steady state solutions with coexisting unequal fingers existed
for zero surface tension, while only the symmetry degenerate
case of equal fingers could seem a priori physically accept-
able. Furthermore, there was a continuum degeneracy of
such multifinger solutions so it seemed natural to try to ex-
tend solvability theory to these cases. This was indeed ac-
complished explicitly for two-finger configurations in a
channel.64 We showed that by a mechanism similar to that of
the single-finger solvability, the correct introduction of sur-
face tension collapsed the two-parameter continuous family
of two-finger solutions into a discrete set of solutions de-
scribed by two integer indices. Those solutions were sup-
posed to be unstable except for one, corresponding to the
symmetry-degenerate double ST finger, which had a saddle
point structure, that is, with some stable directions ~inherited
from the single finger stability! and some unstable directions.
In the spirit and language of dynamical systems theory,
we can recast the traditional solvability theory and the above
extension to the multifinger case in the following way. The
phase space flow emerging from the planar interface unstable
fixed point, in the absence of surface tension, ends up at a
continuum of fixed points. This yields a nonhyperbolic flow,
since the line of fixed points is marginally stable. The intro-
duction of surface tension yields a natural unfolding of this
otherwise structurally unstable65 flow and restores the hyper-
bolicity of the fixed points by isolating a single stable fixed
point ~the ST finger!, while the rest of ~now isolated! fixed
points are unstable and thus unobservable. Within this con-
text, the extended solvability theory to multifinger configu-
rations can also be interpreted as the restoring the hyperbo-
licity of the flow through the unfolding provided by surface
tension. The crucial difference now is that the solution which
is singled out is not the stable fixed point ~the global attractor
of the problem! but a saddle fixed point, which corresponds
to the symmetry-degenerate equal finger solutions. The rest
of discrete and isolated fixed points are also unstable. The
saddle point structure of the flow is actually a consequence
of the stability of the single finger ST solution on the one
hand ~responsible of the attracting part of the flow! and of
the global instability of a periodic finger array, as described
by Kessler and Levine,66 on the other hand, which is respon-
sible for the phenomenon of finger competition and thus
originates the unstable directions of the flow, corresponding
to modes that break the symmetry of the equal finger con-
figuration. Figure 2 depicts a schematic representation of this
discussion.
An important difference between multifinger solvability
theory and the traditional single-finger one, is precisely the
saddle-point structure of the selected solution. In this case
this has dramatic consequences for the phase space flow
structure in regions far away from both the attractor ~the
stable ST single finger! and the planar interface ~unstable!
fixed point. That is, by restoring the saddle-point structure of
the equal-finger fixed points, the global phase space structure
is essentially modified. This is qualitatively different from
FIG. 2. ~Color online!. Schematic rep-
resentation of the unfolding of nonhy-
perbolic fixed points into hyperbolic
ones by the introduction of surface
tension, in the case of single-finger
and two-finger selection.
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the static solvability case, in which only the local structure
around the attractor is unfolded. In this sense we refer to
multifinger selection as dynamic solvability theory. It is not a
dynamical selection in the sense that surface tension selects
particular sets of trajectories. However, the solvability of the
multifinger fixed points corresponds to the unfolding of a
structurally unstable flow and, therefore, it transforms the
global ~topological! structure of phase space. In the next sec-
tion we will pursue this general qualitative picture in more
detail to reach a more quantitative scenario and to assess to
what extent trajectories evolving with and without surface
tension can depart from each other even if reaching the same
final attractor.
V. SINGULAR EFFECTS OF SURFACE TENSION:
BEYOND DYNAMIC SOLVABILITY
In the preceding description, it has been established that
the introduction of a vanishingly small surface tension has a
strong impact on the global structure of the phase space flow.
The idea that the flow with and without surface tension was
not topologically equivalent was already recognized in Ref.
43 with the study of the simplest exact solutions. However,
one could hope for making a step further and have a more
detailed description of the effect of surface tension on the
trajectories in phase space. Our proposal was then to focus
on specific low-dimensional invariant subspaces of the dy-
namics, taking advantage of the exact solutions available.
These yield sets of ODE’s for the finite sets of parameters in
the conformal mapping describing the solutions ~see more
details in Refs. 44–46!. The idea is then to look at those sets
of ODE’s as low dimensional dynamical systems and discuss
their properties. A geometrical way to illustrate the compari-
son between zero-surface tension dynamics and small sur-
face tension dynamics, for two-finger configurations, is
shown in Fig. 3. Note that the invariant manifolds of the two
different dynamics, when imbedded in the ~infinite-
dimensional! space of interface configurations cannot coin-
cide. We can construct a two-dimensional dynamical system
with nonzero surface tension dynamics as the one defined by
the evolution to infinite time ~forward and backward! starting
from a line of initial conditions corresponding to the class
which is solvable for the zero surface tension dynamics. The
two surfaces defining two different dynamical systems of the
same dimensionality do intersect, by construction, in one
line. They also have in common the planar interface fixed
point. If we now take the limit of vanishing surface tension
we can ask in which way the two surfaces will approach each
other. It is clear that, consistently with solvability theory,
both single finger and two-finger fixed points with finite sur-
face tension will approach the corresponding solutions with
zero surface tension. Since the flow topology cannot be the
same in the two cases, it is necessary to study more system-
atically the effect of surface tension in specific trajectories.
This can be accomplished thanks to the asymptotic theory
developed by Tanveer and co-workers, and with the help of
numerical computation.
A. Asymptotic theory
The starting point of the perturbative framework devel-
oped by Tanveer18 is the fact that the zero-surface tension
problem is ill-posed as an initial-value problem. Once the
ill-posedness is cured through the proper analytical continu-
ation of the problem,67 a well defined perturbative scheme is
possible.
The remarkable and surprising result that this analysis
unveiled is the fact that, in general, the limit of trajectories
for vanishingly small surface tension can only converge to
trajectories evolved with zero surface tension for a time of
order one, that is, a time that does not diverge as surface
tension tends to zero.41,42 While this would be an expected
result for solutions leading to finite-time singularities in the
case of B50, it is not at all intuitive for smooth evolutions of
both cases, and even more surprising if the two evolutions
evolve towards the same attractor at infinite time, as will be
the case. For the linearized ~or weakly nonlinear! dynamics
of the problem, for instance, the time T for which the B
50 and the BÞ0 converge scales as T.2log B. The phe-
nomenon reported by Siegel and Tanveer, thus, concerns the
strongly nonlinear dynamics.
The basic idea of Tanveer’s asymptotic theory is that one
FIG. 3. ~Color online!. Schematic rep-
resentation of different two-
dimensional ~2D! dynamical systems
embedded in the infinite-dimensional
phase space. The flat surface is the
zero surface tension dynamics. The
curved surface intersects the other by
construction in a line of initial condi-
tions, and is defined by the evolution
of these with finite surface tension.
Single-finger and two-finger fixed
points are depicted as 1ST and 2ST,
with the prime designating the case
with BÞ0.
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can construct a correction to the zero-surface tension dynam-
ics which depends only on that zeroth order dynamics and
which predicts its own failure according to the following
scenario. The leading surface tension correction modifies the
analytical structure of the conformal mapping which de-
scribes the interface shape by giving rise to a localized cloud
of the so-called daughter singularities. This cloud has a size
of order B1/3 and its evolution is determined once the zeroth
order is solved. Generically, one of these daughter singulari-
ties may hit the unit circle ~which is mapped to the interface!
within a finite time. This then signals the failure of the per-
turbation scheme. For times after this event, the two dynam-
ics may differ significantly.
B. Numerical results and general picture
Tanveer and co-workers checked this scenario with nu-
merical simulations in the case of single-finger
evolutions.41,42 For instance, they showed how the evolution
with B50 of the interface leading to a finger with the wrong
width ~different from the 1/2 relative size predicted by selec-
tion theory!, was indeed correct until a finite time well into
the strongly nonlinear regime ~with a well developed finger!.
After that time, identified by the impact of a daughter singu-
larity, the dynamics with small but finite surface tension
abruptly modified the evolution towards the correct finger
width.
The challenge was then to check this scenario in situa-
tions where different fingers coexist and compete. A compre-
hensive study of these situations for very small surface ten-
sion is very demanding numerically and was performed in
Refs. 45 and 46. The most interesting configurations studied
were those in which the competing fingers were consistent
with the correct final width selected by surface tension. In
these cases, the dynamical role of surface tension could be
isolated from the selection phenomenon itself. While the pic-
ture of the asymptotic theory was checked to be consistent, a
series of quite surprising results were found.
The most striking result was the observation that non-
zero measure sets of initial conditions corresponding to un-
equal fingers could be found for which the evolution with
zero surface tension would give the wrong output of finger
competition. That is, in a configuration with two unequal
fingers, the one approaching the single finger stationary so-
lution ~the winner! would be different for zero surface ten-
sion than for any arbitrary value of surface tension, no matter
how small. Therefore, the attracting fixed point for B50 and
for B501 do coincide, but the path in phase space to reach
this attractor is completely different. Notice that this is an
intrinsically dynamic phenomenon, unrelated to the steady
state selection problem, since the width of the selected finger
at the end is the same in both cases. Remarkably, this sur-
prising behavior is encountered in a finite measure region of
phase space.45,46 The modification of the phase space flow
structure by surface tension is thus dramatically manifest in
this region.
In Refs. 45 and 46 it is shown in explicit examples how
the impact of the daughter singularity signals the time after
which the evolution with B50 differs significantly form that
of small but finite surface tension. From this scenario, then,
we can conclude that the trajectories with finite surface ten-
sion converge one to one to those for B50 for a finite time
~which can be evaluated in terms of the B50 dynamics!.
The resulting picture in the limit of B501 can thus be illus-
trated schematically as in Fig. 4. This results from the con-
struction of Fig. 2, taking the limit of the line of intersection
of initial conditions to approach the planar interface fixed
point, and then taking the limit B→0. Then, the two surfaces
describing the two dynamical systems will coincide in a fi-
nite region containing, in addition to the planar interface
fixed point, the single-finger and the doubly degenerate
~saddle! fixed point. This region will end at the line of impact
of the daughter singularities. The subsequent evolution in
both cases will differ then, and thus the surfaces B50 and
B501 do split beyond that line.
FIG. 4. ~Color online!. Comparison of
the two invariant manifolds of Fig. 3
for B50 and for the limit B501. The
two surfaces coincide until the impact
of daughter singularities and separate
from each other after that.
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The general conclusion is thus that, for a time of order
one ~which depends on the specific initial condition but can
be determined exactly from the zero-surface tension dynam-
ics! surface tension behaves as a regular perturbation and the
effect of introducing a small value of B is small. After that
time, the evolution is not only quantitatively different but
also qualitatively, since the topology of the phase space flow
is different. While it is not ruled out that some initial condi-
tions do not differ qualitatively, it can also occur that in some
finite ranges of initial conditions the trajectories with the two
dynamics depart completely from each other, even if they
eventually approach the same final attractor.
C. Noise and the limit of small surface tension
In the above discussion we have been dealing with the
role of surface tension as a singular perturbation in the dy-
namics corresponding to the high viscosity contrast limit. In
this case, it has been commonly believed that, in the channel
geometry, the single-finger ST solution is the universal at-
tractor of the dynamics. However, in the case of very small
surface tension this view has been questioned on the basis of
the effect of noise, stating that for very small surface tension
the behavior of the system is essentially chaotic.68 The argu-
ment is based on the instability of fingers to tip-splitting
when surface tension is small. In this respect it is worth
clarifying that the tip-splittings observed in simulations such
as those of Ref. 68 are spurious effects of round-off noise
which can be suppressed by a proper noise filtering scheme.
The difficulty lies in the fact that the sensitivity to the noise
is enhanced as surface tension is decreased. This makes the
numerical simulation of small surface tension flows very de-
manding. A careful analysis clearly shows that once the noise
is appropriately filtered, however, the intrinsic dynamics
does lead the interface to the ST finger, no matter how far
from it. The conclusion that this is the universal attractor just
needs to be taken prudently if there is a finite amount of
noise. Then if one takes the limit of small surface tension, for
a fixed amount of noise, one would certainly reach a point
where the ST finger is not stable to finite perturbations and
then the chaotic picture described in Ref. 68 would be rel-
evant. This issue is thus only a matter of noncommuting
limits ~small surface tension vs weak noise!. The intrinsic
dynamics of the free boundary problem as defined ~in the
absence of noise!, however, does have a unique and universal
attractor, namely the ST finger.
This last statement refers to the case of high viscosity
contrast limit c51. However, in the following section we
will see that the dynamics is much reacher and puzzling once
the viscosity contrast, the other dimensionless parameter of
the problem, is allowed to depart from that limiting value.
Then, the ST attractor has only a finite basin of attraction,
even for surface tension of order one, and new physics is
found. In this case, however, this phenomenon is intrinsic to
the dynamics and has nothing to do with the noise sensitivity
just discussed above.
VI. DYNAMICS OF FINGER COMPETITION: THE ROLE
OF VISCOSITY CONTRAST
The general picture of finger competition where fingers
try to screen the Laplacian pressure field from each other
ending up at a single finger surviving and approaching the
ST solution, even including the singular effects of surface
tension, is restricted to the one-sided Saffman–Taylor prob-
lem, that is, to viscosity contrast c51 where c5(m2
2m1)/(m21m1). Already in the 1980s, Tryggvason and
Aref51 observed numerically that the viscosity contrast has a
strong influence on the dynamics of Hele-Shaw flows and
consequently in the morphology of the fingering patterns
formed. Their analysis was rather qualitative though, due to
some extent to the computer limitations of that time. This
numerical evidence was later confirmed by the experimental
results obtained by Maher69 using a experimental setup
where the instability was driven by gravity and the fluid used
was the binary-liquid mixture isobutyric acid plus water at
critical composition, that allowed to reach very low values of
the viscosity contrast parameter. Simple ~two finger! con-
figurations were also studied70 by means of direct numerical
integration that confirmed the dramatic differences between
high c and low c dynamics. The conclusion was that for low
viscosity contrast the finger competition process was
strongly inhibited, and the coarsening process observed for
high viscosity contrast71,72 that leads to the formation of a
single finger does not seemed to take place.
In an attempt to clarify the issue on more rigorous
grounds, in Refs. 47 and 48 we developed a topological ap-
proach to study finger competition that allowed for a differ-
ent view and new insights on the dynamics of low c . We
conjectured that the size of the basin of attraction of the
Saffman–Taylor depended on the value of c . That is, even
though a ST finger solution exists and is stable for any value
of c , it might not be the universal attractor of the dynamics
for any viscosity contrast. Obviously this raises the question
about the long time fate of the system when not attracted to
a single finger configuration. With the current computer
power and the substantial progress made on the numerical
algorithms for this kind of problems, it seemed thus appro-
priate to reconsider those open questions and try to shed new
light into the problem, both testing the scenario conjectured
in Refs. 47 and 48 and providing a more quantitative char-
acterization of the sensitivity to viscosity contrast. In addi-
tion, there is another fundamental reason to explore this issue
with precise numerics, that is, the relevance to the fundamen-
tal question on the occurrence of topological singularities
associated to interface breakup through pinch-off.73 For low
viscosity contrast, indeed, one observes both in experiments
and simulations, an enhanced tendency to interface pinch-
off. While we will not specifically address here the nontrivial
question of whether the dynamics leads spontaneously to
finite-time pinch-off, we will push the idea that the tendency
to pinch-off can be related to the fact that attractors with
different topology coexist and compete. Recently, the prob-
lem of Hele-Shaw flows with arbitrary viscosity contrast,
largely neglected in the literature in comparison to the high
viscosity case, has received some attention also from a math-
ematical point of view. Howison20 has presented a formal
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technique for finding explicit solutions to the two-phase flow
in a Hele-Shaw cell, with the confessed intention to drive the
attention of the community to this fundamental problem.
A. Basin of attraction of the Saffman–Taylor finger
The aim of the present subsection is to present a first
attempt to confirm and characterize in a quantitative way the
dependence of the basin of attraction of the ST finger on
viscosity contrast c .46,74 Obviously, the numerical explora-
tion of the infinite-dimensional phase space of the problem
can only be undertaken partially. It is thus crucial to devise
an optimal strategy in selecting the class of interface con-
figurations which will be most useful to elucidate the generic
questions posed on the dynamics with a minimal numerical
effort.
It seems clear that two-finger configurations will be ad-
equate to study finger competition. We will choose initial
conditions with two sinusoidal modes, with wave numbers k
and 2k , with small amplitudes so that their growth is initially
linear. Furthermore, we will first choose surface tension in
such a way that the two modes have exactly the same linear
growth rate. This is always possible and has the great advan-
tage that the ratio between the two mode amplitudes is kept
constant as long as the dynamics is linear. Deviations from
this constant ratio will directly signal nonlinear interactions.
In addition, with this condition the linear growth yields a
selfsimilar solution and the actual initial amplitude of the
modes is thus an irrelevant parameter. The amplitude ratio is
then the only parameter that spans the phase space. This
one-dimensional projection is obviously a drastic simplifica-
tion but we will see that it provides useful insights. It can
obviously be made less restrictive a posteriori to assess the
range of validity of the partial conclusions. In any case we
will deal with dimensionless surface tension of order unity
(B’1). Note that, as stated above, this range of values is the
relevant one for configurations of fingers emerging sponta-
neously from the linear instability of the planar interface,
since they occur precisely at the scale where capillary and
viscous forces are of the same order. We will not address
here the small surface tension limit for general viscosity con-
trast, although we recognize this is a interesting and com-
pletely open problem. We will briefly comment on that in
Sec. VII.
The simplest initial condition to study finger competition
is thus a two-finger ~or two-bump! interface, with two Fou-
rier modes of the form
x~y !52a1 cos~y !1a2 cos~2y !, ~12!
where both a1 and a2 are real and positive. The form Eq.
~12! describes an interface with one or two bumps, depend-
ing on the ratio a1 /a2 : If a1,4a2 the interface has two
bumps, and one otherwise. The values of a1 and a2 are cho-
sen small enough to guarantee that the initial interface is well
inside the linear regime. The two modes present in Eq. ~12!
have equal growth rates for a surface tension value B51/7.
It is important to stress at this point that the evolution in
the case where any of the two amplitudes is zero leads to the
ST finger ~single or double!, regardless of viscosity contrast.
The basin of attraction of the ST is thus always finite. The
intrinsic differences between high and low viscosity contrast
refer only to the process of finger competition, that is, they
are manifest as long as unequal fingers coexist.
We have numerically computed the evolution of the ini-
tial condition Eq. ~12! for various values of the viscosity
contrast, surface tension and initial conditions. We have ob-
served that for long times the interface exhibits two different
kinds of configurations, illustrated in Fig. 5 and consistently
with the two types of finger dynamics observed in Refs. 47
and 48 for the two extreme values of c51 and c50. The
two types of dynamics give rise to two distinct morphologies
as follows. As usually seen for high viscosity contrast, in
what we call type I dynamics the leading finger screens out
the trailing one by suppressing its growth to the point that the
small finger is completely halted or exhibits a residual evo-
lution driven by surface tension. The key defining point of
type I dynamics is that the leading finger widens to attain a
stationary shape close to the single-finger solution predicted
by selection theory, thus absorbing all the injected flux, while
the secondary finger is either completely suppressed or fro-
zen.
In the second type of behavior ~or type II!, which is
typical of lower viscosity contrast, the growth of the second
finger is not halted, although its speed may decrease a con-
siderable amount with respect to the speed of the large finger.
At long times the large finger advances approximately at
constant velocity, but with a substantial difference with re-
spect the previous case: The finger sides bend to give rise to
a narrow neck behind the leading head. This neck can be-
come extremely narrow to the point of approaching a pos-
sible topological singularity in the form of interface pinch-
off. The appearance of some sort of a neck is rather usual
even for high viscosity contrast, since fingers typically de-
velop overhangs. Indeed, at short times both fingers are sub-
stantially narrower than half the channel width, and later in
the evolution the region of the leading finger that is ahead
FIG. 5. Evolution of the initial condition a150.05 and a250.072 85, with
B51/7 and c50.0 ~upper plot! and c50.8 ~lower plot!.
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widens also in type I competition. The key point here, how-
ever, is that the narrow neck in type II dynamics supports a
vanishingly small flux, so that the leading head or bubble
increases its area only very slowly. On the other hand, there
is an amount of flux that feeds the secondary finger which
then exhibits a nontrivial dynamics which persists in one
way or another for all times.
When a pronounced necking develops, the shape of the
quasi-bubble formed is very close to the zero surface tension
bubble shape described in Ref. 75. The second ~smaller! fin-
ger exhibits a variety of behaviors: It may or may not de-
velop necking, and it can also present tip-splitting, but in all
cases it will exhibit some sort of ‘‘persistent’’ dynamics.
Note that the whole system is becoming more and more
elongated with time so there is increasing space for the sec-
ondary finger to evolve independently of the leading tip re-
gion of the primary finger. We have not observed any clear
indication of a steady state behavior of the secondary finger
in type II dynamics, although the tip region of the leading
finger often reaches a practically stationary shape in a rea-
sonably short time. The two morphologies and corresponding
dynamics just introduced were described and characterized
with topological properties of the fluid flow in Refs. 47 and
48 for the extreme values of c . Here we will see that for a
given initial condition, the system will display unambigu-
ously one of the two behaviors depending on the viscosity
contrast. Remarkably the transition between the two behav-
iors is quite sharp, with slight changes in the value of the
viscosity contrast driving the system from one kind of be-
havior to the other one.
With the simplest choice of surface tension B described
above to assure the same linear growth of the two modes,
according to the linear dispersion relation of the problem23
v~k !5uku~12Bk2!, ~13!
we are left, in our first analysis, with a uniparametric family
of self-similar initial conditions in the linear regime.87 The
quantity we will use to parameterize the two-bump initial
condition Eq. ~12! is the ratio between the tip difference and
the total width of the interface, measured as the length dif-
ference between the maximum and the minimum of the in-
terface. This parameter will be called d , and for our initial
conditions it reads
d5
1
1
2 1
1
16
a1
a2
1
a2
a1
. ~14!
d is a function of the ratio a1 /a2 , and since the surface
tension is chosen to make the growth rate of both a1 and a2
the same, d remains constant throughout the linear regime.
Then, the value of the viscosity contrast at which the transi-
tion between type I and type II dynamics takes place depends
on the initial condition, or equivalently, is a function of d .
As a precise criterion to establish the distinction between
types I and II dynamics, we have used the area covered by
the small finger and the bottom line of the interface. This
definition has no ambiguity for our class of initial conditions,
and the results do not depend significantly on the details of
such definition. Then, the dynamics is of type I if the area of
the small finger approaches a constant value for long times,
and type II otherwise. We have applied this criterion to study
systematically the dependence of the viscosity contrast tran-
sition value cT on the initial condition. In Fig. 6 cT versus d
is plotted, for an initial condition of the form Eq. ~12! and
surface tension B51/7. d50 corresponds to two equal
bumps, and d21 corresponds to a single bump. From the
plot it can be seen that, as the lengths of the two initial
fingers become close to each other, the viscosity contrast that
drives the dynamics into the type I dynamics tends to c51.
For c51, regardless of how small the initial difference in
finger tip position is, the long time interface configuration
consists of a steady Saffman–Taylor finger ~type I!. In oppo-
sition to this limit, when the length of the small finger tends
to zero, type I dynamics occurs for any value of the viscosity
contrast. Then, if the initial interface consists of a single
bump the long time interface will be a Saffman–Taylor fin-
ger. The convexity of the curve cT(d) shows that type II
dynamics has a larger basin of attraction than type I dynam-
ics. Furthermore, the very small slope of the boundary be-
tween the two behaviors in Fig. 6 when approaching c51 is
telling us that the maximal sensitivity to viscosity contrast is
precisely at c’1. The physical picture of finger competition
based upon Laplacian screening, which is the common one
for the high viscosity contrast case, happens to be less ge-
neric than the low contrast behavior. Figure 6 describes the
variation and sensitivity of the basin of attraction of the ST
finger to viscosity contrast, and tells us, given a value of c
and d , whether or not the dynamics is attracted to the ST
finger.
The weakly nonlinear approach described in Sec. III A
and Ref. 58 can be applied to the present problem in order to
gain some insight into the dependence of the dynamics on
the viscosity contrast at the early nonlinear stages of the
evolution. According to the weakly nonlinear equations, the
amplitudes a1(t) and a2(t) of the two relevant modes obey
the following equations:
a˙1~ t !
a1~ t !
5
6
7 H 112ca2~ t !1@4c221#a22~ t !2 34 a12~ t !J ,
~15a!
FIG. 6. cT vs d , for an initial condition of the form Eq. ~12! and surface
tension B51/7.
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a˙2~ t !
a2~ t !
5
6
7 $114a2
2~ t !%. ~15b!
From these equations it can be observed that the viscosity
contrast reinforces the growth of the mode k51 through a
quadratic coupling with the mode k52. On the contrary, for
c close to zero this quadratic term is small and the cubic term
is negative, thus weakening the growth of the mode k51 in
front of the mode k52. Hence, in the weakly nonlinear re-
gime the reinforced growth of a1(t) pushes the interface
towards the single finger configuration for c large, and for c
small the growth of a1(t) is weakened and the dynamics
tends to the two-finger configuration.
A change in the surface tension value yields qualitatively
similar results, but now the two initial modes have different
growth rates and the interface can suffer significant changes
even in the linear regime: A second bump can develop from
a configuration which initially had one bump if B,1/7, or a
bump of a two-bump configuration can be suppressed if B
.1/7. Then, from this simple linear regime considerations
one can infer that a plot of cT versus d will have a major
difference from the plot depicted in Fig. 6: For d51 ~single
bump! cT will be greater than zero if B,1/7. In Fig. 7, cT
versus d is plotted for B51/14. As predicted, cT(d51) is
larger than zero and for this value of B it is closer to 1 than
to 0. However, one must keep in mind that for BÞ1/7 the
linear growth rates for the two modes are different, and con-
sequently the initial condition Eq. ~12! is not described by a
single parameter in the linear regime. Then, if we had com-
puted cT(d) with different values of the ratio a1 /a2 we
would have obtained a curve different from the one of Fig. 7,
but qualitatively equivalent. On the other hand, if B.1/7
cT(d) will reach zero for d,1.
Figures 6 and 7 show that type II dynamics occupies the
larger part of the phase diagrams. In particular, for low val-
ues of d the behavior of the system is type II except for
viscosity contrasts very close to one. Taking into account that
the fingers arising spontaneously from the linear instability
of the planar interface have similar length, that is, d is close
to zero in real experiments, type II dynamics seems to be the
dominant behavior as long as the viscosity contrast is slightly
or well below one. Thus, in situations with arbitrary viscosity
contrast, finger competition is generically absent or weak,
and the ST finger may not be reached. Instead, a more com-
plex situation arises, and attractors absent for high viscosity
contrast appear. This will be discussed in the section below.
B. Taylor–Saffman bubbles: The competing attractors
We have observed that within type II behavior, in certain
cases the leading finger evolves for long times to a configu-
ration consisting of a bubble-shaped tip connected to the rest
of the interface by a long, narrow neck, that can be extremely
thin next to the bubble region. This bubble formation process
has been observed for a wide range of values of the viscosity
contrast, except for values very close to 1. Formation of
bubbles for low viscosity contrast has been previously re-
ported by Ref. 51 in more complex interfacial configurations.
Bubble shaped ~closed! exact solutions are known for B
50,75 and similarly to the ST finger, bubbles are also solu-
tions with finite B via a similar selection mechanism.
A detailed study of the long time asymptotics of type II
dynamics and, in particular, the issue of whether the dynam-
ics leads to finite-time pinch-off, is much beyond the scope
of this section, and is indeed one of the future directions to
be explored. The basic idea we would like to push here is
that, regardless of whether or not there is finite-time pinch-
off, it seems clear that the isolated bubble solutions do be-
have in practice as attractors of the dynamics, at least par-
tially. The fact that the attractor of the dynamics may have a
different topology than the initial interface is an interesting
and unusual situation which in a sense explains, in the lan-
guage of dynamical systems, why the tendency to pinch-off
is observed so often and indeed generically in the problem.
Taylor and Saffman75 found a two-parametric family of
exact solutions of the problem with zero-surface tension con-
sisting of symmetric bubbles advancing with constant veloc-
ity U. Its functional form is
x5
2
p
U21
U tanh
21F sin2S p2 Ul D
2cos2S p2 Ul D tan2S U4 y2 p2 UD G
1/2
, ~16!
and contains two parameters, the ~dimensionless! bubble
velocity88 U and the maximum width l of the bubble ~mea-
sured in channel-width units!. The area S bounded by the
interface reads75
S516
U21
U 2 tanh
21F tan2S p4 Ul D G . ~17!
In the limit Ul→1 with U fixed, the area S of the bubble
diverges and the steady-state Saffman–Taylor finger solution
is recovered. The area of the bubble does not specify U and l
since Eq. ~17! only provides one relation between them, and
there exists a continuum of solutions with arbitrary speed
that satisfy the area condition. Thus, we encounter a selec-
tion problem fully analogous to the classical finger-width
selection problem, where the zero-surface tension solution
for a steadily translating Saffman–Taylor finger has an arbi-
FIG. 7. cT vs d , for an initial condition of the form Eq. ~12! and surface
tension B51/14.
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trary width. Tanveer76,77 showed that the introduction of a
finite surface tension removes the degeneracy in the bubble
speed U, and that families of bubbles that do not contain the
symmetries present in the solution Eq. ~16! exist.
Since the bubble-shaped region of the interface that
forms for some parameter values resembles the Taylor–
Saffman bubble solution, we have compared the bubble re-
gion of the computed interface with finite B and the bubble
given by solution Eq. ~16!. For convenience the conformal
mapping version of Eq. ~16! is used. The bubble shape in
terms of the complex variable z5x1iy reads77
z~s !5lnS eis2a
eis1a D1S 2U 21 D lnS 11e
isa
12eisa D1ip , ~18!
where the constant parameter a takes values in the range
~0,1! and the interface shape is described by 0,s,2p . The
interface width is 2pl and the bubble is centered along the
mid-channel axis. The parameter a relates to l and U
through the equation
l5
1
p
4
U tan
21S 2a12a2D . ~19!
In Fig. 8 the bubble region of an evolution with c50.5 and
B50.01 is plotted together with the analytical bubble with
U51.975 and a50.8969. The agreement between the two
curves is extremely accurate, except for the neighborhood of
the neck connection. For larger values of surface tension, the
agreement is still remarkably good. The excellent agreement
between the bubble region of the computed interface and the
Taylor–Saffman bubble is a strong indication that the inter-
face is being ~locally! attracted to the Taylor–Saffman
bubble fixed point. In addition, this also suggests that the
dynamics of the bubble-shaped region is almost independent
of the rest of the interface. Note, however, that through the
neck that connects the two parts of the interface there is a
residual finite flux of fluid that allows a slight increase of the
bubble area. This variation is slow enough to keep it very
close to a stationary solution on the time scale of interface
displacement.
The area of the bubble shaped region, for a given B and
c depends also on the particular initial condition. This is
illustrated in Fig. 9, where the evolution of two different
initial conditions but with same values of B and c is plotted.
The area of the two bubble shaped areas, although not com-
pletely formed yet, is clearly distinct, showing that the two
evolutions are being attracted, at least during a certain time,
to different bubble fixed points. Apparently, the area of the
bubble changes continuously with the initial condition, and
the bubble region is being attracted to different points of the
continuum of Taylor–Saffman solutions. As a general rule,
our computations show that, for a given initial condition, as
the viscosity contrast is decreased, the area of the bubble gets
smaller. A possible explanation for this behavior and more
details of this discussion can be found in Refs. 46 and 74.
While many interesting questions remain open, most re-
markably those concerning finite-time pinch-off, the conclu-
sions of this analysis are clear. On the one hand, the dynam-
ics of low viscosity contrast seems to be more generic than
that ~most usual in the literature! of high viscosity contrast,
in the sense that only for values of c very close to one the
standard finger competition scenario is typical. There is thus
a very strong sensitivity of the dynamics to c in the neigh-
borhood of c51. On the other hand, we have reinforced the
conjecture that there is a continuous reduction of the basin of
attraction of the Saffman–Taylor with c . Furthermore, we
have identified the isolated Taylor–Saffman bubbles as the
missing attractors which compete with the Saffman–Taylor
finger. Having a different topology than that of the interface
in the initial configuration, the generic tendency to pinch-off
observed in experiments and simulation finds a natural ex-
planation.
C. Rotating Hele-Shaw flows
A variation of the traditional viscous fingering problem
in radial geometry which has been studied more recently is
that of rotating Hele-Shaw flows. This has been explored
theoretically following parallel steps to the case of channel
geometry. It was shown that exact solutions for the case of
zero surface tension can be found and that rotation, under
certain circumstances, may prevent the formation of cusp
singularities.62 The weakly nonlinear analysis has also been
extended to this case.59 On the experimental side a series of
FIG. 8. Bubble region of the computed interface with initial condition a1
50.038 223, a250.009 728 55, c50.5 and B50.01 together with the inter-
face obtained from Eq. ~18! with U51.975 and a50.8969.
FIG. 9. Evolution of two different initial conditions with a150.02, a2
50.089 72 ~solid line! and a150.07, a250.059 88 ~dashed line!. The vis-
cosity contrast is c50.8 and surface tension is B51/14. The final times are
t59.25 ~solid line! and t58.0 ~dashed line! in some dimensionless units.
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works of Ortı´n and co-workers have explored systematically
several aspects of rotating Hele-Shaw flows.78–82
One of the interests of this experimental setup is the
possibility to explore the region of low viscosity contrast
while driving the instability by density contrast, in analogy
with gravity-driven viscous fingering in channel geometry.81
The lack of competition in this case leads to completely dif-
ferent morphologies than those observed for high viscosity
contrast ~see an example in Fig. 10!. Both cases, however
differ even more strongly from the traditional fingering pat-
terns for fluid injection. An exhaustive experimental study of
low viscosity contrast fingering in a rotating Hele-Shaw cell
can be found in Ref. 81.
The importance of wetting effects on the boundary con-
ditions at the interface has also been made clear in the case
of rotating Hele-Shaw flows, for instance giving rise to very
different patterns depending on whether the cell is prewetted
or not82,83 ~see an example in Fig. 11!. The traditional bound-
ary condition has been shown to be valid in general if the
cell has been uniformly wetted by a thin film of the wetting
fluid. Otherwise, if the wetting fluid displaces the nonwetting
one in a dry cell, the resulting patterns differ significantly.
The need to incorporate the physics of the motion of contact
lines in the boundary condition then brings up a new micro-
scopic length scale into the problem ~related to the thickness
of the precursor wetting layer! which, remarkably enough,
fixes some basic morphological features of the macroscopic
pattern. This point is now a promising direction of current
research.
Another important aspect that has originated in the study
of rotating Hele-Shaw flows is that of topological singulari-
ties. While the tendency to pinch-off has already been dem-
onstrated in low-contrast fingering in the channel geometry,
such phenomenon is strongly enhanced by rotation ~see Fig.
10!. This has been worked out in detail in terms of viscosity
contrast. While in rotating Hele-Shaw flows it can be proven
that interface pinch-off occurs at least at infinite time, the
detailed study of the pinch-off itself, in particular for the case
of two viscous fluids, is inherently different from that of
ordinary Hele-Shaw flows and is one of the interesting prob-
lems that is currently under study.82,84
VII. SUMMARY AND PERSPECTIVES
In this article we have briefly reviewed some of the re-
cent results on the study of viscous fingering after the full
understanding of the steady state selection problem. Since
then, the interest has focussed primarily on the dynamics of
fingering patterns. A leading idea of this article has been the
fact that the dynamics of this highly nonlinear and nonlocal
free-boundary problem hides surprising and nontrivial dy-
namical features which challenge our intuition and question
our qualitative understanding of Laplacian screening as the
basic mechanism of finger competition and growth in this
class of problems.
At the level of the ST instability itself we have recalled
very recent systematic extensions of the linear stability
analysis to the weakly nonlinear regime, and the identifica-
tion of a class of exact solutions with finite surface tension,
the elastica solutions, as the unstable subcritical branch of
the ST instability. In the experimental test of the resulting
nonlinear ST instability, a new experimental procedure has
been developed to generate arbitrary interface configurations
for the initial condition. This opens a wide range of possi-
bilities to explore dynamical behaviors in a direct way that
was not conceivable before.
Concerning the role of surface tension we have reviewed
the basic leitmotif of a series of contributions aiming at elu-
cidating the possible extension to the dynamics of the tradi-
tional solvability theory. The remarkable obtention of broad
classes of exact time-dependent solutions for zero surface
tension was the starting point. The use of concepts of dy-
FIG. 10. Typical experimental pattern of low viscosity contrast fingering
under rotation. Note that fingers do not appear to compete and develop
narrow filaments which lead to experimental pinch-off.
FIG. 11. Typical experimental pattern for c51, with air as the outer fluid, if
the cell is initially dry.
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namical systems theory, together with the extension of static
solvability theory to multifinger configurations, leaded us to
the define dynamic solvability as the scenario in which sur-
face tension unfolds the structurally unstable phase flow as-
sociated to the degeneracy of multifinger stationary solu-
tions, restoring hyperbolicity of multifinger fixed points and,
consequently modifying essentially the topology of the phase
space flow in regions far apart from the attractor itself. For-
mally, this phenomenon makes contact with static ~tradi-
tional! solvability theory in the analysis that isolates a dis-
crete set out of a continuum of stationary solutions ~also a
process of restoring hyperbolicity in the single-finger selec-
tion case!. However, we call it dynamic because of the quali-
tative modification of the global phase space flow ~phase
portrait! as a consequence of the saddle-point structure un-
folded for the surviving multifinger solution.
The pursuit of this idea and the completion of the gen-
eral picture arising from the comparison of the dynamics
with strictly zero and with vanishingly small surface tension,
has been possible thanks to the asymptotic theory developed
by Tanveer and co-workers. Their main conclusion, namely
that after a time of order one the two dynamics are signifi-
cantly different, has been put to the test and has shown spec-
tacular divergences between trajectories evolving from the
same initial conditions but with the two dynamics above
~with and without surface tension! in sufficiently generic re-
gions of phase space.
The general picture for the comparison of the dynamics
with and without surface tension is thus as follows. In gen-
eral, the dynamics with zero surface tension can only be a
good approximation of that with a small surface tension
~regular perturbation! for a time of order unity, and it is in
general completely wrong after that time ~which can be de-
termined in terms of the dynamics of zero surface tension!.
The dramatic effect on the structure of the phase space flow,
which we call dynamic solvability, is only manifest after that
time of order unity. Most remarkably, even families of tra-
jectories evolving towards the same attractor ~the single-
finger solution predicted by static solvability! with both dy-
namics may follow phase space paths completely apart from
each other. This occurs for finite-measure sets of initial con-
ditions and clearly points out to an inherently dynamic, sin-
gular effect of surface tension. We thus see that the global
restructuring of phase space introduced by surface tension
goes much beyond the modification of local flow structure
around the fixed points ~as for static solvability!, and there-
fore, the qualification of dynamic solvability makes full
sense.
Another class of results which question the naive picture
of finger competition are those referring to the dynamical
role of viscosity contrast. We have shown that the basin of
attraction of the Saffman–Taylor finger is only the full phase
space for the strict limit of high viscosity contrast (c51),
while it decreases gradually with c to a small but not van-
ishing region for c50. The maximum sensitivity to c is pre-
cisely at c51, while the behavior for lower c , for which no
finger competition is observed, must be considered as more
generic. The ~partial! attractors of the dynamics which com-
pete with the ST finger have been identified as closed bubble
solutions. The fact that these have a different topology than
the initial condition provides an explanation of the observed
tendency to interface pinch-off.
The effect of viscosity contrast has only been studied for
dimensionless surface tension of order one. It remains an
open and challenging question to explore how the perturba-
tive picture of small surface tension is modified if viscosity
contrast is different from c51. While classical ~static! solv-
ability theory is not fundamentally modified by varying c ,
the situation for the time-dependent behavior is expected to
be much more involved, as suggested by the lack of explicit
time-dependent solutions for B50 and cÞ1. To our knowl-
edge the only exact time-dependent solution for arbitrary c
(B50) is the ~time-dependent! single-finger ST finger of
relative width l51/2.85 Remarkably, other filling fractions l
have time-dependent single-finger solutions only for
c51.46,58 This result unveils an intriguing connection be-
tween the width selection problem and the dynamical role of
viscosity contrast.
The case of rotating Hele-Shaw flows has been studied
only quite recently both theoretically and experimentally and
has revealed a wealth of new phenomena and new interesting
questions. Apart from the interplay between dynamics and
interface morphology, the most salient feature in terms of
future research has been the enhanced occurrence of topo-
logical singularities and their relation to viscosity contrast.
While pinch-off singularities have been studied in Hele-
Shaw problems in the past, it was usually in rather particular
setups, specifically designed to produce pinch-off. In the case
of rotating Hele-Shaw flows, however, it has been shown that
the dynamics leads naturally to situations approaching pinch-
off. However, a detailed study of the asymptotic approach to
pinch-off within a lubrication approximation is still lacking.
This point is currently being explored both analytically and
numerically.84
The study of rotating flows has also pointed out the need
for a more careful study of the effective boundary condition
at the interface when the wetting fluid is displacing the non-
wetting one, a situation that is usual for centrifugally driven
flows but that is atypical in more traditional experiments. In
the former case, having the cell prewetted makes a real dif-
ference. The description of the wetting fluid advancing in a
dry cell relates then to the motion of a contact line, a com-
mon but generally unsolved problem in fluid mechanics. A
very exciting preliminary study shows that, even with a
rather crude description of the contact line motion, the effect
is not only appreciable quantitatively but also qualitatively in
the overall morphology of the resulting patterns. The treat-
ment of the contact line requires indeed the introduction of a
microscopic length scale ~related to the thickness of the pre-
cursor wetting film!. It is thus remarkable, in a way that is
reminiscent of the effect of the capillary length on pattern
selection in the microscopic solvability scenario, that such a
microscopic length scale has a drastic effect on the macro-
scopic pattern morphology. This open question is also of
great interest and also sets forth a promising future perspec-
tive.
Finally, one of the most interesting lines of future re-
search in the context of Hele-Shaw flows consists in adding
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controlled modifications of the classical setup to define
richer model systems, and use them to pursue basic and gen-
eral principles of more complicated systems, in the spirit of
Ref. 49. The case of the random Hele-Shaw cell as a model
of a porous medium is a paradigmatic and fruitful recent
example.46,50 This particular case has leaded to an ab initio
derivation of an interface equation, which has allowed to
draw general conclusions on the problem of interface rough-
ening in fluid invasion of porous media, and also to give an
appropriate theoretical framework where renormalization
group analysis and numerical simulation can work on firm
grounds. The usefulness of the Hele-Shaw-type model-
system analysis has thus been remarkable in a field where
controversy and confusion has been too common. Not only
the derivation of the exact interface equation with all noise
contributions allows reinterpretation of old existing experi-
mental and simulational results, but most importantly, the
explicit knowledge of all parameters of the interface equa-
tion allows one to design new experiments with the optimal
choice of parameters. Experiments on Hele-Shaw cells with
random gap as a model system for porous media have al-
ready been carried out by Ortı´n and co-workers ~see, for
instance, Ref. 86!. The possibility of a clear connection be-
tween theory and experiment and the good control which is
possible in both aspects makes this line also a promising and
exciting direction.
In summary, after several decades, viscous fingering and
its variations continue to be a challenging and eversurprising
model system. Not only is it instrumental for exploring fun-
damental physics, but it yields a fertile framework where
analytical insight and controlled experiments can shed light
to other problems in interfacial pattern formation.
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