We present the fundamental properties of 87 stars based on angular diameter measurements from the Navy Precision Optical Interferometer, 36 of which have not been measured previously using interferometry. Our sample consists of 5 dwarfs, 3 subgiants, 69 giants, 3 bright giants, and 7 supergiants, and span a wide range of spectral classes from B to M. We combined our angular diameters with photometric and distance information from the literature to determine each star's physical radius, effective temperature, bolometric flux, luminosity, mass, and age.
INTRODUCTION
Interferometry is ideally suited to measure the angular diameters of stars, from main-sequence dwarfs (e.g., Boyajian et al. 2012b ) to giants (e.g., Wittkowski et al. 2001; Baines et al. 2016 ) to supergaints (e.g., Wittkowski et al. 2017) to special cases such as carbon stars , nearby solar-type stars (Kervella et al. 2017) , Mira variable stars (Wittkowski et al. 2016) , and so on. The direct measurements of these stars' angular diameters are key to determining their fundamental properties such as their physical radii and effective temperatures. These measurements act as a vital check to assumptions inherent in stellar structure and evolution models.
Interferometric diameters touch many topics of scientific interest. To name a few, they tell us about stars like our Sun and what solar-type stars will become as they evolve (e.g., Bazot et al. 2011) . They help determine the ages of stars with imaged companions, so we know whether those companions are older, cooler brown dwarfs or younger, hotter exoplanets (e.g., Baines et al. 2012; Jones et al. 2016) . They act as a direct test of astroseismic relationships (e.g., Huber et al. 2012; Baines et al. 2014) . They characterize exoplanet host stars, which is a vital step in understanding the nature of the companions (e.g., Ligi et al. 2012; Boyajian et al. 2015) . Furthermore, with the release of Gaia parallaxes, the distance to these targets will be updated and improved (Lindegren et al. 2012) . When their distances are more precisely determined, the stars' physical radii are also more precisely known.east, west, and north, respectively) that are clustered at the center of the array, and the stations of the imaging array. The latter are arranged along three arms with general north, east, and west orientations. Each arm has ten piers where a siderostat can be installed, which means the imaging array can be reconfigured as needed.
The NPOI currently has six imaging stations in operation (E3, E6, E7, W4, W7, and N3) and four more will be coming online in the near future (N6, N7, E10, and W10). The stations are labeled according to which arm they are on and how far away they are from the array center, with 1 being closest and 10 being farthest away. The current baselines, i.e., the distance between stations, range from 10 m to 97 m. When the E10 and W10 stations are commissioned, the NPOI will have the longest baseline of any optical interferometer at 432 m.
The NPOI uses a 12.5-cm diameter region of 50-cm siderostats in both the astrometric and imaging stations. We can combine light from any of the astrometric and imaging stations that are appropriate for our science goals, up to six stations at a time. The current magnitude limit is ∼5.5 in the V -band under normal conditions ∼6.0 in excellent conditions.
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We observed 87 stars from 2004 to 2016, a data set that totals over 100,000 calibrated data points. Table 2 lists the stars observed, the calibrators used, the dates, baselines, and number of observations. We used the "Classic" beam combiner that takes data over 16 spectral channels spanning 550 to 850 nm Hutter et al. 2016) . Each observation consisted of a 30-second coherent (on the fringe) scan where the fringe contrast was measured every 2 ms. Every coherent scan was paired with an incoherent (off the fringe) scan that was used to estimate the additive bias affecting fringe measurements . Scans were taken on one to five baselines simultaneously. Each coherent scan was averaged to a 1-second data point, and then to a single 30-second average. The dispersion of the 1-second data points estimated the internal uncertainties.
The NPOI's data reduction package OY ST ER was developed by C. A. Hummel 3 and automatically edits data using the method described in Hummel et al. (2003) . In addition to that process, we edited individual data points and/or scans that showed large scatter, on the order of 5-σ or higher. This was more common in the channels corresponding to the short wavelengths, a long-standing feature in NPOI data, where the channels are narrower, the atmospheric effects are more pronounced, and the avalanche photodiode detectors have lower quantum efficiencies. Removing those short-wavelength scans did not affect the diameter measurements.
The NPOI uses an extensive laser metrology system to measure the three-dimensional motions of the baselines with respect to an Earth-fixed reference system and to determine the absolute wavelength reference (for details, see Hutter & Elias 2003) . In order to characterize the stability of the wavelength scale calibration, the NPOI regularly measured the central wavelengths of all the spectrometer channels in a Fourier transform spectrometer mode starting in 2005. The measurements show the central wavelengths are stable with a 0.6 nm (0.1%) scatter (Hutter et al. 2016) . For data prior to 2005, we incorporated a ±0.5% error in the wavelength scale. Only five stars include data from 2004, and of those stars only one (HD 172167) used only 2004 data and had an uncertainty < 0.5%. We assigned a 0.5% error to its diameter to account for the uncertainty in the wavelength scale.
Selection and Characterization of Calibrator Stars
The theoretical response of an interferometer for a point source is known. We chose small stars to act as those point-source calibrators, and observed them in sequence with our science target. When we know what the calibrator's visibility should look like, we can compare that to what we see. We corrected for the difference between the theoretical positions and observed data, which is caused mostly by atmospheric effects.
To estimate the calibrator stars' angular diameters, we created spectral energy distribution (SED) fits based on published UBV RIJHK photometric values obtained from the literature. We used plane-parallel model atmospheres (Castelli & Kurucz 2004 ) based on T eff , surface gravity (log g), and E(B − V ). The stellar models were fit to observed photometry after converting magnitudes to fluxes using Colina et al. (1996) for UBV RI and Cohen et al. (2003) for JHK. See Table 3 for the photometry, effective temperature (T eff ), log g, and E(B − V ) used as well as the resulting angular diameters. This is a relatively simple SED fit, unlike the one described in Section 3.2. For calibrator stars, it is appropriate considering the insensitivity of the final target's angular diameter with regard to the calibrator's diameter (discussed further in Section 3.1). We compared our estimated diameters to those predicted by the SearchCal tool provided by JMMC (Chelli et al. 2016) . The difference between the diameters was an average of only 8%.
We checked every calibrator star for binarity, variability, and rapid rotation. Some of the calibrators chosen featured one or more of those properties, but not to an extent that would affect the calibration process. For the calibrators used here, any binary separation was beyond the detection limit of the configuration used, while the oblateness due to rapid rotation and/or variability in visible wavelengths did not affect the SED fits.
The standard procedure when reducing NPOI data includes smoothing systematic variations in the measured visibilities for the calibrator according to time. We used a smoothing time of 80 minutes, since that was found to be the optimal value for angular diameter measurements as described in Hutter et al. (2016) .
3. RESULTS
Angular Diameter Measurement
Interferometric diameter measurements use visibility squared (V 2 ). For a point source, V 2 is 1 and it is considered completely unresolved. A star is completely resolved when its V 2 reaches zero, but naturally a signal of zero is not easily measurable. For a uniformly-illuminated disk,
2 , where J 1 is the Bessel function of the first order, x = πBθ UD λ −1 , B is the projected baseline toward the star's position, θ UD is the apparent uniform disk angular diameter of the star, and λ is the effective wavelength of the observation (Shao & Colavita 1992) . θ UD results are listed in Table 4 . The data are freely available in OIFITS form (Duvert et al. 2017 ) upon request.
A more realistic model of a star's disk includes limb-darkening (LD). If a linear LD coefficient µ λ is used, then
where Hanbury Brown et al. 1974b ). We used T eff , log g values, and metallicity ([Fe/H]) values from the literature with a microturbulent velocity of 2 km s −1 to obtain µ λ from Claret & Bloemen (2011) . We used the ATLAS model in the R-band, since that waveband most closely matched the central wavelength of the NPOI's bandpass. The T eff , log g, [Fe/H], and µ λ used and resulting θ LD measurements are listed in Table 4 . Figure 1 shows the θ LD fit for HD 432 as a representative example. The remaining plots are included in the supplementary material of the Astronomical Journal. The standard NPOI data reduction sequence incoherently averages the 2 ms data frames to produce 1 s "points," and then averages the points to produce a scan. This two-step averaging procedure is performed separately for each baseline and wavelength channel. In addition to V 2 , it also yields an estimate of the measurement error for the scan based on the variance of the points within the scan.
However, the uncertainty in a stellar diameter can be significantly underestimated if we feed the V 2 and the measurement error estimates into a standard χ 2 minimization routine without regard to the correlations within a scan. In particular, a calibration error, which can arise naturally because the calibration-star scan is taken at a different time, affects the visibilities for all the baselines and channels within a scan.
To produce an estimate of the diameter uncertainty, we use a modified bootstrap Monte Carlo method devised by Tycner et al. (2010) , in which we create a large number of synthetic datasets by selecting scans, rather than individual data points, at random. The width of the distribution of diameters fit to these datasets becomes our measure of the uncertainty in the diameter (see Figure  2 ). This uncertainty estimate can be as much as an order of magnitude greater than an estimate based only on the within-scan measurement errors.
In order to test the robustness of the calibration process, we changed the calibrator diameter by ±10% and recalculated target angular diameters. The resulting change in the target's diameters (θ DIFF ) was < 1% for 72 stars and between 1% and 2% for 12 stars. The remaining stars where θ DIFF ≥ 3% are:
HD 109358: θ DIFF = 3%, which is larger than the measured angular diameter percent error (σ LD ) of 1.7%. We increased σ LD to 3% to account for θ DIFF .
HD 120136: This is the second smallest star in the sample, with θ LD = 0.822 mas. Its σ LD was measured to be 4.6%, which is less than θ DIFF = 6%. We increased σ θLD to 6% to account for θ DIFF .
HD 120315: θ DIFF = 4%, which is far less than σ LD = 15%. We left the larger σ LD intact. In most cases (73 out of 87), σ LD was larger than θ DIFF . Of the 14 remaining stars, 12 stars had θ DIFF < 1%, and the two remaining stars had θ DIFF ∼ 1%. This demonstrated that the assumed calibrator angular diameter of 5% is reasonable, considering that increasing that uncertainty to 10% had so little effect on the final angular diameters of the target stars.
Stellar Radius, Luminosity and Effective Temperature
For each target, the parallax from van Leeuwen (2007) 4 was converted into a distance and combined with our measured diameters to calculate the physical radius R. In order to determine each star's luminosity L and T eff , we created SED fits using photometric values published in Ljunggren & Oja (1965) , McClure & Forrester (1981) , Olsen (1993) , Jasevicius et al. (1990) , Golay (1972) , Häggkvist & Oja (1970) , Kornilov et al. (1991) , Eggen (1968) , Johnson et al. (1966) , Cutri et al. (2003) , and Gezari et al. (1993) as well as spectrophotometry from Glushneva et al. (1983) , Glushneva et al. (1998) , and Kharitonov et al. (1997) obtained via the interface created by Mermilliod et al. (1997) . The assigned uncertainties for the 2MASS infrared measurements are as reported in Cutri et al. (2003) , and an uncertainty of 0.05 mag was assigned to the optical measurements.
We determined the best fit stellar spectral template to the photometry from the flux-calibrated stellar spectral atlas of Pickles (1998) using the χ 2 minimization technique (Press et al. 1992; Wall & Jenkins 2003) . This gave us the bolometric flux (F BOL ) for each star and allowed for the calculation of extinction A V with the wavelength-dependent reddening relations of Cardelli et al. (1989) .
We combined our F BOL values with the stars' distances to estimate L using L = 4πd 2 F BOL . We also combined the F BOL with θ LD to determine each star's effective temperature by inverting the relation,
where σ is the Stefan-Boltzmann constant and θ LD is in radians (van Belle et al. 1999) . We follow Heiter et al. (2015) , who established a systematic uncertainty of 5% on their F BOL determinations from a sample of 34 benchmark Gaia stars. We therefore assigned an error of 5% for stars whose SED fits produced errors for F BOL less than 5%. The resulting R, F BOL , A V , L, and T eff are listed in Table 5 . Because µ λ is chosen based on a given T eff , we checked to see if µ λ and therefore θ LD would change based on our new T eff . In most cases, µ λ changed by an average of 0.01, and the largest difference was 0.11. The resulting θ LD values changed at most by 1.5%, and the average difference was 0.2% (0.010 mas). This was well within the uncertainties on θ LD , and re-calculating T eff with the new θ LD made at most a 47 K difference, which was for the hottest star in the sample (HD 120315, a 0.3% change), while the average difference was 8 K. These diameters and temperatures all converged after this one iteration, and these are the final values listed in Table 5 .
Stellar Mass and Age
To estimate masses and ages for the evolved stars, we used the PARAM stellar model 5 from Girardi et al. (2000) with a modified version of the method described in da Silva et al. (2006) and PARSEC isochrones from Bressan et al. (2012) . For each star, the input parameters were its interferometrically determined T eff , its [Fe/H] from the literature, its V magnitude from Mermilliod (1991) , and its Hipparcos parallax from van Leeuwen (2007) . The model used these inputs to derive each star's age, mass, radius, (B − V ) 0 , and log g using the isochrones and a Bayesian estimating method, calculating the probability density function separately for each property in question. da Silva et al. (2006) qualify mass estimates as "more uncertain" than other properties, so the resulting masses listed in Table 6 should be viewed as estimates only.
DISCUSSION
Several factors can affect a star's visibilities and subsequent angular diameter measurement: variability, binarity, or rapid rotation. None of the stars in our sample are variable to a degree that would be detectable in NPOI data. While some of the stars presented here do have binary companions, we could disregard the secondary star in our angular diameter fits to the primary star due to the separation between the components and/or the magnitude difference between them. Hutter et al. (2016) recently demonstrated that the NPOI's detection sensitivity spans 3 to 860 mas with a magnitude difference of 3.0 (for most binary systems) to 3.5 (where the component spectral types differ by less than two). Any companions to our targets were beyond those detection limits.
Three of the stars are rapid rotators with v sin i higher than 100 km s −1 : HD 87901 (α Leo, Regulus), HD 159561 (α Oph, Rasalhague), and HD 187642 (α Lyr, Vega). The oblateness for these stars have been measured previously using the CHARA Array for Regulus (McAlister et al. 2005) and Rasalhague (Zhao et al. 2009) , and the NPOI for Vega ). We do not directly measure the oblateness of these stars here, since the sampling of the u − v plane for these stars do not give us enough coverage to detect asymmetries.
The size of the data set means we can use it to characterize the NPOI's performance. Figure 3 shows the percent error in θ LD (σ LD ) versus θ LD . The increase in errors as the diameter approaches 1 mas is expected, considering the resolution limit of the NPOI with the configurations used is ∼ 1 mas. Above 3.5 mas, the errors are uniformly ∼ 1% or smaller. As the NPOI gets the longer baselines as planned, the limiting resolution will get smaller and the associated errors will decrease. Eighty stars have σ LD ≤ 2%, which is generally agreed to be the minimal standard of astrophysically useful stellar angular diameter measurements (Booth 1997; Holmberg et al. 2009 ). Note that one point is left off for the sake of clarity: HD 120315 with a diameter of 0.981 mas and an uncertainty of ∼ 15%.
Thirty-six of the 87 the stars presented here do not have previously published interferometric angular diameters (see Table 7 ). Figure 4 shows the comparison between the diameters for those stars with published values and our measurements. The match is generally good, with some spread towards the smaller angular diameters that approach the resolution limits of some interferometers. Some of the variations between previous measurements and those presented here may be due to what limb-darkening law was used in the different studies.
The next step for these stars is to directly measure limb-darkening. Many of the stars presented here have data to or through and beyond the first null, where V 2 drops to zero. Before the first null, the visibility curve is dominated by the star's angular diameter. After the first null, second order effects such as limb-darkening become important, and specific limb-darkening models and prescriptions can be directly tested (Wittkowski et al. 2001) . By verifying which limb-darkening models work the best for most stars, we will know how to characterize stars that are not observable using interferometry.
SUMMARY
We measured the angular diameters of 87 stars using the NPOI and found good agreement between our measurements and previous measurements when the latter were available. We combined our data with information from the literature to also determine the stars' temperatures, radii, bolometric fluxes, and luminosities. Finally we used the PARAM stellar model to estimate their masses and ages. These diameters will be of special interest when Gaia parallaxes are released with smaller errors than Hipparcos parallaxes, since that will allow us to more precisely measure the stars' physical radii and act as even stricter checks on stellar evolution and structure models.
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