This paper addresses the problem of controlling wind energy conversion (WEC) systems involving permanent magnet synchronous generator (PMSG) fed by IGBT-based buck-to-buck rectifier-inverter. The prime control objective is to maximize wind energy extraction which cannot be achieved without letting the wind turbine rotor operate in variable-speed mode. Interestingly, the present study features the achievement of the above energetic goal without resorting to sensors of wind velocity, PMSG speed and load torque. To this end, an adaptive output-feedback control strategy devoid of any mechanical sensor is developed (called sensorless), based on the nonlinear model of the whole controlled system and only using electrical variables measurements. This control strategy involves: (i) a sensorless online reference-speed optimizer designed using the turbine power characteristic to meet the maximum power point tracking (MPPT) requirement; (ii) a nonlinear speed regulator designed by using the backstepping technique; (iii) a sensorless interconnected adaptive state observer providing online estimates of the rotor position as well as speed and load/turbine torque. The proposed output-feedback control strategy is backed by a formal analysis showing that all control objectives are actually achieved. Several simulations show that the control strategy enjoys additional robustness properties.
INTRODUCTION
Due to its renewable nature and reduced environmental impact, wind energy is already playing worldwide an important role in electricity generation and this role is expected to considerably grow up in the near future. Presently, the focus is made on the Wind Energy Conversion (WEC) system of Fig. performance and highly reliable operation conditions (reduced need for maintenance). In varyingspeed operation mode, the PMSG is connected to the main power grid through a three-phase power electronic system (see DC/AC part in Fig 1) . The three-phase varying frequency and amplitude voltage generated by the PMS machine is rectified using an IGBT-based buck-to-buck rectifier-inverter association (AC/DC/AC PWM converters) connected together with a DC power transfer link (Fig. 1) .
The AC side of the rectifier is connected to the stator of the PMSG; the inverter (DC/AC) output is directly connected to the grid.
One major requirement in the considered WEC system is controlling the generator rotor speed in order to maximize wind energy extraction. It is well established that the optimal rotor speed is a function of the wind speed value (Fig. 2) . It turns out that the achievement of maximum wind energy extraction in presence of varying wind speed conditions necessitates a varying turbine speed operation mode.
Specifically, the turbine rotor velocity must be controlled so that its power-speed working point is constantly maintained near the optimal position (Fig. 2) . This control objective is commonly referred to 'maximum power point tracking (MPPT)' and its achievement guarantees optimal aerodynamic efficiency. Presently, we seek MPPT achievement with the WEC system of Fig. 1 . The global system (including wind turbine, PMSG and AC/DC/AC power converter) has to be controlled in order to achieve a tight reference-speed tracking. Furthermore, the rotor speed reference ( ref  ) must be updated online, following the variation of wind velocity ( win v ), so that the MPPT requirement is achieved. Existing MPPT methods can be separated in two categories. The first one includes methods based on the explicit use of the turbine power characteristics which necessitate online measurements of wind speed and (turbine/PMSG) rotor velocity (e.g. Senjyu et al., 2009) . In fact, the required wind speed measurement is a kind of average value of wind speed along the turbine blade which is not easy to measure. This drawback is overcome in (Rocha, 2010) where the proposed MPPT method involves a Kalman predictor estimating the load/turbine torque based on rotor speed measurements. There, the whole control design, including the Kalman predictor, is based on a linear approximation of the WEC systems and no formal analysis is made there for the proposed control strategy (e.g. predictor estimator convergence not proved). The second category of MPPT methods, using the so-called extremumseeking or perturbation-observation technique, do not necessitate turbine characteristics (e.g. González et al., 2010; Hong et al., 2009; Koutroulis et al., 2006; Kesraoui et al., 2011) . These methods are most suitable for wind turbines with small inertia. 4 showing the achievement of quite satisfactory control performances, despite the varying wind velocity and the corresponding change in load torque.
The paper is organized as follows: the speed reference optimizer is designed in Section 2; the WEC system under study is modeled and given a state space representation in Section 3; the state-feedback controller is designed and analyzed in Section 4; the adaptive state observer is designed and analyzed in Section 5; simulation results are presented in Section 6. For convenience, the main notations used throughout the paper are described in Table 3 placed at the end of the paper. 
WIND SENSORLESS ROTOR SPEED REFERENCE OPTIMIZATION
In this subsection, we seek the construction of a speed-reference optimizer that meets the MPPT requirement. Specifically, the optimizer is expected to compute online the optimal speed value opt  so that, if the current turbine rotor speed  is made equal to opt  then, maximal wind energy is captured, and transmitted to the grid through to the aerogenerator. Presently, the speed-reference optimizer design is based on the turbine power characteristic ( Fig. 2 ) and feature the fact that it does not require wind velocity measurement.
First, let us clarify notations related to turbine power characteristic of Fig. 2 The summits of these curves give the maximum 'extractable' power opt P and so represent the optimal points. Each one of these points is characterized by the optimal speed opt  . It is readily seen from Fig.   Fig. 3 
The values of the degree n and coefficients ) 0
corresponding to the characteristic of Fig. 2 are given in Table 2 (see Subsection 5.1). It is precisely this function (.) F that defines the speedreference optimizer (Fig. 4) stator voltage (and current respectively) in dq-coordinate (Park's transformation of the triphase stator voltages). The inverter is featured by the fact that the stator d-and q-voltage can be controlled independently. To this end, these voltages are expressed in function of the corresponding control action (see e.g. Michael et al., 1998) : z denotes the average value on the modulation (MLI) period of the variable z . Then, substituting (4) in (3a-b) yields the following state space representation of the association 'Generator-rectifier':
where z  denotes the time-derivative of z .
DC/AC inverter modeling
The inverter circuit (DC/AC) is presented in Fig.1 (the right part). The power supply net is connected to a converter which consists of a three phase converter with 6 semiconductors (IGBTs with antiparallel diodes for bidirectional current flow mode) displayed in three legs 1, 2 and 3. The 6 semiconductors are considered as ideal switches. Only one switch on the same leg can be conducting at the same time.
Applying Kirchhoff's laws, this subsystem is described by the following set of differential equations: 
To simplify the triphase representation (6a) for the synthesis of control laws, the Park transformation is invoked again.
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Also, from (8a-b) one immediately gets that:
Let us introduce the state variables
. The considered inverter control design will be based upon the following equation:
STATE FEEDBACK NONLINEAR CONTROLLER DESIGN

State feedback control objectives
There are three operational control objectives:
CO1. Speed regulation: the machine speed  must track, as closely as possible, a given reference signal ref  . This reference has been obtained from the MPPT strategy used in order to achieve optimal speed ratio working conditions of the wind turbine to capture the maximum energy from the wind (e.g. Senjyu .T et al., 2009 ).
CO2.
The inverter output currents ( 3 2 1 , , n n n i i i ) must be sinusoidal with the same frequency as the supplied power grid, the reactive power in the AC grid must be well regulated.
CO3. Controlling the continuous voltage
dc v in order to track a given reference signal dcref v . This reference is generally set to a constant value, equal to the nominal voltage entering the converter and machine.
Since there are four control inputs, there is possibility to account for one more control objective.
Commonly, the additional objective is:
CO4. Regulating the current sd i to a reference value dref i , preferably equal to zero in order to guarantee the absence of d-axis stator current, implying thus no reluctance torque. Doing so, only the q-axis reactance is involved in producing the final voltage, i.e. there is no direct magnetization or demagnetization of d-axis, only the field winding contributes to producing the flux along this direction (see e.g. Muhammad, 2001) .
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11 To achieve these objectives, a nonlinear state feedback controller will be designed in the next subsection. It includes speed and reactive power loops which, together with the speed reference generator designed in Section 2, lead to the temporary state-feedback controller illustrated by Fig. 5 .
Speed regulator design for synchronous generator
The regulator design is based on equations (11a-b) where the input signal 1 u stands as the actual input, in order to guarantee speed reference tracking. Following the backstepping technique (Krstic, 1995) , let 1 z denote the speed tracking error:
In view of (11a), the above error undergoes the following equation:
In (13), the quantity
stands up as a (virtual) control input for the 1 z -dynamics. Let *  denote the stabilizing function (yet to be determined) associated to  . It is easily seen from (13) that if
which clearly is asymptotically stable with respect to the Lyapunov function: 
is just a virtual control input, one cannot set *    . Nevertheless, the above expression of *  is retained as a first stabilization function and a new error is introduced:
Using (14)- (17), it follows from (13) that the 1 z -dynamics undergoes the following equation:
The next step consists in determining the control input 1 u so that the ( 2 1 , z z ) error system is asymptotically stable. First, let us obtain the trajectory of the error 2 z . Deriving 2 z with respect to time and using (17) gives:
Using (14) and (11a-b) in (19), one gets:
The error equations (18) and (20) are given the more compact form:
To determine a stabilizing control law for (22b), let us consider the quadratic Lyapunov function candidate:
Using (18), the time derivative of 2 V can be rewritten as:
This shows that, for the ( 2 1 , z z
)-system to be globally asymptotically stable, it is sufficient to choose the control 1 u so that:
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is a new design parameter. In view of (24a), equation (24b) is ensured if:
Comparing (25) and (22b) yields the following backstepping control law:
d-axis current regulation
The d-axis current 3 x undergoes equation (11c) in which the following quantity is introduced:
As the reference signal dref i is null, it follows that the tracking error
To get a stabilizing control signal for this first-order system, consider the following quadratic Lyapunov function:
It is easily checked that, if the virtual control is let to be:
which is negative definite. Furthermore, substituting (29b) in (28), one gets the closed-loop equation:
Now, it is readily observed that the actual control input is obtained substituting (29b) into (27) 
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The control closed loops induced by the speed and d-axis current control laws thus defined by (26) and (32) ) converges exponentially fast to zero, whatever the initial conditions  Proof. Equation (33) is directly obtained from equations (22a), (25) and (31).
It is clear that the matrix 1 B is Hurwitz, implying that the closed loop system (33) is globally exponentially stable. This comple
Reactive power and DC voltage controller
In controlling a PFC (Power Factor Correction?), the main objective is to obtain a sinusoidal output current and the injection or extraction of a desired reactive power in the electric network. The continuous voltage dc v must track a given reference signal dcref v . These objectives lead to two control loops. The first loop ensures the regulation of the DC voltage 4
x and the second ensures the injection of the desired reactive power.
DC voltage loop
Based on equations (11d-e), a first equation involving the control input 3 u will now be designed, using the backstepping technique (Krstic .M et al., 2002) , so that the squared DC-link voltage
. As the subsystem (11d-e) is of relative degree 2, the design towards that equation is performed in two steps.
Step 1. Let 4 z denote the speed tracking error:
In view of (11d), the above error undergoes the following equation:
In (35) 
This suggests for the (virtual control) 1  the following control law:
clearly is negative definite in 4 z . As 1  is just a virtual control input, one can not set
Nevertheless, the above expression of * 1  is retained and a new error is introduced:
Using (37), it follows from (35) that the 4 z -dynamics undergoes the following equation:
Step 2. Now, the aim is to make the couple of errors ( ,
Using (39) 
To determine a stabilizing control law for (11d-e), let us consider the quadratic Lyapunov function candidate:
Using (39)-(41), one gets from (42a) that:
This suggests for the control variable 3 u the following choice:
is a new design parameter. Indeed, substituting (43) in (42b) yields:
Now, substituting (43) in (41) one obtains the DC voltage closed-loop control system:
Reactive Power loop
Here, the focus is made on the control objective CO3 that involves the reactive power n Q which is required to track its reference * n Q . The electrical reactive power injected in the grid is given by As the equation (46) is a first order one, it can be (globally asymptotically) stabilized using a simple proportional control law:
Then the control law 4 u is given as:
It can be easily checked that the dynamic of 6 z undergoes the following equation:
The control closed loops induced by the DC voltage and reactive power control laws thus, defined by (43) and (48) It is clear that the matrix 2 B is Hurwitz, implying that the closed loop system (50) 
OUTPUT FEEDBACK NONLINEAR CONTROLLER DESIGN
The controller developed in section 4 has been formally shown to achieve all control objectives listed in subsection 4.1. The point is that this controller was designed using the d-q model which necessitates online measurements of several state variables including the rotor position. As there are no cheap and reliable sensors of these variables, the above controller will remain useless. So, an observer is hal-00764404, version 1 -13 Dec 2012
developed providing accurate estimates of the non-measurement variables. The aim of the present section is to design an observer and use it to build up an output feedback controller that does not need measuring the not sensed variables. (à verifier!)
Modeling of the PMS Generator in the -frame
Because the rotor position is not supposed to be available, the PMS Generator model is presently considered in the -frame which is more suitable for observer design (whereas the dq-frame is generally used for its simplicity in control design). According to (Muhammad .H 2001) , the PMSG model, in the -coordinates, is given by:
where: 
Our objective is to design an observer that provides estimates of the state variable Assume that the load torque value and stator resistor are unknown but constant and that their upper bounds are available. Then, they satisfy the equations:
The extended PMS Generator model, consisting of (51a-e) and (53), can be seen as an interconnection between two subsystems, denoted by 1  and 2  with:
Adaptive observer design
The design strategy consists in synthesizing separately an adaptive observer for each one of the subsystems (54) and (55), according to the methodology of (Besancon et al., 1998) for instance. When focusing on one subsystem, the state of the other one is supposed to be available. The global adaptive observer (that applies to the whole sensorless PMS Generator) is simply obtained by combining the separately designed sub-observers. An input persistency property (Besançon et al., 2006) (that is strongly linked to observability properties of the involved subsystems) is required to guarantee that both the sub-observers and the resulting interconnected one work well, which is stated by the following assumption:
hal-00764404, version 1 -13 Dec 2012 20 A1. The pair ) , ( 2 y X and the vector 1 X are bounded persistently exciting inputs for subsystems (54) an (55) respectively, according to the definition of (Besançon et al., 1996) .
A2. The PMS Generator stays in a physical operation domain, denoted by defined as follows: Remark 3. 1) Roughly, Assumption A1 means that the input excites the system sufficiently so that its observability is guaranteed. In particular, it entails non-vanishing rotor speed.
2) A direct consequence of Assumption A2 and definitions of A 1 , A 2 , G 1 is that:
Based on the above assumptions, the following observer is obtained by interconnecting (adaptive)
Kalman-like sub-observers designed as in (e.g. (Zhang .Q et al., 2003) or (Besançon G. et al., 2006) ) for subsystems (54) and (55):
where:
.
are the state estimates.
. 1  , 2  , 3  and  are positive design parameters for the observer.
Remark 4. It is known that, if ) , ( 2 y X and 1 X satisfy the persistent excitation condition (as in assumption A1) and if the estimates in the above observer remain bounded as in Assumption A2 then, the solutions 1 S , 2 S and 3 S of equations (57c-d) and (58b) are symmetric positive definite matrices with strictly positive upper and lower bounds. In addition, with similar arguments as in e.g. (Besançon et al., 2004) , it can be checked that this excitation condition can indeed be inherited from assumption A1 if the parameters 1  , 2  and 3  are large enough.
Observer convergence
In this section, we study the convergence of the proposed observer (57a-e)-(58a-b) on the basis of the above remarks. To that end, let us introduce the estimation errors:
Then, it follows from (54)-(55) and (57)-(58) that these errors undergo the following equations: 
Using (67) and notation (63), inequality (68) implies:
Remembering that the following inequalities hold for any 
In view of (83),  can be made positive when the gains Following the output-feedback control architecture of Fig. 2 , the (not accessible to measurements) mechanical states, involved in the control laws (43) and (48), are now replaced by their online estimates provided by the observer (57)-(58). Doing so, the output feedback controller turns out to be defined by the following control laws:
SIMULATION
Simulation and implementation considerations
a) Simulation of the wind energy conversion (WEC) system The global control system described by Fig. 6 is simulated using the Matlab/Simulink (V. R2010a), operating under Windows Vista. The controlled part is a WEC system including the synchronous aerogenerator and the associated AC/DC/AC power converters with the numerical values of Table 1 . All involved electro-mechanical components are simulated, making use of the SimPower toolbox which offers a quite accurate representation of power elements. In particular, the nonlinearity of static characteristics is accounted for in the toolbox simulated models. Presently, the ODE14x (extrapolation) solver is selected with fixed step time 10μs.
b) Implementation of the output-feedback controller
The output-feedback controller, including the control laws (84a-d) and observers (57-58), is also implemented using Matlab/Simulink resources. The same equation solver as previously is selected. As a matter of fact, the control performances depend, among others, on the numerical values given to the controller/observer parameters i.e. . The point is that there is no systematic way, especially in nonlinear control, to make suitable choices for these values. Therefore, the usual practice consists in proceeding with a try-error approach, leading to the following numerical values: When it comes to practical implementation, one should further select a data sampling-time and use a DSP Card. Sampling-time selection is performed, taking into account the controlled system dynamics.
Presently, the electrical dynamics are the fastest and so impose the value of the sampling time. From Table 1, Fig. 7b . Then, the speed optimizer designed in Section 2 generates the rotor speed reference shown in Fig. 7c. Then, Fig. 7d shows the power extracted by the hal-00764404, version 1 -13 Dec 2012 27 synchronous wind generator. Referring to the turbine power characteristics (Fig. 2 and Fig. 4) , the extracted active power is optimal for each involved wind speed value.
The polynomial approximation (2) of the characteristic of Fig. 4 , is presently given the order 4. The corresponding polynomial coefficients ) 4 0 (   i h i have the numerical values of Table 2 .
Illustration of the state feedback controller performances
In this subsection, all states are considered as available. The controller performances are illustrated by the curves of Fig. 8. Figs 8a and 8b show that the machine speed, It is seen that the current amplitude changes whenever the wind velocity varies (compare with Fig. 8a ).
The current remains (almost) all time sinusoidal and in phase with the network voltage complying with the PFC requirement. This is particularly demonstrated by Fig 8j which shows that the input control 3 u take a constant value, after a small transient time, with the reactive power n Q equals zero. Fig. 8g shows the electric power n P , produced by the machine and transferred to the grid through the tri-phase inverter. Fig. 8f shows that the DC-link voltage dc v is tightly regulated: it quickly settles down after each change in the wind speed. Fig. 8. (part 1) . Tracking performances of the controller defined by (26), (32), (43) and (48) in response to the varying wind speed of Fig. 7a.   61.85 61.9 61.95 62 62.05 62.1 62.15 62.2 62 Fig. 8. (part 2) . Tracking performances of the controller defined by (26), (32), (43) and (48) in response to the varying wind speed of Fig. 7a .
Illustration of the output feedback controller performances
In the following simulations, the mechanical states (rotor speed  , rotor position  and load torque g T ) and the stator resistor s R are no longer available. They are estimated by the observer (57)- (58).
The control laws (84) 85 61.9 61.95 62 62.05 62.1 62.15 62.2 62. Fig. 9. (part 1) . Tracking performances of the controller defined by (84a)-(84d) in response to the varying wind speed of Fig. 7a . Fig. 9. (part 2) . Tracking performances of the controller defined by (84a-d) in response to the varying wind speed of Fig. 7a .
CONCLUSION
We have addressed the problem of sensorless control of the wind energy conversion system.
Maximum wind energy extraction is achieved by running the wind turbine generator in variable-speed mode without using the sensor wind velocity. The controlled system is an association including wind turbine, permanent magnet synchronous aero-generator and AC/DC/AC converter connected with a triphase network. The system dynamics have been described by the averaged sixth order nonlinear statespace model (11a-f). First, the multi-loops nonlinear controller, defined by the control laws (26), (32), (43) and (48), has been designed, assuming availability of all states. Then, an interconnected Kalman like observer is proposed to get online estimates of all mechanical state variables in PMSG (rotor position and speed, and load torque). Only the electrical variables are supposed to be accessible to measurements. Based on this observer, the output feedback controller defined by (84a-d) can then be built. The Lyapunov stability and backstepping design technique are used. The controller has been designed to: (i) satisfactory rotor speed reference tracking for extracting maximum power; (ii) tight regulation of the stator d-axis; (iii) power factor correction; (iv) well regulated DC-link voltage (v dc ).
These results have been confirmed by a simulation study. 
