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EMC/FDTD/MD simulation of carrier transport and electrodynamics in two-dimensional electron
systems
N. Sule,∗ K. J. Willis, S. C. Hagness, and I. Knezevic†
Department of Electrical and Computer Engineering, University of Wisconsin-Madison, Madison, WI 53706, USA
We present the implementation and application of a multiphysics simulation technique to carrier dynamics
under electromagnetic excitation in supported two-dimensional electronic systems. The technique combines en-
semble Monte Carlo (EMC) for carrier transport with finite-difference time-domain (FDTD) for electrodynamics
and molecular dynamics (MD) for short-range Coulomb interactions among particles. We demonstrate the use
of this EMC/FDTD/MD technique by calculating the room-temperature dc and ac conductivity of graphene
supported on SiO2.
I. INTRODUCTION
Electronic properties of supported two-dimensional (2D)
materials, such as the single layer graphene [1] or MoS2 [2],
and quasi-2D materials, such as semiconductor membranes
[3], have generated a lot of interest in recent years. These
2D electronic systems (2DESs) have potential applications as
electronic [4, 5] and optoelectronic devices [6, 7], THz detec-
tors [8], as well as chemical and biologicial sensors [9]. Re-
alizing these applications requires an understanding of carrier
transport in 2D materials in the presence of electromagnetic
fields, while accounting for the strong influence of the sup-
porting substrate [10, 11] and the impurities found near the
2DES/substrate interface [12, 13].
A multiphysics numerical solver that combines ensemble
Monte Carlo (EMC) simulation of carrier transport with the
finite-difference time-domain (FDTD) technique for solving
Maxwell’s curl equations and molecular dynamics (MD) for
short-range particle interactions [14] can provide insight into
the carrier transport and electrodynamics of 2DESs. Un-
like most device simulation tools that implement EMC cou-
pled with a quasi-electrostatic solver of Poisson’s equation
[15, 16], EMC/FDTD/MD couples EMC with a fully elec-
trodynamic solver [17–20], which enables simulation of car-
rier dynamics under electromagnetic excitation, from low fre-
quencies (including dc) to the THz frequency range. (At fre-
quencies above THz, interband transitions in semiconductors
become important and the classical view of carrier–field inter-
action is no longer sufficient.)
Grid-based solvers, such as Poisson solvers or FDTD, can-
not accurately capture the forces among charges on spa-
tial scales smaller than the size of a grid cell. In or-
der to include short-range (sub-grid cell) interactions, EMC-
FDTD has been extended through coupling with MD [21–24].
The EMC/FDTD/MD technique includes accurate pair-wise,
short-range, real-space Coulomb forces among carriers and
between carriers and charged impurities, together with the
full electrodynamics solution for long-range Coulomb fields
[14]. EMC/FDTD/MD has been used to accurately calculate
the conductivity of bulk Si in the THz frequency range, where
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FIG. 1. Schematic of the simulated structure: single-layer graphene
rests on an SiO2 substrate, with charged impurities present near the
interface between the two. Carrier transport is simulated by including
both electrons and holes in the graphene layer, while the positively
charged ions near the interface and within the SiO2 substrate remain
stationary.
the usual Drude model fails, with good agreement to experi-
mental data [14, 25].
In this paper, we describe the EMC/FDTD/MD technique
as applied to simulating carrier transport in 2DESs. We sim-
ulate a structure with a single graphene layer resting on top
of an SiO2 substrate, with impurity ions near the interface
(Fig. 1). We describe the constituent techniques (Sec. II)
and the procedure for coupling them (Sec. III). As the dis-
tribution of impurity ions is important for the overall carrier
transport properties [26], we describe the generation of a de-
sired impurity distribution, from uniformly random to clus-
tered (spatially correlated). In Sec. IV, we give examples of
dc and ac conductivity of supported graphene in the presence
of charged impurities, as calculated using EMC/FDTD/MD.
We conclude with Sec. V.
II. CONSTITUENT TECHNIQUES
This section provides a brief overview of the constituent
techniques of the combined EMC/FDTD/MD solver, with fo-
cus on the implementation details relevant for the simulation
of carrier transport in graphene.
2A. Ensemble Monte Carlo (EMC)
Ensemble Monte Carlo simulates carrier dynamics in the
diffusive transport regime [16]. This method yields a solution
to the Boltzmann transport equation by using statistically ap-
propriate stochastic sampling of the relevant relaxation mech-
anisms, free-flight times, and angular distributions of mo-
menta [27]. In an EMC simulation, the evolution of a large
ensemble of carriers [typically O(105)] is tracked over time.
The evolution of physical properties of interest, such as the
carrier average drift velocity or kinetic energy, are calculated
by averaging over the ensemble.
During the simulation, each carrier undergoes periods of
”free flight”, or drift, under the influence of the Lorentz force,
~F = q( ~E + ~v × ~B), (1)
interrupted by instantaneous scattering events. In Eq. (1),
~E and ~B are the electric and magnetic field vectors, respec-
tively, q is the carrier charge, and ~v is the carrier velocity.
In our EMC simulation, we include both electrons and holes
in graphene. The carrier velocity in graphene is given by
~v = vF
~k
|~k|
, where vF is the Fermi velocity and ~k is the car-
rier momentum. For a free flight of duration td (obtained
stochastically [27]), the momentum and energy of a carrier
are updated based on the Lorentz force and E-k dispersion, as
~rnew = ~rold +
∫ td
0
~v(t) dt , (2a)
~knew = ~kold + h¯
−1
∫ td
0
~F (~r(t)) dt , (2b)
E = h¯vF|~knew|. (2c)
The electron-phonon scattering rates in graphene are calcu-
lated based on the third-nearest-neighbors tight-binding Bloch
wave functions (3NN TBBW) [28] and are shown in Fig. 2.
(Near the Dirac point, electron and hole dispersions, as well
as their rates for scattering with phonons, are considered to be
identical.) The deformation potential constants (Dac = 12 eV
and Dop = 5× 1011 eV/m) were determined based on fitting
the longitudinal acoustic (LA) and optical (LO) phonon scat-
tering rates to the rates calculated from first principles [29].
The surface optical (SO1 and SO2) phonon scattering rates
are calculated from the interaction Hamiltonian following the
dielectric continuum model of surface phonons [30].
B. Finite-Difference Time-Domain (FDTD) method
In FDTD [31], the time-dependent Maxwell’s curl equa-
tions
µ
∂ ~H
∂t
= −∇× ~E − ~M (3a)
ǫ
∂ ~E
∂t
= ∇× ~H − ~J (3b)
LA
LO
SO1
SO2
106
108
1010
1012
1014
0 0.2 0.4 0.6 0.8 1
energy [eV]
s
c
a
tt
e
ri
n
g
 r
a
te
 [
s
−
1
]
FIG. 2. Electron–phonon scattering rates in graphene, calculated us-
ing the third-nearest-neighbor tight-binding Bloch wave functions
(3NN TBBW) [28]. Scattering due to longitudinal acoustic (LA)
and optical (LO) phonons intrinsic to graphene, as well as the sur-
face optical phonons (SO1 and SO2) between SiO2 and graphene, is
included.
are discretized using a centered-difference scheme for the par-
tial derivatives in both space and time [32]. The field compo-
nents ( ~E and ~H = µ−1 ~B) are spatially staggered. Equations
(3) are solved by leapfrog time integration: the ~E-field and
~H-field updates are offset by half a time step, yielding a fully
explicit scheme with second-order accuracy in time.
Fig. 3 shows a schematic of two FDTD grid cells above and
below the plane of graphene. The field components ( ~E and
~H = µ−1 ~B) are spatially staggered (Fig. 3). The Ex and Ey
field components in the (k+1)-th plane, as well as theEz field
components in the (k + 1/2)-th plane, are updated assuming
material properties corresponding to air (ǫa = 1); the Ex and
Ey field components in the (k)-th plane are updated assuming
graphene properties (ǫg = 2.45); and the Ex and Ey field
components in the (k − 1)-th plane, as well as the Ez field
components in the (k − 1/2)-th plane, are updated assuming
SiO2 properties (ǫs = 3.9).
The convolutional perfectly matched layer (CPML) absorb-
ing boundary condition [33], with a thickness of 10–20 grid
cells, is applied at the top and bottom horizontal boundaries
of the domain. We use periodic boundary conditions for the
four vertical boundary planes perpendicular to the graphene
sheet. An incident plane wave is introduced via the total-field
scattered field (TFSF) framework [31]: electric and magnetic
currents ( ~J and ~M ) are calculated using the surface equiva-
lence and applied at the boundary between the total-field and
scattered-field regions in order to source a propagating plane
wave. For dc excitation, the electric field component is forced
to remain constant once the peak magnitude of the plane wave
is attained.
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FIG. 3. Schematic of two FDTD grid cells at the air/graphene/SiO2
interface. The top cell is assumed to be filled with air and the bottom
cell is assumed to be filled with SiO2. The central plane between
these two cells represents the graphene layer. The FDTD field and
current vectors ( ~E, ~J , ~H, ~M ), staggered in space, are shown with
arrows on the grid edges and grid faces. The charge density (ρ) is
defined on the grid cell corners shown with open circles.
C. Molecular Dynamics (MD)
Molecular dynamics simulates short-range interactions in
classical many-particle systems [34]. For a collection of elec-
trons, holes, and charged ions, the particle-particle short-range
interactions we include are the direct and exchange Coulomb
forces among carriers (electrons and holes), and the direct
Coulomb forces between carriers and ions [14]. We only cal-
culate the pairwise interactions among the particles present
within a 3×3×3-cell volume of one another, in order to min-
imize the computational burden in MD, which scales as N2,
N being the number of interacting particles [35].
The carriers in MD are described by Gaussian wave packets
[36, 37] with a finite size rc, corresponding to the effective
radius of the Hartree-Fock exchange-correlation hole [14, 25,
38]
φk˜i(~ri) =
1
(2πrc)3/4
exp
[
−
~r2i
4r2c
+ ~ki ·~ri
]
(4)
where ~ki and ~ri are the wave vector and position of the i-th
carrier, respectively. The charged impurity ions are also de-
scribed by a Gaussian profile with a characteristic radius of
rd = 3.5 A˚. Considering that the type and charge of impu-
rity ions appear to be strongly dependent on processing [39],
we considered positive ions with a unit charge. We swept dc
conductivity as a function of rd and picked an rd value from
a range over which the dc conductivity does not significantly
vary with rd. These Gaussian profiles for charges in MD avoid
large unphysical forces between pointlike particles that can
lead to instability and errors [38]. The Coulomb forces be-
tween particles with such Gaussian profiles are given below
[14]:
~FD,dij = −
qiQj
4πǫg
∇~ri
[
1
rij
erf
(
rij
2rd
)]
, (5a)
~FD,cij = −
qiqj
4πǫg
∇~ri
[
1
rij
erf
(
rij
2rc
)]
, (5b)
~FExij = −
q2
8π3/2ǫgr4c
~rij
kij
(5c)
× exp
(
−
r2ij
4r2c
− k2ijr
2
c
)∫ kijrc
0
dt et
2
,
~Gij = −
q2
4π3/2ǫgr2c h¯
(5d)
×∇~kij
[
1
kij
exp
(
−
r2ij
4r2c
− k2ijr
2
c
)∫ kijrc
0
dt et
2
]
.
In the above equations, ~FD,dij is the direct Coulomb force be-
tween the i-th carrier and the j-th ion, while ~FD,cij is the di-
rect force between the i-th and j-th carriers. ~FExij is the “ex-
change force” between the i-th and j-th carriers having the
same charge and spin, and ~Gij is a small correction to the ve-
locity of the i-th carrier due to the j-th carrier, stemming from
the exchange interaction. Also, ~rij = ~ri − ~rj, ~kij = ~ki − ~kj,
erf(x) denotes the error function, ǫg is the relative permittiv-
ity of graphene, while q and Q are the carrier and impurity
charge, respectively. These forces, given in Eq. (5), are cal-
culated numerically at the beginning of the simulation for a
small fixed volume in the real and momentum spaces, and
stored in lookup tables.
III. COUPLED EMC/FDTD/MD
At the beginning of the coupled simulation, the carrier
ensemble is initialized based on the equilibrium Maxwell-
Boltzmann distribution. Poisson’s equation is solved to calcu-
late the initial microscopic field distribution stemming from
all the charges in the domain (electrons, holes, and charged
impurities). As time-stepping commences, carriers in the
EMC module drift under the action of the fields and scatter ac-
cording to the appropriate scattering mechanisms. Carrier mo-
tion results in a current density that can be calculated from car-
rier velocities. The positions of the carriers also change, lead-
ing to different short-range electrostatic interactions. Thus,
the current densities and the new carrier positions can now be
used to adjust the fields acting on the carriers (in the FDTD
and MD modules). We ensure that the fields from FDTD and
MD are not double counted in the vicinity of the charges [14],
by subtracting the grid-based (FDTD) contribution of fields in
the vicinity of the charges from the total pair-wise MD con-
tribution of the fields. Moreover, to correctly represent fields
4arising from non-uniform and time-varying charge densities in
FDTD, the initial field distribution must satisfy Gauss’s law
and the continuity equation must be enforced at each time-
step [14]. Thus, accurate and stable coupling of the EMC,
FDTD, and MD methods requires proper initialization and as-
signment of charges to the grid, initialization of the fields in-
cluding the grid-based fields of the impurity ion distribution,
calculation of the current density, and calculation of the MD
fields for updated positions. In the following subsections, we
describe the four requirements for coupling in further detail.
A. Charge initialization and assignment
1. Initialization
We assume that the Fermi level and charge density in
graphene can be modulated by a back gate, located at the
bottom of the SiO2 substrate. The simulation domain is not
charge neutral due to the assumption of a back gate, which
is unlike the previous applications of the EMC/FDTD/MD
method [14, 25]. For a given Fermi level and temperature, the
density of carriers (electrons and holes) in graphene is given
by [40]
n =
π
6
(
kT
h¯vF
)2 ∫
du u[1 + exp (u∓ η)]−1∫
du u[1 + exp(u)]−1
, (6)
where u = EkBT and η =
EF
kBT
. Here, the minus (plus) sign
corresponds to electron (hole) density. The size of the simula-
tion domain is chosen such that the total number of carriers is
O(105); molecular dynamics calculation necessitates that one
numerical particle correspond to one physical particle [14].
The momentum and energy of the carriers are defined accord-
ing to the Maxwell-Boltzmann distribution. The carriers are
initially positioned according to a uniform random distribu-
tion throughout the graphene plane.
The impurity ions are distributed below the graphene plane,
down to a depth of 10 nm. In our tests, we have ob-
served that charged impurities, for reasonable sheet densities
(< 1012 cm−2), do not appreciably affect transport in the
graphene layer beyond a depth of about 10 nm. The type
and charge of the relevant impurities vary with the process-
ing details [39]; for simplicity, here we use positive impurity
ions with unit charge. In the literature, density of impuri-
ties is typically described via a cumulative sheet density, in
units of cm−2, however, these ions are distributed throughout
the three-dimensional substrate. For a generated 3D distribu-
tion of ions, the sheet density is obtained by integrating over
a depth equal to 2rd (i.e. twice the typical ion radius) and av-
eraging over the 10 nm depth. The positions of impurity ions
can be generated based on a variety of volumetric distribu-
tions, from a uniform random to more clustered ones, based
on a correlation length parameter λ. For a non-zero λ, the
number of impurity clusters, Nc, is calculated by Nc = A/λ2,
where A is the two-dimensional area of the graphene layer.
The size (or diameter) of each individual cluster is picked
from a uniform random distribution between λ/3 and 2λ/3,
so the average cluster size is λ/2. To initialize the impuri-
ties, we first distribute the position of the centers of the Nc
clusters stochastically and then distribute individual impurity
ions around these centers with a Gaussian distribution, whose
mean is the cluster center and the standard deviation equals
half of the individual cluster size. This procedure results in
an overall distribution that has a spatial autocorrelation func-
tion (SACF) very close a Gaussian, exp(−r2/λ2), as shown
in Fig. 4. λ extracted from the Gaussian fit [Fig. 4(b)] and
the impurity cluster size estimated directly from the full width
at half maximum (FWHM) of the SACF of the impurity dis-
tribution are in good agreement. For λ = 0, we distribute all
the impurity ions stochastically, obtaining a uniform random
distribution.
2. Assignment
In order to calculate the electric field that results from the
charge distribution in the domain, the charges first have to be
assigned to the grid. This is done using the cloud-in-cell (CIC)
charge assignment scheme, in which the charges are repre-
sented by finite-volume charge clouds [41]. The CIC scheme
results in a smoother field distribution than the commonly
used nearest-grid-point scheme, where, as the name indicates,
the total charge of each particle is assigned to the nearest grid
point. In the CIC scheme, for each particle in a given grid cell,
a portion of the particle’s charge is assigned to each one of the
cell’s 8 grid points. The fraction of the charge, or weight, of a
particle located at (x, y, z) on the n-th grid point with position
(xn, yn, zn) is given by
wn =
(
1−
|xn − x|
∆x
)(
1−
|yn − y|
∆y
)(
1−
|zn − z|
∆z
)
,
(7)
where ∆x, ∆y, and ∆z are the grid cell dimensions along x,
y, and z. For carriers in graphene, the weights are non-zero
only in the plane of the sheet, since their motion is confined
to that plane.
B. Field initialization
An initial electric field distribution satisfying Gauss’s law
can be calculated as the gradient of the electrostatic poten-
tial Φ, which is obtained by solving Poisson’s equation for
the initial charge distribution. The initial charge distribution
ρ(i, j, k) at grid point (i, j, k) is given by the sum of the
weights of all the charges in the cells surrounding that point,
ρ(i, j, k) =
N∑
c=1
qcwc(i, j, k)
∆x∆y∆z
, (8)
where N represents the total number of charges in the grid
cells surrounding (i, j, k), qc is the charge of particle c, and
wc(i, j, k) is the weight of particle c at point (i, j, k), given
by Eq. (7). Using ρ(i, j, k), we solve Poisson’s equation with
the successive-over-relaxation (SOR) method [42] to get the
50 50 100 150 200 250
x [nm]
0
50
100
150
200
250
y
[n
m
]
Gaussian correlation
function fit
Spatial autocorrelation
function
0
0.2
0.4
0.6
0.8
1
a
rb
.
u
n
it
s
0 50 100 150 200 250
x [nm]
(a)
(b)
Cluster size:
from FWHM = 38.4 nm
from fit = 37.6 nm
FIG. 4. (a) Example of a numerically generated clustered impurity
distribution with a sheet density of 5 × 1011 cm−2. (b) The spatial
autocorrelation function (SACF) of the numerically generated dis-
tribution (orange circles) is fitted with a Gaussian correlation func-
tion (blue line) of the form exp(−r2/λ2), where λ is the correlation
length. The average cluster size/correlation length estimated from
the full width at half maximum (FWHM) of the SACF is 38.4 nm,
while that estimated from a Gaussian fit is 37.6 nm.
electrostatic potential Φ(i, j, k). We use periodic boundary
conditions at the four bounding planes perpendicular to the
graphene layer and the Dirichlet boundary condition with a
vanishing potential on the top and bottom planes. The initial
electric field distribution is then calculated from
Ex
(
i+
1
2
, j, k
)
= − [Φ(i+ 1, j, k)− Φ(i, j, k)] /∆x,
(9a)
Ey
(
i, j +
1
2
, k
)
= − [Φ(i, j + 1, k)− Φ(i, j, k)] /∆y,
(9b)
Ez
(
i, j, k +
1
2
)
= − [Φ(i, j, k + 1)− Φ(i, j, k)] /∆z.
(9c)
In addition to the initial electric field distribution, we also need
the grid-based electric field contribution of the impurity ions,
which is subtracted from the MD fields in the vicinity of the
ions to avoid double counting [14]. Since the ions are fixed
in space, the grid-based contribution from the ions does not
change in time; therefore we only have to calculate it once be-
fore commencing with the time-stepping. We rely on the lin-
earity of Poisson’s equation and simply use the solution for a
single ion instead of solving the equation for each ion. More-
over, we use the MD contribution to the force on a carrier
only for charges within a 3 × 3 × 3-cell volume surround-
ing the given carrier and therefore only ions near the interface
that are present within this cell volume are treated with MD.
This approach is illustrated for a 2D grid in Fig. 5(a)–(e) and
described in further detail below.
We start by placing a single ion at grid point a near the
center of the domain, solve Poisson’s equation and calculate
the electric field, shown in Fig. 5(a) with orange arrows. From
the complete field solution, we store the field values in the
vicinity of cell abcd, marked in Fig. 5(b)–(d) by the brown
arrows. With these stored fields, we can determine the short-
range grid-based fields for an ion at points a, b, c and d simply
by correctly shifting the stored fields to different points on the
grid. For example, as shown in Fig. 5(c), marked by dark blue
arrows are local fields for a single ion located at grid point a.
For the purpose of illustration, the grey dashed box represents
a secondary cell and marks the relative position of the ion.
Now, by moving the grey dashed box to the cell above abcd,
the position of the ion (at point a) relative to the grey box
is equivalent to that of grid point c relative to the cell abcd.
Thus, using the original position of the ion (at grid point a),
the local fields due to an ion at grid point c (marked by dark
blue arrows) can be found simply by shifting the grey dashed
box, as shown in Fig. 5(d). Once, the local fields due to a
single ion at all the corners of the grid cell abcd are known,
the field due to an ion at any arbitrary position within cell
abcd [Fig. 5(e)] can be calculated as a weighted sum of these
shifted fields, where the weights are given by Eq. (7) for that
impurity ion.
This procedure of storing and shifting short-range gird-
based fields [14] is applicable only within a single uniform
medium. However, in order to have correct continuity in the
fields near the interface of air, graphene and SiO2, the poten-
tials in the respective mediums are required. A discontinu-
ity in the fields at the interface results in residual fields that
produce unphysical dc current components that persist even
6without any externally applied field. Therefore we solve Pois-
son’s equation three times – in air, graphene, and SiO2 – for
the impurity ions near the interface of graphene and the sub-
strate. The grid-based electric field contributions of the ions
near the interface are then calculated by taking a combination
of the appropriate fields from the three mediums, as shown in
Fig. 5(f).
Calculating the grid-based field contributions from carriers
using the above method is more complicated than for ions be-
cause of carrier motion. An implementation similar to the ions
would be computationally burdensome as it would require re-
calculating the weights and shifting of the stored local fields
at each time step. Therefore, we use the corrected-Coulomb
scheme [14] for determining the local grid-based field contri-
butions of the carriers. In this scheme, a carrier is placed at a
fixed location at a grid point. The grid-based field contribution
is found from the solution to the Poisson’s equation. The same
Poisson’s solution is used to determine the fields when the car-
rier is displaced by a small amount within the grid cell using
the new weights of the carriers. The corrected-Coulomb fields
are then calculated by subtracting these grid-based fields from
the MD fields at the carrier locations. Although this method is
not exact, the reduction in computational burden is significant
and errors introduced have very little impact on the results
[14].
C. Current density calculation
At the initialization stage, Poisson’s equation is solved
to obtain the electric field profile consistent with the initial
charge distribution. Thereafter, the continuity equation needs
to enforced at each time step because FDTD and the continu-
ity equation together ensure that Gauss’s law remain satisfied
throughout the simulation [14, 31]. We achieve this here by
using the Villasenor-Buneman method [43] to calculate the
current density, ~J , from the change in the carrier position over
a time step and assign it to the grid using the same CIC scheme
as before. The current densities are defined at the same loca-
tions on the grid as the corresponding fields (see Fig. 3) and
are given by [19]
Jx
(
i+
1
2
, j, k
)
=
N∑
c=1
qc
∆x∆ytg
xf − xi
∆t
(
1−
yf + yi
2∆y
+ j
)
,
(10a)
Jy
(
i, j +
1
2
, k
)
=
N∑
c=1
qc
∆x∆ytg
yf − yi
∆t
(
1−
xf + xi
2∆x
+ i
)
,
(10b)
where subscripts f and i represent the final and initial posi-
tions, respectively, and tg is the thickness of graphene. Al-
though the carriers move in a 2D plane, the current density
must have the units of Am−3 for the sourcing of FDTD fields.
Therefore, to calculate the current density in the correct units,
we divide by tg. We use tg ≈ 6 A˚ to represent the approxi-
mate thickness of the graphene layer [44, 45]. Motion of car-
riers into the neighboring grid cell is treated by dividing the
path into sections, such that the motion in each cell is treated
individually.
D. Lorentz force calculation
We require the fields at the location of the carriers to calcu-
late the force acting on the carriers drifting in EMC, Eq. (1).
To determine the fields at the location of a carrier that is found
inside a given grid cell, for each of the 8 grid points of that
cell we first average the fields on the grid faces and grid lines
(Fig. 3) surrounding it. From the fields at each grid point, we
can use the same CIC weights of each carrier to interpolate
the fields and obtain the values at the carrier’s actual location.
The total electric field EcT that accelerates carrier c in EMC
thus consists of the following contributions:
EcT =
∑8
n=1E
n
FDTDw
c
n +
∑N
c′=1
c′ 6=c
(
Ec-c
′
MD − E
c′
grid
)
+
∑M
i=1
(
Ec-iMD − E
i
grid
)
, (11)
where n enumerates the 8 corners of a grid cell containing
carrier c, and wn are the CIC weights. N and M are the total
numbers of carriers and ions, respectively, within the 27 grid
cells surrounding c. EnFDTD is the FDTD field contribution,
Ec-c
′
MD and Ec-iMD are the MD field contributions due to carrier-
carrier and carrier-ion interactions respectively, while Ec′grid,
Eigrid are the local grid-based field contributions due to carri-
ers and ions, respectively. The MD fields are pre-calculated
before starting the time-stepping loop for a dense mesh in the
real space and k-space within a volume of 3× 3× 3 grid cells
and stored in look-up tables. At any given time step, we then
look up the MD fields based on the pairwise differences be-
tween carrier positions.
IV. EXAMPLE: CONDUCTIVITY OF GRAPHENE
In this section, we use the coupled EMC/FDTD/MD solver
to calculate the dc and ac conductivity of graphene. The com-
plex conductivity is computed from the spatially averaged val-
ues of the current density Jˆ(ω) and electric field Eˆ(ω) phasors
as
σ(ω) =
Eˆ(ω) · Jˆ∗(ω)
|Eˆ(ω)|2
. (12)
The phasor quantities are calculated at each grid point in the
graphene plane by using on-the-fly discrete Fourier transform
of the time-dependent vector components after a steady state
has been reached, then spatially averaging the components for
use in (12). For example, the current density phasor is given
by
Jˆ(ω) =
Ts∑
n=ts
~J [cos (2πf0n∆t)− i sin (2πf0n∆t)] , (13)
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FIG. 5. (a)–(e) Illustration of the calculation of the grid-based electric field from an impurity ion. (a) A single ion (dark blue circle) placed at
one of the corners of the cell abcd and the corresponding electric field, marked by orange arrows, as calculated from the solution to Poisson’s
equation. (b) A smaller array of field values in the grid cells close to point a, marked by brown arrows, used for subsequent calculations. (c)
The local fields (marked by dark blue arrows) due to a single ion at point a found by properly shifting the stored fields around appropriate grid
points. (d) The local fields due to a single ion at point c using the solution for the ion at point a. (e) Local fields for a single charge located
at an arbitrary position within the grid cell abcd, calculated using a weighted sum of the shifted potentials that correspond to a single ion at
each of the corners. The weights are given by Eq. 7. (f) Side view of the local 3D grid-based fields due to an impurity ion in the substrate near
the interface of graphene, calculated as the weighted sum of the shifted fields in air (blue), graphene (green), and the SiO2 substrate (orange).
Poisson’s equation for a single ion is solved three times, for calculating fields due to an ion close to the interface, in air, graphene, and SiO2.
The weighted sum is calculated based on the combination of fields in the appropriate medium for each impurity ion.
where ts is the time to reach a steady state, Ts is the total sim-
ulation time, f0 is the frequency of external excitation (f0 = 0
for dc excitation), and ~J = Jx~x + Jy~y is the current density
calculated from Eq. (10). Being that graphene is a 2D ma-
terial, its conductivity is typically measured and presented in
the units of e2/h, the quantum of conductance. In order to
convert the conductivity calculated in Eq. (13) to those units,
we multiply by a factor of tgh/e2, where, as before, tg ≈ 6
A˚ is the effective thickness of the graphene electron system
[44, 45].
A. dc Conductivity
We calculate the dc conductivity of graphene as a func-
tion of the carrier sheet density, shown in Fig. 6, for an im-
purity sheet density of 5 × 1011 cm−2 with a uniform ran-
dom distribution (blue squares) and a clustered distribution
(red diamonds; correlation length of 40 nm) and compare
it with the conductivity of impurity-free graphene (black cir-
cles). These results reproduce important features of the con-
ductivity vs. carrier density curve observed in experiment
[46]. The curve displays a sublinear increase at high carrier
densities (> 4 × 1012 cm−2) for “clean” graphene. More-
over, for a given sheet density of charged impurities, the clus-
tered impurity distribution results in lower conductivity than
the uniform random one. This behavior has also been ob-
served in experiment [47] and predicted in the calculations
of carrier-impurity scattering rates with a structure factor de-
scribing correlations [26]. Our EMC/FDTD/MD simulation
makes no assumptions about the screening length or struc-
ture factor, and uses real-space impurity positions and the cor-
responding carrier-impurity interactions to calculate the con-
ductivity. Our results also show a flattening of the conductiv-
ity curve near the Dirac point for clustered impurity distribu-
tions, similar to that observed in conductivity measurements
involving intentional potassium doping [46].
B. ac Conductivity
The frequency-dependent ac conductivity, shown in Fig. 7,
is calculated for the same impurity density and distributions
as the dc case (Fig. 6). Here we use a carrier density of
3 × 1012 cm−2. The frequency of the external excitation is
varied from 500 GHz to 13 THz. In this range, carrier trans-
port is dominated by intraband processes [48] and is captured
very well in our simulation. These results are in line with
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FIG. 6. dc conductivity of supported graphene as a function of the
carrier density. Black circles denote the results for impurity-free
case, blue diamonds for a uniform random distribution, and red di-
amonds for a clustered distribution (40 nm average cluster size) of
charged impurities with a sheet density of 5×1011 cm−2. The black
line is a linear fit to the low-density (< 3 × 1012 cm−2) part of the
impurity-free curve.
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FIG. 7. Frequency-dependent ac conductivity of supported graphene
for the same charged impurity distribution as in Fig. 6. Carrier den-
sity is assumed to be 3× 1012 cm−2.
experimental measurements of frequency-dependent conduc-
tivity [48, 49]. For frequencies greater than 4 THz, our re-
sults show that the total impurity density and distribution do
not affect the conductivity of graphene. However, for lower
frequencies (< 4 THz), there is a significant dependence of
conductivity on the impurity density and distribution. (As ex-
pected, the low-frequency conductivity limit obtained from ac
calculations is very close to the values calculated in the dc
simulations.)
V. SUMMARY
We have presented the implementation and application of
the coupled EMC/FDTD/MD simulation technique to carrier
transport in supported graphene in the presence of charged im-
purities. We have described the constituent techniques, as well
as the important steps for their self-consistent coupling, such
as charge initialization and assignment to the grid, field ini-
tialization, current density calculation based on particle mo-
tion in the gird, and avoiding double counting of the fields
from FDTD and MD. The general implementation can also
be applied to transport simulations of other 2D or quasi-2D
materials.
We have demonstrated the use of the EMC/FDTD/MD
method by calculating the dc and ac conductivity of supported
graphene. The calculated dc conductivity as a function of the
carrier density reproduces the important features observed in
experiments, such as the sublinear increase at high carrier den-
sity in clean samples [46] and flattening of the curve near the
Dirac point for clustered impurity distribution [47]. The cal-
culated ac conductivity agrees with experimental observations
[48, 49].
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