In view of the instability and complexity of passenger flow change in urban rail transit, it is the key and the difficult point to use the prediction model to get more accurate number of short-term passenger flow. In view of this, this study proposes a hybrid forecasting model W-KELM, which combines wavelet transform (WT) and kernel extreme learning machine (KELM). The main idea of the model is to decompose passenger flow data into high-frequency and low-frequency sequences through WT and Mallat algorithm, and then use KELM approach to learn and forecast signals with different frequencies. Finally, different prediction sequences are reconstructed using WT. Through a case study of Beijing metro, we test the effectiveness of the model. The result shows that the W-KELM model has good prediction accuracy. In addition, this paper compare the prediction result of W-KELM model with those of BP neural network model, the single KELM method, and the hybrid model based on WT and BP neural network. It shows that the W-KELM model can effectively improve the prediction accuracy. Thus, providing a more accurate and real situation for monitoring and early warning of urban rail transit.
I. INTRODUCTION
Urban rail transit is an important urban transport infrastructure. It is a social and public utility related to the national economy and the people's livelihood [1] . It has the advantages of large volume, fast speed, long haul distance, punctual arrival and high comfort. It has become one of the most important modes of transportation for urban residents. At the same time, a highly efficient urban rail transit system helps alleviate the traffic pressure on the urban road, facilitate people's lives and reduce air pollution. Besides, it has the advantages as electric vehicles in environmental protection [2] - [4] . It is an important part of Intelligent Transportation Systems (ITS) and contributes to the development of shared economy, so as to improve the efficiency of resource sharing [5] . In this regard, accurate prediction of passenger The associate editor coordinating the review of this manuscript and approving it for publication was Dalin Zhang. flow, especially short-term passenger flow, is the basic basis for urban rail transit planning, design and operation management, and has become an important guarantee for the efficient operation of urban rail transit and the urban stability.
Scholars have made many attempts to predict the number of traffic flow. Due to the urban rail transit is one of the modes of transportation, the relevant research methods and ideas can be used as the reference for related prediction. According to the different principles, the method of traffic flow prediction can be divided into the established mathematical model and the knowledge-based intelligent prediction method [6] , [7] . Among the established mathematical models, time series method is the most widely used, especially ARIMA model and its variants. As early as the 1970s, the auto regressive integrated moving average (ARIMA) model was used to predict the short-term traffic flow of expressways. Hamed et al. applied ARIMA model to predict the traffic flow of urban trunk roads [8] .
Milenkovi et al. (2018) established a seasonal autoregressive integrated moving average (SARIMA) model based on the historical data of the monthly passenger flow of the railway network, and predicted the time series from January 2004 to June 2014. Results confirmed that the model had good prediction performance [9] . Kumar et al. (2015) proposed a short-term traffic flow forecasting scheme based on seasonal ARIMA (SARIMA) model with limited input data [10] . The MAPE of the forecasting value was still be less than 10 when only three consecutive days of limited traffic data were used. In order to improve the prediction accuracy, scholars have proposed many variants of ARIMA, such as Kohonen-ARIMA (KARIMA) [11] , ARIMA subset [12] , ARIMA with interpreted variables (ARIMAX) [13] , vector autoregressive moving average (VARMA) space-time ARIMA [14] , and complicated seasonal ARIMA (SARIMA) [15] . Generally speaking, ARIMA method now has a complete set of modeling methods. However, ARIMA method has some limitations. On the one hand, ARIMA method needs a lot of stream data for model development, so it may not be used in the absence of sufficient data [16] . On the other hand, ARIMA method assumes that the time series analyzed are stationary, and the prediction results for non-stationary time series cannot reach the best.
Among the knowledge-based intelligent forecasting methods, machine learning model is a successful model for shortterm traffic forecasting, such as neural network (NN) and support vector machine (SVM). Smith and Demetsky first applied back-propagation (BP) neural network to short-term traffic flow forecasting in 1994 [17] . Deng et al. (2011) used the BP neural network model to forecast the highway passenger traffic volume, and obtained better prediction results [18] ; Park et al.(1998) , Xiao and Wang (2004) used the RBF neural network model to predict the shortterm traffic flow of Expressway [19] . Yin(2002) used a fuzzy neural network model (FNM) to predict traffic flow in urban street networks [20] . Ishak (2003) studied the optimization of short-term traffic forecasting performance under various parameters and different traffic conditions by using a variety of topological structures of dynamic neural network [21] . Yang and Hu (2016) gave a traffic flow prediction model based on wavelet neural network and achieved good prediction results [22] . In addition, some scholars have applied other neural network models such as multi-layer feedback neural network [23] , back propagation algorithm, time-delay neural network model to traffic flow prediction [24] . However, through theoretical research and practical application, it is found that when traditional neural network is used to solve the complex non-linear problem of traffic forecasting, there are still some shortcomings, such as large input data, slow training speed, complex model and easy to fall into local optimum. As a result, the neural network has not been widely used in traffic forecasting, and its role in solving traffic congestion is limited.
In recent years, many scholars have begun to establish a hybrid forecasting model by combining different forecasting methods to improve the accuracy of passenger flow. Tsai et al. (2009) proposed a multi-temporal unit neural network model and parallel composite neural network for prediction of railway passenger flow [25] ; Zheng et al. (2011) combined Bayesian method and neural network to predict short-term highway traffic flow [24] . Based on the data of sensor data stream, GPS signal, real-time video and so on, Zhang (2017) analyzed the high-speed train control system by using the combination method of fuzzy RDF model and uncertain reasoning [26] . The results showed that the prediction effect of the combined model was better than that of the single neural network model. Luo et al. (2018) combined the improved seasonal autoregressive integrated moving average (ISARIMA) model with the multiple input autoregressive (AR) model, and improved the prediction accuracy greatly through the optimization of genetic algorithm (GA) on the premise that the operation time did not increase [27] . Cetin and Comert (2006) combined the ARIMA model with expectation maximization and cumulative sum algorithm [28] , and proposed a new method of modeling and forecasting for urban traffic flow based on adaptive hybrid fuzzy rules [29] . Guo et al. (2013) presented a novel two-stage prediction structure by using the technique of singular spectrum analysis (SSA) as a data smoothing stage to improve the prediction accuracy [30] . Moreover, a novel prediction method named Grey System Model (GM) was introduced to reduce the dependency on method training and parameter optimization.
By reviewing the existing research on passenger flow prediction, it can be concluded that hybrid forecasting method is more effective than the single ones. Considering the characteristics of urban rail transit passenger flow, that is, the flow changes with the change of year, month, week and day. Therefore, when selecting the forecasting method for shortterm passenger flow of urban rail transit, the periodicity of data changes should be considered. Besides, it is necessary to consider the difference of periodic variation and the complexity of calculation. Therefore, the purpose of this paper is to construct a simple and efficient hybrid model for shortterm passenger flow prediction of rail transit. Specifically, this study will try to combine wavelet transform (WT) with kernel extreme learning machine (KELM). Using WT to decompose the time series of passenger flow according to the frequency. Then applying KELM approach to predict the data with different frequencies, and reconstructing the prediction results so as to improve the accuracy and convenience of forecasting, and provide data support for operation management.
The rest of this paper is organized as follows. In Section 2, through sorting out the research results of scholars, clarifying the theoretical basis of this study. In Section 3, we analyze the data characteristics, introduce the wavelet transform (WT) algorithm, the kernel extreme learning machine (KELM) and the hybrid model W-KELM. Section 4 is the empirical analysis. The effectiveness of the W-KELM model is tested with passenger flow data from Beijing metro. Section 5 is the discussion. Discussing the effectiveness of the W-KELM model in improving prediction accuracy. The last section presents conclusions and research prospects.
II. LITERATURE REVIEW
Wavelet transform (WT) algorithm is a new subject, also known as "atomic decomposition" theory, which is based on the idea of Fourier transform. Compared with the traditional signal analysis technology, the WT can compress and denoise the signal without obvious signal loss. It is a widely used signal analysis and processing method at present. Based on this, WT is particularly suitable for studying the complex multi-resolution signals of urban rail transit passenger flow. Many scholars also have confirmed the effectiveness of the method in removing traffic flow noise information.
Zhang et al. (2018) used WT to denoise the time series in short-term traffic flow forecasting, then studied the periodicity and time-varying of the time series. Accordingly, he established a multi-variable short-term traffic flow forecasting method based on wavelet transform and seasonal time series, which effectively improved the accuracy of forecasting [31] . Feng et al. (2017) proposed a short-term traffic flow prediction algorithm based on wavelet function and extreme learning machine (ELM) to overcome the shortcomings of traditional models, such as low prediction accuracy, difficult parameter determination and poor adaptability [32] . Based on the principle of wavelet denoising, the activation function of hidden layer neurons in ELM prediction model was optimized, and a prediction model with better generalization ability and higher accuracy was obtained. In view of the fact that the training samples extracted from the WT can better reflect the micro-change characteristics, Tian et al. (2018) constructed a traffic flow prediction model combining WT and fuzzy neural network, which can better deal with abrupt or unstable signals and improve the prediction efficiency and effectiveness [33] . Mousavizadeh Kashi and Akbarzadeh (2019) combined WT with artificial neural network to improve prediction accuracy by using the denoising function of WT to deal with flow signals [34] . Ao et al.
(2018) established a Wavelet-Elman model, and used the WT to decompose the non-stationary original arrival time series into low frequency signal and high frequency signal [35] . Then, the dynamic and fast feedback of Elman neural network were used to predict different signals respectively, which provided a reliable data source for delay parameter extraction and signal timing optimization. Zhang et al. (2019) used discrete wavelet transform (DWT) to decompose the original traffic data into several components with different frequency bands [36] . On this basis, the high-order space-time method (Wavelet-HST) was applied to accurately predict the network-scale traffic speed. Golovnin et al. (2019) proposed a method of analyzing road traffic flow characteristics based on WT, and developed it as a software embedded in intelligent transportation system [37] . Sun et al. (2015) combined the advantages of WT and support vector machine model, constructed a new hybrid model, namely wavelet support vector machine [38] . The first stage of the model is to decompose passenger flow data into different high-frequency and lowfrequency sequences using WT. In the prediction stage, SVM method is used to study and predict the corresponding high and low frequency sequences. Finally, different prediction sequences are reconstructed by using wavelet transform.
Considering the shortcomings of traditional neural networks such as long training time, easily falling into overfitting and local optimum [39] , [40] , Huang et al. proposed extreme learning machine (ELM) in 2006, which is a new learning method of single hidden layer feed-forward neural network [41] . On the basis of retaining the ability of learning complex non-linear systems, it also has many advantages such as fast training speed, generating unique optimal solution, etc. This algorithm is very suitable for complex traffic prediction models with large amounts of data. proposed a new short-term traffic flow prediction method for highway traffic peak and nonstationary state, called ensemble real-time sequential extreme learning machine (ERS-ELM) with simplified single layer feed-forward networks (SLFN). Through training historical data and incremental updating model with new arrived data, ERE-ELM has the characteristics of less training time consumption and high prediction accuracy [42] . The traditional video surveillance method based on human and road traffic monitoring system has shortcomings in real-time assessment, continuous updating of information, large amount of data and artificial warning. Based on this, Sönmez et al. (2019) proposed a new video analysis and interpretation method based on ELM [43] . Considering that the traditional neural network training is easy to fall into local optimum and overfitting, and needs a long training time, Xing et al. (2019) proposed a fast learning method of symmetrical ELM cluster based on the theory of ELM, which achieved high-precision and efficient learning of large-scale traffic jam data [44] .
Although ELM improves the training efficiency to a great extent, the random distribution of input layer and hidden layer parameters leads to a great change in classification accuracy under the same training data and model parameters, which has a significant impact on the stability of ELM. On the other hand, the number of hidden layer nodes also has a great impact on the accuracy. The relationship between the optimal precision of different data sets and the number of hidden layer nodes is complex. Considering these defects of ELM, Huang further proposed a method of replacing ELM hidden layer with kernel function [45] . The method of replacing ELM hidden layer with kernel function makes ELM do not need random hidden layer and input layer. KELM solves the problem of random distribution of input layer parameters and hidden layer parameters in ELM, and improves the correlation and stability with corresponding data sets at the expense of training speed [46] .
Through combing the research results of scholars, we have the reason to believe that combining wavelet transform (WT) with KELM method and establishing a hybrid model to predict the short-term passenger flow of urban rail transit is theoretically feasible. In the data processing stage of the hybrid model, the passenger flow data is decomposed into sequences with different frequencies by using WT. In the prediction stage, KELM method is used to learn and predict signals with different frequencies. Finally, different prediction sequences are reconstructed by WT to obtain the final prediction value. Next, this study will further verify the validity of the model with empirical analysis.
III. DATA SOURCES AND METHODS INTRODUCTION A. DATA SOURCES AND STATISTICAL CHARACTERISTICS ANALYSIS
This study selects passenger flow data of Beijing metro from January 1, 2018 to December 31, 2018. There are two main reasons for choosing the Beijing metro. On the one hand, Beijing is the capital of China with a large number of floating populations. The influencing factors of urban rail transit passenger flow are more complex. A short-term passenger flow forecasting model with high precision for Beijing metro can be used for reference in other cities. On the other hand, the population density in Beijing is very high, and its urban rail transit volume ranks the first in the country, up to ten million people per day. It has the need to further improve the management ability of urban rail transit operation and management by accurately predicting passenger flow.
The passenger flow data of Beijing Metro from January 1, 2018 to December 31, 2018 are provided by Beijing Mass Transit Railway Operation Corp. Ltd ( Table 1) .
The variation and distribution of annual passenger flow are shown in Figure 1 .
It can be seen intuitively that the passenger flow is periodic. In order to further judge the stability, randomness and periodicity of the sequence, the autocorrelation and partial autocorrelation functions of the time series are plotted by SPSS analysis software. The analysis results are shown in Table 2 , Figure2, Table 3 and Figure3 . Assuming that x t and x t+k are two random variables with time interval k in time series {x t , t = 1, 2, · · · , n}, the autocorrelation function of passenger flow samples can be expressed in Equation (1).
From the above correlation function diagram, we can see that the autocorrelation function of urban rail transit passenger volume time series obtains the peak value of eigenvalue at 7,14,21,28 etc. It can be concluded that the passenger flow time series has a cycle of fluctuation. In addition, there are more autocorrelation function values in Figure2 outside the confidence interval, which indicates that the time series is random. Neither the autocorrelation function nor the partial autocorrelation function decrease rapidly to 0 with the increase of time interval, so the time series is not stationary.
To sum up, the time series of Beijing urban rail transit passenger flow is characterized by periodicity, randomness and non-stationary. These characteristics provide a reliable basis for selecting passenger flow forecasting models.
B. WAVELET TRANSFORM THEORY
The theory of wavelet transform (WT) is based on the idea of Fourier transform. Its basic principles are as follows.
The wavelet generating function is also called mother wavelet or basic wavelet. The principle of WT is to select a basic wavelet and get a set of similar wavelets by translation and stretching. These similar wavelets become wavelet basis functions or sub wavelets, and the wavelet generating function is defined as follows. Suppose ψ (t) ∈ L 2 (R) is a square integrable function whose Fourier transform isψ(t), if:
Thenψ(t) is the basic wavelet, and the above equation is used to identify whether a function can become the main factor of the wavelet function. The wavelet generating function is translated and scaled. The scaling factor is a and the translation factor is b. The following result is obtained:
The parameters of ψ a,b (t) can be adjusted artificially. If the values of a, b and t are continuous, then ψ a,b (t) is called continuous wavelet. After determining the continuous wavelet basis function ψ a,b (t) a>0,b∈R , the finite energy signal f (t) can be transformed by multi-frequency decomposition. Its specific content is that in any space L 2 (R), as long as the f (t) function is expanded by the wavelet basis, that is the wavelet transform of f (t), referred to as CWT (Continuous Wavelet Transform), its expression is as follows:
is the conjugate function of f (t). It can be concluded that the wavelet transform itself is an integral transform, and the scaling factor a and the translation factor b are two parameters of the wavelet basis. In order to separate the low-frequency part and the high-frequency part of signals, Mallet and others proposed a well-known algorithm for multi-scale decomposition and reconstruction of signal with pyramid-like structure, that is Mallet algorithm. The principle is as follows: As can be seen from Figure4, Mallet algorithm only decomposes the details of low-frequency for the second time, and no longer decomposes the high-frequency part. The decomposition equation is as follows:
In the short-term passenger flow forecast of urban rail transit, the original time series is a set of signal values. Using multiscale decomposition, the original sequence is decomposed into different frequencies. The frequency components of the decomposed sequence are simpler than those of the original one. Meanwhile, in the process of wavelet decomposition, the original sequence is smoothed.
C. KELM PRINCIPLE
KELM is a non-linear extension of ELM. The network is trained by minimizing the training error and output weight norm. The stochastic hidden layer output matrix of non-core ELM is replaced by a stable kernel matrix. On this basis, the unique output weight and the stable predicted output is obtained. In this section, the learning method of KELM is given on the basis of ELM. For SLFNs with L hidden layer nodes, given l sets of training sample data sets {x i , y i | x i ∈ R m , y i ∈ R n , i = 1, 2, · · · , l}, the output expression is as follows:
In the Equation (6), β i is the weight vector of the i-th hidden layer node and the output layer node, and h i (x) is the output function K (x; w i , b i ) of the i-th hidden layer node. In this section, selecting RBF node as the hidden layer node, and its activation function is as follows:
If SLFNs can approximate l training samples with zero error, that is l j=1 o j − t j = 0, the relationship among β i , w i and b i can be expressed as follows:
The matrix form can be expressed as:
β is the weight vector matrix of the hidden layer node and the output layer node, and β = β T
H is the output matrix of the hidden layer of SLFNs, and the expansion is:
To sum up, the learning algorithm of ELM is equivalent to the least square solution β of the Equation (9), and the least square solution of the output weight matrix is as follows:
In order to improve the stability and generalization ability of the network, the regularization parameter Y is introduced according to the idea of ridge regression to constrain the solution of the output weight matrix β of the network, so as to prevent over fitting. Thus Equation (11) can be expressed as follows:β
The network output expression of ELM is:
In the process of solving Equation (12) and Equation (13), if the number of hidden layer nodes is unknown, in order to avoid the instability of ELM output caused by random assignment, the kernel method is introduced. The kernel function is used to represent the non-linear feature mapping of hidden layer, and the Mercer condition is applied to define the kernel matrix K ELM = HH T , whose element is K ELM (i, j) = h (x i ) · h x j = k x i , x j . Kernel matrix K ELM replaces the ELM hidden layer nodes. From Equation (12), the output of KELM network is as follows:
In this paper, we choose the Gaussian RBF kernel K (u, v) = exp − u − v 2 /2σ 2 construct KELM model because of its superior performance [45] , [47] . solution, this paper combines these two methods to construct W-KELM model. The main steps of W-KELM model are as follows.
Step 1: Using WT to decompose time series of the original passenger flow according to the frequency.
Step 2: Using KELM approach to predict the sequence with different frequencies.
Step 3: Reconstruct the prediction results and get the final prediction result.
IV. SIMULATION AND RESULTS

A. WAVELET DECOMPOSITION AND RECONSTRUCTION
In this paper, we use db3 to decompose the sample data into four layers of wavelet, and reconstruct the wavelet coefficients of each layer after the decomposition. We get the wavelet coefficients of each layer which are consistent with the time scale of the original real sequence (Figure5), as well as the overall data and errors of reconstruction (Figure6).
Raw data is the original data; a4 is the low frequency component; d1, d2, d3 and d4 are the high frequency components with different frequencies. The trend of low frequency component a4 is similar to that of the original data, but it is smoother because of the removal of irregular interference items. The fluctuations of d1, d2, d3 and d4 are all zerocentered, which indicates that their trends have been well separated and can be predicted by KELM approach.
B. W-KELM PREDICTION CONSTRUCTION
Based on the wavelet decomposition of the original time series, this section will use KELM approach to predict. The forecasting process is divided into two stages: training stage and testing stage (Figure7).
In the training process, the first 300 data samples are selected as training sets. The training results are shown in the Figure8.
In the testing stage, the remaining 60 data samples are used. The output function of KELM prediction model is shown in the Figure9. All the above operations are completed on MATLAB R2010b platform.
C. ACCURACY TESTING OF MODEL
Usually, we take the error form to evaluate the prediction effect [48] . In this study, we select root mean square error (RMSE), mean absolute percentage error (MAPE) and R square as evaluation criteria. The calculation equations of RMSE and MAPE are as follows:
y i represents the actual value of passenger flow andŷ i represents the predicted value derived from the model. After calculation, the relative error of the prediction is shown in the Figure10.
Correspondingly, the RMSE of W-KELM prediction model is 54.61, the MAPE is 4.8%, and R 2 is 0.9417. It can be seen that the hybrid model has high prediction accuracy and strong practical value, which can provide effective data reference for urban rail transit short-term prediction. 
V. DISCUSSION
The above analysis validates the validity of the W-KELM model in the short-term prediction of urban rail transit passenger flow. In order to further illustrate the superiority of the W-KELM model, contrast experiment is carried out in this section. We will compare the prediction result of W-KELM model with those of the single KELM model, the single BP neural network model and the hybrid model (W-BP) based on WT and BP.
Although BP neural network is not as good as KELM in terms of training time and generalization ability, it is still one of the most commonly used methods of traffic flow prediction, because of its good self-organization, adaptability, strong learning ability and anti-interference ability. Therefore, this study selected BP neural network for comparative analysis has a certain representativeness. At the same time, the prediction results of the two hybrid models (W-KELM, W-BP) are compared with those of the two single prediction models (BP, KELM). The comparison results are shown in Table 4, Figure11 and Figure12.  From the above Figures and Table, we can draw the following conclusions: Firstly, the W-KELM model has the highest prediction accuracy, which proves the effectiveness of the hybrid model constructed in this paper in improving the prediction accuracy. Secondly, for the same prediction model, the hybrid model combined with WT has higher prediction accuracy. It means that for the prediction of the complex multi-resolution signals such as urban rail transit passenger flow, dividing the frequency of time series before predicting can improve the prediction precision. Thirdly, for the prediction of urban rail transit passenger flow, whether adopt the single prediction model or the hybrid model based on wavelet transform (WT), the KELM approach has higher prediction accuracy than the BP neural network, which confirms that the KELM method approach has stronger generalization ability.
VI. CONCLUSION
Urban rail transit is very important for intelligent transportation system construction and urban development. Urban rail transit is a very complex nonlinear dynamic system, which makes the time series of urban rail transit passenger flow extremely complex and difficult to predict. Considering the complexity of urban rail transit passenger flow and the advantage of wavelet transform (WT) in time series decomposition and the advantages of kernel extreme learning machine(KELM) in training speed and producing the unique optimal solution, this study proposed a hybrid model (W-KELM) based on WT and KELM for short-term passenger flow prediction. The core idea of the model is to use WT to decompose passenger flow into sequences with different frequencies. Then KELM approach is used to learn and predict the sequences with different frequencies. Finally, reconstructing the prediction results. Through the empirical test of Beijing Metro, the main research results are as follows:
(1) W-KELM model is effective and accurate for shortterm passenger flow forecasting of urban rail transit, which can provide satisfactory prediction results.
(2) For complex time series such as urban rail passenger flow, it is very necessary to decompose the time series according to the frequency before forecasting.
Although the experimental results presented here are promising and the W-KELM model can be successfully applied to predict short-term passenger flow, this model suffers from weak interpretability like other ANN-based models. In future work, the model with well interpretability can be introduced, such as fuzzy system and its improvement.
In addition, to obtain more general and robust conclusions, larger-scale data from different cities should be used to test the proposed model.
