With an increase in the number of internet users and the need to secure internet traffic, the unreliable IPv4 protocol has been replaced by a more secure protocol, called IPv6. The IPv6 protocol does not allow intermediate routers to fragment the on-going IPv6 packet. Moreover, due to IP tunneling, some extra headers are added to the IPv6 packet, exceeding the packet size higher than the maximum transmission unit (MTU), resulting in increase in packet drops. One probable solution is to find the MTU of every link in advance using the ICMP packets and accordingly fragment the packets at the source itself. However, most of the intermediate routers and the network firewalls do not allow ICMP packets to traverse through their network, resulting in network black holes, where we cannot know the MTU of some links in advance. This paper tries to handle the packet drops inside the network by proposing a DMTU scheme where we dynamically adjust the MTU of each link depending upon the original size of the IPv6 packet, thereby reducing the number of packet drops by a significant amount. Using mathematical and graphical analysis, our scheme proves to be much more efficient than the state-of-the-art PMTUD scheme.
Introduction
Due to rapid increase in the number of devices connected to the internet, the current addressing scheme (IPv4) won't be able to provide addresses to all the devices [1] . It is because IPv4 uses 32-bit addresses, thus, less than 5 billion devices can be addressed using this scheme. And this limit has already been crossed by the number of internet enabled devices.
Thus, there is a need of a new addressing scheme. Fortunately, ICANN has already announced a replacement to the IPv4 protocol, called IPv6 [2] .It uses 128-bit addressing scheme, thus, enabling us to uniquely address trillions of devices. Besides, addressing trillions of devices, IPv6 provides a framework for a secure communication over an insecure network. It does this by using an add-on security protocol, called IPSec [3] . For the proper functioning of IPSec, the IPv6 does not allow intermediate routers to fragment the on-going IPv6 packets [4, 2] . Thus, whenever a router receives a packet with size greater than the maximum transmission unit (MTU), the router drops the packet.
Currently, the IPv6 packets are routed through the network using the IPv4 tunneling scheme [5] . Here, the IPv6 packet is embedded inside the IPv4 headers and then it is routed through the network. Due to IP tunneling and the use of extra headers (associated with IPSec), most of the IPv6 packets have size greater than the maximum transmission unit of the network, resulting in increased packet drops at the intermediate routers.
Thus, resulting in increase in the overall packet latency and decrease the network throughput.
One possible solution is to find the MTU of every possible link, using the ICMP packets, in advance and accordingly frag-Email addresses: ishfaqhussain90@gmail.com (Ishfaq Hussain), janibbashir@nitsri.ac.in (Janibul Bashir) ment the packets at the source itself [2] . However, most of the intermediate routers and the network firewalls do not allow ICMP packets to traverse through their network, resulting in network black holes, where we cannot know the MTU of some links in advance. This scheme reduces the frequency of packet drops, but due to the presence of black holes, the number of packet drops is still higher than the tolerable limit.
The other solution is the Path MTU Discovery (PMTUD) protocol [4] . To avoid the IP fragmentation, PMTUD determines the relevant MTU between the two IP hosts and accordingly fragments the packet at the source itself. However, this scheme relies on the ICMP packets, which has various issues related to the black holes (please see Section 2).
To overcome the issues, we proposed a technique called Dynamic MTU (DMTU) where we dynamically adjust the MTU of each link depending upon the original size of the IP packet. After receiving the packet, we dynamically adjust the MTU of the outgoing links and then accordingly forward the packet. However, in some scenarios we cannot adjust the MTU of a link above a certain value. In those cases we discard the packet and inform the source to further fragment the packet.
The main contributions of this paper are: 1. We proposed a DMTU protocol to reduce the frequency of packet drops. 2. We proposed different versions of the protocol in order to increase the efficiency of the system and thereby reduce the contention incise the network. 3. We presented the mathematical evaluation of our scheme and analyzed the frequency of packet drops, time delay, throughput, and latency enhancements.
The rest of the treatise is as follows. Section 2 discusses the related work and our proposed DMTU scheme is described in November 27, 2019 arXiv:1911.11468v1 [cs.NI] 26 Nov 2019 Section 3. Section 4 discusses one case study with all possible implementations of our proposed scheme. The mathematical analysis is done in Section 5 and the graphical analysis and comparison results are presented in Section 6, and the paper concludes in Section 7.
Related Works

Path MTU Discovery for IPv6
To reduce the packet drop due to restricted IP fragmentation in IPv6, J. McCann et. al [4] proposed Path MTU Discovery (PMTUD) protocol. The main idea is that the source node initially assumes that the effective MTU, called Path MTU (PMTU), of a path is the (known) MTU of the first hop in the path. If any of the packets sent on that path are too large to be forwarded by some node along the path, that node will discard them and respond back with an ICMPv6 "Packet Too Big" packet.
Upon receipt of such a message, the source node reduces its assumed PMTU for the path and makes it equivalent to the MTU of the constricting hop as reported in the "Packet too Big" message. Thus, the source fragments the packets to make the size equal to new path MTU. The process ends when the source node's estimate of the PMTU is less than or equal to the actual PMTU.
When using PMTUD scheme in IPv6, it suffers from the following network issues:
Path MTU black holes
Maikel et. al [6] claims that the main cause for the occurrence of PMTUD black holes in the Internet is the filtering of important signalling packets by the intermediate nodes on the path. In the event that these nodes run a firewall, they could potentially be configured to disallow all or certain types of Internet Control Message Protocol (ICMP) packets to pass through them. The effect of this filtering results in the inoperable of Path MTU Discovery (PMTUD) and this failure of PMTUD will lead to PMTUD black holes.
ICMP Black Hole
Most of the routers give low priority to the ICMP messages carrying the information of the dropped packets. In addition, most of the users and ISP providers configure their firewalls to block all ICMP messages because it wastes the network resources and creates congestion in the network [7] . Thus, due to low priority and blocking of ICMP messages, the ICMP messages sent in the PMTUD will be either delayed or blocked from reaching the source node, resulting in either the increased delay or the ICMP black-holes.
This will lead to inoperable and connectivity failure. Due to ICMP message unreachable problem, the host will continuously keep on sending packets and will eventually lead to increased congestion in the channel, thereby reducing the overall performance of the system.
DNS incompatibility with PMTUD
The stateless DNS server does not work well in a PMTUD enabled network [8] . It is because DNS uses UDP protocol, on enabling PMTUD the UDP works inappropriately with it and hence effects the working of DNS server. In other words, the PMTUD works incorrectly with DNS(Using UDP) and hence might lead to no PMTUD info to the source.
Proposed Mechanism
Overview of DMTU Algorithm
The basic idea of DMTU algorithm is to dynamically adjust the MTU of the intermediate links based on the size of the received packet. As soon as the intermediate router transmits a packet, it reverts back the MTU to its original value.
The DMTU algorithm has two phases: Pre-DMTU and Post-DMTU. The algorithm starts with the Pre-DMTU phase and then moves to Post-DMTU. In the Pre-DMTU phase, the algorithm checks the basic conditions necessary for the DMTU functionality such as whether the MTU of the intermediate links can be changed or not. When the Pre-DMTU signals the success (all conditions are satisfied) then only the algorithm moves to the Post-DMTU phase, otherwise it stops the algorithm and drops the packet and informs the receiver about the same. The main aim behind dividing the algorithm into two phases is to avoid the unnecessary computations in case any necessary condition is violated. Thus, decreasing the overheads.
The DMTU algorithm can be used either in parallel with the PMTUD scheme or it can be used as a standalone scheme. In the former case, we call the scheme as Pre-Parallel DMTU and the later one is called Standalone DMTU. In Pre-Parallel DMTU algorithm, we allow DMTU algorithm to run only for high priority packets and whereas all other packets are handled using the PMTUD scheme. However, in the standalone-DMTU, DMTU completely replace the PMTUD algorithm and takes the charge.
Note that the there is a minor difference between the Pre-Parallel DMTU and Standalone DMTU algorithms. The main motive behind having two schemes is to allow the algorithm to work in the networks where the PMTUD algorithm has already been deployed.
Working of DMTU Algorithm
In DMTU algorithm, we dynamically adjust the MTU of each link depending upon the original size of the IPv6 packet. Let us describe the two phases of the DMTU algorithm in detail here.
Pre-DMTU Phase
On receiving an incoming packet of size greater than the next-interfaces MTU, the algorithm first checks the Packet IP version. If it is an IPv4 packet, it simply fragments the packet and forwards to the next node. However, if is an IPv6 packet, the algorithm first compares its size with a pre-defined threshold value (it is set to restrict jumbo packets). If it exceeds the threshold value, we drop the packet and inform the sender, else Figure 1 : Flow Chart for mechanism of DMTU algorithm we move on with the next step. The next step in the algorithm depends upon the type of strategy we are assuming. The algorithm may be running in parallel with the PMTUD or working as a standalone, and hence the working varies accordingly. Standalone DMTU Scheme: In Standalone DMTU algorithm (1), we compare the size of the packet with the Maximum-MTU limit of the path.If the packet size exceeds that limit then it is not possible to successfully route the packet. Instead we force the router to drop the packet (without informing the source). The source will itself re-transmit the packet by fragmenting it into smaller packets after the timeout. However, if the packet size is lesser than the Maximum-MTU then the algorithm moves to the Post-DMTU phase.
Pre-Parallel DMTU Scheme: In this scheme, the DMTU algorithm (2) is allowed to work only for the high priority packets.Thus, the job of Pre-DMTU phase in this scheme is to first find the priority of the packets.Based on the packet priority it either directs the PMTUD algorithm to take the control or it moves to the Pre-DMTU next step. In Pre-DMTU next step, it compares the size of the packet with the threshold value. If the packet size is less than the threshold value then it moves to the Post-DMTU phase, else it discards the packet and informs the PMTUD scheme to send an ICMPv6 message "packet too big" to the source. The threshold value is the maximum packet size that the link can carry (Maximum-MTU). 
Post-DMTU Phase
The Post-DMTU phase is the heart of the algorithm. Its main function is to override the MTU of the port and change it to the new value so that the router can easily forward the packet. The Post-DMTU algorithm stores the identification number of the packet which invoked the algorithm and stores it in some variable. When the new packet arrives, it compares ID number of incoming packet with the stored ID value , if these are same then it forwards multiple packets until MF (more fragments) bit equals to zero. When MF=0, it means no more fragments of the packet are arriving. After this the algorithm reverts back the MTU to the original value.
The working of Post-DMTU algorithm (3) is same for the Pre-Parallel DMTU algorithm (2) and Pre-Standalone DMTU algorithm (1) . 
Time Delay using DMTU and PMTUD Algorithm
We will take a case and apply PMTUD and DMTU separately on the same network path for a finite number of nodes to analyses the time delay in PMTUD and DMTU algorithms under similar network configuration.
Total Time Delay in PMTUD
In Figure 2 , the source A sends a packet of size 1800 octet to destination B through path h1e1n1e2n2e3n3e4n4e5n5e6h2 which contains 5 nodes (n i ) and 6 edges (e i + 1) with end hosts h1 and h2. The path from source A to destination B has varying MTUs. The source A begins to transmit the first transmission with initial packet of size 1800 bytes, the packet travels up-to node 2, at node 2 the next-interface MTU is lower than the incoming packet size so the node truncates the packet and sends an ICMPv6 type 2 message to source "Packet too Big". The time taken by a packet to reach at node 2 from source A is 2T D1 , where T D1 is End to End delay (E2ED) due to first transmission and the factor 2 is because it travels two links e1 and e2. Similarly, time delay for the ICMPv6 message is 2T D1 where T D1 is the End to End delay between hops for ICMPv6 message for first transmission. The source on receiving the ICMPv6 message it fragments the packet and initiate the 2 nd re transmission. The total time taken for the fragmentation process is T f . Since, the waste of time up-to 2 nd re-transmission is :
Where P T W is the time wastage in first transmission. In 2 nd re-transmission of packet the size is now lower than the previous transmission and the packet travels up-to node 3 and is again been truncated by 3 rd node and send the same ICMPv6 type 2 message to source "Packet too Big". The E2ED from source to the node 3 is 3T D2 where the factor 3 is because the packet traveled 3 links and the subscript 2 identifies the 2 nd re-transmission. The E2ED for the ICMPv6 message from node 3 to source is 3T D2 such that, T D2 < T D2 . At source the packet is again fragmented and initiate the third transmission. The fragmentation at source takes some time to fragment the packet which is T F . So the E2ED for 2 nd re-transmission from source A to initiation of 3 rd re-transmission is calculated as:
Similarly, in the 3 rd re-transmission the transmission is again failed at node 5 which sends back the ICMPv6 (Type 2) message "Packet too Big" to source. Therefore the E2ED for the 5 th transmission is the sum of time delay for packet to reach node 5 from source, the time delay of ICMPv6 message from node 5 to source and the fragmentation time at source. i.e
In 4 th re-transmission the packet size is the minimum compared to the packet size of all previous transmissions and is equal to the lowest MTU of the node in the path. This transmission gets successful and packet reaches to destination and sends back an Acknowledgement (ACK) packet to source. Since the E2ED in sending the packet from source A to destination B in 4 th re-transmission is given by:
Therefore, the total loss of time or time wastage ( P T W ) on sending the packet from source to destination from 1 st transmission to last transmission is:
Since there is no time loss in 4 th re-transmission as its successful transmission.
The E2ED between nodes in transmission 1, 2 , 3 are not similar that's why we add subscript to them. It's because of the reason that, as packet size increases the E2ED between nodes increases due to increase in over all overhead on node from processing, queuing and transmission which cause the total increase in the E2ED between nodes. The increasing order of the E2ED between nodes of the transmissions is
Since, the difference between individual transmission E2ED between nodes with the fourth successful transmission in much less and can be neglected and replaced with the T D4 which is successful transmission E2ED between nodes, to get an accurate results, as it won't effect much on the resultant time delay. Therefore, Equation 8 becomes:
Let T D4 = P T D which is the successful transmission E2ED between nodes using PMTUD.
Therefore the total time for transmitting the packet in PM-TUD is:
So, we would neglect the changing of E2ED between nodes due to different packet size in each transmission and will take E2ED between nodes of all transmission equal to the E2ED between nodes of successful transmission. So from now own in our calculation we would neglect the E2ED between nodes of various packet size and apply the E2ED between nodes of successful transmission.
Total Time Delay In DMTU Algorithm
Now we send packet from source A to destination B using DMTU algorithm. Lets create a packet of same size as created for the 1st transmission in PMTUD algorithm, that is 1800 bytes. This packet will travel through the same path (h1 to h2) and when it reaches at node 2 it runs the DMTU algorithm and send the packet through the next interface of node 2 to node 3 where in before case the node has dropped the packet then the node 3 runs the DMTU algorithm and transmits the same packet to next interface of node 3 then the packet passes from node 4, node 5 runs the DMTU algorithm and transmits the packet to destination. Since, on sending the packet from the source A to destination B the DMTU algorithm is triggered 3 times in the same node where the next interface MTU is lesser the incoming packet size. Therefore, the time for running the algorithm by router is T O and for three nodes it will be 3T O time would be added to the total transmission time.
Another effect on the increase of time delay D T D in DMTUD algorithm is the packet size, as in the successful transmission the packet size is larger then the previous case (PMTUD Case) successful transmission where the packet travels the distance with minimum packet size and here they travel same and equal distance but with bigger packet size so, the E2ED between nodes would be same and can't be neglected as they traces many nodes and each node has an increase in transmission delay, processing delay and queuing delay then the former. That's why the E2ED between nodes in this case will be represented in terms of previous E2ED between nodes of successful transmission with additional changes in this DMTU case.
i.e
The value of:
In above Equation D−P T D is E2ED between nodes for the resultant packet size from subtracting packet size of successful transmission in DMTU and PMTUD i.e superscript as (D-P) where as ( P T D + P T D ) is E2ED between nodes for packet size of successful transmission with ICMPv6 time delay of unsuccessful transmissions. The delay in total time will be given by the overhead time of routers and the extra delay due to increased packet size which is nearly less than epsilon ε. Therefore, the total time delay in DMTU algorithm would be:
Since there are only 5 nodes then the Equation 16 becomes:
From Equation 13 the total time be:
Since, the time wastage T W will be
Therefore, total time can be represented as:
Subtracting the Equation 12 from 20 we get:
Since,
Since the outcome of the two negative value will be a negative value which implies that :
Hence the total time delay in DMTU is less than the total time delay in PMTUD in a same network configuration which implies that the use of DMTU decreases the time delay. From the above calculations we can show that total time for n nodes dropping at a nodes can be given by:
where, | D−P T D | < ε
Time wastage in PMTUD Algorithm
We have calculated the time wastage in IPv6 network due to the packet drop by intermediate nodes which we also called as extra time delay or exceed time delay using all these name reflect same meaning. The time wastage or extra time delay can be understand as data exchange between Bob and Alice, that when Bob transmits a packet to Alice it expected total time delay of T D without any node dropping that packet, but if any node drops the packet then the Bob has to re-transmit a new packet with decreased packet size to Alice and the packet arrives to Alice in the expected time T D , since the time consumed in the previous failed transmission which comprises the E2ED of packet and the E2ED of ICMPv6 which is named as the time wastage or extra time delay. Now the total time delay in sending the packet will be :
where T D is expected time without packet loss and T W is time wastage due to failed transmission and T is actual observed time.
In other words the sum of total time delay of failed transmissions due to successive single packet loss by intermediate nodes is called time wastage or extra time delay. In the following theorems we will show different time wastage depending upon the order by which nodes drop packet and number of nodes involved in IPv6 network using PMTUD algorithm.
Theorem 1. The general equation for the maximum total time wastage for the packet drop in IPv6 network using PMTUD algorithm is
where n is defined as the number of nodes between source and destination.
Proof. When the first node drop packet , then it has to send ICMP message to source and then source send a new packet which reaches node 1 doing this the time wastage will be the sum of E2ED from source to node 1 and the ICMP message packet delay from node 1 to source i.e P T D + P T D . Similarly, if the packet is drop by second node only, then the time wastage will be 2( P T p + P T D ) as the node has to reach the source for Ack packet and send the packet again up-to 2 nd node it will take 2( P T p + P T D ) extra time to do that. Since, if the packet is dropped by any number of nodes in the path between source and destination, then the time wastage is the effecting node multiply to the sum of E2ED of packet and ICMPv6 packet and it forms an arithmetic progression of difference of ( P T p + P T D ) , so by A.P the a n th term is given by a n = a + (n − 1)d, ∀ n ∈ {nodes} → Z + Since, a = P T D + P T D + T F , d = P T D + P T D then the time wastage for incremental nodes dropping packets can be derived and is given by : 
When a packet has been truncate by any single intermediate node in IPv6 network using PMTUD algorithm, then the time wastage(T W ) for transmitting the single packet is given by:
where n ∈ {nodes} → Z + such thatn 1 ∈ n i represents the node which dropped packet first.
Proof. Let the time delay between hops be P T D and the time delay for ICMPv6 message be P T D as the ICMPv6 message can't be greater then 1280 octets , therefore ICMPv6 time delay be less then the transmitting packet delay. On sending back the new packet the source need to do fragmentation and it will take a small time called fragmentation time T F . When 1 st node drop packet the time wastage would be the time until it route the packet to 2 nd node that will be the delay between the source to 1 st hop and the ICMP message delay by hop to the source and time for the fragmentation by source .
i.e., Since, from Equation 26 to 31 we see that the P T W for each node depends on the position number of the node factor with[ P T D + P T D ] , having constant T F throughout. Therefore, the general equation for the time wastage for n 1 node drop packet is:
i.e P T W = n 1 [ P T D + P T D ] + T F , ∀ n 1 ⊂ n, where n ∈ {nodes} → Z + . Theorem 3. The general equation for the minimum total time wastage for nodes dropping packet at least in one position in the path between source and destination in PMTUD is given by,
Where n i is the position of the node in the path which drops packet at i times, also T F is the time of fragmentation by source node and a is number of times packet dropped in the path.
Proof. In Theorem 2 we have P T W = n 1 [ P T D + P T D ] + T F which is time wastage for a node dropping packet in the path between the source and destination. The time wastage for two nodes dropping packets in the path is given by [n 1 + n 2 ][ P T D + P T D ] + 2T F , where, n 1 ∈ n and n 2 ∈ n − {1, 2, 3, ..., n 1 } , n 1 = n 2 , n 1 < n 2 , such that n ∈ {nodes} → Z + are first and second nodes respectively which dropped packets in the path. Similarly, as we go on increasing the number of nodes which dropping packets to i their is always a term n i [ P T D + P T D ] + T F is incremented to the preceding time wastage, so in general for all of nodes which drop packet in the path in different order can be given by :
where a is the number of nodes which dropped packet. Now the Equation 33 is a general equation for the total time wastage for all cases for nodes which drop packet from i = 1 to i = n, where n ∈ {nodes} → Z + . Theorem 4. The minimum time wastage equals to the maximum total time wastage using PMTUD algorithm at a = n , which is given by,
Proof. If all the nodes in between the path of source and destination drops the packet consecutively then the theorem for the minimum total time wastage is given by:
where a = n , as all nodes are dropping packet Since the Equation 36 which is derived from General formula of minimum time wastage is equal to the maximum total time wastage at a = n.
Theorem 5. The limit of lower bound and the Upper bound of the total time wastage using PMTUD algorithm is given by :
Proof. In Theorem 3 the general formula for the nodes dropping packets at least at one position is given by :
At a= 1 ,
Since, the minimum lower bound P T W is n 1 [ P T D + P T D ] + T F when one node drop packet at n th 1 position in the path. As we goes on increasing value of a the P T W also goes on increasing up-to a certain point where a = n then P T W = (n + n 2 ) 2 [ P T D + P T D ]+nT f ), which is the upper bound time wastage
39) Therefore, the value of P T W can't be lower then n 1 [ P T D + P T D ]+T F and can't be higher then (n + n 2 )
2
[ P T D + P T D ]+nT f .
Graphical Analyses and Comparison Results
This section graphically analyses our scheme and compares the same with the state-of-art PMTUD algorithm. We will show the effect of our scheme on the latency, throughput, and time delay of the packet.
Comparison Between Total Time Delay of DMTU and PM-TUD for n-Nodes
The calculations provided in Section 4 are limited to 3 nodes. However, the total time taken by the DMTU and PMTUD for n nodes between source A to destination B, considering packet drop at 'a' number of nodes at position n i th is given as:
For PMTUD:
For DMTU:
Subtracting Equation 40 from 41 we have :
Now the term ∑ a i=1 [n i ] creates two scenarios, consecutive and non-consecutive case scenarios. In consecutive case scenario when packets drop in Consecutively i.e n i − n i−1 = n i+1 − n i , where in non-consecutive the packet drop is random and is nonconsecutive that is n i − n i−1 = n i+1 − n i .
Non-Consecutive Case Scenario
The non-Consecutive case scenario arises when the nodes drop packet randomly i.e n i − n i−1 = n i+1 − n i , then the term ∑ a i=1 [n i ] = {n 1 + n 2 + n 3 + n 4 + . . . n a }. In Figure 3 is the representation of the MTU's of the nodes in random fashion in a network path in non-consecutive case.
Since, D−P T D << P T D + P T D , Since the value of, D−P T D < ε Therefore the effect of (n + 1) on | D−P T D | will be:
Hence,
Since from Equations 44 and 45 the result of sum of two negative value is a negative therefore:
Hence the total time in the DMTU ( D T ) is lesser then total time in PMTUD ( P T ) in random case scenario.
Consecutive Case Scenario
In consecutive case scenario when nodes drop packet consecutively i.e n i −n i−1 = n i+1 −n i then the term ∑ a i=1 [n i ] = a(a+1) 2 .In Figure 4 show the nodes with MTU in decreasing fashion which give rise to the consecutive packet drop by nodes.
Then the Equation 42 will become
From Equation 47 the term:
Since the above equation becomes quadratic equation with roots α ≥ −1+(9+8n) < 0 which implies that 'a' has a negative value, which is not possible as a ⊂ n, n ∈ Z + . Therefore the root of quadratic equation is α ≥ −1+(9+8n) is given by probability function: Since at , a = −1+(9+8n)
In Figure 5 shows the success probability by varying the number of nodes, which shows at highest success probability of log e (2.5173) at nodes 300 and lowest success probability of log e (1.39) at node 0, over the number of nodes the term a(a+1) 2 < (n + 1) at a ≥ −1+(9+8n) 
In Table 4 the data is collected from the success probability graph over number of nodes when n ≥ n i ≥ α, where α = −1+(9+8n)
[n i ] which shows success probability increases rapidly from 0.3333 to 0.99 as number of nodes increases for (n + 1) < a(a+1) 2 Hence the total time in the DMTU ( D T ) is lesser then total time in PMTUD ( P T ) in consecutive case scenario with success probability of log e (2.718).
To calculate the time delay of both the algorithms we need to fix some pre-defined values for both the algorithm under same network configuration to find out how these equations behaves and to get a very clear results of how better or worst is these algorithms from each other. For that we fix the values for the terms to be the average/highest limit as seen in real network analyses software's, so that the results will be accurate. Since the parameters which we are fixing pre-defined value are given by; P T D = 10 −1 , D−P T D = 10 −2 , T O = 10 −3 , P T D = P T D − 15 · 10 −2 , By keeping these parameters constant and taking iterations of 'a' which is the nodes which dropped the packet i.e a = {10%n, 20%n, 30%n, 40%n, 50%n} Now from the Equation 23 we have Total time delay for DMTU is 
where value of n i will be taken the least packet drop which is at source node to upto node numbered 'a P T = x P T D + P T D + (2) P T D + aT F From this we have a straight line passing from intercept ((2) P T D + P T D + a(T F )) with (+) slope of ( P T D ) taking number of nodes (n) along x-axis and Total time delay (PT) along y-axis. Where the value T F ≈ T O therefore we take the value of T F = T O as we now don't have the overhead time calculated but our assumption is that T O < T F but for sake of calculation, we treat it to be equal to T F . By subtracting P T from D T we get an equation of curved line at (-) y-axis which clearly identify that the time delay in DMTU is lesser than PMTUD. D T − P T = P T D (n + 1) + D−P T D (n + 1) + aT O − P T D (n + 1)
The Figure 6a is designed at minimum value of ∑ a i=1 [n i ] which means the packets drop starts from first node and consecutively till value of 'a'.In this analysis we see at minimum value of ∑ a i=1 [n i ] the time delay for the DMTU algorithm is lower than the PMTUD algorithm. The green line passing closer to the x-axis represents total time delay in DMTU algorithm, while the red lines going in upper directions shows the percentage of nodes dropping packets in different iterations in PMTUD algorithm and blue-line going downward direction along x-axis represents the amount of time delay saved by DMTU algorithm.
The Figure 6b is drawn at maximum value of ∑ a i=1 [n i ] which means the packets drops by nodes end at last node and consecutively starts from x-a value, which represents the highest value of ∑ a i=1 [n i ] for nodes that drop packet. This analysis shows that the DMTU algorithm is effective for routes passing large number of nodes with greater probability of packet loss than using PMTUD.
Throughput Enhancement Using DMTU
The DMTU algorithm increases the throughput with respect to the throughput without DMTU algorithm. And we will show the enhancement in the throughput mathematically. 
Let D T R be throughput with DMTU
Since, packet size = P,
In the Equations 52 and 51 of DMTU and PMTUD throughput respectively we derive a graph by fixing a pre-defined value to all constant terms other than nodes. In other words, the number of nodes varies in the route but keep other parameters constant. The value of constant terms will be highest/average limit of expected network simulator results or real time results. We carry this under different packet sizes so we take the iterations of packet size to see the rate of effect of increasing the packet size on the throughput by PMTUD and DMTU algorithms.
Since, on putting values of D T and P T on Equation 52 and 51 respectively, we have:
Let the pre-defined constant values be P T D = 10 −1 , P T D = P T D − 15 · 10 −3 , D−P T D = 10 −2 , T O = 10 −3 , T F = 10 −4 and the packet size be P = {1300}. Since, here we take varying value of percentage of nodes dropping the packet to get a clear view of how throughput acts with nodes drop packets.
In Figure 7a shows the throughput between PMTUD and DMTU at single packet at minimum value of ∑ a i=1 [n i ]. For a single packet at different instant of percentage of nodes dropping packet the PMTUD throughput is lower then DMTU while the DMTU throughput is smooth declining line with higher intercept from x-axis then PMTUD throughput. In other words the DMTU throughput is improved over the PMTUD throughput.
The graph in the Figure 7b shows the throughput between PMTUD and DMTU at single packet at maximum value of 
Which shows PMTUD throughput is getting lower for each increase in percentage of node drop packet than DMTU throughput. Since, this graphical observation identifies that the throughput in DMTU algorithm is greater than in PMTUD algorithm for a given number of nodes n . Again From Equation 46 and 49 we have,
:. Throughput with DMTU ( D T R ) > Throughput with PM-TUD ( P T R )
Latency Enhancement Using DMTU
Mathematically:
Latency
The latency is the inverse of throughput, therefore the throughput increases the latency decreases. The latency for the PMTUD algorithm is:
Where K is constant of proportionality. Now the latency for the DMTU algorithm will be: 
we have taken the same pre-defined value for the above equations i.e P T D = 10 −1 , P T D = P T D − 15 · 10 −3 , D−P T D = 10 −2 , T O = 10 −3 , T F = 10 −4 . Like in analyses of throughput, hear we also taken a set of same order of packet size P = {1300} with varying percentage of nodes dropping the packet.
In Figure 8a shows the latency for the PMTUD algorithm and DMTU algorithm at minimum value of ∑ a i=1 [n i ]. The latency for PMTUD algorithm is increases with increase in percentage of nodes dropping packet while the latency for the DMTU algorithm is lower than the lowest Latency of PMTUD algorithm with a large Intercept of Y-axis. Figure 8b shows the latency for the PMTUD algorithm and DMTU algorithm at maximum value of ∑ a i=1 [n i ]. In maximum value of ∑ a i=1 [n i ] the Latency difference between the PMTUD algorithm and DMTU algorithm is larger than the minimum value of ∑ a i=1 [n i ]. Again by dividing Equation 56 with 57 we get:
Again in
Since, from Equation 46 and 49 we have D T << P T Therefore, L P L D > 1, =⇒ L P > L D (60)
Hence the Latency with DMTU is Lower than Latency with PMTUD algorithm. Definition 1. The DMTU protocol has higher routing effectiveness than the PMTUD protocol.
Proof. The number of packets delivered to the number of packets sent to reach to destination by source in same medium is given by Packet delivery rate (PDR) value:
If the PDR is near to 0, then it shows a less routing effectiveness of protocol and if PDR is near to 1, then it shows higher routing effectiveness of protocol. We now calculate the PDR value for PMTUD and DMTU then compare them to see which has better routing effectiveness. Let's denote PDR P for the PM-TUD and PDR D for DMTU. Let x be number of packets to be send by source to destination with intermediate nodes n and links (n+1) both for DMTU and PMTUD. Let the packets drop due to network factors other than MTU be 'C' and the packets dropped due to MTU-size would be 'l', then the Packets delivered will be x-(C+l) T here f ore, PDR P = x − (C + l) x (61)
In DMTU the Packets drop due to factor of MTU or 'Packet too big' will be rescued therefore, 'l=0' , while the packets drop due to other factors in network will be same as for PMTUD i.e. 'C' T here f ore,
Dividing Equation 61 by 62:
In equation 63 the numerator is less than denominator by value of l , therefore its ratio is less than 1.
i.e PDR P PDR D < 1 (64)
Hence, which shows that DMTU protocol has higher routing effectiveness than PMTUD.
Conclusions
This paper presents a scheme called DMTU that tries to reduce the packet drops inside the network in order to increase the throughput and decrease the overall packet latency. The algorithm proves to be robust and fast without taking the help of the ICMP protocol as done by state-of-art algorithms in the same domain. Unlike PMTUD, the algorithm processes the packet as it arrives and forwards in no time. This paper presents different versions of the DMTU algorithm and shows how the minor optimizations help the algorithm to adapt to different networks. The mathematical and graphical analyses of DMTU algorithm shows its effectiveness as compared to the state-ofthe-art PMTUD algorithm.
