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In this thesis, we study the method of estimating the pose of a face and localizing facial parts
in an image. We specially focused on development of a total method which is independent of
the pose of the face itself. The face pose estimation and the facial parts localization are called
together as face alignment. Face alignment is required to be performed person-independently
over large pose variation. Usually a small change of the pose causes severe changes of the
appearance and, sometimes, makes self-occlusion of facial parts. A number of face alignment
methods has been proposed in the literature. However, they do not always achieve the estimation
of the face pose and localization of the facial parts in the profile. Most of current methods treat
these changes with so called a machine learning approach to model the face appearance by
giving numerous images. Those approaches achieve face alignments partially in success, but
they are not satisfactory. We apply 3D Constrained Local Model (CLM) for face alignment. 3D
CLM has the shape of a face form of three-dimensional Point Distribution Model (3D PDM).
3D PDM is projected on a image plane, and then, face alignment is performed by matching the
projected 3D PDMwith the input image. When features of the facial parts are not detected from
the image, face alignment can not be achieved. We pay attentions, in this thesis, to the three
factors causing the face alignment error.
The first factor is a self-occlusion of the face points in the image. When parts are occluded,
the feature detectors of 3D PDM can not detect their positions from the image. Then, we
propose to remove detections of the occluded parts from face alignment by referring a visibility
mask table which is proposed in Section 4.
The second is an occluding contour of the face image. The position of a facial contour is
highly depending on a pose. But, 3D PDM are generated only from image contours of frontal
faces. In this study, the contour of 3D PDM is called as the model contour. The model contour
denotes an occluded contour in the profile. In many cases, the pose is computed by matching
a false occluding contour with the model contour. We propose the appropriate recovery of the
occluded contour from the occluding contour by a contour displacement table which is proposed
in Section 4. The face model parameters are optimized with the recovered occluded contour.
The third one is to deal with the severe changes of the appearances of facial parts caused by
the pose change. We propose multi-pose feature detectors for each part and switch them as the
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pose. The multi-pose feature detectors have several feature detectors tuned for a small range of
the pose.
Our method demonstrated face alignment over large pose variation and improved the stability
of the tracking.
In order to analyze expressions of faces, face alignment is applied in psychology. Since
operators localize facial parts for a number of images, they ask for reducing a workload of face
alignment. We develop a face alignment application on which our ideas are implemented. The
application helps analyzing the image effectively. We describe the functions of the face analysis
application at the last of this study.
In Section 2, we describe backgrounds of this study and related works. In Section 3, we
describe about CLM on which the above three ideas propositions will be performed. In Section
4, the details of the above three ideas for face alignment over large pose variation are proposed.
In Section 5, the face pose estimation and parts localization for applications of facial expressions
analysis is discussed. In Section 6, we discuss the total performance of our propositions. In
Section 7, the face analysis system to show the outputs of the feature detectors and face model
parameter optimization of our face alignment method is discussed.
In Section 2, we describe the conventional studies and state-of-the-arts of face recognition
and face alignment. A game, a communication tool, a medical attention and a security use face
alignment, recently. Face alignment is required to be performed person-independently over
large pose variation. The face alignment methods over large pose variation were studied since
1990s. The famous face alignments are CLM and Active Appearance Model (AAM). AAM
was proposed by Cootes in 1998, and CLM was in 2006. CLM works in real-time and person-
independently. In this study, the proposed method is performed on CLM.
In Section 3, CLM is described. CLM represents the shape of a face as 3D PDM. 3D PDM
defines the three-dimensional position of features on the face. The features denote the position
such as eyes, eyebrows and a contour of the face. The model contour of 3D PDM corresponds
to the features from the ear to the jaw along with the bone of the jaw. 3D PDM is modeled the
features of faces by Principal Component Analysis (PCA). All the features of 3D PDM have the
feature detector, respectively. 3D PDM is projected on a image plane, and then, face alignment
is performed by matching the projected 3D PDM with the input image.
The feature detectors learn the appearances of expressions of each person. The appearances
are extracted from small image patches around the feature on faces. The feature detectors are
learned by giving a number of the face images. The feature detectors are capable of localizing
the position of the features person-independently, because the variation among those appear-
ances of the small image patches does not have a big difference for every individual. On the
other hand, an initial value of the face model parameters is required for CLM. However, since
the result of face alignment of a previous image is used in face tracking, a suitable initial value
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can be obtained in this study. In a face model parameter estimation process, the face model
parameters are optimized by matching the projected features of 3D PDM with the features of
the image. The conventional CLM performs face alignment in the profile within around ±30◦
in yaw.
In Section 4, the three ideas of face alignment over large pose variation are described. A
change of the pose causes severe changes of the appearance of the face and, sometimes, makes
self-occlusion of facial parts. When parts are occluded, the feature detectors for them can not
detect their positions from the image. Since 3D PDM is projected on the image plane, and then,
face alignment is performed by matching the projected 3D PDM with the input image, it is the
most important for CLM to detect the features from the image.
(1)When self-occlusion occurs, the feature detector of the self-occluded feature reports a
false positive detection. It causes a decrease of the accuracy of the pose estimation. The self-
occluded feature should be removed from the face model parameter estimation step. On the
other hand, the face model parameter estimation with many features makes face alignment
stable. In our study, it is called as the visibility whether the subject’s feature is self-occluded or
not. In order to use as many features as possible for the face model parameter estimation, the
accurate inspection of the visibility is required. As for our first idea, the visibility is estimated
by referring the visibility mask table which has the visibility of every 5◦ of the rotation of the
pose in yaw and pitch. The visibility mask table is made from the average face, because the
visibility of the subject is not given beforehand. We propose removing the self-occluded feature
from the face model parameter optimization step by referring the visibility mask table.
(2)The occluding contour is not applicable to perform face alignment. In the profile, the
model contour corresponds to the occluded contour, and does not correspond to the occluding
contour. However, the occluding contour has a strong point which is detectable by the feature
detector from the image since the contour has a strong edge on itself. Even if the face moves
quickly and the image of the face becomes blur, the strong edge makes the occluding contour
detectable. Face alignment is performed stably by the occluding contour. However, it is neces-
sary to detect not the occluding contour but the occluded contour for estimating the face model
parameters. The occluded contour can not be observed from the image in the profile. As for
our second idea, the occluded contour is computed from the occluding contour by referring a
contour displacement table. The contour displacement table has a distance from the occluding
contour to the occluded contour of every 5◦ of the rotation of the pose in yaw and pitch. Then,
the distance of the contour displacement table is added to the occluding contour, and the oc-
cluded contour is calculated. The distance of the contour displacement table is made from the
average face, because the shape of the subject’s face is not given beforehand. In our experiment,
there is no big difference between the distance of the average face and the distance of the sub-
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ject. The contour displacement table generated the average face is applicable to perform face
alignment.
(3)The appearance of faces changes severely when large pose variation occurs. The large
appearance change causes a decrease of the accuracy of the feature detection. It is difficult to
generate the feature detector which is applicable over all the variation of the appearance of every
pose. However, it is possible to learn the appearances within the small range of the pose. As for
our third idea, the features are detected by a multi-pose feature detectors from the image. The
multi-pose feature detectors are constructed by the five detectors tuned for the specific face pose
(−90◦ to −45◦, −45◦ to −15◦, −15◦ to 15◦, 15◦ to 45◦ and 45◦ to 90◦). The feature detectors
are switched as the pose, and the suitable detector is selected. The multi-pose detectors cover
over −90◦ to 90◦ of the rotation of the pose in yaw. Each detector learns both a raw intensity
and a gradient of face images by linear Support Vector Machines (SVM).
In Section 5, we develop a face alignment application which those 3 ideas perform face align-
ment. In order to analyze expressions of faces in experiments of psychology, face alignment
is performed for many face images. Under the present circumstances, face alignment is au-
tomatically performed using the conventional CLM or AAM. And then, the operators correct
manually the features which failed to be localized. The operators have to correct a lot of the
features. They require to lower the burden of correcting the features in face alignment. When
the face alignment application goes wrong, in almost cases, it comes from the failure of the
detection of a small number of features. Even if only the features of the small number which
failed by the feature detector are corrected, face alignment can be accomplished. The operators
do not need to localize all of the features which failed to be localized. In almost cases, it is
difficult to detect the feature of the face by a machine but it is easy for a human to detect that
feature. We implement the function to manually correct the failed features on a face alignment
application. The face alignment application which is implemented our proposed ideas is de-
veloped. The function makes the corrected feature’s weight heavier, and then, estimates the
face model parameters. Since the function performs face alignment without correcting all the
features which failed to be localized, it reduces the workload of correcting the features. The de-
veloped function reduces the number of the feature corrections and shortens the working hour
for face alignment.
In Section 6, we evaluated our ideas. We evaluated the accuracy of both the visibility and
the facial parts localization with Multi-PIE. The distances from the ground truth to the result of
the facial parts localization on the image were compared. The proposed method estimated the
visibility correctly, and localized the facial parts among±90◦ in yaw. We evaluated the accuracy
of our pose estimation method by several movies. The proposed method was compared with
the ground truth measured by a motion capture. Our method improved the accuracy of the
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pose estimation over large pose variation. We studied the effect of the initial values of the
face model parameters. Our system achieved face alignment with the initial values of the face
model parameters far from a correct pose until 35◦ in yaw robustly. We evaluated the stability
of our method in the face tracking using the movies. Our face alignment method achieved
the face tracking stably even though the severe change of the appearance occurs. Our method
demonstrated the facial parts localization and pose estimation stably under practical use even
though the blur of the face image occurred and made the facial parts localization difficult.
In Section 7, the analysis system of faces which is implemented the proposal application
in Section 5 is described. We studied face alignment using this system. The analysis system
supports the analysis of the image effectively by result representational functions or the mask
function of the features of 3D PDM on this system. Finally, we performed face alignment of
64676 faces using this application.
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Sample images for the face pose estimation and the facial parts localization.
CLMによる基本的なアプローチは,三次元 PDMを画像上に投影して,顔画像と比較し
て実行する. そのため,顔画像からの特徴点の検出方法と顔モデルの構築方法が重要であ
る. 三次元 CLMは, 3D PDMと,目や鼻口など部位の狭い範囲の見えを学習した特徴検出
器で構成された顔モデルである. 狭い範囲の見えを学習した検出器は,不特定の顔の位置








































































に分かれる. 一般に顔検出 (Face detection)というと (1)を指し,顔認識 (Face recognition)と
いうと (2),場合によっては (1)から (6)まで全体を指す.
顔の解析手法にはアプローチの方法が大きく分けて二つあり,この手法によって用途が
分かれる. 一つは,顔の部位を検出して,それぞれ特徴を調べる方法である. それぞれの部


























Relationship of applications of face recognition.
2.2 顔研究の動向
コンピュータビジョンを用いた顔の検出,認識,顔の姿勢推定,顔特徴点の位置決めなど
に関した研究は活発に行われている. IEEE Transactions on Pattern Analysis and Machine
Intelligence [6], International Journal of Computer Vision [7], Pattern Recognition [8]といっ
た論文誌において, 多くの研究成果が報告されている. また, 国際会議, IEEE International
Conference on Computer Vision (ICCV), IEEE Computer Society Conference on Computer
Vision and Pattern Recognition (CVPR), European Conference on Computer Vision (ECCV),
International Conference on Pattern Recognition (ICPR), International Conference on Image
Processing (ICIP)などにおいては,たくさんの顔研究の論文が発表されている. さらに,コ
ンピュータビジョンを用いた顔の研究やジェスチャーの研究を専門に取り上げている, IEEE
International Conference on Automatic Face and Gesture Recognition [9]があり,国内では,日
本顔学会 [10]があり,顔研究のセッションが積極的に設けられている. これら顔研究に関
8
するサーベイ論文 [11, 12, 13, 14, 3, 15, 16, 17, 18, 19]も数多く発表され,世界中で活発に
研究されている.
正面顔や限定された環境の下での顔の研究は多くの手法が提案され,サーベイ論文も発
表されてきた. そのような中で, 2009年にようやく顔の姿勢推定に対するサーベイ論文 [4],
及び,姿勢の変化に対応した顔の研究に関するサーベイ論文が [4, 3]発表され,本格的に研
究が進んできている.













ら [22]はエッジを用いて顔の形状を定義した. Yangら [23]やKotropoulosら [24]は顔の
モザイク画で顔全体を定義し,エッジを用いて部位を定義した.
その中でも,人の肌の色は人固有の特徴であることを利用して顔検出に適用する手法は,








適応できる顔モデルを作成できる利点がある. 統計的学習手法として, Neural Network [32]
9
や SVM [33], Boosting [34]が利用されるようになった. これら統計的学習手法を利用した
代表的な顔検出手法には, RowleyらのNeural Networkを用いた手法 [32]や SVMを用いた
手法 [35], SchneidermanらのNaive Bayesに基づく手法 [30], Violaと JonesらのAdaBoost
による手法 [31, 36, 37]があり,高い性能の顔の検出を実現できるようになった.





法 [38, 39, 40, 41]が提案されている.
2.4 多様な顔の姿勢での部位の位置決めの動向
2.4.1 多様な顔の姿勢での顔研究の動向













定理を用いて事後確率を推定する確率的手法 [46, 47, 48]などが提案されている. 顔モデル
に持たせた変形パラメータにより見えを制御して,入力された顔画像と一致するよう部位
の位置決めをする方法も提案された. 各部位の参照画像をテンプレートに使い,変形パラ
メータで見えを調節しながら部位の位置決めを行う手法 [49, 50, 51]などがある. 顔の部位






好な結果を得ることができる. Shangらによる Probabilistic Decision-Based Neural Network
に基づく手法では,輝度とエッジを特徴量に顔の検出と部位の位置決め,そして顔の認識を
行う手法 [55]などが提案された. 強化学習にはその他にも, SVMやHidden Markov Model









ないので,計算結果が不安定になりやすく,計算量も増大する. そこで, Principal Component





できる. Turkら [57]により, PCAを用いて表現した Eigenfacesと呼ばれる顔モデルが提案
されている [58]. ICAは分散が大きい方向を見つけるが,それぞれの基底は直交している
とは限らない特性を持っており, PCAなどと組み合わせ次元圧縮し,特徴的な成分を分離
することができる. 次元圧縮の方法として, PCA以外にも, LDAは学習データのクラス内
分散とクラス間分散の比を最大にする方向を座標軸とする方法である. LDAの中でも高次
元のデータを一次元の部分空間に射影して座標軸を見つける方法は Fisherの線形判別法
と呼ばれ,その方法を用いて表現された顔モデルは Fisherfacesと呼ばれる [51]. Heら [59]
は,次元圧縮にLocality Preserving Projectionsを用いた顔モデルLaplacianfacesを提案した.
Eigenfacesや Fisherfacesと比較して少ない次元で同等の性能を持つ顔モデルを作ることが











1998年に提案されたActive Appearance Model (AAM) [61, 62, 63, 64]や 1999年に提案
された 3D Morphable Model (3DMM) [65, 66]は,顔の形状をモデル化し,顔姿勢や形状に
合わせて見え方を制御する. 2001年に提案された Illumination Cone Model [67]や 2004年
に提案されたEigen Light-Field [68]は顔の形状に合わせて顔表面の反射特性を考慮して見






















するには, 顔の見えや特徴点の位置関係の構造をモデル化しておく必要がある. X. Zhang
ら [3]はこれまでの主な顔モデルを以下のように, 2D顔モデル, 3D顔モデルと顔形状に依
存しない顔モデルに分類した.
• 2D顔モデルによる検出
Beymer’s Method [42], Panoramic View [75]
Parallel Deformation [1], Pose Parameter Manipulation [76], CLM,AAM,ASM, Linear
Shape Model [77], Eiggen Light-Field [68]
Kernel Methods(kernel PCA [78, 79], kernel FDA [80, 81]), Expert Fusion [82], Corre-
lation Filter [83], Local Linear Regression [84], Tied Factor Analysis [85]
• 3D顔モデルによる検出
Cylindrical 3D Recobery [86, 87, 88], Probabilistic Geometry Assisted Face Recogni-
tion [89], Automatic Texture Synthesis [90]
Composite Deformable Model [90], Jiang’s Method [91], Multi-level Quadratic Variation
Minimisation [92], Morphable Model [93, 65, 94, 66], Illumination Cone Model [67, 67]
• 顔形状に依存しない顔モデルによる検出
Principal Component Analysis [58, 95, 57], Fisher Discriminant Analysis [51], Artificial
Neural Network(Convolutional Networks [96]), Line Edge Map [74], Directional Corner
Point [97]
Template Matching [45], Modular PCA [44], Elastic Bunch Graph Matching [53], Local
Binary Patterns [98, 99]















X. Zhangら [3]によると, Beymerと Poggioら [1]が姿勢の変化に対応する最初の研究
であった. 彼らの文献 [3]を引用すると, Beymerと Poggioらの手法は,一枚の参照画像を
予め用意し,姿勢に合わせて歪ませてテンプレートを作成する. そしてそれを利用して特
徴点を検出する. 図. 2.3に変形方法を示す. (a)は予め用意した参照画像である. 姿勢ごと
に参照画像 (b)を用意しておく. 歪みの量は,(a)から (b)への姿勢毎の歪みを Feature-Based
2D Warp [2]を用いて予め計測しておく (e). 入力画像 (c)に対して, (e)の歪み量を使ってテ
ンプレート (d)を作成する. 彼らの研究により, 狭い範囲の姿勢の変化であれば, 画像を 2
次元的な変形で見えを近似できることが分かった. 問題点は,大きな姿勢の変化では見え









Huangら [80]は kernel-based Linear Discriminant Analysisを使って, 姿勢変動と照明変
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動を 2Dの顔モデル上で表現する手法を提案した. その他にも, modular PCA [44], kernel




transformationや3DのFace reconstructionを使う方法が提案されている. Pose transformation
は異なる姿勢の画像を含むデータベースを使用して,モデルを作って行われる. Mullerら
[100]は見えが似ている人は姿勢が変わっても見えは似ているというアイデアを基に個人











Model (CLM) [69, 102], Active Appearance Model (AAM) [103, 104, 61, 105, 63], Active
Shape Model (ASM) [106, 107, 108, 50, 109, 110]がある. 顔の形状と見えを制御する顔モ
デルパラメータを調節して,顔の姿勢と部位の位置決めを行う. これらは Point Distribution
Model (PDM) [111, 76]により顔形状を表現する方法は同じであり, 画像から特徴点を検
出する方法が異なる. 図 2.4の (a)に PDMによる顔表現を示す. (b)に CLMの特徴検出器
が学習する見えの領域を示し, (c)にAAMの領域を示す. CLMには 2D techniqueの他に 3
次元座標による PDM表現で顔形状を表現した 3D CLM [71, 70, 72, 73, 112]がある. これ
らは比較的高速に動作する. さらに CLMにはパーソンインデペンデントに部位の位置決




図. 2.3: Parallel Deformation [1, 2]における参照画像の歪み率を基に,入力画像から見えを
生成する方法. 図の説明は [3]からの引用. (a)正面顔の参照画像, (b)姿勢毎の参照画像, (c)
入力顔画像, (d)変換画像, (e)正面顔からVirtual view [1]までの計測しておいた姿勢毎の歪
み量.
The process of parallel deformation at [3, 1, 2]. The appearance of a face is generated by the
recorded deformation of a prototypical image. These following captions are cited from
[3].(a)the prototypical image in standard pose, (b)the prototypical image in target pose, (c)the
gallery image at standard pose, (d)the synthesised novel image at target pose, and(e)The







図. 2.4: Point Distribution Modelによる顔形状の表現と Constrained Local Model, Active
Appearance Modelの見え
Face shape with Point Distribution Model, and two typical appearances of Constrained Local
Model and Active Appearance Model.




モデル化して次元圧縮を行った. そして,顔の形状を PDM [111, 76]で表現したASMを提
案した.
PDMは平均顔といくつかの基底ベクトルの線形和により形状を表現でき,入力画像の顔
の形状を高速に推定できる. ASMは EBGMよりも高い認識性能を示している [76]. その
後,形状だけでなく,画像の濃淡値もモデルに加えることにより,さらに精度のよい位置決






を採用するView-based AAM [63]をCootesらは提案した. さらにヨーによる特徴点の座標
と輝度の変化をパラメータ化して顔モデルに姿勢パラメータとして追加したことで,姿勢
を推定できる.
Vetter [115]は AAMの考え方を拡張し, PDMをより密に作り画素単位で顔形状を表現
して位置決めを行う方法を提案した. 3D Scanにより姿勢ごとにこの精密な PDMは作成
する. オプティカルフローを入力画像と入力画像と同じ姿勢の PDMの投影像から求めて
比較し,モデルパラメータを推定する. X. Zhangらの文献 [3]を引用すれば, AAMとの違
いは, AAMは疎な特徴点で表されるが,この方法では画素単位で非常に精細に形状を表現
することができる.
Grossら [68]は Eigen-Light-Fields(ELF)モデルを提案している. Vetterらの手法を拡張
したもので, Light-fieldsの考え方を用いて, 複数の角度から撮影した顔画像の固有表現で
あるELF顔モデルを用いた検出方法を提案している. X. Zhangらの文献 [3]を引用すれば,
ELFは入力画像を Light-Field空間へ正確に配列しなおす必要があるため,個人ごとの顔の
形状の違いに影響されやすい.






3D顔モデルによる手法は, 3D座標点で顔の形状をモデル化する. Saragihら [71, 70, 72,
73, 112]は 3次元座標による PDMで顔形状を表現した 3D CLMを提案した. その他にも,
顔形状を 3Dで蜜に表現し,それから顔の見えを精密に表現する 3DMM [93, 65, 94, 66]も
ある. モデル化には顔を剛体とみなして円柱と単純化して姿勢を推定する Cylindrical 3D





現している. この論文では 100個のポリゴンと 59個の頂点で構成される. 同じ人の複数の
姿勢の画像から,完全な 3D顔モデルを生成した.
Jiangら [91]は正面顔の画像と部位の位置を使って,個人ごとの 3D顔形状を再構成する
方法を提案した. 100個の 3D Scanた顔データで顔形状を学習しており,各部位を動かすと
それに引かれ顔表面のテクスチャが変形し,表情を変化させることができる.
これら 3Dモデルによる手法は,姿勢の推定や個人の識別に対し高い性能を示すが複数





95, 57]が提案されている. 検出処理では入力画像から主成分を抽出し Eigenfacesと比較す
る. 高速で単純で実用可能な手法で,一方,姿勢の違いやスケールに弱い弱点がある.
Fisherfaces Discriminant Analysis(FDA) [51]は複数のクラスに顔を分けておいて,入力顔
画像をそのどれかに分類する手法である. トレーニング顔画像のクラス内分散とクラス間分
散の比を最大にする線形判別分析 (Linear Discriminant Analysis, LDA) [118, 119, 120, 121]
を用いて,分類する. このような部分空間を用いた方法は,線形判別不可能な分布を判別す
ることは難しい弱点がある. X. Zhangらの文献 [3]によれば, FDAや PCAを用いるような
顔全体を総合的に見る手法は姿勢の変化に弱い.





Line Edge Map [74]は顔のエッジを使った手法である. トレーニング画像からラインエッ
ジを学習しておき,入力顔のラインエッジとの距離を比較する. トレーニング画像からは
エッジを抽出し,細線化して,その線でポリゴンを作り学習する. 入力画像から,同様にポ
リゴンを抽出して,二つの Line Edge MapのHausdorff距離を比較することで検出する.




Elastic Bunch Grap Matching(EBGM) [53], LDA [52]は, 顔部位をノードとして扱い, 各








特徴検出のために, Local Binary Pattern(LBP) [98, 125, 99, 126]を用いた特徴の表現方法
が提案されている. 3x3画素の領域で周囲 8画素と輝度値を比較して,高いなら 1,低いな





























2000年に, Cootesら [129, 63]により,顔の姿勢と表情により変化する顔部位を同時に検
出するView-based AAMが発表された. 彼らは角度ごとに調節した 2DのAAMを複数用
意し,それぞれ顔画像に一番適合するAAMの姿勢を探した. 姿勢を複数に分けることで,
狭い姿勢範囲でしか有効でないAAMの弱点を補っている.
2004年にはXiaoら [130], Bakerら [131],そしてHuら [132]によって 3Dの顔形状を利
用して顔の姿勢と部位を検出する手法が発表された. これは,従来の 2D顔モデルのAAM
から 3Dの顔形状を推定して顔の姿勢と部位を検出する手法である. 複数の方向から同時
に撮影した顔画像に対し AAMを実行して, それらから顔の 3D形状を再構成するもので
ある.






















































関係から顔の姿勢を推定する. 抽出する特徴点は, 顔の目, 口, 鼻などの部位に限らず抽
出して使用する. 画像内の最も強い特徴を使って姿勢を推定できるので,安定した姿勢推
定ができる利点がある. 特徴点の抽出方法に, RANSAC [143], SIFT [144, 145], Adaptive
Diffusion [146], Dual State Model [147]などを用いた手法が提案されている.
本手法においても,顔モデルを用いて,姿勢や平行移動を計算する. 代表的なものとして
は,複数の姿勢の顔モデルを用意しておき,顔画像と顔モデルの見えの差が最小になる姿勢


















に撮影されている. 2000年代後半になると, Texas 3DFRD [175, 176]など,顔の三次元座標













データベース 被写体数 画像数 姿勢数 照明数 表情数 解像度
AR [152, 153] 126 4000 1 4 4 768x576
BANCA [154] 208 6240 1 121 1 720x576
BioID [155] 23 1521 1 UC5 VE2 384x286
BU-3DFE [156, 157] 100 5000 2 1 25 1300x900
BU [116, 158] 8 1376 VP7 2 1 320x240
CAS-PEAL [159] 66-1040 30900 21 9-15 6 360x480
CMU PIE [160] 68 41368 13 43 3 640x480
CMU Multi-PIE [161] 337 75000 15 19 5 640x480
FEI [162] 200 2800 10 3 2 640x480
FERET [163, 164, 165, 166] 1199 14051 9-20 2 2 256x384
HOIP [167]8 300 306600 511 1 1 640x480
JAFFE [168, 169] 60 213 1 1 7 256x256
KFDB [170] 1000 52000 7 16 5 640x480
MIT [57] 16 433 3 3 1 120x128
MPI [65, 171] 200 2002 3 3 1 256x256
NIST MID [172] 1573 3248 2 1 VE3 VS4
SCFace [173, 174] 130 4160 9 UC5 1 (注 4)VS
Texas 3DFRD [175, 176] 1149 105 1 1 2 751x501
U.Texas [177, 178] 284 2846 9 1 11 720x480
Yale [179] 15 165 1 3 6 320x243
Yale B [180, 181] 10 5850 9 64 1 640x480
1脚注 1: 12の制御されない異なる照明条件で撮影
































してチャットができる製品Avatar Kinect [193, 194]が発売された. これはKinectを通して
複数の人々と TVチャットをする. その際に,相手の TVモニタに表示されるキャラクター
は話者本人の顔ではなくて,話者の顔部位の動きに合わせて顔表情が変化する CGキャラ
クター:Avatarである. 話者は自分とは全く異なるキャラクターを演じてチャットを楽しむ
事ができる. 2012年には (株)デンソーとアイシン精機 (株)が開発した,顔部位の動き検出
を応用した車載用の居眠り防止装置 [195]が発表されている. その他にもゲームやヘルス
26















個人の認証, セキュリティへの応用 個人の認証やセキュリティへの応用は, 顔研究の中
でももっとも古くから存在する応用である. 個人の認証ではあらかじめ登録した顔と照合
して,出入国管理,マンションなど入退室や PCへのログインなどアクセス管理を行う.
1998年には Visionicsが顔認識搭載のセキュリティーソフトウェア FaceIt [200]を発売










































力を持っている. そのため, CLM上に実装した. 4章において顔の姿勢推定と部位の位置
決め方法を提案する.
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第3章 三次元 Constrained Local Model
3.1 まえがき
本研究で使用する汎用顔モデルは,三次元Constrained Local Model (CLM)である. CLM
は三次元 Point Distribution Modelの三次元顔形状を持つ. 顔姿勢と部位の検出は, 三次元
PDMを投影して,画像上で入力画像と比較して行う. AAMも PDMをもち,異なる点は,画





について説明する. 3.2.1にて PDMを含むCLMによる顔モデルを説明する. 3.2.2にて,画
像から特徴点を抽出する特徴検出器について説明する. 最後に, 3.2.3にて CLMのモデル
パラメータ推定方法を説明する.









3D face shape of PDM.
3.2.1 三次元 Point Distribution Model
PDMでは,顔の形状は特徴点の位置を示す n個の三次元位置ベクトルの組として




で表される. ここでXi = (Xi, Yi, Zi)は PDMの n番目の特徴点を示す. 本論文では 66個
の特徴点で顔形状を構成した. PDMの各特徴点は目,口など顔の各特徴に対応した三次元
座標で表される. 図 3.1に PDMによる三次元顔形状を示す. 図 3.2に特徴点の位置を示す.
対応する画像上の特徴点 xiはモデルの特徴点Xiを弱透視投影する. それらの組として顔
の形状は,




表情を表す. 位置決めの概要を図. 3.3示す. 三次元 PDMを弱透視投影し,画像上で入力画
像と比較して位置決めを行う. 本研究はスケール,回転,平行移動,そして形状パラメータ
を求める問題になる.
図 3.4に PDMを作成した顔の三次元座標を示す. 正面顔から Xと Y座標を取得し, 同
時に撮影した横顔から Z座標を取得して三次元座標を求めた. 69人,合計 166個の三次元
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図. 3.2: PDMの特徴点の位置
Positions of the features of PDM.
データを使用した. 図 3.5に三次元特徴点座標と顔画像の例を示す. 三次元座標を計測し
た特徴点を画像上に投影した. 赤点で示される特徴点を緑線で繋いでいる. 様々な人, 表
情の 3D顔形状を用いて PDMを作成する. qは平均 0,分散Λの正規分布に従うとして推
定されるとし, Λ = diag(λ1, . . . , λd) ∈ Rd×dは作成した 3D顔形状に対して PCAで求める.
図 3.6に PDMの説明を示す. 図中央の形状は の値がすべてゼロの場合, つまり平均顔で
ある. qの値を変化させると赤線で示したように変形する. このように qを用いて PDMは
顔表情に合わせてモデルを柔軟に変化させることができる.








図. 3.3: 三次元 PDMによる位置決め



























と表される. パラメータ p = {s, α, β, γ, t,q}の要素 sはスケール, Rは三次元的な角度で
あるピッチ α,ヨー β,ロール γから表される回転行列で, tは平行移動,そして qが式 (3.2)







図. 3.4: 三次元 PDMの三次元特徴点位置











で求める. yiは特徴検出器のサーチエリア内の相対位置, I は入力画像からサーチエリア
部分を切り出した画像パッチを示す.
N(I(yi))は yiの周辺で正規化した画像輝度値, wiと biは学習サンプルから求めた回帰















‖x̂i − xi(p)‖2 + ‖q‖2Λ−1 , (3.6)




xi(p+Δp) ≈ xi(p) + JiΔp, (3.7)
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図. 3.6: 三次元 Point Distribution Modelによる顔表現





‖x̂i − (xi(p) + JiΔp)‖2 + ‖q+Δp‖2Λ−1 , (3.8)
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図. 3.7: 画像パッチのポジティブサンプル例
Positive samples of the image patches.











, · · · , 1
λd
) ∈ R(6+d)×(6+d). (3.10)
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図. 3.8: レスポンスマップと特徴点


































































Facial parts localization of 3D CLM.
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図. 3.10: 横顔に対する CLMによる部位の位置決め結果




















数の特徴点の 3次元座標である PDM [111]によって顔の形状 (図 4.2に顔形状を構成する
点を白点で示す)を表現し, それぞれの特徴点周りの顔画像の濃淡パタンで各特徴点の見
えを表現する顔モデルである. AAM [62, 61, 63], ASM (Active Shape Model) [108] , そし






Result of face alignment.










ていないため,横顔の場合に失敗する. そこで, View-based AAM [63]などのように複数の
顔モデルを用意し, 角度毎に切り替える手法が提案されているが, 想定される顔の問題の
解決には至っていない.
CLMは 4.5のように三次元の PDMを投影して画像上で位置決めを行う. 画像上で見え
44
図. 4.2: モデルの特徴点位置
Positions of the model points.
図. 4.3: 姿勢による見えの変化とセルフオクルージョンの発生









Position of an occluding contour changes depending on an angle of the rotation of the face
pose.
図. 4.5: 三次元 PDMによる位置決め






Displacement from the occluding contour to the occluded contour.
4.3 顔姿勢と部位の検出と位置決めアルゴリズム
図 4.7は提案手法の処理フローであり, この図に従って提案手法の内容を説明する. ま




‖x̂i − xi(p)‖2 + ‖q‖2Λ−1 , (4.1)
での {x̂i}ni=1はpに依存して, {x̂i(p)}ni=1と表されることになる. 初期値として,トラッキン
グ時には前フレームの結果か,最初のフレームであれば入力画像の顔に合わせてパラメー
タ pに手動でスケール sと顔の平行移動 tを入力する. 回転行列Rと変形パラメータ qは
ゼロとし, おおよその値を設定する. 本手法は, 特徴検出器が探す顔のサイズとサーチエ
リアを決定するために,スケールと角度と位置の初期値が必要である. ±30◦程度の誤差範
囲であれば,特徴点を検出することができる. また,遮蔽輪郭は 4.5.2に説明する輪郭補正
テーブル (図 4.7では Contour displacement table)により補正され, 被遮蔽輪郭が推定され
る. 4.4に説明するビジビリティマスクテーブル (図 4.7ではVisibility mask table)により,
セルフオクルージョンの発生で遮蔽されたと判定された特徴点は取り除かれる. 残った k





∥∥ x̂′i(p)− xi(p)∥∥2 + ‖q‖2Λ−1 , (4.2)
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図. 4.7: 顔姿勢と部位の検出と位置決め手法の概要
Face pose estimation and the facial parts localization.
と変更される. wiは i番目の特徴点の重みを表す. そして式 (4.2)を最小化し pを求める.




































図. 4.8: 正面顔の輪郭とモデル輪郭 左上:遮蔽輪郭 (青線) 右上:モデル輪郭 (緑点) 左下:真
上から見た輪郭の位置 (青丸)右下:真上から見たモデルの輪郭 (緑点)
Contour of the frontal face and the model contour. Left top image:the contour of the frontal
face(Blue points), Right top image:the model contours(Green points). In the frontal face, the
contour of the face is same to the model contour, Left bottom image:the contour of the frontal








図. 4.9: 正面顔と横顔の輪郭右上:遮蔽輪郭 (青線)右下:真上から見た遮蔽輪郭 (青丸),被遮
蔽輪郭 (赤丸)
Contour of both the frontal face and the profile. Right top image:the occluding contour(Blue




Left image:the failure of the pose estimation by the occludeing contour, Right image:the
correct pose.
図. 4.11: 姿勢推定失敗による部位の推定失敗


















推定の方法は, 4.13の緑点ように, PDMのモデル輪郭の, 画像上の位置を決める. 次に,
赤枠のように遮蔽輪郭のサーチエリアを決める. このとき,以降で説明する輪郭補正テー
ブルを参照する. そして,検出した遮蔽輪郭を赤丸のように被遮蔽輪郭へ補正し,モデルと
の照合をおこなう. 輪郭補正テーブルの補正値は平均的な顔の三次元 CGを使って, ヨー














Displacement from the occluding contour to the occluded contour. Left top image:Facial parts
localization of our method, Right top image:Displacement from the occluding contour to the
occluded contour, Left bottom image:Correct pose, Right bottom image:Displacement from





































図. 4.14: 補正値 (Δx̂xi(p), Δx̂yi(p))の作成に使用した CG顔
CG faces to compute the distance,(Δx̂xi(p), Δx̂yi(p)).
図. 4.15: 遮蔽輪郭検出における誤差奥行き方向の誤差 (黄矢印), X軸方向の誤差 (紫矢印).






本論文での第三の提案として,検出器を図 4.16に示すように角度毎 (LP : 90◦から 45◦,














Response maps of the contour feature detections.
4.7 顔モデルパラメータの計算
4.7.1 顔モデルパラメータ最適化
pを求めるために式 (3.3),および式 (4.3)の pのテーラー展開の一次までの項
xi(p+Δp) ≈ xi(p) + JciΔp, (4.5)
x̂
′
i(p+Δp) ≈ x̂′i(p) +GciΔp , (4.6)
を用いて, p ← p+Δpのように繰り返し更新しながら式 (4.2)を最小化する.










































The scene of capturing a face.
図. 5.2: ソフトウェアの処理の流れ


































∥∥ x̂′i(p)− xi(p)∥∥2 + ‖q‖2Λ−1 , (5.1)
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(a) (b)
図. 5.4: 評価サンプル画像 1
Sample images 1 of the evaluation.
(a) (b)
図. 5.5: 評価サンプル画像 2




図. 5.6: 評価サンプル画像 3
Sample images 3 of the evaluation.
(a) (b) (c) (d)
図. 5.7: 評価サンプル画像 4
Sample images 4 of the evaluation.
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図. 5.8: 手入力特徴点付きモデルパラメータ推定
Model parameter estimation with the manual-input features.
を最小化して pを求める.
5.5 手入力特徴点付きモデルパラメータ推定の操作




















Operation of the model parameter estimation with the manual-input features.
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を使用し,ヨー±90◦の姿勢計 13枚に対して行った. 合計 5人の作業者に対して 10回の評
価を行った.
5.6.2 評価の手順



























図. 5.10: (a)初期位置,姿勢,スケールの設定, (b)特徴点の手動入力.
(a)Setting the initial parameters of the scale, the position and the pose of the face.
(b)Manual-input of the features.
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図. 5.11: 位置決め位置の定義
Definition of the facial parts.
5.6.4 評価結果

















Operation time and the number of the corrected features.
被験者 No. 時間 (有) クリック数 (有) 時間 (無) 修正数 (無)
A 1 10分 50秒 187回 23分 18秒 623回
A 2 10分 22秒 158回 14分 15秒 387回
B 3 8分 52秒 143回 13分 54秒 281回
B 4 11分 47秒 213回 14分 51秒 446回
C 5 21分 57秒 263回 20分 58秒 361回
C 6 19分 18秒 261回 14分 43秒 262回
D 7 14分 14秒 124回 17分 53秒 419回
D 8 12分 59秒 273回 13分 7秒 398回
E 9 19分 51秒 257回 23分 42秒 480回
E 10 19分 45秒 304回 22分 58秒 558回
図. 5.12: 定義位置の曖昧さ




図. 5.13: 位置決め結果の正解値に対する RMSエラー
































に評価結果を示す. 評価は顔画像データベース CMU pose, illumination and expression
database (Multi-PIE) [204]の 9人に対して行った. 図の左列はヨー角度 75度と右列は 60度
の顔の姿勢である. 画像から検出された特徴点から遮蔽輪郭を補正した被遮蔽輪郭の位置
を赤線で,正解値を緑線で示す. 正解値は,人物ごとにそれぞれ被遮蔽輪郭位置を計測し正
解値との画像上の距離を比較した. 表 6.1にヨー角度 75度の被遮蔽輪郭と正解値の差の二
乗平均 RMS (Root Square Means)エラーを示す. 被遮蔽輪郭に相当するモデル輪郭の 1か
ら 9番までの特徴点と正解値の画像上の距離差とする. 表 6.2にはヨー角度 60度の被遮蔽
輪郭と正解値の RMSエラーを示す. 顔のサイズは大よそ縦横 150 pixelで,目のサイズは
横 20 pixel,縦 10 pixel程度である. どの結果も RMSエラーは 10 pixel前後だった. 顎のラ
インを位置決めするとき,顎のラインの位置を正確に探そうとするとあいまいさがあり厳
密な位置決めは難しい. そのため,位置決めを行ったときに 10 pixel程度の誤差が発生する
のはいたしかたない. RMSエラーは 10 pixel程度であり,このような位置決めのあいまい
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表 6.1: ヨー 75度での被遮蔽輪郭の誤差
RMS error of the occluded contour at 75 degree of the rotation of the pose in yaw.
People 1 2 3 4 5 6 7 8 9
RMS 8.13 9.28 10.02 10.53 8.40 9.11 9.11 9.80 5.65
表 6.2: ヨー 60度での被遮蔽輪郭の誤差
RMS error of the occluded contour at 60 degree of the rotation of the pose in yaw.
People 1 2 3 4 5 6 7 8 9








(PDM1), (2)二つ目は提案手法 (Our model)と,そして (3)三つ目は遮蔽輪郭を使わず画像
上から観測できる特徴点のみを使うモデル (PDM2)で比較した. 遮蔽輪郭の補正値の計測
に使用したCGモデル図 4.14をヨー角度 10◦から 90◦まで 10◦毎に回転させる. そして,そ
れの画像上の特徴点座標を角度毎に計測する. 求めた画像上の特徴点を使って,それぞれ
3つのモデルを使ってヨーを推定した. 顔のサイズは縦 250 pixel,横 200 pixel程度である.
図 6.2に計測結果を示す. PDM1は遮蔽輪郭が悪影響し角度が大きくなるにつれ誤差が大




える特徴のみを使った PDM2は期待値に収束する. 提案手法は PDM2とほぼ同じ結果で
あり,被遮蔽輪郭を正確に推定し位置決めすることができているのがわかる.
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図. 6.1: 個人毎の遮蔽輪郭の補正精度.　補正後の輪郭 (赤),正解値 (緑)左:75◦ 右:60◦
Accuracy of the displacement from the occluding contour to the occluded contour. Red lines
are the displacement contours. Green lines are ground truths. Left column:75◦ in yaw, Right
column: 60◦ in yaw.
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図. 6.2: ヨーの推定誤差 PDM1:従来手法によるモデル, Our model:提案手法, PDM2:従来の
モデルの画像から検出される特徴点のみを使う場合, Noise 10:±10画素のランダムノイズ
付加, Noise 20:±20画素のランダムノイズ付加
Error of the pose estimation in yaw. PDM1:PDM, Our model:Proposed model, PDM2:PDM
constructed with only visible features. Noise 10:Added ±10 pixels random noise, Noise






イズは縦 30 pixel,横 50 pixel程度,鼻縦 50 pixel,横 60 pixel程度,および口は縦 30 pixel,横









Stability evaluation of the pose estimation.
図. 6.4: Y軸方向のノイズに対する姿勢推定の安定性評価






度 0◦, 15◦, 30◦, 45◦, 60◦, 75◦において,それぞれ検出器 SVM0(F ), SVM15, SVM30(LS),
SVM45, SVM60, SVM75(LP )を作成した. そして, 0◦から 90◦まで 15◦間隔で顔画像の
特徴点に対する特徴検出器のレスポンスを計測した. 図 6.5にレスポンスの平均を示す.
検出器は, それぞれの角度から ±15◦ の範囲の顔画像を線形 SVM で学習して作成し
た. 特徴点位置を予め手動で位置決めしておいたMulti-PIEの顔画像から 2318枚を使用
し, 半数を学習用に, 残り半数を評価用に使用した. 提案手法のマルチポーズ検出器は,
SVM0(F ), SV M30(LS), SV M75(LP )を検出器に採用して, 15◦, 45◦ で切り替えている.
ただし,実際の使用では SVM75(LP )の学習範囲を 45◦から 90◦に拡張している.
図 6.5の 15◦に注目すると, SVM0(F )のレスポンスはこの角度から急激に低下してい
る. 検出能力の低下を抑えるために,提案手法では 15◦で検出器を SVM30(LS)に切り替
えている. ここで SVM15と SVM30(LS)の 15◦でのレスポンスを比較すると,ほぼ同じ
値である. よって, 15◦近辺では提案手法より細かく検出器を作成して切り替えても,特徴




法では SVM75(LP )に検出器を切り替えている. SVM60と SVM75(LP )を比較すると
90◦以外ではほぼ同性能なので,より 45◦に近い SVM60を用いても,特徴点検出能力はほ
ぼ同等と考えられる.
90◦周辺では, SVM60より SVM75(LP )の方が検出能力が高い.




Scores of the multi-pose feature detectors.
図. 6.6: 特徴検出器のスコア
Scores of the feature detectors.
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図. 6.7: 遮蔽輪郭 (◦)から被遮蔽輪郭 (∇)への補正. ∗は正解値
Estimated occluded contours(∇) generated from the image contour(◦). ∗: the ground truth.
6.3.2 特徴検出器のスコア比較
マルチポーズ特徴検出器の各検出器と, ±90◦の見えを学習した検出器のスコア平均を示






顔画像データベース CMU Multiple pose, illumination and expression database(Multi-PIE)
[204]を使って,遮蔽輪郭から被遮蔽輪郭への補正が正しく行われているかどうかを評価し
た. 図 6.7に入力画像から検出した遮蔽輪郭を含む特徴点 (◦)と被遮蔽輪郭 (∇)と正解値






















を示す. 図の RMS値は 15人についての平均とする. 遮蔽されたと判定された特徴点は使
用しない. 提案手法は角度が大きくなっても顔サイズ約幅 170pixel高さ 200pixelに対し






Evaluation for the visibility of the features except for the contour features.





























図. 6.9: 提案手法, および CLMによる部位の位置決め結果と正解値との RMSエラー. セ
ルフオクルージョンにより遮蔽されたと推定されていないモデル点を使ってRMSを計算
した.
RMS error by our method and those by the CLM.
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図. 6.10: Multi-PIEでの CLM(左)と提案手法 (右)による部位の位置決め結果の比較
















により pを求める. その後,再び更新された pに従って特徴検出器を切り替え再度特徴点
を検出し直し,上記の処理を繰り返す. これを pが収束するか,規定の回数まで繰り返す.















Face pose estimation and the parts localization.
図. 6.12: LSの顔画像平均








図. 6.13: 特徴点ごとのレスポンスマップ (スケール:1.0,ロール:0◦)
Response maps of the feature detectors(Scale:1.0, roll:0degree).
表 6.3: スケールごとの平均スコア (ロール : 0◦)













スケールごとのスコアを表 6.3に示す. 表中では 0.6倍, 0.8倍, 1.0倍, 1.2倍と 1.4倍をそ
れぞれ x0.6, x0.8, x1.0, x1.2と x1.4と記した. 表の値は各特徴点のスコアの平均とする. ス
ケールの変化が大きいほど,スコアが低下しているのがわかる. 各特徴点ごとのスコアは,
図 6.16に示す. 横軸が各特徴検出器の番号を示し,縦軸がスコアを示す. スケールが元の





図. 6.14: スケールごとのレスポンスマップ 1
Response maps 1 of the scale.
姿勢 (ロール)に対する特徴検出器の評価
画像パッチをロール方向 (−30◦, −20◦, −10◦, 10◦, 20◦と 30◦)に回転させそれに対して特
徴検出を行い,特徴検出器の特性を調べた. 姿勢 (ロール)ごとのレスポンスマップを図 6.17,
図 6.18に示す. ロールの変化が大きいほど,レスポンスマップのスコアが低下しているの
がわかる.
姿勢 (ロール)ごとのスコアを表 6.4に示す. 表の値は前節と同様に各特徴点のスコアの
平均とする. ロールの変化が大きいほど,スコアが低下しているのがわかる. 各特徴点ごと





図. 6.15: スケールごとのレスポンスマップ 2
Response maps 2 of the scale.
表 6.4: ロールごとの平均スコア
Average scores in roll.













Scores of the feature detectors.
ンスマップを再度示す. 角度毎 (LP : 90◦から 45◦, LS : 45◦から 15◦, F : 15◦から−15◦,
RS : −15◦から−45◦, RP : −45◦から−90◦)にマルチポーズ特徴検出器を作成し,それぞ





果を調べる. 評価画像は, CMU Multi-PIE [161]からヨーが 75◦の図 6.21を用いた. 白点は
予め位置決めした画像上の特徴点位置を示す. 特徴検出器は使用せず,白点は予め位置決
めした画像上の特徴点と顔モデルで最適化処理を行い,そして画像上の特徴点と顔モデル
の画像上の距離の二乗平均 RMS(Root Square Means)エラーを計測して, 評価の指標とす
る. RMSエラーが 10を超えてくると位置決め失敗が目視できるほど大きくなる. 表 6.5に
パラメータの期待値を示す. 図 6.21の顔のサイズは縦横 150pixel程度である. 顔モデルパ
ラメータのスケール:2.8に相当する. 評価ではこれを基準に 1.0として考え,各評価におい





図. 6.17: ロールごとのレスポンスマップ 1









図. 6.18: ロールごとのレスポンスマップ 2
Response maps 2 in roll.
の左に結果画像を示す. テスト 2でピッチを−50◦にすると RMSエラーが 6.99になった.
図 6.22の右に結果画像を示す. 同様に,テスト 3でピッチを 60◦,テスト 4でピッチを 50◦




Scores of the feature detectors in roll.
図. 6.20: 特徴検出器の角度毎のレスポンス
Responses of the feature detectors.




Face image for the test of the initial parameters of the optimization.
表 6.5: パラメータの期待値





平行移動 x (pixel) 254
平行移動 y (pixel) 223
図. 6.22: テスト 1とテスト 2の位置決め結果
Facial parts localization resuls of the test1 and the test2.
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表 6.6: ピッチに対する初期値評価
Initial parameter test of the pitch.
期待値 1 2 3 4 5 6 7 8 9 10
スケール x1.0 x1.0 x1.0 x1.0 x1.0 x1.0 x1.0 x1.0 x1.0 x1.0 x0.7
ピッチ (degree) 0 -60 -50 50 60 -60 -50 50 60 50 50
ヨー (degree) 75 75 75 75 75 -75 -75 -75 -75 -75 -75
ロール (degree) 0 0 0 0 0 0 0 0 0 0 0
平行移動 x (pixel) 254 254 254 254 254 254 254 254 254 96 254
平行移動 y (pixel) 223 223 223 223 223 223 223 223 223 357 223
RMS (pixel) - 47.17 6.99 6.99 51.01 57.59 6.38 6.38 57.77 6.38 6.38
次にヨーを−75◦に設定して顔の姿勢が期待値の 75◦から大きく離した状態でピッチの
影響を調べた. 結果をテスト 5,6,7と 8に示す. ヨーが大きく期待値から離れた状態でも,前
述の結果と同様にピッチは 50◦まで位置決めが可能であった. また,平行移動 x,yとスケー





初期値のヨーに対する評価結果を表 6.7に示す. テスト 1ではヨーを期待値からほぼ反
対向きにした−75◦で評価したがRMSエラーは上昇しなかった. テスト 2,3,4と 5でスケー
ル,ピッチと平行移動を大きく期待値から遠ざけた.




初期値のロールに対する評価結果を表 6.8に示す. テスト 1, 2にでロールを期待値から
大きく外した±75◦に設定し実行したがRMSエラーは 6.38と上昇しなかった. テスト 3か
らテスト 11まで,スケール,ヨーと平行移動を大きく期待値から外した状態でロールを評
価したがRMSエラーは悪化しなかった. テスト 11ではスケールを 70倍 (x70)に設定した
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表 6.7: ヨーに対する初期値評価
Initial parameter test in yaw.
期待値 1 2 3 4 5
スケール x1.0 x1.0 x0.25 x0.25 x1.0 x0.25
ピッチ (degree) 0 0 -50 -50 -50 -45
ヨー (degree) 75 -75 -75 -75 -75 -75
ロール (degree) 0 0 0 0 0 0
平行移動 x (pixel) 254 254 96 254 254 96
平行移動 y (pixel) 223 223 357 223 223 357
RMS (pixel) - 6.38 71.04 45.79 6.38 6.38
図. 6.23: テスト 5での初期値









Initial parameter test in roll.
期待値 1 2 3 4 5 6 7 8
スケール x1.0 x1.0 x1.0 x1.0 x1.0 x0.7 x1.0 x0.7 x1.0
ピッチ (degree) 0 0 0 0 0 0 0 0 0
ヨー (degree) 75 75 75 75 -75 -75 -75 -75 -75
ロール (degree) 0 75 -75 60 -60 -60 -40 -40 -40
平行移動 x (pixel) 254 254 254 254 96 254 254 254 96
平行移動 y (pixel) 223 223 223 223 357 223 223 223 357










Initial parameter test of scale.
期待値 1 2
スケール x1.0 x1000.0 x0.1
ピッチ (degree) 0 0 0
ヨー (degree) 75 75 75
ロール (degree) 0 0 0
平行移動 x (pixel) 254 254 254
平行移動 y (pixel) 223 223 223
RMS (pixel) - 6.38 6.38
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表 6.10: ピッチに対する初期値評価
Initial parameter test in pitch.
期待値 1 2 3 4 5 6 7
スケール x1.0 x1.0 x1.0 x1.0 x1.0 x1.0 x1.0 x1.0
ピッチ (degree) 0 50 45 30 15 -45 -30 -15
ヨー (degree) 75 75 75 75 75 75 75 75
ロール (degree) 0 0 0 0 0 0 0 0
平行移動 x (pixel) 254 254 254 254 254 254 254 254
平行移動 y (pixel) 223 223 223 223 223 223 223 223







初期値のピッチに対する評価結果を表 6.10に示す. ピッチが±15◦のテスト 4と 7では
RMSエラーはそれほど上昇しないが, 30◦以上では RMSエラーが上昇した. 図 6.24にテ






初期値のヨーに対する評価結果を表 6.11に示す. ヨーを 60◦から 0◦まで変化させたが
30◦までは RMSエラーは上昇せず位置決めできるのがわかる.
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図. 6.24: 左から順にテスト 2,3と 4
Test2, 3 and 4 from the left image, respectively.
表 6.11: ヨーに対する初期値評価
Initial parameter test in yaw.
期待値 1 2 3 4 5 6
スケール x1.0 x1.0 x1.0 x1.0 x1.0 x1.0 x1.0
ピッチ (degree) 0 0 0 0 0 0 0
ヨー (degree) 75 60 50 45 30 15 0
ロール (degree) 0 0 0 0 0 0 0
平行移動 x (pixel) 254 254 254 254 254 254 254
平行移動 y (pixel) 223 223 223 223 223 223 223
RMS (pixel) - 7.59 11.12 9.26 10.22 20.05 35.73
ロールに対する評価
初期値のロールに対する評価結果を表 6.12に示す. ロールを 45◦から−45◦まで変化さ
せたが 30◦まではRMSエラーは上昇せず位置決めできるのがわかる.
スケールに対する評価
初期値のロールに対する評価結果を表 6.13に示す. スケールを 0.6倍 (x0.6)から 1.8倍
(x1.8)まで変化させた. スケールがテスト 3の 0.6倍とテスト 8の 1.6倍では RMSエラー




Initial parameter test in roll.
期待値 1 2 3 4 5 6
スケール x1.0 x1.0 x1.0 x1.0 x1.0 x1.0 x1.0
ピッチ (degree) 0 0 0 0 0 0 0
ヨー (degree) 75 75 75 75 75 75 75
ロール (degree) 0 45 30 15 -15 -30 -45
平行移動 x (pixel) 254 254 254 254 254 254 254
平行移動 y (pixel) 223 223 223 223 223 223 223
RMS (pixel) - 29.34 14.76 11.01 9.98 19.18 34.73
表 6.13: スケールに対する初期値評価
Initial parameter test of scale.
期待値 1 2 3 4 5 6 7 8
スケール x1.0 x0.9 x0.8 x0.6 x1.2 x1.4 x1.5 x1.6 x1.8
ピッチ (degree) 0 0 0 0 0 0 0 0 0
ヨー (degree) 75 75 75 75 75 75 75 75 75
ロール (degree) 0 0 0 0 0 0 0 0 0
平行移動 x (pixel) 254 254 254 254 254 254 254 254 254
平行移動 y (pixel) 223 223 223 223 223 223 223 223 223
RMS (pixel) - 7.77 7.67 14.04 9.55 9.85 9.29 10.40 40.05
平行移動に対する評価
初期値の平行移動xとyに対する評価結果を表 6.14と表 6.15に示す. 平行移動は±20pixel
を超えると xと yともRMSエラーが 10を超えて上昇することから, ±20pixelが有効範囲
と考えられる.
6.5.4 正解値ヨー 75◦に対するRMSエラー最悪値
正解値ヨー 75◦に対して, 初期値を変化させて正解値と位置決め結果の RMSエラー最
悪値を計測した. 評価人数は 5人に対して行った. ピッチとロールを正解値から±15◦の範
囲でランダムに変更し, 1人 1000回実験した. 図 6.25に計測結果を示す. 縦軸が RMSエ
ラー,横軸が評価した角度である. 図では 40◦あたりから位置決め精度が悪化した. 次節で
動画を用いて姿勢推定精度の評価を行う. そこで用いた動画では前後のフレーム間のヨー
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表 6.14: 平行移動 xに対する初期値評価
Initial parameter test of the x.
期待値 1 2 3 4 5 6 7 8
スケール x1.0 x1.0 x1.0 x1.0 x1.0 x1.0 x1.0 x1.0 x1.0
ピッチ (degree) 0 0 0 0 0 0 0 0 0
ヨー (degree) 75 75 75 75 75 75 75 75 75
ロール (degree) 0 0 0 0 0 0 0 0 0
平行移動 x (pixel) 254 244 234 224 214 204 264 274 284
平行移動 y (pixel) 223 223 223 223 223 223 223 223 223









表 6.15: 平行移動 yに対する初期値評価
Initial parameter test of the y.
期待値 1 2 3 4 5 6 7
スケール x1.0 x1.0 x1.0 x1.0 x1.0 x1.0 x1.0 x1.0
ピッチ (degree) 0 0 0 0 0 0 0 0
ヨー (degree) 75 75 75 75 75 75 75 75
ロール (degree) 0 0 0 0 0 0 0 0
平行移動 x (pixel) 254 254 254 254 254 254 254 254
平行移動 y (pixel) 223 213 203 193 233 243 253 263
RMS (pixel) - 9.02 11.80 26.47 8.78 10.83 18.58 42.50
の差は最大 17◦であった. ピッチとヨーの差は最大 8◦であった. これらを考慮すると提案
手法は十分広い範囲の初期値に対応できるのがわかる.
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図. 6.25: 正解値ヨー 75◦に対する RMSエラー最悪値
Worst RSM error of the initial angle of the rotation of the pose against 75 degree in yaw.
6.5.5 初期値による位置決め精度評価まとめ













ので,この範囲が有効範囲と考えられる. スケールに関しては 0.1倍から 1000倍まで,平行
移動に関しては位置決め精度が悪化しなかった.
提案手法全体で初期値の影響を調べた. 実際の位置決めではピッチは ±30◦ の範囲で,
























トラッキング失敗までのフレーム数を評価した. Test1から Test5まで 5人に対して評価
し,トラッキングし続けたフレーム数を表 6.16示す. Totalはそれぞれを合計である. CLM
が 668フレームに対して, 提案手法は 3200フレームトラッキングし続け, トラッキング
の安定性が改善されているのがわかる. トラッキング失敗の判定基準は, ピッチ, ヨーと
ロールのいずれかの誤差の絶対値が 45◦を超えたフレームが 10枚以上になった場合とし
た. 図 6.27に Test 1における提案手法の正解値からの誤差をピッチ (緑),ヨー (赤)とロー
ル (青)に示す.
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(a) pitch (b) yaw
図. 6.26: 姿勢推定評価
Accuracy of the pose estimation.
表 6.16: トラッキングできたフレーム数 (frames)
Number of the tracked frame(frames).
CLM Our method
Test 1 108 217
Test 2 95 987
Test 3 228 999
Test 4 106 430






分かる. 合計も 23回から 6回に改善した.
6.6.5 評価結果詳細
図 6.28に姿勢推定結果を示す. 横軸がフレーム番号,縦軸が姿勢である. 図 6.29,図 6.30
および図 6.31に位置決め結果を示す. 図 6.28の 84フレーム目前後で大きく右を向き, 112
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図. 6.27: トラッキング失敗の判定基準
Judging definition of tracking failure.
表 6.17: トラッキングできたフレーム数 (frames)
Number of the tracked frame(frames).
Test 1 Test 2 Test 3 Test 4 Test 5 合計
ピッチ 3 1 0 0 2 6
ヨー 1 4 4 3 4 16
CLM ロール 0 0 0 0 0 0
遮蔽 0 0 0 1 0 1
計 4 5 4 4 6 23
ピッチ 3 0 0 0 0 3
ヨー 0 0 0 1 1 2
Our method ロール 0 0 0 0 0 0
遮蔽 0 0 0 1 0 1
計 3 0 0 2 1 6
フレーム目で正面に戻る. このとき提案手法はトラッキングに失敗せずに姿勢を推定した.
CLMの結果を図 6.32に提案手法の結果を図 6.33に示す. 同様に 130フレーム目前後で左
を向き, 170フレーム目前後で正面に戻ったが提案手法はトラッキングに成功した. 図中
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(a) ピッチ (b) ヨー
(c) ロール
図. 6.28: 姿勢推定テスト 1 ,左からピッチ,ヨーとロール
Test1: Results of the pose estimation, pitch, yaw and roll, respectively.
にトラッキングに失敗した位置に矢印を記した. 矢印のフレームで手動で初期位置を設定
し,トラッキングを再開した. 矢印の番号は,追跡に失敗して手動で修正したフレーム番号
である. 青の矢印が CLMを表し,緑の矢印が提案手法を示す. CLMの結果を図 6.34に提
案手法の結果を図 6.35に示す. また, 400フレーム前後で顔をヨーに素早く動かし画像が
ぼけた. しかし提案手法はトラッキングに成功した. CLMの結果を図 6.36に提案手法の
結果を図 6.37に示す. 図では画像がボケてしまい特徴点の検出が難しい. しかし輪郭では
エッジ成分が強く安定して検出しやすい. 遮蔽輪郭を利用する提案手法はこのような状況
でも安定しトラッキングができた. 図 6.28のピッチに注目すると,約 200フレームから約
300フレームにかけて大きくピッチ方向に変化する. ピッチ方向に変化し正面顔に戻ると
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表 6.18: 姿勢推定テスト 1: トラッキング失敗の回数とフレーム番号
Test1: the number and the frame of the tracking error.
フレーム番号 失敗回数
CLM 108, 276, 439, 506 4
Our method 217, 273, 507 3
図. 6.29: 位置決め結果 1: 左から 84, 112, 130と 195フレーム
Test1: Results of the localization, 84, 112, 130 and 195 frame from left, respectively. The
results of CLM are put on the first row and those of our method are the second row.
き提案手法はトラッキングに失敗した. 6.5で述べるが,提案手法はピッチ方向の初期位置
の誤差に弱く,姿勢推定失敗してしまう場合がある. この姿勢推定テスト 1において,提案





図. 6.30: 位置決め結果 1: 左から 226, 264, 304と 360フレーム
Test1: Results of the localization, 226, 264, 304 and 360 frame from left, respectively. The
results of CLM are put on the first row and those of our method are the second row.
図. 6.31: 位置決め結果 1: 左から 421, 446と 492フレーム
Test1: Results of the localization, 421, 446 and 492 frame from left, respectively. The results
of CLM are put on the first row and those of our method are the second row.
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図. 6.32: 位置決め結果 1: CLMのヨーに対するトラッキング 1
Test1: Result of the tracking of CLM in yaw.
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図. 6.33: 位置決め結果 1: 提案手法のヨーに対するトラッキング 1
Test1: Result of the tracking of our method in yaw.
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図. 6.34: 位置決め結果 1: CLMのヨーに対するトラッキング 2
Test1: Result of the tracking of CLM in yaw.
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図. 6.35: 位置決め結果 1: 提案手法のヨーに対するトラッキング 2
Test1: Result of the tracking of our method in yaw.
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図. 6.36: 位置決め結果 1: CLMのボケ画像に対するトラッキング
Test1: Result of the tracking of CLM for blured images.
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図. 6.37: 位置決め結果 1: 提案手法のボケ画像に対するトラッキング
Test1: Result of the tracking of our method for blured images.
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(a) ピッチ (b) ヨー
(c) ロール
図. 6.38: 姿勢推定テスト 2 ,左からピッチ,ヨーとロール
Test 2: Results of the pose estimation, pitch, yaw and roll, respectively.
図 6.38に姿勢推定テスト 2の姿勢推定結果を示す. 図より提案手法は CLMよりピッチ
とヨーにおいて推定精度が改善されていることがわかる. 図 6.39,図 6.40および図 6.41に
位置決め結果を示す. 図 6.38のヨーに注目すると,提案手法はグランドトゥルースと較べ





と,そのフレーム番号を示す. 約 1000フレームのこの動画に対して CLMは 5回トラッキ
115
表 6.19: 姿勢推定テスト 2: トラッキング失敗の回数とフレーム番号
Test 2: The number and the frame of the tracking error.
フレーム番号 失敗回数
CLM 95, 187, 334, 539, 587 5
Our method - 0
図. 6.39: 位置決め結果 2: 左から 85, 108, 161と 185フレーム
Test 2: Results of the localization, 85, 108, 161and 185 frame from left, respectively. The




図. 6.40: 位置決め結果 2: 左から 242, 309, 390と 454フレーム
Test 2: Results of the localization, 242, 309, 390 and 454 frame from left, respectively. The
results of CLM are put on the first row and those of our method are the second row.
図. 6.41: 位置決め結果 2: 左から 521, 539, 562と 587フレーム
Test 2 :Results of the localization, 521, 539, 562 and 587 frame from left, respectively. The
results of CLM are put on the first row and those of our method are the second row.
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(a) ピッチ (b) ヨー
(c) ロール
図. 6.42: 姿勢推定テスト 3: 左からピッチ,ヨーとロール
Test 3: Results of the pose estimation, pitch, yaw and roll, respectively.





続けた. 手動で初期位置を設定し,トラッキングを再開した. 約 1000フレームのこの動画
に対して CLMは 4回トラッキングを失敗したが, 提案手法は安定してトラッキングし続
けた. 左を向いた 176フレームの顔での位置決め結果とそこから正面を向きトラッキング
に失敗した 226フレーム目の結果を図 6.43の示す. 上段がCLMで下段が提案手法である.
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表 6.20: 姿勢推定テスト 3: トラッキング失敗の回数とフレーム番号
Test 3: The number and the frame of the tracking error.
フレーム番号 失敗回数
CLM 228, 348, 748, 846 4
Our method - 0
図. 6.43: 位置決め結果 3: 左から 176, 227, 273と 323フレーム
Test 3: Results of the localization, 176, 227, 273 and 323 frame from left, respectively. The
results of CLM are put on the first row and those of our method are the second row.
同様に 273フレームでは右を向き, 323フレーム目で正面に戻ったときトラッキングに失
敗した. 一方,提案手法は精度良く姿勢を推定し,トラッキングを成功させた. 800フレーム




図. 6.44: 位置決め結果 3: 左から 385, 461, 564と 650フレーム
Test 3: Results of the localization, 176, 227, 273 and 323 frame from left, respectively. The
results of CLM are put on the first row and those of our method are the second row.
図. 6.45: 位置決め結果 3: 左から 754, 811と 845フレーム
Test 3: Results of the localization, 754, 811 and 845 frame from left, respectively. The results
of CLM are put on the first row and those of our method are the second row.
120
(a) ピッチ (b) ヨー
(c) ロール
図. 6.46: 姿勢推定テスト 4 ,左からピッチ,ヨーとロール
Test 4: Results of the pose estimation, pitch, yaw and roll, respectively.
図 6.46に姿勢推定テスト 4の結果を示す. 図 6.47,図 6.48,および図 6.49に位置決め結
果を示す. 表 6.21にトラッキング失敗回数と,そのフレーム番号を示す. 約 800フレーム




表 6.21: 姿勢推定テスト 4: トラッキング失敗の回数とフレーム番号
Test 4: The number and the frame of the tracking error.
フレーム番号 失敗回数
CLM 106, 174, 466, 769 4
Our method 430, 780 2
図. 6.47: 位置決め結果 4: 左から 84, 109, 144と 171フレーム
Test 4: Results of the localization, 84, 109, 144 and 171 frame from left, respectively. The
results of CLM are put on the first row and those of our method are the second row.
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図. 6.48: 位置決め結果 4: 左から 206, 261, 336と 372フレーム
Test 4: Results of the localization, 206, 261, 336 and 372 frame from left, respectively. The
results of CLM are put on the first row and those of our method are the second row.
図. 6.49: 位置決め結果 4: 左から 425, 464と 479フレーム
Test 4: Results of the localization, 425, 464 and 479 frame from left, respectively. The results
of CLM are put on the first row and those of our method are the second row.
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(a) ピッチ (b) ヨー
(c) ロール
図. 6.50: 姿勢推定テスト 5,左からピッチ,ヨーとロール
Test 5: Results of the pose estimation, Pitch, yaw and roll, respectively.
図 6.50に姿勢推定テスト 5の結果を示す. 図 6.51,図 6.52および図 6.53に位置決め結果
を示す. 図 6.51よりヨーに対して精度良く位置決めできた. 一方,図 6.52の 329フレーム
目を見ると位置決めが若干失敗している. 図 6.50のピッチに注目すると,ピッチに誤差が
あることがわかる. つまり, ピッチの推定に誤差があるため位置決めが正確に行えなかっ
た. ピッチによる位置決めの変化を図 6.54,図 6.55,図 6.56,および図 6.57に示す. CLMの
結果は図 6.54と図 6.56で,提案手法の結果は図 6.55と図 6.57である. 提案手法とCLMと
もに顔を上に向けた場合は,位置決めを成功させた. 下に向けた場合,両方とも位置決め精
度が悪化したが,トラッキングは成功した. ロールによる位置決めの変化を図 6.58,図 6.59,
図 6.60,および図 6.61に示す. CLMの結果は図 6.58と図 6.60で,提案手法の結果は図 6.59
124
表 6.22: 姿勢推定テスト 5: トラッキング失敗の回数とフレーム番号
Test 5: the number and the frame of the tracking error.
フレーム番号 失敗回数
CLM 131, 215, 361, 561, 609, 701 6
Our method 658 1
図. 6.51: 位置決め結果 5: 左から 95, 133, 175と 213フレーム
Test 5: Results of the localization, 95, 133, 175 and 213 frame from left, respectively. The
results of CLM are put on the first row and those of our method are the second row.
と図 6.57である. ロールに関しては提案手法,従来手法ともに精度良く姿勢を推定できた.
ロールはCLMと提案手法ともに精度に差は見られない. 表 6.22にトラッキング失敗回数
と,そのフレーム番号を示す. 約 800フレームのこの動画に対してCLMは 6回トラッキン
グを失敗したが, 提案手法は 1回だった. 提案手法は従来手法に対しトラッキングの安定
性を改善しているのがわかる.
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図. 6.52: 位置決め結果 5: 左から 258, 329, 390と 451フレーム
Test 5: Results of the localization, 258, 329, 390 and 451 frame from left, respectively. The
results of CLM are put on the first row and those of our method are the second row.
図. 6.53: 位置決め結果 5: 左から 538と 568フレーム
Test 5: Results of the localization, 538 and 568 frame from left, respectively. The results of of
CLM are put on the first row and those of our method are the second row.
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図. 6.54: 位置決め結果 5: CLMの 231フレーム目から 275フレーム目
Test 5: Result of CLM from 231 frame to 275 frame.
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図. 6.55: 位置決め結果 5: 提案手法の 231フレーム目から 275フレーム目
Test 5: Result of our method from 231 frame to 275 frame.
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図. 6.56: 位置決め結果 5: CLMの 303フレーム目から 347フレーム目
Test 5: Result of CLM from 303 frame to 347 frame.
129
図. 6.57: 位置決め結果 5: 提案手法の 303フレーム目から 347フレーム目
Test 5: Result of our method from 303 frame to 347 frame.
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図. 6.58: 位置決め結果 5: CLMの 367フレーム目から 411フレーム目
Test 5: Result of CLM from 367 frame to 411 frame.
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図. 6.59: 位置決め結果 5: 提案手法の 367フレーム目から 411フレーム目
Test 5: Result of our method from 367 frame to 411 frame.
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図. 6.60: 位置決め結果 5: CLMの 431フレーム目から 475フレーム目
Test 5: Result of CLM from 431 frame to 471 frame.
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図. 6.61: 位置決め結果 5: 提案手法の 431フレーム目から 475フレーム目










して顔のトラッキングを行う. 提案手法によって求めた姿勢を,正解値とCLM [70, 72, 71]
による結果と比較した.























図. 6.62: 提案手法と CLMと正解値の比較
Comparison between the estimated poses and the ground truth.
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図. 6.63: 提案手法と CLMの位置決め精度の比較 1
Comparison 1 ot the accuracy of the facial parts localization between our method and the
CLM.







の部位の位置決め精度は高くは無いが, 安定した追跡を行うことができた. 図 6.67(b)に
CLM(左)が追跡に失敗した前後の結果と提案手法 (右)の結果を示す. CLMは約 100フレー
ム前後で頭部を大きく横に向けたとき追跡に失敗して対象を見失い,その後,最後まで追跡
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図. 6.64: 提案手法と CLMの位置決め精度の比較 2














図. 6.65: 提案手法と CLMと正解値の比較




図. 6.66: 提案手法と CLMと正解値の比較




大きな姿勢の変化, 移動, セルフオクルージョンを含む動画を使って評価を行った. 提
案手法と Xiangxinらの手法 [205]の結果を目視によって比較した. Xiangxinらの手法は
モデルを Tree structured part modelを使って表現する. 遮蔽輪郭は補正せずそのまま使用
する. この手法は CVPR2012で提案された手法で, 現在の部位の位置決め分野において
state-of-the-artの一つと考えられることから提案手法と比較した. 提案手法は前フレーム
で計算したパラメータを初期位置として利用するが, Xiangxinらの手法は前フレームの情
報は使用しない. 評価結果を図 6.71に示す. 図の左列が提案手法であり赤丸が部位の位置
決め結果で青丸がセルフオクルージョンにより画像上から見えなくなったと判定された特














(a) CHT(Left) vs Our method(Right).
(b) CLM(Left) vs Our method(Right).
図. 6.67: 提案手法と CLMと CHTによる頭部トラッキング精度の評価
Evaluations of the face tracking with our method, CLM and CHT.
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図. 6.68: 提案手法による頭部トラッキング精度の評価 1
Evaluations 1 of the face tracking with our method.
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図. 6.69: 提案手法による頭部トラッキング精度の評価 2
Evaluations 2 of the face tracking with our method.
144
図. 6.70: 提案手法による頭部トラッキング精度の評価 3
Evaluations 3 of the face tracking with our method.
145
図. 6.71: 提案手法とXiangxing Zhuらの手法の評価. 左が提案手法,右がXiangxing Zhuら
の手法.




評価した. 位置決め結果を図 6.72と図 6.73に示す. 図 6.74,図 6.75,図 6.76,図 6.77,図 6.78
と図 6.79に遮蔽時の位置決め結果の詳細を示す. 図 6.74,図 6.75,図 6.76,図 6.77,図 6.78
と図 6.79は遮蔽が起きた時点の画像を連続的に示している. 図 6.72や図 6.74, 図 6.75,
図 6.76から, 片方の目や鼻, 口を手のひらで隠した場合でも, 位置決めできることがわか
る. 図 6.73, および図 6.77では, 手のひらで顔の約半分を隠した. この場合でもある程度














図. 6.72: 遮蔽時の位置決め 1
Test1: Results of the facial parts localization when an occlusion occurs.
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図. 6.73: 遮蔽時の位置決め 2
Test2: Results of the facial parts localization when an occlusion occurs.
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図. 6.74: 遮蔽時の位置決め詳細 1
Test1: Detail of the results of the facial parts localization when an occlusion occurs.
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図. 6.75: 遮蔽時の位置決め詳細 2
Test2: Detail of the results of the facial parts localization when an occlusion occurs.
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図. 6.76: 遮蔽時の位置決め詳細 3
Test3: Detail of the results of the facial parts localization when an occlusion occurs.
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図. 6.77: 遮蔽時の位置決め詳細 4
Test4: Detail of the results of the facial parts localization when an occlusion occurs.
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図. 6.78: 遮蔽時の位置決め詳細 5
Test5: Detail of the results of the facial parts localization when an occlusion occurs.
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図. 6.79: 遮蔽時の位置決め詳細 6




































































































用する. ソフトウェアは複数のスレッド, 例えば GUI表示スレッドや顔の姿勢推定, 位置
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図. 7.2: ソフトウェアパラメータへのアクセスシステム




























本ソフトウェアは C++を用いてコンパイラとして Microsoft Visual Studioをプラット
フォームに開発した. 一般にこのようなデバッグ機能はプログラム作成時のデバッグに使











図 7.3(a)にマスク設定GUIを,図 7.4にマスクして取り除かれた結果を示す. (a)の左側に
ある顔モデルの特徴点 (赤丸)をマウスでクリックすると,その特徴点がマスクされる. マス




図. 7.3: マスクの設定 (1)
Setting the mask function(1).
163
ログラムに設定される. (b)にはすべての特徴検出器が表示されている. 本ソフトウェアで





徴検出器の属性を示している. 特徴検出器は LP(Left profile), LS(Left side face), F(Frontal
face), RS(Right side face), RP(Right profile)の合計 5種類ある. 最初の数字は検出器の姿勢
を表し, 0は LP, 1は LS, 2は F, 3は RS, 4は RPを表している. 2番目の数字は特徴検出器
の番号を示し, 66個あるので 0から 65まで割り振られている. よって 2-10は Frontal face











クリックの回数で特徴検出器が 1から 5に切り替わる. (a)の右側に現在使用されている検
出器が青枠で強調表示される. 図では 30番の特徴点をクリックした例である. (a)の右側




することができる. 図 7.6に特徴点位置の変更GUIを, (b)に変更した結果を示す. 操作は
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マウスクリックで行う. (a)は特徴検出器が検出した特徴点位置を緑色で表示し,線でつな







図. 7.4: マスクの設定 (2)










Correcting the location of a feature.
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図. 7.7: 再生停止巻き戻し先送り停止ボタン





















図. 7.9: 初期位置 (x,y),姿勢 (ピッチ,ヨー,ロール),サイズの設定

















Search area of the feature detection.
表 7.1: 処理結果
Resuls of the face pose estimation and the parts localization.
No 出力データ 備考
































図 7.1の 5に示す,結果出力について説明する. 処理結果として,顔の姿勢としてピッチ,
ヨー,ロール,位置 x, y,及び, 66個の顔の特徴点の位置をテキストファイルに書き込む. そ
の他に,位置決め結果画像,入力が動画ならば位置決め結果動画をAVI形式で出力する.
7.6 有効性評価




Response map and the maximum score of the feature detector.
図. 7.12: スコア最大値と位置決め結果






Results of the face parts localization in the optimization process.
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図. 7.14: 従来の CLMによる位置決め結果
Facial parts localization result of the CLM.
図. 7.15: 初期位置


































置決め結果の反応を調べた. 図 7.18にマスク機能を示す. マスクしたい特徴点をマウスク
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図. 7.16: レスポンスマップと検出された特徴点
Feature points and their responsmap.
リックするとマスクされる. マスクされた特徴点の色は赤から青に変化する. 図のように
輪郭部分をマスクし,前述と同様の実験を行った. 図 7.19に顔モデルパラメータ最適化処











Result of the face model parameter optimization.
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図. 7.20: 位置決め結果








特徴点位置の修正機能を利用して被遮蔽輪郭の位置を手動で入力する. 図 7.21に (a)修正











図. 7.21: 特徴点位置を手動修正したCLMの結果 ((a):修正前, (b):手動で修正する特徴点を
選択, (b):位置決め結果)
CLM result which feature poins are corrected manually.(a)the result of the CLM, (b)the






画像データセット (64676枚の画像)に対し顔の位置決めを行い,結果を提供した. 図 7.22,
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