Introduction {#Sec1}
============

Health state utilities are used in economic evaluations of health care technologies and allow for the estimation of quality-adjusted life years (QALYs) gained by interventions. Their use is required for various health technology appraisal bodies, such as the National Institute for Health and Care Excellence (NICE), who prefer the use of the EQ-5D instrument \[[@CR1]\]. Where the EQ-5D has not been collected in a clinical study, 'mapping' can be used to estimate the score that would have been recorded, which is conditional on the responses to questionnaires that were administered.

In recent years, guidance for best practice in mapping has proliferated, with established guidance on developing mapping algorithms \[[@CR2]\], and for how these should be reported \[[@CR3]\]. However, there exists no guidance for how the selection of a mapping algorithm should be conducted (particularly where several algorithms are available) and, where validation exercises are conducted, how these should be performed. This is particularly problematic as mappings between the same instruments have been shown to vary in their accuracy in other datasets \[[@CR4], [@CR5]\], with NICE Decision Support Unit recommendations being that as a result algorithms should be developed in patients with similar characteristics \[[@CR6]\].

The number of mappings available between the EORTC QLQ-C30, a cancer-specific instrument, and the EuroQol EQ-5D was highlighted by Doble & Lorgelly (2015), who attempted to validate the published mappings in a study of 1727 Australian cancer patients that completed both instruments. This validation exercise (which included patients with all cancer types, and included sub-groups of cancer types) covered 10 mappings which were developed in a variety of populations (some single diseases, and some mixed populations) \[[@CR4]\]. The result of this study demonstrated that two algorithms produced reasonable estimates of predicted utility (compared to observed utility), but that eight of the algorithms did not achieve this. This validation was later updated by Woodcock & Doble (2018) who applied five additional mapping algorithms. A similar pattern was seen by Crott et al., who found limited external validity of an algorithm, originally developed on a data set of patients with advanced breast cancer across external datasets in haematological cancers and NSCLC \[[@CR7]\].

The objective of this study was to apply the approach of Doble & Lorgelly for validation of existing mappings to EGFR mutation-positive non-small cell lung cancer (NSCLC) instead of a mixed cohort of cancers. This involved identifying which lung cancer mappings applicable to UK value sets performed well in a second dataset of similar patients, and thus were most likely to have external validity to other datasets in NSCLC where only QLQ-C30 was measured. To do this, we had access to the AURA2 \[NCT02094261\] \[[@CR8]\] and AURA3 \[NCT02151981\] \[[@CR9]\] clinical studies, which collected both QLQ-C30 and EQ-5D-5 L questionnaires in previously treated EGFR and T790M mutation-positive NSCLC patients. In the process of performing this validation, we aimed to also identify issues surrounding the approach to validation of mapping algorithms.

Methods {#Sec2}
=======

Identification and selection of existing mapping algorithms {#Sec3}
-----------------------------------------------------------

Three methods were used to identify published mappings algorithms. The first was a search of the Oxford mapping database v6.0 \[[@CR10]\] for all mappings between the EORTC-QLQ-C30 and any version of the EQ-5D. The second method involved searching MEDLINE (via PubMed) using the search "mapping" AND "lung" AND "EQ-5D\*".

For the algorithms identified, we then selected those that were either based primarily on patients with lung cancer, or at least included patients with lung cancer. This criterion was added as it is not known whether mappings between the EORTC-QLQ-C30 and EQ-5D perform similarly in patients with different cancer types, whilst in other instruments the relationships between scales has been shown to vary when the cause of the symptoms is not identical \[[@CR5]\] -- it is not known whether this finding holds between cancers, though given the different symptoms patients can face we felt it conservative to restrict our analysis to papers including a 'similar' group. Such differences between groups were also posited as a potential reason why the algorithm tested in Crott et al. did not perform well in external datasets from different cancers \[[@CR7]\]. For this reason, we only included mappings which included a meaningful (defined as n \> 30) number of patients with lung cancer -- with the justification that had the mapping not performed well in the group, this would be identified by the original study authors.

Validation datasets {#Sec4}
-------------------

AURA2 is a phase II single arm trial of osimertinib which included 210 patients. AURA3 is a phase III randomised two-arm trial of osimertinib versus platinum--pemetrexed which included 419 patients. A total of 4395 EQ-5D-3 L and 4626 QLQ-C30 observations were collected from AURA2 and AURA3 combined. These were matched on date and visit to obtain a total of 4382 utility observations from 594 patients for validation of the existing algorithms. Observed EQ-5D-3 L utility values (UK tariff) were derived using the cross-walk algorithm \[[@CR11]\] from the EQ-5D-5 L observed responses in the AURA trials.

Mapping algorithms obtained from the literature review were then applied to the QLQ-C30 data to obtain predicted EQ-5D-3 L utility values (due to our inclusion criteria, all of these used the UK tariff). Where multiple mapping algorithms were provided in one publication, the author's preferred mapping was utilised (as in Doble & Lorgelly). EQ-5D and QLQ-C30 questionnaires completed on the same day were matched to produce pairs of observed and mapped utility observations. All analysis was performed using SAS statistical software (SAS Institute, Cary, NC, USA) and R (R Core Team (2019)).

Validation approach {#Sec5}
-------------------

External validity was assessed in steps summarised in Fig. [1](#Fig1){ref-type="fig"}, and described in detail below. Fig. 1Steps for assessing external validity of mapping algorithms

Comparison of populations {#Sec6}
-------------------------

Descriptive statistics of patient populations and observed utility values (including mean, standard deviation and range) of all observed EQ-5D utility values were compared across AURA2, AURA3, and published studies to gauge the amount of overlap.

Approach to assessing mappings in the overall dataset {#Sec7}
-----------------------------------------------------

After applying the mappings and matching the observed and mapped observations, graphical methods including histograms and scatterplots were used to show the difference between observed and predicted (mapped) utility. Goodness of fit statistics were calculated between the observed and predicted data. In line with Doble & Lorgelly, we calculated the mean absolute error (MAE), root mean squared error (RMSE) and the mean observed minus mean predicted utility (O-P) value. The MAE is the absolute value of any error in prediction, whilst the RMSE gives an increasing penalty as the prediction errors increase. Low values for MAE and RMSE suggest the algorithm is precise in fitting to the data, whereas a difference between observed and predicted utilities measures the level of bias (i.e. systematic over- or under-prediction of utility).

Approach to assessing mapping across the range of plausible utility values {#Sec8}
--------------------------------------------------------------------------

When considering applying a mapping to a different dataset, arguably more important than the overall fit is that the fit should be reasonable across the range of plausible utility values. This is important because mapping algorithms may fit well to the mean utility of the observed data but not to the extremities \[[@CR2]\]. This is particularly problematic if the dataset to be used in mapping has a different mean utility (or range of utilities) to the dataset that the algorithm was derived in; as the algorithm is unlikely to fit to the majority of the data. This could introduce bias in any subsequent analysis, and may not be detected as it is likely that directly measured utilities are not available (else the mapping would not be used).

To assess this fit across the range of plausible utilities, the goodness of fit assessment was repeated across the observed EQ-5D range (EQ-5D \< 0.5, 0.5 \< =EQ-5D \< 0.75, 0.75 \< =EQ-5D \< 1), being mindful of the number of observations available to create comparisons. In addition, observed EQ-5D utility values were regressed on predicted values using ordinary least squares (OLS) and quantile regression (QR), where the quantiles are specified as 10%, 25%, 50%, 75%, and 90%. For OLS, a coefficient (gradient of the slope) close to 1 together with an intercept of 0 indicates that observed utility is a good fit to predicted utility. The QR shows how this coefficient changes over the quartiles of the observed utility value.

Approach to assessing mapping across subgroups {#Sec9}
----------------------------------------------

To ensure any mapping fits well under different circumstances, we also compared the fit of the mapping algorithm to different subgroups. Subgroup analyses were explored because there are likely to be imbalances between the number of pre/post progression observations between studies, as well as differences in baseline characteristics between mapping, validation, and any other dataset to which the mapping is applied. Subgroups considered in this analysis were health state at time of questionnaire (pre/post progression), trial (AURA2, AURA3), gender (male, female) and age at screening (\< 65, ≥65).

Results {#Sec10}
=======

Identification and selection of existing mapping algorithms {#Sec11}
-----------------------------------------------------------

The literature search covered all publications to 17 July 2018. Seven publications were identified, of which three met the inclusion criteria of mappings between the QLQ-C30 and EQ-5D derived using lung cancer patients and scored using UK tariffs (Young et al. 2015, Khan & Morris 2014, and Khan et al. 2016) \[[@CR12]--[@CR14]\]. The PRISMA diagram is presented in the electronic [supplementary material](#MOESM1){ref-type="media"}.

The mapping by Young et al. utilised 771 patients with all types of cancer (12.8% of whom had lung cancer) from Canada. A number of different types of statistical models were tested (including OLS regression, Tobit, two-part models, splining, and response mapping); however, response mapping was found to be the authors' preferred mapping algorithm. Rather than predicting the EQ-5D index score for a particular tariff, response mapping predicts the probability of a patient scoring 1, 2, or 3 for each of the five EQ-5D-3 L dimensions using multinomial logistic regression models. The mapping was first reported in a UK Health Technology Assessment report \[[@CR15]\], and subsequently used in a NICE Decision Support Unit (DSU) report \[[@CR6]\].

The mappings by Khan & Morris and Khan et al. utilised 670 and 98 patients, respectively, with NSCLC from the UK. Both papers tested different types of statistical models (including linear mixed effects, Tobit, quantile, quadratic, censored least absolute deviation (CLAD) and beta-binomial models). In both cases, the beta-binomial model was found to be the authors' preferred mapping algorithm. The beta-binomial model assumes a scale between 0 and 1 and can model responses that are unimodal or binomial, with varying levels of skewness. It can be used to predict EQ-5D using a standard logit link function such that predicted utility (P) = exp. (Xβ)/\[1 + exp. (Xβ)\].

Comparison of populations {#Sec12}
-------------------------

Baseline characteristics and mean utility values from the three mapping papers and the AURA2 and AURA3 studies show that the patients in AURA2 and AURA3 (the validation dataset) appear to be younger. In addition, there appear to be more female patients, and a better health state utility than the patients used to derive any of the mapping algorithms (Table [1](#Tab1){ref-type="table"}). Table 1Baseline characteristics of each study compared to the validation studyStudyNumber of patientsMean age% MaleStage of diseaseUtility - Mean (SD) \[range\]AURA 220363.031.0I/II 10%III 14%IV 75%0.789 (0.219) \[− 0.594 to 1\]AURA 339161.436.3I/II 10%III 10%IV 80%0.808 (0.209) \[−0.594 to 1\]AURA2/AURA3 combined59461.934.5I/II 10%III 11%IV 78%0.799 (0.214 \[−0.594 to 1\]Young et al. (2015)77168.344.1NR0.58 (0.342) \[− 0.594 to 1\]Khan and Morris (2014)67077NRI/II 0%III/IV 100%0.61 (0.29) \[−0.043 to 1\]Khan et al. (2016)986944I/II 27%III 32%IV 38%0.515 (0.308) \[−0.594 to 1\]

Assessment of mappings in the overall dataset {#Sec13}
---------------------------------------------

The distribution of predicted EQ-5D utility values from the three mapping algorithms overlaid on top of the observed EQ-5D utility values for the combined AURA2 and AURA3 dataset show that the Young et al. values are relatively similar to the observed data in terms of the overall shape of the data. As it is not possible to predict a utility of 1 due to the type of algorithm used, this large peak in the observed utility was not exactly matched in predicted utility; however, there is a large peak in predicted utility at 0.90--0.95, which may reflect this. The predicted utilities from the other two algorithms do not capture the distribution of the observed utilities, which resulted in a much smaller range of predicted values compared to the observed values (Fig. [2](#Fig2){ref-type="fig"}). Fig. 2Histograms of observed and mapped utility

A scatterplot of observed utility against predicted utility from the three mapping algorithms (including a line of perfect fit where observed = predicted) shows that the predicted utilities from the Young et al. algorithm fitted the observed data relatively well, with an equal spread above and below the line of perfect fit, suggesting that overall, the mapping neither over- or under-predicts utility. However, for both beta-binomial algorithms (Khan and Morris and Khan et al.), the plots show that the mappings do not fit the observed data, which is mainly due to the small range of utility values produced by both algorithms (Fig. [3](#Fig3){ref-type="fig"}). Although there is a positive correlation between observed and predicted utility for each of the two mappings, the gradients do not match the line of perfect fit. Fig. 3Scatter plots of predicted vs observed utility

These patterns are quantified in the numerical summaries of the three mapping algorithms including mean observed utility minus mean predicted utility (O-P), MAE and RMSE calculated in the validation dataset, which are compared to the values reported in the original publications. Again, the mapping by Young et al. provides a good fit to the observed data since the values are relatively small. For this algorithm, the MAE is smaller (0.087) than the original dataset (0.134) and the validation by Woodcock & Doble (0.096) \[[@CR16]\]. Furthermore, the RMSE and O-P values are also reasonably low. On the other hand, the two beta-binomial mappings do not perform as well in the validation dataset as shown by the higher values compared to applying the Young et al. algorithm, despite low O-P and MAE values reported in the original paper, i.e. the mappings appear to have been a good fit to the data on which they were based on, but not to the dataset we had available (Table [2](#Tab2){ref-type="table"}). This poor fit is also reflected in the validation by Woodcock & Doble where MAE values for the beta-binomial model by Khan and Morris \[[@CR13]\] was higher (0.212) than both the validation reported here (0.176) and in the original dataset (0.10). Table 2Observed vs predicted goodness of fit statisticsMappingSource of utility dataNObserved mean (95% CI)Predicted mean (95% CI)O-PMean absolute error (MAE)Root mean squared error (RMSE)Young et al. (2015) \[[@CR12]\]Taken from the source paper7710.579 (0.555, 0.603)0.573 (0.552, 0.594)0.0070.134NRMapped to AURA data via 'crosswalk'43820.799 (0.793, 0.805)0.777 (0.771, 0.783)0.0220.0870.119Khan and Morris (2014) \[[@CR13]\]Taken from the source paper20380.610 (0.597, 0.623)0.608 (0.600, 0.616)0.0020.100.09Mapped to AURA data via 'crosswalk'43820.799 (0.793, 0.805)0.67 (0.668, 0.672)0.1290.1760.211Khan et al. (2016) \[[@CR14]\]Taken from the source paper9850.515 (0.496, 0.534)0.518 (0.507, 0.529)−0.0030.0990.113Mapped to AURA data via 'crosswalk'43820.799 (0.793, 0.805)0.677 (0.676, 0.678)0.1220.1780.219Key: *N* Number of questionnaires completed, *NR* Not reported, *O-P* Observed mean utility minus predicted mean utility

Assessment of mappings across the range of plausible utility values {#Sec14}
-------------------------------------------------------------------

The numerical summaries are also calculated across the range of observed EQ-5D values. For the Young et al. mapping, both the MAE and the RMSE are smallest for higher values of observed utility and are considerably higher for the lower observed utility values, showing that the mapping does not fit as well for low values. For both the beta-binomial models, the mapping fits the observed data very well between 0.5 and 0.75, as seen by the low MAE and RMSE. However, overall and for the high and low values, the fit statistics are much worse, representing a poor fit across the wider range of observed values (Table [3](#Tab3){ref-type="table"}). Table 3Observed vs predicted goodness of fit statistics over the range of observed EQ-5D valuesMappingOverall\
***N*** = 4382EQ-5D \< =0.5\
***N*** = 2880.5 \< EQ-5D \< =0.75\
***N*** = 11470.75 \< EQ-5D \< =1\
***N*** = 2947O-PMAERSMEO-PMAERSMEO-PMAERSMEO-PMAERSMEYoung et al. (2015) \[[@CR12]\]0.0220.0870.119−0.0920.2070.264− 0.0070.0900.1230.0450.0740.091Khan and Morris (2014) \[[@CR13]\]0.1290.1760.211−0.3120.3130.3840.0380.0580.0690.2080.2080.223Khan et al. (2016) \[[@CR14]\]0.1220.1780.219−0.3600.3600.4270.0130.0460.0570.2120.2120.229Key: *MAE* Mean absolute error, *N* Number of questionnaires completed, *O-P* Difference between mean observed and predicted EQ-5D utility values, *RSME* Root mean square errorTable 4Observed regressed on predicted utility using OLS and QRMappingOLSQR (10%)QR (25%)QR (50%)QR (75%)QR (90%)InterceptCoefficient: predicted valueInterceptCoefficient: predicted valueInterceptCoefficient: predicted valueInterceptCoefficient: predicted valueInterceptCoefficient: predicted valueInterceptCoefficient: predicted valueYoung et al. (2015) \[[@CR12]\]0.0710.938−0.2701.209−0.0991.069−0.0221.0760.2140.8420.4440.619Khan and Morris (2014) \[[@CR13]\]−1.9142.915−1.9003.822−1.4383.241−1.1462.924−0.7242.384−0.3661.924Khan et al. (2016) \[[@CR14]\]−1.1534.009−2.8445.155−2.1634.266−2.0734.277−1.3513.295−0.6812.397Key: *OLS* Ordinary least squares, *QR* Quantile regression

This pattern is explored using OLS and QR for observed utility regressed on predicted utility for each of the three mapping algorithms separately. The coefficient for Young et al. is close to 1 and the intercept is close to 0, suggesting that the mapping is a good fit to the observed data throughout the range. As expected from the plots and numerical summaries over the range of EQ-5D, the QR coefficient is closer to 1 at the median: Q (0.5) compared to the first and last 10% of the data. This is comparable to the variation seen by many of the algorithms validated in Doble & Lorgelly and Woodcock & Doble. The coefficients from beta-binomial mappings are not close to 1, providing further evidence that they do not fit well in the validation dataset (Table [4](#Tab4){ref-type="table"}).

Assessment of mappings across subgroups {#Sec15}
---------------------------------------

Results were consistent across subgroups including heath state (progression status) at time of questionnaire, trial, gender, and age at screening. Goodness-of-fit statistics by group are presented in the electronic supplementary material (Supplementary Table [1](#MOESM1){ref-type="media"}).

Discussion {#Sec16}
==========

The results of our study show that not all mappings have validity to be used outside of the dataset used to originally produce the mapping. Whilst the response mapping by Young et al. gave similar goodness-of- fit statistics in the AURA2 and AURA3 studies as in the original publication, the studies by Khan & Morris and Khan et al. showed a poor fit to the data, particularly when considering values beyond the mean utility. Simply comparing the populations in the original studies to those in our validation datasets would therefore seem an insufficient step for determining the optimal mapping to use - and highlights the importance of validating published mapping algorithms in external datasets.

We believe the poor fit across the range of possible values to be particularly concerning. Mapping algorithms that fit the mean of the data but not the range are unlikely to generalise well to datasets with different patient characteristics (and thus a higher or lower mean utility) -- as seen in Table [1](#Tab1){ref-type="table"}, the range of mean utilities in the studies ranges from 0.515 in Khan et al. 2016 to 0.799 in our validation dataset. As mapping algorithms are used in the absence of directly measured utility, poor fit across different ranges could bias decisions using mapped utilities as inputs, with the problem going undetected. For this reason, we would thus be extremely cautious about using utilities derived from the Khan & Morris or Khan et al. studies for decision making.

The statistical methods used to derive these mappings could contribute to the fitting of the model to external data. The predicted utilities in Young et al. were derived using a response mapping technique that models the probability of a patient scoring 1, 2, or 3 for each of the five EQ-5D-3 L dimensions, which are then used to calculate the EQ-5D index score rather than predicting the EQ-5D index score directly (as is done in beta-binomial methods in the other two papers). Although this type of mapping is uncommon, it appears to perform well in our validation exercise \[[@CR10]\]. In addition, these methods allow for prediction of utility using any country tariff by scoring the predicted responses using the appropriate coefficients. Therefore, it may be beneficial for future work deriving mapping algorithms to consider these more complex methods alongside other statistical models such as limited dependent mixture models and ordinary least squares -- the final chosen methods are likely to depend on both statistical fit, and the number of observations available (response mapping has greater data requirements).

When conducting the work, we identified several issues that are yet to be resolved on how best to validate mapping algorithms. Most notable was selection of the most appropriate goodness of fit statistic(s) and defining the values of these statistics that represent a 'good' fit. Selective reporting across papers complicates this issue as it is then not always possible to compare mapping algorithms on the same metrics. For this reason, we calculated all statistics reported in any of the original papers to make comparisons between the goodness of fit in the original paper and the corresponding values in our validation exercise. We would recommend this approach in addition to the steps proposed by Doble & Lorgelly, until such guidelines exist for the validation of mapping studies -- it is then at least possible to see whether the mapping algorithm fits as well as in the original paper and thus may be more likely to generalise to other datasets.

In addition to the limitation around goodness of fit statistics, there is also the possibility that algorithms have been incorrectly applied in the case of the beta-binomial models. Despite following the methods described in the papers to derive the predicted utility (and attempting to contact the original authors), it is possible that these algorithms have not been applied as intended, especially for the two beta-binomial algorithms where the fit to our data is poor, though this was also the case with the Cancer 2015 data reported in Woodcock & Doble. This highlights a disadvantage of applying non-standard methods (such as beta-binomial), as application errors are more likely to occur due to the difficulty in explicitly reporting the algorithms in sufficient detail (or with rounding errors impacting calculations). This limitation (in part) could be avoided if future mapping publications provide worked examples in electronic form, thus reducing the chance of improper application and eliminating the need to manually enter covariates with the chance of data entry errors.

We are also conscious that a limitation of our analysis is that the EQ-5D data available from the AURA trial programme was the 5 L version of the questionnaire which is then used in the crosswalk to the EQ-5D-3 L version and this introduces an additional (unavoidable) level of uncertainty. However, this does reflect the state of the literature, with many published mappings using the EQ-5D-3 L, whilst an increasing number of studies use the (newer) EQ-5D-5 L. This is worth noting as the emerging literature suggests the 5 level version of the instrument behaves differently to the 3 L version \[[@CR17]\] -- so much so, that NICE in the UK have stated a preference to use the 3 L version in HTA submissions until these differences are resolved \[[@CR18]\].

Through this work, we also believe there exists a need for further research in two key areas. The first of these is regarding whether mapping algorithms are specific to the conditions in which they are derived, particularly in the case of the QLQ-C30, which has been designed for all cancers (and which have a wide range of possible severities and symptoms). Using steps similar to those in this study may allow the cross validation of mappings from different cancers, with the ultimate aim of understanding where derived mappings are similar, and where they are not. The second main area of research we believe is required surrounds the approach to the validation of mappings. The mixed picture that exists in the literature surrounding the external validity of mappings is concerning, with a standardised approach to validation likely to increase confidence in claims. A further area for research, though more conceptual in nature, regards how different mappings can be synthesized -- at present, the main issue is choosing which mapping to use, as opposed to recognising that each may provide information (as is the case when meta-analysing clinical studies).

Conclusion {#Sec17}
==========

This exercise demonstrates that the mapping by Young et al. fits well to our validation dataset, as it also did to the Cancer 2015 data available to Doble & Lorgelly (who listed it as a well performing algorithm). Whilst this result does not guarantee it will always represent a good fit to all data, should mapping be required to derive utility values for use in economic evaluations of technologies in NSCLC then the algorithm derived by Young et al. would be our preferred approach. In performing this validation, we also identified a number of issues around the validation of datasets, highlighting that this is an important process prior to their use in economic evaluations.

Supplementary information
=========================

 {#Sec18}

**Additional file1: Figure S1.** PRISMA diagram for the literature search. **Table S1.** Observed vs predicted goodness of fit statistics over subgroups.

EORTC QLQ-C30

:   European Organization for Research and Treatment of Cancer Quality of Life Questionnaire 30 item

EQ-5D

:   EuroQol 5 Dimension

MAE

:   Mean Absolute Error

NICE

:   National Institute for Health and Care Excellence

NSCLC

:   Non-small Cell Lung Cancer

OLS

:   Ordinary Least Squares

O-P

:   Observed minus Predicted

QALY

:   Quality-Adjusted Life Year

QR

:   Quantile Regression

RMSE

:   Root Mean Squared Error
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