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Abstract
In classical mechanics the harmonic oscillator (HO) provides the generic example for the
use of angle and action variables ϕ ∈ R mod 2π and I > 0 which played a prominent role in
the “old” Bohr-Sommerfeld quantum theory. However, already classically there is a problem
which has essential implications for the quantum mechanics of the (ϕ, I)-model for the HO:
the transformation q =
√
2I cosϕ, p = −√2I sinϕ is only locally symplectic and singular
for (q, p) = (0, 0). Globally the phase space {(q, p)} has the topological structure of the
plane R2, whereas the phase space {(ϕ, I)} corresponds globally to the punctured plane
R2 − (0, 0) or to a simple cone with the tip deleted. From the properties of the symplectic
transformations on that phase space one can derive the functions h0 = I, h1 = I cosϕ and
h2 = −I sinϕ as the basic coordinates on {(ϕ, I)} , where their Poisson brackets obey the Lie
algebra of the symplectic group of the plane. This implies a qualitative difference as to the
quantum theory of the phase space {(ϕ, I)} compared to the usual one for {(q, p)} : In the
quantum mechanics for the (ϕ, I)-model of the HO the three hj correspond to the self-adjoint
generators Kj, j = 0, 1, 2, of certain irreducible unitary representations of the symplectic
group or one of its infinitely many covering groups, the representations being parametrized
by a (Bargmann) index k > 0. This index k determines the ground state energy Ek,n=0 = ~ω k
of the (ϕ, I)-Hamiltonian H( ~K) = ~ωK0. For an m-fold covering the lowest possible value
for k is k = 1/m , which can be made arbitrarily small by choosing m accordingly! This
is not in contradiction to the usual approach in terms of the operators Q and P which are
now expressed as functions of the Kj , but keep their usual properties. The richer structure
of the Kj quantum model of the HO is “erased” when passing to the simpler (Q,P )-model!
This more refined approach to the quantum theory of the HO implies many experimental
tests: Mulliken-type experiments for isotopic diatomic molecules, experiments with harmonic
traps for atoms, ions and BE-condensates, with charged HOs in external electric fields and
the (Landau) levels of charged particles in external magnetic fields, with the propagation of
light in vacuum, passing through strong external electric or magnetic fields. Finally it may
lead to a new theoretical estimate for the quantum vacuum energy of fields and its relation
to the cosmological constant.
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1 Introduction and overview
1.1 The issue: Quantum mechanics of the harmonic oscillator in
terms of angle and action variables
At first sight it probably appears provocative and presumptuous to present a new research
paper on the harmonic oscillator (HO), that venerable and pedagogically thoroughly squeezed
simple model, encountered in many physics publications of all types. Despite its simplicity
it has played an important role at many instances in the history of physics, classically and
quantum theoretically:
It probably started with Hooke’s law
p˙ = −b q , p = M q˙ , b > 0 , (1)
in mechanics for the force exerted on a particle in the neighbourhood of its stable equilibrium
position. Then came the HO in the plane with its two qualitatively different types of motion,
periodical orbits (Lissajous figures) and quasi-periodical ones which densely fill a submanifold
of the phase space, initiating the idea of ergodic systems. Two or more linearly coupled HO
with their characteristic (eigen-) frequencies are important for the stability analysis of many
systems and play a significant role in crucial areas of physics. By adding a friction term the
model serves also as an examplary introduction to dissipative systems.
Conceptionally important was - and still is - the locally canonical (symplectic) description
of the position and momentum coordinates for the HO in terms of angle and action variables:
q(ϕ, I) =
√
2 I
M ω
cosϕ , p(ϕ, I) = −
√
2M ω I sinϕ , ω =
√
b/M , (2)
3
so that
H(q, p) =
1
2M
p2 +
1
2
M ω2 q2 = H(ϕ, I) = ω I . (3)
This is the generic example for the essential concept of integrable systems, their (non-
integrable) perturbations and the associated KAM-theory [1–3].
Then there is the possible interpretation of classical free electromagnetic standing waves
in a cavity as a set of uncoupled harmonic oscillators. This property was essential in Planck’s
derivation of his radiation law. So the HO played an important part in the birth of quantum
theory, too!
In the “old” quantum mechanics with its Bohr-Sommerfeld framework the HO had the en-
ergy levels En = ~ω n, n = 0, 1, . . .. (For a comprehensive summary of the Bohr-Sommerfeld
theory, where the angle and especially the action variables played a central role, just before
the dawn of modern quantum mechanics see the impressive textbook by Born (and Hund) [4].)
Even before Heisenberg deduced the modified energy levels
En = ~ω (n+
1
2
) , n = 0, 1, . . . (4)
in his famous first paper on matrix mechanics [5], Mulliken had concluded from his spetro-
scopic analysis of the differences in the vibrational spectra of the diatomic isotopes B10O16
and B11O16 [6, 7] that the lowest energy state of the HO should be
E0 =
1
2
~ω . (5)
This has been the canonical undisputed ground state energy value of the HO ever since (for
a comprehensive historical overview see Ref. [8]) and a standard example for the role of
Heisenberg’s position - momentum uncertainty relations. For a recent partial survey of the
HO in modern physics see Ref. [9].
Whereas angle and action variables were central “observables” in the old quantum me-
chanics, they disappeared almost entirely in the new quantum mechanics from 1925/26 on and
the usage of the operators Q and P took over nearly completely. Dirac’s early attempts [10]
to use angle and action operators also for the new framework turned out to be contradictory,
as pointed out by London [11] and Jordan [12] and the subject has remained controversial
even up to now [13]. Before taking up that issue again, a few remarks as to the central role
the ground state energy (5) started to play:
Around 1930 F. London deduced the van der Waals forces from the ground state energies
of two 3-dimensional HOs [14].
The value (5) became a nuisance (and still is!), however, when free fields were quantized,
because their interpretations as a set of an infinite number of HOs implied an (unobserved)
infinite ground state energy. The problem has been “swept under the rug” by ignoring the
ground state energies, formally by introducing “normal-ordering” for the associated annihila-
tion and creation operators a and a† (see below).
Nevertheless the ground state energy (5) plays a very stimulating part in the discussions
of the Casimir effect [8,15,16] and also in the present attempts to understand the dark energy
in the universe and the extremely obnoxious cosmological constant problem [17–24].
So the energy (5) is discarded or advocated depending on the physical concepts which are
being discussed. Not a very convincing situation!
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In view of the general acceptance of the value (5) it is amazing that there appear to be no
systematic modern experimental tests - similar to those of Mulliken - of such a conceptually
important physical quantity! More on the experimental situation in subsec. 1.3 below.
It is one aim of the present paper to point out that the canonized ground state energy
value (5) may not be the only possible one for the HO, but that there is a canonical structure
for the HO in terms of angle and action variables ϕ and I the quantum mechanics of which
allows for ground state values
Ek,n=0 = ~ω k , k > 0 , (6)
where k may be any positive number, especially an arbitrary small one > 0 !
I ask for a moment of patience for the justification of this seemingly outrageous claim!
The main reason for the possibility (6) is the difference as to the global structures of the
locally canonically (symplectically) equivalent phase spaces Sq,p and Sϕ,I of the respective
canonical pairs (q, p) and (ϕ, I) :
Sq,p = {(q, p) ∈ R2 } , (7)
Sϕ,I = {(ϕ, I), ϕ ∈ R mod 2π , I > 0 } , (8)
which shows that Sq,p has the global topological structure of the plane R2 , whereas Sϕ,I has
that of a simple cone with the tip deleted or that of a punctured plane R2 − {0} ∼= S1 ×R+,
where S1 denotes the unit circle and R+ the positive real numbers without the 0 .
This implies that Sϕ,I cannot be quantized in the conventional manner in terms of the
(Born-Heisenberg-Jordan-Dirac-) Weyl group generated by the 3-dimensional Lie algebra ba-
sis {q, p, 1}, but one has to pass to the 3-dimensional (proper orthochronous homogeneous
Lorentz) group SO↑(1, 2) (in one “time” and two “space” dimensions) or to one of its (in-
finitely) many covering groups [13], among which the symplectic group Sp(2,R) in the (q, p)-
plane is a double covering (like the group SU(2) is a double covering of the rotation group
SO(3)). That symplectic group provides the key to an appropriate quantization of the phase
space (8) and plays an essential role in what follows.
The crucial point is that both the phase space Sϕ,I and and its “canonical group” SO↑(1, 2)
contain the topological “factor” S1 which is multiply connected (with homotopy group π1(S
1) =
Z). This multi-connectedness has implications for the infinite-dimensional irreducible unitary
representations of the non-compact group SO↑(1, 2) and its infinitely many covering groups
because now the self-adjoint generator of the rotations SO(2) can have more complicated
spectra with a ground state like (6). And this generator is proportional to the Hamilton
operator of the HO in the (ϕ, I) -framework! (For the similar case of a simple rotator see
Ref. [25].)
The transformation (2) from the space (8) onto the space (7) with its origin deleted is not
special for the HO. It can be used for any (1+1)-dimnsional system with periodic motions in
(7) describable by angle and action variables in (8). So their quantum mechanics is affected,
too! Examples are discussed in subsec. 2.3.
Quantizing the phase space Sϕ,I makes use of the positive discrete series D(+)k , k > 0,
of those unitary representations mentioned above [13, 26]. In these representations the self-
adjoint generator K0 of the compact rotation subgroup SO(2) ∼= S1 constitutes the quantized
counterpart of the classical action variable I and the “boost” generatorsK1 andK2 correspond
to the classical quantities I cosϕ and −I sinϕ, the knowledge of which allows to determine
the angle ϕ ∈ (−π, π] uniquely. The choice of these basic “observables” on the phase space
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(8) can be justified systematically from the action of the symplectic group Sp(2,R) on the
phase space (7). That action leaves the origin of the space (7) invariant!
Those basic classical observables
h0(ϕ, I) = I , h1(ϕ, I) = I cosϕ , h2(ϕ, I) = −I sinϕ , (9)
on Sϕ,I obey the Lie algebra so(1, 2) of the group SO↑(1, 2) and its (infinitely many) covering
groups in terms of Poisson brackets:
{h0, h1}ϕ,I = −h2 , {h0, h2}ϕ,I = h1 , {h1, h2}ϕ,I = h0 , (10)
where
{h(1), h(2)}ϕ,I ≡ ∂ϕh(1)(ϕ, I) ∂Ih(2)(ϕ, I)− ∂Ih(1)(ϕ, I) ∂ϕh(2)(ϕ, I) . (11)
The corresponding quantum mechanical counterparts, the dimensionless self-adjoint op-
erators
K˜j = Kj/~ (12)
obey
[K˜0, K˜1] = i K˜2 , [K˜0, K˜2] = −i K˜1 , [K˜1, K˜2] = −i K˜0 . (13)
For the positive discrete series the operator K˜0 in general has the spectrum (eigenvalues)
σ(K˜0) = {n+ k , n = 0, 1, . . . ; k ∈ R+ } . (14)
For the mth covering group SO↑[m](1, 2) ,m = 1, 2, . . . , of SO
↑(1, 2) the allowed values of
k are
k =
µ
m
, µ ∈ N = {1, 2, . . .} , (15)
so that the smallest attainable value of k for a corresponding irreducible unitary representation
is
k =
1
m
. (16)
As m can be an arbitrarily large natural number, k can be made arbitrarily small > 0 !
The quantum mechanical (q, p)-Hamiltonian
H(q, p)→ H(Q,P ) = 1
2M
P 2 +
1
2
M ω2Q2 = − ~
2
2M
d2
d q2
+
1
2
M ω2 q2 (17)
has the unambiguous spectrum (4). However, in view of Eq. (14) the quantum mechanical
(ϕ, I)-Hamiltonian
H(ϕ, I)→ H( ~K) = ωK0 , ~K = ~ (K˜0, K˜1, K˜2) , (18)
can have the spectrum
Ek, n(ϕ, I) = ~ω (n+ k) , n = 0, 1, . . . ; k ∈ R+ . (19)
A crucial point now is the following: the spectrum (4) is not just a special case of (19),
but the situation is more subtle:
Let |k, n〉 , n = 0, 1, . . . be an eigenvector of K˜0 with eigenvalue (14):
K˜0 |k, n〉 = (n+ k) |k, n〉 , n = 0, 1, . . . ; k > 0 , (20)
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then nevertheless
H(Q,P )|k, n〉 = ~ω (n+ 1/2) |k, n〉 , (21)
where now the operators Q and P are expressed as functions of the K˜j :
Q = Q( ~K) =
λ0√
2
(A† + A) , P = P ( ~K) =
i ~√
2 λ0
(A† − A) , λ0 =
√
~
M ω
, (22)
with
A = (K˜0 + k)
−1/2K˜− , A
† = K˜+(K˜0 + k)
−1/2 , K˜± = K˜1 ± i K˜2 , (23)
and
[A, A†] = 1 . (24)
The non-linear relations (23) are an inversion of the known Holstein-Primakoff representation
of the K˜j in terms of A and A
† [27] as discussed in detail in Ref. [13].
The k-independent relation (24) holds in any irreducible unitary representation D
(+)
k and
is a consequence of the commutation relations (13) which imply
K˜+|k, n〉 = [(2k + n)(n + 1)]1/2 |k, n + 1〉 , K˜−|k, n〉 = [(2k + n− 1)n]1/2 |k, n− 1〉 , (25)
so that for any k
A† |k, n〉 = √n + 1 |k, n+ 1〉 , A |k, n〉 = √n |k, n− 1〉 . (26)
The Eqs. (22) and (23) are just the operator versions of the classical relations
q(ϕ, I) =
√
2
M ω
h1(ϕ, I)√
h0(ϕ, I)
, p(ϕ, I) =
√
2M ω
h2(ϕ, I)√
h0(ϕ, I)
. (27)
For more details see below, here especially sec. 5!
The gist of the argument for allowing a possible discrepancy between the spectra (20) and
(21), to be discussed in detail later on, is that - due to the multi-valuedness of the angle ϕ -
the quantum version (18) of the HO Hamilton function H(ϕ, I) can have a richer spectrum
than H(Q,P ) which always has the spectrum (4), even if it acts in a Hilbert space with a
representation D
(+)
k , k 6= 1/2 , for which K˜0 has the spectrum (14)!
Phrased differently: The quantities q and p generate global translations on the phase
space Sq,p, i.e. no point is preferred, especially not the origin. This is different for the global
action of the generators hj which leave the origin of Sq,p and the corresponding point I = 0
in Sϕ,I invariant. Thus, the operators Q and P , generators of translations in momentum
and position space, respectively, “erase” the topological substructure induced by the critical
point (q, p) = (0, 0) (or I = 0) . That point is, however “taken care of” by the operators K˜j ,
generators of symplectic transformations in (q, p)-space, which leave the point (q = 0, p = 0)
fixed!
So it makes a difference as to the choice of the primary degrees of freedom, whether one
starts with q and p and their topologically trivial phase space (7), or whether one starts with
ϕ and I and their topologically non-trivial phase space (8). The latter leads to a “richer”
quantum mechanics than that of the former which is unable to do justice to the non-trivial
topology of (8) and therefore has to “ignore” the additional structure! Whether this additional
topological fine structure has indeed been “implemented by nature” and can be observed in
the laboratory - or is merely a coordinate singularity (see subsec. 2.1) - has, of course, to be
found out by experiments.
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1.2 Contents overview
The paper is organized as follows:
Sec. 2 collects some properties of the classical HO, with emphasis on the singular character
of the transformation (2) at (q = 0, p = 0) and on the dynamical role of the “new” basic
coordinates ϕ and I, including the celebrated adiabatic properties of the action variable I
and its role for certain 1-dimensional integrable systems with bounded orbits.
Sec. 3 discusses properties of the symplectic transformation group Sp(2,R) acting on
the phase space (7): As already mentioned above, that group transforms any two points
of that space into each other, except for the point (0, 0) which is left fixed. The orbits of
three independent 1-dimensional subgroups generate three vector fields which are globally
Hamiltonian. The generating Hamiltonian functions of these vector fields are essentially the
functions (9) (expressed in terms of the variables q and p). The Poisson brackets of these
Hamiltonian functions generate the Lie algebra so(1, 2) = sp(2,R) of the groups SO↑(1, 2)
and Sp(2,R) . The quantized version of that Lie algebra belongs to irreducible unitary
representations D
(+)
k , k = 1/4 and k = 3/4 of the so-called “metaplectic” group. These
representations are implemented in the even and odd parity subspaces of the usual Hilbert
space L2(R, dq) of the HO.
Sec. 4 describes the action of the group SO↑(1, 2) = Sp(2,R)/Z2 on the (ϕ, I) - phase
space (8) the points of which are “coordinized” by the functions (9). The action of the
group is symplectic, transitive (i.e. any two points may be transformed into each other),
effective (i.e. the only group element which leaves all points invariant is the unit element) and
globally Hamiltonian, i.e. the functions (9) are the generating functions of the vector fields
associated with three independent 1-dimensional transformation subgroups of SO↑(1, 2). So
we have a completely satisfactory “canonical” structure on the phase space (9) based on the
group SO↑(1, 2) and its infinitely many covering groups. This section prepares the ground
for a group theoretical quantization [28–30] of the phase space (8) in terms of appropriate
irreducible unitary representations of those groups which provide the associated quantum
theories.
The central sec. 5 discusses the quantization of the phase space (8) in terms of the ir-
reducible unitary representations of the positive discrete series D
(+)
k of the group SO
↑(1, 2)
and its infinitely many covering groups. The generator ~ K˜0 of the rotation subgroup is the
quantized version of the action variable I and the Hamilton function H = ω I. Its most
general spectrum is given by Eq. (14). In physics the corresponding Hamilton operator (18)
generates time translations:
U(t) = e−iH t/~ , H = ~ω K˜0 . (28)
This means that the (dimensionless) time variable t˜ = ω t mathematically represents the angle
ϕ. As t˜ in general does not stop at t˜ = 2π, it “runs” through several or very many coverings.
As K˜0 = N + k1 we have
U(t˜ = 2π) = e−2πik1 . (29)
This shows explicitly that for an m-fold covering with k as in Eq. (15) we get
U(t˜ = 2πm) = 1 . (30)
I already stressed above that in passing from the quantum theory of the Lie algebra so(1, 2)
to that of the Born-Dirac-Heisenberg-Jordan-Weyl Lie algebra one loses the “fine structure”
8
associated with the Bargmann index k . This is a result the importance of which reaches
probably far beyond the simple HO ! It allows to avoid the celebrated Stone-von Neumann
uniqueness theorem without violating it ! The usual Heisenberg uncertainty relations forQ and
P remain untouched, but there are new uncertainty relations as to the operators K˜j, j = 0, 1, 2
[13].
Sec. 6 discusses properties and possible applications of the three types of coherent states as-
sociated with the Lie algebra so(1, 2) (Schro¨dinger-Glauber, Perelomov and Barut-Girardello)
to the HO. The last two of these coherent states are very probably of similar importance for
experiments in quantum optics as is already well-known for the Schro¨dinger-Glauber coher-
ent states. A number of interesting physical expectation values and their dependence on the
index k are discussed as well as the possible experimental production of such states: The
Perelomov ones have been generated in the laboratories in the form of squeezed states, the
Barut-Girardello ones to the best of my knowledge not yet.
Sec. 7 describes several explicit examples of Hilbert spaces with irreducible unitary repre-
sentations of the seriesD
(+)
k . It starts with the conventional HO for which k = 1/2 represented
in the Hardy space H2+(S
1, ϑ) on the unit circle S1. That space has the scalar product
(f2, f1)+ =
1
2π
∫
S1
dϑf ∗2 (ϑ)f1(ϑ) , (31)
the basis
en(ϑ) = e
i nϑ , n = 0, 1, 2, · · · , (32)
and the HO Hamilton operator
H = ~ω K˜0 , K˜0 =
1
i
∂ϑ + 1/2 . (33)
All the well-known physical properties of the usual quantized HO can be derived in this
framework, and even some more, because now we have three different kinds of coherent states!
The second part of that sec. deals with concrete Hilbert spaces where the index k of the
irreducible unitary representations can have any real value > 0. One of these is the space
L2(R+, du) with its orthonormal basis of Laguerre’s functions.
Sec. 8 briefly recalls the description of a quantized free electromagnetic field in a cavity as
an infinite set of HOs and the disturbing quantitative problems one encounters for the total
ground state energy when using the value (5) of a single oscillator. In the (ϕ, I)-framework
one has instead Ek, n=0 = ~ω k , where k > 0, in principal, can be arbitrarily small. This may
shed new light on the notorious cosmological constant problem and the origin of the related
dark energy [17–24].
If different electromagnetic modes have different k by exposing them to external electric
or magnetic fields, the electromagnetic “vacuum” can even acquire some sort of anomalous
refractive strucure. This may lead (perhaps) to an understanding of the recently observed
“dichroism” of the vacuum in a strong static magnetic field [31].
The sec. closes with a very speculative remark on the possibility of “dark” normal matter.
Sec. 9 recalls the effective HOs one has if a HO particle is charged and an additional
external electric field is applied or if a free charged particle is in an external magnetic field.
Here, too, one may introduce angle and action variables, the quantized versions of which may
lead to a shift of the usual ground state levels.
Sec. 10 briefly discusses the (canonical) quantum statistics of a system with the energy
levels (19), in order to see which thermodynamical quantities depend on k and which not.
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Appendix A gives the technical details for the calculation of the action variables associated
with the potentials discussed in subsec. 2.3. Appendix B summarizes some essential properties
of the universal covering group of SO↑(1, 2), its irreducible unitary representations of the
positive discrete series and those of the m-fold covering groups as special cases.
1.3 Possible experiments
The crucial question is, of course, whether there exist HOs in nature or may be prepared in
the laboratory which have a spectrum of the type (19). It appears unnessary here to point
out in detail the important implications this would have for the physics of many systems, not
only for the HO!
For possible experimental setups one has to observe that the “primary observables” now
are the operators Kj , j = 0, 1, 2, with their algebraic structure (13), not as usual the position
and momentum operators (22). Note also that K0 is not the Hamiltonian, but ωK0, so
that Ek n=0(ϕ, I) from (19) can be the same for different ω and k if their product is the
same, i.e. the energy stays the same! One problem for the experiments is to find dynamical
mechanisms which do not bring the usual (q, p)-dynamics into play, e.g. the dominant atomic
dipole-transitions.
Following the original procedure of Mulliken and others [7] the value of k in the spectrum
(19) may, at least in principle, be determined as follows: According to Eqs. (1) and (2) the
frequency ω of the oscillator can be changed either by changing its mass M or by modifying
the strength b of the driving force. Let ω1 and ω2 be two known frequencies of the same system
and let Ea and Eb two known fixed external energy levels different from the two ground state
energies E0(j) , j = 1, 2 , of the two slightly different versions of the same HO. If transitions
Ea → E0(1) = ~ω1 k , Eb → E0(2) = ~ω2 k , (34)
with frequencies
ωa,1 = [Ea − E0(1)]/~ , ωb,2 = [Eb −E0(2)]/~ , (35)
are possible and measurable, then one can determine the value of k from the difference
ωa,1 − ωb,2 = (Ea − Eb)/~− k (ω1 − ω2) . (36)
In the case of the vibrating diatomic molecules Mulliken investigated the levels Ea and
Eb where the vibrational ground states of a higher electronic level and the levels E0(j) were
the vibrational ground states of a lower electronic level of the two respective isotopes for
which the two frequencies ωj differ because the corresponding reduced masses µ in ω =
√
b/µ
differ [7].
Note also that for k 6= 1/2 all energy levels of the spectrum (19) are shifted compared to
the usual ones (4) .
More refined versions of Mulliken’s experiments with diatomic molecules using modern
experimental techniques should be possible and appear highly desirable! In order to “freeze”
the (q, p)-degrees of freedom when looking for (ϕ, I)-properties one should probably go to
extremely low temperatures, even below the ground state energies (5). Experiments with
ultracold molecules have reached an impressive stage of refinement [32] and the use of Feshbach
resonances [33] has led to fascinating experimental results for low lying vibrational bound state
levels of bosonic pairs of atoms in ultra-cold BE-condensates [34].
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Furthermore, modern experimental techniques have provided sophisticated 1-dimensional
harmonic traps [35], for ions [36], atoms [37] and BE-condensates [38], for which the fre-
quency ω from (2) can be tuned from outside, by changing the force strength b electronically.
Approximate 1-dimensional harmonic traps with ultra-cold BE-condensates mainly in the
ground state (5) have been built [39], the ground state energy being determined by laser light
Bragg reflections off the “untrapped” expanding cloud of BEC atoms. Thus, these impressive
experiments appear to be associated with the (q, p)-model of the HO! Nevertheless, similar
such setups may provide new possibilities for a search after the energy levels (19), again most
likely at extremely low temperatures.
In sec. 6 it will be pointed out in detail that expectation values and transition probabilities
involving Perelomov coherent states are proportional to the index k. As these states have
already been generated experimentally for k = 1/2, they may perhaps also be produced for
other (lower) values of k.
Then there are possible vacuum birefringence and (or) dichroism effects of photons by
strong external electric or magnetic fields as mentioned in sec. 8.
Sec. 9 discusses shifts in the HO ground states of charged particles in external electric or
magnetic fields.
Sec. 10 finally mentions the plans for determining the ground state energy of the HO by
means of the Josephson effect [40]!
1.4 Generalizations
Finally it should be remembered that the harmonic oscillator is, of course, not the only
important integrable physical system which classically can be described by angle and action
variables (e.g. the const./r potential, see Refs. [4] and [1–3] for more examples). Quantizing
those systems group theoretically one has to distinguish between the cases I ∈ R+ and
I ∈ R . The latter has to be quantized in terms of the irreducible unitary representations of
the Euclidean group of the plane E(2) and its covering groups. For details see Ref. [25].
One has, however, to observe the following: If the group SO(2) ∼= S1 ⊂ SO↑(1, 2) becomes
a non-trivial subgroup of a larger compact group (i.e. not just a direct abelian factor) its
topological properties can change drastically: E.g., if one passes from SO↑(1, 2) to SO(3) the
universal covering group is now the double covering SU(2). Going from SO↑(1, 2) to SO↑(1, 3)
one has the universal double covering SL(2,C).
If, on the other hand, one goes from SO↑(1, 2) to SO↑(2, 3) = Sp(4,R)/Z2, where Sp(4,R)
is the symplectic group in 4 dimensions, one again encounters the subgroup SO(2) ∼= S1 as
a factor in the maximal compact subgroup SO(2) × SO(3) and and also a positive discrete
series of irreducible unitary representations of the group Sp(4,R) and its infinitely many
covering groups [41]. This is just another special case of symplectic groups Sp(2n,R) in 2n
dimensions: They have dimension 2n2+n , rank n (i.e. a maximal abelian set of n commuting
Lie algebra generators), the maximal compact subgroup U(n) ∼= SU(n) × U(1) (which has
rank n , too) and (positive) discrete series of irreducible unitary representations [42], including
those of their universal covering groups associated with the factor U(1) (the group SU(n)
on the other hand is simply connected [43]). This should be of interest for the discussion of
quantum mechanical properties of higher-dimensional symplectic systems [1–3,29, 44, 45].
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1.5 Range of the paper
As the topics of the present paper reach from experimental to mathematical physics I shall
have missed many papers relevant to the subjects mentioned. I apologize to the experts and
hope to do more justice to their work in the future. Many more related Refs. are contained
in my paper [13] to which I shall refer frequently in the present one. An essential difference
between this paper and Ref. [13] is the almost complete focus on the possible consequences
of a consistent quantum mechanics for the angle-action variable description of the harmonic
oscillator in different branches of physics, which is lacking in the previous paper.
2 Some properties of the classical harmonic oscillator
2.1 The globally singular relationship between the canonical pairs
(q, p) and (ϕ, I)
The transformation (2) is locally symplectic (“canonical”):
dq ∧ dp = dϕ ∧ dI , or ∂(q, p)
∂(ϕ, I)
= 1 . (37)
As the angle ϕ is dimensionless and for other reasons it is convenient to introduce dimension-
less quantities by means of the unit of length λ0 from Eqs. (22) and Planck’s constant ~ and
restore the physical dimensions when necessary:
q˜ = q/λ0 , λ0 =
√
~
M ω
, (38)
p˜ = p λ0/~ , (39)
H˜ = H/(~ω) =
1
2
(q˜2 + p˜2) , (40)
I˜ = I/~ = H˜ , (41)
h˜j = hj/~ , j = 0, 1, 2 , (42)
t˜ = ω t , (43)
dq ∧ dp = ~ dq˜ ∧ dp˜ = ~ dϕ ∧ dI˜ , (44)
Now
q˜ =
√
2 I˜ cosϕ , p˜ = −
√
2 I˜ sinϕ . (45)
As
p˜ dq˜ = I˜ dϕ− d(I˜ cosϕ sinϕ) , (46)
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we have locally the four equivalent generating functions
dF1(q˜, ϕ) = I˜ dϕ− p˜ dq˜ , ∂ϕF1 = I˜ , ∂q˜F1 = −p˜ , (47)
F1(q˜, ϕ) =
1
2
q˜2 tanϕ ;
dF2(q˜, I˜) = p˜ dq˜ + ϕdI˜ , (48)
F2(q˜, I˜) = I˜ arccos[q˜/(
√
2 I˜)]± 1
2
q˜
√
2I˜ − q˜2 ;
dF3(q˜, p˜) = −
√
2I˜ sinϕdq˜ +
√
2I˜ cosϕdp˜ , (49)
F3(q˜ p˜) = q˜ p˜ ;
dF4(ϕ, I˜) =
1
2
(q˜2 − p˜2) dϕ− q˜ p˜
q˜2 + p˜2
dI˜ , (50)
F4(ϕ, I˜) = I˜ cosϕ sinϕ .
On Sϕ,I˜ we have the (trivial) equations of motion
ϕ˙ =
∂H˜
∂I˜
=
∂I˜
∂I˜
= 1 , ˙˜I = − ∂I˜
∂ϕ
= 0 , (51)
with the solutions (orbits)
ϕ(t˜) = t˜+ ϕ0 , I˜ = const. > 0 . (52)
Inserted into the Eqs. (45) we get the usual orbits on Sq˜,p˜, except for the trivial one
(q˜(t˜), p˜(t˜)) ≡ (0, 0) !
That (q˜, p˜) = (0, 0) or I˜ = 0 is a singular point of the otherwise symplectic transformation
(45) can be seen in different ways:
• The action variable appears as
√
I˜, i.e. one has a branch point at I˜ = 0 .
• If one introduces ρ =
√
I˜ then the functional determinant
∂(q˜, p˜)
∂(ϕ, ρ)
= ρ (53)
becomes singular for ρ = 0 .
• The differential dH˜(q˜, p˜) = q˜ dq˜ + p˜ dp˜ has a critical point at (q˜, p˜) = (0, 0) .
• The differentials (47) – (50) of the generating functions Fj become singular for (q˜, p˜) =
(0, 0) or I˜ = 0 .
So one has to delete the origin of the phase space Sq˜,p˜ in order to map it in a one-to-
one manner onto Sϕ,I˜ and vice versa! But the punctured (q˜, p˜) - plane is no longer simply
connected and topologically non-trivial (its first homotopy group π1 is Z ). This non-trivial
topology also manifests itself in the multi-valuedness of the angle ϕ which is mathematically
represented by the unit circle S1 ∼= R mod 2π. This unit circle constitutes the multiply-
connected “configuration space” of the phase space Sϕ,I˜ . One of its here essential properties
can be read off Eq. (52):
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In the course of time the periodical motion in both phase spaces (7) and (8) passes the
position ϕ0 a few or many times. In this way the configuration space S
1 ⊂ Sϕ,I˜ gets unwrapped
onto the real axis R or at least a part of it, here represented by the variable t˜. R constitutes
the universal covering space of S1. A very similar situation in which the same SO(2) ∼= S1
plays a corresponding role is discussed in Ref. [25]. The local character of the transformation
(45) and its singularity at (q˜ = 0, p˜ = 0) is emphasized in Thirring’s textbook [3].
Note that physically the point (q˜ = 0, p˜ = 0) is the ground state (equilibrium point) of
the classical (q˜, p˜)-description of the oscillator motion. In the case of the (ϕ, I˜)-description
the notion of an angle does not make sense any more for I˜ = 0. But I˜ may be arbitrarily
small as long as it stays positive. As H = ω I one can have H → 0 for I > 0 by (formally)
taking the limit ω → 0 .
2.2 A symplectic scale transformation
The replacement
ϕ → ϕβ = ϕ/β , I˜ → I˜β = β I˜ , β > 0 , (54)
is symplectic (dϕβ ∧ dI˜β = dϕ ∧ dI˜ ). The transformation implies (cf. Eq. (52))
t˜→ t˜β = t˜/β . (55)
From
q˜β =
√
2 I˜β cosϕβ , p˜β = −
√
2 I˜β sinϕβ , (56)
we get
H˜β =
1
2
(p˜2β + q˜
2
β ) = I˜β = β I˜ = β H˜ , (57)
and
dϕβ
dt˜β
=
∂H˜β
∂I˜β
=
∂I˜β
∂I˜β
= 1 , ⇒ ϕβ(t˜β) = t˜β + ϕβ(0) . (58)
Inserting this ϕβ(t˜β) into Eqs. (56) yields the t˜β-dependence for the variables q˜β , p˜β , analo-
gously to the t˜-dependence of the coordinates (45).
As t˜ = ω t (cf. Eq. (43)) the transformation of the original dimensionful quantities is
ambiguous:
1. One can choose
t→ tβ = t/β , ω → ω . (59)
This implies (cf. Eq. (2))
q → qβ =
√
β q , p→ pβ =
√
β p , H → Hβ = β H = ω Iβ . (60)
2. A second possibility is
t→ t , ω → ωβ = ω/β , (61)
with
q → qβ = β q , p→ pβ = p , H → Hβ = H = ωβ Iβ . (62)
Both possibilities are not symplectic as to q and p.
Without further restrictions on the values of β the transformation (54) presupposes the
existence of covering spaces for S1, because ϕ/β may be outside a given interval, e.g. (−π, π].
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2.3 Going beyond the harmonic oscillator
2.3.1 Time-dependent perturbations
If we perturb H˜0 = I˜0 by a time-dependent term
H˜1 = ǫ I˜0 f(t˜) ≪ I˜0 , (63)
where f(t˜) is independent of ϕ and I˜0 , then
ϕ˙ = ∂I˜0(H˜0 + H˜1) = 1 + ǫ f(t˜) ,
˙˜I = −∂ϕ(H˜0 + H˜1) = 0 , (64)
so that
ϕ(t˜) = t˜+ ǫ
∫ t˜
0
dτ f(τ) + ϕ0 , I˜ = const. . (65)
Thus, only the time-dependence of ϕ gets modified, but not that of I˜ = I˜0 !
The latter property is a special case of the famous adiabatic theorem of mechanics which
says that “small and slow” perturbations of integrable systems leave the values of action
variables unchanged [1–4]. This does, of course, not mean that the energy remains conserved!
As to the important perturbation theory of integrable systems described by angle and action
variables see the Refs. [1–4].
2.3.2 Interactions proportional to h˜1 or h˜2
On the phase space (7) the Hamilton functions H(q˜, p˜) depend on the basic variables q˜ and
p˜, well beyond that of the HO. Similarly the Hamilton functions on (8) have to be expressed
by the basic variables (9). Simple examples for interaction terms added to H˜ = I˜ are the
following ones:
H˜ = h˜0 + γ h˜1 = I˜ + γ I˜ cosϕ , |γ| < 1 . (66)
The eqs. of motion
ϕ˙ = ∂I˜H˜ = 1 + γ cosϕ , (67)
˙˜I = −∂ϕH˜ = γ I˜ sinϕ , (68)
have the solutions [46]
tan[(ϕ(t˜)− ϕ0)/2] =
√
1 + γ
1− γ tan[
√
1− γ2(t˜− t˜0)/2] . (69)
I˜(t˜) = I˜0 [1 + γ cos(ϕ(t˜)− ϕ0)]−1 . (70)
If we replace h˜1 in Eq. (66) by h˜2 = −I˜ sinϕ, we get the solutions [47]
tan[(ϕ(t˜)− ϕ0)/2] =
√
1− γ2 {tan[
√
1− γ2(t˜− t˜0)/2]− γ} . (71)
I˜(t˜) = I˜0 [1− γ sin(ϕ(t˜)− ϕ0)]−1 . (72)
According to the definitions of Refs. [1, 2] the angle ϕ(t˜) is the “fast” variable here and
the action variable I˜(t˜) the “slow” one. This language means to say that the perturbation
γ I˜ cosϕ (or −γI˜ sinϕ) for small |γ| merely leads to small oscillations of the action variable
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around its unperturbed value I˜0. This can be read off the above solutions immediately for
|γ| ≪ 1. Closely related to this type of behaviour is the concept of averaging the ϕ-dependent
part of the perturbation over a period 2π, an often powerful tool for estimating the influence
of perturbations on integrable systems [1–4]. Such averaging is especially discussed in Ref. [2].
On the other hand, for |γ| → 1 the action variables I˜(t˜) in Eqs. (70) and (72) fluctuate
enormously (“resonances”)!
2.3.3 Morse and other “integrable” potentials
I briefly discuss three well-known integrable systems [48] with potentials for which the Hamil-
ton functions H(ϕ, I˜) are not just proportional to I˜ like in the case of the HO, but are
quadratic in the action variable. This is so for the potentials
VMo(q) = V0 (e
−a q − 1)2 , q ∈ R ; a, V0 : const. > 0 , (73)
VMo(q) ≥ VMo(q = 0) = 0 ,
VsMo(q) = V0[1− 1/ cosh2(aq)] = V0 tanh2(aq) , VsMo(q) ≥ VsMo(q = 0) = 0 , (74)
q ∈ R , V0 > 0 ,
VPT (q) = V0 tan
2(aq) , aq ∈ (−π/2, π/2) , V0 > 0 , VPT (q = 0) = 0 . (75)
The first one was introduced by Morse [49] in order to describe radial vibrations of diatomic
molecules (q = r ≥ 0) somewhat better than the HO does, the second one is a sort of
symmetrized Morse potential [50] and the third one a slightly modified version of a potential
discussed by Po¨schl and Teller [51] in order to improve upon certain properties of the Morse
potential. The potentials VMo and VsMo have bound states (periodic motions) for 0 < E < V0,
the potential VPT has only bound states, for all E > 0.
For small a q ≪ 1 the potentials reduce to the HO one:
VMo(q) ≈ VsMo(q) ≈ VPT (q) ≈ 1
2
Mω20q
2 , ω0 = a
√
2 V0/M . (76)
The “integrable” potential [52]
Vc(q) = V0[aq − 1/(aq)]2 , q > 0 , Vc(q) ≥ Vc(q = 1/a) = 0 , (77)
provides an example for which the energy is a linear function of the action variable I, like for
the HO. For a q ≪ 1 we here have the HO approximation
Vc(q) ≈ 1
2
M ω20(q − 1/a)2 , ω0 = 2a
√
2 V0/M . (78)
For any potential V (q) with periodic orbits on the phase space (7) the action variable is
defined by the closed path integral
2πI(E) =
∮
C(E)
dq p(q, E) , p(q, E) = ±
√
2M [E − V (q)]1/2 , (79)
where the integration is to be taken clockwise along the closed path C(E) determined by the
energy equation
1
2M
p2 + V (q) = E . (80)
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The factor 2π in the definition (79) is due to the convention which uses the circular
frequency ω0 = 2π/T and not ν = 1/T .
The integral (79) describes the area of the region the boundary of which is given by the
closed curve C(E) .
If we now insert the relations (2) into the integral (79) we get the identity 2π I(E) = 2π I.
This shows explicitly that the mapping (2) is independent of the potential chosen.
If q− < q+ are the inner and outer turning points of the motion we can replace the closed
path integral in Eq. (79) by
2π I(E) = 2
√
2M
∫ q+
q−
dq [E − V (q)]1/2 . (81)
(Notice that p dq = pq˙ dt > 0 on the path C(E) in both, the upper and the lower (q, p)-half-
planes.)
As we have three free parameters now, M, a and V0 , we do not have to use Planck’s
constant in order to introduce dimensionless quantities
q˜ = a q , p˜ =
p√
M V0
, E˜ = E/V0 , I˜ = I ω0 /V0 . (82)
Morse potential
For the potential VM(q) the epression (81) now takes the form
π I˜(E˜) = 2
∫ q˜+
q˜−
dq˜ [E˜ − (e−q˜ − 1)2]1/2 . (83)
The integral can be solved explicitly (cf. Appendix A) and the result is
I˜ = 2(1−
√
1− E˜) , ⇒ E˜(I˜) = I˜
(
1− 1
4
I˜
)
. (84)
The inequality 0 < E˜ < 1 implies for I˜
0 < I˜ < 2 . (85)
Restoring the physical dimensions we get the Hamilton function
HMo(I) = ω0 I
(
1− ω0 I
4 V0
)
. (86)
It yields the eqs. of motion
I˙ = 0 , ϕ˙ = ω0 − ω
2
0I
2V0
, (87)
which can be integrated immediately.
In order to quantize the system as to its sector of bound states, we merely have to replace
the action variable I by the operator ~ K˜0 (cf. Eq. (18)). This leads to the Hamilton operator
HMo( ~K) = ~ω0 K˜0 − (~ω0)
2
4 V0
K˜20 , (88)
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which, according to Eq. (20), yields the spectrum
Ek, n = ~ω0(n+ k)[1− ~ω0
4 V0
(n+ k)] , (89)
which for k = 1/2 is well-known [53]. Concrete Hilbert spaces and eigenfunctions are provided
by irreducible unitary representations as discussed in sec. 7. The eigenfunctions of HMo( ~K)
do not, of course, have to be solutions of the Schro¨dinger eq. in q-space, as is the case in
Refs. [53]. But, because of the unitary equivalences, all physical predictions are the same!
As the square bracket in Eq. (89) should be positive one has to cut off the spectrum at a
maximal n = nmax, like it is done usually.
The other potentials
For the potential (74) one gets (cf. Appendix A) the same form for the Hamilton function
as in Eq. (86), namely
HsMo(I) = ω0 I
(
1− ω0 I
4 V0
)
. (90)
For the potential (75) one obtains (cf. Appendix A)
I˜ = 2(
√
E˜ + 1− 1) , ⇒ HPT (I) = ω0 I
(
1 +
ω0 I
4 V0
)
, (91)
which may be quantized accordingly. Again the result is well-known for k = 1/2 [54].
Finally one obtains for the potential (77)
Hc(I) = ω0 I , ω0 = 2a
√
2 V0/M . (92)
Comparison of HsMo(I) with HMo(I) and of Hc(I) with HHO(I) shows that the possible orbits
of motion may not depend on the details of the potentials V (q), but only on some generic
properties represented by the associated H(I). There is still, however, the possibility that
the quantized systems have different indices k . This is indeed the case for the solutions of
the Schro¨dinger eqs. with the Hamiltonians HMo(Q,P ) and HsMo(Q,P ) [55] .
2.3.4 Free non-relativistic particle
According to the second of the Eqs. (27) we can rewrite the Hamilton function
H0(q, p) =
1
2M
p2 (93)
of a free particle as
H0(~h) = ω h
2
2/h0 ,
~h = (h0, h1, h2) . (94)
What is remarkable is that one needs an additional time scale - here provided by ω - in
order to express H0 in terms of the functions (9)!
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3 Action of the symplectic group on the phase space
Sq˜,p˜
The transformation group SO↑(1, 2) and its double covering, the symplectic group in 2 di-
mensions Sp(2,R), play a significant role in the following discussions. Some of their main
properties have been summarized in Appendices A and B of Ref. [13]. In order to keep the
present paper at least partially self-contained, some of those properties needed here are again
sketched below (secs. 3 – 5) and in Appendix B of this article.
The present Section provides a systematic justification for the choice of the basic coordi-
nates (9) on the phase space (8) in terms of the symplectic transformation group Sp(2,R) on
the phase space (7), without assuming this to be the phase space of the HO.
3.1 Global and infinitesimal transformations, “observables”
The elements of the symplectic group G1 ≡ Sp(2,R) (= SL(2,R) ) are given by the matrices
g1 =
(
a11 a12
a21 a22
)
, ajk ∈ R , det g1 = 1 , (95)
which have the (defining) property
gT1 ·
(
0 1
−1 0
)
· g1 =
(
0 1
−1 0
)
. (96)
If we introduce
x =
(
q˜
p˜
)
∈ Sq˜,p˜ ∼= R2 , (97)
then the elements g1 of Sp(2,R) act on x as
x→ x′ = g1 · x , g1 ∈ G1 ≡ Sp(2,R) , (98)
with the property
dq˜ ′ ∧ dp˜ ′ = dq˜ ∧ dp˜ , (99)
i.e. the transformations (98) leave the symplectic form
ωq˜,p˜ = dq˜ ∧ dp˜ (100)
invariant.
The group action (98) has some other remarkable properties:
The whole group transforms the point x = 0 into itself and acts transitively on the com-
plement
Sq˜,p˜; 0 ≡ Sq˜,p˜ − {x = 0} ∼= R2 − {(0, 0)} , (101)
i.e., if x1 and x2 are any two points of Sq˜,p˜; 0 , then they can be transformed into each other
by an element of G1. This can easily be seen by considering the first two of the following
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1-parameter subgroups of G1:
R1 : r1 =
(
cos(θ/2) sin(θ/2)
− sin(θ/2) cos(θ/2)
)
, θ ∈ (−2π,+2π] , (102)
A1 : a1 =
(
e−τ/2 0
0 eτ/2
)
, τ ∈ R , (103)
B1 : b1 =
(
cosh(s/2) sinh(s/2)
sinh(s/2) cosh(s/2)
)
, s ∈ R ; (104)
N1 : n1 =
(
1 ξ
0 1
)
, ξ ∈ R . (105)
Each element g1 has a (Cartan) decomposition g1 = k2 · a1 · k1 or g1 = k2 · b1 · k1 and a unique
(Iwasawa) decomposition g1 = k1 · a1 · n1 , where k1, k2 ∈ R1 .
Now, let x1 and x2 be any two points of Sq˜,p˜; 0. First rotate x1 by an element of R1
into x ′1, where p˜
′
1 = 0 and q˜
′
1 has the same sign as q˜2. Then use an element of A1 so that
e−τ/2 q˜ ′1 = q˜
′′
1 =
√
q˜22 + p˜
2
2 . Finally rotate the point (q˜
′′
1 , 0) into x2 .
The group G1 acts also effectively on Sq,p; 0, that is to say, if
x = g1 · x ∀x , (106)
then g1 is the identity element
e = E2 ≡
(
1 0
0 1
)
. (107)
3.2 Vector fields and their associated Hamiltonian functions
The 1-parameter subgroups (102) - (105) generate vectorfields on Sq,p; 0 in the following sense:
Let Γ = {γ(s)} be a 1-parameter group such that γ(s = 0) = 1 and let f(x) be a smooth
function. Then the Γ-associated vectorfield A˜Γ is defined by
[A˜Γf ](x) = lim
s→0
1
s
[f(γ(−s) · x)− f(x)] . (108)
From the first three subgroups above we get the following 3-dimensional basis of vector-
fields associated with the group G1:
A˜R1 =
1
2
(q˜ ∂p˜ − p˜ ∂q˜) , (109)
A˜A1 =
1
2
(q˜ ∂q˜ − p˜ ∂p˜) , (110)
A˜B1 = −
1
2
(p˜ ∂q˜ + q˜ ∂p˜) , (111)
They obey the Lie algebra sp(2,R) = so(1, 2):
[A˜R1 , A˜A1] = A˜B1 , [A˜R1 , A˜B1 ] = −A˜A1 , [A˜A1 , A˜B1] = −A˜R1 . (112)
Notice that the vector fields (109) – (111) vanish for x = 0, a point to be excluded !
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These vector fields are global Hamiltonian ones, that is to say there exist global functions
gˇ(x) on Sq,p; 0 such that the vector fields may be written as
− [∂p˜gˇ(x) ∂q˜ − ∂q˜ gˇ(x) ∂p˜] . (113)
The three Hamiltonian functions here are
R1 : gˇ0(x) =
1
4
(q˜2 + p˜2) , (114)
A1 : gˇ2(x) = −1
2
q˜ p˜ , (115)
B1 : gˇ1(x) =
1
4
(−q˜2 + p˜2) . (116)
(The numbering of the functions is mere convention.)
Their Poisson brackets obey the Lie algebra sp(2,R) = so(1, 2) , too:
{gˇ0, gˇ1}q˜,p˜ = −gˇ2 , {gˇ0, gˇ2}q˜,p˜ = gˇ1 , {gˇ1, gˇ2}q˜,p˜ = gˇ0 . (117)
The squares of the gˇj(x) fulfill the relation
gˇ20 − gˇ21 − gˇ22 = 0 . (118)
On the other hand, the vector fields induced by the following translations, but now on the
phase space Sq˜,p˜,
q˜ → q˜ + a , p˜→ p˜ ; q˜ → q˜ , p˜→ p˜− b ; a, b ∈ R , (119)
are
A˜q˜ = −∂q˜ ; A˜p˜ = ∂p˜ , (120)
with the Hamiltonian functions
gˇq˜(x) = p˜ , gˇp˜(x) = q˜ , (121)
the Poisson brackets of which generate the usual Born-Dirac-Heisenberg-Jordan-Weyl (Lie)
algebra
(called BDHJW-algebra in the following1) with its basis {q˜, p˜, 1} !
The bilinear functions (114) – (116) are the generators of the infinitesimal transformations
associated with the transformations (98) of the subgroups (102) – (104):
{gˇ0, q˜} = −1
2
p˜ , {gˇ0, p˜} = 1
2
q˜ , (122)
{gˇ1, q˜} = −1
2
p˜ , {gˇ1, p˜} = −1
2
q˜ , (123)
{gˇ2, q˜} = 1
2
q˜ , {gˇ2, p˜} = −1
2
p˜ . (124)
Integrated they give the transformations (98) of the subgroups (102) – (104), except for an
unessential overall minus-sign of the group parameters, a consequence of the definition (113).
1The usual terminology is “Heisenberg-” or “Weyl-” algebra, but I think this to be unjust towards the
contributions of the other authors.
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It is evident that the phase spaces (97) and (101) have not only quite different topological
but, as a consequence, also essentially different canonical structures as to the transformation
groups which act transitively on them: The phase space (97) has the translations (119) with
their associated central extension (characterized by {q˜, p˜} = 1 ) as its “canonical” group,
but the phase space (101) the symplectic group Sp(2,R). This difference has important
consequences for the quantum theory as we shall see!
The Hamiltonian functions (121) play a double role on the phase space Sq˜,p˜ : They are the
generators of the (canonical) translations and at the same time they are the basic classical
“observables” on that phase space. Similarly one may consider the Hamiltonian functions
(114) – (116) as basic observables on Sq˜,p˜; 0. However, there is the following ambiguity: Given
a triple (gˇ0 > 0, gˇ1, gˇ2) with the property (118), then the 2 pairs (q˜, p˜) and (−q˜,−p˜) are
compatible with a given triple. For further discussions of this important point see below.
The group Sp(2,R) is not only a transformation (automorphism) group of the BDHJW-
algebra but the relations (117), (122) – (124) and {q˜, p˜} = 1 show that the direct sum of the
vector spaces of the Lie algebra sp(2,R) and the BDHJW-algebra forms a 6-dimensional Lie
algebra of its own. This feature plays a major role in the harmonic (Fourier) analysis of the
BDHJW-group [56].
Whereas the coordinates of the points x transform as vectors with respect to the group
Sp(2,R) , (cf. Eq. (98)), the Hamiltonian functions (114) – (116) transform as tensors of
second degree: Applying the groups (102) - (104) to q˜ and p˜ and inserting the results into the
r.h. sides of the expressions (114) – (116) yields the following transformations
R1 : gˇ0(x) → gˇ0(x′) = gˇ0(x) , (125)
gˇ1(x) → gˇ1(x′) = cos θ gˇ1(x) + sin θ gˇ2(x) ,
gˇ2(x) → gˇ2(x′) = − sin θ gˇ1(x) + cos θ gˇ2(x) ;
A1 : gˇ0(x) → gˇ0(x′) = cosh τ gˇ0(x) + sinh τ gˇ1(x) , (126)
gˇ1(x) → gˇ1(x′) = sinh τ gˇ0(x) + cosh τ gˇ1(x) ,
gˇ2(x) → gˇ2(x′) = gˇ2(x) ;
B1 : gˇ0(x) → gˇ0(x′) = cosh s gˇ0(x)− sinh s gˇ2(x) , (127)
gˇ1(x) → gˇ1(x′) = gˇ1(x) ,
gˇ2(x) → gˇ2(x′) = − sinh s gˇ0(x) + cosh s gˇ2(x) .
These formulae show that the 3 functions gˇj transform as a 3-vector with respect to the
“Lorentz” group SO↑(1, 2): The transformations (125) – (127) leave the quadratic form gˇ20 −
gˇ21− gˇ22 invariant. This is related to the fact that the group Sp(2,R) is a double covering of the
group SO↑(1, 2) with the center Z2 = {e,−e} of Sp(2,R) as the kernel of the homomorphism
Sp(2,R)→ SO↑(1, 2) (see Appendix B of Ref. [13]). Notice that the kernel (center) Z2 leaves
the bilinear expressions (114) – (116) invariant.
3.3 Space reflections and time reversal
The center Z2 implements the parity operation
Π : q˜ → −q˜ , p˜→ −p˜ , (128)
22
which obviously is symplectic (it leaves the 2-form dq˜ ∧ dp˜ invariant).
More subtle is the implementation of the time reversal
T : t˜→ −t˜ , q˜ → q˜T = q˜ , p˜→ p˜T = −p˜ , (129)
which is not symplectic (we have dq˜ ∧ dp˜→ −dq˜ ∧ dp˜). However, this can be taken care of in
analogy to quantum mechanics where time reversal - according to Wigner - is implemented
by an anti-unitary transformation in Hilbert space:
UT : ψ1 → UTψ1 , ψ2 → UTψ2 , (UTψ2, UTψ1) = (ψ1, ψ2) = (ψ2, ψ1)∗ , (130)
where (ψ2, ψ1) denotes the complex-valued scalar product. As ℑ(ψ2, ψ1) defines a symplectic
form [57] which changes sign under the complex conjugation (130), this suggests to change
the order in dq˜ ∧ dp˜ in the case of the time reversal (129):
(dq˜ ∧ dp˜)T = dp˜T ∧ dq˜T = −dp˜ ∧ dq˜ = dq˜ ∧ dp˜ . (131)
This has corresponding consequences for the associated Poisson brackets: Let f (j)(q˜, p˜), j =
1, 2, be two smooth functions on the phase space Sq˜,p˜. With
f
(j)
T (q˜, p˜) = f
(j)(q˜,−p˜), j = 1, 2, (132)
we define the time-reversed Poisson bracket by
{f (2), f (1)}T = {f (1)T , f (2)T } . (133)
The definition is appropriate in the following sense: The time evolution of a function f [q˜(t˜), p˜(t˜)]
(which does not depend explicitly on time) is given by
f˙ = {f, H˜} , (134)
where H˜ is the Hamilton function of the system. If HT (q˜, p˜) = H(q˜, p˜), we have for the time-
reversed Eq. (134)
d fT
d(−t˜) = {f, H˜}T = {H˜, fT} , ⇒ f˙T = {fT , H˜} ; (135)
which is what one wants!
3.4 The space Sq˜,p˜; 0 as a “homogeneous” one
The phase space Sq˜,p˜; 0 can be interpreted as a homogeneous one as follows:
The subgroup (105) leaves the points of the line {(q˜, p˜ = 0)} invariant, i.e. it is the
“isotropy” or “little” group of these points. We have already seen that the group Sp(2,R)
acts transitively on Sq˜,p˜; 0. Both properties imply that we can represent Sq˜,p˜; 0 as a homogeneous
space, namely
Sq˜,p˜; 0 ∼= Sp(2,R)/N1, (136)
i.e. the points x ∈ Sq˜,p˜; 0 are in one-to-one correspondence with the rest classes g1·N1,where g1 ∈
Sp(2,R). This is immediately plausible: The group G1 = Sp(2,R) has the unique (Iwasawa)
subgroup decomposition R1 · A1 · N1 , with the topological product structure S1 × R+ × R .
“Dividing out the subgroup N1” means dividing out the topological factor R. The re-
maining product S1 × R+ corresponds to the polar coordinates of the punctured plane
R2 − {(0, 0)} ∼= Sq˜,p˜; 0 .
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3.5 Some quantum aspects
The present subsec. is intended to illustrate the role the symplectic group Sp(2,R) from above
plays in the conventional quantum mechanics of the HO, a role which remains unmentioned
in the usual QM textbook discussions.
Let us apply the conventional quantization procedure to the functions (114) – (116) by
replacing q˜ and p˜ by the operators Q˜ and P˜ and (Weyl) symmetrizing where necessary. We
then get
gˇ0(x) → 1
4
(P˜ 2 + Q˜2) = K˜0 , (137)
gˇ1(x) → 1
4
(P˜ 2 − Q˜2) = −K˜1 . (138)
gˇ2(x) → −1
4
(Q˜ P˜ + P˜ Q˜) = K˜2 . (139)
With
Q˜ =
1√
2
(a† + a) , P˜ =
i√
2
(a† − a) , [a, a†] = 1 , (140)
we have
K˜0 =
1
4
(2 a†a + 1) , K˜1 =
1
4
(a†
2
+ a2) , K˜2 = − i
4
(a†
2 − a2) , (141)
and
K˜+ = K˜1 + i K˜2 =
1
2
a†
2
, K˜− = K˜1 − i K˜2 = 1
2
a2 . (142)
The associated Lie algebra is
[K˜0, K˜1] = i K˜2 , [K˜0, K˜2] = −i K˜1 , [K˜1, K˜2] = −i K˜0 , (143)
or
[K˜0, K˜±] = ±K˜± , [K˜+, K˜−] = −2K˜0 . (144)
The relations (141) and (142) constitute a well-known realization of the Lie algebra sp(2,R) =
so(1, 2) which yields two irreducible positive discrete series unitary representations of a twofold
covering group of Sp(2,R) [58]:
Let |nosc〉 be a number eigenstate of the harmonic oscillator Fock space:
a† |nosc〉 =
√
nosc + 1 |nosc + 1〉, a |nosc〉 = √nosc |nosc − 1〉, (145)
a†a|nosc〉 = nosc |nosc〉, nosc = 0, 1, 2, . . . .
As K˜− annihilates the states |nosc = 0〉 and |nosc = 1〉,
K˜−|nosc = 0〉 = 0 , K˜−|nosc = 1〉 = 0 , (146)
we get two different irreducible unitary representations associated with the Lie algebra sp(2,R)
= so(1, 2), one which is given by states with even numbers of Fock space quanta and one with
odd numbers, both generated by the creation operator K˜+ : Because
K˜0|nosc〉 = 1
2
(nosc + 1/2)|nosc〉 , nosc = 0, 1, 2, . . . , (147)
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we see that K˜0 has the eigenvalues
(2nosc + 1/2)/2 = n+
1
4
and (2nosc + 1 + 1/2)/2 = n +
3
4
, n = 0, 1, . . . , (148)
in the cases of even and odd numbers of quanta, respectively. That is to say, we get one
irreducible unitary representation with k = 1/4 and one with k = 3/4.
As to the related groups these are true representations of a 2-fold covering Mp(2,R) of
Sp(2,R) = SL(2,R) ∼= SU(1, 1) and a 4-fold covering of SO↑(1, 2). These 2-fold covering
groups of the symplectic groups Sp(2n,R) in 2n dimensions are called “metaplectic” [59, 60]
ones (for more details see below).
As the operators (137) – (139) commute with the parity transformation
Π : Q˜→ −Q˜ , P˜ → −P˜ , Π2 = 1 , (149)
the two irreducible representations may be associated with the eigenvalues ±1 of Π, respec-
tively.
The two representations with k = 1/4 and k = 3/4 may, of course, be realized in the 2
subspaces H+ and H− of the conventional Hilbert space L2(R, dq˜) of the harmonic oscillator
with the orthonormal basis
unosc(q˜) =
e−q˜2√
2nosc
√
π nosc!
Hnosc(q˜) , Hnosc(−q˜) = (−1)noscHnosc(q˜) , (150)
where Hn(q˜) is the nth Hermite polynomial.
The subspace H+ for the unitary representation with k = 1/4 is spanned by the Hermite
functions with even Hermite polynomials Hnosc and the subspace H− for the representation
with k = 3/4 is spanned by the Hermite functions with odd Hermite polynomials.
In the “even” subspace H+ the Hamiltonian
H˜osc = 2K˜0 (151)
has the eigenvalues
(nosc + 1/2) , nosc = 2n , n = 0, 1, 2, . . . , (152)
and in the “odd” subspace H− its eigenvalues are
(nosc + 1/2) , nosc = 2n+ 1 , n = 0, 1, 2, . . . . (153)
Notice that the operators (140) map H+ onto H− and vice versa!
The operators (23) for the two irreducible representations are
A(1/4) =
1√
2
(NΦ + 1)
−1/2 a2 , A†(1/4) =
1√
2
a†
2
(NΦ + 1)
−1/2 , NΦ = a
†a , (154)
and
A(3/4) =
1√
2
(NΦ + 2)
−1/2 a2 , A†(3/4) =
1√
2
a†
2
(NΦ + 2)
−1/2 . (155)
(The index Φ stands for “Fock”.)
It follows from the properties of a and a† that
A(1/4)|nosc = 2n〉 =
√
n |2n− 2〉 , A†(1/4)|nosc = 2n〉 =
√
n + 1 |2n+ 2〉 , (156)
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and
N(1/4) = A
†
(1/4)A(1/4) =
1
2
NΦ , [A(1/4), A
†
(1/4)] = 1 . (157)
Analogously we get
A(3/4)|nosc = 2n+ 1〉 =
√
n |2n− 1〉 , A†(3/4)|nosc = 2n+ 1〉 =
√
n + 1 |2n+ 3〉 , (158)
and
N(3/4) = A
†
(3/4)A(3/4) =
1
2
(NΦ − 1) , [A(3/4), A†(3/4)] = 1 . (159)
This means
N1/4 |nosc = 2n〉 = n |nosc = 2n〉 , N3/4 |nosc = 2n + 1〉 = n |nosc = 2n+ 1〉 . (160)
According to Eqs. (22), (157) and (159) we may define in H+ and H− the position and
momentum operators
Q˜(k) =
1√
2
(A(k)+A
†
(k)) , P˜(k) =
i√
2
(A†(k)−A(k)) , [Q˜(k), P˜(k)] = i1 , k = 1/4 , 3/4 . (161)
The operators Q˜(1/4) and P˜(1/4) or Q˜(3/4) and P˜(3/4) have on the subspace H+ or H−, respec-
tively, the same matrix elements the operators (140) have on H = H+⊕H− ! This is possible
because in an infinite dimensional linear (Hilbert) space a genuine subspace may be isomorphic
to the space itself. Here such a correspondence can be implemented by H ∋ |n〉 ↔ |2n〉 ∈ H+
or H ∋ |n〉 ↔ |2n+ 1〉 ∈ H− , respectively.
There is a crucial difference, however, between the “elementary” operators (140) and the
“composite” ones (161): Using the general operator formula
eCB e−C = B + [C,B] + 1
2!
[C, [C,B]] +
1
3!
[C, [C, [C,B]]] + · · · , (162)
we get from Eqs. (140) and (141)
U(θ) aU(−θ) = eiθ/2 a , U(θ) a† U(−θ) = e−iθ/2 a† , U(θ) = e−i K˜0 θ , K˜0 = 1
4
(2 a†a + 1) ,
(163)
so that
U(θ) Q˜ U(−θ) = cos(θ/2) Q˜− sin(θ/2) P˜ , U(θ) P˜ U(−θ) = sin(θ/2) Q˜+ cos(θ/2) P˜ . (164)
Especially for θ = 2π we get the reflection
U(θ = 2π) Q˜ U [−(θ = 2π)] = −Q˜ , U(θ = 2π) P˜ U [−(θ = 2π)] = −P˜ . (165)
This shows that the operators (140) transform according to the subgroup (102) of Sp(2,R) .
For θ = 4π the transformations (164) act as the identity on the pair Q˜, P˜ , but we have
U(θ = 4π) = e−i 4π(2Nosc+1)/4 = e−iπ1 = −1 , Nosc = a†a . (166)
This shows again that U(θ), θ ∈ [0, 4π) , is not a true representation of the group Sp(2,R),
but that it is one of its 2-fold covering Mp(2,R) for which U(θ = 8π) = 1 .
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The reflections (165) may also be implemented by the simplified operator Π :
ΠQ˜Π−1 = −Q˜ , ΠP˜Π−1 = −P˜ , Π = eiπNosc , (167)
where the phase has been choosen such that
Π|nosc〉 = (−1)nosc|nosc〉 . (168)
Contrary to the relations (163) we have on the other hand
U(θ)A(k) U(−θ) = eiθ A(k) , U(θ)A†(k) U(−θ) = e−iθ A†(k) , U(θ) = e−i K˜0 θ , (169)
where K˜0 is now given by A
†
(k)A(k) + k1.
Thus, the operators (161) transform according to the group Sp(2,R)/Z2 ∼= SO↑(1, 2). This
reflects the fact that the operators K˜0, K˜+ and K˜− transform according to the adjoint repre-
sentation of Sp(2,R) [61].
The transformation properties of the operators (161) under the subgroups generated by
the operators K˜1 and K˜2 are more complicated than those of Eqs. (140). For the latter we
have, e.g.
e−iτK˜2Q˜eiτK˜2 = eτ/2Q˜ , e−iτK˜2P˜ eiτK˜2 = e−τ/2P˜ , (170)
where K˜2 is given by Eq. (141). The transformation (170) is the usual “squeezing” transfor-
mation of quantum optics [62]. The corresponding transformation properties of the Q˜(k) and
P˜(k) are more complicated (see sec. 4.4 below).
It is evident that by replacing the operators a and a† in Eqs. (141) and (142) by the
operators A(k) and A
†
(k) of Eqs. (154) and (155) one may repeat the whole procedure indicated
above, thereby splitting the subspaces H+ and H− again into two subspaces and so on.
What is important for us at the present state of the discussion is that the quantized version
of the “(q˜, p˜)-model” of the HO carries two different irreducible unitary representations of a
2-fold covering of the symplectic group Sp(2,R).
There is much more to come with the quantized version of the (ϕ, I˜)-model of the HO:
4 Action of the proper orthochronous homogeneous Lorentz
group in 1+2 dimensions on the phase space Sϕ,I˜
4.1 The basic canonical “observables” on Sϕ,I˜
If we insert the relations
q˜ =
√
2I˜ cosϕ , p˜ = −
√
2I˜ sinϕ , (171)
into the expressions (114) – (116) we get another set of functions hˇj(ϕ, I˜) , j = 0, 1, 2, which
again obey the Lie algebra sp(2,R) = so(1, 2) with respect to the Poisson brackets (11):
hˇ0(ϕ, I˜) =
1
2
I˜ , (172)
hˇ1(ϕ, I˜) = −1
2
I˜ cos(2ϕ) , (173)
hˇ2(ϕ, I˜) =
1
2
I˜ sin(2ϕ) , (174)
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with
{hˇ0, hˇ1}ϕ,I˜ = −hˇ2 , {hˇ0, hˇ2}ϕ,I˜ = hˇ1 , {hˇ1, hˇ2}ϕ,I˜ = hˇ0 . (175)
This is not yet quite the form (9) we would like to have. But implementing the scaling (54)
with β = 2 yields the functions (9), except for the signs of h1 and h2 which may be reversed
without affecting their properties and the Lie algebra structure (10).
Thus, we obtain on the phase space
Sϕ,I˜ = {σ = (ϕ, I˜);ϕ ∈ R mod 2π, I˜ > 0} (176)
the basic dimensionless functions
h˜0(ϕ, I˜) = I˜ > 0 , h˜1(ϕ, I˜) = I˜ cosϕ , h˜2(ϕ, I˜) = −I˜ sinϕ , (177)
which obey the Lie algebra
{h˜0, h˜1}ϕ,I˜ = −h˜2 , {h˜0, h˜2}ϕ,I˜ = h˜1 , {h˜1, h˜2}ϕ,I˜ = h˜0 . (178)
The two obvious main reasons to pass from the functions (172) – (174) to the functions (177)
are the following ones:
First, one would like h˜0 to be equal to the Hamiltonian H˜ = I˜ and, secondly, the basic
periodic functions on S1 are cosϕ and sinϕ from which all the higher ones, cosnϕ, sin nϕ, n =
2, 3, . . . , can be constructed. The functions cos 2ϕ and sin 2ϕ cannot serve that purpose! For
related discussions of this point see Ref. [63].
A given triple (h˜0, h˜1, h˜2) with the property
h˜20 − h˜21 − h˜22 = 0 , h˜0 > 0 , (179)
determines a point σ ∈ Sϕ,I˜ uniquely. Eq. (179) shows that the phase space Sϕ,I˜ is diffeomor-
phic to a (light) cone with the tip deleted, i.e. it is topologically equivalent to S1×R+. Thus,
Sϕ,I˜ has the same topological structure as Sq˜,p˜; 0 from above! It is, therefore, not surprising
that the canonical group Sp(2,R) is intimately related to the coresponding one of Sϕ,I˜ , namely
the “proper orthochronous homogeneous Lorentz” group SO↑(1, 2) ∼= Sp(2,R)/Z2 which has
the symplectic group Sp(2,R) as a double covering. SO↑(1, 2) is that connected subgroup of
the four “pieces” of the group O(1, 2) which contains the unit element and is time-direction
preserving [64]. More on this in subsec. 4.5 below.
The transformations of SO↑(1, 2) on Sϕ,I˜ are conveniently implemented by passing to the
group G0 ≡ SU(1, 1) which is isomorphic to the group Sp(2,R): The elements g0 ∈ G0 are
given by
g0 =
(
α β
β∗ α∗
)
, det g0 = |α|2 − |β|2 = 1 . (180)
They act on a 2-dimensional complex vector space C2 as
g0 ·
(
z1
z2
)
=
(
z′1
z′2
)
, with |z′1|2 − |z′2|2 = |z1|2 − |z2|2 . (181)
The isomorphism between the two groups G0 and G1 can be realized by the unitary matrix
C0 =
1√
2
(
1 −i
−i 1
)
, detC0 = 1 , C
−1
0 =
1√
2
(
1 i
i 1
)
= C†0 , (182)
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which yields
C0 · g1 · C−10 = g0 . (183)
The hermitian matrices
σ =
(
h˜0 = I˜ h˜1 + i h˜2 = I˜e
−iϕ
h˜1 − i h˜2 = I˜eiϕ h˜0 = I˜
)
, detσ = h˜20 − h˜21 − h˜22 = 0 , (184)
are in 1-1 correspondence to the points σ ∈ Sϕ,I˜ . The transformations σ → σ′ under SO↑(1, 2)
are implemented by
σ → σ′ = g0 · σ · g†0 , det σ′ = det σ , (185)
where g†0 denotes the hermitian conjugate of the matrix g0.
The last equality in Eq. (185) follows from the property detg0 = detg
†
0 = 1. Because
detσ = h˜20 − h˜21 − h˜22 , the transformations (185) are indeed Lorentz transformations!
One sees immediately that g0 and −g0 lead to the same transformations of the 3-vectors
(h˜0, h˜1, h˜2) and therefore of I˜ and ϕ. Thus, the group SU(1, 1) acts on the space Sϕ,I˜ only
almost effectively with the kernel Z2 representing the center of the twofold covering groups
SU(1, 1) or Sp(2,R) of SO↑(1, 2). It is well-known that the latter group acts effectively and
transitively on the forward light cone [65] and thus on Sϕ,I˜ .
Applying a general g0 to the matrix (184) yields the mapping:,
σ = (ϕ, I˜) → σ′ = (ϕ′, I˜ ′) :
eiϕ
′
=
α∗ eiϕ + β∗
α+ eiϕ β
. (186)
I˜ ′ = |α + eiϕ β|2 I˜ , (187)
As
∂ϕ′
∂ϕ
= |α + eiϕβ|−2 , (188)
we have the equality
dϕ′ ∧ dI˜ ′ = dϕ ∧ dI˜ , (189)
that is, the transformations (186) and (187) are symplectic.
It is, however, more instructive to look at the actions of 1-parameter subgroups of SU(1, 1):
The unitary transformation (182) maps the subgroups (102)-(105) of G1 onto the following
subgroups of G0:
R0 : r0 =
(
eiθ/2 0
0 e−iθ/2
)
, θ ∈ (−2π,+2π] , (190)
A0 : a0 =
(
cosh(τ/2) i sinh(τ/2)
−i sinh(τ/2) cosh(τ/2)
)
, τ ∈ R , (191)
B0 : b0 =
(
cosh(s/2) sinh(s/2)
sinh(s/2) cosh(s/2)
)
, s ∈ R , (192)
N0 : n0 =
(
1 + iξ/2 ξ/2
ξ/2 1− iξ/2
)
, ξ ∈ R . (193)
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(I here, too, list four - not independent - subgroups of G0 because we shall need N0 for the
representation of Sϕ,I˜ as a homogeneous space below.) Their actions (185) on the 3-vector
(h˜0, h˜1, h˜2) are given by
R0 : h˜0 → h˜′0 = h˜0 , (194)
h˜1 → h˜′1 = cos θ h˜1 − sin θ h˜2 ,
h˜2 → h˜′2 = sin θ h˜1 + cos θ h˜2 ,
A0 : h˜0 → h˜′0 = cosh τ h˜0 + sinh τ h˜2 , (195)
h˜1 → h˜′1 = h˜1 ,
h˜2 → h˜′2 = sinh τ h˜0 + cosh τ h˜2 ,
B0 : h˜0 → h˜′0 = cosh s h˜0 + sinh s h˜1 , (196)
h˜1 → h˜′1 = sinh s h˜0 + cosh s h˜1 ,
h˜2 → h˜′2 = h˜2 ,
N0 : h˜0 → h˜′0 = (1 + ξ2/2) h˜0 + ξ h˜1 − (ξ2/2) h˜2 , (197)
h˜1 → h˜′1 = ξ h˜0 + h˜1 − ξ h˜2 ,
h˜2 → h˜′2 = (ξ2/2) h˜0 + ξ h˜1 + (1− ξ2/2) h˜2 .
So we have rotations in the h˜1− h˜2 plane and two Lorentz “boosts”, one in the h˜0− h˜2 plane
and the other in the h˜0− h˜1 plane! All transformations leave the form h˜20− h˜21− h˜22 invariant.
For the variables ϕ and I˜ these transformations mean
R0 : I˜
′ = I˜ , (198)
eiϕ
′
= ei(ϕ−θ) ,
A0 : I˜
′ = ρa(τ, ϕ) I˜ , ρa(τ, ϕ) = cosh τ − sinh τ sinϕ , (199)
cosϕ′ = cosϕ/ρa(τ, ϕ) ,
sinϕ′ = (cosh τ sinϕ− sinh τ)/ρa(τ, ϕ) ,
B0 : I˜
′ = ρb(s, ϕ) I˜ , ρb(s, ϕ) = cosh τ + sinh τ cosϕ , (200)
cosϕ′ = (cosh s cosϕ+ sinh s)/ρb(s, ϕ) ,
sinϕ′ = sinϕ/ρb(s, ϕ) ,
N0 : I˜
′ = ρn(ξ, ϕ) I˜ , ρn(ξ, ϕ) = 1 + ξ cosϕ+ ξ
2(1 + sinϕ)/2 , (201)
cosϕ′ = [cosϕ+ ξ(1 + sinϕ)]/ρn(ξ, ϕ) ,
sinϕ′ = [sinϕ− ξ cosϕ− ξ2(1 + sinϕ)/2]/ρn(ξ, ϕ) .
As the center Z2 of SU(1, 1) acts as the identity in the transformations (194) – (201) the
above transformation subgroups are actually those of SO↑(1, 2) = SU(1, 1)/Z2 which we shall
denote by R = R0/Z2, A = A0/Z2 etc. in the following.
Transitivity of the SO↑(1, 2) group action on Sϕ,I˜ can be seen as follows: Any point σ1 =
(ϕ1, I˜1) may be transformed into any other point σ2 = (ϕ2, I˜2): first transform (ϕ1, I˜1) into
(0, I˜1) by r0(θ = ϕ1), then map this point into (ϕ0 = − arctan(sinh τ0 ), I˜2) by a0(τ0; cosh τ0 =
I˜2/I˜1) and finally transform (ϕ0, I˜2) by r0(θ = ϕ0 − ϕ2) into σ2 = (ϕ2, I˜2).
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For infinitesimal values of the parameters θ, τ and s the transformations (198) – (201)
take the form
R : δϕ = −θ, |θ| ≪ 1, δI˜ = 0 , (202)
A : δϕ = −(cosϕ) τ, δI˜ = −I˜ (sinϕ) τ, |τ | ≪ 1 , (203)
B : δϕ = −(sinϕ) s, δI˜ = I˜ (cosϕ) s, |s| ≪ 1 . (204)
According to Eq. (108) they induce on Sϕ,I˜ the vector fields
A˜R = ∂ϕ , (205)
A˜A = cosϕ∂ϕ + I˜ sinϕ∂I˜ , (206)
A˜B = sinϕ∂ϕ − I˜ cosϕ∂I˜ . (207)
It is easy to check that the Lie algebra of these vector fields is isomorphic to the Lie algebra
of SO↑(1, 2), and all its covering groups, of course.
The vector fields (205) – (207) are (global) Hamiltonian ones in the sense of Eq. (113).
The corresponding Hamiltonian functions f(ϕ, I˜) are:
A˜R : fR(ϕ, I˜) = −I˜ , (208)
A˜A : fA(ϕ, I˜) = −I˜ cosϕ , (209)
A˜B : fB(ϕ, I˜) = −I˜ sinϕ . (210)
The Hamiltonian functions fR, fA and fB obey the Lie algebra so(1, 2) with respect to the
Poisson brackets (11):
{fR, fA} = −fB , {fR, fB} = fA , {fA, fB} = fR . (211)
Reversing the minus signs on the right-hand side of Eqs. (208) and (209) we finally arrive
again at our three basic classical observables introduced before:
h˜0(ϕ, I˜) ≡ −fR = I˜ , h˜1(ϕ, I˜) ≡ −fA = I˜ cosϕ , h˜2(ϕ, I˜) ≡ fB = −I˜ sinϕ . (212)
Thus, the canonical group SO↑(1, 2) of the symplectic space Sϕ,I˜ determines the basic “ob-
servables” (177) of that classical space.
4.2 Sϕ,I˜ as a homogeneous space
The transformation formulae (201) show that the subgroup N0 leaves the half-line ϕ =
−π/2, I˜ > 0, pointwise invariant, that is, N0 is the stability group of those points. This
implies that the symplectic space Sϕ,I˜ is diffeomorphic to the coset space SO↑(1, 2)/N0 :
Sϕ,I˜ ∼= SO↑(1, 2)/N0 . (213)
Notice that the subgroups N0 and A0 do not contain the second center element −e of SU(1, 1).
The center Z2 is a subgroup of R0.
In the language of the h˜j the transformations (197) leave the points (I˜ , h˜1 = 0, h˜2 = I˜)
invariant.
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4.3 On the relationship between the phase spaces Sq˜,p˜; 0 and Sϕ,I˜
The two phase spaces Sq˜,p˜; 0 and Sϕ,I˜ have the same topological structure S1 × R+, but their
correspondence is nevertheless not one-to-one. The term “topological” is somewhat imprecise
here: the positive real numbers R+ can be mapped in a one-to-one fashion onto the full real
line R by I˜ = ea, a = ln I˜ , I˜ ∈ R+, a ∈ R, . This mapping is, however, not symplectic because
dϕ ∧ dI˜ = eadϕ ∧ da . But as we are interested in preserving the symplectic structures, we
consider only (usually local) “symplectomorphisms” [44].
In order to see the essential difference between the spaces Sq˜,p˜; 0 and Sϕ,I˜ let us look at the
orbits of the transformation group R1 (cf. Eq. (102)) on the former (cf. Eq. (98)) and those
of R0 (cf. Eq. (190)) on the latter (cf. Eqs. (194)):
If we start with θ = 0 and increase θ to π then - according to Eq. (102) - the positive q˜-axis
is rotated by 90◦ onto the positive p˜-axis and the latter is rotated onto the negative p˜-axis.
On the other hand - according to Eq. (194) - the h˜1- and h˜2-axis are both rotated by 180
◦,
i.e. they change sign. For θ = 2π the transformation (194) becomes the identity, whereas
now the transformation (102) changes the sign of x = (q˜, p˜)T (“T” here means “transpose”):
x→ −x. Finally, for θ = 4π both groups act as the identity.
All this is, of course, a consequence of the fact that the effective transformation group
on Sq˜,p˜; 0 is Sp(2,R) , whereas the corresponding transformation group on Sϕ,I˜ is SO↑(1, 2) =
Sp(2,R)/Z2! The situation is completely similar to the well-known transformations of the
group SU(2) on a 2-dimensional (complex spinor) vector space which induces a corresponding
transformation of the group SO(3) = SU(2)/Z2 on a 3-dimensional vector space. Here, too, a
given element of SO(3) corresponds to two elements ±u ∈ SU(2) ! In our case the x ∈ Sq˜,p˜; 0
are the “spinors” and the σ ∈ Sϕ,I˜ are the “vectors”.
The remarks show in which way the two spaces Sq˜,p˜; 0 and Sϕ,I˜ differ globally despite the
local equality dϕ ∧ dI˜ = dq˜ ∧ dp˜ which is obviously invariant under the center Z2 (it sends x
to −x and σ to σ).
One may characterize the situation also in the following way [66]: If we identify the points
x and −x on Sq˜,p˜; 0 then the group Sp(2,R) acts on this quotient space in the same way as
the group SO↑(1, 2) on Sϕ,I˜ and we have the correspondence
Sϕ,I˜ ∼= Sq˜,p˜;0/Z2 , (214)
which follows also from comparing the homogeneous spaces (136) and (213).
A quotient space like (214) is called an “orbifold”. An orbifold may be generated from a
manifold M by identifying points which are connected by a finite discontinuous group Dn of n
elements so that the orbifold is given by the quotient space M/Dn. An orbifold generally has
additional singularities as compared to the manifold from which it is constructed, as we shall
see now:
In our case the orbifold Sq˜,p˜; 0/Z2 is a cone: Take the lower half of the (q˜, p˜)-plane and
rotate it around the q˜-axis till it coincides with the upper half of the plane such that the
negative p˜-axis lies on the positive one. Then rotate the left half of the upper half plane
around the positive p˜-axis till the negative q˜-axis coincides with the positive one. Finally glue
the two q˜-half-axis together. The resulting space is a cone with its “tip” (vertex) at x = 0.
The tip constitutes a singularity to be deleted. It is a fixed point of the action of Z2. We thus
arrive at the cone structure of the symplectic space (214) by a different route.
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4.4 Relationships between the coordinates q˜, p˜ and h˜0, h˜1, h˜2
Further below we shall encounter several important relations between the quantum operator
versions Q˜, P˜ , K˜0, K˜1 and K˜2 of the corresponding classical basic quantities q˜, p˜, h˜0, h˜1 and
h˜2. So it is useful to list a number of relations between the latter:
q˜(ϕ, I˜) =
√
2I˜ cosϕ =
√
2
h˜0
h˜1 ; h˜0 = I˜ , h˜1 = I˜ cosϕ , (215)
p˜(ϕ, I˜) = −
√
2I˜ sinϕ =
√
2
h˜0
h˜2 ; h˜2 = −I˜ sinϕ , (216)
α =
1√
2
(q˜ + ip˜) =
√
I˜ e−iϕ = h˜+/
√
h˜0 , (217)
h˜+ = h˜1 + ih˜2 = I˜ e
−iϕ , h˜− = h˜1 − ih˜2 = I˜ eiϕ . (218)
Also of interest are a number of Poisson brackets:
{h˜0, q˜}ϕ,I˜ = −p˜ , (219)
{h˜0, p˜}ϕ,I˜ = q˜ , (220)
{h˜0, α}ϕ,I˜ = i α . (221)
These are just the canonical eqs. of motion for the HO.
More complicated are the following Poisson brackets
{h˜1, q˜}ϕ,I˜ = −
1
2
sinϕ q˜ − cosϕ p˜ , (222)
{h˜1, p˜}ϕ,I˜ = −
1
2
sinϕ p˜+ cosϕ q˜ , (223)
{h˜2, q˜}ϕ,I˜ = −
1
2
cosϕ q˜ + sinϕ p˜ , (224)
{h˜2, p˜}ϕ,I˜ = −
1
2
cosϕ p˜− sinϕ q˜ , (225)
(226)
where the right-hand sides may be expressed in different ways by using the quantities defined
in Eqs. (215) – (218). Examples are
{h˜+, α}ϕ,I˜ =
1√
I˜
(−1
2
α∗ + iα)α = −1
2
√
I˜ +
i
I˜3/2
(h˜+)
2 , (227)
{h˜−, α}ϕ,I˜ =
1√
I˜
(−1
2
α + iα∗)α =
i
2
√
I˜ − 1
2I˜3/2
(h˜−)
2 . (228)
The brackets {h˜+, α∗}ϕ,I˜ and {h˜−, α∗}ϕ,I˜ follow from complex conjugation of the relations
(228) and (227).
4.5 Space reflections and time reversal
The space reflections (128) may be implemented on Sϕ,I˜ by
Π : ϕ→ ϕ± π , I˜ → I˜ . (229)
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The reflection Π leaves the symplectic form dϕ ∧ dI˜ invariant (locally) and implies
Π : h˜0 → h˜0 , h˜1 → −h˜1 , h˜2 → −h˜2 . (230)
The time reversal (129) can be implemented by
T : t˜→ −t˜ , ϕ→ −ϕ , I˜ → I˜ . (231)
In order to make this transformation into a symplectic one, we also have to change the order
of the factors in dϕ ∧ dI˜ as discussed after Eq. (129) above. We now have
T : h˜0 → h˜0 , h˜1 → h˜1 , h˜2 → −h˜2 . (232)
Notice that the space reflection properties (230) of the h˜j are different from those of the hˇj
of Eqs. (172) – (174). The T-reversal properties are the same.
The relationship of the above Π- and T -transformations to the different “pieces” of the
homogeneous Lorentz group O(1, 2) is as follows: It follows from
h˜j → h˜′j =
2∑
k=0
Λ kj h˜k , (h˜
′
0)
2 − (h˜′1)2 − (h˜′2)2 = (h˜0)2 − (h˜1)2 − (h˜2)2 , (233)
that
det(Λ kj ) = ±1 , sgnΛ 00 = ±1 . (234)
The group SO↑(1, 2) which contains the identity transformation is characterized by det(Λ kj ) =
1, sgnΛ 00 = 1 . The above transformations Π and T have both sgnΛ
0
0 = 1 , but det(Λ
k
j ) = 1
and det(Λ kj ) = −1 , respectively.
5 Quantizing the angle - action variables phase space
Sϕ,˜I of the harmonic oscillator
5.1 Lie algebra of the self-adjoint observables K˜j and the structure
of their irreducible representations
The quantum theory of the HO described on the phase space Sq˜,p˜ is a settled affair, due to
the Stone-von Neumann uniqueness theorem for the irreducible unitary representations of the
BDHJW-group [67]!
The situation is different, however, for the quantum theory of the HO described by the
phase space Sϕ,I˜ of its angle and action variables. We have seen that the “canonical” group of
that phase space is the group SO↑(1, 2) which has an infinite number of covering groups, due to
its maximal compact rotation subgroup SO(2). The group SO↑(1, 2) - and its covering groups -
has 3 classes of irreducible unitary representations [68]: the “principal”, the “supplementary”
or “complementary” series and two “discrete” series. In the principal and supplementary
series the spectra of the generator K˜0 are unbounded from below and above. One of the
discrete series has a strictly positive spectrum of K˜0 and the other a strictly negative one.
In our case K˜0 corresponds to the positive action variable I˜ and, therefore, ought to be
a positive definite operator. This leaves only the positive discrete series of the irreducible
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unitary representations. These may be - formally - constructed as follows:
As the group SO↑(1, 2) is noncompact, its irreducible unitary representations are infinite-
dimensional. Different concrete representation Hilbert spaces will be discussed later in sec.
7.
In an irreducible unitary representation of the group the classical functions h˜0, h˜1, h˜2
with their Lie algebra (10) correspond to self-adjoint operators K˜0, K˜1, K˜2 which obey the
commutation relations
[K˜0, K˜1] = iK˜2 , [K˜0, K˜2] = −iK˜1 , [K˜1, K˜2] = −iK˜0 , (235)
or, with the definitions
K˜+ = K˜1 + iK˜2 , K˜− = K˜1 − iK˜2 , (236)
we have
[K˜0, K˜+] = K˜+ , [K˜0, K˜−] = −K˜− , [K˜+, K˜−] = −2K˜0 . (237)
The relations (235) are invariant under the replacement K˜1 → −K˜1, K˜2 → −K˜2 and K˜1 →
−K˜2, K˜2 → K˜1. The relations (237) are invariant under K˜+ → µK˜+, K˜− → µ∗K˜−, |µ| = 1 ,
and under the transformations K˜+ ↔ K˜−, K˜0 → −K˜0. In irreducible unitary representations
with a scalar product (f1, f2) the operator K˜− is the adjoint operator of K˜+ : (f1, K˜+f2) =
(K˜−f1, f2), and vice versa.
The (Casimir) operator
C = K˜21 + K˜
2
2 − K˜20 (238)
commutes with all three K˜j and therefore is a multiple of the identity operator in an irreducible
representation. It obeys the relations
K˜+K˜− = C+ K˜0(K˜0 − 1) , K˜−K˜+ = C+ K˜0(K˜0 + 1) . (239)
Most unitary representations make use of the fact that K˜0 is the generator of a compact
group and that its eigenfunctions gm are normalizable elements of the associated Hilbert
space H [69].
The relations (237) show that the K± act es creation and annihilation operators and they
imply
K˜0 gm = mgm , m ∈ R , (gm, gm) = 1 , (240)
K˜0 K˜+gm = (m+ 1)K˜+gm , (241)
K˜0 K˜−gm = (m− 1)K˜−gm , (242)
which, combined with (239), lead to
(gm, K˜+K˜−gm) = (K˜−gm, K˜−gm) = c +m(m− 1) ≥ 0 , (243)
(gm, K˜−K˜+gm) = c +m(m+ 1) ≥ 0 , c = (gm,Cgm). (244)
It follows that
(K˜+gm, K˜+gm) = 2m+ (K˜−gm, K˜−gm) ≥ 0. (245)
As we assume that we have an irreducible representation the functions gm are eigenfunctions
of the Casimir operator C :
C gm = c gm . (246)
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The relations (240) – (245) show that the eigenvalues m of K˜0 in principle can be any real
number, where, however, different eigenvalues differ by an integer.
As already said above: For the “principle” and the “complementary” series the spectrum
of K˜0 is unbounded from below and above [68], but as K˜0 corresponds to the classical positive
definite quantity I˜, these unitary representations are of no interest here.
Here the positive discrete series D
(+)
k of irreducible unitary representations are important.
These are characterized by the property that there exists a lowest eigenvalue m = k such that
K˜0 gk = k gk , K˜− gk = 0 . (247)
Now the relations (243) and (245) imply
c = k(1− k) , k > 0 , m = k + n, n = 0, 1, 2, . . . . (248)
That k > 0 follows from Eq. (245) with m = k, K˜−gk = 0 , but (K˜+gk, K˜+gk) > 0 , because
the scalar product is positive definite! Exploiting the relations (240)-(242) yields
K˜0gk,n = (k + n) gk,n , k > 0 , n = 0, 1, . . . , , (gk,n, gk,n) = 1 , (249)
K˜+gk,n = µn [(2k + n)(n + 1)]
1/2 gk,n+1 , |µn| = 1 , (250)
K˜−gk,n =
1
µn−1
[(2k + n− 1)n]1/2 gk,n−1 . (251)
The phases µn guarantee that (f1, K˜+f2) = (K˜−f1, f2). In most cases of interest µn is inde-
pendent of n. Then one can absorb it into the definition of K± and forget about the phases
µn!
Up to now k may be any positive real number. A detailed analysis (see Appendix B)
shows [68] that k = 1, 2, . . . , for the group SO↑(1, 2) itself, k = 1/2, 1, 3/2, . . . , for the
isomorphic groups Sp(2,R) ∼= SL(2,R) ∼= SU(1, 1) and k = 1/4, 1/2, 3/4, 1, . . . , for the
metaplectic group Mp(2,R) we encountered above.
For the universal covering group G˜ ≡ SO↑[∞](1, 2) the “Bargmann index” k may have any
positive value > 0. Further below we shall see that for an m-fold covering SO↑[m](1, 2) the
index k can take the rational values
k =
µ
m
, µ = 1, 2, . . . . (252)
Here the natural number m may be arbitrary large, i.e. the lowest value k = 1/m can be
made arbitrary small > 0 !
As long as I do not specify the concrete Hilbert space used I shall employ Dirac’s bracket
notation and write gk,n = |k, n〉 . It follows from Eq. (250) that
|k, n〉 = 1√
(2k)n n!
(K˜+)
n|k, 0〉 , (253)
(2k)n ≡ 2k (2k + 1) · · · (2k + n− 1) = Γ(2k + n)
Γ(2k)
, (254)
(2k)n=0 = 1 , (1)n = n! , (−2k)n = (−1)n n!
(
2k
n
)
. (255)
The Casimir operator relation
K˜21 + K˜
2
2 = K˜
2
0 + k(1− k) 1 (256)
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modifies the corresponding classical Pythagorean relation
h˜21 + h˜
2
2 = h˜
2
0 , (257)
unless k = 1! So for a HO with k = 1/2 “Pythagoras” is “violated” by quantum effects!
5.2 The operators Q˜ and P˜ as functions of the operators K˜j
The relations (2) , (27) , (215) and (216) as well show the dependence of the canonical coor-
dinates q˜ and p˜ on the canonical coordinates ϕ and I˜. It is important that a corresponding
operator relation expresses the position operator Q˜ and the momentum operator P˜ in terms
of the operators K˜j , j = 0, 1, 2 . That this is indeed possible was already stated in the
introduction. The relationship can be read off the Eqs. (249) – (251) as follows:
If we have annihilation and creation operators a and a† in a (Fock) Hilbert space with a
number state basis |n〉 such that
a |n〉 = √n |n− 1〉 , a† |n〉 = √n + 1 |n+ 1〉 , [a, a†] = 1 , (258)
we can define
Q˜ =
1√
2
(a + a†) , P˜ =
i√
2
(a† − a) , [Q˜, P˜ ] = i1 . (259)
The operators (258) have been used to construct non-linear realizations of the generators
K˜j [27]:
K˜0 = N + k1 , K˜+ = a
†
√
N + 2k1 , K˜− =
√
N + 2k1 a , N = a†a . (260)
However, as I pointed out in Ref. [13], it is much more interesting to invert these relations:
5.2.1 Operator version of the polar coordinates in the plane
Now, as k > 0 and the operator K˜0 is positive definite in any irreducible unitary representation
of the positive discrete series D
(+)
k , the operator
Bk = (K˜0 + k)
−1/2 (261)
is well-defined and self-adjoint. As
Bk|k, n〉 = (2k + n)−1/2 |k, n〉 , (262)
then according to the relations (249) – (251) (with µn = 1) the operators
A(k)(
~˜K) = Bk K˜− , A
†
(k)(
~˜K) = K˜+Bk (263)
have the properties
A(k) |k, n〉 =
√
n |k, n− 1〉 , A†(k) |k, n〉 =
√
n+ 1 |k, n+ 1〉 , (264)
A†(k)A(k)|k, n〉 = n |k, n〉 , [A(k), A†(k)] = 1 . (265)
The actions of the operators (263) are independent of the (Bargmann) index k which charac-
terizes the irreducible representation of the group SO↑(1, 2) or one of its covering groups. So
we may drop their index (k) .
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This k-independence is another manifestation of the Stone-von Neumann uniqueness the-
orem which says that - provided certain regularity conditions are fulfilled - all the irreducible
representations of Q˜ and P˜ with the property (259) are unitarily equivalent, i.e. have the
same matrix element whatever Hilbert space is employed!
Before drawing consequences let me derive the relation
N = A†( ~˜K)A( ~˜K) = K˜0 − k1 (266)
in a different way: If f(K˜0) is a “suitable” function of the operator K˜0, then a repeated
application of the relations (237) yields
K˜− f(K˜0) = f(K˜0 + 1) K˜− , f(K˜0) K˜+ = K˜+ f(K˜0 + 1) , (267)
where “suitable” means that f(K˜0) and f(K˜0 + 1) are both well-defined operators; We then
have
A†A = K˜+(K˜0+k)
−1K˜− = (K˜0+k−1)−1K˜+K˜− = (K˜0+k−1)−1[k(1−k)+K˜0(K˜0−k)] , (268)
where the first of the relations (239) has been used.
As k(1− k) + K˜0(K˜0 − k) = (K˜0 + k − 1)(K˜0 − k) the Eq. (266) follows immediately.
Explicitly written in terms of the operators K˜0, K˜1 and K˜2 we have
Q˜( ~˜K) =
1√
2
(A+ A†) =
1√
2
(K˜1Bk +BkK˜1) +
i√
2
(K˜2Bk − BkK˜2) , (269)
P˜ ( ~˜K) =
i√
2
(A† −A) = i√
2
(K˜1Bk − BkK˜1)− 1√
2
(K˜2Bk +BkK˜2) . (270)
These relations show that - contrary to the classical case (cf. Eqs. (215) and (216)) - the
operators Q˜ and P˜ are not just proportional to K˜1 and K˜2, but contain mixtures of both!
5.2.2 Two kinds of energy spectra for the quantum mechanical HO
We now come to the crucial point of the whole paper:
Obviously the (dimensionless) (q˜, p˜)-Hamiltonian
H˜ [Q˜( ~˜K), P˜ ( ~˜K)] =
1
2
Q˜2 +
1
2
P˜ 2 = A†A+
1
2
(271)
obeys the eigenvalue equation
H˜(Q˜, P˜ ) |k, n〉 = (n+ 1/2) |k, n〉 . (272)
On the other hand we have for the (ϕ, I˜)-Hamiltonian
H˜( ~K) = K˜0 , ~K = ~ (K˜0, K˜1, K˜2) , H( ~K) = ~ω K˜0 , (273)
that
H˜( ~K) |k, n〉 = (n+ k)|k, n〉 , k > 0 . (274)
The last equation shows that the ground state energies of the Hamiltonian (273) in principle
may take any real positive value!
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In sec. 3 we encountered the values k = 1 (for SO↑(1, 2) ), k = 1/2 (for Sp(2,R) ) and
k = 1/4, 3/4 (for the 4-fold covering group Mp(2,R) of SO↑(1, 2) ). One can show (see below
and Appendix B) that for an m-fold covering (m ∈ N) the lowest possible value for k is
k = 1/m. Thus, we can make k > 0 as small as we like by going to higher and higher
coverings.
These surprising new possibilities come, of course, from the non-trivial topological struc-
ture R2 − {(0, 0)} ∼= S1 × R+ of the phase space Sϕ,I˜ , a structure which is being “erased”
when going over to the phase space Sq˜,p˜ with its trivial topology R2 !
Actually, the more general eigenvalues of Eq. (274) are a consequence of the “richer” quantum
theory of symplectic group Sp(2,R) of the plane which constitutes the “canonical” group of
the phase space Sϕ,I˜ .
It is, of course, of crucial importance, to look for this additional structure experimentally
(see subsec. 1.3 of the Introduction)!!
If k 6= 1/2 then the two energy spectra
E(q,p)n = ~ω (n+ 1/2) , E
(ϕ,I)
k,n = ~ω (n + k) , (275)
are different and transitions between different levels should (in principle) be possible if the
E
(ϕ,I)
k,n - levels do appear at all in nature or can be produced in the laboratory! Of special
interest here is the case where 0 < k < 1/2 because then transitions from the (q, p)-ground
state to a lower lying (ϕ, I)-level are in principle possible provided an appropriate dynamical
mechanism is available. An obvious challenge is that for k 6= 1/2 the same states |k, n〉 belong
to different energy eigenvalues of the operators H(Q,P ) and H( ~K)! Notice, however, that
for H˜( ~K) the “observables” K˜0, K˜1 and K˜2 are the primary ones, whereas Q˜ and P˜ are
“derived” or “composite” quantities, at least in the present context!
It may also happen, perhaps, that transitions between levels of the two different spectra
are more or less strongly impeded and that, therefore, certain levels remain “in the dark”!
(See also sec. 8).
5.2.3 Time evolution and the ground states for different covering groups
Let us look at the provoking situation from a slightly different point of view:
The unitary time evolution operator for the (ϕ, I˜)-model of the HO is
U(t˜) = e−i H˜ t˜ , H˜ = K˜0 , t˜ = θ . (276)
This equation shows that the rotation angle θ can be identified with the time variable t˜
which - in principle - represents the universal covering space of the circle S1.
From the commutation relations (235) and the formula (162) we get the (Heisenberg) eqs.
of motion
U(−t˜) K˜1 U(t˜) = cos t˜ K˜1 − sin t˜ K˜2 , (277)
U(−t˜) K˜2 U(t˜) = sin t˜ K˜1 + cos t˜ K˜2 , (278)
U(−t˜) K˜+ U(t˜) = ei t˜ K˜+ , (279)
U(−t˜) K˜− U(t˜) = e−i t˜ K˜− . (280)
As the operator (261) commutes with U(t˜) the creation and annihilation operators A† and
A from Eq. (263) transform as K˜+ and K˜− in Eqs. (279) and (280). This means that the
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position and momentum operators (269) and (270) have the usual time evolution:
U(−t˜) Q˜ U(t˜) = cos t˜ Q˜+ sin t˜ P˜ , (281)
U(−t˜) P˜ U(t˜) = − sin t˜ Q˜+ cos t˜ P˜ . (282)
Here, all the explicit k-dependence has dropped out!
However, because of the relation (266) we have
U(t˜ = 2π) = e−2πik1 . (283)
If k is a positive rational number, k = n/m , n,m ∈ N, then the unitary operator (283)
belongs to the center of a unitary representation of am-fold covering of SO↑(1, 2), the “lowest”
representation of which is given by k = 1/m. Only for k = 1, 2, . . . , the operator (283) is the
identity operator, representing the identity of SO↑(1, 2). If k = n/m then U(t˜ = m 2π) is the
corresponding identity operator.
Here we see, why the values of k in the interval (0, 1] may be generically the most important
ones in the context of the HO (see also the related discussions in Ref. [63]). The center
Zm = {e2π iµ/m , µ = 1, · · · , m} (284)
of the m-fold covering may be generated by the single element
e2π i/m . (285)
For µ = m + 1 we obviously get the same element. Corresponding arguments apply to the
unitary operator (283).
The relation (283) may also be interpreted in the following way: Applying the operator
(276) to the ground state yields
U(t˜) |k, 0〉 = e−i k t˜ |k, 0〉 . (286)
As t˜ = ω t can be used as an angle parametrizing one of the covering groups of the subgroup
SO(2), the interval
T2π, k =
2π
ωk
, ωk ≡ k ω (287)
is the time the system needs in order to “run” through that group. So in a heuristic sense
the index k and the “angle” ω T2π ,k are complementary! The larger the latter the smaller the
former! I repeat: The index k can principally be extremely small as long as it stays positive!
5.2.4 The index k in number states matrix elements
The index k plays a significant role in matrix elements of the operators K˜j, j = 0, 1, 2, with
respect to the number states |k, n〉:
It follows from
K˜1 =
1
2
(K˜+ + K˜−) , K˜2 =
1
2i
(K˜+ − K˜−) , (288)
that
〈k, n|K˜j|k, n〉 = 0 , j = 1, 2, (289)
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and
(∆K˜j)
2
k,n = 〈k, n|K˜2j |k, n〉 − 〈k, n|K˜j|k, n〉2 =
1
2
(n2 + 2nk + k) , j = 1, 2, (290)
so that
(∆K˜1)k,n (∆K˜2)k,n =
1
2
(n2 + 2kn+ k) , (∆K˜1)k,n=0 (∆K˜2)k,n=0 =
k
2
, (291)
Thus, K˜1 and K˜2 have the same standard deviations (“uncertainties”) and the product of
these uncertainties in the ground state is given by k/2, i.e. the smaller k the smaller the
minimal standard deviations!
For the operators Q˜( ~K) and P˜ ( ~K) we have
〈k, n|Q˜|k, n〉 = 0 , 〈k, n|P˜ |k, n〉 = 0 , (292)
and
(∆Q˜)2k,n = 〈k, n|Q˜2|k, n〉 = n+ 1/2 , (∆P˜ )2k,n = 〈k, n|P˜ 2|k, n〉 = n+ 1/2 , (293)
which are the usual k-independent relations, implying
(∆Q˜)k,n (∆P˜ )k,n = n + 1/2 . (294)
5.2.5 Space reflection and time reversal
From Eqs. (277) and Eqs. (278), or Eqs. (281) and (282) we can infer the space reflection
operator
Π : Π Q˜Π† = −Q˜ , Π P˜ Π† = −P˜ , Π = U(t˜ = −π) = eiπ (N+k) . (295)
Now
Π2 = e2πik , Π |k, n〉 = (−1)n eiπk |k, n〉 , (296)
which shows the k-dependence of the phases associated with the so defined operator Π.
The antiunitary time reversal transformation T (cf. Eq. (232)) may be implemented by
the substitutions
T : K˜0 → K˜0 , K˜1 → K˜1 , K˜2 → −K˜2 , i→ −i , (297)
which imply
T : K± → K± (298)
and leave the commutation relations (235) and (237) invariant. The transformations (297)
imply the correct ones for the operators (269) and (270).
Contrary to what happens in the case of the canonical pair angle and orbital angular mo-
mentum where reflection and time reversal invariance are generally in conflict with fractional
orbital angular momenta [25] this is not so for fractional ground state energies ∝ k of the HO!
Like in the case of the corresponding Poisson brackets (227) and (228) the commutators
[K±, A] etc. are rather complicated and will not be listed here. One can nevertheless define
the following “squeezing” operator [70] “by hand”:
S = e−iV γ , V =
i
2
(A2 − (A†)2) , γ ∈ R , (299)
which has the property
S Q˜ S† = eγ Q˜ , S P˜ S† = e−γ P˜ , (300)
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5.3 Restoring the physical dimensions
Up to now I have used dimensionless quantities, classical and quantum ones, as introduced
in subsec. 2.1. Here I briefly summarize the main physical quantities with their dimensions
restored. For the classical quantities the procedure is obvious from subsec. 2.1. So I confine
myself to the operators and their eigenvalues:
The primary operators with the dimension of an action are
Kj = ~ K˜j , j = 0, 1, 2 , K± = ~ K˜± ; (301)
they have the commutation relations (cf. Eqs. (235) and (237))
[K0, K1] = i ~K2 , [K0, K2] = −i ~K1 , [K1, K2] = −i ~K0 , (302)
and
[K0, K+] = ~K+ , [K0, K−] = −~K− , [K+, K−] = −2~K0 . (303)
We have, e.g.
K0|k, n〉 = ~ (n+ k) |k, n〉 . (304)
The Hamilton operator is given by
H( ~K) = ωK0 , H|k, n〉 = ~ω (n+ k) |k, n〉 . (305)
The number operator remains dimensionless:
N = K˜0 − k1 . (306)
The conventional annihilation and creation operators (263) should also remain dimensionless:
A( ~˜K) = Bk K˜− , A
†( ~˜K) = K˜+Bk , Bk = (K˜0 + k)
−1/2 = (N + 2k)−1/2 , (307)
so that
[A, A†] = 1 . (308)
The physical position and momentum operators are then given by (cf. Eqs. (38) and (39))
Q =
λ0√
2
(A† + A) , P =
i ~√
2 λ0
(A† −A) , [Q, P ] = i ~ , λ0 =
√
~
mω
. (309)
6 Three types of coherent states
6.1 Definition and physical interpretation
It is well-known [71] that one can associate three different types of coherent states (CS) with
the Lie algebra of the K˜j, j = 0, 1, 2, in a representation D
(+)
k : Barut-Girardello, Perelomov
and the conventional Schro¨dinger-Glauber coherent states. The three kinds of CS may be
defined by the relations
K˜−|k, z〉 = z |k, z〉 , z = |z| e−iφ ∈ C , (310)
Ek,−|k, λ〉 = λ |k, λ〉 , λ = |λ| e−i θ ∈ D , (311)
Ek,− = (K˜0 + k)
−1K˜− , D = {λ ∈ C , |λ| < 1} , (312)
A|k, α〉 = α |k, α〉 , A = Bk K˜− , α = |α| e−i β ∈ C . (313)
42
The minus-sign for the phases of the complex numbers is mere convenience2.
Expanding with respect to a number basis |k, n〉 yields [71]
|k, z〉 = 1√
gk(|z|2)
∞∑
n=0
zn√
(2k)n n!
|k, n〉 , (314)
gk(|z|2) =
∞∑
n=0
|z|2n
(2k)n n!
= Γ(2k)|z|1−2k I2k−1(2|z|) ; (315)
|k, λ〉 = (1− |λ|2)k
∞∑
n=0
(
(2k)n
n!
)1/2
λn |k, n〉 , |λ| < 1 ; (316)
|k, α〉 = e−|α|2/2
∞∑
n=0
αn√
n!
|k, n〉 . (317)
The function Iν(x) in Eq. (315) is the usual modified Bessel function of the first kind:
Iν(x) =
(x
2
)ν ∞∑
n=0
1
n! Γ(ν + n + 1)
(x
2
)2n
. (318)
The series (314) - (317) are formal ones the convergence properties of which can be specified
once the number states and their Hilbert space are given explicitly.
The physical interpretation of the complex numbers z ,λ and α can be deduced from the
following expectation values:
6.1.1 Barut-Girardello coherent states
〈K˜0〉k,z ≡ 〈k, z|K˜0|k, z〉 = k + |z| ρk(|z|) , (319)
ρk(|z|) = I2k(2|z|)
I2k−1(2|z|) < 1 , k ≥ 1/4 , (320)
(∆K˜0)
2
k,z = |z|2 [1− ρ2k(|z|)] + (1− 2k) |z| ρk(|z|) , (321)
〈N〉k,z ≡ n¯k,z = |z| ρk(|z|) , N = K˜0 − k1 , (322)
〈N2〉k,z = |z|2 + (1− 2k)|z| ρk(|z|) , (323)
〈K˜1〉k,z = 1
2
(z∗ + z) = ℜ(z) = |z| cosφ , (324)
〈K˜2〉k,z = 1
2i
(z∗ − z) = −ℑ(z) = |z| sinφ , (325)
(∆K˜1)
2
k,z = (∆K˜2)
2
k,z =
1
2
〈K˜0〉k,z , (326)
tanφ = 〈K˜2〉k,z/〈K˜1〉k,z ; (327)
The behaviour of the ratio ρk from Eq. (320) for all k > 0 is discussed in Appendix C.
2Ref. [13] has the opposite sign convention.
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6.1.2 Perelomov coherent states
〈K˜0〉k,λ ≡ 〈k, λ|K˜0|k, λ〉 = k 1 + |λ|
2
1− |λ|2 = k cosh |w| , (328)
w = |w| e−iθ ∈ C , λ = tanh(|w|/2) e−iθ , |w| = ln
(
1 + |λ|
1− |λ|
)
, (329)
〈N〉k,λ ≡ n¯k,λ = k (cosh |w| − 1) , (330)
⇒ |λ|2 = n¯k,λ
n¯k,λ + 2k
, k sinh |w| =
√
n¯k,λ (n¯k,λ + 2k) , (331)
(∆K˜0)
2
k,λ =
k
2
sinh2 |w| = 1
2k
n¯k,λ (n¯k,λ + 2k) , (332)
〈K˜1〉k,λ = 2 k |λ|
1− |λ|2 cos θ = k sinh |w| cos θ , (333)
(∆K˜1)
2
k,λ =
k
2
1 + 2 cos 2θ |λ|2 + |λ|4
(1− |λ|2)2 , (334)
〈K˜2〉k,λ = 2 k |λ|
1− |λ|2 sin θ = k sinh |w| sin θ , (335)
(∆K˜2)
2
k,λ =
k
2
1− 2 cos 2θ |λ|2 + |λ|4
(1− |λ|2)2 , (336)
〈K˜0〉2k,λ = 〈K˜1〉2k,λ + 〈K˜2〉2k,λ + k2 ; (337)
tan θ = 〈K˜2〉k,λ/〈K˜1〉k,λ . (338)
6.1.3 Schro¨dinger-Glauber coherent states
〈Q˜〉k,α =
√
2ℜ(α) = q˜ =
√
2|α| cosβ , (339)
〈P˜ 〉k,α =
√
2ℑ(α) = p˜ = −
√
2|α| sinβ , (340)
〈H˜(Q˜, P˜ )〉k,α = |α|2 + 1/2 , (341)
〈K˜0〉k,α = 〈N〉k,α + k = |α|2 + k , N = K˜0 − k1 (342)
〈K˜1〉k,α = |α| cosβ 〈k, α|
√
N + 2k|k, α〉 , (343)
〈K˜2〉k,α = |α| sin β 〈k, α|
√
N + 2k|k, α〉 , (344)
〈k, α|
√
N + 2k|k, α〉 = e−|α|2
∞∑
n=0
√
2k + n
|α|2n
n!
≡ hk1(|α|) , (345)
tanβ = 〈K˜2〉k,α/〈K˜1〉k,α . (346)
6.1.4 Physical interpretation of the complex variables
Barut-Girardello states
Eqs. (324) and (325) show that we can interpret ℜ(z) as the classical variable h˜1 and ℑ(z)
as h˜2, i.e. we have
z = h˜1 + i h˜2 = h˜+ = |z| e−iφ , |z| = I˜ > 0 , φ = ϕ . (347)
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Deviations from the classical value |z| etc. in the relations (319) and (321) – (323) are
controlled by the ratio ρk. It has the limiting values [71]
ρk(|z|)→ |z|
2 k
(
1− |z|
2
2 k (2k + 1)
)
for |z| → 0 , (348)
and for very large |z|, the correspondence limit , we get
ρk(|z|) ≍ 1− 4k − 1
4|z| +
16 (k2 − k) + 3
32|z|2 +O(|z|
−3) , (349)
ρ2k(|z|) ≍ 1−
4k − 1
2|z| +
8 k2 − 6 k + 1
4 |z|2 +O(|z|
−3) for |z| → ∞ . (350)
The last two relations imply that for large |z|
〈K0〉k,z ≍ |z|+ 1
4
+O(|z|−1) , (351)
(∆K0)
2
k,z ≍
1
2
|z|+O(|z|−1) , (352)
n¯k,z ≍ |z|+ 1
4
− k +O(|z|−1) , (353)
(∆N)2k,z ≍
1
2
|z|+O(|z|−1) ≍ 1
2
n¯k,z , (354)
Perelomov states
Here the situation is different from the previous one: The expectation values (333) and
(335) are proportional to the index k, a completely non-classical quantity. This suggests to
divide out the factor k and make the “classical” interpretations
h˜1 = I˜ cos θ , h˜2 = −I˜ sin θ , I˜ = sinh |w| , |w| > 0 , θ = ϕ . (355)
It means that
|w| = ln
(
I˜ +
√
I˜2 + 1
)
, |λ| = tanh(|w|/2) = I˜
1 +
√
I˜2 + 1
, (356)
so that
λ =
h˜1 + i h˜2
1 +
√
I˜2 + 1
. (357)
It follows that the expectation value (328) of K˜0 approaches the value k I˜ in the classical limit
for which |w| → ∞ or |λ| → 1− .
It is remarkable that the above expectation values with respect to the states |k, λ〉 are
all proportional to k, i.e. they have a sensitive k-dependence. This may be of interest for
experimental tests.
Schro¨dinger-Glauber states
The first three of the expectation values (339) - (344) are well-known. They show that
|α|2 = I˜ , β = ϕ. (358)
The others have been discussed in subsec. 3.3 of Ref. [13].
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Measuring the phases
The three relations (327), (338) and (346) show that the operators K˜1 and K˜2 can be used
in order to “measure” phases of complex amplitudes.
6.2 Generation from the ground state
The coherent states (314) - (317) may be generated from the ground state |k, 0〉 by unitary
or similar operators. The unitary operators are also useful for the experimental generation of
those states (see subsec. 6.5). Another problem is the appropriate experimental preparation
of the ground state |k, 0〉 on which the unitary operators act.
6.2.1 Schro¨dinger-Glauber states
The coherent states (317) can be generated from the groundstate |k, 0〉 by the unitary operator
USG = e
αA†−α∗ A = e−|α|
2/2 eαA
†
e−α
∗ A , USG |k, 0〉 = |k, α〉 , (359)
which is well-known for the case k = 1/2. The operator (359) has the “displacement” (trans-
lation) properties
U †SGAUSG = A + α , U
†
SGA
† USG = A
† + α∗ , (360)
so that
U †SGA
†AUSG = A
†A+ αA† + α∗A + |α|2 , (361)
with
〈k, 0|U †SGA†AUSG|k, 0〉 = |α|2 . (362)
If α becomes time-dependent, the transformed number operator (361) corresponds to a driven
harmonic oscillator, i.e. an oscillator coupled to an external source [72]. Such external sources
are actually used in order to generate these coherent states experimentally [73]. In textbooks
and articles laser light is frequently mentioned as being in a coherent state. The characteristic
Poisson distribution of the associated photons is, however, only reached for lasers well above
threshhold [74].
6.2.2 Perelomov states
The states (316) can be generated from |k, 0〉 by the unitary operator [75]
UP = e
(w/2)K˜+−(w∗/2)K˜− = eλ K˜+ eln(1−|λ|
2)K˜0 e−λ
∗ K˜− , UP |k, 0〉 = |k, λ〉 , (363)
where the complex number w is the same as in Eq. (329).
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Instead of the displacements (360) we here have the Lorentz transformations [76]
U †P K˜0 UP = cosh |w| K˜0 + (364)
+
1
2
sinh |w|(e−i θ K˜+ + ei θ K˜−) ,
U †P K˜+ UP =
1
2
(cosh |w|+ 1) K˜+ + (365)
+
1
2
e2 i θ(cosh |w| − 1) K˜− + ei θ sinh |w| K˜0 ,
U †P K˜− UP =
1
2
(cosh |w|+ 1) K˜− + (366)
+
1
2
e−2 i θ(cosh |w| − 1) K˜+ + e−i θ sinh |w| K˜0 ,
The relation corresponding to Eq. (362) here is
〈k, 0|U †PK˜0UP |k, 0〉 = k cosh |w| . (367)
In terms of the vectors
~K⊥ = (K˜1, K˜2) , ~n = (cos θ, sin θ) , (368)
these relations may be written as
U †P K˜0 UP = cosh |w| K˜0 + sinh |w| (~n · ~K⊥) , (369)
U †P
~K⊥ UP = ~K⊥ + (cosh |w| − 1)(~n · ~K⊥)~n+ sinh |w|~n K˜0 . (370)
The operator (363) now generates interaction terms for the original K˜0 which are propor-
tional to K˜+ and K˜− , or to K˜1 and (or) K˜2 . (Their classical counterparts for θ = 0 and
θ = π/2 were briefly discussed in subsec. 2.3.) The use of the induced interaction term in Eq.
(369) in theoretical descriptions of experiments will be discussed in subsec. 6.5 .
6.2.3 Barut-Girardello states
Here the situation appears to be more complicated, because no corresponding unitary operator
has been derived by now. The present situation is as follows [77]:
Because of the relation (284) we can write
∞∑
n=0
zn√
(2k)n n!
|k, n〉 =
∞∑
n=0
zn
(2k)n n!
(K˜+)
n|k, 0〉 . (371)
As
1
(2k)n
(K˜+)
n|k, 0〉 = (Ek,+)n|k, 0〉 , Ek,+ = K˜+(K˜0 + k)−1 = (Ek,−)† , (372)
where Ek,− as in Eq. (312), we have
∞∑
n=0
zn√
(2k)n n!
|k, n〉 = Fk(z) |k, 0〉 , Fk(z) = ez Ek,+ . (373)
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The non-unitary operators Fk(z) and F
†
k (z) = exp(z
∗ Ek,−) have the following properties:
〈k, 0|F †k(z)Fk(z)|k, 0〉 = gk(|z|2) > 0 , F †k (z) |k, 0〉 = |k, 0〉 , F †k (z) |k, λ〉 = ez
∗ λ |k, λ〉 , (374)
where gk(|z|2) is defined in Eq. (315) and |k, λ〉 in Eq. (311).
Thus, we have
Fk(z) |k, 0〉 =
√
gk(|z|2) |k, z〉 , (375)
i.e. Fk(z) generates the unnormalized Barut-Girardello states. It corresponds to the similar
generating parts
eαA
†
, eλ K˜+ (376)
of the unitary operators (359) and (363) for the unnormalized Schro¨dinger-Glauber and
Perelomov states. But, contrary to A† and K˜+ the operators Ek,+ and Ek,− are not ele-
ments of a Lie algebra. They have - among others more complicated ones - the commutators
[Ek,−, Ek,+] =
2k − 1
(K˜0 + k)(K˜0 + k − 1)
, [K˜−, Ek,+] = 1 , [Ek,−, K˜+] = 1 . (377)
It follows from the completeness relation (396) and the last of the relations (374) that one
has for F †k (z)Fk(z) the “spectral representation”
F †k (z)Fk(z) =
∫
D
dµk(λ) e
z∗ λ+z λ∗ |k, λ〉〈k, λ| . (378)
6.2.4 Transitions between Perelomov and Barut-Girardello coherent states
Notice that, according to Eqs. (314) and (316),
〈k, λ|k, z〉 = (1− |λ|
2)k√
gk(|z|2)
eλ
∗ z ,
pk(λ↔ z) = |〈k, λ|k, z〉|2 = (1− |λ|
2)2k
gk(|z|2) e
2|λ| |z| cos(φ−θ) . (379)
As [71]
g(|z|2) ≍ Γ(2k)
2
√
π
|z|1/2−2k e2|z| [1 +O(1/|z|)] for large |z| , (380)
we get for the transition probability in the (classical) limit of large |z| :
pk(λ↔ z) ≍ 2
√
π
Γ(2k)
√|z| [|z|(1− |λ|2)]2k e−2|z|[1−|λ| cos(φ−θ)] for large |z| . (381)
According to Eqs. (347) and (347) we have
|λ| ≍ 1− k|z| for large |z| . (382)
Inserting this approximation for |λ| into the relation (381) yields in leading order for large |z|
pk(λ↔ z) ≍ 2
√
π (2k)2k
Γ(2k)
√|z| e−2|z|[1−cos(φ−θ)] for |z| → ∞ . (383)
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Expanding cos(φ − θ) around (φ − θ) = 0 gives an approximate Gaussian distribution for
pk(λ↔ z):
pk(λ↔ z) ≍ 2
√
π (2k)2k
Γ(2k)
√|z| e−|z|(φ−θ)2 for |z| → ∞ . (384)
This shows that for a given large |z| the transition probability is maximal for φ = θ.
On the other hand, it follows from
lim
k→0+
(2k)2k = 1 , Γ(2k)→ 1
2k
for k → 0+ , (385)
that pk becomes very small for very small k.
Properties of the matrix elements 〈k, α|k, z〉 and 〈k, α|k, λ〉 are discussed in chap. 3 of
Ref. [13]. In the special case k = 1/2 they are described in subsec. 7.1 below.
6.3 Time evolution
It follows from
U(t˜)|k, n〉 = e−i(n+k) t˜ |k, n〉 , U(t˜) = e−i K˜0 t˜ , (386)
that
U(t˜)|k, z〉 = e−i k t˜|k, z(t˜)〉 , z(t˜) = z e−i t˜ , (387)
U(t˜)|k, λ〉 = e−i k t˜|k, λ(t˜)〉 , λ(t˜) = λ e−i t˜ , (388)
U(t˜)|k, α〉 = e−i k t˜|k, α(t˜)〉 , α(t˜) = α e−i t˜ . (389)
These equations show that the time evolution does not change the form of the coherent states.
It essentially shifts only the phases of the complex numbers z, λ and α linearly in time:
φ→ φ+ t˜ , θ → θ + t˜ , β → β + t˜ . (390)
6.4 Some general properties
I finally list some general properties of the above coherent states which are very useful for
applications:
6.4.1 Scalar products
Using the orthonormality of the number states |k, n〉 two different states within one of the
types listed in Eqs. (314) – (317) have the scalar product
〈k, z2|k, z1〉 =
∞∑
n=0
〈k, z2|k, n〉〈k, n|k, z1〉 = gk(z
∗
2 z1)√
gk(|z2|2) gk(|z1|2)
; (391)
〈k, λ2|k, λ1〉 = (1− |λ1|2)k (1− |λ2|2)k (1− λ∗2 λ1)−2 k ; (392)
〈α2|α1〉 = e−(|α2|2+|α1|2)/2 eα∗2 α1 . (393)
Different states are not orthogonal, but they are “complete” in the sense that they provide a
resolution of the identity as follows [71]:
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6.4.2 Completeness
∫
C
dµk(z) |k, z〉〈k, z| = 1 , (394)
dµk(z) =
2
π Γ(2k)
|z|2kK2k−1(2|z|) gk(|z|2) d|z|dφ , k > 0 ; (395)∫
D
d µk(λ) |k, λ〉〈k, λ| = 1 , (396)
dµk(λ) =
2k − 1
π
(1− |λ|2)−2|λ| d|λ| dθ , k > 1/2 ; (397)
1
π
∫
C
d2α|α〉〈α| = 1 , (398)
d2α = dℜ(α) dℑ(α) . (399)
The modified Bessel function of the third kind Kν(2|z|) (cf. Ref. [79]) in the measure (395) has
the property K−ν(2|z|) = Kν(2|z|) which makes the measure well-defined for k > 0, because
in the limit |z| → 0 one has
K˜0(2|z|)→ ln(1/|z|) , Kν(2|z|)→ Γ(ν) |z|
−ν
2
+
Γ(−ν) |z|ν
2
for 0 < |ν| < 1 , (400)
and
K˜1(2|z|)→ 1/(2|z|) + |z| ln |z| , Kν(2|z|)→ Γ(|ν|) |z|−|ν| for |ν| > 1 . (401)
The extension of Hilbert spaces with the measure (397) for states |k, λ〉 with 0 < k ≤ 1/2 will
be discussed below.
The relation (398) holds for all k > 0.
6.4.3 Hilbert spaces of holomorphic functions associated with the three types of
coherent states
It is well-known that the three types of coherent states (314) – (317) can be associated with
Hilbert spaces of holomorphic functions [80], the (normalized!) basis elements of which are
given by the coefficients under the sums of the expensions with respect to the states |k, n〉 [71]:
Barut-Girardello holomorphic functions
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(f2, f1)k,z ≡
∫
C
dµˆk(z) f
∗
2 (z)f1(z) , (402)
dµˆk(z) =
2
π Γ(2k)
|z|2kK2k−1(2|z|) d|z|dφ , k > 0 ,
fˆk,n(z) =
zn√
(2k)n n!
, (fˆk,n2, fˆk,n1)k,z = δn2 n1 , (403)
∆k(z
∗
2 , z1) =
∞∑
n=0
fˆ ∗k,n(z2) fˆk,n(z1) = gk(z
∗
2 z1) , (404)∫
C
dµˆk(z2)∆k(z
∗
2 , z1) fˆk,n(z2) = fˆk,n(z1) , (405)∫
C
dµˆk(z2)∆k(z
∗
2 , z1) f(z2) = f(z1) , f(z) =
∞∑
n=0
an z
n , (406)
∫
C
dµˆk(z)∆k(z
∗
2 , z)∆k(z
∗, z1) = ∆k(z
∗
2 , z1) , (407)
(f2, f1)k,z =
∞∑
n=0
(2k)n n! a
∗
n,2 an,1, fj(z) =
∞∑
n=0
an,j z
n , j = 1, 2 . (408)
Because of the properties (405) – (407) the function ∆k(z
∗
2 , z1) is called the “reproducing
kernel” of the Hilbert space. It has a number of properties usually associated with the (more
singular) “delta-function” δ(x2 − x1) for other spaces of functions!
In the Hilbert space (402) a representation of the Lie algebra (237) is given by
K˜0 = z
d
dz
+ k , K˜+ = z , K˜− = 2k
d
dz
+ z
d2
dz2
. (409)
Perelomov holomorphic functions
The corresponding relations for the states |k, λ〉 are
(f2, f1)k,λ ≡
∫
D
dµ˜k(λ) f
∗
2 (λ)f1(λ) , (410)
dµ˜k(λ) =
2k − 1
π
(1− |λ|2)2k−2 |λ|d|λ| dθ ,
(e˜k,n2, e˜k,n1)k,λ = δn2 n1 , e˜k,n(λ) =
√
(2k)n
n!
λn , (411)
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∆k(λ
∗
2, λ1) =
∞∑
n=0
e˜∗k,n(z2) e˜k,n(z1) = (1− λ∗2 λ1)−2k , (412)∫
D
dµ˜k(λ2)∆k(λ
∗
2, λ1) e˜k,n(λ2) = e˜k,n(λ1) , (413)∫
D
dµ˜k(λ2)∆k(λ
∗
2, λ1) f(λ2) = f(λ1) , f(λ) =
∞∑
n=0
bn λ
n , (414)
∫
D
dµ˜k(λ)∆k(λ
∗
2, λ)∆k(λ
∗, λ1) = ∆k(λ
∗
2, λ1) , (415)
(f2, f1)k,λ =
∞∑
n=0
n!
(2k)n
b∗n,2 bn,1 , fj(λ) =
∞∑
n=0
bn,j λ
n , j = 1, 2 . (416)
As [81] ∫ 1
0
d|λ|2 (1− |λ|2)2k−2|λ|2n+1 = Γ(2k − 1)n!
Γ(2k + n)
, (417)
the factor 2k−1 in the measure (410) is multiplied by Γ(2k−1), yielding Γ(2k), which means
that the integral and sums (410) – (415) are well-defined for k > 0. The right-hand side of
Eq. (416) may be used in oder to define the scalar product for all k > 0. The properties (413)
– (415) can be interpreted as the completeness relation for the functions (411) where k > 0.
In the Hilbert space (410) one has the following representation of the Lie algebra (237) by
self-adjoint operators
K˜0 = λ
d
dλ
+ k , K˜+ = 2k λ+ λ
2 d
dλ
, K˜− =
d
dλ
. (418)
Bargmann-Segal holomorphic functions
The Hilbert space of holomorphic functions associated with the Schro¨dinger-Glauber co-
herent states (317) was thoroughly discussed by Bargmann [82]. About the same time such
Hilbert spaces were also introduced by Segal into quantum field theory [83] Such a Hilbert
space has the following essential properties:
(f2, f1)α ≡
∫
C
dµ˜(α) f ∗2 (α)f1(α) , (419)
dµ˜(α) =
d2α
π
e−|α|
2
,
h˜n(α) =
αn√
n!
, (h˜n2 , h˜n1)α = δn2,n1 , (420)
∆(α∗2, α1) =
∞∑
n=0
h˜∗n(α2) h˜n(α1) = e
α∗2 α1 , (421)
∫
C
dµ˜(α2)∆(α
∗
2, α1) h˜n(α2) = h˜n(α1) , (422)∫
C
dµ˜(α2)∆(α
∗
2, α1) f(α2) = f(α1) , f(α) =
∞∑
n=0
cn α
n , (423)
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∫
C
dµ˜(α)∆(α∗2, α)∆(α
∗, α1) = ∆(α
∗
2, α1) , (424)
(f2, f1)α =
∞∑
n=0
n! c∗n,1 cn,2 , fj(α) =
∞∑
n=0
cn,j α
n , j = 1, 2 . (425)
Recall that df ∗(α)/dα = df(α∗)/dα = 0 for a holomorphic function f(α).
The mutual adjoint annihilation and creation operators in the Hilbert space (419) are
[82, 84]
a =
d
dα
, a† = α , [a, a†] = 1 . (426)
Inverting the relations (263) yields the following generators for the Lie algebra (237)
K˜0 = N + k , K˜+ = α
√
N + 2k , K˜− =
√
N + 2k
d
dα
, N = α
d
dα
. (427)
6.4.4 Probabilities for transitions to number states
Barut-Girardello states
From the expansions (314) – (317) one immediately can read off the following transition
probabilities
pk(n↔ z) = |z|
2n
(2k)n n! gk(|z|2) , pk(n = 0↔ z) =
1
gk(|z|2) . (428)
In applications one would like to express |z| in terms of the average number n¯k,z , here given
by Eq. (322). As the ratio ρk(|z|) depends on |z| , too, the inversion |z| = |z|(n¯k,z) is not
immediate. But for large |z| one has in leading order [71]
ρk(|z|)→ 1 , gk(|z|2)→ Γ(2k)
2
√
π
e2|z|
|z|2k−1/2 for |z| → ∞ , (429)
so that asymptotically
pk(n↔ z) ≍ 2
√
π
n! Γ(2k + n)
(n¯k,z)
2(n+k−1/4) e−2 n¯k,z . (430)
As the Barut-Girardello states have not yet been produced in a laboratory the distribution
(430) has not been tested experimentally (to the best of my knowledge)!
Perelomov states
Here we get
pk(n↔ λ) = (1− |λ|2)2k (2k)n
n!
|λ|2n , pk(n = 0↔ λ) = (1− |λ|2)2k . (431)
Using the first of the relations (331) we can also write
pk(n↔ λ) = 2k (2k)n
(n¯k,λ + 2k)n!
(
n¯k,λ
n¯k,λ + 2k
)n
. (432)
As the Perelomov states for k = 1/2 can be produced in the laboratory (see the next subsec.),
the distribution (432) has been verified experimentally by counting photon numbers emanating
from a Perelomov (squeezed) state [85].
53
Schro¨dinger-Glauber states
Here we have the usual Poisson distribution
pk(n↔ α) = |α|
2n
n!
e−|α|
2
, |α|2 = n¯α . (433)
As to its experimental verification see subsec. 6.2.1 above.
6.5 Physical dynamics described by the basic operators K˜0, K˜+ and
K˜−
The conventional annihilation and creation operators a and a† are a convenient and popular
tool in order to build Hamiltonians which describe interactions between elementary exci-
tations, particles and modes, be it scattering, annihilation or creation of them. Completely
similar one can construct physically useful model Hamiltonians from the three basic operators
K˜0, K˜+ and K˜− (or K˜1 and K˜2 ).
Actually there are already quite a number of such models in use, especially in the field of
quantum optics. They usually come in a form in which the K˜j are expressed in terms of one
or several pairs of a and a†. I shall list several typical examples, without any claim of even
partial completeness. I shall merely mention explicitly some quite early and some very recent
original papers, but otherwise refer to the corresponding chapters in textbooks [86] and their
associated References.
An early review on the dynamics of models expressed in terms of the generators K˜j is
Ref. [87]. Early papers using that Lie algebra explicitly for the generation of squeezed states
are Refs. [88]. Usually all those applications are discussed in the language of the group
SU(1, 1). I have stressed in the Introduction and in sec. 3 why the language of the isomorphic
symplectic group Sp(2,R) is more appropriate because of its potential for generalizations to
higher dimensions.
An essential model to start with is the one which we encountered in the context of the
unitary transformation (363) which generates the self-adjoint interaction
(sinh |w|)W (θ, ~K) = (1/2)(sinh |w|)(e−iθ K˜+ + eiθ K˜−) = (sinh |w|)(~n · ~K⊥) (434)
of Eqs. (364) and (369). The angle θ here plays the role of a mixing angle as to the operators
K˜1 and K˜2: For θ = 0 the term (434) is pure K˜1 and for θ = π/2 pure K˜2. (As to properties
of the classical mechanics counterpart of these interactions see subsec. 2.3)
6.5.1 Generation of Perelomov coherent states
As the operator UP from Eq. (363) generates the Perelomov coherent states |k, λ〉 from the
ground state, the interaction (434) can be used to generate such states experimentally!
In applications the operator W from Eq. (434) is generally multiplied by a “classical”
function
G[g(t˜), C(t˜, a)], containing coupling constants g(t˜) (possibly time-dependent) and (possibly)
time-dependent external “classical” fields C(t˜, a) which themselves may depend on additional
parameters a, e.g. second-order or third-order non-linear susceptibilities (χ(2) or χ(3)) [89],
spatial coordinates etc.
The potential
V = G[g(t), C(t, a)]W (θ, ~˜K) (435)
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is then being dealt with in the interaction picture, where V determines the time evolution of
the states and the free Hamiltonian ~ω K˜0 that of the operators.
The interaction Hamiltonian (434) is linear in the operators Kj. Another possibility is to
have interactions which are bilinear in the operators Kj, e.g. proportional to K+K− in the
description of scattering processes (see below). These can be diagonalized with the help of
the Casimir relations (239).
6.5.2 One-mode generated Lie algebra so(1, 2)
Already in section 3.5 we encountered the one-mode representations
K˜0 =
1
4
(2a†a+1) , K˜+ =
1
2
a†
2
, K˜− =
1
2
a2 , K˜1 =
1
4
(a†
2
+a2) , K˜2 =
1
4i
(a†
2−a2) . (436)
Inserted into Eq. (434) the term W describes the creation or annihilation of two identical
modes (photons).
Degenerate parametric down-conversions and amplifications
Such processes occur experimenally in so-called “degenerate parametric down-conversions”
where a classical electromagnetic (“pump”) wave of frequency 2ω generates two identical pho-
tons each with frequency ω in a χ(2) nonlinear medium and amplifying one of the “quadra-
tures” (a+ a†) and i (a†− a) and reducing the other. Thus, in applications one often chooses
θ = π/2 in Eq. (435) in order to generate squeezed light (cf. Eq. (170)).
Squared hermitian amplitudes
The square of the hermitian field mode
E = λ (a e−iω t + a† eiω t) , λ ∈ R , (437)
may be written in terms of the operators (436) as
E2 = 4λ2 [K˜0 + K˜1 cos(2ω t)− K˜2 sin(2ω t)]. (438)
This expression has also been used for the generation of squeezed light [90].
6.5.3 Interactions bilinear in the Kj
Optical Kerr effect
In some materials a light beam has an additional term in its refractive index which is
proportional to the intensity of the light [91], i.e. that extra part of the index is proportional
to the square of the electric field. Phenomenologically this means that the polarization of the
material is proportional to the 3rd power of the electric field, with a nonlinear coefficient χ(3).
A very simple quantum mechanical model for the associated elementary process is given by
the interaction term
g χ(3) a†N a = g χ(3)a†a†a a ∝ χ(3)K˜+K˜− , (439)
where, according to Eqs. (239) and (148), the product K˜+K˜− can be replaced by K˜0(K˜0 −
1)+ (3/16)1 . Thus, the total Hamiltonian can be diagonalized in terms of the number states
|k, n〉 , where k = 1/4 and = 3/4.
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Degenerate four-wave mixing
The simple model interaction Hamiltonian (439) may also be used in order to describe
another optical process in a non-linear medium with 3rd order susceptibility: Two high in-
tensity classical optical light beams of the same frequency ω interact with a weak (quantum)
beam with frequency ω, creating a fourth photon beam, again with the same frequency ω
and special properties of interest, e.g. squeezed light. The process, and the corresponding
“nondegenerate one” mentioned below, is called “four-wave mixing” and played a prominent
role in the first stages of light squeezing [92]. The annihilation and creation of two photons
are represented by the operators a and a†.
6.5.4 Two-mode generated Lie algebra so(1, 2)
A much larger variety of unitary irreducible representations can be generated with two “canon-
ical” annihilation and creation operators [93]:
K˜+ = a
†
1a
†
2 , K˜− = a1a2 , K˜0 =
1
2
(a†1a1 + a
†
2a2 + 1) , (440)
obey the commutation relations (237).
The tensor product Hosc1 ⊗ Hosc2 of the two harmonic oscillator Hilbert spaces contains
all the irreducible unitary representations of the group SU(1, 1) ∼= SL(2,R) = Sp(2,R) (for
which k = 1/2, 1, 3/2, . . .) in the following way:
Let |nj〉j, nj = 0, 1, . . . , j = 1, 2, be the eigenstates of the number operators Nj = a†jaj ,
generated by a†j from the oscillator ground states.
Then each of those two subspaces of Hosc1 ⊗Hosc2 = {|n1〉1⊗|n2〉2} with fixed |n1−n2| 6= 0
contains an irreducible representation with Bargmann index
k = 1/2 + |n1 − n2|/2 = 1, 3/2, 2, . . . , (441)
i.e. the operator N1 −N2 commutes with all 3 operators in Eqs. (440)
The number n in the eigenvalue n + k of K˜0 is given by
n = min{n1, n2} (= 0, 1, 2, . . .) . (442)
For the “diagonal” case n2 = n1 one gets the unitary representation with k = 1/2.
Inserting the operators (440) into the interaction (435) yields other examples of associated
physical processes:
Nondegenerate parametric down conversion and amplification
In analogy to the degenerate case mentioned above here a classical light beam of frequency
2ω generates two photons of now different frequencies ω1 and ω2 with 2ω = ω1 + ω2 in a
nonlinear medium.
Nondegenerate four-wave mixing
Here the frequencies of the two pump beams and those of the photons are no longer equal.
Now the operators K+ and K− in the effective Hamiltonian (439) are replaced by those of
Eq. (440).
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Mach-Zehnder interferometer
The group SU(1.1) ∼= Sp(2,R) has played a prominent role in the quantum optical de-
scriptions of the venerable Mach-Zehnder interferometer [94].
6.5.5 Generation of Barut-Girardello coherent states
Contrary to the Perelomov coherent states the Barut-Girardello coherent states have not yet
produced in the laboratory (to the best of my knowledge!). There exist, however, a number
of proposals how to generate them [95]. One problem is the the lack of a unitary operator
analogously to Eq. (363) as already discussed in subsecs. 6.2.3 and 6.2.4.
6.5.6 Holstein-Primakoff type generators
The one-mode and the 2-mode versions of the generators K˜0, K˜+ and K˜− from above can
only produce representations with k = 1/4, 3/4 and k = 1/2, 1, 3/2, . . .. As we are especially
interested in representations with small k < 1/4 we have to use corresponding representations.
Some of them will be discussed in the next Section. If one wants to construct those with the
help of the usual annihilation and creation operators one can try the nonlinear Holstein-
Primakoff-type operators [27]
K˜0 = N + k , K˜+ = a
†
√
N + 2k K˜− =
√
N + 2k a , N = a†a . (443)
Inserted into the interaction term (434) and (435) one has to find experimental ways in order
to generate a ground state with k 6= 1/2 (see also subsec. 9.1) and to implement the nonlinear
factor
√
N + 2k [96].
6.5.7 Additional proposals for using symplectic groups in quantum optics
There have been a number of papers with proposals to use symplectic groups Sp(2n,R) , n >
1 , in quantum optics which are merely quoted here [97].
7 Examples of explicit Hilbert spaces for the (ϕ, I)-model
of the harmonic oscillator
7.1 The case k = 1/2
As a first step let us discuss the well-known quantum mechanics of the HO in the framework
of concrete irreducible unitary representations of the group Sp(2,R) with Bargmann index
k = 1/2 [98], before passing to the more general case with k 6= 1/2 :
7.1.1 The Hardy space H2+ on the circle as the Hilbert space for the HO
The simplest example is the “Hardy (sub)space” H2+(S
1, dϑ) of the usual Hilbert space
L2(S1, dϑ) on the unit circle S1 with the scalar product
(f2, f1) =
1
2π
∫
S1
dϑ f ∗2 (ϑ)f1(ϑ) , (444)
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and the orthonormal basis
ei nϑ , n ∈ Z . (445)
The associated Hardy space H2+(S
1, dϑ) is spanned by the basis consisting of the elements
with non-negative n, namely
en(ϑ) = e
i n ϑ , n = 0, 1, 2, · · · . (446)
If we have two Fourier series ∈ H2+(S1 , dϑ),
f1(ϑ) =
∞∑
n=0
an e
i n ϑ , f2(ϑ) =
∞∑
n=0
bn e
i nϑ , (447)
they have the scalar product
(f2, f1)+ =
1
2π
∫
S1
dϑ f ∗2 (ϑ)f1(ϑ) =
∞∑
n=0
b∗n an . (448)
The reproducing kernel here has the form
∆(ϕ2, ϕ1) =
∞∑
n=0
en(ϕ2)
∗ en(ϕ1) = (1− ei (ϕ1−ϕ2))−1 , (449)
with the usual property
1
2 π
∫ 2π
0
dϕ2∆(ϕ2, ϕ1) en(ϕ2) = en(ϕ1) . (450)
The kernel has a singularity (pole) for ϕ2 = ϕ1. In calculations one has to replace
exp(i (ϕ1 − ϕ2)) by (1− ǫ) exp(i (ϕ1 − ϕ2)) and then take the limit ǫ→ 0 at the end.
The Sp(2,R) Lie algebra generators for k = 1/2 are
K˜0 =
1
i
∂ϑ +
1
2
, (451)
K˜+ = e
i ϑ (
1
i
∂ϑ + 1) = e
i ϑ(K˜0 +
1
2
) , (452)
K˜− = e
−i ϑ 1
i
∂ϑ = e
−i ϑ(K˜0 − 1
2
) = (
1
i
∂ϑ + 1)e
−i ϑ . (453)
The right-hand side of the scalar product (448) coincides with the right-hand side of the
scalar product (416) for k = 1/2. Actually the functions (446) of the present Hilbert space
H2+(S
1, dϑ) may be considered as limits of those from Eq. (411) with k = 1/2 for |λ| → 1: For
λ = |λ| exp(iϑ) the operators (418) become the operators (451) – (453) in the limit |λ| → 1.
For the operators (451) – (453) the relations (249) – (251) take the form
K˜0 en(ϑ) = (n+
1
2
) en(ϑ) , (454)
K˜+ en(ϑ) = (n+ 1) en+1(ϑ) , (455)
K˜− en(ϑ) = n en−1(ϑ) . (456)
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The (dimensionless) Hamilton operator for the (ϕ, I)-model of the HO now has the ex-
tremely simple explicit form
H˜( ~K) = K˜0 =
1
i
∂ϑ +
1
2
, (457)
and the corresponding simple eigenfunctions (446)!
I would like to stress again (like I did in Refs. [13] and [25]) that the mathematical variable
ϑ used here is not the canonically conjugate “observable” of the operator (457): the angle ϑ is
not a self-adjoint multiplication operator nor is exp(i ϑ) a unitary operator! The self-adjoint
observables “conjugate” to K˜0 are the operators K˜1 and K˜2 !
The composite ladder operators
A = (K˜0 + 1/2)
−1/2K˜− = K˜− (K˜0 − 1/2)−1/2 = e−i ϑ(K˜0 − 1/2)1/2 , (458)
A† = K˜+ (K˜0 + 1/2)
−1/2 = ei ϑ (K˜0 + 1/2)
1/2 , (459)
have the desired properties
Aen(ϑ) =
√
n en−1(ϑ) , A
† en(ϑ) =
√
n+ 1 en+1(ϑ) , (460)
and, therefore, have the usual matrix elements [99]. The same applies, of course, to those of
the composite operators Q˜ and P˜ :
Q˜ =
1√
2
(A† + A) , P˜ =
i√
2
(A† −A) . (461)
Obviously we can reproduce all the quantum physical properties of the HO which - over
decades - have been derived by means of the operators Q˜ and P˜ and the (q˜, p˜)-Hamiltonian
(271).
The (composite) number operator N = A†A is as expected:
N = A†A = K˜+(K˜0+1/2)
−1K˜− = e
i ϑ(K˜0+1/2)(K˜0+1/2)
−1 e−i ϑ (K˜0−1/2) = 1
i
∂ϑ . (462)
Remarks:
• The eigenfunctions (446) are periodic:
en(ϑ+ 2π) = en(ϑ) , (463)
Further below we shall encounter unitarily equivalent quasi-periodic eigenfunctions.
• The ground state of the Hamiltonian (457) is given by the number 1:
en=0(ϑ) = 1 . (464)
• The probability densities pn(ϑ) associated with the “number states” (446) are completely
flat:
pn(ϑ) = 1 , n = 0, 1, · · · . (465)
• The number state relations (289) – (294) for general k do, of course, hold in the present
special case k = 1/2 , too!
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The time-dependent Schro¨dinger equation for a general state ψ(t˜, ϑ) is given by
i ∂t˜ ψ(t˜, ϑ) = K˜0 ψ(t˜, ϑ) , (466)
which means that the eigenfunctions (446) have the time dependence
en(t˜, ϑ) = e
−i E˜n t˜ en(ϑ) = e
−it˜/2 ei n (ϑ−t˜) , E˜n = n+ 1/2 , (467)
and ψ(t˜, ϑ) may be expanded as
ψ(t˜, ϑ) = e−it˜/2
∞∑
n=0
cn e
i n (ϑ−t˜) , cn = (en, ψ(t˜ = 0))+ (468)
The last two equations show again that the angle ϑ plays the role of a time variable (up to
a sign) and that the circle S1 parametrized by ϑ ∈ R mod 2π becomes “unwrapped” onto the
time-axis, finitely or infinitely many times, thus realizing an m-fold or a universal covering of
the circle or of the group U(1)!
Introducing the usual quantities with physical dimensions, we get from Eqs. (40) – (43)
H = ~ωK˜0 , Hen(ϑ) = En en(ϑ) , (469)
En = ~ω E˜n = ~ω (n+ 1/2) , (470)
i~ ∂t ψ(t, ϑ) = H ψ(t, ϑ) , (471)
en(t, ϑ) = e
−i(En/~) t ei nϑ = e−i ω t/2 ei n (ϑ−ω t) . (472)
7.1.2 Space reflections and time reversal
According to Subsects. 4.5 and 5.1 we can implement the space reflections Π and the time
reversal T as follows:
Π : ϑ→ ϑ± π , (473)
which implies
∂ϑ → ∂ϑ , (474)
K˜0 → K˜0 , (475)
K± → −K± , (476)
Q˜ → −Q˜ , (477)
P˜ → −P˜ , (478)
en(ϑ) → en(ϑ± π) = (−1)n en(ϑ) . (479)
The last relation shows that the functions en(ϑ) have the same symmetry properties under
reflections as the usual Hermite functions (150).
Furthermore
T : ϑ→ −ϑ , i→ −i , (480)
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yielding
1
i
∂ϑ → 1
i
∂ϑ , (481)
K˜0 → K˜0 , (482)
K± → K± , (483)
A , A† → A , A† , (484)
Q˜ → Q˜ , (485)
P˜ → −P˜ , (486)
en(ϑ) → [en(−ϑ)]∗ = en(ϑ) . (487)
7.1.3 Perturbations
Like in the classical case (Eqs. (63) – (65)) external time-dependent perturbations of the
Hamilton operator (457) can be integrated immediately: Take
H˜ = K˜0 + f(t˜) , (488)
where f(t˜) is a given real function of time. Then the usual product separation of variables
gives the following solution of the time-dependent Schro¨dinger Eq.
i∂t˜ ψ(t˜, ϑ) = [K˜0 + f(t˜)]ψ(t˜, ϑ) . (489)
The ansatz
ψ(t˜, ϑ) = v(t˜) u(ϑ) (490)
yields
{i [∂t˜ v(t˜)]/v(t˜)} − f(t˜) = {
1
i
[∂ϑ u(ϑ)]/u(ϑ)}+ 1
2
= E˜ = const. , (491)
with the (normalized) solution
v(t˜) = e−i[E˜ t˜+
R t˜
0
dτf(τ) ] . (492)
For u(ϑ) we can take
u(ϑ) = en(ϑ) , with E˜ = n + 1/2 , (493)
or appropriate superpositions.
Thus, the perturbation f(t˜) causes a time-dependent modification of the phase E˜ t˜.
If
f(t˜) = a = const. , (494)
then we have
v(t˜) = e−i (E˜+a) t˜ , (495)
i.e. we have introduced an effective (dynamical) k 6= 1/2 ! For an explicit example see subsec.
9.1 .
For the periodic perturbation
f(t˜) = ǫ cos(σ˜ t˜) , (496)
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we get for v(t˜) the time - dependent phase factor
v(t˜) = e−i [E˜ t˜+(ǫ/σ˜) sin(σ˜ t˜)] . (497)
Similarly we have for the slightly different perturbation
K˜0 → [1 + g(t˜)] K˜0 (498)
a corresponding phase factor
e−iE˜ t˜ → e−iE˜[t˜+
R t˜
0 dτg(τ) ] . (499)
If one inserts for g(t˜) the same expressions as for f(t˜) in Eqs. (494) and (496) one gets the
corresponding similar expressions for the phase factor (499).
7.1.4 A unitary transformation
The following unitary transformation is of interest, especially later for the more general case
k 6= 1/2:
In the above description of the states (524) and the operators (451) – (453) the dependence
on the index k = 1/2 is contained in the operators. We shall see below that in the general
case we have
K˜0 =
1
i
∂ϑ + k , K˜+ = e
i ϑ (
1
i
∂ϑ + 2k) , K˜− = e
−i ϑ 1
i
∂ϑ . (500)
The unitary transformation in question is defined by the replacement
en(ϑ) = e
i nϑ → e1/2, n(ϑ) = ei(n+1/2)ϑ , n = 0, 1, · · · . (501)
It shifts the ground state energy characterized by k = 1/2 from the Hamiltonian (457) to the
eigenfunctions (446).
The operators (451) – (453) now take the form
K˜0 =
1
i
∂ϑ , (502)
K˜+ = e
i ϑ (
1
i
∂ϑ + 1/2) , (503)
K˜− = e
−i ϑ (
1
i
∂ϑ − 1/2) . (504)
The eigenfunctions (501) are only quasi-periodic:
e1/2, n(ϑ+ 2π) = e
i π/2 e1/2, n(ϑ) (505)
The relations (454) – (461) remain unchanged.
7.1.5 Coherent state wave functions and their probability densities
Passing to the (ϕ, I)-model of the HO and its associated Sp(2,R)-structure yields additional
information, even for k = 1/2:
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Wave functions on S1
We have two additional coherent states: Setting k = 1/2 and |k = 1/2, n〉 = en(ϑ) in Eqs.
(314) – (316) the series can be summed immediately, yielding
|k = 1/2, z〉(ϑ) ≡ fz(ϑ) = e
z ei ϑ√
I0(2|z|)
(506)
and
|k = 1/2, λ〉(ϑ) ≡ fλ(ϑ) = (1− |λ|
2)1/2
1− λ ei ϑ . (507)
These new coherent state functions have all the properties listed in sec. 6 for general k .
The series (317) cannot be summed in an elementary way but yields
|k = 1/2, α〉(ϑ) ≡ fα(ϑ) = e−|α|2/2 fˆα(ϑ) , (508)
fˆα(ϑ) =
∞∑
n=0
(α ei ϑ)n√
n!
=
∞∑
n=0
(|α| ei (ϑ−β))n√
n!
. (509)
The function fˆα in Eq. (509) is an entire function [100] of its complex argument
ζ = |α| ei (ϑ−β) . (510)
The growth of such functions for large |α| has been investigated for more than a century [100].
Application of standard saddle point methods [101] yields for functions like
f (ρ)(ζ) =
∞∑
n=0
ζn
(n!)1/ρ
(511)
the following asymptotic expansion [102]
f (ρ)(ζ) ≍ √ρ (2π)(1−1/ρ)/2 ζ (ρ−1)/2eζρ/ρ for |ζ | → ∞ , | arg(ζ)| ≤ π
2ρ
− ǫ, ǫ > 0 . (512)
For that part of the complex plane where the function (511) decreases with increasing |ζ |,
Ref. [103] gives the estimate
f (ρ)(ζ) ≍ [1− sin(π/ρ)/π] 1
ζ (ln ζ)1/ρ
for |ζ | → ∞ , π
2ρ
+ ǫ ≤ | arg(ζ)| ≤ π . (513)
As the assumptions made in Ref. [103] include the exactly known case ρ = 1 the estimate
(513) does not appear to be a good one!
The limits (512) for arg(ζ) come from the requirement ℜ(ζρ) > 0 . They also imply
ρ ≥ 1/2. The result for the exponential growth in the sector | arg(ζ)| ≤ π
2ρ
− ǫ shows f (ρ)(ζ)
to be of “order” ρ and of “type” 1/ρ there.
The function fˆα from Eq. (509) has ρ = 2 and therefore we get for the wave function (508)
fα(ϑ) ≍ (2π)1/4
√
2 |α|ei (ϑ−β)/2 e−|α|2[1−e2i(ϑ−β)]/2 , for |α| → ∞ , |ϑ− β| ≤ π
4
− ǫ . (514)
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Probability densities
The probability density of the wave function (506) is given by
pz(ϑ) = |fz(ϑ)|2 = e
2|z| cos(ϑ−φ)
I0(2|z|) . (515)
For large |z| we have [79]
I0(2|z|) ≍ e
2|z|
2
√
π |z| [1 +O(1/|z|)] , (516)
so that
pz(ϑ) ≍ 2
√
π |z| e−2|z|[1−cos(ϑ−φ)][1 +O(1/|z|)] . (517)
For |ϑ− φ| ≪ 1 the density (517) takes (locally) an approximate Gaussian form:
pz(ϑ) ≍ 2
√
π |z| e−|z|(ϑ−φ)2[1 +O(1/|z|)] for large |z| . (518)
The last relation shows that for large |z| (the classical limit) the density pz(ϑ) has a sharp
peak at ϑ = φ = − arg(z) , so that in the correspondence limit |z| → ∞ the variable ϑ
approaches the “classical” angle φ .
As pz(ϑ + 2π) = pz(ϑ) and pz(ϑ) an even function of ϑ − φ it may be expanded into a
Fourier series with respect to cos(nϑ): Using the relation [104]
1
2π
∫ 2π
0
dϑ e2|z| cos ϑ cos(nϑ) = In(2|z|) , (519)
we get
pz(ϑ) =
1
I0(2|z|) {I0(2|z|) + 2
∞∑
n=1
In(2|z|) cos[n (ϑ− φ)]} . (520)
For the probability density of the wave function (507) we have
pλ(ϑ) =
1− |λ|2
1− 2|λ| cos(ϑ− θ) + |λ|2 . (521)
It has the properties
pλ(ϑ) → 1 for |λ| → 0 , (522)
pλ(ϑ) ≈ ǫ
(1− ǫ)[1− cos(ϑ− θ)] for |λ| = 1− ǫ , 0 < ǫ≪ 1 , cos(ϑ− θ) 6= 1 , (523)
pλ(ϑ) = 1 + 2
∞∑
n=1
cosn(ϑ− θ) |λ|n . (524)
Eq. (523) shows that for |λ| → 1− (the classical limit) pλ(ϑ) is strongly peaked at ϑ = θ.
For calculating the coefficients of the Fourier series (524) the relation [105]∫ 2π
0
dϑ
cos nϑ
1− 2|λ| cosϑ+ |λ|2 =
2π |λ|n
1− |λ|2 , |λ| < 1 , (525)
has been used.
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The function (521) is well-known in the mathematical literature as the “Poisson kernel”
P|λ|(ϑ−φ) for the representation of harmonic functions inside the unit disc [106] by functions
on the boundary ∂D = S1.
The exact probability density pα(ϑ) for the wave function (508) appears somewhat “un-
ruly”:
pα(ϑ) = |fα(ϑ)|2 = e−|α|2
∞∑
n1,n2=0
|α|n1+n2√
n1!n2!
ei (ϑ−β)(n1−n2) . (526)
More instructive is the density for the asymptotic expansion (514):
pα(ϑ) ≍ 2
√
2π |α| e−|α|2[1−cos 2(ϑ−β)] for large |α| , (527)
which for |ϑ− β| ≪ 1 , |α| |ϑ− β| finite, becomes a Gaussian distribution, too:
pα(ϑ) ≈ 2
√
2π |α| e−2|α|2(ϑ−β)2 for |ϑ− β| ≪ 1 , |α| → ∞ , |α| |ϑ− β| finite . (528)
As pα(ϑ) is a periodical and even function of ϑ−β it may be Fourier expanded, but the result
does not appear to be very instructive.
7.1.6 Expectation values and transition probabilities
All the properties of the 3 types of coherent states listed in sec. 6 for general k do hold,
of course, for the special value k = 1/2, too. I, therefore, mention here just a few special
features:
We have (cf. Eqs. (315) and (320))
g1/2(|z|2) = I0(2|z|) , ρ1/2(|z|) = I1(2|z|)
I0(2|z|) . (529)
Remarkable is that now (cf. Eq. (323))
〈N2〉1/2,z = |z|2 , (530)
which provides a direct “measurement” of the modulus |z|. For the transition probabilities
(428) and (431) we get
p(1/2, n↔ z) = |z|
2n
(n!)2 I0(2|z|) ≍
2
√
π|z|2n+1/2
(n!)2
e−2|z| for |z| → ∞ . (531)
p(1/2, n↔ λ) = (1− |λ|2) |λ|2n = 1
n¯λ + 1
(
n¯λ
n¯λ + 1
)n
, n¯λ ≡ n¯1/2, λ . (532)
The last probability may (formally) be interpreted in the context of Bose-Einstein statistics
[107]: Assume that a system of free Bose-Einstein quanta has distinct energy levels Eν , ν =
0, 1, . . . and is in a heat bath with inverse temperature β = 1/(kBT ) and chemical potential
µ. Then
(1− |λ|2) |λ|2n , |λ|2 = e−β(Eν−µ) (533)
is the probability to find n quanta in a state with energy Eν .
As already mentioned previously the distribution (532) has been verified experimentally
[85].
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From Eq. (379) we get
(fλ, fz)+ =
(1− |λ|2)1/2√
I0(2|z|)
eλ
∗ z , |(fλ, fz)+|2 = 1− |λ|
2
I0(2|z|) e
2|λ| |z| cos(φ−θ) . (534)
Furthermore [71]
(fα, fz)+ =
e−|α|2/2√
I0(2|z|)
∞∑
n=0
(α∗ z)n
(n!)3/2
, (535)
(fα, fλ)+ = e
−|α|2/2 (1− |λ|2)1/2
∞∑
n=0
(α∗ λ)n√
n!
. (536)
In evaluating the series (535) and (536) we encounter the same problems as for the series
(509). The asymptotic expansion (512) yields for the transition probabilities
|(fα, fz)+|2 ≍ 2
3
√
2π |α z|1/3
e−|α|
2
I0(2|z|) e
3|αz|2/3 cos[2(β−φ)/3)] (537)
for large |α z| , |β − φ| ≤ 3π/4− ǫ ,
|(fα, fλ)+|2 ≍ 2
√
2π|λα| e−|α|2 (1− |λ|2) e|λα|2 cos 2(β−θ) (538)
for large |α| , |β − θ| ≤ π/4− ǫ .
7.1.7 Eigenfunctions of K˜1 and K˜2
Like the operators Q˜ and P˜ , which as generators of non-compact groups in general have a con-
tinuous spectrum, the self-adjoint operators K˜1 and K˜2 as generators of non-compact groups
have a real continuous spectrum. Their “eigenfunctions” may be determined as solutions of
differential eqs.:
It follows from Eqs. (452) and (453) that
K˜1 =
1
2
(K˜+ + K˜−) = cosϑ
1
i
∂ϑ +
1
2
eiϑ , K˜2 =
1
2i
(K˜+ − K˜−) = sin ϑ1
i
∂ϑ +
1
2i
eiϑ . (539)
It is helpful to observe that K˜1 is obtained from K˜2 by the substituation ϑ→ ϑ+ π/2. The
eigenvalue equation
K˜2 fh2(ϑ) = h2 fh2(ϑ) , h2 ∈ R , (540)
leads to
(∂ϑfh2)/fh2 =
i h2
sinϑ
− 1
2
(cotϑ+ i) . (541)
As sinϑ and tan(ϑ/2) are positive in the (open) interval (0, π) and negative in (π, 2π) one
has to treat the two intervals slightly differently. For the first interval we get
fh2(ϑ) = C1e
−iϑ/2(sinϑ)−1/2 [tan(ϑ/2)]i h2 (542)
=
C1√
2
e−iϑ/2 [sin(ϑ/2)]i h2−1/2 [cos(ϑ/2)]−i h2−1/2 ,
C1 = const. , ϑ ∈ (0, π) .
66
For the second we get, with (sinϑ)−1/2 = eiπ/2(| sinϑ|)−1/2 and ln tan(ϑ/2) = ln | tan(ϑ/2)|+
iπ,
fh2(ϑ) = C2 e
−iπ/2 e−π h2 e−iϑ/2(| sinϑ|)−1/2 [| tan(ϑ/2)|]i h2 (543)
=
C2√
2
e−iπ/2 e−π h2 e−iϑ/2 [sin(ϑ/2)]i h2−1/2 [| cos(ϑ/2)|]−i h2−1/2 ,
C2 = const. , ϑ ∈ (π, 2π) .
The three constant factors in the last expression may be combined to C1 = C2 e
−iπ/2 e−π h2 .
For ϑ = 0, π the functions (542) become singular, so do the functions (543) for ϑ = π, 2π.
The constant C1 can be determined like in the case of plane waves: Substituting
u(ϑ) = ln[tan(ϑ/2)] , du =
dϑ
sin ϑ
, u(ϑ→ 0+)→ −∞ , u(ϑ→ π−)→ +∞ , (544)
into
1
2π
∫ π
0
dϑ f ∗h′2(ϑ) fh2(ϑ) =
|C|2
2π
∫ π
0
dϑ
sinϑ
[tan(ϑ/2)]i(h2−h
′
2) (545)
yields
1
2π
∫ π
0
dϑ f ∗h′2(ϑ) fh2(ϑ) =
|C|2
2π
∫ ∞
−∞
du eiu (h2−h
′
2) = |C1|2δ(h2 − h′2) . (546)
The interval (π, 2π) gives the same contribution, so that the “normalized” eigenfunctions of
K˜2 are
fh2(ϑ) = e
−iϑ/2(2| sinϑ|)−1/2 [| tan(ϑ/2)|]i h2 (547)
=
1
2
e−iϑ/2 [sin(ϑ/2)]i h2−1/2 [cos(ϑ/2)]−i h2−1/2 ,
ϑ ∈ (0, π) , (π, 2π) , h2 ∈ R .
Implementing the substitution ϑ+ π/2 we get - up to an irrelevant phase factor - the eigen-
fuctions of K˜1:
fh1(ϑ) = e
−iϑ/2(2| cosϑ|)−1/2 [| tan(ϑ/2 + π/4)|]i h1 , (548)
ϑ ∈ (−π/2, π/2) , (π/2, 3π/2) , h1 ∈ R ,
tan(ϑ/2 + π/4) = (sinϑ+ 1)/ cosϑ .
For the coefficients cn in the expansion
fh2(ϑ) =
∞∑
n=0
cn e
i nϑ (549)
one gets [108]
cn =
1
2π
∫ 2π
0
dϑ fh2(ϑ) e
−i n ϑ (550)
=
1
2π
∫ π
0
dϕ (cosϕ)−i h2−1/2 (sinϕ)i h2−1/2 e−2i(n+1/2)ϕ
= e−i π(n+1/4−i h2/2)
Γ(1/2 + i h2)
n! Γ(1/2− n+ i h2) F (1/2 + i h2,−n; 1/2− n + i h2; z = −1)
= (−1)n e−iπ/4 e−h2/2
n∑
m=0
(−1)m Γ(1/2 + i h2 +m) (−n)m
Γ(1/2 + i h2 − n +m)m! ,
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where
F (a, b; c; z) =
∞∑
m=0
(a)m (b)m
(c)mm!
zm (551)
is the standard series for the hypergeometric function.
The relation (550) holds for h2 > 0. For h2 < 0 one has to replace h2 in Eq. (550) by |h2|.
Examples:
c0 = e
−iπ/4 e−π h2/2 , |c0|2 = e−π h2 ; c1 = −2i e−iπ/4 h2 e−π h2/2 , |c1|2 = 4 h22 e−π h2 . (552)
7.1.8 Relationship to the conventional description of the HO on L2(R, dx)
The relationship between the quantum mechanical description of the HO in the above Hilbert
space H2+(S
1, dϑ) and the usual one on L2(R, dξ) has been discussed in some detail in chap.
4 of Ref. [13]. I here merely summarize the main steps:
1. The space H2+(S
1, dϑ) is mapped unitarily onto the Hardy space H2+(R, dξ) of the real
line, the elements of which are boundary values limη→0+ g(z = ξ+i η) of functions which
are holomorphic in the upper half (η > 0) of the complex plane.
2. The space L2(R, dξ) is projected on H2+(R, dξ) by the following Fourier tranformations
gˆ(p) =
1√
2π
∫ ∞
−∞
dξ g(ξ) e−iξp , g(ξ) ∈ L2(R, dξ) , (553)
g(+)(ξ) =
1√
2π
∫ ∞
0
dp gˆ(p) eipξ , g(+)(ξ) ∈ H2+(R, dξ) . (554)
7.2 The general case k > 0
In case nature “allows” for quantized harmonic oscillators with ground state energies for
which k 6= 1/2 , especially k ∈ (0, 1/2) , then one needs corresponding Hilbert spaces for the
description of such systems. I shall briefly mention three examples which may be useful and
which are all unitarily equivalent: The Hilbert space of holomorphic functions on the unit
circle as described by the Eqs. (410) – (418) in the subsection 6.4.3 above, Hilbert spaces
associated with the Hardy space on the circle given by Eqs. (446) – (448) and the Hilbert
space L2([0,∞), du) on the positive real line with Laguerre’s functions as basis.
One can use the Hardy space (410) – (418) itself by using a Holstein-Primakoff variant [27]
for the Lie algebra generators
K˜0 =
1
i
∂ϑ + k , (555)
K˜+ = e
i ϑ [(N + 2k)(N + 1)]1/2 , N =
1
i
∂ϑ . (556)
K˜− = [(N + 2k)(N + 1)]
1/2 e−i ϑ . (557)
These operators have the properties (249) – (251) when applied to the basis (524) and one has
(f2, K˜+f1)+ = (K˜−f2, f1) for functions (447). For k = 1/2 the operators (555)-(557) reduce
to the ones in Eqs. (451) – (453). For k 6= 1/2 the roots in the expressions (556) and (557)
become cumbersome and unpleasent to deal with. They will not be discussed here further.
They might, however, be quite useful under certain circumstances.
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7.2.1 Hilbert space of holomorphic functions on the unit disc
In subsec. 6.4.3 above I have indicated in connection with Eqs. (417) and (418) that the
Hilbert space of holomorphic functions on the unit disc D = {λ ∈ C , |λ| < 1} with the
scalar product (410) can provide irreducible unitary representations of the group SO↑(1, 2)
and all its covering groups with k > 0, the self-adjoint generators given by Eq. (450) (see also
Appendix B).
The complex numbers λ ∈ D were introduced in Eq. (311) as eigenvalues of the operator
(312). It appears helpful to introduce a new complex variable ω ∈ D (not to be confused with
the circular frequency) in order to distinguish the Hilbert space variable in Eqs. (410) – (418)
from the eigenvalue λ. So we have
(f2, f1)k,ω ≡
∫
D
dµ˜k(ω) f
∗
2 (ω)f1(ω) , (558)
dµ˜k(ω) =
2k − 1
π
(1− |ω|2)2k−2 |ω|d|ω| dθ ,
e˜k,n(ω) =
√
(2k)n
n!
ωn , (e˜k,n2, e˜k,n1)k,ω = δn2 n1 , (559)
(f2, f1)k,ω =
∞∑
n=0
n!
(2k)n
b∗n,2 bn,1 , fj(ω) =
∞∑
n=0
bn,j ω
n , j = 1, 2 , (560)
and
K˜0 = ω
d
dω
+ k , K˜+ = ω (2k + ω
d
dω
) , K˜− =
d
dω
, (561)
with the usual properties
K˜0 e˜k,n = (n+ k)e˜k,n , (562)
K˜+ e˜k,n =
√
(2k + n)(n+ 1) e˜k,n+1 , (563)
K˜− e˜k,n =
√
(2k + n− 1)n e˜k,n−1 . (564)
The associated ladder operators
A = (K˜0 + k)
−1/2 K˜− , A
† = K˜+ (K˜0 + k)
−1/2 (565)
have the conventional k-independent Fock space properties
A e˜k,n =
√
n e˜k,n−1 , A
† e˜k,n =
√
n+ 1 e˜k,n+1 . (566)
Inserting the number state basis functions (559) into the right-hand sides of the Eqs. (314),
(316) and (317) yields the coherent state functions of ω:
|k, z〉(ω) ≡ fk,z(ω) = e
z ω√
gk(|z|2)
, (567)
|k, λ〉(ω) ≡ fk,λ(ω) = (1− |λ|
2)k
(1− λω)2k , (568)
|k, α〉(ω) ≡ fk,α(ω) = e−|α|2/2
∞∑
n=0
√
(2k)n
n!
(αω)n . (569)
The general properties of the three types of coherent states as discussed in subsecs. 6.1 and
6.2 are, of course, here valid, too, and will not be repeated.
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7.2.2 Hilbert spaces related to the Hardy space on the circle
The scalar product (560) as a series can be implemented on the Hardy space H2+(S
1, dϑ) in
the following way:
Let us introduce [109] the following positive definite (self-adjoint) operator Ak by
Ak en(ϑ) =
n!
(2k)n
en(ϑ) , en(ϑ) = e
i n ϑ , n = 0, 1, . . . . (570)
Then we can define an additional scalar product for functions
fj(ϑ) =
∞∑
n=0
cn,jen(ϑ) , j = 1, 2, (571)
by
(f2, f1)k,+ ≡ (f2, Ak f1)+ =
∞∑
n=0
n!
(2k)n
c∗n,2 cn,1 . (572)
The series here is obviously of the same type as the one in Eq. (560). As
n!
(2k)n
=


< 1 for k > 1/2 , n > 0
= 1 for k = 1/2 ,
> 1 for 0 < k < 1/2 , n > 0 ,
(573)
one might suspect that these coefficients affect the convergence properties of the series (572).
However, as
lim
n→∞
(
n!
(2k)n
)1/n
= 1 for k > 0, (574)
the radius of convergence of that series is the same with or without the factor (573) (according
to the Cauchy criterium [110])!
Let us denote the (Hardy space associated) Hilbert space with the scalar product (572)
by H2k,+(S
1, dϑ). An orthonormal basis in this Hilbert space is given by
eˆk,n(ϑ) =
√
(2k)n
n!
en(ϑ) , (eˆk,n2, eˆk,n1)k,+ = δn2n1 . (575)
From the expressions (561) one can infer (taking the limit ω → exp(i ϑ) that
K˜0 =
1
i
∂ϑ + k , K˜+ = e
i ϑ(
1
i
∂ϑ + 2k) , K˜− = e
−i ϑ 1
i
∂ϑ , (576)
with the right properties for the basis (575):
K˜0 eˆk,n = (n+ k) eˆk,n , (577)
K˜+ eˆk,n =
√
(2k + n)(n+ 1) eˆk,n+1 , (578)
K˜− eˆk,n =
√
(2k + n− 1)n eˆk,n−1 . (579)
The operators (576) do not have these properties with respect to the basis en(ϑ)! Corre-
spondingly the operators K˜+ and K˜− are adjoint to each other only with respect to the scalar
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product (572), not with respect to (448). Their adjointness as to (572) can be verified by
taking two series
fj(ϑ) =
∞∑
n=0
an,j eˆk,n(ϑ) , j = 1, 2, (580)
and showing that (K˜−f2, f1)k,+ = (f2, K˜+f1)k,+!
Note that
(en2 , eˆk,n1)+ = (eˆk,n1, en2)+ =
√
(2k)n1
n1!
δn2 n1 ; (581)
(en2 , eˆk,n1)k,+ = (eˆk,n1, en2)k,+ =
√
n1!
(2k)n1
δn2 n1 ; (582)
(eˆk,n2, eˆk,n1)+ =
(2k)n1
n1!
δn2 n1 , (en1 , en2)k,+ =
n1!
(2k)n1
δn2 n1 . (583)
The Fock space ladder operators A and A† associated with the Lie algebra generators
(576) are given in the same way as in Eq. (565).
Coherent state wave functions
Analogously to the relations (567) – (569) we obtain on H2k,+ the following coherent state
wave functions by using the basis (575):
|k, z〉(ϑ) ≡ fk,z(ϑ) = e
z ei ϑ√
gk(|z|2)
, (584)
|k, λ〉(ϑ) ≡ fk,λ(ϑ) = (1− |λ|
2)
(1− λ ei ϑ)2k , (585)
|k, α〉(ϑ) ≡ fk,α(ϑ) = e−|α|2/2
∞∑
n=0
√
(2k)n
n!
(α ei ϑ)n . (586)
The reproducing kernel on H2k,+ is given by
Aˆk(ϑ2 − ϑ1) =
∞∑
n=0
eˆ∗k,n(ϑ2) eˆk,n(ϑ1) = [1− ei (ϑ1−ϑ2)]−2k = Aˆ∗k(ϑ1 − ϑ2) . (587)
According to the relations (581) – (583) it has the properties
(Aˆk(1, 2), eˆk,m(2))k,+ = eˆk,m(ϑ1) , (588)
(Aˆk(1, 2), eˆk,m(2))+ =
(2k)m
m!
eˆk,m(ϑ1) , (589)
(Aˆk(1, 2), em(2))k,+ =
√
m!
(2k)m
eˆk,m(ϑ1) = em(ϑ1) , (590)
(Aˆk(1, 2), em(2))+ =
√
(2k)m
m!
eˆk,m(ϑ1) =
(2k)m
m!
em(ϑ1) . (591)
The numbers 1 and 2 mean the variables ϑ1 and ϑ2, the latter being integration variable.
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A unitary transformation
In the above discussion the k-dependence of the representation is contained in the operators
(576), not in the basis en(ϑ) of H
2
+ we started from. Like in subsection 7.1.4 one can shift the
k-dependence partially from the operators to the basis by a unitary transformation:
en(ϑ) = e
i n ϑ → ek,n(ϑ) = ei (n+k)ϑ , (592)
the generators (576) now taking the form
K˜0 =
1
i
∂ϑ , K˜+ = e
i ϑ(
1
i
∂ϑ + k) , K˜− = e
−i ϑ (
1
i
∂ϑ − k) . (593)
The operators (593) act in a Hilbert space H2k,+, now with the orthonormal basis
eˆk,n(ϑ) =
√
(2k)n
n!
ek,n(ϑ) . (594)
The basis functions (592) are no longer periodic but quasi-periodic:
ek,n(ϑ+ 2π) = e
2i k π ek,n(ϑ) . (595)
These functions are special Bloch-type wave functions on the circle [25] .
7.2.3 Hilbert space on the positive real line
There exists a unitary mapping [111] from the Hilbert space of holomorphic functions on the
unit disc as characterized by the Eqs. (558) and (559) to the Hilbert space L2(R+, du), where
R+ = [0,∞), i.e. we have the scalar product
(f2, f1) =
∫ ∞
0
du f ∗2 (u) f1(u) (596)
for functions f(u) on R+. The standard orthonormal basis on this space are Laguerre’s
functions [112], slightly adapted for our purposes,
e˘k ,n(u) =
√
n!
Γ(2k) (2k)n
uk−1/2 e−u/2 L2k−1n (u) , k > 0 , (597)
where the functions Lαn(u) are Laguerre’s polynomials
Lαn(u) =
m=n∑
m=0
(
n+ α
n−m
)
(−u)m
m!
, Lαn(0) =
(α + 1)n
n!
. (598)
These have the generating function [112]
∞∑
n=0
L2k−1n (u)ω
n = (1− ω)−2k e−uω/(1−ω) , ω ∈ D . (599)
This implies that
Bk(ω, u) =
∞∑
n=0
e˜k,n(ω) e˘k,n(u) =
1√
Γ(2k)
(1− ω)−2k uk−1/2 e−(u/2) (1+ω)/(1−ω) , (600)
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where e˜k,n(ω) denotes the basis (559). The function Bk(ω, u) is by construction the kernel of
a unitary transformation from the basis e˘k,n to the basis e˜k,n, B
∗
k(ω, u) being the kernel for
the inverse transformation:∫ ∞
0
duBk(ω, u) e˘k,n = e˜k,n(ω) ,
∫
D
dµ˜k(ω)B
∗
k(ω, u) e˜k,n(ω) = e˘k,n(u) . (601)
One can show [113] that the operators K˜0, K˜1 and K˜2 now have the form
K˜0 = −u d
2
du2
− d
du
+
(2k − 1)2
4u
+
u
4
, K˜0 e˘k ,n(u) = (n + k) e˘k ,n(u) , (602)
K˜1 = −u d
2
du2
− d
du
+
(2k − 1)2
4u
− u
4
, (603)
K˜2 =
1
i
(u
d
du
+ 1/2) . (604)
As
K˜0 − K˜1 = u
2
, (605)
the integration variable u may be associated with the classical quantity
h˜0 − h˜1 = I˜(1− cosϕ) = 2I˜ sin2(ϕ/2) , (606)
that is to say we have the correspondence
u↔ 4I˜ sin2(ϕ/2) ≥ 0 . (607)
Inserting e˘k,n(u) for the general number state |k, n〉 into the series (314), (316) and (317)
yields the following coherent state wave functions
|k, z〉(u) ≡ fz(u) = u
k−1/2 e−u/2√
gk(|z|2)
∞∑
n=0
zn
Γ(2k + n)
L2k−1n (u) (608)
=
uk−1/2 e(z−u/2)√
gk(|z|2)
(u z)−k+1/2 J2k−1(2
√
u z)
=
uk−1/2 e(z−u/2)√
gk(|z|2)
∞∑
n=0
(−u z)n
n! Γ(2k + n)
= uk−1/2 e(z−u/2)
gk(−u z)√
gk(|z|2)
,
where the relations [112]
∞∑
n=0
zn
Γ(2k + n)
L2k−1n (u) = e
z (u z)−k+1/2 J2k−1(2
√
u z) , (609)
Jν(ζ) = (ζ/2)
ν
∞∑
n=0
(−1)n
n! Γ(ν + n + 1)
(ζ/2)2n , (610)
and (315) have been used.
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The relation (599) implies
|k, λ〉(u) ≡ fλ(u) = (1− |λ|
2)k (1− λ)−2k√
Γ(2k)
uk−1/2 e−(u/2)(1+λ)/(1−λ) . (611)
Finally
|k, α〉(u) ≡ fα(u) = 1√
Γ(2k)
e−(|α|
2+u)/2 uk−1/2
∞∑
n=0
αn√
(2k)n
L2k−1n (u) . (612)
Let us have a brief look at the behaviour of the probability densities
pk,n(u) = |e˘k,n(u)|2 = n!
Γ(2k) (2k)n
u2k−1 e−u|L2k−1n (u)|2 (613)
for small u as a function of k. Because of the second of the relations (598) we have
pk,n(u→ 0+) ≈ 1
Γ(2k)
u2k−1 . (614)
Thus pk,n(u) vanish in the limit u → 0 for k > 1/2, has the finite value 1 for k = 1/2
and diverges for 0 < k < 1/2 (but is still integrable). Notice that the behaviour (614) is
independent of n .
As Γ(2k) behaves like 1/(2k) near k = 0 we have
pk,n(u→ 0+; k → 0+) ≈ 2k u2k−1 . (615)
The ground state probability density is
pk,n=0(u) =
1
Γ(2k)
u2k−1 e−u . (616)
For k > 1/2 it has a maximum at u = u0 = 2k − 1.
The eigenfunctions fh2(u) of the operator K˜2 in Eq. (604) can easily be found as
fh2(u) =
1√
2π
ui h2−1/2 ,
∫ ∞
0
du fh′2(u) fh2(u) = δ(h
′
2 − h2) . (617)
The last relation can be verified by the substitution u = ev , du = u dv. The eigenfunctions,
which are independent of k, can be used for Mellin transformations [114]
gˆ(s) =
∫ ∞
0
du g(u) us−1 , s = ih2 + 1/2 , (618)
with the inversion
g(u) =
1
2πi
∫ 1/2+i∞
1/2−i∞
ds u−s gˆ(s) . (619)
The substitution u = ev shows the close relationship of the Mellin transform to the Fourier
transform.
The eigenfunctions of K˜1 are more complicated [115]:
fh1(u) = C u
k−1/2 e−iu/2 Φ(k − ih1; 2k; iu) , C = const. , (620)
where Φ(a; c; z) is the confluent hypergeometric series
Φ(a; c; z) =
∞∑
n=0
(a)n
(c)n n!
zn . (621)
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8 On the ground state of the quantized free electro-
magnetic field in a cavity
8.1 The electromagnetic field in a cavity as a set of harmonic os-
cillators
The standing free electromagnetic waves in a cavity can be interpreted as a denumerable set
of harmonic oscillators each of them having the ground state energy (5), the sum of which is
infinite! This “nuisance” led to the concept of “normal-ordering”, which just means to ignore
the infinite ground state energies. On the other hand, subtracting two such infinities leads
to the Casimir effect [8, 15, 16], a quantum (“vacuum”) force between two ideally conducting
plates, now experimentally verified [116]. The effect can, however, also be derived with-
out refering to vacuum energies and their fluctuations, by subtracting appropriate Green’s
functions associated with certain boundary conditions [117].
The issue of quantum vacuum energies assumes “cosmic” dimensions in the context of the
cosmological constant in Einstein’s theory of gravity. The usual estimates for that constant
are essentially based on the value (5). Those estimates turn out to be up to more than 100
orders of magnitudes larger than the experimentally determined value, the estimate depending
on the cutoff chosen. This discrepancy obviously constitutes the most urgent and provocative
challenge as to the quantitative powers of physical theories. The issue has become very acute
recently by the observation of an appreciable “dark energy” in the universe (about 75% of
all matter), very likely related to the gravitational cosmological constant and the associated
“vacuum energies” [17–24].
It is obvious that the much richer spectrum of possible ground states for the HO Hamil-
tonian (18) can shed new light on the subject. I here shall only point out the crucial part of
the issue without going into further details.
I first recall the main elements as to the formulation of standing waves in a cubic cavity
with side lengths L in terms of harmonic oscillators [118], with the slight generalization
(compared to most textbooks) to allow for relative dielectric constants ǫ and relative magnetic
permeabilities µ different from the vacuum values ǫ = 1, µ = 1:
In the Coulomb gauge Maxwell’s equations without sources are given by
1
v2
∂2t
~A−∆ ~A = 0 ; div ~A = 0 , ~E = −∂t ~A , ~B = curl ~A , v = c/n , n = +√ǫ µ . (622)
Postulating periodic boundary conditions for the vector potential leads to the solution type
~A(t, ~x) =
1√
ǫ0 L3
∑
~m∈Z3
~A~l (t) e
i~l·~x + ~A∗~l (t) e
−i~l·~x , (623)
where
~l =
2π
L
~m , ~m = (m1, m2, m3) , mj ∈ Z , j = 1, 2, 3 ; ~l · ~A~l (t) = 0 . (624)
The time-dependent factors ~A~l (t) obey the HO equations
∂2t ~A~l (t) + ω
2(~l ) ~A~l (t) = 0 , ω
2(~l ) = v2~l 2 =
c2
n2
~l 2 , ω (~l ) ≥ 0 , (625)
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with the solutions
~A~l(t) =
2∑
λ=1
c˜~l λ(t)~ǫ~l λ + c˜
∗
~l λ
(t)~ǫ~l λ , c˜~l λ(t) = c~l λ e
−iω (~l ) t , (626)
where the ~ǫ~l λ are two polarization vectors.
Inserting the associated electric and magnetic fields into the integral for the electromag-
netic field energy in the cavity,
Eem(cavity) =
1
2
∫
cavity
d3x [ǫ ǫ0 ~E
2(t, ~x) +
1
µµ0
~B 2(t, ~x)] , ǫ0 µ0 = 1/c
2 , (627)
and observing that for plane wave solutions [119]
~B2 = ǫ ǫ0 µµ0 ~E
2 =
n2
c2
~E2 , (628)
yields
Eem(cavity) = 2ǫ
∑
~m
∑
λ
[ω(~l )]2 |c˜~l λ|2 . (629)
Notice that |c˜~l, λ(t)|2 = |c~l λ|2 . Defining
c˜~l λ =
1
2
[q~l λ +
i
ω(~l )
p~l λ] , p~l λ = q˙~l λ , (630)
the expression (629) finally becomes
Eem(cavity) = Hem(q, p) =
ǫ
2
∑
~m
∑
λ
[p2~l λ + ω
2(~l ) q2~l λ] , (631)
where the individual terms
H~l λ(q, p) =
1
2
[p2~l λ + ω
2(~l ) q2~l λ] (632)
are independent of time!
As can be seen fromMaxwell’s eqs. (622), the electric field provides the canonical momenta,
the magnetic field (via its vector potential) the canonical coordinates [120].
The standard quantization procedure is now obvious: The classical quantities q~l λ and p~l λ
are promoted to operators Q~l λ and P~l λ, having the commutation relations
[Q~l λ , P~l′ λ′] = i ~ δ~l ~l ′ δλλ′ . (633)
A very minor point may be worth mentioning here: The right-hand side of the energy (631)
does not contain a mass term. As the dimension of the energy is given, [L2 T−2M ], the
quantities q~l λ and p~l λ here have dimensions [M
1/2 L] and [M1/2 LT−1], respectively. But
their product still has the dimension of an action, [M L2 T−1]!
We now come to the point of departure: Assuming (for a moment) ǫ = 1, µ = 1 and
introducing angle and action variable for each mode,
q~l λ =
√
2 I~l λ/ω(
~l ) cosϕ~l λ , p~l λ = −
√
2ω(~l ) I~l λ sinϕ~l λ , (634)
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yields
H~l λ(ϕ, I) = ω(
~l ) I~l λ , Hem(ϕ, I) =
∑
~m
∑
λ
H~l λ . (635)
Quantization proceeds now as discussed above for the angle-action model of the HO: Each
of the H~l λ is replaced by an operator
H~l λ(
~K) = ~ω(~l ) K˜0(~l , λ) , Hem( ~K) =
∑
~m
∑
λ
⊕H~l λ( ~K) . (636)
Each K˜0(~l , λ) acts irreducibly in a Hilbert space that carries a unitary representation with
Bargmann index k, together with the operators K˜1(~l , λ) and K˜2(~l , λ) or the ladder operators
K˜+(~l , λ) and K˜−(~l , λ). Because of the required bosonic exchange symmetries I here assume
the same Bargmann index k for all representations. I here do not enter the important subject
of constructing and analyzing the quantized free or even interacting electromagnetic fields
themselves in terms of the operators K˜j(~l , λ) etc. The usual k-independent annihilation and
creation operators associated with the fields themselves are given by
A~l, λ = [K˜0(
~l , λ) + k]−1/2 K˜−(~l , λ)) , A
†
~l, λ
= K˜+(~l , λ) [K˜0(~l , λ) + k]
−1/2 . (637)
8.2 The cosmological constant problem
Presently I am merely interested in the ground state expectation value
〈k, 0⊗|Hem( ~K)|k, 0⊗〉 =
∑
~m
∑
λ
〈k, 0|H~l λ( ~K)|k, 0〉 = 2 k ~
∑
~m
ω(~l ) . (638)
The usual replacement ∑
~m, λ
→ L
3
π2c3
∫
ω≥0
dω ω2 (639)
leads to a strongly divergent ground state energy density
k ~
π2c3
∫
ω≥0
dω ω3 . (640)
Cutting the infinite integral off at ω = ωˆ yields the “vacuum” energy density
uem, 0(ωˆ, k) =
k ~
4π2c3
ωˆ4 . (641)
Defining the effective length
ℓ =
2π c
ωˆ
(642)
finally gives
uem, 0(ℓ, k) =
4π2 k
ℓ4
~ c ≈ 4π
2 k
ℓ4
· (2 · 10−11MeVcm). (643)
We know from sec. 5 that the index k may become arbitrarily small > 0, perhaps in the
course of time— So the k in the expression (643) may become so small - for a given value of
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the interaction length ℓ - that the value of uem, 0(ℓ, k) comes near the order of magnitude of
the observed dark energy density [121]
c2ρΛ ≈ 4 keV cm−3 . (644)
Such a welcome adjustment of k is, of course, here not proven at all, and one would like
to have more sophisticated arguments in the present framework for the desired appropriate
value of the index k in order to get a “reasonable” estimate for the cosmological constant.
Nevertheless, the mere existence of that index, originating from the non-trivial topology of
the (ϕ, I)-phase space of the HO and its related quantizing group SO↑(1, 2) (including its
infinitely many covering groups), may be an important key for the solution of the cosmological
constant problem!
I list a few of the many problems I leave open here:
• The role of the index k has to be examined for other matter fields, especially fermions
and non-abelian gauge fields and associated interactions, particularly for those with
spontaneous symmetry breaking!
• The compatibility with (local) Poincare´ covariance and its concept of causality has to
be analyzed.
• Most of the prevailing discussions of the Casimir effect - with their by now quite sophis-
ticated subtractions of two infinities - (see the literature quoted above) and especially
their experimental confirmations appear to contradict the introduction of an index k
different from 1/2. There are different answers to such an objection:
First, it is evident from the discussions above, that the ground state of the HO Hamil-
tonian H(Q,P ) is necessarily tight to k = 1/2. In order to have k 6= 1/2 the basic
quantum observables have to be the K˜j. An analysis of the Casimir effect in terms of
these new variables has not yet been done.
Second, there have been alternative proposals for deriving the Casimir effect (force)
instead of subtracting infinite vacuum energies [117]!
• As the number k is a (dimensionless) measure for some energy, it may become time-
dependent, i.e. dynamical, on a cosmic scale and might lead to a time-dependent cosmo-
logical constant. The index k may also become a function of the frequency ω or (and)
of space coordinates, like the dielectic constant ǫ from above.
8.3 Birefringence and dichroism of the vacuum
Comparing the expressions (631) and (638) suggests to preliminarily interpret the index k
here as a kind of “anomalous” dielectric constant (or the square of an “anomalous” index
of refraction, cf. Eq. (622)) of the vacuum. This interpretation leads (tentatively) to the
following possible quantum optical application:
Lets assume we have in vacuum initially just two photon modes of the same frequency
ω, the same initial wave number ~l, but orthogonal linear polarizations. Both should initially
belong to the same index k. If one lets these photons pass through strong electric or (and)
static magnetic fields ~E0 , ~B0, these “perturbations” add constant terms proportional to ǫ0 ~E
2
0
or (and) ~B20/µ0 to the free Hamiltonians H~l λ(
~K) , λ = 1, 2 , (see also the discussion around
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Eq. (495)). The energy of the static fields may change the index k of at least one of the fields
by a small amount δ k which could lead to the following possible effects:
• Compared to the photon the vacuum energy of which is “lifted” by an amount δ k > 0
the other photon with the orthogonal polarization “lost” energy, leading to an effective
“dichroism”!
• If the energetically lifted photon returns to its original index k after passing the external
fields, then we have an effective “birefringence”!
As to the conventional optical phenomena of this type in materials (electro-optical “Kerr-
effect” or magneto-optical “Cotton-Mouton-” and “Voigt-” effects and related dichroisms
etc.) see Refs. [122].
The effects mentioned should be proportional to the square of the external electric or
(and) magnetic fields.
Possibly the recent PVLAS experiment [31,123] with its observation of vacuum dichroism
induced by an external magnetic field can be understood in this framework!
8.4 “Dark” normal matter?
Let me dare to add a very speculative remark: As the quantum spectra (20) and (21) of the
two HO classical models (3) can be different, the index k > 0 possibly being very small. So
(radiation) energy may get “stuck” in the interval 1/2 > k > 0 or even at higher excited
levels which perhaps can decay by higher order electromagnetic transitions only. In such a
speculation dark matter would be just “normal” matter prevented from radiating normally
(e.g., the abundance of diatomic molecular hydrogen [124] provides an abundance of effective
HOs). This could “explain” why visible and dark matter are of the same order of magnitude!
In such a speculative scenario dark matter could have been formed only after the formation
of atoms and molecules. All this has, of course, to be evaluated much more critically.
9 Charged particles in external electric and magnetic
fields
9.1 Charged harmonic oscillator in an external electric field
If one puts a harmonically vibrating particle of massM and charge Ze0 , Z ∈ Z , in an external
electric field E0 in q-direction then the potential term
− Ze0E0 q (645)
has to be added to the Hamiltonian of the HO:
H =
1
2M
p2 +
M
2
ω2 q2 − Ze0E0 q = 1
2M
p2 +
M
2
ω2 (q − Ze0E0
ω2M
)2 − Z
2e20E
2
0
2ω2M
. (646)
Defining
ξ = q − Ze0E0
ω2M
(647)
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we again have an effective HO with coordinate ξ and the ground state energy shifted by the
amount
V0 = −Z
2e20 E
2
0
2ω2M
≤ 0 . (648)
Replacing q in Eq. (2) by ξ yields
H(ξ, p) =
1
2M
p2 +
M
2
ω2 ξ2 + V0 = ω I + V0 . (649)
The fine structure constant
α =
e20
4π ǫ0 c ~
≈ 7.3 · 10−3 (650)
allows V0 to be rewritten as
− V0 = ~ω 2π αZ
2 ǫ0E
2
0
(ω/c)3Mc2
= ~ω
αZ2
4π2
ǫ0E
2
0 λ
3
Mc2
, λ =
2π c
ω
=
c
ν
. (651)
Comparing with Eq. (19) suggest to introduce an effective Bargmann index
k → keff = k − δ , δ = αZ
2
4π2
ǫ0E
2
0 λ
3
Mc2
. (652)
In order to get an impression of the order of magnitude for δ in experiments consider an
ion of rest energy M c2 ≈ 100GeV ≈ 10−8 J and charge e0 in a 1-dimensional harmonic
Paul trap [36]. With E0 ≈ 103V/m along the longitudinal direction, ν ≈ 108Hz one gets
approximately the value δ ≈ 10 , which makes keff negative! One further has to reduce the
energy ǫ0E
2
0 λ
3 compared to Mc2 in order to have keff positive.
9.2 Charged particle in an external magnetic field
It is well-known that the 3-dimensional motion of a particle with charge q in a homogeneous
magnetic field ~B = curl ~A can be associated with an effective harmonic oscillator for the
motion transversal to the magnetic field [125]: The Hamilton function is given by (here m
obviously means the mass, as opposed to previous Secs.)
H =
1
2m
~π2 , ~π = m~˙x = ~p− q ~A(~x) , (653)
with the basic Poisson brackets
{xj , pk} = δj k , j, k = 1, 2, 3 . (654)
The Eqs. of motion are
x˙j = {xj , H} = 1
m
(pj − q Aj), , p˙j = {pj, H} = q
3∑
k=1
x˙k∂jAk . (655)
It follows from the Poisson brackets (654) that
{πj , πk} = q (∂jAk − ∂kAj) = q Bl , (j, k, l) = cycl. (1, 2, 3) . (656)
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For ~B = (0, 0, B) we have
{π1, π2} = q B , {π1, π3} = 0 , {π2, π3} = 0 . (657)
The last relations imply
π˙3 = {π3, H} = 0 , (658)
i.e. π3 is a constant of motion.
Of special interest here is the remaining “transversal” Hamilton function
H⊥ =
1
2m
(π21 + π
2
2) . (659)
Defining
ω = q B/m , π1 = mω ξ , π2 = πξ , (660)
and assuming q B > 0 we get
H⊥ =
1
2m
π2ξ +
1
2
mω2 ξ2 , {ξ, πξ} = 1 . (661)
This is an effective HO Hamilton function for the transversal motion of a particle with charge
q in a magnetic field ~B = (0, 0, B). As the “canonical coordinate” ξ actually is proportinal to
a time derivative of the original coordinates, one needs another integration. This is provided
by the quantities
b1 = x1 +
1
mω
πξ , b2 = x2 − ξ = x2 − 1
mω
π1 ; (x1 − b1)2 + (x2 − b2)2 = 2
mω2
H⊥ , (662)
which obey
{bj, πk} = 0 , j, k = 1, 2 ; {b2, b1} = 1
mω
, (663)
implying
{bj, H⊥} = 0 , j = 1, 2 , (664)
i.e. the bj are constants of motion. According to their definition they are the coordinates of
the center of the circle on which the particle moves in the tansversal (1, 2)-plane.
If q B < 0 one just has to interchange the roles of π1 and π2 in the relations (659) and
(660) and defines ω = |q B| .
For the HO Hamilton function (661) one can introduce angle and action variables as usual:
With ω > 0 and defining
ξ =
√
2I
mω
cosϕ , πξ = −
√
2mωI sinϕ , (665)
we get
H⊥(ϕ, I) = ω I , (666)
which can be dealt with as previously:
The usual quantization procedure for the Hamilton functions (659) or (661) is the standard
one, yielding the (Landau) energy levels
E⊥,n = ~ω(n+ 1/2) , n = 0, 1, . . . . (667)
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However, quantizing the Hamilton function (666) in the spirit of the present paper yields the
Hamilton operator
Hˆ⊥ = ~ωK˜0 , (668)
with the possible energy levels
Ek,n = ~ω(n+ k) , n = 0, 1, 2, . . . . (669)
If k 6= 1/2 the usual Landau energy levels are being shifted to lower or higher values. Whether
this really happens has, of course, to be found out experimentally!
10 Thermodynamics
Next I collect some thermodynamical properties of a system with energy levels En = ~ω (n+k)
in a heat bath of temperature kB T ≡ 1/β in order to see which quantity depends on the
index k, and which not! That index k is here, of course, not to be confused with Boltzmann’s
constant kB.
The following simple formulae should be of interest for the interpretation of experiments in
preparation for measuring the ground state energy of the HO by means of the AC Josephson
effect [40].
From the partition function
Z(β; k) =
∞∑
n=0
e−β ~ω (n+k) =
e−β ~ω k
1− e−β ~ω (670)
we get the probability to find the system in the nth state as
pn(β) = e
−β ~ω (n+k)/Z(β; k) = e−β ~ω n (1− e−β ~ω) , (671)
which is independent of k.
Furthermore we have
Free energy:
β F (β; k) = − lnZ(β; k) = β ~ω k + ln(1− e−β ~ω) . (672)
Internal energy:
U(β; k) = 〈E〉(β; k) = −∂βZ(β; k) = ~ω
(
k +
1
eβ ~ω − 1
)
. (673)
Energy mean square fluctuations:
(∆E)2(β) = ∂2β lnZ(β; k) = (~ω)
2 e
β ~ω
(eβ ~ω − 1)2 = kBT
2CV . (674)
Entropy:
S(β)/kB = lnZ(β; k) + β U = − ln(1− e−β ~ω) + β ~ω
eβ ~ω − 1 . (675)
Here CV is the heat capacity of the system at constant volume.
We see that energy fluctuations (heat capacities) and entropy are independent of the index
k.
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Appendices
A Calculating the action variables for certain potentials
of 1-dimensional systems
The calculations of the action variable (81) of subsec. 2.3.3 for the different potentials discussed
there can all be reduced to that of the integral
f(b) =
∫ +b
−b
du
(b2 − u2)1/2
1 + u
, 0 < b < 1 , (676)
which may be transformed into [126]
f(b) =−
∫ +b
−b
du
u
(b2 − u2)1/2 +
∫ +b
−b
du
1
(b2 − u2)1/2 (677)
+ (b2 − 1)
∫ +b
−b
du
1
(1 + u)(b2 − u2)1/2 .
Here the first term vanishes (replace u by −u), the second gives π [127], and the last −(1−
b2)1/2 π [128], so that
f(b) = [1− (1− b2)1/2] π . (678)
In the case of the Morse potential VMo one puts in Eq. (83)
b2 = E˜ , u = e−q˜ − 1 . (679)
In the case of the potential VsMo the substitution
u = tanh q˜ , (680)
combined with the observation that∫ +b
−b
du
(b2 − u2)1/2
1− u2 =
1
2
∫ +b
−b
du (b2 − u2)1/2
(
1
1 + u
+
1
1− u
)
=
∫ +b
−b
du
(b2 − u2)1/2
1 + u
(681)
works.
For the potential VPT one substitutes u = sin q˜ and for Vc one puts u = q˜
2 + const.
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B The covering groups of SO↑(1.2) and the positive dis-
crete series of their irreducible unitary representa-
tions
I have stressed repeatedly in the Sections above that the irreducible unitary representations
of those covering groups of SO↑(1, 2) or Sp(2,R) with a very small Bargmann index k < 1/2
may be of special interest. In this Appendix, therefore, I collect some here relevant properties
of those groups and the associated unitary representations. A rather complete list of the
literature on the irreducible unitary representations of the group SO↑(1, 2) and its covering
groups is contained in the Refs. to Appendix B of Ref. [13]. That Appendix contains also a
summary of essential properties of those groups.
B.1 The universal covering group of SO↑(1, 2)
According to Bargmann [129] the universal covering group G˜ ≡ ˜SO↑(1, 2) can be parametrized
conveniently by starting from a modified parametrization of the group SU(1, 1) as given by
the matrices (180), namely by defining
γ = β/α , |γ| < 1) , (682)
ω = arg(α) , (683)
with the inverse relations
α = eiω(1− |γ|2)−1/2 , |γ| < 1 , (684)
β = eiωγ(1− |γ|2)−1/2 . (685)
The inequality |γ| < 1 in Eq. (682) follows from the relation |α|2 − |β|2 = 1 .
With
SO↑(1, 2)[m] , m-fold covering of SO
↑(1, 2) , (686)
we have the following relations
SO↑(1, 2) : {(γ, ω) , |γ| < 1 , ω ∈ (−π/2, π/2] } , (687)
Sp(2,R) ∼= SU(1, 1) = SO↑(1, 2)[2] : {(γ, ω) , |γ| < 1 , ω ∈ (−π, π] } , (688)
SO↑(1, 2)[m] : {(γ, ω) , |γ| < 1 , ω ∈ (−mπ/2, mπ/2] } ,(689)
G˜ ≡ SO↑(1, 2)[∞] : g˜ ≡ {(γ, ω) , |γ| < 1 , ω ∈ R } . (690)
From the multiplication of the matrices (180) one deduces the group composition law
(γ3, ω3) = (γ2, ω2) ◦ (γ1, ω1) , (691)
where
γ3 = (γ1 + γ2e
−2iω1)(1 + γ∗1γ2e−2iω1)−1 , (692)
ω3 = ω1 + ω2 +
1
2i
ln[(1 + γ∗1γ2e
−2iω1)(1 + γ1γ∗2e2iω1)−1] . (693)
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For the four subgroups (190) - (193) the new parametrization means
R0 : r0 = (γ = 0, ω = θ/2) (694)
(0, ω3) = (0, ω2 + ω1) ;
A0 : a0 = (γ = i tanh(τ/2), ω = 0) , τ ∈ R , (695)
(γ3, 0) = (i tanh[(τ2 + τ1)/2], 0) ;
B0 : b0 = (γ = tanh(s/2), ω = 0) , s ∈ R , (696)
(γ3, 0) = (tanh[(s2 + s1)/2], 0) ;
N0 : n0 = (γ = ξ(ξ
2 + 4)−1/2 e−i ω, ω = arctan(ξ/2) ) , ξ ∈ R . (697)
For the universal covering group G˜ the transformations (187) and (186) now take
the form
I˜ ′ = ρ(g˜, ϕ) I˜ , ρ(g˜, ϕ) = |1 + eiϕ γ|2 (1− |γ|2)−1 , (698)
eiϕ
′
= e−2iω e
iϕ + γ∗
1 + eiϕγ
. (699)
As ∂ϕ′/∂ϕ = 1/ρ(g˜, ϕ), the equality (189) holds again.
The transformations (699) act, however, not effectively on Sϕ,I˜ because the (infinite)
discrete center
C[∞] = (0, ω ∈ π Z ) ⊂ G˜ (700)
leaves all points σ = (ϕ, I˜) invariant. Correspondingly the center
C[m] = (0, ω = 0, ±π, . . . , ±mπ) ⊂ SO↑[m](1, 2) (701)
of an m-fold covering group leaves the points σ invariant, too.
With the elements of the group SU(1, 1) given by the restriction
−π < ω ≤ +π, α = exp(iω)(1− |γ|2)−1/2, β = γ α , the homomorphisms
Φ[∞]/2 : G˜ ≡ SO↑[∞](1, 2) → SU(1, 1) ∼= Sp(2,R) , (702)
Φ[2] : SU(1, 1) ∼= Sp(2,R) → SO↑(1, 2) , (703)
have the kernels
ker(Φ[∞]/2) = 2πZ , ker(Φ[2]) = Z2 , (704)
respectively, and the composite homomorphism Φ[∞] = Φ[2] · Φ[∞]/2 has the kernel
ker(Φ[∞] = Φ[2] · Φ[∞]/2) = πZ . (705)
As the space S2
ϕ,I˜
is homeomorphic to R2 − {0} = C− {0}, its universal covering space is
given by ϕ ∈ R, I˜ ∈ R+, which is the infinitely sheeted Riemann surface of the logarithm.
The transformations (698) and (699) may be reinterpreted as acting transitively and ef-
fectively on that universal covering space.
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B.2 Irreducible unitary representations of the positive discrete se-
ries for k > 0
I have already mentioned in subsec. 6.4.3 that in the Hilbert space of holomorphic functions
on the unit disc D = {z ∈ C, |z| < 1} with the scalar product
(f, g)k =
2k − 1
π
∫
D
f ∗(z)g(z)(1− |z|2)2k−2dxdy . (706)
one can define irreducible unitary representations for any k > 0 .
The unitary operators representing the universal covering group in that space are given
by
[U(g˜, k)f ](z) = e2ikω(1− |γ|2)k(1 + γ∗ z)−2kf
(
αz + β
β∗ z + α∗
)
, (707)
g˜ = (γ, ω) ,
(
α β
β∗ α∗
)
= Φ[∞]/2(g˜) ∈ SU(1, 1) . (708)
Because |γ z| < 1, the function (1 + γ∗ z)−2k is, for k > 0, defined in terms of the series
expansion
(1 + γ∗z)−2k =
∞∑
n=0
(2k)n
n!
(−γ∗ z)n . (709)
The phase factor
e2ikω (710)
in Eq. (707) determines the possible values of k for a given covering group:
For SO↑(1, 2) itself we have (see Eq. (687)) ω ∈ R mod π. Requiring the phase factor
(710) to be unique implies k = 1, 2, · · · .
For SU(1, 1) we have ω ∈ R mod 2π. Uniqueness of the phase factor then requires k =
1/2, 1, 3/2, · · · .
Uniqness of the same phase factor as to the covering group SO↑(1, 2)[m] for which ω ∈
R mod mπ requires
k =
n
m
, n = 1, 2, . . . . (711)
For any irrational k > 0 we get an irreducible representation of the universal covering
group SO↑(1, 2)[∞].
C Estimates for the ratios I2k(2|z|)/I2k−1(2|z|) of modi-
fied Bessel functions of the first kind for k > 0
In Appendix D.1 of Ref. [13] I deduced the inequality
ρk(|z|) = I2k(2|z|)/I2k−1(2|z|) < 1 (712)
for the ratio (320) which occurs frequently in expectation values with respect to Barut-
Girardello coherent states. The argments were:
86
It follows from the relation [130]
x
dIν
dx
(x) = ν Iν(x) + x Iν+1 (713)
that
Iν+1(x)/Iν(x) =
d
dx
ln(Iν(x)/x
ν) . (714)
As [131]
Iν(x) =
xν
2ν
√
π Γ(ν + 1/2)
∫ π
0
dθ ex cos θ sin2ν θ , (715)
we get for the ratio (714)
Iν+1(x)/Iν(x) =
∫ π
0
dθ (cos θ) ex cos θ sin2ν θ∫ π
0
dθ ex cos θ sin2ν θ
< 1 . (716)
The argument is, however, only valid for ν > −1/2 , i.e. for k > 1/4 , because otherwise the
integrals (715) become singular. Thus, the interval k ∈ (0, 1/4] has to be treated differently:
For k = 1/4 we have [132]
ρk=1/4(|z|) =
I1/2(2|z|)
I−1/2(2|z|) =
sinh 2|z|)
cosh 2|z|) = tanh 2|z| < 1 . (717)
For k ∈ (0, 1/4) , however, the ratio ρk may become larger than 1! This can already be seen
from the asymptotic expression (349): If we put k = 1/4− δ, δ ∈ (0, 1/4) it takes the form
ρ(0<k<1/4)(|z|) ≍ 1 + δ|z| +
δ(1 + 2δ)
4|z|2 +O(|z|
−3) , δ ∈ (0, 1/4) , |z| → ∞ . (718)
Now the second and third non-leading terms in the expansion are positive, making the right-
hand side larger than 1. The same feature may also been seen in the following way: Because
of the relation [133]
I2k−1(2|z|) = 2k|z| I2k(2|z|) + I2k+1(2|z|) (719)
we have
ρk(|z|) = |z|
2k + |z| ρk+1/2(|z|) , ρk+1/2(|z|) =
I2k+1(2|z|)
I2k(2|z|) , (720)
which has the limit
lim
k→0
ρk(|z|) = I0(2|z|)
I1(2|z|) > 1 . (721)
Here the right-hand side even diverges for |z| → 0 ! That the expression (720) can become
large for fixed small |z| and decreasing k may also be seen from the approximation (348)
which yields
ρk+1/2(|z|)→ |z|
2k + 1
(
1− |z|
2
(2k + 1)(2k + 2)
)
for |z| → 0 . (722)
If |z| is so small that we can neglect the term of order |z|2 in the bracket compared to 1, we
get for the relation (720)
ρk(|z|) ≈ |z|
2k + |z|2/(2k + 1) . (723)
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For k ≪ 1/2 and |z| > 2k + |z|2 the right-hand side of the expression (723) becomes larger
than 1 .
The possibility that ρk(|z|) > 1 for k ∈ (0, 1/4) can also be seen from the graphs in Figure
50-1 of Ref. [134].
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