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Abstract-For singular integral equations of the Cauchy type on an open interval, a bounded solution exists 
only if an additional condition is satisfied. In direct methods of solution when the integrals are replaced by 
quadratures, it is not obvious that the resulting discrete system of equations will be consistent. It is shown 
that for Gauss-Chebyshev quadrature, the overdetermined system of equations is consistent if and only if 
the discrete analog of the compatibility condition is satisfied. The behavior of solutions to inconsistent 
systems is examined. 
The integral equation 
I. INTRODUCTION 
kkt)g(t) dt = f(x), - I < x < 1 (1.1) 
with a Cauchy principal value integral and a Fredholm kernel often arises in the mixed 
boundary value problems of elasticity. For some problems a solution is needed which is 
bounded at both ends. The canonical equation 
I I ’ g(t) dt - 77 --j(x), -l<x<l -1 t-x 
has a bounded solution if and only if 
I ’ f(x)dx _ o -,d(l -xq- . (1.3) 
If the equation (1.1) has a bounded solution, then 
I_‘, (1 - x2)-“‘{ f(x) - I_‘, k(x,t)g(t) dl] dx = 0. 
(1.2) 
(1.4) 
Since (1.4) involves g(t) this condition cannot be used to check whether a necessary condition 
is violated, except when 
I 
1 
_, (1 - x2)-“’ k(x, t) dx = 0 (1.5) 
for almost all t. This happens to be the case when k(x,t) is an odd function of x. It would be of 
interest if a condition could be derived which does not depend on g(t). 
A method for calculating the bounded solutions of (1.1) has been given by Erdogan et al.[l]. 
It consists of the following steps: 
(1) Set g(t) = (1 - f’)“‘~$(f). 
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(3) Replace the integrals by the quadrature formula using the zeros of Ufl(x), Chebyshev 
polynomials of the second kind, as the abscissae. 
(3) Consider the equations at the zeros of T,+,(X). Chebyshev polynomials of the first kind. 
(4) Solve the linear system of algebraic equations. Since there are (n + 1) equations in n 
unknowns, one equation is to be ignored. The authors observe that “in practice the most 
harmless point to neglect would be the one closest to x = 0”. 
In this paper we show that the overdetermined system of equations obtained using the 
above method is consistent if the discrete analog of (1.4) derived via Gauss-Chebyshev 
quadrature is satisfied. Hence even for moderately large systems, the choice of the equation to 
be excluded is not significant. On the other hand, if the discrete analog is not satisfied, then 
some care must be exercised in the selection of equations to be used. 
The organization of the paper is as follows: In Section 2 we give certain results for zeros of 
Chebyshev polynomials of the first and second kind. We also describe the derivation of the 
linear system of algebraic equations using Gaussian quadrature and collocation. It is convenient 
to split the problem into its “odd” and “even” parts, and to combine the regular part of the 
equation with the forcing function. Section 3 deals with the case of even solutions, and Section 
4 considers odd solutions. Finally, Section 5 examines the inconsistency in overdetermined 
systems. For simplicity, only (1.2) is considered. 
2. PRELIMINARY MATHEMATICS 
Let {r:k’} denote the zeros of Tk(x), the Chebyshev polynomial of the first kind and kth 
degree defined by the relation 
T&r) = cos (k toss’ x), k = O,l,2,. . (2.1) 
t, lk’ is the zero nearest o 1. Successive zeros t?(k’, t3’k’, . get closer to - I with tik’ nearest o 
- I. The Chebyshev polynomial of the second kind u&.(x) is given by 
u 
k 
(x) = sin {(k + 1) cd (x)1 
sin {cos-’ (x)} ’ (2.2) 
We shall denote its zeros by {slk’} with s,lk’ being nearest o I and ~2~’ nearest o - 1 (the same 
scheme as before). More explicitly, 
t/k’=cos(ci-~2)T), j= 1,2 ,..., k 
j= I,2 ,..., k. 
(2.3) 
(2.4) 
We drop the superscript when it is clear from the context. The zeros are symmetrically 
distributed about the origin, which is a zero for the polynomials of odd degree. In a recent 
paper[2] the following theorems have been proved 
THEOREM 1. Let {f;‘“‘“) be the zeros of Tz,+, (x) and let {S/‘“‘(X)} denote the zeros of U:,(x). 
The matrix A, whose (j, k)th element is given by 
2 1 
2n+l m (2.5) 
is non-singular and its inverse A,-’ is given by the matrix whose (j, k)th element is 
2 tj’( 1 - Sk’) 
2n + I t; - Sk? . 
(2.6) 
Moreover, 
Overdetermined systems 
IIAn-‘II < N/g). 
THEOREM 2. Let {t,““‘} denote the zeros of T*,(x) and 
The matrix B, whose (j,k)th element is given by 
621 
let {s:*“-‘)} be th e zeros of U2,-,(x). 
(2.7) 
for 1 s j Q n - 1 and every element of the nth row is equal to l/n, is also non-singular and its 
inverse I?,-’ is the matrix whose (j,k)th element is 
1 (1-S;) -’ ISkSrr-1; 
,t tj- - Sk- (2.8) 
every element of the nth column is equal to 1. Further, l/Bn-‘112 G d/n. 
Let {fi} denote the zeros of the polynomial TZ,(x) and {si} be the zeros of &_,(x). Then, 
j=1,2 ,,..., n-l. 
This identity is easily proved, starting from the partial fraction relation 
(2.9) 
Using the relation 
we can show that 
2n 
G,(x) 2n ~2”-,(4 g+j=ro= 2n Tz,(x) ’ 
x L,(X) - T2nb) = U2n-2b) 
Further, if {si} denote the zeros of U*“(x), then 
xU,,(x) - T,n+dx) 
u*“(x) 
= -&p&L 
Using the elementary integral 
-l<x<l, 
(2.10) 
(2.11) 
(2.12) 
(2.13) 
(2.14) 
we can adapt he classical Chebyshev formulae to the singular case with the help of (2.12) and 
(2.13). 
We have 
1 
-I 
’ ~‘(1 - t’) 4(t) dt = _I_ ’ d(l- t2NW) - 4(X)} dt _ xd(xj 
ir -I t-x I * -I t-x 
(2.15) 
When {sI(Z”)} are used as abscissae for quadratures and the integral is evaluated for x = tt(2n+‘) 
it is found that 
1 
-I 
’ \:(l - t’) 4(t) dt 
x -1 t- tn 
(2.16) 
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where (2.13) has been used for simplification. Similarly, with s;‘“-” as abscissae for quadrature 
and for x = fl,(‘ni’), we obtain the relation 
1 
I 
’ \t’( 1 - t’)& t) dt - 
n -I t - tk 
(2.17) 
Finally, by a change of variable it is easy to verify that in the equation 
d(t) is an odd function of t if j(x) is even and 4(t) is an even function of t if f(.r) is odd. In the 
latter case the condition (1.3) is automatically satisfied. 
3. THE NORMAL SYSTEM 
If f(x) is odd and 4(t) is even, then a bounded solution always exists. For, using the 
Gauss-Chebyshev formula, the equation 
I 
I 
’ \‘(I - t’)&t)dt - 
t-x = f(x) 27 -I 
is reduced to the discrete form .b 
I=i:(l-~~k~$(Sk)=f(~i), j=l,2,...,2n+l 
2fl+1 k=, 
where sk = s:“” and tj = tj(‘“+“. Using the symmetry, we can rewrite (3.2) as 
~~~~,(ls~!~~sk)=‘f(f,). j=l,2 ,..., n+l. 
(3.1) 
(3.2) 
(3.3) 
The equation corresponding to j = n + 1 is identically satisfied because t,,, = 0. There are thus n 
equations in n unknowns $(sk). It is easy to see that the coefficient matrix for the system is given by 
(2.6) which is non-singular and its inverse is given by (2.5). 
4. THE OVERDETERMINED SYSTEM 
Now, suppose that 4(t) is odd, f(x) is even, and (1.3) is satisfied. We shall use s:‘“~” for 
quadrature abscissae and fk(““” as the collocation points, as well as the nodes for Gaussian 
quadrature in the compatibility condition (1.3). The discrete analog of the equation (1.3) is 
2n-? 
z fltj) = O 
which, using the symmetry of distribution of zeros and evenness of f(x), reduces to 
(4.1) 
We show that if the above condition is satisfied, the overdetermined system of equations 
obtained in this case is consistent. The Gaussian formula (2.17) yields the equation 
(4.3) 
We observe that s,+~ = 0 and for continuous d, d(s,,+,) = 0 as well. Hence, (4.3) is equivalent to 
the equations 
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(4.4) 
There are thus (n + 1) equations and n unknowns. 
CLAIM. If the condition (4.2) is satisfied. then any one equation is implied by the remaining n. 
The system is consistent. 
Suppose the pth equation is omitted. From (2.9) it follows that 
Hence adding all the equations except the pth, we obtain 
Using (4.5) after interchanging the order of summation, we find 
_$___ si(l -,Sf)4(S,) 
t,- s,? = -f(f,L i 1 
(4.5) 
(4.6) 
(4.7) 
which yields the pth equation. Therefore the system is consistent. 
5, LEAST-SQUARES AND OTHER APPROXIMATE SOLUTIONS 
OF INCONSISTENT SOLUTIONS 
The overdetermined system (4.4) can be conveniently represented in matrix form as 
Ax=b (5.1) 
where A is an (n + 1) x n matrix whose (j,k)th element is 
(5.2) 
x is the n x 1 vector whose kth component is 4(sk)/skr and b is the (n + 1) X 1 vector whose jth 
component is f(ti). We introduce a “phantom” variable c#J(s,+,) which satisfies 
(5.3) 
and consider the system 
[Ap]ji = b (5.4) 
where p = (1.1,. . . I)’ and i is the vector x augmented by the element c#J(s,,,,). Using identity 
(3.9). the columns of the coefficient matrix in (5.4) form an orthogonal basis in I&+,. The 
consistency condition (4.2) is equivalent to the requirement that the vector b being orthogonal 
to p. This condition implies c$(s,_,) = 0. 
Assume f satisfies (1.3). but not its discrete analog (4.2). Then the least-squares solution x* 
of (5.1) satisfies the normal equation 
ATAx* = ATb. (5.5) 
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Since the columns of A are mutually orthogonal, it follows that 
The least squares olution x* coincides with the phantom solution X in the sense that 
ir: = x~*, k = I,....n 
The size of the quantity 
(5.6) 
(5.7) 
(5.8) 
(5.9) 
reflects the accuracy of Gauss-Chebyshev integration for f and can be used as a measure of 
inconsistency. 
Consider the case where d differs significantly from zero for moderately large values of n, 
and the overdetermined system (5.1) is to be solved by deleting one row from the matrix A. Let 
x(p) be the solution vector of 
A’P’x’P’ = ,,‘P’ (5.10) 
where Atp’ and btp’ are obtained from the original system with the pth row excluded. Define the 
n x 1 vector eip’ by 
g(P) = x* _ x’P’ 
(5.1 I) 
and the n x 1 vector d by 
dj = d, j = 1,. . . , n. (5.12) 
Then &” satisfies 
A(P)&P = d (5.13) 
Rather than solve (5.13) directly, we make use of the properties of the matrix A to obtain E’~‘. 
Define the (n + I) x I vector d* by 
dj*=d, j=l,..., n+l, j#p 
d,* = - nd 
(5.14) 
and consider the solution to the augmented system 
[Ap]c = d* (5.15) 
where E has been augmented by a “phantom” variable en+,. Noting that the right-hand side 
vector d* now satisfies the consistency condition (4.2), and using the orthogonality properties of 
the coefficient matrix, we find that ei ‘p’ defined to be the discrepancy in the jth component of ,
the solution vector induced by excluding the pth row of the system, is given by 
+“=-d. ~ Si s,_ _ &?7 j=l ? ’ . .Y n; p=l,...,n+l (5.16) 
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This is a measure of error in 4(t). Corresponding error in g(t) is obtained on multiplication by 
the weight (1 - s~‘)“~. 
ei *‘PI = - dSj( ] - qy/($ - t,q. (5.17) 
Figure 1 shows the values of q*‘“’ for n = 20, d = 1 and some selected values of p, viz. 
p = I. 7, 14. 18 and 21. Note that the error is the largest near the neglected node. 
p=Ib 
Note: (i) Scaling of y-axis differs from scaling of x-axis. 
(ii) Dots represent actual computed values of c*. The line segments connect the dots merely to aid 
visualization. 
Fig. 1. Graph of C* vs s for systems solved with pth row excluded. 
Thus the choice of the row to be excluded should depend on the quantity of interest in the 
problem being solved. For example, in crack problems, if the stress in the vicinity of the 
endpoints is to be calculated, then the deleted equation should correspond to the value of tj 
closest to zero. On the other hand, if the crack-profile is of interest and the maximum crack 
displacement is sought, then the equation corresponding to the tj farthest from zero is best 
ignored. 
We can try to minimize the 2-norm of the discrepancy vector. It can be shown (cf. identities 
(2.30), (2.31) of (21) that 
lislP’tlI.=d’~(S?~~~)?=d2(~-2(1!12)1), p= l,...,n+l (5.17) 
I P P P 
which again suggests the row excluded corresponds to tj closest o zero. On the other hand, for 
E*‘~’ (the discrepancy between the approximate solution and the least-squares solution with the 
weight function included) we obtain (again using (2.30), (2.31) of [2]) 
(5.18) 
Hence the ?-norm of the discrepancy vector thus defined is independent of the row excluded. 
Finally, as an illustration of inconsistency in numerical solutions, consider the equation 
I ’ d(t)\ (I - t’) dt = 1 -a’ f-S 1-2aS+aTv1’ -l<s<l -I 
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with a’ = 0.95. Suppose we consider the even part jO(s) of the right hand side function. Then f,, 
satisfies the compatibility condition 
I ’ foW, _. _, v’(l - t-) 
and the exact solution is given by the odd part of 
l$(f) = - 2a 
1 -*at + a?’ 
Tables 1 and 2 display numerical values obtained for the solution (with the weight function 
included) using Gauss-Chebyshev quadrature with n = 20, 60, respectively, and selected rows 
excluded from the overdetermined system. Note that the discrepancy between the computed 
and the least-squares solution depends olely on the value of d, and not on the solution itself. 
0.6801 
0.5633 
I 
0.4333 
0.2348 
0.1490 
I 
0.0000 
L 
n - 20 
1 L 
I 
0,78X? ' -1.2518 
-0.9267 
-0.6811 
-0.4812 
-0.3082 
-0.1506 
0.0000 
L 
Table I. 
-3.4251 j -0.0475 1-0.1200 ~ 0.9372 ' 
-2.0084 -0.0817 ( -0.2421, 0.5352 : 
-1.3684 -0.1202 -0.5123 ~ 0.3620 
-0.9316 -0.1661 -2.7579 / 0.2247 
-0.7341 1 -0.2247 ; 0.9263 j 0.1661 ~ 
-0.5236 ) - 0.3062 ; 0.3762 '0.1202 
-0.3812 j -0,4343 I 0.2104 
-0.2442 ; -0.6843 1 001201 
-0.1193 1 -1.4717 ~ 0.0555 
0.0000 
0.0817 
0.0475 
0.0156 
d = -0.2073 
Table 2. 
1 
Exact ( Least Squares 
E*(S) 
‘1 , 
I 
1 c=u D=30 ! D=l 
,C.3337 ’ -13.4863 1 -13.4121 ' 
/ ( 1 
-O.OOO1 ,-0.0002 / 0.1984 : 
/ 0.3838 -5.3774 1 -5.3568 -0.0007 i -0.0015 10.0211 
; 0.3449 1 -2.8574 1 -2.8464 : -0.0013 j -0.0032 ; 0.0110 I 
0.8827 ~ -1.8726 I -1.8654 
i 0.7398 : -1.3302 1 -1.3251 
/ 0.6373 1 -0.3733 I -0.3696 
) 0.5794 j -0.7102 ; -0.7075 
~ 0.4471 1 -0.4934 ) -0.4375 
j 0.3041 
1 
~ -0.3190 ~ -0.3178 ~ 
(0.1533 ( -0.1556 -0.1550 
' ( 
( 
0.0000 0.0000 i -0.0038 ) 
/ 
-0.0020 I-O.0063 : 0.0372 I 
-0.0023 ~ -0.0161; 0.0051 I 
-0.0033 0.0436 IO.0037 
-0.0054 0.0035' 0.0017 
-0.0077 : 0.0047 ~ 0.0019 ~ 
-0.0120 ; 0.0025 0.0012 : 
-0.024: / 3.0012 (0.0006 ( 
I I 
” = 60 d = -0.0038 
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