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HYBRID SUBCONVEXITY BOUNDS FOR L
` 1
2 , Sym
2 f b g˘
R. HOLOWINSKY, R. MUNSHI, Z. QI
Abstract. Fix an integer κ ě 2. Let P be prime and let k ą κ be an even integer.
For f a holomorphic cusp form of weight k and full level and g a primitive
holomorphic cusp form of weight 2κ and level P, we prove hybrid subconvexity
bounds for L
` 1
2 ,Sym
2 f b g˘ in the k and P aspects when P 1364`δ ă k ă P 38´δ
for any 0 ă δ ă 11128 . These bounds are achieved through a first moment method
(with amplification when P 1364 ă k ď P 413 ).
1. Introduction
Subconvexity estimates for Rankin-Selberg L-functions have been established
in a variety of settings recently with strong motivation coming from equidistribu-
tion problems of an arithmetic nature. In general, for an L-function Lps, πq asso-
ciated to an irreducible cuspidal automorphic representation π with analytic con-
ductor Qps, πq, one hopes to obtain subconvexity estimates of the form Lps, πq Î
Qps, πq 14´δ for some δ ą 0 when Repsq “ 12 . Though the actual value of δ does
not often matter in applications, establishing such a subconvexity bound for some
δ ą 0 is non-trivial and requires careful consideration of the arithmetic/algebraic
information associated with π. The convexity bound Lps, πq Îε Qps, πq 14`ε, on the
other hand, follows purely from standard tools in complex analysis.
The resolution of one equidistribution problem related to central values of Rankin-
Selberg L-functions, the quantum unique ergodicity conjecture of Rudnick and Sar-
nak [20], has thus far required several techniques from analytic number theory and
ergodic theory. In many cases, however, the conjecture would follow directly from
subconvexity estimates for L
`1
2 , Sym
2 f ˘ and L `12 , Sym2 f b g˘. Here we think of
f as a varying modular form and g as a fixed form.
Subconvexity estimates for such L-values have proven to be very difficult to es-
tablish through current methods and several authors have first given attention to
analogous subconvexity problems for Rankin-Selberg L-functions in order to pos-
sibly better understand the structure behind the symmetric square. For a partial list
of related works, see [14], [17], [6], [8], [9], [1], [2], [16] and the references therein.
For many Rankin-Selberg L-functions, it appears as though the arithmetic/analytic
structure of the conductor dictates the method of proof that should be adopted to
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achieve subconvexity. For example, an amplified moment method is usually re-
quired when only one of the forms in the convolution is varying. However, when at
least two of the forms are varying, as in the present work, then a moment computa-
tion without amplification suffices in certain hybrid ranges. Curiously, the moment
method may be avoided all together in cases where the level of the varying form
has special structure, for example if the level of the varying form factorizes in a
suitable manner [19].
In the work of Rizwanur Khan [12] on L
` 1
2 , Sym
2 f b g˘, a conditional amplifier
of long length relative to the conductor was employed in a first moment method in
order to establish subconvexity estimates for fixed f and varying g of prime level
P. Following ideas seen in [8] and [9] (among others), the work of Khan [12]
suggests that the number of points of summation for the unamplified first moment
of L
` 1
2 , Sym
2 f b g˘ is insufficient for application to the subconvexity problem
and that one would benefit from increasing the complexity of the L-function by
allowing f to vary independently with g.
As we demonstrate in this paper, varying the weight k of f along with the level
P of g increases the conductor to be of size Qp12 , Sym2 f b gq — k4P3 and allows
us to establish hybrid subconvexity bounds for L
` 1
2 , Sym
2 f b g˘ in the k and P as-
pects when P 1364`δ ă k ă P 38´δ for any 0 ă δ ă 11128 . Given the above lower bound
for k in terms of P, this suggests that much more work remains in establishing
subconvexity for the case of P fixed and k varying as required in the holomorphic
analogue to the quantum unique ergodicity conjecture. A related situation and hy-
brid subconvexity bound may be found in ([2], Corollary 1.5) where the authors
consider Lp12 , f b g b hq with all three forms f , g and h varying in weights k, ℓ and
k ` ℓ respectively.
2. Statement of results
Fix an integer κ ě 2 and newform g0 P H‹2κpPq of weight 2κ and level P. Let
f be a Hecke eigenform of even weight k ą κ. Let L ě 1 and let P be a set of
primes in the range rL, 2Ls not dividing the level P. Our choice for P will be such
that |P| Ï Llog L . We will be working with an amplified first moment containing g0ÿ
gPH‹2κpPq
ω´1g |Ag|2L
`1
2 , Sym
2 f b g˘
where ωg is as in (4.15) and the amplifier is given by
Ag :“
ÿ
ℓ
αℓλgpℓq
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with
αℓ :“
$’’&’’%
λg0pℓq, if ℓ P P,
´1, if ℓ “ p2 with p P P,
0, otherwise.
(2.1)
When g “ g0, the Hecke relation λg0ppq2 ´ λg0pp2q “ 1 yields Ag0 “ |P|.
Opening the absolute square and using Hecke multiplicativity gives
(2.2)
ÿÿ
ℓ1,ℓ2
αℓ1αℓ2
ÿ
ℓ3|pℓ1,ℓ2q
ÿ
gPH‹2κpPq
ω´1g λgpℓ1ℓ2ℓ´23 qL
`1
2 , Sym
2 f b g˘ .
In §5, we shall prove the following result.
Theorem 2.1. Suppose k ą κ ě 2 are integers, with k even, P is a prime, and f
is a Hecke cusp form of weight k for SLp2,Zq. Let ℓ ď 16L4 be a positive integer.
Then under the assumption
(2.3) L ď k´ 25 P 320 ,
we have for any ε ą 0
ÿ
gPH‹2κpPq
ω´1g λgpℓqL
`1
2 , Sym
2 f b g˘ Îε,κ
˜
1?
ℓ
` L
22
7 k 137
P
4
7
¸
pkPqε.
Remark 2.2. (1) The assumptions κ ě 2 and (2.3) are a result of technical diffi-
culties in the proof. See Remark 4.1 and 5.1.
(2) Setting ℓ “ L “ 1, we note that the above bound is the Lindelo¨f on average
bound when k ď P 413 . Therefore, this is the only range in which amplification is
applied.
Inserting the above bound into (2.2) and trivially averaging over ℓ1 and ℓ2 we
get ÿ
gPH‹2κpPq
ω´1g |Ag|2L
` 1
2 , Sym
2 f b g˘ Îε,κ
˜
L ` L
36
7 k 137
P 47
¸
pkPqε.
Using the non-negativity of the central L-values and the definition of our amplifier
according to (2.1) gives
L
`1
2 , Sym
2 f b g0
˘ Îε,κ ˆPL ` L 227 k 137 P 37
˙
pkPqε.
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Finally, setting
(2.4) L “
$&%k´
13
29 P
4
29 , if P 1364 ă k ď P 413 ,
1, if P 413 ă k ă P 38 ,
one verifies that the assumption (2.3) on L is satisfied and we therefore obtain the
following corollary.
Corollary 2.3. For f as above and g a newform of weight 2κ and level P, we have
(2.5) L `12 , Sym2 f b g˘ Îε,κ
$&%k
13
29 P
25
29 pkPqε, if P 1364 ă k ď P 413 ,´
P ` k 137 P 37
¯
pkPqε, if P 413 ă k ă P 38 .
Remark 2.4. Note that (2.5) beats the convexity bound kP 34 pkPqε when P 1364`δ ă
k ă P 38´δ for some 0 ă δ ă 11128 . Putting ℓ “ L “ 1 in Theorem 2.1, we arrive at
the following bound by non-negativity
L
`1
2 , Sym
2 f b g˘ Îε,κ ´P ` k 137 P 37¯ pkPqε,
which is extracted from the second line of (2.5). This bound is already able to
beat the convexity bound when P 14`δ ă k ă P 38´δ, and therefore amplification is
unnecessary (although the bound from amplification, i.e. the first line of (2.5), also
provides a subconvexity bound on the overlapping range P 14 ă k ď P 413 ). Thus,
the amplification method extends the range of admissible exponents from below by
3
64 .
3. Sketch of hybrid subconvexity in a simplified case
Let f be a holomorphic cusp form of even weight k and full level and let g be
a primitive holomorphic cusp form of even weight 2κ and prime level P. In order
to demonstrate the ideas behind the proofs of our main results, we provide a brief
sketch of how one might establish hybrid subconvexity bounds when κ is large and
fixed. For notational convenience, we denote the Dirichlet coefficients of Sym2 f by
Apnq and the coefficients of g by λpnq such that a standard approximate functional
equation argument will essentially equate our central L-value L
` 1
2 , Sym
2 f b g˘
with
D1gpYq ` D2gpYq :“
ÿ
nÎY ?Q
Apnqλpnq?
n
` εpSym2 f b gq
ÿ
nÎ?Q{Y
Apnqλpnq?
n
for any Y ą 0 with Q “ k4P3 — Qp12 , Sym2 fˆgq and root number εpSym2 fbgq “
p´1qκ?PλpPq “ ˘1.
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Our method will be a normalized first moment average over newforms g. There-
fore, we wish to achieve a better result than the first moment convexity bound
(3.1)
ÿ
gPH‹2κpPq
ω´1g L
` 1
2 , Sym
2 f b g˘ Î Q 14`ε
P
where ωg is as in (4.15). As noted in the previous section, one gains from amplifi-
cation in certain ranges of k relative to P, but we omit this component here.
Assume that for our particular choice of κ and P, the space of newforms H‹2κpPq
spans the space of all forms S 2κpPq. Write
S 1pYq ` S 2pYq :“
ÿ
gPH‹2κpPq
ω´1g D
1
gpYq `
ÿ
gPH‹2κpPq
ω´1g D
2
gpYq
and consider first S 1pYq. Applying the Petersson trace formula in the average
over g along with standard Bessel function bounds (4.21) and the Weil bound for
Kloosterman sums, one obtains
S 1pYq “ 1` 2πp´1qκ
ÿ
c”0pmod Pq
cą0
1
c
ÿ
nÎY ?Q
Apnq?
n
S pn, 1; cqJ2κ´1
ˆ
4π
?
n
c
˙
Îκ 1 `
ÿ
c”0pmod Pq
cą0
1?
c
ÿ
nÎY ?Q
|Apnq|?
n
ˆ ?
n
c
˙2κ´1
.
The Deligne bound for the coefficients of holomorphic forms then gives
(3.2) S 1pYq Îε,κ max
"
1,
?
P
ˆ
Y
?Q
P2
˙κ*
Qε.
Note that the condition 1 ă Q
1
4
P or equivalently P
1
4 ă k is necessary for the bound
(3.2) above to be better than the first moment convexity bound (3.1).
Remark 3.1. We shall see that such basic analysis of S 1pYq, when κ is large,
is sufficient for establishing at least some hybrid subconvexity bound due to the
congruence condition in the sum over c. In §5, we improve on the above bound
(3.2) in order to establish our main results in §2.
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Now for S 2pYq, an application of Petersson’s trace formula shows that S 2pYq is
essentially equal to
ÿ
c”0pmod Pq
cą0
?
P
c
ÿ
nÎ?Q{Y
Apnq?
n
S pnP, 1; cqJ2κ´1
ˆ
4π
?
nP
c
˙
“
ÿ
pc,Pq“1
cą0
1
c
?
P
ÿ
nÎ?Q{Y
Apnq?
n
S pnP, 1; cPqJ2κ´1
ˆ
4π
?
n
c
?
P
˙
“´
ÿ
pc,Pq“1
cą0
1
c
?
P
ÿ
nÎ?Q{Y
Apnq?
n
S pn, P; cqJ2κ´1
ˆ
4π
?
n
c
?
P
˙
.
Here we pulled out the P divisor in the original c-sum and used basic properties of
the Kloosterman sums, i.e.
S pnP, 1; cPq “
$&%0, if P|c,S p0, c; PqS pn, P; cq “ ´S pn, P; cq, if pc, Pq “ 1.
Focusing on the transition range of the Bessel function (?n — c?P) for the re-
mainder of the sketch and opening the Kloosterman sum, we see that we must
analyze a smoothed version of
ÿ
pc,Pq“1
c—Q 14 {?YP
1
c
?
P
ÿ‹
apmod cq
e
˜
aP
c
¸ ÿ
nÎ?Q{Y
Apnq?
n
e
ˆ
na
c
˙
.
An application of Voronoı¨ summation in n leads to sums of the form
ÿ
pc,Pq“1
c—Q 14 {?YP
1
c
?
P
ÿ‹
apmod cq
e
˜
aP
c
¸ ÿ
nÎ c3k2?Q{Y
Apnq?
n
S pa, n; cq?
c
i.e. we obtain a new n-sum of length “conductor divided by the original length of
summation” with a summand “dual” to the previous summand. Summing over a,
one sees that we must considerÿ
pc,Pq“1
c—Q 14 {?YP
1?
cP
ÿ
nÎ k2Q
1
4?
YP3
Apnq?
n
e
ˆ
´nP
c
˙
.
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Trivially bounding the sum over n using Deligne’s bound, the above is bounded by
(3.3)
ÿ
pc,Pq“1
c—Q 14 {?YP
1?
cP
˜
kQ 18
Y
1
4 P
3
4
¸1`ε
Î Q
1
4`ε
P
ˆ
k?
YP
˙
.
This bound is better than the first moment convexity bound (3.1) when Y ą k2P .
We now combine the bounds in (3.2) and (3.3). Assume first that
?
P
ˆ
Y
?Q
P2
˙κ
ď 1 ă Q
1
4
P
.
Equating the two bounds 1 “ Q
1
4
P
´
k?
YP
¯
we get Y “ k2
?Q
P3 “ k4P´
3
2 . Such a
choice of Y satisfies our assumption when P 14 ă k ď P 13´ 112κ . Now assume that
1 ď
?
P
ˆ
Y
?Q
P2
˙κ
ă Q
1
4
P
.
Equating the two bounds
?
P
´
Y
?Q
P2
¯κ
“ Q
1
4
P
´
k?
YP
¯
we get Y “ k 4´4κ2κ`1 P 2κ´54κ`2 .
Such a choice of Y satisfies our assumption when P 13´ 112κ ď k ă P
3p2κ´1q
4p4κ´1q
.
Therefore, one establishes hybrid subconvexity bounds for all κ ě 2 with the
range of k relative to P tending to P 14 ă k ă P 38 as κ ÝÑ 8.
4. Preliminaries
4.1. Holomorphic cusp forms. For a positive integer N and an even positive in-
teger k, the space S kpNq of cusp forms of weight k for the Hecke congruence
group Γ0pNq is a finite-dimensional Hilbert space with respect to the Petersson
inner product
x f1, f2y :“
ż
Γ0pNqzH
f1pzq f2pzqyk´2dxdy, f1, f2 P S kpNq,
where H denotes the upper half-plane. Every f P S kpNq has a Fourier series
expansion
f pzq “
8ÿ
n“1
ψ f pnqn
k´1
2 epnzq.
For n ě 1, define the Hecke operator TNpnq by
pTNpnq f qpzq :“ 1?
n
ÿ
ad“n
pa,Nq“1
´a
d
¯ k
2 ÿ
bpmod dq
f
ˆ
az ` b
d
˙
.
Let H‹k pNq be the orthogonal set of Hecke-normalized (i.e., ψ f p1q “ 1) new-
forms f in S kpNq. Every f P H‹k pNq is an eigenfunction of all Hecke operators
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TNpnq; let λ f pnq be its eigenvalue of TNpnq. We have ψ f pnq “ λ f pnq for all n ě 1.
The Hecke eigenvalues are multiplicative, i.e., for any m, n ě 1
(4.1) λ f pmqλ f pnq “
ÿ
d|pm,nq
pd,Nq“1
λ f pmn{d2q.
In particular, (4.1) becomes completely multiplicative when n|N
(4.2) λ f pmqλ f pnq “ λ f pmnq.
For any f P H‹k pNq, we have Deligne’s bound
|λ f pnq| ď τpnq,
and when N is squarefree, it is known that ([11, (2.24)])
λ f pnq2 “ 1
n
, if n|N.
4.2. Automorphic L-functions. In this section some preliminary results on auto-
morphic L-functions are given. We shall particularly focus on the Rankin-Selberg
L-function Lps, Sym2 f b gq for f P S kp1q and g P H‹2κpNq with N squarefree, k
an even positive integer and κ a positive integer. A brief calculation of the γ-factor
and the ε-factor of Sym2 f b g will be given in §4.2.4.
4.2.1. For f P H‹k pNq the Hecke L-function is defined by
Lps, f q “
8ÿ
n“1
λ f pnqn´s.
This has an Euler product Lps, f q “śp Lpps, f q with local factors
Lpps, f q “ p1 ´ λ f ppqp´s ` χ0ppq´2sq´1,
where χ0 is the principal character modulus N. The gamma factor is
γps, f q “ π´sΓ
ˆ
s
2
` k ´ 1
4
˙
Γ
ˆ
s
2
` k ` 1
4
˙
.
The complete product Λps, f q “ N s2γps, f qLps, f q is entire and satisfies the func-
tional equation
Λps, f q “ ε fΛp1 ´ s, f q,
with root number ε f “ ikη f “ ˘1, where η f is the eigenvalue of the Atkin-Lehner
involution WN . If N is squarefree, then εp f q “ ikµpNqλ f pNq
?
N.
For p ffl N, the local factors Lpps, f q factor further as
Lpps, f q “
`
1´ α f ppqp´s
˘´1 `1´ β f ppqp´s˘´1 ,
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where α f ppq, β f ppq are complex numbers with α f ppq ` β f ppq “ λ f ppq and
α f ppqβ f ppq “ 1.
4.2.2. For f P S kp1q the symmetric square L-function is defined by
Lps, Sym2 f q “ ζp2sqZps, f q,
where ζpsq denotes the Riemann zeta function and Zps, f q is defined by
Zps, f q “
8ÿ
n“1
λ f pn2qn´s.
This has Euler product Lps, Sym2 f q “śp Lpps, Sym2 f q with
Lpps, Sym2 f q “ p1 ´ α2f ppqp´sq´1p1 ´ p´sq´1p1 ´ β2f ppqp´sq´1.
The gamma factor is
γps, Sym2 f q “ π´ 3s2 Γ
ˆ
s` 1
2
˙
Γ
ˆ
s` k ´ 1
2
˙
Γ
ˆ
s` k
2
˙
The complete product Λps, Sym2 f q “ γps, Sym2 f qLps, Sym2 f q is entire and it
satisfies the functional equation
Λps, Sym2 f q “ Λp1 ´ s, Sym2 f q.
We have the convexity bound
(4.3) Lpσ` it, Sym2 f q Îε
`p|t| ` 1qp|t| ` kq2˘ 1´σ2 `ε , 0 ď σ ď 1,
where the implied constant depends only on ε ą 0. Moreover, it is known that [7]
(4.4) k´ε Îε Lp1, Sym2 f q Îε kε.
According to [3], Lps, Sym2 f q is also an L-function Lps, Fq of some automor-
phic representation F of GLp3,Zq, and the normalized Fourier coefficients are
given by
AFp1, nq “ AFpn, 1q “
ÿ
mℓ2“n
λ f pm2q,
AFpm, nq “ AFp´m, nq “ AFpm,´nq “ AFp´m,´nq,
AFpm, 0q “ AFp0, nq “ 0,
and the Hecke relations ([18, (7.7)])
(4.5) AFpm, nq “
ÿ
d|pm,nq
µpdqAFpm{d, 1qAFp1, n{dq.
We have
Lps, Sym2 f q “ Lps, Fq “
8ÿ
n“1
AFp1, nqn´s.
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4.2.3. Let f P S kp1q and g P H‹2κpNqwith N squarefree, k an even positive integer
and κ a positive integer. We define the Rankin-Selberg L-function
Lps, Sym2 f b gq “
8ÿ
m“1
8ÿ
n“1
AFpm, nqλgpnqpm2nq´s.
This has Euler product Lps, Sym2 f b gq “śp Lpps, Sym2 f b gq with local factor
Lpps, Sym2 f b gq
“ p1 ´ α2f ppqαgppqp´sq´1p1 ´ αgppqp´sq´1p1 ´ β2f ppqαgppqp´sq´1
p1 ´ α2f ppqβgppqp´sq´1p1 ´ βgppqp´sq´1p1 ´ β2f ppqβgppqp´sq´1
if p ffl N, and
Lpps, Sym2 f b gq
“p1 ´ α2f ppqλgppqp´sq´1p1 ´ λgppqp´sq´1p1 ´ β2f ppqλgppqp´sq´1
if p|N. The gamma factor is
γps, Sym2 f b gq
“p2πq´3sΓ
ˆ
s` κ ´ 1
2
˙
Γ
ˆ
s` k ` κ´ 3
2
˙
Γ
ˆ
s `
ˇˇˇˇ
k ´ κ´ 1
2
ˇˇˇˇ˙
.
(4.6)
The complete product Λps, Sym2 f b gq “ N 3s2 γps, Sym2 f b gqLps, Sym2 f b gq is
entire and it satisfies the functional equation
Λps, Sym2 f b gq “ εpSym2 f b gqΛp1 ´ s, Sym2 f b gq,
with root number εpSym2 f b gq “ ˘1 given by
(4.7) εpSym2 f b gq “
# p´1qκ`1µpNqλgpNq?N, if k ą κ,
p´1qκµpNqλgpNq
?
N, if k ď κ.
It follows from the Hecke relations (4.5) and (4.2) that
Lps, Sym2 f b gq
“
8ÿ
d“1
µpdqd´3s
8ÿ
m“1
AFpm, 1qm´2s
8ÿ
n“1
AFp1, nqλgpdnqn´s
“ Lp2s, Sym2 f q
8ÿ
d“1
µpdqd´3s
8ÿ
n“1
AFp1, nqλgpdnqn´s
“ Lp2s, Sym2 f qLNp3s, gq´1
ÿ
pd,Nq“1
µpdqd´3s
8ÿ
n“1
AFp1, nqλgpdnqn´s ,
(4.8)
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where LNps, gq denotes the finite Euler product
LNps, gq “
ź
p|N
`
1 ´ λgppqp´s
˘´1
.
4.2.4. Computation of the γ-factor and the ε-factor of Sym2 f b g. Let ψ8 be the
standard additive character on R, namely ψ8pxq “ epxq, and ψp be a normalized
unramified additive character of Qp for each prime p.
At the real place, the local component π f ,8, respectively πg,8, is the discrete
series representation of GLp2,Rq with weight k, respectively 2κ.
The Weil group The Weil group WR of R is realized as Cˆ Y jCˆ satisfying
j2 “ ´1 P Cˆ and jz j´1 “ z for z P Cˆ. Under the local Langlands correspon-
dence the discrete series with weight k, k ě 2, corresponds to the two dimensional
representation ρk of WR given by
ρkpreiθq “
˜
eipk´1qθ
e´ipk´1qθ
¸
ρkp jq “
˜
p´1qk´1
1
¸
The γ-factor γps, ρkq “ ΓC
`
s` k´12
˘
and the ε-factor εpρk, ψ8q “ ik. See [13].
With some matrix calculations we have
Sym2pρkq b ρ2κ “ ρ2κ ‘ ρ|2k´2κ´1|`1 ‘ ρ2k`2κ´2.
This implies the formula (4.6) for the γ-factor γps, Sym2 f b gq, and the ε-factor at
8 is
(4.9) ε8pSym2 f b g, ψ8q “
# p´1qκ`1, if k ą κ,
p´1qκ, if k ď κ.
For any prime p, the local component πSym2 f ,p is an unramified principle series
representation of GLp3,Qpq with trivial central character, so
(4.10) εppSym2 f b g, ψpq “ εppg, ψpq3 “
# ´ λgppq?p, if p|N,
1, if p ffl N.
Multiplying (4.9) and (4.10) yields the formula (4.7) for the ε-factor εpSym2 f bgq.
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4.3. Approximate functional equation. In view of (4.8), we have the following
approximate functional equation (see [10, Theorem 5.3, Proposition 5.4])
L
` 1
2 , Sym
2 f b g˘
“
ÿ
pd,Nq“1
8ÿ
n“1
µpdqAFp1, nqλgpdnq?
d3n
V
ˆ
d3n
YN 32
˙
` εpSym2 f b gq
ÿ
pd,Nq“1
8ÿ
n“1
µpdqAFp1, nqλgpdnq?
d3n
V
ˆ
d3nY
N 32
˙
,
(4.11)
where Vpyq is a smooth function on R` defined by
1
2πi
ż
p3q
´
cos
´
πu
4A
¯¯´24A γ `12 ` u, Sym2 f b g˘
γ
` 1
2 , Sym
2 f b g˘ Lp1 ` 2u, Sym
2 f q
LN
` 3
2 ` 3u, g
˘ y´u du
u
,
with A a positive integer. For y large we shift the contour of integration in Vpyq to
Re u “ A, and for y small we left shift the contour to Re u “ ´σ with 0 ă σ ă 12 ,
passing through the pole u “ 0 with residue Lp1, Sym2 f qLN
` 3
2 , g
˘´1
. Then by
Stirling’s formula and the convexity bound (4.3) for Lps, Sym2 f q we derive
(4.12) y jVp jqpyq Îε, j,A,κ pkNqε
´
1` y
k2
¯´A
,
and the asymptotic equation
(4.13) y jVp jqpyq “ Lp1, Sym2 f qLN
` 3
2 , g
˘´1
δp0, jq ` Oε,σ, j,κ ppkNqεyσq .
Choosing σ sufficiently small, we have on the range y ă k2`ε
(4.14) y jVp jqpyq Îε, j,κ pkNqε.
4.4. Petersson trace formula. Let BkpNq be an orthogonal basis of S kpNq. For
any n,m ě 1 define
∆k,Npm, nq :“
ÿ
fPBkpNq
ω´1f ψ f pmqψ f pnq.
This is basis independent. Here the weight ω f is defined by
(4.15) ω f :“ p4πq
k´1
Γpk ´ 1qx f , f y.
If f P H‹k pNq, then
ω f “ pk ´ 1qN2π2 Lp1, Sym
2 f q,
and by (4.4) we have
(4.16) pkNq1´ε Îε ω f Îε pkNq1`ε.
HYBRID SUBCONVEXITY BOUNDS FOR L
` 1
2 , Sym
2 f b g˘ 13
Moreover, it follows from [11, (2.48, 2.72)], the bound (4.4) of Lp1, Sym2 f q and
Deligne’s bound that
(4.17) ∆k,Npm, nq Îε pNknmqε.
We have the following formula of Petersson.
(4.18) ∆k,Npm, nq “ δpm, nq ` 2πi´k
ÿ
cą0
c”0pmod Nq
S pm, n; cq
c
Jk´1
ˆ
4π
?
mn
c
˙
,
where Jk´1 is the Bessel function of the first kind with order k ´ 1.
Define
∆‹k,Npm, nq :“
ÿ
fPH‹k pNq
ω´1f λ f pmqλ f pnq.
According to [11, Proposition 2.8], under the assumptions that N be squarefree,
pm, Nq “ 1 and pn, Nq|N2 we have
(4.19) ∆‹k,Npm, nq “
ÿ
LR“N
µpLq
Lνppn, Lqq
ÿ
ℓ|L8
ℓ´1∆k,R
`
mℓ2, n
˘
,
with
νpnq “ n
ź
p|n
ˆ
1 ` 1
p
˙
.
For our purpose, a more general variant of (4.19) given in [9, Lemma 2.4] is more
convenient. Suppose N is squarefree and pm, Nq “ 1, then
(4.20) ∆‹k,Npm, nq “
ÿ
LR“N
µpLq
Lνppn, Lqq
ÿ
ℓ|L8
ℓ´1
ÿ
ℓ21|pn,ℓ1Lq
µpℓ1qℓ1∆k,R
`
mℓ2, nℓ´21
˘
.
4.5. Bessel functions. Let ν be a positive integer. If x Î 1, the Taylor series
expansion yields
(4.21) x jJp jqν pxq Îν, j xν, j ě 0.
We have (see [22, §16.12, §17.5])
(4.22) Jνpxq “ 1?
2πx
`
eixWν,`pxq ` e´ixWν,´pxq
˘
,
where
Wν,˘pxq “ e¯ipx`
1
2pν` 12qπiqW0,νp¯2ixq
“ e
¯ 12pν` 12qπi
Γ
`
ν` 12
˘ ż 8
0
e´y
´
y
´
1 ˘ i y
2x
¯¯ν´ 12 dy.
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For x Ï 1, the asymptotic expansion for the Whittaker functions ([22, §16.3] or
[5, 9.227]) and their recursion formula ([5, 9.234.3]) provide the bound
(4.23) x jWp jqν,˘pxq Îν, j 1.
Remark 4.1. The authors would like to point out a common mistake presented in
literatures. (4.23) does not hold for small x Î 1. Actually, we have
Jνpxq ` iYνpxq “ Hp1qν pxq “
c
2
πx
eixWν,`pxq,
where Yν is the Bessel function of the second kind and Hp1qν is the Hankel function.
The behaviour of Yν near zero is given by [21, 3.52 (3)] as follows
Yνpxq “ ´ 1
π
ν´1ÿ
n“0
pν´ n ´ 1q!
n!
` 1
2 x
˘´ν´2n
` 1
π
8ÿ
n“0
p´1qn ` 12 x˘ν`2n
n!pν` nq!
`
2 log
`1
2 x
˘´ ψpn ` 1q ´ ψpν` n` 1q˘ ,
with ψp1q “ ´γ, ψpn`1q “ 1` 12 ` ...` 1m ´γ, where γ denotes Euler’s constant.
In particular, Wν,`pxq tends to infinity with growth rate x 12´ν as x tends to zero.
Thus, for small x, one has to apply the bound (4.21) of Jνpxq, as done for in-
stance in §4.8.1. However, ν ě 3, or κ ě 2 in our context, is required to guarantee
convergence of certain series as shown in (5.12, 5.16).
4.6. Voronoı¨ formula. For a smooth compactly-supported function ψpyq on R`,
define the Mellin transform by
rψpsq :“ ż 8
0
ψpyqys dy
y
.
Let η P t0, 1u. For σ ą ´1 define
Ψηpxq :“ 12πi
ż
pσq
pπ3xq´sGηpsqrψp´sqds,
where
(4.24) Gηpsq :“
Γ
´
1`s`1´η
2
¯
Γ
´
1`s`pk´1q`η
2
¯
Γ
´
1`s`k´η
2
¯
Γ
´
´s`1´η
2
¯
Γ
´´s`pk´1q`η
2
¯
Γ
´
´s`k´η
2
¯ .
Then define
Ψ`pxq :“ 1
2π 32
pΨ0pxq ´ iΨ1pxqq ,
Ψ´pxq :“ 1
2π 32
pΨ0pxq ` iΨ1pxqq .
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We have the following Voronoı¨ formula ([18, Theorem 1.18]).
Proposition 4.2. Let ψpyq be a smooth function compactly supported on R`. Let
a, a, c P Z with c ‰ 0, pa, cq “ 1 and aa ” 1pmod cq. Then we have
8ÿ
n“1
AFp1, nqe
ˆ
na
c
˙
ψpnq “c
ÿ
n1|c
8ÿ
n2“1
AFpn2, n1q
n1n2
S pa, n2; c{n1qΨ`
˜
n2n
2
1
c3
¸
` c
ÿ
n1|c
8ÿ
n2“1
AFpn2, n1q
n1n2
S pa,´n2; c{n1qΨ´
˜
n2n
2
1
c3
¸
.
Remark 4.3. We have used the functional equation
Γp1´ sqΓpsq “ π
sinpπsq
and the fact that k is even to rewrite the Gamma factors in [18, Theorem 1.18] into
the form in (4.24).
4.7. Gamma function. Fix s0 P C and let Re s ą ´Re s0. We have an asymptotic
expansion as |Im s| Ñ 8
log Γps0 ` sq “
ˆ
s0 ` s´ 12
˙
log s´ s` 1
2
logp2πq ` O
ˆ
1
|s|
˙
.
With some calculations we show
(4.25)
ˇˇ
Gηpσ ` itq
ˇˇ Î `p|t| ` 1qpt2 ` k2q˘σ` 12 .
4.8. Integral transform. Let X ą 0. Suppose function wpyq satisfies
(4.26)
#
wpyq is smooth with support in the dyadic interval rX, 2Xs,
y j|wp jqpyq| ď c j,
for all j ě 0 and some positive real numbers c j. We call wpyq an X-dyadic weight
function.
We are interested in ψpyq “ J2κ´1pθ?yqwpyq with θ ą 0, κ ě 1 and wpyq an
X-dyadic weight function with y jwp jqpyq Î j 1.
4.8.1. For θ
?
X Î 1 we use the bound (4.21) for J2κ´1, then it follows from
repeating integration by parts that
rψp´σ´ itq Îσ,A,κ pθ?Xq2κ´1X´σp|t| ` 1q´A.
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This bound with A “ j`3σ`3 and the bound (4.25) for Gηpsq yield, for σ ě ´ 12 ,
x jΨp jq˘ pxq
Î j,σ,κ pθ
?
Xq2κ´1
ż 8
´8
pxXq´σ `p|t| ` 1qpt2 ` k2q˘σ` 12 p|t| ` 1q´3σ´3 dt
Î pθ
?
Xq2κ´1k
ˆ
k2
xX
˙σ
.
If xX ď k2pkXqε, we choose σ “ 0 and obtain
(4.27) x jΨp jq˘ pxq Î j pθ
?
Xq2κ´1k.
Otherwise it is negligible by choosing σ sufficiently large.
4.8.2. For θ
?
X Ï 1 we use the expression (4.22) to write
rψp´σ´ itq “ÿ
˘
1?
2πθ
ż 8
0
e˘iθ
?yW2κ´1,˘pθ?yqwpyqy´σ´it´ 14 dyy ,
then repeating integration by parts and the bound (4.23) for W˘,2κ´1 yield
rψp´σ´ itq Îσ,A,κ 1?
θX 14
X´σ
ˆ |t|
θ
?
X
` 1
˙´A
.
This bound with A “ 3σ ` 3 and the bound (4.25) for Gηpsq yield, for σ ě ´ 12 ,
Ψ˘pxq
Î j,σ 1?
θX 14
ż 8
´8
pxXq´σ `p|t| ` 1qpt2 ` k2q˘σ` 12 ˆ |t|
θ
?
X
` 1
˙´3σ´3
dt
Î θ
?
Xk
˜
pθ?Xq3k2
xX
¸σ
.
If xX ď pθ?Xq3k2pkXqε, we choose σ “ 0 and obtain
(4.28) Ψ˘pxq Î j θ
?
Xk.
Otherwise it is negligible by choosing σ sufficiently large.
4.9. A Wilton-type bound. We have the following Wilton-type bound involving
conductor for Sym2 f ([4, Theorem 4.1]). This type of bound was first proved for
symmetric square lifts of GLp2,Zq-Maass forms in [15].
Proposition 4.4. Let X ą 0 and wpxq be an X-dyadic weight function defined in
(4.26). Then for any real number α,
(4.29)
8ÿ
n“1
AFp1, nqepαnqwpnq Îε,tc ju j X
3
4`εk
1
2`ε.
HYBRID SUBCONVEXITY BOUNDS FOR L
` 1
2 , Sym
2 f b g˘ 17
5. Proof of Theorem 2.1
5.1. Amplified first moment average. Let f P S kp1q, g0 P H‹2κpPq, and assume
that κ ě 2 is fixed, k ą κ and P is prime. Then Q :“ k4P3 is essentially the
conductor of Sym2 f b g. We shall estimate the twisted first moment,
FFpℓq :“
ÿ
gPH‹2κpPq
ω´1g λgpℓqL
` 1
2 , Sym
2 f b g˘
when pℓ, Pq “ 1 and ℓ ď 16L4 with L to be chosen. Subsequently, in the interest
of simplifying notation, we shall write F for Sym2 f .
Applying the approximate functional equation (4.11), we have for Y ą 0
L
`1
2 , F b g
˘ “ ÿ
pd,Pq“1
8ÿ
n“1
µpdqAFp1, nqλgpdnqλgpℓq?
d3n
V
ˆ
d3n
YP 32
˙
` p´1qκ
?
P
ÿ
pd,Pq“1
8ÿ
n“1
µpdqAFp1, nqλgpdnPqλgpℓq?
d3n
V
ˆ
d3nY
P 32
˙
,
where we have the applied multiplicative relation (4.2) which yields λgpdnqλgpPq “
λgpdnPq. Therefore,
FFpℓq “ S 1pℓ, Yq ` p´1qκS 2pℓ, Yq,
with
S 1pℓq “ S 1pℓ, Yq :“
ÿ
pd,Pq“1
µpdq
d 32
8ÿ
n“1
AFp1, nq∆‹2κ,Ppℓ, dnq?
n
V
ˆ
d3n
YP 32
˙
and
S 2pℓq “ S 2pℓ, Yq :“
?
P
ÿ
pd,Pq“1
µpdq
d 32
8ÿ
n“1
AFp1, nq∆‹2κ,Ppℓ, dnPq?
n
V
ˆ
d3nY
P 32
˙
.
It follows from the bound (4.12) for V that the contribution from d3n ą YQ 12`ε to
S 1pℓq and that from d3n ą Q
1
2`ε
Y to S 2pℓq are negligible.
Furthermore, we shall make the following a priori assumption on L and Y ,
(5.1) L2
?
YQ 14 ď P
and see that our final choices of Y in (5.18) and L in (2.4) satisfy this assumption.
Remark 5.1. The assumption (5.1) will not be used until the Wilton-type bound
(Proposition 4.4) is applied to the final estimates in §5.5.1. One reason of making
this assumption is so that the weight function after the integral transform in Voronoı¨
(see §4.8.1) satisfies (4.26) the hypothesis in Proposition 4.4.
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5.2. Preparations for application of Petersson’s trace formula.
5.2.1. Treating S 1pℓq. Applying (4.20), the sum S 1pℓq is converted to
ÿ
pd,Pq“1
µpdq
˜ 8ÿ
n“1
AFp1, nq?
d3n
V
ˆ
d3n
YP 32
˙
∆2κ,Ppℓ, dnq
´
8ÿ
n“1
AFp1, nq?
d3n
V
ˆ
d3n
YP
3
2
˙
¨ 1
Pvppn, Pqq
8ÿ
j“0
P´ j∆2κ,P
`
ℓP2 j, dn
˘
`
ÿ
n”0pmod P2q
AFp1, nq?
d3n
V
ˆ
d3n
YP 32
˙
¨ 1
P ` 1
8ÿ
j“0
P´ j∆2κ,P
`
ℓP2 j, dnP´2
˘¸
.
By trivial estimates using Deligne’s bound, the bound (4.12) for V and the bound
(4.17) for ∆2κ,P, the sum of the last two terms is bounded by
ÿ
pd,Pq“1
¨˚
˚˝˚˚ ÿ
d3nďYQ 12`ε
pℓdnPqε?
d3nP
`
ÿ
n”0pmod P2q
d3nďYQ 12`ε
pℓdnPqε?
d3npP ` 1q
‹˛‹‹‹‚
Î
?
YQ 14`ε
P
ÿ
pd,Pq“1
1
d3´ε
Î
?
YQ 14`ε
P
.
Therefore,
S 1pℓq “ T1pℓq ` O
˜ ?
YQ 14`ε
P
¸
,
with
(5.2) T1pℓq :“
ÿ
pd,Pq“1
µpdq
8ÿ
n“1
AFp1, nq?
d3n
V
ˆ
d3n
YP 32
˙
∆2κ,Ppℓ, dnq.
5.2.2. Treating S 2pℓq. Similarly, after applying (4.20), the sum S 2pℓq turns into
ÿ
pd,Pq“1
µpdq
˜?
P
8ÿ
n“1
AFp1, nq?
d3n
V
ˆ
d3nY
P 32
˙
∆2κ,P pℓ, dnPq
´
?
P
8ÿ
n“1
AFp1, nq?
d3n
V
ˆ
d3nY
P 32
˙
¨ 1
PpP ` 1q
8ÿ
j“0
P´ j∆2κ,P
`
P2 jℓ, dnP
˘
`
?
P
ÿ
n”0pmod Pq
AFp1, nq?
d3n
V
ˆ
d3nY
P 32
˙
¨ 1
P ` 1
8ÿ
j“0
P´ j∆2κ,P
`
P2 jℓ, dnP´1
˘¸
.
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By trivial estimates we have
S 2pℓq “ T2pℓq ` O
˜
Q 14`ε?
YP 32
¸
,
with
(5.3) T2pℓq :“
?
P
ÿ
pd,Pq“1
µpdq
8ÿ
n“1
AFp1, nq?
d3n
V
ˆ
d3nY
P 32
˙
∆2κ,P pℓ, dnPq .
5.3. Application of Petersson’s formula.
5.3.1. Treating T1pℓq. Applying Petersson’s formula (4.18), T1pℓq defined in (5.2)
is equal toÿ
pd,Pq“1
µpdq
8ÿ
n“1
AFp1, nq?
d3n
V
ˆ
d3n
YP 32
˙
ˆ
¨˚
˚˝δpℓ, dnq ` p´1qκ2π ÿ
cą0
c”0pmod Pq
S pℓ, dn; cq
c
J2κ´1
ˆ
4π
?
ℓdn
c
˙‹˛‹‚.
Trivial estimates using Deligne’s bound and the bound (4.14) for V yields the fol-
lowing estimate on the diagonal termÿ
pd,Pq“1
d|ℓ
AF p1, ℓ{dq?
ℓd2
V
ˆ
ℓd2
YP 32
˙
Î Q
ε
?
ℓ
.
Consider now the size of the off-diagonal termsÿ
pd,Pq“1
µpdq
8ÿ
n“1
AFp1, nq?
d3n
ÿ
cą0
c”0pmod Pq
S pℓ, dn; cq
c
J2κ´1
ˆ
4π
?
ℓdn
c
˙
V
ˆ
d3n
YP 32
˙
.
We wish to apply the Voronoı¨ summation formula on the sum over n. To this end,
we subdivide the sum over n by a smooth dyadic partition of unity for V , open the
Kloosterman sum, and obtain the following sum up to a negligible error term due
to (4.12),
T o1 pℓq :“
ÿ
XďYQ 12`ε
ÿ
pd,Pq“1
µpdqT o1 pX, d, ℓq,
where X is of the form 2
j
2 with j ě ´1,
T o1 pX, d, ℓq :“
ÿ
cą0
c”0pmod Pq
1
c
ÿ‹
apmod cq
e
ˆ
ℓa
c
˙ 8ÿ
n“1
AFp1, nqe
ˆ
dna
c
˙
ψ1pn; c, X, d, ℓq,
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in which
ψ1py; c, X, d, ℓq :“ J2κ´1
˜
4π
a
ℓdy
c
¸
w1py; X, dq,
w1py; X, dq :“ 1a
d3y
V
ˆ
d3y
YP 32
˙
h
ˆ
d3y
X
˙
,
with hpyq some smooth function supported on r1, 2s satisfying hp jqpyq Î j 1. In view
of the range of X, the bound (4.14) for V implies that w1py; X, dq is an X-dyadic
weight function with bounds
(5.4) x jwp jq1 py; X, dq Î j,ε,l
Qε?
X
.
Moreover, we pull out the greatest common divisor pc, dq by writing
T o1 pX, d, ℓq “
ÿ
d1d2“d
ÿ
pc,d2q“1
c”0pmod Pq
T o1 pc, X, d1, d2, ℓq,
with
T o1 pc, X, d1, d2, ℓq “
1
cd1
ÿ‹
apmod cd1Pq
e
ˆ
ℓa
cd1
˙
8ÿ
n“1
AFp1, nqe
ˆ
d2na
c
˙
ψ1pn; cd1, X, d1d2, ℓq,
(5.5)
5.3.2. Treating T2pℓq. The diagonal term coming from Petersson’s formula ap-
plied to T2pℓq vanishes since pℓ, Pq “ 1. The off-diagonal sum is of sizeÿ
pd,Pq“1
µpdq
8ÿ
n“1
AFp1, nq?
d3n
V
ˆ
d3n
YP 32
˙ 8ÿ
c“1
S pℓ, dnP; cPq
c
?
P
J2κ´1
ˆ
4π
?
ℓdn
c
?
P
˙
.
Since S pℓ, dnP; cPq “ 0 when P|c, we may impose the condition pc, Pq “ 1 to the
sum over c. Under this condition
S pℓ, dnP; cPq “ S pℓc, 0; PqS pℓP, dn; cq “ ´S pℓP, dn; cq.
Inserting this above and reordering our sums we obtainÿ
pd,Pq“1
µpdq
ÿ
pc,Pq“1
1
c
?
P
8ÿ
n“1
AFp1, nq?
d3n
S pℓP, dn; cqJ2κ´1
ˆ
4π
?
ℓdn
c
?
P
˙
V
ˆ
d3n
YP
3
2
˙
.
With the same treatment as in §5.3.1, one is left to study the sum
T o2 pℓq :“
ÿ
XďQ 12`ε{Y
ÿ
pd,Pq“1
µpdqT o2 pX, d, ℓq
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with
T o2 pX, d, ℓq :“
ÿ
d1d2“d
ÿ
pc,Pd2q“1
T o2 pc, X, d1, d2, ℓq,
and
T o2 pc, X, d1, d2, ℓq :“
1
cd1
?
P
ÿ‹
apmod cd1q
e
˜
ℓPa
cd1
¸
8ÿ
n“1
AFp1, nqe
ˆ
d2na
c
˙
ψ2pn; cd1, X, d1d2, ℓq,
where
ψ2py; c, X, d, ℓq :“ J2κ´1
˜
4π
a
ℓdy
c
?
P
¸
w2py; X, dq
and
w2py; X, dq :“ 1a
d3y
V
ˆ
d3y
YP 32
˙
h
ˆ
d3y
X
˙
.
Again, w2py; X, dq is an X-dyadic weight function with bounds
(5.6) x jwp jq2 py; X, dq Î j,ε,l
Qε?
X
.
5.4. Application of Voronoı¨’s formula.
5.4.1. Treating T o1 pc, X, d1, d2, ℓq. Applying Voronoı¨’s formula to the innermost
sum in (5.5), T o1 pc, X, d1, d2, ℓq is converted to the sum
T o1,`pc, X, d1, d2, ℓq ` T o1,´pc, X, d1, d2, ℓq,
where
T o1,˘pc, X,d1, d2, ℓq :“
1
d1
ÿ‹
apmod cd1q
e
ˆ
ℓa
cd1
˙
ÿ
n1c1“c
8ÿ
n2“1
AFpn2, n1q
n1n2
S pad2,˘n2; c1qΨ1,˘
˜
n2n
2
1
c3
; cd1, X, d1d2, ℓ
¸
,
and Ψ1,˘px; c, X, d, ℓq is the integral transform of ψ1,˘py; c, X, d, ℓq defined as in
§4.6. Opening the Kloosterman sum and changing the order of summation in
T o1,˘pc, X, d1, d2, ℓq above, we arrive at
T o1,˘pc, X, d1, d2, ℓq “
1
d1
ÿ
n1c1“c
1
n1
ÿ‹
bpmod c1q
ÿ‹
apmod cd1q
e
˜
apbd1n1d2 ` ℓq
cd1
¸
8ÿ
n2“1
AFpn2, n1q
n2
e
˜
˘n2b
c1
¸
Ψ1,˘
˜
n2n
2
1
c3
; cd1, X, d1d2, ℓ
¸
.
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By Mo¨bius inversion,ÿ‹
apmod cd1q
e
˜
apbd1n1d2 ` ℓq
cd1
¸
“
ÿ
c2|cd1
µ
ˆ
cd1
c2
˙ ÿ
apmod c2q
e
˜
apbd1n1d2 ` ℓq
c2
¸
.
The inner sum produces a congruence condition bd1n1 ” ´d2ℓpmod c2q, which
forces pc2, d1n1q|pc2, ℓq and hence c2|c1pd1n1, ℓq. Therefore, T o1,˘pX, d1, d2, ℓq be-
comes
1
d1
ÿ
n1c1“c
ÿ
c2|c1pd1n1,ℓq
µ
ˆ
cd1
c2
˙
c2
n1
ÿ‹
bpmod c1q
b”´ℓd2d1n1pmod c2q
8ÿ
n2“1
e
˜
˘n2b
c1
¸
AFpn2, n1q
n2
Ψ1,˘
˜
n2n
2
1
c3
; cd1, X, d1d2, ℓ
¸
.
Finally, we apply the Hecke relation (4.5),
T o1,˘pc, X, d1, d2, ℓq
“ 1d1
ÿ
n1c1“c
ÿ
c2|c1pd1n1,ℓq
ÿ
n3|n1
µ
ˆ
cd1
c2
˙
µpn3q c2
n1n3
AFp1, n1{n3q
ÿ‹
bpmod c1q
b”´ℓd2d1n1pmod c2q
8ÿ
n“1
AFpn, 1q
n
e
˜
˘nn3b
c1
¸
Ψ1,˘
˜
nn3n
2
1
c3
; cd1, X, d1d2, ℓ
¸
.
(5.7)
5.4.2. Treating T o2 pc, X, d1, d2, ℓq. Following the same line of arguments as in §5.4.1,
we have
T o2 pc, X, d1, d2, ℓq “ T o2,`pc, X, d1, d2, ℓq ` T o2,´pc, X, d1, d2, ℓq
with
T o2,˘pc, X; d1, d2, ℓq
“ 1?
Pd1
ÿ
n1c1“c
ÿ
c2|c1pd1n1,ℓq
ÿ
n3|n1
µ
ˆ
cd1
c2
˙
µpn3q c2
n1n3
AFp1, n1{n3q
ÿ‹
bpmod c1q
b”´ℓd2d1n1Ppmod c2q
8ÿ
n“1
AFpn, 1q
n
e
˜
˘nn3b
c1
¸
Ψ2,˘
˜
nn3n
2
1
c3
; cd1, X, d1d2, ℓ
¸
.
(5.8)
5.5. Final estimates. We restrict ourselves to the partial sums of (5.7) and (5.8)
in which d “ n1 “ 1 to simplify the complicated notation; the general cases may
be treated in the same way.
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5.5.1. Suppose X ď YQ 12`ε and c ě P with c ” 0pmod Pq. Let
ψ1py; c, X, ℓq :“ ψ1py; c, X, 1, ℓq “ J2κ´1
˜
4π
a
ℓy
c
¸
w1py; Xq,
with
w1py; Xq :“ w1py; X, 1q “ 1?yV
ˆ
yY
P 32
˙
h
´ y
X
¯
.
We consider the sum
T o1,˘pc, X, ℓq :“
ÿ
c2|c
pc2 ,ℓq“1
µ
ˆ
c
c2
˙
c2
ÿ‹
bpmod cq
b”´ℓpmod c2q
8ÿ
n“1
AFpn, 1q
n
e
˜
˘nb
c
¸
Ψ1,˘
´
n
c3
; c, X, ℓ
¯
.
(5.9)
Then summing all T o1,˘pc, X, ℓq over c and ˘ yields the partial sum of T o1 pX, 1, ℓq
with n1 “ 1.
By our assumption (5.1) we have 4π
?
ℓX
c
Î L2
?
X
P ď 1, so we are in the situation
of §4.8.1 with θ “ 4π
?
ℓ
c
and wpyq “ w1py; Xq
?
X
Qε in view of (5.4). According to
(4.27), for xX ď k2Qε we have the following bounds
(5.10) x jΨp jq1,˘ px; c, X, ℓq Î j,ε
kQε?
X
ˆ ?
ℓX
c
˙2κ´1
.
Otherwise, the bounds are arbitrarily small.
Next we wish to use the Wilton-type bound in the form (4.29). For this we apply
a dyadic partition of unity and convert the innermost sum over n in (5.9) into
(5.11)
ÿ
Z
8ÿ
n“1
AFpn, 1qe
˜
˘nb
c
¸
w1,˘pn; c, X, Z, ℓq,
where Z “ 2 j2 with j ě ´1 and
w1,˘px; c, X, Z, ℓq :“ 1
x
Ψ1,˘
´ x
c3
; c, X, ℓ
¯
h
´ x
Z
¯
.
The contribution from Z ą c3k2QεX is negligible. Otherwise, the bound (5.10) im-
plies that w1,˘px; c, X, Z, ℓq is a Z-dyadic weight function with
x jwp jq1,˘px; c, X, Z, ℓq Î j,ε
kQε?
XZ
ˆ ?
ℓX
c
˙2κ´1
.
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Applying the Wilton-type bound (4.29) to the inner sum in (5.11) gives
T o1,˘pc, X, ℓq Î
ÿ
c2|c
pc2 ,ℓq“1
c
ÿ
Zďc3k2Qε{X
k 32 Qε?
XZ 14
ˆ ?
ℓX
c
˙2κ´1
Î c
1
4`εkQε
X 14
ˆ ?
ℓX
c
˙2κ´1
.
Therefore,
(5.12) ÿ
cěP
c”0pmod Pq
T o1,˘pc, X, ℓq Î
kQε
X 14
ÿ
cěP
c”0pmod Pq
c
1
4`ε
ˆ ?
ℓX
c
˙2κ´1
Î ℓ
5
8 X
3
8 kQε
P
,
where it should be noted that the assumption κ ě 2 is required to guarantee the
convergence of the c-sum.
Finally, summing over X, the partial sum of T o1 pℓq in which d “ n1 “ 1 is
bounded by ÿ
XďYQ 12`ε
ℓ
5
8 X
3
8 kQε
P
Î ℓ
5
8 Y
3
8 kQ 316`ε
P
.
5.5.2. Suppose X ď Q
1
2`ε
Y and pc, Pq “ 1. Let
ψ2py; c, X, ℓq :“ ψ2py; c, X, 1, ℓq “ J2κ´1
˜
4π
a
ℓy
c
?
P
¸
w2py; Xq,
with
w2py; Xq :“ w2py; X, 1q “ 1?yV
ˆ
y
YP 32
˙
h
´ y
X
¯
.
Consider the sum
T o2,˘pc, X, ℓq :“
1?
P
ÿ
c2|c
pc2 ,ℓq“1
µ
ˆ
c
c2
˙
c2
ÿ‹
bpmod cq
b”´ℓPpmod c2q
8ÿ
n“1
AFpn, 1q
n
e
˜
˘nb
c
¸
Ψ2,˘
´
n
c3
; c, X, ℓ
¯
.
(5.13)
All T o2,˘pc, X, ℓq constitute the partial sum of T o2 pX, 1, ℓq with n1 “ 1.
We shall apply arguments similar to those in §5.5.1 except that, instead of us-
ing the Wilton-type bound, Deligne’s bound is trivially applied to each individual
AFpn, 1q.
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When c ě
b
ℓX
P , the analysis of §4.8.1 implies that we may truncate the sum
over n in (5.13) at c3k2QεX with the difference of a negligible error, and for n ď c
3k2Qε
X
we have
Ψ2,˘
´
n
c3
; c, X, ℓ
¯
Î kQ
ε
?
X
ˆ ?
ℓX
c
?
P
˙2κ´1
.
Thus trivial estimates yield
T o2,˘pc, X, ℓq Î
1?
P
ÿ
c2|c
c
ÿ
nďc3k2Qε{X
kQε?
Xn
ˆ ?
ℓX
c
?
P
˙2κ´1
Î c
1`εkQε?
XP
ˆ ?
ℓX
c
?
P
˙2κ´1
.
(5.14)
When c ă
b
ℓX
P , we are in the situation of §4.8.2. It follows from (4.28) that if n
does not exceed p
?
ℓX{pc?Pqq3c3k2Qε
X then we have the bound
Ψ2,˘
´
n
c3
; c, X, ℓ
¯
Î kQ
ε
?
X
?
ℓX
c
?
P
.
Otherwise, we have a negligible contribution. Therefore,
T o2,˘pc, X, ℓq Î
1?
P
ÿ
c2|c
c
ÿ
nďp?ℓX{pc?Pqq3c3k2Qε{X
kQε?
Xn
?
ℓX
c
?
P
Î c
1`εkQε?
XP
?
ℓX
c
?
P
.
(5.15)
Combining (5.14, 5.15) we have
ÿ
pc,Pq“1
T o1,˘pc, X, ℓq
Î kQ
ε
?
XP
¨˚
˚˝˚ ÿ
cě
?
ℓX{P
pc,Pq“1
c1`ε
ˆ ?
ℓX
c
?
P
˙2κ´1
`
ÿ
că
?
ℓX{P
pc,Pq“1
c1`ε
?
ℓX
c
?
P
‹˛‹‹‚Î ℓ
?
XkQε
P 32
.
(5.16)
Again, the assumption κ ě 2 guarantees the convergence of this c-sum.
We conclude with the following bound for the partial sum of T o2 pℓq where d “
n1 “ 1, ÿ
XďQ 12`ε{Y
ℓ
?
XkQε
P 32
Î ℓkQ
1
4`ε
?
YP 32
.
26 R. HOLOWINSKY, R. MUNSHI, Z. QI
5.6. Conclusion. In conclusion, summing all contributions in the above argu-
ments, we have the following bound for the twisted first moment
FFpℓq “
ÿ
gPH‹2κpPq
ω´1g λgpℓqL
` 1
2 , F b g
˘
Î
˜ ?
YQ 14
P
` Q
1
4
?
YP
3
2
` 1?
ℓ
` ℓ
5
8 Y
3
8 kQ 316
P
` ℓkQ
1
4
?
YP
3
2
¸
Qε,
where ℓ ď 16L4 is co-prime with P and with L and Y satisfying our assumption
(5.1). Thus,
FFpℓq Î
˜
1?
ℓ
`
?
YQ 14
P
` Q
1
4
?
YP 32
` L
5
2 Y
3
8 kQ 316
P
` L
4kQ 14?
YP 32
¸
Qε
Î
˜
1?
ℓ
`
?
YQ 14
P
` L
5
2 Y
3
8 kQ 316
P
` L
4kQ 14?
YP
3
2
¸
Qε
Î
˜
1?
ℓ
` L
5
2 Y
3
8 kQ 316
P
` L
4kQ 14?
YP 32
¸
Qε,
(5.17)
where the last line follows from our assumption L2
?
YQ 14 ď P in (5.1). We
achieve an optimal bound by choosing
(5.18) Y “ L 127 k 27 P´ 514 .
Inserting this value for Y in (5.17) we get Theorem 2.1.
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