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Abstract
In this report we provide the findings of the 2.4 GHz service level research.
Here service level means the following: can all devices in the 2.4 GHz
band fulfill their communication needs. In other words this corresponds
to the overall Quality of Service (QoS). The project is a short research ex-
ploratory project of about 400 hours in collaboration with Agentschap Tele-
com, the Dutch Radiocommunications Agency. First of all a survey has
been made to investigate which measurement methods can be used to as-
sess the service level in the 2.4 GHz. Here the focus is on IEEE 802.11b/g/n
(WiFi) systems. The service level can be measured at several levels of the
OSI model: spectrum sensing (physical layer) and packet sniffers (datalink
layer). Power level measurements are used to assess the utilization of the
2.4 GHz ISM band. On the other hand packet sniffers are an appropriate
method to measure congestion and to pinpoint problems. Secondly, in this
project the interferer mechanisms of several sources (microwave, wireless
A/V transmitter, Bluetooth, second WiFi network) have been measured in
a controlled environment. It turns out that interferers not only increase
retry rate, but also trigger unwanted WiFi mechanisms; especially the hid-
den node mechanism (Request To Send (RTS)/Clear To Send (CTS) pack-
ets). So this means that the CTS/RTS control packets, but also the retry
rate can be used to identify congestion. The spectrum measurement re-
sults allow to identify which interferer source causes congestion. Finally,
also a measurement setup is presented that allows to measure the service
level. In addition, initial measurements are provided of live environments
(college room, office room, city centre). The results show inefficient use of
the wireless medium in certain scenarios, due to a large frame rate of man-
agement and control packets compared to the data frame rate. In a busy
WiFi environment (college room) only 20% of all frames are data frames.
Of these data frames only 1/10 are actual data frames as most data frames
are so-called null frames; used to keep a WiFi connection alive in power
save mode. From all frames about 70% are control frames of which most
are ACK frames and in less extend CTS/RTS frames. More research is re-
quired to identify the reasons for the high number of control frames. It is
likely that there is significant interference, probably due to the many WiFi
devices. This is also depicted by the retry frame rate (7%). Combining spec-
trum sensing with packet sniffing seems to be a good method to assess the
service level in the 2.4 GHz ISM band. However, the interferer mechanisms
that occur between WiFi networks, WiFi devices and other technologies
are complex. More research is needed to enhance the developed proof-of-
concept demonstrator and to have a better understanding of the interferer
mechanisms in WiFi systems.
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Chapter 1
Introduction
Nowadays the popular 2.4 GHz ISM band is used by many different sys-
tems like WiFi (IEEE 802.11b/g/n), Bluetooth, wireless sensor systems,
wireless A/V links (e.g. wireless cameras). Due to the increased usage of
this band it is of paramount importance for the regulator to have a good un-
derstanding of the service level in this band. Here service level means the
following: can all devices in the 2.4 GHz band fulfill their communication
needs. In other words this corresponds to the overall Quality of Service
(QoS). In this research project we aim to understand the mechanism be-
hind interference and use this as input for a measurement system that can
measure the service level. As WiFi systems are the main usage of the 2.4
GHz ISM band, the project focuses for now on measuring the service level
for these systems only (i.e. 802.11b/g/n). The project is a short research
exploratory project of about 400 hours in collaboration with Agentschap
Telecom, the Dutch Radiocommunications Agency.
1.1 Research questions
The central research question is: Which measurement methods exists to
determine the service level in the 2.4 GHz and which method is most
suitable for the regulator (Agentschap Telecom)?
This research question has been divided into several sub questions:
1. Literature study: which measurement methods exist? (Section 1.2)
2. What are the properties of these methods? (Chapter 3)
3. What is the most suitable method for Agentschap Telecom? (Chap-
ter 3 and 7)
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4. What is the influence of an interferer source (other WiFi network,
Bluetooth, microwave, AV transmitter) and can they uniquely be
identified? (Chapter 7)
5. Provide measurement results of these interferers in a controlled envi-
ronment. (Chapter 4 and 5)
6. Make a proof-of-concept demonstrator. (Chapter 6 and 7)
1.2 Literature
A literature search has been carried out in scientific databases to find contri-
butions that address the same topic. A lot of papers can be found for spec-
trum sensing (cognitive radio) and QoS. This is not the case for measuring
the overall service level in a shared frequency band. Only one report (out-
side the scientific databases) has been found: Estimating the Utilization of
Key License-Exempt Spectrum Bands, Final report, issue 3, April 2009 by Mass
Consultants Limited commissioned by the British regulator OFCOM [1].
This research of Mass Consultants involved both methods to measure
utilization and congestion at different layers of the WiFi stack. In addition,
the report shows results of these methods in various places in the UK. In
the remainder of this section the most important findings of this report are
discussed.
Network performance can be viewed in terms of two quantities: uti-
lization and degradation. Utilization means basically how busy is it? And
degradation means how many problems are in the band? In other words
this means congestion.
If the utilization measurements are sufficient, the report indicates that
measurements at the PHY-layer are sufficient (spectrum sensing). If, how-
ever, the degradation (congestion) also needs to be assessed, then measure-
ments at the link layer are necessary too. An overview of the performance
metrics is provided in Figure 1.1. And in Figure 1.2 the causes for network
degradation are depicted.
After evaluating all methods, Mass consultants argue that the methods
in Figure 1.3 are preferred for measuring utilization and degradation in a
shared band. The preferred methods are discussed below in more detail.
In general it is better to perform monitoring of network utilization or
degradation at the lowest layers of the protocol stack as possible. PHY-
layer monitoring (spectrum sensing) has the advantage of producing re-
sults that are completely generic and not dependent on radio modulation,
protocol or service type. It is common use to perform PHY-layer monitor-
ing using a threshold based approach to determine spectrum occupation.
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Figure 1.1: Methods for measuring utilization and congestion.
Figure 1.2: Causes of network degradation.
Figure 1.3: Preferred methods for measuring utilization and congestion.
So spectrum occupancy is a measure for utilization of the band. Degrada-
tion however cannot be measured.
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At the link layer, the total frame rate and retry frame rate have been
found to be the best parameters to use for quantifying the level of utiliza-
tion and network degradation respectively. Note that only RF spectrum
occupancy/sensing can be used to find the cause of degradation. Both pa-
rameters in the wireless link layer are explained in more depth as follows.
First, the frame rate provides an indication of how busy a band is. There-
fore the total frame rate can be used, but according to the same survey [1],
monitoring the proportions of the different frame types gives additional in-
sight into how efficiently the networks are performing. For this purpose,
data and management frames are used to monitor the overhead in a WiFi
network. Secondly, as an alternative performance measure for the quality
of service in the 2.4 GHz ISM band, the retry ratio is observed. This is possi-
ble by tagging management and data frames as retries. A retry frame indi-
cates that a frame is lost at some point between transmitter and receiver. In
the UK survey experiments are presented in terms of mean and maximum
values of the retry rate [1].
Figure 1.4 depicts the frame statistics at different locations in the UK.
A substantial amount of data is used by the WiFi overheads (e.g. beacon-
ing frames that have an interval time of 0.1 s). The actual measurements
suggests that normally 10 percent or less of the throughput is carrying user
data (link layer observation). In addition, the RTS/CTS frames can con-
tribute to the WiFi overhead as well, leading to a reduction in the band-
width efficiency. This is the price that is paid for solving the hidden node
problem. However, there are researchers, as stated in [1], who disagree
with the latter conclusion, stating that it actually improves throughput. In
this research we have shown that the RTS/CTS mechanism can even be a
source of performance degradation.
In Figure 1.5 the results are shows for the mean retry rate versus frame
rate for different scenarios. From the picture it is clear that a weak corre-
lation exists between retry rate and frame rate. Much more dominant is
the influence of (added) interference of other systems like wireless A/V
links (red). So it seems that the dominant cause for network degradation is
interference: microwave oven, wireless AV links etc. For determining the
service level in the 2.4 GHz band it is therefore essential to perform mea-
surements in the wireless link layer and physical layer; with the parame-
ters retry rate/frame rate the utilization and degradation can be measured
to assess the service level. The spectrum sensing in the physical layer can
be used to identify the interferer sources as listed in Section 2.1.2.
1.3 Outline
The remainder of this document is organized as follows. First a techni-
cal background is given about the IEEE 802.11 standard. This is followed
4
Figure 1.4: Frame statistics are different locations in the UK.
Figure 1.5: The mean retry rate versus frame rate for lab experiments
(green), lab experiments with interference added (red) and measured data
at different locations in the UK (black).
by the measurement setup required to measure the influence of interferer
sources. In Chapter 4 the measurement results of interferer sources are
discussed and a separate chapter (Chapter 5) describes the influence of a
second WiFi network on the same channel. This is followed by a chap-
ter were the results are shown of live environments. The document ends
with conclusions and further research (Chapter 7) in which the question is
addressed what measurement setup is most suited to measure the service
level. Moreover, it gives an interferer table that describes the influence of
5
each interferer.
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Chapter 2
Technical background of the
WiFi standard
2.1 Introduction
’WiFi’ is not a technical term. However, the standardization body (IEEE)
has generally enforced its use to describe wireless local area network
(WLAN) based on the IEEE 802.11 standards. The first WiFi standard was
the IEEE 802.11b standard with a maximum speed of 11 Mbit/s. This has
been followed by the IEEE 802.11g standard (54 Mbit/s) and more recently
the IEEE 802.11n standard (MIMO, 150 Mbit/s), which provide higher data
rates, longer range, better service, etc.
Communication between WiFi systems takes place using either one of
the following two modes:
• Infrastructure mode: communication is carried out via a central de-
vice, a.k.a. an access point (AP)
• Ad hoc mode: decentralized approach without AP. In practice this
mode is hardly used.
2.1.1 Protocol stack
The communication in WiFi networks is set up according to the protocol
stack, depicted in Figure 2.1. The protocol stack consists of five layers,
where the top three layers concerns the wired internet communication: ap-
plication layer, transport layer, internet layer. In this research project we
focus on the lower two layers of the protocol stack, since this part involves
the wireless aspects of communication. So this means the Medium Access
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Figure 2.1: The WiFi protocol stack
Control (MAC) layer and the physical (PHY) layer which respectively pro-
vides the wireless data communications and the radio interface.
In the next two sections these layers are discussed in more detail.
2.1.2 Physical layer
The IEEE 802.11 family of protocols are designed to work together (i.e.
backwards compatible) in the 2.4 GHz ISM band. The range for WiFi ap-
plication is 83 MHz, spanning the frequency range 2.4 − 2.483 GHz. The
specifications for the 802.11 WLAN standards in the 2.4 GHz band are spec-
ified in table 2.1.
802.11
Proto-
col
bandwidth
(MHz)
rate
(Mbit/s)
modulation MIMO
chan-
nels
b 22 11 DSSS 1
g 20 54 OFDM 1
n 40 150 OFDM 4
Table 2.1: Specifications of the different WiFi protocols in the 2.4 GHz band.
The denoted rate stands for the maximum achievable rate per stream.
Furthermore, the 2.4 ISM band is divided by the WiFi standards into
several channels, see Figure 2.2. In total, there are 13 overlapping channels
of which channel 1, 6 and 11 are non-overlapping. Only in Japan there is an
additional 14th channel. In practice it turns out that WiFi systems mainly
use the non-overlapping channels 1, 6, and 11. This is often due to the
manufacturer default channel settings.
Generally wireless communication is a hostile environment. Three
types of performance degradation can be distinguished. First of all, a
low signal strength leads to service quality degradation, which typically
is caused by the out of range problem. This can be explained by the fact
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Figure 2.2: The WiFi channels in the 2.4 GHz ISM band
that most of the devices in the 2.4 GHz ISM band can be categorized as
short-range technology. Secondly, there is the impact due to fading of the
channel, leading to drastic and random fluctuations. Fading is caused by
reception of multiple radio paths (reflections). Thirdly, the 2.4 GHz band is
shared with many other types of service as well, which cause interference.
Typical sources of interference are listed below:
• Interference between WiFi clients of the same network due to packet
collisions
• Interference between WiFi networks sharing the same radio channel
• Bonded channel interference, due to incompatibility between the
IEEE 802.11 b/g and IEEE 802.11n respectively
• Microwave oven leakage
• A/V (Audio/Video) transmitters
• Bluetooth
• Other communications (Zigbee, etc.)
• Baby monitors, cordless phones, garage door openers, etc.
2.1.3 Link (MAC) layer
On top of the PHY-layer is the common medium access control (MAC)
Layer, which provides a variety of functions that support the operation
of 802.11-based wireless LANs. In general, the MAC layer manages and
maintains communications between 802.11 stations (radio network cards
and access points) by coordinating access to a shared radio channel and
utilizing protocols that enhance communications over a wireless medium.
Before transmitting frames, a station must first gain access to the medium,
which is a radio channel that stations share. The 802.11 standard defines
two forms of medium access:
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• IEEE 802.11 Distributed Coordination Function (DCF). This function
is mandatory for WiFi equipment.
• IEEE 802.11 Point Coordination Function (PCF). This function is op-
tionally and not implemented in most WiFi equipment.
To start with, the mandatory IEEE 802.11 DCF protocol is based on the
CSMA/CA (carrier sense multiple access with collision avoidance) proto-
col. IEEE 802.11 DCF, works as listen-before-talk scheme, based on the Car-
rier Sense Multiple Access (CSMA). Stations deliver link (MAC) layer pack-
ets, after detecting that there is no other transmission in progress on the
wireless medium. However, if two stations detect the channel as free at the
same time, a collision can occur. The 802.11 defines a Collision Avoidance
(CA) mechanism to reduce the probability of such collisions, incorporating
a random backoff procedure. Only if the channel remains idle for this ad-
ditional random time period, the station is allowed to initiate the transmis-
sion. The duration of this random time is determined as a multiple of a slot
time. Each station maintains a so-called Contention Window (CW), which
is used to determine the number of slot times a station has to wait before
transmission. For each successful reception of a frame, the receiving station
acknowledges the frame reception by sending an acknowledgment frame
(ACK). Note that the CW size increases when a transmission fails, i.e., the
transmitted data frame has not been acknowledged. After any unsuccess-
ful transmission attempt, another backoff is performed with a doubled size
of the CW.
Besides the DCF protocol, there is also an optional PCF protocol, where
the access point grants access to an individual station to the medium by
polling the station during the contention free period. This function is not
found in most WiFi equipment.
Figure 2.3: The hidden node problem and the CTS/RTS solution.
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In addition, the CSMA/CA function in the DCF protocol can optionally
be supplemented by the exchange of a Request to Send (RTS) packet sent by
the sender , and a Clear to Send (CTS) packet sent by the intended receiver.
This RTS/CTS mechanism helps to solve the hidden terminal problem (see
Figure 2.3) that is often found in wireless LANs [1]. Thus alerting all nodes
within range of the sender, receiver or both, to remain silent (not transmit)
for the duration of the transmission.
MAC frame
The format of the MAC frame is outlined in more depth in this section,
since the QoS (Quality of Service) for a wireless link is often expressed in
terms of the different types of MAC packets. The following abbreviations
are used.
• STA: Station is the generic term for a device with a radio that can
communicate with other stations in a wireless network.
• BSS: Stands for Basic Service Set. The coverage of an access point is
called a BSS. Note in the same line, BSSID is a abbreviation for Basic
Service Set Identifier (IEEE 802.11 wireless networking).
• AP: Access Point, i.e., a device that allows wireless devices to connect
to a wired network using WiFi, Bluetooth or related standards.
• SSID: Stands for Service Set IDentifier. The SSID is a code attached
to all packets on a wireless network to identify each packet as part of
that network.
• MSDU: stands for the MAC service data unit that is received from the
logical link control (LLC).
• MMPDU: a Management MAC Protocol Data Unit, which is a another
name for an 802.11 management frame.
The general mac frame format is depicted in Figure 2.4, showing the set
of fields that occur in a fixed order for all frames.
Figure 2.4: The general MAC frame format
The fields of the MAC frame can be grouped into components, which
are listed below: [2]:
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1. A MAC header, comprising frame control, duration, address and se-
quence control fields.
2. A variable length frame body, which contains information specific to
the frame type.
3. A frame check sequence (FCS), which contains an IEEE 32-bit cyclic
redundancy code (CRC). The FCS is used to detect erroneous packets.
Some of the fields are optional and are therefore only present in certain
type of frames, i.e., the address fields, the sequence control, and frame body
fields. The first field of the MAC frame is the so called frame control field
which is 16 bits long, and consists of the subfields denoted in Figure 2.5.
MAC frame control field
Due to its importance, several subfields of the frame control field are ex-
plained in more depth in this section.
Figure 2.5: The MAC frame control format
The protocol version field is invariant in size and placement, which is
the case for all revisions of the standard. Furthermore, the device discards
received frames with a protocol version higher than it supports. The next
subfield, which is 2 bits in length, denotes the type of frame and indicates
the function of the frame. To be more precise, the following type of MAC
frames can be specified according to the type subfield:
• Management frames: Beacon, probe request/response frames, au-
thentication frame.
• Control frames: Request To Send (RTS), Clear To Send (CTS), Ac-
knowledgment (ACK) frame.
• Data frame: containing the payload in the frame body, and the MAC
addresses in the MAC header.
The next field of the frame control field are the TO DS and the FROM
DS field. Both fields are used to indicate whether or not a frame is des-
tined or exiting to the distribution system (DS). The field next to the DS
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fields is called the More Frag, which is set to 1 in all management and data
frames that have another fragment of the MSDU to follow. The MSDU
can cover more than one MAC frame, where in turn each frame contains a
fragment of the MSDU data. The MSDU packet size can exceed the MAC
frame length, since the latter is constrained to maximum frame size (MTU
which is default set to 1500 bits. The MSDU packet size depends on the
user settings and can be set manually).
The next field, tagged as the retry field, is considered as an important
parameter to measure the quality of service. Its length is one bit, and it is
set as a 1 in any data or management type frame that is a retransmission or
an earlier frame. The latter is important at the receiver, to aid in the process
of eliminating duplicating frames. In addition, the bit is standardly set to 0
for all other frames.
The power management field is next in line and indicates the power
management mode at the STA. This mode is constant for each frame for a
particular STA within a frame exchange sequence. A power management
bit set to 1 indicates that the STA is in the power save mode. Similarly, a
power management bit set to 0 points out that the STA is in active mode.
The more data field, which is next in line, is used to indicate to the STA
(in its communication with the AP), that additional MSDU packets des-
tined for this particular STA are queued for transmission at the AP during
this beacon interval.
The last two fields of the MAC control frame are discussed now, starting
off with the WEP field. The latter refers to the WEP encryption algorithm,
which is employed for security issues. The WEP field comprises a single
bit, which is set to 1 to indicate that information is encrypted by WEP or
another encryption algorithm. The latter is only applicable for frames of
the type Data and Management frames (subtype Authentication). For other
type of frames this bit is set to 0.
The last field of the MAC control field is the Order field (one bit in
length), and indicates whether or not the data is transferred using the Strict-
lyOrdered service class [2].
Other fields of the MAC frame
The consecutive MAC header fields following up the Frame Control field are
explained in this section.
• Duration field (16 bits long). The duration/ID field contains a dura-
tion value which is defined specifically for each frametype [2]. The
duration field is set to a fixed value when frame transmissions take
place in the contention-free period (CF). The latter is the case for all
frame types, except for control type frames of subtype Power Save (PS)
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- Poll: the Duration field carries the association identity (AID) of the
transmitting station.
• The address in the MAC address fields can be grouped into the fol-
lowing categories: The individual address, the multicast group ad-
dress and the broadcast address. In the multicast case, the informa-
tion is transmitted to a specific group of receivers. The same holds
for the broadcast case, however, the group is defined as all stations
actively connected to that medium.
The four types of address fields are listed as follows:
1. The BSSID field: a 48 bits field, with the same format as an IEEE
802 MAC address. This field uniquely identifies each BSS. For an
infrastructure BSS, the value of this field is set to MAC address
of the AP in the BSS.
2. The Destination Address (DA) field: an address identifying a
individual or group of MAC entities, intended as the final recip-
ients(s) of the MSDU contained in the frame body field.
3. The Source Address (SA) field: contains a IEEE MAC address
identifying the MAC entity that has initiated the MSDU trans-
mission.
4. The receiver Address (RA): to which the frame is sent over wire-
less medium. Individual or Group.
5. MAC address of the station that transmits the frame over the
wireless medium. Always an individual address.
• Sequence Control Field (16 bits): 4 bits fragment number and 12 bits
sequence number. Allows the receiving station to eliminate duplicate
received frames.
• Frame body field (32 bits): contains the information specific to the
particular data or management frames. Variable length.
• Frame Check Sequence Field: Used for error correction purposes,
based on a polynomial block code.
Management Frames
The 802.11 management frames make up a majority of the frame types in a
WiFi network. Management frames are used by wireless stations to join
and leave the BSS. Note that management frames, a.k.a. MMPDUs, do
not carry any upper-layer information. There is no MSDU encapsulated in
the MMPDU frame body, which carries only layer 2 information fields and
information elements. Information fields are fixed-length mandatory fields
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in the body of a management frame. Information elements are variable
in length and are optional. The management frame header is depicted in
Figure 2.6.
Figure 2.6: The management frame header.
Hereby the information contained in the frame body is type specific. For
instance, a beacon frame contains information such as: time stamp (bea-
con interval representing the number of time units between target beacon
transmission times), SSID, etc. Moreover, due the relative large number of
beacons in WiFi traffic, which is pointed out in [1], the beacon frame is ex-
plained in more detail as follows. To start with, a beacon is a management
type frame which is used to identify a BSS. The Beacon frame also conveys
information to mobile stations about frames that may be buffered during
times of low power operation. The Beacon frame includes the following
fixed fields:
1. Timestamp (64 bits): contains the value of the station synchronization
timer at the time that the frame was transmitted.
2. Beacon interval (16-bits): the Beacon interval is the period, measured
in time units (TU) of 1024 microseconds, of beacon transmissions.
3. Capability information (16-bits), it identifies the capabilities of the
station.
Control frames
In this section the control frames are highlighted, to give insight into for in-
stance working of mechanisms like RTS/CTS, which are defined as control
frames. To start with, the frame control subfield within the control frame is
depicted in Figure 2.7, showing the associated bit setting.
Figure 2.7: Frame Control field subfield values within control frames
The following control frames, i.e., ACK CTS and RTS, are depicted in
Figure 2.1.3. This is because of their importance to WiFi traffic in general.
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For the RTS frame, the RA of the RTS frame is the address of the STA, i.e.,
the intended immediate recipient of the pending directed data or manage-
ment frame. The TA is the address of the STA transmitting the RTS frame.
The duration value is the time, in microseconds, required to transmit the
pending data or management frame, plus one CTS frame, plus one ACK
frame, plus three Short Inter Frame Space (SIFS) intervals [2]. If the calcu-
lated duration includes a fractional microsecond, that value is rounded up
to the next higher integer.
Note that the CTS and ACK frame have the same packet size and struc-
ture, which is depicted in Figure 2.1.3. In a similar way as for the RTS
packet, the fields are defined (see [2]).
(a) RTS packet
(b) CTS and ACK packet
Figure 2.8: Important control frames.
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Chapter 3
Measurement setup
In this chapter the measurement setup is discussed which is used to mea-
sure the influence of an interferer source both on the physical layer (spec-
trum sensing) and data link layer (packet sniffing)
First, an overview of the different relevant measurement methods are
presented. Secondly, we list the devices (client, server, interference sources,
etc), and the associated parameter to tune. Finally a description of the
measurement equipment, i.e. the hardware/software specifications, is pro-
vided.
3.1 Measurement methods
Here we propose two measurement methods. For both experiments we
require a controlled environment, i.e. a laboratory setting, which includes
the following (see Figure 3.1 for method 1):
1. A WiFi network setup, which consists of several devices (laptops/mobile
phones) with IEEE 802.11 b/g/n adapters using multiple WiFi chipsets)
and one access point (802.11b/g/n).
2. A WLAN client device streams data from a server in the WLAN net-
work.
3. A quiet environment without any nearby devices active in the 2.4
GHz. In this project we used the Biomagnetic Centre; an abandoned
building of the university with no nearby buildings.
3.1.1 Method 1: passive monitoring
In this setup we use passive methods to monitor the influence of an in-
terferer source. Passive means that the measurement setup only receives
signals.
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Figure 3.1: Method 1: Measuring the influence of a interference source on a
WiFi client. At the client, both RF monitoring and link layer packet captur-
ing (using a packet sniffer) takes place. The controllable WLAN network
environment is depicted as well.
• Log WiFi packets with a packet sniffing software developed in this
project that processes raw WiFi frames.
• Perform packet sniffing using multiple WiFi chipsets to rule out WiFi-
card specific behavior: Atheros and Realtek.
• Add an interference source; this is an extension of the UK survey.
This in order to assess the degradation due to the interference source.
Employing packet sniffing software, the following performance mea-
sures to asses traffic load are used:
1. Mean frame rate:
2. Retry frames
3. Control frames (CTS/RTS/ACK)
3.1.2 Method 2: active monitoring
In this setup we use an active method to monitor the influence of an inter-
ferer source. Active means that the measurement setup transmits signals to
measure the influence of an interferer source.
This method sets up an additional WiFi network and transmits UDP
traffic on it. If almost no UDP packets drop, there will be no congestion in
the other networks utilizing the same band.
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• Setup an (additional) WiFi network with network load.
• In a similar way, set up an additional Bluetooth network with net-
work load. Now use Bluetooth instead of WLAN to assess the impact
of frequency hopping in the 2.4 GHz ISM band on the quality of ser-
vice.
• Use Iperf to upload data to the server using a UDP stream: a Server -
client model.
Due to time constraints this method is not used within this project.
Moreover, this method is less suited as UDP packets are handled as nor-
mal packets. As a result the WiFi network will retransmit an UDP packet
too if no ACK has been received.
3.2 Measurement parameters
The general measurement configuration has been described below:
• In the WiFi network client, AP and server are within a radius of 1
meter.
• The AP transmits in 300 MBits/s data speed mode (mixed 802.11b/g/n
mode) with automatically selection between 20 and 40 MHz band-
width (default setting).
• The WLAN channel is set to channel 11: 2451− 2473 MHz.
• The field strengths are measured and depicted in dBm. The CRFS
equipment measure the spectrum every 200 ms.
• The sniffer application filters the packets by (destination) MAC ad-
dress. So it allows to measure both the packets transmitted by the
client, server.
3.2.1 UDP or TCP traffic
When a packet loss occurs, both UDP and TCP traffic are retransmitted by
the 802.11 standard. In our experiments UDP mode has been selected in-
stead of TCP, because it allows to study the WLAN interference better. The
reason for this is that TCP has control algorithms that set back the frame
rate to a lower level, when the packet loss rate increases. This is not the
case in UDP mode and gives therefore a better understanding of the in-
volved interference mechanisms.
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Figure 3.2: The general MAC frame format
3.2.2 Maximum capacity in a 802.11g WiFi network
In the IEEE 802.11 standard, a MAC frame (see Figure 3.2) has a maximum
payload of 2312 bytes. However, on IP level a maximum transmission unit
MTU is defined, which is normally set to 1470 bytes for WLAN networks.
So a MAC frame uses normally around 64% of the maximum payload. A
MAC frame is in turn encapsulated in one PHY frame. This means that the
duration to transmit a frame depends on the data speed of the network,
e.g. it takes 6 times longer to transmit a frame in the lowest data speed (6
Mbit/s) compared to the 54 Mbit/s mode. In 54 Mbit/s mode, the typical
duration of a data packet is around 275 µs. A MAC frame can be data,
management or control. Mixed MAC frames are not possible. In 802.11g
networks in 54 Mbit/s mode, a typical throughput of 3.1 Mbyte/s can be
possible for the user. This results in around 2200 data frames per second.
3.3 Setup
In this section the measurement setup is described that has been used in
all experiments. The setup is depicted in Figure 3. A schematic figure of
this setup is shown in Figure 3.3. The main WLAN network consists of the
following devices:
• Access Point AP1 (TPlink 802.11n router TL-WA901ND)
• client (TPlink WiFi IEEE 802.11n adapter TL-WN722N (Atheros chipset))
• server (TPlink WiFi IEEE 802.11n adapter TL-WN722N (Atheros chipset))
For the interferer measurements of Chapter 4 and 5 the following inter-
ferers have been used:
• Conceptronic A/V wireless link: CVIDEOS2
• SMC microwave: E70TF-7
• Bluetooth network: consisting of a class 2 Bluetooth adapter (Sitecom
CN-512v1) and mobile smartphone (Apple iPhone 3GS)
• second WiFi network consisting of:
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– AP2 (Draytek 802.11n router VigorAP 800)
– client (Edimax WiFi IEEE 802.11n adapter EW-7711USn (Realtek
chipset))
– server (Edimax WiFi IEEE 802.11n adapter EW-7711USn (Real-
tek chipset))
Figure 3.3: Scheme of the measurement setup
3.3.1 VMware
In the experiments we used a virtual machine (VMware) for all components
in the main and interferer WiFi network. However, we encountered strange
problems caused by the use of this virtualization software. The MAC ad-
dresses of the network components were sometimes dynamically changed
(i.e. traffic was routed to a different interface or interfaces switched to the
another network). This was especially true with the use of second network.
Therefore experiments with a second network were measured again using
a separate laptop.
A second issue we encountered with VMware is that it creates complex
links instead of regular WiFi links. It means that in the higher layers ex-
tra information is added by VMware. However, we don’t expect that this
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will influence the measurement results. Further research is required to ver-
ify this assumption. The maximum throughput is however lower under
VMware than in a native OS.
3.4 Measurement equipment details
1. Spectrum sensing equipment: The RFeye of CRFS [3]. Note that the
CRFS measurement equipment performs solely PHY-layer monitor-
ing. Furthermore, we can set up the equipment and configure it man-
ually. Basically we used following settings:
• Frequency sweep between 2.4-2.483 GHz.
• Frequency resolution of 4 kHz.
• Performing a frequency sweep on an 200 ms time interval. Note,
take into account that an OFDM lasts for around 400µs .
• Logging Automatic Gain Control (AGC) values.
2. WiFi packet sniffer software, that processes raw WiFi packets (devel-
oped in this project).
3. Data load in the WiFi network using Iperf, an opensource tool to gen-
erate and control UDP data streams, using a client-server communi-
cation model. At both the server and the client side an Iperf session is
set up. Iperf is a commonly used network testing tool that can create
TCP and UDP data streams and measure the throughput of a network
that is carrying them. When used for testing UDP capacity (our case),
Iperf allows the user to specify the datagram size and provides results
for the datagram throughput and the packet loss.
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Chapter 4
Experiments in a controlled
environment with an
interference source
4.1 Introduction
In this chapter the results are presented of experiments where an interferer
source is active nearby a WiFi network. A second WiFi network as inter-
ferer source is discussed in the next chapter (Chapter 5). The measure-
ment setup of the experiments are described in Section 3.3. Three interferer
sources are discussed in this chapter: wireless A/V transmitter, microwave
and Bluetooth. In the last section conclusions are drawn.
4.2 wireless A/V (Audio/Video) transmitter
In this section the interference results due to a wireless A/V (Audio/Video)
transmitter are presented (Conceptronic CVIDEOS2). The communication
between client and server took place on channel 11 at a fixed rate of 170
frames per second. In the experiments only an audio source was connected
to the A/V transmitter. This means that the video carrier was in this case
not modulated. An additional experiment needs to be conducted where a
video signal is transmitted. However, we don’t expect a different outcome
with the results presented here.
4.2.1 Experiment 1: A/V channels
The first experiment simply shows the RF spectrum of the A/V transmit-
ter. In a consecutive way the A/V transmitter is tuned to the four possible
channels (see Figure 4.1). As stated in the previous section, only an audio
source is connected to the A/V transmitter.
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Figure 4.1: RF spectrum: no audio sender transmitting on 4 different chan-
nels. (Experiment 1: A/V channels)
4.2.2 Experiment 2: interference measurement with variable dis-
tance
In this case the interference of the wireless A/V transmitter on a WiFi net-
work is investigated. The communication between server and client takes
places with the setting mentioned above; the A/V transmitter is set to chan-
nel 2 out of 4 which covers as a matter of fact several WiFi channels such as
WiFi channel 11. The measurement is carried out in a continuous manner
where the A/V transmitter is moved towards the WiFi network. The dis-
tance ranges from 25 meter to 1 meter. This experiment is carried out twice.
The setup is shown in the figure below.
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Figure 4.2: Measurement setup for Experiment 2: interference measure-
ment with variable distance
Experiment 2a
The A/V transmitter is turned on after 20 seconds, which is visible in the
RF spectrum by the vertical stripes/lines in Figure 4.3. These lines become
thicker as function of time, which means that the interference power - mea-
sured at the sniffer - increases. The audio sender is switched off after 140
seconds. Moreover the RF WiFi activity on channels 11 suddenly dimin-
ishes after 115 seconds which is in line with the observation of the WiFi
network breaking down at that event. In this case the transmitted power of
the A/V interferer becomes too large and makes the WiFi useless.
The corresponding occupancy is depicted in Figure 4.4. Besides this,
the RF statistics are plotted as well: the time statistics for channel 11 are
shown in Figure 4.5; here the maximum signal level corresponds to the au-
dio sender transmitting power; the median signal indicates the WiFi signal
levels. From 20 seconds onwards it is visible from Figure 4.5 that the au-
dio signal increases (max signal) and goes down when the audio sender is
turned off at 140 seconds. In addition, the median plot shows continuous
WiFi activity from the beginning till 110 seconds where it shrinks down
due to no network facilities. At 142 seconds an attempt is made to set up
communication again with the network back in air.
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On the packet level we observed the following. First the server trans-
mits data at a solid rate of 170 frames/second, whereas the client response
follows accordingly. At 20 seconds - the moment that the A/V transmitter
is turned on - the retry rate increases to a high rate of 150 frames/sec, which
causes the data rate to double as well (see Figure 4.7). This holds until 115
seconds, the moment that the network breaks down. Note that the reply
packets from the client remain at the normal level of 170 frames/sec (see
Figure 4.8).
Also data packets with destination server occur (the return path). These
are data CF poll packets, used to announce (to other WiFi networks) that the
WiFi network needs to access the medium. This is a different mechanism
than RTS/CTS. Looking to the ACK packets, the WiFi network is able to
successfully transmit 170 packets/s to the client, although there is severe
interference from the A/V transmitter.
Figure 4.3: Experiment 2a: RF spectrum
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Figure 4.4: Experiment 2a: RF occupancy of channel 11 (the average value
per second)
Figure 4.5: Experiment 2a: statistics over time: A/V transmitter gradually
approaching the WiFi client/server.
Figure 4.6: Experiment 2a: statistics of a the entire 2.4 GHz ISM band in
case of approaching A/V transmitter.
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Figure 4.7: Experiment 2a: frame rates with destination client
Figure 4.8: Experiment 2a: frame rates with destination server
Experiment 2b
The same experiment (experiment 2a) is repeated with the following out-
come. The RF picture in Figure 4.9 shows that turning on the A/V trans-
mitter after 30 seconds does result in an increased RF activity that leads to
an occupancy of 80 percent or more, see Figure 4.10. The network breaks
down at 75 seconds which causes the CTS/RTS traffic to stop. The RF activ-
28
ity is in line with that. Besides, time statistics in Figure 4.11 show that both
the max signal and the median signal increase significantly in the period
of audio interference; the median signal drops at 75 seconds due to net-
work problems. At packet level we observe that -at the client side (Figure
4.14)- the control packet rate is sky high during the period of audio interfer-
ence (mainly CTS/RTS packets). However at the server side (Figure 4.13),
the data rate drops and the retry rate increases. When the network breaks
down, the activity reduces to zero at both sides.
Compared to experiment 2a the RF activity is much higher. This can
also be seen at packet level: more (control) packets are transmitted in the
WLAN network when there is interference from the A/V transmitter. In
addition, the WiFi network is unable to transmit 170 packets/s at at con-
stant level to the client in this case. Also looking to the packets with desti-
nation server, a high level of data packets are transmitted.
Figure 4.9: Experiment 2b: RF spectrum
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Figure 4.10: Experiment 2b: RF occupancy of channel 11 (the average value
per second)
Figure 4.11: Experiment 2b: statistics over time: audio sender gradually
approaching the client/server.
Figure 4.12: Experiment 2b: statistics of a the whole WiFi band in case of
approaching audio sender.
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Figure 4.13: Experiment 2b: frame rates with destination client
Figure 4.14: Experiment 2b: frame rates with destination server
4.3 Microwave
In this section interference due to a microwave is discussed (SMC E70TF-7
microwave). Several parameters have been investigated: distance to the
WiFi network, power levels of the microwave and interference on different
WiFi channels.
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4.3.1 Experiment 1: distance to the WiFi network
Here the influence of the microwave on different locations is presented.
The power of the microwave is fixed to highest mode (5 out of 5 i.e. 700
Watt). The distance of the microwave to the WiFi client is varied between
3m to 1m. The WiFi channel for communication is set to 11 whereas the
transmit rate is fixed to 170 frames per second.
The setup is shown in the figure below.
Figure 4.15: Measurement setup for experiment 1
Experiment 1a: distance 3 meter
From 20 to 90 seconds the microwave is turned on. This causes a fog ef-
fect in the spectrum since the general signal level increases over the whole
WiFi band in Figure 4.16. Moreover, the microwave seems to control the
power level by switching on and off its power source. This effect is also
visible in the occupancy plot in Figure 4.17. For this period of interference,
a slight increase of retry rate is noticeable for packets with destination client
( Figure 4.18). In the packets with destination server (Figure 4.19) periodic
peaks in the control rates are visible, mainly CTS/RTS packets.
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Figure 4.16: Experiment 1a: RF spectrum
Figure 4.17: Experiment 1a: RF occupancy of channel 11 (the average value
per second)
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Figure 4.18: Experiment 1a: Frame rates with destination client
Figure 4.19: Experiment 1a: Frame rates with destination server
Experiment 1b: distance 1 meter
The results are similar to the situation with 3 meter distance; in this case the
period of interference lasts from 15 to 85 seconds. Compared to the 3 meter
experiment only a slight increase in retry rate at the server is noticeable
(Figure 4.22) and the occupancy of channel 11 is more packed (Figure 4.21).
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Figure 4.20: Experiment 1b: RF spectrum
Figure 4.21: Experiment 1b: RF occupancy of channel 11 (the average value
per second)
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Figure 4.22: Experiment 1b: Frame rates with destination client
Figure 4.23: Experiment 1b: Frame rates with destination server
4.3.2 Experiment 2: varying power levels of the microwave
In this section the power level of the microwave is varied. A lower power
level is usually implemented by switching on and off the microwave (i.e.
duty cycle). The communication takes place over channel 11 where the
microwave is placed at one meter distance from the client. In this experi-
ment the mode of the microwave is turn up from mode 1 to 5 (700 Watt).
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The corresponding RF spectrum is depicted in Figure 4.25. As expected
the occupancy levels increase as the mode is turned up (see Figure 4.26).
This effect is best visible when set to the two highest mode (from 82 - 110
seconds and from 110 to 160 seconds). During these periods of interfer-
ence, the retry rate for packets with destination client is at a considerably
higher level (see Figure 4.27). Moreover, at the client side - irrespective of
the mode - the peaks in control packets are visible that mainly consist of
RTS/CTS traffic (Figure 4.28).
The setup is shown in the figure below.
Figure 4.24: Experiment 2: Measurement setup for experiment 2
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Figure 4.25: Experiment 2: RF spectrum
Figure 4.26: Experiment 2: RF occupancy for different power levels of the
microwave
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Figure 4.27: Experiment 2: Frame rates with destination client
Figure 4.28: Experiment 2: Frame rates with destination server
4.3.3 Experiment 3: interference to different WiFi channels
A microwave radiates not the same power level in each frequency band
of the 2.4 GHz ISM band. Therefore the interference of a microwave is
different for each WiFi channel. This effect is highlighted in this section. it
turns out basically that we see two situations:
1. Significant increase of the retry rate (≥ 20) at the server side; no peaks
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in the control rate at the client side due to CTS/RTS.
2. Lower retry rate at the server side (< 20); many peaks in the control
rate at the client side caused by CTS/RTS traffic.
The channels can be classified into one of these two categories. In order
to be concise the graphs are not depicted for each channel; note channel
11 for instance corresponds to situation 2 and is explained in previous sec-
tions. An example of situation 1 is channel 6 and is set out below in Figures
4.30, 4.31, 4.32 and 4.33. The period of microwave interference turned on
does span 20 -80 seconds.
The setup is shown in the figure below.
Figure 4.29: Measurement setup for experiment 3
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Figure 4.30: Experiment 3: RF spectrum
Figure 4.31: Experiment 3: RF occupancy of channel 6 (the average value
per second)
41
Figure 4.32: Experiment 3: Frame rates with destination client
Figure 4.33: Experiment 3: Frame rates with destination server
4.4 Bluetooth
Besides WiFi, there is another wireless standard that is widely used in the
2.4 GHz band: Bluetooth. Based on a frequency hopping mechanism trans-
mission takes place using ad hoc networking between devices. Frequency
hopping is part of the technology to mitigate interference. Moreover, the
Bluetooth standard features an AFH mode (Adaptive Frequency Hopping),
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that is used to mitigate interference to WiFi network. Hence due to this
built-in intelligence, the degradation of WiFi systems due to Bluetooth is
expected to be lower when compared to systems lacking such mechanisms
(e.g. A/V senders). The impact of a Bluetooth class 2 device, designed
for communication within 10 meters range, has been investigated. For this
experiment two bluetooth devices communicate with each other; one de-
vice is a laptop with a external class 2 adapter; the other device is a cell
phone having a build-in Bluetooth functionality. In this set up both de-
vices are within 1 meter of each other, where the laptop device transmits
via Bluetooth a file of sufficient size to the cell phone. In the mean time
WiFi communication takes place between client and server over channel 11
with a sniffer set up similar to other experiments, where the transmission
rate is set to 170 packets per second. The distance between the Bluetooth
client/server and WiFi client/server is varied.
4.4.1 Experiment 1: Distance 1 meter
The spectrum in Figure 4.35 shows the scattering effects covering the whole
2.4 GHz ISM band. This indicates that a nearby Bluetooth connection is ac-
tive. The occupancy plot in Figure 4.36 for channel 11 shows that the band
is not exceeding the 50 percent occupancy border. On the packet level, the
number of retries at the server increases when the Bluetooth transmission
starts (at 15 seconds). However, this number does not exceed more then
30 retries per second, which indicates that Bluetooth can co-exist with a
Wifi network (Figure 4.37). Besides, data packets with destination server
increases significantly as depicted in Figure 4.38; the latter consists of RTS
packets and data CF poll packets.
The setup is shown in the figure below.
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Figure 4.34: Measurement setup for experiment 1
Figure 4.35: Experiment 1: RF spectrum with Bluetooth turned on
44
Figure 4.36: Experiment 1: RF occupancy of channel 11 (the average value
per second)
Figure 4.37: Experiment 1: Frame rates with destination client
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Figure 4.38: Experiment 1: Frame rates with destination server
4.4.2 Experiment 2: Distance 10 meter
The performance is similar to the 1m distance results. Here Bluetooth is
switched on after 45 seconds and finished at 130 seconds. The spectrum
shows less scattering artifacts as shown in Figure 4.40. Figure 4.42 shows
that the retry rate is not zero anymore but slightly less than the 1m distance
results. In addition, packets with destination server (Figure 4.43) reveals
that the Bluetooth impact is still significant, but the QoS is not degraded in
the WiFi network.
The setup is shown in the figure below.
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Figure 4.39: Measurement setup for experiment 2
Figure 4.40: Experiment 2: RF spectrum with Bluetooth turned on
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Figure 4.41: Experiment 2: RF occupancy of channel 11 (the average value
per second)
Figure 4.42: Experiment 2: Frame rates with destination client
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Figure 4.43: Experiment 2: Frame rates with destination server
4.4.3 Experiment 3: Distance 15 meter
The effects on the RF level are hardly visible. However, the retry rate is still
above zero as shown in Figure 4.47. In contrast to the previous Bluetooth
experiments, the packet rate with destination server (Figure 4.48) is stable
around 170 packets per second. Hence the CTS/CTS mechanism is not
triggered.
The setup is shown in the figure below.
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Figure 4.44: Measurement setup for experiment 3
Figure 4.45: Experiment 3: RF spectrum with Bluetooth turned on
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Figure 4.46: Experiment 3: RF occupancy of channel 11 (the average value
per second)
Figure 4.47: Experiment 3: Frame rates with destination client
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Figure 4.48: Experiment 3: Frame rates with destination server
4.5 Conclusions
The following conclusions can be drawn:
• wireless A/V transmitters cause even on a distance of 25 meter, se-
vere interference to a WiFi network. When a A/V transmitter is
nearby (several meters), the WiFi network collapses and no commu-
nication is possible at all. At a larger distance sometimes the interfer-
ence can be mitigated with control packets and the service level (QoS)
in the WiFi network remains unaffected. In a second experiment, the
interference is much higher and the service level in the WiFi network
is affected.
• Microwave in general does not cause severe interference to WiFi net-
works, but it depends on the WiFi channel. In fact two situations oc-
cur: 1) low retry rate, no degradation of the service level (for example
channel 11) 2) high retry rate, in this case there is a slight degradation
of the service level (for example channel 6).
• Bluetooth networks cause on a distance < 10 meter a slight degrada-
tion in service level of the WiFi network. This is mainly due to the
AFH mechanism in Bluetooth which tries to avoid interference with
WiFi networks. From a larger distance, no degradation has been mea-
sured.
• In this chapter we have seen that interference can trigger the RTS/CTS
mechanism in the WiFi network. In addition a second mechanism
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(less frequent) has spotted where data CF poll packets are used to
request access to the wireless medium.
53

Chapter 5
Experiments in a controlled
environment: second WiFi
network
5.1 Introduction
In this chapter the interference results due to a second WiFi network are
presented. The measurement setup of this experiment is described in sec-
tion 3.3. Several parameters have been varied in the experiments like dis-
tance between networks, load of the WiFi network and load of the interfer-
ing WiFi network. In the last section conclusions are drawn.
5.2 Distance between networks: 1 meter
In this section the results are presented with a second WiFi network where
the distance between both networks is 1 meter.
The setup is shown in the figure below.
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Figure 5.1: Measurement setup
5.2.1 Fixed server rate
In the fixed server rate experiments, the frame rate of the main WiFi net-
work is set to 170 frames/s and the network load of the interfering network
is varied.
Experiment 1: WiFi interferer network with 37 frames/s
In this experiment the server in the WiFi interferer network transmits 37
frames/s. The server in the main network transmits at 170 frames/s. The
results are depicted in Figure 5.2 (RF spectrum), Figure 5.3 (RF occupancy),
Figure 5.4 (transmitted packets with destination client), and Figure 5.5
(transmitted packets with destination server). During the experiments no
parameters have been changed, so the figures show behavior in time.
• 0 − 80 seconds: the transmitted frame rate at the server is around
170 frames/s; the same holds for the client rate (ACK packets). The
average RF occupancy is below 40 percent. The packet loss in the
network i.e. retry rate is negligible low.
• 80 − 110 seconds: there is an increase in control rates at the server:
mainly RTS/CTS packets. At the same time, the data rate drops for
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the server. As a result the control rate (i.e. ACKs) at the client drop as
well. The retry rate increases too at the server. It is not very surprising
that the RF occupancy is also very high, almost 100 percent. (The
CRFS equipment is installed close to the main WiFi network. Due to
this strong signal, there is clearly AGC noise in surrounding channels.
This is an artefact caused by the CRFS equipment and does not occur
in the real spectrum.)
• From 110 − 128 seconds: Decrease in RF activity (below 40 percent),
frame rate server at normal rate; same holds for the ACKs at the
client. Retry rate drops to minimum.
From these figures it can be concluded that in this experiment the inter-
ference of a second WiFi network is most of the time low. Both WiFi net-
works seem to use a bandwidth of 20 MHz. Sometimes the WiFi network
(AP1) identifies the second interferer network as a hidden node. As a re-
sult AP1 transmits a huge amount of control frames (RTS/CTS) to mitigate
the interference of the second network. However, the result is opposite, the
retry rate increases and the data rate reduces significantly.
Figure 5.2: Experiment 1: RF spectrum
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Figure 5.3: Experiment 1: RF occupancy of channel 11 (the average value
per second)
Figure 5.4: Experiment 1: Frame rates with destination client
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Figure 5.5: Experiment 1: Frame rates with destination server
Experiment 2: WiFi interferer network with 170 frames/s
In this experiment the server load of the WiFi interferer network is in-
creased to 170 frames/s. The server in the main network transmits at the
same rate of 170 frames/s. The results are depicted in Figure 5.6 (RF spec-
trum), Figure 5.7 (RF occupancy), Figure 5.8 (transmitted packets with des-
tination client) and Figure 5.9 (transmitted packets with destination server).
During the experiments the interferer is turned on twice, where each period
lasts tens of seconds.
• Period 50 − 80 seconds: Interferer turned on for the first time; in-
creased RF activity and (no huge) drop in server/client packet rate in
network 1. The RF activity is not severe, thereby rarely exceding the
the 50 percent occupancy.
• Period 115 − 175 seconds: Interferer turned on for the second time;
the resulting packet rate and RF spectrum are similar to first period.
• Periods in between: Stable packet rate at the client and the server
around 170 frames per second. RF activity lower compared to the
periods of interference.
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Figure 5.6: Experiment 2: RF spectrum
Figure 5.7: Experiment 2: RF occupancy of channel 11 (the average value
per second)
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Figure 5.8: Experiment 2: Frame rates with destination client
Figure 5.9: Experiment 2: Frame rates with destination server
Experiment 3: WiFi interferer network with 424 frames/s
In this experiment the server load of the WiFi interferer network is in-
creased to 424 frames/s. The server in the main network transmits at 170
frames/s. The results are depicted in Figure 5.10 (RF spectrum), Figure 5.11
(RF occupancy), Figure 5.12 (transmitted packets with destination client)
and Figure 5.13 (transmitted packets with destination server). During the
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experiments no parameters have been changed, so the figures show behav-
ior in time.
• 0−20 seconds: the server frame rate is at normal level (170 frames/s).
This also holds for the client rate (ACK frames). The retry rate is
around zero.
• 20 − 80 seconds: the frame rate at the server drops gradually from
170 frames/s to 50 frames/s. The RF activity increases to occupancy
values above 50 percent. The retry rate increases too and there is a
drop in control rate at the server (ACKs traffic). Besides, no CTS/RTS
packets injected by the server in network 1. However, an increase
of CTS/RTS packets has been seen in the interferer network. So it
is likely that AP2 uses CTS/RTS packets to mitigate interference be-
tween both networks.
• 80 − 110 seconds: Initial peak at 80 seconds for couple of seconds
then the frame rate is set back at 170 frames/s. Retry rate falls back
to minimum and reduction of RF activity below 35 percent.
From these figures it can be concluded too that in this experiment with
a typical RF occupancy of 50% the interference of a second WiFi network
is most of the time low. However, sometimes the interferer WiFi network
(AP2) identifies the WiFi network as hidden node. As a result AP2 trans-
mits a huge amount of control frames (RTS/CTS) to mitigate the interfer-
ence/collisions. Moreover there seems to be second mechanism active. The
retry rate increases due to the huge amount of CTS/RTS traffic in the inter-
fering network. As a result the data rate reduces, probably caused by the
back off time set in the CSMA protocol.
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Figure 5.10: Experiment 3: RF spectrum
Figure 5.11: Experiment 3: RF occupancy of channel 11 (the average value
per second)
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Figure 5.12: Experiment 3: Frame rates with destination client
Figure 5.13: Experiment 3: Frame rates with destination server
5.2.2 Variable server rate
In the fixed server rate experiments, the network load of the main WiFi
network is varied, the network load of the interfering network is fixed to
170 frames/s.
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Experiment 4: WiFi interferer network with 511 frames/s
In this experiment the server load of the WiFi interferer network is in-
creased to 511 frames/s. The server in the main network transmits at 170
frames/s. The results are depicted in Figure 5.14 (RF spectrum), Figure 5.15
(RF occupancy), Figure 5.16 (transmitted packets with destination client),
and Figure 5.17 (transmitted packets with destination server). During the
experiments no parameters have been changed, so the figures show behav-
ior in time.
• 0− 50 seconds: the activity in the RF spectrum is high (around 70%).
The frame rate at the server in network 1 drops as a function of time.
The same holds for the number of control packets (ACKs) at the client.
The increased RF activity is due to increased traffic in the interferer
network; this traffic mainly consists of RTS/CTS packets.
• 50− 80 seconds: the RF activity reduces significantly. The frame rate
(data) at the server peaks at 50 seconds and from 53 − 80 the data
frame rate at the server is back the normal level of 170 frames/s. Be-
sides, the retry rate at the server reduces to almost zero. No CTS/RTS
packets are transmitted in the second network. Note that at the same
time ACKs at server increase as well.
• 80 − 100 seconds: increased activity RF spectrum; CTS/RTS second
network at higher level. Low data frame rate at server and low con-
trol rate (ACKs) at client. Also there is an increase in retry rate.
From this experiment it can be concluded also that the RTS/CTS mech-
anism causes from time to time service degradation to both networks.
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Figure 5.14: Experiment 4: RF spectrum
Figure 5.15: Experiment 4: RF occupancy of channel 11 (the average value
per second)
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Figure 5.16: Experiment 4: Frame rates with destination client
Figure 5.17: Experiment 4: Frame rates with destination server
Experiment 5: WiFi interferer network with 511 frames/s
In this experiment the server load of the WiFi interferer network is set to
511 frames/s. However, the server load of the main WiFi network is low-
ered to 45 frames/s. The results are depicted in Figure 5.18 (RF spectrum),
Figure 5.19 (RF occupancy), Figure 5.20 (transmitted packets with destina-
tion client) and Figure 5.21 (transmitted packets with destination server).
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During the experiments no parameters have been changed, so the figures
show behavior in time.
• 0 − 10 seconds: the frame rate at the server in network is at the nor-
mal level at 45 frames per second. The same holds for the number
of control packets (ACKs) at the client. The RF activity is normal; no
second channel is reserved for additional bandwidth.
• 10 − 44 seconds: The data rate at the server drops gradually to 15
frames per second. The client rate is extremely low in the period that
from 20 − 40 seconds; this corresponds to an increased level of RF
activity in channel 11; besides in this period it is visible from the RF
spectrum that extra bandwidth is reserved in the neighboring channel
indicating a switch from IEEE 802.11g to n mode. The bulk of the
packet traffic is from the second network and consists of RTS/CTS.
• 44 − 48 seconds: CTS/RTS second network reduces to a lower level.
High data frame rate that peak at both server and client.
From this experiment it can be concluded too that the RTS/CTS mecha-
nism causes from time to time service degradation to both networks. Also
the data rate reduces significantly when the retry rate increases due to the
CTS/RTS packets of the interferer network.
Figure 5.18: Experiment 5: RF spectrum
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Figure 5.19: Experiment 5: RF occupancy of channel 11 (the average value
per second)
Figure 5.20: Experiment 5: Frame rates with destination client
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Figure 5.21: Experiment 5: Frame rates with destination server
5.2.3 Different interfering rates
Experiment 6: WiFi interferer network with different frame rates
In the previous experiments the load of the second network is fixed during
the experiment. In this experiment the load of the WiFi interferer network
is dynamically changed to different bit rates. These bit rates are set in iperf
and the program tries to achieve this target bit rate. In parentheses the
accompanying frame rate is shown.
• 6920 kbit/s ( 597 frames/s)
• 2920 kbit/s ( 252 frames/s)
• 920 kbit/s ( 79 frames/s)
• 8920 kbit/s ( 769 frames/s)
• 92 kbit/s ( 8 frames/s)
The server in the main WiFi network on the other hand transmits al-
ways at a fixed rate of 90 frames/s. The results are depicted in Figure 5.22
(RF spectrum), Figure 5.23 (RF occupancy), Figure 5.24 (transmitted pack-
ets with destination client), and Figure 5.25 (transmitted packets with des-
tination server).
• 0 − 20 seconds: the server frame rates of both the main WiFi and
interfering network are zero.
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• 20−60 seconds: the frame rate at the main server is switched on and is
stable at 90 frames/s. The RF activity is below 25 percent. The server
rate is in accordance with the client rate at 90 frames per second (ACK
traffic).
• 60 − 90 seconds: the server in the interfering network is switched on
to 6920 kbit/s. As a result, the data frame rate at the server gradually
drops to 70 frames/s. In this period the RF activity is above average
and exceeding 35 percent occupancy: increase in CTS/RTS packets in
the interferer network.
• 90 − 110 seconds: steep peak at 90 seconds in the data rate, followed
up by a constant server data frame rate and client reply rate at the
normal level of 90 frames per second.
• 110 − 125 seconds: the server in the interfering network is switched
on to 2920 kbit/s. It is a second period of interference with reasonable
high level of packet rate in the interfering network, with the inherent
typical behavior as mentioned earlier.
• 125 − 155 seconds: the transmission rate at client and server are set
back to normal levels. Low RF activity.
• 155 − 165 seconds: the server in the interfering network is switched
on to 920 kbit/s for a short period with moderate load rate.
• 165− 180 seconds: the transmission rate at client and server set back
to normal levels. Low RF activity.
• 180 − 200 seconds: the server in the interfering network is switched
on to 8920 kbit/s, the highest interferer rate. this leads to dramatic
drop in server frame rate and the inherent client frame rate. The RF
activity is above 40 percent. Increase of CTS/RTS packets in second
network.
• 200− 230 seconds: the transmission rate at client and server set back
to normal levels. Low RF activity.
• 230 − 240 seconds: the server in the interfering network is switched
on to 920 kbit/s; similar as for the period 155− 165 and is in line with
the expectations as the interfering rate is the same.
• 240− 295 seconds: the transmission rate at client and server set back
to normal levels. Low RF activity.
• 295 − 310 seconds: the server in the interfering network is switched
on to 92 kbit/s; low interfering rate at the second network; less RF
activity visible, drop in packet rates still present.
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From this experiment it can be concluded that the load in the second
interferer WiFi network directly affects the throughput of the main WiFi
network. How larger the load, the larger its influence.
Figure 5.22: Experiment 6: RF spectrum
Figure 5.23: Experiment 6: RF occupancy of channel 11 (the average value
per second)
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Figure 5.24: Experiment 6: Frame rates with destination client
Figure 5.25: Experiment 6: Frame rates with destination server
5.3 Distance networks: 5 meter
In this section, the distance of the second interferer network is increased to
5 meters.
The setup is shown in the figure below.
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Figure 5.26: Measurement setup
5.3.1 Fixed server rate
In the fixed server rate experiments, the rate of the main WiFi network is set
to 170 frames/s and the network load of the interfering network is varied.
Experiment 1: WiFi interferer network with 170 frames/s
The server in the WiFi interferer network transmits at a fixed rate of 170
frames/s. The server in the main network has a similar load.
The results are depicted in Figure 5.27 (RF spectrum), Figure 5.28 (RF
occupancy), Figure 5.29 (transmitted packets by the client) and Figure 5.30
(transmitted packets by the server). During the experiments no parameters
have been changed, so the figures show behavior in time.
• 0− 6 seconds: there is no transmission.
• 6 − 30 seconds: The server and client rates are constant around 170
frames/s. The activity in the RF spectrum due to the interferer is
visible, but Figure 5.28 indicates that the occupancy is still mainly
below 50 percent.
• 30 − 36 seconds: A drop in server and client rate is visible; although
the server rate increases again after 35 seconds.
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From this experiment it can be concluded too that the RTS/CTS mecha-
nism seem to cause from time to time service degradation to both networks.
The influence seems to be less compared to the 1-meter case.
Figure 5.27: Experiment 1: RF spectrum
Figure 5.28: Experiment 1: RF occupancy of channel 11 (the average value
per second)
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Figure 5.29: Experiment 1: Frame rates with destination client
Figure 5.30: Experiment 1: Frame rates with destination server
Experiment 2: WiFi interferer network with 356 frames/s
In this experiment the server load of the WiFi interferer network is in-
creased to 356 frames/s, whereas the server in the main network transmits
at the 170 frames/s.
The results are depicted in Figure 5.31 (RF spectrum), Figure 5.32 (RF
occupancy), Figure 5.33 (transmitted packets by the client) and Figure 5.34
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(transmitted packets by the server). During the experiments no parameters
have been changed, so the figures show behavior in time.
• 0 − 40 seconds: The server data rate is - on average - constant at 170
frames/s. This also holds for the client which replies at the same rate.
The RF activity is low and constantly below 50 percent.
• 40 − 54 seconds: Reduction in the server data rate which gradually
goes down to 110 frames/s, the number of ACKs decreases to a min-
imum of 50 frames/s. At the same time the RF activity increases sig-
nificantly to an occupancy above 80 percent. The RTS/CTS packets -
from devices in the second network - dominate the traffic.
• 54 − 80 seconds: First a short peak at 54 seconds in the server data
rate, followed up by a server/client rate which is set back to the nor-
mal level at 170 frames/s. The RF activity is less and drops below
occupancy values of 40 percent; CTS/RTS packets are not dominat-
ing the traffic anymore.
• 80 − 95 seconds: Both the server and client rate drop dramatically to
a very low level of 80 frames/s. Increased RF activity is visible which
reaches the 80 percent of occupancy; besides the CTS/RTS packets
dominates the traffic again.
From this experiment -where the interferer network is 5 meters away- it
can be concluded that the RTS/CTS mechanism still can cause large drops
in throughput for the main WiFi network. If the retry rates increases, the
data rate reduces significantly.
Figure 5.31: Experiment 2: RF spectrum
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Figure 5.32: Experiment 2: RF occupancy of channel 11 (the average value
per second)
Figure 5.33: Experiment 2: Frame rates with destination client
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Figure 5.34: Experiment 2: Frame rates with destination server
5.4 Conclusions
The following conclusions can be drawn:
• Interference between WiFi networks is on average low even with high
RF occupancy (70%).
• The CTS/RTS mechanism seem to be the main source of service
degradation.
• If this mechanism occurs or if there is a high load in both networks,
a second mechanism becomes active; retry rate increases due to col-
lisions. Although the retry rate is still low, the throughput is signifi-
cantly reduced. Probably this is caused by the back off time set in the
CSMA protocol. The second mechanism only occurs if the RF occu-
pancy is high (> 50%).
• The influence of an interferer WiFi network on 5 meter distance seems
to be equal to one with 1 meter distance.
• CTS/RTS is enabled by default on all access points.
• This mechanism seem to be turned on dynamically in the network
with the highest frame rate.
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Chapter 6
Live measurements
6.1 Introduction
In this chapter the results are presented of measurements in a live envi-
ronment. A modified measurement setup has been used compared to the
setup used in the interferer measurements. Three WiFi sniffers are used in
parallel to analyze the packets on channel 1, 6 and 11. The setup is shown
in the figure below.
Figure 6.1: Measurement setup
Also on the software side modifications have been made to monitor all
packets and distinguish between packet types (data/management/control).
Three live situations have been evaluated: college room, office room
and city center. The main results of these locations are described in this
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section, which is followed by detailed results per location. The first loca-
tion, college room, was selected because it is a very crowded place with
a large population of WiFi devices in one room. Moreover in the college
room (also a lab) experiments take place of which some of them use Blue-
tooth and/or WiFi connections. The second location, office, is selected as
this is a location which consists of managed WiFi access points, similar the
college location. Finally, the third location, city centre, was selected as this
is a place with unmanaged WiFi access points. Moreover the place is know
for WiFi problems on certain channels.
Due to time constraints in this project, we were unable to perform
extensive measurements in this live environment. The presented results
should however depict a reference situation. In Chapter 7 these results are
matched to the outcome of the previous chapters, where the influence of
interferer sources have been investigated.
First of all in Figure 6.2 the mean number of frames is shown per loca-
tions. It has been split up into management, control, data and retry frames.
Secondly the results show that the college room location has most traf-
fic. This is because measurements were carried out during a college with
75 to 100 students. Secondly in this location about 70% of the traffic are
control frames and roughly 20% is actual data traffic (i.e. frames). Fig-
ure 6.3 depicts the same locations, but here the frames are split up into the
most important sub fields. Retry frames and less frequent sub field pack-
ets are omitted from this figure. This figure reveals that most of the control
frames are ACK packets. It is unclear what causes this high amount of ACK
frames.
One explanation would be that the sniffer is unable to detect all packets
and for instance only packets from base station to the mobile users. (The
sniffer was located in the same room, but a few meters away from the col-
lege room part.) It is likely that some frames could not be detected, but not
such a high amount. Another explanation is that ACK frames needs to be
sent not only for data frames, but also for particular management frames
(like association to a network). Further research is needed to find the cause
of the high number of ACK frames.
In addition, Figure 6.3 reveals that only 2% are actual data packets.
Most of the data frames are so-called null frames (16%). This type of frame
is often used in power save mode (in mobile devices) to reduce the energy
needed by the WiFi connection. Also the figure shows that almost 20% of
all traffic are CTS/RTS frames. This means that there is significant interfer-
ence, probably due to the many WiFi devices. This is also depicted by the
retry frame rate (7%) in Figure 6.2.
In the office location the mean frame rate is much lower, the actual data
frame rate seems to be similar to the college location, but there are almost
no ACK frames. Also the beacon rate is about twice of the college location.
One explanation for this is that in the office location more WiFi networks
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were active. In the city center, most traffic consists of beacon frames.
Figure 6.2: Mean number of frames per second split into management, con-
trol, data and retry frames
Figure 6.3: Mean number of frames per second split into the most impor-
tant sub fields
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6.2 Location 1: college room
This location is located at the University of Twente in the Smart XP lab.
The Smart XP lab consists 2/3 of college room and 1/3 is dedicated for
experiments. The measurements were carried out during a college which
ended around 1400 seconds in the figures below.
Figure 6.4 shows the RF spectrum; it seems that besides WiFi signals
also Bluetooth signals are active in the band. This is followed by figures
showing the occupancy, frame type versus time, sub field type versus time
and a figure showing the mean number of frame type and sub field type.
The figures are depicted for channel 1, 6 and 11. During the measurement
119 unique WiFi devices were identified in channel 1, 99 in channel 6 and
101 devices in channel 11. On the other Figure 6.22, 6.11 and 6.16 show the
active MAC devices versus time. Of course these lines are lower that the
number of unique devices during the whole measurement period.
From the figures it can be seen that the WiFi traffic is very spiky as
expected. Interesting enough when the college ends (and the self-study
starts), the data frames becomes less, but the control frames remain rela-
tively high. A reason for the high amount of control frames could be inter
router traffic. Especially as the WiFi network at the university supports
load balancing i.e. clients are dynamically redirected to new channels in
time. Although the college ends around 1400 seconds (transferred into
study time), interesting enough the traffic at channel 6 remains equal af-
terwards. Maybe this is also introduced by this load balancing.
Figure 6.4: Location 1 (college room): RF spectrum
84
Figure 6.5: Location 1 (college room): RF occupancy of channel 1 (the aver-
age value per second)
Figure 6.6: Channel 1: number of active MAC addresses versus time (Loca-
tion 1: college room)
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Figure 6.7: Channel 1: number of frames per second split into management,
control, data and retry frames (Location 1: college room)
Figure 6.8: Channel 1: number of frames per second split into the most
important sub fields (Location 1: college room)
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Figure 6.9: Channel 1: mean number of frames per second (Location 1:
college room)
Figure 6.10: Location 1 (college room): RF occupancy of channel 6 (the
average value per second)
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Figure 6.11: Channel 6: number of active MAC addresses versus time (Lo-
cation 1: college room)
Figure 6.12: Channel 6: number of frames per second split into manage-
ment, control, data and retry frames (Location 1: college room)
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Figure 6.13: Channel 6: number of frames per second split into the most
important sub fields (Location 1: college room)
Figure 6.14: Channel 6: mean number of frames per second (Location 1:
college room)
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Figure 6.15: Location 1 (college room): RF occupancy of channel 11 (the
average value per second)
Figure 6.16: Channel 11: number of active MAC addresses versus time (Lo-
cation 1: college room)
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Figure 6.17: Channel 11: number of frames per second split into manage-
ment, control, data and retry frames (Location 1: college room)
Figure 6.18: Channel 11: number of frames per second split into the most
important sub fields (Location 1: college room)
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Figure 6.19: Channel 11: mean number of frames per second (Location 1:
college room)
6.3 Location 2: office room
In the office room there is much less traffic compared to the college room.
Figure 6.20 shows the RF spectrum. It can clear be seen that channel 13 is
active (nearby), channel 1, 4 and 6. This figure is followed by figures show-
ing the occupancy, frame type versus time, sub field type versus time and
a figure showing the mean number of frame type and sub field type. The
figures are depicted for channel 1, 6 and 11. During the measurement 105
WiFi devices were identified in channel 1, 97 in channel 6 and 99 devices in
channel 11. This is almost the same amount of devices discovered during
the college room.
On overall there is not much WiFi traffic on all channels and most traf-
fic consists of management frames (beacons). Compared to location 1 and
3 the number of beacon frames are significant higher. It is unclear what
could cause this. Maybe the beacon rate of some of the routers has been
configured to a higher rate.
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Figure 6.20: Location 2 (office room): RF spectrum
Figure 6.21: Location 2 (office room): RF occupancy of channel 1 (the aver-
age value per second)
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Figure 6.22: Channel 1: number of active MAC addresses versus time (Lo-
cation 2: college room)
Figure 6.23: Channel 1: number of frames per second split into manage-
ment, control, data and retry frames(Location 2: college room)
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Figure 6.24: Channel 1: number of frames per second split into the most
important sub fields (Location 2: college room)
Figure 6.25: Channel 1: mean number of frames per second (Location 2:
college room)
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Figure 6.26: Location 2 (office room): RF occupancy of channel 6 (the aver-
age value per second)
Figure 6.27: Channel 6: number of active MAC addresses versus time (Lo-
cation 2: college room)
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Figure 6.28: Channel 6: number of frames per second split into manage-
ment, control, data and retry frames (Location 2: college room)
Figure 6.29: Channel 6: number of frames per second split into the most
important sub fields (Location 2: college room)
97
Figure 6.30: Channel 6: mean number of frames per second (Location 2:
college room)
Figure 6.31: Location 2 (office room): RF occupancy of channel 11 (the av-
erage value per second)
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Figure 6.32: Channel 11: number of active MAC addresses versus time (Lo-
cation 2: college room)
Figure 6.33: Channel 11: number of frames per second split into manage-
ment, control, data and retry frames (Location 2: college room)
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Figure 6.34: Channel 11: number of frames per second split into the most
important sub fields (Location 2: college room)
Figure 6.35: Channel 11: mean number of frames per second (Location 2:
college room)
6.4 Location 3: city centre
The location of the city center (apartment of one of the authors) is known
for bad WiFi performance on channel 1 & 6. There seems to be occasionally
interference that introduces heavy performance degradation. It looks that
for this reason most nearby WiFi networks are located on channel 11. The
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WiFi network of the author is located on channel 13. The measurements
were carried out in the evening, but it does not carry much traffic.
Figure 6.20 shows the RF spectrum. It can clear be seen that channel
13 is active (nearby), channel 1, 4 and 6. This figure is followed by figures
showing the occupancy, frame type versus time, sub field type versus time
and a figure showing the mean number of frame type and sub field type.
The figures are depicted for channel 1, 6 and 11. During the measurement
31 WiFi devices were identified in channel 1, 29 in channel 6 and 45 devices
in channel 11.
On overall there is not much WiFi traffic on all channels and most traffic
consists of management frames (beacons). Also it seems that during the
measurement the interference source was not active on channel 1 and 6. In
addition, the results of the city centre seem to be similar to the findings in
the Mason report [1].
Figure 6.36: Location 3 (city centre): RF spectrum
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Figure 6.37: Location 3 (city centre): RF occupancy of channel 1 (the average
value per second)
Figure 6.38: Channel 1: number of active MAC addresses versus time (Lo-
cation 3: city centre)
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Figure 6.39: Channel 1: number of frames per second split into manage-
ment, control, data and retry frames (Location 3: city centre)
Figure 6.40: Channel 1: number of frames per second split into the most
important sub fields (Location 3: city centre)
103
Figure 6.41: Channel 1: mean number of frames per second (Location 3:
city centre)
Figure 6.42: Location 3 (city centre): RF occupancy of channel 6 (the average
value per second)
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Figure 6.43: Channel 6: number of active MAC addresses versus time (Lo-
cation 3: city centre)
Figure 6.44: Channel 6: number of frames per second split into manage-
ment, control, data and retry frames (Location 3: city centre)
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Figure 6.45: Channel 6: number of frames per second split into the most
important sub fields (Location 3: city centre)
Figure 6.46: Channel 6: mean number of frames per second (Location 3:
city centre)
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Figure 6.47: Location 3 (city centre): RF occupancy of channel 11 (the aver-
age value per second)
Figure 6.48: Channel 11: number of active MAC addresses versus time (Lo-
cation 3: city centre)
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Figure 6.49: Channel 11: number of frames per second split into manage-
ment, control, data and retry frames (Location 3: city centre)
Figure 6.50: Channel 11: number of frames per second split into the most
important sub fields (Location 3: city centre)
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Figure 6.51: Channel 11: mean number of frames per second (Location 3:
city centre)
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Chapter 7
Conclusions
7.1 Research questions
In this short exploratory project the central research question was: is it pos-
sible to measure the service level in the 2.4 GHz ISM band for WiFi systems
(i.e. 802.11b/g/n)? The short answer to this question is yes. It is possible
to measure the service level using both spectrum sensing (physical layer)
and packet sniffing (datalink layer). However, the interference mechanisms
are complex and more research is needed for a better understanding. In
most interferer cases, the WiFi network identifies the interferer source as a
hidden node, which causes a high amount of CTS/RTS control frames. A
second mechanism is that the retry frame rate increases. In Section 7.2 the
characteristics of each interferer source are listed.
This main research question can be divided into several sub questions.
In the following subsection each sub question is both presented and an-
swered:
7.1.1 Literature study: which measurement methods exist?
It turns out that not much research has been carried out around this topic.
Only one report (outside the scientific databases) has been found: Estimat-
ing the Utilization of Key License-Exempt Spectrum Bands, Final report, issue
3, April 2009 by Mass Consultants Limited commissioned by the British
regulator OFCOM [1]. It states that spectrum sensing can be used to mea-
sure utilization. And packet sniffing to identify congestion. In this research
project we can confirm these statements. In addition we have enhanced
the Mason research by looking into several interferer sources and we have
sophisticated the packet sniffing method. Especially the CTS/RTS packets
seems to be a good indication for the presence of interference.
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7.1.2 What are the properties of these methods?
The service level can be viewed in terms of two quantities: utilization and
degradation. Utilization means basically how busy is it? And degradation
means how many problems are in the band? In other words this means
congestion.
There are several causes for network degradation as shown in Fig-
ure 7.1. In this research we have focussed on both network degradation
in the physical and link layer. Utilization and congestion can be measured
by several parameters as shown in Figure 7.2. In this project we have mea-
sured the utilization using spectrum sensing and congestion using the retry
rate. Moreover, we have enhanced the congestion detection by looking at
the sub fields of the received packets. In turns out that the CTS/RTS pack-
ets are a good indication for congestion.
Figure 7.1: Causes of network degradation.
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Figure 7.2: Methods for measuring utilization and congestion.
7.1.3 What is the most suitable method for Agentschap Telecom?
The most appropriate method for Agentschap Telecom is a combination of
spectrum sensing and packet sniffing. Packet sniffing allows to measure
congestion in the 2.4 GHz ISM band. Spectrum sensing on the other hand
allows to identify which interferer source is causing service level degra-
dation. However, more research is needed to sophisticate the proof-of-
concept demonstrator (see also the further research section).
7.1.4 What is the influence of an interferer source (other WiFi net-
work, Bluetooth, microwave, A/V transmitter) and can they
uniquely be identified?
In Chapter 4 and 5 we have measured the characteristics of several inter-
ferer sources (i.e. wireless A/V transmitter, microwave, Bluetooth and a
second WiFi network.) The results are presented in an interferer matrix
(Section 7.2).
7.1.5 Provide measurement results of these interferers in a con-
trolled environment.
The results are presented in Chapter 4 and 5 in detail. The following con-
clusions can be drawn:
• wireless A/V transmitters cause even on a distance of 25 meter, se-
vere interference to a WiFi network. When a A/V transmitter is
nearby (several meters), the WiFi network collapses and no commu-
nication is possible at all. At a larger distance sometimes the interfer-
ence can be mitigated with control packets and the service level (QoS)
in the WiFi network remains unaffected. In a second experiment, the
interference is much higher and the service level in the WiFi network
is affected.
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• Microwave in general does not cause severe interference to WiFi net-
works, but it depends on the WiFi channel. In fact two situations oc-
cur: 1) low retry rate, no degradation of the service level (for example
channel 11) 2) high retry rate, in this case there is a slight degradation
of the service level.
• Bluetooth networks cause on a distance < 10 meter a slight degrada-
tion in service level of the WiFi network. This is mainly due to the
AFH mechanism in Bluetooth which tries to avoid interference with
WiFi networks. From a larger distance, no degradation has been mea-
sured.
• Interference between WiFi networks is on average low even with high
RF occupancy (70%).
• The CTS/RTS mechanism seem to be the main source of service
degradation for interference between WiFi networks.
• If this mechanism occurs or if there is a high load in both networks,
a second mechanism becomes active; retry rate increases due to col-
lisions. Although the retry rate is still low, the throughput is signifi-
cantly reduced. Probably this is caused by the back off time set in the
CSMA protocol. The second mechanism only occurs if the RF occu-
pancy is high (> 50%).
• The influence of an interferer WiFi network on 5 meter distance seems
to be equal to one with 1 meter distance.
• CTS/RTS is enabled by default on all access points. This mechanism
seem to be turned on dynamically in the network with the highest
frame rate.
7.1.6 Proof-of-concept demonstrator.
In Chapter 6 we have presented a proof-of-concept demonstration. It in-
cludes three packet sniffers to measure congestion in 3 WiFi channels in
parallel. The RFeye of CRFS is used as spectrum sensing equipment.
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Figure 7.3: Measurement setup for the proof-of-concept demonstrator
7.2 Interferer matrix
In Table 7.1 and 7.2 matrices are listed that describes the characteristics of
each interferer source.
7.3 Further research
In this research we have presented a proof-of-concept demonstrator to mea-
sure the service level in the 2.4 GHz ISM band. It turns out that interferer
mechanisms are complex. In this section we present topics for further re-
search.
7.3.1 Interferer mechanisms
Interferer mechanisms are complex as it involves multiple levels of the OSI
model. In this project we have investigated a limited number of inter-
ferer sources. More measurements are required; especially for interference
mechanisms due to other WiFi networks. The reason for this is that mainly
WiFi networks are active in the 2.4 GHz band. Additional measurements
should aim at:
• WiFi networks with many clients
• environments with many WiFi networks on the same channel
• interfering WiFi networks on an adjacent overlapping WiFi channel
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• influence of WiFi devices that are in power save mode
• WiFi networks with chipsets of multiple vendors
• The TCP/IP protocol. This protocol involves several mechanisms to
avoid congestion on (on top of the WiFi standard).
• Investigate the cause of data poll packets measured in some of the
interferer measurements.
7.3.2 Configuration of WiFi networks
In WiFi routers and clients there are several parameters of the WiFi con-
nection/network which can be tweaked like CTS protection mode, AP iso-
lation, beacon interval, fragmentation threshold, RTS threshold, preamble
(long/short). In this project we used the default settings, but more research
is needed to measure the effect of each parameter on the service level. We
expect that some of the WiFi parameters may improve the service level.
This is especially true for the CTS/RTS parameters. On the other hand in
real-life, consumers will not change the default WiFi parameters, but it can
be usefull information for manufacturers.
7.3.3 Spectrum utilization and packet rate
At this moment we measure the spectrum every 200 ms, whereas a typical
data packet is 275 µs and control/management packets are much shorter
about 20 µs. So the frame rate and spectrum utilization cannot be linked
directly. Also it means that the measured frame rate and distribution to
data, control or management are not a good measure to assess the efficiency
of the WiFi standard. More research is required to the relations between
spectrum utilization and packet rate.
7.3.4 Congestion and service level
In this project we used the number of control frames (CTS/RTS frame, retry
frame rate) as a measure for congestion. More research is needed to verify
this assumption. It is likely that in several cases the user does not experi-
ence service level degradation if the number of CTS/RTS frames increases.
So further research should aim to develop a measure that connects conges-
tion (experienced by the user) to interference mechanisms in the data link
layer.
7.3.5 Enhancement of the proof-of-concept demonstrator
The proof-of-concept demonstrator shows that the service level can be mea-
sured. It can be enhanced in the following ways:
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• Use multiple antennas for beam forming; this allows to locate the
interference source more precisely.
• Optimize the sensitivity of the spectrum sensing hardware and WiFi
packet sniffers; in the current setup all detected packets are processed,
both from nearby and far WiFi connections. It is expected that a
threshold to filter out the weak WiFi packets will improve the results.
Further research is required to find this threshold.
• WiFi packet sniffers sometimes fail under high WiFi throughput; in
some occasions, the sniffer crashed when there is a high WiFi traffic.
More research is required to solve this problem.
• Interferer recognition; currently manual interferer recognition is used.
Further research should aim to automate this process.
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Layer No congestion, but high
spectrum occupancy
Congestion and high spec-
trum occupancy
MAC Layer
Retry rate low Retry rate low
Frame rate stable Frame rate fluctuates
Heavy RTS/CTS from inter-
fering network
RTS/CTS turned
on at server
No Yes, high RTS/CTS traffic
Physical Layer
Effect Scattering in WiFi channel High scattered activity in
WiFi channel
Occupancy Medium: < 50 % High: > 80 %
Table 7.2: Interference table due to other WiFi networks
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