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SOME PROPERTIES OF CIRCLE MAPS WITH ZERO TOPOLOGICAL
ENTROPY
YINI YANG
Abstract. For a circle map f : S → S with zero topological entropy, we show that a
non-diagonal pair 〈x, y〉 ∈ S× S is non-separable if and only if it is an IN-pair if and only
if it is an IT-pair. We also show that if a circle map is topological null then the maximal
pattern entropy of every open cover is of polynomial order.
1. Introduction
The study of the complexity of dynamical system is still an important topic nowadays.
Different versions of chaos were proposed to represent the complexity in various senses.
We refer the reader to the survey [16] and references therein for more aspects and details.
For interval maps, there are many known results. Here we want to name a few. In 1975,
in their seminal work [17], Li and Yorke showed that if an interval maps has a periodic
point with period 3 then it is chaotic. Since then, the phenomenon introduced in [17] is
called Li-Yorke chaos. In 1986, Smital [21] showed that for an interval map with zero
topological entropy, the map is Li-Yorke chaotic if and only if it has a non-separable pair.
In 1989, Kuchta and Smital [11] showed that for a continuous interval map, one scrambled
pair implies Li-Yorke chaos. In 1991, Franzova and Smital [4] showed that a interval map
is Li-Yorke chaotic if and only if it has positive topological sequence entropy. We refer
the reader to the book [19] for more details on this topic.
Some of the results for interval maps have been extended to circle maps or even graph
maps. In 1990, Kuchta [10] showed that for a circle map, one scrambled pair implies
Li-Yorke chaos. In 2000, Hirc [7] showed that a circle map is Li-Yorke chaotic if and only
if it has positive topological sequence entropy. In 2014, Ruette and Snoha [20] showed
that for a graph map, one scrambled pair implies Li-Yorke chaos. In 2017, Li, Oprocha,
Yang and Zeng [14] showed that a graph map is Li-Yorke chaotic if and only if it has
positive topological sequence entropy.
In the framework of so-called "local entropy theory", lots of notions were introduced
to describe specific dynamical properties, see [5] for a recent survey. Among them there
are IN-pairs and IT-pairs. In 2011, Li [13] proved that for an interval map with zero
topological entropy, a non-diagonal pair is non-separable which is related to Li-Yorke
chaos if and only if it is an IN-pair if and only if it is an IT-pair. In 2017, Li, Oprocha,
Yang and Zeng [14] proved that a graph map is Li-Yorke chaotic if and only if it has an
IN-pair if and only if it has an IT-pair. The authors in [14] also proposed an open question
as follows.
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Question 1.1. Let f : G → G be a graph map with zero topological entropy. Is it true
that: 〈x, y〉 is an IN-pair if and only if 〈x, y〉 is an IT-pair?
One of the main results of this paper is to answer this question for circle maps. Actually,
we have the following theorem.
Theorem 1.2. Let f : S→ S be a circle map with zero topological entropy and x , y ∈ S.
Then the following conditions are equivalent:
(1) 〈x, y〉 is a non-separable pair;
(2) 〈x, y〉 is an IT-pair;
(3) 〈x, y〉 is an IN-pair.
In 2009, Huang and Ye [8] proposed the concept of maximal pattern entropy. They
proved that the maximal pattern entropy of a dynamical system is equivalent to the
supremum of all topological sequence entropy. And they also proved that the maximal
pattern entropy can take only discrete values. In [8], Huang and Ye conjectured that for
each topological null system, the maximal pattern entropy is of polynomial order for every
open cover. And they proved that the conjecture holds for a zero dimensional system. In
2011, Li [13] proved that the conjecture holds for interval maps.
Another main result of our paper is to show that the conjecture holds for circle maps by
proving the following theorem.
Theorem 1.3. A circle map f : S → S is topological null if and only if p∗
S,U
is of
polynomial order for any open coverU of S.
The paper is organized as follows. In Section 2, we recall some basic notions of
topological dynamical systems which will be used latter. In Section 3, several concepts
and important lemmas related to circle maps are listed, We emphasize properties of
the circle maps without periodic points and the structure of ω-limit sets. In Section 4,
we study the relationship of IN-pairs, IT-pairs and non-separable pairs, and then prove
Theorem 1.2. In Section 5, we review some properties on maximal pattern entropy and
prove Theorem 1.3.
2. Preliminaries
Throughout this paper, let N, R and C denote the set of all non-negative integers, real
numbers, and complex numbers, respectively. Let S be the set {z ∈ C : |z | = 1}. Let M
denote a non-degenerate closed interval I or the circle S and let C(M, M) denote the set of
all continuous maps of M into itself. Denote by ∆ all the diagonal pairs of X2 where X is
a compact metric space. The length of an interval I is denoted by |I |. The cardinality of a
finite set A is denoted by #(A). Denote by {a} to take the fractional part of the number a.
Now we introduce some basic notions in topological dynamics. We start with topolog-
ical dynamical system and then introduce some concepts, including ω-limit set, periodic
points, and eventually periodic points.
Definition 2.1. By a topological dynamical system, we mean a pair (X, f ), where X is a
compact metric space with a metric d and f is a continuous map.
Definition 2.2. Let (X, f ) be a topological dynamical system. A point x ∈ X is called
periodic (denoted by x ∈ Per( f )) with period n if f n(x) = x and f i(x) , x for any
2
1 ≤ i < n. The set of periods of f is denoted by P( f ) that is if x ∈ Per( f ) has period
n then n ∈ P( f ). A periodic point with period 1 is called a fixed point (denoted by
x ∈ Fix( f )).
Definition 2.3. Let (X, f ) be a topological dynamical system and x ∈ X . We define the
ω-limit set of x as
ω(x, f ) =
⋂
n≥1
{
f i(x) : i ≥ n
}
and the ω-limit set of f as
ω( f ) =
⋃
x∈X
ω(x, f ).
Definition 2.4. Let (X, f ) and (Y, g) be two topological dynamical systems. A continuous
map π : X → Y is a semi-conjugacy between f and g if π is onto and π ◦ f = g ◦ π. If in
addition π is a homeomorphism, then π is called a conjugacy between f and g.
Definition 2.5. Let X be a compact metric space and Co
X
be the set of open covers of X .
ForU ∈ Co
X
, we define N(U) as the minimum cardinality of subcovers ofU. The join of
two open coversU,V ∈ Co
X
is
U ∨V = {U ∩ V : U ∈ U,V ∈ V}.
Definition 2.6. Let (X, f ) be a topological dynamical system and U,V ∈ Co
X
. The
topological entropy of f with respect toU is defined as
htop( f ,U) = lim
n→∞
1
n
log
(
N
( n∨
i=1
f −i(U)
))
,
and the topological entropy of (X, f ) is defined as
htop( f ) = sup
U∈Co
X
htop( f ,U)
Definition2.7. Let (X, f )be a topological dynamical system and A = {a1 < a2 < a3 < · · · }
an increasing sequence of positive integers. Take U ∈ Co
X
. The topological sequence
entropy of f with respect toU along the sequence A is defined as
hAtop( f ,U) = lim
n→∞
1
n
log
(
N
( n∨
i=1
f −ai (U)
) )
,
the topological sequence entropy of (X, f ) along the sequence A is defined as
hAtop( f ) = sup
U∈Co
X
hAtop( f ,U).
and the topological sequence entropy of (X, f ) is
h∞top( f ) = sup
A
hAtop( f ),
where the supreme takes over all increasing sequences of positive integers.
Moreover, (X, f ) is called topological null if h∞top( f ) = 0 and otherwise it is called
non-null.
The following two lemmas can be verified easily by the definition of topological semi-
conjugacy.
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Lemma 2.8. Let (X, f ) and (Y, g) be two topological dynamical systems and π : X → Y is
a semi-conjugacy between f and g. It holds that for any x ∈ X , π(ω(x, f )) = ω(π(x), g).
Lemma 2.9. Let ϕ : (X, f ) → (Y, g) be a topological semi-conjugacy. Then htop(g) ≤
htop( f ) and h
∞
top(g) ≤ h
∞
top( f ).
Definition 2.10. Let (X, f ) be a topological dynamical system and A1, A2, · · · , Ak ⊂ X .
We call I ⊂ N an independence set of {A1, A2, · · · , Ak } if for any non-empty finite subset
J of I and S ∈ {1, 2, . . . , k}J ,
⋂
i∈J f
−i AS(i) , ∅.
Definition 2.11. Let (X, f ) be a topological dynamical system. A pair 〈x, y〉 ∈ X × X
is called an IN-pair (reps. an IT-pair) if for any neighborhoods U1 and U2 of x and y
respectively, {U1,U2} has arbitrarily large finite independence sets (reps. {U1,U2} has an
infinite independence set). Denote the set of IN-pairs and IT-pairs of (X, f ) by IN(X, f )
and IT(X, f ) respectively.
It is clear that every IT-pair is also an IN-pair.
Theorem 2.12 ([9]). A topological dynamical system is topological null if and only if
every IN-pair is diagonal.
Lemma2.13 ([9]). Let (X, f )and (Y, g)be two topological dynamical systems and π : X →
Y is a semi-conjugacy between f and g. Then π × π(IN(X, f )) = IN(Y, g) and π ×
π(IT(X, f )) = IT(Y, g).
The following is a “folklore” result, see e.g. [22, Theorem 2.6] but without proofs. Here
we provide a proof for completeness.
Lemma 2.14. Let (X, f ) be a topological dynamical system. Then for every p ∈ N,
IN(X, f ) = IN(X, f p) and IT(X, f ) = IT(X, f p).
Proof. We only prove the case IN(X, f ) = IN(X, f p), as the case IT(X, f ) = IT(X, f p)
is similar.
(⇒) Let 〈x, y〉 be an IN-pair of (X, f ). By the definition, for any neighborhoods U1
of x and U2 of y respectively and any m ∈ N, {U1,U2} has an independence set I with
length mp, since the number of the remainders of mod p is finite, if we denote Qr as the
set of all numbers of the independece set I which mod p has the remainder r , there exist
at least a r ∈ {0, 1, · · · , p − 1} such that the number of Qr is larger than or equal to m. We
choose one r which satisfies this condition and choose m elements {q1, q2, · · · , qm} from
Qr . Denote Im = {l1, l2, · · · , lm} such that for all i ∈ {1, 2, · · · ,m}, qi = li + r . Now we
will show that Im is an independence set of {U1,U2} under f
p which has length m. For
all Jm ⊂ Im which Jm is a finite set, there exists a finite set J ⊂ I such that J = p · Jm + r .
For any σ = {1, 2}Jm ,
f −r
(⋂
i∈Jm
( f p)−iUσ(i)
)
=
⋂
i∈Jm
f −r( f −piUσ(i)) =
⋂
i∈Jm
f −r−piUσ(i) =
⋂
j∈J
f − jUσ(i).
Takeσ′ = {1, 2}J such that for all j = r +pi ∈ J, σ′( j) = σ(i). Since I is an independence
set of f , ⋂
j∈J
f − jUσ′( j) =
⋂
j∈J
f − jUσ(i) , ∅.
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Therefore f −r(
⋂
i∈Jm( f
p)−iUσ(i)) , ∅ and
⋂
i∈Jm( f
p)−iUσ(i) , ∅ obviously. Thus 〈x, y〉 is
an IN-pair of (X, f p).
(⇐) Let 〈x, y〉 be an IN-pair of (X, f p). By the definition, for any neighborhoods U1
of x and U2 of y respectively and any m ∈ N, there exists an independence set Im of
{U1,U2} under f
p with length m. Now we will claim that I′m = pIm is an independence
set of {U1,U2} under f with length m. For all J
′
m ⊂ I
′
m, there exists Jm ⊂ Im such that
J′m = pJm. For any σ
′
= {1, 2}J
′
m , there exists σ = {1, 2}Jm such that for all j = pi ∈ J′m,
σ′( j) = σ(i). Then⋂
j∈J ′m
f − jUσ′( j) =
⋂
i∈Jm
f −piUσ(i) =
⋂
i∈Jm
( f p)−iUσ(i) , ∅.
Hence 〈x, y〉 is an IN-pair of f . 
3. Preparations on circle maps
3.1. General notions. In this subsectionwe introduce natural projection, the ordering and
metric of the circle, and orientation-preserving homeomorphism. Besides we introduce
the definition of lifting, degree and rotation number of the circle. We refer the readers to
the textbook [1] and [6] for more informations.
Definition 3.1. The natural projection e : R→ S is the map e(x) = exp(2πix).
According to the natural projection, we also view the circle S as [0, 1) (mod 1).
Definition 3.2. We define a metric d on S as follows: for any x, y ∈ S,
d(x, y) = min {|x′ − y′| : e(x′) = x, e(y′) = y} .
It is easy to see that the distance between a and b can be described as follows
d(a, b) =
{
|a − b| , |a − b| ≤ 12,
1 − |a − b| , |a − b| > 1
2
.
Definition 3.3. Given x0, x1, x2, · · · , xn ∈ S, take x˜0, x˜1, x˜2, · · · , x˜n ∈ [x˜0, x˜0 + 1) ⊂ R such
that e(x˜i) = xi, the ordering of (x0, x1, x2, · · · , xn) on S is the permutation of {1, 2, · · · , n}
which satisfies that x˜0 < x˜σ(1) < x˜σ(2), · · · < x˜σ(n) < x˜0 + 1.
Definition 3.4. A circle map f ∈ C(S, S) is called orientation-preserving homeomorphism
if f is a homeomorphism and it preserves the ordering which is defined in Definition 3.3
under f .
The following theorem is well known, see the textbook [6] for more detail.
Theorem 3.5. Let f ∈ C(S, S). We call a continuous function F : R→ R a lifting of f if
e ◦ F = f ◦ e. The integer d ∈ Z such that F(x + 1) = F(x) + d exists for all x ∈ R and is
called the degree of f (or F), denoted by deg( f ).
In later parts of this paper, we denote by L1 the set of all liftings of the circle maps with
deg( f ) = 1.
Definition 3.6. Let F ∈ L1 and x ∈ R. We define ρ(x) and ρ(x) as follows :
ρ(x) = lim sup
n→∞
Fn(x) − x
n
and ρ(x) = lim inf
n→∞
Fn(x) − x
n
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When ρ(x) = ρ(x) we write only ρ(x). The number ρ(x) is called the rotation number of
x with respect to F.
The following lemma is classical, see e.g. [1, Chapter III, Section 7] for details.
Lemma 3.7. Let F ∈ L1 and be a non-decreasing map. Then for any x ∈ R, the limit
lim
n→∞
Fn(x) − x
n
exists and is independent of x. Therefore in the later parts of our paper, we can define
ρ(F) as ρF(x) for any x ∈ R. Moreover, the limit is a rational number if and only if f has
periodic points.
Remark 3.8. Let f be an orientation preserving homeomorphism. It is easy to see that for
any two liftings F1 and F2 of f , ρ(F1)− ρ(F2) ∈ Z. Therefore we can define ρ( f ) = {ρ(F)}
for any lifting F.
Lemma 3.9 ([1, Lemma 4.7.1]). Let f ∈ C(S, S) and F be a lifting of f . Assunme that
there exists a closed interval I invariant for F. Then htop(F |I) ≤ htop( f ).
Remark 3.10. If |I | ≥ 1, by lemma 2.9, we get the conclusion that htop(F |I) = htop( f )
In order to describe the properties of the periodic points of interval maps and circle
maps, we introduce the following definition.
Definition 3.11. LetNsh = N∪{2
∞}. We define an order of the numbers inNsh as follow:
3 ≻ 5 ≻ 7 ≻ · · ·
≻ 2 · 3 ≻ 2 · 5 ≻ 2 · 7 ≻ · · ·
≻ 22 · 3 ≻ 22 · 5 ≻ 22 · 7 ≻ · · ·
· · ·
≻ 2∞ ≻ · · · ≻ 2n ≻ · · · ≻ 4 ≻ 2 ≻ 1,
and call (Nsh, ≻) Sharkovsky order.
Let a ∈ Nsh and denote S(a) = {m ∈ Nsh : a  m}.
The following result is the well-known Sharkovsky theorem.
Theorem 3.12 (see e.g. [1]). Let f ∈ C(I, I), then there exists n ∈ Nsh such that P( f ) =
S(n).
For interval maps with zero topological entropy, we characterize the properties of
periodic points as follow.
Theorem 3.13 (see e.g. [1]). Let f ∈ C(I, I) with htop( f ) = 0. Then there exists n ∈ Nsh
such that 2∞  n and P( f ) = S(n).
The properties of periodic points of circle maps are more complicated, we just consider
the case of circle maps with zero topological entropy.
In the following theorem, see Theorem 3.5.3 and Theorem 3.6.8 of the textbook[1]
when deg( f ) = 0 and deg( f ) = −1 deg( f ) = −1. About the case when deg( f ) = 1, we
refer the readers to Corollary 3.9.7 and Theorem 3.10.1.
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Theorem 3.14. Let f ∈ C(S, S) with | deg( f )| ≤ 1, htop( f ) = 0 and Per( f ) , ∅. Then
there exist k ∈ N and n ∈ Nsh such that 2
∞  n and P( f ) = kS(n). Moreover if deg( f ) = 0
or deg( f ) = −1, then f has a fixed point, therefore k = 1.
Remark 3.15. Let f ∈ C(S, S) with | deg( f )| ≤ 1 and htop( f ) = 0. By Lemma 3.14, there
exist k ∈ N and n ∈ Nsh such that 2
∞  n and P( f ) = kS(n). In other words the minimal
period of the periodic points of f is k, and the other periods are all multiple of k. If J ⊂ S
is a periodic interval with period m > 1, then there exists x ∈ J such that x is a perodic
point with period m. Thus m is also the multiple of k.
3.2. Circle maps without periodic points. In this subsection we recall some properties
of the circle maps without periodic points.
Definition 3.16. Let α ∈ [0, 1) and Rα : [0, 1) → [0, 1), x → x + α (mod 1). We call Rα
the rotation of the circle with rotation number α.
Lemma 3.17 ([2], see also [6, Section 4.1]). Let f ∈ C(S, S) without periodic points.
Assume that f is a homeomorphism. Then for any x, y ∈ S, ω(x, f ) = ω(y, f ). Denote
W = ω(x, f ) and ρ( f ) the rotation number of f , ρ( f ) < Q since f has no periodic points.
In this case W is a perfect set and exactly one of the following alternatives holds :
(1) if f is topological transitive, W = S and f topological conjugate to Rρ( f ).
(2) if f is not topological transitive, W is a nowhere dense set and f topological
semi-conjugate to Rρ( f ).
Lemma 3.18 ([2]). Let f ∈ C(S, S) without periodic points. Assume that f is not a
homeomorphism. Then for any x, y ∈ S, ω(x, f ) = ω(y, f ). Denote W = ω(x, f ). Then
W is a nowhere dense perfect set. Moreover, f |W is orientation preserving or orientation
reserving.
Lemma 3.19 ([7, Theorem 1]). Let f ∈ C(S, S). Then f is not Li-Yorke chaotic if and only
if f is topological null. In particular if f has no periodic points, then f is topological
null.
3.3. The structure of ω-limit sets of circle maps with zero topological entropy.
Definition 3.20. Let f ∈ C(M, M). A closed subinterval J of M is called periodic if
there exists a positive integer n such that J, f (J), . . . , f n−1(J) are pairwise disjoint and
f n(J) = J. In this case, n is the period of J and { f i(J)}n−1
i=1
is called a cycle of intervals.
The following result is due to Sharkovsky, see e.g. Proposition 5.23 and Remarks on
graph maps in page 132 of [19].
Lemma 3.21. Let f ∈ C(M, M) with htop( f ) = 0. For any x ∈ M , either ω(x, f ) is a
periodic orbit or ω(x, f ) is infinite and ω(x, f ) ∩ Per( f ) = ∅.
The following result can be easily confirmed by the definition.
Lemma 3.22. Let f ∈ C(M, M) with htop( f ) = 0 and J be a periodic subinterval of M
with period n. For any x ∈ M , either ω(x, f ) ⊂
⋃n−1
i=0 f
i(J) or ω(x, f ) ∩
⋃n−1
i=0 f
i(J) = ∅.
We will need the following structure of ω-limit sets of interval maps and circle maps.
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Lemma 3.23 ([3]). Let f ∈ C(M, M) with htop( f ) = 0 and Per( f ) , ∅. For any x ∈ M , if
ω(x, f ) is infinite, then there is a period portion of the ω-limit set ω(x, f ), i.e. there exists
a sequence of periodic intervals (Jn)n∈N with periods (kn)n∈N such that :
(1) k1 ≥ 1, and kn+1 is the multiple of kn for all n ≥ 1;
(2) Jn+1 ⊂ Jn, and every connected components of
⋃kn−1
i=0
Jn contains the same num-
bers of the connected components of
⋃kn+1−1
i=0
Jn+1;
(3) ω(x, f ) ⊂
⋂
n≥1
⋃kn−1
i=0
f i(Jn) and ω(x, f ) does not contain periodic points.
Lemma 3.24. Let f ∈ C(M, M) with htop( f ) = 0 and Per( f ) , ∅. Assume that x ∈ M
and ω(x, f ) is infinite. Let (Jn)n∈N and (kn)n∈N provided by Lemma 3.23. Assume that K
is a periodic subinterval of M with period m and ω(x, f ) ∩
⋃m−1
i=0 f
i(K) , ∅. Then there
exists some n ∈ N such that
⋃kn−1
i=0
f i(Jn) ⊂
⋃m−1
i=0 f
i(K).
Proof. As {kn} is strictly increasing,
⋂∞
n=1
⋃kn−1
i=0
f i(Jn) has uncountably many connected
components and at most countably many of them can be non-degenerate. Moreover,
each connected component intersects ω(x, f ). By Lemma 3.22, ω(x, f ) ⊂
⋃m−1
i=0 f
i(K).
So there exists i0 ∈ {0, 1, . . . , m − 1} such that f
i0(K) contains at least three non-
degenerate connected components of
⋂∞
n=1
⋃kn−1
i=0
f i(Jn). Then there exist n ∈ N and
j0 ∈ {0, 1, . . . , kn − 1} such that f
j0(Jn) ⊂ f
i0(K). As Jn and K are periodic, we have⋃kn−1
i=0
f i(Jn) ⊂
⋃m−1
i=0 f
i(K). 
3.4. Some auxiliary lemmas of circle maps. Our purpose is to study the properties
of circle maps with zero topological entropy. At first of this subsection, we use the
following lemmas to illustrate that we can restrict our study object to the circle maps with
|deg( f )| ≤ 1, more precisely, non-extensible circle maps with |deg( f )| ≤ 1.
First we define extensible and non-extensible circle maps. This concept was first
proposed by Mai in [18]. Here we modify the original definition in [18] according to what
we need and describe as follow.
Definition 3.25. Let f ∈ C(S, S) and F be a lifting of f . We call f extensible if there
exists r ∈ R and n ∈ N such that |Fn([r, r + 1])| ≥ |deg( f )| + 1. Otherwise it is called
non-extensible.
In order to investigate the relationship between circle maps with zero entropy and the
non-extensible circle maps with |deg( f )| ≤ 1, we introduce horseshoe and the relationship
between horseshoe and positive entropy.
Definition 3.26. Let f ∈ C(M, M). We say that two closed non-degenerate subintervals
K1 and K2 of M with disjoint interiors form a horseshoe if there exist some n ∈ N and
subintervals Ki1 and Ki2 of Ki such that f
n(Ki1) = K1 and f
n(Ki2) = K2 for i = 1, 2. When
M denote a non-degenerate closed interval n = 1.
Lemma 3.27 ([12]). Let f ∈ C(M, M). If f has a horseshoe then htop( f ) > 0.
The following lemma tells us that a circle map with zero topological entropy is a non-
extensible circle map with |deg( f )| < 1. It is an analogous result with Theorem 1.1 in [18]
but still have some differences since the definitions of non-extensible are not the same.
Here we give our proof.
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Lemma 3.28. Let f ∈ C(S, S) with htop( f ) = 0. Then f is a non-extensible circle map
with |deg( f )| ≤ 1.
Proof. Let F be a lifting of f . If |deg( f )| ≥ 2, then |F([0, 1])| ≥ |deg( f )| ≥ 2. Pick
two closed subintervals K1 and K2 of [0, 1] with disjoint interiors such that |F(K1)| =
|F(K2)| = 1, which implies that eF(K1) = eF(K2) = S and as a result e(K1) and e(K2)
form a horseshoe of f . By Lemma 3.27, htop( f ) > 0 which is a contradiction. Thus
|deg( f )| ≤ 1.
Consider the case |deg( f )| = 1 and assume that f is extensible. Then there exist
r ∈ R and n ∈ N such that |Fn([r, r + 1])| ≥ 2. Analogous to the proof in the situation
|deg( f )| ≥ 2, we can induce that f has a horseshoe which is a contradiction. Thus f is
non-extensible.
Now we consider the case deg( f ) = 0 and assume that f is extensible. Note that in
this case F is a periodic function with period 1. Pick x, y ∈ R with x < y < x + 1 such
that F(x) = minF(R) and F(y) = maxF(R). As f is extensible, F(y) − F(x) ≥ 1. Let
K1 = [x, y] and K2 = [y, x + 1]. It is easy to see that e(K1) and e(K2) form a horseshoe of
f which is a contradiction. Thus f is non-extensible. 
For a circle map with zero topological entropy, we will be searching for a lifting F and
an interval I such that F |I become an interval map. The idea was first proposed in [18],
here we restate the result and give our proof according to what we need.
Lemma 3.29 ([18]). Let f ∈ C(S, S) with htop( f ) = 0 and Fix( f ) , ∅. Then there exist
a lifting F of f and a closed subinterval I = [a, b] of R with 1 ≤ b − a < 2 such that
F(I) ⊂ I. Moreover,
(1) if deg( f ) = 0, then b − a = 1 and |F([a, b])| < 1;
(2) if deg( f ) = 1, then F([a, b]) = [a, b], F([a, b− 1]) ⊂ [a, b− 1] and F([a + 1, b]) ⊂
[a + 1, b];
(3) if deg( f ) = −1, then F([a, b]) = [a, b], F([a, b−1]) ⊂ [a+1, b] and F([a+1, b]) ⊂
[a, b − 1].
Proof. By Lemma 3.28, |deg( f )| ≤ 1 and f is non-extensible. We divide the proof into
three cases according to the degree of f .
Case 1: deg( f ) = 0. Let F be a lifting of f . As F is a periodic function with period
1, F is bounded. As f is non-extensible, maxF(R) − minF(R) < 1. Let a = minF(R).
Then F([a, a + 1]) ⊂ [minF(R),maxF(R)] ⊂ [a, a + 1].
Case 2: deg( f ) = 1. Since f has a fixed point, we can choose a lifting F of f such that
F has a fixed point x. Then x + 1 is also a fixed point and F([x, x + 1]) ⊃ [x, x + 1]. Put
J = [x, x + 1]. By induction, Fn+1(J) ⊃ Fn(J) ⊃ J for all n ∈ N.
Let K =
⋃∞
n=1 F
n(J). It is clear that K ⊃ J and F(K) = K . Since f is non-extensible,
for any n ∈ N, |Fn(J)| < 2, hence 1 ≤ |K | ≤ 2. Denote K = [a, b]. Since F[a, b] = [a, b],
minF |[a,b−1] ≥ minF |[a,b] ≥ a. If there exists some y ∈ [a, b − 1] such that F(y) > b − 1,
then y + 1 ∈ [a + 1, b] ⊂ [a, b] and F(y + 1) = F(y) + 1 > b, which contradicts to
F([a, b]) = [a, b]. Therefore for any y ∈ [a, b − 1], F(y) ≤ b − 1. Thus we have
F([a, b − 1]) ⊂ [a, b − 1]. Similarly, we have F([a + 1, b]) ⊂ [a + 1, b].
If |K | < 2, we take I = K . If |K | = 2, that is b − a = 2, then b − 1 = a + 1. Since
F([a, b − 1]) ⊂ [a, b − 1], F([a + 1, b]) ⊂ [a + 1, b], we have F(b − 1) = b − 1 and
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F(a+1) = a+1. Thus F(a) = a and so F([a, b−1]) = [a, b−1]. In this case, it is enough
to take I = [a, a + 1].
Case 3: deg( f ) = −1. Since f has a fixed point, we can choose a liftingF1 of f such that
F1 has a fixed point x. Then F1(x + 1) = F1(x) − 1 = x − 1 and F1([x, x + 1]) ⊃ [x − 1, x].
Now we choose another lifting F = F1 + 1 of f and put J = [x, x + 1]. Then we have
F(J) ⊃ J. By induction, Fn+1(J) ⊃ Fn(J) ⊃ J for all n ∈ N.
Let K =
⋃∞
n=1 F
n(J). It is clear that we have K ⊃ J and F(K) = K . Since f is
non-extensible, |Fn(J)| < 2 for all n ∈ N and |K | ≤ 2. Denote K = [a, b].
Since F[a, b] = [a, b], maxF |[a,b−1] ≤ b. If there exists some y ∈ [a, b − 1] such that
F(y) < a + 1, then there exists y + 1 ∈ [a + 1, b] ⊂ [a, b] such that F(y + 1) < a, which
is a contradiction to F([a, b]) = [a, b]. Therefore F([a, b − 1]) ⊂ [a + 1, b]. Similarly, we
have F([a + 1, b]) ⊂ [a, b − 1].
If |K | < 2, we take I = K . If |K | = 2, that is b − a = 2, then b − 1 = a + 1. Since
F([a, a + 1]) ⊂ [a + 1, b] and F([a + 1, b]) ⊂ [a, a + 1], we have F(a + 1) = a + 1 and
F(a) = F(a + 1) + 1 = b. It follows that F([a, a + 1]) = [a + 1, b]. Now we choose a new
lifting F −1 to replace F, then we have (F −1)[a, b−1] = [a, b−1] which |[a, b−1]| = 1.
In this case, we take I = [a, a + 1]. 
Lemma 3.30 ([10]). Let f ∈ C(S, S) with Fix( f ) , ∅. If F and I are the lifting and
interval provided by Lemma 3.29, then e(Per(F)) = Per( f ).
The following lemma describes the ω-limit set of F, which is the lifting of f with
htop( f ) = 0 and deg( f ) = 1.
Lemma 3.31. Let f ∈ C(S, S) with htop( f ) = 0, deg( f ) = 1 and Fix( f ) , ∅. Let F and
I = [a, b] provided by Lemma 3.29. Then for any x ∈ [a, b], ω(x, F) ⊂ [a, b − 1] or
ω(x, F) ⊂ (b − 1, a + 1) or ω(x, F) ⊂ [a + 1, b].
Proof. Since F([a, b − 1]) ⊂ [a, b − 1] and F([a + 1, b]) ⊂ [a + 1, b], if there exists some
n ∈ N such that Fn(x) ∈ [a, b − 1] or Fn(x) ∈ [a + 1, b], then ω(x, F) ⊂ [a, b − 1] or
ω(x, F) ⊂ [a + 1, b]. Now we assume that for any n ∈ N, Fn(x) ∈ (b − 1, a + 1). Then
ω(x, F) ⊂ [b−1, a+1]. If b−1 ∈ ω(x, F), then F(b−1) ∈ ω(x, F) ⊂ [b−1, a+1]. Since
F(b−1) ∈ F([a, b−1]) ⊂ [a, b−1], F(b−1) = b−1. ByLemma3.21,ω(x, F) = {b−1} and
then ω(x, F) ⊂ [a, b−1]. Similarly, if a+1 ∈ ω(x, F) then ω(x, F) = {a+1} ⊂ [a+1, b].
If b − 1, a + 1 < ω(x, F), then ω(x, F) ⊂ (b − 1, a + 1). 
Lemma 3.32. Let f ∈ C(S, S) with htop( f ) = 0, deg( f ) = 1 and Fix( f ) , ∅. Assume that
F and I = [a, b] are the lifting and interval provided by 3.29. If J is a periodic subinterval
of I with period n > 1, then exactly one of the following alternatives holds:
(1) J ⊂ [a, b − 1] ,
⋃n−1
j=0 F
j(J) ⊂ [a, b − 1];
(2) J ⊂ [a + 1, b] ,
⋃n−1
j=0 F
j(J) ⊂ [a + 1, b];
(3) J ⊂ (b − 1, a + 1) ,
⋃n−1
j=0 F
j(J) ⊂ (b − 1, a + 1).
Proof. Assume that J∩[a, b−1] , ∅. If J∩(b−1, b] , ∅, then b−1 ∈ J. Therefore for any
k ∈ N, f k(J)∩[a, b−1] , ∅. In particular, f n−1(J)∩[a, b−1] , ∅. Since J∩ f n−1(J) = ∅,
b−1 < f n−1(J), thus f n−1(J) ⊂ [a, b−1) and f n(J) = f ( f n−1(J)) ⊂ [a, b−1] , J. Which
is a contradiction since J is a periodic interval with period n. Therefore J ⊂ [a, b − 1].
Similarly, if J ∩ [a + 1, b] , ∅, then J ⊂ [a + 1, b].
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Since f i(J) is a periodic interval with period n, by the above discussion we can get the
conclusion. 
Lemma 3.33. Let f ∈ C(S, S) with htop( f ) = 0, deg( f ) = 1 and Fix( f ) , ∅. Let F and
I = [a, b] be a lifting and an interval provided by Lemma 3.29. If K is a periodic interval
of S with period n > 1. Then there exists a periodic interval J of I with period n such that
e(J) = K .
Proof. Since K, f (K), · · · , f n−1(K) are mutually disjoint and |K | < 1, there exists an
interval J ⊂ [a, a + 1) or J ⊂ (b − 1, b] such that e(J) = K . Without loss of generality,
we assume that J ⊂ [a, a + 1). Since e ◦ F i = f i ◦ e, J, F(J), · · · , Fn−1(J) are mutually
disjoint and e(Fn(J)) = f n(e(J)) = f n(K) = K = e(J).
If J∩[a, b−1] , ∅ and J∩(b−1, a+1) , ∅, then b−1 ∈ J. Since F([a, b−1]) ⊂ [a, b−1],
for any i, F i(J) ∩ [a, b − 1] , ∅ and in particular Fn−1(J) ∩ [a, b − 1] , ∅. Note that
J ∩ Fn−1(J) = ∅, b − 1 < Fn−1(J), and Fn−1(J) is an interval, then Fn−1(J) ⊂ [a, b − 1).
But F([a, b − 1]) ⊂ [a, b − 1] and Fn(J) ⊂ [a, b − 1] which is a contradiction since
e(Fn(J)) = K = e(J). Therefore either J ⊂ (b − 1, a + 1) or J ⊂ [a, b − 1].
Since both e|(b−1,a+1) and e|[a,b−1] are one to one, F
n(J) = e−1 |(b−1,a+1)(K) = J and
Fn(J) = e−1 |[a,b−1](K) = J. In conclusion J is a periodic interval with period n.

4. The equivalence of non-separable pairs, IT-pairs and IN-pairs
In this section we first introduce non-separable pairs for both interval maps and circle
maps. Then we study the relationship between the non-separable pairs of f and f p and
the relationship between the non-separable pairs of f and its lifting.
Definition 4.1. Let f ∈ C(M, M). A pair 〈x, y〉 ∈ M × M is called separable if there
exist two periodic intervals J1 and J2 such that J1 ∩ J2 = ∅, x ∈ J1 and y ∈ J2. A
pair 〈x, y〉 ∈ M × M with x , y is called non-separable if there exists z ∈ M such that
x, y ∈ ω(z, f ) and 〈x, y〉 is not separable. Denote by NS(M, f ) the set of all non-separable
pairs of f .
Note that we require that the points in a non-separable pair are in the same ω-limit set.
We have the following characterization of non-separable pairs.
Lemma 4.2. Let f ∈ C(M, M), htop( f ) = 0 and Per( f ) , ∅. Assume that x , y ∈ M
and there exists z ∈ M such that x, y ∈ ω(z, f ). Then 〈x, y〉 is non-separable if and only
if there exists a sequence of periodic intervals {Kn}
∞
n=1
with periods {mn}
∞
n=1
such that
Kn+1 ⊂ Kn, limn→∞ mn = ∞ and x, y ∈ Kn for all n ∈ N.
Proof. If ω(z, f ) is finite, then it is a periodic orbit. Therefore 〈x, y〉 is separable and the
result is clear. Now we consider the situation when ω(z, f ) is infinite. Let (Jn)n∈N and
(kn)n∈N provided by Lemma 3.23 for the period portion of ω(z, f ).
(⇒) If 〈x, y〉 is non-separable, then for each n ∈ N there exists in ∈ {0, 1, . . . , kn − 1}
such that x, y ∈ f in(Jn). Thus (Jn)n∈N and (kn)n∈N are as required.
(⇐) Assume that 〈x, y〉 is separable, that is, there exist two periodic intervals M1 and
M2 such that M1 ∩ M2 = ∅, x ∈ M1 and y ∈ M2. Denote by p1 and p2 the period of K1
and K2 respectively. By Lemma 3.24, there exist n1, n2 ∈ N such that
⋃kn1−1
i=0
f i(Jn1) ⊂
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⋃p1−1
i=0
f i(M1) and
⋃kn2−1
i=0
f i(Jn2) ⊂
⋃p2−1
i=0
f i(M2). Without loss of generality, we assume
that n1 ≤ n2, then Jn1 ⊃ Jn2 . There exist unique i1, i2 ∈ {0, 1, . . . , kn2 − 1} such that
x ∈ f i1(Jn2) and y ∈ f
i2(Jn2). As x ∈ M1, y ∈ M2 and M1 ∩ M2 = ∅, we have i1 , i2. By
Lemma 3.23, x is not eventually periodic. For each n ∈ N, there exists j ∈ N such that
f j(x) are in the interior of
⋃mn−1
i=0
f i(Kn) and then ω(z, f ) ⊂
⋃mn−1
i=0
f i(Kn). By Lemma
2.8(5) of [15], there exists n3 ∈ N such that
⋃mn3−1
i=0
f i(Kn3) ⊂
⋃kn2−1
i=0
f i(Jn2). Note that
x, y ∈ Kn3 and then there exists i0 ∈ {0, 1, . . . , kn2 − 1} such that x, y ∈ f
i0(Jn2). This is a
contradiction. 
Lemma 4.3. Let f ∈ C(M, M), htop( f ) = 0 and Per( f ) , ∅. Then for p ∈ N which is the
minimal period provided by Theorem 3.14, NS(M, f ) = NS(M, f p).
Proof. (⇒) Let 〈x, y〉 ∈ NS(M, f ). By the definition there exists z ∈ M such that
x, y ∈ ω(z, f ). Let (Jn)n∈N and (kn)n∈N provided by Lemma 3.23. For every n ∈ N,
there exists in ∈ {0, 1, . . . , kn − 1} such that x, y ∈ f
in(Jn). It is easy to see that for each
j ∈ {0, 1, . . . , kn − 1}, f
j(Jn) is a periodic interval of f
p with period lcm(kn, p)/p. In
particular, f in(Jn) is a periodic interval of f
p. Now we show that there exists j0 ∈ N such
that x, y ∈ ω( f j0(z), f p).
By Lemma 3.13, Lemma 3.14 and Remark 3.15, there exists some n large enough
such that p divides kn. Without loss of generality, p dividess k1. Denote m =
k1
p
. If
x ∈ ω( f i0(z), f p), y ∈ ω( f j0(z), f p) where i0 , j0, by Lemma 3.23, we can assume that
ω(z, f k1) ⊂ J1. Then
ω( f i0(z), f p) =
m−1⋃
j=0
f i0+ jp(ω(z, f k1)) ⊂
m−1⋃
j=0
f i0+ jp(J1)
and
ω( f j0(z), f p) =
m−1⋃
j=0
f j0+ jp(ω(z, f k1)) ⊂
m−1⋃
j=0
f j0+ jp(J1).
Therefore ω( f i0(z), f p) ∩ ω( f j0(z), f p) = ∅, which is a contradiction since x, y ∈ f i1(J1).
Thus there exists j0 ∈ N such that x, y ∈ ω( f
j0(z), f p).
We can get the conclusion that 〈x, y〉 is a non-separable pair of (M, f p).
(⇐) Let 〈x, y〉 ∈ NS(M, f p). By the definition there exists some z ∈ S such that
x, y ∈ ω(z, f p), therefore x, y ∈ ω(z, f ). If 〈x, y〉 is separable for f , then there exist
two periodic intervals J1 and J2 for f such that J1 ∩ J2 = ∅, x ∈ J1 and y ∈ J2. Note
that J1 and J2 are also periodic intervals for f
p and then 〈x, y〉 is separable for f p. By
Lemma 4.2, this is a contradiction. Thus 〈x, y〉 is not separable for f and by lemma 4.2
again 〈x, y〉 ∈ NS(M, f ). 
The following lemma characterizes the relationship between the non-separable pairs of
circle map and its lifting.
Lemma 4.4. Let f ∈ C(S, S), htop( f ) = 0 and Fix( f ) , ∅. Denote F and I provided by
the Lemma 3.29. Then e × e(NS(I, F)) = NS(S, f ).
Proof. By Lemma 3.28, |deg( f )| ≤ 1 and f is non-extensible. We divide the proof into
three cases according to the degree of f .
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Case 1: deg( f ) = 0. As |I | = 1, it is easy to see that if J is a periodic interval of
I with period n ≥ 2, then e(J) is also a periodic interval of S with period n. And if
K is a periodic interval of S with period n ≥ 2, then we can pick a periodic interval K˜
of I such that e(K˜) = K . As e is a homeomorphism when it is restricted to an interval
with length less than 1, by the definition of non-separable pairs, it is not hard to see that
e × e(NS(I, F)) = NS(S, f ).
Case 2: deg( f ) = 1. Assume that 〈x, y〉 ∈ NS(I, F). Since x, y ∈ ω(z, F) for
some z ∈ I, by Lemma 2.8, e(x), e(y) ∈ ω(e(z), f ). By the definition, there exists a
sequence of periodic intervals of (I, F), {Jn}
∞
n=1
with periods {mn}
∞
n=1
such that Jn+1 ⊂ Jn,
limn→∞ mn = ∞ and x, y ∈ Jn for all n ∈ N. Since mn → ∞, we can assume that mn > 1,
by Lemma 3.32, for any n ∈ N,
⋃mn−1
j=0
F j(Jn) ⊂ [a, b − 1],
⋃mn−1
j=0
F j(Jn) ⊂ [a + 1, b], or⋃mn−1
j=0
F j(Jn) ⊂ (b−1, a+1). Since |[a, b−1]| < 1, |[a+1, b]| < 1 and |(b−1, a+1)| ≤ 1.
Denote J′n = e(Jn), it is obvious that { f
j(J′n)}
mn−1
j=0
form a cycle of intervals of S. Therefore
there exists a sequence of periodic intervals of (S, f ), {J
′
n}
∞
n=1
with periods {mn}
∞
n=1
such
that J′
n+1
⊂ J′n, limn→∞ mn = ∞ and e(x), e(y) ∈ J
′
n for all n ∈ N. We conclude that
〈e(x), e(y)〉 is a non-separable pair of (S, f ).
Now we assume that 〈x, y〉 ∈ NS(S, f ). By the definition, there exists z ∈ S such
that x, y ∈ ω(z, f ) and there exists a sequence of periodic intervals {Jn}
∞
n=1
of (S, f ) with
period {mn}
∞
n=1
such that Jn+1 ⊂ Jn, limn→∞ mn = ∞ and for any n ∈ N, x, y ∈ Jn.
Since mn → ∞, we can assume that mn > 1. According to Lemma 3.32, for any n, there
exists a periodic interval J′n with period mn of I such that e(J
′
n) = Jn. By lemma 3.32,
J′n ⊂ [a, b − 1], J
′
n ⊂ (b − 1, a + 1) or J
′
n ⊂ [a + 1, b] for all n. By taking subsequence,
we can assume that for any n, J′n ⊂ [a, b − 1]. There exists some k large enough such
that f k(z) ∈ J1. Thus we can take z
′ ∈ J′
1
such that e(z′) = f k(z) and as a result
e(ω(z′, F)) = ω( f k(z), f ) = ω(z, f ). Taking x′, y′ ∈ J′
1
such that e(x′) = x and e(y′) = y.
Since |b− 1− a | < 1 and e is a homeomorphism when it is restricted to an interval whose
length is less than 1, x′, y′ ∈ ω(z′, F) and x′, y′ ∈ J′n. We get the conclusion that 〈x
′, y′〉 is
a non-separable pair of (I, F).
Case 3: deg( f ) = −1. ByLemma4.3, NS(S, f ) = NS(S, f 2) and NS(I, F2) = NS(I, F).
Note that deg( f 2) = 1 and F2 is a lifting of f 2. By Case 2, e × e(NS(I, F2)) = NS(S, f 2).
Thus, e × e(NS(I, F)) = NS(S, f ). 
We will need the following result for interval maps.
Theorem 4.5 ([13]). Let f ∈ C(I, I) and htop( f ) = 0. Then NS(I, f ) \ ∆ = IT(I, f ) \ ∆ =
IN(I, f ) \ ∆.
Now we are ready to prove our first main result (Theorem 1.2). Using notations
introduced in sections 2 and 3, we can restate it as follows.
Theorem 4.6. Let f ∈ C(S, S) and htop( f ) = 0. Then NS(S, f ) \ ∆ = IT(S, f ) \ ∆ =
IN(S, f ) \ ∆.
Proof. Since htop( f ) = 0, if f has fixed point, by Lemma 3.29, we can find a lifting F of
f , such that there exists an interval I which satisfys that 1 ≤ |I | < 2 and F |I is an interval
map. By Lemma 3.9, htop(F |I) ≤ htop( f ) = 0, that is htop(F |I) = 0.
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NS(S, f ) ⊂ IN(S, f ): Assume that 〈x, y〉 ∈ NS(S, f ), by Lemma 4.4, there exists a
non-separable pair 〈x1, y1〉 of (I, F) such that π(x1) = x and π(y1) = y. By Lemma 4.5,
〈x1, y1〉 is an IN-pair of (I, F). And by Lemma 2.13, 〈x, y〉 is an IN-pair of (S, f ).
IN(S, f ) ⊂ IT(S, f ): Assume that 〈x, y〉 ∈ NS(S, f ), by Lemma 2.13, there exists a
IN-pair 〈x1, y1〉 of (I, F) such that π(x1) = x and π(y1) = y. By Lemma 4.5, 〈x1, y1〉 is an
IT-pair of (I, F). And by Lemma 2.13, 〈x, y〉 is an IT-pair of (S, f ).
IT(S, f ) ⊂ NS(S, f ): Assume that 〈x, y〉 ∈ NS(S, f ), by Lemma 2.13, there exists a
IT-pair 〈x1, y1〉 of (I, F) such that π(x1) = x and π(y1) = y. By lemma 4.5, 〈x1, y1〉 is an
non-separable pair of (I, F). And by Lemma 4.4 〈x, y〉 is an non-separable pair of (S, f ).
If Per( f ) , ∅, without loss of generallity we assume that f has a periodic point whose
period is p, by the proof of the situation when Fix( f ) , ∅, NS(S, f p) \∆ = IT(S, f p) \∆ =
IN(S, f p)\∆. By Lemma 4.3 and Lemma 2.14, NS(S, f )\∆ = IT(S, f \∆) = IN(S, f )\∆.
If Per( f ) = ∅, by Lemma 3.19, h∞top( f ) = 0, therefore f has no IN-pairs. By the
definition of IN-pair and IT-pair, f has no IT-pairs. Besides, no periodic points implies
no cycle of intervals which in turn implies that there is no non-separable pairs. 
5. Maximal pattern entropy and topological null systems
In this section we first introduce maximal pattern entropy and some related concepts.
Definition 5.1. Let (X, f ) be a topological dynamical system andU ∈ Co
X
. The maximal
pattern entropy of (X, f ) with respect toU is defined as
h∗top( f ,U) = lim
n→∞
1
n
log(p∗X,U(n))
where
p∗X,U(n) = max
(t1,t2,t3,··· ,tn)∈Z
n
+
N
( n∨
i=1
f −tiU
)
,
and the maximal pattern entropy of (X, f ) is
h∗top( f ) = sup
U∈Co
X
h∗top( f ,U).
In [8], Huang and Ye showed that h∗top( f ) = h
∞
top( f ).
Definition 5.2. Let (X, f ) be a topological dynamical system and U ∈ C0
X
. We say that
p∗
X,U
is of polynomial order if there exists C > 0 such that p∗
X,U
(n) ≤ CnC for all n ∈ N.
We first have the following observation.
Lemma 5.3. (1) Let (X, f ) be a topological dynamical system and k ∈ N. Then p∗
X,U
with respect to f is of polynomial order for all U ∈ Co
X
if and only if so is with
respect to f k .
(2) Let e : (X, f ) → (Y, g) be a factor map of two dynamical systems. If p∗
X,U
is of
polynomial order for allU ∈ Co
X
then p∗
Y,V
is of polynomial order for allV ∈ Co
Y
.
Proof. (1) LetU ∈ Co
X
. p∗
X,U
with respect to f and f k are denoted by p∗
X,U, f
and p∗
X,U, f k
respectively. It is clear that p∗
X,U, f k
(n) ≤ p∗
X,U, f
(kn) for all n ∈ N. If p∗
X,U, f
is of
polynomial order, then so is p∗
X,U, f k
. On the other hand, p∗
X,U, f
(n) ≤ p∗
X,
∨
k−1
i=0 f
−i(U), f k
(n)
for all n ∈ N. If p∗
X,
∨
k−1
i=0 f
−i(U), f k
is of polynomial order, then so is p∗
X,U, f
.
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(2) Let V ∈ Co
Y
. Then π−1(V) ∈ Co
X
. It is clear that p∗
Y,V,g
(n) ≤ p∗
X,π−1(V), f
(n) for all
n ∈ N. If p∗
X,π−1(V), f
is of polynomial order, then so is p∗
Y,V,g
. 
Remark 5.4. It is clear that if p∗
X,U
is of polynomial order then h∗top( f ,U) = 0. It is
shown in [8] that ifU is a clopen (i.e. closed and open) partition of X then h∗top( f ,U) = 0
implies that p∗
X,U
(n) is of polynomial order. As a consequence, if X is zero dimensional,
then (X, f ) is null if and only if p∗
X,U
(n) is of polynomial order for allU ∈ Co
X
.
Definition 5.5. Let (X, f ) be a topological dynamical system and A = {a1, a2, . . . } be
an increasing sequence of non-negative integers. For ǫ > 0, a subset E of X is called a
(A, n, ǫ)-spanning set if for any x ∈ X , there is some y ∈ E such that d( f ai (x), f ai(y)) < ǫ
for all i ∈ 1, 2, . . . , n. We define rA(n, ǫ) as the minimal cardinality of (A, n, ǫ)-spanning
sets of X and
r∗(n, ǫ) = sup
A
rA(n, ǫ),
where the supreme ranges over all increasing sequences of non-negative integers.
We say that a subset F is (A, n, ǫ)-separated set of X if for any x, y ∈ F, there is
some i ∈ {1, 2, . . . , n} such that d( f ai (x), f ai(y)) ≥ ǫ . We define sA(n, ǫ) as the maximal
cardinality of (A, n, ǫ)-separated subsets of X and
s∗(n, ǫ) = sup
A
sA(n, ǫ),
where the supreme ranges over all increasing sequences of non-negative integers.
It is clear that rA(n, ǫ) ≤ sA(n, ǫ) and then r
∗(n, ǫ) ≤ s∗(n, ǫ).
The following lemma is standard in topological dynamics, see e.g. [23, Theorem 7.7].
Lemma 5.6. Let (X, f ) be a topological dynamical system and A = {a1, a2, . . . } be an
increasing sequence of non-negative integers.
(1) LetU ∈ Co
X
and δ be a Lebesgue number ofU. Then for every n ∈ N,
N
( n∨
i=1
f −ti (U)
)
≤ rA(n,
δ
2
) ≤ sA(n,
δ
2
).
(2) Let ǫ > 0 and chooseV ∈ Co
X
with a Lebesgue number less than ǫ . Then
rA(n, ǫ) ≤ sA(n, ǫ) ≤ N
( n∨
i=1
f −ti (V)
)
.
By the definition ofmaximal pattern entropy and the above lemma,we have the following
remark.
Remark 5.7. Let (X, f ) be a topological dynamical system. Then
h∗top(X, f ) = lim
ǫ→0
lim sup
n→∞
1
n
log r∗(n, ǫ) = lim
ǫ→0
lim sup
n→∞
1
n
log s∗(n, ǫ),
and the following statements are equivalent:
(1) p∗
X,U
is of polynomial order for allU ∈ Co
X
;
(2) r∗( · , ǫ) is of polynomial order for all ǫ > 0;
(3) s∗( · , ǫ) is of polynomial order for all ǫ > 0.
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Lemma 5.8. Let f ∈ C(S, S), htop( f ) = 0 and Fix( f ) , ∅. Denote F and I provided by
Lemma 3.29. Then (S, f ) is null if and only if (I, F) is null.
Proof. (⇐) If (I, F) is null, by lemma 2.9, (S, f ) is null.
(⇒) If (S, f ) is null, by lemma 2.12, f has no non-diagonal IN-pairs. By lemma 4.6,
f has no non-separable pairs. By lemma 4.4, F has no non-separable pairs, thus F is not
Li-Yorke chaotic and by lemma 3.19 F is null. 
We will also need the following result.
Theorem 5.9 ([13]). Let f ∈ C(I, I). Then f is null if and only if for anyU ∈ Co
X
, p∗
X,U
(n)
is of polynomial order.
Now we are ready to prove our second main result.
Proof of Theorem 1.3. The sufficiency of the proof is clear, we only proof the necessity.
First we assume that Per( f ) , ∅. Then there exists p ∈ N such that Fix( f p) , ∅. Let F
and I provided by Lemma 3.29 for f p. By Lemma 5.8, (I, F) is null. Then by Lemma 5.9,
p∗
I,U
(n) is of polynomial order for allU ∈ Co
I
. As e : (I, F) → (S, f p) is a factor map, by
Lemma 5.3(2), p∗
S,U
with respect to f p is of polynomial order for all U ∈ Co
S
. Thus by
Lemma 5.3(1), p∗
S,U
with respect to f is of polynomial order for allU ∈ Co
S
.
Now we consider the situation when Per( f ) = ∅. We divide the proof into two cases.
Case 1: f is homeomorphism.
Fix ǫ > 0. Let A = {a1, a2, · · · } be a sequence of non-negative integers and F =
{x1, x2, · · · , xk } be a (A, n, ǫ)-separated set of (S, f ). Without loss of generality, we
assume that x1 < x2 < · · · < xk < x1 under the ordering of S in Definition 3.3. Obviously
in this case f is an orientation preserving and f ai (x1) < f
ai (x2) < · · · < f
ai(xk ) < f
ai(x1)
under the ordering of S for any i ∈ {1, 2, · · · , n}. Therefore for each i,
k−1∑
j=1
d( f ai (x j), f
ai (x j+1)) + d( f
ai(xk ), f
ai (x1)) ≤ 1
under the metric d which is defined in Definition 3.2. Since F = {x1, x2, · · · , xk } is
(A, n, ǫ)-separated, for any pair
{
x j, x j+1
}
or {xk, x1}, where j ∈ {1, 2, · · · , k − 1}, there
exists some i ∈ {1, 2, · · · , n} such that d( f ai(x j ), f
ai(x j+1)) > ǫ , where j ∈ {1, 2, · · · , k}
and xk+1 = x1. Therefore the number of the pairs
{
x j, x j+1
}
cannot exceed n(
[
1
ǫ
]
+ 1)
since if the number of the pairs exceeds n(
[
1
ǫ
]
+ 1), then there exists some i such that the
number of pairs
{
f ai(x j ), f
ai (x j+1)
}
which satisfy that d( f ai (x j), f
ai(x j+1)) > ǫ exceeds[
1
ǫ
]
+ 1, thus
k−1∑
j=1
d( f ai(x j ), f
ai (x j+1)) + d( f
ai (xk ), f
ai(x1)) > 1,
which is a contradiction. Therefore, k ≤ n(
[
1
ǫ
]
+ 1) and then sA(n, ǫ) ≤ n(
[
1
ǫ
]
+ 1) since
F is arbitrary. Moreover, s∗(n, ǫ) ≤ n(
[
1
ǫ
]
+ 1) since the upper bound n(
[
1
ǫ
]
+ 1) does not
depend on the sequence A, that is s∗( · , ǫ) is of polynomial order. As ǫ is arbitrary, by
Proposition 5.7, p∗
S,U
is of polynomial order for allU ∈ Co
S
.
Case 2: f is not homeomorphism.
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By Lemma 3.18, W = ω(x, f ) is the only ω-limit set of S and it is a nowhere dense
perfect set. Moreover, all the contiguous intervals are wandering and the image of any
contiguous interval is either a contiguous interval or a point from W . By the properties of
ω-limit set, f (W) =W .
Fix ǫ > 0. Let A = {a1, a2, · · · } be a sequence of non-negative integers, I1, I2, · · · , Ik
be all contiguous intervals longer than ǫ
2
and EW be a (A, f |W, n,
ǫ
2
)-spanning set.
First we consider the points whose (A, f , n)-trajectory is disjoint from
⋃k
i=1 Ii and we
take x as such a point. If x ∈ W then x is (A, f , n, ǫ)-spanned by EW . If x < W we put y
to be an endpoint of the contiguous interval which contains x. Then d( f ai (x), f ai(y)) ≤ ǫ
2
for all 1 ≤ i ≤ n since the (A, f , n)-trajectory of x is in S \
⋃k
i=1 Ii . Since y ∈ W , there
is a point z ∈ EW such that y is (A, f , n, ǫ)-spanned by z, as a conclusion the set EW
(A, f , n, ǫ)-spans all such points x.
Nowwe consider the pointswhose trajectorymeet
⋃k
i=1 Ii. Fix N ∈ N such that N > [
1
ǫ
].
For 1 ≤ i ≤ n and 1 ≤ j ≤ k, denote I(i, j) =
{
x : f ai (x) ∈ I j
}
. It is obvious that I(i, j) is a
contiguous interval. Consider its (A, f , n)-trajectory { f a1(I(i, j)), f a2(I(i, j)), · · · , f an(I(i, j))}.
Each elements in this trajectory is either a contiguous interval or a point fromW and all the
elements are pairwise disjoint since I(i, j) is wandering. At most k of them have lengths
greater than or equal to ǫ since {Ii}
k
i=1 are all the contiguous intervals longer than
ǫ
2
. Cut
each of such elements to N segments shorter than ǫ . All of the other elements of the tra-
jectory will be consider to be segments themselves. To each x ∈ I(i, j) assign its code–the
n-tuple (S1(x), S2(x), · · · , Sn(x)) where Si(x) is the segment containing f
ai (x). We have
at most N k different codes and all points with the same code can be (A, f , n, ǫ)–spanned
by one point. Therefore there is a set with cardinality at most N k which (A, f , n, ǫ)–spans
I(i, j).
By Lemma 3.18, f |W is an orientation preserving, moreover by linear extension of
f |W we obtain a homeomorphism g ∈ C(S, S). By the proof of Case 1 when f is a
homeomorphism, we have
r( f |W, A, n, ǫ/2) = r(g |W, A, n, ǫ/2) ≤ r(g, A, n, ǫ/2) ≤ s(g, A, n, ǫ/2) ≤ n[
2
ǫ
],
therefore r( f , A, n, ǫ) ≤ r( f |W, A, n, ǫ/2) + n · k · N
k ≤ n[2
ǫ
] + n · k · N k . Moreover, since
N and k are independent of the sequence A,
r∗( f , n, ǫ) = sup
A
r( f , A, n, ǫ) ≤ n[
1
ǫ
] + nkN k .
By Proposition 5.7, p∗
S,U
is of polynomial order for each open coverU. 
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