Abstract. The linear delay differential equation
Introduction
Consider the delay differential equation
where r > 0 and p : [t 0 , ∞) → R is a continuous function. The initial value problem associated with (1.1) has the form x(t) = φ(t), we have given an asymptotic description of the solution of the initial value problem (1.1) and (1.2) in terms of a special solution of the formal adjoint equation y (t) = −p(t + r)y(t + r).
(
1.4)
We have shown the following theorem (see Theorems 3.1-3.3 in [10] ). In the sequel, the solution y of the adjoint equation described in Theorem 1.1 will be called a special solution of Eq. (1.4).
A close look at the proof of Theorem 3.1 in [10] shows that the special solution of the adjoint equation y has the following additional properties: if t 1 ≥ t 0 is chosen such that t+r t p − (s) ds < 1 e , t ≥ t 1 , (1.8) where p − is the negative part of p defined by p − (t) = max{ 0, −p(t) } for t ≥ t 0 , then 9) and y(t + r) y(t) ≤ e, t ≥ t 1 .
(1.10)
Note that in view of the inequality 0 ≤ p − ≤ |p| assumption (1.3) implies that condition (1.8) is satisfied for all sufficiently large t 1 . We emphasize that (1.6) gives a genuine asymptotic representation of the solutions of Eq. (1.1) in the sense that there exists a solution x of (1.1) for which the constant c in (1.6) is nonzero. Indeed, if t 1 is chosen such that (1.8) is satisfied, then for the solution x of (1.1) with initial data (1.2) defined by
we have (by (1.7)),
+ the second and the last inequality being a consequence of (1.10) and (1.8), respectively. Our previous study [10] was motivated by the Dickman-de Bruijn equation (see [1, 2, 5] )
for which the special solution of the associated adjoint equation
can be given explicitly by y(t) = t for t ≥ 1. Thus, in this case (1.6) leads to the explicit asymptotic representation
For similar qualitative results, see [3, 4, [6] [7] [8] and the references therein.
In contrast with the Dickman-de Bruijn equation (1.11), in most cases we do not know an explicit formula for the special solution of the adjoint equation (1.4) . Therefore the purpose of the present paper is to describe the special solution of the adjoint equation (1.4) in terms of the coefficient p and the delay r. In Section 2, we prove a new representation theorem for the special solution of the adjoint equation (1.4) (see Theorem 2.1 below). In Section 3, in Theorem 3.1, we show that under some additional conditions the representation theorem yields explicit asymptotic formulas for the solutions of the linear delay differential equation (1.1).
Representation of the special solution of the adjoint equation
To simplify the calculations instead of (1.3) we will assume the slightly stronger condition
This implies that if t 1 ≥ t 0 is sufficiently large, then
Clearly, condition (2.2) implies (1.8). Therefore, under condition (2.2), the special solution y of the adjoint equation has properties (1.9) and (1.10). In order to formulate our main representation theorem, we need to introduce some auxiliary functions. Define 
the function series on the righ-hand side being uniformly convergent on [t 1 , ∞).
Before we give a proof of Theorem 2.1, we establish some auxiliary results. Suppose (2.1) and (2.2) hold. As noted above, if y is a special solution of Eq. (1.4), then conditions (1.9) and (1.10) are satisfied. Define
and
and k = 1, 2, 3, . . . In the following lemmas, we prove some useful identities involving the functions {α k } ∞ k=1
and {β k } ∞ k=1 defined by (2.3), (2.4), (2.7) and (2.8), respectively. Lemma 2.2. Supppose (2.1) and (2.2) hold. If y is a special solution of Eq. (1.4), then for every positive integer k,
Proof. We will prove (2.9) by induction on k. We have for s ≥ t ≥ t 1 ,
Thus, (2.9) holds for k = 1. Now assume that (2.9) holds for some positive integer k. Then
for s ≥ t ≥ t 1 . This proves that (2.9) holds for all k = 1, 2, 3, . . . 
Proof. We will prove (2.10) by induction on n. We have for t ≥ t 1 ,
Thus, (2.10) holds for n = 1. Now suppose that (2.10) holds for some positive integer n. Then for t ≥ t 1 ,
the last equality being a consequence of conclusion (2.9) of Lemma 2.2. This proves that (2.10) holds for all n.
Now we are in a position to give a proof of Theorem 2.1.
Proof. We will show that the series (2.6) converges uniformly on [t 1 , ∞). First we prove by induction that for every positive integer k,
where q is defined by (2.2). By virtue of (2.2) and (2.3), we have
Thus, (2.11) holds for k = 1. Now suppose that (2.11) holds for some positive integer k. Then for s ≥ t ≥ t 1 ,
This proves that (2.11) holds for all k. From (2.11), we find that for every positive integer k,
From this and the inequality
we obtain for every positive integer k,
Since qre < 1, this implies the uniform convergence of the function series (2.6) on [t 1 , ∞).
Next we show that β n (t, t) → 0 uniformly on [t 1 , ∞) as n → ∞. It is easy to show that if qre < 1, then the equation λ = qe λr has a unique root λ 0 in (0, qe). Moreover, for every λ ∈ (λ 0 , 1/r), we have
Choose λ ∈ (qe, 1/r) (2.14)
so that (2.13) holds. We will show by induction that for every positive integer k,
First observe that by virtue of (1.9), (1.10) and (2.2), we have for t ≥ t 1 ,
Integrating the last inequality from t to s + r, we find for s ≥ t ≥ t 1 ,
where the last inequality is a consequence of (2.14). From this, (2.2) and (2.7), we find for
Thus, (2.15) holds for k = 1. Now suppose that (2.15) holds for some positive integer k. Then for s ≥ t ≥ t 1 ,
This proves that (2.15) holds for all k. From (2.15), we obtain for every positive integer n,
In view of (2.13), the last inequality implies that β n (t, t) → 0 uniformly on [t 1 , ∞) as n → ∞. Finally letting n → ∞ in conclusion (2.10) of Lemma 2.3, we obtain that the special solution y of Eq. (1.4) satisfies the ordinary differential equation
where σ is defined by (2.6). Since y(t 1 ) = 1, this implies that y has the form (2.5) and the proof of Theorem 2.1 is complete.
Explicit asymptotic formulas
From Theorems 1.1 and 2.1, we can deduce explicit asymptotic formulas for the solutions of Eq. (1.1). Then for every solution x of Eq. (1.1) there exists a constant γ such that
3)
where σ n is the n th partial sum of the function series (2.6),
Moreover, the asymptotic formula (3.3) is genuine in the sense that there exists a solution x of (1.1) for which the constant γ in (3.3) is nonzero.
Proof. First we prove by induction that under the hypotheses of the theorem for all positive integer k,
By virtue of (2.3) and (3.1), we have for s ≥ t ≥ t 0 ,
where the last inequality is a consequence of the monotonicity of a. Thus, (3.5) holds for k = 1. Now suppose that (3.5) holds for some positive integer k. Then we have for s ≥ t ≥ t 1 ,
the last inequality being a consequence of the monotonicity of a. This proves that (3.5) holds for all k. From (3.5), we find that for all positive k,
From this, using inequality (2.12) and taking into account that a is monotone decreasing, we obtain for all k,
Choose q > 0 such that qre < 1. Since a is monotone decreasing and (3.2) holds, it follows that a(t) → 0 as t → ∞. Therefore there exists t 1 ≥ t 0 such that
By the application of Theorem 2.1, we conclude that the special solution y of the adjoint equation (1.4) with property y(t 1 ) = 1 has the form (2.5). This, combined with Theorem 1.1, implies that every solution x of Eq. (1.1) satisfies the asymptotic relation
where c is a constant depending on x. Moreover, as shown in Section 1, there exists a solution x of Eq. (1.1) for which c > 0. For t ≥ t 1 , define
We will show that
From (3.6) and (3.7), we obtain for t ≥ t 1 ,
which proves (3.10). From conditions (3.2) and (3.10), it follows that the improper Riemann integral
From this and the asymptotic representation (3.8), we obtain
Clearly, if c is nonzero, then so is d and hence γ. This completes the proof of the theorem. (An example of such a p is the function p(t) = − ln −1 t defined for t ≥ 2.) We will show that if σ n has the meaning from Theorem 3.1, then for every positive integer n,
Thus, in this case the constant γ in the asymptotic relation (3.3) is always zero. Therefore if hypothesis (3.2) is not satisfied, then (3.3) in general does not give a genuine asymptotic description of the solutions as t → ∞. Now we prove (3.13). Using the facts that p is negative and |p| is monotone decreasing, it follows by easy induction that for all positive k,
As noted in the proof of Theorem 3.1, if t 1 ≥ t 0 is chosen such that (3.7) is satisfied, then for every solution x of (1.1) the asymptotic formula (3.8) holds. If ρ n is defined by (3.9) , then by virtue of (3.14), we have for t ≥ t 1 ,
From this and (3.12), we find that
This, together with (3.8) and (3.11), implies (3.13).
Example 3.3.
As an application of Theorem 3.1, we will describe the asymptotic behavior of the solutions of the equation
which is a special case of Eq. (1.1) when
In contrast with the Dickman-de Bruijn equation (1.11) in this case we do not know an explicit formula for the special solution of the associated formal adjoint equation 
This, combined with (3.18), yields
where
In particular, the improper Riemann integral 
