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Abstract
We improve the existing results of optimal partial profile paired choice designs and provide new
designs for situations where the choice set sizes are greater than two. The optimal designs are
obtained under the main effects models and the broader main effects model.
Keywords: Choice design, Main-effects model, Broader main-effects model, Universal optimality.
1. Introduction
Discrete choice experiments are a standard tool in marketing research for quantifying consumer
preferences. In a discrete choice experiment, levels of different attributes are considered jointly in
a product profile or alternative. A choice experiment uses a selected number of profiles which are
grouped into choice sets. Such a group of choice sets is called a choice design. Consider a choice
design consisting of N choice sets, each containing m profiles and each profile is a combination of
n factors each at two levels. Each choice set represents a virtual market from which respondents
indicate the product that they prefer. The statistical analysis of the respondents’ choices employs
discrete choice modeling to estimate the effects of attributes or their interactions.
As the number of factors n increases, respondents often feel the cognitive burden and thus
tend to exhibit inconsistent choice behavior. This is termed as information overload in marketing
literature. To overcome this situation, researchers propose partial profile choice experiments where
a certain number of factors remain unchanged in all the profiles of each choice set. The profile
attributes that vary in a partial profile choice set are called active factors for that choice set.
These active factors may differ from choice set to choice set but the number of active factors in
each choice set always remains same. The number of active factors in a choice design is called the
profile strength and is denoted by ρ. Clearly, when ρ = n, a partial profile choice experiment is
same as a full profile choice experiment.
Großmann and Schwabe (2015) present a review of partial profile optimal choice designs. The
literature so far on partial profile choice designs is mainly focused on paired choice designs under
the main effects model (where two and higher order interaction effects are assumed to be zero).
In this paper, under the main effects model, we provide a method of construction leading to
optimal designs requiring lesser number of choice sets than the existing optimal partial profile
paired choice designs. We also extend the results to the general choice sets of size m. Finally, we
obtain optimal designs under the broader main effects model (where two factor interactions effects
are not assumed to be zero but three and higher order interaction effects are assumed to be zero).
Under the multinomial logit model, in Section 2, we give the general set-up and characterize
the information matrix. Section 3 provides optimal designs under the main effects model while
Section 4 gives optimal designs under the broader main effects model.
2. General set-up and the information matrix
Consider a choice experiment with n factors each at two levels, 0 and 1. We denote a choice
set of size m by (T1, T2, . . . , Tm), where a typical treatment combination Ti = (i1 . . . ir . . . in), ir =
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0, 1; r = 1, 2, . . . , n. Then a partial profile choice design d = d(N, n,m, ρ) is defined as d =
{(T1, T2, . . . , Tm) : 1w = · · · = mw, for at least (n− ρ) components w ∈ (1, 2, . . . , n)}, i.e. d is
a choice design such that for each choice set (T1, T2, . . . , Tm), there are at least (n − ρ) factors
that remain in constant level among all the treatments T1, T2, . . . , Tm. Clearly, for m = 2, this
definition reduces to the one given by Graßhoff et al. (2004).
Let Ai, i = 1, 2, . . . , m, be N × n matrices with entries 0 and 1. Then a partial profile choice
design d can also be represented in matrix notation as d = (A1, A2, . . . , Am), where the p-th
row from each Ai makes the p-th choice set Spm (say) and hence d = {Spm : p = 1, 2, . . . , N}.
Henceforth in this paper, by a design or a choice design, we mean a partial profile choice design.
Let Λ be the information matrix for treatment effects corresponding to a choice design d,
and let B be the orthonormal treatment contrast matrix corresponding to the factorial effects of
interest. Then the information matrix of d for the factorial effects of interest is Cd = BΛB
′ (see,
Street and Burgess (2007) for details). A design d is connected if the corresponding information
matrix Cd (= C say) is positive definite. A connected design allows the estimation of all underlying
factorial effects of interest. Let DN,n,m,ρ be the class of all connected designs with N choice sets
each of size m with n factors and ρ strength.
We now characterize the C-matrix which helps us for the further development of this paper.
Note from Street and Burgess (2007) that for a design d ∈ DN,n,m,ρ, the 2
n×2n information matrix
Λ = ((λst)) of the treatment effects for equally attractive options is
λst =


((m− 1)/Nm2)
∑
j2<j3<···<jm
Nj1j2...jm if s = t = j1
(−1/Nm2)
∑
j3<j4<···<jm
Nj1j2...jm if s = j1, t = j2
0 otherwise,
where, Nj1j2...jm is the indicator function taking value 1 if (Tj1, Tj2, . . . , Tjm) ∈ d and 0 otherwise.
Let M (j1j2...jm) = ((mst)) be a 2
n × 2n matrix corresponding to a choice set (Tj1, Tj2 , . . . , Tjm),
where,
mst =


m− 1 if s = t, t ∈ {j1, j2, . . . , jm}
−1 if s 6= t, (s, t) ∈ {j1, j2, . . . , jm}
0 otherwise.
Then for any choice design d, we can write
Λ = (1/Nm2)
∑
j1<j2<···<jm
Nj1j2...jmM
(j1j2...jm) = (1/Nm2)Λ∗ (say).
We consider the matrix M (j1j2...jm) as the contribution of the choice set (Tj1 , Tj2, . . . , Tjm) to
Λ. The definition of M (j1j2...jm) suggests that we can write M (j1j2...jm) =
∑
jr<jr′
M (jrjr′), where,
jr, jr′ ∈ {j1, j2, . . . , jm}. Thus, the contribution of the choice set (Tj1, Tj2, . . . , Tjm) to Λ is
the sum of the contributions of all its m(m − 1)/2 component pairs (Tjr , Tjr′). Therefore, the
information matrix for the factorial effects of interest is
C = BΛB′ = (1/Nm2)
∑
j1<j2<···<jm
Nj1j2...jm

B

∑
jr<jr′
M (jrjr′)

B′

 . (2.1)
Let f1, f2, . . . , fn, denote the n factors. Let θ1 = (F1, F2, . . . , Fn)
′ denotes n main effects and
θ2 = (F12, F13, . . . , F(n−1)n)
′ denotes n(n − 1)/2 two factor interaction effects. We define the
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positional value of the h-th factor fh in Ti as ih. Corresponding to a pair (Ti, Tj), we define
the positional value of Fh and Fk in (Ti, Tj) as (ihik, jhjk)hk. Similarly, the positional value of
Fh and Fhk in (Ti, Tj) as (ihik, jhjk)(hk) and the positional value of Fh and Fkl in (Ti, Tj) as
(ih(ikil), jh(jkjl))h(kl).
Lemma 2.1. Let Bx = (x1, . . . , xi, . . . , xj, . . . , x2n) and By = (y1, . . . , yi, . . . , yj, . . . , y2n) be any
two contrast vectors with 2n elements. Then for a given component pair (Ti, Tj), the value of
BxM
(ij)B′y = (xi − xj)(yi − yj).
Proof. Note that M (ij) is a 2n × 2n matrix with all elements 0 except M
(ij)
ii = M
(ij)
jj = 1 and
M
(ij)
ij = M
(ij)
ji = −1. Therefore, BxM
(ij)B′y = (0, . . . , (xi − xj), . . . ,−(xi − xj), . . . , 0)B
′
y
= (xi − xj)yi − (xi − xj)yj = (xi − xj)(yi − yj).
Let B(1) = ((bhi)) be the orthogonal contrast matrix of θ1. Corresponding to a treatment
Ti and factorial effect Fh, let bhi = −1 if ih = 0 and bhi = 1 if ih = 1. Let B(2) = ((bkli))
be the orthogonal contrast matrix of θ2. Corresponding to a treatment Ti and factorial effect
Fkl, let bkli = bkibli. It is assumed that the treatments are arranged in lexicographic order in
B(1) and B(2). Therefore, the contrast vector corresponding to the main effect Fh of B(1) is
Bh = ⊗
h−1
i=1 (1 1)⊗ (−1 1)⊗
n
i=h+1 (1 1) , and the contrast vector corresponding to the two factor
interaction effects Fkl of B(2) is Bkl = ⊗
k−1
i=1 (1 1) ⊗ (−1 1) ⊗
l−1
i=k+1 (1 1) ⊗ (−1 1) ⊗
n
i=l+1 (1 1).
Here, ⊗ denotes kronecker product. Then, we have the following result, proof of which follows
simply by definitions.
Lemma 2.2. For h 6= k 6= l, (h, k, l) ∈ {1, . . . , n} and corresponding to the component pair
(Ti, Tj), the exhaustive cases indicating possible values of BhM
(ij)B′k, BhM
(ij)B′hk and BhM
(ij)B′kl
are
Case 1: For Fh and Fk,
a) BhM
(ij)B′k = −4 when (ihik, jhjk)hk ≡ (01, 10)hk
b) BhM
(ij)B′k = 4 when (ihik, jhjk)hk ≡ (00, 11)hk
c) BhM
(ij)B′k = 0 for all other situations.
Case 2: For Fh and Fhk,
a) BhM
(ij)B′hk = 4 when (ihik, jhjk)(hk) ≡ (01, 11)(hk)
b) BhM
(ij)B′hk = −4 when (ihik, jhjk)(hk) ≡ (00, 10)(hk)
c) BhM
(ij)B′hk = 0 for all other situations.
Case 3: For Fh and Fkl,
a) BhM
(ij)B′kl = 4 when
(ih(ikil), jh(jkjl))h(kl) ∈ {(0(10), 1(00)), (0(10), 1(11)), (0(01), 1(00)), (0(01), 1(11))}h(kl)
b) BhM
(ij)B′kl = −4 when
(ih(ikil), jh(jkjl))h(kl) ∈ {(0(00), 1(10)), (0(00), 1(01)), (0(11), 1(10)), (0(11), 1(01))}h(kl)
c) BhM
(ij)B′kl = 0 for all other situations.
Note that each choice set Spm of a design d ∈ DN,n,m,ρ, contains m(m− 1)/2 component pairs
(Ti, Tj) and there are N such choice sets in d. Therefore, total number of component pairs in a
design d is N∗ = Nm(m − 1)/2.
We use the universal optimality criteria for finding optimal designs in D. Following Kiefer
(1975), a choice design d∗ is universally optimal in D if Cd∗ is scalar multiple of identity matrix
and trace(Cd∗) ≥ trace(Cd) for any other d ∈ D. If a design d is universally optimal, then it is
also A-, D-, and E-optimal. Henceforth in this paper, by optimal design, we mean universally
optimal design.
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3. Optimal designs under the main effects model
In this section, we discuss optimal designs for main effects of interest under the main effects
model. We first obtain optimal designs for choice sets of size m = 2, and then develop optimal
designs for general choice sets of size m. The information matrix for estimating main effects of
interest corresponding to a design d ∈ DN,n,m,ρ, is C = (1/2
n)B(1)ΛB
′
(1) = (1/2
nNm2)B(1)Λ
∗B′(1).
For the purpose of this section, we define two more notations here. Let η1+hk and η
1−
hk be the total
number of component pairs of the type (00, 11)hk and (01, 10)hk respectively for a design d ∈ D.
Lemma 3.1. For h 6= k, (h, k) ∈ {1, . . . , n}, the (h, k)-th element of C matrix is zero if and only
if η1+hk = η
1−
hk .
Proof. Let chk and c
′
hk denote the (h, k)-th element of C and B(1)Λ
∗B′(1) respectively. Then it
follows from Case 1 of Lemma 2.2 that
c′hk =
∑
j1<j2<···<jm
Nj1j2...jm
∑
jr<jr′
{BhM
(jrjr′)B′k}
=
[
4(η1+hk − η
1−
hk ) + 0{N
∗ − (η1+hk + η
1−
hk )}
]
.
Thus c′hk or chk = 0 if and only if η
1+
hk = η
1−
hk .
We now find the expression of maximum trace(C) for a design d in DN,n,m,ρ.
Lemma 3.2. Let nph = total number of 0’s corresponding to the h-th positional value of all
treatments in the choice set Spm, p = 1, 2, . . . , N , h = 1, 2, . . . , n. Let d be a design in DN,n,m,ρ,
then,
max(trace(C)) =


ρ/2n for m even
ρ(m2 − 1)/(2nm2) for m odd,
and the maximum trace(C) occurs when nph = m/2 (m even) and nph = (m− 1)/2 or (m+ 1)/2
(m odd), for every active factor fh of every choice set Spm.
Proof. Let c′hh be the (h, h)-th element of B(1)Λ
∗B′(1). Every component pair (Ti, Tj) adds a value
BhM
(ij)B′h at c
′
hh. From Lemma 2.1, it follows that this value is 4 if and only if ih 6= jh. Note
from (2.1) that the contribution of a choice set Spm to c
′
hh is equal to the sum of contributions
of all its m(m − 1)/2 component pairs. Now, if fh is an active factor in Spm, then there are
nph(m− nph) component pairs (Ti, Tj) in Spm for which ih 6= jh. Thus every choice set Spm adds
a value 4nph(m − nph) to c
′
hh and this value is maximum when (i) nph = m/2 (for m even) and
(ii) nph = (m − 1)/2 or nph = (m + 1)/2 (for m odd). Considering the fact that there are ρ
active factors in each choice set Spm and there are N such choice sets in d, we have the required
expression for max(trace(C)).
From Lemma 3.1 and Lemma 3.2, it follows that under the main effects model a design d
is optimal in DN,n,m,ρ, if (a) C is diagonal, i.e., η
1+
hk = η
1−
hk , for all h 6= k, h, k ∈ {1, 2, . . . , n}
and (b) trace(C) is maximum, i.e., nph = m/2 ( m even) and nph = (m − 1)/2 or (m+ 1)/2 (m
odd), for every active factor position h and for every choice set Spm, p = 1, 2, . . . , N , h = 1, 2, . . . , n.
We first discuss optimal designs for paired choice experiments and then extend those results
for choice sets of size m. Let X be the difference matrix of a paired choice design d = (A1, A2),
i.e., X = A1 − A2. Therefore, the entries of X are 0, 1 and −1. Note that if we know X ,
we can easily construct a design d = (A1, A2) and vice-versa. Following Graßhoff et al. (2004),
Großmann and Schwabe (2015), Singh et al. (2015), we have C = (1/N2n)X ′X . Thus, it follows
that for a connected design N ≥ n. A design d ∈ DN,n,2,ρ is said to be saturated or tight if N = n.
We have the following lemma for optimal designs.
4
Lemma 3.3. A design d is optimal in DN,n,2,ρ, if X
′X = Nρ/nIn.
Note that a large number of choice sets can create cognitive burden to the respondents. There-
fore, a practical number of choice sets are required for an optimal choice design. Street and Burgess
(2008) have suggested possible use of weighing matrices to construct good choice designs. Later
Großmann et al. (2009) have used weighing matrices for the construction of partial profile paired
choice designs when there are two groups of factors.
A weighing matrix W =W (n, ρ) of order n and weight ρ is an n× n orthogonal matrix, with
entries 0, +1 and −1 such that there are ρ non-zero entries in each row and each column, i.e.,
WW ′ =W ′W = ρIn.
We now have the following result for saturated optimal design d in Dn,n,2,ρ.
Theorem 3.4. If there exists a weighing matrix W (n, ρ), then there exists an optimal design d in
Dn,n,2,ρ.
Proof. Let d be a design with X = W . Therefore, X ′X = W ′W = ρIn. Hence, d is optimal in
Dn,n,2,ρ by Lemma 3.3.
Example 3.1. Let N = n = 23 = 8 and ρ = 5, then the difference matrix and corresponding
optimal design d in D8,8,2,5 is
X =


11111000
1u1u0100
11uu0010
1uu10001
u0001111
0u001u1u
00u011uu
000u1uu1


and d =
(11111∗∗∗, 00000∗∗∗)
(1010∗1∗∗, 0101∗0∗∗)
(1100∗∗1∗, 0011∗∗0∗)
(1001∗∗∗1, 0110∗∗∗0)
(0∗∗∗1111, 1∗∗∗0000)
(∗0∗∗1010, ∗1∗∗0101)
(∗∗0∗1100, ∗∗1∗0011)
(∗∗∗01001, ∗∗∗10110)
.
Here by “ u”, we denote −1 in X and ∗ represents the fixed positions.
Note that the existence of a W (n, ρ) ensures a optimal design in Dn,n,2,ρ. A good source of
existing weighing matrices are given in Craigen and Kharaghani (2007), Geramita and Seberry
(1979). We now focus on the cases when W (n, ρ) do not exist for given n and ρ. In this case one
can increase the number of choice sets N (> n) to find an optimal design d. A general construction
in this regards is given by Graßhoff et al. (2004) using incomplete block design and Hadamard
matrix for any given n and ρ. They first construct an incomplete block design with n ‘treat-
ments’, n/gcd(n, ρ) ‘blocks’, ‘block size’ ρ, and ρ/gcd(n, ρ) ‘replications’, where “gcd” denotes the
greatest common divisor. Let M be the incident matrix for such a block design. Let H be the
Hadamard matrix of order h(ρ), where h(ρ) is the least number greater than or equal to ρ such
that a Hadamard matrix of order h(ρ) exists. Now putting different Hadamard columns of H in
place of each 1 and zero vector of order h(ρ) in place of each 0 corresponding to the each row of
M generates a difference matrix X (and corresponding design d) in N = nh(ρ)/gcd(n, ρ) choice
sets. We call this construction method as Method-H.
We now provide a different construction using weighing matrices instead of Hadamard matrices.
Our construction improves the existing results in some cases. Suppose there exists a weighing
matrix W (ν, ρ), n ≥ ν. Now create an N0× n matrix M
∗ with entries 0 and 1 such that each row
sum is ν and each column sum is equal. We can construct such matrix M∗ in N0 = n/gcd(n, ν)
rows as follows. Take ν consecutive 1 from the first position of first row and rests are 0. Then
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take ν consecutive 1 from (ν + 1)-th position of second row and rests are 0 and so on. Now
putting ν different columns of W in place of each 1 and a zero vector of order ν in place of each
0 corresponding to the each row of M∗ gives a difference matrix X in N = nν/gcd(n, ν) choice
sets such that X ′X = Nρ/nIn. Therefore, by Lemma 3.3, the corresponding design d is optimal
in DN,n,2,ρ. We call this construction method as Method-W. Hence, we have the following result.
Theorem 3.5. If there exists a weighing matrix W (ν, ρ), then there exists a optimal design d in
DN,n,2,ρ, for every n ≥ ν with N = nν/gcd(n, ν).
Example 3.2. Suppose we want to construct an optimal design for n = 10 and ρ = 3. There
exists two weighing matrices W (4, 3) and W (8, 3) for ν ≤ 10, ρ = 3. If we use W (4, 3) =
(W1,W2,W3,W4) for construction, we get an optimal design d1 in N1 = (10× 4)/gcd(10, 4) = 20
choice sets. The M∗ and X matrix (X1, say) can be written as
M∗ =


1 1 1 1 0 0 0 0 0 0
0 0 0 0 1 1 1 1 0 0
1 1 0 0 0 0 0 0 1 1
0 0 1 1 1 1 0 0 0 0
0 0 0 0 0 0 1 1 1 1


,
X1 =


W1 W2 W4 W3 0 0 0 0 0 0
0 0 0 0 W4 W1 W2 W3 0 0
W3 W4 0 0 0 0 0 0 W2 W1
0 0 W2 W3 W4 W1 0 0 0 0
0 0 0 0 0 0 W3 W4 W2 W1


.
Here X ′1X1 = 6I10 and using Theorem 3.5, the corresponding design d1 is optimal in D20,10,2,3.
Similarly, if we use W (8, 3), we get an optimal design d2 in N2 = (10 × 8)/gcd(10, 8) = 40
choice sets in D40,10,2,3. Note that if we use Method-H instead, then M would be a 10× 10 matrix
of 0 and 1, where each row sum is 3. In that case, by replacing any three columns of Hadamard
matrix of order 4 in the places of 1 and a column of four zeros in places of 0 for each rows of
M , we get a difference matrix X (X3, say) in N3 = (10 × 4)/gcd(10, 3) = 40 choice sets where
X ′3X3 = 12I10. Thus the corresponding design d3 is also optimal in D40,10,2,3.
We see from the above example that the use of Method-W instead of Method-H sometimes help
us to get optimal partial profile paired choice designs in lesser number of choice sets. Given ρ and
n, in order to obtain an optimal design with minimum number of choice sets, we follow the steps
as below.
1. If W = W (n, ρ) exists, then an optimal design exists in N = n choice sets; otherwise go to
Step 2.
2. Find all the n∗j(< n) such that W (n
∗
j , ρ) exists.
3. Calculate Kj = (nn
∗
j/gcd(n, n
∗
j)), for every j.
4. N1 = min{Kj} with corresponding n
∗
j = ν (say).
5. Calculate N2 = (nh(ρ)/gcd(n, ρ)).
6. N = min{N1, N2}.
i) If N = N1, construct optimal design using Method-W.
ii) If N = N2, construct optimal design using Method-H.
iii) If N = N1 = N2, construct optimal design using either Method-W or Method-H.
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Table 3.1: Given ρ and n, required (N) for optimal design.
ρn 3 4 5 6 7 8 9 10 11 12 13 14 15
2
6
H2
4
W
10
H2
6
W
14
H2
8
W
18
H2
10
W
22
H2
12
W
26
H2
14
W
30
H2
3
4
W
20
W4,3
8
H4
28
W4,3
8
W
12
H4
20*
W4,3
44
W4,3
12*
W4,3
52
W4,3
28*
W4,3
20
H4
4
20
H4
6
W
7
W
8
W
18*
W6,4
10
W
11
W
12
W
13
W
14
W
15
W
5
6
W
42*
W6,5
8
W
18*
W6,5
10
W
66*
W6,5
12
W
78*
W6,5
14
W
24
H8
6
56
H8
8
W
24
H8
40
W8,6
88
W8,6
16
H8
104
W8,6
56
W8,6
40
H8
Table 3.1 provides the minimum number of choice sets (N) required for an optimal design,
where, 2 ≤ ρ ≤ 6, 2 < n ≤ 15.
Remark 1. Table 3.1 gives an overview of achieved minimum number of choice sets (N) required
to construct an optimal design for given n and ρ. This table also helps researchers to decide
strategies to run an experiment. Consider the case for n = 11 and ρ = 5. It is seen from the table
that one need 66 choice sets to construct the optimal design. Now the researcher has three options
available to reduce the number of choice sets. First, he/she can lower the profile strength ρ to 4,
and gets a design in 11 choice sets. Second, he/she can delete one factor that he/she may think
is not important and gets a design in 10 choice sets. Third, he/she can add an auxiliary factor in
the experiment and gets a design in 12 choice sets.
Remark 2. Table 3.1 also tells about the construction of optimal choice designs for given n and
ρ. If there is only W written under N , then an optimal design can be constructed using weighing
matrix W (n = N, ρ). If Wν,ρ is written under N , then an optimal design can be constructed by
W (ν, ρ) using Method-W and if Hr is written below N , then an optimal design can be constructed
by Hr using Method-H. A ‘ ∗’ sign after N in some cells convey the fact that Method-W gives an
improved design than Method-H for those cases.
For 2 ≤ ρ ≤ 6, 2 < n ≤ 15, Table 3.2 provides the number of choice sets required for achieving
optimal designs through Method-W vis-a`-vis Method-H. For the 8 cases, the reduction in number
of choice sets through Method-W over Method-H ranges from 25% to 75%.
Table 3.2: Improved cases using Method-W
(ρ, n) (3, 10) (3, 12) (3, 14) (4, 9) (5, 7) (5, 9) (5, 11) (5, 13)
Method-H 40 16 56 36 56 72 88 104
Method -W 20 12 28 18 42 18 66 78
Using the generator technique, we now provide constructions of optimal designs for general
choice sets of size m. We generate an optimal design d = (A1, A2, . . . , Am) in DN,n,m,ρ from an
optimal paired design d′ = (A1, A2) in DN,n,2,ρ. Let gj(w) be j-th generator with weight w, i.e.,
gj(w) = (gj1, gj2, . . . , gjn), where, gjr = 0, 1, and
n∑
r=1
gjr = w. If Ai is generated from A1 using
gj(w), then we can write Ai = A1 + gj(w), where,
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Ai(p, r) =


A1(p, r) + gjr (mod 2), if fr is an active factor in A1(p, r)
A1(p, r), if A1(p, r) = ∗, i.e., fr is a non-active factor in A1(p, r),
1 ≤ p ≤ N, 1 ≤ r ≤ n.
Theorem 3.6. Let G = {g1(w1), g2(w2), . . . , gα(wα)} be the set of α different generators such
that both gi and g¯i /∈ G and min(ρ, n − ρ) < wi < max(ρ, n − ρ), i = 1, 2, . . . , α. If there
exists an optimal design d′ in DN,n,2,ρ, then there exists an optimal design d in DN,n,m,ρ, m =
1, . . . , 2α+ 1, 2α+ 2.
Proof. Let d′ = (A1, A2) be an optimal design in DN,n,2,ρ and let d = (A1, A2, . . . , Am), where,
A2u+1 = A1 + gu(wu), A2u+2 = A2 + gu(wu), u = 1, 2, . . . , α.
Take any component paired design δij = (Ai, Aj), i < j, i, j = 1, 2, . . . , m. For any two
columns h and k, let (η1±hk )ij is the component part of η
1±
hk in the design δij . Let U be the set of
all indices of columns which are changing between (Ai, Aj). Since (A1, A2) is optimal in DN,n,2,ρ,
then (η1+hk )12 = (η
1−
hk )12 = t (say). Therefore, for any δij , we have the following two cases
Case 1: if h, k ∈ U , then (η1+hk )ij = (η
1−
hk )ij = t,
Case 2: else, (η1+hk )ij = (η
1−
hk )ij = 0.
Considering all possible component paired design δij of d, we see that η
1+
hk = η
1−
hk , for all
h 6= k, h, k ∈ {1, 2, . . . , n}. Also note that for every active factor fh of each choice set Spm,
nph = m/2 (for even m) and nph = (m − 1)/2 or (m + 1)/2 (for odd m). Hence, d is optimal in
DN,n,m,ρ.
Let for a design d = (A1, A2, . . . , Am), d¯ = (A¯1, A¯2, . . . , A¯m) denotes the complement design
of d, where A¯ is the complement of A (i.e., 0 and 1 interchange their respective positions in A).
Then we have the following important theorem.
Theorem 3.7. If d is optimal in DN,n,m,ρ, then d¯ is also optimal in DN,n,m,ρ.
Proof. Since d is optimal in DN,n,m,ρ, it satisfies both the optimality criteria. Note also that both
the optimality criteria are satisfied even if 0 and 1 are interchanged their corresponding positions
in d. Hence d¯ is also optimal in DN,n,m,ρ.
Corollary 3.8. If d is optimal in DN,n,m,ρ, then d =

 d
d¯

 is optimal in D2N,n,m,ρ.
Example 3.3. Suppose we want an optimal design for 28 choice experiment with m = 5 and
ρ = 6. Consider the design d5 = (A1, A2, A3, A4, A5), where,
d5 =
(111111∗∗, 000000∗∗, 000111∗∗, 111000∗∗, 110000∗∗)
(101010∗∗, 010101∗∗, 010010∗∗, 101101∗∗, 100101∗∗)
(1100∗∗11, 0011∗∗00, 0010∗∗11, 1101∗∗00, 1111∗∗11)
(1001∗∗10, 0110∗∗01, 0111∗∗10, 1000∗∗01, 1010∗∗10)
(00∗∗1111, 11∗∗0000, 11∗∗1111, 00∗∗0000, 00∗∗0011)
(01∗∗1010, 10∗∗0101, 10∗∗1010, 01∗∗0101, 01∗∗0110)
(∗∗001100, ∗∗110011, ∗∗101100, ∗∗010011, ∗∗110000)
(∗∗011001, ∗∗100110, ∗∗111001, ∗∗000110, ∗∗100101)
.
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Note that the paired design (A1, A2) is optimal in D8,8,2,6 and A3, A4, A5 is generated from (A1, A2)
using generators g1 = (11100000) and g2 = (00111100), where A3 = A1 + g1, A4 = A2 + g1 and
A5 = A1 + g2. Thus from Theorem 3.6, d5 is optimal in D8,8,5,6.
Note that if we take a generator g of weight w = 2, outside the range of w, say g = g1 =
(11000000), then the last two choice sets of d5 would look like
(∗∗001100, ∗∗110011, ∗∗001100, ∗∗110011, ∗∗110000)
(∗∗011001, ∗∗100110, ∗∗011001, ∗∗100110, ∗∗100101).
Here the third and forth treatments are mere repetition of first two treatments. Similar situation
occurs if g and g¯ are both in G. That is why we need both the conditions on g in the Theorem 3.6,
so that we get choice sets consisting of distinct options.
We end this section with another important construction for general m.
Theorem 3.9. If there exists an optimal design d in DN,n,m,ρ, then there exists an optimal design
dt in DNt,nt,m,ρ, for all t ≥ 1.
Proof. Let It be the identity matrix of order t and d = (A1, A2, . . . , Am) be an optimal design in
DN,n,m,ρ. Now consider, d
t = (At1, A
t
2, . . . , A
t
m), where, A
t
i = It ⊗ Ai, i = 1, 2, . . . , m. It is easy to
see that dt satisfies both the criteria of universal optimality in DNt,nt,m,ρ. Hence, d
t is optimal in
DNt,nt,m,ρ.
4. Optimal designs under the broader main effects model
In many choice situations, the presence of two factor interactions can’t be ignored, however
researchers may be interested in estimating only the main effects. Under the broader main effects
model, choice designs are designs which ensure estimability of all the main effects under the absence
of three and higher order interaction effects. Following Singh et al. (2015), the information matrix
of θ1 corresponding to a design d ∈ DN,n,m,ρ, under the broader main effects model is
C = (1/2n){B(1)ΛB
′
(1) − B(1)ΛB
′
(2)[B2ΛB
′
(2)]
−B(2)ΛB
′
(1)}.
Note that B(1)ΛB
′
(2)[B(2)ΛB
′
(2)]
−B(2)ΛB
′
(1) is a non-negative definite matrix and
trace(2nC) = trace(B(1)ΛB
′
(1))− trace(B(1)ΛB
′
(2)[B(2)ΛB
′
(2)]
−B(2)ΛB
′
(1)).
Thus, under the broader main effects model, trace(C) ≤ trace
(
(1/2n)B(1)ΛB
′
(1)
)
with equality
attaining when B(1)ΛB
′
(2) is a null matrix. For the purpose of this section, we need to define
some more notations here. Let η2+hk and η
2−
hk are the total number of component pairs of the type
(01, 11)(hk) and (00, 10)(hk) respectively in d. Similarly, let η
3+
h(kl) and η
3−
h(kl) are the total number of
component pairs of the type {0(a1a2), 1(a
′
1a
′
2)}h(kl), a1 6= a2, a
′
1 = a
′
2 and {0(a1a2), 1(a
′
1a
′
2)}h(kl),
a1 = a2, a
′
1 6= a
′
2; ai, a
′
i ∈ {0, 1}, i = 1, 2, respectively in d. Note also that if Bkl, k < l, k, l =
1, . . . , n, corresponds to the r-th contrast vector in B(2), then r =
k−1∑
i=1
(n − i) + (l − k). We now
find the necessary and sufficient conditions for B(1)ΛB
′
(2) to be a null matrix.
Lemma 4.1. B(1)ΛB
′
(2) is null if and only if i)η
2+
hk = η
2−
hk and ii)η
3+
h(kl) = η
3−
h(kl), for all h 6= k 6=
l, h, k, l ∈ {1, . . . , n}.
Proof. Note thatB(1)ΛB
′
(2) = (1/Nm
2)B(1)Λ
∗B′(2). Let c
′′
hr denote the (h, r)-th element of B(1)Λ
∗B′(2).
Then from (2.1) and the Case 2, Case 3 of Lemma 2.2, we have the following two cases
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Case 1 Let h corresponds to the main effect Fh and r corresponds to the two factor interaction effect
Fhk. Then,
c′′hr =
∑
j1<j2<···<jm
Nj1j2...jm
∑
jr<jr′
{BhM
(jrjr′)B′hk}
=
[
4(η2+hk − η
2−
hk ) + 0{N
∗ − (η2+hk + η
2−
hk )}
]
.
Thus c′′hr = 0 if and only if η
2+
hk = η
2−
hk .
Case 2 Let h corresponds to the main effect Fh and r corresponds to the two factor interaction effect
Fkl. Then,
c′′hr =
∑
j1<j2<···<jm
Nj1j2...jm
∑
jr<jr′
{BhM
(jrjr′)B′kl}
=
[
4(η3+
h(kl) − η
3−
h(kl)) + 0{N
∗ − (η3+
h(kl) + η
3−
h(kl))}
]
.
Thus c′′hr = 0 if and only if η
3+
h(kl) = η
3−
h(kl).
In what follows, d is optimal in DN,n,m,ρ under the broader main effects model if (a) d is optimal
under the main effects model and (b) B(1)ΛB
′
(2) is a null matrix i.e. i) η
2+
hk = η
2−
hk , ii) η
3+
h(kl) = η
3−
h(kl),
for all h 6= k 6= l, h, k, l ∈ {1, 2, . . . , n}.
The following theorem provides a construction for optimal designs under the broader main
effects model.
Theorem 4.2. If d is an optimal design in DN,n,m,ρ under the main effects model, then d =

 d
d¯


is optimal in D2N,n,m,ρ under the broader main effects model.
Proof. Note from Corollary 3.8 that d is optimal in D2N,n,ρ,m under the main effects model.
Therefore, we only need to show that d also satisfies Lemma 4.1. Consider a component paired
design δ∗ij =

 δij
δ¯ij

, i < j, i, j = 1, 2, . . . , m, of d. Note that for any two columns h and k, if
there exists a pair of type (00, 10)(hk) in δij, then the type (01, 11)(hk) exists in the corresponding
pair of δ¯ij and vice-versa. Similarly, for any three columns h, k and l, if there exists a pair of
type {0(a1a2), 1(a
′
1a
′
2)}h(kl), a1 = a2, a
′
1 6= a
′
2, in δij , then the type {0(a1a2), 1(a
′
1a
′
2)}h(kl), a1 6= a2,
a′1 = a
′
2; ai, a
′
i ∈ {0, 1}, i = 1, 2, exists in the corresponding pair of δ¯ij and vice-versa. Thus
considering all possible m(m − 1)/2 component paired designs δ∗ij in d, we see that d satisfies
Lemma 4.1. Hence the theorem.
Example 4.1. From Example 3.3 we see that d5 is optimal in D8,8,5,6. Then d5 =

 d5
d¯5

 is
optimal in D16,8,5,6 under the broader main effects model.
Theorem 4.3. Under the broader main effects model set-up, if there exists an optimal design d
in DN,n,m,ρ, then there exists an optimal design d
t in DNt,nt,m,ρ, for all t ≥ 1.
Proof. The proof is similar to the proof of Theorem 3.9.
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