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Abstract
Terrorism becomes more rampant in recent years because of separatism and extreme
nationalism, which brings a serious threat to the national security of many countries in the
world. The analysis of spatial and temporal patterns of terror data is significant in containing
terrorism. This thesis focuses on building and applying a temporal point process called self-
exciting point process to fit the terror data from 1970 to 2018 of 10 countries. The data come
from the Global Terrorism database. Further, an application in predicting the number of terror
events based on the self-exciting model is another main innovative idea, in which an algorithm
combining simulation and machine learning methods for prediction is developed to achieve
high accuracy for predicting the number of events in a year. In summary, the results in this
thesis illustrate that the proposed self-exciting point process model can fit the trend of terror
attacks for the majority of countries well and has potential to predict a short-time future pattern
of the data.
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Chapter 1
Introduction
1.1 Lay Summary
Owing to extreme nationalism and religionism, the number of countries that suffer terrorist
attacks shows a general increasing trend in the past decade. The global death number in 2010
was about 8000 because of terrorism, and reached as high as 44000 in 2014. In 2016, there
were 79 countries having at least one death because of terror attacks [3]. Hence, terrorism
has become a serious problem in the world, and it is meaningful and critical to analyze terror
attack patterns in order to provide some insights in containing terrorism.
1.1.1 Motivation
Due to the progress of research in terrorism and the rapid development of digital devices and
Internet, terrorism data consisting of arrival-times and other related information are available
for analyses. The data of terror events provide information such as the spatial patterns of
events and interactions among events. Therefore, understanding the data with model fitting
and prediction is of great significance. The analysis of spatial patterns of terror events is a hot
topic in terrorism study recently.
The times of terror attack occurrence can be regarded as an event-sequence in the continu-
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ous time domain. Timestamps of events play an important role in identifying the underlying
dynamics. In the traditional machine learning methods, i.e., building models for classification
or regression, input variables and output labels are necessary in general cases. Though such
a model can truncate a specific observation window of time as one input variable, it is not a
real temporal behavioral model [4]. Hence, there exist limitations for a traditional machine
learning model to capture the past temporal patterns of terror attacks.
A temporal point process [5] is a powerful tool for building a temporal behavioral model,
and the applications of it are over many different fields in recent decades. Unlike other
time-series modelling methods, which model time-sequence data with fixed and discrete
time intervals, temporal point processes have a capability to model the occurrence of events
stochastically in a continuous time domain. Specifically, considering an event sequence
{(t1,m1), (t2,m2), · · · } which consists of occurrence time of events t = {t1, t2, · · · } and
other categorical or numerical information, m = {m1,m2, · · · }, i.e. marks, the dynamics of
the event sequence can be modelled by an conditional intensity function, λm(t|Ht), which
represents the rate for a new event occurrence conditioned on the history of the previous events,
Ht = {ti,mi|ti < t}.
λm (t | Ht) = lim
∆t→0
E [N([t, t+ ∆t)) | Ht]
∆t
, (1.1)
where N(·) is a counting function.
For terror data, the events follow a similar pattern with the earthquake data. For earthquake,
one main shock is likely to result in aftershocks, and the main shock forms a cluster with
those aftershocks [10]. If the events are naturally clustered in time, they are said to have the
cluster property. For example, according to Global terrorism database (GTD), out of 588
months between 1970 and 2018, 292 of them have terror events occurred. Among these 292
months, there are 237 months right after a month that terror attacks occurred. One kind of
temporal point processes called “self-exciting point process” can be applied to study the events
that show the cluster property. In this thesis, we employ a self-exciting point process as the
2
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mathematical tool for analyzing terror data to identify the trend and patterns of the terror
activities for future prediction.
In summary, the goal of this thesis is to work toward a more efficient and accurate model
for fitting terror data and to propose an algorithm to make short-term predictions in terms of
the number of terror events occurred within a month. The research has a potential to build
a clearer understanding of the number of terror events and hence help policy makers make
better decisions.
1.1.2 Contribution
In this thesis, we modify an existing self-exciting model for fitting the terror data and
further propose an algorithm for a short-term prediction of the number of terror events. The
main contributions of this thesis are outlined below.
• Modify the self-exciting model proposed by Lewis [6].
Although a temporal point process can work without a fixed time-window and model
the occurrence of events in an asynchronous manner, data resolution can often be a
problem of using this type of model for real world data. The majority of the databases
of terrorism record terror events with the data-resolution in a day. For the countries
that suffer numerous terror attacks, there would be multiple events occurred in one
day. In Section 4.1, the data-resolution used in this thesis is a month. Hence, we firstly
assume that the events happened in the same month have a unique order of arrival-times.
Further, we propose a method to estimate the self-exciting effects among events in the
same month in parameter estimation Maximum Likelihood Estimation (MLE) is used
to estimate the parameters of this intensity function. Finally, we verify that the model
proposed by Lewis [6] can be further simplified.
• Consider to use a self-exciting model with smooth background intensity based on
polynomial functions.
3
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In previous research [6, 7], data scientists proposed a self-exciting model with a smooth
background intensity based on kernel density estimation. However, the kernel density
estimation is time-consuming, especially in the process of parameter estimation. To
reduce the computing time, we propose to use polynomial functions to fit the general
trend of the number of terror events in a time domain. Thereby, a self-exciting model
with smooth background intensity based on the polynomial function is built to improve
the computing time.
• Propose a framework to predict the number of terror events for the following
years.
Usually, the traditional prediction method for temporal point processes is to simulate
the process in the target time-period directly. To improve the accuracy of prediction,
we consider a new framework, which involves machine learning algorithms. Instead of
simulating the process in the target year, 100 sample paths throughout the whole period
of our data set are simulated. The number of simulated occurrence of terror events is
counted for each fixed time-window. After that, each simulated path is regarded as an
input variable and the real data are treated as the response variable. Then, we apply a
machine learning algorithm on the recreated data set for prediction. In Section 5.1.2,
two machine learning algorithms are applied in the created dataset for future prediction
successfully. They are Support Vector Machine (SVM) and Random Forests (RF). This
new framework can achieve a better accuracy of prediction compared with the traditional
direct simulation approach.
• Estimate parameters by minimizing Root Mean Squared Error.
The integral of the conditional intensity function represents the expected number of
events, and it often is applied for the purpose of prediction. Hence, the property of the
conditional intensity function provides a new point of view in estimating the parameters.
The integral of the intensity in each fixed time-period can be compared with the real
number of events in that time-interval, so that the Root Mean Squared Error (RMSE) can
4
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be computed. From this perspective, except the general choice-Maximum Likelihood
Estimation, we also try using minimum RMSE to find the best parameter estimates.
The fitting results not only help us to find the time-delayed property of the self-exciting
model, but also identify that the self-exciting effects of events may vary with time.
1.2 Data
In our research, the Global Terrorism Database (GTD) 1 supported by the University of
Maryland provides the terror attacks data throughout 205 countries and regions from 1970 to
2018. The total number of terror events collected by GTD is 192212.
GTD defines a terror attack as a threatened or actual deed of illegal force and violence
by a non-state organization to attain a political, economic, religious, or social goal through
fear, coercion, or intimidation [3]. Thereby, in general case, political dissent, activism and
nonviolent resistance are not regarded as terrorism [8].
The majority (98.8%) of terror events have political, economic, religious, or social goal.
Furthermore, 99.3% of terror attacks intend to coerce, intimidate or convey some messages
to a larger audiences, but not target at the direct victims. Even about 87.3% of terror attacks
violate the International Humanitarian Law [3].
1.2.1 Data Description
The raw data have 135 variables. Among them, the GTD ID is unique for each event,
and consists of 12 numbers, where the first 8 numbers stand for the event date-“yyyymmdd”
and the last 4 numbers form a sequential case number. Additionally, there are 4 variables
representing dates of the event, such as “Year”, “Month”, “Day” and “Approximate date”. If
month or day is not known, the value of “Month” or “Day” is 0. Among total 192212 events,
898 events lack the information about event happen dates and further 20 events are lack of the
1https://www.start.umd.edu/gtd/
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information about the month when they happened. In the context of the event information, the
variable “Incident Summary” gives the brief summary of each event. There are some variables
representing the criteria of terror attacks such as the aims of terror events. Incident Location is
another significant variable. GTD provides the country code and region code for each event.
Each code represents a country in country code and represents a region in region code. For
example, the country code “4” and the region code “4” represent “Afghanistan” and “East
Asia”, respectively.
In our analyses, we only use the variables that are related to the event date and the event
location. For more information about the variables, please refer to the hand book of GTD [3].
1.2.2 Data Preprocessing
Data preprocessing is an essential step in the data-related studies. It includes data cleaning,
data integration, data transformation and data reduction. In the data cleaning part, we re-
moved unnecessary variables in our study and only kept “eventid”, “iyear”, “imonth”, “iday”,
“country”, “countrytxt”, “region” and “regiontxt”.
Figure 1.1: Sample Data of the first 6 events
As for the missing values, the incidents without date information account for 0.5% of
the total incidents, while for the incidents without month information, they only account for
about 0.01%. For convenience, we set the time unit as one month and ignored the events with
missing months. After that, each country’s data were converted as a vector including 588
elements, each of which stands for the number of terror attacks in a specific month. 588 is
the total number of months from 1970 to 2018. Figure 1.2 shows an example of the converted
6
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vector, ~A.
Figure 1.2: The vector of terror events in Turkey
An element Ai in ~A represents the number of terror events happened in the ith month,
where the mark i is defined as
i = (iyear− 1970)× 12 + imonth. (1.2)
Based on vector ~A, two more vectors can be established. One is called a history vector, ~H
which contains the order of the months that have terror events. Another corresponding vector
is the number vector, ~N which saves the number of events happened in each month. Hence,
the length of vectors ~H and ~N is the same.
Figure 1.3: The history vector ~H of terror events in Turkey
7
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Figure 1.4: The number vector ~N of terror events in Turkey
For example, from Figure 1.3, the first element of vector ~H means there are terror events
in the 4th month, i.e. in April, 1970. Meanwhile, from Figure 1.4, the first element of vector
~N means there is only one event in the 4th month. In the later parameter estimation of
self-exciting process, we can calculate the time gap between events and the corresponding
self-exciting effects efficiently based on vectors ~H and ~N .
Analyzing all 205 countries is time expensive and repetitive. Hence, we want to choose
some representative countries for analyses. One method is to regard the vector with 588
elements, ~A for each country as a feature vector and use an unsupervised learning method,
k-means cluster analysis to spilt the countries into 10 groups. The algorithm of k-means cluster
is introduced in Section 3.5.1. Then, we choose one country from each group.
In our case, we use k = 10 and Euclidean distance as the distance metric. Table 1.1 shows
the result of k-means cluster for 205 countries.
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Cluster Country_code Country
1
217,83,185
110,603,145
69,43,183
186
US,Guatemala,Spain
Lebanon,UK,Nicaragua
France,Chile,South Africa
Sri Lanka
2 95 Iraq
3 92 India
4 153 Pakistan
5 4 Afghanistan
6 45,159 Colombia,Peru
7
209,97,155
6,19,167
Turkey,Israel,
West Bank and Gaza Strip
Algeria,Bangladesh,Russia
8 61 El Salvador
9
160,60,205
200,182,147
113,228,214
Philippines,Egypt,Thailand
Syria,Somalia,Nigeria
Libya,Yemen,Ukraine
10 Left All remaining countries (173 countries)
Table 1.1: The result of 10 clusters from k-mean clustering analysis
It can be seen for clusters 2, 3, 4, 5, 8, there is only one country in each cluster. One reason
is that the number of terror events in some countries is extremely different from other countries.
For example, there are 26060 terror events in Iraq, which is much larger than that in other
countries. Another reason is the comparatively distinctive distribution of the terror attacks.
For instance, in El Salvador, though there are numerous terror attacks from 1978 to 1992, the
number of terror events is 0 in the 21st century. Most countries belong to cluster 10 because
the numbers of terror events in those countries are all low. For cluster 1 and cluster 7, there is
no significant difference for the number of events for each country in the two cluster, but the
most of events for the countries in cluster 1 are in the first two to three decades. For cluster 7,
the number of events in recent decades has more weight. Similarly, the number of events for
each country in clusters 6 and 9 are similar, but the countries in cluster 9 have more events in
recent decades. At last, we choose a country from each group with the assumption that if the
model works appropriately for these ten countries, it should be applicable for all countries.
The ten representative countries are US, Iraq, India, Pakistan, Afghanistan, Colombia, Turkey,
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El Salvador, Philippines and Canada.
Data Splitting
In Sections 4.3 and 5.1, the data are separated into training and test sets. The data from
1970 to 2017 are regarded as the training set and the data in 2018 are the test set. The training
set is used to compute the estimated parameters in the model. The test set will be used to
evaluate the model by assessing the prediction accuracy.
1.3 Organization
The rest of the thesis is organized as below.
Chapter 2 introduces some related works about point processes and terror data analyses.
Chapter 3 aims to explain the main algorithms which will be used in fitting data, simulating
data and prediction. At the beginning, it gives the brief review of the basics of the counting
process, temporal point process and the Poisson process. After that, the definitions and
properties of the Hawkes process are introduced. Besides, it includes two simulation methods
of Hawkes process and the algorithms about parameter estimation. MLE is one of the most
common used methods to estimate parameters. However, in many cases, it is difficult to
obtain the analytical solution by direct computation. Hence, some optimization methods are
also introduced. Last but not least, two machine learning algorithms are applied in the data
prediction section.
In Chapter 4, three perspectives of fitting terror data are described. Firstly, the self-exciting
process with smooth background intensity to fit the number of terror attacks is introduced to
illustrate that the self-exciting model can fit the terror data well, and the parameters of the
intensity function are estimated by MLE. Secondly, for the counties that do not have many
terror events and even the majority months do not contain terror events, we consider the model
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which only focuses on fitting the month containing terror events. At the end of Chapter 4, we
consider the parameter estimation from a different view, which is to estimate parameters by
minimizing the RMSE based on comparing the integral of the conditional intensity function
with the number of events in each month.
Chapter 5 begins to explain some prediction methods. One general idea is using simulation
to predict the future pattern of the data. As for simulation, we apply the algorithms introduced
in Chapter 3 on self-exciting models introduced in Chapter 4. Besides the direct simulation
for the target period based on the training set, we propose another approach which combines
the simulation and two machine learning algorithms in order to improve the accuracy of
the prediction. The main prediction goal is the total number of events in a target year. The
combined method can also provide the number of predicted events in each month.
Finally, Chapter 6 concludes this thesis and discusses the future direction and possible
improvements of this study.
11
Chapter 2
Literature Review
This chapter starts by introducing the current studies of temporal point process and proceeds
to the applications in terrorism in detail.
2.1 Related work
The temporal point process is a powerful tool for building mathematical models over many
fields, such as finance [9], earthquakes [10], equipment maintenance [11], criminology [6],
social network analysis[12], medical health informatics [13] and so on. The temporal point
process has the capability to model the occurrence of events in a stochastic way.
There are traditional point-process models that fit various types of data patterns. For
example, the inhomogeneous Poisson process assumes that the history of events has no
relationship with the current or future behaviour of the process, i.e. the intensity function λ(t)
is independent of history.
The self-exciting process, which is the model we apply in this thesis, is a Cox process [14],
which is an inhomogeneous Poisson process where the intensity function λ(t) is a stochastic
process. In a self-exciting process model, the previous events will increase the probability
of occurrence of later events. A well-known self exciting process was proposed by Alan G.
Hawkes in 1971, and later called “Hawkes process” [15]. At the beginning, it was used to
12
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analyze earthquakes because earthquakes have the property that one main shock will be likely
to result in after shocks [10]. More recently, this process finds more applications in different
fields, such as study of the social media and criminology. It is a suitable choice when the
occurrences of events show the temporal cluster property.
There also exist other widely-used temporal point processes, such as self-correcting
processes [16], reinforced poisson processes [17] and so on. In contrast to the Hawkes
process, the previous events will decrease the probability of occurrence of later events in a
self-correcting process model. This property is usually used in preventive management. While
reinforced poisson processes were used to explain the phenomenon that the rich will become
richer.
In conclusion, based on the previous research, we can employ the temporal point processes
with different intensity functions for various kinds of problems. In the study of terror events, a
self exciting process is the most reasonable selection. Levis et al. [6], Khraibani [7] and Clark
et al. [18] all applied models based on the Hawkes process for analyzing terror attack data.
2.1.1 Previous terror data analyses
Researches towards terror attacks follows two main approaches. One is to analyze the
terror data from macro perspective which aims to find the whole trend of the number of terror
events throughout the world as well as additionally useful information. The other one is to
focus on a country or an area, where one of the main aspects of the research is the spatial and
temporal distributions of terror events.
For the former approach, Ritchie et al. [8] found several significant properties of terror
events based on the GTD data. Firstly, terrorism tends to be geographically-focused. For
example, in 2017, 95% of the deaths due to terror attacks were happened in the Middle East,
Africa and South Asia. Secondly, in most country, terrorism accounts for less than 0.01% of
the deaths per year, while in some countries, the percentage rises to several percent. Lastly,
they found in many countries there exist high percents of the citizen concern about terrorism.
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For instance, a half of Americans are worried about terrorism based on their survey results.
Besides, Midlarsky el al. [19] worked on the contagion of terrorism throughout the world.
They found the phenomenon that the terror attacks tent to be contagious not only in the
same terrorist groups but also in other groups, and even influence other countries. Moreover,
to uncover the relationship among terror events, Chenoweth and Lowham [20] focused on
exploring proper cluster methods for classification of terror events. Based on different clusters
of events, scholars can identify patterns in terms of terrorist group behaviours.
In the later approach, scholars built models for some specific countries to fit terror data
and to analyze the spatial and temporal distributions of terror events in their target countries.
The diffusion in the spatio-temporal data is often modelled by a latent process. In criminology
or terrorism, the self-exciting point processes is a general choice. For example, after studying
the insurgent activities in Iraq, Townsley et al. [21] found that the terror events were clustered
in space and time even they were not related , which gives the basis for applying self-exciting
point process on the terror data in Iraq for later research. Lewis et al. [6] proposed a self-
exciting model with the smooth background intensity for fitting the terror data of Iraq because
the number of terror events changes with time significantly. Similarly, Khraibani [7] applied
the same kind of model for terrorism and further explained the model in a simulation study.
Mohler et al. [22] also found that a self-exciting process can be successfully applied in both
the Chicago violent crime data and the Northern Ireland terrorist attack data. They further
proposed a model along with an efficient inference methodology to compare the levels of
contagion and history independent correlation in the data, which gives the strong evidence to
determine whether the self-exciting process is suitable for the data or not.
The previous researches mainly focus on summarizing the patterns and trends of past data
or building models to fit the data. Although there are papers which proposed some simulation
algorithms and gave predictive sequences to compare with real data [7, 23], they did not carry
out further applications for predicting the future trend. In this thesis, we consider several
temporal point process models that have self-excitation property. Then, we propose some
14
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prediction methods based on the self-exciting models, which aim to provide the policy maker
a more instructive picture of the trend of terror attacks and predict the possible number of
terror events in the incoming year.
15
Chapter 3
Methodology
3.1 Self-exciting process
A Self-exciting process is a counting process. We introduce some of the basic definitions
of temporal point processes and counting processes.
3.1.1 Background Knowledge
Definition 3.1.1 Counting process (one dimensional)
A one dimensional counting process is a stochastic process (N(t) : t ≥ 0) satisfying with the
three properties.
• N(0) = 0
• N(t) is a non-negative integer for any time t.
• N(t) is right continuous and non-decreasing.
Here N(t) represents the number of events occurring during the time interval (0, t).
Definition 3.1.2 A temporal point process
A temporal point process T = (t1, t2, · · · tn) is defined as a random process which is associated
with occurrence time of random events. It satisfies P(t1 ≤ t2 · · · ≤ tn) = 1.
16
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A typical process combining both counting process and temporal point process is known as
one-dimensional Poisson process.
Definition 3.1.3 Poisson process
A counting process N(t), t ≥ 0 is a poisson process if it satisfies
• N(0) = 0.
• N(t) has stationary and independent increments, i.e. P(N(t + s) − N(s) = k) =
P(N(t) = k).
• P(N(t+ h)−N(t) = k|N(t)) =

λ(t)h, k = 1
o(h), k > 1
1− λ(t)h+ o(h), k = 0
where λ(t) represents an intensity function of t. If λ(t) is a constant, N(t) is called a
homogeneous poisson process, otherwise , it is an inhomogeneous or heterogeneous process.
Intuitively, the intensity function λ(t) is an indicator of the probability that an event is
expected to occur at a certain time point t.
Figure 3.1: An example of homogeneous poisson point process {t1, t2, · · · , t5} and the
corresponding counting process N(t).
Figure 3.1 shows an example of Poisson process which consists of temporal point process
{t1, t2, · · · , t5} and corresponding counting process N(t). It also illustrates the properties
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mentioned in definition 3.1.1. For instance, N(0) = 0 and N(t) is always a non-negative
integer because it stands for the counts of the arrivals. N(t1) = 1 illustrates the right-
continuous property, i.e., limt→c+N(t) = N(c) for any c > 0.
3.1.2 Hawkes process
Definition 3.1.4 Hawkes Process
The Hawkes Process is a variation of inhomogeneous Poisson Process for which the intensity
is conditional on the history of the process. LetH(t) denote as the history of the process until
time t. Then a Hawkes process satisfies
P(N(t+ h)−N(t) = k|H(t)) =

λ(t|H(t))h, k = 1
o(h), k > 1
1− λ(t|H(t))h+ o(h), k = 0
where λ(t|H(t)) can also be written as λ(t|N(s), s ≤ t) and is called the CONDITIONAL
INTENSITY FUNCTION.
In majority cases, (conditional) intensity functions determine temporal point process
models. An intensity function of Hawkes Process consists of two parts. One is an exogenous
intensity that describes the background factors and the other one is an endogenous intensity
which represents the triggering effects of previous events [24].
Definition 3.1.5 The conditional intensity function of Hawkes Process
The basic form of the conditional intensity function of a one-dimensional Hawkes process is
λ(t|H(t)) = λ0(t) +
∑
ti<t
Y (t− ti). (3.1)
Here λ0(t) is a deterministic background intensity, the second term +
∑
ti<t
Y (t− ti) is the
excitation function where ti stands for the time of the ith event. The value of the conditional
intensity function is always non-negative.
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Because we will be focusing an Hawkes Process, we write from now on λ(t|H(t)) as λ(t)
instead for convenience. It can be seen from Equation (3.1), each event causes a jump in λ(t),
which leads to events clustering in time. Hawkes Process is a kind of self-exciting process.
Although in Chapter 4 several types of conditional intensity functions will be discussed, in the
explanations of the properties of Hawkes Process and some methodologies in Chapter 3 we
consider a simple intensity function with the exponential kernel as an example.
λ(t) = µ+
∑
ti<t
αe−β(t−ti), (3.2)
where λ0(t) = µ is a constant, α is the arrival jump of the intensity and the β is the decay
rate. Both α and β should be positive.The exponential term e−β(t−ti) is non-negative and
will converge to 0 when (t− ti) is large enough, which ensures that each event can lead to a
self-exciting effect and the effect will fade with time.
The branching structure of the Hawkes process
An alternative view of the Hawkes process is provided by Hawkes and Oakes, who referred
it to a Poisson cluster process representation [25]. Intuitively, a self-exciting process can
be regarded as a combination of two stochastic processes. One is a Poisson process with
the background intensity λ0(t), the other is a feedback mechanism for all generated events.
Similarly, the generated events of the Hawkes process can be separated into two categories:
• Immigrants: The events arrive independently in a system.
• Offsprings: The events are triggered by previous existing events.
Thus, immigrants generate independent clusters. The offspring are structured into those
clusters, where the center of each cluster is an immigrant event. This is called the branching
structure.
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Figure 3.2: The branching structure of the Hawkes Process [1]
Figure 3.2 shows an example of the branch structure of a Hawkes process with three
clusters, where each circle represents one event. Here, the Z ′ijs (j < i, j ≥ 0) are random
variables, where i represents the order of an event and hence it is a positive integer. For any
event i, one of the related Z ′ijs is equal to 1 and all the others are equal to 0. If Zi0 = 1, the
event i is an immigrant, and if Zij = 1 for any j 6= 0 the event i is an offspring of the event j.
Geni stands for the generation of the event, with i = 0 for immigrants and i > 0 for offspring.
In a Hawkes Process, the expected number of offspring generated by each single event
is an important parameter, which is called “branching ratio” and is denoted as η. If η < 1,
the process is sub-critical and the total number of event in each cluster is finite, while when
η > 1, the process is super-critical with the unbound number of events in each cluster [1]. The
branching ration is computed by integrating Y (t), the excitation term of the intensity as in
Equation (3.1).
η =
∫ ∞
0
Y (t)dt. (3.3)
For the example in (3.2) with exponential kernels, Y (t) is equal to αe−βt, and thus the
branching ratio is
η =
∫ ∞
0
αe−βtdt =
α
β
. (3.4)
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3.2 Simulation Methods
For a model-based study, simulation is the process of creating an abstract model to represent
or predict important aspects of the real world. It is also significant in model evaluations. To
simulate a self-exciting process, two methods will be considered in this thesis. One was
proposed by Zhao and Dassios in 2013 [26] and called the exact simulation of the Hawkes
process. This method is based on the inversion of the cumulative density function. The
other one is called Ogata’s modified thinning method and based on the acceptance-rejection
algorithm [27].
3.2.1 The Exact simulation of the Hawkes process
Zhao and Dassios [26] introduced the algorithm of the exact simulation method in 2013. In
this section, we introduce this algorithm in more detail.
To simulate a point process, we would like to simulate the inter-arrival time. Generally, it
is difficult to directly simulate the conditional arrival distribution f(t), so we begin with the
conditional intensity function. Based on hazard function
h(t) =
f(t)
S(t)
, (3.5)
where f(t) stands for the probability density function of survival time and S(t) represents the
probability of surviving beyond the time point t, we can get
λ(t) =
f(t)
1− F (t)
, (3.6)
where F (t) stands for the corresponding cumulative density distribution (CDF) of f(t) [28];
λ(t) is the conditional intensity function.
From Equation (3.6), the expression of f(t) can be derived in Equation (3.7).
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λ(t) =
f(t)
1− F (t)
= − d
dt
log(1− F (t)) (3.7)
If there exist k events in the history, and tk is the event time of the kth event. We can integrate
both sides over the interval (tk, t):
−
∫ t
tk
λ(u)du = log(1− F (t))− log(1− F (tk)) = log(1− F (t)). (3.8)
The reason is the CDF F (t) is also conditional on the history and here we consider a simple
point process, there are not multiple events happening at the same time. If there is an event
happened at tk, it is impossible for the next event also happen at the exact same time, which
means F (tk) = 0.
Further rearranging Equation (3.8) taking exponential function on both sides gives Equation
(3.9) and then differentiating Equation (3.9), we can get Equation (3.10).
F (t) = 1− exp(−
∫ t
tk
λ(u)du) (3.9)
f(t) = λ(t) exp(−
∫ t
tk
λ(u)du). (3.10)
Based on Equation (3.9), we can define an inter-arrival time Sk+1 = tk+1 − tk, where
k = 0, 1 · · · , n − 1 and n indexes simulated events. The CDF of Sk+1 can be defined as
Equation (3.11)
FSk+1(s) = P(Sk+1 < s) = 1− exp(−
∫ tk+s
tk
λ(t)dt). (3.11)
In order to derive the exact expression of FSk+1(s), it is necessary to find the the rule of the
trend of λ(t). To begin with, let us consider the example model (3.2). If an event happens at
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time tk+1, there is a jump of the intensity, i.e.,
λt+k+1
= λt−k+1
+ α, (3.12)
where λt+k+1 and λt−k+1 represent the right and the left limit of the conditional intensity at the
jump time tk+1. Next, we would like to find the relationship between λt−k+1 and λt+k , so that we
can update λ(t) at each event time. By comparing the full expressions of λt−k+1 and λt+k :
λt−k+1
= µ+
Nk∑
i:ti<tk+1
αe−β(tk+1−ti), k = 0, 1, · · · , n (3.13)
λt+k
= µ+
Nk∑
i:ti<tk+1
αe−β(tk−ti), (3.14)
we get
(λt+k
− µ)e−β(tk+1−tk) =
Nk∑
i:ti<tk+1
αe−β(tk−ti)e−β(tk+1−tk) =
Nk∑
i:ti<tk+1
αe−β(tk+1−ti) (3.15)
where Nk represents the number of events until time tk (include the event happened at time
tk). Hence,
λt−k+1
=
(
λt+k
− µ
)
e−β(tk+1−tk) + µ (3.16)
Similarly, Equation (3.17) can be derived from Equations.
λt+k+1
=
(
λt+k
− µ
)
e−β(tk+1−tk) + µ+ α (3.17)
From Equation (3.16), it is easy to realize that the conditional intensity function λ(t) satisfies
the same rule during the period between tk and tk+1. Thereby, we get Equation (3.18).
λ(t) =
(
λt+k
− µ
)
e−β(t−tk) + µ, tk ≤ t < tk + Sk+1. (3.18)
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Then we can rewrite (3.9) as (3.19) based on (3.18).
FSk+1(s) = 1− exp(
∫ tk+s
tk
−λ(t)dt) = 1− exp
(
−
(
λt+k
− µ
) 1− e−βs
β
− µs
)
. (3.19)
Although, we get the exact expression of FSk+1(s), it is still difficult to calculate the inverse
CDF directly.
The further idea is generated from the property of the Poisson cluster process which is
referred in Section 3.1.2. We could decompose Sk+1 into two parts, S
(0)
k+1 and S
(1)
k+1, where
S
(0)
k+1 and S
(1)
k+1 stand for the inter-arrival times of immigrants and offspring, respectively.
FSk+1(s) = 1− P(Sk+1 > s) = 1− exp
(
−
(
λt+k
− µ
) 1− e−βs
β
− µs
)
, (3.20)
P(Sk+1 > s) = exp
(
−
(
λt+k
− µ
) 1− e−βs
β
− µs
)
= exp
(
−
(
λt+k
− µ
) 1− e−βs
β
)
e−µs
= P(S(1)k+1 > s) · P(S
(0)
k+1 > s)
= P
(
min(S
(0)
k+1, S
(1)
k+1) > s
)
, (3.21)
where we define
F
S
(0)
k+1
(s) = P(S(0)k+1 ≤ s) = 1− exp(−µs), (3.22)
F
S
(1)
k+1
(s) = P(S(1)k+1 ≤ s) = 1− exp
(
−
(
λt+k
− µ
) 1− e−βs
β
)
, (3.23)
for 0 < s <∞.
The inverse CDF of Equations (3.22) and (3.23) represent the inter-arrival times for
immigrants and offspring respectively, which are in Equations (3.24) and (3.25).
S
(0)
k+1 = −
1
µ
log(u), u ∼ unif[0, 1]; (3.24)
S
(1)
k+1 = −
1
β
log
(
1 +
β log(v)
λt+k
− µ
)
if 1 +
β log(v)
λt+k
− µ
> 0, (3.25)
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in which S(1)k+1 may be undefined. In that case, we discard S
(1)
k+1.
To explain the meaning of above mathematical equations, please notice that an event
is either triggered by the background intensity or the excitation term. The excitation term
depends on the history of previous events, where the history is treated as known information in
the simulation. The values of the background intensity and the excitation term are independent
in the time interval between two events in condition to the known history. It is easy to see from
the original intensity Equation (3.2), where ti is known, so the excitation term only depends
on time t and the background intensity is a constant. The intensity function is obtained by
combining the background intensity and the excitation term. Hence, the simulation can be
done by independently simulating two parts of the intensity function and then choosing the
minimum inter-arrival time of them and discarding another one. Next, the algorithm updates
the known data (History).
In summary, the algorithm of the exact simulation of the Hawkes process based on the
Equations (3.24), (3.25) and (3.17) is given as follows:
Algorithm 1: Algorithm: The exact Simulation of the Hawkes Process
Input parameters (constant): µ, α, β and the number of events n, where µ > 0, α > 0
and β > 0;
Initialization: Set T0 = 0, λ0 = µ;
for i from 1 to n do
Generate u1 ∼ Unif(0, 1) and set S(0)i = −1µ log(u1);
Generate u2 ∼ Unif(0, 1) and set S(1)i = −1β log(
1+(β log(u2))
λi−µ ). If S
(1)
i is undefined,
we set it as∞;
Ti+1 = Ti + min(S
(0)
i , S
(1)
i );
Update λ as λi+1 = (λi − µ) exp(−β(Ti+1 − Ti)) + α + µ;
end
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Figure 3.3: Stairstep Graph of an example Hawkes proces with µ = 0.1, α = 0.2 and β = 0.4
3.2.2 Ogata’s modified thinning method
A thinning procedure allows the simulation of a point process which has the bounded value
of the intensity during the simulation period. The basic procedure of a thinning method is
similar with the Acceptance/Rejection Method in Monte-Carlo simulation.
Definition 3.2.1 Acceptance/Rejection Method
Suppose we want to sample from a target distribution f(x), which is difficult or impossible to
generate directly. Then we consider a proposal distribution g(x) which we have a comparatively
simple method to sample. If there exists a constant c which satisfies cg(x) ≥ f(x), we can
simulate f(x) as follows:
step 1 Simulate Y from density g(x).
step 2 Independently simulate u ∼ unif(0, 1).
step 3 If u ≤ f(Y )
cg(Y )
, set X=Y and stop, otherwise, go back to step 1.
Based on the same idea, Lewis and Shedler introduced the thinning method to simulate a
non-homogeneous Poisson process with the intensity function λ(t) [29]. The thinning method
is to simulate a homogeneous Poisson process that has the intensity λ which satisfies λ ≥ λ(t),
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and then reject excess points stochastically. For the Hawkes process, Ogata proposed a modi-
fied version of the thinning method that only requires the local boundaries of the conditional
intensity function[27]. The algorithm is given as follows:
Algorithm 2: Algorithm: Ogata’s modified thinning method of the Hawkes Process
Input parameters (constant): µ, α, β and the simulation period T , where µ > 0, α > 0
and β > 0;
Initialization: t = 0, n = 0 and the accept set Acceptt = ∅; while t < T do
Set the up bound λ as λ = λ(t+) = µ+
∑
ti∈Acceptt
αe−β(t−ti);
Generate u ∼ Unif(0, 1) and set t = t− log(u)/λ;
Generate D ∼ Unif(0, 1);
if D ≤ λ(t)/λ then
Set n = n+ 1, tn = t and Acceptt = Acceptt ∪ [tn].
else
Reject the proposed arrival time t;
end
end
Figure 3.4: A toy example of a simulated Hawkes process with intensity λ(t) = 0.1 +∑
ti<t
0.2e−0.4(t−ti) using Ogata’s modified thinning method.
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Figure 3.4 illustrates a toy example of a simulated Hawkess process with Ogata’s modified
thinning method. The red line specifies the local boundaries of conditional intensity function
λ(t), which updates at each proposed time point. Additionally, those circles and “x” symbols
represent the accepted simulated points and the rejected simulated points respectively.
3.3 Parameter Estimation
When building models for real data, the parameter estimation is of great importance. Two
general methods are introduced in this section.
3.3.1 Likelihood function derivation
Based on Equation (3.10), the following results are given by Daley and Vere-Jones [5].
Definition 3.3.1 Hawkes process likelihood
N(t) is a regular point process on (0,T] with realizations t1, t2, · · · , tk. Then the likelihood
function of N(t) is written as in Equation (3.26).
L(~θ) = f(t1, t2, · · · , tk) =
k∏
i=1
f(ti) =
k∏
i=1
λ(ti) exp(−
∫ T
0
λ(t)dt). (3.26)
where ~θ represents the vector of parameters.
Then the log-likelihood function on [0, tk] is
L(θ) =
k∑
i=1
log(λ(ti))−
∫ tk
0
λ(u)du. (3.27)
The second term
∫ tk
0
λ(u)du is defined as the compensator Λ(tk). Please notice that we can
split the integral [0, tk] into the segments [0, t1], [t1, t2],· · · ,[tk−1, tk]. Hence,
Λ(tk) =
∫ tk
0
λ(u)du =
∫ t1
o
λ(u)du+
k−1∑
i=1
∫ ti+1
ti
λ(u)du (3.28)
28
SIYI WANG CHAPTER 3. METHODOLOGY
After plugging Equation (3.2) into Equation (3.28), it can be simplified as
Λ(tk) =
∫ t1
0
µdu+
k−1∑
i=1
∫ ti+1
ti
(µ+
∑
tj<u
αe−β(u−tj))du

= µtk −
α
β
k−1∑
i=1
i∑
j=1
[
e−β(ti+1−tj) − e−β(ti−tj)
]
. (3.29)
Because many terms in the double summation of Equation (3.29) cancel out, Equation (3.29)
becomes
Λ(tk) = µtk −
α
β
[
k∑
i=1
[e−β(tk−ti) − 1]
]
. (3.30)
Please note the upper bound k − 1 becomes k on the summation symbol because when i = k,
e−β(tk−ti) − 1 = 0. It does not affect the result.
Now, substituting Equations (3.30) and (3.2) into Equation (3.27) gives
L(θ) =
k∑
i=1
log
[
µ+ α
i−1∑
j=1
e−β(ti−tj)
]
− µtk +
α
β
[
k∑
i=1
[e−β(tk−ti) − 1]
]
. (3.31)
Similarly, when the process is observed over [0, T ], where tk ≤ T , the log-likelihood
function of the Hawkes process is
L(θ) =
k∑
i=1
log
[
µ+ α
i−1∑
j=1
e−β(ti−tj)
]
− µT + α
β
[
k∑
i=1
[e−β(T−ti) − 1]
]
. (3.32)
To find the maximum value of the log-likelihood function, the general method is to compute
the first partial derivative by each parameter and to set the derivatives as 0; However, in many
cases, it is difficult to compute the maximum log-likelihood estimates directly. Therefore, one
optimization algorithm called “L-BFGS” which is referred in Section 3.4 is applied.
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3.3.2 Expectation and Maximization Algorithm
If observations can be viewed as the data that are incomplete, the Expectation and Maxi-
mization (EM) Algorithm can be applied [30] for parameter estimation. EM is an iterative
method as parameters are updated at each iteration until the algorithm is converged. In each
iteration, there exist two steps: expectation and maximization. The expectation step is to
calculate the conditional expectation of the log likelihood function Q with respect to the
history of the processH(t) and the current estimates of parameters. The aim of maximization
step is to maximize Q to obtain the updated parameter estimation. When the value of Q
converges, the EM algorithm results in the optimal parameter estimates.
In terms of the Hawkes Process, the unobservable branching structure under the cluster
representation can be regarded as the latent variable which is missing information. Veen and
Schoenberg proposed a modified version of the EM algorithm for estimating parameters for a
self-exciting process [31].
Now, we consider the general intensity function of the Hawkes process in Equation (3.1),
which is λ(t) = µ+
∑
ti<t
Y (t− ti). Besides, a variable ui which indicates whether an event
is an immigrant or an offspring satisfies:
• ui = i when the event i is an immigrant.
• ui = j when the event i is an offspring of the event j.
Thereby, the Hawkes process can be regarded as a marked Hawkes process with the complete
form of observations, (t1, u1), (t2, u2), · · · , (tk, uk).
In the context of the branching structure, the log-likelihood function of the complete data
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can be written as in Equation (3.33).
L(λ0, Y ) =
[
k∑
i=1
Iui=i log (λ0 (ti))
]
−
∫ T
0
λ0(t)dt︸ ︷︷ ︸
Lλ0
+
k∑
i=1
[
i−1∑
j=1
[Iui=j log (Y (ti − tui))]−
∫ T
ti
Y (t− ti) dt
]
︸ ︷︷ ︸
LY
(3.33)
where Iui=i and Iui=j are two dummy variables which satisfy
Iui=i =
 1 if event i is an immigrant,0 otherwise ;
and
Iui=j =
 1 if event i is the offspring of event j,0 otherwise .
Expectation Step
The Expectation step (E-step) is to compute the conditional expectation of the log-likelihood.
The conditional expectation of Equation (3.33) with respect toH(t) and the parameters in the
nth iteration is
Q
(
θ|θ(n)
)
=E
[
L(θ)|HT , θ(n)
]
=E
[
log (µ)
k∑
i=1
I{ui=i} − µT −
k∑
i=1
∫ T
ti
Y (s− ti) ds
+
k∑
i=1
i−1∑
j=1
I{ui=j} log Y (ti − tj) |HT , θ(n)
]
.
(3.34)
In order to derive the specific expression of Q, the expectations of I{ui=i} and I{ui=j} are
necessary. we can define E
[
I{ui=i}
]
= pii and E
[
I{ui=j}
]
= pij , where pii and pij stand
for the probability for which an event is an immigrant or an event is triggered by event j
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respectively. Moreover, a matrix form can be considered as in Equation (3.35).

p11
p12 p22
...
... . . .
p1k p2k . . . pkk

(3.35)
where the sum of each row is equal to 1, because an event is either an immigrant or an offspring
of the previous events. In the nth iteration, the triggering weight and background weight are
estimated as in Equations (3.36) and (3.37) respectively.
p
(n)
ij =
Y (n)(ti − tj)
µ(n) +
∑i−1
s=1 Y
(n)(ti − ts)
, (3.36)
p
(n)
ii =
µ(n)
µ(n) +
∑i−1
s=1 Y
(n)(ti − ts)
, (3.37)
where tj < ti. So that the conditional expectation of the log-likelihood, Q can be written as in
Equation (3.38).
Q
(
θ|θ(n)
)
=
[
log (µ)
∑k
i=1 pii − µT −
∑k
i=1
∫ T
ti
Y (s− ti) ds
+
∑k
i=1
∑i−1
j=1 pij log Y (ti − tj)
]
. (3.38)
Maximization Step
To compute the maximum value of Q, we set the partial derivatives of Q with respect to
each parameter as 0. Again, we take Equation (3.2) as an example. The maximum step can be
32
SIYI WANG CHAPTER 3. METHODOLOGY
displayed in Equations (3.39), (3.40), (3.41) and (3.42).
Q
(
θ|θ(n)
)
= log (µ)
k∑
i=1
pii − µT
+
α
β
k∑
i=1
(e−β(T−ti) − 1) +
k∑
i=1
i−1∑
j=1
pij(logα− β(ti − tj)) (3.39)
∂Q
∂µ
=
∑k
i=1 pii
µ
− T = 0 (3.40)
∂Q
∂α
=
1
β
k∑
i=1
(e−β(T−ti) − 1) + 1
α
k∑
i=1
i−1∑
j=1
pij = 0 (3.41)
∂Q
∂β
=
α
β2
[
k∑
i=1
(1− e−β(T−ti))− β
k∑
i=1
(T − ti)e−β(T−ti)
]
−
k∑
i=1
i−1∑
j=1
(ti − tj)pij = 0 (3.42)
However, The analytic solutions cannot be derived for all three parameters from Equations
(3.40), (3.41) and (3.42). Further it requires intensive computation when we use a computer
software to update the parameters. Thereby, an approximate EM is introduced.
Approximate Expectation Maximization Algorithm
An approximate EM algorithm for the Hawkes process with exponential kernel was
introduced by Lewis and Mohler in 2011 [32]. Consider the term
k∑
i=1
(1− e−β(T−ti))
in Equation (3.39), when β−1  T , e−β(T−ti) can be approximated as 0, so that
k∑
i=1
(1− e−β(T−ti)) ≈ k. (3.43)
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Based on the approximation (3.43), the conditional expected log-likelihood (3.39) can be
rewritten as Equation (3.44).
Q
(
θ|θ(n)
)
= log (µ)
k∑
i=1
pii − µT −
α
β
k +
k∑
i=1
i−1∑
j=1
pij(logα− β(ti − tj)). (3.44)
Then the same procedures can be used to calculate the first derivatives with respect to each
parameter. The updated relationships of parameters during the iterations can be easily formed
as Equations (3.45), (3.46) and (3.47).
µ(n+1) =
∑k
i=1 pii
T
(3.45)
α(n+1) =
β(k+1)
∑k
i=2
∑i−1
i=1 pij
k
(3.46)
β(n+1) =
∑k
i=2
∑i−1
i=1 pij∑k
i=2
∑i−1
j=1 (ti − tj) pij
(3.47)
Therefore, it is efficient of using the approximate EM algorithm to update the parameters.
In conclusion, the EM algorithm could be summarized as follows:
Step 1 Set n = 0 and set the value of ε which aims to determine the stopping time.
Step 2 Give the initial values of parameters.
Step 3 Expectation Step: Estimate the triggering and background probability matrix based
on the history,H(t) and the current parameters, θ(n).
Step 4 Maximization Step: Find the updated values of parameters (θ(n+1)) in order to maxi-
mize the expected value of the log-likelihood, Q.
Step 5 If |Q(θ|θ(n+1))−Q(θ|θ(n))| < ε, stop the algorithm and output the parameters, other-
wise, return to Step 3.
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3.4 Optimization Methods
For non-linear optimization problems, the most convenient method is to find the value of
the parameter that can ensure the first derivative of the original function is equal to 0; However,
in many cases, it is impossible to find the optimal values by calculating the first derivative
because of the complex form of the function or multi variables. Owing to that, some algorithms
were proposed to solve the non-linear optimization problems. Among them, Quasi-Newton
method is one of the most efficient algorithm. In this section, the traditional Newton method
is introduced at first in order to explain a Quasi-Newton method called BFGS algorithm,
which was proposed by Broyden, Fletcher, Goldfarb and Shanno. Then, one improved BFGS
algorithm called Limited-memory BFGS (L-BFGS) algorithm is explained.
3.4.1 Traditional Newton Method
Mathematically, the traditional Newton method is based on Taylor Expansion.
Definition 3.4.1 For a function f(x), if it has derivatives of all orders on a closed interval
[a, b] which contains a point x0, then for a point x on the closed interval,
f(x) = f(x0) +
f ′(x0)
1!
(x− x0) +
f ′′(x0)
2!
(x− x0)2 + · · ·+
f (n)(x0)
n!
(x− x0)n +O(xn).(3.48)
The expansion of f(x) is called Taylor Expansion.
If we consider f ′(x) instead of f(x) in Equation (3.48), and set it as 0, Taylor Expansion gives
f ′(x0) + f
′′(x0)(x− x0) = 0, (3.49)
x = x0 −
f ′(x0)
f ′′(x0)
, (3.50)
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where we ignore high-order terms. Hence, for any given initial point x0, the iteration relation-
ship can be established.
xk+1 = xk −
f ′(xk)
f ′′(xk)
, (3.51)
where the sequence {x0, x1. . . . . .} eventually converges to the optimal point.
Similarly, in the high dimensional case (W variables), the Taylor Expansion can be written
as
f(x) = f(x0) +∇f(x0)(x− x0) +
1
2
(x− x0)T∇2f(x0)(x− x0) · · · , (3.52)
where
∇f =

∂f
∂x1
∂f
∂x2
...
∂f
∂xW

, ∇2f =

∂2f
∂x21
∂2f
∂x1∂x2
· · · ∂2f
∂x1∂xW
∂2f
∂x2∂x1
∂2f
∂x22
· · · ∂2f
∂x2∂xW
...
... . . .
∂2f
∂xW ∂x1
∂2f
∂xW ∂x2
· · · ∂2f
∂x2W

W×W
. (3.53)
For simplicity, later ∇f and ∇2f are represented as g and H , respectively, where g stands
for the gradient and H stands for Hessian matrix. If Hessian matrix H is non-singular, the
iteration relationship is
xk+1 = xk −H−1k · gk. (3.54)
Although the traditional Newton method can work in the majority cases of functions that have
the first and second partial derivatives, the calculation is very complex and during iterations, the
Hessian matrix, H maybe not always positive-definite. In order to solve those two problems, a
Quasi-Newton Method called BFGS algorithm has been proposed [33, 34, 35, 36].
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3.4.2 BFGS Algorithm
BFGS algorithm is one of the most effective Quasi-Newton methods. The main idea of
BFGS algorithm is to use iterations to approximate the inverse Hessian matrix, H−1, which
can avoid calculating the second derivative. If Dk is denoted as the approximation of the
inverse of Hessian matrix, the updating formula of BFGS algorithm is
Dk+1 =
(
I − sky
T
k
yTk sk
)
Dk
(
I − yks
T
k
yTk sk
)
+
sks
T
k
yTk sk
(3.55)
where sk = xk+1 − xk and yk = gk+1 − gk [37]. Generally, the initial value D0 is defined
as an identical matrix, I . Nevertheless, there still exists an disadvantage of BFGS algorithm,
i.e. it needs to store matrix D in each iteration. When the number of variables is large, it will
bring the memory problem. Hence, a limited-memory BFGS algorithm should be introduced.
L-BFGS algorithm
From Equation (3.55), it is easy to see that Dk+1 can be only represented by the sequence
{si}ki=0, {yi}ki=0 and the initial matrix I . Owing to that, we can only store the two sequences
of s′is and y
′
is. In the case that the number of the iterations is very large that the computer still
does not have enough memory to store the sequences of si and yi, we set a limited length m
for the two sequences. If the number of iterations exceeds m, then L-BFGS algorithm will
discard the vectors from s0 and y0, and do approximate calculations.
As for the model of Hawkes process, there are not numerous parameters so that both
BFGS and L-BFGS algorithms can be applied. In this thesis, we employ L-BFGS algorithm
in finding the optimal values of parameters in parameter estimation.
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3.5 Machine Learning Algorithms
This section explains the K-means Cluster Analysis and K-nearest neighbours (KNN) at
the beginning, where K-means Cluster is applied in Section 1.2.2 to divide countries into 10
groups and KNN is applied in Section 4.1 to determine the value of bandwidth. After that,
two machine learning algorithms are introduced, which are Support Vector Machine (SVM)
and Random Forest (RF). The aim of using them is to predict the number of events. Generally,
the models built by the two algorithms are trained by the known data of response variable
and predictors, and then use the known values of predictors to predict the unknown response
variable.
3.5.1 K-means Cluster Analysis
The algorithm of the K-means Cluster Analysis is
• Randomly select k sample points as the center of each cluster {µ1, µ2, · · · , µk}.
• Calculate the distances between all sample points and k centres, and then set the sample
points belong to the cluster that has the nearest centre, i.e. xi ∈ Cµnearest , where xi
represents any sample point and C represents a cluster.
• Recalculate cluster centres according to the existing sample points in each cluster.
µi =
1
|Ci|
∑
xj∈Ci
xj.
• Repeat from the second step until the centres do not change.
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3.5.2 K nearest neighbours in variable kernel density estimation
For any target point x in a q dimensional space Rq, the Euclidean distance between an
observation Xi and x can be written as Equation (3.56).
Di =
[
(Xi − x)T (Xi − x)
]1/2
. (3.56)
Then the order of the distances between the target point x and observations can be expressed
as 0 ≤ D1 ≤ D2, · · · , Di ≤ Di+1 · · · , where Di stands for the distance between the target
point and the ith closest observation. Hence, the ith closest observation is called ith nearest
neighbour of the target point.
In a variable kernel density estimation, the kernel estimate at a target point x is defined as
Equation (3.57).
f̂(x) =
1
n
n∑
i=1
1
hi
K(
x−Xi
hi
), (3.57)
where hi is the bandwidth, n is the total number of observations K(∗) is the Kernel function
[38]. In this thesis, hi is defined as the Dk, i.e., the distance between the target point x and the
kth nearest neighbour, where k is a constant.
3.5.3 Support Vector Machine
In real life, classification problems exist in many fields. A line can separate a two-
dimensional plane into two parts. Similarly, a two dimensional-surface can separate a three-
dimensional space. Based on the same idea, a n-dimensional surface can be split by a
hyperplane with n−1 dimensions. The mathematical definition of a hyperplane can be written
as an Equation (3.58).
W TX + b = 0, (3.58)
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where W is a vector of coefficients, b is a constant and if it is a p-dimensional hyperplane,
X = (X1, X2, · · · , Xp). For any known data set X, it can be substituted into Equation (3.58)
and be classified by the sign of the results.
If the data can be perfectly separated by a hyperplane, then there are an infinite number
of separating hyperplanes. A natural choice is to find the hyperplane which has the maximal
margin. The margin means the smallest perpendicular distance from training observations
to the separating hyperplane [2]. Furthermore, in the case that the data cannot be perfectly
separated by a hyperplane, we should consider a classifier that can tolerate some miss-
classifications, which is called Support Vector Classifier (SVC). SVC allows not only some
observations on the wrong margin side, but also allows some of them on incorrect side of
hyperplane [2]. The support vector indicates those observations which lie directly on the
margin line.
Figure 3.5: Two classes of observations (blue points and purple points) are classified by the
maximal margin hyperplane (black and solid line). The distance from either dashed lines to
the solid line is the margin and the observations lie on the dashed lines are support vectors [2].
On the other hand, there also exist cases that the observations are not linearly separable.
In that case, we need to map the observations in a higher dimension in order to make the
data become linearly separable, in which a concept called kernel functions is taken into
consideration. Support Vector Machine (SVM) is just an extension of SVC by using kernel
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function, so that it can be used in more situations.
In the context of SVM for regression, it is similar with SVM for classification. The
function of fitting regression line can be written as
f(X) = W TX + b, (3.59)
or the form with kernel function K,
f(X) = W TK(X) + b. (3.60)
For regression problems, loss function is a function to measure the difference between the
predicted results and the real observations. The special point for SVM is that it can ignore the
error if the points are located on its margin, i.e.
Lε =
 0 if |y − f(x)| ≤ ε,|y − f(x)| − ε otherwise ; (3.61)
where Lε represents the loss function of SVM for regression, y represents the real values, ε is
the tolerance, and f(x) is the prediction.
3.5.4 Trees model
Before introducing Random Forests, the definition of decision trees is necessary. Tree-
based model can be applied on both regression and classification. Overall, for building a
regression tree, there exist two main steps. The first step is to divide the predictor spaces into
v distinct and non-overlapping regions. The second step is to give the same prediction for the
observations on the same region, where the prediction value is generally defined as the mean
of the values of response variables in that region of the training set [2].
In terms of dividing the predictor space, a general approach is to find the regionsR1, R2, · · · , Rv
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that can minimize the residual sum of squares (RSS), which is given by
RSS =
v∑
j=1
∑
i∈Rj
(
yi − ŷRj
)2
, (3.62)
where yi is the real response value for each observation in the regionRj and ŷRj is the predicted
result, i.e. the mean of the response values [2]. Thus, each split of a regression tree is to find
the split point that achieves a minimum RSS.
With the basic knowledge of decision trees, bagging can be understandable. For trees
model, bagging is based on numerous decision trees. Obviously, each tree is built by different
data set, otherwise, all the trees will give the same result. Hence, each tree is built by a
subset of the whole training set. For bagging method, it takes repeated samples from the
whole training data set, i.e., sample without replacements. Generally, each bagged tree uses 2
3
observations, and the remain part of training set is used to fit a given bagged tree, and provides
the out of bag error (OOB).
As for RF, it is a bagging technique. The improvement of it is to further reduce the variance
on the basis of bagging. If there exists a strong variable that influences results, all the trees
will use the strong variable in the top split, which leads to the quite similar results [2]. To
solve the problem, RF forces each split to consider a subset of predictors only, so that other
predictors may have more chances to perform. In this thesis, we set the number of predictors
in each split as m = p
3
for regression problem as default in R, where p stands for the total
number of predictors.
For regression, the final predicted result is given by the average value of all bagged trees,
while in the case of classification, the result is given by votes of trees.
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Model Building and data fitting
The traditional point process models are built on human prior knowledges. The model
interpretability is important in model building and data learning. Fitting data based on
mathematical models can help us to find the best parameters of the model and determine
whether the model is suitable for data or not. Furthermore, the parameters and the model
style may illustrate the pattern of events’ occurrence, and can help people understand some
properties of events.
In this Chapter, we apply some self-exciting models in the data introduced in Section 1.2.
However, a problem rises immediately because our data resolution is about month. We cannot
figure out the exact arrival time of each event. Thereby, the arrival time of each event is an
integer, and we called this arrival time as the “rough arrival time”. The self-exciting model
based on “rough arrival times” is defined as an “estimated self-exciting model” in our thesis.
Furthermore, we consider fitting data in three different views to find more information
about the data patterns of different countries and the limitations of the model. The three views
are listed as follows:
• Regard each terror attack in a country as an event, and use MLE to estimate parameters.
• Regard the month with terror attacks as an event, and use MLE to estimate parameters.
• Regard each terror attack in a country as an event, and use minimum RMSE to estimate
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parameters.
4.1 The Self-exciting model with smooth background inten-
sity
Although the background intensity of events in the Hawkes process in many applications is
assumed to be a constant, a constant background rate is not suitable for terror attack data. The
reason is shown in Figure 4.1. It can be seen the number of terror events changes dramatically
by time. Nevertheless, it is also difficult to generate a function of the background intensity
because of lacking the information about what kind of variables influence the background rate.
Thereby, a non-parametric estimation method of the background rate is considered.
Figure 4.1: The number of terror events throughout the world from 1970 to 2018
A variable bandwidth kernel method introduced by Silverman can construct a smooth line
of the background rate [38]. Here, we define the smooth background rate as µsm with the
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normal kernel:
µsm(t) =
1
n
n∑
i=1
1√
2πh2i
e−(t−ti)
2/(2h2i ), (4.1)
where n is the total number of events, ti is the event time of the ith event and hi is the
bandwidth for the ith event. The method is to sum n normal distributions for each data point
and then to take the average value of the sum as the kernel density estimate at each point. For
each normal distribution, the mean is the recorded time of the event and the standard deviation
is related to the value of bandwidth. As for determining the value of bandwidth, the k-nearest
neighbour method is an intuitive choice and hi stands for the maximum distance between the
ith event and the kth nearest neighbour. Hence, if the region has fewer events, the standard
deviation of the data in that region will be larger.
In terms of choosing the value of k, Proposition 3.4.1 of Applied non-parameter estimation
written by Hardle says that the trade-off between bias and variance is achieved by setting k as
a value that is proportional to n4/5 [39]. The value of k should not be larger than the sample
size. Besides, large or small values of k bring too smooth or flexible lines of kernel density
estimation. Hence, in our case, the value of k is defined as the integer part of 1
2
n4/5. The
variable bandwidth kernel method can make the background rate fit the data; However, if the
background intensity fits the data too well, it is likely to conceal the self excitation. Therefore,
the minimum value of the bandwidth, bmin should be set. Based on empirical trials for our
data, if the event number of a country is below 500, bmin = 20; If the event number is between
500 and 5000, bmin = 50; If the event number is in the range of (5000,15000], bmin = 100;
Else, bmin is defined as 150.
After introducing the smooth background rate, we can apply the model which is proposed
by Lewis et al. to check if it can apply on the global terror data [6]. The intensity function is
in Equation (4.2).
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λ(t) = pnµsm(t) + (1− p)k0
∑
ti<t
ωe−ω(t−ti). (4.2)
This model regards the proportion p of the process attributed to the background intensity as
a parameter. k0 and ω are two other parameters, and they play the similar roles as α and β
in Equation (3.2) to determine the self-exciting effects. Because µsm(t) represents the kernel
density of the background intensity, we need to multiply n in the first term. The excitation term
with the exponential decay is a standard form of the Hawkes process except the proportion
(1− p). In summary, there are three parameters in Equation (4.2), p, k0 and ω.
For the smooth background intensity, though kernel density estimation (KDE) is an intuitive
method, it has two disadvantages. One is about the calculation burden. In each iteration of
KDE, it needs to compute n possible density functions of normal distributions. The other
drawback is that KDE only focuses on fitting data, but lacks the prediction ability. Thereby,
we propose an alternative method in the rest of the section.
In the data, the number of terror events occurred is recorded every month. This inspires us
to use the idea of regression analysis. For example, polynomial regression can fit the trend
of the number of events by time. Equation (4.3) is a general form of polynomial regression
function, where β0, · · · , βd are coefficients ,Y is the response variable, t stands for predictors
and d stands for the degree of the polynomial regression function.
Y = β0 + β1t + · · ·+ βdtd + ε. (4.3)
The degree for each country is determined empirically. Steps of determining the degree are
shown as follows:
• Try 5 different degrees of polynomial regression, such as from 2 to 6.
• Plot the regression lines and the real events in the same graph to empirically check
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whether the polynomial regression lines follow the general trend events.
• Choose the degree with which the regression line best fits the trend.
Additionally, please notice that for a polynomial function (4.3), the value of Y is not
necessary to be positive, which means we need to set a lower bound. In our case, if the
value is not positive, we define it as 0.00001. The reason that we determine the degree of
polynomial function empirically instead of the numerical metrics such as adjusted R square is
that the best regression line based on numerical metrics may not fit the whole trend of data
well enough. Capturing the overall trend of data, i.e., increasing or decreasing, is the target of
the polynomial regression line, but not fitting each observation well. For example, the red line
in Figure 4.2 has a higher adjusted R square compared with the blue line, while it does not fit
the trend of events in the first 10 months and fluctuates after the 410th month even if there is
no event during this period. Hence, we prefer the blue line, i.e., the polynomial regression line
with degree 4.
Figure 4.2: The number of terror events in El Salvador from 1970 to 2018. The blue line and
red line are the polynomial regression lines with degree 4 and 6 respectively.
The intensity function of the model with the smooth background intensity based on
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polynomial functions can be written in Equation (4.4).
λ(t) = pµpr(t) + k0
∑
ti<t
ωe−ω(t−ti), (4.4)
where µpr(t) here represents a polynomial function and p is a scaling coefficient. The poly-
nomial function itself cannot be regarded as a background intensity function because the
immigrants are only a part of observations. We need the parameter p to find the best balance
of fitting data between the background intensity and the excitation term. Dissimilar with
Equation (4.2), the integral of µsm is not equal to the number of real events. Hence, p cannot
represent the exact proportion of immigrants. Besides, please note that the lower-bound of
µpr(t) is defined as 0.00001.
4.1.1 Parameter Estimation
The maximum likelihood estimation (MLE) can be directly applied to Model (4.2) and
Model (4.4) for parameter estimation. Due to the similarity of two models, only the procedure
of MLE for Model (4.2) is listed in detail in the following paragraphs, and the log-likelihood
function of Model (4.4) is given directly. Similar with Section 3.3.1, the log likelihood function
for N(t) on (0, T ] can be written as
L(θ) =
n∑
i=1
log(λ(ti))− Λ(T ), (4.5)
where
Λ(T ) = pn
∫ T
0
µsmdu− (1− p)k0
n∑
i=1
[
e−ω(T−ti) − 1
]
≈ pn− (1− p)k0
n∑
i=1
[
e−ω(T−ti) − 1
]
, (4.6)
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as µsm(t) is a kernel density function. Thereby, the expression of the whole log-likelihood
function is shown in Equation (4.7).
L(θ) =
n∑
i=1
log
[
pnµsm(ti) + (1− p)k0
i−1∑
j=1
ωe−ω(ti−tj)
]
− pn+ (1− p)k0
n∑
i=1
[
e−ω(T−ti) − 1
]
.(4.7)
In terms of Model (4.4), the log-likelihood function is shown in Equation (4.8).
L(θ) =
n∑
i=1
log
[
pµpr(ti) + k0
i−1∑
j=1
ωe−ω(ti−tj)
]
− p
∫ T
0
µpr(u)du+ k0
n∑
i=1
[
e−ω(T−ti) − 1
]
. (4.8)
Because there is a lower bound for the polynomial function, µpr, the integral term p
∫ T
0
µpr(u)du
is directly calculated by the R software.
Although events in a temporal point process should be not coincident, the real world data
often have problem about data resolution. For example, two terror events happened at the
same day but different hours, while the database only records the date of events. In Lewis
et al.’s research towards insurgencies of Iraq, they treated the events happened in the same
day as statistically independent [6]. Even in the research of Xu et al. [40], who also analyzed
the terror attack data by month with a self-exciting process, did not consider the self-exciting
effects among events within the same month; However, this assumption is unrealistic in our
research. If such a treatment is applied, the majority of self-exciting effects could be ignored,
i.e., the value of the term
∑n
i=1
∑i−1
j=1 ωe
−ω(ti−tj) is smaller and hence results in a larger value
of p. In order to avoid MLE gives p = 1 for many countries, we assume events happened in
the same month also have the order of arrival times in log-likelihood calculations.
Let us consider a toy example. There are 50 terror events in Month m with the assumption
that all events follow a chronological order, so that each event in the same month has a unique
order mark, i.e., the 50 events can be represented as the sequence {m, i}i=1,2,··· ,50. In a more
general situation, if the total number of events is n, the likelihood function is written as
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f(t1, t2, · · · , tn) in which we assume the first event in Month m happened at tk. Based on our
assumption, f(tk) 6= f(tk+1), · · · , 6= f(tk+49).
f(tk) = λ(tk) exp(−
∫ tk
tk−1
λ(t)dt). (4.9)
f(tk+1) = λ(tk+1) exp(−
∫ tk+1
tk
λ(t)dt), · · · (4.10)
f(tk+49) = λ(tk+49) exp(−
∫ tk+49
tk+48
λ(t)dt), (4.11)
where tk+x can be regarded as tk + x∆t, ∆t→ 0. To estimate the self-exciting effects among
events in the same month, we need to consider the term λ(t). In order to reflect the incentive
effect of events in the same month, we add an award term for the order mark in λ(t). Here, we
consider Model (4.2) as an example.
λ(tk) = pnµsm(t) + (1− p)k0
∑
ti<tk
ωe−ω(tk−ti), (4.12)
λ(tk+x) = pnµsm(t) + (1− p)k0
[∑
ti<tk
ωe−ω(tk+x−ti) + xωe−0.5ω
]
, (4.13)
where 1 ≤ x ≤ 49. Compared with Equation (4.13), the term xωe−0.5ω is the award term.
In this method, the value of the likelihood function is influenced by the order marks of the
events, such that the self-exciting effects among events in the same month are estimated and
the parameters become more interpretable. However, during estimation of the conditional
intensity, it is impossible that there are multiple values at one time point.
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(a) The example conditional intensity of natural ar-
rival times
(b) The example condition intensity of rough arrival
times
Figure 4.3: A toy example of the comparison of two conditional intensity graphs.
Figure 4.3 shows a toy example of the comparison of the conditional intensities between
the rough arrival times and the natural arrival times. It can be seen that the integral value of the
conditional intensity based on the rough arrival times in the events happened month is totally
different with that based on the natural arrival times, but the integral value of the conditional
intensity based on the rough arrival times throughout a year is nearly the same as the case of
the natural arrival times. In terms of calculating the best values of the parameters in Equation
(4.7), it is difficult to calculate them by solving the first derivative system of equations directly.
Hence, we choose the L-BFGS algorithm which is introduced in Section 3.4.2.
4.1.2 Results
The temporal patterns of ten representative countries (US, Iraq, India, Pakistan, Afghanistan,
Colombia, Turkey, El Salvador, Philippines and Canada) are examined in this section. Further,
the comparison between two models with smooth background intensity (Model (4.2) and
Model (4.4)) is also displayed. The following results of 10 example countries are presented
by the severity level of terror attacks (From high level to low level), i.e. the total number of
terror attacks from 1970 to 2018 in each country. Please note that the scale of y-axis for the
following figures of fitting results for different countries is not fixed.
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Iraq
(a) Fitting result of Model (4.2) (b) Fitting result of Model (4.4)
Figure 4.4: The number of terror events of Iraq from 1970 to 2018. The histograms with 49
bins represent the number of events and the blue lines stand for the estimated intensity.
Method p̂ k̂0 ω̂ L
∫ T
0
λ̂(t)dt
KDE 0.00122577 1.01848631 0.23903719 106538.53493 26078.52
PF(5) 0.01318021 1.00323374 0.23921101 106527.08 26060.04
Table 4.1: The comparison of parameter estimates, the log-likelihood values and the integral
of the intensity function for country Iraq between Model (4.2) with KDE and Model (4.4)
with PF, respectively. The number in brackets after method PF represents the degree of the
polynomial function in Model (4.4).
The first country is the Iraq. Spanning 588 months, 26060 terror attacks have happened in Iraq.
The histogram in Figure 4.4 has 49 bins showing all terror events in US. Each bin stands for
the number of terror attacks in a year. The estimated intensity function is plotted as the blue
line in the same scale of histogram for reference, i.e. λ(t) · 12. The left sub-figure is the fitting
result for Model (4.2) and the right sub-figure for Model (4.4).
The estimated parameters listed in Table 4.1 uncover several properties of the fitted models.
For Model (4.2), p̂ is the estimated proportion of background events which means there are
p̂ · 26060 ≈ 32 background events. Conversely, about 26028 events are triggered events. The
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integral of the excitation term is−(1−p)k0
∑n
i=1
[
e−ω(T−ti) − 1
]
, and this term approximates
to n(1 − p)k0 when T is much larger than the arrival times of events. The term n(1 − p)k0
is exactly same as the branching ratio if the process is regarded as a Poisson cluster process.
Thus, (1− p̂)k̂0 ≈ 1 illustrates that each event produces an offspring on average. The value
of the exponential term decays with the time and ω̂ is the decay rate. The exponential term
of Model (4.2) decays from e0. For any non-negative integer d, if td is the time taken for the
exponential term to decay from e−d to e−(d−1), then td is defined as a decay period. ω̂−1 ≈ 4.18
months represents the decay period of Iraq. It can be concluded as the excitation effect of each
event lasts longer with smaller ω. At last,
∫ T
0
λ̂(t)dt is interpreted as the expected number of
events among T months. Hence, the expected number of terror attacks given by the estimated
conditional intensity function is 26078.52, which is slightly larger than the real value, 26060.
For Model (4.4), p̂ can be interpreted as the proportion of the data that are explained by
the polynomial function. k̂0 in this model represents the average number of offsprings that
each event triggers directly. ω̂ has the same explanation as in Model 4.2. Besides, in Model
(4.4), the expected number of events is closer to the real value.
Among 588 months, 296 months do not record any terror events, and leads to a low p̂ value.
On the other hand, the number of terror events has increased dramatically from about 2003,
the year of Iraq war.
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Pakistan
(a) Fitting result of Model (4.2) (b) Fitting result of Model (4.4)
Figure 4.5: The number of terror events of Pakistan from 1970 to 2018. The histograms with
49 bins represent the number of events and the blue lines stand for the estimated intensity.
Method p̂ k̂0 ω̂ L
∫ T
0
λ̂(t)dt
KDE 0.02347474 1.01001021 0.28423282 49077.0807 14855.02
PF(6) 0.04772686 0.95930496 0.28107701 49057.28 14854.59
Table 4.2: The comparison of parameter estimates, the log-likelihood values and the integral
of the intensity function for country Pakistan between Model (4.2) with KDE and Model (4.4)
with PF, respectively. The number in brackets after method PF represents the degree of the
polynomial function in Model (4.4).
The total 14855 terror events in Pakistan show an obvious cluster distribution. For Model
(4.2), about 349 events are estimated as background events in Pakistan. Each event triggers
around 0.99 event. Besides, the decay period is estimated as 1/ω̂ ≈ 3.5 months. The expected
number of events in Pakistan during the period from 1970 to 2018 is 14855.02, which only has
0.2 bias compared with the real value, 14855. In the case of Model (4.4), the average number
of offsprings for each event is around 0.96, which is slightly less than the 0.99 of Model (4.2).
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Afghanistan
(a) Fitting result of Model (4.2) (b) Fitting result of Model (4.4)
Figure 4.6: The number of terror events of Afghanistan from 1970 to 2018. The histograms
with 49 bins represent the number of events and the blue lines stand for the estimated intensity.
Method p̂ k̂0 ω̂ L
∫ T
0
λ̂(t)dt
KDE 0.003681012 1.060101830 0.207357873 51643.89936 14512.156
PF(4) 0.04458876 1.01071549 0.20904068 51639.45 14511.99
Table 4.3: The comparison of parameter estimates, the log-likelihood and the integral of the
intensity function for country Afghanistan between Model (4.2) with KDE and Model (4.4)
with PF, respectively. The number in brackets after method PF represents the degree of the
polynomial function in Model (4.4).
The temporal distribution of the terror events in Afghanistan is similar to the distribution in
Iraq. Over 588 months, there are 14512 terror events, and the majority of them are clustered in
the recent decades. Moreover, more than 99% of the terror events result from self-excitation
in the Model (4.2). Comparatively, in Model (4.4), the expected number of offsprings for
each event is greater than 1, which means the number of terror events does not converge in
each cluster. The decay periods of two models are all about 4.8 months. The integrals of two
conditional intensity functions provide the estimated expected number of events, which are
14512.156 and 14511.99, respectively.
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India
(a) Fitting result of Model (4.2) (b) Fitting result of Model (4.4)
Figure 4.7: The number of terror events of India from 1970 to 2018. The histograms with 49
bins represent the number of events and the blue lines stand for the estimated intensity.
Method p̂ k̂0 ω̂ L
∫ T
0
λ̂(t)dt
KDE 0.06005943 1.02711870 0.24153303 34642.2492 12895.12
PF(3) 0.0506815 0.9745406 0.2404200 34612.49 12894.98
Table 4.4: The comparison of parameter estimates, the log-likelihood values and the integral
of the intensity functions for country India between Model (4.2) with KDE and Model (4.4)
with PF, respectively. The number in brackets after method PF represents the degree of the
polynomial function in Model (4.4).
In the case of India, among 588 months there are 455 months having terror events. In the 39th
year, an obvious jump of the number of terror events occurred. For Model (4.2), the estimated
number of background events is about 774. Similar with previous examples, (1 − p̂)k̂0 is
approximately equal to 0.96, i.e. each event can trigger 0.96 event on average. Besides, the
decay period given by ω̂ is similar with the decay period of Iraq, which is about 4.1 months.
The expected number of terror events during 49 years in two models are very close to the real
value 12895.
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Colombia
(a) Fitting result of Model (4.2) (b) Fitting result of Model (4.4)
Figure 4.8: The number of terror events of Colombia from 1970 to 2018. The histograms with
49 bins represent the number of events and the blue lines stand for the estimated intensity.
Method p̂ k̂0 ω̂ L
∫ T
0
λ̂(t)dt
KDE 0.4523528 1.0040455 0.4859044 17432.604 8536.038
PF(3) 0.1074640 0.8934985 0.3973432 17081.358 8535.962
Table 4.5: The comparison of parameter estimates, the log-likelihood values and the integral
of the intensity function for country Colombia between Model (4.2) with KDE and Model
(4.4) with PF, respectively. The number in brackets after method PF represents the degree of
the polynomial function in Model (4.4).
Over 588 months, there are 8536 terror events in Colombia. Among them, 3861 events are
estimated as background events in Model (4.2). From Figure 4.8, though the intensity does not
fit the months with few events well because of the comparatively large p̂ in Model (4.2), it still
fits the overall trend suitably and gives the expected number of events (8536.038) with high
accuracy. Comparatively, the intensity of Model (4.4) fits the months that have few events
well. The expected number of offsprings for each event is about 0.55 in Model (4.2), while in
Model (4.4), it is 0.89. Also, the decay periods of two models are quite different. For Model
(4.2), it is around 2.06 months and for Model (4.4), it is about 2.51 months.
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Philippines
(a) Fitting result of Model (4.2) (b) Fitting result of Model (4.4)
Figure 4.9: The number of terror events of Philippines from 1970 to 2018. The histograms
with 49 bins represent the number of events and the blue lines stand for the estimated intensity.
Method p̂ k̂0 ω̂ L
∫ T
0
λ̂(t)dt
KDE 0.04962962 1.02440753 0.31040809 16631.6586 7517.004
PF(6) 0.1480276 0.8722355 0.3270310 16624.696 7517.167
Table 4.6: The comparison of parameter estimates, the log-likelihood values and the integral
of the intensity function for country Philippines between Model (4.2) with KDE and Model
(4.4) with PF, respectively. The number in brackets after method PF represents the degree of
the polynomial function in Model (4.4).
The total number of terror events in Philippines is 7517. In Model (4.2), the error of the
integral of the intensity function is only 0.004 compared with the real value. Among 7517
terror attacks, 373 of them are treated as background events. Accordingly, 7144 of them are
attributable to self-exciting effects. Each event has 0.97 offspring on average, and the decay
period of the self-excitation term is about 3.22 months. In Model (4.4) case, the average
number of offsprings for each event is about 0.87, which is 0.1 less than the KDE model. For
the decay period, it is also little less than the case of KDE model, which is about 3.06 months.
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El Salvador
(a) Fitting result of Model (4.2) (b) Fitting result of Model (4.4)
Figure 4.10: The number of terror events of El Salvador from 1970 to 2018. The histograms
with 49 bins represent the number of events and the blue lines stand for the estimated intensity.
Method p̂ k̂0 ω̂ L
∫ T
0
λ̂(t)dt
KDE 0.01114058 1.00000643 0.37988600 13099.58018 5321.034
PF(4) 0.01557265 0.98271376 0.38056667 13099.569 5321.068
Table 4.7: The comparison of parameter estimates, the log-likelihood values and the integral
of the intensity function for country El Salvador between Model (4.2) with KDE and Model
(4.4) with PF, respectively. The number in brackets after method PF represents the degree of
the polynomial function in Model (4.4).
El Salvador shows a special temporal distribution of terror events. The majority of all 5321
events were happened in the time period from the 100th month to the 300th month. No terror
attacks have been counted in El Salvador since the 21st century. In Model (4.2), about 59
events in El Salvador are treated as background events, and on average, each event triggers
about 0.99 event. Comparatively, in Model (4.4) the number of immigrants is about 83 and
the estimated number of offsprings for each event is about 0.98. The value of the decay period
in El Salvador is about 2.63 months in both models.
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Turkey
(a) Fitting result of Model (4.2) (b) Fitting result of Model (4.4)
Figure 4.11: The number of terror events of Turkey from 1970 to 2018. The histograms with
49 bins represent the number of events and the blue lines stand for the estimated intensity.
Method p̂ k̂0 ω̂ L
∫ T
0
λ̂(t)dt
KDE 0.1771181 1.0014043 0.5805178 7658.305 4420.015
PF(6) 0.05971937 0.94037347 0.53623170 7540.202 4419.975
Table 4.8: The comparison of parameter estimates, the log-likelihood values and the integral
of the intensity function for country Turkey between Model (4.2) with KDE and Model (4.4)
with PF, respectively. The number in brackets after method PF represents the degree of the
polynomial function in Model (4.4).
From 1970 to 2018, 4420 terror attacks hit Turkey. The estimate for the number of immigrants
is nearly 783 in Model (4.2). In the Turkey, each event produce about 0.82 event in Model
(4.2) and 0.94 event in Model (4.4). The decay periods of Model (4.2) and Model (4.4) are
around 1.72 months and 1.86 months respectively. Besides, the gap between the expected
number of events based on the estimated intensity function and the real quantity of events is
about 0.015 and 0.025 for Model (4.2) and Model (4.4) respectively.
US
During the 588 months, there are totally 2963 terror events in US.
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(a) Fitting result of Model (4.2) (b) Fitting result of Model (4.4)
Figure 4.12: The number of terror events of US from 1970 to 2018. The histograms with 49
bins represent the number of events and the blue lines stand for the estimated intensity.
Method p̂ k̂0 ω̂ L
∫ T
0
λ̂(t)dt
KDE 0.4621974 1.0060272 0.4821887 3032.680 2963.002
PF(3) 0.1986029 0.8067572 0.3810193 2908.643 2963.024
Table 4.9: The comparison of parameter estimates, the log-likelihood values and the integral
of the intensity function for country US, between Model (4.2) with KDE and Model (4.4)
with PF, respectively. The number in brackets after method PF represents the degree of the
polynomial function in Model (4.4).
For Model (4.2), there are p̂ · 2963 ≈ 1369 background events in US. Conversely, about
1594 events are triggered events. Similar with previous examples, (1 − p̂)k̂0 = 0.541044
describes that each event is expected to produce about 0.54 event. It can be seen the expected
number given by the estimated intensity function is very close to the true value, 2963.
For Model (4.4), the number of background events is about 588.5 and the average number
of offsprings for each event is about 0.81. Compared with Model (4.2), Model (4.4) considers
more events as triggered events.
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Canada
(a) Fitting result of Model (4.2) (b) Fitting result of Model (4.4)
Figure 4.13: The number of terror events of Canada from 1970 to 2018. The histograms with
49 bins represent the number of events and the blue lines stand for the estimated intensity.
Method p̂ k̂0 ω̂ L
∫ T
0
λ̂(t)dt
KDE 1 NA NA −241.4036 102
PF(3) 0.6520214 0.3552366 0.3354072 −256.75775 102
Table 4.10: The comparison of parameter estimates, the log-likelihood values and the integral
of the intensity function for country Canada, between Model (4.2) with KDE and Model (4.4)
with PF, respectively. The number in brackets after method PF represents the degree of the
polynomial function in Model (4.4).
Owing to the limited number of events, the smooth background intensity that is estimated
by the kernel density estimation over-fits the data, which results in p̂ = 1 in Model (4.2).
Hence, the parameters k̂0 and ω̂ in Model (4.2) are meaningless and the model does not show
self-exciting influence.
The right sub-graph in Figure 4.13 shows the PF model fits the general trend of the data
successfully. The expected number of offsprings for each event is about 0.36 and the decay
period is about 2.98 months.
Brief Discussion
From these 10 examples, with the time-scale set as month, the proposed self-exciting
models with two different smooth background intensity functions fit the data well, except
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Canada. Furthermore, all estimated intensity functions provide the expected number of events
during 49 years with high accuracy. In terms of the parameter estimation, in Model (4.2), it is
found if the number of total events in a country is large, and the number of months without
events is also large, then the value of p̂ is small. Additionally, the smaller ω̂ is, more exciting
effect is observed on the following events. At last, we notice that the values of k̂0 are all
around 1 in Model (4.2). Mathematically, this result is intuitive because (1− p)n stands for
the total number of offsprings, and (1− p)k0 stands for the expected number of offsprings for
each event. Thus,
(1− p)n
n
≈ (1− p)k0,
k ≈ 1.
It is not exactly equal to one because the time gap between the last time T and some events’
time is not large enough. Therefore, the (1− p)k0 term in Model (4.2) can be simplified as
1− p or k0. If (1− p)k0 is simplified as 1− p, though the parameter k0 is removed, it ignores
the fact that the recent events near the last time T may not have enough time to produce
offspring events. If (1− p)k0 is simplified as k0, the value of k0 is always close to (1− p) and
plays the same role as (1− p)k0 in Equation (4.2).
As for Model (4.4), it fits all 10 countries successfully. Furthermore, the PF model is much
efficient than the KDE model in terms of parameter estimation. For example, the elapsed time
of calculating the background intensity from the first to the 588th month in Iraq is nearly 0
second in Model (4.4) based on the system time function in R. The corresponding elapsed
time of Model (4.2) is about 2.97 seconds. Further, by the parallel package in R, we find that
even if the parallel computing is applied, it just reduces the elapsed time into 1.19 seconds.
The gap between running time is obvious when applying the L-BFGS algorithm to find MLE.
For instance, the running time of the L-BFGS algorithm in US data takes about 42 seconds for
the KDE model, while for PF model, it takes about 22 seconds.
In conclusion, there is no obvious difference between the performance of estimated
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intensities in two models, although the log-likelihood values for Model (4.4) of ten countries
are slightly less than those of Model (4.2). The elapsed time of the PF model is much shorter
than that of the KDE model.
4.2 Modelling the number of months with terror events
In terms of the countries like Canada, which have fewer terror events, people may be more
interested in the number of months having terror events in a year. Thereby, a self-exciting
model about the number of months which record terror events can be considered. For example,
among 588 months, there are 511 months without any terror events in Canada. Figure 4.14
shows that even in those months which have terror events, there are no obvious fluctuations
in terms of the number of terror events. Hence, a model that has a capability to fit the event
occurred months and to forecast how many months will have terror events in next year is
meaningful.
Figure 4.14: The number of terror events in Canada from 1970 to 2018
In that case, the arrival times of events are in the same form of the history vector ~H
introduced in Section 1.2.2. Thus the intensity function is defined as
λ(t) = µ(t) + k0
∑
ti<t
ωeω(t−ti)
√
ni, (4.14)
where µ(t) is the background intensity function, ti here represents the month which has
events and ni represents the number of events in the ith month, which plays a role of mark,
like the magnitude of earthquake. Hence, the vector of ni is a number vector, which is also
introduced in Section 1.2.2. Intuitively, the month has more terror events should have stronger
64
SIYI WANG CHAPTER 4. MODEL BUILDING AND DATA FITTING
self-exciting effects. The reason of taking the positive square root of ni is to control the
influence of events’ number on the conditional intensity function.
Due to the high flexibility of the smooth background intensity and the limited number
of event months, the smooth background intensity function can be superseded by the step
function which is inspired by the research of Lewis et al. [6] written in (4.15).
µ(t) =

µ1 0 6 t < t1;
µ2 t1 6 t < t2;
· · ·
µl tl−1 6 t < T
(4.15)
where l−1 represents the number of jump points. Compared with smooth background intensity
function, the step function is less flexible but simpler. It splits the timeline into l parts, and the
background intensity in each part is a constant.
Figure 4.15: The number of months with terror events in Canada from 1970 to 2018. Each
blue bin in the histogram stands for the number of months with terror events in a year.
Please notice that Figure 4.15 is different from Figure 4.13. Each bin in Figure 4.15
represents the number of months with terror events in a year, while in the case of Figure 4.13,
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each bin stands for the number of terror events in a year. Although we can determine the jump
times via some other algorithms, like using KDE to fit the data and choosing some inflection
points of the smooth curve given by KDE as the jump times, our target is to use a simple
model to fit the data of countries with few terror events and to check if this method can work
or not. Hence, for simplicity, in the case of Canada, we set l and jump times by intuitive visual
information of Figure 4.15, where l = 3 and t1 is defined as the 100th month and t2 is defined
as the 500th month.
4.2.1 Parameter Estimation
For this model, we use the approximate EM algorithm referred in Section 3.3.2 to estimate
parameters, and then compare them with the results of MLE given by the L-BFGS method.
The log likelihood function of Equation (4.14) is written as
L(θ) =
n∑
i=1
log
[
µ(ti) + k0
i−1∑
j=1
ωe−ω(ti−tj)
√
nj
]
− [µ1t1 + µ2(t2 − t1) + µ3(T − t2)] + k0
n∑
i=1
[
e−ω(T−ti) − 1
]√
ni. (4.16)
The corresponding expectation of the log-likelihood function is
Q
(
θ|θ(n)
)
=
∑n
i=1 [log(µ(ti))pii]− [µ1t1 + µ2(t2 − t1) + µ3(T − t2)]−
∑n
i=1 k0
√
ni
+
∑k
i=1
∑i−1
j=1 pij
[
log(k0ω)− ω(ti − tj) + log
√
nj
]
. (4.17)
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Based on Equation (4.17), the estimate of five parameters can be derived as in Equations (4.18)
to (4.22).
µ
(n+1)
1 =
∑
ti<t1
pii
t1
, (4.18)
µ
(n+1)
2 =
∑
t1<ti<t2
pii
t2 − t1
, (4.19)
µ
(n+1)
3 =
∑
t2<ti<T
pii
T − t2
, (4.20)
k
(n+1)
0 =
∑n
i=2
∑i−1
j=1 pij∑n
i=1
√
ni
, (4.21)
ω(n+1) =
∑n
i=2
∑i−1
j=1 pij∑n
i=2
∑i−1
j=1 (ti − tj) pij
. (4.22)
Table 4.11 presents the estimated parameters for Canada. The values of µ̂1, µ̂2, µ̂3 and
the log-likelihood function are in closed forms for two different methods, while the values of
k̂0 and ω̂ are quite different. Both the larger value of k̂0 and the smaller value of ω̂ illustrate
that the parameters given by L-BFGS show stronger self-exciting effects; However, due to
the small values of k̂0 in both methods, the difference of excitation term does not influence
the intensity value significantly. Therefore, the performance of two groups of parameters are
similar, and the one with shorter time of computation is preferred.
Method µ̂1 µ̂2 µ̂3 k̂0 ω̂ L Time consumption
L-BFGS 0.03968 0.10695 0.32284 0.07181 0.00206 −219.1694 0.36s
EM 0.03944 0.10806 0.32435 0.01481 0.14002 −219.1311 0.20s
Table 4.11: Estimated parameters by L-BFGS and EM.
Overall, the parameter estimates show that the background intensities of events in Canada
are dissimilar in different time periods, but the terror events do not present a remarkable effects
of self-excitation. Based on the parameter estimates from the two methods, the expected
number of month with terror events triggered by other months is quite small and can be
negligible. Hence, the fitting results of Model (4.14) show that the data of Canada more likely
follow a non-homogeneous Poisson process whose intensity function is a step function, but
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not a self-exciting point process.
4.3 Model fitting of minimizing RMSE
The above mentioned model fitting methods and parameter estimations are the traditional
ways for a point process. In this section, we would like to introduce model fitting from a
different view. Due to the time-scale we defined for events, the event times in our model can
be regarded as rough arrival times because all arrival times are integers (the events happened
months). Hence, the self-exciting effects among events in the same month can only appear
after that month in our model, and we define the delayed change of the value of the conditional
intensity function as “time-delayed property”. Although, the parameter estimates in Section
4.1.2 provide highly accurate estimates of the total number of events from 1970 to 2018 in the
example countries, the time-delayed property makes the expected number of events given by
integral of the conditional intensity function in a time-window (a month) not be close to the
real number of events in that month.
The meaning of an arrival time ti in our data is that the event occurs at a time between
ti − 1 and ti. Therefore, we calculate the integral of the conditional intensity function in each
time interval from (1, 2] to (T −1, T ], where T stands for the last time in our data. Then, those
integral values will be compared with the number of events occurred from the second month,
and the root mean squared error (RMSE) can be calculated as an indicator of goodness of fit.
RMSE =
√√√√ 1
n
n∑
i=1
(x̂i − xi)2, (4.23)
in which x̂i and xi stand for the predicted value and true value, respectively.
Now, we take US as an example and apply the simplified version of the intensity function
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(4.2), which is
λ(t) = pnµsm(t) + k0
∑
ti<t
ωe−ω(t−ti). (4.24)
The integral of Equation (4.24) can be written as
∫ T
0
λ(s)dt =
p
2
T∑
i=1
n∑
j=1
[
erf(
i− tj√
2hi
)− erf(i− 1− tj√
2hi
)
]
−
k0
n−1∑
i=1
i∑
j=1
[
e−ω(ti+1−tj) − e−ω(ti−tj)
]
, (4.25)
where erf is called the Gauss error function, and defined as
erf(z) =
2√
π
∫ z
0
exp(−t2)dt. (4.26)
Hence, the integral of the intensity function (4.24) in each time interval can be easily calculated.
Then we split the data of US into the training set and test set as described in Section 1.2.2.
Parameter Estimates method p̂ k̂0 ω̂ RMSE (training) RMSE (test)
MLE 0.4482148 0.5538513 0.4746463 4.937416 6.537212
Minimum RMSE 0.2553135 0.7841116 1.1821405 4.441201 6.921689
Table 4.12: The comparison of parameters estimated by MLE and Minimum RMSE.
Based on the parameters given by MLE, the RMSE of Model (4.24) in US is about 4.94
in training set and 6.54 in test set. As for parameters estimated by the minimum RMSE, the
RMSE value in training set only reduces to 4.44 and in test set it performs worse with RMSE
value 6.92. Although the range of the number of events in a month in US is [0, 69], in the
majority of the months, the number of terror events is below 10. Hence, the RMSE value
over 4 is large and matches our previous guess. Even in the training set, the minimum RMSE
method cannot give a good enough value of RMSE, and this indicates that it is difficult for a
self-exciting model to fit the number of events by month only based on the data of previous
69
SIYI WANG CHAPTER 4. MODEL BUILDING AND DATA FITTING
months in our data resolution.
If we want to improve RMSE of the event number by month, the intuitive way is to
analyze the data by day and the other method is to consider the parameter that determines
the self-exciting effects of the model will change with time. Owing to avoiding intensive
calculations, analyzing data by day is suitable for a short-time period fitting, but not for a long
period. A changeable parameter method assumes the expected number of offsprings for each
event is different in different month, and therefore increases the flexibility of the model. One
possible conditional intensity function is shown in Equation (4.27) .
λ(t) = pnµsm(t) + k0
∑
ti<t
ωgie
−ω(t−ti), (4.27)
where gi is responsible for controlling the value of the expected offsprings in different month.
For simplicity, in this section it is determined as the scaling value of the gap of the event
number between two sequential months, and the events happened in the same month have
same gi. In the case that the number of events in the ith month is not equal to 0, gi is defined
as Equation (4.28).
gapi = ni+1 − ni, ni 6= 0
gi =
gapi −min(gap)
max(gap)−min(gap)
, (4.28)
in which gi has a value between 0 and 1. It can be seen in Figure 4.16, the values of gi are
mainly around 0.5 with fluctuations.
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Figure 4.16: The distribution of gi values
In this method, RMSE value reduces to 3.29 in training set and 5.71 in test set based
on parameters estimated by minimizing RMSE. Although the method cannot be applied
in prediction, it shows that events happened in different time periods may have variable
self-exciting effects.
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Chapter 5
Simulation and Prediction
In this Chapter, we begin to discuss the topic about simulation and prediction of our models.
Yang and Sung mentioned two general prediction methods for point processes [41]. One is
just simply summing the conditional intensities in a target forecast time-interval and the other
is simulating the inter-arrival times of events of a point process in that period. The target of
this Chapter is proposing some methods for predicting the number of terror events based on
the simulation of the self-point processes and the insights provided by Chapter 4.
As for the simulation of models with the smooth background intensity, we only consider
US, Turkey and Philippines for references. Also, due to the similarities between Model
(4.2) and Model (4.4), we only focus on Model (4.2). In the context of evaluating prediction
performance, we split the data into training and test sets. The training set is from the first
month to the 576th month and the test set is the data of 2018.
To ensure the following explanations are not confused, we provide Table 5.1 in advance.
Table 5.1 lists the brief summaries of simulations introduced in this Chapter.
Model Simulation Method Period Section Target
Model (4.2) Thinning method 2018 Section 5.1.1 Terror events
Model (4.2) Thinning method 1970− 2018 Section 5.1.2 Terror events
Model (3.2) The exact simulation method 2018 Section 5.1.3 Months
Table 5.1: The summary of simulations in Chapter 5.
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5.1 Simulation methods for prediction
For the models with the smooth background intensity, which are referred in Section 4.1,
we apply the thinning method for simulation. Section 3.2.2 introduces the algorithm of the
Ogata’s modified thinning method for a basic Hawkes process. As for the thinning method, a
upper bound of the conditional intensity function during the simulation period is necessary.
For simulating a self-exciting point process with the conditional intensity function λ(t) by
the thinning method, the comparatively simple conditional intensity function, λ∗(t), which
satisfies λ∗(t) ≥ λ(t), should be considered in order to set the upper bound during simulation.
Now, we consider to simulate Model (4.2), and define λ∗(t) as Equation (5.1).
λ∗(t) = µ+ (1− p)k0
∑
ti<t
ωe−ω(t−ti), (5.1)
To make sure λ∗(t) ≥ λ(t), here µ is defined as the maximum value of the background
intensity of λ(t) during the simulated period, i.e., µ = max(pnµsm(t)). Besides, the values of
the background intensity are estimated by the real data, not by the simulated data. Next, the
local boundaries of Equation (5.1) based on the Ogata’s modified thinning method are treated
as the upper bounds of our target Model (4.2). At last, the algorithm generates a value of
uniform (0, 1) distribution and compares it with the ratio of the conditional intensity value at
the proposed time t to the upper bound in order to decide whether accept or reject the proposed
time. Figure 5.1 shows a simulation result for Turkey throughout 588 months, where the blue
points stand for the accepted points, the red “x” marks represent the rejected points and the
green line is the simulated conditional intensity.
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(a) The simulated conditional intensity of Turkey.
(b) The accepted and rejected points.
Figure 5.1: A simulation example of Model (4.2) for Turkey based on the thinning method.
For prediction, it is not necessary for us to simulate the whole path for the whole time
period. It can be done by simulating the data of 2018 directly with the known information
from the training set, i.e., the parameters estimated from the training set and the historyH of
the events from 1970 to 2017.
5.1.1 One year simulation
For Model (4.2), the value of the background intensity at each time point depends on all
known events. It is difficult to predict its future trend with high accuracy. Fortunately, from
Section 4.1.2, the proportion of immigrants p̂ is small in many countries and the background
intensity does not change dramatically in a short-time period. Hence, some errors of the
background intensity function pnµsm(t) during the year 2018 are tolerable in simulation.
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(a) The trend of intensities for Turkey data from
1970 to 2017
(b) The trend of intensities for US data from 1970
to 2017
(c) The trend of intensities for Philippines data from
1970 to 2017
Figure 5.2: The conditional intensities of three countries with the background intensities in
the same scale. The blue line is the smooth background intensity nµsm(t) and the green line is
the conditional intensity λ(t).
Then, we introduce how we estimate the background intensity function of Model (4.2)
in year 2018. Figure 5.2 shows the estimated conditional intensities of three countries based
on the information of the first 576 months, where the green lines represent the value of λ(t)
and the blue lines represent the value of nµsm(t) in Equation 4.2. If the background intensity
shows a decreasing trend at the tail, i.e., the last few months, we still can apply Equation
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(4.1) to estimate the background intensity of 2018. In that case, the KDE only depends on the
known events, so that the gap between the estimated time and all known events’ time increases
from the 577th month to the 588th month, i.e. the intensity decreases strictly after the 576th
month. On the other hand, if the conditional intensity does not show an obvious trend at the
tail, we just treat the background intensity as a constant in the target year, which is equal to
the intensity value at the 576th month. In terms of three target countries, we apply the former
treatment for Turkey and Philippines and the later treatment for US.
In the simulation, 500 sample paths in 2018 of each target country are simulated. Because
the parameters are estimated by the data, which have only integer arrival times, we round up
the simulated arrival times to integers. In summary, the simulation steps are shown as follows:
Step 1 Determine the background intensity in the target year and input the known values of
parameters, the known history setH and the stop time T .
Step 2 Set the initial time t = 576, the initial number of simulated events n = 0, the
conditional intensity function λ∗(t) for updating the upper bound, and Acceptt = H.
Step 3 While t < T , update the upper bound as λ = λ∗(t+), where t+ = t+ 10−10.
Step 4 Generate u ∼ Unif(0, 1) and update t = t− log(u)/λ.
Step 5 Generate D ∼ Unif(0, 1) and if D ≤ λ(t)/λ, set n = n + 1, tn = ceiling(t) and
Acceptt = Acceptt ∪ [tn], where the ceiling function ceiling(t) maps the input value t
to the least integer that is greater or equal it; Else reject the proposed time t.
Step 6 Repeat the procedure from Step 3, until t > T .
According to Section 4.3, the performance of the self-exciting process (4.2) in our data
has a limitation on fitting the number of events by month. Therefore, we compare the total
number of simulated events with the data in the target year to evaluate the performance. The
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evaluation metric called Absolute Percentage Error (APE) is used [42].
APE =
|R− P|
R
, (5.2)
where R and P represent the total number of events in 2018 for the real data and the simulated
data respectively. If APE is closer to 0, the prediction result is more accurate.
Country 25th percentile 50th percentile 75th percentile
Turkey 15% 29% 51%
US 58% 67% 75%
Philippines 5% 9% 17%
Table 5.2: APE values for three countries at three quantiles
Because each simulated path in 2018 stands for a prediction result, a prediction result
cannot represent the performance of the prediction method. We consider three different
percentiles of the APE of the 500 simulated paths for three countries. Table 5.2 presents the
25th, 50th and 75th quantiles of APE in three countries. To explain the meaning of percentile,
we take the 25th percentile in Turkey as an example, it means that for the 25% of the simulated
results, the APE is less than 15%. From the three examples, it can be seen that the accuracy of
prediction is extremely high for Philippines, while for US, the performance is not ideal.
Table 5.3 shows that there is an obvious jump of the number of events in October in
US, which is difficult to be predicted by the simulation. In fact, the maximum value of the
simulated number of events in US among the 500 paths is 61, while the real number is 67.
The result illustrates the simulation cannot predict the extreme value in the data, and therefore
results in comparatively high error rates.
Jan. Feb. Mar. Apr. May. Jun. Jul. Aug. Sep. Oct. Nov. Dec. Total
2 1 6 3 6 1 6 5 4 24 8 1 67
Table 5.3: The real number of terror events in US by month in 2018
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5.1.2 Simulation of the whole path
In this section, we propose a new algorithm based on simulation to predict the number
of events in the test set, i.e. the events in 2018. Figure 5.3 represents that each simulation
path consists of arrival times of simulated events throughout 588 months. The reason that we
simulate the whole path of data is shown in Figure 5.4.
Figure 5.3: The example of sample paths. t1, t2, · · · , tn represent the arrival times of the 1th,
2th, · · · , nth simulated events.
Figure 5.4: The flow chart of the prediction algorithm introduced in Section 5.1.2.
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By computing the number of events in each time interval from (0, 1] to (587, 588], we can
convert each sample path into a vector with 588 elements. Then, we split each vector into
two parts. One consists of the first 576 elements, i.e., the simulated results from 1970 to 2017,
for training and the other consists of the last 12 elements, i.e., the simulated results for the
year 2018, for testing. Those vectors with 576 elements train with our training set data by
some machine learning algorithms, so that we can get a model for prediction. Next, we input
those vectors with 12 elements into the model and get the prediction result for the number
of events by each month in 2018. Finally, the prediction result is compared with the test set.
The detailed explanations about the algorithm and the prediction results are introduced in the
remaining of this section.
We still use the thinning method to simulate the whole path of target countries (i.e. 588
months), where the treatment of the background intensity is the same as what has been
discussed in Section 5.1.1. Thereafter, the simulated sample paths are compared with the real
data and the purpose of this section is to examine whether the information of simulated sample
paths of our models can improve the prediction accuracy for the number of events.
Dissimilar with the case that simulates one year, 100 paths are simulated instead of 500
because of the time-consuming in the simulation. Then we assume that there exist some
simulated paths that have the similar trend of the events in the real data. Hence, we convert the
result of each simulated path into a vector and regard each vector as a predictor. Then we apply
a variable selection algorithm on the data set D, which has 100 predictors (Data for the first
576 months of simulated paths) and a response variable (the training set of real data), to select
the comparatively related sample paths. Lastly, two machine learning algorithms, Support
Vector Machine (SVM) and Random Forest (RF) are applied for prediction. Thereafter, a
polynomial regression is considered for comparison, which only treats the month information
as the predictor and the number of events for each month as the response variable. Please
notice that the polynomial regression here is not related to Model (4.4). If the prediction result
is obvious better than result given by the polynomial regression method in all three target
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countries, then the assumption is true.
In Section 5.1.1, each arrival time is rounded up to the least integer that is greater or equal
to the arrival time itself . However, this method also reflects the time-delayed property of the
model, which results in the number of events in each month may not be close to the real data.
From this view, although the simulation without rounding up the arrival times will generate
more events on average compared with the real data, it is possible that the change pattern of
the events’ number becomes more similar with the real data. In this case, the arrival time is not
necessary to be an integer and the number of events in the ith month is defined as the sum of
events happened in the time interval (i− 1, i]. In simulation, we try both treatments (Rounded
and non-rounded arrival times) of the arrival times and compare the results.
Variable selection
For selecting the best fit paths, we apply a backward selection method called Recursive
Feature Elimination (RFE) on the data set D. The algorithm builds a model using an entire
set and calculates an importance score for each variable at the beginning, and then removes
weakest feature(s). It repeats the procedure until a proposed number of features is reached.
RFE is frequently applied with Random Forest because Random Forest has an internal method
for measuring feature importance, like entropy [43]. However, the best number of predictors is
unknown in many cases. Hence, Recursive feature elimination with Cross Validation (RFECV)
is applied, in which RFE determines the best subset of variables for different numbers of
variables, and CV determines the best number of variables to be selected.
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Model evaluations
Country Method Rounded RMSE APE Number of predictors
Turkey SVM False 3.6 3.4% 45
Turkey RF False 3.9 7.8% 45
Turkey SVM True 3.6 15.3% 60
Turkey RF True 6.3 5.9% 60
US SVM False 6.6 25.4% 35
US RF False 6.9 36.0% 35
US SVM True 6.6 43.6% 60
US RF True 6.6 42.2% 60
Philippines SVM False 12.2 2.6% 90
Philippines RF False 10.9 9.8% 90
Philippines SVM True 12.9 0.8% 70
Philippines RF True 9.7 6.2% 70
Turkey PR(6) NA 22.5 279.5% NA
US PR(3) NA 7.5 80.7% NA
Philippines PR(6) NA 14.5 21.1% NA
Table 5.4: Prediction methods with evaluation metrics: RMSE and APE. All results are based
on Model (4.2). The method SVM and RF are based on the data set D and the method PR is
only based on the month label. The number in brackets after method PR represents the degree
of the polynomial regression.
In Table 5.4, SVM and RF introduced in Section 3.5 are used for prediction. The “True” and
“False” in Rounded represent whether the arrival times are converted to integers. RMSE are
calculated by comparing the predicted number of events in 12 months of 2018 with the real
data and APE are evaluating the accuracy of the prediction of the total number of events in
2018.
Country Rounded Average simulated events’ number The real number of events
Turkey False 5504.3 4420
Turkey True 4505.6 4420
US False 3325.6 2963
US True 3276.3 2963
Philippines False 12151.4 7517
Philippines True 7351.1 7517
Table 5.5: The average number of simulated events for three countries for the whole time
period based on the 100 simulated paths.
The total numbers of events for US, Turkey, Philippines are 2963, 4420 and 7517, respec-
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tively. Table 5.5 shows the corresponding average number of simulated events in the 100
sample paths. As expect, the simulation with rounding up the arrival times gives a closer
number to the real value. Interestingly, the number of events in the simulated path seems not
influence the total number of predicted events in 2018 obviously. For example, in Table 5.4,
whether the Rounded is true or false does not affect the performance of APE. For Turkey, APE
is better when the Rounded option is False with the SVM method, while in the case of the RF
method, the value of APE is smaller when the Rounded option is True.
In terms of the predicted performance of each month, no matter we choose integer arrival
times or not, the RMSE is similar for SVM method for three countries. The minimum RMSE
values of Turkey, US and Philippines are 3.6, 6.6 and 9.7 respectively. The minimum value
of RMSE does not mean that the model fits the total number of events well. From Table
5.4, though in Turkey and US, the best RMSE and APE values are obtained with SVM and
non-rounded arrival times, in Philippines it obtains the minimum RMSE value by RF with
the rounded arrival times and obtains the minimum RMSE value by SVM with non-rounded
arrival times.
Country Method APE
Turkey 1 25th percentile: 15%; 50th percentile: 29%; 75th percentile: 51%;
Turkey 2 SVM and NR: 3.4%, RF and NR: 7.8%, SVM and R: 15.3%, RF and R: 5.9%
US 1 25th percentile 58%; 50th percentile: 67%; 75th percentile: 75%;
US 2 SVM and NR: 25.4%, RF and NR: 36.0%, SVM and R: 43.6%, RF and R: 42.2%
Philippines 1 25th percentile: 5%; 50th percentile: 9%; 75th percentile: 17%;
Philippines 2 SVM and NR: 2.6%, RF and NR: 9.8%, SVM and R: 0.8%, SVM and NR: 6.2%
Table 5.6: The comparisons of the APE for two prediction methods. Methods 1 and 2 stand
for the prediction methods referred in Section 5.1.1 and Section 5.1.2 respectively. Each
simulation path in the method referred in Section 5.1.1 is a prediction result, so we compute
the APE in three different levels of percentiles. The prediction method in Section 5.1.2 is
regarding each sample path as a predictor, and hence only output one final prediction result.
The NR and R in the table are abbreviations of “non-rounded” and “rounded”.
Overall, the prediction method based on the machine learning algorithms and the whole
path simulation improves the result. In terms of the prediction results of the total number of
events in 2018, Table 5.6 provides the comparisons of the two methods. It can be seen that the
82
SIYI WANG CHAPTER 5. SIMULATION AND PREDICTION
25th percentiles of APE for Turkey, US and Philippines are 15%, 58% and 5% respectively
in Method 1. Compared with those results, the optimal APEs of three countries given by
Method 2 are much smaller. Even the worst APE value given by RF or SVM is close to the
25th percentiles of APE by Method 1. As for the predicted number of events in each month,
from Table 5.4, all SVM and RF models have smaller RMSEs compared with PR. Therefore,
the assumption that the simulated paths can improve the predicted result is confirmed in our
data set.
In conclusion, there is not a general choice of model for prediction. For each country, a
specific analysis is necessary. The approach in this section can be summarized as follows:
• Split the data into training and test sets.
• Simulate 100 paths based on the model with the parameters estimated by the data of the
training set.
• Regard the simulated paths as predictors and apply RFECV to select the best subset of
predictors.
• Apply SVM and RF to the created data set which has the simulated number of events in
each month as predictors and the real data as response variable.
• Calculate RMSE and APE of the predicted results and compare them in order to choose
the most suitable approach for a target country.
5.1.3 Prediction of the number of months that have terror events
In Section 4.2, a step Hawkes process model for fitting the number of months that have
terror events has been introduced. In this section, the demonstration of the model for prediction
is based on the data of Canada.
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Figure 5.5: The number of months with terror events in Canada from 1970 to 2017. Each blue
bin in the histogram stands for the number of months with terror events in a year. The green
line represents the conditional intensity estimated by Equation (4.14), where the parameters
are estimated by the EM algorithm (µ̂1 = 0.040, µ̂2 = 0.109, µ̂3 = 0.314, k̂0 = 0.005,
ω̂ = 0.160). There are 3 blocks. They are in the time intervals (0, 100], (100, 500] and the
(500, 576] respectively.
In the case of the Canadian data, the small value of k̂0 shows that there is few self-exciting
effects in Canada. It can be seen the green line in Figure 5.5 tends to be a flat line in each
block, where it represents the estimated intensity values. Hence, the simplest method to
predict the number of months in 2018 that have terror events is computing the integral of the
intensity function in the third block, i.e. the months 500 to 576. The integral value
∫ 576
500
λ(t)dt
stands for the expected number of months with terror events in (500, 576]. After multiplying∫ 576
500
λ(t)dt by 12
576−500 , we obtain the expected number of months that have terror attacks in
a year. Because the intensity does not fluctuate in each block, the expected number can be
regarded as the predicted result of the year 2018. Here, the value of
∫ 576
500
λ(t)dt is about 24
and we obtain 24 × 12
576−500 ≈ 3.8 as the result. Thereby, the predicted number of months
including terror events in Canada in 2018 is 4. Moreover, Section 4.2 shows that the number
of terror attacks in the months that have events is also steady in Canada, we can multiply the
predicted number of month by the average number of events per month in the third block as
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the predicted total number of events in 2018. The result of Canada is
1.375× 4 = 5.5.
Table 5.7 shows the real data of Canada in 2018. There are 5 months that have terror attacks
and the total number of events is 6. The predicted result is quite close to the real data.
Jan. Feb. Mar. Apr. May. Jun. Jul. Aug. Sep. Oct. Nov. Dec. Total
0 0 0 1 1 1 1 0 0 2 0 0 6
Table 5.7: The number of terror events in Canada by month in 2018
Simulation method
The previous method by calculating the average value of the conditional intensity function
only can be applied for the country like Canada, which does not show the obvious self-exciting
effects. For other countries, the simulation method is more suitable. We still consider Canada
as an example to introduce the simulation method. In the model fitting, we have found that the
events in Canada do not show obvious self-exciting effects. By reviewing the data of Canada,
Figure 4.14 shows that the events only represent a cluster property in the recent few months.
For the purpose of prediction, it is not necessary to consider the previous information which
adds noise for latter analyses. Therefore, we can build a Hawkes model for the period that
shows some cluster properties and use the estimated parameters in that period to perform
further simulation.
The data of Canada show comparatively obvious cluster property after the 560th month,
i.e. the months having terror events tend to be adjacent to each other. Hence, we build a basic
Hawkes model (3.2) based on the data from the 560th month to the 576th month.
λ(t) = µ+
∑
ti<t
αe−β(t−ti), (3.2)
where the parameter estimates are µ̂ = 0.266, α̂ = 0.130 and β̂ = 0.423. Next we are
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interested in the simulation results of this model, in which the number of arrival times in this
model represents the number of months that contain events. Here the exact simulation of
Hawkes processes introduced in Section 3.2.1 is applied for simulating 10000 paths because it
is more efficient than the thinning method. Table 5.8 shows the summary the simulated 10000
paths with the average value of the number of months having terror events approximately 4.
Number Counts Percent
0 385 3.85%
1 1082 10.82%
2 1494 14.94%
3 1615 16.15%
4 1479 14.79%
5 1253 12.53%
6 951 9.51%
7 616 6.16%
8 422 4.22%
9 270 2.70%
10 169 1.69%
10+ 264 2.64%
Average 4.186
Table 5.8: The summary of the simulated paths that are used to calculate the average number
of month having terror events
5.1.4 Summary of prediction methods
In summary, we introduce some algorithms for predicting the number of events in the
following year in this chapter. For countries having many terror events, we use Equation (4.2)
to build model by the training set. Then we apply the modified thinning method to simulate
our model. Section 5.1.1 explains the direct simulation method for the target year. In order
to improve the prediction accuracy, we propose an innovative algorithm in Section 5.1.2 and
achieve better results. For some countries whose majority months do not record any terror
events, we can use Equation (4.14) or Equation (3.2) to build a simpler model. The model
regards a month having terror attacks as one event. If the data do not show obvious cluster
properties, the prediction can be directly done by averaging the integral of the conditional
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intensity function in the recent years. If the model shows obvious self-excitations in recent
years, the Exact simulation method can be used for prediction.
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Chapter 6
Conclusions and Future Work
6.1 Summary of the thesis
The thesis mainly focuses on analyzing the terror data using self-exciting point processes
and proposing some innovative methods to achieve the short-term predictions of the number
of terror events for different countries. The works of this thesis are summarized in two parts.
One is for fitting terror attack data, and the other is for the prediction.
• Model building and data fitting
Goal: The goal in this part is to build the models which can fit the number of terror
events in different countries well. By fitting terror attack data in different countries, we
can uncover data patterns and further evaluate model performance.
Methods: The model we choose for fitting the number of terror attacks in each country
is a self-exciting process with smooth background intensity functions. The smooth
background intensity functions are defined by kernel density estimations or polynomial
functions, i.e., Equation (4.2) or (4.4). Besides, we consider Model (4.14) for fitting the
number of months with terror events for the countries that have few terror events. The
parameters of all models are estimated by MLE, while we also try estimating parameters
for Model (4.2) by minimum RMSE
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Results:
– Models (4.2) and (4.4) can fit the overall trend of the number of terror events in
the example countries well, except Canada.
– The parameters estimated by Model (4.14) illustrate that the terror data in Canada
show few self-exciting effects.
– No matter how the parameters are estimated by MLE or Minimum RMSE, The
RMSE about the number of events in a month is not ideal in Model (4.2). It shows
that there is a limitation in our model to fit the number of events by month.
• Simulation and Prediction
Goal: We want to find the algorithms that can predict the number of terror events in a
year with high accuracy, where simulation algorithms work for the prediction.
Method:
– The method introduced in Section 5.1.1 simulates the arrival times of events in the
target year directly. The simulation outcomes are the prediction results. Model
(4.2) is used for simulation, where the parameters are estimated by the training set.
– The method introduced in Section 5.1.2 simulates the whole path of events from
1970 to 2018, where each simulated path is regarded as a predictor. The prediction
method is applying machine learning algorithms, like SVM and RF on the data set
that consists of the real data and the simulated data about the number of events
in each month. Model (4.2) is used for simulation, where the parameters are
estimated by the training set.
– The method based on Model (4.14) for predicting the terror data on Canada is
simply calculating the expected number of events in a year in the time period
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(500, 576] by integrating the conditional intensity function. The expected number
is the prediction result for the number of months with terror events in 2018.
– Based on Model (3.2), we simulate the arrival times in a year for Canada. The
average number of arrival times is treated as the prediction result for the number
of months with terror attacks in a year. The parameters are estimated from the data
of months 560 to 576.
Results: Based on the APEs, our proposed method which is introduced in Section 5.1.2
perform well compared with the method introduced in Section 5.1.1 in three example
countries. Both methods for Canada provide similar prediction results of the number of
months with terror events, which are close to the real value.
In conclusion, we introduce Models (4.2), (4.4) and (4.14) for fitting terror data and the
algorithms in Section 5.1 for predicting the number of terror events in a year. Those models
can successfully model the terror data provided by GTD. The majority of prediction results
are close to the true values, and have potential to be used as the bases for decision making.
Nevertheless, the research has some limitations. For instance, we only consider the temporal
information of terror events; However, the geographical information is also important in
terrorism study.
6.2 Future Direction
The possible future directions are introduced in this section.
6.2.1 Spatio-temporal modelling
As referred in the literature, the terror events not only present the temporal cluster property,
but also show the geographically-focused trend. In the position of governments, the informa-
tion that terror attacks are more likely to occur at which area is of great importance for budget
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allocations and policing.
The study of self-exciting Spatio-Temporal models in the field of criminology is originated
from the research of Short et al. [44]. It involves fitting the spatial infomation into a one
dimensional self-exciting model. For example, the background intensity can be denoted as
a function X(x, t), where x defines the geographical coordinates. Hence, the model will
change from a one-dimension self-exciting model into a multi-dimensional self-exciting model.
Though a spatio-temporal process is more complex than a temporal point process, it includes
more information and has more flexibility in model building. In application, it can capture the
dynamics of hotspot formation in both space and time.
6.2.2 Deep point process
Owing to the rapid progress of digital devices and hardware of computers, the study of deep
learning has been developed dramatically. In the field of modelling temporal point processes,
the scholars have incorporated the algorithms of deep learning in the model fitting in recent
years, i.e. Deep point processes. For example, Turkmen et al. [45] proposed a fast point
process which used a recurrent neural network to capture the temporal dependency patterns of
different variables (marks), and achieved fast and accurate learning and inference. Upadhyay
et al. [46] developed a deep marker temporal point process based on the Reinforcement
Learning.
To explain the reason why deep point processes become the recent popular research
direction of temporal point processes, we need to understand the limitations of the traditional
temporal point process. The traditional temporal point process needs to select model or build
the conditional intensity function based on professional knowledge of human beings. However,
the model building and selection are often time-consuming because before applying a model,
no one can ensure the model will perform well, especially in the case that the researcher is not
familiar with the data domain. Moreover, for any types of data, there is not a guarantee that the
temporal pattern will obey the same rule throughout a long time-period. Thereby, sometimes,
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the traditional temporal point process will bring the problem of model misspecification. A
typical example has shown in our data. In Canada, the data of terror events do not show cluster
property over decades, while in the recent years, the month that contains terror attacks tends to
connect with each other. Therefore, selecting and building a flexible model by deep learning
algorithms based on the known data is the approach to tackle this kind of problem. Besides,
the simulation methods referred in this thesis belong to Monte-Carlo simulation. In the future
study of multi variable self-exciting processes, the simulation methods like thinning method
are costly and complicated. Deep point process also has the potential to solve this problem
[45].
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