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Abstract
Multi-sensor data fusion technology plays an important role in real applications.
Because of the flexibility and effectiveness in modelling and processing the un-
certain information regardless of prior probabilities, Dempster-Shafer evidence
theory is widely applied in a variety of fields of information fusion. However,
counter-intuitive results may come out when fusing the highly conflicting ev-
idences. In order to deal with this problem, a novel method for multi-sensor
data fusion based on a new generalised belief divergence measure of evidences
is proposed. Firstly, the reliability weights of evidences are determined by con-
sidering the sufficiency and importance of the evidences. After that, on account
of the reliability weights of evidences, a new Generalised Belief Jensen-Shannon
divergence (GBJS) is designed to measure the discrepancy and conflict degree
among multiple evidences, which can be utilised to measure the support degrees
of evidences. Afterwards, the support degrees of evidences are used to adjust
the bodies of the evidences before using the Dempster’s combination rule. Fi-
nally, an application in fault diagnosis demonstrates the validity of the proposed
method.
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1. Introduction
With the fast development of electronic technologies, a variety of sensors were
developed and applied in many engineering fields, like the fault diagnosis [1–4],
wireless sensor networks [5–7], risk analysis [8], and so on [9–11]. Because multi-
sensor-based applications can provide more reliable and accurate information
than that of a single sensor alone, multi-sensor data fusion technologies have
attracted considerable attentions in many fields of practical applications for the
past few years [12–14]. However, due to the influence of the environment, such
as, bad weather conditions, sensor failures, wireless communication problems,
the uncertainty and imprecision are unavoidable in the course of sensor data
collection. How to model and copy with these kinds of uncertain information
is still an open question [15]. To address this question, various theories were
presented for multi-sensor data fusion, consisting of the rough sets theory [16,
17], fuzzy sets theory [18–22], evidence theory [23–27], evidential reasoning [28–
31], D numbers theory [32, 33], Z numbers [34, 35], and so on [36–38].
Dempster–Shafer (D–S) evidence theory, which was firstly proposed by Demp-
ster [23] and was extended by Shafer [24] is an useful uncertainty reasoning
approach. D–S evidence theory is flexible and effective in modelling both of
the uncertainty and imprecision without prior information, so that it has been
applied broadly in all kinds of fields, such as fault diagnosis [39–42], decision
making [43–46], pattern recognition [47–49], risk analysis [50], supplier selec-
tion [51], human reliability analysis [52], and so on [53]. Whereas, when fusing
the highly conflicting evidences, the system based on the classical D–S evi-
dence theory may result in the counter-intuitive results [54]. To resolve this
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issue, many approaches have been presented, which are mainly divided into two
categories [55–57]. One is to revise the Dempster’s combination rule, includ-
ing Smets’s unnormalized combination rule [58], Yager’s combination rule [59],
Dubois and Prade’s disjunctive combination rule [60], etc. The other is to pre-
treat the bodies of evidences, including Murphy’s simple average approach [61],
Deng et al.’s weighted average method [62], Zhang et al.’s cosine theorem-based
method [63], Yuan et al.’s entropy-based method [64], etc. Nevertheless, when
revising the Dempster’s combination rule, some good properties, like the com-
mutativity and associativity are often destructed. In addition, if the counter-
intuitive results are resulted from the failure of the sensor, the revision of the
Dempster’s combination rule does not work. As a result, many research efforts
have tended to deal with the bodies of evidences in advance to solve the prob-
lem of combining highly conflicting evidences. In this paper, we also focus on
pre-treating the bodies of evidences. By studying and analysing the existing
methods, we found that there still exists some room for the improvement to
achieve more precise fusion results.
In this paper, therefore, a novel generalised belief divergence method is first
presented to measure the conflict and discrepancy degree among multi-evidences.
Based on that, a new multi-sensor data fusion approach is proposed, which
mainly consists of the following three parts. Firstly, the reliability weights of
evidences are determined by considering the sufficiency and importance of the
evidences. Next, on account of the reliability weights of evidences, the pre-
sented Generalised Belief Jensen-Shannon divergence is utilised to measure the
support degrees of evidences. Lastly, the support degrees of the evidences are
used to adjust the bodies of evidences before using the Dempster’s combina-
tion rule. As mentioned above, it can be easy see that the proposed method
is concise. Thanks to taking into account the global conflict and discrepancy
degree among multi-evidences, the proposed method is more effective and su-
perior than the existing approaches, which is validated by a numerical example
and an application in a motor rotor fault diagnosis.
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The rest of this paper is organized as follows. Section 2 briefly introduces
the preliminaries of this paper. A new Belief Jensen-Shannon divergence is
proposed for measuring the distance between the bodies of the evidences in
Section 3. A novel multi-sensor data fusion method which is based on the belief
divergence measure of evidences and the belief entropy is proposed in Section 4.
In Section 5, the proposed method is applied to an application in fault diagnosis.
Finally, Section 6 gives a conclusion.
2. Preliminaries
2.1. Dempster–Shafer evidence theory
Dempster–Shafer evidence theory [23, 24] is applied to deal with uncertain
information, belonging to the category of artificial intelligence. Because of the
flexibility and effectiveness in modelling both of the uncertainty and impreci-
sion without prior information, Dempster–Shafer evidence theory requires more
weaker conditions than the Bayesian theory of probability. When the probability
is confirmed, Dempster–Shafer evidence theory could convert into Bayesian the-
ory, so it is considered as an extension of the Bayesian theory. Dempster–Shafer
evidence theory has the advantage that it can directly express the “uncertainty”
by allocating the probability into the subsets of the set which consists multiple
objects, rather than to an individual object. Furthermore, it is capable of com-
bining the bodies of evidences to derive a new evidence. The basic concepts are
introduced as below.
Definition 2.1 (Frame of discernment).
Let U be a set of mutually exclusive and collectively exhaustive events, indicted
by
U = {E1, E2, . . . , Ei, . . . , EN}. (1)
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The set U is called a frame of discernment. The power set of U is indicated
by 2U , where
2U = {∅, {E1}, . . . , {EN}, {E1, E2}, . . . , {E1, E2, . . . , Ei}, . . . , U}, (2)
and ∅ is an empty set. If A ∈ 2U , A is called a proposition.
Definition 2.2 (Mass function).
For a frame of discernment U , a mass function is a mapping m from 2U to
[0, 1], formally defined by
m : 2U → [0, 1], (3)
which satisfies the following condition:
m(∅) = 0 and
∑
A∈2U
m(A) = 1. (4)
In the Dempster–Shafer evidence theory, a mass function can be also called
as a basic belief assignment (BBA). If m(A) is grater than 0, A will be called as
a focal element, and the union of all of the focal elements is called as the core
of the mass function.
Definition 2.3 (Belief function).
For a proposition A ⊆ U , the belief function Bel : 2U → [0, 1] is defined as
Bel(A) =
∑
B⊆A
m(B). (5)
The plausibility function Pl : 2U → [0, 1] is defined as
Pl(A) = 1−Bel(A¯) =
∑
B∩A 6=∅
m(B), (6)
where A¯ = U −A.
Apparently, Pl(A) is equal or greater than Bel(A), where the function Bel is
the lower limit function of proposition A and the function Pl is the upper limit
function of proposition A.
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Definition 2.4 (Dempster’s rule of combination).
Let two BBAs m1 and m2 on the frame of discernment U and assuming
that these BBAs are independent, Dempster’s rule of combination, denoted by
m = m1 ⊕m2, which is called as the orthogonal sum, is defined as below:
m(A) =


1
1−K
∑
B∩C=A
m1(B)m2(C), A 6= ∅,
0, A = ∅,
(7)
with
K =
∑
B∩C=∅
m1(B)m2(C), (8)
where B and C are also the elements of 2U , and K is a constant that presents
the conflict between two BBAs.
Notice that, the Dempster’s combination rule is only practicable for the two
BBAs with the condition K < 1.
2.2. Generalised Jensen-Shannon divergence measure
Lin [65] introduced an information-theoretical based divergence measure among
multi-probability distributions, called as Generalised Jensen-Shannon (GJS) di-
vergence. Most measures of difference are designed for two probability distribu-
tions. Unlike others divergence measures, the main properties of GJS divergence
are that, it does not require the condition of absolute continuity for the prob-
ability distributions involved; and it is a measure of divergence for the overall
difference of more than two distributions. The main concepts are defined as
below.
Definition 2.5 (The GJS divergence among multi-probability distributions) [65,
66].
Let P be a set of probability distributions {P1, P2, . . . , Pj , . . . , Pk} with a corre-
sponding set of weights {ω1, ω2, . . . , ωj, . . . , ωk}, where
∑k
j=1 ωj = 1 and ωj ≥ 0.
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The GJS divergence among the multi-probability distributions {P1, . . . , Pj , . . . , Pk}
is denoted as:
GJSω(P1, . . . , Pj , . . . , Pk) =H (ω1P1 + · · ·+ ωjPj + · · ·+ ωkPk)− ω1H(P1)
− · · · − ωjH(Pj)− · · · − ωkH(Pk),
(9)
with
H(Pj) = −
∑
i
pji log pji, (10)
where
∑
i pji = 1 (i = 1, 2, . . . ,M ; j = 1, 2, . . . , k), and H(Pj) is the Shannon
entropy.
The GJSω(P1, . . . , Pj , . . . , Pk) can be also expressed in the form
GJSω(P1, . . . , Pj , . . . , Pk) =ω1
∑
i
p1i log
(
p1i
ω1p1i + ω2p2i + · · ·+ ωkpki
)
+
· · ·
ωj
∑
i
pji log
(
pji
ω1p1i + ω2p2i + · · ·+ ωkpki
)
+
· · ·
ωk
∑
i
pki log
(
pki
ω1p1i + ω2p2i + · · ·+ ωkpki
)
.
(11)
Remark 1 When ωj =
1
k
(1 ≤ j ≤ k), GJSωj= 1k (P1, . . . , Pj , . . . , Pk) is a
special case of the GJS divergence, which means all of the multi-probability dis-
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tributions {P1, . . . , Pj , . . . , Pk} have the same weights, denoted as
GJSωj= 1k
(P1, . . . , Pj , . . . , Pk) =
1
k
∑
i
p1i log
(
p1i
1
k
p1i +
1
k
p2i + · · ·+ 1kpki
)
+
· · ·
1
k
∑
i
pji log
(
pji
1
k
p1i +
1
k
p2i + · · ·+ 1kpki
)
+
· · ·
1
k
∑
i
pki log
(
pki
1
k
p1i +
1
k
p2i + · · ·+ 1kpki
)
.
(12)
There are some properties for the GJS divergence:
(1) GJSω(P1, . . . , Pj , . . . , Pk) is zero if and only if all Pj for which ωj > 0 are
equal;
(2) GJSω(P1, . . . , Pj , . . . , Pk) is symmetric and always well defined;
(3) its square root,
√
GJSω(P1, . . . , Pj , . . . , Pk) verifies the triangle inequality.
(4)GJSω(P1, . . . , Pj , . . . , Pk) is bounded, where 0 ≤ GJSω(P1, . . . , Pj , . . . , Pk)
≤ log2 k.
3. Generalised belief divergence measure
In Dempster–Shafer evidence theory, it is still an open issue about how to
measure the discrepancy and conflict among evidences, which is significant for
the fusion of multiple evidences. Dempster–Shafer evidence theory, as a gen-
eralization of probability theory, allocates the probability into the subsets of
the set including multiple objects, not just to an individual object. In order to
measure the divergence for multi-BBAs in Dempster–Shafer evidence theory, a
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novel generalised divergence measure called Generalised Belief Jensen-Shannon
(GBJS) divergence is proposed for the belief function based on the Generalised
Jensen-Shannon divergence. The basic concepts are defined as below.
Definition 3.1 (The GBJS divergence among multi-BBAs).
Let Ai be a hypothesis of the belief function m, and let {m1, . . . ,mj , . . . ,mk}
be a set of BBAs with a corresponding set of reliability weights {ω1, . . . , ωj , . . . , ωk}
on the same frame of discernment Ω, containing N mutually exclusive and ex-
haustive hypotheses. The GBJS divergence among the k BBAs {m1, . . . ,mj , . . . ,mk}
is denoted as:
GBJSω(m1, . . . ,mj , . . . ,mk) =H (ω1m1 + · · ·+ ωjmj + · · ·+ ωkmk)− ω1H(m1)
− · · · − ωjH(mj)− · · · − ωkH(mk),
(13)
with
H(mj) = −
∑
i
mj(Ai) log mj(Ai), (14)
where
∑
imj(Ai) = 1 (i = 1, 2, . . . ,M ; j = 1, 2, . . . , k), and H(mj) is the Shan-
non entropy.
GBJSω(m1, . . . ,mj , . . . ,mk) can be also expressed in the following form
GBJSω(m1, . . . ,mj , . . . ,mk) =
ω1
∑
i
m1(Ai) log
(
m1(Ai)
ω1m1(Ai) + ω2m2(Ai) + · · ·+ ωkmk(Ai)
)
+
· · ·
ωj
∑
i
mj(Ai) log
(
mj(Ai)
ω1m1(Ai) + ω2m2(Ai) + · · ·+ ωkmk(Ai)
)
+
· · ·
ωk
∑
i
mk(Ai) log
(
mk(Ai)
ω1m1(Ai) + ω2m2(Ai) + · · ·+ ωkmk(Ai)
)
.
(15)
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Remark 2 When ωj =
1
k
(1 ≤ j ≤ k), GBJSωj= 1k (m1, . . . ,mj , . . . ,mk) is a
special case of the GBJS divergence, which indicates that all of the multi-BBAs
{m1, . . . ,mj , . . . ,mk} have the same reliability weights, denoted as
GBJSωj= 1k
(m1, . . . ,mj , . . . ,mk) =
1
k
∑
i
m1(Ai) log
(
m1(Ai)
1
k
m1(Ai) +
1
k
m2(Ai) + · · ·+ 1kmk(Ai)
)
+
· · ·
1
k
∑
i
mj(Ai) log
(
mj(Ai)
1
k
m1(Ai) +
1
k
m2(Ai) + · · ·+ 1kmk(Ai)
)
+
· · ·
1
k
∑
i
mk(Ai) log
(
mk(Ai)
1
k
m1(Ai) +
1
k
m2(Ai) + · · ·+ 1kmk(Ai)
)
.
(16)
Note that when a BBA is allocated with zero, the fraction value is going to
infinity and the value of its logarithm is also close to infinity. In such a case,
the proposed method cannot work, therefore, a very small value 1 × 10−12 is
allocated to the BBA instead of zero value, which has been proven that it did
not affect the results [67].
The Generalised Belief Jensen-Shannon divergence is similar with the Gen-
eralised Jensen-Shannon divergence in form. Whereas, the Generalised Belief
Jensen-Shannon divergence is designed for the mass function, rather than for the
probability distribution function. In such a situation where all of the hypothesis
of belief functions are allocated to single elements, the BBAs turn into proba-
bilities, so that the Generalised Belief Jensen-Shannon divergence degenerates
to the Generalised Jensen-Shannon divergence.
The properties of the GBJS divergence can be inferred as below:
(1) GBJSω(m1, . . . ,mj, . . . ,mk) is zero if and only if all mj for which ωj > 0
are equal;
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(2) GBJSω(m1, . . . ,mj , . . . ,mk) is symmetric and always well defined;
(3) its square root,
√
GBJSω(m1, . . . ,mj , . . . ,mk) verifies the triangle in-
equality.
(4) GBJSω(m1, . . . ,mj , . . . ,mk) is bounded, where 0 ≤ GBJSω(m1, . . . ,mj ,
. . . ,mk) ≤ log2 k.
Example 1 Supposing that there are three BBAs m1, m2 and m3 with the
same reliability weights, namely, ω1 = ω2 = ω3 =
1
3
in the frame of discernment
Ω = {A,B,C} which is complete, and the three BBAs are given as follows:
m1 : m1(A) = 0.6, m1(B) = 0.1, m1(C) = 0.3;
m2 : m2(A) = 0.6, m2(B) = 0.1, m2(C) = 0.3;
m3 : m3(A) = 0.6, m3(B) = 0.1, m3(C) = 0.3.
As shown in Example 1, it can be see that m1, m2 and m3 have the same
BBAs with each other, where m1(A) = m2(A) = m3(A) = 0.6, m1(B) =
m2(B) = m3(B) = 0.1, and m1(C) = m2(C) = m3(C) = 0.3. Then, the spe-
cific calculation processes of the Generalised Belief Jensen-Shannon divergence
GBJS(m1,m2,m3) are listed as follows:
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GBJSω(m1,m2,m3) =
1
3
× 0.6× log( 0.6
1
3
× 0.6 + 1
3
× 0.6 + 1
3
× 0.6)+
1
3
× 0.6× log( 0.6
1
3
× 0.6 + 1
3
× 0.6 + 1
3
× 0.6)+
1
3
× 0.6× log( 0.6
1
3
× 0.6 + 1
3
× 0.6 + 1
3
× 0.6)+
1
3
× 0.1× log( 0.1
1
3
× 0.1 + 1
3
× 0.1 + 1
3
× 0.1)+
1
3
× 0.1× log( 0.1
1
3
× 0.1 + 1
3
× 0.1 + 1
3
× 0.1)+
1
3
× 0.1× log( 0.1
1
3
× 0.1 + 1
3
× 0.1 + 1
3
× 0.1)+
1
3
× 0.3× log( 0.3
1
3
× 0.3 + 1
3
× 0.3 + 1
3
× 0.3)+
1
3
× 0.3× log( 0.3
1
3
× 0.3 + 1
3
× 0.3 + 1
3
× 0.3)+
1
3
× 0.3× log( 0.3
1
3
× 0.3 + 1
3
× 0.3 + 1
3
× 0.3)
=0.
This example verifies that when m1, m2 and m3 have the same BBAs with
each other, the Generalised Belief Jensen-Shannon divergence among the BBAs
m1, m2 and m3 is 0 which accords with an intuitionistic result.
Example 2 Supposing that there are three BBAs m1, m2 and m3 with a reli-
ability weight, ω1 = 0.5, ω2 = 0.4, and ω3 = 0.1, respectively, in the frame of
discernment Ω = {A,B,C} which is complete, and the three BBAs are given as
follows:
m1 : m1(A) = 0.7, m1(B) = 0.1, m1(C) = 0.2;
m2 : m2(A) = 0.6, m2(B) = 0.1, m2(C) = 0.3;
m3 : m3(A) = 0.3, m3(B) = 0.2, m3(C) = 0.5.
As shown in Example 2, we can notice that m1 and m2 have relatively large
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reliability weights, namely, ω1 = 0.5 and ω2 = 0.4; and they have relatively large
belief values to support the object A, where m1(A) = 0.7 and m2(A) = 0.6,
while m3 with a relatively low reliability weight ω3 = 0.1, has m3(C) = 0.5
belief value to support the object C. The Generalised Belief Jensen-Shannon
divergence GBJS(m1,m2,m3) for m1, m2 and m3 is calculated as follows:
GBJSω(m1,m2,m3) =0.5× 0.7× log( 0.7
0.5× 0.7 + 0.4× 0.6 + 0.1× 0.3)+
0.5× 0.1× log( 0.1
0.5× 0.1 + 0.4× 0.1 + 0.1× 0.2)+
0.5× 0.2× log( 0.2
0.5× 0.2 + 0.4× 0.3 + 0.1× 0.5)+
0.4× 0.6× log( 0.6
0.5× 0.7 + 0.4× 0.6 + 0.1× 0.3)+
0.4× 0.1× log( 0.1
0.5× 0.1 + 0.4× 0.1 + 0.1× 0.2)+
0.4× 0.3× log( 0.3
0.5× 0.2 + 0.4× 0.3 + 0.1× 0.5)+
0.1× 0.3× log( 0.3
0.5× 0.7 + 0.4× 0.6 + 0.1× 0.3)+
0.1× 0.2× log( 0.2
0.5× 0.1 + 0.4× 0.1 + 0.1× 0.2)+
0.1× 0.5× log( 0.5
0.5× 0.2 + 0.4× 0.3 + 0.1× 0.5)
=0.0428.
On the other hand, based on Eq. (15), the Generalised Belief Jensen-Shannon
divergenceGBJS(m1,m3,m2), GBJS(m2,m1,m3), GBJS(m2,m3,m1), GBJS(m3,m1,m2)
and GBJS(m3,m2,m1) can also be obtained:
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GBJSω(m1,m2,m3) =GBJS(m1,m3,m2)
=GBJS(m2,m1,m3)
=GBJS(m2,m3,m1)
=GBJS(m3,m1,m2)
=GBJS(m3,m2,m1)
=0.0428.
From the above results, it can be concluded that the symmetric property of
the Generalised Belief Jensen-Shannon divergence measure method is verified
in this example.
Example 3 Supposing that there are four BBAs m1, m2, m3 and m4 with
a reliability weight, ω1 = ω2 = ω3 = ω4 =
1
4
, respectively, in the frame of
discernment Ω = {A,B} which is complete, and the four BBAs are given as
follows:
m1 : m1(A) = 0.98, m1(B) = 0.01, m1(A,B) = 0.01;
m2 : m2(A) = 0.97, m2(B) = 0.02, m2(A,B) = 0.01;
m3 : m3(A) = 0.90, m3(B) = 0.05, m3(A,B) = 0.05;
m4 : m4(A) = 0.01, m4(B) = 0.98, m4(A,B) = 0.01.
As shown in Example 3, we can see that m1, m2 and m3 have great be-
lief values to support the object A, where m1(A) = 0.98, m2(A) = 0.97 and
m3(A) = 0.90. On the contrary, m4 has a great belief value to support the
object B, where m4(B) = 0.98. For the Generalised Belief Jensen-Shannon
divergence GBJS(m1,m2,m3) among the BBAs m1, m2 and m3, their corre-
sponding reliability weights can be normalised as ω1 = ω2 = ω3 =
1
3
; then, the
GBJS(m1,m2,m3) is calculated below:
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GBJS(m1,m2,m3) =
1
3
× 0.98× log( 0.98
1
3
× 0.98 + 1
3
× 0.97 + 1
3
× 0.90)+
1
3
× 0.01× log( 0.01
1
3
× 0.01 + 1
3
× 0.02 + 1
3
× 0.05)+
1
3
× 0.01× log( 0.01
1
3
× 0.01 + 1
3
× 0.01 + 1
3
× 0.05)+
1
3
× 0.97× log( 0.97
1
3
× 0.98 + 1
3
× 0.97 + 1
3
× 0.90)+
1
3
× 0.02× log( 0.02
1
3
× 0.01 + 1
3
× 0.02 + 1
3
× 0.05)+
1
3
× 0.01× log( 0.01
1
3
× 0.01 + 1
3
× 0.01 + 1
3
× 0.05)+
1
3
× 0.90× log( 0.90
1
3
× 0.98 + 1
3
× 0.97 + 1
3
× 0.90)+
1
3
× 0.05× log( 0.05
1
3
× 0.01 + 1
3
× 0.02 + 1
3
× 0.05)+
1
3
× 0.05× log( 0.05
1
3
× 0.01 + 1
3
× 0.01 + 1
3
× 0.05)
=0.0188.
On the other hand,the Generalised Belief Jensen-Shannon divergenceGBJS(m1,m2,m4)
among the BBAs m1, m2 and m4 is computed as follows:
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GBJS(m1,m2,m4) =
1
3
× 0.98× log( 0.98
1
3
× 0.98 + 1
3
× 0.97 + 1
3
× 0.01)+
1
3
× 0.01× log( 0.01
1
3
× 0.01 + 1
3
× 0.02 + 1
3
× 0.98)+
1
3
× 0.01× log( 0.01
1
3
× 0.01 + 1
3
× 0.01 + 1
3
× 0.01)+
1
3
× 0.97× log( 0.97
1
3
× 0.98 + 1
3
× 0.97 + 1
3
× 0.01)+
1
3
× 0.02× log( 0.02
1
3
× 0.01 + 1
3
× 0.02 + 1
3
× 0.98)+
1
3
× 0.01× log( 0.01
1
3
× 0.01 + 1
3
× 0.01 + 1
3
× 0.01)+
1
3
× 0.01× log( 0.01
1
3
× 0.98 + 1
3
× 0.97 + 1
3
× 0.01)+
1
3
× 0.98× log( 0.98
1
3
× 0.01 + 1
3
× 0.02 + 1
3
× 0.98)+
1
3
× 0.01× log( 0.01
1
3
× 0.01 + 1
3
× 0.01 + 1
3
× 0.01)
=0.8148.
Moreover, the Generalised Belief Jensen-Shannon divergenceGBJS(m2,m3,m4)
among the BBAs m2, m3 and m4 is computed as follows:
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GBJS(m2,m3,m4) =
1
3
× 0.97× log( 0.97
1
3
× 0.97 + 1
3
× 0.90 + 1
3
× 0.01)+
1
3
× 0.02× log( 0.02
1
3
× 0.02 + 1
3
× 0.05 + 1
3
× 0.98)+
1
3
× 0.01× log( 0.01
1
3
× 0.01 + 1
3
× 0.05 + 1
3
× 0.01)+
1
3
× 0.90× log( 0.90
1
3
× 0.97 + 1
3
× 0.90 + 1
3
× 0.01)+
1
3
× 0.05× log( 0.05
1
3
× 0.02 + 1
3
× 0.05 + 1
3
× 0.98)+
1
3
× 0.05× log( 0.05
1
3
× 0.01 + 1
3
× 0.05 + 1
3
× 0.01)+
1
3
× 0.01× log( 0.01
1
3
× 0.97 + 1
3
× 0.01 + 1
3
× 0.01)+
1
3
× 0.98× log( 0.98
1
3
× 0.02 + 1
3
× 0.98 + 1
3
× 0.98)+
1
3
× 0.01× log( 0.01
1
3
× 0.01 + 1
3
× 0.01 + 1
3
× 0.01)
=0.7617.
After that, their corresponding square root values can be calculated as follows:
√
GBJS(m1,m2,m3) =
√
0.0188 = 0.1370;√
GBJS(m1,m2,m4) =
√
0.8148 = 0.9027;√
GBJS(m2,m3,m4) =
√
0.7617 = 0.8727.
It can be obtained that
√
GBJS(m1,m2,m3) +
√
GBJS(m2,m3,m4) =
1.0098, so that
√
GBJS(m1,m2,m4) <
√
GBJS(m1,m2,m3)+
√
GBJS(m2,m3,m4),
which satisfies the triangle inequality property of the Generalised Belief Jensen-
Shannon divergence measure method.
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4. The proposed method
In this paper, a novel multi-sensor data fusion method is proposed on the basis
of the Generalised Belief Jensen-Shannon divergence measure of evidences. It
consists of the following three parts. Firstly, the reliability weights of evidences
are determined by considering the sufficiency index and importance index of
the evidences. After that, on account of the reliability weights of evidences, the
presented Generalised Belief Jensen-Shannon (GBJS) divergence is utilised to
measure the support degrees of evidences by taking into account the discrep-
ancy and conflict degree among multiple evidences, where the support degree is
considered as the final weight. Ultimately, the final weights of the evidences are
used to adjust the bodies of the evidences before using the Dempster’s combi-
nation rule. The flowchart of the proposed method is shown in Fig. 1.
4.1. Calculate the reliability weights of evidences
The sensor reliability plays an important role to comprehend and quantify
the performance of the sensor, which is used to judge whether the fusion result
is reasonable or not, such as work efficiency, accuracy and experts with different
knowledge. The sensor reliability may be influenced by the technical factors and
noise, like manufacturing craft, material, principle, and so on. Generally, the
sensor reliability is assessed by comparing the output value with the actual value
of the sensor via long term practical applications. In this paper, the sufficiency
and importance of evidence in [40] are adopted to measure the reliability of
sensors. Note that if the sufficiency and importance of evidence are not given
in some certain cases, the reliability weights of evidences are supposed to be
averaged.
Step 1-1: The reliability weight of evidence mj (j = 1, 2, . . . , k), denoted as ωj
is determined by the following formula:
ωj = µj × vj , 1 ≤ j ≤ k, (17)
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Step 1-3: Calculate the reliability weights of evidences without the object evidence.
Step 3-1: Compute the weighted average evidence.
Step 1-1: Determine the reliability weights for all evidences.
Step 1-2: Normalise the reliability weights for all evidences.
The body of the evidences
Step 2-1: Measure the Generalised Belief Jensen-Shannon divergence for the object evidence.
Step 2-2: Normalise the Generalised Belief Jensen-Shannon divergence measure value.
Step 3-2: Combine the weighted average evidence by utilising the Dempster’s rule of combination.
Figure 1: The flowchart of the proposed method.
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where µj represents the sufficiency of evidence mj , and vj denotes the
importance of evidence mj .
When the sufficiency and importance of evidence are not given in
some certain cases, the reliability weights of k evidences is calculated
by:
ωj =
1
k
, 1 ≤ j ≤ k. (18)
Step 1-2: The reliability weight of evidence mj is normalised below, denoted as
ωj :
ωj =
ωj∑k
s=1 ωs
, 1 ≤ j ≤ k. (19)
Step 1-3: To measure the GBJS divergence of specific evidences for an object
evidence mj , the reliability weight of evidence mi (i = 1, 2, . . . , k; i 6=
j), denoted as ω˜i is calculated by:
ω˜i =
ωi∑k
s=1;s6=j ωs
, 1 ≤ i ≤ k; i 6= j. (20)
4.2. Measure the support degrees of evidences
In this section, the support degrees of evidences are measured based on the
Generalised Belief Jensen-Shannon (GBJS) divergence of evidences. The ques-
tion is that how can we leverage the GBJS divergence of evidences to measure
the support degrees of evidences? To achieve this goal, the following steps are
considered.
Step 2-1: The support degree of the evidence mj (j = 1, 2, . . . , k), denoted as
Sup(mj) is measured by:
Sup(mj) =GBJSω˜(m1, . . . ,mj−1,mj+1, . . . ,mk), (21)
because the Generalised Belief Jensen-Shannon divergence measure
GBJSω(m1, . . . ,mj−1,mj+1, . . . ,mk) without mj implies how much
difference between the evidence mj and other evidences. Specifically,
if the evidence mj highly conflicts with other evidences, the support
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degree Sup(mj) excepting itself is supposed to be small, since the di-
vergence measure value is relatively small under the situation where
the highly conflicting evidence is excluded. In a word, the more con-
flict the evidence mj has, the less support degree Sup(mj) has.
In the case where the sufficiency and importance of evidence are not
provided, the support degree of the evidence mj (j = 1, 2, . . . , k),
denoted as Sup(mj) is measured by:
Sup(mj) =GBJSω˜= 1
k−1
(m1, . . . ,mj−1,mj+1, . . . ,mk). (22)
Step 2-2: The support degree Sup(mj) of evidence mj is normalised below,
denoted as S˜upj , which is considered as the final weight:
S˜upj =
Sup(mj)∑k
s=1 Sup(ms)
, 1 ≤ j ≤ k. (23)
4.3. Fuse the evidences based on the Dempster’s combination rule
Step 3-1: In view of the final weight S˜upj of the evidence mj , the weighted
average evidence, denoted as WAE(m) can be generated as follows:
WAE(m) =
k∑
i=1
(S˜upj ×mj), 1 ≤ j ≤ k. (24)
Step 3-2: The weighted average evidence WAE(m) is fused via the Dempster’s
combination rule of Eq. (7) by k−1 times, when k number of evidences
exist. Ultimately, the final combination result of multiple evidences
can be produced.
5. Application
In this section, the proposed method is applied to a motor rotor fault diagno-
sis, in which the practical data from [2] are adopted for the comparison of the
related method.
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5.1. Problem Statement
Supposing that the frame of discernment Θ = {Rotor unbalance,Rotor misalignment,
Pedestal looseness} includes three fault types {F1, F2, F3} for a motor rotor.
The set of vibration acceleration sensors S = {S1, S2, S3} is placed at differ-
ent places to gather the vibration signals. The acceleration vibration frequency
amplitudes at 1X , 2X and 3X frequencies are regarded as the fault feature
variables. The collected sensor reports at 1X , 2X and 3X frequencies modeled
as BPAs are provided in Tables 1, in which m1(·), m2(·) and m3(·) denote the
BPAs from the three vibration acceleration sensors S1, S2 and S3.
5.2. Implementation of the proposed method
By implementing the proposed method, the weighted average evidences in
terms of motor rotor fault diagnosis at 1X , 2X and 3X frequencies can be
obtained, respectively, as shown in Tables 2.
After that, the weighted average evidences in terms of motor rotor fault diag-
nosis at 1X , 2X and 3X frequencies are fused, respectively, via leveraging the
Dempster’s rule of combination by two times.
Finally, the combination results for motor rotor fault diagnosis at 1X , 2X
and 3X frequencies are generated, respectively, as shown in Tables 3.
5.3. Discussion
From the results as shown in Tables 3, it can be noticed that the proposed
method diagnoses the F2 fault type, which is in accordance with Jiang et al.’s
method [2].
Additionally, as shown in Figures 2–4, the proposed method outperforms
Jiang et al.’s method [2], because by using Jiang et al.’s method, the belief
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Table 1: The gathered sensor reports at 1X, 2X and 3X frequencies modelled as BPAs.
Frequencies 1X 2X 3X
BBAs {F2} {F3} {F1, F2} {F1, F2, F3} {F2} {F1, F2, F3} {F1} {F2} {F1, F2} {F1, F2, F3}
m1(·) 0.8176 0.0003 0.1553 0.0268 0.6229 0.3771 0.3666 0.4563 0.1185 0.0586
m2(·) 0.5658 0.0009 0.0646 0.3687 0.7660 0.2341 0.2793 0.4151 0.2652 0.0404
m3(·) 0.2403 0.0004 0.0141 0.7452 0.8598 0.1402 0.2897 0.4331 0.2470 0.0302
2
3
Table 2: The weighted average evidences at 1X, 2X and 3X frequencies.
Frequencies 1X 2X 3X
BBAs {F2} {F3} {F1, F2} {F1, F2, F3} {F2} {F1, F2, F3} {F1} {F2} {F1, F2} {F1, F2, F3}
WAE(m) 0.5332 0.0007 0.0671 0.3990 0.7677 0.2324 0.2864 0.4253 0.2529 0.0354
2
4
Table 3: Fusion results of different methods for motor rotor fault diagnosis.
Frequencies 1X 2X 3X
Target
Methods {F2} {F3} {F1, F2} {F1, F2, F3} {F2} {F1, F2, F3} {F1} {F2} {F1, F2} {F1, F2, F3}
Jiang et al. [2] 0.8861 0.0002 0.0582 0.0555 0.9621 0.0371 0.3384 0.5904 0.0651 0.0061 F2
Proposed method 0.8982 0.0003 0.0378 0.0636 0.9877 0.0126 0.3266 0.6365 0.0368 0.0001 F2
2
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Figure 2: The comparison of different methods for motor rotor fault diagnosis at 1X frequency.
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Figure 3: The comparison of different methods for motor rotor fault diagnosis at 2X frequency.
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Figure 4: The comparison of different methods for motor rotor fault diagnosis at 3X frequency.
degrees allocated to the target F2 fault type at 1X , 2X and 3X frequencies are
88.61%, 96.21% and 59.04%, respectively, while the belief degrees allocated to
the target F2 fault type at 1X , 2X and 3X frequencies by using the proposed
method increase to 89.82%, 98.77% and 63.65%, respectively.
6. Conclusion
In this paper, by considering the discrepancy and conflict among evidences,
a novel method for multi-sensor data fusion based on a new Generalised Be-
lief Jensen-Shannon divergence measure method was proposed. The proposed
method consisted of three main steps. Firstly, by taking into account the suffi-
ciency and importance of the evidences, the reliability weight of each evidences
was determined. Next, based on the above reliability weights of evidences, the
presented Generalised Belief Jensen-Shannon divergence was utilised to measure
the support degrees of evidences, which was regarded as the final weight. After-
wards, the final weights of the evidences were utilised to adjust the bodies of the
evidences before using the Dempster’s combination rule. Finally, an application
in fault diagnosis demonstrated that the proposed method could diagnose the
27
faults more precisely.
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