Abstract: Iterative learning control is a methodology applicable to systems which repeatedly track the same reference trajectory defined over a finite time duration. Here the approach is instead applied to the point-to-point motion control problem in which the output is only specified at a subset of time instants. Iterative learning algorithms are developed to address this case, and it is shown how the extra design freedom allows input, output and state constraints to be addressed. Experimental results confirm the practicality and performance that can be achieved.
INTRODUCTION
Iterative Learning Control (ILC) is concerned with systems that repeatedly track a reference trajectory ( ) defined over a finite interval 0 ≤ ≤ . Despite substantial developments in the field, little attention has been paid to the case in which the repeated operation may consist of a more general objective than the tracking of a static predefined trajectory (see Ahn et al. (2007) for an overview of the literature). In many applications, however, the goal is to repeatedly follow a motion profile in which the error is only critical at certain points. Examples include production line automation, crane positioning, and robotic 'pick and place' tasks. A commonly applied technique for such tasks is point-to-point motion control, in which the objective is to ensure that, at a finite set of prescribed time instants, the system output equals a corresponding set of desired values. Point-to-point control strategies typically involve the generation of a motion profile in advance, and then the design of a controller to track it. However, the application of ILC in the area of point-to-point motion control offers the potential to benefit from the ability to learn from experience gained over previous trials of the task. The standard ILC framework clearly can tackle such problems simply by using any reference which connects the desired points. However extra freedom may be gained by removing the unnecessary constraint that the plant follow a pre-defined output between points.
ILC is applied to point-to-point motion control in (van de Wijdeven and Bosgra, 2008; Park et al., 2006; Ding and Wu, 2007) which involve the design of an initial reference, which is then static over all trials. In Freeman et al. (2010) the reference is updated between trials to increase the performance and robustness of a broad class of linear ILC law when applied to the point-to-point control problem. The approach in this paper differs from the above by dispensing of the need for a reference defined over the entire trial interval, thereby simplifying design and implementation. Moreover, it allows constraints to be specified in response to practical considerations and performance demands.
GRADIENT DESCENT ILC
Consider the general nonlinear discrete-time system
defined over the finite time interval ∈ [0, 1, 2, . . . , − 1].
The input and output sequences are given by
3) The goal of the standard ILC framework is to construct a series of input sequences which drive the system to track a reference sequence = [ (0) , (1) , . . . , ( − 1) ] ∈ ℝ (4) Let and be the input and output vectors respectively on the ℎ trial, and the tracking error be defined as = − . Then the ILC problem is to find a sequence of control inputs that satisfies lim
where is the ideal control input. Over each trial the relationship between the input and output time-series can be expressed by the following algebraic functions
This allows a rigid connection to be made between ILC and techniques from nonlinear optimisation which can then be extended to ILC. In particular, the system (1) can be represented by the algebraic function (⋅) :
In the point-to-point constrained tracking problem the plant output is specified at a fixed number, , of 
where the × matrix Φ has block-wise components
where and 0 are the × identity and zero matrices respectively, and
10) ILC can be considered an iterative numerical solution to the problem (8). Therefore the gradient descent method will be applied to solve (8) iteratively with the update
where is a positive scalar gain, and the derivative ′ ( ) is equivalent to the system linearisation around and is represented by the × matrix
is a descent direction, there exists a > 0 which guarantees reduction of the error norm. Furthermore, the algorithm has the local property of a linear convergence rate to zero error, when applied to the nominal plant. The linearised system˜ = ′ ( )˜ corresponds to the linear time-varying (LTV) system
with (11) can be efficiently generated by applying the signal Φ (Γ − Φ ( )) to the co-state realisation of system (13). The next step is to embed the experimental plant error into the iterative update, so that it can be minimised robustly in the ILC framework. This produces
If the reference is defined at every point = , Φ = , Γ = , and the update (15) becomes
In the linear case this algorithm has been considered by several authors (Furuta and Yamakita, 1987; Chen and Longman, 2002; Owens et al., 2009 ).
Additional objectives
Suppose now it is desired to minimise the norm of a vector function, (⋅) ∈ ℝ , of the input, output, and states leading to the constrained optimisation problem min ( ),
where = diag{ 1 , 2 , . . . , } is a diagonal weighting matrix. From (1) each component of the state time series (0), (0)) . . .
so that the states can be written as an algebraic function
] then the vector quantity ( , , ) can be expressed in terms of the input vector, , by the time series
Following a standard approach to the equality constrained minimisation problem (Boyd and Vandenberghe, 2005) , the nonlinear system constraint is first linearised about to give Γ = Φ ′ ( ) . Then takeˆ as any solution satisfying (17) is locally replaced by the unconstrained problem
with ∈ ℝ ( − ) . This has iterative solution
where the × matrix
The applied control input signal is then obtained from = +ˆ (26) Next embed the experimental error into the iterative update, so that the problem can be solved robustly within the ILC framework. Therefore substitute the experimentally obtained counterpart,ˆ ( ), of˜ ( ), to give
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Over each trial this locally solves the minimisation component of the optimisation problem (22), but the pointto-point component is not satisfied in the nonlinear case since it relies onˆ continuing to satisfy Φ (ˆ ) = Γ within (26) with changing . This is addressed by updatingˆ using the unconstrained point-to-point update of (11). In addition, must also be updated to ensure that the constrained problem (17) may still be locally replaced by the unconstrained problem (22). The final update sequence on each trial is therefore
2.2 Example: Point-to-point with output derivative objective
In many applications, such as industrial robotic manipulation tasks, it is desirous that the output velocity be zero at specified time instants. The cost (17) is then
In this case (⋅) = where is a differential operator such that =˙ . This gives˜ ( ) = ( ),˜ ′ ( ) = ′ ( ), and the update (29) becomes
(33) where the signal˙ may be read directly or observed using a Kalman filter. The matrix is used to select the points at which the derivative is required to be zero. In the case where vibrations are suppressed at the point-to-point locations,
∈ ℝ × has the block-wise components
2.3 Example: Point-to-point with input and output objectives Suppose instead a combination the input and output signal norms are required to be minimal, giving rise to the cost min
This form of constraint may be used to reduce either the input or output norm, by setting the other weight to zero. The cost (35) corresponds to
, and within the ILC framework the update (29) becomes
NEWTON METHOD BASED ILC
The Newton method is a nonlinear optimisation technique which has been applied in various ILC approaches (Avrachenkov, 1998; Du et al., 2005; Hu et al., 2004) , and potentially delivers more rapid convergence than gradient based ILC. Its application to (8) gives rise to the update
which in the ILC framework becomes
Unfortunately, calculation of the term (Φ ′ ( )) † (Γ−Φ ) may not be simple due to large dimensions and possible singularity associated with the plant relative degree. Practically, it may contain rapidly changing components with large amplitudes that are incompatible with actuator limitations. However, it can be shown that the term
This is therefore the input resulting from using the pointto-point constrained input gradient method of Section 2.3 with = 0 and = to drive the LTV system = Φ ′ ( ) to track the point Γ − Φ . Note that this method can be achieved without the need to directly calculate the matrix ′ ( ) due to its equivalence to the state-space system (13).
Employing (29) and (36), the problem (39) is solved after the ℎ trial using the iterative updates
where is the trial index, = Φ ′ ( ) , with the static matrix ∈ ker(Φ ′ ( )) (43) Since this is applied to a known LTV system, the value ofˆ for the unconstrained case can be determined first, and then the update found. At the end of the ℎ trial, the updates (40) - (43) are run for a predetermined number of trials. The resulting control input is used to approximate (Φ ′ ( )) † (Γ − Φ ) used to construct the input (38) applied to the real plant during trial + 1. The gain parameters and number of trials conducted are chosen to effect a compromise between the performance achieved, the amplitudes present in the next input, and robustness. Theorem 1. The sequence of control inputs, , associated with solving the point-to-point tracking problem (39) using the gradient ILC law are the same as those associated with solving the related problem
via gradient ILC, provided there is no plant uncertainty, and the initial choice ofˆ 0 = 0, 0 = 0 is taken. This update is given by
Proof. See Freeman (2010).
The gradient method applied to minimise the tracking error norm therefore automatically yields the minimum input energy solution. This simplifies calculation of the pseudoinverse term via (39) since it can be determined via an unconstrained minimisation problem rather than a constrained one. In the present case this means the updates (40)- (43) can be replaced by the single update (45). These are applied to the plant matrix Φ ′ ( ). The update sequence is (1) apply input to the plant and record output (2) solve (44) through application of (45) to the plant matrix Φ ′ ( ) over a number of trials to obtain a suitable approximation to (Φ ′ ( ))
(3) use the resulting input to form the next input in the Newton update (38) This section has shown that the Newton method may be extended to the point-to-point case. This has only been possible by employing the newly formulated gradient method of Section 2 to solve the intermediate problem.
Remark 2. If the reference is defined at every point = , Φ = , Γ = , and the update (38) becomes
In the case of square systems ( = ), (46) becomes
(47) and the term
can be generated by any convergent LTV ILC scheme simply by finding the input = +1 − that drives the linearised system (13) to track the signal . The update law (47) is presented in the Newton method based ILC derivation Lin et al. (2006) . The equivalence between Newton method and the ILC framework established in Lin et al. (2006) preserves the quality of local quadratic convergence to zero error.
Additional objectives
Now again consider the point-to-point problem with constraints on the input, output and states, given by
subject to Γ = Φ ( ) (48) As before, the system is linearised about to give Γ = Φ ′ ( ) . Then takeˆ as any solution satisfying Φ (ˆ ) = Γ and again calculate ∈ ℝ × ( − ) satisfying ∈ ker(Φ ′ ( )) (49) Then the minimisation (48) is locally replaced by the unconstrained problem min ˜ ( ),˜ ( ) = ( +ˆ ) = ∥ ˜ ( +ˆ )∥ 2 2 (50) Previously was updated using the gradient law (23), but here the Newton method is employed to solve this. This produces the iterative update
The experimental plant data is again embedded into the iterative update, so that the error is solved robustly within the ILC framework. This involves modifying (51) to include the experimental dataˆ ( )
where has been recalculated at every trial using the linearised plant description. The control input applied to the plant is then obtained from +1 = +1 +ˆ (53) As before, the pseudoinverse term may be difficult to calculate due to large dimensions, likelihood of singularity, and the update may contain excessive amplitude fluctuations. Therefore calculate the term ( ˜ ′ ( +˜ ) ) † ˆ ( +˜ ) using the newly formulated point-topoint gradient method with input constraint. This term is the solution to min ∥ ∥ 2 2 subject to
which can be obtained using the gradient method of Section 2.3 with = 0 and = to track the signal ( ) using the plant ˜ ′ ( ) . Since, via Theorem 1, the gradient method, with suitable initial conditions, provides the minimum input energy solution, (54) can be replaced by the unconstrained equivalent
with iterative solution
Having updated in (51) using ( ˜ ′ ( ) ) † ˆ ( ), it is again necessary to updateˆ so that the point-topoint tracking requirement is robustly satisfied. This may be achieved by applying the Newton method to solve the standard unconstrained point-to-point tracking problem (8) using the update (38). Putting these updates together, the next control input is calculated using
∈ ker(Φ ′ ( )) (60) The update sequence is (1) apply input to the real plant and record output (2) repeatedly apply gradient algorithm (56) to solve the unconstrained problem (55) (3) use the resulting input to form the new Newton direction used in the Newton update (58) (4) repeatedly apply gradient algorithm (45) to solve the standard point-to-point problem (39) (5) use the resulting input to form the next input to the Newton update (59) (6) calculate the next plant input using (57) 3.2 Example: Point-to-point with output derivative objective Again consider the output derivative constrained problem for vibration suppression at prescribed time instants
with given by (34). Comparing this to the general case (48), yields˜ (⋅) = ( ), giving˜ ′ ( ) = ′ ( ). The component of the ILC update, (58), associated with achieving the minimisation objective is
˙ is produced in between each trial by repeated application of
to the plant ′ ( ). (48) 
, and the update (58) is
From (56),
between each trial by applying the input
to the plant [ ′ ( ) ] over repeated trials.
EXPERIMENTAL RESULTS
The controllers are evaluated using the non-minimum phase test facility shown in Fig. 1 , which comprises a rotary mechanical system of inertias, dampers, torsional springs, a timing belt, pulleys and gears. The test facility is a demanding platform which has been used in the assessment of a wide variety of ILC schemes. The plant uses a PID loop in order to act as a pre-stabilizer, and the resulting closed-loop system can be represented using the continuous time plant transfer-function ( ) = 165.95(4 − ) 4 + 21.5 3 + 170.28 2 + 368.52 + 663.82 identified in Freeman et al. (2007) . The points to be tracked appear in Fig. 2 with corresponding parameters = 10, Γ = [ 6, 8, −5, 9, 10 ] , 1 = 325, 2 = 400, 3 = 650, 4 = 925, 5 = 1000 with a sampling time of = 0.01. Experimental results using the Newton method based ILC approach are shown in Fig. 2 , where 10 trials of (45) using = 5 have been used between trials to produce the required approximation to the pseudoinverse term appearing in (38). Results using the derivative constraint are shown in Fig. 3 where has been selected using (34) to produce zero derivative at each of the 5 points. The constraint requires the Fig. 2 . Experimental tracking results for point-to-point task using unconstrained Newton method based ILC. Fig. 3 . Tracking results for point-to-point task using derivative constraint. Fig. 4 . Tracking results for point-to-point task using input/output constraint. additional update for which is then used in the update sequence (57)-(60). Here 10 trials of the update (63) have been performed using a gain of = 2 to produce the pseudoinverse term appearing in (62). Results using the input/output constraint are shown in Fig. 4 . Here 10 trials of (66) have been performed using gains of = 0.6 , = 0.1 to produce the pseudoinverse term appearing in (65). The tracking plots clearly show the change in input and output signals that are associated with the different costs used, where in each case the pointto-point tracking requirement is met to a high level of accuracy within very few trials.
Error norms for the point-to-point tracking requirement are shown in Fig. 5 for both methods, where the gradient method (15) uses = 20, together with = 4 for the derivative constraint update (33), and = 0.6 , = 0.1 for the input/output constraint update (36). Norms for the derivative objective are shown in Fig. 6 . Norms for the input/output objective are shown in Fig. 7 . The results confirm the high accuracy that can be achieved by both methods, but that faster convergence is provided by the Newton method based scheme.
CONCLUSIONS
ILC schemes have been developed for the point-to-point motion control problem which have wide application within automation, crane positioning, and robotics. These simplify design and analysis and also allow a general class of constraints to be addressed. Their practicality and robustness has been verified experimentally using a non-minimum phase system. Future work will consider the inclusion of hard constraints.
