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ABSTRACT

FLOW METHODOLOGIES FOR UNGAUGED CATCHMENTS FOR THE
DEVELOPMENT OF SMALL HYDROELECTRIC POWER IN NORTHERN
CALIFORNIA WATERSHEDS

Bikash Pradhan

The demand for energy is increasing daily. Currently, non-renewable energy is
used to meet much of the energy demand. Nonrenewable resources cause an increase in
atmospheric carbon concentration and are a significant cause of climate change.
Governments throughout the world are supporting the use of renewable sources
by providing financial and legislative support to reduce the carbon footprint in energy
generation. In addition, having a variety of renewable energy sources in the portfolio
would also complement each other, thereby providing a continuous supply of electricity
to the people.
Redwood Coast Energy Authority is a local government Joint Powers Agency in
Humboldt County, California. The agency supports an assessment of the potential for
small-scale hydropower to facilitate the development of small hydroelectric projects in
Northern California Watersheds for a more complete renewable energy portfolio.
Evaluating the appropriateness of developing a preliminary guideline for a small
run-of-the-river hydropower production requires consideration of not only the river
hydrology and topography but many other related criteria that will impact the project.
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This thesis will not address all critical components needed to decide whether to move
forward with hydroelectric development but will focus on generating appropriate flow
data using techniques like the drainage area ratio method (RAM), lumped modeling (L),
semi-lumped modeling (SL), and distributed modeling.
The analysis showed reliable results for all the catchments considered under the
case study with different potential generation outputs. Results also showed how each
flow estimation method performed, and the results looked very similar to one another. In
addition, the analysis also showed that the best time for power generation is between the
months of November through March, and the sites have almost no power potential in the
summer months, especially for the months of July through September. Overall, the
results were very similar and showed similar trends where the models were unable to
predict the very high flows that usually occur in December but were able to predict flows
in the remaining time very well when compared with the observed data.

iii

ACKNOWLEDGEMENTS

First, I would like to acknowledge and thank Redwood Coast Energy Authority,
without the funding and support from Redwood Coast Energy Authority, this project
would not be possible. I would also like to acknowledge and thank Michael Furniss,
Adjunct Professor, HSU, for data collection and guidance. I would also like to
acknowledge and thank Dr. Arne Jacobson for guiding me in the right direction.
I would also like to acknowledge and give my special thanks to my advisor and
committee chair, Dr. Eileen Cashman, for guiding me throughout my master’s degree
course in the field of Hydrology and Hydropower. I would also like to thank my
committee members, Dr. Brad Finney and Dr. Margaret Lang, for the time, effort, and
guidance that you have provided in helping me succeed. I am grateful to have had the
opportunity to go through the Environmental Resources Engineering program at
California State Polytechnic University, Humboldt. Through my schooling, each of you
has made a significant impact on shaping who I am today. I would also want to thank Dr.
Tomoyaki Wada, Earth System Science, for guidance in IFAS model calibration.

iv

TABLE OF CONTENTS

ABSTRACT........................................................................................................................ ii
ACKNOWLEDGEMENTS ............................................................................................... iv
TABLE OF CONTENTS .................................................................................................... v
LIST OF TABLES ............................................................................................................... i
LIST OF FIGURES ........................................................................................................... iii
LIST OF APPENDICES .................................................................................................. xvi
LIST OF TERMS ............................................................................................................ xvii
INTRODUCTION .............................................................................................................. 1
LITERATURE REVIEW ................................................................................................... 6
Introduction ..................................................................................................................... 6
Energy Consumption and Renewable Energy Contribution ....................................... 7
Renewable Energy Benefit to Economy ..................................................................... 8
Electricity, Health, and Environment........................................................................ 11
Electricity, Greenhouse Gases, & Climate Change .................................................. 12
Government Plan and Policies on Renewable Energy .............................................. 13
Energy Mix in the Grid from All Sources in California ........................................... 15
Hydropower Contribution in California.................................................................... 16
Small Hydro Contribution......................................................................................... 18
Small Hydropower .................................................................................................... 19
Data Resolution Required for Economic Analysis ................................................... 24
v

Commonly Used Data Collection Method ................................................................ 29
Method of Flow Estimation .......................................................................................... 36
Correlation Method ................................................................................................... 39
Drainage Area Ratio Method .................................................................................... 40
Modeling Using Rainfall-Runoff Models ................................................................. 42
The Method Used to Evaluate Performance on Model ................................................. 60
Slope and Y-intercept ............................................................................................... 61
Pearson’s Correlation Coefficient (r) and Coefficient of Determination (R2) ......... 61
Index of Agreement (d) ............................................................................................. 62
Nash-Sutcliffe Efficiency (NSE) .............................................................................. 63
Persistence Model Efficiency (PME) ........................................................................ 63
Prediction Efficiency (Pe) ......................................................................................... 64
Performance Virtue Statistic (PVk) ........................................................................... 64
MAE, MSE, and RMSE ............................................................................................ 65
Percent Bias (PBIAS) ............................................................................................... 66
RMSE-Observations Standard Deviation Ratio (RSR) ............................................ 66
Daily Root-Mean-Square (DRMS) ........................................................................... 67
Graphical Techniques ............................................................................................... 67
Summary for Direct and Statistical Performance Measure ....................................... 68
MATERIALS AND METHODS ...................................................................................... 73
Site Selection ................................................................................................................ 73
Watersheds .................................................................................................................... 78
Willow Creek ............................................................................................................ 78
vi

Boulder Creek ........................................................................................................... 86
Pecwan Creek ............................................................................................................ 89
Climate Data and Hydrology ........................................................................................ 91
Topography ................................................................................................................... 92
East Fork of Willow Creek ....................................................................................... 92
Upper Willow Creek ................................................................................................. 93
Ruby Creek ............................................................................................................... 93
Madden Creek/Old Campbell Creek ......................................................................... 93
Boulder Creek ........................................................................................................... 94
Pecwan Creek ............................................................................................................ 94
Geology ......................................................................................................................... 96
Data Collection ........................................................................................................... 104
Hydrological and Meteorological Data ................................................................... 104
Elevation Data ......................................................................................................... 105
Land use Data ......................................................................................................... 107
Methods ...................................................................................................................... 109
Catchment Selection for Parameter Transfer .......................................................... 109
Data Filling (Correlation Method) .......................................................................... 110
Drainage Area Ratio method (RAM) ..................................................................... 111
Lumped and Semi-lumped Model (HEC-HMS) ..................................................... 112
Distributed Modeling (IFAS) .................................................................................. 124
Model Validation .................................................................................................... 129
Development of Flow Duration Curve. .................................................................. 130
vii

Potential Power Generation .................................................................................... 132
Total Annual Potential Power Generation .............................................................. 132
RESULTS AND DISCUSSION ..................................................................................... 133
Drainage Area Ratio method ...................................................................................... 133
Hydrological Model Calibration and Validation ........................................................ 137
HEC-HMS as Lumped Model ................................................................................ 137
HEC-HMS as Semi-lumped Model ........................................................................ 144
IFAS Distributed Model ......................................................................................... 152
Summary for Calibration and Validation ................................................................ 160
Results of Analysis and Output .................................................................................. 163
East Fork of Willow Creek ..................................................................................... 163
Upper Willow Creek ............................................................................................... 177
Ruby Creek ............................................................................................................. 191
Old Campbell Creek/ Madden Creek ...................................................................... 205
Boulder Creek ......................................................................................................... 219
Pecwan Creek .......................................................................................................... 233
Simulation Computer Processing Time and Data Requirements................................ 250
Discussion ................................................................................................................... 252
SUMMARY, CONCLUSION, AND RECOMMENDATIONS .................................... 257
Summary ..................................................................................................................... 257
Limitations .................................................................................................................. 261
Recommendation ........................................................................................................ 262
Way Forward .............................................................................................................. 263
viii

REFERENCES OR LITERATURE CITED .................................................................. 264
APPENDICES ................................................................................................................ 272

ix

LIST OF TABLES

Table 1: Meteorological data input available options in HEC-HMS. ............................... 45
Table 2: Summary of different methods for flow estimation. .......................................... 59
Table 3: Advantages of the selected direct comparison method....................................... 69
Table 4: Summary of equations, ranges, optimal values, and advantages for statistical
performance measures used for this study. ....................................................................... 70
Table 5: HEC-HMS calibrated parameter to be used for parameter transfer. ................ 137
Table 6: HEC-HMS calibrated parameters for all the sub-catchment in a semi-lumped
model............................................................................................................................... 144
Table 7: Calibrated IFAS surface tank parameters for 2-layer tank model. ................... 153
Table 8: Calibrated IFAS aquifer tank parameters for 2-layer tank model. ................... 153
Table 9: Calibrated IFAS river course parameter for 2-layer tank model. ..................... 153
Table 10: Calibration Period Statistics for all models. ................................................... 161
Table 11: Validation Period Statistics for all models. .................................................... 162
Table 12: Table with details on catchment area and elevation at the outlet for East Fork of
Willow Creek. ................................................................................................................. 165
Table 13: Table with details on catchment area and elevation at the outlet for Upper
Willow Creek. ................................................................................................................. 177
Table 14: Table with details for simulation for Upper Willow Creek Catchment.......... 179
Table 15: Table with details on catchment area and elevation at the outlet for Ruby
Creek. .............................................................................................................................. 191
Table 16: Table with details for simulation for Ruby Creek Catchment. ....................... 193
Table 17: Table with details on catchment area and elevation at the outlet. .................. 205
Table 18: Table with details for simulation for Madden Creek Catchment. .................. 207
Table 19: Table with details on catchment area and elevation at the outlet. .................. 219

Table 20: Table with details for simulation for Boulder Creek Catchment. ................... 221
Table 21: Table with details on catchment area and elevation at the outlet. .................. 235
Table 22: Table with details on NSE, PBIAS and R2 accounting for instream flow need.
......................................................................................................................................... 254
Table 23: Table with details on bypass flow, maximum flow in penstock, power
generated in a year and percentage difference in power generation compared to excluding
bypass flow and maximum flow. .................................................................................... 256
Table 24: Summary table for each catchment contributing area, the average percentage
exceedance flow in cms (APEF), and average power potential in megawatt (APP). ..... 259

ii

LIST OF FIGURES

Figure 1: Map showing selected catchment of Boulder creek, Upper Willow Creek, East
Fork of Willow Creek, Ruby Creek, Madden Creek, and Pecwan Creek, with the Righthand top side showing the general location of the project area in California. .................... 5
Figure 2: Percentage shares of electricity production from Fossil Fuels, 2019 (British
multinational oil and gas company 2021). .......................................................................... 8
Figure 3: Fossil fuel Price index, 1987 -2015 The fossil fuel price index, which maps the
average global price of oil, gas, and coal, is measured as an energy index where the price
is 100 in the year 2000 (University of Oxford 2016; British multinational oil and gas
company 2021).................................................................................................................. 10
Figure 4: U.S. carbon dioxide emission, by source showing transportation sector as the
primary contributor followed by electricity production (US EPA 2021). ........................ 11
Figure 5: Greenhouse gas emission by sector, United States of America The highest
contributor is transportation, followed by electricity production in 2019 (US EPA 2021).
........................................................................................................................................... 12
Figure 6: California electricity generation by fuel type showing natural gas as the highest
generation fuel source (California Energy Commission 2021). ....................................... 15
Figure 7: Total Renewable Generation Serving California Load by Resource Type
(California Energy Commission 2021). ............................................................................ 16
Figure 8: Waterwheel mounted to the building (Bellis 2020). ......................................... 17
Figure 9: Key features of a run-of-the-river hydroelectric facility. The flow above the
inlet and below the outlet remains the same. Water is taken from the stream, used to turn
on the turbine and generator, and is returned to the same stream (RCEA 2021). ............ 21
Figure 10: Annual flow hydrograph for Wangchu, Bhutan (Bikash Unpublished 2021). 25
Figure 11: The potential power generation on Boulder Creek in the Mad River catchment
calculated at one mile above the mouth of Boulder Creek that drains into the Mad River,
showing generation potential in the y-axis and percentage of the year available within a
year on the x-axis. The blue line shows generation potential using yearly data, the red line
shows using monthly data, and the green line shows using daily data. The graphs show
that daily average flow gives the best result even with the same data set. ....................... 28
iii

Figure 12: A typical cableway station in Bhutan with a cableway stretching across the
river. .................................................................................................................................. 30
Figure 13: Rating curve showing a relation between gauge height and flowrate for a
gauged station in Bhutan. .................................................................................................. 30
Figure 14: Tracer method of flowrate measurement. Staff from National Center for
Hydrology and Meteorology releasing tracer into the water, which will be used to
calculate the flowrate (photo by NCHM unpublished 2007). ........................................... 31
Figure 15: Manual Flowrate Measurement. Flowrate measurement using the current
meter and measuring tape on the left where a person is taking current meter reading and
where water is deeper, boats are used to assist in the measurement (photo by NCHM
unpublished 2009). ............................................................................................................ 31
Figure 16: Pressure sensor in black and turbidity sensor in silver. The sensor is used to
collect hydrological data and is transmitted to the server for storage............................... 32
Figure 17: Radar automatic water-level station with radar sensor and solar panel in
Bhutan. .............................................................................................................................. 33
Figure 18: Bubbler Automatic water-level station in Bhutan with bubbler sensor going to
the riverbed in the left photo and sensor housing with a bubbler sensor, data logger,
battery, and modem for data transmission on the right photo........................................... 33
Figure 19: Automatic River Discharge Measurement System (ARDMS) in Haa chu in
Bhutan with sensor pointing towards the river on the left and station with a solar panel for
power on the right photo. .................................................................................................. 34
Figure 20: Climatology station with an automatic recording rain gauge, rain gauge, and
wet bulb and dry bulb thermometer (photo by: NCHM unpublished 2015)..................... 35
Figure 21: Automatic weather station with wind, solar radiation, relative humidity,
precipitation, temperature parameter, and solar panel for power (photo by: NCHM
unpublished 2015). ............................................................................................................ 35
Figure 22: Agro-met station on 10 meters by 10 meters land fencing with precipitation,
temperature, soil, wind, and evapotranspiration parameter with automatic data
transmission to the national database. ............................................................................... 36
Figure 23: Water cycle (Evans and Perlman 2013). ......................................................... 37
Figure 24: System diagram of runoff process in the HEC-HMS model showing
connection between precipitation, land surface, soil, groundwater aquifer, water body,
iv

stream channel, and how each of these components is linked to yield watershed discharge
(USACE 2000). ................................................................................................................. 46
Figure 25: Overall configuration process of IFAS (ICHARM 2017). .............................. 49
Figure 26: Conceptual structure of IFAS showing surface model, underground
model(aquifer), and interaction between surface and aquifer model (Sutikno et al. 2017).
The diagram shows how the water is moving in the different layers of the model and to
the stream. ......................................................................................................................... 50
Figure 27: Map showing California electric transmission line, anadromous fish
distribution, road network, and catchment of interest....................................................... 76
Figure 28: Map showing Land ownership and catchment of interest. .............................. 77
Figure 29: The location of the gauging station at Willow Creek marked with red asterisk
with its corresponding catchment area in blue and the catchment area of East Fork of
Willow Creek in orange overlayed over the catchment of Willow Creek. ....................... 79
Figure 30: The location of the gauging station at Willow Creek marked by red cross with
its corresponding catchment area in blue and the catchment area of Upper Willow Creek
in orange overlayed over the catchment of Willow Creek. .............................................. 81
Figure 31: The location of the gauging station at Willow Creek marked by red cross with
its corresponding catchment area in blue and the catchment area of Ruby Creek in orange
overlayed over the catchment of Willow Creek. .............................................................. 82
Figure 32: The location of the gauging station at Willow Creek with its corresponding
catchment area in blue and the catchment area of Madden Creek in light red overlayed
over the catchment of Willow Creek. ............................................................................... 84
Figure 33: The location of the gauging station at Trinity River is shown in red, with its
corresponding catchment area in light blue and the catchment area of Madden Creek in
orange. ............................................................................................................................... 85
Figure 34: Mad River catchment location is shown in blue, and Boulder Creek catchment
is shown in orange. ........................................................................................................... 87
Figure 35: The location of the Boulder Creek with the creek’s catchment is shown in red.
The locator map on the top right-hand side of the figure shows the general location of the
Boulder Creek catchment toward the west of Eureka, California. ................................... 88
Figure 36: Klamath River catchment for gauging station 115030500 shown in orange,
Pecwan catchment shown in yellow, and Klamath river shown in blue. .......................... 89
v

Figure 37: The location of the Pecwan Creek catchment. The locator map on the top
right-hand side of the figure shows the general location of the Pecwan Creek catchment
toward the North of Eureka, California. ........................................................................... 90
Figure 38: Average monthly cumulative rainfall for Global Historical Climatology
Network station at Hoopa with station number GHCND: USR0000CHOO. ................... 91
Figure 39: Longitudinal Site profile of all the catchments under study. .......................... 95
Figure 40: The formation of the East Fork of Willow Creek is highlighted with a blue for
the catchment. The catchment is dominated by dominated by sedimentary rock (Young
1978). ................................................................................................................................ 98
Figure 41: Formation at Upper Willow Creek. The sedimentary rock dominates the Upper
Willow Creek catchment. (Young 1978). ......................................................................... 99
Figure 42: Formation at Ruby Creek. The Ruby Creek catchment is dominated by the
sedimentary rock and metamorphic rock at the outlet (Young 1978). ........................... 100
Figure 43: Formation at Madden Creek. The Madden Creek catchment is dominated
primarily by metamorphic and igneous rock (Young 1978). .......................................... 101
Figure 44: Formation at Boulder Creek. The Boulder Creek catchment is dominated by a
mixture of different types of a mix of rock formations of igneous, metamorphic, and
sedimentary rocks (Fraticelli et al. 2012). ...................................................................... 102
Figure 45: Formation at Pecwan Creek. The Pecwan Creek catchment is composed of
metamorphic rocks and sedimentary rock (Fraticelli et al. 2012). ................................. 103
Figure 46: Digital elevation model for the area of interest showing the northern region of
California. ....................................................................................................................... 106
Figure 47: Land use data for an area of interest (Data source:
https://earthexplorer.usgs.gov/)....................................................................................... 108
Figure 48: HEC-HMS model structure (Erşahi̇ n 2020). ................................................. 114
Figure 49: Overview of the relation between HEC-GeoHMS and HEC-HMS (USACE
2009). .............................................................................................................................. 115
Figure 50: Flow chart of preprocessing with HEC-GeoHMS (USACE 2013)............... 116
Figure 51: Process for simulating in IFAS distributed model (ICHARM 2014b). ......... 128

vi

Figure 52: Map showing catchment with the point of interest in East Fork of Willow
Creek and outlet (location of powerhouse). .................................................................... 135
Figure 53: Flow exceedance curve for points in East Fork of Willow Creek derived using
drainage area ratio method and observed data of Willow Creek. ................................... 136
Figure 54: Observed flow (in cubic meter per second) vs. simulated flow (in cubic meter
per second) for the calibration period from August 1959 to December 1964 using the
HEC-HMS model as a lumped model showing a good match between observed and
simulated flow. The blue line in the graph is the observed flow at Willow Creek station,
and the dotted red line is simulated results from HEC-HMS with the given parameter
under the period’s climatic condition. ............................................................................ 139
Figure 55: Scatterplot of simulated (in cubic meter per second) vs. observed data (in
cubic meter per second) for calibration period showing R² value of 0.52 at Willow Creek
station. ............................................................................................................................. 140
Figure 56: Scatterplot of simulated (in cubic meter per second) vs. observed data (in
cubic meter per second) for calibration period for the year 1963 showing R² value of 0.62
at Willow Creek station. ................................................................................................. 140
Figure 57: Observed flow (in cubic meter per second) vs. simulated flow (in cubic meter
per second) for the validation period from January 1965 to September 1974 using HECHMS Model, showing a good match between observed and simulated flow. The blue line
in the graph is the observed flow at willow creek station in cubic meters per second, and
the red dotted line in the graph is simulated flow from HEC-HMS with the given
parameter under the specific climatic condition in cubic meters per second. ................ 142
Figure 58: Scatterplot of simulated (in cubic meter per second) vs. observed data (in
cubic meter per second) for validation period from January 1965 to September 1974
showing R² value of 0.76. ............................................................................................... 143
Figure 59: Scatterplot of simulated (in cubic meter per second) vs. observed data (in
cubic meter per second) for validation period for the year 1972 showing R² value of 0.76.
......................................................................................................................................... 143
Figure 60: HEC-HMS setup as semi-lumped model catchment setup for Willow Creek
showing catchment, river, junctions, and outlet. ............................................................ 145
Figure 61: Observed flow (in cubic meter per second) vs. simulated flow (in cubic meter
per second) for the calibration period from August 1959 to December 1964 using the
HEC-HMS model as a semi-lumped model showing a good match between observed and
simulated flow. The blue line in the graph is the observed flow at Willow Creek station,
vii

and the dotted red line is simulated results from HEC-HMS with the given parameter
under the period’s climatic condition. ............................................................................ 147
Figure 62: Scatterplot of simulated (in cubic meter per second) vs. observed data (in
cubic meter per second) for calibration period showing R² value of 0.60. ..................... 148
Figure 63: Scatterplot of simulated (in cubic meter per second) vs. observed data (in
cubic meter per second) for calibration period for the year 1963 showing R² value of
0.68.................................................................................................................................. 148
Figure 64: Observed flow (in cubic meter per second) vs. simulated flow (in cubic meter
per second) for the validation period from January 1965 to September 1974 using HECHMS Model as a semi-lumped model showing a good match between observed and
simulated flow. The blue line in the graph is the observed flow at willow creek station in
cubic meters per second, and the red dotted line in the graph is simulated flow from
HEC-HMS with the given parameter under the specific climatic condition in cubic meters
per second. ...................................................................................................................... 150
Figure 65: Scatterplot of simulated (in cubic meter per second) vs. observed data (in
cubic meter per second) for validation period showing R² value of 0.63 for HEC-HMS
semi-lumped model. ........................................................................................................ 151
Figure 66: Scatterplot of simulated (in cubic meter per second) vs. observed data (in
cubic meter per second) for validation period for the year 1972 showing R² value of 0.65
for HEC-HMS semi-lumped model. ............................................................................... 151
Figure 67: Observed flow (in cubic meter per second) vs. simulated flow (in cubic meter
per second) for the calibration period from August 1959 to December 1964 using the
IFAS model, showing a good match between observed and simulated flow. The blue line
in the graph is the observed flow at Willow Creek station. The red dotted line is
simulated results from the IFAS model with the given parameter under the period’s
climatic condition............................................................................................................ 155
Figure 68: Scatterplot of simulated flow (in cubic meter per second) vs. observed flow (in
cubic meter per second) for calibration period showing R² value of 0.63. The straight
dotted line denotes linear regression, and the dots denote flow. .................................... 156
Figure 69: Scatterplot of simulated flow (in cubic meter per second) vs. observed flow (in
cubic meter per second) for simulation period for the year 1963 in calibration period
showing R² value of 0.71. ............................................................................................... 156
Figure 70: Observed flow (in cubic meter per second) vs. simulated flow (in cubic meter
per second) for the validation period from January 1965 to September 1974 using IFAS
Model, showing a good match between the observed and simulated flow. The blue line in
viii

the graph is the observed flow at Willow Creek Station, and the red line in the graph is
simulated results from the IFAS model with the given parameters under the specific
climatic condition............................................................................................................ 158
Figure 71: Scatterplot of simulated (in cubic meter per second) vs. observed data (in
cubic meter per second) for validation period showing R² value of 0.64. ...................... 159
Figure 72: Scatterplot of simulated (in cubic meter per second) vs. observed data (in
cubic meter per second) for validation period for the year 1972 showing R² value of 0.77.
......................................................................................................................................... 159
Figure 73: Map showing catchment with the point of interest in East Fork of Willow
Creek and outlet (location of powerhouse). .................................................................... 164
Figure 74: Simulated flow for East Fork of Willow Creek point 2 using drainage area
ratio method, HEC-HMS semi-lumped model, HEC-HMS lumped model, and IFAS
distributed model from August 1959 through September 1974...................................... 166
Figure 75: Simulated flow for East fork of Willow Creek point 2 for the hydrological
year starting from October 1960 through September 1961 using drainage area ratio
method, HEC-HMS semi-lumped model, HEC-HMS lumped model, and IFAS
distributed model. ........................................................................................................... 167
Figure 76: Calculated maximum, minimum, and average flow for East fork of Willow
Creek with all the methods used for East Fork of Willow Creek point 2. ...................... 168
Figure 77: Calculated maximum, minimum, and average flow for East fork of Willow
Creek with all the methods used for East Fork of Willow Creek point 2 for the
hydrological year starting from October 1960 through September 1961. ...................... 169
Figure 78: Average flow with maximum average range and minimum average range
using drainage area ratio method, HEC-HMS semi-lumped model, HEC-HMS lumped
model, and IFAS distributed model for East Fork of Willow Creek point 2. ................. 171
Figure 79: Average flow derived using drainage area ratio method, HEC-HMS semilumped model, HEC-HMS lumped model, and IFAS distributed model with a standard
deviation for East Fork of Willow Creek point 2. .......................................................... 171
Figure 80: Flow duration curve from using drainage area ratio method, HEC-HMS semilumped model, HEC-HMS lumped model, and IFAS distributed model for East Fork of
Willow Creek point 2. ..................................................................................................... 172

ix

Figure 81: Power generation potential in megawatt (MW) using drainage area ratio
method, HEC-HMS semi-lumped model, lumped model, and IFAS distributed model
method of flow estimation for East Fork of Willow Creek point 2. ............................... 173
Figure 82: Average potential power generation calculated using drainage area ratio
method, HEC-HMS semi-lumped model, HEC-HMS lumped model, IFAS distributed
model, overall minimum, average, and maximum for East Fork of Willow Creek point 2.
......................................................................................................................................... 174
Figure 83: Total power generation in a year calculated using drainage area ratio method,
HEC-HMS semi-lumped model, HEC-HMS lumped model, IFAS distributed model,
overall minimum, average, and maximum for East Fork of Willow Creek point 2. ...... 176
Figure 84: Map showing catchment with the point of interest in Upper Willow Creek and
outlet (location of powerhouse). ..................................................................................... 178
Figure 85: Simulated flow for Upper Willow Creek point 1 using drainage area ratio
method, HEC-HMS semi-lumped model, HEC-HMS lumped model, and IFAS
distributed model. ........................................................................................................... 180
Figure 86: Simulated flow for Upper Willow Creek point 1 for the hydrological year
starting from October 1960 through September 1961 using drainage area ratio method,
HEC-HMS semi-lumped model, HEC-HMS lumped model, and IFAS distributed model.
......................................................................................................................................... 181
Figure 87: Calculated maximum, minimum, and average flow for Upper Willow Creek
with all the methods used for Upper Willow Creek point 1. .......................................... 182
Figure 88: Calculated maximum, minimum, and average flow for Upper Willow Creek
with all the methods used for Upper Willow Creek point 1 for the hydrological year
starting from October 1960 through September 1961. ................................................... 183
Figure 89: Average flow with maximum average range and minimum average range
using drainage area ratio method, HEC-HMS semi-lumped model, HEC-HMS lumped
model, and IFAS distributed model for Upper Willow Creek point 1............................ 185
Figure 90: Average flow derived using drainage area ratio method, HEC-HMS semilumped model, HEC-HMS lumped model, and IFAS distributed model with a standard
deviation for Upper Willow Creek point 1. .................................................................... 185
Figure 91: Flow duration curve from using drainage area ratio method, HEC-HMS semilumped model, HEC-HMS lumped model, and IFAS distributed model for point 1 in
Upper Willow Creek. ...................................................................................................... 186
x

Figure 92: Power generation potential in megawatt (MW) using drainage area ratio
method, HEC-HMS semi-lumped model, HEC-HMS lumped model, and IFAS
distributed model method of flow estimation for Upper Willow Creek point 1. ............ 187
Figure 93: Average potential Power generation in megawatt (MW) calculated using
drainage area ratio method, HEC-HMS semi-lumped model, HEC-HMS lumped model,
IFAS distributed model, overall minimum, average, and maximum for point 1 of upper
Willow Creek. ................................................................................................................. 188
Figure 94: Total power generation in a year calculated using drainage area ratio method,
HEC-HMS semi-lumped model, HEC-HMS lumped model, IFAS distributed model,
overall minimum, average, and maximum for point 1 in Upper Willow Creek. ............ 190
Figure 95: Map showing catchment with the point of interest in Ruby Creek and Outlet
(location of powerhouse). ............................................................................................... 192
Figure 96: Simulated flow for Ruby Creek point 1 using drainage area ratio method,
HEC-HMS semi-lumped model, HEC-HMS lumped model, and IFAS distributed model.
......................................................................................................................................... 194
Figure 97: Simulated flow for Ruby Creek point 1 for the hydrological year starting from
October 1960 through September 1961 using drainage area ratio method, HEC-HMS
semi-lumped model, HEC-HMS lumped model, and IFAS distributed model. ............. 195
Figure 98: Calculated maximum, minimum, and average flow for Ruby Creek with all the
methods used for Ruby Creek point 1............................................................................. 196
Figure 99: Calculated maximum, minimum, and average flow for Ruby Creek with all the
methods used for Ruby Creek point 1 for the hydrological year starting from October
1960 through September 1961. ....................................................................................... 197
Figure 100: Average flow with maximum average range and minimum average range
using drainage area ratio method, HEC-HMS semi-lumped model, HEC-HMS lumped
model, and IFAS distributed model for Ruby Creek point 1 .......................................... 199
Figure 101: Average flow derived using drainage area ratio method, HEC-HMS semilumped model, HEC-HMS lumped model, and IFAS distributed model with a standard
deviation for Ruby Creek point 1.................................................................................... 199
Figure 102: Flow duration curve from using drainage area ratio method, HEC-HMS
semi-lumped model, HEC-HMS lumped model, and IFAS distributed model for point 1
in Ruby Creek ................................................................................................................. 200

xi

Figure 103: Power generation potential in megawatt (MW) using drainage area ratio
method, HEC-HMS semi-lumped model, HEC-HMS lumped model, and IFAS
distributed model method of flow estimation for Ruby Creek point 1. .......................... 201
Figure 104: Average potential Power generation in megawatt (MW) calculated using
drainage area ratio method, HEC-HMS semi-lumped model, HEC-HMS lumped model,
IFAS distributed model, overall minimum, average, and maximum for point 1 of Ruby
Creek. .............................................................................................................................. 202
Figure 105: Total power generation in a year calculated using drainage area ratio method,
HEC-HMS semi-lumped model, HEC-HMS lumped model, IFAS distributed model,
overall minimum, average, and maximum for point 1 in Ruby Creek. .......................... 204
Figure 106: Map showing catchment with the point of interest in Old Campbell Creek
and Outlet (location of powerhouse)............................................................................... 206
Figure 107: Simulated flow for Old Campbell Creek point 3 using drainage area ratio
method, HEC-HMS lumped model, and IFAS distributed model from August 1959
through September 1974. ................................................................................................ 208
Figure 108: Simulated flow for Old Campbell Creek point 3 for the hydrological year
starting from October 1960 through September 1961 using drainage area ratio method,
HEC-HMS lumped model, and IFAS distributed model. ............................................... 209
Figure 109: Calculated maximum, minimum, and average flow for Old Campbell Creek
with all the methods used for Old Campbell Creek point 3. ........................................... 210
Figure 110: Calculated maximum, minimum, and average flow for Old Campbell Creek
with all the methods used for Old Campbell Creek point 3 for the hydrological year
starting from October 1960 through September 1961. ................................................... 211
Figure 111: Average flow with maximum average range and minimum average range
using drainage area ratio method, HEC-HMS lumped model, and IFAS distributed model
for Old Campbell Creek point 3...................................................................................... 213
Figure 112: Average flow derived using drainage area ratio method, HEC-HMS lumped
model, and IFAS distributed model with a standard deviation for Old Campbell Creek
point 3. ............................................................................................................................ 213
Figure 113: Flow duration curve from using drainage area ratio method, HEC-HMS
lumped model, and IFAS distributed model for point 3 in Old Campbell Creek. .......... 214

xii

Figure 114: Power generation potential in megawatt (MW) using Drainage area ratio
method, HEC-HMS lumped model, and IFAS distributed model method of flow
estimation for Old Campbell Creek point 3. ................................................................... 215
Figure 115: Average potential power generation in megawatt (MW) calculated using
drainage area ratio method, HEC-HMS lumped model, IFAS distributed model, overall
minimum, average, and maximum for point 3 of Old Campbell Creek. ........................ 216
Figure 116: Total power generation in a year calculated using drainage area ratio method,
HEC-HMS lumped model, IFAS distributed model, overall minimum, average, and
maximum for point 3 in Old Campbell Creek. ............................................................... 218
Figure 117: Map showing catchment with the point of interest in Boulder Creek and
Powerhouse location. ...................................................................................................... 220
Figure 118: Simulated flow for Boulder Creek point 4 using drainage area ratio method,
HEC-HMS lumped model, and IFAS distributed model. ............................................... 222
Figure 119: Simulated flow for Boulder Creek point 4 for the hydrological year from
October 1960 through September 1961 using drainage area ratio method, HEC-HMS
lumped model, and IFAS distributed model. .................................................................. 223
Figure 120: Calculated maximum, minimum, and average flow for Boulder Creek with
all the methods used for Boulder Creek point 4. ............................................................ 224
Figure 121: Calculated maximum, minimum, and average flow for Boulder Creek with
all the methods used for Boulder Creek point 4 for the hydrological year from October
1960 through September 1961. ....................................................................................... 225
Figure 122: Average flow with maximum average range and minimum average range
using drainage area ratio method, HEC-HMS lumped model, and IFAS distributed model
for Boulder Creek point 4. .............................................................................................. 227
Figure 123: Average flow derived using drainage area ratio method, HEC-HMS lumped
model, and IFAS distributed model with a standard deviation for Boulder Creek point 4.
......................................................................................................................................... 227
Figure 124: Flow duration curve from using drainage area ratio method, HEC-HMS
semi-lumped model, HEC-HMS lumped model, and IFAS distributed model for point 4
in Boulder Creek. ............................................................................................................ 228
Figure 125: Power generation potential in megawatt (MW) using drainage area ratio
method, HEC-HMS lumped model, and IFAS distributed model method of flow
estimation for Boulder Creek point 4.............................................................................. 229
xiii

Figure 126: Average potential Power generation in megawatt (MW) calculated using
drainage area ratio method, HEC-HMS lumped model, IFAS distributed model, overall
minimum, average, and maximum for point 4 of Boulder Creek. .................................. 230
Figure 127: Total power generation in a year calculated using drainage area ratio method,
HEC-HMS lumped model, IFAS distributed model, overall minimum, average, and
maximum for point 4 in Boulder Creek. ......................................................................... 232
Figure 128: Map showing catchment with the point of interest in Boulder Creek and
Outlet (Powerhouse Point). ............................................................................................. 234
Figure 129: Relief map showing wind and hydro data monitoring sites (Zoellick et al.
2011). .............................................................................................................................. 237
Figure 130: Observed flow, HMS output, and IFAS output for Pecwan Creek at the outlet
(Data source for observed flow RCEA). ......................................................................... 238
Figure 131: Simulated flow for Pecwan Creek point 3 using HEC-HMS lumped model,
and IFAS distributed model. ........................................................................................... 239
Figure 132: Simulated flow for Pecwan Creek point 3 for the hydrological year starting
from October 1992 through September 1993 using HEC-HMS lumped model and IFAS
distributed model. ........................................................................................................... 240
Figure 133: Calculated maximum, minimum, and average flow for Pecwan Creek with all
the methods used for Pecwan Creek point 3. .................................................................. 241
Figure 134: Calculated maximum, minimum, and average flow for Pecwan Creek with all
the methods used for Pecwan Creek point 3 for the hydrological year starting from
October 1992 through September 1993. ......................................................................... 242
Figure 135: Average flow with maximum average range and minimum average range
using HEC-HMS lumped model, and IFAS distributed model for Pecwan Creek point 3.
......................................................................................................................................... 244
Figure 136: Average flow derived using HEC-HMS lumped model and IFAS distributed
model with a standard deviation for Pecwan Creek point 3. .......................................... 244
Figure 137: Flow duration curve from using HEC-HMS semi-lumped, HEC-HMS
lumped, and IFAS distributed model for point 3 in Pecwan Creek. ............................... 245
Figure 138: Power generation potential in megawatt (MW) using HEC-HMS lumped
model and IFAS distributed model method of flow estimation for Pecwan Creek point 3.
......................................................................................................................................... 246
xiv

Figure 139: Average potential Power generation in megawatt (MW) calculated using
HEC-HMS lumped model, IFAS distributed model, overall minimum, average, and
maximum for point 3 of Pecwan Creek. ......................................................................... 247
Figure 140: Total power generation in a year calculated using drainage area ratio method,
HEC-HMS lumped model, IFAS distributed model, overall minimum, average, and
maximum for point 3 in Pecwan Creek. ......................................................................... 249
Figure 141: Comparison of all model results with observed data. ................................. 253
Figure 142: Compared flow in Willow Creek after taking out minimum instream flow
need. ................................................................................................................................ 255

xv

LIST OF APPENDICES

APPENDICES ................................................................................................................ 272
Appendix A ................................................................................................................. 272
Appendix B ................................................................................................................. 275
Appendix C ................................................................................................................. 280
Appendix D ................................................................................................................. 282
Appendix E ................................................................................................................. 287
Appendix F ................................................................................................................. 295
Appendix G ................................................................................................................. 296
Appendix H ................................................................................................................. 297

xvi

LIST OF TERMS

cfs: cubic feet per second
cms: cubic meter per second
ft: feet
RCEA: Redwood Coast Energy Authority
MW: megawatt
MWh: megawatt-hour
CO2: Carbon dioxide
ICHARM: The International Centre for Water Hazard and Risk Management
PWRI: Public Works Research Institute

xvii

1
INTRODUCTION

The Redwood Coast Energy Authority (RCEA) is a local government agency
whose members include the County of Humboldt, the Cities of Arcata, Blue Lake,
Eureka, Ferndale, Fortuna, Rio Dell, and Trinidad, and the Humboldt Bay Municipal
Water District (RCEA 2021). The purpose of RCEA is to develop and implement
sustainable energy initiatives to reduce energy demand, increase energy efficiency, and
advance the use of clean, efficient, and renewable resources available in the region for the
benefit of the member agencies and their constituents (RCEA 2021). RCEA is interested
in understanding the feasibility of small hydroelectric power in the Northern California
region.
Hydropower has powered energy demand for more than a century and accounts
for roughly seven percent of the power supply in the United States (Wagoner 2017).
Hydropower has played a significant role in maintaining the reliable and resilient power
source in the country’s power grid. For example, in 2003, after the sweeping northwest
blackouts, hydropower in New York was able to restart quickly and help stabilize the grid
as hydropower is the only type of generation plant that can resume the regular operation
without assistance from an outside power source (Wagoner 2017).
Hydropower has many advantages over conventional forms of generation as
hydropower is a renewable source of energy that relies on the water cycle driven by the
sun. One of the challenges with switching to a renewable energy-sourced grid is that
many alternative energy sources provide intermittent power supplies. Solar can be an
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excellent example of intermittent supply as it is available during the day only and needs
to be stored for use during the night. Solar is less effective in producing electricity during
the rainy season.
Hydropower compliments other renewable energy sources, as it can be used in
conjunction with wind and solar power when the demand is high or when the generation
from other renewable sources is low. Another advantage of hydropower over other
alternative energy sources and technology is that power from hydropower fluctuates
predictably over months and seasons and can be predicted and stored for later use.
Hydropower facilities can be broadly divided into three types, impounded storage
(reservoir), pumped storage, and run of river hydropower facilities. All types of
hydropower plants have in common the use of energy from the water is converted to
mechanical energy and then to electrical power with the help of turbines and generators.
In the impounded storage, water is stored in a large reservoir and travels through
the headrace tunnel and then the penstock to a turbine that spins using water's energy.
Generators are used to convert the spinning mechanical energy to electrical energy. In a
pumped storage facility, water is pumped up into the reservoir during periods of low
electric power demand and then released to generate power during periods of high
demand, similar to an impounded reservoir.
A run-of-river hydropower facility does not use a reservoir for storage. Instead,
some portion of the river flow is diverted into a pipe or open channel known as the
headrace pipe or channel. The pipe or channel leads to a penstock and then into the
turbines in the powerhouse located adjacent to the river downstream of the diversion. In
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all types of hydropower, after the water passes through the turbine, water is returned to
the river via a channel or pipe known as the tailrace.
Impounded and pumped storage facilities require significant capital expense,
operational expense, causes environmental impact by submerging land areas for the
reservoir, and dislocate communities because of reservoirs. Impounded and pumped
storage facilities are more appropriate for larger projects which produce electricity over
10 megawatts (Finney 2014). However, Run-of-river hydropower can be a more suitable
alternative for smaller facilities where water impoundment is undesirable or too
expensive to construct.
Many small streams can be critical sites for small hydropower within Northern
Californian watersheds. The region covers the areas around Fortuna in the South to
Klamath in the North. A report from Oscar Larson and Associates in May 1982 identifies
several small creeks within Northern California for future proposed projects, site
accessibility, and the hydropower potential. Several creeks with potential for hydropower
from the list of studied potential creeks by the report Oscar Larson and Associates and
working in conjunction with the team from RCEA were identified. Figure 1 shows the
creeks that are considered important by the RCEA and need more in-depth analysis to
determine the power potential. The sites identified were East fork of Willow Creek,
Upper Willow Creek, Ruby Creek, Madden Creek, Boulder Creek, and Pecwan Creek
(Figure 1).
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Many of the identified watersheds are ungauged catchment meaning that these
watershed does not have any flow data recorded. However, the flow data is a critical
component in assessing the power potential and future development of the hydropower
plant. The objective of this research is to develop several methodologies to estimate
hydrologic flow for a stream in selected ungauged watersheds in Northern California
Watersheds. This work will provide critical information to support an assessment of
hydroelectric energy potential. The methodologies will be applied to generate expected
discharge under varying conditions at various selected sites. The methods range from a
statistical approach to more physically-based hydrological models for calculating flow
rate at ungauged locations.
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Figure 1: Map showing selected catchment of Boulder creek, Upper Willow Creek, East
Fork of Willow Creek, Ruby Creek, Madden Creek, and Pecwan Creek, with the
Right-hand top side showing the general location of the project area in California.
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LITERATURE REVIEW

Introduction

From 1980 to 2013, the world’s annual electricity consumption increased from
7,300 Terawatt-hours to 22,100 Terawatt-hours, with an average yearly increase of 3.4
percent (Liu 2015). As the world is entering the 21st century, energy demand continues to
increase. Currently, the total electricity demand for the world is around 25,000 terawatthours and is expected to increase to 37,000 terawatt-hours by 2040 (International Energy
Agency 2019). Similarly, the total electricity demand for the United States is around
4,000 terawatt-hours and is expected to increase to 5,000 terawatt-hours by 2040
(International Energy Agency 2019).
The world depends mainly on non-renewable resources for electricity generation
to meet this electricity demand. However, using these non-renewable resources to
produce electricity produces significant emissions, one of the leading causes of global
warming and climate change. More renewable energy sources need to be used to meet the
electricity requirement while decreasing dependence on non-renewable energy resources
is required to overcome emissions problems. Reduced emissions to the atmosphere will
help slow down global warming and climate change. Governments are supporting
renewable sources throughout the world by providing financial and legislative support.
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Energy Consumption and Renewable Energy Contribution
Renewable energy, also known as clean energy, derives its sources from naturally
replenishing sources (Shinn 2018). The natural resources are nearly inexhaustible but are
limited to the amount of energy generated within a given time frame. Some renewable
energy types include biomass, hydropower, geothermal, wind, and solar (U.S. EIA 2020).
Most of the electricity in the world is generated using non-renewable sources like
coal, nuclear, petroleum, and natural gases. These traditional ways of generating
electricity are popular because of their simplicity and cheaper overall cost. But electricity
production using non-renewable sources are the leading cause of air pollution and CO2
emissions worldwide (Ritchie and Roser 2017).
The shares of primary energy from fossil fuels for the whole world in 2019
(Figure 2) show that the United States roughly has used 60 percent of the total electricity
production from fossil fuels (British multinational oil and gas company 2021). Electricity
production from fossil fuels in 2020 decreased by 12 percent compared to 1985 (Ritchie
and Roser 2017; British multinational oil and gas company 2021).
With the development in technology, the renewable energy sector provides a
competitive solution in terms of generation cost and fewer environmental impacts than
the traditional way of generating electricity. Renewable energy resources can be tapped
with the existing technology with fewer environmental impacts. With improved
technology, it is possible to make electricity from renewable sources without generating
carbon dioxide as a byproduct, the leading cause of global climate change.

8

Figure 2: Percentage shares of electricity production from Fossil Fuels, 2019 (British
multinational oil and gas company 2021).

Renewable Energy Benefit to Economy
Renewable energy sources provide energy security, economic development and
reduce the global risks of climate change (CRS 2015). Renewable energy improves
energy security by providing reliable power and fuel diversification and reducing the
need to import fuel. Moreover, using renewable energy sources helps conserve the
nation's traditional resources for the uncertain future. Renewable energy also assists in
economic development by lowering the natural gas bills, creating jobs twice in number
than generating electricity from fossil fuels, increasing capital investment, and increasing
income and tax revenue (CRS 2015).

9
The taxes paid by renewable energy companies strengthen the area’s economic
base, ultimately reducing the burden on individual taxpayers in the community(National
Renewable Energy Laboratory 1997). The California Energy Commission has observed
that solar thermal power plants yield twice as much tax revenue as conventional, gasfired plants (National Renewable Energy Laboratory 1997). Using renewable sources to
generate electricity also improves environmental health by cutting down on fossil fuels.
One of the economic concerns related to traditional energy sources is price
stability. Since generating electricity from fossil fuel is highly susceptible to changes in
the price of natural resources, this makes the cost of electricity unstable for those
generated from a traditional method (CRS 2015). There were drastic increases in the cost
of fossil fuels around 2008 (Figure 3), and these increases could harm the country's
economy (University of Oxford 2016). In contrast, renewable energy sources such as
wind, solar, water, and geothermal do not depend on fossil fuel costs nor require
transportation, providing greater price stability (Figure 3).
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Figure 3: Fossil fuel Price index, 1987 -2015 The fossil fuel price index, which maps the
average global price of oil, gas, and coal, is measured as an energy index where
the price is 100 in the year 2000 (University of Oxford 2016; British multinational
oil and gas company 2021).
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Electricity, Health, and Environment
The generation of electricity using fossil fuels has a negative effect on health and
the environment. The burning of fossil fuels for electricity generation is responsible for
emitting many compounds responsible for widespread environmental and health impacts.
Carbon dioxide. Carbon dioxide (CO2) is a greenhouse gas and a significant
contributor to climate change. The leading cause of carbon dioxide in the atmosphere is
burning fossil fuels. In 2018, the second-largest source of carbon dioxide emission in the
United States was from fossil fuel combustion to generate electricity, accounting for
around 31 percent of the total carbon dioxide emission from the United States (Figure 4)
and 24 percent of the United States greenhouse gas emission (US EPA 2021).

Figure 4: U.S. carbon dioxide emission, by source showing transportation sector as the
primary contributor followed by electricity production (US EPA 2021).
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Other emission gases. The generation of electricity using fossil fuel is linked with
the generation of the significant contribution of other polluting gases like Sulfur dioxide,
Mercury, Nitrogen oxide, and particulate matter (CRS 2017; WHO 2017). These gases
are toxic to human health and the environment and cause much harm to the people and
the environment (US EPA 2019). These gases are also a part of greenhouse gases that
contribute to global warming (NETL 2010).
Electricity, Greenhouse Gases, & Climate Change
The second highest contributor of greenhouse gases in the United States was
electricity production (Figure 5). Approximately 62 percent of the electricity generated
comes from burning fossil fuels, mainly coal and gas (US EPA 2021).

Figure 5: Greenhouse gas emission by sector, United States of America The highest
contributor is transportation, followed by electricity production in 2019 (US EPA
2021).
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Government Plan and Policies on Renewable Energy
International plans and policies on renewable energy. In 1998, the Kyoto protocol
framework was made and later signed in 2005, which in article 2 (UN climate change
1998) states the importance of increased use and development of renewable energy. In
2015, the Paris agreement was signed, emphasizing the reduction of greenhouse gas
emissions and all the signing parties to pursue domestic measures to achieve them and
help developing countries reduce their carbon footprint (UN climate change 2015; United
Nations 2016).
The International Renewable Energy Agency (IRENA) was founded on 26
January 2009 and currently has more than 180 member countries (IRENA 2011). The
agency's mission is to help advance the widespread adoption and use of renewable energy
with a sustainable future (IRENA 2018).
Government plan on renewable energy in the United States. The first energy
policy act was signed in 1992 (US Department of Energy 2021). The second energy
policy act of 2005 aimed to develop grant programs, demonstration, testing, and tax
incentives that promote alternative fuels. As per Section 203 of the Energy Policy Act of
2005, the federal government must meet at least 7.5 percent of its total annual electricity
demand from renewable sources (US Department of Energy 2021). The energy act of
2020 reauthorizes further research and development of renewable energy and establishes
storage and microgrid grants (Senate committee on energy and natural resources 2020).
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Government plan on renewable energy California. California state law, updated in
2018 with the passing of Senate Bill 100, sets a goal that by 2045, all retail electricity
sold in California will be supplied using renewable and zero-carbon resources, with 33
percent by 2020 and at least 60 percent by 2030 (California Energy Commission 2021;
National Conference of State Legislation 2018). California is ahead of schedule in
meeting the state’s 33 percent target by 2020 and is on track to achieve a 60 percent
renewable energy target by 2030 (California Energy Commission 2021a). As of 2020, 36
percent of the state's electricity retail sales were generated from qualifying renewable
energy sources (U.S. Energy information administration 2021).
The Redwood Coast Energy Authority's (RCEA) strategic plan envisions an even
more rapid transition to 100 percent renewable electricity, which will be from a
combination of state-designated renewable energy sources, including solar, wind,
biomass, small hydroelectric, and geothermal and state-designated net-zero-carbonemission existing large hydroelectric facilities by 2025 (Redwood Coast Energy
Authority 2019). By 2030 Humboldt County will be a net exporter of renewable
electricity, and RCEA’s power mix will consist of 100 percent local, net-zero-carbonemission renewable sources (Redwood Coast Energy Authority 2019).
In support of this goal, RCEA is supporting an assessment of the potential for
small-scale hydropower, a regional effort to facilitate the development of small
hydroelectric projects in Northern California watersheds.
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Energy Mix in the Grid from All Sources in California
California is the fourth-largest electricity producer in the United States and
accounted for about five percent of U.S. utility-scale (1-megawatt and larger) electricity
net generation in 2019 (U.S. Energy information administration 2021). Natural gas is the
single largest source of electricity, although solar has started picking up the total
generation capacity after 2012 (Figure 6).
Solar makes up 50 percent of the generation in 2019, followed by wind, serving
nearly 27 percent of the demand in 2019 (Figure 7). Small hydropower has the least
contribution, serving about 4 percent of the electricity demand in 2019 (Figure 7).
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Figure 6: California electricity generation by fuel type showing natural gas as the highest
generation fuel source (California Energy Commission 2021).
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Figure 7: Total Renewable Generation Serving California Load by Resource Type
(California Energy Commission 2021).
Hydropower Contribution in California
People throughout history have used flowing water to complete various tasks by
using the energy of water with water wheels with paddles mounted around the wheel
(Figure 8). The tapped energy was used for various purposes like crop irrigation and
grinding grains, supplying drinking water to villages, sawmills, pumps, forge bellows,
tilt-hammers, trip hammers, and textile mills (Bellis 2020).
Hydroelectric power is produced using the potential energy of water behind the
dam or at a higher elevation, converted to kinetic energy using the usable head of water.
The electricity is generated using a turbine that converts kinetic energy into mechanical
energy used to rotate turbines. The turbines generate electricity, which is put through
transformers and transmitted over long distances.
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Figure 8: Waterwheel mounted to the building (Bellis 2020).
Hydroelectric power has high capital costs and is hydrology dependent, mainly on
precipitation at the catchment. Hydropower is a renewable energy source but is not a
perfect one. Some hydropower facilities have a significant environmental and social
impact by changing the environment and affecting land use, homes, and natural habitats.
Most large hydroelectric power plants have a dam and a large reservoir to hold
water for electricity generation. These large dams in the river obstruct fish migration,
change the water temperature, and affect river flow, which can harm the native flora and
fauna within the river and on the river catchment.
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Reservoirs may also submerge people’s homes, agricultural land, cultural sites,
and archeological sites, which is a tremendous loss of history and usable land and can
lead to relocation. If the reservoir is not adequately maintained, there is also the
possibility of forming methane gas and greenhouse gas, which can be released into the
atmosphere.
California is the second-largest hydroelectricity generating state after
Washington, and California is consistently among the top four producer states in terms of
hydroelectricity production (U.S. Energy information administration 2021). In 2015,
hydropower supplied only about seven percent of California's net generation; however, in
2019, it provided 19 percent of the state's electricity net generation, nearly 38,494
gigawatt-hours (U.S. Energy information administration 2021; Nyberg 2021).
The hydroelectric generation facility is divided into two categories depending
upon the generation capacity. The facilities with a generation capacity smaller than 30
megawatts are generally categorized as small hydro and are considered renewable energy
resources (U.S. Energy information administration 2021). All other hydropower with a
generation capacity of more than 30 megawatts is classified as large hydropower.
Small Hydro Contribution
California has an installed generation capacity of 1,756 megawatts for small
hydropower, nearly equaling 12.5 percent of California's total hydropower generation
capacity (Nyberg 2021). The net electricity generation from small hydro in 2019 is
around 5,341 gigawatts. California has 199 operational small hydropower plants located
throughout the state. The total contribution from small hydropower in California is nearly
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5,341gigawatt-hours as of 2019 (Nyberg 2021). Pacific Gas & Electric owns the most
significant number of 38 small hydropower stations with an installed capacity of 293.4
megawatts. The second-largest owner of the small hydropower is Southern California
Edison, with 25 small hydropower facilities with an installed capacity of 119.9
megawatts. The company owns the third-largest number of small hydropower facilities in
the Los Angeles Department of Water & power, with 16 facilities with an installed
capacity of 272.8 megawatts and a metropolitan water district with 16 facilities of 130.6
megawatts (Nyberg 2021).
The largest small hydropower plant is the San Francis Quito 1 plant, with an
installed capacity of 69.4 megawatts, owned by the Los Angeles Department of Water &
Power. The smallest small hydro plant is a Fish power plant with an installed capacity of
0.2 megawatts owned by the Yuba County Water Agency. Overall, there are currently 61
companies working in the hydropower generation sector in California. There are large
companies like Pacific Gas & Electric, which owns multiple hydropower plants to small
power plant company like San Gabriel Valley Municipal Water District, which owns a
single hydropower plant with a capacity of one megawatt.
Small Hydropower
Small hydroelectric power, also known as run-of-the-river hydropower, is
considered an essential and feasible climate change solution, with low embodied carbon
emissions in manufacturing and construction and zero emissions when generating electric
power. The key features of a run-of-the-river small hydroelectric facility are shown in
Figure 9. The key features include the intake, penstock, powerhouse, tailrace, distribution
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lines, and substations. For this purpose, small hydroelectric power plants have a
generation capacity between 1 to 8 megawatts (Michael Furniss, pers comm 2021). Small
hydro is one of California's renewable portfolio standards-eligible resources (California
Energy Commission 2020). Hydropower can complement other renewables such as wind,
solar, and biomass power by generating when those resources are unavailable or down for
maintenance. Renewable portfolio standards eligible resources of California are resources
that are categorized as renewable energy resources as per the state of California
(National Conference of State Legislatures 2021).
A run-of-the-river hydropower facility is a facility that passes flowing water from
the river through a system of canals or penstock to spin a turbine. The run-of-the-river
project will have little to no storage facility (International Hydropower Association
2020). Streamflow with high velocity and head difference is preferred for the run-of-theriver hydropower to tap its kinetic energy.
Run-of-river hydropower projects are less costly than hydropower with dams
because of the more straightforward civil works requirement. However, they are more
susceptible to variations in rainfall, flow, and drought. During flood conditions, the
installation may not accommodate the higher flow rates, and water must be diverted
around the turbine losing the potential generating capacity of the increased water flow.
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Figure 9: Key features of a run-of-the-river hydroelectric facility. The flow above the
inlet and below the outlet remains the same. Water is taken from the stream, used
to turn on the turbine and generator, and is returned to the same stream (RCEA
2021).
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The factor affecting the generation potential of small hydropower. The critical
factors for determining the hydropower potential for turbines are flow, head, and
efficiency. At any given location, the hydropower potential is a function of the hydraulic
head and the flow rate, respectively, affected by the local topography and the
hydrological processes in the river catchment. Therefore, adequate hydropower systems
planning requires a detailed analysis of the area and proper river flow modeling. For any
site where water is diverted into the penstock, taking the intake further upstream may
increase the head, but frictional losses and construction costs increase due to a longer
penstock. In addition, streamflow available for diversion may be reduced due to the
resulting smaller watershed catchment area.
Evaluating the appropriateness of developing a preliminary guideline for a small
run-of-the-river hydropower production requires consideration of not only the river
hydrology and topography but also local, social, regulatory, economic, and environmental
factors. All these factors play an important role in the final evaluation for the
appropriateness of developing a small run-of-the-river hydropower plant. Hydropower is
also subject to regulation regarding instream flow needs downstream of diversion points
in diverting the water out of the stream. Grid connection and transmission line
construction costs rise as the distance increases between the hydropower plant and the
closest grid connection point, so a site closer to an existing connection point is preferable.
The mitigation hierarchy should guide decisions. The first step is to anticipate and
avoid, and where avoidance is not possible, the focus should be on minimizing the impact
and effects on workers, affected communities, and the environment. In situations where
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residual impacts remain, compensation or offsetting the risk and effects on workers,
affected communities, and the environment should be considered.
An aspect of assessing environmental and social risks and impacts must always be
carried out, typically in the form of an environmental and social impact assessment. The
environmental and social impact assessment must comply with domestic environmental
and social regulations and should follow good international industry practices wherever
possible.
This work will not include critical components needed to decide whether to move
forward with hydroelectric development, such as economic viability, geotechnical
considerations, and grid connection options. This work will focus on determining the
stream flow estimates using statistical and physical modeling methods and comparing
results with other methods.
Flow data importance in small hydropower. The flow is a critical parameter for
determining the hydropower potential. When it comes to the small run-of-the-river
hydropower, the energy generation is entirely based on the amount of water available for
the hydropower plant to utilize for power generation.
Hydrology plays an essential role in hydroelectric power planning and operational
phases. Hydrologic uncertainties due to flow variability and the effect of climate change
on water resources critically impact the feasibility evaluation of hydroelectric power
projects, especially for run-of-the-river power plants. Streamflow is affected by the
topography, meteorology, soils, base flow, and many other factors that play a vital role in
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the water cycle process. These factors significantly influence the amount of water
available for energy generation and any contemplated project's feasibility.
Hydrological models are beneficial for assessing river flow in ungauged sites or
sites with limited data. Nevertheless, the modeled river flow needs to be reliable to be
used in hydropower systems.
Data Resolution Required for Economic Analysis
Hydropower plant planning requires knowledge of the river flow regime. There
are two ways of expressing the river flow variation during the year: the annual
hydrograph and the flow duration curve. The yearly hydrograph is the flow plotted on Yaxis and time plotted on X-axis, and it shows daily flow variations during a hydrologic or
calendar year (Figure 10).
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Figure 10: Annual flow hydrograph for Wangchu, Bhutan (Bikash Unpublished 2021).
Flow duration curves illustrate the percentage of time streamflow was equaled or
exceeded during a specified period of time. The flow duration curve has been used in
hydrological studies, including hydropower engineering, flood control, water-quality
management, river sedimentation, and water use engineering (Vogel and Fennessey
1995).
Flow duration curves summarize the impacts of potential climate change
scenarios on water resources systems and the effect of regional differences in geology,
climate, and physiography on the hydraulic response of river catchments. A streamflow
duration curve represents the relationship between the magnitude and frequency of daily,
weekly, and monthly streamflow for a particular river catchment (Vogel and Fennessey
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1995). This flowing series can comprise daily, 10-day, monthly, or yearly average
values. The data series of more than 15 years is preferred for making the streamflow
duration curves (Vogel and Fennessey 1995).
In terms of hydrology, for the run-of-the-river hydroelectric projects, a daily flow
duration curve is required to provide the necessary data (Twidell et al. 1984). A 30
percent exceedance flow gives a first estimate of the design capacity for the hydropower
plant; however an optimal installation size must be based on cost, energy outputs, and the
value of energy production (Twidell et al. 1984). The energy output of the hydropower
plant is derived from the flow duration curve by imposing operational constraints like
compensation flow like, environmental flow, and maximum and minimum turbine flow.
The energy production is calculated as the average discharge multiplied by the
corresponding turbine efficiency, generator efficiency, net head, specific weight of water,
and flow time. Typically, 80 percent of the calculated output can be achieved for a small
site depending on the river and stream's characteristics. The difference in flow duration
curve generated from daily average flowrate, monthly average flowrate, and year average
flowrate is shown in Figure 11. The daily average data have a smoother curve and more
data points in the same amount of time.
The smaller the averaging period of flow values, the more accurate the flow
duration curve and the energy calculation (Ficthner 2012). In many cases, only monthly
average values are available, which can cause deviations of up to 10 percent or more in
the energy calculation, compared with an energy generation calculation using daily flows,
depending on the Hydropower project site (Ficthner 2012).
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The effect of varying the time unit is not the same for all streams. If the stream is
flashy, with sudden floods lasting only a few hours or days, the daily and weekly curves
will differ appreciably, and the monthly curve will vary considerably from the daily
curve. Daily flow has been used almost exclusively and is preferred over monthly and
yearly flow (Searcy 1969; Gao et al. 2015). Caution should be exercised in developing
flow duration curves that use average values for intervals of time longer than one day.
The flow duration variations may be masked if average flows for weekly or monthly
intervals are used in flow duration analysis (Warnick 1984).
The flow duration curve can be used based on the site conditions to calculate
flowrate exceedance probability which can be used to guide the installation and
operational costs for the project. The installation and operating cost can be used to
calculate a break-even time for the investment in both the case of solely self-consumption
of the produced energy or in the case of selling excess power to the national grid, which
is an essential part of making the decision (Reichl and Hack 2017).
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Figure 11: The potential power generation on Boulder Creek in the Mad River catchment
calculated at one mile above the mouth of Boulder Creek that drains into the Mad
River, showing generation potential in the y-axis and percentage of the year
available within a year on the x-axis. The blue line shows generation potential
using yearly data, the red line shows using monthly data, and the green line shows
using daily data. The graphs show that daily average flow gives the best result
even with the same data set.
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Commonly Used Data Collection Method
Hydrological data. Some of the common ways to measure flowrate include
cableway measurement, acoustic doppler tracer, and salt dilution method. A typical
cableway station in Bhutan with a cableway stretching across the river, with a cable
winch shown with an operator on the center top and a current meter shown on the center
bottom photo, and a staff gauge shown on the right side with a marking in centimeter
(Figure 12). The river velocity and depth data are obtained using the cableway at multiple
locations along the cross-section of the river. The total flow rate at each section is
measured and summed up to get the total flow rate.
The rating curve relates the river flow rate (discharge) and the corresponding
gauge height. The rating curve is developed by taking multiple flowrate measurements
and corresponding gauge height at low flows, median flow, and high flows and fitting the
equation that best describes the relationship between gauge height and flow rate (Figure
13). The tracer method is advantageous in sites where it would not be easy to use
conventional flow measurement or have less flow. In Bhutan, the tracer method is still
used in high altitude flow measurement, where the conventional method would be
difficult (Figure 14).
The flowrate measurement using a current meter is the most common form of
flowrate measurement in Bhutan. The method involves using a current meter, dividing
the channel into at least 20 equal cross-sections, and taking the velocity and depth
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measurement at each cross-section (Figure 15). The depth and velocity are then used to
compute the flow rate.

Figure 12: A typical cableway station in Bhutan with a cableway stretching across the
river.
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Figure 13: Rating curve showing a relation between gauge height and flowrate for a
gauged station in Bhutan.
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Figure 14: Tracer method of flowrate measurement. Staff from National Center for
Hydrology and Meteorology releasing tracer into the water, which will be used to
calculate the flowrate (photo by NCHM unpublished 2007).

Figure 15: Manual Flowrate Measurement. Flowrate measurement using the current
meter and measuring tape on the left where a person is taking current meter
reading and where water is deeper, boats are used to assist in the measurement
(photo by NCHM unpublished 2009).
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Another way of measuring the flowrate data is by establishing a rating curve of
the known section of a stream by wadding the river channel and then measuring the
gauge height, and then converting the gauge height into flowrate using the rating curve.
The gauge height can be read manually from the plate gauge (Figure 12) or by using a
sophisticated instrument like a bubbler sensor (Figure 18), radar sensor (Figure 17),
pressure sensor, and an ultrasonic sensor. The reading for the measurement can be either
stored in the data logger's memory or transferred to the server, then stored in the
database. The combined pressure, temperature, and conductivity sensor are attached
together with the turbidity sensor can be seen in Figure 16.

Figure 16: Pressure sensor in black and turbidity sensor in silver. The sensor is used to
collect hydrological data and is transmitted to the server for storage.
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Figure 17: Radar automatic water-level station with radar sensor and solar panel in
Bhutan.

Figure 18: Bubbler Automatic water-level station in Bhutan with bubbler sensor going to
the riverbed in the left photo and sensor housing with a bubbler sensor, data
logger, battery, and modem for data transmission on the right photo.
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Another type of river discharge measurement is by using Acoustic Doppler
Current Profiler (ADCP), which can be used to get the flow rate directly. These sensors
can be installed either on the side of the riverbank or on bridges with the sensor facing
the river. An automatic river flowrate measurement system in Bhutan consists of two
main components, one measuring the river gauge height and another measuring the
velocity used to calculate flowrate (Figure 19).

Figure 19: Automatic River Discharge Measurement System (ARDMS) in Haa chu in
Bhutan with sensor pointing towards the river on the left and station with a solar
panel for power on the right photo.
Meteorological data. These parameters can be measured using a simple
instrument like standard rain gauges and thermometer, to a more sophisticated instrument
like a self-recording rain gauge or a fully automatic rainfall station that uses a tipping
bucket or weighing bucket rain gauge and digital thermometer connected to the telemetry
system and data logger, which conveys data automatically. A climatology station is a
basic weather station with parameters of rainfall and temperature only (Figure 20). An
automatic weather station has more parameters than a climatology station and can log the
data internally and can be collected later on or a data transmission modem to transfer data
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in real-time (Figure 21). An agro-met station with additional parameters like evaporation,
soil moisture, and soil temperature is shown in Figure 22.

Figure 20: Climatology station with an automatic recording rain gauge, rain gauge, and
wet bulb and dry bulb thermometer (photo by: NCHM unpublished 2015).

Figure 21: Automatic weather station with wind, solar radiation, relative humidity,
precipitation, temperature parameter, and solar panel for power (photo by: NCHM
unpublished 2015).
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Figure 22: Agro-met station on 10 meters by 10 meters land fencing with precipitation,
temperature, soil, wind, and evapotranspiration parameter with automatic data
transmission to the national database.
Method of Flow Estimation

The total amount of available freshwater is limited in the world. It is important to
understand and qualify hydrological processes to understand the rainfall-runoff
correlation better. Stream flow is composed of direct precipitation, runoff, and baseflow.
A combination of saturation excess and infiltration excess mechanisms generates runoff.
Saturation excess flow occurs when the soil becomes fully saturated with water. Any
additional water input or rainfall will lead to runoff, and excess infiltration flow occurs
when rainfall intensity exceeds the maximum water absorption rate into the soil (Stewart
et al. 2019). A simplified diagram of the hydrological cycle is presented in Figure 23.
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A basin model simulates the hydrologic processes of this cycle in a holistic
approach. Therefore, basin-scaled modeling of waterbodies has great importance for a
better understanding of the future of water resources and to create solutions for problems
caused by changes in the amount of water.
Numerous basin models have been developed since the 1960s (Klemes 1982). In
the following years, with the development of advanced computing, numerical simulation,
and statistical simulation, the number of platforms for basin models rapidly increased.
With the developing technologies, the employment of Geographic information systems
(GIS), remote sensing techniques, and database management systems, basin models have
become more powerful, and models continue to be developed and improved.

Figure 23: Water cycle (Evans and Perlman 2013).
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Basin-scale models can be classified according to the modeling approaches used.
The basin-scale model can be classified by types as empirical models, conceptual models,
and physically-based models. Empirical models are data-driven models, and they involve
mathematical equations that define the functional relationships between inputs and
outputs by using regression and correlation models (Klemes 1982).
The drainage area ratio method is widely used to estimate streamflow for
ungauged sites using data from one or more nearby streamflow-gaging stations. The
drainage area ratio method is straightforward to implement and widespread use by
analysts and managers of surface-water resources (Asquith et al. 2006).
Conceptual hydrological models are based on assumed physically realistic
equations combined with semi-empirical ones to relate rainfall and flow. The parameter
sets the relation between rainfall and outflow. The relation parameters can be estimated
and placed using observed rainfall and observed flow data or estimated from similar
rivers.
Physical models are based on spatial distribution and evaluation of parameters
describing physical characteristics. Basin-scale models can further be classified as
lumped, semi-lumped, or distributed models (Erşahi̇ n 2020). The lumped models simplify
basin parameters into a single unit, whereas semi-lumped and distributed models include
spatial variability of processes, boundaries, and characteristics of the basin. Models can
also be classified as stochastic or deterministic. The stochastic model can produce
different outputs for a single set of inputs, whereas the deterministic model will give a
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single output. Deterministic models obtain outputs by known mathematical relations,
whereas stochastic models obtain a range of outputs by statistically distributed inputs.
Physically-based distributed models treat flow as a migration phenomenon of
rainfall in the river basin. Generally, physically-based distributed models require a large
amount of information on soil, geology, and river shape for modeling, requiring a longer
time for calculation and a greater effort for calibration.
Software tool selection for basin modeling should be made according to the
selected modeling approaches. Model input requirements, desired output, model
capabilities, spatial and temporal scales, and model accuracy should be considered while
choosing a model.
Correlation Method
The method is used to predict stream discharge using a catchment nearby of
similar size with a gauging station with a high correlation on hydrology, meteorological,
and catchment characteristics to correlate the observation from the recorded data. This
method is most helpful in filling in records with data gaps. This method uses the
correlation between a few gauging stations with similar size and characteristics with high
correlation to correlate the observation from the recorded data to fill in the missing
dataset in the observation.
The formula shown below is used to estimate the missing parameter.
1 𝑁

𝑁

𝑁

𝑃𝑥 = 3 [𝑁𝑥 𝑃1 + 𝑁𝑥 𝑃2 + 𝑁𝑥 𝑃3 ]
1

2

3

Eq. 1
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Where P stands for parameter and N stands for the annual normal values. This
method of data filling has been used to fill the data voids in the observed data while
developing a flood forecasting and warning system in Bhutan, where there were missing
data in the records. The required data carrying out this method is the station nearby with
high correlation measuring similar parameters (NCHM unpublished 2017).
Drainage Area Ratio Method
The method equates the ratio of streamflow at two stream locations to the ratio of
the respective catchment areas (Asquith et al. 2006). The drainage area ratio method is
selected for this study.
This method predicts stream discharge using a gauged stream downstream and a
catchment size in relation to the upstream smaller catchment (Clark 2016; Gianfagna et
al. 2015; Risley et al. 2009). The drainage area ratio method is one of the earliest tried
and tested method for estimating daily flow in an ungauged catchment. This method is
used when a gauged watershed is present nearby or in the same watershed, which can be
used as a reference. In addition, this method can also be used to get a discharge for an
upstream ungauged location if there is a gauged station downstream. This method
estimates flow at an ungauged site by multiplying the measured flow from the nearby
gauge or the reference gauge by the area ratio of the ungauged to the gauged watershed.
𝑄gauged = 𝑄gauged 𝑥

𝐴ungauged
𝐴gauged

Eq. 2

In equation 2, Q represents streamflow, and A represents the watershed area. The
major assumption of the drainage area ratio method is that flow scales directly with the
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catchment area. As the catchment area increases, the flow rate increases, corresponding
to the area of the ungauged area to the gauged catchment. The choice of the reference
gauge in the drainage area ratio method has been generally determined based on
geographical proximity to the ungauged catchment or catchment with a similar
hydrological response to that of the ungauged catchment.
The drainage area ratio method has been applied successfully, and the method
accurately predicts daily streamflow in nested (reference gauging station is in the same
catchment) and non-nested (reference gauging station is not in the same catchment)
catchments in the Catskills, New York, suggesting that the results from the area ratio of
the ungauged to gauged watersheds alone may be adequate for estimating average daily
flow based on a reference gauge in the Catskills region of New York. The adequacy of
the drainage area ratio method for estimating daily average flow rate is demonstrated
with high coefficients of determination R2 value of 0.93 when reference gauging stations
were in the same catchment and an R2 value of 0.79 when reference gauging stations
were in different catchments, respectively (Gianfagna et al. 2015). This method has also
been utilized in Texas for statewide analysis of the drainage area ratio method for 34
Streamflow (Asquith et al. 2006). The data required for this study are catchment areas
for gauged and ungauged catchments and flowrate for gauged stations.
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Modeling Using Rainfall-Runoff Models
Unduche et al. (2018) compares four different conceptual models: HBV,
WATFLOOD, HEC-HMS, and HSPF. The author states that HEC-HMS and HSPF
performed better in simulating spring runoff flow for the Canadian Prairie watershed and
suggests using multiple models and creating an ensemble to predict flow rate more
accurately. The author also points out that the WATFLOOD and HEC-HMS models
generally performed better for low flows but could not simulate well for high flows. In
contrast, the HSPF and HBV-EC models performed better in high flows but overpredicted low flows in most cases.
Chea and Oeurng (2018) give another success story of flow simulation in an
ungauged catchment of Tonle Sap Lake basin in Cambodia. The authors have used HECHMS to reliably simulate the flows of Stung Pursat Catchment. The authors also
recommend HEC-HMS for the flow simulation of an ungauged catchment in the Tonle
Sap Lake Basin and its applicability for the assessment of water availability.
Chow and Jamil (2018) explain the development and application of the IFAS
model for flow forecasting in regions with insufficiently gauged catchments. The authors
discussed how the model could be used to generate flow data in a catchment with the
insufficiently gauged station using global data and showed examples of the IFAS model
accurately predicting flooding in the region of Japan, Myanmar, and other nearby areas in
the South Asia region.
Chuenchooklin et al. (2019) compare two hydrological models with the global
weather data in a small watershed in Thailand's Upper Tha Chin River Basin and the
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simulation results. IFAS and Soil and Water Assessment Tool (SWAT) model were used
to simulate floods during the flooding season of 2011. The author concluded that both
models are applicable for carrying out flow simulation and efficient operation of the
diversion canal for the Huai Khun Kaew watershed.
The models used for this study are HEC-HMS and IFAS models. The Hydrologic
Engineering Center Hydrologic Modeling System (HEC-HMS) is selected for lumped
and semi-lumped modeling applications. Integrated Flood Analysis System (IFAS) is
selected for distributed modeling presented in this study due to data availability, model
capabilities, and ease of application.
Rainfall-Runoff Model: HEC-HMS. HEC-HMS is open-source computer
software developed by the United States Army Corps of Engineers (USACE) that
simulates precipitation, evapotranspiration, infiltration, surface runoff, and baseflow of a
catchment by using the catchment’s physical and meteorological properties (USACE
2000). HEC-HMS can simulate precipitation-runoff and routing hydrologic processes.
HEC-HMS model can be classified as a deterministic, semi-lumped model that includes
conceptual and empirical methods for calculating flow and volume (USACE 2000). The
model can be run in both the event and continuous mode. A simple schematic
representation of the runoff process replicated within HEC-HMS is shown in Figure 24.
Many options of mathematical models for all the hydrological components that
conceptually represent watershed behavior are incorporated in this program and are
available for use. The HEC-HMS uses a separate model to represent each component of
the runoff process, like a model to compute runoff volume, baseflow, and channel flow.
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Calculation options for runoff-volume (loss) methods include Initial and Constant,
Soil Conservation Service (SCS) Curve Number (CN), Gridded Soil Conservation
Service (SCS) Curve Number (CN), and many more. Direct-runoff (transform) methods
include user-specified unit hydrograph, Clark’s unit hydrograph, kinematic wave, 2D
diffusion wave, and others (USACE 2000). There are five methods within the HEC-HMS
model, detailed in the user manual.
A meteorological model in HEC-HMS can take in precipitation, snowmelt, and
evapotranspiration data. Table 1 shows options available for the input of important
meteorological parameters in the HEC-HMS model. Runoff volume is computed by
integrating the total precipitation with the area and subtracting losses like infiltration,
storage, interception, and evapotranspiration to get the final flow value. HEC-HMS
model can be applied to manage water resources, estimate floods, water resources
assessment, and continuous analysis with capabilities for calculating evapotranspiration,
snowmelt, and soil moisture accounting (USACE 2000).
ArcGIS: HEC-GeoHMS. HEC-GeoHMS is an interfacing tool for ArcGIS and
HEC-HMS. HEC-GeoHMS is a geospatial hydrology toolkit in ArcGIS which is used to
create hydrologic inputs that can be directly imported and used with HEC-HMS (Brue
2021). The toolkit allows the user to visualize spatial data, extract watershed physical
characteristics from digital elevation models (DEM) and GIS data, perform spatial
analysis, delineate sub-basins and streams, and develop hydrologic parameters for input
in the HEC-HMS model (Brue 2021).
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Table 1: Meteorological data input available options in HEC-HMS.
Data type

Input

Precipitation

Frequency Storm

Precipitation

Gage Weights

Precipitation

Gridded precipitation

Precipitation

HMR55 storm

Precipitation

Hypothetical storm

Precipitation

Inverse distance

Precipitation

Specified hyetograph

Evapotranspiration

Annual Evaporation

Evapotranspiration

Hamon

Evapotranspiration

Hargreaves

Evapotranspiration

Monthly Average

Evapotranspiration

Penman-Monteith

Evapotranspiration

Priestley Taylor

Evapotranspiration

Temperature Index

Evapotranspiration

Gridded Temperature Index
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Figure 24: System diagram of runoff process in the HEC-HMS model showing
connection between precipitation, land surface, soil, groundwater aquifer, water
body, stream channel, and how each of these components is linked to yield
watershed discharge (USACE 2000).
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The HEC-HMS model requires the user to input data such as watershed
characteristics based on the method selected, precipitation data, and simulation
information (simulation time step, simulation start time, and simulation end time). Output
from the HEC-HMS model includes hydrographs (flow over time) and runoff volume.
Different sub-models included in the HEC-HMS model are listed below.
Basin model: Basin model contains the physical basin area with hydrologic
elements such as subbasins, junctions, reach, reservoirs, and drainage networks of the
catchment are included in basin models.
Meteorological model: Meteorological model contains information regarding
meteorological components such as precipitation, temperature, windspeed, air pressure,
dew point temperature, relative humidity, evapotranspiration, sunshine, and snowmelt is
defined in the meteorological model. The HEC-HMS model provides a variety of ways to
define and input each meteorological element. However, precipitation is the must
parameter.
Control specification: Control specification contains parameters like simulation
starting date and time, ending date and time, and computational time step for the
simulation are defined in control specification.
Timeseries data: Timeseries data contains data for all the meteorological
elements defined in the meteorological model fed in this part, arranged in chronological
time series. This section also contains discharge data which can also be used for
calibration and simulation of the developed model. Data can be entered manually or using
HEC-DSSVue, the Hydrologic Engineering Center Data Storage System (HEC-DSS).

48
Data can be viewed in a table or graph format in this section of the time series data. HECDSSVue is a Java-based visual utility program that allows users to plot, tabulate, edit and
manipulate data in an HEC-DSS database file.
Rainfall-Runoff Model (IFAS). International Centre for Water Hazard and Risk
Management (ICHARM) developed the IFAS software. The IFAS model is classified as
a conceptual or parametric and physically based, fully distributed model. The IFAS
model integrates data on rainfall gathered from satellites and ground stations to simulate
runoff conditions by calibrating the parameters which can be used to forecast flow rates
and floods.
Runoff conditions are estimated by combining rainfall data, the digital elevation
model, and the corresponding land-use data for the basin. The hydrological analysis
model was first developed by Public Works Research Institute (PWRI). The model
consists of a distributed hydrological model based on the tank model and a routing model
based on a kinematic wave hydraulic model. The PWRI-DHM model was developed in
1990 and later updated as the IFAS model. The IFAS model has a GIS module built
inside the software, which can use topographic data from digital elevation models to
create basins, sub-basin, river paths, tributaries and maps the features.
The overall working process involves using rainfall data from various sources and
forecast data depending on the project's need to create a rainfall database for the model
run. External data like land use data, digital elevation model, and grid data will be used to
create basin condition data, which will be calculated using the parameter of the basin, and
the result will be outputted (Figure 25). The IFAS model version 2.0 is used for the study.
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Figure 25: Overall configuration process of IFAS (ICHARM 2017).
PWRI Distributed Hydrological Model (IFAS) can be configured as a three-layer
tank (surface, sub-surface, and aquifer) or two-layer tank (surface and aquifer) connected
vertically (Figure 26).
Surface tank model: Accounts for infiltration to unsaturated layer, surface runoff,
surface storage, evapotranspiration, rapid, intermediate outflow.
Unsaturated tank model: Accounts for infiltration to an aquifer, subsurface
runoff, subsurface storage, and low intermediate outflow.
Aquifer tank model: Accounts for outflow from aquifer, aquifer loss
River tank model: Accounts for river course discharge.
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Figure 26: Conceptual structure of IFAS showing surface model, underground
model(aquifer), and interaction between surface and aquifer model (Sutikno et al.
2017). The diagram shows how the water is moving in the different layers of the
model and to the stream.
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IFAS is divided into several components: project information manager, basin data
manager, rainfall data manager, dam control manager, parameter manager, and
simulation manager.
Project information manager: The project information manager contains
information on project extent, the cell size of calculation, model start date and time,
model end date and time, calculation time interval, location to import the digital elevation
model, background map, soil data, and land use data. The IFAS model can import other
user-defined grid data for the elevation data. The IFAS model can also import land use
data and soil data for the land cover directly from the server or through user input
background map can be added for visualization.
Basin data manager: The basin data manager is used to set up basin boundary
either by using the imported digital elevation model or importing a basin boundary shape
file. The basin data manager is also used to create sub-basins and the river course model,
which shows the river's path in the basin. IFAS can carry out basin watershed delineation
and mapping functions without using an external Geographic Information System (GIS)
program.
Rainfall data manager: The rainfall data manager allows the user to import rainfall
in different formats into the program based on the source. Ground station rainfall can be
imported in a comma-separated values (CSV) file in hourly or daily temporal resolution.
Precipitation data is converted into a grid using either the kriging method, Thiessen
method, or inverse distance weighted method. Some of the rainfall data that can be
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downloaded and imported directly through the IFAS interface are satellite rainfall data
and forecast data.
Dam control manager: The dam control manager is used to set up basic dam
operations in the model to account for a physical dam present in the catchment. Dam
parameters like the dam's capacity, initial volume, and fixed outflow rate, either flow rate
or flood control rate, are required for the simulation.
Parameter manager: The parameter manager is used to set up parameters to
calibrate the model. The parameter is sub-divided into a surface, sub-surface, aquifer, and
river course tab. Each tab has a different set of parameters to be calibrated. Some
parameter has a high impact on the shape of the hydrograph, like the aquifer parameter,
while some parameters have a subtle effect on the model.
Simulation manager: The simulation manager is used to simulate the watershed.
The IFAS model provides an option to select rainfall and parameter in the simulation
manager to select the set parameter or set storm to run the model. The IFAS model also
has a function to check the model for errors in data input before running the model. The
result viewer is a part of the simulation manager and is used to view output at a different
grid of the model. Output parameters that can be viewed include flow rate from different
layers of a tank, rainfall, and total discharge at the specified cell. The IFAS model can
also export output files like a basin, river course model, and catchment raster files in kml
file format to be used in google earth.
Lumped modeling. This method involves calibrating a hydrological model in a
catchment with a gauging station using a lumped model and transferring the calibrated
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model parameters to nearby gauged catchments to the ungauged catchment. The studies
have been carried out based on catchment size and transferring parameters to a similar
size catchment and Hydrological similarities (Tewele 2017; Patil and Stieglitz 2012;
Rajendran et al. 2020; Gumindoga et al. 2016).
While many attempts have been carried out for information and parameter
transfer from gauged to the ungauged catchment. The most common challenge has been
to search for an ideal reference catchment that is gauged from which the parameter
information and data can be taken as a reference. Recent studies have shown that
choosing the gauged catchment near the receiving catchment is a much more reliable
approach for selecting a reference catchment (Rajendran et al. 2020; Tewele 2017).
Combining spatial proximity and hydrological similarities, implement the
physical proximity approach again to find the hydrologically similar catchment. Tewele
(2017) states that reference gauged catchments within a 500 kilometers radius
surrounding the ungauged catchment add an element of spatial proximity consideration
for characterizing hydrologic similarity (Tewele 2017).
An ungauged catchment was modeled in upper Deduru, Oya Basin, Sri Lanka.
The Hakwatuna Oya catchment does not have historical flow data to calibrate model
parameters. Therefore, daily rainfall, runoff, and evaporation data of the Tittawella from
1995 through 1997 were collected for model calibration and validation. The Tittawella
has a small catchment that is hydrologically similar to that of the Hakwatuna Oya
catchment and is located in the same agro-ecological region in the Kurunegala district.
The HEC-HMS and Water Evaluation And Planning System (WEAP) model run was
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conducted in a gauged hydrologically similar catchment. WEAP is a water resource
evaluation and planning model with a built-in semi-lumped hydrological model. The
model was evaluated using Nash-Sutcliffe efficiency (NSE), which is a normalized
statistic that determines the relative magnitude of the residual variance compared to the
measured data variance (Nash and Sutcliffe 1970), and Percent bias (PBIAS) which
measures the average tendency of the simulated data to be larger or smaller than their
observed counterparts. The result shows promising results with NSE greater than 0.6 and
PBIAS within 25 percent for calibration and validation for the gauged catchment
(Rajendran et al. 2020). The parameters were transferred to the new ungauged catchment,
and the modeling simulations were carried out. The output showed similar flows for both
models. Further, the calculated NSE values for HEC-HMS and WEAP were 0.67 and
0.69, and HEC-HMS and WEAP showed correlation coefficient R2 values of 0.69
compared to a simple water balance model (Rajendran et al. 2020).
The data collected for the analysis are time series rainfall data, climate data (daily
temperature, humidity, sunshine hours, solar radiation, wind velocity, and potential
evaporation), details of Hakwatuna Oya reservoir, and reservoir storage data, and water
issues and soil data. Patil and Stieglitz (2012) also review the use of the HEC-HMS
model based on the proximity of nearby gauged catchments. Gumindoga et al. (2016)
also discuss using the HEC-HMS model based on the proximity of nearby gauged
catchments to transfer parameters and successful runoff simulation at ungauged
catchment in Zimbabwe.
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Semi-lumped hydrological model. In a semi-lumped model, the river basin is
subdivided into smaller watersheds modeled in a lumped manner. The outlets of
individual watersheds are located at confluence points or measuring locations. The upper
sub-catchment drains into the lower sub-catchment, and the final gauged station is
located at the outlet of the basin where the model is calibrated. The calibrated model will
also give calibrated results for the upper sub-catchments (Mul 2009).
A semi-lumped hydrological modeling method has been applied in the Stung
Pursat Catchment to simulate the water ability using the discharge location in Baktrakoun
(Chea and Oeurng 2018). The flow volume was calculated at junctions using the
calibrated model at the outlet. The results showed model performance with NSE of 0.45,
PBIAS of 4.19, and RSR of 0.74 for daily simulation (Chea and Oeurng 2018). The study
concluded that this approach could be used to simulate flow in upstream ungauged stream
catchment.
Mokhtari et al. (2016) mention that the HEC-HMS model can be used to
reconstitute the hydrograph of a flood with a recording of rain height and has shown
promising results for wadi Cheliff-Ghraib, Algeria. Chea and Oeurng (2018), Goswami
and O’Connor (2006), and Unduche et al. (2018) also conducted research using the
HEC-HMS model for calculating flow. The HEC-HMS model was found to be
acceptable to be used for flow calculation for ungauged catchments.
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Distributed watershed model. This method involves calibrating a hydrological
model in a catchment with a gauging station using a distributed model and transferring
the calibrated model parameters to nearby gauged catchments to the ungauged catchment.
This method allows for calibrating the model for a larger gauged catchment, calibrating
the model for the whole catchment, and calculating discharge for the required subcatchment (Brirhet and Benaabidate 2016; Kong et al. 2019).
Distributed hydrological models, like IFAS, are grid cell-based and consider the
spatial variability of meteorological input and other inputs like terrain, soils, vegetation,
groundwater, and land use. The distributed hydrological runoff generated in a grid cell is
transported downstream through a grid cell to a grid cell network using the local drain
direction of each grid cell. This method uses distributed model using parameters of
rainfall, temperature, evaporation, land use, and topography to simulate the effect of these
parameters on the surface stream. Brirhet and Benaabidate (2016) modeled a watershed
in Morocco using a distributed model, which describes the types of water storage and
how water flows in and out of the model (tank) in the distributed model and parameters
that are important for calibration for Athy's, which is a distributed model and shows its
effectiveness in using it simulate flow.
Kong et al. (2019) also discussed the TOPKAPI rainfall-runoff distributed
hydrological model with a grid-based computational unit based on a physical basis to
predict flooding in the Xixian and Huangchuan basin in the upper Huaihe basin in China.
Xixian basin is regarded as a gauged basin for parameter calibration, and the Huangchuan
basin is considered an ungauged basin by ignoring the historical discharge data. The
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model was calibrated in the gauged Xixian basin, and then parameters were directly
transferred to the adjacent ungauged Huangchuan basin to simulate flood forecast in an
ungauged basin. The TOPKAPI model exhibited good performance in predicting flows in
the ungauged basin, with an average NSE criterion having a value over 0.67, which is
acceptable forecast accuracy. Chow and Jamil (2018) talk about the different case studies
that have been carried out in Asia in places like Myanmar and Japan, where it was able to
predict flow well in a poorly gauged catchment.
The IFAS model can integrate satellite-based rainfall data and global GIS data for
simulating the flow. Hafiz et al. (2013) showed that the estimated catchment physical
parameters from GIS data are representable. The model has proved that IFAS has high
potential and efficient forecasting of the flood event, especially in poorly gauged river
basins. IFAS model is also used in flood early warning systems and in places where the
availability and access to hydrological data are limited.
The report on the application of the IFAS model for the Dungun River basin by
Hafiz et al. (2013) also states that the IFAS model can mimic the shape of the observed
hydrograph entirely satisfactory by using the concept of a tank model.
A paper by Goswami and O’Connor (2006) explains the method of regional
averaging of parameters for running a conceptual model and points out that considering
the six catchments in the homogeneous sub-group performs better than the case when the
whole group of 12 random catchments is chosen. The journal also says that assessing
hydrometeorological and physiographical homogeneity is very important for reducing the
uncertainty of flow estimation in an ungauged catchment by regional analysis.
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The method of regional pooling of data is considered to be the best when many
gauged catchments are available in the region. When only a few gauged catchments are
open, transposition of data from the gauged basin to the ungauged catchment may be
used for the catchments are similar in characteristics, and their areas are of a similar order
magnitude. The lack of homogeneity in a larger sample of catchments generally reduces
the efficiency of the regionalization methods for flow modeling in ungauged basins.
Summary of methods. Table 2 shows the advantage and disadvantages of all the
methods that have been discussed above in this section. Each method has its own merits
and limits, which would make it more viable for a specific solution. These methods and
results will be further discussed in the materials and methods section and result section.
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Table 2: Summary of different methods for flow estimation.
Methods

Advantages

Disadvantages

Correlation

- most useful for data gap filling. -Requires a good correlating
station.

Drainage area -Easy and intuitive method.

-It does not account for variability

method

-Large user base.

in the basin.

Lumped

-Shorter computation time.

-Cannot assign a parameter to each

model (HEC-

-Less computational powers are

cell in the watershed, generalized

HMS)

required.

parameter for the whole catchment.

-Less data for the model is

-Output is one hydrograph at the

required.

outlet.

-Larger user base.
Semi-lumped

-Less generalized parameter.

-Cannot assign a parameter to each

model (HEC-

-Hydrograph at each sub-basin

cell in the watershed.

HMS)

outlet.

-Results are not available at each

-Larger user base.

grid.

Distributed

-Detailed simulation at the grid

-Additional input data.

model

cell level, result available at any

-Longer simulation time.

(IFAS)

grid.

-Higher computational power.
-Smaller user base.

60
The Method Used to Evaluate Performance on Model

To use hydrological model outputs for various fields ranging from regulation to
research, models should be scientifically sound, robust, defensible, and result
reproducible by fellow researchers. The Environmental Protection Agency (EPA) advises
that the process used to evaluate model results should be established and documented
properly before beginning model evaluation (US EPA 2002). Once this process is
established, these guidelines will assist modelers in preparing and reviewing quality
assurance project plans for modeling and increase accountability and public acceptance
of models to support scientific research and guide policy, regulatory, and management
decision-making (US EPA 2002).
Model validation involves running a model for a duration using input parameters
measured or determined during the calibration process with the same parameter. Model
validation is the process of validating and demonstrating that a given site-specific model
can make sufficiently accurate simulations. The model is validated if its accuracy and
predictive capability in the validation period have been proven to fall within acceptable
limits (Refsgaard 1997).In a watershed where flow modeling works, model output is
frequently compared to corresponding measured data assuming that all error is present
within the predicted values and that observed values are error-free.
It should also be noted that errors in inflow data do not only lie with the predicted
value but also with the measurement itself. Studies in uncertainties in measured flow
indicate a 2 percent to 20 percent error depending on the method used, and this error
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should be considered when calibrating, validating, and evaluating watershed models (
Harmel et al. 2006). More details about the errors for different methods are given in
Appendix A. Some of the standard methods for checking the simulated flow's validity
compared to the observed flow are discussed below.
Slope and Y-intercept
The slope and y-intercept of the regression line can indicate how well-simulated
data match the measured value. The slope indicates the relative relationship between
simulated and observed values. (Moriasi et al. 2007).
Pearson’s Correlation Coefficient (r) and Coefficient of Determination (R2)
These indicators describe the degree of collinearity between simulated and
measured data. The correlation coefficient value ranges from a negative one to a positive
one with r equals zero, meaning no linear relationship, and with r equals one or negative
one, a perfect positive or negative linear relationship exists (Moriasi et al. 2007).
𝑟=

𝑜𝑏𝑠
𝑜𝑏𝑠 ) (𝑌 𝑠𝑖𝑚 − 𝑌 𝑠𝑖𝑚 )
∑𝑛
− 𝑌𝑚𝑒𝑎𝑛
𝑚𝑒𝑎𝑛
𝑖=0(𝑌𝑖
𝑖
2

𝑜𝑏𝑠 ) √∑𝑛 (𝑌 𝑠𝑖𝑚 − 𝑌 𝑠𝑖𝑚 )
√∑𝑛 (𝑌 𝑜𝑏𝑠 − 𝑌𝑚𝑒𝑎𝑛
𝑚𝑒𝑎𝑛
𝑖=1 𝑖
𝑖=1 𝑖

2

Eq 3

R2 describes the part of the variance in measured data, which the model can
explain. R2 ranges from zero to one, with higher values indicating minor error variance,
and typically values greater than 0.5 are considered acceptable for the hydrological model
(Moriasi et al. 2007). More points fall above the equality line, which signifies that the
model tends to over predict the flow and vice versa. The statistics are susceptible to high
extreme values and insensitive to additive and proportional differences between model
predictions and measured data. Equation 4 shows us the equation to calculate R2.
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𝑜𝑏𝑠
𝑜𝑏𝑠 ) (𝑌 𝑠𝑖𝑚 − 𝑌 𝑠𝑖𝑚 )
∑𝑛
− 𝑌𝑚𝑒𝑎𝑛
𝑚𝑒𝑎𝑛
𝑖=0(𝑌𝑖
𝑖

𝑅2 = [

2

𝑜𝑏𝑠 ) √∑𝑛 (𝑌 𝑠𝑖𝑚 − 𝑌 𝑠𝑖𝑚 )
√∑𝑛 (𝑌 𝑜𝑏𝑠 − 𝑌𝑚𝑒𝑎𝑛
𝑚𝑒𝑎𝑛
𝑖=1 𝑖
𝑖=1 𝑖

2

]

Eq 4

Where Yiobs is the ith observation value for the flow being assessed, Yisim is the ith
𝑜𝑏𝑠
𝑠𝑖𝑚
simulated value for the flow being assessed, 𝑌𝑚𝑒𝑎𝑛
is the average of observed flow, 𝑌𝑚𝑒𝑎𝑛

is the average simulated flow, and n is the total number of observations.
Index of Agreement (d)
Willmott established the index of agreement as a standardized measure of the
degree of model prediction error. The value of the index of agreement ranges from zero
and one, with one indicating a perfect match between the measured and predicted values
and zero indicating no match between the measured and predicted (Moriasi et al. 2007).
The index of the agreement represents the ratio between the mean square error and the
“potential error.” Additive and proportional differences in the observed and simulated
values means and variances can be detected by the index of agreement (Moriasi et al.
2007). However, the index of agreement is overly sensitive to extreme values due to the
squared differences (Moriasi et al. 2007). The equation to calculate the index of
agreement is given in equation 5.
𝑑 =1−

𝑜𝑏𝑠
∑𝑛
− 𝑌𝑖𝑠𝑖𝑚 )
𝑖=1(𝑌𝑖

2

𝑠𝑖𝑚 − 𝑌 𝑜𝑏𝑠 |+|𝑌 𝑜𝑏𝑠 − 𝑌 𝑜𝑏𝑠 |)
∑𝑛
𝑚𝑒𝑎𝑛
𝑖=1(|𝑌𝑖
𝑖
𝑖

2

Eq 5

Where Yiobs is the ith observation value for the flow being assessed, Yisim is the ith
𝑜𝑏𝑠
𝑠𝑖𝑚
simulated value for the flow being assessed, 𝑌𝑚𝑒𝑎𝑛
is the average of observed flow, 𝑌𝑚𝑒𝑎𝑛

is the average simulated flow, and n is the total number of observations.
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Nash-Sutcliffe Efficiency (NSE)
The Nash-Sutcliffe Efficiency (NSE) can be defined as a normalized statistic that
determines the relative magnitude of the residual variance (called “noise”) compared to
the measured data variance (Nash and Sutcliffe 1970). Nash-Sutcliffe efficiency indicates
how well observation fits the simulated data. NSE is computed as shown in the equation
below
𝑁𝑆𝐸 = 1 − [

𝑜𝑏𝑠
∑𝑛
− 𝑌𝑖𝑠𝑖𝑚 )
𝑖=1(𝑌𝑖

2

𝑜𝑏𝑠 − 𝑌 𝑚𝑒𝑎𝑛 )
∑𝑛
𝑖=1(𝑌𝑖
𝑖

2

]

Eq 6

Where Yiobs is the ith observation value for the flow being assessed, Yisim is the ith
𝑜𝑏𝑠
𝑠𝑖𝑚
simulated value for the flow being assessed, 𝑌𝑚𝑒𝑎𝑛
is the average of observed flow, 𝑌𝑚𝑒𝑎𝑛

is the average simulated flow, and n is the total number of observations.
NSE ranges between negative infinity and one (including 1), with NSE equal to
one being the best value having a perfect match between observation and simulation.
However, NSE values ranging between zero and one are generally viewed as having an
acceptable level of performance (Moriasi et al. 2007).
NSE was recommended for validation of a model for two significant reasons:
(1) Method is recommended by ASCE, and
(2) Method is very commonly used
Persistence Model Efficiency (PME)
The persistence model efficiency statistics is a normalized model evaluation
statistic to measure the relative magnitude of the residual variance (called “noise”) to the
variance of the errors obtained by the use of a simple persistence model (Moriasi et al.

64
2007). The PME values range from zero to one, with a PME value of one being the best
value and zero being the minimally acceptable model performance (Gupta et al. 1999).
PME can indicate poor model performance, but it is not very popular due to its limited
use by other researchers. The prediction calculation formula is given in equation 7, where
q is the discharge.
𝑃𝑀𝐸 = 1 − [

𝑠𝑖𝑚
∑𝑛
− 𝑞𝑡𝑜𝑏𝑠 )
𝑖=1(𝑞𝑡
𝑜𝑏𝑠
𝑜𝑏𝑠
∑𝑛
𝑖=1(𝑞𝑡 − 𝑞𝑡−1 )

2

2

]

Eq 7

Prediction Efficiency (Pe)
Prediction efficiency (Pe) is also called sorted efficiency. Pe is the coefficient of
determination (R2) computed by regressing the rank in descending order of observed
versus simulated values for a given time. Prediction efficiency points out how well the
probability distributions of simulated and observed data fit each other. The value ranges
from zero to one, with one being the perfect simulation and zero being a poor simulation.
Prediction efficiency is not frequently used and may not account for seasonal bias (Santhi
et al. 2001).
Performance Virtue Statistic (PVk)
The performance virtue statistic is the weighted average of the Nash-Sutcliffe
coefficients, deviations of volume, and error functions across all flow gauging stations
within the watershed of interest (Wang and Melesse 2005). PVK statistic was developed
to assess if watershed models can satisfactorily predict all aspects of observed flow for a
catchment with multiple observation stations.
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PVK statistics can range from negative infinity to one, with a value of one
indicating that the model precisely simulates observed flow for all gauging stations
within the watershed. A negative performance virtue statistic value suggests that the
average of observed streamflow values is higher than simulated streamflow. PVK statistic
was developed for use in snow-fed watersheds; therefore, it may be necessary to adjust it
for rain-fed watersheds.
𝑃𝑉𝑘 = ∑𝑛𝑗=1 𝛼𝑗 [𝜔𝑗1 𝐸𝑗2 + 𝜔𝑗2 (1 − |𝐷𝑣𝑗 |) + 𝜔𝑗3 (1 − 𝐸𝑅𝑅𝑗 )]

Eq 8

Where Ej2 is the Nash-Sutcliffe coefficient at station j, Dvj is the deviation of
volume at station j, ERRj is the peak-flow-weighted error function at station j, and 𝜔j1 ,
𝜔𝑗2 , and 𝜔𝑗3 are the weights reflecting the priorities of simulating the silhouette, volume,
and peak of the streamflow hydrograph, respectively, observed at station j. A higher
weight indicates a higher priority, and the weights must sum to unity.
MAE, MSE, and RMSE
The mean absolute error (MAE), mean square error (MSE), and root mean square
error (RMSE) are commonly used in evaluating the goodness of fit for the model. These
indices are valuable because they indicate an error in the units (or squared units) of the
constituent of interest, which aids in analyzing the results. RMSE, MAE, and MSE values
of zero indicate a perfect fit of observed and predicted values (Moriasi et al. 2007).
𝑀𝐴𝐸 =
𝑀𝑆𝐸 =

𝑠𝑖𝑚
∑𝑛
− 𝑞𝑖𝑜𝑏𝑠 |
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Eq 9
Eq 10

66
1

RMSE= √ 𝑛 ∑𝑛𝑖=1(𝑞𝑖𝑜𝑏𝑠 − 𝑞𝑖𝑠𝑖𝑚 )2

Eq 11

Where 𝑞𝑖𝑠𝑖𝑚 is simulated flow at the time i, 𝑞𝑖𝑜𝑏𝑠 is observed flow at the time i,
and n is the number of observations.
Percent Bias (PBIAS)
Percent bias measures the average tendency of the simulated data to be larger or
smaller than their observed counterparts. PBIAS can be defined as the deviation of data
being evaluated, expressed as a percentage. The optimal value of PBIAS is zero. Positive
values indicate the model is underestimating, and negative values indicate the model is
overestimating. PBIAS is calculated with the equation below.
𝑜𝑏𝑠
∑𝑛
− 𝑌𝑖𝑠𝑖𝑚 ) 𝑥 100
𝑖=1(𝑌𝑖

𝑃𝐵𝐼𝐴𝑆 = [

𝑜𝑏𝑠 )
∑𝑛
𝑖=1(𝑌𝑖

]

Eq 12

PBIAS was selected for model validation for several reasons:
(1) Percent deviation of streamflow was recommended by ASCE,
(2) Percent deviation of streamflow is commonly used to quantify water balance
errors (Gupta et al. 1999),
(3) PBIAS can indicate poor model performance (Gupta et al. 1999).
RMSE-Observations Standard Deviation Ratio (RSR)
RMSE is one of the most commonly and widely used error-index statistics (Singh
et al. 2004). It is widely accepted that the lower the RMSE, the better the model
performance (Singh et al. 2004). RSR standardizes RMSE using the observations
standard deviation, combining both error indices (Moriasi et al. 2007). RSR is calculated
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as the ratio of the RMSE and standard deviation of measured data (Moriasi et al. 2007),
as shown in the equation below.
𝑅𝑆𝑀𝐸

𝑅𝑆𝑅 = 𝑆𝑇𝐷𝐸𝑉

𝑜𝑏𝑠

𝑜𝑏𝑠
√ ∑𝑛
− 𝑌𝑖𝑠𝑖𝑚 )2
𝑖=1(𝑌𝑖
𝑜𝑏𝑠
√ ∑𝑛
− 𝑌𝑖𝑚𝑒𝑎𝑛 )2
𝑖=1(𝑌𝑖

Eq 13

RSR value varies from the optimal value of 0, indicating zero residual variation
and, therefore, perfect model simulation, to a significant positive value indicating bad
simulation. The lower the RSR value, the better the model simulation performance.
Daily Root-Mean-Square (DRMS)
The root-mean-squares (DRMS), a specific application of the RMSE, compute the
standard deviation of the model prediction error (Moriasi et al. 2007). Smaller the DRMS
value, better the performance of the model (Gupta et al. 1999) (Moriasi et al. 2007). In
the study by Gupta et al. in 1991, DRMS has shown limited ability to demonstrate poor
model performance (Gupta et al. 1999).
1
𝐷𝑅𝑀𝑆 = √𝑁 ∑𝑛𝑡=1(𝑞𝑖𝑠𝑖𝑚 − 𝑞𝑡𝑜𝑏𝑠 )

2

Eq 14

Graphical Techniques
Graphical techniques provide a visual comparison of simulated and measured data
and the first overview of model performance (ASCE 1993). The most common and
widely used graphical methods are hydrographs and percent exceedance probability
curves. Hydrographs help identify model bias (ASCE 1993) by highlighting differences
in timing and magnitude of peak flows and the shape of climbing and recession curves.
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Percent exceedance probability curves can show the model’s performance in
reproducing the frequency of measured daily flows throughout the simulation period
(ASCE 1993). General agreement between observed and simulated flow data indicates
good simulation for the simulated time period (Singh et al. 2004). In addition, a scatter
plot can also be used, which compares observed and simulated data with no dependent
variable. A regression line can be fitted to observe deviation from the line (Moriasi et al.
2015).
Summary for Direct and Statistical Performance Measure
Based on the literature review and past experiences, two graphical time series
plots and scatter plots will be used. Three quantitative statistics, Nash-Sutcliffe efficiency
(NSE), percent bias (PBIAS), and coefficient of determination (R2), will also be used. In
general, model simulation can be judged as satisfactory if NSE is greater than 0.50, the
R2 value is greater than 0.50, and the PBIAS value is less than 25 percent (Moriasi et al.
2015).
Table 3 and Table 4 below give us a summary of the statistics that will be used for
model validation. The hydrological model will be validated against the observed station,
and then the parameter will be transferred from the reference catchment to another
receiver catchment.
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Table 3: Advantages of the selected direct comparison method.
Direct Comparison

Advantages

Scatter plots

- provides a visual understanding of the underlying
behavior of the model, including any bias or systematic
variance (Moriasi et al. 2015).

Time-series plots

- Helps inspect and support troubleshooting event-specific
prediction issues, including mismatches in the magnitude
of peaks and shape of recession curve and outliers.
- Guide selection of parameters to be used for calibration
(Moriasi et al. 2015).
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Table 4: Summary of equations, ranges, optimal values, and advantages for statistical performance measures used for this
study.
Statistics Equation

NSE
1−[

∑𝑛𝑖=1(𝑌𝑖𝑜𝑏𝑠 − 𝑌𝑖𝑠𝑖𝑚 )

2

∑𝑛𝑖=1(𝑌𝑖𝑜𝑏𝑠 − 𝑌𝑖𝑚𝑒𝑎𝑛 )

Value

Optimal

range

value

−∞ to

1

Advantages

- A quantitative measure for the

2]

1.0

development of Performance
Evaluation Criteria.
- Good for use with continuous
long-term simulations and can be
used to determine how well the
model simulates trends for the
output response of concern.
-Robust and can be used to
evaluate model performance for
several output responses (e.g.,
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Statistics Equation

Value

Optimal

range

value

Advantages

streamflow, sediments, nutrients,
pesticides) and temporal scales.
- Widely used. Further, it can
incorporate measurement
uncertainty (Moriasi et al. 2015).
PBIAS

[

∑𝑛𝑖=1(𝑌𝑖𝑜𝑏𝑠 − 𝑌𝑖𝑠𝑖𝑚 ) 𝑥 100
∑𝑛𝑖=1(𝑌𝑖𝑜𝑏𝑠 )

]

−∞ to
∞

0

- Can be used to determine how
well the model simulates the
average magnitudes for the output
response of interest.
- Useful for continuous long-term
simulations.
- Robust and widely used.

72
Statistics Equation

Value

Optimal

range

value

Advantages

- Can help identify average model
simulation bias (overprediction vs.
underprediction).
- Can incorporate measurement
uncertainty (Harmel et al., 2010).
2
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MATERIALS AND METHODS

This section describes the site selection and information collected to characterize
each site, data, software used, methods, flow estimation, and flow duration curve
development.
Site Selection

A coarse assessment was conducted to select catchments that appear to have the
greatest acceptable hydropower development potential. Humboldt County has about 98
6th-level watersheds (HUC-12). HUC-12 watersheds are typically from 10,000 to 40,000
acres (15 to 62 mi²). The 6th-Level watershed (HUC-12) catchment maps, road network,
anadromous fish route, land ownership, and transmission lines in Humboldt County were
used for screening of watershed for hydropower potential. The data were acquired from
the United States Department of Agriculture, Six Rivers National Forest.
Reports authored by Gwynn et al. (2014), Oscar Larson & Associates (1982), and
Zoellick et al. (2011) have useful information on the watersheds throughout Humboldt
county. The map with the selected catchments overlayed with the road network,
anadromous fish distribution, and transmission lines for part of Humboldt County is
shown in Figure 27, and the land ownership of these catchments of interest are located is
shown in Figure 28.
The team from RCEA, along with Michael Furniss & Associates, selected the
feasible watershed that would meet most of the criteria for a small hydropower project
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that would minimize the negative impact on the native fish and environment. Criteria
used for the selection of catchments are as follows:
•

A suitable powerhouse location upstream of the anadromous fish habitat is
available (this may not be the case on tribal lands). This provides that
streamflow regimes in anadromous fish habitats are unaffected.

•

Significant drainage area and relief. (>~5 square miles area) such that sufficient
streamflow exists to support small high-head/low-flow utility-scale hydropower
is possible.

•

Power distribution lines or a substation are in proximity for tenable
interconnection feasibility.

•

Mixed ownership types are desirable across the selected watersheds

•

The screening determination evaluated each significant-size watershed in the
study area as: Available, Capable, and Suitable.
o Available - Land designation or zoning allows this use. A private
landowner may be amenable. Special uses that are incompatible with
power development are not present.
o Capable - Has the potential for utility-scale power production (>0.5 MW)
o Suitable - Can interconnect to an electrical grid. It has low and acceptable
environmental effects with no special case conditions that preclude small
hydropower development.
These criteria were used to select not only the catchment but also the point of

interest within the catchment for which the flow hydrograph and power potential
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calculation will be carried out. One of the most important criteria for selecting a point of
water diversion was the presence of anadromous fish within the selected reach.
The screening assessment of these criteria yielded just six top candidates for
consideration for developing small hydropower. Pradhan and Furniss (2021) have a more
detailed discussion on site selection and step taken for site selection. These catchments
met most of the criteria and are the prime candidate for a small run-of-the-river
hydropower plant in Humboldt County.
1.

Boulder Creek

2.

East Fork Willow Creek

3.

Upper Willow Creek

4.

Ruby Creek

5.

Pecwan Creek

6.

Madden Creek (also known as Old Campbell Creek)
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Figure 27: Map showing California electric transmission line, anadromous fish
distribution, road network, and catchment of interest.

77

Figure 28: Map showing Land ownership and catchment of interest.
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Watersheds

Willow Creek
Willow Creek is located east of Arcata, California. The catchment lies between
the latitude of 40°48’30” to 40°59’30” and longitude between 123°48’30” to 123°37’30”.
Willow Creek is west to east flowing river and drains into the Trinity River. The study
site has a gauging station located at Willow Creek downstream with a catchment area
coverage of 25,945 acres. The station is located at a latitude of 40°56'50” and longitude
of 123°39'35" with a USGS station ID of 11529800. The catchment has the highest
elevation, approximately 1,600 meters at the east of the catchment and 200 meters at the
gauging site.
East Fork of Willow Creek. The East Fork of Willow Creek is located between
Horse Mountain and Brush Mountain (Figure 29). The East Fork of Willow Creek is
approximately five and a half miles west of the town of Willow Creek. The East Fork of
Willow Creek has a drainage area of approximately 8,132 acres and is one of the major
tributaries of Willow Creek, having roughly 31 percent of the total area of Willow Creek
catchment.
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Figure 29: The location of the gauging station at Willow Creek marked with red asterisk
with its corresponding catchment area in blue and the catchment area of East Fork
of Willow Creek in orange overlayed over the catchment of Willow Creek.
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Upper Willow Creek. Upper Willow Creek is located between Horse Mountain,
Indian Field Ridge, and Barry Summit (Figure 30). The Upper Willow Creek meets state
highway 299 and is towards the west of Willow Creek town. It is approximately five and
a half miles from Willow Creek town. Upper Willow Creek has a drainage area of about
6,622 acres. The Upper Willow Creek is one of the major tributaries of Willow Creek,
having roughly 26 percent of the total area of Willow Creek catchment.
Ruby Creek. Ruby Creek is a part of Upper Willow Creek located between Horse
Mountain and Indian Butte (Figure 31). Ruby Creek basin outlet is approximately six
miles from Willow Creek town. Ruby Creek has a drainage area of about 1,032 acres.
Ruby Creek is one of the tributaries of Willow Creek, having roughly four percent of the
total area of Willow Creek catchment.
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Figure 30: The location of the gauging station at Willow Creek marked by red cross with
its corresponding catchment area in blue and the catchment area of Upper Willow
Creek in orange overlayed over the catchment of Willow Creek.
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Figure 31: The location of the gauging station at Willow Creek marked by red cross with
its corresponding catchment area in blue and the catchment area of Ruby Creek in
orange overlayed over the catchment of Willow Creek.
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Madden Creek. Madden Creek is also known as Old Campbell Creek. Madden
Creek is enclosed by Buck Flat, Black Rock, and Friday Ridge on the left side of the
catchment. Ammon Ridge and Hogback Ridge surround the right side of the catchment.
Barry Summit -Mad River Road passes from the top of the catchment, and Friday Ridge
Road and NF-6N06 Road give access to the lower catchment and the catchment outlet
(Figure 32). Madden Creek catchment is located adjacent to the Willow Creek catchment.
There are numerous roads providing access within the catchment from multiple entry
points, and the catchment is accessible by road. The creek outlet can be accessed by
driving about four miles on NF-6N06 Road, taking a diversion from Highway 299
approximately one mile south of Willow Creek. Madden Creek has a drainage area of
approximately 14,930 acres. Madden Creek is a tributary of the Trinity River.
The study site had no gauging station within the catchment but has a measuring
station at Trinity River at Hoopa, California. The location of the gauging station at
Trinity River with its corresponding catchment area in light blue and the catchment area
of Madden Creek in red is shown in Figure 33.

84

Figure 32: The location of the gauging station at Willow Creek with its corresponding
catchment area in blue and the catchment area of Madden Creek in light red
overlayed over the catchment of Willow Creek.
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Figure 33: The location of the gauging station at Trinity River is shown in red, with its
corresponding catchment area in light blue and the catchment area of Madden
Creek in orange.
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Boulder Creek
Figure 34 shows the general location of the Mad River catchment at Humboldt
County. The catchment has the highest elevation, around 1,800 meters at the upper
catchment and approximately 30 meters at the gauging site catchment of Mad River. A
Broad Camp Mountain encloses Boulder Creek at the top of the watershed, Mad River
Buttes, and Graham Ridge on the left side of the catchment. Snowcap mountain is on the
right side. Mount Andy dominates the central portion of the catchment. Bug Creek Road
follows the left catchment boundary. Maple Creek Road and Powerline Road traverse the
entire catchment from the outlet to the top of the catchment. There are numerous roads
providing access within the catchment from multiple entry points, and overall, most of
the catchment is very accessible by road. The creek outlet can be accessed by driving 23
miles from Eureka, California, following Myrtle Avenue, Freshwater Road, Kneeland
Road, and the Butler valley road to reach the outlet. Boulder Creek has a drainage area of
approximately 12,290 acres. Boulder Creek is one of the tributaries of the Mad River.
The study site had no gauging station within the catchment but has a measuring
station at Mad River at Arcata, California. Figure 34 shows the location of the gauging
station at Mad River with its corresponding catchment area in light blue and the
catchment area of Boulder Creek in orange.
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Figure 34: Mad River catchment location is shown in blue, and Boulder Creek catchment
is shown in orange.
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Figure 35: The location of the Boulder Creek with the creek’s catchment is shown in red.
The locator map on the top right-hand side of the figure shows the general
location of the Boulder Creek catchment toward the west of Eureka, California.
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Pecwan Creek
The Pecwan Creek is a sub-catchment of the Klamath River. Klamath River
catchment flows from Klamath County in Oregon and crosses multiple counties, and
finally drains into the Pacific Ocean in Del North County in California (Figure 36). The
catchment has the highest elevation, around 2,752 meters at the upper catchment and
approximately 10 meters at the gauging site catchment of Klamath River. The gauging
station in Klamath is located in Del Norte County, California, with station number
11530500.

Figure 36: Klamath River catchment for gauging station 115030500 shown in orange,
Pecwan catchment shown in yellow, and Klamath river shown in blue.
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Onion Mountain encloses Pecwan Creek on the left side of the catchment and
Blue Creek Mountain Range on the right side of the catchment (Figure 37). Road access
into the upper and lower reaches of the Pecwan Creek catchment is good. Logging roads
are in decent shape and provide access to most of Pecwan Creek (Schatz Energy
Research Center 2007). The Yurok Tribe owns much of the land surrounding Pecwan
Creek. The Pecwan Creek has a drainage area of approximately 18,299 acres. The
Pecwan Creek is one of the tributaries of the Klamath River.

Figure 37: The location of the Pecwan Creek catchment. The locator map on the top
right-hand side of the figure shows the general location of the Pecwan Creek
catchment toward the North of Eureka, California.
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Climate Data and Hydrology

The study site region is characterized by warm summer and cold and wet winter.
The wet season (October through April) accounts for more than 90 percent of the annual
rainfall. The maximum precipitation occurs between December and January. The average
temperature varies from -4.7 degrees Celsius to 34 degrees Celsius (NOAA 2021).
Precipitation is dominated by seasonal variation from global atmospheric and
oceanic conditions. The monthly rainfall varies for nearby gauging stations at Hoopa,
with almost no precipitation during July and very high rainfall during December and
January (Figure 38).
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Figure 38: Average monthly cumulative rainfall for Global Historical Climatology
Network station at Hoopa with station number GHCND: USR0000CHOO.
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Topography

The study site is in the watershed in northern California. The watersheds are
characterized by warm and dry summer and cold and wet winter. The region has steep
fast-flowing rivers with narrow river gorges.
The general topography of the study sites can be defined as steep headwater with
a fast-flowing creek flowing between high mountains. The creeks in the study region
originates from the high mountain and drain towards the plain. The elevation profile of
each creek is generated using digital elevation model (DEM) data from US Geological
Survey’s National Elevation Dataset (NED). For the study purpose, 10 meters (1/3 arcsecond) digital elevation models were used. In the headwaters of the study sites, the
channels are narrow, with moderate to steep slopes on either side. As the stream descends
towards the outlet, the slope becomes much shallower.
East Fork of Willow Creek
The East Fork of Willow Creek drains north towards Willow Creek. The elevation
profile within the watershed ranges from 473 meters at the outlet to almost 1,590 meters
at the watershed's upper reaches (Figure 39). The reach has a steady decrease in elevation
with respect to the distance. The average river slope is calculated using elevation data
from the digital elevation model and is approximately at 4.4 percent.
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Upper Willow Creek
The Upper Willow Creek drains west towards Willow Creek. Highway 299 comes
from the top of the basin to the outlet. The elevation profile within the watershed ranges
from 475 meters at the outlet to almost 1,500 meters at the watershed's upper reaches
(Figure 39).
Ruby Creek
The Ruby Creek drains west towards Willow Creek. Highway 299 meets at the
outlet of the Ruby Creek. The elevation profile within the watershed ranges from 475
meters at the outlet to almost 1,500 meters at the watershed's upper reaches (Figure 39).
The basin has a higher slope in the upstream region and a lower slope in the downstream
region.
Madden Creek/Old Campbell Creek
The Madden Creek drains west towards Trinity River. In the headwaters of
Madden Creek, the channels are narrow, with moderate to steep slopes on either side. As
the stream descends towards the outlet, the slope becomes much shallower. Figure 39
shows the elevation profile within the watershed ranges from 160 meters at the outlet to
almost 1,590 meters at the watershed's upper reaches.
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Boulder Creek
The Boulder Creek drains East towards Mad River. In the headwaters of Boulder
Creek, the channels are narrow, with moderate to steep slopes on either side. As the
stream descends towards the outlet, the slope becomes much shallower. The elevation
profile within the watershed ranges from 110 meters at the outlet to almost 1,540 meters
at the watershed's upper reaches (Figure 39).
Pecwan Creek
The Pecwan Creek drains southwest towards the Klamath River. The elevation
profile within the watershed ranges from 23 meters at the outlet, which is very close to
the sea level, to almost 1,500 meters at the watershed's upper reaches (Figure 39).
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Geology

The general geology of the study area is composed of formations ranging from the
Jurassic to the Cretaceous period. The river in the study area flows within the river
valley enclosed by rugged peaks and ridges. The general study site elevation ranges from
1,590 meters in the upper watershed to nearly 20 meters in elevation at the watershed
outlets.
The upper reach of East Fork of Willow Creek has some metamorphic rock, and
most of the lower catchment is dominated by the sedimentary rock of the Jurassic age
(Figure 40). The East Fork of Willow Creek has formations ranging from the late Jurassic
to the Cretaceous period.
The Upper Willow Creek catchment is dominated by the sedimentary rock of the
Jurassic age to the Cretaceous period (Figure 41). The middle reaches also have
landslides or slumps, which might become sources of sediments in the future, denoted by
“unlab” in the figure. The lower part of the catchment is dominated by sedimentary and
metamorphic rock. The Upper Willow Creek has formations ranging from the late
Jurassic to the Cretaceous period.
The Ruby Creek catchment is dominated by the sedimentary rock of the Jurassic
age to the Cretaceous period (Figure 42). The lower part of the catchment is dominated
by sedimentary and metamorphic rock from the late Jurassic to the Cretaceous period.
The Madden Creek upper catchment is composed of primarily metamorphic and
igneous rock, and the middle catchment is dominated by Rogue and Galice formation
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from the Lower Cretaceous period of the Jurassic period (Figure 43). The lower
catchment is dominated by volcanic rock formations from the Triassic period to the
Jurassic period, with landslide deposits marked by “Qls” from the current Holocene
period.
Boulder Creek has a melange matrix of Upper Jurassic to Lower Cretaceous and
sandstone in the upper catchment (Figure 44). The outlet portion of the stream is
dominated by alluvium and colluvium of the Holocene period.
The upper portion of the Pecwan Creek catchment is composed of metamorphic
rocks, mainly of the serpentine group formed in the Mesozoic period (Figure 45). The
lower portion of the catchment is composed of sedimentary and metasedimentary rocks
formed from the Cretaceous to Jurassic period (Figure 45).
A more detailed rock type classification chart, age of formation, rock types, and
geological map for the study area are given on the USGS website (Fraticelli et al. 2012).
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Figure 40: The formation of the East Fork of Willow Creek is highlighted with a blue for
the catchment. The catchment is dominated by dominated by sedimentary rock
(Young 1978).
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Figure 41: Formation at Upper Willow Creek. The sedimentary rock dominates the Upper
Willow Creek catchment. (Young 1978).
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Figure 42: Formation at Ruby Creek. The Ruby Creek catchment is dominated by the
sedimentary rock and metamorphic rock at the outlet (Young 1978).
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Figure 43: Formation at Madden Creek. The Madden Creek catchment is dominated
primarily by metamorphic and igneous rock (Young 1978).
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Figure 44: Formation at Boulder Creek. The Boulder Creek catchment is dominated by a
mixture of different types of a mix of rock formations of igneous, metamorphic,
and sedimentary rocks (Fraticelli et al. 2012).
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Figure 45: Formation at Pecwan Creek. The Pecwan Creek catchment is composed of
metamorphic rocks and sedimentary rock (Fraticelli et al. 2012).
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Data Collection

Hydrological and Meteorological Data
The data used to estimate flow data included hydrological, meteorological, digital
elevation models, and land use data.
Hydrological data includes
1. Time series data for daily average river or stream flow rate measured in cubic
feet per second,
2. Westing and Northing of the measurement sites,
3. Elevation of the measurement sites, and
4. Drainage area.
Hydrological data was downloaded from the USGS website (USGS 2022).
Weather data used for the thesis included rainfall, temperature, evaporation, and
two years 24 hours precipitation
The weather data includes
1. Time series data for maximum and minimum air temperature in degrees
Fahrenheit,
2. Time series data for daily cumulative rainfall in inches,
3. Westing and Northing of the measurement sites,
4. Elevation of the measurement sites, and
5. Evaporation data was calculated using the Modified Blaney-Criddle method,
using temperature as input (Zhan and Lin Shelp 2009).
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Meteorological data were downloaded from NOAA’s National Center for
Environmental Information website (National Centers for Environmental Information
2021). Two days 24 hours precipitation frequency estimates were downloaded from
NOAA’s National Weather Service website (Office of Water Prediction 2017). The
Thiessen polygon method was used to estimate the spatial distribution of rainfall for the
HEC-HMS method.
Elevation Data
The elevation data is produced by blending high-quality project data into a
continuous terrain surface (OpenTopography 2021). The elevation data used for the
analysis is a 10-meter resolution digital elevation model and GOTOPO30 (digital
elevation model with a horizontal grid spacing of 30 arc seconds). Figure 46 shows the
digital elevation model downloaded for our area of interest.
The 10-meter elevation data is a part of the 3D Elevation program seamless
product and is produced from diverse data sources and can be downloaded at the USGS
website (USGS 2021). The GTOPO30 data were made from diverse data sources and can
be downloaded from the earth explorer USGS website (Earth Resources Observation and
Science (EROS) Center 2018). EROS studies land change and produces land change data
products, operates the Landsat satellite program with NASA, and maintains the largest
civilian collection of images of the Earth’s surface (EROS 2022).
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Figure 46: Digital elevation model for the area of interest showing the northern region of
California.
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Land use Data
Global Land Cover Characterization (GLCC) data was used for land cover
classification. GLCC datasets are based primarily on one kilometer AVHRR (Advanced
Very High-Resolution Radiometer) 10-day NDVI (Normalized Difference Vegetation
Index) composites. The AVHRR source imagery dates from April 1992 through March
1993. Ancillary data sources included digital elevation data, ecoregions interpretation,
and country- or regional level vegetation and land cover maps (Earth Resources
Observation And Science (EROS) Center 2017).
Land classification included in the GLCC (Figure 47) database is global
ecosystems, IGBP Land Cover Classification, U.S. Geological Survey Land Use/Land
Cover System, Simple Biosphere Model, Simple Biosphere 2 Model, BiosphereAtmosphere Transfer Scheme, and Vegetation Lifeform(Earth Resources Observation
And Science (EROS) Center 2017).
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Figure 47: Land use data for an area of interest (Data source:
https://earthexplorer.usgs.gov/).
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Methods

This section describes the complete method carried out while completing the
thesis to simulate flow in the ungauged catchment using various techniques like
correlation method, drainage area ratio method, lumped modeling, Semi-lumped
modeling, verification of simulated flow with calibrated parameter with observed data,
and transfer of these parameters to the ungauged catchment, calculating flow for
ungauged catchment, power potential calculation, and potential power generation yearly.
Catchment Selection for Parameter Transfer
The Willow Creek basin was chosen to calibrate both the HEC-HMS and IFAS
model, and the parameters were transferred to the other identified catchments. Willow
Creek was selected for the following reasons;
1. The proximity of the Willow Creek catchment to the catchment under study,
2. Presence of long-term river gauging data for the reach,
3. Presence of long-term meteorological data,
4. Hydrologic and climatic similarities within the region, and
5. Applicability to the region.
The method uses lumped modeling and semi-lumped modeling using the HECHMS model, and distributed modeling with the IFAS model was carried out at Willow
Creek basin. In addition, discharges from Willow Creek station and other nearby stations
were also used for carrying out the drainage area ratio method.
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Data Filling (Correlation Method)
This method is used to fill missing stream flow rate and meteorological
parameters using high correlation observation from the recorded data. The correlation
method is most helpful in filling in records with data gaps.
This method uses the correlation between a few gauging stations with similar size
and characteristics with high correlation to correlate the observation from the recorded
data to fill in the missing dataset in the observation.
Steps to carry out data filling include
1. Arrange all the data in time-series order.
2. Find the correlation using the formula
Correlation(x,y) =

∑(𝑥−𝑥̅ )(𝑦−𝑦̅)
√∑(𝑥−𝑥̅ )2 ∑(𝑦−𝑦̅)2

Eq. 15

Where 𝑥̅ 𝑎𝑛𝑑 𝑦̅ are the average of station x and station y, x is the single data at station x,
and y is the single data at station y.
3. The formula shown below is used to estimate the missing parameter.
1 𝑁

𝑁

𝑁

𝑃𝑥 = 3 [𝑁𝑥 𝑃1 + 𝑁𝑥 𝑃2 + 𝑁𝑥 𝑃3 ]
1

2

3

Eq. 16

Where Px stands for a parameter value that needs to be estimated at time t, NX
stands for the annual average values for missing data station x, N1 stands for annual
average value at highly correlated station 1, N2 stands for annual average value at highly
correlated station 2, N3 stands for annual average value at highly correlated station 3, P1
stands for parameter value at highly correlation station one at the time t1, P2 stands for
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parameter value at highly correlation station two at the time t1, and P3 stands for
parameter value at highly correlation station three at the time t.
These values will be calculated using the observed station data for the station with
missing data and the station with the highest correlation to the station with missing data.
The computed value will be used as an input in equation 16 to calculate the missing
parameter value Px at time t. The calculation is done individually for each observation
station with missing daily data. Higher correlated station for each of the stations is
different depending upon local and regional factors affecting weather and should be
considered carefully while selecting correlating.
Once the missing parameter is calculated using the method, the data is tabulated
in chronological time series data and the required format needed by the model as an
input.
Drainage Area Ratio method (RAM)
The gauged Willow Creek catchment, point of interest, point of interest
corresponding gauging area, and outlet were used for the analysis (Figure 29). The
calculation of the flow is done in the following steps
1. The catchment area of the data doner catchment or gauged catchment is either
calculated using GIS tools or taken directly from the literature.
2. The catchment area of the point of interest or the ungauged catchment is
calculated using GIS tools.
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3. Using equation 2 in the literature review section, the ratio of the area of an
ungauged catchment to the ratio of the gauged catchment is calculated and
multiplied with the observed data from the gauged station to calculate the flow
value at the ungauged station.
4. The flow is calculated using this method on the daily time series data for the
available data from the donor catchment period.
Lumped and Semi-lumped Model (HEC-HMS)
The HEC-HMS modeling software facilitates both a lumped and a semi-lumped
modeling approach. The lumped modeling approach develops a hydrological model for a
gauged catchment with similar climatic and hydrologic conditions near the ungauged
catchment. The lumped hydrological model is calibrated at the outlet of the gauged
catchment and is validated using the observed data at the same calibration point. Once the
validation statistics are within our specified range, the model parameter obtained from the
gauged catchment is transferred to the ungauged catchment. Then the hydrological
simulation is carried out to obtain the flow data for the ungauged catchment, which will
be used for further analysis.
The semi-lumped model method consists of calibrating a larger catchment with an
ungauged catchment within the larger gauged catchment. In this method, the larger basin
is subdivided into many smaller sub-catchments representing different catchments within
the larger basin. The hydrological model HEC-HMS was used to simulate the condition
and calibrate using the observed data at the outlet of the larger catchment. The flow data
was extracted from the sub-basin, which will be used for further analysis.
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The data required for simulating a watershed in the HEC-HMS model consists of
meteorological station coordinates, time series meteorological data, hydrological station
coordinates, time-series hydrological data, elevation data, and catchment information.
The version of HEC-HMS used for modeling is version 4.8. The HEC-HMS model
structure is represented in Figure 48. For this project, the basin model and meteorological
model are prepared using HEC-GeoHMS, and this part of the study is named
preprocessing.
Preprocessing. HEC-GeoHMS, a public-domain extension that works with
ArcGIS 10.4 (ArcView-ESRI), performs terrain preprocessing, terrain morphology,
watershed processing, hydrological parameters estimations, and model control
parameters. In addition, the preprocessing tool HEC-GeoHMS is used to create and
transform data to HEC-HMS for the simulation process. An overview of the relation
between HEC-GeoHMS and HEC-HMS is illustrated in Figure 49.
The basin model is initially generated using HEC-GeoHMS. The study area's
digital elevation model (DEM) is used to derive the stream network and delineate the
watershed into interconnected sub-catchments. Each sub-catchment has topographic
attributes such as slope, area, and location. Each river network has topographic attributes
like elevation at the start and end of the river, length, and slope. HEC-GeoHMS also
enables the user to select hydrological process calculation methods which will be used in
the model. Preprocessing can be generally grouped into six steps with several sub-steps
shown by the flow chart of HEC-GeoHMS for preprocessing in Figure 50. These substeps are included in HEC-GeoHMS with commands (USACE 2013).
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Figure 48: HEC-HMS model structure (Erşahi̇ n 2020).
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Figure 49: Overview of the relation between HEC-GeoHMS and HEC-HMS (USACE
2009).
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Figure 50: Flow chart of preprocessing with HEC-GeoHMS (USACE 2013).

117
Basin model. A basin model is created on HEC-GeoHMS using elevation data.
The basin model is transformed to HEC-HMS from HEC-GeoHMS with defined
components such as sub-basins, reaches, junctions, sources, sinks, and reservoirs. The
basin model also includes the realization of hydrological processes such as the loss
method, transform method, base flow method, and routing method. Losses were
calculated based on the Soil Conservation Services Curve Number (SCS CN) method, the
transformation was based on the Clark unit hydrograph, the constant monthly value was
used for base flow, and the Muskingum-Cunge method for routing.
Loss method: Incremental losses for each sub-basin are calculated using
corresponding curve numbers in the Soil Conservation Service Curve Number method.
The program computes incremental precipitation excess during a storm event by
estimating the infiltration volume at the end of each time interval. Infiltration during each
time interval is calculated by taking the difference in volume at the end of two adjacent
time intervals. The “SCS CN” values calculate precipitation excess as a function of
cumulative precipitation, soil cover, land use, and antecedent moisture (Scharffenberg et
al. 2018).

𝑃𝑒 =

(𝑃−𝐼𝑎 )2
𝑃−𝐼𝑎 +𝑆

Eq 17

In equation 17, 𝑃𝑒 is accumulated precipitation excess at time 𝑡, 𝑃 is the
accumulated rainfall depth at time 𝑡, 𝐼𝑎 is the initial abstraction (initial loss), and 𝑆 is the
potential maximum retention, a measure of the ability of a basin to abstract and retain
storm precipitation (Scharffenberg et al. 2018). According to this empirical formulation,

118
the accumulated precipitation excess and consequently the runoff is zero until the
accumulated rainfall exceeds the initial abstraction. The empirical relationship between
the initial abstraction and potential maximum retention is derived from many small
experimental watersheds and is given as Ia is 0.2 times S. Therefore, cumulative excess at
time 𝑡 is calculated by substituting Ia as 0.2 S in equation 17, and the final equation is
shown as equation 18 (Scharffenberg et al. 2018).

𝑃𝑒 =

(𝑃−0.2𝑆)2

Eq 18

𝑃+0.8𝑆

The maximum retention, 𝑆, and basin characters are related to the curve number
related to the curve number (CN) and are shown in equation 19 (Scharffenberg et al.
2018).
1000−10𝐶𝑁
𝐶𝑁
𝑆 = (25400−254𝐶𝑁
𝐶𝑁

(𝑓𝑜𝑜𝑡 − 𝑝𝑜𝑢𝑛𝑑 𝑠𝑦𝑠𝑡𝑒𝑚)
(𝑆𝐼)

)

Eq 19

The curve number is calculated using hydrological soil groups, and land uses. The
hydrological soil group is defined according to USDA, with land-use types defined
according to the United States Department of Agriculture (1986) to create curve numbers
(USDA 1986). Generation of curve number using Remote Sensing and Geographic
Information System (Pandey and A. K. Sahu 2009) also has information on how the
curve number is generated and its acceptable range. Hydrological soil types, according to
USDA, and their corresponding curve number are given in Appendix B.
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Transform method: Transform methods are an approach for computing direct
runoff at the outlet of the watershed area from the excess precipitation falling over it, and
this is done based on principles of the unit hydrograph. A unit hydrograph can be defined
as the runoff hydrograph produced from excess rainfall of unit depth occurring over the
watershed. The theories of unit hydrograph are excess precipitation and runoff produced
are directly proportional to each other, excess precipitation is distributed uniformly with
respect to time and space over the watershed area, and runoff produced from given excess
rainfall is independent of time of occurrence and precedent moisture content
(Subramanya 2008).
The transform method used for this project is the Clark unit hydrograph method.
The Clark unit hydrograph takes rainfall data, subtracts the losses as specified through the
specified concentration and lag time, and converts the excess rainfall to a runoff
hydrograph.
𝑑𝑆
𝑑𝑡

= 𝐼𝑡 − 𝑂𝑡

Eq 20

In equation 20, dS/dt is the time rate of change of water in storage at time t, It is
the average inflow to storage at time (t), and Ot is the outflow from storage at time (t)
(Scharffenberg et al. 2018). In the linear reservoir model, storage at time (t) is related to
outflow as:
St=ROt

Eq 21
In equation 21, R is a constant linear reservoir parameter (Scharffenberg et al.

2018). Solving the equations using a simple finite difference approximation yields as:
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Ot=CAIt+CBOt−1

Eq 22

CA=Δt/(R+0.5Δt)

Eq 23

CB=1−CA

Eq 24

where CA, CB = routing coefficients.
The average outflow during period t is:

𝑜̅ t=(Ot−1+Ot)/2

Eq 25

If the area is multiplied by the unit depth and divided by Δt at the computation
time step, the result is inflow to the linear reservoir (Scharffenberg et al. 2018). Solving
equation 22 and equation 25 recursively, with the inflow thus defined, yields values of 𝑜̅ t
(Scharffenberg et al. 2018).
Baseflow method: Subsurface flow in the catchment is represented by baseflow in
HEC-HMS. Baseflow comprises of interflow and flow in the groundwater aquifer. There
is an insignificant contribution of baseflow in the case of the short rainfall event, so that it
can be ignored. While in the case of a long rainfall event, the baseflow contributes to the
recession limb of the hydrograph and has a significant contribution to flood volume.
In this project, a constant monthly method was used for baseflow computation.
The method represents baseflows as a constant flow varying monthly. The monthly
constant carrying flow was computed using a gauged basin as a reference. The baseflow
for the ungauged basin was calculated using the drainage area ratio method using the
observed data, gauged basin area, and ungauged basin area.
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Flow routing method: Flood routing is a technique to determine the flow
hydrograph at the downstream point of a catchment using information like hydrograph at
its upstream, channel roughness, channel width, and slope. Hydrologic modeling is based
on continuity equations. The equations solved in hydraulic modeling are the Saint-Venant
equations.
This project uses the Muskingum-Cunge method for river routing because of its
simplicity over other methods. The Muskingum-Cunge method has higher accuracy than
the more straightforward Muskingum method and is more suited for extensive watershed
routing (Ponce 2020). Muskingum-Cunge routing method simplifies the convective
diffusion equation, which combines the continuity equation and momentum equations. In
Muskingum-Cunge, routing parameters K and X are calculated based on the channel
morphology, which is affected by channel slope and cross-section. A detailed description
of the equation used for the Muskingum method is given in Appendix C.
Meteorological model. The meteorological model requires including climatic data
into the model to prepare meteorological boundary conditions for sub-basins.
Precipitation, and evapotranspiration, are the main components of the meteorological
model. The software provides various methods to integrate these components. For this
study, precipitation will be included as specific values, since the times series values of
these variables are available from the observation stations in the study area.
Evapotranspiration values are calculated from temperature using the Modified BlaneyCriddle method (Zhan and Lin Shelp 2009)
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Model simulation setup. For this project, the model was set up in two ways,
considering the basin as a lumped model and considering the basin as a semi-lumped
model. While considering the basin as a lumped model, the entire basin was considered a
single basin, and the model and parameters were calculated for the average of the whole
basin. When the model was simulated as a semi-lumped model, the sub-basins were
created, and basin and model parameters were calculated for individual sub-basin and
inputted into the model. The flow was generated from a semi-lumped model when there
was a presence of a gauging station downstream of the ungauged catchment, and model
calibration was achievable. This created a scenario where a large catchment downstream
was gauged, and a hydrological model was set up at the larger catchment and calibrated.
In which the ungagged catchment is part of a larger gauged catchment, and the model
was calibrated for the water contribution from each of the sub-catchment within the
catchment.
Model calibration and validation. Calibration is the process of adjusting the
model's parameters within reasonable ranges until the simulated results are close enough
to the observed values. Validation is the process of ensuring that the calibrated model can
reproduce a set of observations or predict future conditions without any further
adjustment to the parameters. HEC-HMS has a module to search for the best parameter
values. By comparing the generated hydrograph to the measured hydrograph, the
software computes the goodness-of-fit index. The algorithm searches for the model
parameters that yield the best value of the index, also known as the objective function
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(USACE 2000). This search can be done according to several objective functions, such as
NSE.
If the fit of observed and calculated parameters is not acceptable, the parameters
are further adjusted, and the calibration continues (USACE 2021). When a satisfactory fit
is obtained, the best parameter values are reported. In HEC-HMS, two auto-calibration
methods, namely “Univariate-Gradient Algorithm” and “Nelder and Mead Simplex
Search Algorithm,” are used to search for the best (optimal) parameter values (USACE
2021).
The univariate-gradient search algorithm makes successive corrections to the
parameter estimate based on Newton’s method and uses derivatives of the objective
function to guide the search (USACE 2021). Whereas the Nelder and Mead algorithm
searches for the optimal parameter value without using derivatives of the objective
function to guide the search (USACE 2021). Instead, this algorithm relies on a simpler
direct search in which the parameter estimates are selected with a strategy that uses the
knowledge gained in prior iterations (USACE 2021). This allows the algorithms to
identify good estimates, reject bad estimates, and generate better estimates from the
pattern established by the good estimates (USACE 2021).
One main difference in the user interface with both methods is that the UnivariateGradient Algorithm allows only one parameter to be calibrated at a time. The Nelder and
Mead Simplex Search Algorithm enable multiple parameters to be calibrated at the same
time simultaneously. A detailed description of how both algorithms work to find the best
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fit value is given in Appendix D. For the event-based model; first, the auto-calibration is
carried out, then fine-tuning is applied by manual calibration
Distributed Modeling (IFAS)
Meteorological station coordinates, time series meteorological data, land use data,
elevation data, and catchment information are required to simulate the watershed's
streamflow in the distributed IFAS model. The IFAS model consists of a distributed
hydrological model based on the tank model and a routing model based on a kinematic
wave hydraulic model. The version of IFAS used for modeling is version 2.
Distributed modeling approach consists of developing a hydrological model for a
gauged catchment with similar climatic and hydrologic conditions nearby the ungauged
catchment. The distributed hydrological model is calibrated at the outlet of the gauged
catchment and is validated using the observed data at the same calibration point. Once the
validation statistics are within our specified range, the model parameter obtained from the
gauged catchment is transferred to the ungauged catchment, and then the hydrological
simulation is carried out to obtain the flow data for the ungauged catchment, which will
be used for further analysis.
The model simulates a watershed as tanks where the surface tank in the IFAS
model receives the precipitation, and water flows through different tank layers to the
outlet (river channel). The surface tank model in the IFAS model is used to divide the
rainfall into the surface, rapid intermediate, and ground infiltration flows. The model
used in the case study has been configured as a two-tank model with a surface tank and
aquifer tank.
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Surface flow. The formula used to calculate surface flow used in the IFAS model
is given in equation 26 and is in meter cubic per second.
5

1

Qsf = L N (h − Sf2 )3 √i

Eq 26

In equation 26, where Qsf is surface flow in meter cubic per second, L is mesh
length in meters, N is manning’s roughness coefficient, h is the water height for the tank
in meters, Sf2 is the height from which surface flow occurs in meters, and i is the slope
with the adjacent cell (Chow and Jamil 2018).
Unsaturated subsurface flow. The rapid unsaturated subsurface flow is calculated
using equation 27 and cubic meter per second.
(h−Sf1 )

Qri =∝n Afo S

f2 −Sf1

Eq 27

In equation 27, Qri is the rapid unsaturated subsurface flow in meter cubic per
second, αn is the rapid unsaturated subsurface flow regulation coefficient, A is the mesh
area in meters squares, fo is vertical hydraulic conductivity, h is the water height for the
tank in meters, Sf1 is the height from which rapid unsaturated subsurface flow occurs in
meters, and Sf2 is the height from which surface flow occurs in meters (Chow and Jamil
2018).
Infiltration. Infiltration to the aquifer tank is calculated using equation 28 and is in
meter cubic per second.
Q0 = Af0

(h−Sf0 )
Sf2 −Sf0

Eq 28

In equation 28, Q0 is the infiltration to the aquifer tank in cubic meters per second,
A is the mesh area in square meters, fo is the vertical hydraulic conductivity, h is the water
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height for the tank in meters, Sf0 is the height where ground infiltration occurs in meters,
and Sf2 is the height from which surface flow occurs in meters (Chow and Jamil 2018).
Slow saturated subsurface flow. Slow saturated subsurface flow is calculated
using equation 29.
Qg1 = A2u (h − Sg )2 A

Eq 29

In equation 29, Qg1 is the slow saturated subsurface flow in cubic meters per
second, Au: slow unsaturated subsurface flow regulation coefficient, h is the water height
for the tank in meters, Sg is the height from which slow saturated subsurface flow occurs
in meters, and A is the mesh area square meters (Chow and Jamil 2018).
Baseflow. Baseflow is calculated using equation 30 and is in meter cubic per
second.
Qg2 = Ag hA

Eq 30

In equation 30, Qg2 is the base flow in cubic meters per second, Ag is the base flow
coefficient, h is the water height for the tank in meters, and A is the mesh area in square

meters (Chow and Jamil 2018).
Component of distributed modeling with IFAS and model setup. Project
information manager: The project information manager is used to input the project
location information and project condition, including calculation cell size, start date, start
time, end date, end time, and calculation time interval in the project information panel.
The project information is used to input basic data like land use and elevation data.
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Basin manager: The basin setup is used to set up project catchment and create
basin boundaries and sub-basins. The manager is used to create rivers or import
catchments and river shapefiles.
Rainfall data manager: The rainfall data manager is used to import rainfall data,
observed ground data, rainfall forecast data, or downloaded satellite rainfall data. For this
project, ground-based rainfall data with the Thiessen method of conversion was used.
Parameter manager: The parameter manager is used to set up parameters for the
catchment. The IFAS hydrological model is set up to run in a two-tank model for this
project. The parameters are defined for each tank, and parameters are set for individual
mesh.
Simulation manager: The simulation manager checks the model for error and
executes the simulation. The result viewer is a sub-part of the simulation manager and is
used to view results. The result viewer can also take in the observed data and overlay the
observed and simulated data to see the results visually.
Model Calibration and Validation. The simulated data is checked with the
observed data, and if the simulation is within the tolerable accuracy, then further model
validation will be done. If the simulation is not within the required accuracy, the model
parameter is recalibrated until the desired accuracy is achieved. The model parameters to
be calibrated and the calibration process is given in Appendix E. Once it is calibrated, the
model needs to be validated and is validated by running the simulation for the validation
period. If the simulated data is within the acceptable range with the observed data, the
simulated data and parameters are adopted into another catchment. If the simulated data
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is not within tolerable accuracy, the calibration process is carried out, changing the
parameter until desired results are achieved. Figure 51 shows the overall modeling
process using IFAS.

Figure 51: Process for simulating in IFAS distributed model (ICHARM 2014b).
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Model Validation
Nash-Sutcliffe Efficiency (NSE). For this project, NSE was used to validate the
model. The NSE indicates how well-simulated data fits the observation. NSE ranges
between −∞ and 1.0 (1 inclusive), with the NSE value of 1 being the best value having a
perfect match between observation and simulation. However, values between 0.0 and 1.0
are generally viewed as having an acceptable level of performance. The study has found
that NSE value of 0.5 and higher to be satisfactory for hydrological analysis (Moriasi et
al. 2015), and this project will aim to get the best possible NSE value which is higher
than 0.5. The equation used for calculation, value ranges, optimal value, and advantages
of Nash-Sutcliffe Efficiency is given in Table 4.
Percent bias (PBIAS). Percent bias measures the average tendency of the
simulated data to be larger or smaller than their observed counterparts. The optimal value
of PBIAS is 0. Positive values indicate the model is underestimating, and negative values
indicate the model is overestimating. The study has found that a PBIAS value of 20% and
lower is satisfactory for hydrological analysis (Moriasi et al. 2015), and this project will
aim to get the best possible PBIAS value that is lower than 20%. The equation used for
calculation, value ranges, optimal value, and advantages of Percentage bias is given in
Table 4.
Coefficient of determination (R2). The coefficient of determination describes the
part of the variance in measured data, which the model can explain. R2 ranges from 0 to
1, with higher values indicating minor error variance, and typically values greater than
0.5 are considered acceptable for the hydrological model (Moriasi et al. 2007), and this
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project will aim to get the best possible R2 value which is higher than 0.5. The equation
used for calculation, value ranges, optimal value, and advantages of coefficient of
determination is given in Table 4.
Graphical techniques. Graphical techniques provide a visual comparison of
simulated and measured constituent data and the first overview of model performance
(ASCE 1993). The graphical technique used for model evaluation compares daily
simulated flow hydrograph with the observed data by overlaying simulated graph over
observed data. Another graphical technique used for model evaluation is a scatter plot for
observed versus simulated flow data. The advantages of both scatter plot and time-series
plot are given in Table 3.
Development of Flow Duration Curve.
The daily flow duration curve is generated for this project. The flow duration
curve (FDC) is a plot that shows the percentage of time that flow in a stream is likely to
equal or exceed a specific value of flow (OSU 2005).
A very steep curve would be observed for floods caused by rain on small
watersheds. Snowmelt floods or regulation of floods with reservoir storage will generally
result in a much flatter curve near the upper limit (OSU 2005). In the low-flow region, an
intermittent stream would exhibit periods of no flow, whereas a very flat curve indicates
that moderate flows are sustained throughout the year due to natural or artificial
streamflow regulation or due to a large groundwater capacity that sustains the base flow
to the stream (OSU 2005). For the study, average daily discharges are used to generate
the flow duration curve. The steps followed while preparing the flow duration curve are
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(OSU 2005). The daily average observed flow data are sorted from the highest recorded
value to the lowest recorded value. The data flow data is ranked. The exceedance
probability is calculated using the equation below.

P = 100 * [ M / (n + 1)]

Eq 31

In equation 31, P is the probability that a given flow will equal or be exceeded
(percentage of the time), M is the ranked position on the listing (dimensionless), and n is
the number of events for a period of record (dimensionless).
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Potential Power Generation
The total potential power generation is calculated using the equation
P=Q*ρ*g*H*ƞ

Eq 32

Where P is the potential power in Kilowatt, Q is the flowrate in cubic meters per
second, ρ is the density in kg per cubic meter, g is the acceleration due to gravity, H is the
waterfall height in meters and ƞ is the global efficiency ratio (ESHA 2004). For a typical
small hydro system, the turbine efficiency would be 85%, drive efficiency would be 95%,
and generator efficiency 93%, so the overall system efficiency would be 75.1 %
(Renewables First 2019). An efficiency of 75.1% was taken for the calculation.
Total Annual Potential Power Generation
The total annual potential power generation is calculated using equation 33
E= P * t

Eq 33

Where E is the potential power generated in a given time, P is the potential power
in Kilowatt, and t is the time in an hour. In our case, time is equal to one year (Szyk
2021).
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RESULTS AND DISCUSSION

The first section of the results and discussion report on the calibration and
validation of the hydrological model at a known gauged station using the IFAS and HECHMS hydrological models. This section also has information on the performance of the
calibrated model both in the calibration period and validation period obtained by
comparing the simulated data from the models to the observed data obtained from the
hydrological station. Calibrated parameter values that will be transferred to the ungauged
catchment are reported.
The second section focuses on the results obtained using the drainage area ratio
method and the calibrated parameters for all the catchments within the study area. This
section also has information on possible water diversion points with their corresponding
elevation, catchment area, and gross head. Results include computed flow data, monthly
flow deviation charts, flow duration curves, power generation potential graphs, and
annual power generation graphs.
The third section has information on the simulation processing time for each
model. Finally, an overall summary, including a discussion of limitations and
recommendations for possible future expansion, is outlined.
Drainage Area Ratio method

The flow is estimated at an ungauged site by multiplying the measured flow from
the nearby gauge or the reference gauge by the area ratio of the ungauged to the gauged
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watershed in equation 2. The major assumption of the drainage area ratio method is that
flow scales directly with the watershed area. As the watershed area increases, the flow
rate increases, corresponding to the area of the ungauged area to the gauged watershed.
The choice of the reference gauge in the drainage area ratio method used is Willow Creek
USGS gauging station USGS 11529800.
The points are the potential flow diversion points selected based on the site
selection criteria. For Willow Creek, three points were selected, and a common outlet was
selected (Figure 52). The flow exceedance curve for points in the East Fork of Willow
Creek was derived from the flow data generated using the drainage area ratio method and
the observed flow data from the gauging station (Figure 53). The flow data for East Fork
of Willow Creek were calculated using the drainage area ratio method and have the same
trends as Willow Creek is shown in Appendix F. Similar calculations were carried out for
the remaining catchments, and data is presented in the second section of the results.
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Figure 52: Map showing catchment with the point of interest in East Fork of Willow
Creek and outlet (location of powerhouse).

136

60
Willow Creek

Point 1

Point 2

Point 3

50

Flow in cms

40

30

20

10

0
0

10

20

30

40

50

60

70

80

90

100

Percentage excedence in %

Figure 53: Flow exceedance curve for points in East Fork of Willow Creek derived using
drainage area ratio method and observed data of Willow Creek.
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Hydrological Model Calibration and Validation

HEC-HMS as Lumped Model
The Willow Creek watershed was modeled using flowrate data from the Willow
Creek USGS gauging station USGS 11529800 (Figure 29). The catchment area was
calculated at 25,945 acres. The gauging station has data from August 1959 through
September 1974, nearly 15 years of data without data gaps. The observed data were used
for model calibration and validation. All the hydrological model simulation for HECHMS was carried out at a daily time interval.
Data used for the HEC-HMS model were 10-meter resolution DEM for the digital
elevation model, GLCC data for land use data, and daily observed values for
meteorological and hydrological data. The calibration period used for the model is from
August 1959 through December 1964. The model was calibrated using an optimization
function and comparing output with the daily average observed data for this period. The
calibrated parameters are shown in Table .
Table 5: HEC-HMS calibrated parameter to be used for parameter transfer.
Method

Parameter

value

SCS curve Number

Curve Number

31

Transform

Storage Coefficient

176
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The model was calibrated with an NSE value of 0.66, and PBIAS was calculated
at 24.83 %. The NSE and PBIAS requirements for hydrological analysis are given in the
methods section. The NSE parameter was within our range of target NSE values greater
than 0.5, but PBIAS was more than 20% targeted value for the calibration period.
The simulated flow matches well with the observed flow for the calibration period
from August 1959 to December 1964 using HEC-HMS as a lumped model being able to
simulate most of the mid flows and low flow events (Figure 54). The model was able to
simulate the rising and the falling limb as well but could not simulate the peak flow
observed high flow events, which is very similar to the model run in the calibration
period.
A scatterplot of simulated versus observed data for the simulation period using the
HEC-HMS model indicates an R² value of 0.52 (Figure 55). The R² value requirements
for hydrological analysis for the satisfactory result are given in the methods section.
Since the R² value is greater than 0.5, the result from the simulation is satisfactory. Points
from December 1964 were not plotted as scatter plots to omit a single flood event, which
had a significant negative impact on the value of R², and the research is interested in the
flow that can be used for the generation of electricity. Therefore, December of 1964 data
was not used for the calculation of R² for all the models used. A scatterplot of simulated
flow versus observed flow for 1963 shows clearly that the model underpredicts high flow
events (Figure 56).
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Figure 54: Observed flow (in cubic meter per second) vs. simulated flow (in cubic meter
per second) for the calibration period from August 1959 to December 1964 using
the HEC-HMS model as a lumped model showing a good match between
observed and simulated flow. The blue line in the graph is the observed flow at
Willow Creek station, and the dotted red line is simulated results from HEC-HMS
with the given parameter under the period’s climatic condition.
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Figure 55: Scatterplot of simulated (in cubic meter per second) vs. observed data (in
cubic meter per second) for calibration period showing R² value of 0.52 at Willow
Creek station.
35

Simulated flow in cms

30

R² = 0.62

25
20
15
10
5
0
0

5

10

15

20

25

30

35

40

45

Observed flow in cms

Figure 56: Scatterplot of simulated (in cubic meter per second) vs. observed data (in
cubic meter per second) for calibration period for the year 1963 showing R² value
of 0.62 at Willow Creek station.
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The validation of the model was carried out from January 1965 to September
1974. The HEC-HMS lumped model was validated at the same point in the Willow Creek
catchment with the observed daily average flow data. For the validation period, the NSE
value is 0.53, and PBIAS was calculated at 4.9%. These parameters are both within our
range of acceptable NSE value of greater than 0.5 and PBIAS of less than 20%.
The simulated flow generated from the HEC-HMS lumped model for the
validation period from January 1965 to September 1974 shows a very good match with
the observed flow at the gauging station at Willow Creek (Figure 57). The general overall
trend from the model was that the HEC-HMS lumped model could simulate the low flow
and medium flows in the catchment very well (Figure 57). The HEC-HMS lumped model
was able to simulate the rising limb and the falling limb of the hydrograph but could not
simulate the peak flow observed during the high flow events, which is very similar to the
model run in the calibration period.
A scatterplot of simulated flow versus observed flow for the validation period
using the HEC-HMS model as a lumped model has a calculated value of R² value of 0.76
(Figure 58). The R² value requirements for hydrological analysis for the satisfactory
result are given in the methods section. Since this value is above 0.5, it is satisfactory.
Figure 59 shows a scatterplot of simulated flow versus observed flow for 1963, which
gives us a clear idea that the model is underpredicting in high flow scenarios.
The results for the validation period from January 1965 through September 1974
are satisfactory and are within our required range of PBIAS with 20 percent and an NSE
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value of 0.5. With this consideration, the parameters were transferred to the nearby
watersheds having a similar climatic and geographic condition to the modeled watershed.

160

Obs

Sim

140

Flow in cms

120

100

80

60

40

20

0
27/2/1965

12/7/1966 24/11/1967

7/4/1969

20/8/1970

2/1/1972

16/5/1973

28/9/1974

Time in days

Figure 57: Observed flow (in cubic meter per second) vs. simulated flow (in cubic meter
per second) for the validation period from January 1965 to September 1974 using
HEC-HMS Model, showing a good match between observed and simulated flow.
The blue line in the graph is the observed flow at willow creek station in cubic
meters per second, and the red dotted line in the graph is simulated flow from
HEC-HMS with the given parameter under the specific climatic condition in
cubic meters per second.
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Figure 58: Scatterplot of simulated (in cubic meter per second) vs. observed data (in
cubic meter per second) for validation period from January 1965 to September
1974 showing R² value of 0.76.
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Figure 59: Scatterplot of simulated (in cubic meter per second) vs. observed data (in
cubic meter per second) for validation period for the year 1972 showing R² value
of 0.76.
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HEC-HMS as Semi-lumped Model
The Willow Creek watershed was modeled as a semi-lumped model using
flowrate from the Willow Creek USGS gauging station USGS 11529800. The model was
set up with the same hydrometeorological data set used for the HEC-HMS lumped model
with a calibration period from August 1959 through December 1964 (Figure 60). The
parameters for each sub-catchment was calibrated to give the best-calibrated flow at the
outlet of the model. Table 6 shows the calibrated parameter for the HEC-HMS semilumped model.
Table 6: HEC-HMS calibrated parameters for all the sub-catchment in a semi-lumped
model.
Sub-catchment Number

SCS Curve Number

Transform- Storage Coefficient

W130

52

143

W270

43

114

W230

27

117

W90

96

211

W220

36

80

W80

38

61

W70

31

163

W60

68

3
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Figure 60: HEC-HMS setup as semi-lumped model catchment setup for Willow Creek
showing catchment, river, junctions, and outlet.
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The model was calibrated with an NSE value of 0.54, and PBIAS was calculated
at 24.61 %. The NSE value was within our range of target NSE value greater than 0.5,
but PBIAS was more than 20% targeted value for the calibration period.
The simulated flow matches well with the observed flow for the calibration period
from August 1959 to December 1964 using HEC-HMS as a semi-lumped model being
able to simulate most of the mid flows and low flow events (Figure 61). However, the
HEC-HMS semi-lumped model could not simulate the very high flow well. The model
was able to simulate the rising limb of the hydrograph and the falling limb as well.
A scatterplot of simulated (in cubic meter per second) versus observed data (in
cubic meter per second) for the simulation period using the HEC-HMS model indicates
an R² value of 0.60 (Figure 62). The R² value requirements for hydrological analysis for
the satisfactory result are given in the methods section for HEC-HMS as semi lumped
model. Since this value is above 0.50, it is satisfactory. A scatterplot of simulated flow in
cubic meter per second versus observed flow in cubic meter per second for 1963 shows
clearly that the model is underpredicting high flow events (Figure 63).

147

110

Obs

Sim

100

90

80

Flow in cms

70

60

50

40

30

20

10

0
18/8/1959

12/8/1960

7/8/1961

2/8/1962

28/7/1963

22/7/1964

Time in Days

Figure 61: Observed flow (in cubic meter per second) vs. simulated flow (in cubic meter
per second) for the calibration period from August 1959 to December 1964 using
the HEC-HMS model as a semi-lumped model showing a good match between
observed and simulated flow. The blue line in the graph is the observed flow at
Willow Creek station, and the dotted red line is simulated results from HEC-HMS
with the given parameter under the period’s climatic condition.
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Figure 62: Scatterplot of simulated (in cubic meter per second) vs. observed data (in
cubic meter per second) for calibration period showing R² value of 0.60.
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Figure 63: Scatterplot of simulated (in cubic meter per second) vs. observed data (in
cubic meter per second) for calibration period for the year 1963 showing R² value
of 0.68.
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The HEC-HMS model was simulated for the validation period from August 1959
through December 1964. The validation of the HEC-HMS semi-lumped model was also
done at the same point in the Willow Creek catchment with the observed daily average
flow data. For the validation period, the NSE value is 0.57, and PBIAS was calculated at
9.55%. These values are within our range of NSE values greater than 0.5 and PBIAS of
less than 20%.
The simulated flow for the validation period from January 1965 to September
1974 using HEC-HMS Model as a semi-lumped model matches well, with the observed
flow being able to simulate most of the mid flows and low flow events (Figure 64).
However, the HEC-HMS semi-lumped model could not simulate the very high flow well.
The model was able to simulate the rising limb of the hydrograph and the falling limb as
well but could not simulate the amount of peak flow observed during the high flow event,
which is very similar to the model run in the calibration period. Figure 65 shows a
scatterplot of simulated flow (in cubic meter per second) versus observed flow (in cubic
meter per second) for the validation period using the HEC-HMS model as a semi-lumped
model, showing an R² value of 0.63. Since this value is above 0.5, it is satisfactory.
Figure 66 shows a scatterplot of simulated flow in cubic meter per second versus
observed flow in cubic meter per second for 1963, which clearly indicates that the model
is underpredicting high flow events.
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Figure 64: Observed flow (in cubic meter per second) vs. simulated flow (in cubic meter
per second) for the validation period from January 1965 to September 1974 using
HEC-HMS Model as a semi-lumped model showing a good match between
observed and simulated flow. The blue line in the graph is the observed flow at
willow creek station in cubic meters per second, and the red dotted line in the
graph is simulated flow from HEC-HMS with the given parameter under the
specific climatic condition in cubic meters per second.
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Figure 65: Scatterplot of simulated (in cubic meter per second) vs. observed data (in
cubic meter per second) for validation period showing R² value of 0.63 for HECHMS semi-lumped model.
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Figure 66: Scatterplot of simulated (in cubic meter per second) vs. observed data (in
cubic meter per second) for validation period for the year 1972 showing R² value
of 0.65 for HEC-HMS semi-lumped model.
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IFAS Distributed Model
The Willow Creek watershed was modeled with Distributed IFAS model using
the same hydrological data from the Willow Creek USGS gauging station USGS
11529800. All the hydrological model simulation for IFAS was carried out at a daily time
interval. The data used for the IFAS model were GTOPO30 for the digital elevation
model, GLCC data for land use data, and daily observed data were used for
meteorological and Hydrological data. The calibration period used for the model is from
August 1959 through December 1964.
The calibrated parameters for the 2-tank hydrological distributed IFAS model are
shown in the table below. Parameter number (Para. no) is the default parameter number
assigned depending on the landuse type by the software. Table 7 shows the calibrated
parameter for the surface tank, Table 8 shows the calibrated parameter for the aquifer
tank, and Table 9 shows the calibrated parameter for the river course model. IFAS
parameter code and how each parameter affects the model is given in Appendix B. The
parameter number is dependent on the type of land use for all the parameters. Some of
the important parameters that influenced model output are given in Appendix B. A
detailed description of each of the parameter types and assigned parameter numbers for
the different land-use types are given in the IFAS manual (ICHARM 2014a). More
details on how each parameter influences the output are given in Appendix B.
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Table 7: Calibrated IFAS surface tank parameters for 2-layer tank model.
Para.no

SKF

HFMXD HFMND

HFOD

SNF

FALFX

HIFD

1

0.005

0.1

0.01

0

0.7

5

0

2

0.005

0.05

0.01

0

0.7

5

0

3

0.005

0.05

0.01

0

0.7

5

0

4

0.005

0.001

0.0005

0

0.7

5

0

5

0.005

0.05

0.01

0

0.7

5

0

Table 8: Calibrated IFAS aquifer tank parameters for 2-layer tank model.
Para. no

AUD

AGD

1

0.04

0.0005

Table 9: Calibrated IFAS river course parameter for 2-layer tank model.
Para. no

RLCOF

1

3

2

3

3

3
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The distributed model for the calibration period at Willow Creek was calibrated
with an NSE value of 0.71, and PBIAS was calculated at 11.3 %. These values are both
within our range of NSE value of greater than 0.5 and PBIAS of less than 20%.
The observed and simulated flow for the calibration period in cubic meters per
second (cms) for the calibration period from August 1959 to December 1964 using the
IFAS model, which shows a good match between the observed and simulated flow is
shown in Figure 67. The simulated flow matches very well, with the observed flow being
able to simulate most of the storm and mid flows and low flow scenarios as seen
graphically.
Figure 68 shows a scatterplot of simulated versus observed data for the simulation
period, showing an R² value of 0.63. The R² value requirements for hydrological analysis
for the satisfactory result are given in the methods section. Since this value is above 0.5,
it is satisfactory. A scatterplot of simulated versus observed data for 1963 clearly shows
that the model is underpredicting high flow events (Figure 69).
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Figure 67: Observed flow (in cubic meter per second) vs. simulated flow (in cubic meter
per second) for the calibration period from August 1959 to December 1964 using
the IFAS model, showing a good match between observed and simulated flow.
The blue line in the graph is the observed flow at Willow Creek station. The red
dotted line is simulated results from the IFAS model with the given parameter
under the period’s climatic condition.
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Figure 68: Scatterplot of simulated flow (in cubic meter per second) vs. observed flow (in
cubic meter per second) for calibration period showing R² value of 0.63. The
straight dotted line denotes linear regression, and the dots denote flow.
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Figure 69: Scatterplot of simulated flow (in cubic meter per second) vs. observed flow (in
cubic meter per second) for simulation period for the year 1963 in calibration
period showing R² value of 0.71.
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The validation of the model was carried out from January 1965 to September
1974. The validation of the IFAS model was also done at the same point in the Willow
Creek catchment with the observed daily average flow data. For the validation period,
the NSE value is 0.62, and PBIAS was calculated at 19.5%. These parameters are both
within our range of NSE value of greater than 0.5 and PBIAS of less than 20%.
The observed and simulated flow for the calibration period in cubic meters per
second (cms) for the validation period from January 1965 to September 1974 using the
IFAS model is shown in Figure 70. The simulated flow matches very well, with the
observed flow being able to simulate most of the storm and mid flows and low flow
scenarios as seen graphically.
A scatterplot of simulated (in cubic meter per second) vs. observed data (in cubic
meter per second) for the validation period using the IFAS model, with an R² value of
0.64 (Figure 71). Since this value is above 0.50, it is satisfactory. A scatterplot of
simulated versus observed data for the year 1972, which clearly shows the model is
underpredicting high flow rate events, is shown in Figure 72.
The results for the validation period are satisfactory and are within our required
range. Considering the satisfactory result, the parameters were transferred to the nearby
watershed having similar climatic and geographic conditions to model the watershed and
find the flow for the ungauged stream.
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Figure 70: Observed flow (in cubic meter per second) vs. simulated flow (in cubic meter
per second) for the validation period from January 1965 to September 1974 using
IFAS Model, showing a good match between the observed and simulated flow.
The blue line in the graph is the observed flow at Willow Creek Station, and the
red line in the graph is simulated results from the IFAS model with the given
parameters under the specific climatic condition.
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Figure 71: Scatterplot of simulated (in cubic meter per second) vs. observed data (in
cubic meter per second) for validation period showing R² value of 0.64.
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Figure 72: Scatterplot of simulated (in cubic meter per second) vs. observed data (in
cubic meter per second) for validation period for the year 1972 showing R² value
of 0.77.
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Summary for Calibration and Validation
In calibration period from 1959 through 1964, the hydrograph for simulated flow
and observed flow shows a consistent gap between the observed flow and simulated flow
during the maximum yearly peaks for the whole simulation period. From the results
section, conclusion can also be derived that all the models performed well-simulating
flow during the low to medium flow and were able to capture most of the smaller
hydrological flow peaks well during the calibration period from 1959 through 1964.
However, all three models failed to fully capture the maximum annual peak flows and
underpredicted the flows during the high flow events.
Table 10 shows the statistics for the calibration period from 1959 through 1964
for all three models (HEC-HMS lumped, HEC-HMS semi-lumped, and IFAS distributed
model). The maximum peak for the observed data from 1959 through 1964 is 340 cms,
however, all the models could not simulate the maximum annual peaks. The maximum
simulation peak for the entire calibration period (Qp) for each hydrological model is
given in the table below. The inability of the hydrological model to simulate maximum
peaks well was the reason for the higher value of PBIAS. While individually comparing
the peak flow for the simulated flow and observed flow, IFAS was able to capture annual
hydrological peaks slightly better than the HEC-HMS model.
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Table 10: Calibration Period Statistics for all models.
Hydrological Model

NSE

PBIAS (%)

R2

Qp (cms)

HEC-HMS lumped

0.66

24.82

0.52

64

HEC-HMS semi-lumped

0.68

24.61

0.60

89

IFAS

0.71

11.3

0.63
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During the validation period, a similar consistent gap between the observed flow
and simulated flow during the maximum yearly peak from the models can be observed.
However, the observed flow and simulated flow from all the models are very similar
during the low to medium flow period. From the results, it can be stated that all the
models performed well, simulating flow during the low to medium flow, and were able to
capture most of the smaller hydrological flow peaks well during the validation period
from 1965 through 1974. However, all three models failed to capture the maximum
annual peak flow.
Table 12 shows the statistics for the validation period from 1965 through 1974 for
all three models (HEC-HMS lumped, HEC-HMS semi-lumped, and IFAS distributed
model). The maximum peak for the observed data from 1965 through 1974 is 87 cms,
however, all the models could not simulate the maximum annual peaks well. The
maximum simulation peak for the entire validation period (Qp) for each hydrological
model is given in the table below. The inability of the hydrological model to simulate
maximum peaks well was the reason for the higher value of PBIAS. While individually
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comparing the peak flow for the simulated flow and observed flow, the IFAS model was
able to capture annual hydrological peaks slightly better than the HEC-HMS model.
Table 11: Validation Period Statistics for all models.
Hydrological Model

NSE

PBIAS (%)

R2

Qp (cms)

HEC-HMS lumped

0.69

4.90

0.76

45

HEC-HMS semi-lumped

0.66

9.55

0.63

55

IFAS

0.62

19.5

0.64

71

There are several reasons that might have caused this systemic error of
underpredicting the high flow events. One of the main reasons might usually be that the
peak flow is never measured but extrapolated using a rating curve and might have
introduced error. Another possible cause might be missing rainfall, this happens when the
rain gauging network is very thin, and the gauging station might have missed the storm.
Although all the hydrological models are underpredicting peak flows, this might
be okay for estimating hydropower potential as it is unlikely turbines would be sized for
peak flow events and that water would bypass the system and not be used for energy
production.
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Results of Analysis and Output

This section of the report has the result for all the individual Creek considered for
this study. Only one selected flow diversion point with the highest potential will be
presented to keep the report concise and have a deeper focus on the point which holds the
highest interest for future development.
East Fork of Willow Creek
The East Fork of Willow Creek’s point of interest for potential hydropower
generation was selected strategically and is located at the junction of the East fork of
Willow Creek's major tributaries. The points of interest within the East Fork of Willow
Creek catchment are shown in Figure 73, with their contributing catchment and an outlet
in which the powerhouse will be located. The catchment details with contributing area
and elevation at the outlet are given in Table 12. The point elevation of the diversion
point, contributing catchment area, and the difference in elevation between the diversion
intake and powerhouse shown as the head was calculated using 10 meters digital
elevation model in GIS.
Hydrological analysis was carried out at three sites within the East Fork of
Willow Creek to find the point of interest within the catchment with the most power
generation potential. Of the three sites (Table 12), point 2 in the middle reach with a
catchment area of 3,788 acres with a diversion elevation of 770 meters showed the
highest power generation potential for hydropower based on the head and total flow.
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Figure 73: Map showing catchment with the point of interest in East Fork of Willow
Creek and outlet (location of powerhouse).
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Table 12: Table with details on catchment area and elevation at the outlet for East Fork of
Willow Creek.
Name of Point

Elevation (m) Outlet Elevation (m)

Area (Acres)

Head (m)

Point 1

775

473

1,383

301

Point 2

770

473

3,788

297

Point 3

556

473

6,148

83

The simulation run for the overall full-time period from August 1959 through
September 1974 showed a trend of higher flow in winter and lower flows in the summer
month, which is expected of the hydrological condition in the case study geographic area
(Figure 74). The one hydrological year flow rate in the study site shows clearer variation
in flow throughout the year (Figure 75). The hydrological year from 1959 through 1960
was not shown to account for model warm-up. The results show that calibrating the HECHMS model as a semi-lumped model and using the calibrated model flow from the
simulation shows higher overall flow than other methods. In addition, the simulated flow
generated using parameters transferred from the lumped model, distributed model, and
drainage area ratio method are very similar.
The flow generated for point 2 within the catchment shows maximum simulated
flow, minimum simulated flow, and an average of all the four methods for estimating
flow (Figure 76). The one hydrological year flowrate in the study site shows clearer
variation in maximum simulated flow, minimum simulated flow, and an average of all
methods throughout the year (Figure 77).
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Figure 74: Simulated flow for East Fork of Willow Creek point 2 using drainage area ratio method, HEC-HMS semi-lumped
model, HEC-HMS lumped model, and IFAS distributed model from August 1959 through September 1974.
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Figure 75: Simulated flow for East fork of Willow Creek point 2 for the hydrological
year starting from October 1960 through September 1961 using drainage area
ratio method, HEC-HMS semi-lumped model, HEC-HMS lumped model, and
IFAS distributed model.
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Figure 76: Calculated maximum, minimum, and average flow for East fork of Willow
Creek with all the methods used for East Fork of Willow Creek point 2.
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Figure 77: Calculated maximum, minimum, and average flow for East fork of Willow
Creek with all the methods used for East Fork of Willow Creek point 2 for the
hydrological year starting from October 1960 through September 1961.
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The average monthly flows were calculated using daily simulated data from all
the methods in the monthly time step (Figure 78). The upper bar shows the average
maximum daily flow data calculated using all the models, and the lower bar shows the
average minimum daily flow data calculated using all the models.
The average monthly flows were calculated from all the methods, with the upper
bar showing the average maximum positive standard deviation and the lower bar showing
the average minimum negative standard deviation calculated from the average flow of all
the methods (Figure 79). The statistics for maximum, minimum, average, and standard
deviation of flow using daily flow using all hydrological models are given in Appendix
H. The highest deviation in flow is from the average is in December, and the lowest
deviation from the average flow is in July. Flow in December has a high variance ranging
from 0.036 cms to 3.030 cms, whereas in July, there is low variation due to water in the
stream running almost dry ranging from 0.148 cms to 0.182 cms.
The flow duration curve for point 2 in the East Fork of Willow Creek for all the
methods is given in Figure 80. All simulations show that point 2 in the East Fork of
Willow Creek runs almost dry for some part of the year and has relatively high flow for a
short period of the year (Figure 80). The models show IFAS predicting a lower amount of
water than other methods, whereas HEC-HMS (semi-lumped) predicts higher flows
compared to other methods.
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Figure 78: Average flow with maximum average range and minimum average range
using drainage area ratio method, HEC-HMS semi-lumped model, HEC-HMS
lumped model, and IFAS distributed model for East Fork of Willow Creek point
2.

Figure 79: Average flow derived using drainage area ratio method, HEC-HMS semilumped model, HEC-HMS lumped model, and IFAS distributed model with a
standard deviation for East Fork of Willow Creek point 2.
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Figure 80: Flow duration curve from using drainage area ratio method, HEC-HMS semi-lumped model, HEC-HMS lumped
model, and IFAS distributed model for East Fork of Willow Creek point 2.
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HEC-HMS, considering the model as a semi-lumped model, shows the highest
generation potential, whereas the method using IFAS showed the lowest generation
potential and is consistent with the flow (Figure 81). Figure 82 complements the
information in Figure 81, showing the monthly generation potential in megawatt (MW)
for 12 months in a year for all the methods and shows the maximum average generation,
minimum average generation, and average generation. There is a large variation in
intermodel differences, which might be due to the inability of the model to adequately
simulate peak flow and base flow for each individual model. All the output from the
model predicts low generation potential from June through September. Whereas there is
high generation potential from December through March.
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Figure 81: Power generation potential in megawatt (MW) using drainage area ratio
method, HEC-HMS semi-lumped model, lumped model, and IFAS distributed
model method of flow estimation for East Fork of Willow Creek point 2.
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Figure 82: Average potential power generation calculated using drainage area ratio
method, HEC-HMS semi-lumped model, HEC-HMS lumped model, IFAS
distributed model, overall minimum, average, and maximum for East Fork of
Willow Creek point 2.
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Assuming a hydropower plant is constructed and runs over the entire period of a
year. The total generation calculated in megawatt-hour (MWh) in a year was calculated
using flow derived from different methods, an average of minimum flow, maximum
flow, and average flow (Figure 83). The average power generated in 20 years is
calculated at 290 Gigawatt hour (GWh) using RAM method, 458 GWh using HECHMS(SL), 140 GWh using IFAS, and 327 GWh using HEC-HMS(L). The minimum
calculated from all methods shows a total generation of 6,400 MWh and an average of
more than 15,000WMh, with a maximum of nearly 25,000 MWh in a year.
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Figure 83: Total power generation in a year calculated using drainage area ratio method,
HEC-HMS semi-lumped model, HEC-HMS lumped model, IFAS distributed
model, overall minimum, average, and maximum for East Fork of Willow Creek
point 2.
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Upper Willow Creek
Upper Willow Creek’s point of interest for potential hydropower generation was
selected strategically and is located at the junction of Upper Willow Creek's major
tributaries. The points of interest within the Upper Willow Creek catchment are shown in
Figure 84, with their contributing catchment and an outlet in which the powerhouse will
be located. The catchment details with contributing area and elevation at the outlet are
given in Table 13. The point elevation of the diversion point, contributing catchment
area, and the difference in elevation between the diversion intake and powerhouse shown
as the head was calculated using 10 meters digital elevation model in GIS.
Hydrological analysis was carried out in Upper Willow Creek to find the point of
interest within the catchment with the most power generation potential. Point 1 in the
upper reach with a catchment area of 2,435 acres with a diversion elevation of 753 meters
showed the highest power generation potential for hydropower based on the head and
total flow.
Table 13: Table with details on catchment area and elevation at the outlet for Upper
Willow Creek.
Name of Point
Point 1

Elevation (m)
753

Outlet Elevation (m)

Area (Acres)

Head (m)

475

2,435

278

178

Figure 84: Map showing catchment with the point of interest in Upper Willow Creek and
outlet (location of powerhouse).
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The details for flow simulation for Upper Willow Creek Catchment is shown in
Table 14. A trend of higher flow in winter and lower flows in the summer month, which
is expected of the hydrological condition in the case study geographic area (Figure 85).
The one hydrological year flow rate in the study site shows clearer variation in flow
throughout the year (Figure 86). The hydrological year from 1959 through 1960 was not
shown to account for model warm-up. The results show that calibrating the HEC-HMS
model as a semi-lumped model and using the calibrated model flow from the simulation
shows higher overall flow than other methods. In addition, the simulated flow generated
using parameters transferred from the lumped model, distributed model, and Drainage
area ratio method are very similar.
The flow generated for point 1 within the catchment shows maximum simulated
flow, minimum simulated flow, and an average of all the four methods for estimating
flow (Figure 87). The one hydrological year flowrate in the study site shows clearer
variation in maximum simulated flow, minimum simulated flow, and an average of all
methods throughout the year (Figure 88).
Table 14: Table with details for simulation for Upper Willow Creek Catchment.
Model Parameter

Transferred from Willow Creek

Observation used for drainage ratio

Willow Creek Station USGS 11529800

area method
Simulation Period

August 1959 through September 1974
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Figure 85: Simulated flow for Upper Willow Creek point 1 using drainage area ratio method, HEC-HMS semi-lumped
model, HEC-HMS lumped model, and IFAS distributed model.
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Figure 86: Simulated flow for Upper Willow Creek point 1 for the hydrological year
starting from October 1960 through September 1961 using drainage area ratio
method, HEC-HMS semi-lumped model, HEC-HMS lumped model, and IFAS
distributed model.
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Figure 87: Calculated maximum, minimum, and average flow for Upper Willow Creek
with all the methods used for Upper Willow Creek point 1.
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Figure 88: Calculated maximum, minimum, and average flow for Upper Willow Creek
with all the methods used for Upper Willow Creek point 1 for the hydrological
year starting from October 1960 through September 1961.
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The average monthly flow was calculated using daily simulated data from all the
methods in monthly time steps (Figure 89). The upper bar shows the average maximum
daily flow data calculated using all the models, and the lower bar shows the average
minimum daily flow data calculated using all the models.
The average monthly flow was calculated from all the methods, with the upper
bar showing the average maximum positive standard deviation and the lower bar showing
the average minimum negative standard deviation calculated from the average flow of all
the methods (Figure 90). The statistics for maximum, minimum, average, and standard
deviation of flow using daily flow using all hydrological models are shown in Appendix
H. The highest deviation in flow is from the average is in December, and the lowest
deviation from the average flow is in August. Flow in December has high variance
ranging from 0.236 to 2.684 cms, whereas in July, there is low variation due to water in
the stream running almost dry ranging from 0 to 0.196 cms.
The flow duration curve for point 2 in the Upper Willow Creek for all the
methods is given in Figure 91. All simulations show that point 2 in the Upper Willow
Creek runs almost dry for some part of the year and has relatively high flow for a short
period of the year (Figure 91). The results show IFAS predicting a lower amount of water
than other methods, whereas HEC-HMS (semi-lumped) predicts higher flows compared
to other methods.
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Figure 89: Average flow with maximum average range and minimum average range
using drainage area ratio method, HEC-HMS semi-lumped model, HEC-HMS
lumped model, and IFAS distributed model for Upper Willow Creek point 1.

Figure 90: Average flow derived using drainage area ratio method, HEC-HMS semilumped model, HEC-HMS lumped model, and IFAS distributed model with a
standard deviation for Upper Willow Creek point 1.
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Figure 91: Flow duration curve from using drainage area ratio method, HEC-HMS semi-lumped model, HEC-HMS lumped
model, and IFAS distributed model for point 1 in Upper Willow Creek.
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HEC-HMS, considering the model as a semi-lumped model, shows the highest
generation potential, whereas the method using IFAS showed the lowest generation
potential and is consistent with the flow prediction (Figure 92). Figure 93 complements
the information in Figure 92, showing the monthly generation potential in megawatt
(MW) for 12 months in a year for all the methods and shows the maximum average
generation, minimum average generation, and average generation. There is a large
variation in intermodel differences, which might be due to the inability of the model to
adequately simulate peak flow and base flow for each individual model. All the output
from the model predicts low generation potential from June through September. Whereas
there is high generation potential from December through March.
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Figure 92: Power generation potential in megawatt (MW) using drainage area ratio
method, HEC-HMS semi-lumped model, HEC-HMS lumped model, and IFAS
distributed model method of flow estimation for Upper Willow Creek point 1.
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Figure 93: Average potential Power generation in megawatt (MW) calculated using
drainage area ratio method, HEC-HMS semi-lumped model, HEC-HMS lumped
model, IFAS distributed model, overall minimum, average, and maximum for
point 1 of upper Willow Creek.
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Assuming a hydropower plant is constructed and runs over the entire period of a
year. The total generation calculated in megawatt-hour (MWh) in a year was calculated
using flow derived from the different methods, an average of minimum flow, maximum
flow, and average flow. The average power generated in 20 years is calculated at 175
Gigawatt hour (GWh) using RAM method, 574 GWh using HEC-HMS(SL), 87 GWh
using IFAS, and 179 GWh using HEC-HMS(L). The minimum calculated from all
methods shows a total generation of 3,900 MWh and an average of more than 12,500
MWh, with a maximum of nearly 29,000 MWh in a year (Figure 94).
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Figure 94: Total power generation in a year calculated using drainage area ratio method,
HEC-HMS semi-lumped model, HEC-HMS lumped model, IFAS distributed
model, overall minimum, average, and maximum for point 1 in Upper Willow
Creek.
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Ruby Creek
Ruby Creek’s point of interest for potential hydropower generation is located at
the junction of Willow Creek's major tributaries. The point of interest within the Ruby
Creek catchment is shown in Figure 95, with their contributing catchment and an outlet in
which the powerhouse will be located. The catchment details with contributing area and
elevation at the outlet are given in Table 15. The elevation of the diversion point,
contributing catchment area, and the difference in elevation between the diversion intake
and powerhouse shown as the head was calculated using the 10-meter digital elevation
model in GIS.
Hydrological analysis was carried out in Ruby Creek to find the point of interest
with the catchment with the most power generation potential. Point 1 in the upper reach
with a catchment area of 527 acres with a diversion elevation of 884 meters showed
hydropower's highest power generation potential based on the head and total flow.
Table 15: Table with details on catchment area and elevation at the outlet for Ruby
Creek.
Name of Point
Point 1

Elevation (m)

Outlet Elevation (m)

Area (Acres)

Head (m)

884

500

527

384
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Figure 95: Map showing catchment with the point of interest in Ruby Creek and Outlet
(location of powerhouse).
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The details for the simulation for Ruby Creek Catchment is shown in Table 14.
The details for the simulation for Ruby Creek Catchment is shown in Table 16. A trend
of higher flow in winter and lower flows in the summer month is observed for the Ruby
Creek point 1 (Figure 96). The one hydrological year flow rate in the study site shows
clearer variation in flow throughout the year (Figure 97). One full hydrological year from
1959 through 1960 for simulated flow was kept for the hydrological model to perform
warmup calculation. The results show that using the Drainage area ratio method to
generate flow data simulates higher overall flow than other methods with larger peaks. In
addition, the simulated flow generated using parameters transferred from the lumped
model, semi-lumped model, distributed model, and drainage area ratio method are very
similar.
The flow generated for point 1 within the catchment shows maximum simulated
flow, minimum simulated flow, and an average of all the four methods for estimating
flow (Figure 98). The one hydrological year flowrate in the study site shows clearer
variation in maximum simulated flow, minimum simulated flow, and an average of all
methods throughout the year (Figure 99).
Table 16: Table with details for simulation for Ruby Creek Catchment.
Model Parameter

Transferred from Willow Creek

Observation used for drainage ratio

Willow Creek Station USGS 11529800

area method
Simulation Period

August 1959 through September 1974

194
3.5
RAM

HEC-HMS(SL)

IFAS

HEC_HMS(L)

3

Flow in cms

2.5

2

1.5

1

0.5

0
19/7/1959

18/6/1961

19/5/1963

18/4/1965

19/3/1967

16/2/1969

17/1/1971

17/12/1972

17/11/1974

Time in days

Figure 96: Simulated flow for Ruby Creek point 1 using drainage area ratio method, HEC-HMS semi-lumped model, HECHMS lumped model, and IFAS distributed model.
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Figure 97: Simulated flow for Ruby Creek point 1 for the hydrological year starting from
October 1960 through September 1961 using drainage area ratio method, HECHMS semi-lumped model, HEC-HMS lumped model, and IFAS distributed
model.
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Figure 98: Calculated maximum, minimum, and average flow for Ruby Creek with all the
methods used for Ruby Creek point 1.
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Figure 99: Calculated maximum, minimum, and average flow for Ruby Creek with all the
methods used for Ruby Creek point 1 for the hydrological year starting from
October 1960 through September 1961.
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The average monthly flow was calculated using daily simulated data from all the
methods in monthly time steps (Figure 100). The upper bar shows the average maximum
daily flow data calculated using all the models, and the lower bar shows the average
minimum daily flow data calculated using all the models.
The average monthly flow was calculated from all the methods, with the upper
bar showing the average maximum positive standard deviation and the lower bar showing
the average minimum negative standard deviation calculated from the average flow of all
the methods (Figure 101). The statistics for maximum, minimum, average, and standard
deviation of flow using daily flow using all hydrological models are shown in Appendix
H. The highest deviation in flow is from the average is in December, and the lowest
deviation from the average flow is in August. Flow in December has a high variance
ranging from 0.010 to 0.434 cms, whereas in July, there is low variation due to water in
the stream running almost dry ranging from 0.010 to 0.016 cms.
The flow duration curve for point 2 in the Ruby Creek for all the methods is given
in Figure 102. All simulations show that point 2 in the Ruby Creek runs almost dry for
some part of the year (Figure 102) and has relatively high flow for a short period of the
year. The hydrological models show that IFAS distributed model predicts a lower amount
of water than other methods.
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Figure 100: Average flow with maximum average range and minimum average range
using drainage area ratio method, HEC-HMS semi-lumped model, HEC-HMS
lumped model, and IFAS distributed model for Ruby Creek point 1

Figure 101: Average flow derived using drainage area ratio method, HEC-HMS semilumped model, HEC-HMS lumped model, and IFAS distributed model with a
standard deviation for Ruby Creek point 1
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Figure 102: Flow duration curve from using drainage area ratio method, HEC-HMS semi-lumped model, HEC-HMS lumped
model, and IFAS distributed model for point 1 in Ruby Creek
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HEC-HMS, considering the model as a semi-lumped model, shows the highest
generation potential, whereas the method using IFAS showed the lowest generation
potential and is consistent with the flow (Figure 103). But all the methods show that there
will be less generation for at least 40 percent of the year, whereas there will be a high
generation for at least 30 percent of the year. Figure 104 complements the information in
Figure 103, showing the monthly generation potential in megawatt (MW) for 12 months
in a year for all the methods and shows the maximum average generation, minimum
average generation, and average generation. All the output from the model predicts low
generation potential from June through October, whereas there is high power generation
potential from December through March.
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Figure 103: Power generation potential in megawatt (MW) using drainage area ratio
method, HEC-HMS semi-lumped model, HEC-HMS lumped model, and IFAS
distributed model method of flow estimation for Ruby Creek point 1.
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Figure 104: Average potential Power generation in megawatt (MW) calculated using
drainage area ratio method, HEC-HMS semi-lumped model, HEC-HMS lumped
model, IFAS distributed model, overall minimum, average, and maximum for
point 1 of Ruby Creek.
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Assuming a hydropower plant is constructed and runs over the entire period of a
year, the total generation calculated in megawatt-hour (MWh) in a year is calculated
using flow derived from different methods, an average of minimum flow, maximum
flow, and average flows (Figure 105). The average power generated in 20 years is
calculated at 52 Gigawatt hour (GWh) using RAM method, 63 GWh using HECHMS(SL), 35 GWh using IFAS, and 55 GWh using HEC-HMS(L). The minimum
calculated from all methods shows a total generation of 1,494 MWh and an average of
more than 2,500 MWh, with a maximum of nearly 3,700 MWh in a year.

204
4000
3800

Jan

Feb

Mar

Apr

May

Jun

3600

Jul

Aug

Sep

Oct

Nov

Dec

Average of
Min

Average

3400
3200
3000

Total power generation in MWh

2800
2600
2400
2200
2000
1800
1600
1400
1200
1000
800
600
400
200
0
Average of
Max

Average of Average of Average of
RAM
HEC-HMS(SL)
IFAS

Average of
HEC_HMS(L)

Methods of simulation

Figure 105: Total power generation in a year calculated using drainage area ratio method,
HEC-HMS semi-lumped model, HEC-HMS lumped model, IFAS distributed
model, overall minimum, average, and maximum for point 1 in Ruby Creek.
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Old Campbell Creek/ Madden Creek
Old Campbell Creek is also known as Madden Creek. The point of interest for
potential hydropower generation was selected strategically and is located at the junction
of Old Campbell Creek's major tributaries. The points of interest within the Old
Campbell Creek catchment are shown in Figure 106, with their contributing catchment
and an outlet in which the powerhouse will be located. The details of the catchment with
contributing area and elevation at the outlet are given in Table 17. The point elevation of
the diversion point, contributing catchment area, and the difference in elevation between
the diversion intake and powerhouse shown as the head was calculated using 10 meters
digital elevation model in GIS.
Hydrological analysis was carried out at three sites within Madden Creek to find
the point of interest with the catchment with the most power generation potential. Point 3
is in the middle reach from the three sites with a catchment area of 10,433 acres with a
diversion elevation of 412 meters, showed the highest power generation potential for
hydropower based on the head and total flow.
Table 17: Table with details on catchment area and elevation at the outlet.
Name of Point

Elevation (m) Outlet Elevation (m)

Area (Acres)

Head (m)

Point 1

516

212

6,775

304

Point 2

414

212

9,229
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212

10,433

200

206

Figure 106: Map showing catchment with the point of interest in Old Campbell Creek
and Outlet (location of powerhouse).
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The details for the simulation of Madden Creek Catchment is shown in Table 18.
The simulation run showed a trend of higher flow in winter and lower flows in the
summer month (Figure 107). The HEC-HMS semi-lumped model was not carried out for
Madden Creek due to the absence of the gauging station data in Old Campbell Creek.
The simulated flow from all the methods for the hydrological year starting from
October 1960 through September 1961 is shown in Figure 108 for showing greater detail
in the simulated flows. The hydrological year from 1959 through 1960 was not shown to
account for model warm-up. The simulated flow generated using parameters transferred
from the lumped model, distributed model, and drainage area ratio method are very
similar.
The flow generated for point 3 within the catchment shows maximum simulated
flow, minimum simulated flow, and an average of all the three methods for estimating
flow (Figure 109). The one hydrological year flowrate in the study site shows clearer
variation in maximum simulated flow, minimum simulated flow, and an average of all
methods throughout the year (Figure 110).
Table 18: Table with details for simulation for Madden Creek Catchment.
Model Parameter

Transferred from Willow Creek

Observation used for drainage ratio

Willow Creek Station USGS 11529800

area method
Simulation Period

August 1959 through September 1974
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Figure 107: Simulated flow for Old Campbell Creek point 3 using drainage area ratio method, HEC-HMS lumped model, and
IFAS distributed model from August 1959 through September 1974.
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Figure 108: Simulated flow for Old Campbell Creek point 3 for the hydrological year
starting from October 1960 through September 1961 using drainage area ratio
method, HEC-HMS lumped model, and IFAS distributed model.
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Figure 109: Calculated maximum, minimum, and average flow for Old Campbell Creek
with all the methods used for Old Campbell Creek point 3.
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Figure 110: Calculated maximum, minimum, and average flow for Old Campbell Creek
with all the methods used for Old Campbell Creek point 3 for the hydrological
year starting from October 1960 through September 1961.
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The average monthly flow was calculated from all the methods. The points show
the average of all the simulations for all the models in the monthly time step using daily
simulated data (Figure 111). The upper bar shows the average maximum daily flow data
calculated using all the models, and the lower bar shows the average minimum daily flow
data calculated using all the models.
The average monthly flow was calculated from all the methods, with the upper
bar showing the average maximum positive standard deviation and the lower bar showing
the average minimum negative standard deviation calculated from the average flow of all
the methods (Figure 112). The statistics for maximum, minimum, average, and standard
deviation of flow using daily flow using all hydrological models are shown in Appendix
H. The highest deviation in flow is from the average is in December, and the lowest
deviation from the average flow is in July. Flow in December has high variance ranging
from 0 cms to 9.693 cms, whereas in July, there is low variation due to water in the
stream running almost dry ranging from 0.334 cms to 0.44 cms.
The flow duration curve for point 3 in Old Campbell Creek for all the methods is
given in Figure 113. All simulations show that point 3 in the Old Campbell Creek runs
almost dry for some part of the year and has relatively high flow for a short period of the
year (Figure 113). The result showed that all the model simulation flow is very similar.
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Figure 111: Average flow with maximum average range and minimum average range
using drainage area ratio method, HEC-HMS lumped model, and IFAS distributed
model for Old Campbell Creek point 3.

Figure 112: Average flow derived using drainage area ratio method, HEC-HMS lumped
model, and IFAS distributed model with a standard deviation for Old Campbell
Creek point 3.
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Figure 113: Flow duration curve from using drainage area ratio method, HEC-HMS lumped model, and IFAS distributed
model for point 3 in Old Campbell Creek.
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HEC-HMS, considering the model as lumped models, shows the highest
generation potential, whereas the method using IFAS and RAM showed similar results
and is consistent with the flow (Figure 114). But all the methods show that there will be
less generation for at least 40 percent of the year, whereas there will be a high generation
for at least 30 percent of the year. Figure 115 complements the information in Figure 114,
showing the monthly generation potential in megawatt (MW) for 12 months in a year for
all the methods and shows the maximum average generation, minimum average
generation, and average generation. All the output from the model predicts low
generation potential from June through September. Whereas there is high generation
potential from December through March.
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Figure 114: Power generation potential in megawatt (MW) using Drainage area ratio
method, HEC-HMS lumped model, and IFAS distributed model method of flow
estimation for Old Campbell Creek point 3.
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Figure 115: Average potential power generation in megawatt (MW) calculated using
drainage area ratio method, HEC-HMS lumped model, IFAS distributed model,
overall minimum, average, and maximum for point 3 of Old Campbell Creek.
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Assuming a hydropower plant is constructed and runs over the entire period of a
year. The total generation calculated in megawatt-hour (MWh) in a year was calculated
using flow derived from different methods, an average of minimum flow, maximum
flow, and average flow (Figure 116). The average power generated in 20 years is
calculated at 539 Gigawatt hour (GWh) using RAM method, 539 GWh using IFAS, and
600 GWh using HEC-HMS(L). The minimum calculated from all methods shows a total
generation of 19,800 MWh and an average of more than 27,500 MWh, with a maximum
of nearly 36,900 MWh in a year.
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Figure 116: Total power generation in a year calculated using drainage area ratio method,
HEC-HMS lumped model, IFAS distributed model, overall minimum, average,
and maximum for point 3 in Old Campbell Creek.
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Boulder Creek
Boulder Creek’s point of interest for potential hydropower generation was
selected strategically and is located at the junction of Boulder Creek's major tributaries.
The points of interest within the Boulder Creek catchment are shown in Figure 117, with
their contributing catchment and an outlet in which the powerhouse will be located. The
details of the catchment with contributing area and elevation at the outlet are given in
Table 17. The point elevation of the diversion point, contributing catchment area, and the
difference in elevation between the diversion intake and powerhouse shown as the head
was calculated using 10 meters digital elevation model in GIS.
Hydrological analysis was carried out at five sites within Boulder Creek to find
the point of interest with the catchment with the most power generation potential. Of the
five sites, point 4 in the middle reach with a catchment area of 7,145 acres with a
diversion elevation of 633 meters showed the highest power generation potential for
hydropower based on the head and total flow.
Table 19: Table with details on catchment area and elevation at the outlet.
Name of Point

Elevation (m)

Outlet Elevation (m)

Area (Acres)

Head (m)

Point 1

869

110

2592

758

Point 2

767

110

4124

657

Point 3

652

110

5519

541

Point 4

633

110

7145

523

Point 5

319

110

9927
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Figure 117: Map showing catchment with the point of interest in Boulder Creek and Powerhouse location.
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The details for simulation for Boulder Creek Catchment is shown in Table 14.
The simulation run showed a trend of higher flow in winter and lower flows in the
summer month (Figure 118). The one hydrological year flow rate from October 1960
through September 1961 in the study site gives clearer variation in flow throughout the
year (Figure 119). This time frame to display results was selected as single hydrological
year data showed greater detail in the simulated flow, and one full hydrological year for
simulated flow was kept for the hydrological model to perform warmup calculation. The
results show that generated using the drainage area ratio method shows a higher peak, but
HEC-HMS as a lumped model has simulated overall higher flow in most of the period
compared with other methods. Overall, all the methods simulated flow very close to one
another.
The flow generated for point 4 within the catchment shows maximum simulated
flow, minimum simulated flow, and an average of all the three methods for estimating
flow (Figure 120). The one hydrological year flowrate in the study site shows clearer
variation in maximum simulated flow, minimum simulated flow, and an average of all
methods throughout the year (Figure 121).
Table 20: Table with details for simulation for Boulder Creek Catchment.
Model Parameter

Transferred from Willow Creek

Observation used for drainage ratio

Willow Creek Station USGS 11529800

area method
Simulation Period

August 1959 through September 1974
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Figure 118: Simulated flow for Boulder Creek point 4 using drainage area ratio method, HEC-HMS lumped model, and IFAS
distributed model.

223
12
RAM

IFAS

HEC_HMS(L)

10

Flow in cms

8

6

4

2

0
1/10/1960 20/11/1960

9/1/1961

28/2/1961

19/4/1961

8/6/1961

28/7/1961

16/9/1961

Time in days

Figure 119: Simulated flow for Boulder Creek point 4 for the hydrological year from
October 1960 through September 1961 using drainage area ratio method, HECHMS lumped model, and IFAS distributed model.
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Figure 120: Calculated maximum, minimum, and average flow for Boulder Creek with
all the methods used for Boulder Creek point 4.
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Figure 121: Calculated maximum, minimum, and average flow for Boulder Creek with
all the methods used for Boulder Creek point 4 for the hydrological year from
October 1960 through September 1961.
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The average monthly flow was calculated from all the methods in the monthly
time step using daily simulated data (Figure 122). The upper bar shows the average
maximum daily flow data calculated using all the models, and the lower bar shows the
average minimum daily flow data calculated using all the models.
The average monthly flow was calculated from all the methods, with the upper
bar showing the average maximum positive standard deviation and the lower bar showing
the average minimum negative standard deviation calculated from the average flow of all
the methods (Figure 123). The Statistics for maximum, minimum, average, and standard
deviation of flow using daily flow using all hydrological models are shown in Appendix
H. The highest deviation in flow is from the average is in December, and the lowest
deviation from the average flow is in July. Flow in December has high variance ranging
from 0.149cms to 4.975 cms, whereas in July, there is low variation due to water in the
stream running almost dry ranging from 0.158 cms to 0.234 cms.
The flow duration curve for point 4 in Boulder Creek for all the methods is given
in Figure 124. All simulations show that point 4 in the Boulder Creek runs almost dry for
some part of the year and has relatively high flow for a short period of the year. The
results show IFAS predicting a lower amount of water than other methods, whereas HECHMS as a lumped model and RAM method predict similar results.
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Figure 122: Average flow with maximum average range and minimum average range
using drainage area ratio method, HEC-HMS lumped model, and IFAS distributed
model for Boulder Creek point 4.

Figure 123: Average flow derived using drainage area ratio method, HEC-HMS lumped
model, and IFAS distributed model with a standard deviation for Boulder Creek
point 4.
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Figure 124: Flow duration curve from using drainage area ratio method, HEC-HMS semi-lumped model, HEC-HMS lumped
model, and IFAS distributed model for point 4 in Boulder Creek.
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HEC-HMS, considering the model as lumped models, shows the highest
generation potential, whereas the method using IFAS showed the lowest generation
potential and is consistent with the flow (Figure 125). But all the methods show that there
will be less generation for at least 40 percent of the year, whereas there will be a high
generation for at least 30 percent of the year. Figure 126 complements the information in
Figure 125, showing the monthly generation potential in megawatt (MW) for 12 months
in a year for all the methods and shows the maximum average generation, minimum
average generation, and average generation. All the output from the model predicts low
generation potential from June through September. Whereas there is high generation
potential from December through March.
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Figure 125: Power generation potential in megawatt (MW) using drainage area ratio
method, HEC-HMS lumped model, and IFAS distributed model method of flow
estimation for Boulder Creek point 4.
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Figure 126: Average potential Power generation in megawatt (MW) calculated using
drainage area ratio method, HEC-HMS lumped model, IFAS distributed model,
overall minimum, average, and maximum for point 4 of Boulder Creek.
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Assuming a hydropower plant is constructed and runs over a year, Figure 127
shows the total generation calculated in megawatt-hour (MWh) in a year calculated using
flow derived from different methods, an average of minimum, maximum flow, and
average flow. The average power generated in 20 years is calculated at 695 Gigawatt
hour (GWh) using RAM method, 696 GWh using IFAS, and 1094 GWh using HECHMS(L). The minimum calculated from all methods shows a total generation of 29,250
MWh and an average of more than 45,800 MWh, with a maximum of nearly 65,700
MWh in a year.

232

70000

65000

Jan

Feb

Mar

Apr

May

Jun

Jul

Aug

Sep

Oct

Nov

Dec

60000

55000

50000

Total power generation in MWh

45000

40000

35000

30000

25000

20000

15000

10000

5000

0
Average of Max Average of Min

Average

Average of RAM Average of IFAS

Methods of simulation

Average of
HEC_HMS(L)

Figure 127: Total power generation in a year calculated using drainage area ratio method,
HEC-HMS lumped model, IFAS distributed model, overall minimum, average,
and maximum for point 4 in Boulder Creek.
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Pecwan Creek
Pecwan Creek’s point of interest for potential hydropower generation was
selected strategically and is located at the junction of Pecwan Creek's major tributaries.
The points of interest within the Pecwan Creek catchment are shown in Figure 128, with
their contributing catchment and an outlet in which the powerhouse will be located. The
details of the catchment with contributing area and elevation at the outlet are given in
Table 21. The point elevation of the diversion point, contributing catchment area, and the
difference in elevation between the diversion intake and powerhouse shown as the head
was calculated using 10 meters digital elevation model in GIS.
Hydrological analysis was carried out at four sites within Pecwan Creek from
January 1991 through June 2011 to find the point of interest with the catchment with the
most power generation potential. The details for the simulation for Pecwan Creek
Catchment is shown in Table 14. Point 3 in the middle reach from the four sites with a
catchment area of 6,491 acres with a diversion elevation of 641 meters showed
hydropower's highest power generation potential based on the head and total flow. The
drainage area ratio method was not carried out for Pecwan Creek due to the absence of
the long-term gauging station data in the Pecwan Creek.
The data used for simulation flow in the hydrological model were the calibrated
parameter that was transferred from the Willow Creek catchment, land use data, elevation
data, and daily meteorological observed data for temperature and precipitation.
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Figure 128: Map showing catchment with the point of interest in Boulder Creek and
Outlet (Powerhouse Point).
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Table 21: Table with details on catchment area and elevation at the outlet.
Name of Point

Elevation (m) Outlet Elevation (m)

Area (Acres)

Head (m)

Point 1

725

30

1,551

695

Point 2

645

30

3,136

615

Point 3

641

30

6,491

611

Point 4

705

30

4,966

675

The location of the observation station where the observation is extracted from is
shown in Figure 129. The observed value at the right tributary of Pecwan Creek is from
the end of 2008 till the end of 2009, overlayed with HEC-HMS and IFAS hydrological
model output (Figure 130). The model cannot predict high peaks well but can predict
flow for the remaining year well. IFAS is trying to predict the peak but cannot keep up
with the observed value but does comparatively well in predicting the peak compared to
HEC-HMS (Figure 130). Whereas HEC-HMS does better when it comes to predicting
flow during low to medium flow throughout the year (Figure 130).
The simulated flow for the overall full-time period from January 1991 through
June 2011 showed a trend of higher flow in winter and lower flows in the summer month,
which is expected of the hydrological condition in the case study geographic area (Figure
131).
The simulated flow from all the methods for the hydrological year starting from
October 1992 through September 1993 is given in Figure 132. This time frame to display
results was selected as single hydrological year data showed greater detail in the

236
simulated flow, and one full hydrological year for simulated flow was kept for the
hydrological model to perform warmup calculation. The results show that IFAS can
simulate flow well in high flow compared to the lumped HEC-HMS model, but HECHMS can perform better for the season with low to medium flow. The results are very
similar. The flow generated for point 3 within the catchment shows maximum simulated
flow, minimum simulated flow, and an average of all the methods used to estimate flow
(Figure 133). The one hydrological year flowrate in the study site shows clearer variation
in maximum simulated flow, minimum simulated flow, and an average of all methods
throughout the year (Figure 134).
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Figure 129: Relief map showing wind and hydro data monitoring sites (Zoellick et al.
2011).
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Figure 130: Observed flow, HMS output, and IFAS output for Pecwan Creek at the outlet
(Data source for observed flow RCEA).
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Figure 131: Simulated flow for Pecwan Creek point 3 using HEC-HMS lumped model, and IFAS distributed model.
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Figure 132: Simulated flow for Pecwan Creek point 3 for the hydrological year starting
from October 1992 through September 1993 using HEC-HMS lumped model and
IFAS distributed model.
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Figure 133: Calculated maximum, minimum, and average flow for Pecwan Creek with all
the methods used for Pecwan Creek point 3.
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Figure 134: Calculated maximum, minimum, and average flow for Pecwan Creek with all
the methods used for Pecwan Creek point 3 for the hydrological year starting
from October 1992 through September 1993.
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The average monthly flow was calculated from all the methods in the monthly
time step using daily simulated data (Figure 135). The upper bar shows the average
maximum daily flow data calculated using all the models, and the lower bar shows the
average minimum daily flow data calculated using all the models.
The average monthly flow was calculated from all the methods, with the upper
bar showing the average maximum positive standard deviation and the lower bar showing
the average minimum negative standard deviation calculated from the average flow of all
the methods (Figure 136). The Statistics for maximum, minimum, average, and standard
deviation of flow using daily flow using all hydrological models are shown in Appendix
H. The highest deviation in flow is from the average is in December, and the lowest
deviation from the average flow is in August. Flow in December has a high variance
ranging from 0.599 cms to 4.083 cms, whereas in August, there is low variation due to
water in the stream running almost dry ranging from 0.121 cms to 0.235 cms.
The flow duration curve for point 3 in the Pecwan Creek for all the methods is
given in Figure 137. All simulations show that point 3 in the Pecwan Creek runs almost
dry for some part of the year and has relatively high flow for a short period of the year.
The results show the IFAS distributed model predicting a lower amount of water than
HEC-HMS methods, whereas the HEC-HMS (lumped) model predicts higher flows than
the IFAS distributed model. Overall, both models predict a similar trend of flow in
Pecwan Creek.
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Figure 135: Average flow with maximum average range and minimum average range
using HEC-HMS lumped model, and IFAS distributed model for Pecwan Creek
point 3.

Figure 136: Average flow derived using HEC-HMS lumped model and IFAS distributed
model with a standard deviation for Pecwan Creek point 3.
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Figure 137: Flow duration curve from using HEC-HMS semi-lumped, HEC-HMS lumped, and IFAS distributed model for
point 3 in Pecwan Creek.
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HEC-HMS, considering the model as a semi-lumped model, shows the highest
generation potential, whereas the method using IFAS showed the lowest generation
potential and is consistent with the flow (Figure 138). But all the methods show that there
will be less generation for at least 30 percent of the year, whereas there will be a high
generation for at least 50 percent of the year. Figure 139 complements the information in
Figure 138, showing the monthly generation potential in megawatt (MW) for 12 months
in a year for all the methods and shows the maximum average generation, minimum
average generation, and average generation. All the output from the model predicts low
generation potential from June through September. Whereas there is high generation
potential from November through April.
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Figure 138: Power generation potential in megawatt (MW) using HEC-HMS lumped
model and IFAS distributed model method of flow estimation for Pecwan Creek
point 3.
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Figure 139: Average potential Power generation in megawatt (MW) calculated using
HEC-HMS lumped model, IFAS distributed model, overall minimum, average,
and maximum for point 3 of Pecwan Creek.
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Assuming a hydropower plant is constructed and runs over the entire period of a
year, the total generation calculated in megawatt-hour (MWh) in a year is calculated
using flow derived from different methods, an average of minimum flow, maximum
flow, and average flow (Figure 140). The average power generated in 20 years is
calculated at 686 Gigawatt hour (GWh) using IFAS and 1136 GWh using HEC-HMS(L).
The minimum calculated from all methods shows a total generation of 31,500 MWh and
an average of more than 45,500 MWh, with a maximum of nearly 59,500 MWh in a year.
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Figure 140: Total power generation in a year calculated using drainage area ratio method,
HEC-HMS lumped model, IFAS distributed model, overall minimum, average,
and maximum for point 3 in Pecwan Creek.
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Simulation Computer Processing Time and Data Requirements

HEC-HMS are very quick (a few seconds) based on a time step of 1440 minutes
using the SCS curve number method for losses, Clark Unit Hydrograph for
transformation, monthly constant for baseflow, and Muskingum-Cunge for routing
methods for 15 years of simulation. IFAS simulations are much longer (approximately 6
hours) based on a time step of 1440 minutes using a tank model with one-kilometer
GTOPO30 digital elevation model data for a simulation of a duration of 15 years.
The data requirements for the model include topography data, land use data,
meteorological data, station location data, and hydrological data for model validation.
However, while working with the data, HEC-HMS does not like missing data in the time
series data for meteorological data, Whereas the IFAS model can tolerate missing data
and function. But IFAS requires the data file to be set up in text format and requires a
specific format to be accepted by the model. IFAS was initially developed for the purpose
of flood forecasting in a region with scarce data and has tools within the model to
download and use free data sources for topography data, land use data, satellite, and
numerical model rainfall data for modeling purposes. This feature is not available in
HEC-HMS.
HEC-HMS software requires external tools like GIS software to process the basin
and get data ready for input in the model. IFAS is able to process most of the data inside
the software without the use of other external software. HEC-HMS requires redoing the
model to get a new point in the model that includes a new data extraction point. Whereas
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the IFAS has calculations done in each cell, data can be extracted from any cell within
the catchment. This might be a very important parameter for some researchers to able to
get simulated flow from any point in the catchment. If that is the case, the time required
is justifiable. However, HEC-HMS has a faster simulation time making it possible to run
multiple simulations fast.
If there is a water resource assessment study being done and there is a possibility
that the initial point of calculation might get added or changed in the near future, or the
catchment has no data, and most of the data needs to be from a global data source, then
IFAS would be a very good fit for the purpose. However, IFAS does not have an
automatic calibrator, has a small user community, is very intensive for the computer
system, and running a single model can span from a few hours to days depending on the
size of the catchment, therefore, these factors should be considered before using the
software.
HEC-HMS software is very good for modeling water resources, has a very fast
calculation time, and is able to integrate with ArcGIS making the data loading process
simpler and more easily understandable. HEC-HMS also has a very good user manual
and a lot of different calculation methods depending upon the user's need. HEC-HMS
also has a really good model optimization tool for model calibration and inbuilt statistics,
which makes it easier to calculate statistics and makes the software robust. In addition,
HEC-HMS software also has a developed large user community and a very active
community on the internet to get help and support. Overall, which software to choose to
carry out the simulation purely depends on the requirement of the project.

252
Discussion

One of the very important parameters in any development in the stream in the
northern California watershed is the instream flow requirement and maximum amount of
water that can be diverted out of the stream. Since the hydrological model was calibrated
to maximize calibration match for the low-flow and mid-range flow, the model captures
the low-flow and mid-range flow well, as shown in Figure 141. The red line in Figure
141 shows a rough threshold from where the models are not able to simulate the flow,
which is the yearly peak flow. Therefore, the model is able to simulate the flow
approximately that can be used for power generation.
Since the sites were specifically chosen above the anadromous fish distribution
boundary, therefore instream minimum flow requirement need not be met for the
development of hydropower plants in the selected watersheds (Division of water rights
2014). However, there might be other conditions that might require these sites to meet the
minimum instream water needs as per the guidelines (Division of water rights 2014). The
minimum bypass flow formula is a function of the mean annual unimpaired flow and
watershed drainage area and is calculated as per the Division of water rights (2014). The
bypass flow was calculated at 0.885 cms using equation 34.
QMBF = 8.8 Qm (DA)-0.47

Eq 34

Where QMBF = minimum bypass flow, Qm = mean annual unimpaired flow, and DA =
watershed drainage area.
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Figure 141: Comparison of all model results with observed data.
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The maximum diversion flow was selected at a value that would pass most of the
yearly peak discharges. After taking out the minimum bypass flow and maximum
diverted flow, the Willow Creek model statistics changed, showing an overall lower
value for NSE, PBIAS, and R2 (Table 22). Figure 142 shows the flow hydrograph output
from all the models after taking out the minimum instream flow need.
Table 22: Table with details on NSE, PBIAS and R2 accounting for instream flow need.
Model

NSE

PBIAS

R2

Lumped

0.45

8.90

0.40

Semi-lumped

0.53

18.9

0.55

Distributed

0.62

20.5

0.46

Table 23 shows the bypass flow, maximum flow in penstock, power generated in
a year and percentage difference in power generation compared to excluding bypass flow
and maximum flow. Therefore, overall there is a power generation reduction from 2.5
percent to nearly 20 percent if the bypass flow and maximum penstock flow are
accounted for.
For the calculation purpose, all the months were considered for power generation.
The months from June through September have a very low flow that can be used for
power generation and might not be economically feasible to carry out power generation.
The month of July has the lowest flow for all the catchments.
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Figure 142: Compared flow in Willow Creek after taking out minimum instream flow
need.
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Table 23: Table with details on bypass flow, maximum flow in penstock, power generated in a year and percentage difference
in power generation compared to excluding bypass flow and maximum flow.
Catchment

Bypass flow

Maximum flow in Power generated in

Percentage difference in power

(cms)

penstock (cms)

one year (MWh)

generation in a year (%)

0.320

10

14,500

4.51 % reduction

0.472

6

12,090

4.59 % reduction

Ruby Creek

0.092

1.5

2,500

2.6 % reduction

Madden Creek

0.341

20

24,600

11.70 % reduction

Boulder Creek

0.447

15

41,000

10.25 % reduction

Pecwan Creek

0.445

7

36,600

19.48 % reduction

East Fork of
Willow Creek
Upper Willow
Creek
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SUMMARY, CONCLUSION, AND RECOMMENDATIONS

Summary

This project evaluated different methodologies to estimate hydrologic flow for a
stream in the selected ungauged watersheds in northern California Watersheds using a
different dataset that is available for use within the catchment.
For all the creeks that were under the scope of the study were analyzed using
methods of drainage area ratio method, semi-lumped HEC-HMS model, lumped HECHMS model and distributed IFAS model. The results showed having higher flows in
creeks in the winter months whereas lower flows to almost no flow in the creek in the
summer months.
It was not possible for some of the catchments to apply all the listed flow
estimation methods due to limitations in collected data and methods. However, at least
one method can be used on any catchment, take into consideration the data scarcity in the
region, and prove to be an asset in determining the best project location in the future.
All hydrological models were calibrated to have good simulation results focusing
on base flow and mid-range flow, which is very important for hydropower generation
without focusing on the yearly maximum peak. The emphasis was not given to the yearly
maximum peak as the yearly maximum peak would not contribute very much to the
power generation and would just be diverted into the stream. However, the peak would
have been important if the flooding in the downstream area was a concern and need
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consideration. Hydrograph showing observed flow and simulated flow in Willow Creek
catchment, which is a doner catchment for parameter transfer, shows that all the
hydrological models perform well in simulating low to mid-range flow. These same
parameters were used to simulate flow in the ungauged catchment, thereby having a
similar trend of simulation concentrating more on the low to mid-range flow. Table 24
shows us all creeks considered under the study, their flow contributing area, the average
percentage exceedance flow in cms (APEF), and average power potential in megawatt
(APP).
The study also calculated power generation potential, total potential power
generation in a year, and the effect of minimum bypass flow requirement for the
development of hydropower projects. The overall result pointed out that taking into
account the flow requirement, the summer months would have almost no flow that can be
used for power generation in the smaller catchment. However, in a larger catchment,
there might be some amount of flow in the stream that can be used for power generation
but might not be economically feasible.
From the study, the three creeks that stand out with higher potential and that may
be worth pursuing for hydropower development based only on the hydrological analysis
are Madden Creek, Boulder Creek, and Pecwan Creek. However, this result is based on
the desktop-level hydrological analysis of the catchment and would require an in-depth
study on other factors that might influence the installation of a hydropower plant in the
region.
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Table 24: Summary table for each catchment contributing area, the average percentage exceedance flow in cms
(APEF), and average power potential in megawatt (APP).
Watershed/ Catchment/

Contributing

APEF

APEF

APEF

APP

APP

APP

Creek (Selected Point)

Area

10 %

50 %

90 %

10 %

50 %

90 %

(Acres)

(cms)

(cms)

(cms)

(MW)

(MW)

(MW)

East Fork of Willow Creek

3,788

1.917

0.398

0.100

4.187

0.870

0.218

Upper Willow Creek

2,435

1.760

0.353

0.045

3.598

0.721

0.091

527

0.262

0.045

0.008

0.741

0.129

0.023

Madden Creek

10,433

5.357

0.895

0.251

7.880

1.317

0.370

Boulder Creek

7,145

3.316

0.590

0.142

12.756

2.269

0.546

Pecwan Creek

6,491

2.764

0.686

0.139

12.421

3.081

0.626

Ruby Creek
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Having long-term gauging data downstream or near the area of interest gives
the researcher options to apply different methods to calculate flow. In this case, four
approaches were taken, including the drainage area ratio method, lumped modeling,
semi-lumped modeling, and distributed modeling. When data from a nearby gauged site
is not available, options for analysis are hindered, particularly for applying the drainage
area ratio method.
The drainage area ratio method, lumped modeling, semi-lumped modeling, and
distributed modeling can predict the flow suitable for the initial study of hydropower
potential. However, the easiest method to determine flow is by using the drainage area
ratio method, and it can predict flow quite well as there is less hydrological knowledge
required on the working of the model and all the parameters that will impact the flow
hydrograph and the overall results. In addition, from the figures given in the results
section for each catchment where the drainage area ratio method was applied, the
resulting flow hydrograph is not significantly different from the one produced by the
model. A limitation to the drainage area ratio method is the presence of localized storms
that might have caused higher flow downstream, but there might not be so much flow
upstream.
Distributed and lumped modeling is another option that can predict the flow. A
well-calibrated model can adequately account for most of the flow variability, but this
requires a lot of physically observed data and technical knowledge of the model. This, in
turn, makes this method difficult to apply.
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Limitations

While carrying out the study, some of the limitations faced are
•

The quality of data collected.
There were a lot of data gaps within the collected data, and the time span
they covered has been the biggest limitation of produced work in this
report. The discharge and precipitation data used in hydrologic modeling
were daily, and many data series had data gaps. In addition, some of the
stations were old and had no continuity in the collected data. Hydrological
and meteorological gauging stations with continuous, longer time-series
data would have been beneficial to the study.

•

Spatial distribution of gauging station.
The spatial distribution of gauge stations for collecting climate and
meteorological data was poor. Poor distribution of gauging stations has
resulted in lots of approximations in the analysis. The accuracy of the
study would have increased significantly if the data series were more
representative of the catchment under study.

262
Recommendation

Recommendations to improve the flow prediction are
1. Continue collecting meteorological data and hydrological data for the available
station, which would be crucial for future studies.
2. Increase the number of meteorological gauging stations in the area of interest and
locate the gauging station such that the station covers the upper catchment, middle
catchment, and lower catchment.
3. Collect multiple flow measurement points within the catchment under interest for
at least eight years, which would give four years for model calibration and four
years for model validation. The multiple flow measurement point should collect
long-term flow data, which can represent flow in both flow season and high flow
season.
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Way Forward

To make this study more complete and inclusive of all the factors, the way
forward would be to explore other parameters that would play an important role in
hydropower development like transmission lines, road network, site accessibility, socioeconomic analysis, landownership, cultural factors, regulatory factors, environmental
factors, and stakeholders.
After initial analysis, a complete meteorological and hydrological data collection
for at least one area representing upper catchment, middle catchment, and lower
catchment needs to be collected to better understand the ground condition and verify the
simulated model results.
A study that complements this work can be to expand and test the possibility of
this calibrated model parameter in the further north and south regions of the area of
interest to understand the calibrated parameter's limitations for modeling in the ungauged
catchment.
Additionally, using high-resolution data for distributed modeling would also
benefit the study. In addition, using a different form of meteorological parameter input
from numerical models and satellite rainfall estimates would increase the capabilities for
predicting flow in the ungauged catchment and help in the near future to forecast power
generation.
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APPENDICES

Appendix A

Table 1: Uncertainty in streamflow measurement (R. D. Harmel et al. 2006).
Measurement Type

Uncertainty

Individual Streamflow Measurements:
Velocity-area (direct discharge) method:
Ideal conditions

±2%

Ideal conditions (0.2, 0.8d velocity)

±6.1%

Ideal conditions (0.6d velocity)

±8.5%

Average conditions

±6%

Poor conditions

±20%

Ideal conditions

±2%
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Measurement Type

Uncertainty

Manning’s equation method:
Stable, uniform channel; surveyed reach and cross-section; accurate “n” estimate

±15%

Unstable, irregular channel; surveyed reach and cross-section; poor “n” estimate

±35%

Stage-Discharge Relationship:
Pre-calibrated flow control structure (properly designed and installed) with periodic

±5% to 8%

current meter checks
Pre-calibrated flow control structure (properly designed and installed)

±5% to 10%

Stable channel with stable control, 8-12 stage-discharge measurements per year

±10%

Shifting channel, 8-12 stage-discharge measurements per year

±20%

Natural channel, ideal conditions

±6%

Continuous Stage Measurement
Float recorder

±2%

Float recorder

±3 mm
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Measurement Type

Uncertainty

KPSI series 173 pressure transducers

0.1%, ±0.022% thermal error

Campbell Scientific SR50-L ultrasonic distance sensor

Larger of ±1 cm or 0.4% of the
distance to the water surface

ISCO 730 bubbler flow module

0.035 ft ±0.0003 (ft)

Effect of Streambed Condition on Stage Measurement
Stable, firm bed

±0%

Mobile, unstable bed

±10%
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Appendix B

Table 2: Features of parameters of surface layer tank and aquifer layer tank (ICHARM 2017)
Parameter

Symbol Notation

Change

Feature
Increasing storage height of aquifer

Final

layer tank. This is effective in case to

infiltration

increase flood hydrograph in recession

capacity

f0

SKF

Increase

p e r i o d or d e l a y i n g peak since
this increases discharge from aquifer
layer tank.
Increasing storage height of surface

Final

layer tank. This is effective in case to

infiltration

increase flood hydrograph in

capacity

f0

SKF

Decrease

increment period or accelerating
peak since this increases discharge
from surface layer tank.

Delaying generation of overland flow.
Whether peak discharge decreases or
Maximum

HFMXD
Increase

water height

not depends on discharge from the

Sf2
tank and topography and land use.
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Parameter

Symbol Notation

Change

Feature
Accelerating generation of overland
flow.

Maximum

HFMXD

Whether peak discharge increases or
Decrease

water height

Sf2

not depends on discharge from the
tank and topography and land use.

Height
Decreasing flood hydrograph in
where rapid
Sf1

HFMND

Increase

increment period.

subsurface
Delaying generation of peak discharge.
flow occurs
Height

Increasing flood hydrograph in

where rapid

increment period.
Sf1

HFMND

Decrease

subsurface

Accelerating generation of peak

flow occurs

discharge.

Height
where
ground
Infiltration
occurs

Decreasing overall flood hydrograph.
Sf0

HFOD

Increase

Increasing water volume not to
discharge.
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Parameter

Symbol Notation

Change

Feature

Height
where
ground

Increasing overall flood hydrograph.
Sf0

HFOD

Decrease In case of 0, all rainfall exchanges to

Infiltration

discharge.

occurs
Delaying speed of overland flow.
Surface
Whether peak discharge decreases or
roughness

N

SNF

Increase
not depends on discharge from the

coefficient
tank and topography and land use.
Accelerating the speed of overland
Surface
roughness

flow.
N

SNF

Decrease Whether peak discharge increases or

coefficient

not depends on discharge from the
tank and topography and land use.

Rapid
subsurface
Increasing flood hydrograph in
flow

αn

FALFX

Increase
increment period.

Regulation
coefficient
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Parameter

Symbol Notation

Change

αn

Decrease

Feature

Rapid
subsurface
Decreasing flood hydrograph in
flow

FALFX

increment period.
Regulation
coefficient
flow
Au
Regulation

Increasing flood hydrograph in the
AUD

Increase
recession period.

coefficient
flow
Au
Regulation

Decreasing flood hydrograph in the
AUD

Decrease
recession period.

coefficient
Coefficient
for base

Ag

AGD

Increase

Increasing base flow.

Ag

AGD

Decrease Decreasing base flow.

flow
Coefficient
for base
flow
Decreasing flood hydrograph in
Height
Sg

HCGD

Increase

recession period.

where slow
Delaying peak discharge.
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Parameter

Symbol Notation

Change

Feature

subsurface
flow occurs
Height
Increasing flood hydrograph in
where slow
Sg

HCGD

Decrease recession period.

subsurface
Accelerating peak discharge.
flow occurs
Initial water
height on
-

HIGD

Increase

Increasing base flow.

-

HIGD

Decrease Decreasing base flow.

aquifer layer
tank
Initial water
height on
aquifer layer
tank
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Appendix C

The equations used are as follows (USACE 2000):
Continuity equation
𝜕𝐴/𝜕𝑡 + 𝜕𝑄/𝜕𝑥 = 𝑞𝐿
Diffusion form of momentum equation
𝑆𝑓 =𝑆𝑜 – 𝜕𝑦/𝜕𝑥
Convective diffusion equation
𝜕𝑄/𝜕𝑡 + 𝑐 (𝜕𝑄/𝜕𝑥) = 𝜇 (𝜕 2𝑄/𝜕𝑥 2) + 𝑐𝑞𝐿
where, qL = lateral flow, c = Celerity of wave, and 𝜇 = Hydraulic diffusivity
The outflow is given by equation:
𝑂𝑡 = 𝐶1𝐼𝑡−1 + 𝐶2𝐼𝑡 + 𝐶3𝑂𝑡−1 + 𝐶4(𝑞𝐿∆𝑥)
Where the coefficients are calculated as follows:
∆t

C1= ∆t 𝐾
𝐾

+2𝑋

+2(1−𝑋)
∆t

C2= ∆t 𝐾
𝐾

−2𝑋

+2(1−𝑋)

2(1−𝑋)−

C3= ∆t
𝐾

+2(1−𝑋)

C4= ∆t
𝐾

∆t
𝐾

∆t
𝐾

2( )

+2(1−𝑋)

The parameters K and X are calculated as:
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𝐾 = ∆𝑥/𝑐, and
q

𝑋 = 1/2 (1 – c𝑆

𝑜 ∆x

)
where ∆t and Δx are time and distance steps for computation, c= flood

wave celerity, q=unit width discharge and 𝑆𝑜 = channel bed slope (Ponce 2020).
Further, the equation for X and K shows that the dependency on channel parameters and
Manning’s coefficient makes this method more reliable for flood routing (Khadka and
Bhaukajee 2018).
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Appendix E

Distributed modeling is done in the following steps
1. Create new project
To create a new project, information on the project name, folder location, creator
name, organization, and description are provided. Figure 1 shows the input screen for
creating a new project.

Figure 1: New project description
2. Project information manager
The second step is to input the project location information by defining the project extent,
cell size for calculation, start date, start time, end date, end time, and calculation time
interval in the project information panel. The project information panel is shown in
Figure 2. The project information manager is used to download or import elevation data
and land use data, which will be used in the model. Figure 3 shows the project
information manager in IFAS.
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Figure 2: Project information panel

Figure 3: Project information manager
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3. Setup basin information
The basin data manager was then used to set up the project basin, as shown in Figure
4. The basin boundary can either be created using the create basin function, which
uses the previously imported basin elevation model to map out the catchment
boundary. Another possibility to map out the catchment boundary is by importing a
basin boundary shapefile. The file to be imported should be in WGS 1984 projection.
The river course model is created using the river course model tab and selecting the
catchment outlet. This completes the basin data parameters for the model.

Figure 4: Basin data manager
4. Setup rainfall data
The rainfall data manager is used to import rainfall data which can be either observed
ground data, rainfall forecast data, or downloaded satellite rainfall data. The rainfall data
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manager is shown in Figure 5. To import the rainfall data, the source of data is required,
the location of the import folder, start date, start time, end date, end time, conversion
method, and data name. For this project, ground-based rainfall data with the Thiessen
method of conversion was used.

Figure 5: Rainfall data manager
5. Setup parameter manager
The parameter manager is used to set up parameters for the catchment. Figure 6
shows the parameter manager. The parameter manager has the provision to set up the
parameter as a two-layer tank or a three-layer tank. The parameters are defined for each
of the tanks, and parameters are interrelated within the tank; therefore, care should be
taken to see the effect of adjusting one parameter on the overall hydrograph. The detail of
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the parameter and its impact on the simulated hydrograph sensitivity of the parameter is
given in Appendix A. For the project, a 2-layer tank was used to simulate the basin.

Figure 6: Parameter setup manager
6. Set up Simulation and view results
The next step in simulating flow is the simulation manager. The simulation manager
is shown in Figure 7. Before running the simulation, the model needs to be checked for
errors; therefore, by completing the model check, execute button is activated, which will
execute the model. The simulation is carried out by the simulation manager.
The result viewer is shown in Figure 8 to access the output from the
simulation. The result viewer is used to get a hydrograph at the point of interest within
the catchment. The result viewer can generate output in graphical format or in a table
which can be downloaded from the software for analysis. The result viewer can also take
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in the observed data and overlay the observed and simulated data to see the results
visually.

Figure 7: Simulation manager
The simulated data is checked with the observed data, and if the simulation is
within the tolerable accuracy, then further model validation will be done. If the
simulation is not within the required accuracy, the model parameter is recalibrated until
the desired accuracy is achieved. The model parameters to be calibrated and the
calibration process is given in Appendix A. Once it is calibrated, the model needs to be
validated and is validated by running the simulation for the validation period. If the
simulated data is within the acceptable range with the observed data, the simulated data
and parameters are adopted into another catchment. If the simulated data is not within
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tolerable accuracy, a calibration process is carried out by changing the parameter until
desired results are achieved. Figure 9 shows the overall modeling process using IFAS.

Figure 8: Result viewer
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Figure 9: Process for IFAS
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Appendix F

Willow Creek flow Observed
Eastfork pt 2 flow

Eastfork pt 1 flow
Eastfork pt 3 flow
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Figure 10: Drainage area ratio method for the flow in East Fork of Willow Creek. Time
series data of points within East Fork of Willow Creek calculated using drainage
area ratio method and observed flow data at Willow Creek station.
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Appendix G

Table 3: Key IFAS parameters
Parameter category

IFAS parameter code

Description

Surface tank

SNF

Surface roughness

Aquifer tank

AGD

Baseflow coefficient

River course

RCLOF

Meander coefficient (river sinuosity)

Surface tank

SKF

Hydraulic conductivity (infiltration)

Aquifer tank

AUD

Subsurface flow coefficient
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Appendix H

Table 4: Statistics for Maximum, Minimum, Average, and Standard Deviation using
daily flow using all hydrological models for East Fork of Willow Creek.
Month

Max (cms)

Min (cms)

Average(cms)

Std Dev(cms)

January

2.351

0.769

1.557

1.407

February

2.219

0.598

1.401

0.887

March

2.443

0.534

1.391

0.843

April

1.696

0.348

0.988

0.649

May

0.940

0.158

0.492

0.284

June

0.477

0.088

0.254

0.109

July

0.310

0.058

0.165

0.017

August

0.260

0.052

0.133

0.105

September

0.203

0.026

0.108

0.133

October

0.680

0.109

0.379

0.493

November

1.461

0.418

0.949

0.854

December

2.260

0.784

1.533

1.497
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Table 25: Statistics for Max, Minimum, Average and Standard Deviation using daily
flow using all hydrological model for Upper Willow Creek point 1.
Month

Max (cms)

Min (cms)

Average(cms)

Std Dev(cms)

January

3.118

0.506

1.445

1.214

February

2.917

0.396

1.271

0.774

March

2.761

0.355

1.192

0.710

April

1.923

0.233

0.830

0.590

May

0.936

0.109

0.391

0.257

June

0.440

0.065

0.182

0.119

July

0.219

0.041

0.092

0.021

August

0.204

0.026

0.087

0.109

September

0.256

0.022

0.104

0.132

October

0.950

0.072

0.373

0.456

November

2.103

0.265

0.912

0.765

December

3.249

0.506

1.460

1.224
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Table 6: Statistics for Max, Minimum, Average, and Standard Deviation using daily flow
using all hydrological models for Ruby Creek point 1.
Month

Max (cms)

Min (cms)

Average(cms)

Std Dev(cms)

January

0.314

0.139

0.220

0.199

February

0.261

0.111

0.186

0.125

March

0.254

0.102

0.173

0.119

April

0.172

0.067

0.119

0.092

May

0.081

0.030

0.055

0.040

June

0.036

0.017

0.026

0.016

July

0.017

0.011

0.013

0.003

August

0.018

0.007

0.013

0.014

September

0.022

0.005

0.014

0.017

October

0.080

0.017

0.051

0.068

November

0.193

0.070

0.135

0.121

December

0.311

0.136

0.222

0.212
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Table 7: Statistics for Maximum, Minimum, Average, and Standard Deviation using
daily flow using all hydrological models for Old Campbell Creek point 3.
Month

Max (cms)

Min (cms)

Average(cms)

Std Dev(cms)

January

6.059

3.470

4.663

4.488

February

4.815

2.894

3.801

2.777

March

4.481

2.804

3.519

2.695

April

3.156

1.905

2.474

2.009

May

1.458

0.889

1.140

0.837

June

0.790

0.458

0.620

0.306

July

0.482

0.237

0.387

0.053

August

0.525

0.165

0.330

0.225

September

0.573

0.116

0.319

0.285

October

1.554

0.341

0.956

1.298

November

3.787

1.573

2.673

2.576

December

6.051

3.246

4.662

5.031
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Table 8: Statistics for Maximum, Minimum, Average, and Standard Deviation using
daily flow using all hydrological models for Boulder Creek point 4.
Month

Max (cms)

Min (cms)

Average(cms)

Std Dev(cms)

January

3.682

1.726

2.616

2.662

February

2.945

1.438

2.105

1.510

March

2.705

1.350

1.927

1.366

April

2.080

0.932

1.413

1.195

May

0.987

0.364

0.639

0.481

June

0.572

0.112

0.327

0.163

July

0.329

0.043

0.196

0.038

August

0.313

0.033

0.175

0.143

September

0.355

0.035

0.177

0.169

October

0.986

0.142

0.530

0.780

November

2.531

0.762

1.572

1.477

December

3.530

1.618

2.562

2.413
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Table 26: Statistics for Maximum, Minimum, Average, and Standard Deviation using
daily flow using all hydrological models for point 3 in Pecwan Creek.
Month

Max (cms)

Min (cms)

Average(cms)

Std Dev(cms)

January

2.820

1.733

2.277

1.488

February

2.421

1.393

1.907

1.130

March

2.380

1.239

1.809

0.991

April

1.951

0.903

1.427

0.765

May

1.156

0.564

0.860

0.530

June

0.792

0.331

0.561

0.417

July

0.361

0.196

0.279

0.105

August

0.206

0.150

0.178

0.057

September

0.238

0.109

0.173

0.165

October

0.669

0.238

0.454

0.588

November

1.890

0.810

1.350

1.100

December

2.925

1.757

2.341

1.742

