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WIGNER-VON NEUMANN TYPE PERTURBATIONS OF
PERIODIC SCHRO¨DINGER OPERATORS
MILIVOJE LUKIC AND DARREN C. ONG
Abstract. We consider decaying oscillatory perturbations of periodic
Schro¨dinger operators on the half line. More precisely, the perturbations we
study satisfy a generalized bounded variation condition at infinity and an
L
p decay condition. We show that the absolutely continuous spectrum is
preserved, and give bounds on the Hausdorff dimension of the singular part of
the resulting perturbed measure. Under additional assumptions, we instead
show that the singular part embedded in the essential spectrum is contained in
an explicit countable set. Finally, we demonstrate that this explicit countable
set is optimal. That is, for every point in this set there is an open and dense
class of periodic Schro¨dinger operators for which an appropriate perturbation
will result in the spectrum having an embedded eigenvalue at that point.
1. Introduction
We consider real solutions u of a Schro¨dinger equation
Hu := −u′′ + (V (x) + V0(x))u = Eu, (1)
where V0(x) is 1-periodic and V (x) is a decaying and oscillatory perturbation.
Given a choice of boundary condition θ ∈ [0, π), our operator H has domain
D(H) ={u ∈ L2(0,∞)|u, u′ ∈ ACloc,−u
′′ + (V + V0)u ∈ L
2,
u′(0) sin(θ) = u(0) cos(θ)}.
The operator H is self-adjoint, has 0 as a regular point and is limit point at +∞.
For z ∈ C with Imz > 0, there is a nontrivial solution of -u′′z +(V +V0)uz = zuz
which is L2 near +∞. We then define the m-function corresponding to H
m(z) =
u′z(0) cos(θ) + uz(0) sin(θ)
uz(0) cos(θ)− u′z(0) sin(θ)
,
and the canonical spectral measure
dµ =
1
π
w-lim
ǫ↓0
m(x + iǫ)dx.
We give V as
V (x) =
∞∑
l=1
cle
−iφlxγl(x), (2)
where the cl, φl, γl are chosen so V (x) is real, and so that it obeys the conditions
of Theorem 1.1 of [Luk12]. That is,
(i) the γl(x) are functions of uniformly bounded variation in l: in other words,
sup
l
Var(γl, (0,∞)) <∞. (3)
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(ii) for some p ∈ Z, p ≥ 2,
sup
l
∫ ∞
0
|γl(x)|
pdx <∞. (4)
(iii) for some a ∈
(
0, 1
p−1
)
,
∞∑
l=1
|cl|
a<∞. (5)
We refer to these decaying oscillatory perturbations as Wigner-von Neumann type
perturbations based on the Wigner von Neumann potential function on (0,∞):
V (x) = −8
sin(2x)
x
+O(x−2), x→∞.
Historically, this potential was interesting because the corresponding Schro¨dinger
operator had the unexpected property that there is an eigenvalue at +1 embedded
in the absolutely continuous spectrum.
Let us first discuss solutions of the unperturbed Schro¨dinger equation
H0ϕ := −ϕ
′′ + V0(x)ϕ = Eϕ, (6)
where ϕ is the Floquet solution. We express ϕ as p(x)eikx, where k is the quasi-
momentum. We also write ̟(x) = Arg p(x). When we wish to emphasize the
dependence of k on E, we will write kE . It is known that the essential spectrum of
a periodic Schro¨dinger operator consists of a union of absolutely continuous closed
intervals (often referred to as “bands”). Any two of those bands can intersect at
most at a point. Additionally, by Weyl’s theorem, σess(H) = σess(H0).
Let us define the set S so that
S = {E ∈ Int(σess(H))|not all solutions of (1) are bounded}.
Due to standard results in spectral theory ([GP87],[Beh91],[Sto92]), we know that
µ is mutually absolutely continuous with Lebesgue measure on Int(σess(H)) \ S.
Our theorem for the finite frequency case (i.e. all but finitely many of the cls
are zero) is given as
Theorem 1. Considering V chosen so that (2) is a finite sum, S is contained in{
E ∈ Int(σess(H))
∣∣∣∣∣± 2kE ∈
p−1⋃
l=1
A⊕ . . .⊕A mod 2π(sum of l A’s mod 2π)
}
,
(7)
where A is the set of all φls. This implies that each band of σess(H) has at most
finitely many embedded pure points, that H has no singular continuous spectrum,
and that the absolutely continuous spectrum of H is equal to σess(H).
Conversely, we can also say
Theorem 2. Fix p and the size of A = {φl}. For any choice of A away from an
algebraic set of codimension 1, if we fix an energy E and a quasimomentum kE in
(7), among all the V0 ∈ L
1
loc((0, 1)) for which kE corresponds to E, there is an open
and dense set of V0 such that there is a choice of V for which the spectrum of H
has an embedded pure point at E.
Our theorem for the infinite frequency case is as follows.
Theorem 3. Let the potential V be given by (2). Assume that for some a ∈
(0, 1/(p − 1)),
∑∞
k=1|ck|
a< ∞. Then the Hausdorff dimension of S is at most
(p−1)a. Moreover, on Int(σess(H))\S, the spectral measure µ is mutually absolutely
continuous with Lebesgue measure, so the absolutely continuous spectrum of H is
equal to σess(H).
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These results are an extension of [Luk13] and [Luk12], which study the case when
our V0 is identically zero. We may also see these results as extensions of [KN07],
which addresses the problem in L2 for a less general V , using different methods.
The next three sections will explain the proofs of Theorems 1 and 3. In the
last section we will discuss a converse problem, that is, the existence of embedded
eigenvalues in the case where (2) is a finite sum. This section will culminate in a
proof of Theorem 2.
2. Preliminary Lemmas
We wish to control solutions of the perturbed Schro¨dinger operator (1) by com-
paring them to solutions of the unperturbed operator (6), so we will use modified
Pru¨fer variables which were defined in [KRS99] for this purpose.
We first fix E and fix a ϕ. We will need to choose ϕ so that it is linearly
independent of ϕ: this is possible since we restrict our attention to E in the interior
of σess. We define ρ(x) ∈ C as in (21) of [KRS99]:(
u′(x)
u(x)
)
= Im
[
ρ(x)
(
ϕ′(x)
ϕ(x)
)]
.
We also define
R(x) =|ρ(x)| (8)
η(x) =Arg(ρ(x)) (9)
θ(x) =kx+̟(x) + η(x). (10)
We choose η so that η(0) ∈ (−π, π] and η continuous. Our Pru¨fer variables are
going to be R and η.
Let ω be the Wronskian of ϕ, ϕ. Note that we can assume the Wronskian is
positive and independent of x. By Theorem 2.3 of [KRS99] we have that
[lnR(x)]′ + iη′(x) =
ρ′(x)
ρ(x)
=
2|ϕ(x)|2
ω
V (x) sin(kx+̟(x) + η(x))e−ikx−i̟(x)−iη(x) ,
which we then rewrite as
−η′(x) + i[ln(R(x)]′ =
|ϕ(x)|2
ω
V (x)(1 − e−2i(kx+̟(x)+η(x))).
In particular, we can write
[lnR(x)]′ =Im
(
|ϕ(x)|2
ω
V (x)e2ikx+2i̟(x)+2iη(x)
)
, (11)
η′(x) =
|ϕ(x)|2
ω
V (x)
(
−1 +
1
2
(
e2ikx+2i̟(x)+2iη(x) + e−2ikx−2i̟(x)−2iη(x)
))
.
(12)
Note that our choice of V (x) given in (2) means that [ln(R(x)]′ can be written as
a sum of terms which are products of periodic and decaying factors. Our immediate
goal is to perform a sequence of manipulations that look like integration by parts
so as to integrate the periodic factors of [ln(R(x)]′ and differentiate the decaying
factors, an approach in the spirit of [Luk13] and [Luk12]. First, we need a technical
lemma to choose the appropriate antiderivative for the periodic factors.
Proposition 1. Let Φ(α;x) be continuous and 1-periodic in x. Then there exists
a continuous 1- periodic function Φ˜α(x) such that
(iΦ˜α(x)e
iαx)′ = (1 − eiα)Φ(α;x)eiαx.
Furthermore, if α 6≡ 0 mod 2π, this function is unique.
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Proof. Let Qα(x) be the antiderivative of Φ(α;x)e
iαx such that Qα(0) = 0. We
then define
Φ˜α(x) = −iQα(x)e
−iαx(1− eiα) + iQα(1)e
−iαx. (13)
We first note that (iΦ˜α(x)e
iαx)′ = (1 − eiα)Φ(α;x)eiαx. It remains to show that
Φ˜α(x) is 1-periodic.
We observe that since iΦ˜α(x)e
iαx is an antiderivative of (1 − eiα)Φ(α;x)eiαx,
and since
Φ˜α(1) = −iQα(1)e
−iα(1− eiα) + iQα(1)e
−iα = iQα(1) = Φ˜α(0),
we must then have
iΦ˜α(x)e
iαx − iΦ˜α(0) =(1 − e
iα)
∫ x
0
Φ(α; t)eiαtdt
=(e−iα − 1)
∫ x
0
Φ(α; t+ 1)eiα(t+1)dt (1-periodicity of Φ)
=(e−iα − 1)
∫ x+1
1
Φ(α; t)eiαtdt
=e−iα
(
iΦ˜α(x+ 1)e
iα(x+1) − iΦ˜α(1)e
iα
)
iΦ˜α(x)e
iαx =iΦ˜α(x+ 1)e
iαx − iΦ˜α(1) + iΦ˜α(0)
Φ˜α(x) =Φ˜α(x+ 1).
We now demonstrate uniqueness when α 6≡ 0 mod 2π. Consider a 1-periodic con-
tinuous function Ψ(x) such that (Ψ(x)eiαx)′ = (1− eiα)Φ(α;x)eiαx. We then know
that for some constant C,
Ψ(x)eiαx = Φ˜α(x)e
iαx + C
we can then write
Ψ(x) = Φ˜α(x) + Ce
−iαx.
Observe that e−iαx is not 1-periodic since α cannot be a multiple of 2π, by
hypothesis. Thus it must be true that C = 0, and so Ψ(x) = Φ˜α(x). 
Remark. It is easy to see that if α ≡ 0 mod 2π, we may define Φ˜α(x) to be
an arbitrary constant. The following lemma demonstrates that there is a natural
choice for this arbitrary constant.
Lemma 1. Let n be an integer. Assume that a function Φ(α;x) continuous and
1-periodic in x, and converges uniformly as α→ 2πn for x on R . Then Q2πn(1) =
limα→2πnQα(1) exists, and Φ˜α(x) converges to iQ2πn(1) as α→ 2πn uniformly for
x on R
Proof. Let us define, as in Proposition 1, Qα(x) as the antiderivative of Φ(α;x)e
iαxdx
with Qα(0) = 0. Then, due to the fact that Φ(α;x), e
iαx uniformly converge as
α→ 2πn for x in compact subsets of R,
Qα(x) =
∫ x
0
Φ(α; t)eiαtdt,
lim
α→2πn
∫ x
0
Φ(α; t)eiαtdt =
∫ x
0
lim
α→2πn
Φ(α; t)eiαtdt
=
∫ x
0
Φ(2πn; t)dt
=Q2πn(x).
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Thus indeed limα→2πnQα(x) converges to Q2πn(x). Furthermore, since∫ x1
x0
Φ(α; t)eiαtdt,
is bounded for x0 < x1 and x1 bounded, the convergence is uniform on compact
subsets of x. From (13), we then find that Φ˜α(x) converges uniformly on compact
subsets of R. Since Φ˜α(x) is 1-periodic, it follows that it in fact converges uniformly
on R.

As a consequence, defining Φ˜2πn(x) as iQ2πn(1) ensures that Φ˜α(x) is uniformly
continuous at α ≡ 0 mod 2π.
Let us define Cper(0,∞) as the space of continuous 1-periodic functions on (0,∞)
with the uniform norm. Then the preceding proposition allows us to make the
following definition:
Definition 1. For K ∈ Z, α ∈ R, λα,K is a linear operator from Cper(0,∞) to
itself so that λα,K takes each Φ(α;x) ∈ Cper(0,∞) to the corresponding
Φ˜α(x)e
−2Ki̟(x),
where Φ˜α is as defined in (13).
Lemma 2. With ||. . . || denoting the operator norm, ||λα,K ||≤ 2.
Proof. Let Φ(α;x) ∈ Cper(0,∞). Note that since |(λα,KΦ)(x)| is 1-periodic and
continuous, it must have a maximum in [0, 1). Let Qα(x) once again be the anti-
derivative of Φ(α;x)eiα(x) such that Qα(0) = 0. It is clear that |Qα(x)|≤ ||Φ|| for
any x ∈ [0, 1). In fact, it is also clear that |Qα(1)−Qα(x)|≤ ||Φ||. When we rewrite
(13) as
Φ˜α(x) = ie
iαQα(x)e
−iαx + i(Qα(1)−Qα(x))e
−iαx,
it follows that ||Φ˜α||≤ 2. 
Since the variations of the γi are uniformly bounded, it is possible to define
τ = sup
l
Var(γl, (0,∞)) <∞.
Lemma 3. We let J,K ∈ Z with J ≥ 1 and 0 ≤ K ≤ J , and 0 ≤ a < b <∞. We
also define Γ(x) = γm1(x) . . . γmJ (x), and we let φ be some phase in [0, 2π). Then
where Φ is some continuous 1-periodic function,
(14)
2||λ2Kk−φ,KΦ||τ
J ≥
∣∣∣∣∣
∫ b
a
(
(1− ei(2Kk−φ))e2Ki(η(x)+kx)e−iφxΓ(x)Φ(x)
− 2Ke2Ki(η(x)+kx+̟(x))e−iφxΓ(x)
dη(x)
dx
λ2Kk−φ,KΦ(x)
)
dx
∣∣∣∣∣ .
Proof. The proof is identical to the proof of Lemma 2.1 of [Luk12], except that we
redefine ψ(x) in that proof to be equal to
e2Kiη(x) · iei(2Kkx+2K̟(x)−φx)λ2Kk−φ,KΦ(x).
Keep in mind that the derivative of iei(2Kkx+2K̟(x)−φx)λ2Kk−φ,K(Φ(x)) is
(1− ei(2Kk−φ))e(2Kk−φ)ixΦ(x), by the definition of λ2Kk−φ,K . 
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3. A recursion relation
For integers J,K with J ≥ 1 and 0 ≤ K ≤ J , let us now define functions
fJ,K , gJ,K as follows. They are functions of 1 + J variables, x, φ1, . . . , φJ , and they
also depend implicitly on E. We will use them in (23), (24) to estimate the growth
of R(x).
For convenience, we define Φ0(x) = |ϕ(x)|
2/ω. We first set
f1,0(x;φ1) = 0, f1,1(x;φ1) = Φ0(x). (15)
We then define
gJ,K(x; {φj}
J
j=1) =
2K
1− ei(2Kk−
∑
J
j=1 φj)
λ2Kk−
∑
J
j=1 φj ,K
[e2iK̟(x)fJ,K(x; {φj}
J
j=1)],
(16)
and for J ≥ 2,
fJ,K(x; {φj}
J
j=1) =
K+1∑
l=K−1
∑
σ∈SJ
Φ0(x)
J !
wK−lgJ−1,l(x; {φσ(j)}
J−1
j=1 ). (17)
Here SJ denotes the symmetric group in J elements and, motivated by (12), we
define the constant function
wa(x;φ) =


−1 a = 0,
1
2 a = ±1,
0 |a|≥ 2.
(18)
We use the symmetric product defined as Definition 2.1 of [Luk12], with some slight
modifications:
Definition 2. For a function pI of I + 1 variables and a function qJ of J + 1
variables, their symmetric product is a function pI ⊙ qJ of 1 + I + J variables
defined by
(pI ⊙ qJ)(x; {φi}
I+J
i=1 ) =
1
(I + J)!
∑
σ∈SI+J
pI(x; {φσ(i)}
I
i=1)qJ (x; {φσ(i)}
I+J
i=I+1).
Where δ refers to the Kronecker delta, we can express fJ,K as
fJ,K = δJ−1Φ0(x) +
1∑
a=−1
Φ0(x)wa ⊙ gJ−1,K+a. (19)
Lemma 4. For 0 ≤ K ≤ I and 0 < l < I,
fI,K =
1
2
I∑
j=0
fj,l ⊙ gI−j,K−l. (20)
gI,K =
1
2
I∑
j=0
gj,l ⊙ gI−j,K−l. (21)
Proof. Let us assume for now that the 2Kk −
∑
φ terms are never congruent to 0
mod 2π. We prove both (20) and (21) at the same time, inductively. The statement
is vacuously true for I ≤ 1. Let us assume now that it holds for I − 1. We use (19)
and notice
I∑
t=0
ft,l ⊙ gI−t,K−l =
I∑
t=0
(δt−1Φ0(x) +
1∑
a=−1
Φ0(x)wa ⊙ gt−1,l+a)⊙ gI−t,K−l.
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Using the inductive assumption, we may apply (21) to the g ⊙ g terms, unless
l + a ≤ 0. But l + a ≤ 0 holds only for l = 1, a = −1, and in this exceptional case
gt−1,l+a = 0. Thus,
I∑
t=0
ft,l ⊙ gI−t,K−l =
I∑
t=0
δt−1Φ0(x)⊙ gI−t,K−l
+
1∑
a=−1
I∑
t=0
Φ0(x)wa ⊙ gt−1,l+a ⊙ gI−t,K−l
=δl−1Φ0(x)⊙ gI−1,K−1
+
1∑
a=−1
I∑
t=0
Φ0(x)wa ⊙ 2(gI−1,K+a − δa+1δl−1gI−1,K−1)
(because t = 1, l > 1 implies ft,l = 0)
=δl−1Φ0(x)⊙ gI−1,K−1
+ 2fI,K − δI−1Φ0(x)− 2w−1Φ0(x)⊙ δl−1gI−1,K−1
=2fI,K .
The last equality is due to the fact that we are assuming I > 1. It remains to prove
(21).
We can calculate that for any σ ∈ SI , using the product rule and (16)
d
dx
(
iei(2K(kx+̟(x))−
∑
I
j=1 φjx)
2
I∑
t=0
gt,l({x;φσ(j)}
t
j=1)gI−t,K−l({x;φσ(j)}
I
j=t+1)
)
=
d
dx
(
i
2
I∑
t=0
[
ei(2l(kx+̟(x))−
∑t
j=1 φσ(j)x)gt,l({x;φσ(j)}
t
j=1)
]
×
[
ei(2(K−l)(kx+̟(x))−
∑I
j=t+1 φσ(j)x)gI−t,K−l(x; {φσ(j)}
I
j=t+1)
])
.
Recalling (16), Proposition 1 and Definition 1 and applying the product rule, we
find that this expression is equal to(
1
2
I∑
t=0
[
2lei(2l(kx+̟(x))−
∑t
j=1 φσ(j)x)ft,l({x;φσ(j)}
t
j=1)
]
×
[
ei(2(K−l)(kx+̟(x))−
∑
I
j=t+1 φσ(j)x)gI−t,K−l(x; {φσ(j)}
I
j=t+1)
])
+
(
1
2
I∑
t=0
[
ei(2l(kx+̟(x))−
∑
t
j=1 φσ(j)x)gt,l(x; {φσ(j)}
t
j=1)
]
×
[
2(K − l)ei(2(K−l)(kx+̟(x))−
∑
I
j=t+1 φσ(j)x)fI−t,K−l(x; {φσ(j)}
I
j=t+1)
])
.
Collecting terms, we find that this in turn can be written as
ei(2K(kx+̟(x))−
∑
I
j=1 φjx)
2
(
I∑
t=0
2lft,l(x; {φσ(j)}
t
j=1)gI−t,K−l(x; {φσ(j)}
I
j=t+1)
+ 2(K − l)gt,l(x; {φσ(j)}
t
j=1)fI−t,K−l(x; {φσ(j)}
I
j=t+1)
)
.
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Once we average across all permutations σ ∈ SI , we arrive at
(
I∑
t=1
iei(2K(kx+̟(x))−
∑
I
t=1 φjx)
2
gt,l ⊙ gI−t,K−l
)′
=2l
ei(2K(kx+̟(x))−
∑I
j=1 φjx)
2
I∑
t=1
ft,l ⊙ gI−t,K−l
+ 2(K − l)
ei(2K(kx+̟(x))−
∑
I
j=1 φjx)
2
I∑
t=1
ft,K−l ⊙ gI−t,l
=2Kei(2K(kx+̟(x))−
∑I
j=1 φjx)fI,K .
Since 12gt,l ⊙ gI−t,K−l is 1-periodic in x, we conclude by uniqueness in Proposition
1 that it is equal to gI,K .
Now in the case where some 2Kk −
∑
φ ≡ 0 mod 2π, we may apply Lemma 1
to assert that f, g are continuous at α ≡ 0 mod 2π and thus since the equalities
(20),(21) hold for every 2Kk−
∑
φ in a neighborhood of 0 mod 2π, they must be
true for 2Kk −
∑
φ ≡ 0 mod 2π as well. 
Let us define functions hj of 1 + j variables recursively by h0(x) = 1 and
hJ (x;φ1, . . . φJ)
=
1
|1− ei(2k−φ1−...−φJ )|
J−1∑
j=0
hj(x;φ1, . . . , φj)hJ−j−1(x;φj+1, . . . , φJ−1).
Next, we recall that by Lemma 2, ||λα||≤ 2.
Lemma 5. Where ||Φ0|| refers to the maximum of the periodic continuous function
|Φ0(x)|, the function gJ,1 can be bounded in terms of hJ in the following manner:
|gJ,1(x; {φj}
J
j=1)|≤
2(2||Φ0||)
J
J !
∑
σ∈SJ
hJ(x; {φσ(j)}
J
j=1).
Proof. We prove this by induction. First we note that
|g1,1(x;φ1)|=
∣∣∣∣2λ2k−φ1e2i̟(x)f1,1(x;φ1)1− ei(2k−φ1)
∣∣∣∣ ≤ 4||Φ0||h1(x;φ1).
For J ≥ 2, we deduce, using (17), (19) and the inductive hypothesis,
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|gJ,1(x; {φj}
J
j=1)|=
∣∣∣∣∣2
λ2k−
∑
J
j=1 φj
e2i̟(x)fJ,1
1− ei(2k−
∑
J
j=1 φj)
∣∣∣∣∣
=
∣∣∣∣∣∣
2
1− ei(2k−
∑
J
j=1 φj)
× λ2k−
∑
J
j=1 φj

e2i̟(x)Φ0(x)

w0 ⊙ gJ−1,1 + 1
2
w1 ⊙
J−2∑
j=1
gj,1 ⊙ gJ−j−1,1




∣∣∣∣∣∣
≤
4||Φ0||
|1− ei(2k−
∑
J
j=1 φj)|
∣∣∣∣∣∣

w0 ⊙ gJ−1,1 + 1
2
w1 ⊙
J−2∑
j=1
gj,1 ⊙ gJ−j−1,1


∣∣∣∣∣∣
≤
2(2||Φ0||)
J
|1− ei(2k−
∑
J
j=1 φj)|
∣∣∣∣∣∣

2w0 ⊙ hJ−1,1 + 2w1 ⊙ J−2∑
j=1
hj,1 ⊙ hJ−j−1,1


∣∣∣∣∣∣
≤
2(2||Φ0||)
J
|1− ei(2k−
∑
J
j=1 φj)|

2|w0|⊙hJ−1,1 + 2w1 ⊙ J−2∑
j=1
hj,1 ⊙ hJ−j−1,1


=
2(2||Φ0||)
J
J !
∑
σ∈SJ
hJ (x; {φσ(j)}
J
j=1).

We are now prepared to prove the following lemma:
Lemma 6. Let E ∈ (0,∞) so that V can be given by (2), and that the following
conditions are satisfied:
(i)
∑∞
l=1|cl|<∞
(ii) for j = 1, . . . p− 1, and 1 ≤ K ≤ j,
∞∑
l1,...,lj=1
|cl1 . . . cljhj(x;φl1 , . . . , φlj )|<∞. (22)
then all the solutions of (1) are bounded.
Before we prove this lemma, we first define
SJ,K(x) =
∞∑
m1,...,mJ
fJ,K(φm1 , . . . , φmJ ))βm1(x) . . . βmJ (x)e
2iK[kx+̟(x)+η(x)], (23)
where βl(x) = cle
−iφlxγl(x).
We can then rewrite (11) as
lnR(b)− lnR(a) = Im
∫ b
a
S1,1(x)dx. (24)
We also define
EJ,K =
∞∑
m1,...,mJ=1
|cm1 . . . cmJ |·||gJ,K(φm1 , . . . , φmJ )||, (25)
where ||g|| refers to the maximum of the continuous periodic function |g|.
Lemma 7. Assume the hypotheses of Lemma 6. For J = 1, . . . , p− 1,∣∣∣∣∣
∫ b
a
(
J∑
K=1
SJ,K −
J+1∑
K=0
SJ+1,K
)
dx
∣∣∣∣∣ ≤
J∑
K=1
EJJ,Kτ
J
K
(26)
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Proof. We apply Lemma 3, setting Φ = e2iK̟(x)fJ,K , with Γ(x) = γm1 . . . γmJ
and φ = φm1 + . . . + φmJ . Noting that the assumption (22) implies 2Kk − φ 6≡ 0
mod 2π, we obtain
(27)
||gJ,K ||
K
τJ ≥
∣∣∣∣∣
∫ b
a
(
e2Ki(η(x)+kx+̟(x))e−iφxΓ(x)fJ,K
− e2Ki(η(x)+kx+̟(x))e−iφxΓ(x)
dη(x)
dx
gJ,K
)
dx
∣∣∣∣∣ .
We then expand dη/dx using (12), apply (17), multiply by cm1 . . . cmJ , sum in
m1, . . . ,mJ from 1 to ∞, and sum in K from 1 to J to prove the lemma. 
Let us define
m = sup
l
||γl(x)||p. (28)
We know it is finite by assumptions we placed on V .
Lemma 8. Assume the hypotheses of Lemma 6. SJ,K(x) is absolutely convergent
when 1 ≤ K ≤ J ≤ p, and if in addition J ≥ 2 then
∞∑
m1,...,mJ=1
|fJ,K(φm1 , . . . , φmJ )βm1(x) . . . βmJ (x)|
≤ |Φ0(x)|
1∑
a=−1
|wa|EJ−1,K+a
∞∑
l=1
|cl|τ
J . (29)
Furthermore, if J = p, we have that also
∫ ∞
0
∞∑
m1,...,mJ=1
|fJ,K(φm1 , . . . , φmJ )βm1(x) . . . βmJ (x)|dx
≤ |Φ0(x)|
1∑
a=−1
|wa|Ep−1,K+a
∞∑
l=1
|cl|m(x)
J . (30)
Proof. From (17) we have
|fJ,K(φm1 , . . . , φmJ )|
≤ |Φ0(x)|
1∑
a=−1
∑
σ∈SJ
|wa|·|gJ−1,K+a(φmσ(1) , . . . , φmσ(J−1))|
We then multiply by
|βm1(x) . . . βmJ (x)|≤ |cm1 . . . cmJ |τ
J .
Summing in m1, . . . ,mJ completes the proof of (29).
For J = p, we multiply instead by
∫ ∞
0
|βm1(x) . . . βmJ (x)|dx ≤ |cm1 . . . cmJ |m
J ,
to get (30).

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Proof of Lemma 6. We sum (26) in J = 1, . . . p− 1, to obtain∣∣∣∣∣∣
∫ b
a

S1,1(x) − p∑
K=1
Sp,K(x)−
p∑
j=2
Sj,0(x)

 dx
∣∣∣∣∣∣ ≤
p−1∑
j=1
j∑
l=1
1
l
Ej,lτ
j . (31)
Note that the RHS converges due to the assumption (22) together with Lemma 5.
By using Lemma 8 for J = p, integrating in x and summing in K,∣∣∣∣∣
p∑
K=1
∫ b
a
Sp,K(x)dx
∣∣∣∣∣ ≤ ||Φ0||
p−1∑
r=0
Ep−1,r
∞∑
l=1
|cl|m
p.
We have now that
|lnR(b)− lnR(a)|−B˜(b) ≤
p−1∑
j=1
j∑
l=1
1
l
Ej,lτ
j
+ ||Φ0||
p−1∑
r=0
Ep−1,r
∞∑
l=1
|cl|m
p.
where B˜(b), a bound on the
∑
Sj,0 term, is independent of our choices of R and η.
In other words, we can write
lnR(b)− lnR(a) + i(η(b)− η(a)) = A(b) +B(b)
Where A(b) converges as b → ∞, and B(b) is independent of η and R. Consider
now two solutions of (1), u1, u2 with the corresponding (R1, η1), (R2, η2). We then
also have
lnR1(b)− lnR1(a) + i(η1(b)− η1(a)) = A1(b) +B1(b)
lnR2(b)− lnR2(a) + i(η2(b)− η2(a)) = A2(b) +B2(b)
We note that B1 = B2. Therefore subtracting the first equation from the second
we obtain
lnR2(b) + iη2(b)− lnR1(b)− iη1(b) = A2(b)−A1(b).
In particular, both sides of this equation converge when b → ∞, and so we must
know that
ln
R2(b)
R1(b)
, η1(b)− η2(b),
both converge as b→∞.
However, we know that the Wronskian of u1, u2 does not depend on b. We may
express the Wronskian as
ω = R1(b)R2(b) sin|η1(b)− η2(b)|
But we know that (η1(b) − η2(b)) converges as b → ∞, and so in response to a
choice of u2 it is possible to choose solution u1 so that limb→∞ sin|η1(b)− η2(b)|= ǫ
for some ǫ > 0. This is because convergence of η1(b)−η2(b) is at a rate independent
of initial conditions. Thus for sufficiently large b, we can choose u1 by, say, the initial
condition η1(b) = η2(b) + π/2, and this would guarantee the limit is nonzero. But
then we have
lim
b→∞
ln(R2(b)
2) = − ln((ǫ)/ω) + lim
b→∞
Re(A2(b)−A1(b)).
Thus R2(b) converges, and hence we have proven our lemma. 
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4. Proofs of theorems
Lemma 9. Assume that (5) holds. Then for a positive integer j, the set of k for
which the condition (22) fails has Hausdorff dimension at most ja.
Proof. The proof is similar to that of Lemma 4.2 in [Luk12], even though our h is
defined slightly differently. The most significant difference is that our singularities
are at 2k −
∑
φ = 2πn rather than just at 0, so each choice of
∑
φ generates
infinitely many singularities rather than just one. We adjust the proof by restricting
the measure ν in Lemma 4.1 of [Luk12] to be a finite uniformly β-Ho¨lder continuous
measure on [−π, π]. 
Proof of Theorem 3. Note that by standard results in Floquet Theory (cf. [Wei03])
the quasimomentum k is monotone and analytic on bands of the ac spectrum of the
unperturbed operator. Thus the theorem follows immediately from Lemmas 6 and
9, and the fact that monotone analytic maps preserve Hausdorff dimension. 
Proof of Theorem 1. It is clear that for finite frequencies, the points of our S are
the only ones which might not satisfy the small divisor condition (22). 
5. Existence of embedded eigenvalues
We already know that the set S described in Theorem 1 is optimal, since they are
optimal for V0 = 0, by [Kru¨12] and [Luk13]. In this section we wish to demonstrate
examples of point spectrum even when the background potential V0 is not identically
zero.
The proofs in this section will be similar to the proofs in Section 6 of [Luk13],
except that f in our proofs are periodic in x instead of constant in x. The following
lemma will thus prove useful.
Lemma 10. Let P (x) be a C1 1-periodic function on R+, and let P be its mean.
Let q(x) be a C1 function of bounded variation on R+ such that q
′(x) ∈ L1(R+)
and limx→∞ q(x) = 0. Then
∫∞
0 (P (x) − P)q(x)dx is finite.
Proof. This follows from integration by parts. Let A(x) be an antiderivative of
P (x)− P and notice that A(x) is periodic. We then calculate
∫ ∞
0
(P (x) − P)q(x)dx = A(x)q(x)
∣∣∣∣
∞
0
−
∫ ∞
0
A(x)q′(x)dx,
and observe that the term on the RHS is finite.

Lemma 11. Let R(x), η(x) be the Pru¨fer variables corresponding to some solution
of (1). Assume that
d
dx
logR(x) ∼ −
B(x)
x(p−1)γ
, (32)
for some periodic C1 function B(x) with positive mean, and the limit
η∞ = lim
x→∞
η(x)
exists. Then for some A > 0,
u(x) = Af(x)ei[kx+η∞](1 + o(1)), x→∞.
where denoting B as the mean of B(x) (remember that B is positive),
f(x) =
{
x−B γ = 1
p−1
exp
(
− B1−(p−1)γx
1−(p−1)γ
)
γ ∈
(
1
p
, 1
p−1
)
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These asymptotics imply the existence of an L2 solution of (1) if γ ∈
(
1
p
, 1
p−1
)
,
and hence an eigenvalue.
Proof. This follows immediately Lemma 6.1 in [Luk13] and our Lemma 10. 
Theorem 4. Consider
V (x) =
K∑
l=1
Lk
1
xγ
cos(αlx+ ξl(x)) + β0(x), x ≥ x0 (33)
where
γ ∈
(
1
p
,
1
p− 1
]
,
Lk > 0, and
β0(x) ∈ C
1,
d
dx
(β0(x)) = O(x
−pγ), β0(x) = O(x
−γ), x→∞. (34)
The functions ξl(x) ∈ C
1 have the property that
ξ′l(x) = O(x
−(p−1)γ), x→∞.
If β0(x) has bounded variation, this ensures that (33) has generalized bounded vari-
ation with phases
{0,±α1, . . . ,±αK}.
Thus V is Lp. Our values for φ1, φ2, . . . are then drawn from {0,±α1, . . . ,±αK}.
Consider a value of k for which 2k ≡ φj1 + . . . ,+φjp−1 mod 2π, such that 2k
cannot be written similarly as a sum of fewer phases. If the 1-periodic function
fp−1,1(x;φj1 , . . . , φjp−1 )e
2i̟(x) does not have mean 0, then there are choices of β0
and ξl so that the operator H given by (1) has point spectrum at all energies E with
the given quasimomentum k.
We will remark that the methods of the previous section make clear that the
converse is true, i.e. if fp−1,1(x;φj1 , . . . , φjp−1) has mean zero, then there is no
point spectrum at the specified value of the quasimomentum.
Proof of Theorem 4. This proof will follow closely the proof of Theorem 1.2. of
[Luk13].
We start from (11) and apply the iterative algorithm in the previous section.
Recall that the algorithm could not deal with the term
fp−1,1(φj1 , . . . , φjp−1)βj1(x) . . . βjp−1(x)e
2ikx+2i̟(x)+2iη(x),
and that instead we had to bound it separately in the form of Lemma 5. Thus if
we denote the number of distinct permutations of (j1, . . . , jp−1) by C1, we obtain
d
dx
logR(x) ∼ Im
(
Λ(x)
x(p−1)γ
eiξ(x)+2iη(x)
)
, (35)
where
Λ(x) = C1fp−1,1(x;φj1 , . . . φjp)e
2i̟(x)Lj1 . . . Ljp ,
and
ξ(x) = ξj1 (x) + . . .+ ξjp−1(x).
Conversely, once we have an appropriate ξ(x), we can construct ξj(x) by taking
ξj(x) = cjξ(x), where the cj are real numbers such that cj1 + . . .+ cjp−1 = 1.
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We now need to show that η(x) has a limit as x → ∞. We apply (12) and see
that
dη
dx
=Φ0(x)V (x)Re(−1 + e
2ikx+2i̟(x)+2iη(x))
∼Re
(
Ω(x) +
Λ(x)
x(p−1)γ
eiξ(x)+2iη(x)
)
,
with
Ω(x) =
p−1∑
I=1
∑
φj1+...+φjI∈2πZ
fI,0(x;φj1 , . . . , φjI )βj1(x) . . . βjI (x)).
Let us replace every function f with its mean in the definition of Ω(x), to obtain
Ωˆ(x). Observe that by Lemma 6.2 of [Luk13], there is a choice of β0(x) such that∫∞
0
Ωˆ(x)dx is finite . By applying Lemma 10, we can see that
∫∞
0
Ω(x)dx is finite
as well.
We then have
dη
dx
∼
Λ(x)
x(p−1)γ
. (36)
Firstly, since we assumed fp−1,1(x) and hence Λ(x) has nonzero mean, it must
be true that Im(Λ(x)eit) has positive mean for some real t. We denote ψ(x) =
ξ(x) + 2η(x).
Lemma 12. Let R(x), η(x) be Pru¨fer variables corresponding to some solution
of (1). Assume that (35) and (36) hold. Then we may pick ξ(x) with ξ′(x) ∈
O(x−(p−1)γ) such that limx→∞ ψ(x) = t.
Proof. The proof is identical to that of Lemma 6.3 of [Luk13], except that we
replace the constant Λ with the periodic function Λ(x), and their Lemma 4.1 with
our Lemma 3. 
With that choice of ξ(x),
d
dx
logR(x) ∼Im
(
Λ(x)
x(p−1)γ
eiψ∞ +
Λ(x)
x(p−1)γ
(eiψ(x) − eiψ∞)
)
∼Im
(
Λ(x)eit
x(p−1)γ
+O(x−pγ)
)
∼Im
(
Λ(x)eit
x(p−1)γ
)
,
and then we simply apply Lemma 11 to complete our proof. 
We now need to determine how often the condition that
fp−1,1(x;φj1 , . . . φjp−1)e
2i̟(x)
has nonzero mean is satisfied. We will show that this condition is satisfied for a
nontrivial class of periodic functions ϕ(x)e−ikx. We will start with a suggestive
example. For notational convenience, let us adjust the order of the phases so we
can rewrite φj1 , φj2 , φjp−1 as φ1, φ2, . . . , φp−1.
Proposition 2. Assume that the Floquet solution ϕ is given as Ceikx for some
positive C (i.e., Φ0(x) =
C
ω
and ̟(x) = 0). Then for a choice of phases {αi} away
from an algebraic set of codimension 1, for every 1 ≤ l ≤ j ≤ p− 1
fj,l(x;φ1, . . . φj)e
2il̟(x),
is a nonzero constant in x (the constant depends on j, l).
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Proof. Let us assume that 2Kk −
∑l
t=1 φσ(t) ≡ 0 mod 2π does not hold for any
l ≤ j, any choice of phases, any permutation σ of p− 1 elements, and any K < p.
We can make this assumption since it is a codimension 1 condition on the {αi}.
We may calculate that for a constant C, e2il̟(x)λα,lC = −
C
α
. Thus applying
(17), we discover that
fj,l(x;φ1, . . . φj)e
2il̟(x)
is a rational function in the variables k, φ1, . . . , φj , with denominator terms of the
form 2Kk−
∑
φ. Note that for large enough k all the terms are strictly positive (the
quasimomentum k only takes values in a π-interval, but in the context of this proof
we are viewing it as a variable in R) . But then it is an easy induction argument
that
(−1)l+1fj,l(x;φ1, . . . φj)e
2il̟(x)
is strictly positive, using (16) and (17). This demonstrates that it is a nontrivial
rational function, and therefore is only zero on a set of φjs of codimension 1. 
Lemma 13. Assume that the 1-periodic function ϕ(x)e−ikx has finite Fourier ex-
pansion
N∑
n=−N
ϕˆ(n)e2πinx.
Assume that the phases {αi} are chosen away from the codimension 1 algebraic set
described in Proposition 2. Then if the Fourier coefficients ϕˆ(n) are chosen away
from another algebraic set of codimension 1, the corresponding
fj,l(x;φ1, . . . φj)e
2il̟(x),
have nonzero mean for all 1 ≤ l ≤ j ≤ p− 1.
Proof. As a first step, we have to understand how e2il̟(x)λα,l acts on finite Fourier
sums. So let us consider Φ(x) =
∑N
n=−N Φˆ(n)e
2πinx. For the reader’s convenience,
we will take this somewhat tedious calculation step by step, using the proof and
notation of Proposition 1 as a guide.
First, we need to determine the value of Qα(x), that is, the antiderivative of
Φ(x)eiαx with Qα(0) = 0. We find that
Qα(x) =
∫ N∑
n=−N
Φˆ(n)e(2πn+α)ixdx
=C +
N∑
n=−N
Φˆ(n)
e(2πn+α)ix
(2πn+ α)i
.
Using Q(0) = 0, it is easy to calculate the value of C. We then obtain, finally
Qα(x) =
N∑
n=−N
Φˆ(n)
e(2πn+α)ix − 1
(2πn+ α)i
.
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Then, by (13), we have
Φ˜α(x) =−
(
N∑
n=−N
Φˆ(n)
e(2πn+α)ix − 1
(2πn+ α)
)
e−iαx(1− eiα)
+
(
N∑
n=−N
Φˆ(n)
e(2πn+α)i − 1
(2πn+ α)
)
e−iαx
=−
(
N∑
n=−N
Φˆ(n)
e2πnix − e−iαx
(2πn+ α)
)
(1− eiα)
+
(
N∑
n=−N
Φˆ(n)
eiα(1−x) − e−iαx
(2πn+ α)
)
=
N∑
n=−N
−
Φˆ(n)(1 − eiα)
(2πn+ α)
e2πnix.
and thus by Definition 1, we know that
Φ(x)→ e2il̟(x)
λα,lΦ(x)
1− eiα
modifies the Fourier coefficients so that Φˆ(n)→ − Φˆ(n)2πn+α .
Now using (16),(17), and the fact that
Φ0(x) =
∑N
n=−N ϕˆ(n)e
2πinx
∑N
n=−N ϕˆ(−n)e
2πinx
ω
,
we deduce that
fj,l(x;φ1, . . . φj)e
2il̟(x),
is a finite Fourier sum, whose coefficients are all polynomials in {ϕˆ(n)} ∪ {ϕˆ(n)}.
In particular, the zeroth Fourier coefficient, which gives us the mean of fj,l, is a
polynomial in {ϕˆ(n)} ∪ {ϕˆ(n)}. But we know it is not identically zero, since by
Proposition 2 the mean is nonzero when ϕˆ(0) = ϕˆ(0) = C a positive constant and
all the other ϕˆ(n), ϕˆ(n) are zero. Thus the mean can be zero only on a codimension
1 set of {ϕˆ(n)} ∪ {ϕˆ(n)}. 
Proposition 3. Assume that the phases {αi} are chosen away from the codimen-
sion 1 algebraic set described in Proposition 2. Then for a dense open set of V0(x)
in (6) in the L1(0, 1)-topology , the corresponding
fj,l(x;φ1, . . . φj)e
2il̟(x),
have nonzero mean for all 1 ≤ l ≤ j ≤ p− 1.
Proof. Let us for notational convenience set ψ(x) = ϕ(x)e−ikx. First note that
trigonometric polynomials are dense in the space of 1-periodic functions under the
W 2,1((0, 1)) topology. We further claim that the set of trigonometric polynomials
in Lemma 13 (i.e., missing an algebraic codimension 1 set) is still dense in the space
of 1-periodic functions. This is obvious, since for any n we can apply an arbitrarily
small trigonometric polynomial (in the W 2,1((0, 1)) sense) perturbation of degree
n to a trigonometric polynomial in that algebraic codimension 1 set so that the
perturbed polynomial is not in the codimension 1 set.
Also, the condition that the
fj,l(x;φ1, . . . φj)e
2il̟(x),
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have nonzero mean for all 1 ≤ l ≤ j ≤ p − 1 is clearly an open condition in
W 2,1((0, 1))-norm of ψ(x), since the expressions are sums of antiderivatives of ψ.
Thus this condition is an open and dense condition in the space of 1-periodic func-
tions ψ(x) under the W 2,1((0, 1)) topology.
Furthermore, if we write (6) in terms of ψ and k, we get
V0(x)− E =
ψ′′(x)
ψ(x)
+ 2ik
ψ′(x)
ψ(x)
− k2.
Recall that since we assumed ϕ, ϕ are linearly independent, it must be true that
ψ(x) is nonzero for all x. So, noting that the quasimomentum k depends continu-
ously on V0, it is clear that an open and dense set in ψ corresponds to an open and
dense set in V0 (using the L
1(0, 1) topology).

Theorem 2 is an immediate corollary of this proposition.
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