Abstract. The heat equation posed on the half-line may be used as a simple mathematical model describing the operation of an amperometric ion sensor. These sensors represent the next generation of sensors that are in routine use today. Such sensors may be used to measure ion concentrations in the laboratory, for clinical analysis, environmental monitoring, process and quality control, biomedical analysis, and in physiological applications. Study of the heat equation and its solutions provides insight into the operation of these ion sensors.
1. Introduction. In this article we describe a mathematical model for a pulsed amperometric ion sensor. Simpler, potentiometric counterparts of these sensors are routinely used in clinical laboratories and in hospitals at patients' bedsides to measure common blood electrolytes. Further, their application is widening to environmental and industrial analysis. Currently, over 1 billion measurements are performed annually worldwide with such devices, [1] . The key part of the sensor is a polymeric membrane that incorporates a selective molecular host molecule that is capable of selectively binding the molecule that is to be sensed.
In hospitals all over the world, blood samples are analyzed for dozens of different compounds. This provides the physician with up-to-date information that greatly assists in making accurate diagnoses. Among the many substances that are of high importance are electrolytes such as potassium, sodium, calcium, magnesium, chloride and others. These are measured with chemical sensors. Besides their recent use in clinical analysis their application is spreading to other areas, such as, environmental monitoring, process and quality control, general laboratory use, biomedical analysis, and in physiological applications. So far, most of these sensors are composed of a highly selective polymer film in contact with the sample. The observed voltage (potential) that spontaneously develops between the polymer and the sample is used to determine the composition of the sample. In recent years, amperometric rather than potentiometric sensors based on similar polymeric materials have started to emerge (see figure 1.1 for sensor setup). Here, a potential is imposed and a resulting current is used to determine the sample composition. The basic response principle of this class of sensors is briefly outlined below. A mathematical treatment of the relevant diffusion processes on the basis of partial differential equations may offer deeper insights into how such amperometric sensors work, and what are the optimal operating conditions and parameters.
The pulsed amperometric sensors, described here, use repetitive voltage pulses to extract ions into the polymeric membranes. The current associated with the ion flux is then indicative of the ion concentration in the sample. For these sensors, the ion concentration in the (surface area of the) membrane comprising the sensor can be modeled with a one dimensional heat equation posed on a semi-infinite domain.
Using elementary methods (separation of variables and Fourier series, so the paper is accessible to seniors and beginning graduate students) one can write down solutions to the (partial differential) equations, compute ion concentrations, fluxes, and in some cases, also write down periodic solutions which result from periodic boundary conditions.
It turns out that even this simple mathematical model describes the physical situation quite well. The mathematical predictions have been compared to experimental results, [6] and [7] . In addition, these predictions can be used to design improved voltage pulse sequences, to eliminate sensor drift, and to minimize response times. solution containing a complex variety of dissolved species. The other phase is a polymer where some of these species may extract into. It is often doped with a so-called ionophore, which is a larger molecule that may selectively bind to one of the charged species present in the sample, see figure 1.2 (for a schematic of the ionophore binding scheme). Because of the presence of such an ionophore, the polymer may exhibit a very unique selectivity, i.e., only one type of sample species can actually extract into the polymer. How can one obtain a signal from this process that is practically useful? With amperometric sensors, a current is measured that is indicative of the sample concentration. As a voltage E PB is applied across the interface, the concentrations of any charged species I + contacting the interface must change to obey the following contains an ionophore that binds to a specific analyte selectively, the sensor can operate selectively in mixed samples containing other ions.
phase boundary potential equation:
For any ion I + , all parameters appearing in (1.1) are constant with the exception of E PB (the applied voltage), the activity of I + in the sample a I,aq , the activity of I + in the polymer a I,org and the absolute temperature T . The activity of a species is nearly identical to its concentration, i.e., the amount dissolved per unit volume, but it is also influenced by the presence of other electrically charged species in the solution. The term (µ I,org − µ I,aq )/z I F describes the lipophilicity of I + , and is a function of the required energy to transfer I + from the sample into the polymer, µ I,org and µ I,aq are the so-called chemical potentials of the species I + in the polymer and in the sample, respectively. Also, R, z I and F are the gas constant, the charge of the species I + , and the Faraday constant, respectively. Assuming the activity of I + is identical to its concentration c I . At 25
• C, for singly charged species (z I = 1), equation (1.1) simplifies to
where now c I,aq and c I,org are the ion concentrations in the sample and in the polymer, respectively. For details and the derivation of these equations see [9] . Equation (1.2) and figure 1.3 illustrate the effect of an applied potential on the concentration profiles of I + across the interface. For every 59 mV decrease in voltage, the concentration ratio across the interface has to change tenfold to accommodate equation (1.2) . In principle, either of the two concentrations can be altered. However, if the concentration of I + in the sample is relatively high and its diffusion coefficient in the sample much larger than in the polymer, depletion in the sample is insubstantial and c I,aq will remain invariant. Rather, the concentration of I + in the polymer phase boundary will increase tenfold. Once I + is extracted into the polymer, it spontaneously diffuses further into the interior of the polymer, and more I + must be transferred from the sample to keep equation (1.2) valid. Since I + is electrically charged, this flux of ions defines the observed current across the cell. Equation (1.2) dictates that the concentration ratio of I + in both phases is defined by the applied voltage. A higher sample concentration of I + , therefore, dictates a higher polymer concentration of I + . Since a larger amount of I + now diffuses away from the interface into the interior of the polymer, a larger current is observed. One can therefore relate this current to the concentration of I + in the sample, and use such a device as a sensor. The + away from the interface into the interior of the polymer defines the observed current. Bottom: previously extracted ions can again be removed from the polymer by switching the applied voltage to a small value.
highly selective complexing agent (ionophore) present in the polymer will assure that a significant current is only detected with one type of chemical. It is obvious that the rate of diffusion of I + in the polymer is time dependent. As time progresses, the flux (of ions into the membrane) and therefore the observed current decreases continuously as more charged species start to eventually saturate the polymer. This problem is circumvented by alternating the applied voltage to a value where nearly all previously extracted sample species are transferred again into the contacting sample solution. After a waiting period, this so-called stripping pulse re-establishes a polymer again void of I + . Upon the application of a so-called uptake pulse, where I + again is transferred into the polymer, the current reading should again be fully reproducible, that is, it should perfectly duplicate the current observed during a previous uptake pulse.
A typical voltage sequence and the accompanying current response are shown in figure 1 .4. The current changes sign for the stripping pulse, indicating that I + is now diffusing from the polymer back into the sample. Since the current is decreasing within each uptake pulse, it is sampled at the end of the pulse (indicated by a vertical arrow) and used for later data analysis. To regenerate the polymer, a longer stripping pulse is applied before the next uptake pulse.
Ideally one would like to impose a periodic pulsing (a periodic voltage at the interface) and obtain as a result a periodic current. Whether such an ideal situation can be realized, and how to do so can be predicted by analyzing the mathematical model. An appropriate mathematical model can also answer questions about optimal operating conditions (length of uptake and stripping pulses) in order to obtain reproducible current readings that are stable, yet show acceptably short response times.
Historical Notes.
We will see in the sequel that our mathematical model is comprised of a one dimensional heat equation, posed on the half line with a time dependent boundary condition at one end. In particular, we are interested to know under what conditions periodic boundary conditions lead to periodic solutions.
It is interesting to note that a similar question was already considered by Joseph Fourier when studying the temperature below the earth's surface. Joseph Fourier describes the problem (see [5] Article 12):
"The problem of the terrestrial temperatures presents one of the most beautiful applications of the theory of heat; the general idea to be formed of it is this. Different parts of the surface of the globe are unequally exposed to the influence of the solar rays; the intensity of their action depends on the latitude of the place; it changes also in the course of the day and in the course of the year, and is subject to other less perceptible inequalities. It is evident that, between the variable state of the surface and that of the internal temperatures, a necessary relation exists, which may be derived from theory."
He continues to say:
"This diversity of temperature interests us still more, if we consider the changes which succeed each other in the envelope itself on the surface of which we dwell. Those alternations of heat and cold which are reproduced every day and in the course of every year, have been up to the present time the object of repeated observations. These we can now submit to calculations, and from a common theory derive all the particular facts which experience has taught us. The problem is reducible to the hypothesis that every point of a vast sphere is affected by periodic temperatures; analysis then tells us according to what law the intensity of these variations decreases according as the depth increases, what is the amount of the annual or diurnal changes at a given depth, the epoch of the changes, and how the fixed value of the underground temperature is deduced from the variable temperatures observed at the surface."
Fourier ends the section with the observation and prediction which still holds true (see [5] Article 21):
"The theory of heat will always attract the attention of the mathematicians, by the rigorous exactness of its elements and the analytical difficulties peculiar to it, and above all by the extent and usefulness of its applications; for all its consequences concern at the same time general physics, the operations of the arts, domestic uses and civil economy."
We note that Fourier's studies yielded major contribution to the theory of partial differential equations and to the theory of heat diffusion in solid bodies, in particular. He proposed that any function could be written as an infinite sum of the trigonometric functions cosine and sine and provided a formula for computing their coefficients in the series which bears his name.
2. Mathematical Model. The polymer phase is much thicker (ca. 200 µm) than the penetration depth of the diffusion profile of I + (ca. 2-4 µm). Therefore, this diffusive phenomenon can be modeled as diffusion into a semi-infinite slab. Moreover, the polymer is cylindrical in shape and diffusion is allowed only in one dimension, along the x-axis of the cylinder. In practice, the polymer also contains a very high concentration of an inactive salt to keep the resistance of the polymer low and to reduce effects of electrical migration. Therefore, it is assumed here that only passive diffusion is relevant to the observed electric current, and that the process can be approximated by considering the diffusion process as being modeled by the classical (one dimensional) heat equation. The applied voltage dictates the phase boundary concentration of the charged species in the polymer (see equation (1.2)). The following equations can therefore be written to describe the present system.
Here c is the unknown concentration, D is a given diffusion coefficient, c 0 is a given initial condition (initial concentration of I + in the membrane), and g is a given boundary condition, given by the voltage applied across the interface (see equation (1.2) in which the phase boundary voltage is denoted by E PB ).
Additional details about the mathematical model we employ, its derivation, and ion sensor operation may be found in [2] and [6] .
As usual, we denote ordinary derivatives by a prime and partial derivatives by subscripts.
Also of importance is the total quantity of I + in the membrane at any given time, this quantity is given by
The total flux of I + into the membrane is just q the time rate of change of the quantity, it is proportional to the electric current j which is measured during an experiment -sensing operation, hence
The constant of proportionality κ = nF A, where n is is the charge of the species (in our case n = 1), F is the Faraday constant, and A is the surface area of the membrane. We comment that an alternate expression for the current may be derived by using the differential equation (2.1), the relationship
and the fact that for a finite ion source the concentration gradient, c x (x, t), must be zero at x = ∞. Combining these facts we obtain
Before we construct some solutions of (2.1)-(2.3) which are relevant to sensor operation we review some basic facts about a diffusion equation (heat equation) posed on the whole line and on the half-line. These simple facts will allow us to construct such solutions, study their behavior, and analyze our model.
Mathematical Preliminaries.
We begin by reviewing some facts about the diffusion equation posed on the whole line and on the half line. Additional material may be found, for example, in [3] , [8] , [10] , or any standard textbook on partial differential equations. A more exhaustive treatment of the heat equation is given in [11] and in [4] which also contains a comprehensive bibliography.
First, consider the diffusion equation on the whole line
Also consider the (corresponding) homogeneous equation
Since the equation (3.3) is linear (as well as, (3.1)) the superposition principle applies and, in this case, implies that a linear combination of solutions of (3.3) is a again a solution of (3.3). In addition, the translates c(x − y, t) and c(x, t − s) of any solution c(x, t) are again solutions. Any derivative or integral of a solution is again a solution as well as a derivative or integral of a solution with respect to a parameter. And finally, if c(x, t) is a solution of (3.3) then (for any positive constant a) the dilate c( √ ax, at) is also a solution of (3.3). These properties may be verified by direct computation and are useful when constructing analytical solutions (for details and additional methods for constructing solutions see the monographs [4] and [11] ).
We mention that by c(x, 0) we mean lim t→0 + c(x, t) and in the sequel by c(0, t) we mean lim x→0 + c(x, t), this interpretation allows us to make sense of the initial and boundary conditions in general situations.
We recall that the fundamental solution, Green's function, or Gaussian kernel for the diffusion equation (3.3) is given by
(see, for example, [8] or [10] for a derivation). We also recall the definition of the error function
which satisfies lim x→±∞ erf(x) = ±1. In the special case that f (x, t) = 0 (i.e., there is no source or sink term in the equation) the solution of (3.1) and (3.2) for 0 < t is given by 6) and in the general case it is given by
Next consider the diffusion equation on the half-line
We can use our previous knowledge (about the equation on the whole line) to construct solutions for this problem. We first consider the case of a homogeneous boundary condition g(t) = 0 and no source or sink, f (x, t) = 0 (the homogeneous equation). The solution of this problem can be obtained by settingc 0 to be the odd extension of c 0 to the whole line (that is,c 0 (x) = −c 0 (−x), for x < 0,c 0 (0) = 0, andc 0 (x) = c 0 (x), for 0 < x) and using the Green's function (3.4) and (3.6) to obtain
whose restriction to 0 < x (still denoted by c) satisfies the problem with the homogeneous boundary condition. Simple manipulation then yields
For the special case c 0 (x) = 1 we get (with u = (x − y)/ √ 4Dt in the first integral and v = (x + y)/ √ 4Dt in the second integral) that
In the case that there is also a source term (we can again use the method of odd extension) we obtain the solution
Finally in the general case (when the boundary condition g is also non-zero) we solve the problem by (using the mathematicians favorite device of) reducing it to one already solved. Homogenizing the boundary condition, that is, reducing the equation to the homogeneous one by considering a new function c(x, t) − g(t) which satisfies equation (3.8)-(3.10) with f (x, t) replaced by f (x, t) − g (t), c 0 (x) replaced by c 0 (x) − g(0), and g(t) replaced by 0, we realize that the solution is
Another, slightly simpler, expression can be obtained if we integrate by parts in the second integral above. Integrating by parts (and changing variables) we get
ds .
An alternate approach for deriving the last equation may be found, for example, in [4] . It is now a routine exercise (which we leave for the interested reader) to verify that the solution of
is given by
We can now use the basic solutions constructed above (and (3.15) in particular) as building blocks to construct solutions for various more complicated initial boundary value problems. In particular, in the next section we construct solutions to initial boundary value problems modeling chemical sensors.
Solutions Describing Sensor Operation.
We now consider several scenarios for the operation of a pulsed amperometric sensor. We start out with the simplest case, the response to a single, finite duration, uptake pulse, then we consider the response to multiple uptake and striping pulses of finite, but variable duration and variable amplitude, and finally we consider the response to a periodic pulsing. A Maple worksheet with some examples describing these pulsed amperometric sensors may be found on the World Wide Web at http://www.auburn.edu/∼ajm/chem.
For a single (uptake) pulse of constant amplitude α which is on for 0 < t < T (thus T is the pulse duration, or duration of uptake) followed by an infinite stripping pulse the equations take on the form c t (x, t) − Dc xx (x, t) = 0 for 0 < x , 0 < t (4.1)
Here H(s) is the Heaviside (step) function which is H(s) = 0 for s < 0 1 for 0 < s .
Using the knowledge gained in the previous section we see that for 0 < t < T the solution (the ion concentration in the membrane) is
and for T < t the concentration is
The quantity (the total amount of ion in the membrane) for 0 < t < T is given by
and for T < t the quantity is given by
We note that last integral appearing above and the one appearing in the expression for the concentration are hard to compute directly. We may, however, obtain simpler expressions for the concentration and quantity (for T < t) by exploiting the superposition principle.
Using the superposition principle (linearity) we readily see that the concentration is
and the quantity is
Finally we find that the current (which is proportional to the total flux; the time derivative of the quantity) is
We now further generalize our results in two directions: First we will consider the response to multiple pulses (which may be of variable amplitude) of variable durations (variable uptake times) and with variable inter-pulse durations (variable stripping times). Then we will consider a special case where the pulses are periodic, in particular, we are interested to see if periodic solutions exist for periodic pulsing. From a practical point of view we are interested in the affect the period and the uptake time (pulse duration) have on the solution. Understanding this response can help in the design of sensors, since information about the required minimum pulse duration for achieving rapid, stable sensor response can be calculated.
Consider the equations describing a pulsed sensor c t (x, t) − Dc xx (x, t) = 0 for 0 < x , 0 < t (4.4)
c(x, 0) = 0 for 0 < x (4.5)
Here T on k is the time at which the kth uptake pulse is switched on and T off k is the time at which the kth uptake pulse is switched off, which is also the time at which the kth stripping pulse begins. The duration of the kth uptake pulse is ∆T k = T off k −T on k and α k is its amplitude. Using the superposition principle we see that the concentration is
the quantity is
and the current is
Finally we consider the equations describing a periodically pulsed sensor -a periodic boundary condition. In the first scenario the sensor starts operating at time t = 0 (with the first uptake pulse starting also at t = 0) c t (x, t) − Dc xx (x, t) = 0 for 0 < x , 0 < t (4.10)
c(x, 0) = 0 for 0 < x (4.11)
Here P is the period of the forcing pulse function (the boundary condition at x = 0), ∆T is the duration of the periodic uptake pulse, and α is its magnitude. In the second scenario the sensor has been operating indefinitely
Formally, using the previous results we can write down the concentration (for both scenarios)
where m = 0 for (4.10)-(4.12), and m = −∞ for (4.13) and (4.14), respectively. Also, we see that for (4.10)-(4.12) the quantity is
and it is easy to check that the quantity increases indefinitely (that is lim t→∞ q(t) = ∞). Hence, it is obvious that for (4.13) and (4.14) the quantity must be infinite. Similarly, the current
where m = 0 for (4.10)-(4.12), and m = −∞ for (4.13) and (4.14), respectively. Instead of using the Green's function to construct the solution of (4.13) and (4.14) we may use Fourier series and separation of variables. It is then immediately apparent that the solution constructed is indeed periodic. Assume for a moment that the boundary condition (4.14) is replaced by c(0, t) = g(t) with
for some constant a and where the frequency ω = 2π/P (and, as usual, i is the square root of −1). The solution of this problem is then
More generally if
where
Now for our particular problem (equations (4.13) and (4.14))
This last expression may be used to compute the current (and also the change in the quantity over a period). Some obvious observations that we can now make are that:
• The solution of (4.13) and (4.14) given by (4.18) is periodic.
• The solution of (4.10)-(4.12) is not periodic but it approaches the periodic solution of (4.13) and (4.14) as t → ∞.
• There exists an initial condition c 0 so that if we replace (4.11) by c(x, 0) = c 0 (x) then (4.10) and (4.12) (and this initial condition) will have a periodic solution.
• For the periodic solution the quantity is infinite and the concentration at infinity is α∆T /P , that is, lim x→∞ c(x, t) = α∆T /P . We point out that for the last conclusion one must use the fact that both sums appearing in (4.18) converge uniformly on [y, ∞), for y > 0.
Discussion of Results.
We now consider a periodically pulsed amperometric ion sensor, that is, a sensor that is pulsed periodically starting at time t = 0. Equation (4.7) (the solution of (4.4)-(4.6)) describes the time-dependent concentration profiles of extracted ions in the polymer phase boundary as a function of a fluctuating phase boundary concentration (4.6) . This boundary condition is fully dictated by the magnitude of the applied potential (see equation (1.1)) . To mimic the characteristics of a periodically pulsed amperometric sensor, the boundary condition is alternated between some set value α and zero (that is in (4.6) α k = α for k = 1 , . . . , m) within one period P = T on k+1 − T on k for k = 1 , . . . , m − 1 (and T on 1 = 0). As a result of this alternating boundary condition, ions are continuously extracted into and back out of the polymer within the period. Ideally, the zero boundary condition (stripping pulse) leads to near-complete stripping of all ions from the polymer that were taken up during the preceding uptake pulse (see also figure 1.4 ). An illustrative example is shown in figure 5 .1, where equal uptake and stripping times of one second each were chosen. Using the solution (4.7), the concentration profiles for the very first and the fifth period are displayed. Clearly, ions start to accumulate within one uptake pulse. Upon alternating the boundary condition to zero, ions are again depleted from the polymer. Evidently, a substantial concentration of ions are still present in the polymer toward the end of the stripping pulse at two seconds. As this sequence is repeated, more ions start to accumulate in the polymer with time, and the concentration profile is initially (for finite times) not reproducible (not periodic).
In these cases, the penetration depth of the extracted ions within the polymer is linearly dependent on the square root of the diffusion coefficient. (Here we have used the term penetration depth somewhat losely, but it can be defined precisely as the point x d such that the portion of the membrane [0, x d ] contains a certain fraction, e.g., 95% of the total extracted ions.) For commonly used polymeric membranes the order of magnitude of the diffusion coefficient is 10 −8 cm 2 /s (and a corresponding penetration depth), thus an appreciable amount of ions will diffuse only into about the first 5 µm of the polymer surface layer (see figure 5.1) .
Eventually, after a great number of pulses, the concentration profiles will approach the periodic solution for this system (given by equation (4.15) with m = −∞, or (4.18)), which is shown on the top right of figure 5.1. The interior of the polymer contains an ion concentration that is proportional to the uptake pulse magnitude α and the ratio of pulse duration and period, that is, lim x→∞ c(x, t) = α∆T /P . The observed current j is proportional to the ion flux across the phase boundary, and is therefore proportional to the time rate of change (the derivative with respect to t) of the quantity (see equation (2.5)), and also to the concentration gradient (the derivative with respect to x) at the phase boundary (see equation (2.6)). The timedependent current for the three cases discussed above is shown in the second row of figure 5.1. Within an uptake pulse, the current decreases monotonically, with an initial precipitous decrease. If the uptake pulse were to be infinitely long, the current would eventually approach zero. On the one hand, the length of the uptake pulse should not be too short to ensure good reproducibility from pulse to pulse and to eliminate experimental influences (so-called charging currents) that are not related to the ion diffusion processes discussed here. On the other hand, very long uptake pulses are not practical because of small current values and prohibitively long lag times between readings, which are only performed once within an uptake pulse (see vertical arrows in figure 1.4) . In practice, uptake pulse durations range from 50 to 1000 ms. During the stripping pulse (when the boundary concentration is zero), the current changes sign and starts to drop to small values. For stripping pulse duration of just 1 s the current does not approach near-zero values, which is indicative of an incomplete stripping of the ions from the polymer. This is further illustrated in the last row of figure 5 .1, where the change in the total quantity of ions present in the polymer phase is shown as a function of time (recall that, the quantity is the integral of the concentration profile, see (2.4) , and that the change in the total quantity may be calculated from the integral of the current, see (2.5)). Clearly, the amount of ions extracted during the first uptake pulse significantly exceeds the amount of ions stripped during the stripping pulse (the period when the boundary concentration is set to zero). This discrepancy continuously decreases (see middle column of figure 5.1 for the fifth uptake pulse) as the periodic solution is approached, and it is zero for the periodic solution (third column in figure 5.1) . If one were to use this specific pulse sequence with equal uptake and stripping times, the currents sampled toward the end of each uptake pulse would continuously decrease and stabilize as time increases (that is they would approach some limiting value). Clearly, longer stripping times are required to improve the reproducibility of these current readings from pulse to pulse. This is illustrated in figure 5 .2 which shows the relative calculated currents at the end of the first 5 uptake pulses as a function of the length of the stripping pulse. The duration of the uptake pulse is set to 1 s. Evidently, longer stripping pulses lead to much less change in the sampled current as the uptake/stripping sequence is repeated. The dotted line shown in the figure indicates the calculated current for the periodic solution, which is approached after very long continuous application of the particular pulse sequence for the same sample. Clearly, the current readings change much less as the duration of the stripping pulse increases. It appears that stripping times that are about 25 times longer than the uptake times are adequate to ensure current readings that decrease less than 1% over time. The time required for a sensor signal to reach a value within a given percentage of the final value is called the response time. It can now be conveniently predicted by comparing the currents sampled at the end of each uptake pulse (given by equation (4.9)) to the value for the periodic solution (given by equation (4.17). Figure 5 .3 illustrates the number of pulses that are required to be within 5% and 1% of the final current reading as a function of the measuring period (the measuring period is the sum of the uptake time and stripping time, here stripping times are equal to the measuring period minus the 1 s uptake time). Evidently, if the very first measuring pulse must be sufficient to give a current that will decrease less than one percent during further pulsing periods, the period must be at least 19 s. This means that the stripping time must be at least 18 time longer than the uptake time. Shorter stripping times will lead to significantly longer response times. For example, 5 repeated pulses have to be measured for a stripping time of 10 s (a measuring period of 11 s) in order to be within 1% of the final current, which would require a significantly longer time than a single 19 s measuring period. Furthermore, the equations developed here allow one to also vary the boundary condition (the value of α i ) from period to period, allowing for more complicated measurement schemes.
As outlined above, a concentration change in the sample will alter the boundary condition on the basis of equation (1.1). A higher sample concentration dictates a higher uptake of ions into the polymer at a given applied voltage, which leads to a larger current. In equation (4.6), the phase boundary concentration (for the ith pulse) α i was doubled during every other pulsing period. This mimics a practical experiment where concentrations can vary rapidly and the sensor must be able to trace these changes. Figure 5 .4 shows the results for varying stripping times within each period, if the sample concentration is changed after every fifth period. If no stripping pulse at all is applied, as shown in the top left of figure 5 .4, the currents will drift greatly as a function of time, and reproducibility is expected to be very poor. This illustrates quite convincingly why a stripping pulse must follow each uptake pulse. As the other data in figure 5.4 show, further increase of the duration of the stripping pulse leads to much improved reproducibility of the sensor. Consistent with the other results shown above, a stripping pulse that is at least 20 times longer than the preceding uptake time (bottom right of figure 5 .4) appears adequate to ensure excellent reproducibility. In practice it was observed that the stripping pulse must at least be 10 times longer than the preceding uptake pulse in order to give adequate short term reproducibility [7] , and that excellent long term stability of many hours is achieved with even longer stripping times [6] . This is in very good agreement with our theoretical predictions.
6. Concluding Remarks. A simple partial differential equation (the heat equation) was used to model and predict the time dependent response characteristics of pulsed amperometric sensors for electrically charged analytes. These sensors function by extracting the analyte into a sensing polymer. This extraction process is fully controlled by applying external voltages across the polymer membrane. Even this simple model predicts a number of important characteristics, that are crucial for understanding the practical behavior of these sensors, including the elimination of sensor instability by using an appropriate voltage (stripping pulse) that expels all extracted analytes from the sensing polymer after each measuring step (uptake pulse). It is shown that this stripping pulse must last at least 20 times longer than the duration of the preceding uptake pulse (which is in good agreement with practical experience). Otherwise, the observed current during each following uptake pulse will continuously decrease and approach a limiting current that can be calculated explicitly (by considering the periodic solution). The time required for the sensor to reach a value that is within 1% of the limiting current (described by the periodic solution) is defined as the response time. Again, the response time is predicted to be optimal (yielding stable measurements, on the one hand, and fast measurements, on the other) for sensors where a stripping pulse of at least 20 times the duration of the uptake pulse is applied.
The mathematical model may easily accommodate more complicated, even nonperiodic pulse sequences. It may therefore be used to model sensor behavior with complex multipulse sequences. Such sensors are of particular importance for multianalyte detection purposes where the magnitude of the applied uptake voltage makes the sensing membrane responsive to a different type of analyte, see [6] . The capability of appropriately describing the dynamic characteristics of such sensors is very important for the development and practical application of this class of sensors.
Current and future work involves extending and refining the mathematical model to account for the finite thickness of the sensing membrane and to take into account additional physical and chemical phenomena which affect sensor operation.
