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WEIGHTED SHIFTS ON DIRECTED TREES. THEIR MULTIPLIER
ALGEBRAS, REFLEXIVITY AND DECOMPOSITIONS
P. BUDZYŃSKI, P. DYMEK, A. PŁANETA, AND M. PTAK
Abstract. We study bounded weighted shifts on directed trees. We show that the set of
multiplication operators associated with an injective weighted shift on a rooted directed tree
coincides with the WOT/SOT closure of the set of polynomials of the weighted shift. From this
fact we deduce reflexivity of those weighted shifts on rooted directed trees whose all path-induced
spectral-like radii are positive. We show that weighted shifts with positive weights on rooted
directed trees admit a Wold-type decomposition. We prove that the pairwise orthogonality of
the factors in the decomposition is equivalent to the weighted shift being balanced.
1. Introduction
We study bounded weighted shifts on directed trees using analytic function theory approach,
which was initiated in [4]. The class of weighted shifts on directed trees contains all classical
weighed shifts (see [13]) and it is related to that of weighted composition operators in L2-spaces (see
[6]). It was a source of interesting examples, problems and results (see e.g., [3, 5, 14, 15, 18, 23]).
Our motivation for the study comes from a variety of results on the unilateral shift (see the
monograph [16]) and on classical weighted shifts (see [21]) that were obtained with help of analytic
functions. These elucidate the interplay between theories of analytic functions and operators.
An essential ingredient of our approach to the study of weighted shifts on directed trees is
the notion of a multiplier algebra associated to a weighted shift on a directed tree (see [4]), which
consists of coefficients of analytic functions. We prove that the set of multiplication operators with
symbols belonging to the multiplier algebra corresponding to an injective weighted shift on a rooted
directed tree is equal to the closure of polynomials of the shift in weak/strong operator topology
(see Theorem 7). Building on this, we prove that injective weighted shifts on rooted directed trees
which behave well along the paths of the tree are reflexive (see Theorem 10). Both the results
are well-known in the context of classical weighted shifts (see [21]. Recall that the reflexivity of
the classical (unweighted) unilateral shift was proved in the [20]; in turn, the reflexivity of some
non–injective weighted shifts was shown in [2, 19]. Later in the paper, we solve two problems
concerning multiplier algebras that were asked in [4] (see Examples 11 and 12). In the final
section, we turn our attention to the possibility of decomposing a weighted shift on a directed
tree into the orthogonal sum of the restrictions of all the powers of the shift to the kernel of its
adjoint. This can be done in case of a balanced injective weighted shift on a rooted directed tree
(see Theorem 16). Without the assumption of the shift being balanced we get a weaker Wold-type
decomposition (see Theorem 16).
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It is worth noting that the analytic aspects of the theory of weighted shifts on directed trees
were studied also in [9] and [10]. The approach used therein was different than ours and relied on
Shimurin’s work (see [22]) employing vector-valued analytic functions.
2. Preliminaries
Let N, R and C denote the set of all natural numbers, real numbers and complex numbers,
respectively. Set N0 = N∪ {0} and R+ = [0,∞). Denote by T the unit circle {z ∈ C : |z| = 1} and
by D the open unit disc {z ∈ C : |z| < 1}. If V is a set and W ⊆ V , then we write W c for V \W .
The characteristic function of W is denoted by χ
W
. For a set Y , card(Y ) denotes the cardinal
number of Y . Symbol C[X ] stands for the set of all complex polynomials in one variable, whereas
T denotes the set of trigonometric polynomials on T. In all what follows we use the convention
that
∑
i∈∅ xi = 0.
Let V be a nonempty set. Then ℓ2(V ) denotes the Hilbert space of all functions f : V → C such
that
∑
v∈V |f(v)|
2 <∞ with the inner product given by 〈f, g〉 =
∑
v∈V f(v)g(v) for f, g ∈ ℓ
2(V ).
The norm induced by 〈·,−〉 is denoted by ‖ · ‖. For u ∈ V , we define eu ∈ ℓ2(V ) to be the
characteristic function of the one-point set {u}; clearly, {eu}u∈V is an orthogonal basis of ℓ2(V ).
We will denote by E the linear span of {eu}u∈V . Given a subset W of V , ℓ2(W ) stands for the
subspace of ℓ2(V ) composed of all functions f such that f(v) = 0 for all W c, and EW denotes
the set of all f ∈ ℓ2(W ) such that {v ∈ V : f(v) 6= 0} is finite. By PK we denote the orthogonal
projection from ℓ2(V ) onto its closed subspace K.
Let H be a Hilbert space, J be a nonempty set, and {Xj}j∈J ⊆ H be a family of sets. Then∨
j∈J Xj stands for the smallest closed linear subspace of H such that Xi ⊂
∨
j∈J Xj for every
i ∈ J . Throughout the paper, unless otherwise stated, every subspace of a Hilbert space is assumed
to be closed.
Let H be a (complex) Hilbert space. If A is a (linear) operator in H, then D(A), N (A), R(A),
and A∗ denote the domain, the kernel, the range, and the adjoint of A, respectively (in case it
exists). We write B(H) for the algebra of all bounded operators on H equipped with the standard
operator norm. By F1(H) and T(H) we denote the sets of rank one and trace class, respectively,
operators on H. Let W be a subalgebra of B(H). Then the preannihilator W⊥ of W is given by
{T ∈ T(H) : tr(AT ) = 0 for all A ∈ W }. The set of all invariant subspaces of all operators A ∈ W
is denoted by LatW ; recall that a (closed) subspace K of H is invariant for A ∈ B(H) if AK ⊂ K.
Given a set V ⊆ T(H) we set V ⊥ = {A ∈ B(H) : tr(AT ) = 0 for all T ∈ V }. If M is a family of
subspaces of H, then we set AlgM = {A ∈ B(H) : AM ⊂M for every M ∈M}. The algebra W
is said to be reflexive if AlgLatW = W . Given A ∈ B(H), W(A) denotes the smallest algebra
containing A and the identity operator I and closed in the weak operator topology; if W (A) is
reflexive, then A is said to be reflexive. Note that LatA = LatW (A).
Let T = (V,E) be a directed tree (V and E stand for the sets of vertices and directed edges
of T , respectively). Set Chi(u) = {v ∈ V : (u, v) ∈ E} for u ∈ V . Denote by par the partial
function from V to V which assigns to a vertex u ∈ V its parent par(u) (i.e. a unique v ∈ V
such that (v, u) ∈ E). For k ∈ N, park denotes the k-fold composition of the partial function par;
par0 denotes the identity map on V . A vertex u ∈ V is called a root of T if u has no parent.
A root is unique (provided it exists); we denote it by root. The tree T is rooted if the root
exists. The tree T is leafless if card(Chi(v)) > 1 for every v ∈ V . Suppose T is rooted. We
set V ◦ = V \ {root}. If v ∈ V , then |v| denotes the unique k ∈ N0 such that park(v) = root.
Given n ∈ N0, {|v| = n} stands for the set {v ∈ V : |v| = n}. For given u ∈ V and n ∈ N0 we
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set Des(u) = {v ∈ V : park(v) = u for some k ∈ N0} and Chi
〈n〉(u) = {v ∈ V : parn(v) = u}. A
subgraph S of T which is a directed tree itself is called a subtree of T . A path in T is a subtree
P = (VP , EP) of T which satisfies the following two conditions: (i) root ∈ P, (ii) for every
v ∈ VP , card(ChiP(v)) = 1. The collection of all paths in T is denoted by P = P(T ). We refer
the reader to [13] for more on directed trees.
Weighted shifts on directed trees are defined as follows. Let T = (V,E) be a directed tree and
let λ = {λv}v∈V ◦ ⊆ C be such that
sup
v∈V
∑
u∈Chi(v)
|λv|
2 <∞.
Then the following formula
(Sλf)(v) =

λv · f
(
par(v)
)
if v ∈ V ◦,
0 if v = root,
f ∈ ℓ2(V ),
defines a bounded operator Sλ on ℓ
2(V ) (see [13, Proposition 3.1.8]), which is called the weighted
shift on T with weights λ. The reader is referred to [13] for the foundations of the theory of
weighted shifts on directed trees.
To avoid unnecessary repetitions we gather below a few basic assumptions that will be used
throughout the paper:
T = (V,E) is a countably infinite rooted directed tree, and
λ = {λv}v∈V ◦ ⊆ (0,∞).
(†)
Recall that any weighted shift on a directed tree with non-zero weights is unitarily equivalent to
a weighted shift with positive weights (see [13, Theorem 3.2.1]).
In our previous work we used a notion of a multiplier algebra induced by a weighted shift, which
is defined via related multiplication operators. These are given as follows. Assume that
T = (V,E) is a countably infinite rooted and leafless directed
tree, and λ = {λv}v∈V ◦ ⊆ (0,∞).
(⋆)
Given u ∈ V and v ∈ Des(u) we set
λu|v =

1 if u = v,∏k−1
n=0 λparn(v) if par
k(v) = u.
Now, let ϕˆ : N0 → C. Define the mapping Γλϕˆ : C
V → CV by
(
Γλϕˆ f
)
(v) =
|v|∑
k=0
λpark(v)|v ϕˆ(k)f(par
k(v)), v ∈ V.(1)
The multiplication operator Mλϕˆ : ℓ
2(V ) ⊇ D(Mλϕˆ ) → ℓ
2(V ) is given by
D(Mλϕˆ ) =
{
f ∈ ℓ2(V ) : Γλϕˆ f ∈ ℓ
2(V )
}
,
Mλϕˆ f = Γ
λ
ϕˆ f, f ∈ D(M
λ
ϕˆ ).
(2)
We call ϕˆ : N0 → C the symbol of M
λ
ϕˆ . If no confusion can arise, we write Γϕˆ and Mϕˆ instead
of Γλϕˆ and M
λ
ϕˆ , respectively. As shown in [4, Lemma 4.1], any multiplication operator Mϕˆ is
automatically closed. Thus, if D(Mϕˆ) = ℓ
2(V ), then Mϕˆ ∈ B(ℓ2(V )). It is easily seen that for
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u ∈ V such that eu ∈ D(Mϕˆ) we have
(Mϕˆeu)(v) =
∞∑
k=0
ϕˆ(k)Skλeu(v) =
{
λu|vϕˆ(n) if v ∈ Chi
〈n〉(u), n ∈ N0
0 otherwise.
, v ∈ V(3)
and
Mϕˆeu =
∑
v∈Des(u)
λu|vϕˆ(|v| − |u|)ev.(4)
By M(λ) we denote the multplier algebra induced by Sλ, i.e., the commutative Banach algebra
consisting of all ϕˆ : N0 → C such that D(Mϕˆ) = ℓ2(V ) with the norm
‖ϕˆ‖ := ‖Mϕˆ‖, ϕˆ ∈M(λ).
Throughout the paperM0(λ) stands for the set of all functions fromM(λ) having finite supports.
The set
{
Mϕˆ : ϕˆ ∈M(λ)
}
will be denoted by M (λ). I is worth noting that if ‖Sλ‖ = r(Sλ), then
the algebraM(λ) consists of all sequences that come as coefficients of bounded analytic functions
on the disc {z ∈ C : |z| < ‖Sλ‖} (this follows from [4, Propositions 4.6 & 4.7]; cf. [21, Corollary,
p. 76]). For more information on M(λ) we refer the reader to [4].
The following well-known lemma will be used later in the paper. We use the notation: given
a subspace K of a Hilbert space H, PK denotes the orthogonal projection from H onto K, while
K⊥ stands for the orthogonal complement of K in H.
Lemma 1. Let H be a Hilbert space and let M and K be its closed linear subspaces. Then PK
commutes with PM if and only if K = (K ∩M) ⊕
(
K ∩ (M⊥)
)
, or equivalently, if and only if
PKPMH ⊆ PMH.
3. Polynomial approximation
In the following section we prove that the set of multiplication operators associated with a
weighted shift on a directed tree lies in the closure of polynomials of the weighted shift in the
topologies of strong and weak operator convergence. We follow here the idea of Shields (see [21])
who proved a corresponding result for classical weighted shifts.
For w ∈ T, f : V → C, and ϕˆ : N0 → C we define fw : V → C and ϕˆw : N0 → C by
fw(u) = w
|u|f(u), u ∈ V,
and
ϕˆw(n) = w
nϕˆ(n), n ∈ N0.
The assignments w 7→ fw and w 7→ ϕˆw have the following properties.
Lemma 2. Assume that (⋆) holds and Sλ ∈ B
(
ℓ2(V )
)
. Then the following assertions are satisfied:
(i) For every w ∈ T and f ∈ ℓ2(V ) the function fw belongs to ℓ2(V ) and ‖f‖ = ‖fw‖.
(ii) For every w ∈ T and ϕˆ ∈ M(λ) the function ϕˆw belongs to M(λ), ‖ϕˆ‖ = ‖ϕˆw‖, and
Mϕˆwf =
(
Mϕˆfw¯
)
w
, f ∈ ℓ2(V ).(5)
(iii) For every f ∈ ℓ2(V ) the mapping T ∋ w → fw ∈ ℓ2(V ) is continuous.
(iv) For every ϕˆ ∈ M(λ) the function T ∋ w → Mϕˆw ∈ B(ℓ
2(V )) is continuous in the strong
operator topology.
Proof. (i) This follows from the equality |w| = 1.
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(ii) Let w ∈ T. By (1) we have
(
Γϕˆwf
)
(v) =
|v|∑
k=0
λpark (v)|vw
kϕˆ(k)f(park(v))
=
|v|∑
k=0
λpark (v)|vϕˆ(k)w
|v|w| par
k(v)|f(park(v))
= w|v|
|v|∑
k=0
λpark (v)|vϕˆ(k)w
| park(v)|f(park(v))
=
(
Γϕˆfw
)
w
(v), v ∈ V, f ∈ CV .(6)
This, according to (i) and (2), implies{
f ∈ ℓ2(V ) : fw¯ ∈ D(Mϕˆ)
}
= D(Mϕˆw).(7)
Since ϕˆ ∈ M(λ), D(Mϕˆ) = ℓ2(V ) and thus by (7) we get D(Mϕˆw) = ℓ
2(V ). Hence ϕˆw ∈ M(λ).
Clearly, (6) yields (5), which, combined with (i), implies the equality ‖Mϕˆwf‖ = ‖Mϕˆf‖ for every
f ∈ ℓ2(V ). Thus we get ‖ϕˆ‖ = ‖ϕˆw‖.
(iii) Let f ∈ ℓ2(V ) and w0 ∈ T. Let ε > 0. There exists a finite set W ⊆ V such that
‖χ
Wc
f‖ =
∑
u∈W c |f(u)|
2 < ε. Then, by (i), ‖χ
Wc
fw‖2 = ‖(χWcf)w‖
2 < ε for every w ∈ T. For
w close enough to w0 we have
‖χ
W
(fw − fw0)‖
2 =
∑
u∈W
|w|u| − w
|u|
0 |
2|f(u)|2 < ε,
since the set W is finite. Consequently, we get
‖fw − fw0‖ 6 ‖(fw − fw0)χW ‖+ ‖χWcfw‖+ ‖χWc fw0‖ < 3ε
1/2.
This gives (iii).
(iv) Let f ∈ ℓ2(V ), w0 ∈ T, and ε > 0. Then there exists a finite set W1 ⊆ V such that
‖χ
Wc
1
f‖ < ε. Hence, by (ii), we get
‖Mϕˆw(χWc
1
f)‖ 6 ε‖ϕˆ‖, w ∈ T.(8)
In view of (4), we have(
Mϕˆw −Mϕˆw0
)
eu =
∑
v∈Des(u)
(
w|v|−|u| − w
|v|−|u|
0
)
λu|vϕˆ(|v| − |u|)ev, w ∈ T, u ∈ V.(9)
Since W1 is finite, there exists a finite set W2 ⊆ V such that
‖χ
Wc
2
Mϕˆeu‖
2 =
∑
v∈Des(u)∩W c
2
∣∣λu|vϕˆ(|v| − |u|)∣∣2 < ε2, u ∈ W1.(10)
Hence, by (9) and (10), we get∥∥∥χ
Wc
2
(
Mϕˆw −Mϕˆw0
)
eu
∥∥∥2 6 4 ∑
v∈Des(u)∩W c
2
∣∣λu|vϕˆ(|v| − |u|)∣∣2 < 4ε2, w ∈ T, u ∈ W1.(11)
Since W1, W2 are finite, for every w close enough to w0 the equality
∣∣w|v|−|u| − w|v|−|u|0 ∣∣2 < ε is
satisfied for all u ∈W1 and v ∈ Des(u) ∩W2. Thus, by (9), we have∥∥∥χW2 (Mϕˆw −Mϕˆw0 )eu
∥∥∥2 6 ε ‖Mϕˆeu‖2 6 ε2‖ϕˆ‖2, u ∈ W1.(12)
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Combining (11) and (12) we deduce that for every w close enough to w0 we have∥∥∥(Mϕˆw −Mϕˆw0)eu
∥∥∥ < ε(2 + ‖ϕˆ‖), u ∈ W1.
Therefore, the above and (8) imply that that for every w close enough to w0 we have
‖Mϕˆwf −Mϕˆw0f‖ 6 2ε‖ϕˆ‖+
∥∥(Mϕˆw −Mϕˆw0 )(χW1 f)∥∥
6 2ε‖ϕˆ‖+
∑
u∈W1
|f(u)|
∥∥(Mϕˆw −Mϕˆw0 )eu∥∥ < Cε
with some positive constant C. This completes the proof. 
In view of Lemma 2(iii), given ϕˆ ∈ M(λ), for any continuous function q : T → C and any
function f ∈ ℓ2(V ) the mapping
T ∋ w → q(w)Mϕˆwf ∈ ℓ
2(V )
is continuous, which implies that the mapping
T ∋ w→ q(w)Mϕˆw ∈ B(ℓ
2(V ))
is SOT-integrable with respect to the normalized Lebesgue measure on T (cf. [17, Section 3.1.2]).
As a consequence we may consider a bounded linear operator on ℓ2(V ) given by the integral∫
T
q(w)Mϕˆw dw,
where (∫
T
q(w)Mϕˆw dw
)
f =
∫
T
q(w)Mϕˆwf dw, f ∈ ℓ
2(V ).
Clearly, we have ∥∥∥ ∫
T
q(w)Mϕˆw dw
∥∥∥ ≤ ‖q‖1‖ϕˆ‖(13)
with ‖q‖1 standing for the L1-norm of q, and〈(∫
T
q(w)Mϕˆw dw
)
f, g
〉
=
∫
T
q(w)〈Mϕˆwf, g〉dw, f, g ∈ ℓ
2(V ).(14)
Given p ∈ T of degree n ∈ N0, i.e., p(z) =
∑n
k=−n pkz
k with {pk}nk=−n ⊆ C, we define
pˆ : N0 → C to be the mapping such that
pˆ(k) =
{
pk if k ≤ n,
0 if k > n.
Clearly, pˆ has a finite support and thus it belongs to M(λ) by [4, Theorem 4.3 (ii)].
It seems natural to expect that with a reasonable choice of a function q : T → C the operator∫
T
q(w)Mϕˆw dw is a multiplication operator with appropriate symbol. The following result prove
this to be the case. The situation seems to be the most interesting for co-analytic polynomials.
Proposition 3. Assume that (⋆) holds and Sλ ∈ B
(
ℓ2(V )
)
. Let p ∈ T and ϕˆ ∈ M(λ). Then
pˆ ϕˆ ∈M(λ) and ∫
T
p(w)Mϕˆw dw = Mpˆ ϕˆ.
Proof. The function pˆ ϕˆ has a finite support and thus, by [4, Theorem 4.3 (ii)], it belongs toM(λ).
By the linearity, it suffices to prove the rest of the claim for p(w) = wk, with k ∈ Z.
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First we consider k ∈ N and we prove that∫
T
wkMϕˆw dw = 0, k ∈ N.(15)
To this end, fix k ∈ N. Let u ∈ V . Then, by (14) and (4), for every v ∈ V we have〈(∫
T
wkMϕˆw dw
)
eu, ev
〉
=
∫
T
wk 〈Mϕˆweu, ev〉dw
=

 λu|vϕˆ(n)
∫
T
wn+k dw if v ∈ Chi〈n〉(u), n ∈ N0,
0 otherwise.
= 0.
This yields (15).
Now, we consider k ∈ N0 and we prove that∫
T
w−kMϕˆw dw = Mχ{k} ϕˆ, k ∈ N0.(16)
For this, fix k ∈ N0. Let u ∈ V . Combining (14) and (3) we deduce that for every v ∈ V the
following holds〈(∫
T
w−kMϕˆw dw
)
eu, ev
〉
=
∫
T
w−k〈Mϕˆweu, ev〉dw
=

 λu|vϕˆ(n)
∫
T
wn−k dw if v ∈ Chi〈n〉(u), n ∈ N0,
0 otherwise.
=
{
λu|v ϕˆ(k) if v ∈ Chi
〈k〉(u),
0 otherwise.
=
〈
Mχ
{k}
ϕˆeu, ev
〉
.
Using the fact that for p(w) = wk we have pˆ = χ
{k}
completes the proof. 
The framework for polynomial approximation within M(λ) is set by the following result.
Lemma 4. Assume that (⋆) holds and Sλ ∈ B
(
ℓ2(V )
)
. Let ϕˆ ∈ M(λ) and let {pn}∞n=1 ⊆ T .
Assume that the following conditions are satisfied:
(a) α := sup
{
|pˆn(k)| : n ∈ N, k ∈ N0
}
<∞,
(b) limn→∞ pˆn(k) = 1 for every k ∈ N0,
(c) β := supn∈N
∫
T
|pn(w)| dw <∞.
Then the following assertions hold:
(i) for every n ∈ N, pˆnϕˆ ∈M(λ),
(ii) for every n ∈ N, ‖Mpˆnϕˆ‖ 6 β ‖Mϕˆ‖,
(iii) Mpˆnϕˆ →Mϕˆ in the strong operator topology as n→∞.
Proof. For every n ∈ N, pn is a polynomial and thus pˆnϕˆ has a finite support. Now, it suffices to
use [4, Theorem 4.3 (ii)] to get (i).
On the basis of Proposition 3, Lemma 2 (ii), and (13) we have
‖Mpˆnϕˆf‖ =
∥∥∥ ∫
T
pn(w)Mϕˆwf dw
∥∥∥ 6 ‖Mϕˆ‖ ‖f‖
∫
T
|pn(w)| dw, f ∈ ℓ
2(V ), n ∈ N.
This and (c) implies (ii).
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For the proof of (iii) we first observe that it is sufficient to show that
lim
n→∞
Mpˆnϕˆeu = Mϕˆeu, u ∈ V.(17)
Indeed, if this is satisfied, then the standard argument using (ii) and the approximation in ℓ2(V )
by finite linear combinations of eu’s yields limn→∞Mpˆnϕˆf = Mϕˆf for every f ∈ ℓ
2(V ). For the
proof of (17) fix u ∈ V . In view of (3) and the assumptions on coefficients of pn’s we have
lim
n→∞
(
Mpˆnϕˆeu
)
(v) =

limn→∞ λu|v pˆn(j)ϕˆ(j) if v ∈ Chi
〈j〉(u), j ∈ N0,
0 otherwise,
=

limn→∞ λu|vϕˆ(j) if v ∈ Chi
〈j〉(u), j ∈ N0,
0 otherwise,
=
(
Mϕˆeu
)
(v).
Moreover, we see that
∣∣(Mpˆnϕˆeu)(v)∣∣ 6 α ∣∣(Mϕˆeu)(v)∣∣ for every v ∈ V and every n ∈ N. Applying
the Lebesgue dominated convergence theorem we get (17) and complete the proof. 
Recall that Fejer kernels fullfill the assumptions of Lemma 4 (see [12, p. 17]).
Corollary 5. Assume that (⋆) holds and Sλ ∈ B
(
ℓ2(V )
)
. Let ϕˆ ∈ M(λ) and let {pn}∞n=1 ⊆ T
be a Fejer kernels i.e. pn(w) =
∑n
k=−n
(
1 − |k|n+1
)
wk, n ∈ N. Then Mpˆnϕˆ → Mϕˆ in the strong
operator topology as n→∞.
That M (λ) is norm closed was shown in [4, Theorem 4.3 (iv)]. In fact, essentially the same
proof can be used to justify the closedness of M (λ) in the strong operator topology (we include
the version of the proof for completeness).
Proposition 6. Assume that (⋆) holds and Sλ ∈ B
(
ℓ2(V )
)
. Then the space M (λ) is closed in
the strong operator topology.
Proof. Let A ∈ B(ℓ2(V )) belong to the closure of M (λ) in the strong operator topology and let
{ϕˆα}α∈A ⊆M(λ) be a net such that limαMϕˆαf = Af for every f ∈ ℓ
2(V ). We first note that for
every k ∈ N0, the limα ϕˆα(k) exists. Indeed, fixing k ∈ N0 we find v ∈ V such that |v| = k. Then,
by (4), for such a v we have
λroot |v ϕˆα(k) = λroot |v ϕˆα(|v|) =
(
Mϕˆαeroot
)
(v).
Since limα
(
Mϕˆαeroot
)
(v) = (Aeroot)(v) and λroot |v 6= 0, the limit limα ϕˆα(k) has to exist. Thus we
may define the mapping ϕˆ : N0 → C by
ϕˆ(k) = lim
α
ϕˆα(k), k ∈ N0.
Since for every f ∈ ℓ2(V ) we have
lim
α
|v|∑
j=0
λparj(v)|vϕˆα(j)f
(
parj(v)
)
=
|v|∑
j=0
λparj(v)|vϕˆ(j)f
(
parj(v)
)
, v ∈ V,
we deduce that
(
Af
)
(v) =
(
Γϕˆf
)
(v), v ∈ V . Boundedness of A yields D(Mϕˆ) = ℓ2(V ) and
A = Mϕˆ, which completes the proof. 
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Combining Corollary 5 and Proposition 6 we infer that the set of multiplication operators
associated to a weighted shift is in fact the closure of the set of polynomials of the weighted shift
in question both in the strong and weak operator topology.
Theorem 7. Suppose T = (V,E) is a countably infinite rooted and leafless directed tree, λ =
{λv}v∈V ◦ ⊆ (0,∞), and Sλ ∈ B
(
ℓ2(V )
)
. Then
M (λ) = {p(Sλ) : p ∈ C[X ]}
SOT
= {p(Sλ) : p ∈ C[X ]}
WOT
.
Proof. Applying Corollary 5, together with (4), we see that M (λ) lies in the closure of the set
{p(Sλ) : p ∈ C[X ]} in the strong operator topology. Since, by Lemma 6, the space M (λ) is closed
in the strong operator topology, the first of the equalities of the claim has to be satisfied. It is
well-known that closures of convex sets in the strong and weak operator topologies coincide, hence
the second equality of the claim follows. 
4. Reflexivity
In this section we prove that a large class of weighted shifts on directed trees (see Theorem 10
below) consists of reflexive operators.
We begin by describing LatM (λ) andAlgLatM (λ) in terms of finitely supported multipliers.
Proposition 8. Assume that (⋆) holds and Sλ ∈ B
(
ℓ2(V )
)
. Then
LatM (λ) = Lat
{
Mϕˆ : ϕˆ ∈M0(λ)
}
.(18)
Moreover, we have
AlgLatM (λ) =
({
Mϕˆ : ϕˆ ∈M0(λ)
}
⊥
∩ F1(H)
)⊥
;
in other words, AlgLatM (λ) consists of all operators A ∈ B(ℓ2(V )) such that for every f, g ∈
ℓ2(V ) the following condition is satisfied:(
∀ϕˆ ∈M0(λ)
〈
Mϕˆf, g
〉
= 0
)
=⇒ 〈Af, g〉 = 0.
Proof. According to [4, Theorem 4.3], {p(Sλ) : p ∈ C[X ]} =
{
Mϕˆ : ϕˆ ∈ M0(λ)
}
. Since, by
Theorem 7, M (λ) is a WOT closure of
{
p(Sλ) : p ∈ C[X ]
}
, we deduce (18). Using Theorem 7 and
[4, Theorem 4.3] again, we get M (λ)⊥ =
{
Mϕˆ : ϕˆ ∈ M0(λ)
}
⊥
. Moreover, the preannihilators
M (λ)⊥ and (AlgLatM (λ))⊥ have the same rank one operators (see [8, Chapter 8, §56]). Hence,
by (18), we get {
Mϕˆ : ϕˆ ∈M0(λ)
}
⊥
∩ F1(H) = (AlgLatM (λ))⊥ ∩ F1(H).(19)
On the other hand, we have (see [1, Corollary 2.3])
AlgLatM (λ) =
(
(AlgLatM (λ))⊥ ∩ F1(H)
)⊥
.(20)
Combining (19) and (20) we get the claim. 
Suppose that (⋆) holds. Set (cf. [4, p. 12])
rP2 (Sλ) = limn→∞
inf
{(
λroot |v
) 1
|v| : v ∈ P, |v| > n
}
, P ∈ P
Below we show that the adjoint of any operator belonging to AlgLatM (λ) can be recovered
from the data given by multiplication operators acting along the paths, whenever rP2 (Sλ) > 0 for
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all P ∈ P. To this end, we need some notation: given a path P = (VP , EP) ∈ P and a function
ϕˆP : N0 → C we put λP = {λv}v∈V ◦
P
and define (using (1) and (2)) the multiplication operator
MλPϕˆP : ℓ
2(VP) → ℓ2(VP) relative to P.
Lemma 9. Assume that (⋆) holds and Sλ ∈ B
(
ℓ2(V )
)
. Let A ∈ AlgLatM (λ). Then the
following conditions are satisfied:
(i) ℓ2(VP) ∈ LatA∗ for every P ∈ P,
(ii) if P ∈ P satisfies rP2 (Sλ) > 0, then there exists a unique function ϕˆP : N0 → C such that
A∗|ℓ2(VP) =
(
MλPϕˆP
)∗
,
Proof. (i) Let P ∈ P. Fix f ∈ ℓ2(VP) and v ∈ V \ VP . Then, by (4), we see that 〈f,Mϕˆev〉 = 0
for every ϕˆ ∈M(λ). This together with Proposition 8 imply that 〈A∗f, ev〉 = 〈f,Aev〉 = 0. Thus
A∗f ⊆ ℓ2(VP). This proves (i).
(ii) Fix P ∈ P. First note that ℓ2(VP) ∈ LatM∗ϕˆ for every ϕˆ ∈ M(λ), which follows from (i)
applied to Mϕˆ. Also, for every ϕˆ ∈ M(λ), since Pℓ2(VP)Mϕˆf = M
λP
ϕˆ f , f ∈ ℓ
2(VP), we deduce
that ϕˆ ∈ M(λP) and M∗ϕˆ|ℓ2(VP) = (M
λP
ϕˆ )
∗.
Now, suppose that f, g ∈ ℓ2(VP) satisfy
〈
(MλPϕˆ )
∗f, g
〉
= 0 for every ϕˆ ∈ M0(λ). Then〈
M∗ϕˆf, g
〉
= 0 for every ϕˆ ∈ M0(λ). Hence, by Proposition 8,
〈
A∗|ℓ2(VP)f, g
〉
= 〈A∗f, g〉 = 0.
Applying Proposition 8 again, we get A∗|ℓ2(VP) ∈ AlgLat
(
(M (λP)
∗
)
.
Clearly, P is isomorphic with N0 and Pℓ2(VP)Sλ|ℓ2(VP) is unitarily equivalent to the classical
weighted shift Sµ on ℓ
2(N0) with weights µ = {µk}∞k=0 given by µk = λvk+1 with vk, k ∈ N0,
denoting the unique vertex v ∈ VP such that |vk| = k (cf. [4, Proof of Theorem 6.2]). Since
rP2 (Sλ) > 0, we see that r2(Sµ) = lim infk→∞(µ0 · · ·µk)
1
k+1 > 0, which implies that Sµ is reflexive
(see [21, Proposition 37]). In particular, there exists a unique ϕˆP ∈M(λP) such that A∗|ℓ2(VP) =(
MλPϕˆP
)∗
(see the proof of [21, Proposition 37]).

Recovering AlgLatM (λ) from the path induced multiplication operators enables us to prove
reflexivity for a large class of weighted shifts on directed trees.
Theorem 10. Suppose T = (V,E) is a countably infinite rooted and leafless directed tree, λ =
{λv}v∈V ◦ ⊆ (0,∞), and Sλ ∈ B
(
ℓ2(V )
)
. If rP2 (Sλ) > 0 for every P ∈ P, then Sλ is reflexive.
Proof. According to Theorem 7 we need to show that M (λ) = AlgLatM (λ). Suppose that
A ∈ AlgLatSλ. In view of Proposition 8, for every P ∈ P, A
∗|ℓ2(VP) =
(
MλPϕˆP
)∗
with some
function ϕˆP : N0 → C. Observe that for any P1,P2 ∈ P we have ϕˆP1 = ϕˆP2 . Indeed, fix
P1 = (VP1 , EP1),P2 = (VP1 , EP1) ∈ P and take n ∈ N0. Then there are unique u ∈ VP1 and
v ∈ VP2 such that |u| = |v| = n. Let f ∈ ℓ
2(V ) be given by f = λroot |veu − λroot |uev. By (3) we
have
〈M∗ϕˆf, eroot〉 = 0, ϕˆ ∈ M0(λ).
Therefore, (3) and Proposition 8 imply that
λroot |vλroot |u
(
ϕˆP1 − ϕˆP2
)
(n) = λroot |v
〈(
M
λP1
ϕˆP1
)∗
eu, eroot
〉
− λroot |u
〈(
M
λP2
ϕˆP2
)∗
ev, eroot
〉
= 〈A∗f, eroot〉 = 0.
Since n ∈ N0 can be arbitrary we get that ϕˆP1 = ϕˆP2 . As a consequence, there is ϕˆ : N0 → C
such that MλPϕˆP = M
λP
ϕˆ for every P ∈ P. Since M
∗
ϕˆ|ℓ2(VP) = (M
λP
ϕˆ )
∗ (cf. the proof of Lemma
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9 (ii)), we get A∗|ℓ2(P) = M
∗
ϕˆ|ℓ2(VP) for every P ∈ P which implies that A = Mϕˆ. Hence,
AlgLatM (λ) ⊆ M (λ). Since the reverse inclusion is always satisfied, we get the desired equality
and complete the proof. 
5. Two counterexamples
In this section we provide two examples related to problems stated in [4]. The first one (see
[4, Problem 4.9]) asked whether there exist a weighted shift Sλ on a directed tree and a mapping
ϕˆ : N0 → C such that ϕˆ /∈ M(λ) and the function x 7→
∑∞
k=0 ϕˆ(k)z
k is bounded on {z ∈ C : |z| <
r(Sλ)}, where r(Sλ) is the spectral radius of Sλ. The Example 11 below shows that the answer
to this problem is affirmative. It is worth noting that the weighted shift Sλ constructed in the
example is in fact a classical weighted shift on ℓ2(N0).
0 1 2 3 . . .
1 2
3
2
4
3
Figure 1.
Example 11. Let T = (V,E) be the directed tree given by (see Figure 1)
V = N0, E = {(n, n+ 1): n ∈ N0}.
Let λ = {λv}v∈V ◦ = {λn}n∈N ⊆ (0,∞) be given by
λn =
{
1 if n = 1,
n
n−1 if n 6= 1.
Finally, let Sλ be the weighted shift operator on T with weights λ. Then Sλ ∈ B(ℓ2(V )) by [13,
Proposition 3.1.8]. Clearly, we have
λ1 · . . . · λn = n, λl+1 · . . . · λl+n =
l + n
l
, n, l ∈ N.
Thus, by [13, Lemma 6.1.1 and Proposition 3.1.8], we obtain ‖Snλ‖ = n+ 1 for every n ∈ N, and
consequently, by the Gelfand’s formula for the spectral radius, r(Sλ) = 1.
Now, we define a mapping ϕˆ : N0 → C by
ϕˆ(k) =
{
0 if k = 0,
k−
3
2 if k > 0.
It follows that the function z 7→
∑∞
k=0 ϕˆ(k)z
k is analytic and bounded in {z ∈ C : |z| < 1}. On
the other hand, by (3) we have
∞∑
k=1
∣∣(Γϕˆe0)(k)∣∣2 = ∞∑
k=1
|k ϕˆ(k)|2 =
∞∑
k=1
1
k =∞.
Thus Γϕˆe0 /∈ ℓ2(V ), which means that ϕˆ /∈ M(λ).
The second example answers the question, asked in [4, Problem 4.11], whether for every weighted
shift Sλ on a directed tree and every ϕˆ ∈ M(λ) we have |ϕˆ| ∈ M(λ)? The answer given in Example
12 below is negative. It is based on an example of Gaier (see [11]; we follow here the presentation
of the example due to Zalcman from [24, p. 125]).
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0 1 2 3 . . .
1 1 1 1
Figure 2.
Example 12. By Gaier’s example, there exist a Jordan region G and a conformal mapping f : D →
G such that f can be extended to a homeomorphism F : D → G with F (1) = 1 and the length of
the image of [0, 1] under F is infinite. Let f(z) =
∑∞
n=0 anz
n for z ∈ D. Then we have (see [11, p.
350] or [24, p. 125])
∞∑
n=0
|an| =
∫ 1
0
|f ′(r)| dr =∞.(21)
Define ϕˆ : N0 → C by ϕˆ(n) = an, n ∈ N. Let T be the directed tree as in Example 11 and let Sλ
be the shift on T with weights λk = 1 for k ∈ N (this is in fact the classical unilateral shift on
ℓ2(N0), see Figure 2). Then its spectral radius equals 1, and ϕˆ ∈ M(λ) by [4, Proposition 4.6].
On the other hand, |ϕˆ| cannot belong to M(λ). Indeed, if |ϕˆ| ∈ M(λ), then, by [21, Corollary,
p. 76], the function z 7→
∑∞
k=0 |ϕˆ(k)| z
k has to be analytic and bounded in D. However, in view
of (21), for every R > 0 there is N ∈ N and q ∈ (0, 1) such that
∑N
k=0 |ϕˆ(k)| > R and q
N > 12 .
Then we get
∞∑
k=0
|ϕˆ(k)|qk >
N∑
k=0
|ϕˆ(k)|qk >
R
2
.
Clearly, this is in contradiction with the boundedness of z 7→
∑∞
k=0 |ϕˆ(k)| z
k.
6. The Wold-type decomposition
In this section we investigate a Wold-type decomposition for weighted shifts on directed trees.
We show that the so-called balanced weighted shifts on directed trees have an orthogonal Wold
decomposition.
We begin by recalling the some information concerning the adjoint of a weighted shift on a
directed tree taken from [13, Proposition 3.4.1] and [9, Lemma 1.2(iii)].
Proposition 13. Let Sλ ∈ B(ℓ2(V )) be a weighted shift on a directed tree T = (V,E) with
weights λ = {λv}v∈V ◦ . Then the following assertions are satisfied:
(i)
(
S∗λf
)
(u) =
∑
v∈Chi(u) λvf(v) for every u ∈ V and every f ∈ ℓ
2(V ),
(ii) N (S∗λ) =
{
f ∈ ℓ2(V ) :
∑
v∈Chi(u) λvf(v) = 0 for every u ∈ V
}
,
(iii) (S∗nλ S
n
λf)(u) = ‖S
n
λeu‖
2f(u) for every f ∈ ℓ2(V ).
Corollary 14. Let Sλ ∈ B(ℓ
2(V )) be a weighted shift on a directed tree T = (V,E) with weights
λ = {λv}v∈V ◦ . Then
{
χChi(v)f : f ∈ N (S
∗
λ)
}
⊆ N (S∗λ) for every v ∈ V .
It was proved in [9, Lemma 3.4, Proof of Theorem 2.7] that the Cauchy dual of Sλ is analytic,
hence Sλ has the Wold-type decomposition (see Theorem 16(i) below) due to Shimurin’s result
(see [21, Proposition 2.7]). We prove this fact using elementary properties of weighted shifts on
directed trees. We provide, in Theorem 16 below, a more detailed information concerning the
decomposition. It is easy to see that the factors in the decomposition are mutually orthogonal
for quasinormal operators. A quasinormal weighted shift on a directed tree has very regular
distribution of the weights along the whole directed tree. We show that weighted shifts on directed
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trees whose Wold-type decomposition is orthogonal are exactly those having the same kind of
regular distribution of the weights along the generations of the trees. We call those trees balanced.
We precede the result with an auxiliary lemma.
Lemma 15. Assume that (†) holds and Sλ ∈ B(ℓ2(V )). Then the following two conditions are
equivalent:
(i) ‖Sλeu‖ = ‖Sλev‖ for every u, v ∈ V such that |u| = |v|,
(ii) ‖Snλeu‖ = ‖S
n
λev‖ for every n ∈ N and all u, v ∈ V such that |u| = |v|,
Moreover, if Sλ is injective, then any of the above conditions is equivalent to the following:
(iii) ‖Snλeu‖ = ‖S
n
λev‖ for every n ∈ N and all u, v ∈ V such that par(u) = par(v).
Proof. Assume (i) holds. Then (ii) is satisfied with n = 1. Assume that it holds for some n ∈ N.
Then for u, v ∈ V ◦ such that |u| = |v|, by [13, Proposition 3.1.3], we have∥∥Sn+1λ epar(u)∥∥2 = ∥∥SnλSλepar(u)∥∥2 = ∥∥∥Snλ ∑
w∈Chi(par(u))
λwew
∥∥∥2
=
∥∥Snλeu∥∥2 ∑
w∈Chi(par(u))
|λw|
2 =
∥∥Snλev∥∥2 ∑
w∈Chi(par(v))
|λw|
2
=
∥∥Sn+1λ epar(v)∥∥2.
This, [13, Proposition 3.1.3], and induction yields (ii) for every n ∈ N.
Evidently, (ii) implies (i) and (iii).
Now, consider the “moreover” part of the claim. Assume that (iii) is satisfied. To prove (i) it is
enough to show by induction on k that
for every k ∈ N the equality ‖Snλeu‖ = ‖S
n
λev‖ holds for every n ∈ N and
all u, v ∈ V such that park(u) = park(v).
(22)
For k = 1 the condition in (22) is equivalent to (iii). Suppose that the condition in (22) is valid
for some k ∈ N. Let u1, u2 ∈ V be such that par
k+1(u1) = par
k+1(u2) and define v1 = par(u1),
v2 = par(u2). Since par
k(v1) = par
k(v2) we have
‖Snλevj‖
2 =
∑
w∈Chi(vj)
|λw|
2‖Sn−1λ ew‖
2 = ‖Sn−1λ euj‖
2 · ‖Sλevj‖
2, j = 1, 2.
By the injectivity of Sλ and the induction assumption we have ‖Snλev1‖ = ‖S
n
λev2‖ 6= 0 for every
n ∈ N. This implies that ‖Sn−1λ eu1‖ = ‖S
n−1
λ eu2‖ for every n ∈ N. The induction gives (22),
which completes the proof. 
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A weighted shift Sλ ∈ B(ℓ2(V )) satisfying condition (i) (resp., condition (iii)) of Lemma 15 is
called balanced (resp., locally power balanced).
Theorem 16. Suppose T = (V,E) is a countably infinite rooted directed tree, λ = {λv}v∈V ◦ ⊆
(0,∞), and Sλ ∈ B(ℓ2(V )). Then the following three assertions hold:
(i) ℓ2(V ) = N (S∗λ)⊕
∨∞
n=1 S
n
λ(N (S
∗
λ)),
(ii) if Sλ is injective, then S
n
λ
(
N (S∗λ)
)
∩ Smλ
(
N (S∗λ)
)
= {0} for every n,m ∈ N0 such that
n 6= m,
(iii) if Sλ is locally power balanced, then S
n
λ
(
N (S∗λ)
)
⊥ Smλ
(
N (S∗λ)
)
for every n,m ∈ N0 such
that n 6= m,
(iv) if Snλ
(
N (S∗λ)
)
⊥ Smλ
(
N (S∗λ)
)
for every n,m ∈ N0 such that n 6= m, and Sλ is injective,
then Sλ is balanced.
Proof. (i) Given n ∈ N0, we define the subspace Gn of ℓ2(V ) by
Gn = ℓ
2
(
{|v| = n}
)
.
Clearly, the underlying space ℓ2(V ) can be decomposed into the orthogonal sum
⊕
n∈N0
Gn. At
the same time we have ℓ2(V ) = N (S∗λ) ⊕ R(Sλ). Thus the decomposition will be deduced by
investigating N (S∗λ) ∩Gn and R(Sλ) ∩Gn for all n ∈ N0.
First, we show that
N (S∗λ) =
⊕
n∈N0
(Gn ∩ N (S
∗
λ)).(23)
Indeed, for every u, v ∈ V such that u 6= v we have Chi(u) ∩ Chi(v) = ∅ and consequently the
spaces ℓ2(Chi(u)) and ℓ2(Chi(v)) are orthogonal. Moreover, we have V =
⊔
n∈N0
⊔
|v|=n Chi(v),
where
⊔
denotes disjoint union. Hence, by Proposition 13 (ii), we get
N (S∗λ) = G0 ⊕
⊕
n∈N0
⊕
|u|=n
{
f ∈ ℓ2(Chi(u)) :
∑
v∈Chi(u)
f(v)λv = 0
}
.(24)
This implies (23).
Now, it follows from (23) that PGnPN (S∗
λ
)ℓ
2(V ) ⊆ PN (S∗
λ
)ℓ
2(V ) for every n ∈ N0. Hence, by
Lemma 1 we have
PN (S∗
λ
)PGn = PGnPN (S∗
λ
), n ∈ N0.(25)
Next, since R(Sλ) ∩Gn =
(
(R(Sλ) ∩ Gn)⊥
)⊥
and by the continuity of the inner product,
(R(Sλ) ∩Gn)⊥ = (R(Sλ) ∩Gn)⊥ thus
R(Sλ) ∩Gn = R(Sλ) ∩Gn for n ∈ N0.(26)
By Lemma 1, (25), and (26) we have
Gn = (N (S
∗
λ) ∩Gn)⊕R(Sλ) ∩Gn, n ∈ N0.(27)
Now we prove by the induction that
R(Sλ) ∩Gn =
n∨
k=1
Skλ
(
N (S∗λ) ∩Gn−k
)
, n ∈ N.(28)
For n = 1, the equality (28) is easily seen, sinceR(Sλ) ∩G1 = CSλ(eroot) andN (S∗λ)∩G0 = Ceroot.
Assume that (28) holds for some n ∈ N. Then, in view of (27), we have
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R(Sλ) ∩Gn+1 = Sλ(Gn) = Sλ
(
(N (S∗λ) ∩Gn)⊕R(Sλ) ∩Gn
)
= Sλ
(
(N (S∗λ) ∩Gn)⊕
n∨
k=1
Skλ
(
N (S∗λ) ∩Gn−k
))
= Sλ
( n∨
k=0
Skλ
(
N (S∗λ) ∩Gn−k
))
=
n+1∨
k=1
Skλ
(
N (S∗λ) ∩Gn+1−k
)
,
which yields (28). Equalities (27) and (28) imply that
Gn =
(
N (S∗λ) ∩Gn
)
⊕
n∨
k=1
Skλ
(
N (S∗λ) ∩Gn−k
)
, n ∈ N.(29)
The combination of (29) with ℓ2(V ) =
⊕
n∈N0
Gn proves (i).
(ii) Suppose that Sλ is injective. Consider g, h ∈ N (S∗λ) such that S
n
λg = S
m
λ h for some
n,m ∈ N such that n < m (the case m = 0 or n = 0 follows immediately from (i)). Then, by
Proposition 13 (iii), we get
‖Snλeu‖
2g(u) = (S∗nλ S
n
λg)(u) = (S
∗n
λ S
n
λS
m−n
λ h)(u) = ‖S
n
λeu‖
2(Sm−nλ h)(u), u ∈ V.
Thus g = Sm−nλ h. This implies that g ∈ N (S
∗
λ) ∩R(Sλ) = {0}, which gives (ii).
(iii) Assume that Sλ is locally power balanced. Fix n,m ∈ N0 and f, g ∈ N (S
∗
λ). We may
assume that n < m. In view of (24) and Corollary 14, we may also assume that f = χChi(w)f
for some w ∈ V or f = eroot. We will consider the first case (the second is essentially the same)
for fixed w ∈ V . Let C := ‖Snλeu‖
2, where u ∈ χChi(w). Since Sλ is locally power balanced, the
definition of C is independent of the choice of u ∈ χChi(w). Then, by Proposition 13 (iii), we get
〈Smλ g, S
n
λf〉 = 〈S
∗n
λ S
m
λ g, f〉 =
∑
u∈V
‖Snλeu‖
2
(
Sm−nλ g
)
(u)f(u)
=
∑
u∈Chi(w)
‖Snλeu‖
2
(
Sm−nλ g
)
(u)f(u) = C
∑
u∈Chi(w)
(
Sm−nλ g
)
(u)f(u)
= C
〈
Sm−nλ g, χChi(w)f
〉
= C
〈
Sm−nλ g, f
〉
= 0,
where the last equality follows from f ∈ N (S∗λ).
(iv) Suppose, that Snλ
(
N (S∗λ)
)
⊥ Smλ
(
N (S∗λ)
)
= {0} for every n,m ∈ N0 such that n 6= m.
Proposition 13 (iii) implies that
0 =
〈
Sm+nλ eroot, S
n
λf
〉
=
∑
u∈V
‖Snλeu‖
2
(
Smλ eroot
)
(u)f(u), m, n ∈ N, f ∈ N (S∗λ).(30)
Let u1, u2 ∈ V be such that par(u1) = par(u2). Let f = λ¯u2eu1 − λ¯u1eu2 and let m = |u1| = |u2|.
By (30) we get
0 = ‖Snλeu1‖
2
(
Smλ eroot
)
(u1)λu2 − ‖S
n
λeu2‖
2
(
Smλ eroot
)
(u2)λu1
= ‖Snλeu1‖
2λroot |u1λu2 − ‖S
n
λeu2‖
2λroot |u2λu1 , n ∈ N,
which yields ‖Snλeu1‖ = ‖S
n
λeu2‖ for every n ∈ N. This means that Sλ is locally power balanced.
According to Lemma 15, Sλ is balanced. 
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Using [13, Proposition 8.1.7] we get the following.
Corollary 17. Assume that (†) holds and Sλ ∈ B(ℓ2(V )). If Sλ is injective and quasinormal,
then Snλ
(
N (S∗λ)
)
⊥ Smλ
(
N (S∗λ)
)
for every n,m ∈ N0 such that n 6= m.
Regarding Theorem 16(ii), the following two elementary examples (see Examples 18 and 19
below) show that in the non-injective case relations between spaces Skλ
(
N (S∗λ)
)
, k ∈ N, are more
complicated. The first one proves also that injectivity of the weighted shift Sλ is not necessary to
get the condition Skλ
(
N (S∗λ)
)
∩ Smλ
(
N (S∗λ)
)
= {0} for all k,m ∈ N such that k 6= m.
0
1
λ1
2
λ2
3
λ3
4
λ4
. . . . . .
Figure 3.
Example 18. Let T = (V,E) be the directed tree given by (see Figure 3)
V = N0, E = {(0, n) : n ∈ N}.
Let λ = {λv}v∈V ◦ = {λn}∞n=1 be non-zero complex numbers such that
∑∞
n=1 |λn|
2 < ∞. Then
Sλ, the weighted shift on T with weights λ is bounded on ℓ
2(V ) (see [13, Proposition 3.1.8]).
Moreover, since T has leafs, Sλ is not injective (see [13, Proposition 3.1.7]). In view of Proposition
13 (ii), we have
N (S∗λ) =
{
f ∈ ℓ2(N0) :
∞∑
n=1
λ¯nf(n) = 0
}
.
Then Sλ
(
N (S∗λ)
)
= CSλe0 and S
k
λ
(
N (S∗λ)
)
= {0} for k ∈ N such that k > 1. In particular, we
have Skλ
(
N (S∗λ)
)
∩ Smλ
(
N (S∗λ)
)
= {0} for all k,m ∈ N such that k 6= m.
0
1
ω
λω
λ1
2
λ2
3
λ3
4
λ4
. . . . . .
Figure 4.
Example 19. Let T = (V,E) be the directed tree given by (see Figure 4)
V = N0 ∪ {ω}, E = {(0, n) : n ∈ N} ∪ {(1, ω)},
with ω /∈ N0. Let λ = {λv}v∈V ◦ = {λn}∞n=1 ∪ {λω} be non-zero complex numbers such that∑∞
n=1 |λn|
2 < ∞. Clearly, Sλ, the weighted shift on T with weights λ is bounded on ℓ2(V ) and
non-injective. In view of Proposition 13 (ii) we have
N (S∗λ) =
{
f ∈ ℓ2(V ) :
∞∑
n=1
λ¯nf(n) = f(ω) = 0
}
.
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Easy calculations show that Sλ
(
N (S∗λ)
)
=
∨
{Sλe0, eω} and S2λ
(
N (S∗λ)
)
= Ceω, which means
that we have Sλ
(
N (S∗λ)
)
∩ S2λ
(
N (S∗λ)
)
6= {0}. On the other hand, Skλ
(
N (S∗λ)
)
= {0} for every
k ∈ N such that k > 2.
In case of a general injective weighted shift Sλ on a directed tree, the subspace
∨∞
n=1 S
n
λ(N (S
∗
λ))
hardly decomposes into the orthogonal sum of the factors. In fact, as shown in the example below,
representing f ∈ ℓ2(V ) as a
∑∞
n=1 S
n
λfn, {fn}
∞
n=1 ⊆ N (S
∗
λ), may not even be possible.
(0, 0)
(1, 1) (1, 2) (1, 3)
(2, 1) (2, 2) (2, 3)
1
1 1
α
α α
Figure 5.
Example 20. Let T2 = (V2, E2) be the directed tree given by (see Figure 5)
V2 =
{
(0, 0)
}
∪
{
(i, j) : i ∈ {1, 2}, j ∈ N
}
,
E2 =
{(
(0, 0), (i, 1)
)
: i ∈ {1, 2}
}
∪
{(
(i, j), (i, j + 1)
)
: i ∈ {1, 2}, j ∈ N
}
.
(This directed tree was denoted in [13] as T2,0.) Let α ∈ (0, 1). Let Sλ be a weighted shift on T2
with weights λ = {λv}v∈V2 defined as follows
λ(i,j) =
{
1 for i = 1 and j ∈ N,
α for i = 2 and j ∈ N.
Then Sλ ∈ B(ℓ2(V )) by [13, Proposition 3.1.8]. In view of Proposition 13 (ii), we have
N (S∗λ) =
∨
{e00, αe11 − e21}.
Note also that
Skλ(e00) = e1k + α
ke2k, S
k
λ(αe11 − e21) = αe1,k+1 − α
ke2,k+1, k ∈ N.(31)
Now, let f : V2 → C be given by
f((i, j)) =
{
0 for i ∈ {0, 1},
1
j for i = 2 and j ∈ N.
Clearly, f ∈ ℓ2(V ). Suppose that f can be be decompose as f =
∑∞
k=0(βkS
k
λe00+γkS
k
λ(αe11−e21))
for some {βk}k∈N0 and {γk}k∈N0 ⊆ C. If so, then f = limn→∞ fn, where fn =
∑n
k=0 βkS
k
λe00 +
γkS
k
λ(αe11 − e21), n ∈ N. Employing (31) we get
fn = β0e00 + γ0(αe11 − e21) +
n∑
k=1
βk(e1k + α
ke2k) + γk(αe1,k+1 − α
ke2,k+1), n ∈ N.
This means that for every n ∈ N we have
fn
(
(0, 0)
)
= β0,
fn
(
(1, j)
)
= βj + γj−1α, j = 1, . . . , n,
fn
(
(2, j)
)
= βjα
j − γj−1α
j−1, j = 1, . . . , n,
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fn
(
(1, n+ 1)
)
= γnα,
fn
(
(2, n+ 1)
)
= −γnα
n.
Since limn→∞ fn = f implies that limn→∞ fn(v) = f(v) for every v ∈ V2, we deduce that
γj = −
1
(j + 1)αj(1 + α2)
, j ∈ N0.
Therefore, we have
‖f − fn‖
2 >
∣∣∣f((1, n+ 1))− fn((1, n+ 1))∣∣∣2
=
∣∣∣fn((1, n+ 1))∣∣∣2 = 1
(n+ 1)αn(1 + α2)
, n ∈ N.
Clearly, this contradicts the fact that limn→∞ ‖f − fn‖ = 0.
Remark 21. We note that the Example 20 can be modified so as to show that in fact for every
directed tree T which has at least two infinite paths, there exists a weighted shift Sλ on T such
that the representation f =
∑∞
n=1 S
n
λfn, {fn}
∞
n=1 ⊆ N (S
∗
λ) is not possible for some f in the
underlying ℓ2-space.
That a locally power balanced weighted shift may not be balanced if injectivity is not assummed
(cf. Corollary 15 and Theorem 16(iii)&(iv)) is shown in the following elementary example.
Example 22. Let T = T2 (see Example 20). Let λ = {λv}v∈V ◦ ⊆ C be given by
λ(i,2) = 0, i ∈ {1, 2},
λ(1,j) = 1, j ∈ N \ {2},
λ(2,j) = 2, j ∈ N \ {2}.
Then Sλ ∈ B(ℓ2(V )) by [13, Proposition 3.1.8]. The only vertexes u1, u2 ∈ V such that u1 6= u2
and par(u1) = par(u2) are u1 = (1, 1) and u2 = (2, 1). Since Sλeu1 = Sλeu2 = 0, we get
‖Snλeu1‖ = ‖S
n
λeu2‖ = 0 for every n ∈ N. Hence, Sλ is locally balanced. Clearly Sλ is not
balanced.
The uniqueness of the representation emerges if boundedness from below is assumed.
Proposition 23. Let Sλ ∈ B(ℓ2(V )) be a weighted shift on a directed tree T = (V,E) with
weights λ = {λv}v∈V ◦ . Assume that Sλ is bounded from below. Then for every f ∈ ℓ2(V ), if f
has a representation f =
∑∞
n=0 S
n
λfn with {fn}
∞
n=0 ∈ N (S
∗
λ), it is unique.
Proof. We first prove that
for every {gn}
∞
n=0 ⊆ N (S
∗
λ), the equality
∞∑
n=0
Snλgn = 0 implies g0 = 0.(32)
Indeed, by Proposition 13, we then have
0 = S∗λ
( ∞∑
n=0
Snλgn
)
(u) =
∞∑
n=1
(S∗λS
n
λgn)(u) =
∞∑
n=1
‖Sλeu‖
2(Sn−1gn)(u), u ∈ V.(33)
Since Sλ is bounded from below, ‖Sλeu‖ 6= 0 for every u ∈ V , hence (33) yields
∞∑
n=1
Snλgn = Sλ
( ∞∑
n=1
Sn−1gn
)
= 0.
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Combining this with
∑∞
n=0 S
n
λgn = 0 gives g0 = 0.
Now, let {fn}∞n=0 ⊆ N (S
∗
λ) be such that
∑∞
n=0 S
n
λfn = 0. Since Sλ, being bounded from below,
is left invertible, we deduce from (32) that
∑∞
n=1 S
n−1
λ fn = 0. This, by (32), implies that f1 = 0.
Using induction argument we get fn = 0 for every n ∈ N0. 
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