Payoff of a unit or a pseudo unit. Water discharge rate. Spinning reserve of a unit. Spillage. Hour index. Shutdown time counter. Transition fuel for a configuration. Total generation offered to (positive value) or purchased from (negative value) the market by a unit. Indicates whether a unit is started at segment of the startup cost curve, 1 means started at segment and 0 means off. Reservoir volume. Startup indicator. Shutdown indicator. Market price for energy. Market price for spinning reserve. Market price for non-spinning reserve.
Constants:
Configuration transition fuel. , Ramping up and down between configurations. Heat rate at the minimum generating capacity. , Lower and upper limit on the fuel consumption of a unit. , Feasible and infeasible configuration transition sets for a pseudo unit. Set of thermal units. Set of combined-cycle configurations. Set of cascaded-hydro units. Set of pumped-storage units. Maximum sustained ramp rate (MW/min) for a unit. , Minimum up/down time of a unit. Number of pumping modes. Number of segments for the piece-wise linearized heat rate curve. Bilateral contract of a unit.
Payoff from bilateral contract of a unit. , Minimum/maximum generating capacity. , Lower and upper bounds on water discharge rate. Quick start capacity. , Ramping up/down limit of a unit. 
U
NIT commitment (UC) in electric power systems is to optimize generating resources to supply system load while satisfying prevailing constraints, such as minimum on/off time, ramping up/down, minimum/maximum generating capacity, and fuel and emission limit [1] , [2] . The Lagrangian relaxation (LR) method was first applied to solve UC in [3] . Ramping constraints were considered in the framework of LR in [4] - [6] . Augmented LR was utilized to consider transmission, fuel, and emission constraints in [7] - [9] . The UC problem with flexible generating units, such as combined-cycle, fuel switching/ blending units, and PV-battery system, was solved in [10] - [12] by applying the LR method. LR and Benders decomposition [13] were applied to solve security-constrained unit commitment (SCUC) with dc and ac constraints in [14] and [15] . LR was also applied to schedule cascaded hydro and pumped-storage units in [16] and [17] and the coordination of thermal and hydro units in [18] . The sequential method and unit decommitment were proposed to solve the UC problem in [19] and [20] , respectively. The branch-and-bound method was utilized in [21] and [22] . Several heuristic methods were also proposed to solve the UC problem. A detailed literature review of optimization methods for solving the UC problem was presented in [23] .
In restructured power systems, SCUC is utilized by an independent system operator (ISO) to clear the day-ahead market. In comparison, the UC used by individual generating companies (GENCOs) refers to the optimization of generating resources in order to maximize GENCOs' payoffs. This UC has a different objective than that of SCUC and is referred to as price-based unit commitment (PBUC) to emphasize the importance of the price signal. In PBUC, satisfying hourly loads is no longer an obligation and the objective would be to maximize the payoff, and security would be unbundled from energy and priced as an ancillary service. In this new paradigm, the signal that would enforce a unit's on/off status would be the price, including the fuel purchase price, energy sale price, ancillary service sale price, and so on.
Equilibrium models such as supply function equilibrium and Cournot equilibrium were widely applied to develop GENCOs' bidding strategies and analyze market power in energy markets. In [24] and [25] , the supply function equilibrium model was used for developing GENCOs' bidding strategies based on sensitivity functions in energy and transmission auction markets. The competition problem in bilateral and PoolCo markets was modeled by the Cournot equilibrium model and solved by a linear complementarity problem (LCP) in [26] . However, unit constraints such as minimum on/off time, ramping limits, and startup cost were not considered in most of the equilibrium models because the existence of equilibria could not be proven when integer variables were used in those models [27] . Accordingly, the simulated market equilibrium without the unit prevailing constraints could deviate largely from practical operation. In addition, a GENCO could consider its impact on market prices by setting a proper upper limit on generation and ancillary services offered to the market. Accordingly, we utilize the proposed PBUC formulation in place of equilibrium models.
The PBUC problem in a bilateral market was considered in [28] by considering the uncertainty of market price. Without considering ancillary services, the PBUC problem in a PoolCo market with uncertain market prices was solved using LR, stochastic dynamic programming, and Benders decomposition in [29] . Given market prices, LR was employed to solve the PBUC problem with energy and ancillary services in [1] . The PBUC problem for a price-taker thermal unit was modeled as an MIP problem in [30] and [31] . Given the price quota curve, the PBUC problem for a price-maker participant was modeled as an MIP problem in [32] .
In this paper, the PBUC problem for a GENCO with thermal, combined-cycle, cascaded-hydro, and pumped-storage units is modeled as an MIP problem and solved using the commercial LP and MIP solver CPLEX. The MIP approach for PBUC is compared in this paper with the LR approach proposed in [1] . The major contribution of this paper is to compare the PBUC solution by LR and MIP methods and to provide a more practical and general PBUC formulation for various types of generating units based on examining different formulations as discussed in detail in Section III. In addition, the paper includes the MIP modeling of combined-cycle units, which is not available in the literature. As pointed out in this paper, it is quite common to build an MIP model only to find out that the computational cost is excessively high. So, a good formulation would be decisive for an MIP problem. We show the efficiency of our formulation by its application to a 169 thermal-unit system. We also propose several ways to solve very large UC problems by the MIP method to overcome the computation time and memory requirement obstacles.
Generally, the advantages of the MIP method over LR include: 1) global optimality; 2) direct measure of the optimality of a solution; and 3) more flexible and accurate modeling capabilities. The MIP solver could guarantee a solution that is globally optimal or one within an acceptable tolerance. The relative gap in MIP represents the absolute relative distance between the best integer solution and the best LP solution. The best LP solution is the solution of the LP relaxation of the corresponding MIP problem by relaxing integer variables as continuous variables. Accordingly, the MIP method could guarantee that the best integer solution is within the corresponding MIP gap of the globally optimal solution. Because of the nonconvexity of the UC problem, the LR solution is near optimal. Heuristics are often required to find a feasible solution. The MIP approach could model constraints and cost functions more accurately and easily. Adding constraints in MIP does not require modifications to the solution algorithm as required in the LR method.
The disadvantage of the MIP approach is the computational complexity. For the UC problem, the computation time of LR is almost linear to the product of the number of units and the scheduling period. The most successful methods for solving a generalized MIP problem are the branch-and-bound and cutting plane algorithms. The branch-and-cut algorithm resulting from the conjunction of the cutting plane and branch-and-bound methods is much more efficient in solving MIP problems than using only one of the two methods. The current leading MIP solver utilizing branch-and-cut algorithm is still NP-hard. As shown in [33] , however, the computation time of the UC problem by MIP solver has been improved at least 60 times over the last decade because of improvements in the linear programming (LP) solver and the incorporation of cutting plane techniques in the branch-and-bound algorithm.
This paper is organized as follows: The PBUC formulation by MIP method is given in Section III, and the solution method by LR method is shown in Section IV. Section V gives illustrative examples. The conclusions are provided in Section VI.
III. PBUC FORMULATION BASED ON MIP
It is common to build a MIP-based model only to find out that the computational cost is excessively high. So, a good formulation would be decisive for an MIP problem. We follow in this paper the guidelines proposed in [34] and [35] for a good MIP formulation.
1) Make the corresponding LP relaxation of the MIP problem as tight as possible. 2) Use integer variables to facilitate the branching process of the branch-and-bound method, such as creating a cutting plane by a constraint. Extra binary variables could also be introduced to create meaningful dichotomies. In this paper, market price forecasts for energy and ancillary services are assumed to be given by applying techniques like time series and artificial neural network [1] . The precision of forecasted market prices could have a direct impact on PBUC solution. In addition, we argue whether the impact of transmission network and contingency constrains could be modeled accurately in the GENCO-based market price forecasting with incomplete information. Market prices could be stated as locational marginal prices (LMPs) or uniform market clearing prices (MCPs), which depend on the market in consideration. Our model could be applied to either case. It should be noted that the uncertainty of market prices could also be modeled as stochastic MIP in the PBUC problem.
Spinning and nonspinning reserves are modeled in this paper while other types of ancillary services such as regulation up/down and operating reserve could be modeled similarly [31] , [36] .
A. Objective Function for a GENCO
In restructured power systems, a GENCO intends to maximize its payoff as (1) We discuss the payoff function for various types of generating units as follows.
B. Thermal Unit Model
Spinning reserve is the unloaded synchronized generation that can ramp up in 10 min. Non-spinning reserve is the unsynchronized generating capacity that can ramp up in 10 min. Reserves are compensated according to capacity and real-time energy prices. A unit is paid the capacity price for providing reserve capacity and the spot market energy price when called to generate energy in real time. A probabilistic model of ancillary services was proposed in [37] . A GENCO would have to estimate the probability at which the ancillary services are to be called upon in real time by the ISO. For simplicity, we assume spinning and non-spinning reserves are called upon in real time by the ISO. Accordingly, the fuel cost for supplying reserves is included in the objective function and the payoff function for a thermal unit is given as (2) Here, is known, which is the payoff based on bilateral contracts.
is the fuel consumption at the minimum generating capacity of unit when providing non-spinning reserve and called upon by the ISO to provide energy in real time.
Ramping up/down constraints
Once a unit is committed, it must remain "on" for a minimum number of hours given in (4). A different formulation of minimum on/off time constraints was given in [30] . Based on our ex-periences with testing different formulations for large systems, our model provides a tighter LP relaxation and converges faster (4) In addition, if a unit is shutdown, it must remain "off" for a minimum number of hours given as (5) The relationship between startup and shutdown indicators and unit status is (6) One binary variable is merely needed for each thermal unit at each hour if startup and shutdown costs are not modeled. Equation (6) is to enforce the hourly relationship among unit status, startup, and shutdown indicators. Since a unit may not be started up and shut down simultaneously at a given hour, we have (7) To model the time-varying startup cost of unit shown in Fig. 1 , the shutdown time of the unit is recorded first and an additional binary variable is introduced at each segment of the startup curve to indicate whether or not the unit is turned on at that segment.
The shutdown time of unit at hour is constrained as
The conditional constraints (8) enforce the point that if unit is on at hour , the shutdown counter is 0 at that hour; the shutdown time counter is if it is off at hour . The value of big should be as small as possible but large enough for a good MIP formulation [34] . In this case, . Constraints (9) enforce the point that the startup cost corresponds to the shutdown time of unit when the unit is turned on at hour (9) Here, . The variable startup cost was also modeled in [30] . However, one binary variable was needed in [30] for each hour before the last segment in the startup cost curve. Our formulation would only need one binary variable for each segment.
Energy bilateral contracts are modeled as (10) where the positive represents the generation offered to the market and the negative is the purchased generation from the market.
The market price for a higher quality reserve (spinning reserve) should be higher than that of a lower quality reserve (non-spinning reserve). However, this is not always observed in practical markets because of market inefficiencies. Accordingly, a general case of generating unit constraints for supplying energy and ancillary services in spot market is modeled in (11) As shown in Fig. 2 , the heat curve for unit is piece-wise linear and convex. Accordingly, the fuel consumption limit of unit is (12) Since ancillary services would be utilized in real time, spinning and non-spinning reserves would consume fuel as in (13) The emission allowance of a scheduled unit is modeled similarly.
C. Combined-Cycle Unit Model
Each combined-cycle unit has multiple operating modes (configurations). Each configuration is modeled as a pseudo unit that has a heat rate curve, minimum on/off time limits, and ramping up/down limits [10] , [11] . However, pseudo units corresponding to the same combined-cycle unit are mutually exclusive. That is, one pseudo unit of a combined-cycle unit could only be selected at a given hour.
Since each configuration is modeled as a pseudo unit, the minimum on/off time constraints could be modeled similar to those of thermal units. The configuration at hour could only be transferred to feasible configuration within set at hour as shown in Fig. 3 . The configuration transition constraints are (14) The first two constraints in (14) enforce the point that configuration at could only be transferred to its feasible configuration set at . The third constraint in (14) indicates that only one pseudo unit could be operated at . Here, is the larger value of the number of feasible and infeasible state transitions for configuration .
The cost of transition from configuration at to a feasible configuration at is constrained by (15) Again, is the larger value of the number of feasible and infeasible state transitions for configuration .
The ramping up/down limits for configuration from to are (16) Here, is the maximum generating capacity of configuration .
The cross configuration ramping up/down from hour to is constrained by (17) Here, is the maximum generating capacity for all feasible transition configurations and configuration . The relationship among energy, ancillary services, and bilateral contracts is modeled similar to those of thermal units.
The heat curve for each configuration is also piece-wise linear and convex. The fuel consumption limit on a combined-cycle unit is shown in (18) (18) It should be noted that and are zero for the off configuration. The emission allowance limit of a combined-cycle unit in the scheduling period is modeled similarly.
D. Cascaded-Hydro Units
The payoff function, startup cost, and minimum on/off time limit of a hydro unit are modeled similar to those for thermal units. The other hydro constraints, such as water balance and reservoir limits, are given as follows.
Water balance equation:
Reservoir volume limits:
Initial and terminal reservoir volumes:
Water discharge limits:
The water to power conversion curve is piece-wise linear and convex as (23) For variable head units, standard water to power conversion curves could be utilized to simulate the variable head effect [2] . The PBUC problem for cascaded-hydro units considering variable head effects is modeled using the method in [38] . The relationship between generation and ancillary services are (24) 
E. Pumped-Storage Unit Model
A pumped-storage plant has multiple operating modes, such as generating, idling, and pumping states. In essence, the modeling of a pumped-storage unit would be quite similar to that of a combined-cycle unit. The water to power conversion of a pumped-storage unit with several pumping states is given in Fig. 4 .
Generation constrains: (27) Generation and ancillary services:
The minimum on/off time for each operating mode of a pumped-storage unit is modeled similar to that in Section III-B.
Reservoir volume limits and initial and terminal reservoir volumes are modeled the same as those for cascaded-hydro units in Section III-D. Transition costs among generating, idle, and pumping modes are modeled similar to those of combined-cycle units in Section III-C. Again, the variable head model is included in our formulation.
F. Coupling Constraints
The lower and upper limits on the total fuel consumption of type is shown in (29) The upper limit on the total emission allowance is modeled similarly. The upper limits on the total amount of energy and ancillary services supplied by a GENCO are (30)
G. Solution Procedure
According to the formulation in Sections III-B-F, the cascaded-hydro and pumped-storage units are coupled with thermal and combined-cycle units merely through upper bounds of energy and ancillary services supplied by a GENCO (30) . So, we first solve the PBUC problem, by using an MIP package (CPLEX) and considering cascaded-hydro units alone. Then, we deduct the supplied energy and ancillary services by hydro units from the GENCO's upper bounds on energy and ancillary services. Next, we solve the PBUC problem by considering 
IV. LR SOLUTION METHOD
Similar to the solution procedure given in Section III-G, the LR-based PBUC problem with only cascaded-hydro units is solved first. The basic idea is to relax water balance constraint (19), reservoir volume limit (20) , and upper bounds on total energy and ancillary services constraint (30) . The relaxed problem could be decomposed into subproblems for each hydro unit [16] . Dynamic programming and network flow programming are utilized to solve the subproblems. Lagrangian multipliers are updated based on the subgradient method.
After subtracting energy and ancillary services supplied by cascaded-hydro units from the upper bounds of total energy and ancillary services, LR is used to solve the PBUC problem with only pumped-storage units. Again, the basic idea is to relax the water balance, reservoir volume limit, and upper bounds on total energy and ancillary services constraints as in [17] .
Finally, the PBUC problem with thermal and combined-cycle units is solved by relaxing coupling fuel constraint (29) and total energy and ancillary services constraint (30) . Then, the problem is decomposed into a PBUC problem with only thermal units and another one with only combined-cycle units. The LR-based solution procedure for the PBUC problem with only thermal units was given in [1] . The procedure given in [10] is employed to solve the PBUC problem with only combined-cylce units.
V. NUMERICAL EXAMPLES
In this section, a modified IEEE 118-bus system is chosen to study MIP and LR methods for PBUC. Table I lists the general information on the test system, while the detailed unit data in the test system are given in http://motor.ece.iit.edu/Data/ PBUCData.pdf. In this paper, we assume a uniform MCP for all buses. The day-ahead hourly market prices for energy and capacity price for ancillary services are given in Fig. 5 in which the two ancillary services have the same hourly market prices. Spinning and non-spinning reservations are compensated based on the hourly energy price and the capacity price. The case studies in this section utilize CPLEX 9.0 on a Pentium-4 1.8-GHz personal computer. Table III with a payoff of $442 177 and calculation time of 0.03 s.
Compared to the hourly schedule in Table II , the MIP-based solution delays the startup of hydro units 6001 and 6002 by 7 and 8 h, respectively, in order to preserve the limited available water for generating electricity when hourly market prices are higher. The same reasoning applies to the shutdown of unit 6003 at hours 23 and 24. In the LR-based solution, the use of limited water is further extended to hours with lower prices. This case shows that the MIP-based solution is more responsive to market prices. Comparison of schedules for units 6006 and 6007 by MIP and LR techniques shows that the MIP-based solution makes better use of limited water resources. In addition, the MIP-based method is relatively fast for a small-size PBUC problem.
Case 2: Pumped-Storage Units: Three pumped-storage units are considered in this case. The LR-based PBUC solution is given in Table IV in which shows the pumping stage. The payoff is $17 701.98 with a computation time of 17 s. Table V shows the MIP-based solution with a higher payoff of $18 001.80 and a shorter computation time of 0.02 s. The comparison of two solutions shows that unit 7003 is scheduled to pump water at seven low price hours and generate power at seven relatively high price hours. Although the energy price at hour 12 is higher than that at hour 14 by $1.08/MWh, unit 7003 is not committed at hour 12 in the MIP-based solution in order to avoid another startup cost of $100 at hour 15. In addition, unit 7003 is scheduled to generate at its full capacity at seven high-priced hours to maximize payoff. However, in the LR-based solution, pumping is stretched between hours 11 and 21 because of the water discharge limit.
Cases 1 and 2 show that cascaded-hydro and pumped-storage units could be solved much faster by MIP than by LR. Accordingly, we could apply MIP to solve hydro subproblems in the LR-based hydro-thermal coordination since hydro subproblems are essentially PBUC problems after the relaxation of system coupling constraints [16] , [17] . This could speed up the convergence of hydro-thermal coordination in the LR algorithm.
Case 3: Thermal and Combined-Cycle Units: In this case, thermal and combined-cycle units are considered. Each unit has an upper fuel consumption limit and the total coal consumption is limited. Fig. 6 shows the chronological evolution of integer solutions by LR and MIP methods. It takes longer by MIP than by LR to find an initial feasible solution. The solution of the initial LP relaxation of MIP problems takes a long time and many cutting planes are required before an initial feasible solution is found. However, the initial feasible solution by MIP is much closer to optimal than that of LR. After finding an initial feasible solution, much of the computation time is spent by MIP to search for the optimal solution. After 13 iterations, the LR method finds a suboptimal solution. However, additional iterations do not improve the suboptimal solution.
The MIP-based computation time is higher though still within an acceptable range for a GENCO with 54 thermal and 12 combined-cycle units. In certain cases, the MIP-based solution was faster than that of based on LR. However, we cannot generalize our conclusion. based payoff is higher by $17 492.90 with a zero tolerance for convergence, which is remarkable for a GENCO.
In the MIP-based solution, combined-cycle units 4003, 4006, and 4012 are kept off for offering non-spinning reserve at higher payoffs throughout the entire period. The same reasoning could explain the delay in the startup of unit 4005. The result points out to the superiority of the MIP-based solution. In the MIP-based solution, identical units 1007, 1014, 1016, 1019, 1022, 1023, 1034, 1035, 1037, 1039, 1047-1048, and 1051-1053 are shut down at hour 19 to save the limited fuel (coal) quantity for providing energy and ancillary services at later hours when market prices are higher. Also, in the MIP-based solution, the oil unit 1031 is shut down at hours 1 and 6 to save oil for generation at higher market price periods. The same reasoning applies to oil units 1032, 1038, and 1042. In the LR-based solution, however, these units as well as unit 1031 do not use up the available oil fuel. That is, the available fuel is not fully utilized when maximizing the payoff.
Case 4: Experience With Larger GENCOs: In this case, a GENCO with 169 thermal units is considered. The purpose of this example is to exhibit the computational performance of MIP and LR methods when increasing the problem size. Accordingly, GENCOs' potential market power is not considered. The computation time of LR and MIP methods for solving PBUC is shown in Fig. 7 .
The computation time of the LR-based PBUC solution increases almost linearly with the problem size, which is generally defined as the product of unit number and scheduling hours. The reason is that the PBUC problem is decomposed into individual subproblems for each unit by Lagrangian relaxation, and the size of state space in dynamic programming for each unit is proportional to the number of scheduling hours. Accordingly, the computation time of the LR-based solution increases almost linearly with the problem size. Meanwhile, memory requirements would also increase linearly with the problem size.
Compared to the LR-based method, the computation time of MIP is more exponential. The reason is that the branch-and-cut algorithm is, in essence, an enumeration method. In addition, more memory is required by the MIP method as the solution progresses because of the inclusion of new cutting planes and the storage of nodes in the branch-and-bound tree. Accordingly, computation time and memory requirement are major obstacles in the application of MIP to very large UC problems.
However, we may improve the following three aspects of the MIP-based solution performance in large UC problems. 1) Improve the UC formation by tightening the LP relaxation of the MIP problem. It is also conceivable to add redundant constraints for driving the LP solution toward integer solutions. 2) Make use of the specific structure of the UC problem in certain cases for speeding up the convergence by overriding default settings and algorithms provided by the branch-and-cut solver. For instance, users could add their own cutting planes and apply users' defined branch and node selection rules to speed up the convergence by utilizing the specific structure of a MIP problem. The branch-and-cut solver such as CPLEX 9.0 provides interfaces to override default settings and algorithms. This approach poses a promising research area for solving very large UC problems by MIP. 3) Utilize parallel processing for the solution of the MIP problem, which is facilitated by the branch-and-cut solver.
VI. CONCLUSIONS
A competitive GENCO could maximize its payoff regardless of other participants' payoff condition. Given market prices for energy and ancillary services, we model the MIP-based PBUC problem for a GENCO with thermal, combined-cycle, cascaded-hydro, and pumped-storage units.
Compared to the LR-based solution, the MIP-based method would exhibit globally optimal solution with enhanced modeling capabilities. The test results on the modified IEEE 118-bus system with 54 thermal, 12 combined-cycle, 7 cascaded-hydro, and 3 pumped storage units show the efficiency of our proposed formulation and advantages of MIP over LR-based approach.
For smaller PBUC problems such as those for cascaded-hydro and pumped-storage units, the MIP application could be much faster than the LR method. Accordingly, MIP could be applied to solve the hydro-subproblems including cascaded-hydro and pumped-storage units in the LR-based framework of hydro-thermal coordination. This consideration could speed up the overall convergence of hydro-thermal coordination when using the LR method.
The tests on a larger system show that the computation time and memory requirement would be major obstacles for the application of MIP to very large UC problems. To improve the solution of very large UC problems, we would consider the utilization of the specific structure of UC problems and the use of parallel processing provided by the branch-and-cut solver.
