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LINDEBERG’S METHOD FOR MODERATE DEVIATIONS
AND RANDOM SUMMATION
PETER EICHELSBACHER AND MATTHIAS LO¨WE
Abstract. We apply Lindeberg’s method, invented to prove a central limit the-
orem, to analyze the moderate deviations around such a central limit theorem.
In particular, we will show moderate deviation principles for martingales as well
as for random sums, in the latter situation both, in the case when the limit dis-
tribution is Gaussian or non-Gaussian. Moreover in the Gaussian case we show
moderate deviations for random sums using bounds on cumulants, alternatively.
Finally, we also prove a large deviation principle for certain random sums.
1. Introduction
In 1922 Lindeberg published his article ”Eine neue Herleitung des Exponentialge-
setzes in der Wahrscheinlichkeitsrechnung” [21] where he developed a new method
to prove the Central Limit Theorem (CLT). Under the name ”replacement trick”
this technique has nowadays become a standard tool in probability theory. The key
idea is to derive bounds for a suitable distance, that metricizes weak convergence,
between the distribution of a standardized sum of independent and identically dis-
tributed (i.i.d., for short) random variables with existing second moments and the
distribution of a standardized sum of i.i.d. Gaussian random variables with the
same variances, by replacing the original variables by their Gaussian counterparts
and controlling the differences. Over the years Lindeberg’s method has found a
variety of applications, see e.g. [2] for a version that proves Berry-Esseen type re-
sults for martingales, [1] for central limit theorems for dependent processes and [26]
for an application of Lindeberg’s method for proving convergence in distribution
of random sums to a Laplace distribution. In particular, recently a renaissance of
the replacement trick could be observed, when it was applied to obtain universality
results in the context of random matrix theory, especially for local eigenvalue sta-
tistics (see [3] and [25]). Here a fascinating result is that the limiting distributions
of many local eigenvalues statistics of Hermitian random matrices with independent
entries otherwise are universal as long as their first four moments agree with that of
a standard Gaussian distribution.
The starting point of the current paper is the observation that a standard CLT and
a moderate deviation principle (MDP) for i.i.d. random variables share the form of
the asymptotic distribution, at least on a logarithmic scale. It is therefore natural to
conjecture, that a technique that is successful when proving a CLT is also promising
in the context of moderate deviations. To warm up, we will show that this ansatz
is in principle justified for sums of i.i.d. random variables with sufficiently many
moments in Section 2. However, the moderate deviations for sums of i.i.d. random
variables has of course already been thoroughly analyzed in many contributions, see
e.g. the standard textbook [6], or [10]. An interesting observation will be that the
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proof in the i.i.d. case can immediately be generalized to martingales. However, in
Section 3 our main focus will be on deriving MDPs for random sums.
Random sums are random variables of the form
(1.1) Sν =
ν∑
i=1
Xi
where the (Xi)i are in most of the cases i.i.d. random variables and ν is another ran-
dom variable that takes values in the natural numbers N or N0 and is independent of
the (Xi)i. More precisely ν is to be thought as νp, where p is an extra parameter and
the expectation of νp diverges to infinity, when p becomes large. Since random sums
are both, theoretically interesting and important in applications (e.g. in insurance
mathematics) there is a vast literature on random sums. Standard references are,
e.g. [14] or [16] and many of the references cited therein. As nice recent examples
we mention [13], where the summation variable is given by the number of children
of a supercritical Galton-Watson process and [8], where Stein’s method is applied to
obtain CLTs for random sums. In a nutshell the situation for the CLT is the follow-
ing: First of all the kind of CLT we can expect depends on the question, whether
or not the (Xi)i are purely positive (which makes sense in the context of insurance
mathematics, where they model the losses an insurance company faces) or not. But
even, if the (Xi)i are centered and have finite, non vanishing second moment, the
limiting distribution of the appropriately scaled process of the Sν may or may not
be Gaussian. The decisive property for this question is, how strongly ν is asymp-
totically concentrated in its expected value. In case the limiting distribution in not
normal, there is a whole zoo of possible limiting distribution, cf. [14], Chapters 3
and 4.
The main part of this article, this Sections 3 and 4, will be devoted to proving an
MDP for such random sums. To give the term MDP a precise mathematical meaning,
recall that a sequence of random variables (Yn)n with values in R (more general sets
such as Polish spaces can be considered, but for our purposes R is sufficient) obeys a
large deviation principle (LDP) with speed v(n) (v(n) is a sequence of real numbers
with v(n)→∞ as n→∞) and good rate function I(·) : R→ R+0 if
• I has compact level sets NL := {x ∈ R : I(x) ≤ L}, for every L ∈ R+0 .
• For every open set G ⊆ R it holds
(1.2) lim inf
n→∞
1
v(n)
log P(Yn ∈ G) ≥ − inf
x∈G
I(x).
• For every closed set A ⊆ R it holds
(1.3) lim sup
n→∞
1
v(n)
log P(Yn ∈ A) ≤ − inf
x∈A
I(x).
Formally, there is no distinction between an MDP and an LDP. Usually an LDP
lives on the scale of a law of large numbers, while MDPs describe the probabilities on
a scale between a law of large numbers and a central limit theorem. An important
difference between an LDP and an MDP is that typically, the rate function in an
LDP will depend on the distribution of the underlying random variables, while an
MDP inherits properties of both, the central limit behavior as well as of the LDP.
For example, one often sees the exponential decay of moderate deviation probabili-
ties which is typical of the large deviations. On the other hand the rate function in
an MDP quite often is “universal” in the sense that it only depends on the limiting
density in the central limit theorem for these variables but not on individual charac-
teristics of their distributions. Often even the rate function of an MDP interpolates
between the logarithmic probabilities that can be expected from the central limit
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theorem and the large deviations rate function – even if the limit is not normal (see
e.g. [12], [23]). Situations where this is not the case are particularly interesting (see
e.g. [11] or [22]).
Large deviations for special situations of random sums have been considered,
among others in [13] or [19]. In Sections 3 and 4 we will primarily be interested
in their moderate deviation behavior, even though, as a byproduct, we will also
obtain a large deviation result. Another line of research is to consider estimations
of cumulants for various statistics to obtain a precise asymptotic analysis of their
distributions, see [24] and references therein. In [9] is has been shown how to relate
bounds on cumulants to prove an MDP. In Section 3 we will present bounds on
cumulants of Sν due to [4] and will show MDPs for certain random sums. Similar
to the behavior when central limit theorems are considered, the precise form of
the MDPs will crucially depend on the concentration properties of the summation
variable. Finally, in Section 5, we also prove a large deviations principle for certain
random sums.
Acknowledgement: We are very grateful to anonymous referee for a very careful
reading of a first version of this manuscript. His comments helped to improve the
correctness of the paper.
2. Sums of independent random variables and martingales
In this section we will meet the replacement trick in a toy example, namely for
sums of i.i.d. random variables with a moment generating function that exists in
a neighbourhood of the origin. As it turns out the same trick can be applied to
martingales, if the martingale differences have a locally existing moment generat-
ing function. The first of the following two theorems can already be found in [6],
Theorem 3.7.1. Note that in this reference also the d-dimensional case is treated,
however, to keep this exposition as simple as possible, we will restrict ourselves to
the one-dimensional case. The d-dimensional case is very similar. We want to show:
Theorem 2.1. Let X1, . . . ,Xn, . . . be a sequence of R-valued i.i.d. random variables
such that
(2.4) Λ(λ) := logE[exp(λX1)] <∞
for all λ ∈ (−D,D) and some D > 0, and, without loss of generality E(X1) = 0 and
V(X1) = 1. Then for any sequence (an)n with an → ∞, such that an/
√
n → 0 as
n → ∞, the sequence 1
an
√
n
∑n
i=1Xi =:
1
an
√
n
Sn obeys an MDP with speed a
2
n and
rate function I(x) = x2/2.
Proof. It may be instructive to recall Lindeberg’s method to prove a CLT in a
nutshell. There, one takes a test function g : R → R in the class C3b (R), the class
of a three times differentiable functions with bounded derivatives, and compares
Eg( 1√
n
Sn) to Eg(
1√
n
∑n
i=1 Zi), where the Zi are i.i.d. standard normal random
variables that are independent of the (Xi)i. This comparison is done by writing∣∣∣∣Eg( 1√nSn
)− Eg( 1√
n
n∑
i=1
Zi
)∣∣∣∣
=
∣∣∣∣
n∑
m=1
Eg
( 1√
n
(Wm + Um +Xm)
)− Eg( 1√
n
(Wm + Um + Zm)
))∣∣∣∣,
where Um :=
∑m−1
j=1 Xj and Wm :=
∑n
j=m+1 Zj with U1 =Wn = 0. The summands
on the right hand side are then compared by Taylor expanding g and by the fact
that the first two moments of the Xi and Zi match. Therefore each summand is
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of order C/n3/2 for any fixed g ∈ C3b (R) and therefore the right hand side can be
bounded by C/
√
n. Note that C depends on g.
In view of the Ga¨rtner-Ellis theorem for an MDP the test functions are the log-
arithmic moment generating function and due to the logarithm we have to take
quotients instead of differences. There are several (similar) ways to implement this
idea. One is to consider for any t ∈ R and with the definitions of Um and Wm as
above
Ee
t an√
n
∑n
i=1Xi
Ee
t an√
n
∑n
i=1 Zi
= 1 +
Ee
t an√
n
∑n
i=1 Xi − Eet
an√
n
∑n
i=1 Zi
Ee
t an√
n
∑n
i=1 Zi
= 1 +
n∑
m=1
Ee
t an√
n
(Wm+Um+Xm) − Eet
an√
n
(Wm+Um+Zm)
Ee
t an√
n
∑n
i=1 Zi
.
Due to the fact that the (Zi)i are independent Gaussian random variables the ex-
pression for the denominator is
Ee
t an√
n
∑n
i=1 Zi = et
2a2n/2.
Using the independence of the summands and hence the independence of Wm+Um
and Xm as well as the independence of Wm + Um and Zm, each summand in the
nominator can be represented as
Ee
t an√
n
(Wm+Um)(
Ee
t an√
n
Xm − Eet
an√
n
Zm).
Note that an√
n
→ 0 as n →∞, and – because Λ(λ) < ∞ in a ball around the origin
– Ee
t an√
n
Xm <∞ for each t ∈ R and for n large enough. By dominated convergence,
we obtain
Ee
t an√
n
Xm = 1 + t
an√
n
E(Xm) +
t2
2
a2n
n
E(X2m) +O
(
t3
a3n
n3/2
)
and the same estimate for Ee
t an√
n
Zm :
Ee
t an√
n
Zm = 1 + t
an√
n
E(Zm) +
t2
2
a2n
n
E(Z2m) +O
(
t3
a3n
n3/2
)
.
Using the fact that the first two moments of Xi and Zi agree, we obtain
Ee
t an√
n
Xm − Eet
an√
n
Zm = O(t3 a3n
n3/2
)
,
and hence
Ee
t an√
n
∑n
i=1Xi
Ee
t an√
n
∑n
i=1 Zi
= 1 +
O(t3 a3n
n3/2
)∑n
m=1 Ee
t an√
n
(Wm+Um)
et
2a2n/2
.
Observe that by monotonicity
n∑
m=1
Ee
t an√
n
(Wm+Um) ≤ n max
m=1,...,n
Ee
t an√
n
(Wm+Um) ≤ nmax{et2a2n/2, (Ee
tan√
n
X1)n}.
Now again due to the fact that X1 is centered, has variance 1, and
an√
n
is going to 0
(Ee
tan√
n
X1)n ≤ (1 + t
2a2n
n
+ C
t3a3n
n3/2
)n ≤ et2a2n(1 +K)
for constants C and K. Thus
1
a2n
log
Ee
t an√
n
∑n
i=1Xi
Ee
t an√
n
∑n
i=1 Zi
≤ K˜t3 an√
n
→ 0
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for some constant K˜ as n goes to infinity. Interchanging the roles of Xi and Zi also
yields the reverse bound which eventually proves that
lim
n→∞
1
a2n
logEe
t an√
n
∑n
i=1Xi = t2/2
which in view of the Ga¨rtner-Ellis theorem [6, Theorem 2.3.6 ] is all we need, since
the Legendre-Fenchel-transform of t2/2 is t2/2. 
In view of Section 3.2 let us remark:
Remark 2.2. Condition (2.4) is called Crame´r’s condition. It is known that this
condition is equivalent to Bernstein’s conditions that for k ≥ 3
E(Xk1 ) ≤
1
2
k!Hk−2E(X21 ),
whereH is a positive absolute constant. We will consider this condition in subsection
3.2. as well. Moreover note that in the i.i.d. case the MDP in Theorem 2.1 can be
verified under the less restrictive (necessary and sufficient) conditions EX1 = 0 and
lim sup
n→∞
1
a2n
log
(
nP (|X1| > an
√
n)
)
= −∞,
see [20] and [10].
An interesting aspect of the above proof is that it can immediately be generalized
to martingales with bounded jumps. For such martingales the moderate deviations
have been analyzed (even on a path level) in [5] and one could obtain our result via
contraction from there. We will use a Lindeberg approach, however. Indeed, suppose
now that Sn is a discrete time martingale such that the martingale differences Xn :=
Sn − Sn−1 have conditional expectation E[Xn|Fn−1] = 0 and conditional variances
σ2 = E[X2n|Fn−1] = 1, where Fn = σ(X1, . . . ,Xn) is the canonical filtration. Then
we can follow the above arguments by simply replacing the Xi by their conditional
versions E[Xi|Fn−1] to obtain
Theorem 2.3. Let (Xi)i be a sequence of R-valued, bounded martingale differences
such that E[Xn|Fn−1] = 0 and σ2n := E[X2n|Fn−1] = 1 a.s. for all n. Then for
any sequence (an)n with an → ∞, such that limn→∞ an/
√
n = 0, the sequence
1
an
√
n
∑n
i=1Xi =:
1
an
√
n
Sn obeys an MDP with speed a
2
n and rate function I(x) =
x2/2.
Proof. Let X = (X1, . . . ,Xn) be as in the statement of the theorem and Z1, . . . , Zn
be independent standard normal distributed random variables that are independent
of the (Xi)i. As in the proof of Theorem 2.1 we consider Um :=
∑m−1
j=1 Xj and
Wm :=
∑n
j=m+1 Zj with U1 =Wn = 0. Along the lines of the proof of Theorem 2.1
we have to consider
Ee
t an√
n
(Wm+Um+Xm) − Eet
an√
n
(Wm+Um+Zm)
for any t ∈ R. The random variable Wm is normally distributed and is independent
of Um, Xm and Zm as well as of Fm−1. As Um is Fm−1-measurable, we have
Ee
t an√
n
(Wm+Um+Xm) = E
(
E
(
e
t an√
n
(Wm+Um+Xm)|Fm−1
))
= Ee
t an√
n
Wm
E
(
e
t an√
n
Um
E
(
e
t an√
n
Xm |Fm−1
))
,
and therefore
Ee
t an√
n
(Wm+Um+Xm) − Eet
an√
n
(Wm+Um+Zm)
= Ee
t an√
n
Wm
E
(
e
t an√
n
Um
E
(
e
t an√
n
Xm |Fm−1
)− E(et an√nZm |Fm−1)).
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As in the proof of Theorem 2.1 note that an√
n
→ 0 as n → ∞, and because Xi
are bounded, of course also E
(
e
t an√
n
Xm |Fm−1
)
< ∞ for each t ∈ R and for n large
enough. By dominated convergence it follows a.s.
E
(
e
t an√
n
Xm |Fm−1
)
= 1 + t
an√
n
E(Xm|Fm−1) + t
2
2
a2n
n
E(X2m|Fm−1) +O
(
t3
a3n
n3/2
)
.
(Note that this is the part where we rely on the boundedness assumption for the
Xi; if we had just assumed a finite moment generating function as Theorem 2.1, the
O − term would be random variable depending on the rest of the martingale). By
the same Taylor-argument for E
(
e
t an√
n
Zm) we arrive at
E
(
e
t an√
n
Xm |Fm−1
)
= 1 + t
an√
n
E(Zm) +
t2
2
a2n
n
E(Z2m) +O
(
t3
a3n
n3/2
)
.
With E(Xm|Fm−1) = 0 = E(Zm) and E(X2m|Fm−1) = 1 = E(Z2m) we obtain
E
(
e
t an√
n
Xm |Fm−1
)− E(et an√nZm |Fm−1) = O(t3 a3n
n3/2
)
.
Finally we have to bound
∑n
m=1 Ee
t an√
n
(Wm+Um). We observe that
n∑
m=1
Ee
t an√
n
(Wm+Um) ≤ n max
m=1,...,n
Ee
t an√
n
(Wm+Um) = n max
m=1,...,n
Ee
t an√
n
Wm
Ee
t an√
n
Um.
Now on one hand by Gaussian integration
Ee
t an√
n
Wm = exp
(
a2nt
2
2
n−m
n
)
.
On the other hand, preparing the same expansion technique as before we note that
Ee
t an√
n
Um = E
(
e
tan√
n
∑m−1
j=1 Xj
)
= E
(
E
(
e
tan√
n
∑m−1
j=1 Xj |Fm−2
))
= E
(m−2∏
j=1
e
tan√
n
Xj
E
(
e
tan√
n
Xm−1 |Fm−2
))
Now by our assumption we have
E
(
e
tan√
n
Xm−1 |Fm−2
)
= 1 + t
an√
n
E(Xm−1|Fm−2) + t
2
2
a2n
n
E(X2m−1|Fm−2) +O
(
t3
a3n
n3/2
)
= 1 +
t2
2
a2n
n
+O(t3 a3n
n3/2
)
,
yielding by iteration
E
(
e
tan√
n
∑m−1
j=1 Xj
) ≤ (1 + t2
2
a2n
n
+O(t3 a3n
n3/2
))m−1
.
Putting this together with the Gaussian part we see that
Ee
t an√
n
(Wm+Um) ≤ exp
(
t2
2
a2n
)
(1 +K)
for some constant K (actually for any K, if n is large enough). Now along the same
arguments as in the proof of Theorem 2.1 we end up with the desired statement. 
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3. Random sums
We now turn to the core of this paper, the derivation of MDPs for random sums. In
general random sums of the following type are considered. Let (Xi)i be independent
random variables and denote Sk :=
∑k
j=1Xj. Let (ak)k and (bk)k be sequences of
real numbers with bk > 0 for k ≥ 1 and denote
(3.5) Yk =
Sk − ak
bk
.
Let (νk)k be positive integer valued random variables independent of the sequence
(Xi)i for every k ≥ 1. The aim is to study the asymptotic behaviour of the random
variables
Zk =
Sνk − ck
dk
,
where (ck)k and (dk)k are sequences of real numbers, dk > 0 for k ≥ 1. Assume that
(3.6) (Yk)k converges weakly to some random variable Y as k →∞.
Theorem 3.1.2 in [14] presents possible approximating laws:
Theorem 3.1. Let sequences of real numbers (ak)k, (bk)k, (ck)k and (dk)k be such
that bk →∞, dk →∞ for k →∞ and condition (3.6) is satisfied. Let(
bνk
dk
,
aνk − ck
dk
)
⇒ (U, V )
as k →∞ for some random variables U and V . Then
lim
k→∞
P (Zk < x) = EH
(x− V
U
)
,
where H denotes the distribution function of Y .
3.1. The Gaussian case with Lindeberg’s method. In this subsection we con-
sider the case where random sums have a normal distribution in limit. For this case
the following conditions are necessary and sufficient for a central limit theorem (see
[14, Theorem 3.3.3]):
Theorem 3.2. Assume that (νk)k converges to ∞ in probability as k → ∞ and
assume (3.6). (Zk)k converges weakly to a standard normal distributed random for
some sequences of positive numbers (dk)k with dk →∞ as k →∞ if and only if the
following conditions are fulfilled:
P (Y < x) = Φ(x) and
bνk
dk
→ 1
weakly as k → ∞. Here Φ denotes the distribution function of a standard normal
distributed random variable.
In this paper we consider only the case of i.i.d. random variables (Xi)i with mean
and finite positive variance
a = E(X1), 0 < c
2 = V(X1) <∞.
Hence in (3.5) we choose ak = a k and bk = c
√
k.
In addition, the mean and the variance of νk are denoted by
µk = E(νk), γ
2
k = V(νk).
Therefore we choose ck = aµk and d
2
k = c
2µk + a
2γ2k applying Blackwell-Girshick.
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Hence for the choice of i.i.d. random variables (Xi)i the second condition in The-
orem 3.2 reads as
c
√
νk
dk
→ 1 weakly. Finally we restrict ourselves to the standardized
version a = 0 and c2 = 1, which leads to ck = 0 and d
2
k = µk.
We will therefore assume that νk →∞ in probability and
(3.7)
νk
µk
→ 1 in probability, as k →∞.
Thus (3.7) is a necessary and sufficient condition for the convergence in distribution
of
Zk,0 :=
1√
µk
νk∑
i=1
Xi
towards a standard normal distribution.
Naturally, if we ask for moderate deviations for rescaled sums of such type, we
need also stronger concentration properties of νk. Let us introduce the quantities of
interest
(3.8) Zk,α :=
1
µ
1/2+α
k
νk∑
i=1
Xi
for 0 < α < 1/2. To study their moderate deviations we will assume the following
concentration properties of (νk)k.
Assumption 3.3. Assume that the sequence of random variables
(
νk/µk
)
k
obeys
an LDP with speed µβk , for some β > 2α and rate function I that has a unique
minimum I(x) = 0 for x = 1.
Under this assumption we are able to show
Theorem 3.4. Suppose that the (Xi)i are i.i.d. centred random variables with vari-
ance one and that (2.4) is satisfied. Moreover assume that the random summation
index (νk)k satisfies Assumption 3.3. Then, for 0 < α < 1/2, the sequence of random
variables (Zk,α)k satisfies and MDP with speed µ
2α
k and rate function J(x) = x
2/2.
Remark 3.5. Note that this results fits into the folklore that for random variables
that satisfy an ordinary Central Limit Theorem that rate function in an MDP is
always x2/2.
Proof. We will again apply the Ga¨rtner-Ellis-Theorem. To this end we will start
with a sequence (Xi)i of i.i.d. standard normal random variables. We obtain
E
(
etµ
2α
k Zk,α
)
= E
(
E[etµ
α− 12
k
∑νk
i=1Xi |νk]
)
= E
(
e
t2
2
µ2α−1k νk
)
=
∑
n≥0
P(νk = n)e
nt2
2
µ2α−1k
=
∑
x≥0
P
(
νk
µk
= x
)
e
xt2
2
µ2αk ,
where the last sum is, of course, taken over all x in the image of the random variable
νk
µk
. We wish to show that
lim
k→∞
1
µ2αk
log
∑
x≥0
P
(
νk
µk
= x
)
e
xt2
2
µ2αk = t2/2.
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To this end we proceed in a way, that is well established in the large deviation
literature. For the lower bound just note that for any ε > 0∑
x≥0
P
(
νk
µk
= x
)
e
xt2
2
µ2αk ≥
∑
x∈(1−ε,1+ε)
P
(
νk
µk
= x
)
e
xt2
2
µ2αk
≥ e (1−ε)t
2
2
µ2αk P
(
νk
µk
∈ (1− ε, 1 + ε)
)
.
Now since we assumed that νkµk converges to 1 in probability, we immediately have
that
lim
1
µ2αk
logP
(
νk
µk
= 1
)
= 0.
This readily implies
lim inf
k→∞
1
µ2αk
logE
(
etµ
2α
k Zk,α
) ≥ (1− ε)t2/2.
Since this is true for all ε > 0, we obtain
lim inf
k→∞
1
µ2αk
logE
(
etµ
2α
k Zk,α
) ≥ t2/2.
On the other hand, for ε > 0 we denote by Bε(1) the ball of radius ε centered in 1
in the set of images of νkµk (denoted by Im[
νk
µk
]). Then we obtain
∑
x≥0
P
(
νk
µk
= x
)
e
xt2
2
µ2αk
=
∑
x∈Bε(1)
P
(
νk
µk
= x
)
e
xt2
2
µ2αk +
∑
x∈Bcε(1)
P
(
νk
µk
= x
)
e
xt2
2
µ2αk .(3.9)
As
Iε := inf
x∈Bcε(1)
I(x) > 0
there exists δ > 0, such that even Iε − δ > 0. On the other hand, by the LDP
assumption on (νk/µk)k for k large enough we have∑
x∈Bcε(1)
P
(
νk
µk
= x
)
e
xt2
2
µ2αk ≥
∑
x∈Bcε(1)
e−µ
β
k (Iε−δ−fk(x)),
where
fk(x) = x
t2
2
µ2α−βk .
As limk→∞ fk(x) = 0 for every x we can apply Lemma 2.2. in [27] to obtain that
the second summand on the right in (3.9) behaves like e−µ
β
k (Iε−δ) which implies that
lim
k→∞
1
µ2αk
log
∑
x∈Bcε(1)
P
(
νk
µk
= x
)
e
xt2
2
µ2αk = −∞.
For the first summand on the right in (3.9) observe that∑
x∈Bε(1)
P
(
νk
µk
= x
)
e
xt2
2
µ2αk ≤ e(1+ε) t
2
2
µ2αk .
With
T1 := lim sup
k
1
µ2αk
log
∑
x∈Bε(1)
P
(
νk
µk
= x
)
e
xt2
2
µ2αk
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and
T2 := lim sup
k
1
µ2αk
log
∑
x∈Bcε(1)
P
(
νk
µk
= x
)
e
xt2
2
µ2αk
we obtain altogether that
lim
k→∞
1
µ2αk
log
∑
x
P
(
νk
µk
= x
)
e
xt2
2
µ2αk ≤ max{T1, T2} ≤ max{(1 + ε)t2/2,−∞},
and therefore, by letting ε→ 0
lim
k→∞
1
µ2αk
log
∑
x
P
(
νk
µk
= x
)
e
xt2
2
µ2αk ≤ t2/2.
Together with the lower bound above this completes the analysis of the situation
where the (Xi)i are standard normally distributed.
For general random variables (Xi)i that satisfy the conditions of the theorem we
employ our replacement trick again. Note that for the Ga¨rtner-Ellis theorem we
need to analyze E
(
etµ
α− 12
k
∑n
i=1Xi
)
.
Following the lines of the proof of Theorem 2.1 one shows that for i.i.d. standard
Gaussian random variables (Yi)i and (Xi)i as in the statement of our theorem one
sees that there are constants C1, C2 > 0 such for each fixed n
exp(−C1t3µ3α−
3
2
k n) ≤
E
(
etµ
α− 12
k
∑n
i=1Xi
)
E
(
etµ
α− 12
k
∑n
i=1 Yi
) ≤ exp(C2t3µ3α− 32k n).
Therefore
E
(
etµ
2α
k Zk,α
)
= E
(
etµ
α− 12
k
∑νk
i=1 Xi
)
=
∑
n≥0
P(νk = n)E
(
etµ
α− 12
k
∑n
i=1Xi
)
≤
∑
n≥0
P(νk = n)E
(
etµ
α− 12
k
∑n
i=1 Yi
)
eC2t
3µ
3α− 32
k n
as well as
E
(
etµ
2α
k Zk,α
) ≥∑
n≥0
P(νk = n)E
(
etµ
α− 12
k
∑n
i=1 Yi
)
e−C1t
3µ
3α− 32
k n.
Also recall that E
(
etµ
α− 12
k
∑n
i=1 Yi
)
= en
t2
2
µ2α−1k . Again we reparamatrize the sums on
the right hand sides of the above displays as
∑
n≥0
P(νk = n)E
(
etµ
α− 12
k
∑n
i=1 Yi
)
eC2t
3µ
3α− 32
k n =
∑
x≥0
P
(
νk
µk
= x
)
e
t2
2
µ2αk xeC2t
3µ
3α− 12
k x
and
∑
n≥0
P(νk = n)E
(
etµ
α− 12
k
∑n
i=1 Yi
)
e−C1t
3µ
3α− 32
k n =
∑
x≥0
P
(
νk
µk
= x
)
e
t2
2
µ2αk xe−C1t
3µ
3α− 12
k x,
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respectively. As above one shows that asymptotically for any ε > 0 the probabilities
get concentrated on the ball Bε(1):
lim
k→∞
1
µ2αk
log
∑
x≥0
P
(
νk
µk
= x
)
e
t2
2
µ2αk x+C2t
3µ
3α− 12
k x
= lim
k→∞
1
µ2αk
log
∑
x∈Bε(1)
P
(
νk
µk
= x
)
e
t2
2
µ2αk x+C2t
3µ
3α− 12
k x
as well as
lim
k→∞
1
µ2αk
log
∑
x≥0
P
(
νk
µk
= x
)
e
t2
2
µ2αk x−C1t3µ
3α− 12
k x
= lim
k→∞
1
µ2αk
log
∑
x∈Bε(1)
P
(
νk
µk
= x
)
e
t2
2
µ2αk x−C1t3µ
3α− 12
k x.
On the other hand by what we learned above for the situation with Gaussian sum-
mands
lim sup
k→∞
1
µ2αk
log
∑
x∈Bε(1)
P
(
νk
µk
= x
)
e
t2
2
µ2αk x+C2t
3µ
3α− 12
k x
≤ lim sup
k→∞
t2/2 + C2t
3µ
α− 1
2
k (1 + ε) = t
2/2
and
lim inf
k→∞
1
µ2αk
log
∑
x∈Bε(1)
P
(
νk
µk
= x
)
e
t2
2
µ2αk x+C2t
3µ
3α− 12
k x
≥ lim inf
k→∞
t2/2 + C2t
3µ
α− 1
2
k (1− ε) = t2/2.
And in the same way:
lim
k→∞
1
µ2αk
log
∑
x∈Bε(1)
P
(
νk
µk
= x
)
e
t2
2
µ2αk x−C1t3µ
3α− 12
k x → t2/2.
In view of the Ga¨rtner-Ellis theorem [6, Theorem 2.3.6 ] this finishes the proof. 
Remark 3.6. Choosing standardized random variables Xi (a = 0 and c
2 = 1), the
proof of Theorem 3.4 is less involved. But along the lines of the proof we would be
able to prove a MDP for the non-randomly centered random sums. Here we have to
assume that the sequence (
c2νk
c2µk + a2γ
2
k
)
k
has to satisfy an LDP with speed (c2µk + a
2γ2k)
β with some β > 2α and a rate
function with a unique minimum at x = 1. Then we would observe that
1
(c2µk + a2γ
2
k)
1
2
+α
( νk∑
i=1
Xi − aµk
)
as a sequence in k satisfies an MDP with speed µ2αk and rate x
2/2 for any fixed
0 < α < 12 .
One of the most relevant examples is the following:
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Example 3.7. Suppose that the random variables (Xi) satisfy the assumptions of
Theorem 3.4 and that the summation index νλ is Poisson distributed with parameter
λ > 0 (where we use λ instead of k to keep the conventional notation for the
parameter of a Poisson distribution). Then, as λ → ∞, for any 0 < α < 12 the
random sums Zλ,α :=
1
λ1/2+α
∑νλ
i=1Xi obey an MDP with speed λ
2α and rate function
I(x) = x2/2.
Indeed, since Eνλ = λ all we need to check is that νλ/λ obey an LDP with a speed
faster than λ2α. This is, however, an immediate consequence of Crame´r’s theorem
[6], Theorem 2.1.24, since (for integer λ) νλ is equal in distribution to a sum of
λ Poisson variables with parameter 1. Alternatively, the desired property can be
computed directly.
3.2. The Gaussian case via cumulants. Since the late seventies estimations of
cumulants have been studied to investigate a more precise asymptotic analysis of the
distribution of certain statistics, see e.g. [24] and references therein. In [9] moderate
deviation principles are established for a rather general class of random variables
fulfilling certain bounds of the cumulants. Let X be a real-valued random variable
with existing absolute moments. Then with i =
√−1
Γj := Γj(X) := (−i)j d
j
dtj
logE
[
eitX
]∣∣∣∣
t=0
exists for all j ∈ N and the term is called the jth cumulant (also called semi-invariant)
of X. The following main theorem was proved in [9].
Theorem 3.8. For any n ∈ N, let Zn be a centered random variable with variance
one and existing absolute moments, which satisfies
(3.10)
∣∣Γj(Zn)∣∣ ≤ (j!)1+γ/∆j−2n for all j = 3, 4, . . .
for fixed γ ≥ 0 and ∆n > 0. Let the sequence (an)n≥1 of real numbers grow to
infinity, but slow enough such that
an
∆
1/(1+2γ)
n
n→∞−→ 0
holds. Then the moderate deviation principle for
(
1
an
Zn
)
n
with speed a2n and rate
function I(x) = x
2
2 holds true.
In [4] upper estimates for cumulants of the standardized random sum in the case
where the i.i.d. random variables (Xi)i satisfy Bernstein’s condition and the random
variables (νk)k satisfy an additional assumption for its cumulants. The result reads
as follows. Assume that E(X1) = 0 and c
2 = V(X1) and assume that there exist
nonnegative numbers K1,K2 such that
(3.11) |E(X1)j | ≤ j!Kj−21 c2 j = 3, 4, . . .
and that
(3.12) |Γj(νk)| ≤ j!Kj−12 µk j = 1, 2, . . . , k ≥ 1,
where again µk = E(νk). Then in [4] it was proved that the cumulants of (Zk,0)k
can be bounded as following:
|Γj(Zk,0)| ≤ j!
∆j−2k
j = 3, 4, . . . .
with ∆k := C
√
µk and C is an explicit constant depending on c
2,K1,K2. See also
[18] and [17, Lemma 2.2], where the case of weighted random sums was considered.
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Applying Theorem 3.8 the result in Theorem 3.4 follows, that is an MDP for the
sequence of random variables (Zk,α)k holds, under conditions (3.11) and (3.12).
Here condition (3.11) is a Bernstein type condition for the distribution X1 which
is equivalent to Crame´r’s condition (2.4). The second condition (3.12) is a concen-
tration property of (νk)k, which seems to be different from Assumption 3.3. With
(3.12) we have that for k large enough∣∣∣∣Γj( νk√µk
)∣∣∣∣ ≤ j! K
j−1
2
µ
j/2−1
k
≤ j! 1
∆j−2k
j = 2, 3, . . .
with ∆k := C
√
µk and C is an explicit constant depending on K2. Note that as
a consequence of Theorem 3.8 we obtain that assumption (3.12) implies, that the
sequence (
νk − µk
µ
α+ 1
2
k
)
k
satisfies an MDP for any 0 < α < 1/2 with speed µ2αk and Gaussian rate function
x2/2, which is indeed different form the LDP assumption in Assumption 3.3.
3.3. Strongly Fluctuating Summation Variables. In this section we will anal-
yse the moderate deviations behaviour of random sums, where the summation vari-
able does not have the strong concentration properties required in Assumption 3.3,
while for the (Xi)i we will still assume that they are i.i.d. centred random variables
with variance 1, such that (2.4) holds. Naturally, the fluctuations of a random sum
on a moderate deviations scale is then fed by two sources: the fluctuation of the
(Xi)i on the one hand, and the fluctuations of the summation index. The latter
could, in principle, however be arbitrarily strong. To get some control over it, we
have to make an assumption:
Assumption 3.9. Again let µk be the expectation of νk and 0 < α <
1
2 be fixed.
Assume that µk →∞ as k →∞ and there exists 0 < γ ≤ 2α such that the sequence
of random variables
(
νk/µ
1+2α−γ
k
)
k
obey an LDP with speed µγk, and a convex rate
function I such that
(3.13) lim
y→∞ I(y) =∞.
Alternatively, by setting 1 + 2α − γ = β we can assume that there exists 1 ≤ β <
1+2α, such that the sequence of random variables
(
νk/µ
β
k
)
k
obey an LDP with speed
µ1+2α−βk , and a convex rate function I such that (3.13) is satisfied.
Now we are ready to formulate our second theorem on the moderate deviations
for random sums.
Theorem 3.10. Again suppose that the (Xi)i are i.i.d. centered random variables
with variance one and that (2.4) is satisfied. Moreover assume that the random
summation index satisfies Assumption 3.9. Then, for 0 < α < 1/2, the sequence of
random variables Zk,α defined as in (3.8) satisfies an MDP with speed µ
γ
k and rate
function
J(y) = inf{y2/2s + I(s) : s ∈ R+}.
Remark 3.11. Note that the behavior of (Zk,α)k under Assumption 3.9 is essentially
different from the behavior in the previous section, which e.g. can already be seen
from different speed we obtain. Moreover, even if we set γ = 2α in Assumption 3.9
(which formally brings us into the realm of Assumption 3.3) we reobtain the speed
of Theorem 3.4 but it is not obvious that we have the same rate function.
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Proof. In the spirit of the replacement trick we start with the case, where the (Xi)i
are i.i.d. standard Gaussian random variables. We will first estimate P(Zk,α ≥ t)
for t ∈ R. Clearly,
P[Zk,α ≥ t] = P
({Zk,α ≥ t} ∩ {νk ≤ cµβk})
+ P
({Zk,α ≥ t} ∩ {cµβk ≤ νk ≤ Cµβk})(3.14)
+ P
({Zk,α ≥ t} ∩ {νk > Cµβk})
for some constants 1 > c > 0 (small), C > 1 (large) and again with 1 + 2α− γ = β.
Not unexpectedly the main contribution will come from the middle summand on
the right hand side in (3.14). Indeed, for the first summand we obtain
(3.15) P
({Zk,α ≥ t} ∩ {νk ≤ cµβk}) ≤ P


cµβk⋃
n=1
{
n∑
i=1
Xi ≥ tµα+
1
2
k
} ≤ cµβke− t22cµγk .
In fact, by a standard estimate for Gaussian random variables, the probabilities
P
(∑n
i=1Xi ≥ tµ
α+ 1
2
k
)
are bounded from above by e−
t2
2n
µ2α+1k which is increasing
in n. The right hand side in (3.15) is this obtained by a simple union bound and
the plugging in the relation between β and γ. On the other hand Assumption 3.9
provides us with the estimate
P
({Zk,α ≥ t} ∩ {νk > Cµβk}) ≤ e−µγk(I(C)+ε)
for the third summand, for every ε > 0, if only k is large enough. This is an
immediate consequence of the assumed LDP for
(
νk/µ
β
k
)
k
and the convexity of I.
Therefore, altogether we see that
P
({Zk,α ≥ t} ∩ {cµβk ≤ νk ≤ Cµβk})
≤ P(Zk,α ≥ t)
≤ P({Zk,α ≥ t} ∩ {cµβk ≤ νk ≤ Cµβk})+ cµβke− t22cµγk + e−µγk(I(C)+ε).
Now for the central term observe that
P
({Zk,α ≥ t} ∩ {cµβk ≤ νk ≤ Cµβk}) =
Cµβk∑
n=cµβk
P
(
n∑
i=1
Xi ≥ tµα+
1
2
k
)
P(νk = n)
=
C∑
s=c
P


sµβk∑
i=1
Xi ≥ tµα+
1
2
k

P
(
νk
µβk
= s
)
where again the first sum is over all s in the image of νk
µβk
. Therefore, for all 0 < c <
C <∞
max
s∈[c,C]
P


sµβk∑
i=1
Xi ≥ tµα+
1
2
k

P
(
νk
µβk
= s
)
≤ P({Zk,α ≥ t} ∩ {cµβk ≤ νk ≤ Cµβk})
≤ (C − c) max
s∈[c,C]
P


sµβk∑
i=1
Xi ≥ tµα+
1
2
k

P
(
νk
µβk
= s
)
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We therefore see that
lim
k→∞
1
µγk
log P
({Zk,α ≥ t} ∩ {cµβk ≤ νk ≤ Cµβk})
= lim
k→∞
1
µγk
log max
s∈[c,C]
P


sµβk∑
i=1
Xi ≥ tµα+
1
2
k

P
(
νk
µβk
= s
)
.
On the other hand, for any s ∈ [c, C], by the fact that the (Xi)i are Gaussians,
and therefore
∑sµβk
i=1Xi is N (0, sµβk )-distributed, standard estimates for Gaussian
tail probabilities and the large deviation assumption on (νk)k, Assumption 3.9, we
see that
lim sup
k→∞
1
µγk
log P


sµβk∑
i=1
Xi ≥ tµα+
1
2
k

P
(
νk
µβk
= s
)
≤ − t
2
2s
− I(s),
since the set {s} is closed.
For a matching lower bound, we argue locally (as is typical in large deviation
theory). For each s ∈ [c, C] and ε > 0 choose an open neighborhood (s − δ, s + δ),
δ > 0, such that inft∈(s−δ,s+δ) I(t) ≥ I(s) + ε (which is possible due to the lower
semi-continuity of I). Then
P
({Zk,α ≥ t}∩{cµβk ≤ νk ≤ Cµβk}) ≥ P


sµβk∑
i=1
Xi ≥ tµα+
1
2
k

P
(
νk
µβk
∈ (s− δ, s + δ)
)
.
Again using the Gaussian tails we see that
lim inf
k
1
µγk
log P


sµβk∑
i=1
Xi ≥ tµα+
1
2
k

P
(
νk
µβk
∈ (s− δ, s + δ)
)
≥− t
2
2s
− inf
t∈(s−δ,s+δ)
I(t)
≥− t
2
2s
− I(s)− ε.
As ε > 0 was arbitrary we obtain that
lim inf
k→∞
1
µγk
logP


sµβk∑
i=1
Xi ≥ tµα+
1
2
k

P
(
νk
µβk
∈ (s − δ, s + δ)
)
≥ − t
2
2s
− I(s).
Since also s was arbitrarily chosen in [c, C] we arrive at
lim
k→∞
1
µγk
logP
(
Zk,α ≥ t ∩ {cµβk ≤ νk ≤ Cµβk}
)
= − inf
s∈[c,C]
{t2/2s + I(s)}.
Putting things together we see that for each choice of 0 < c < C <∞ we have
lim
k→∞
1
µγk
logP
(
Zk,α ≥ t
)
= max{− inf
s∈[c,C]
{t2/2s + I(s)}, lim
k→∞
1
µγk
log(cµβke
− t2
2
µγ ),−I(C) + ε}.
Letting c→ 0 and at the same time C →∞ yields the desired result for the upper
tails when the summands are standard Gaussians.
The lower tail probabilities P
(
Zk,α ≥ t
)
are analyzed in exactly the same way, by
intersecting again with the events that νk is smaller, larger or about its expected
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value. Due to the topological structure of R the lower and upper tail probabilities
suffice to give the asserted MDP, see for example Lemma 4.4 in [15].
If now the (Xi)i are no longer standard Gaussian random variables, but satisfy the
assumptions in the theorem, one again analyses the upper and lower tail probabilities
in the same way as in the Gaussian situation. Indeed, e.g. for the upper tail
probabilities the decomposition (3.14) stays the same. The third summand again is
dominated by e−µ
γ
k(I(C)+ε) for any ε > 0, while the second summand for any ε > 0
and k large enough now is majorised by cµβke
−( t2
2
−ε)µγk . Here instead of the bound
for the tail of Gaussian random variables for the sum of the Xi one now employs
the corresponding MDP, Theorem 2.1. Analogously, for the middle summand in
(3.14) one replaces the Gaussian estimates by Theorem 2.1 and gets the MDP for
the upper tail probabilities. Again, the lower tail probabilities are treated in the
same way. This proves the theorem. 
Example 3.12. The following example is central, not only for this section but also
generally in random summation, e.g. basically the entire book by Kalashnikov [16]
is devoted to variants of this example. Note however, that there mainly situations
with positive summands are considered.
Here we will assume that the summation index νk is geometrically distributed,
while the (Xi)i still are i.i.d. centered random variables with variance one, such
that (2.4) is satisfied. In order to keep the conventional notation we will rename
the index of our summation variable and call it p. Hence we will assume that νp is
geometrically distributed with parameter p, such that µp := Eνp =
1
p and we will
consider the situation where p converges to 0. It is well known (see e.g. [7]), Theorem
3.4) that then Zp,0 :=
1√
p
∑νp
i=1Xi converges in distribution to a Laplace(0, 1/
√
2)-
distribution. Recall that the Laplace(a, b)-distribution is absolutely continuous and
its Lebesgue density fa,b : R→ R is given by
fa,b(x) :=
1
2b
exp
(
−|x− a|
b
)
.
For the moderate deviations we will consider the random variables
Zp,α :=
1
p
1
2
+α
νp∑
i=1
Xi
for any 0 < α < 12 . We will see that we are exactly in the situation described in
Theorem 3.10. To this end, all we need to check is that Assumption 3.9 is satisfied
by the geometrically distributed random variable νp. This is indeed the case. It is
easy matter to check, that for any x > 0
P
(
νp ≥
(
1
p
)1+α
x
)
∼ exp
((
1
p
)α
x
)
,
i.e. Assumption 3.9 is satisfied with γ = α and I(x) = x. According to Theorem
3.10 we thus obtain that for all 0 < α < 12 the family of random variables (Zp,α)p
obey an MDP (or LDP) with speed p−α and rate function
J(y) = inf{y2/2s + I(s), s ∈ R+}.
It is interesting to compute this rate function explicitly. Standard analysis shows
that the infimum is attained for s = y/
√
2 which gives J(y) =
√
2y. This is quite
satisfactory, since−√2y exactly describes the asymptotics of f0,1/√2(x) for large x on
a logarithmic scale. In other words our random sums with geometrically distributed
summation index confirm the folklore in MDP theory, that (up to a minus sign) the
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rate function of an MDP behaves like the asymptotic expansion of the logarithmic
density in a CLT for large values of x. In our case, this is particularly nice, as
the Central Limit Theorem is non-standard, i.e. the limit distribution is not the
Gaussian distribution and therefore the moderate deviation rate function is non-
quadratic. Let us summarise this central example:
Theorem 3.13. Let (Xi)i be a sequence of i.i.d. centered random variables with
variance one, such that (2.4) is satisfied. Let νp be geometrically distributed with
parameter p, such that µp := Eνp =
1
p . Then (Zp,α)p satisfies a MDP with speed
with speed p−α and rate function J(y) =
√
2y.
4. Large Deviations
The above results automatically raise the question for the large deviation behavior
of random sums. We will start with a situation of the type studied in Section 3.
More precisely, we ask for the exponential decay of the probabilities P
(
Zk,1/2 ≥ x
)
where Zk,1/2 is defined by setting α =
1
2 in (3.8) and we impose the conditions of
Assumption 3.3 on the summation variable. At the end of the section we will also
briefly argue that Section 4 already gives an idea what happens in the situation of
Assumption 3.9.
First of all, Assumption 3.3 needs to be modified. We impose
Assumption 4.1. Assume that the sequence of random variable (νk/µk)k obeys an
LDP with speed µk with a rate function I that has a unique minimum I(x) = 0 for
x = 1.
Also for the (Xi)i we will need a stronger assumption that relates them to the
behaviour of the variables (νk)k
Assumption 4.2. Suppose that the (Xi)i are i.i.d. centered random variables that
have variance 1 (without loss of generality), and satisfy
(4.16) ΛX(t) := logE
(
exp(tX1)
)
<∞
for all t > 0. Moreover assume that the functions ft : R→ R defined by
ft(x) := ΛX(t)x
satisfy either
lim
M→∞
lim sup
k→∞
1
µk
logE
(
eµkft(νk/µk)1{ft( νkµk )≥M}
)
= −∞
for all t, or that for all t there exists some γ > 1 such that
lim sup
k→∞
1
µk
logE
(
eγµkft(νk/µk)
)
<∞.
Note that in the above conditions the expectation refers to the random variable νk.
Under these conditions we show
Theorem 4.3. Suppose that Assumption 4.1 is fulfilled and Assumption 4.2 is sat-
isfied as well. Then the sequence of random variables (Zk, 1
2
)k satisfies an LDP with
speed µk and rate function J . J is given by the formula
J(y) = sup
λ∈R
[λy − Γ(λ)]
and Γ is given by
(4.17) Γ(λ) = sup
x∈R
[fλ(x)− I(x)].
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Proof. We will again employ the Ga¨rtner-Ellis theorem for this proof. Note however,
that the replacement trick of Lindeberg cannot be applied, since the rate functions
depends on the distribution of the Xi. Following the computations in Section 3 we
see that
Ee
tµkZk, 12 = Eet
∑νk
i=1Xi
=
∞∑
n=1
P(νk = n)(Ee
tX1)n
=
∑
x≥0
P
(
νk
µk
= x
)
eµkΛX(t)x
= Eeµkft(Nk),
where we have set Nk = νk/µk. The right hand side calls for an application of
Varadhan’s Lemma (Lemma 4.3.1 in [6]). Our Assumption 4.2 is however just tailor-
made for the application of this Lemma (cf. (4.3.2) and (4.3.3.) in [6]). Therefore
lim
k→∞
1
µk
logEe
tµkZk, 12 = Γ(t)
with Γ given by (4.17). The theorem thus follows form an application of the Ga¨rtner-
Ellis theorem. 
Example 4.4. As a matter of fact, Theorem 4.3 covers many interesting situations.
Suppose, e.g. that the νk are Poisson random variables with a parameter k (which
then is also equal to µk). Suppose that the (Xi)i have a finite cumulant generating
function ΛX(t), e.g. suppose they are standard Gaussian random variables, in which
case ΛX(t) = t
2/2. Then for all t
E
(
eγµkft(νk/µk)
)
= E
(
eγνk
t2
2
)
=
∞∑
n=0
eγn
t2
2
µnk
n!
e−µk = eµk(e
γ t
2
2 −1),
which implies that
lim
k→∞
1
µk
logE
(
eγµkft(νk/µk)
)
= eγ
t2
2 − 1 <∞
for all γ and t. Moreover (νk/µk)k satisfies an LDP at speed k = µk with rate
function I(x) = 1 − x + x log x for nonnegative x and −∞, otherwise. Therefore I
meets the Assumptions 4.1 and 4.2. Also Γ can be quickly computed.
Γ(λ) = sup
x∈R
[x
λ2
2
− 1 + x− x log x] = eλ2/2 − 1.
Therefore the critical λ, where the supremum in the definition of J is attained
satisfies y = λeλ
2/2. It seems pretty difficult to compute the value of J(y), however.
Interestingly, there is another way to obtain the rate function in this case. Con-
sider the proof of Theorem 3.10 again. Observe that the only point in the proof,
where we use α < 12 there, is when we bound the tail probabilities
P
( µβk∑
i=1
Xi ≥ tµα+
1
2
k
)
by e−(
t2
2
−ε)µγk , i.e. we employ the moderate deviations bound for a fixed number of
summands. However, if the Xi are themselves Gaussian random variables such a
bound is true for all α > 0. We can therefore employ the techniques used in the
proof of Theorem 3.10 to the situation where α = 12 , which implies β = γ = 1. This
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is exactly the situation described in this example. We then obtain that with (νk)k
again chosen as a Poisson random variable with parameter k and (Xi)i independent
standard Gaussian random variables, the sequence of random sums ( 1k
∑νk
i=1Xi)k
obeys an LDP with speed k and rate function.
J(y) = inf{y2/2s+ 1− s+ s log s, s ∈ R+}.
Unfortunately, it is a common issue in large deviations theory to evaluate such rate
functions explicitly.
The latter approach can be generalized. To this end one would assume that (2.4)
holds for all λ which entails that for deterministic summation indices k the sequence(
1
k
∑k
i=1Xi
)
k
obeys an LDP with speed k and rate function
K(x) = sup
λ∈R
[
λx− logE(exp(λX1))].
Now assume that also the sequence of summation variables (νk/µk)k obeys an LDP
with speed µk and some rate function I. Following the approach described in the
proof of Theorem 3.10 we then obtain an LDP for the sequence of random sums(
1
µk
∑νk
i=1Xi
)
k
with speed µk (as expected) and rate function
J(y) = inf
{
sK
(y
s
)
+ I(s), s ∈ R+
}
.
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