Solutions of large sparse linear systems of equations are usually obtained iteratively by constructing a smaller dimensional subspace such as a Krylov subspace. The convergence of these methods is sometimes hampered by the presence of small eigenvalues, in which case some form of deflation can help improve convergence. The method presented in this paper enables the solution to be approximated by focusing the attention directly on the 'small' eigenspace ('singular vector' space). It is based on embedding the solution of the linear system within the eigenvalue problem (singular value problem) in order to facilitate the direct use of methods such as implicitly restarted Arnoldi, or Jacobi-Davidson for the linear system solve. The proposed method, called "Solution by Null-space Approximation and Projection" (SNAP), differs from other similar approaches in that it converts the nonhomogeneous system into a homogeneous one by constructing an annihilator of the right hand side. The solution then lies in the null space of the resulting matrix. We examine the construction of a sequence of approximate null spaces using a JacobiDavidson style singular value decomposition method, called restarted SNAP-JD, from which an approximate solution can be obtained. Relevant theory is discussed and the method is illustrated by numerical examples where SNAP is compared with both GMRES and GMRES-IR.
Introduction
The most popular general-purpose iterative solution techniques for solving a system of linear equations A x = b, when the coefficient matrix A ∈ R n×n is large and sparse, is to utilise a combination of preconditioning with Krylov subspace methods, see, e.g., [19] . Krylov methods such as GM RES [20, 19] , construct a subspace K m (A, b) = span{b, Ab, . . . , A m−1 b} from which an approximate solution is extracted. If A is nonsingular and m is the algebraic grade of A, K m (A, b) is an invariant subspace on which the system has a unique solution. However, in most cases m is less than the algebraic grade, K m (A, b) is not invariant, or even an approximately invariant subspace [13] and one requires more complicated procedures such as restarting, deflation or preconditioning, to obtain a good approximate solution.
In general if A has a number of small in magnitude eigenvalues and b contains components of the corresponding eigenvectors, then the Krylov methods may stagnate [14] . Other factors such as negative or complex eigenvalues can also cause problems with solving some particular linear systems and even if the eigenvalue distribution appears reasonable, convergence may still not always occur [11] . It is well known that if a Krylov subspace grows large enough some automatic deflation of small eigenvalues occurs naturally, leading to a superlinear convergence of Krylov methods, see, e.g., [27, 25] . However restarting GMRES prevents this deflation from taking place, resulting in slow convergence and in some instances stagnation.
Although the Krylov subspace K ℓ (A, b), ℓ < m is not an approximately invariant subspace [14] , it may contain subspaces that are, for example approximate eigenspaces, and some information from these subspaces, particularly the set of eigenvectors associated with the smallest eigenvalues of A, can be retained at the point of restart and used during the next cycle to overcome the problems of slow convergence [6] . GMRES-E [17] and GMRES-IR [18] are two such methods that do exactly that by augmenting a selection of harmonic Ritz vectors associated with the smallest harmonic Ritz values either to the back, or front, of the Krylov subspace respectively. It is noted by Morgan that augmenting approximate eigenvectors to the subspace deflates the corresponding eigenvalues from the spectrum of A. These eigenvector approximations do not need to be fully converged in order to offer some benefits for the deflation process [18] .
Another way to overcome the problems of slow convergence, or stagnation, is the construction of a preconditioner that effectively shifts the troublesome small eigenvalues to approximately one, thus enabling the standard method to work [10] . In [1] this idea is improved upon by using implicit restarting to refine these eigenvectors before they are used to construct the preconditioner. Other methods, see, e.g., [9] employ singular vectors instead of eigenvectors.
Since the eigenvalue problem for small eigenpairs has to be solved to improve the convergence rate of the Krylov subspace method for solving the linear system A x = b, this strongly suggests embedding the solution of the linear system into an eigenvalue problem, or to be more accurate, a null space vector problem. The linear system A x = b can be trivially transformed into such a problem, since the solution x is a null space vector of the matrixĀ = (I − bb T b 2 )A. This new way of thinking enables one to consider powerful strategies utilized in solving eigenvalue problems. For example methods like implicitly restarted Arnoldi [16] or Jacobi-Davidson (JD) [12, 21] become attractive.
This gives the theoretical motivation of our alternative approach for overcoming poor convergence, which we have called Solution by Null-space Approximation and Projection (SNAP). SNAP transforms the problem of solving A x = b into a problem of finding the null space ofĀ, N (Ā). For small size matrices there is a number of methods for computing the null space (see for example [4] and the references within). However, for large sparse matrices, two strategies present themselves. Either we think of zero as an eigenvalue and use methods developed for finding the eigenspace corresponding to zero and small eigenvalues [1, 6, 10, 17, 8] ; think of zero as a singular value and use the methods developed for extracting singular vectors [7] associated with 'small singular values' [26] . This latter approach will be the method that we harness when constructing our SNAP-JD algorithms.
This paper is organised as follows. In § 2 we present SNAP within the GMRES theoretical context by constructing a null space vector as the difference between two inhomogeneous solutions, one of which is known at the outset. There is similarity with the discussion for inconsistent systems given in [5] . In § 2.1 we construct the annihilator E as an orthogonal, or oblique, projector and derive the bound on the residual error Ax − b in terms of the error E A x = σ. In § 2.2 we discuss how the initial approximate null space vector can be improved by an iterative procedure, which is implemented in the SNAP-JD algorithms presented in § 4. In § 3 we discuss some relevant theoretical results on approximate null spaces, with Proposition 3 being a key result that motivates the practical ideas. In § 4 the JD analogous subspace expansion method is presented and § 5 sees the theory illustrated by some specific numerical case studies where we compare and comment on the performance of SNAP against variants of GMRES algorithms. In § 6 we summarise the advantages and disadvantages of the SNAP method and point to the future research projects.
To avoid the discussion of inconsistency and deflation procedures when the null space is multidimensional, we will assume that the matrix A is nonsingular and that the righthand side vector b = 0. Unless otherwise stated, the norm . is the Euclidean norm . 2 . Coordinate vectors of R n are denoted by e i = (0, . . . , 1, . . . , 0) T , where 1 is in the ith position.
SNAP
Given a linear system A x = b, the method proposed in this paper starts by building a projector E which we refer to as an annihilator of b, such that E b = 0. Thus, E transforms the original nonhomogeneous system into the homogeneous system E A x = 0. § 2.1 shows three ways to obtain the projector E. We denote byĀ the matrixĀ = EA.
The core idea of SNAP lies in its second step where a sequence of what we call approximate null subspaces (ANS) of dimension k and order ε is generated forĀ,
where the w i 's are orthonormal and ε is decreasing. Note that this space need not be a Krylov subspace and existing methods developed specifically for the eigenvalue problem, see, e.g., [23] or [3] and the references therein, can be employed to obtain the w i 's.
Once this approximate null space is obtained, the third step of the method extracts the approximate solution, which is a scalar multiple of the approximate null space vector. Details of these steps are given in the next sections.
Formulation of an Annihilator and Error Bound
The annihilator for a given b is not unique. For illustrative purposes we give two main examples that we call an orthogonal projector E ⊥ and an oblique projector E / .
Proposition 1 Define the orthogonal projector
2 and let a unit vector w be given which satisfies E ⊥ A w = σ. Assume that b T Aw = 0 and let β = b 2 /(b T Aw) and x = β w. Then the linear system A x = b has approximate solution x with residual r = b − A x satisfying r = |β| σ.
Proof. Clearly:
The assumptions now show that r = σ|β|.
If b T Aw = 0, then no information on x can be extracted. However, this problem is not too likely to occur in practice. Instead it may happen that w corresponds to a small singular right vector of A in which case Aw is small, giving rise to a large β.
Another way to interpret the result in Proposition 1 is via the following relative residual: , it is desirable that E ⊥ reduces Aw in relative terms.
In the discussion above the relative residual was measured in terms of the 2-norm. If it is more convenient to use the ∞-norm, the oblique projector
, where |b j | = b ∞ may be beneficial. In this case, the equivalent of Proposition 1 is
where this time θ is the angle between e j and Aw.
Yet another example of an oblique projector would be
T , where e is the vector with components
giving in this case
, θ being the angle between e and Aw.
Construction of an Approximate Null Space
To obtain an approximate null space vector ofĀ x = 0, whereĀ = E ⊥ A orĀ = E / A, we can exploit the GMRES algorithm. AlthoughĀ is singular, the system to be solved is consistent and as stated in [24] , GMRES will not break down unless the solution is found.
If v 0 is an arbitrary vector, we can approximately solve the homogenous linear system Ax = 0 by GMRES, starting with the initial guess v 0 . This is equivalent to approximately solving the linear systemĀv = f , where f =Āv 0 by GMRES starting with a zero initial guess, and then taking v 0 − v as the approximate null space vector. A more detailed description follows.
(i) Select a unit vector v 0 and set v 1 =Ā v 0 .
(ii) Process Arnoldi up to some specified point ℓ, resulting in the relationĀ
(iv) The desired approximate null space vector is given by
In step (i), if initially GMRES was used for solving A x = b and stagnation occurred, then the resulting approximate solution obtained at that point would be suitable for use as v 0 . Otherwise one can just take a random v 0 .
In step (ii), ℓ should not exceed the analytic grade defined in [14] . The analytic grade of order t of the matrixĀ with respect to v 1 is defined as the lowest integer ℓ for which u ℓ −P ℓ u ℓ u ℓ < 10 −t where P ℓ is the orthogonal projector onto the l-th Krylov subspace
The grade can be computed from the Arnoldi algorithm using the matricesH 1 ,H 2 , · · · ,H l generated during the process. If h 1 is the 1st column ofH 1 , and
At this stage we examine whether Ā w 1 is small and if that is the case, then we check that r = |β| Ā w 1 < ε where β is given in Proposition 1. If the residual is sufficiently small we have an approximate solution of the linear system as x = βw 1 , however this will be rarely true because as was discussed in the introduction, the small singular values ofĀ effectively hinder the convergence of GMRES. Nevertheless, it is true that the resulting vector w 1 should be rich in null space vector components and furthermore the fact that Ā w 1 ≤ v 1 = Ā v 0 makes w 1 a suitable candidate for use in the subspace expansion Jacobi-Davidson like method discussed in §4.
For an initial approximation v 0 , the procedure outlined so far in this section produces an approximate null space vector w 1 such that Ā w 1 < ε, which may not be sufficiently accurate and an iterative procedure has to be established to further refine w 1 to the desired null space vector. Two methods suggest themselves as possible ways for this refinement.
Method 1: Generate a sequence {w m } such that Ā w m → 0, then {w m } → z ∈ N (Ā). Our basic algorithm SNAP-JD in § 4 (with k = k max fixed) constructs a sequence such that Ā w m+1 ≤ Ā w m , to which we refer to as a monotone decreasing sequence. The advantage of this method is that an SVD of an upper triangular matrix of dimension no more than k max ×k max is required and the test for terminating the sequence is given by Proposition 1 on the last sequence vector. The disadvantage for choosing k max small is that convergence may be slow.
Method 2: Generate a sequence of approximate null subspaces (ANS), forĀ,
where the w i 's are orthonormal and ε is decreasing. Our algorithm restarted SNAP-JD in § 4 constructs a sequence of subspaces such that Ā W (m+1) ≤ Ā W (m) , to which we refer to as a monotone decreasing sequence of subspaces. If ε <σ k+1 , then W contains the null space vector (see Proposition 3, next section). However, since theσ's are unknown, the linear dependence test can be used. If {Ā w 1 , . . . ,Ā w k } are linearly dependent i.e.
A test for linear dependence amounts to seeing whether the smallest singular value ofĀW is zero. If w is the vector corresponding to the smallest singular value τ ofĀW i.e. Ā w ≤ τ , and τ is less than the requirement of Proposition 1, we can terminate the procedure.
Approximate Null Spaces
Although the main aim of this paper is to introduce the method of annihilator and its implementation using the SNAP-JD algorithm, this section introduces some relevant results on the theoretical background of what we coin approximate null spaces. Questions such as the following motivate our thinking:
1. If we have a set of vectors satisfying Ā w i < ε as discussed in the previous section do they form a vector subspace? The negative answer to this question forces us to introduce the concept of an approximate null cone (ANC).
2. When will the span{w 1 , w 2 , . . . , w k } discussed in the previous section include the null space vector? The answer to this question requires the consideration of Ā W < ε, which leads to our definition of approximate null subspace (ANS).
3. How do we construct the monotone decreasing sequences mentioned in the previous section?
4. How are the singular values of A,Ā andĀW related?
Let B ∈ R n×n be a singular matrix with N (B) = {x ∈ R n |Bx = 0} as its null space, which is a vector subspace of R n .
of B of dimension k and order ε is defined by
Properties of ANC and ANS

1.Ñ (B, ε)
is not a vector subspace. To see why, let
v n where n ∈ N (B) and (σ n , v n , u n ) is the largest singular triplet of B and n 2 +
2.Ñ (B, ε)
is a double cone.
3. N (B, k, ε) is a vector subspace and is a subset ofÑ (B, ε) i.e. N (B, k, ε) ⊂Ñ (B, ε).
4.Ñ (B, ε) contains the null space N (B) but N (B, k, ε) may not.
where V 1 corresponds to the smallest k singular values σ 0 = 0, σ 1 , . . . , σ k−1 , all less than ε and V 2 corresponds to σ k , . . . , σ n with σ i ≥ ε, i = k, . . . , n. ThenÑ (B, ε) contains all subspaces generated by the singular vectors in V 1 .
is a linear combination
and v i is the right singular vector corresponding to σ i that satisfies σ i |ξ i | < ε. To see this:
This last statement says thatÑ (B, ε) contains N (B), small singular vectors, and can contain small components of large singular vectors. To extract N (B) fromÑ (B, ε) one needs to devise strategies to eliminate the small singular vectors and minimise the contribution of small components of large singular vectors.
To monitor how many small singular values of B one could expect to encounter during the construction of the ANS the following proposition is useful. Furthermore, this knowledge can be used to make an informed judgement on whether to restart the iterative process presented in §4.
Proposition 2 Let {w 1 , w 2 , . . . , w k } be an orthonormal basis for N (B, k, ε) and form the matrix W = [w 1 , w 2 , . . . , w k ] ∈ R n×k . Assume without loss of generality that the singular values of B are arranged as σ n ≥ σ n−1 ≥ . . . ≥ σ 1 . Then the smallest k singular values of B, viz, {σ k , . . . , σ 1 } are less than ε.
Proof. Let , σ k = BW so that σ k ≤ ε. Define the projectors P = W W T and Y = I −P . Clearly, rank(P ) = k and rank(Y ) = n − k. Also, w = W u ∈ N (Y ). Now,
Bw ≥ σ k using Weyl's Theorem (refer [22, P. 67 
]).
Even more revealing is the following proposition which gives some justification for using Definition 2 to define ANS for our theoretical discussion. Proposition 3 Let σ n ≥ σ n−1 ≥ . . . ≥ σ 1 = 0 be the singular values of B. Suppose BW < ε, where W is defined in Definition 2 and
Proof. Let P and Y be the projectors as defined in the proof of Proposition 2 so that P + Y = I and BP + BY = B. Thus
Hence rank(BY ) is at least n − k. Otherwise if rank(BY ) = r < n − k, then by Weyl's Theorem (Note: the statement of the theorem in the given reference uses the descending arrangement of σ i whereas we use the ascending)
Another useful result that also follows from Weyl's Theorem relates the singular values ofĀ = EA to A and is summarised by the following proposition.
Proposition 4 Let E be either the orthogonal E ⊥ or oblique E / projector discussed in §2.1 and order the singular values of A as σ n ≥ σ n−1 ≥ . . . ≥ σ 1 and ofĀ as
Construction of Monotone Decreasing Sequence of ANS
The discussion of SNAP in §2 requires the construction of a monotone decreasing sequence of ANS. The iterative procedures outlined in §4 construct such sequences by generating an expanding subspace X k of dimension k, over which an SVD of the projected matrixĀ is computed. Key results are summarised by the following proposition and its corollaries.
Proposition 5 Let X k have orthonormal basis {x 1 , x 2 , . . . , x k } and define the matrix
Consider the subspace X k+1 = X k ⊕ span{x k+1 } with x k+1 ⊥X k , x k+1 = 1 and define the matrix X k+1 = [x 1 , . . . , x k , x k+1 ]. Then the singular values ofĀX k+1 interlace those ofĀX k i.e.
Proof. We use the fact that σ i is a singular value ofĀX k iff σ 2 i is an eigenvalue of the projected matrix X
Cauchy's interlacing theorem (see [22] 
k+1 V
(1)T k+1 be the SVD ofĀX k andĀX k+1 respectively, with singular values ordered increasingly from top left to bottom right. Set
1 , and X
Proof. These are just the first and the last inequalities in Equation 3. (ii) { Ā W m } is a monotone decreasing sequence as m increases for m > k (fixed).
It is worthwhile to point out that in the same way that the Ritz values are approximations for the eigenvalues ofĀ, the {σ 
A Jacobi-Davidson Analogue for Linear Systems
The (2) 1 , . . . , w (2) ℓ } to form the ANS X (2) ℓ = Span(S 2 ) and so on. At each stage the smallest singular value is used to test for termination.
Basic SNAP-JD
Corollary 2 of Proposition 5 indicates that merely expanding a subspace by an orthonormal vector will result in an improved convergence. To accelerate the convergence, we describe in this section an algorithm based on the Jacobi-Davidson (JD) idea for choosing the expansion vector. Our basic algorithm (Algorithm 1) starts with an initial vector w 1 , constructs a sequence of expanding subspaces, obtains the corresponding SVD, and tests whether the smallest singular value is sufficiently small. The expansion is continued until the test is satisfied or up to some prescribed maximum dimension k max . In the latter case the vector corresponding to the smallest singular value is used to restart the process. This procedure can be repeated, see §4.3 for further details.
Suppose X k is the kth constructed subspace with an orthonormal basis {x 1 , x 2 , . . . , x k } and define the matrix X k ∈ R n×k as X k = [x 1 , . . . , x k ]. LetĀX k = Q k R k be the QRfactorisation ofĀX k , and let R k V k = U k Σ k be the SVD of R k , with the singular values ordered increasingly from top left to bottom right. Then the smallest singular triplet of the projection ofĀ onto X k is given by
Suppose now that subspace X k is expanded by one orthonormal vector x k+1 . Set X k+1 = [x 1 , . . . , x k , x k+1 ] where x T k+1 X k = 0 T and write the QR-factorisation ofĀ X k+1 as
where r = Q T kĀ x k+1 and α = Ā x k+1 2 . Let y in (4.2) be the vector which produced w k and choose y k+1 to decrease the numerator in (4.2) i.e., minimise
This occurs when t = −
, which implies
Since Ā w k = σ 1 and Ā x k+1 2 = α we have
where θ is the angle betweenĀ w k andĀ x k+1 . Thus ifĀ w k andĀ x k+1 are aligned, i.e. when θ = 0 or π, then f = 0. In this case Ā w k+1 = 0 and we have the null space vector.
Hence the expansion vector x k+1 should be chosen as the (approximate) solution of the correction equationĀ x k+1 = γε k and such that x k+1 ⊥X k , where γ is some appropriately chosen constant and the null space vector residual is ε k =Ā w k .
It can be concluded from the above statement that the expansion vector x k+1 could be computed by solvingĀ t = −ε k directly. However, as noted for the JD method [21] , it is preferable to compute the orthogonal correction t for w k so that we restrict ourselves to the subspace w ⊥ k when determining t. Therefore, to obtain the correction vector the following strategy is recommended:
1. Solve approximately the correction equation
for t.
Form
(4.4)
We make two important remarks. First, from Proposition 5 Cor 1, a reasonable expansion vector should suffice. There is no need to solve the correction equation too accurately. We noted above that one needs to monitor cos θ and if we approximate the solution ofĀ x = u by GMRES thenĀ V m = V m+1Hm , and ifH m = Q m R m and
For small θ, cos θ varies slowly. As a result, in practice, if θ is small then stop after 2 or 3 additional Arnoldi operations.
A second remark is that the most expensive part of SNAP-JD is in the construction of the expansion vector x k+1 . Methods other than Krylov subspace techniques may be suitable for this task.
Preconditioning
To accelerate the convergence of SNAP-JD it may prove beneficial to use some form of preconditioning on the original nonsingular matrix A. Since by Proposition 4, the smallest nonzero singular values of EA are not less than the smallest singular values of A, any preconditioner that works favourably for A will also work favourably for EA. We advocate the use of a right preconditioning matrix M −1 as follows:
The solution of the original system is then, x = βw, where w = M −1 y.
A single algorithm encapsulating the SNAP-JD idea using preconiditioning and GMRES to find an approximate expansion vector is given in Algorithm 1. Here m refers to the number of correction equation solves to perform for each expansion vector. 
(where m equals, e.g., 5 or 10) or by monitoring cos θ in (4.5)
Obtain the SVD factorization:
Set w k+1 = X k+1 v 1 and ε k+1 = σ 0 Q k+1 u 1 , with ε k+1 = σ 0
End while Loop
Compute Final Approximate Solution x of linear system:
with residual r = |β| ε k
Restarted SNAP-JD
If the dimension of the subspace X k+1 becomes large and the approximation to the null space vector w is still inaccurate, then SNAP-JD can be restarted. One can perform a simple restart procedure as mentioned at the beginning of §4.1 and use a single vector to restart, however a better choice is to use thick restart, which is in the spirit of thick restart Krylov methods [6, 17] .
This thick restart process uses a number of right singular vectors corresponding to the smallest ℓ singular values. According to Proposition 5, Corollary 2 (
ℓ . This result ensures that our restarted algorithm proposed below generates a monotone decreasing sequence of ANS.
This procedure is outlined in Algorithm 2 for SNAP-JD(m,k max , ℓ), where m refers to the number of correction equation solves using GMRES, k max is the maximum number of subspace expansions before restarting and ℓ is the number of right singular vectors retained at the point of restart.
Construct annihilator E of b as E ⊥ or E / and setĀ = EAM 
Commence restart procedure if not converged
Select ℓ smallest singular triplets of R k+1 and set X ℓ = X k+1 V ℓ and note that
End restart while loop
Compute Final Solution Approximate solution to linear system is x = βw,
with residual r = |β| ε k Note: The main computational expense for SNAP-JD(m) in Algorithm 1 manifests in performing the SVD of the upper triangular matrix R k+1 , which grows in size with the increasing dimension of the subspace X k+1 . This expense is reduced by restarting the process in Algorithm 2 for SNAP-JD(m, k max , ℓ). In this manner the SVD of an upper triangular matrix whose maximum dimension attains k max × k max is computed. The disadvantage of this strategy is that convergence is slowed over the Full SNAP-JD(m) algorithm.
What if A is singular?
The situation when A is singular and one wishes to obtain an approximate least-squares solution to the linear system Ax = b by GMRES has been carefully studied in [2] . In particular, it is no longer true that break-down of GMRES implies that the underlying approximate solution has converged and is a least-squares solution, in contrast to when A is nonsingular. This is a situation when it is best to work with singular vectors rather than with eigenvectors.
When A is singular then N (A) ⊂ N (Ā) and one of the advantages of using the SNAP method is that null vectors of A can be filtered from the ANS to provide the complete solution for A x = b.
Suppose we have generated a k -dimensional ANS as N (Ā) with orthonormal basis given by {w 1 , w 2 , . . . , w k } and set W k = [w 1 , w 2 , . . . , w k ] . Let the QR-factorisation of AW k = Y k S k and perform SVD of S k to obtain S k V k = U k Σ k with the singular values on the diagonal of Σ k arranged in increasing order from top left to bottom right. The solution of A x = b can be found using
The Algorithms described above for SNAP-JD(m) and SNAP-JD(m,k max , ℓ) can also be used to find more than one null space vector by using deflation techniques. This will be explored further in future research work. Finally we note that for singular A the preconditioning strategy given in §4.1 would not be possible and some careful reflection is necessary to uncover an effective preconditioner in this case. We leave this also for a future research topic.
Numerical Case Studies
In this section the theory proposed throughout §2- §4 is applied to study the solution of a cross-section of linear systems. To elucidate the issues discussed in the introduction, we give four specific examples where the standard Krylov subspace method (as formulated in the GMRES algorithm) is either not useful because its dimension m has to be very large to capture the solution, or the convergence of restarted GMRES stagnates.
Example 1
This example is constructed similarly to that proposed in [15] where A = diag(0.01, J(1)), J(1) is an n−1×n−1 Jordan block and b = (0, 0, . . . , 0, 1)
T . The Arnoldi process requires that m = n − 1 for convergence. Clearly this is unsatisfactory and some other solution method must be found. One observes (refer Figure 1) when comparing full GMRES and restarted GMRES (25) for n = 300 with initial guess x 0 = 0, that restarted GMRES offers very slow convergence towards the solution whilst full GMRES requires a subspace of dimension m = 299 to capture the solution. E ⊥ is presented. The figure shows a comparison of SNAP-JD(m) using m = 5 or 10, SNAP-JD(m,25,ℓ) with the number of right singular vectors retained at the point of restart taken as ℓ = 5 or 10, full GMRES, and restarted GMRES (25) . The complete statistics of the SNAP-JD runs are given in Table 1 . One notes from the figure and the supporting table that SNAP-JD (5) is the best performer overall in terms of matrix multipies, followed by SNAP-JD (10) . The convergence of the restarted methods is slower, but steady, and it appears that retaining ten of the smallest right singular vectors in the subspace performs better than retaining only five. Table 1 highlights that all SNAP-JD variants have converged, however restarting can be costly in terms of the total number of matrix-vector multiplies. The fact that SNAP-JD(5) converges in fewer matrix vector multiplies than SNAP-JD (10) suggests that oversolving the correction equation (4.3) may not offer any significant advantage. Interestingly, although SNAP-JD(5) uses fewer matrix vector multiplications in comparison with SNAP-JD(10), the latter results in a smaller dimensional approximate null subspace on which the solution is found. Finally, it is worth pointing out that with restarting, the maximum dimension of the upper triangular matrix to which the SVD is applied is 25. This is undoubtedly less costly in terms of raw computational cost than working with the matrices of size 61 and 88 for the Full SNAP-JD methods.
Example 2
The linear system in this example is taken from [18] and concerns the matrix sherman4 (A ∈ R 1104×1104 ) from the Harwell-Boeing Sparse Matrix Collection with righthand side vector the one provided in the collection 1 . For this matrix all eigenvalues are positive and σ(A) ⊆ (0.031, 66.5). Figure 3 highlights that standard GMRES performs well and restarted GMRES(25) offers a slow but steady convergence, whilst implicitly restarted GMRES-IR (25, 6) and GMRES-IR(25,10) both converge considerably faster than GMRES (25) , with a convergence rate similar to that of full GMRES.
The results for Example 2 are shown for SNAP-JD using E ⊥ in Figure 2 -(a) and E / in Figure 2 -(b), with the full run statistics summarised in Table 2 . In this case all SNAP-JD variants perform similarly, converging in less than 200 matrix-vector multiplies. Furthermore, SNAP-JD offered convergence rates consistent with those exhibited by GMRES-IR in Figure 3 . There doesn't appear to be any particular advantage of using the orthogonal annihilator E ⊥ over the oblique E / .
Example 3
The linear system in this test concerns the matrix bfw782a (A ∈ R 782×782 ) also from the Matrix Market 1 , with right-hand side vector b = A × ones(782, 1). For this matrix the eigenvalues satisfy 0.007 ≤ |λ i | ≤ 11.021, with 17 eigenvalues less than 0.1 in magnitude. The results for this system given in Figure 5 show that restarted GMRES(25) performs poorly, whilst implicitly restarted GMRES-IR (25, 6) and GMRES-IR(25,10) both converge well.
The results for SNAP-JD are exhibited for Example 3 using E ⊥ in Figure 4 -(a) and E / in Figure 4 -(b). Again, SNAP-JD(m) with m = 5 or 10 and SNAP-JD(m,25,ℓ) with ℓ = 5 or 10, are exhibited along with full GMRES and restarted GMRES (25) . The complete statistics of the SNAP-JD runs are given in Table 3 . Clearly all SNAP-JD variants are very competitive in comparison to Full GMRES and consistent with GMRES-IR (see Figure 5 ). The figures show that the orthogonal annihilator slightly out performs the oblique annihilator. Furthermore, retaining a set of the smallest right singular vectors at the point of restart and refining these as discussed for Method 2 in §2.2, offers convergence rates almost the same as full SNAP-JD.
Example 4
This example concerns the matrix bcsstk13.mtx (A ∈ R 2003×2003 ) taken from set BC-SSTRUC1 in the Harwell-Boeing collection 1 . The matrix originates from a fluid flow generalised eigenvalue problem and has a condition number estimate of 4.6e10 and A 2 = 3.1e12. A right-hand side vector b was generated from b = A×ones(2003, 1). For this matrix (refer Figure 7) , ILU preconditioned (with threshold parameter 0.01) GMRES(30) and GMRES(40) could not overcome stagnation, whilst preconditioned Full GMRES required a Krylov subspace of dimension 200 to provide a good approximation to the solution. The results for different variants of SNAP-JD applied to Example 4 are depicted in Figures  6 (a-b) for E ⊥ and E / respectively. For this linear system only preconditioning (ILU with threshold parameter 0.01) is able to make SNAP-JD an effective iterative solution strategy. The figures highlight that SNAP-JD clearly overcomes the stagnation observed for GMRES(30) and GMRES(40). The restarted versions of SNAP-JD, although converging slower than SNAP(5), find the solution in a much smaller dimensional subspace. The pronounced humps in the residual curves evident in both figures can be attributed to the occurrence of a small right singular vector of A within the ANS, which causes Aw to be quite small, hence resulting in an abrupt increase in the residual (refer §2.1 for further details). Nevertheless SNAP-JD overcomes this problem, where one notes a steady convergence thereafter. Retaining more singular vectors in the subspace at the point of restart is definitely beneficial. It also appears for this example that the oblique annihilator is performing better than the orthogonal one.
In Figure 7 the performance of implicitly restarted GMRES for Example 4 using the same ILU preconditioning strategy is exhibited. Although GMRES-IR(30,10) offers some improvements over restarted GMRES(30) and GMRES(40) respectively, there is still some stagnation evident. GMRES-IR(40,20) and GMRES-IR(60,30) on the other hand both overcome stagnation, offering a converged solution in around 1100 and 400 matrix-vector multiplies respectively, which again shows a consistent trend with the SNAP-JD variants.
Conclusions
A new iterative method has been proposed as an alternative to implicitly restarted GMRES for overcoming the slow convergence, or stagnation, of restarted GMRES when small eigenvalues are present. By transforming the original non-homogeneous system into a homogeneous problem, SNAP-JD focusses the attention on the construction of an ap- proximate null space (ANS) from which the solution can be filtered. A JD-analogous method called SNAP-JD is used to expand the ANS in such a way that a better approximation to the desired null space vector results at each expansion. From the results reported here, SNAP-JD appears to be a viable candidate for solving linear systems which cause difficulties to standard iterative solvers. Certainly from the graphical results exhibited in §5 it appears that SNAP-JD performs comparably with implicitly restarted GMRES.
The potential of the new method is that it can be applied to find the solution of rectangular systems and can provide the complete solution for singular systems, where the null space vectors of the coefficient matrix can be determined naturally as part of the overall solution strategy. Both of these topics will be the subject of future research work.
