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Letm and n be integers such thatm, n  3, and letF andK be fields
which possess involutions− ofF and ∧ ofK, respectively. LetHn(F)
be theF−linear space n× nHermitianmatrices overF. In this note,
we address the general description of mappingsψ satisfying one of
the following conditions:
(1) ψ : Hn(F)→Hm(K),with either ∣∣K∧∣∣ = 2, or ∣∣∣F−∣∣∣, ∣∣K∧∣∣>3
and F and K of characteristic = 2 if − and ∧ are the identity
maps, andψ is surjective satisfyingψ(adj (A−B)) = adj (ψ(A)
− ψ(B)) for every A, B ∈ Hn(F).
(2) ψ : Hn(F) → Hm(F), with either
∣∣∣F−∣∣∣ = 2 or ∣∣∣F−∣∣∣ > n + 1,
and ψ(adj (A + αB)) = adj (ψ(A) + αψ(B)) for every A, B ∈
Hn(F) and α ∈ F−.
(3) ψ : Hn(F) → Hm(K) is additive with adjψ(A) = ψ(adj A)
for every A ∈ Hn(F).
Here, F− := {a ∈ F : a = a} and K∧ := {a ∈ K : â = a} are
the fixed fields with respect to the involutions − of F and ∧ of K,
respectively, and adj A denotes the classical adjoint of the matrix A.
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1. Introduction
Let F be a field. A mapping − : F → F is called an involution of F if it satisfies a + b = a + b,
ab = ba and a = a for all a, b ∈ F. We say that F possesses an involution if F has an involution. Let
F− := {a ∈ F : a = a} denote the set of all symmetric elements of F with respect to the involution− of F. Since − is an anti-automorphismwith a = a for every a ∈ F, one can easily check that F− is a
subfield of F. We call F− the fixed field with respect to the involution − of F. Let m and n be integers
with m, n  2. LetMm,n(F) denote the linear space of m × n matrices over F (Mn(F) = Mn,n(F)
for short). A matrix A ∈ Mn(F) is called Hermitian with respect to the involution − of F, or simply
Hermitian if A
t = A, and A is symmetric if At = A. Here, At stands for the transpose of A, and A is the
matrix obtained from A by applying − entrywise. We denote by Hn(F) the F−- linear space of n × n
Hermitianmatrices overF, and use Sn(F) to denote the linear space of n×n symmetric matrices over
F. Clearly,Hn(F) = Sn(F) if the involution − of F is identity (i.e., F− = F). Otherwise, the involution− is proper, and thus, there exists an element i ∈ F, with i = −i when F has characteristic = 2, and
i = 1 + i when F has characteristic 2, such that F = F− ⊕ iF− as an F− - linear space, see [13].
Given a matrix A ∈ Mn(F), the classical adjoint of A, written as adjA, is defined by the transposed
matrix of cofactors of A. More precisely, adjA is the n × nmatrix whose (i, j)th entry is
(adjA)ij = (−1)i+j det(A[ j | i])
where det(A[ j | i]) denotes the determinant of the (n−1)× (n−1) submatrix A[ j | i] of A obtained by
excluding its jth row and ith column. LetM1 andM2 be matrix spaces, and let adjA ∈ Mi whenever
A ∈ Mi for i = 1, 2. A mapping ψ : M1 → M2 is said to be classical adjoint-commuting if
ψ(adjA) = adjψ(A) (1.1)
for allA ∈ M1. Classical adjoint-commuting linearmappings onMn(F)werefirst studiedby Sinkhorn
in [14] over the complex field by using the classical result of Frobenius [7] concerning determinant
preservers. Later on, similar problems on variousmatrix spaces were studied in [1–3,15–18]. Recently,
inspired by the works [5,8,10], the present authors studied classical adjoint-commuting mappings ψ
between matrix algebras over an arbitrary field in [4] by dropping the linearity and the additivity of
ψ . They studiedmappingsψ : Mn(F) → Mm(F), withm, n  3, satisfying one of the following two
conditions: For any matrices A, B ∈ Mn(F) and scalar α ∈ F,
(AH-1) ψ(adj (A + αB)) = adj (ψ(A) + αψ(B)).
(AH-2) ψ(adj (A − B)) = adj (ψ(A) − ψ(B)).
Notice that ifψ satisfies condition (AH-1) or (AH-2), thenψ(0) = 0. Consequently, condition (1.1) holds,
and hence, ψ is a classical adjoint-commuting mapping.
Let m and n be integers with m, n  3, and let F and K be fields which possess involutions −
of F and ∧ of K, respectively. Let F− and K∧ be the fixed fields on the involutions − of F and ∧
of K, respectively. In this note, we continue the study of classical adjoint-commuting mappings on
Hermitian and symmetric matrices. We investigate the structure of ψ : Hn(F) → Hm(K) satisfying
either condition (AH-1) for every A, B ∈ Hn(F) and α ∈ F− with (K,∧ ) = (F,− ), or condition (AH-2)
for every A, B ∈ Hn(F). In the same note, a complete characterization of classical adjoint-commuting
additivemappings fromHn(F) intoHm(K), with no condition imposed on the underlying fieldsF and
K, is also obtained (see Theorems 2.10 and 2.11), which generalizes some results in [16] and [17].
We should point out that, in order to obtain a nice structural result of ψ which satisfies (AH-1) or
(AH-2), the condition of ψ(In) = 0 is an indispensable assumption, where In is the identity matrix.
Firstly, if ψ satisfies (AH-1) or (AH-2) with ψ(In) = 0, then it can be proved that ψ is injective and
satisfies rank (A − B) = n if and only if rank (ψ(A) − ψ(B)) = m (see Lemma 2.8 (b)). Here, rank A
denotes the rank of the matrix A. Further, if ψ satisfies (AH-1) with ψ(In) = 0, then it turns out that
ψ is additive (see Lemma 2.9). By using the structural results obtained in Theorems 2.10 and 2.11,
the structure of ψ is classified (see Theorems 2.12 and 2.13). Secondly, if ψ satisfies (AH-1) or (AH-2)
with ψ(In) = 0, then ψ(A) = 0 for every rank one matrix A ∈ Hn(F) (see, Lemma 2.8 (a)). If ψ is
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additive, then it is easily proved that ψ = 0. Nevertheless, under the condition of (AH-1) or (AH-2),
beside the zero mapping, there are nonzero classical adjoint-commuting mappings sending rank one
matrices to zero. Indeed, in Theorems 2.12 and 2.13, a necessary and sufficient condition of classical
adjoint-commuting mappings ψ satisfying (AH-1) is obtained.
Before starting the proofs,we give four examples of nonzero classical adjoint-commutingmappings
on Hermitian and symmetric matrices that send rank one matrices to zero. We note that ψ2 (for
m  5) and ψ3 are not rank nonincreasing mappings, which means, they do not satisfy condition
rankψi(A)  rank A for i = 2, 3.
Example 1.1. Let m and n be integers with m, n  3, and let F and K be fields which possess
involutions − of F and ∧ of K, respectively. Let F− and K∧ be the fixed fields with respect to the
involutions − of F and ∧ of K, respectively.
(i) Let σ : F− → K∧ be a nonzero function. Let ψ1 : Hn(F) → Hm(K) be the mapping defined
by
ψ1(A) =
⎧⎪⎨⎪⎩
σ(a11)E11 if A = (aij) ∈ Hn(F) is of rank k with 1 < k < n,
0 otherwise.
(ii) Let m, n  4. Let f : Hn(F) → K∧ be a nonzero function and let τ : (F,− ) → (K, ∧) be
a nonzero field homomorphism such that τ(a) = τ̂ (a) for all a ∈ F. We define the mapping
ψ2 : Hn(F) → Hm(K) by
ψ2(A) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∑m−2
i=1 f (A)Eii if rank A = 2,
τ (a12)E12 + τ(a21)E21 if A = (aij) ∈ Hn(F) is of rank k, 2 < k < n
0 otherwise.
(iii) Let m, n  5. Let σ : F− → K∧ be a nonzero function, and let τ : (F,− ) → (K, ∧) be a
nonzero field homomorphism such that τ(a) = τ̂ (a) for all a ∈ F. Let ψ3 : Hn(F) → Hm(K)
be the mapping, for every A = (aij) ∈ Hn(F), defined by
ψ3(A) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
∑m−2
i=1 σ(aii)Eii if rank A = k, 1 < k < n, k odd,
σ (a11)E11 + τ(a23)E23 + τ(a32)E32 if rank A = k, 1 < k < n, k even,
0 otherwise.
(iv) Let m  n + 2 and let H := { adjH : H ∈ Hn(F) is invertible }. Let φ : Hn(F) → Hn(K) be a
nonzero mapping. We define the mapping ψ4 : Hn(F) → Hm(K) by
ψ4(A) =
⎧⎪⎨⎪⎩
0 if A ∈ Hn(F) is of rank 0 or 1, or A ∈ H,
φ(A) ⊕ 0m−n otherwise.
Here, Eij stands for the square matrix unit whose (i, j)th entry is one and the others are zero. It is
not difficult to see that each mapping ψi satisfies the conditions: adj (ψi(A) + αψi(B)) = 0 and
ψi(adjA) = 0 for every matrices A, B ∈ Hn(F) and scalar α ∈ F−. Therefore, we have
ψi(adj (A + αB)) = 0 = adj (ψi(A) + αψi(B))
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for everymatrices A, B ∈ Hn(F) and scalarα ∈ F−. Hence,ψi satisfies (AH-1) and (AH-2) withψi(In) =
0. We note that these classical adjoint-commuting mappings are neither injective nor surjective, and
also, the integersm and n are not necessarily the same.
2. Proof
Throughout this section, unless otherwise stated, let F and K be fields which possess involutions− of F and ∧ of K, respectively, and let F− := {a ∈ F : a = a} and K∧ := {a ∈ K : â = a} denote
the fixed fields with respect to the involutions − of F and ∧ of K, respectively.
Recall that amatrixA ∈ Mn(F) is alternate ifuAut = 0 for every rowvector u ∈ Fn, or equivalently,
if At = −A with zero diagonal entries. We start with the following result proved in [19, Propositions
1.32 and 1.34] and [9, Theorems 2.5.1 and 2.5.3].
Lemma 2.1. Let n  2, and let A ∈ Mn(F) be a nonzero matrix. Then A is Hermitian if and only if there
exist a positive integer k  n and an invertible matrix P ∈ Mn(F) such that either
A = P
⎛⎝ k∑
i=1
αiEii
⎞⎠P t (2.1)
for some nonzero scalars α1, . . . , αk ∈ F− ; or
A = P(J1 ⊕ · · · ⊕ Jk/2 ⊕ 0n−k)Pt (2.2)
when A is alternate and the involution − is identity. Here
J1 = · · · = Jk/2 =
⎛⎝ 0 1
1 0
⎞⎠ ∈ M2(F).
Moreover, if A is of Form (2.2), then k is necessarily even and F is of characteristic 2.
Lemma 2.2. Let n  2. If A ∈ Hn(F) is of rank one, then there is a rank n − 1 matrix B ∈ Hn(F) such
that A = adjB.
Proof. If A is of rank one, then, in view of Lemma 2.1, we see that there exist an invertible matrix P ∈
Mn(F) and a nonzero scalar α ∈ F− such that A = P(αE11)P t . Let H = adj P and θ = (det PP)n−2.
Clearly, H is an invertible matrix in Mn(F) and θ is a nonzero scalar in F−. Since adj (In − E11 +
(θ−1α − 1)E22) = θ−1αE11, it follows that
A = P(αE11)P t = Pθ(θ−1αE11)P t
= (det P)n−2P(adj (In − E11 + (θ−1α − 1)E22))(det P)n−2Pt
= adj (adj P)(adj (In − E11 + (θ−1α − 1)E22)) adj (adj Pt) = adj B
where B = Ht(In − E11 + (θ−1α − 1)E22)H ∈ Hn(F) is of rank n − 1. We are done. 
Lemma 2.3. Let n  2 and let F be a field which possesses an involution − of F. If A ∈ Hn(F) is a
nonzero rank r matrix, then A = A1 + · · · + Ak for some rank one matrices A1, . . . , Ak ∈ Hn(F) with
k =
⎧⎪⎨⎪⎩
r + 1 if A is alternate and − is identity,
r otherwise.
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Proof. We divide our proof into two cases. If A is of Form (2.1) in Lemma 2.1, i.e., A = P(α1E11 +· · ·+
αrErr)P
t
for some invertible matrix P ∈ Mn(F) and some nonzero scalars α1, . . . , αr ∈ F−, then we
set Ai = P(αiEii)P t for i = 1, . . . , r. Clearly, each Ai ∈ Hn(F) is of rank one, and A = A1 + · · · + Ar ,
as desired. If A is alternate and the involution − of F is identity, then A is of Form (2.2), i.e., A =
Q(J1 ⊕ · · · ⊕ Jr/2 ⊕ 0n−r)Q t for some invertible matrix Q ∈ Mn(F), and thus, r is even and F has
characteristic 2. Let B = Q(E11 + E22)Qt . Then B ∈ Hn(F) is of rank 2, and A + B ∈ Hn(F) is of
odd rank r − 1. By Lemma 2.1, we see that A + B is of Form (2.1). So, there exists an invertible matrix
R ∈ Mn(F) such that
A + B = R(β1E11 + · · · + βr−1Er−1,r−1)R t
for some nonzero scalars β1, . . . , βr−1 ∈ F− = F. Let Ai = R(βiEii)R t for i = 1, . . . , r − 1, and
Ar = Q(−E11)Qt and Ar+1 = Q(−E22)Qt . Evidently, Ai ∈ Hn(F) is of rank one for i = 1, . . . , r + 1,
and A = A1 · · · + Ar + Ar+1. We are done. 
Lemma 2.4. Let n  3 and let A, B ∈ Hn(F). Then the following assertions hold.
(a) If A is of rank r, then there is a rank n − r matrix C1 ∈ Hn(F) such that rank (A + C1) = n.
(b) There exists a matrix C2 ∈ Hn(F) such that rank (A + C2) = rank (B + C2) = n.
(c) There exists a nonzero matrix C3 ∈ Hn(F) such that either A or C3 is of rank n but not both with
rank (A + C3) = n.
(d) If A is a nonzero matrix, then there exists a matrix C4 ∈ Hn(F) with rank C4  n − 2 such that
rank (A + C4) = n − 1.
(e) If
∣∣F−∣∣ > n + 1 and rank (A + B) = n, then there exists a scalar λ0 ∈ F− with λ0 = 1 such that
rank (A + λ0B) = n.
Proof. Firstly, we see that if A ∈ Hn(F) is a nonzero rank k matrix, then, by Lemma 2.1, there exists
an invertible matrix P ∈ Mn(F) such that either A is of Form (2.1), i.e.,
A = P(α1E11 + · · · + αkEkk)P t
for some nonzero scalars α1, . . . , αk ∈ F−; or if A is alternat and the involution − of F is identity,
then A can be written as Form (2.2), i.e.,
A = P(J1 ⊕ · · · ⊕ Jk/2 ⊕ 0n−k)P t
such that k is even, F has characteristic 2, and
J1 = · · · = Jk/2 =
⎛⎝ 0 1
1 0
⎞⎠ ∈ M2(F).
With this observation, we now proceed to prove the lemma.
(a) The result is clear when r = 0 (set C1 = In) or r = n (take C1 = 0). Suppose 1 < r < n. Then,
we set
C1 =
⎧⎪⎪⎨⎪⎪⎩
P(Er+1,r+1 + · · · + Enn)P t if A is of Form (2.1),
P(Er+1,r+1 + · · · + Enn)P t if A is of Form (2.2).
In all cases, we see that C1 ∈ Hn(F) is of rank n − r and rank (A + C1) = n, as required.
(b) If A = B, then we select C2 = In − A, as required. Suppose A = B. Let H = A − B. Then
H ∈ Hn(F) and 0 < rankH = k  n. We consider the following two cases. Case I: If H is of Form
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(2.1), then we set
D =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
P(α1Z12 + α3Z34 + · · · + αk−1Zk−1,k + Ek+1,k+1 + · · · + Enn)P t if k < n, k even,
P(α1Z12 + α3Z34 + · · · + αn−1Zn−1,n)P t if k = n, k even,
P(α1Z12 + α3Z34 + · · · + αkZk,k+1 + Ek+2,k+2 + · · · + Enn)P t if k < n, k odd,
P(α1Z12 + α3Z34 + · · · + αn−2Zn−2,n−1 + En−1,n + En,n−1)P t if k = n, k odd,
where αZij := Eij + Eji − αEii ∈ Hn(F) for 1  i < j  n and α ∈ F−. Case II: If H is alternate and
the involution − of F is identity, then H is of Form (2.2). Let p be the greatest integer less than or equal
to n
2
, and let q be the smallest integer greater than or equal to n
2
. Let h be an odd integer satisfying
p − 1  h  p. Set
D =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
PJ1nP
t if k < q + 1,
P(J1n − Sh)P t if k  q + 1, and h = p or h = q,
P(J1,n−1 − Sh−2 + Enn)P t if k  q + 1 and h = p = q,
where J1r := E1r + E2,r−1 + · · · + Er1 for 1  r  n, and Sr := (E12 + E21) + (E34 + E43) + · · · +
(Er,r+1+Er+1,r) for 1  r < nwith r odd. By a direct verification, in both cases ofH, it can be checked
that D ∈ Hn(F) is of rank n and rank (H + D) = n. Let C2 = D − B. We see that C2 ∈ Hn(F), and
A + C2 = H + D and B + C2 = D, as desired.
(c) If A is of rank n, then we take
C3 =
⎧⎪⎪⎨⎪⎪⎩
P(−α1E11 + E12 + E21)P t if A is of Form (2.1),
PE11P
t if A is of Form (2.2).
In both cases of A, we see that C3 ∈ Hn(F)with rank C3 < n, and rank (A+C3) = n. We now consider
rank A = k < n. If A = 0, then we take C3 = In. Suppose A = 0. Then we consider the following two
cases. Case I: If A is of Form (2.1), then, by using the definition of αZij as given in Case I of (b), we let
C3 =
⎧⎪⎨⎪⎩
P(α1Z12 + α3Z34 + · · · + αk−1Zk−1,k + Ek+1,k+1 + · · · + Enn)P t if k is even
P(α1Z12 + α3Z34 + · · · + αkZk,k+1 + Ek+2,k+2 + · · · + Enn)P t if k is odd.
Case II: If A is of Form (2.2), then, by using the definitions of p, q and h as given in Case II of (b), we let
C3 =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
PJ1nP
t if k < q + 1
P(J1n − Sh)P t if k  q + 1, and h = p or h = q
P(J1,n−1 − Sh−2 + Enn)P t if k  q + 1 and h = p = q.
Byadirectverification, inbothcasesofA,wecancheckthatC3∈Hn(F) isof ranknandrank (A+ C3)= n.
(d) Suppose rank A = k. If k = n − 1, then the result holds when we select C4 = 0. We now
consider 1  k < n − 1. We set C4 = P(Ek+1,k+1 + · · · + En−1,n−1)P t . Clearly, C4 ∈ Hn(F) and
rank C4  n − 2. Clearly, in both Forms (2.1) and (2.2) of A, we have rank (A + C4) = n − 1. If k = n,
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then we let
C4 =
⎧⎪⎪⎨⎪⎪⎩
P(−αnEnn)P t if A is of Form (2.1),
P(E11 + E22)P t if A is of Form (2.2).
We note that if A is of Form (2.2) with rank A = n, then n  4. So, in both cases, C4 ∈ Hn(F) with
rank C4  n − 2, and rank (A + C4) = n − 1. We are done.
(e) For each element x ∈ F−, we denote g(x) = det (A + xB). Since g(1) = 0 and g(x) =
det (A + xB) = det (A+ xB) = g(x) as A+ xB ∈ Hn(F), it follows that g is a nonzero polynomial over
F−. If B = 0, then rank A = n, and so, the result follows by choosing x = 0. We now consider B = 0.
Let rank B = k with 1  k  n. Then
g(x) =
⎧⎪⎪⎨⎪⎪⎩
α det(E + x(α1E11 + · · · + αkEkk)) if B is of Form (2.1),
β det(F + x(E12 + E21 + E34 + E43 + · · · + Ek−1,k + Ek,k−1)) if B is of Form (2.2)
where E = P−1A(P−1)t ∈ Hn(F) and 0 = α = det(PPt) ∈ F− when B is of Form (2.1), and
F = P−1A(P−1)t ∈ Hn(F) and 0 = β = det(PPt) ∈ F− = F when B is of Form (2.2). It is clear
that g is a nonzero polynomial of degree at most k  n. Since
∣∣F−∣∣ > n + 1, there exists a scalar
λ0 ∈ F− with λ0 = 1 such that g(λ0) = 0. Consequently, we have rank (A + λ0B) = n. The proof is
complete. 
Lemma 2.5. Let m and n be integers with m, n  3. Let ψ : Hn(F) → Hm(K) be a mapping satisfying
(AH-2) and let A ∈ Hn(F). Then the following statements hold.
(a) rankψ(A)  1 if rank A = 1.
(b) rankψ(A)  m − 1 if rank A = n − 1.
(c) rankψ(A)  m − 2 if rank A  n − 2.
Proof. (a) If A is of rank one, then adjψ(A) = ψ(adjA) = ψ(0) = 0, and so, rankψ(A) = m. By
Lemma 2.2, there exists a rank n − 1 matrix B ∈ Hn(F) such that A = adjB. Thus, adj ψ(B) = ψ(A),
and so rankψ(B) < m since rankψ(A) = m. Consequently, by the facts ψ(A) = adj ψ(B) and
rankψ(B) < m, we conclude rankψ(A)  1, as desired.
(b) If rank A = n − 1, then adj (adj ψ(A)) = ψ(adj (adj A)) = 0, and so, rankψ(A)  m − 1.
(c) If rank A  n − 2, then adjψ(A) = ψ(adjA) = ψ(0) = 0. So, rankψ(A)  m − 2. 
Lemma 2.6. Let m and n be integers with m, n  3. If ψ : Hn(F) → Hm(K) is a mapping satisfying
(AH-2), then the following statements are equivalent.
(a) ψ is injective.
(b) kerψ = {0}.
(c) rank A = n if and only if rankψ(A) = m.
Proof. (a) ⇒ (b): Trivial. (b) ⇒ (c): Let A ∈ Hn(F). If rankψ(A) = m, then rank A = n by
Lemma 2.5 (b) and (c). Conversely, let rank A = n. Suppose rankψ(A) < m. Then ψ(adj (adjA)) =
adj (adj ψ(A)) = 0 asm  3. Since kerψ = {0}, it follows that adj (adjA) = 0, which contradicts to
the invertibility of A. Thus, rankψ(A) = m. (c) ⇒ (a): Let ψ(A) = ψ(B) for some A, B ∈ Hn(F). We
claim that A = B. Suppose A − B is of rank k. Then, by Lemma 2.4 (a), there exists a rank n − kmatrix
C ∈ Hn(F) such that A − B + C is of rank n. Then adj (A − B + C) is of rank n. So, by (c), we have
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rank (adjψ(A − B + C)) = rank (ψ(adj (A − B + C)) = m. Then
adjψ(C) = adj ψ(B − (B − C))
= adj (ψ(B) − ψ(B − C))
= adj (ψ(A) − ψ(B − C))
= adj ψ(A − B + C)
is of rank m. Therefore, rankψ(C) = m implies rank C = n by (c). Thus, k = 0, and hence, A = B as
claimed. This proves that ψ is injective. We are done. 
Lemma 2.7. Let m and n be integers with m, n  3. Let ψ : Hn(F) → Hm(K) be a mapping satisfying
(AH-2). Let P ∈ Mn(F) be a fixed invertible matrix, and let TP : Hn(F) → Hm(K) be the mapping defined
by
TP(A) = ψ(PAPt) for every A ∈ Hn(F).
If rank TP(In) = m, then TP(A) = 0 for all rank one A ∈ Hn(F), and rank TP(A)  m − 2 for all
A ∈ Hn(F).
Proof. Firstly, we note, by the definition of TP , that results (a), (b) and (c) of Lemma 2.5 hold true for
TP as well. Denote θ := det (PP)n−2. Clearly, θ is a nonzero scalar in F−. We first show that
TP(θ In) = 0. (2.3)
Since adj (adj (PP
t
)) = θPPt , we obtain TP(θ In) = ψ(adj (adj (PPt))) = adj (adj TP(In)) = 0 since
rank TP(In) = m. We show that
adj TP(A − B) = adj (TP(A) − TP(B)) for every A, B ∈ Hn(F). (2.4)
Let A, B ∈ Hn(F). We see that adj TP(A − B) = adjψ(P(A − B)Pt) = adjψ(PAPt − PBPt) =
adj (ψ(PAP
t
) − ψ(PBPt)) = adj (TP(A) − TP(B)), as desired. Denote H := adj P and ϑ := θ n−1.
Evidently, H is an invertible matrix inMn(F) and ϑ is a nonzero scalar in F−. We now claim that
ψ(ϑH
t
H) = 0. (2.5)
By (2.3), we have ψ(ϑH
t
H) = ψ(adj (θPPt)) = adj ψ(θPPt) = adj TP(θ In) = 0, as claimed. Next,
we prove that
ψ(H
t
ϑEiiH) = 0 for every i = 1, . . . , n. (2.6)
Let 1  i  n. Since ϑEii = adj (θ(In − Eii)), by (2.3) and (2.4), we see that ψ(HtϑEiiH) =
ψ(adj (Pθ(In − Eii)Pt)) = adj ψ(P(θ In − θEii)Pt) = adj TP(θ In − θEii) = adj (TP(θ In)− TP(θEii)) =
adj (−TP(θEii)) = 0 because rank TP(θEii)  1 andm  3. We claim that for each 1  i  n,
TP(αEii) = 0 for every α ∈ F−. (2.7)
The result is clear when α = 0. Suppose α = 0. Since
adj (ϑ In − ϑEii − ϑEjj + θ−1ϑ2−nαEjj) = θ−1αEii
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with j = i, and adjH = (det P)n−2P, it follows from (2.5) and (2.6) that
TP(αEii) = ψ(P(αEii)Pt)
= ψ(θP(θ−1α)EiiPt)
= ψ((det P)n−2P(adj (ϑ In − ϑEii − ϑEjj + (θ−1ϑ2−nα)Ejj))(det P)n−2 Pt)
= ψ((adjH)adj (ϑ In − ϑEii − ϑEjj + (θ−1ϑ2−nα)Ejj) adjHt)
= ψ(adj (Ht(ϑ In − ϑEii − ϑEjj + (θ−1ϑ2−nα)Ejj)H))
= adj ψ(Ht(ϑ In + (θ−1ϑ2−nα)Ejj − ϑEii − ϑEjj)H)
= adj (ψ(ϑHtH + Ht(θ−1ϑ2−nα)EjjH − HtϑEiiH) − ψ(HtϑEjjH))
= adj ψ(ϑHtH + Ht(θ−1ϑ2−nα)EjjH − HtϑEiiH)
= adj (ψ(ϑHtH + Ht(θ−1ϑ2−nα)EjjH) − ψ(HtϑEiiH))
= adj (ψ(ϑHtH) − ψ(−Ht(θ−1ϑ2−nα)EjjH))
= adj (−ψ(−Ht(θ−1ϑ2−nα)EjjH)) = 0
because rank ψ(H
t
(θ−1ϑ2−nα)EjjH)  1 andm  3. We now prove, for each 1  i  n, that
ψ(H
t
(αEii)H) = 0 for every α ∈ F−. (2.8)
Let 1  i  n and let α ∈ F−. Then, since adj (In − Eii − Ejj + αEjj) = αEii, by the obtained results
(2.4) and (2.7), we have
ψ(H
t
(αEii)H) = ψ((adj Pt)(adj (In − Eii − Ejj + αEjj)) adj P)
= ψ(adj (P(In − Eii − Ejj + αEjj)Pt))
= adj TP(In − Eii − Ejj + αEjj)
= adj (TP(In − Eii − Ejj) − TP(−αEjj))
= adj TP(In − Eii − Ejj) = · · · = adj TP(In)
= adj (TP(E11 + · · · + En−1,n−1) − TP(−Enn))
= adj TP(E11 + · · · + En−1,n−1) = · · ·
= adj TP(E11) = 0.
By the result of (2.8), it is easy to see that
adj (ψ(A) − ψ(Ht(α1E11 + · · · + αnEnn)H)) = adj ψ(A) (2.9)
for every A ∈ Hn(F) and α1, . . . , αn ∈ F−. Let 1  i < j  n. We denote
Xijk := In − Eii − Ejj − 2Ekk
with k = i, j. We claim that
ψ(H
t
(αEij + αEji + ααXijk)H) = 0 (2.10)
for every α ∈ F and 1  i = j  n with k = i, j. The result clearly holds when α = 0. We now
consider α = 0. Since αα ∈ F− and
adj (αEij + αEji + Xijk) = (αEij + αEji + ααXijk),
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it follows from (2.4), (2.7)–(2.9) that
ψ(H
t
(αEij + αEji + ααXijk)H)
= ψ((adj Pt) adj (αEij + αEji + Xijk) adj P)
= adjψ(P(αEij + αEji + Xijk)Pt)
= adj TP(αEij + αEji + Xijk)
= adj (TP(αEij + αEji + Xijk − Ess) − TP(−Ess)) for s = i, j
= adj TP(αEij + αEji + (Xijk − Ess)) = · · ·
= adj TP(αEij + αEji − Ekk)
= adj (TP(αEij + αEji) − TP(Ekk))
= adj (TP(αEij + αEji))
= ψ((adj Pt) adj (αEij + αEji) adj P)
= ψ(HtEH) = 0
where E = −ααEkk when n = 3, or E = 0 when n > 3.
We now claim that TP sends all rank one matrices into zero. Let A ∈ Hn(F) be a rank one matrix.
By Lemma 2.2, there exists a rank n − 1 matrix B = (bij) ∈ Hn(F) such that θ−1A = adjB. Since
B ∈ Hn(F), we have bij = bji for all 1  i < j  n, and bii ∈ F− for all 1  i  n. By the results of
(2.8)–(2.10), we see that
TP(A) = ψ(θP(θ−1A)Pt)
= adj ψ(HtBH)
= adj ψ
⎛⎜⎝ ∑
1 i< j n
H
t
(bjiEji + bji Eij)H +
n∑
i=1
H
t
(biiEii)H
⎞⎟⎠
= adj ψ
⎛⎜⎝ ∑
1 i< j n
H
t
(bjiEji + bjiEij)H
⎞⎟⎠ by (2.9)
= adj ψ
⎛⎜⎜⎝ ∑
1i<jn,
i =1 and j =2
H
t[(bjiEji + bjiEij) + aaX12k − (aE21 + a E12 + aaX12k)]H
⎞⎟⎟⎠
= adj ψ
⎛⎜⎜⎝ ∑
1i<jn,
i =1 and j =2
H
t
(bjiEji + bjiEij)H + Ht(b21b21X12k)H
⎞⎟⎟⎠, where a = −b21.
Again, by (2.9), we obtain
TP(A) = adj ψ
⎛⎜⎜⎝ ∑
1i<jn,
i =1 and j =2
H
t
(bjiEji + bjiEij)H
⎞⎟⎟⎠ .
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Continuing in this way, we have
TP(A) = adj ψ
⎛⎜⎜⎝ ∑
1i<jn,
i =1 and j =2,3
H
t
(bjiEji + bjiEij)H
⎞⎟⎟⎠ = · · ·
= adj ψ(Ht(bn,n−1En,n−1 + bn,n−1En−1,n)H)
= adj ψ(Ht(bbXn−1,n,n−2 − ((−b)En,n−1 + (−b)En−1,n + (−b)(−b)Xn−1,n,n−2))H)
= adj ψ(Ht(bbXn−1,n,n−2)H) = adj ψ(0 − (−Ht(bbXn−1,n,n−2)H))
= adj (ψ(0) − ψ(Ht(−bbXn−1,n,n−2)H))
= adj ψ(0) by (2.9)
= 0
where b = bn,n−1. Therefore, TP(A) = 0 for every rank one matrix A ∈ Hn(F).
We now prove that adj TP(A) = 0 for all A ∈ Hn(F). Let A ∈ Hn(F). The result is clear when
A = 0 or rank A = 1. Suppose rank A = k with 1 < k  n. Then, by Lemma 2.3, there exist rank one
matrices A1, . . . , Ah ∈ Hn(F) with k  h  k + 1 such that A = A1 + · · · + Ah. By (2.4), we get
adj TP(A) = adj TP((A1 + · · · + Ah−1 − (−Ah)))
= adj (TP(A1 + · · · + Ah−1) − TP(−Ah))
= adj TP(A1 + · · · + Ah−1) = · · ·
= adj TP(A1) = 0.
Hence, rank TP(A)  m − 2 for every A ∈ Hn(F). The proof is complete. 
Lemma 2.8. Let m and n be integers with m, n  3. Let ψ : Hn(F) → Hm(K) be a mapping satisfying
(AH-2). Then:
(a) The following statements are equivalent.
(i) ψ(In) = 0.
(ii) ψ(A) = 0 for all rank one matrices A ∈ Hn(F).
(iii) rank ψ(A)  m − 2 for all A ∈ Hn(F).
(iv) ψ(adj A) = 0 for all A ∈ Hn(F).
(b) Let A, B ∈ Hn(F). If ψ(In) = 0, then
(i) ψ is injective,
(ii) rank (ψ(A) − ψ(B)) = m if and only if rank (A − B) = n.
Proof. (a) As an immediate consequence of Lemma 2.7 with ψ = TP by the setting P = In, we have
(i) ⇒ (ii) ⇒ (iii). Also, (iv) ⇒ (i) is clear since adj In = In. Let us show (iii) ⇒ (iv). Let A ∈ Hn(F).
Note that ψ(adj A) = adj ψ(A) = 0 because, by our hypothesis, rank ψ(A)  m − 2. We are done.
(b) (i) Let P ∈ Hn(F)be an arbitrarily fixed invertiblematrix.Wedefine themapping TP : Hn(F) →
Hm(K) by
TP(A) = ψ(PAPt) for every A ∈ Hn(F). (2.11)
Since ψ(In) = 0, it follows from the fact that adj ψ(In) = ψ(In), we have rank ψ(In) = m, and
so, TP((P
t
P)−1) is of rank m. In view of Lemma 2.7, we conclude that rank TP(In) = m; otherwise,
rank TP(A)  m − 2 for all A ∈ Hn(F), which contradicts to the fact that rank TP((PtP)−1) = m.
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Consequently, adj TP(In) is of rankm. We denote H := adj P. Then
ψ(H
t
H) = ψ(adj Ptadj P) = ψ(adj (PPt)) = adjψ(PPt) = adj TP(In).
Thus, rank ψ(H
t
H) = m, and so
rank adj ψ(H
t
H) = m. (2.12)
We first show that
rank TP(Eii) = 1 for every i = 1, . . . , n.
Since rank TP(In) = m, and In = Eii −
(∑n
j=1, j =i −Ejj
)
for all i = 1, . . . , n, and by the fact (2.4), we
have
rank adj
⎛⎝TP(Eii) − TP
⎛⎝ n∑
j=1, j =i
−Ejj
⎞⎠⎞⎠= rank adj (TP(In)) = m.
Therefore, rank
(
TP(Eii) − TP
(∑n
j=1, j =i−Ejj
))
= m, and thus
rank (TP(Eii)) + rank
⎛⎝TP
⎛⎝ n∑
j=1, j =i
−Ejj
⎞⎠⎞⎠  m.
Further, by the definition of TP in (2.11), we note that results (a), (b) and (c) of Lemma 2.5 hold true for
TP as well. Therefore, we have rank TP(Eii)  1 and rank TP
(∑n
j=1, j =i−Ejj
)
 m − 1. Consequently,
we conclude that rank TP(Eii) = 1. We next show that
rank TP(aEii) = 1 (2.13)
for all 1  i  n and nonzero scalar a ∈ F−. In view of (2.11), we see that rank TP(aEii)  1 for all
scalars a ∈ F− and 1  i  n by Lemma 2.5 (a). Suppose to the contrary that TP(a0Ei0i0) = 0 for
some 1  i0  n and some nonzero scalar a0 ∈ F−. Since n  3, we can find two distinct integers
1  s, t  nwith s, t = i0 such that
−Ess = adj (In − Ess − (1 + a0)Ei0i0 − (1 − a−10 )Ett).
By (2.4) and (2.11), we see that
ψ(H
t
(−Ess)H) = ψ(adj (P(In − Ess − (1 + a0)Ei0i0 − (1 − a−10 )Ett)Pt))
= adj TP(In − Ess − (1 + a0)Ei0i0 − (1 − a−10 )Ett)
= adj (TP(In − Ess − Ei0i0 − (1 − a−10 )Ett) − TP(a0Ei0i0))
= adj (TP(In − Eii − Ei0i0 − (1 − a−10 )Ett))
= ψ(Htadj (In − Ess − Ei0i0 − (1 − a−10 )Ett)H)
= ψ(0) = 0
since adj (In−Ess−Ei0i0 − (1−a−10 )Ett) = 0. Likewise, we haveψ(Ht(−Ett)H) = 0. Next, we observe
that
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adj ψ(H
t
H) = adj ψ(Ht((In − Ess − Ett) + Ess + Ett)H)
= adj ψ(Ht((In − Ess − Ett) + Ess)H − Ht(−Ett)H)
= adj (ψ(Ht((In − Ess − Ett) + Ess)H) − ψ(Ht(−Ett)H))
= adjψ(Ht(In − Ess − Ett)H − Ht(−Ess)H)
= adjψ(Ht(In − Ess − Ett)H)
= ψ((adj H) adj (In − Ess − Ett) adjHt)
= ψ(0) = 0
since adj (In − Ess − Ett) = 0. This contradicts to (2.12). Hence, (2.13) is proved.
We are ready to show that ψ preserves rank one matrices. Let H ∈ Hn(F) be a rank one matrix.
By Lemma 2.1, there exist an invertible matrix Q ∈ Hn(F) and a nonzero scalar α ∈ F− such that
H = Q(αE11)Qt . Therefore, ψ(H) = ψ(Q(αE11)Qt) = TQ (αE11), where TQ : Hn(F) → Hm(K)
is the mapping defined by TQ (A) = QAQt for all A ∈ Hn(F). Hence, by result (2.13) applied on the
mapping TQ , we conclude that ψ(H) is of rank one, as desired.
We now prove that ψ is injective. Let A ∈ Hn(F) be a matrix such that ψ(A) = 0. Suppose
that A = 0. By Lemma 2.4 (d), there exists a matrix B ∈ Hn(F) with rank B  n − 2 such that
rank (B− A) = n− 1. So, rank adj (B− A) = 1, and thus, rankψ(adj (B− A)) = 1 sinceψ preserves
rank onematrices. On the other hand,we see thatψ(adj (B−A)) = adj (ψ(B)−ψ(A)) = adjψ(B) =
ψ(adjB) = ψ(0) = 0, a contradiction. Thus, we conclude that A = 0, and so, kerψ = {0}. By Lemma
2.6, we prove that ψ is injective.
(b)(ii) Let A, B ∈ Hn(F). Since ψ(In) = 0, we conclude that ψ is injective by (b)(i). In view of
Lemma 2.6 (c), we have
rank (A − B) = n ⇔ rank adj (A − B) = n
⇔ rank ψ(adj (A − B)) = m
⇔ rank adj (ψ(A) − ψ(B)) = m
⇔ rank (ψ(A) − ψ(B)) = m.
We are done. 
Letm and n be integers 3. Let F be a field which possesses an involution − of F. We note that if a
mappingψ : Hn(F) → Hm(F) satisfies condition (AH-1), then it satisfies condition (AH-2) immediately.
Furthermore, ifψ(In) = 0, thenψ is an injection by Lemma 2.8 (b)(i). By a similar argument as in the
proof of Lemma 2.8 (b)(ii), it can be verified that
rank (A + αB) = n ⇔ rank (ψ(A) + αψ(B)) = m (2.14)
for A, B ∈ Hn(F) and α ∈ F−.
Lemma 2.9. Let m and n be integers with m, n  3. LetF be a field which possesses an involution − of F,
and F− be the fixed field of the involution− of F. If
∣∣F−∣∣ = 2 or ∣∣F−∣∣ > n+1, andψ : Hn(F) → Hm(F)
is a mapping satisfying (AH-1) with ψ(In) = 0, then ψ is additive.
Proof. Let A and B be matrices in Hn(F) and α be a scalar in F− such that rank (A + αB) = n.
Since ψ(In) = 0, it follows from Lemma 2.8 (b) and (2.14) that ψ is injective and rankψ(A + αB) =
rank (ψ(A) + αψ(B)) = m. Then
ψ(A + αB) adjψ(A + αB) = (detψ(A + αB))Im,
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(ψ(A) + αψ(B)) adj (ψ(A) + αψ(B)) = (det(ψ(A) + αψ(B)))Im.
Further, since adj (ψ(A) + αψ(B)) = adjψ(A + αB), we have
ψ(A + αB)
detψ(A + αB) adjψ(A + αB) = Im =
ψ(A) + αψ(B)
det(ψ(A) + αψ(B)) adjψ(A + αB).
By the uniqueness of the inverse of adjψ(A + αB), we conclude that
ψ(A + αB) =
(
detψ(A + αB)
det(ψ(A) + αψ(B))
)
(ψ(A) + αψ(B)). (2.15)
Repeating a similar argument as in (2.15), we obtain
ψ(A + αB) =
(
detψ(A + αB)
det(ψ(A) + ψ(αB))
)
(ψ(A) + ψ(αB)). (2.16)
If we select A = 0 and αB is of rank n in (2.15), then
ψ(αB) =
(
detψ(αB)
det(αψ(B))
)
(αψ(B)). (2.17)
We first claim that
ψ(αA) = αψ(A) (2.18)
for every rank nmatrix A ∈ Hn(F) and α ∈ F−. The claim clearly holds when α = 0. Let α ∈ F− be
nonzero and A ∈ Hn(F)with rank A = n. By Lemma 2.4 (c), there exists a nonzero matrix C ∈ Hn(F)
with rank C < n such that rank (C+αA) = n. By Lemma2.6 (c) and (2.14),weconclude thatψ(C+αA),
ψ(C) + αψ(A) and ψ(C) + ψ(αA) are of rankm. By (2.15) and (2.16), we obtain
ψ(C) + αψ(A)
det(ψ(C) + αψ(A)) =
ψ(C) + ψ(αA)
det(ψ(C) + ψ(αA)) . (2.19)
Then
λ1ψ(αA) − λ2α ψ(A) = (λ2 − λ1)ψ(C) (2.20)
where λ1 = det(ψ(C) + αψ(A)) and λ2 = det(ψ(C) + ψ(αA)) are nonzero scalars in F−. Suppose
λ1 = λ2. Since rank A = n, it follows from (2.17) that ψ(αA) and ψ(A) are linearly dependent. So,
ψ(αA) = λψ(A) for some λ ∈ F− since ψ(αA), ψ(A) ∈ Hm(F). Substituting into (2.20), we have
(λ1λ − λ2α)ψ(A) = (λ2 − λ1)ψ(C).
Therefore, ψ(A) and ψ(C) are linearly dependent. Further, since ψ(A) and ψ(C) are nonzero, we
conclude that rankψ(A) = rankψ(C). This leads to a contradiction since rankψ(A) = m but
rankψ(C) < m by Lemma 2.6 (c). Hence, det(ψ(C) + αψ(A)) = λ1 = λ2 = det(ψ(C) + ψ(αA)),
and thus, the desired conclusion follows immediately from (2.19).
We next claim that if A, B ∈ Hn(F) with rank (A + B) = n, then
A, B are linearly independent ⇒ ψ(A), ψ(B) are linearly independent. (2.21)
Suppose to the contrary that ψ(A), ψ(B) are linearly dependent. Since A, B are linearly independent,
by the injectivity of ψ , we conclude that ψ(A) and ψ(B) are nonzero Hermitian matrices. Then there
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exists a scalar γ ∈ F− such that ψ(B) = γψ(A). Since rank (A + B) = n, it follows from (2.14)
that rank ((1 + γ )ψ(A)) = rank (ψ(A) + ψ(B)) = m, and so, rankψ(A) = m. Thus rank A = n by
Lemma 2.6 (c). Hence ψ(B) = γψ(A) = ψ(γ A) by (2.18). By the injectivity of ψ , we get B = γ A,
which means A, B are linearly dependent, a contradiction. So, claim (2.21) is proved.
We now claim that if A, B ∈ Hn(F) are matrices such that rank (A + B) = nwith 0 < rank A < n
and rank B = n, then
ψ(A + B) = ψ(A) + ψ(B). (2.22)
In view of (2.15), by taking α = 1, we have
ψ(A + B)
detψ(A + B) =
ψ(A) + ψ(B)
det(ψ(A) + ψ(B)) . (2.23)
Note that ψ(A + B) and ψ(A) + ψ(B) are Hermitian, so detψ(A + B), det(ψ(A) + ψ(B)) ∈ F−. If∣∣F−∣∣ = 2, then detψ(A + B) = 1 = det(ψ(A) + ψ(B)), so claim (2.22) follows immediately from
(2.23). We now consider
∣∣F−∣∣ > n + 1. By Lemma 2.4 (e), there exists a nonzero scalar α0 ∈ F− such
that rank (A + (1 + α0)B) = n. By (2.23), we have
ψ(A + B) + ψ(α0B)
det(ψ(A + B) + ψ(α0B)) =
ψ(A + B + α0B)
det(ψ(A + B + α0B)) =
ψ(A) + ψ(B + α0B)
det(ψ(A) + ψ(B + α0B)) .
Since rank A < n, we have 1+α0 = 0, and so, rank ((1+α0)B) = n. By (2.18), we getψ(B+α0B) =
(1 + α0)ψ(B) = ψ(B) + α0ψ(B) = ψ(B) + ψ(α0B). So
ψ(A + B) + ψ(α0B)
det(ψ(A + B) + ψ(α0B)) =
ψ(A) + ψ(B) + ψ(α0B)
det(ψ(A) + ψ(B + α0B)) . (2.24)
Denote μ1 = det(ψ(A + B) + ψ(α0B)) and μ2 = det(ψ(A) + ψ(B + α0B)). Clearly, μ1 and μ2 are
nonzero scalars in F−. By (2.23), we notice that ψ(A + B) and ψ(A) + ψ(B) are linearly dependent
Hermitian matrices. So, there exists a scalar γ ∈ F− such thatψ(A)+ψ(B) = γψ(A+ B). By (2.24),
we obtain
(μ1γ − μ2)ψ(A + B) + (μ2 − μ1)ψ(α0B) = 0. (2.25)
Since A and B are linearly independent, it follows that A+B and α0B are linearly independent. Further,
since rank ((A + B) + α0B) = n, we have ψ(A + B) and ψ(α0B) are linearly independent by (2.21).
In view of (2.25), we get μ1 = μ2, and hence, ψ(A + B) = ψ(A) + ψ(B) by (2.24).
We next show that ψ is F−-homogeneous, that is
ψ(αA) = αψ(A) for every A ∈ Hn(F) and α ∈ F−. (2.26)
It is clear that (2.26) is truewhenα = 0, A = 0, or rank A = n. Letα be a nonzero scalar inF− and A be
a nonzeroHermitianmatrixwith rank A < n. By Lemma2.4 (c), there exists a rank nmatrix C ∈ Hn(F)
such that rank (αA + C) = n, and so, rank (A + α−1C) = n. It follows from (2.18) and (2.22) that
ψ(αA) + ψ(C) = ψ(αA + C) = ψ(α(A + α−1C)) = αψ(A + α−1C) = α(ψ(A) + ψ(α−1C)) =
αψ(A) + αψ(α−1C)) = αψ(A) + ψ(C). Consequently, we have ψ(αA) = αψ(A), as claimed.
We now claim that
ψ(A + B) = ψ(A) + ψ(B) (2.27)
for every A, B ∈ Hn(F) with rank (A + B) = n. The claim clearly holds when ∣∣F−∣∣ = 2 by (2.15).
We now consider
∣∣F−∣∣ > n + 1. Let A, B ∈ Hn(F) be nonzero matrices. If A and B are linearly
dependent, then we have B = γ A for some scalar γ ∈ F−. By the F−-homogeneity of ψ , we see that
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ψ(A+B) = ψ((1+γ )A) = (1+γ )ψ(A) = ψ(A)+γψ(A) = ψ(A)+ψ(γ A) = ψ(A)+ψ(B). We
now consider A and B are linearly independent. Since rank (A+ B) = n, by Lemma 2.4 (e), there exists
a nonzero scalar γ0 ∈ F− such that rank (A + (1 + γ0)B) = n. By (2.23) and the F−-homogeneity of
ψ , we obtain
ψ(A + B) + ψ(γ0B)
det(ψ(A + B) + ψ(γ0B)) =
ψ(A) + ψ(B) + ψ(γ0B)
det(ψ(A) + ψ(B + γ0B)) . (2.28)
Since A and B are linearly independent, we have A + B and γ0B are linearly independent, and so,
ψ(A+ B) andψ(γ0B) are linearly independent by (2.21). By a similar argument in the proof of (2.25),
it can be shown that det(ψ(A + B) + ψ(γ0B)) = det(ψ(A) + ψ(B + γ0B)), and hence, claim (2.27)
follows from (2.28) immediately.
Finally, we show ψ is additive. Let A and B be any matrices in Hn(F). By Lemma 2.4 (b), there
exists a matrix C ∈ Hn(F) such that rank (A + C) = rank (A + B + C) = n. By (2.27), we have
ψ(A + B) + ψ(C) = ψ(A + B + C) = ψ(A + C) + ψ(B). Since rank (A + C) = n, again by (2.27),
we get ψ(A + C) = ψ(A) + ψ(C). Consequently, ψ(A + B) + ψ(C) = ψ(A) + ψ(B) + ψ(C), and
so, ψ(A + B) = ψ(A) + ψ(B) for every matrices A, B ∈ Hn(F), as desired. 
We are now ready to prove our main theorems.
Theorem 2.10. Let m and n be integers with m, n  3. Let F and K be fields which possess involutions− of F and ∧ of K, respectively, and − is proper. Then ψ : Hn(F) → Hm(K) is an adjoint-commuting
additive mapping if and only if either ψ = 0, or m = n and
ψ(A) = ςPAσ P̂ t for all A ∈ Hn(F).
Here, σ : (F,− ) → (K,∧ ) is a nonzero field homomorphism satisfying σ(a) = σ̂ (a) for all a ∈ F,
Aσ is the matrix obtained from A by applying σ entrywise, P ∈ Mn(K) is invertible with P̂ tP = λIn and
ς, λ ∈ K∧ are scalars with (ςλ)n−2 = 1.
Proof. The sufficiency part is trivial. We now prove the necessity part. By the additivity ofψ , it is clear
that ψ satisfies (AH-2). Since adjψ(In) = ψ(In), it follows that either ψ(In) = 0 or rankψ(In) = m.
We divide our proof into the following two cases.
Case I: ψ(In) = 0. By Lemma 2.8 (a), we have ψ(A) = 0 for all rank one matrices A ∈ Hn(F). By
Lemma 2.3 and the additivity of ψ , we obtain ψ = 0, as desired.
Case II: rankψ(In) = m. Then ψ is injective by Lemma 2.8 (b)(i), and so, ψ preserves rank one
matrices by Lemma 2.5 (a). Furthermore, by the additivity of ψ , we see that m = rankψ(In) ∑n
i=1 rankψ(Eii) = n. If n > m, then, by [6, Theorem 2.1], there exist integers 1  s1 < · · · < sk  n
withm  k < n such that rankψ(Es1s1 + · · ·+ Esksk) = m. Therefore,m = rank adj ψ(Es1s1 + · · ·+
Esksk) = rankψ(adj (Es1s1 + · · · + Esksk))  1 since k < n. This leads to a contradiction sincem  3.
So, we obtain m = n. By [13, Main Theorem, p. 603] and [12, Theorem 2.1 and Remark 2.4], we have
ψ(A) = ςPAσ P̂ t for every A ∈ Hn(F), where σ : (F,− ) → (K,∧ ) is a nonzero field homomorphism
satisfying σ(a) = σ̂ (a) for every a ∈ F, P ∈ Mn(K) is an invertible matrix and ς ∈ K∧ is a nonzero
scalar. We now claim that
P̂ tP = λIn (2.29)
for some nonzero scalar λ ∈ K∧. Since adjψ(In) = ψ(In), we have ςn−2(adj P̂ t)(adj P) = PP̂ t , and
so,
(̂P tP)2 = ςn−2 det(̂P tP)In. (2.30)
Let 1  i < j  n. Since adjψ(In − Eii − Ejj + Eij + Eji) = −ψ(In − Eii − Ejj + Eij + Eji),
P̂ tP(In − Eii − Ejj + Eij + Eji)̂P tP = ςn−2det (̂P tP)(In − Eii − Ejj + Eij + Eji).
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Together with (2.30), we get P̂ tP(In − Eii − Ejj + Eij + Eji) = (In − Eii − Ejj + Eij + Eji)̂P tP for every
1  i < j  n. Hence P̂ tP = λIn for some nonzero scalar λ ∈ K∧ since P̂ tP ∈ Hn(K), as claimed.
So, PP̂ t = λIn. Since adj (ςPP̂ t) = ςPP̂ t , it follows that adj (ςλIn) = ςλIn, and so, (ςλ)n−2 = 1. This
completes the proof. 
Theorem 2.11. Let m and n be integers with m, n  3, and let F and K be arbitrary fields. Then ψ :
Sn(F) → Sm(K) is an adjoint-commuting additive mapping if and only if either ψ = 0, or m = n and
ψ(A) = ςPAσ P t for all A ∈ Sn(F).
Here, σ : F → K is a nonzero field homomorphism, Aσ is the matrix obtained from A by applying σ
entrywise, P ∈ Mn(K) is invertible with P tP = λIn and ς, λ ∈ K are scalars with (ςλ)n−2 = 1.
Proof. The sufficiency part can be easily checked. We now consider the necessity part. By a similar
argument as in the proof of Theorem 2.10, we can prove that either ψ = 0, or m = n, ψ is injective
and preserves rank one matrices, and rank adjψ(In) = n. By [11, Theorem 2.1], we see that ψ is of
the following forms:
(a) ψ(A) = ςPAσ P t for every A ∈ Sn(F), or
(b) ψ(A) = Qτ(A)Q t for every A ∈ Sn(F), only when n = 3 and F = Z2 := {0, 1}.
Here, ς ∈ K is a nonzero scalar, σ : F → K is a nonzero field homomorphism, P ∈ Mn(K) and
Q ∈ M3(K) are invertible matrices and τ : S3(Z2) → S3(K) is an additivemapping preserving rank
one matrices with rank τ(I3) = 3.
Case I: ψ is of form (a). By a similar argument as given in (2.29), we show that PtP = λIn = PPt
for some nonzero scalar λ ∈ K. By the fact adjψ(In) = ψ(In), we obtain adj (ςλIn) = ςλIn, and so,
(ςλ)n−2 = 1. We are done.
Case II: ψ is of form (b). We first note that since τ = 0, by the additivity of τ , it follows that
K is of characteristic 2. By the fact adjψ(A) = ψ(adjA), we obtain τ(adjA) = Uadj τ(A)Ut for all
A ∈ S3(Z2), where U = (adjQ)(Q−1)t ∈ M3(K). It is easily seen that τ(A) is a singular matrix
whenever A ∈ S3(Z2) is singular. So, rank τ(Eii + Ejj) = 2 for all 1  i = j  3 because τ preserves
rank one matrices and rank τ(I3) = 3. Since rank τ(E11) = 1, it follows from Lemma 2.1 that there
exists an invertible matrix V1 ∈ M3(K) and a nonzero scalar α1 ∈ K such that τ(E11) = α1V1E11Vt1.
Let
τ(E22) = V1
⎛⎝ x1 Y1
Yt1 X1
⎞⎠Vt1
with x1 ∈ K, Y1 ∈ M1,2(K) and X1 ∈ S2(K). Note that X1 = 0; otherwise, Y1 = 0 because
rank τ(E22) = 1, and so, τ(E11+E22) < 2, an impossibility. Since rank τ(E22) = 1,we have rank X1 =
1. So, there exists an invertible matrix V2 ∈ M2(K) and a nonzero scalar α2 ∈ K such that
τ(E22) = V1
⎛⎜⎜⎜⎝
x1 Y1
Yt1 V2
⎛⎝α2 0
0 0
⎞⎠Vt2
⎞⎟⎟⎟⎠Vt1 = V1
⎛⎝ 1 0
0 V2
⎞⎠
⎛⎜⎜⎜⎝
x1 y11 y12
y11 α2 0
y12 0 0
⎞⎟⎟⎟⎠
⎛⎝ 1 0
0 Vt2
⎞⎠Vt1
with y11, y12 ∈ K. Since rank τ(E22) = 1, it follows that y12 = 0 and x1 = y211α−12 . Let
V3 = V1
⎛⎝ 1 0
0 V2
⎞⎠
⎛⎜⎜⎜⎝
1 y11α
−1
2 0
0 1 0
0 0 1
⎞⎟⎟⎟⎠∈ M3(K).
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Clearly, V3 is invertible and τ(Eii) = αiV3EiiV t3 for i = 1, 2. Let
τ(E33) = V3
⎛⎝ X2 Y2
Yt2 α3
⎞⎠Vt3
with α3 ∈ K, Y2 ∈ M2,1(K) and X2 ∈ S2(K). Since rank τ(E33) = 1 and rank τ(I3) = 3, we get
α3 = 0, and so, X2 = α−13 Y2Yt2. Let
V4 = V3
⎛⎝ I2 α−13 Y2
0 1
⎞⎠∈ M3(K).
Evidently, V4 is invertible and τ(Eii) = αiV4EiiV t4 for i = 1, 2, 3. Hence, we obtain
ψ(Eii) = αiPEiiPt for i = 1, 2, 3
where P = QV4 ∈ M3(K) is invertible.
Let i, j, k denote three distinct integers such that 1  i, j, k  3. Since adj (Ejj+Ekk) = Eii, it follows
that P(αiEii)P
t = adj (P(αjEjj + αkEkk)Pt), and so, PtP(αiEii) = Ptadj (P(αjEjj + αkEkk)Pt)(Pt)−1 =
(αjαkEii)adj (P
tP) for i = 1, 2, 3. Hence, PtP = diag(λ1, λ2, λ3)with nonzero scalars λ1, λ2, λ3 ∈ K.
So, we have
ψ(Eii) = αiPEiiPt = αiPEii(PtP)P−1 = βiPEiiP−1 for i = 1, 2, 3
where βi = αiλi ∈ K is nonzero. Denote Hij := Eij + Eji ∈ S3(Z2). Let ψ(Hij) = PAijP−1 with
Aij = (ast) ∈ S3(K). We claim that βi = βj = βk = 1 and Aij = Hij . Since adj (Hij) = Ekk ,
we get adjψ(Hij) = ψ(Ekk) is of rank one, and so, rankψ(Hij) = 2. Therefore, ψ(Hij)ψ(Ekk) =
ψ(Hij)adjψ(Hij) = detψ(Hij)I3 = 0. So, AijEkk = EkkAij = 0, and thus, ask = aks = 0 for s = 1, 2, 3.
Since rank (Hij + Eii + Ejj) = 1, we get rank (Aij + βiEii + βjEjj) = 1, and so
(aii + βi)(ajj + βj) = a2ij. (2.31)
Suppose aij = 0. Since Aij = 0, by (2.31), we see that aii = −βi or ajj = −βj but not both. If aii = −βi,
then rankψ(Hij + Eii + Ekk) = rank (ajjEjj + βkEkk) < 3, which contradicts to the injectivity of ψ ,
by Lemma 2.6. Similarly, if ajj = −βj , then rankψ(Hij + Ejj + Ekk) < 3, a contradiction. Therefore,
aij = 0. Next, in view of adj (Hij + Ekk) = Hij + Ekk , we see that adj (Aij + βkEkk) = Aij + βkEkk , and
so, −βkaij = aij , aiiβk = ajj and
aiiajj − a2ij = βk. (2.32)
Since K has characteristic 2 and aij = 0, we conclude that βk = 1 and aii = ajj . By using the facts
adj (Eii + Ekk) = Ejj and adj (Eii + Ejj) = Ekk , we prove that βi = βj = 1 as well. Further, since
adj (Hij + Ejj) = Ekk , we obtain adj (Aij + Ejj) = Ekk , and hence
aii(ajj + 1) − a2ij = 1. (2.33)
By (2.32) and (2.33), we obtain aii = 0, and so, ajj = 0. Since K has characteristic 2, from (2.33),
we get aij = 1, and so, Aij = Hij , as claimed. Therefore ψ(A) = PAP−1 for all A ∈ S3(Z2). Since
(PAP−1)t = PAP−1, we have PtPA = APtP for all A ∈ S3(Z2), and so PtP = ς−1I3 for some nonzero
scalar ς ∈ K. Therefore, we achieve
ψ(A) = ςPAPt for every A ∈ S3(Z2).
The proof is complete. 
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As an immediate consequence of Lemmas 2.8 (a) and 2.9, and Theorem 2.10, we obtain a complete
classification of mappings ψ : Hn(F) → Hm(F) satisfying condition (AH-1).
Theorem 2.12. Letm and n be integers withm, n  3. LetF be a fieldwhich possesses a proper involution− of F with
∣∣F−∣∣ = 2 or ∣∣F−∣∣ > n+ 1. Then ψ : Hn(F) → Hm(F) is a mapping satisfying (AH-1) if and
only if either ψ(A) = 0 for all rank one matrices A ∈ Hn(F) and
rank (ψ(A) + αψ(B))  m − 2
for all A, B ∈ Hn(F) and α ∈ F−; or m = n and
ψ(A) = ςPAPt for all A ∈ Hn(F)
where P ∈ Mn(F) is invertible with PtP = λIn, and ς, λ ∈ F− are scalars with (ςλ)n−2 = 1.
Proof. The sufficiency part is clear. We now consider the necessity part. If ψ(In) = 0, then ψ is an
additivemapping by Lemma2.9. As a consequence of Theorem2.10, the result follows immediately.We
now consider ψ(In) = 0. By Lemma 2.8 (a), we have ψ(A) = 0 for all rank one matrices A ∈ Hn(F),
and so ψ(adjA) = 0 for every A ∈ Hn(F). By condition (AH-1), we get adj (ψ(A) + αψ(B)) =
ψ(adj (A + αB)) = 0 for every A, B ∈ Hn(F) and α ∈ F−. Thus, rank (ψ(A) + αψ(B))  m − 2 for
every A, B ∈ Hn(F) and α ∈ F−. We are done. 
The following result follows immediately from Theorem 2.12.
Theorem 2.13. Let m and n be integers with m, n  3. LetF be a field such that |F| = 2 or |F| > n+ 1.
Then ψ : Sn(F) → Sm(F) is a mapping satisfying (AH-1) if and only if either ψ(A) = 0 for all rank one
matrices A ∈ Sn(F) and
rank (ψ(A) + αψ(B))  m − 2
for all A, B ∈ Sn(F) and α ∈ F; or m = n and
ψ(A) = ςPAPt for all A ∈ Sn(F).
Here, P ∈ Mn(F) is invertible with PtP = λIn and ς, λ ∈ F are scalars with (ςλ)n−2 = 1.
If we impose the surjectivity condition on ψ , then we only require a weaker condition (AH-2). We
have the following results.
Theorem 2.14. Let m and n be integers with m, n  3. Let F and K be fields which possess involutions− of F and ∧ of K, respectively, such that either
∣∣K∧∣∣ = 2, or ∣∣F−∣∣, ∣∣K∧∣∣ > 3 and charF = 2
and charK = 2 if − and ∧ are the identity maps. Then ψ : Hn(F) → Hm(K) is a surjective mapping
satisfying (AH-2) if and only if m = n, F and K are isomorphic, and
ψ(A) = ςPAσ P̂ t for all A ∈ Hn(F).
Here, σ : (F,− ) → (K,∧ ) is a field isomorphism satisfying σ(a) = σ̂ (a) for every a ∈ F, Aσ is the
matrix obtained from A by applying σ entrywise, P ∈ Mn(K) is invertible with P̂ tP = λIn and ς, λ ∈ K∧
are scalars with (ςλ)n−2 = 1.
Proof. The sufficiency part is trivial.We nowprove the necessity part. Firstly, we note thatψ(In) = 0;
otherwise,ψ(In) = 0 implies rankψ(A) < m for everymatrix A ∈ Hn(F) by Lemma 2.8 (a)(ii), which
contradicts to the surjectivity ofψ . In view of Lemma 2.8 (b), we see thatψ is injective, and hence, ψ
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is bijective with rank (A−B) = n if and only if rank (ψ(A)−ψ(B)) = m for A, B ∈ Hn(F). We divide
our proof into the following two cases.
Case I: If
∣∣F−∣∣, ∣∣K∧∣∣ > 3, and F and K do not have characteristic 2 when − and ∧ are the
identity maps, then, by combining [10, Theorem 3.6] and the fundamental theorem of the geometry
of Hermitian matrices [9, Theorem 5.6.3], we conclude thatm = n, F and K are isomorphic, and
ψ(A) = ςPAσ P̂ t + H0 for every A ∈ Hn(F).
Here, σ : (F,− ) → (K,∧ ) is a field isomorphism satisfying σ(a) = σ̂ (a) for all a ∈ F, Aσ is the
matrix obtained from A by applying σ entrywise, P ∈ Mn(K) is an invertiblematrix,H0 ∈ Hn(K) and
ς ∈ K∧ is a nonzero scalar. Since ψ(0) = 0, we have H0 = 0. By using a similar argument as given
in (2.29), it can be shown that P̂ tP = λIn for some nonzero scalar λ ∈ K∧. Since adjψ(In) = ψ(In),
we obtain (ςλ)n−2 = 1.
Case II: If
∣∣K∧∣∣ = 2, then we have rank (A − B) = n if and only if rank (ψ(A) + ψ(B)) = m for
A, B ∈ Hn(F). LetX, Y ∈ Hn(F)with rank (X−Y) = n. Then rankψ(X−Y) = rank (ψ(X)+ψ(Y)) =
m. By a similar argument as in (2.15), we obtain
ψ(X − Y)
detψ(X − Y) =
ψ(X) + ψ(Y)
det(ψ(X) + ψ(Y)) .
Since detψ(X−Y), det(ψ(X)+ψ(Y)) ∈ K∧, it follows that detψ(X−Y) = 1 = det(ψ(X)+ψ(Y)).
Hence, we have ψ(A − B) = ψ(A) + ψ(B) for every A, B ∈ Hn(F) with rank (A − B) = n. By the
injectivity of ψ , we see that ψ(−In) = ψ(0 − In) = ψ(0) + ψ(In) = ψ(In) implies In = −In. So, F
is of characteristic 2. Then
ψ(A + B) = ψ(A) + ψ(B) for every A, B ∈ Hn(F)
with rank (A+B) = n. By repeating a similar argument as in the last paragraph of Lemma 2.9, it can be
shown thatψ is additive, and hence, by Theorem 2.10 and the bijectivity ofψ , the result is proved. 
Theorem 2.15. Let m and n be integers with m, n  3. Let F and K be fields such that either |K| = 2,
or |F|, |K| > 3 with charF = 2 and charK = 2. Then ψ : Sn(F) → Sm(K) is a surjective mapping
satisfying (AH-2) if and only if m = n, F and K are isomorphic, and
ψ(A) = ςPAσ P t for all A ∈ Sn(F).
Here, σ : F → K is a field isomorphism, P ∈ Mn(K) is invertible with P tP = λIn and ς, λ ∈ K are
scalars with (ςλ)n−2 = 1.
Let F andK be fields which possess involutions − of F and ∧ ofK, respectively. Let U1, . . . , Un be
F− -vector spaces overF, and let V be aK∧ -vector space overK. Recall that if T : U1 ×· · ·×Un → V
is an additive mapping, then
T(u1, . . . , un) = f1(u1) + · · · + fn(un) for every (u1, . . . , un) ∈ U1 × · · · × Un
where fi : Ui → V is an additive mapping with fi(ui) = T(0, . . . , 0, ui, 0, . . . , 0) for every ui ∈ Ui
and i = 1, . . . , n. Moreover, if (K,∧ ) = (F,− ) and T is a F− -linear mapping (i.e., T is additive
and F− -homogeneous), then each fi is F− -linear. Further, if U1 = · · · = Un = V = F−, then each
fi : F− → F− is a linear mapping. So, for each 1  i  n, there exists a scalar αi ∈ F− such that
fi(ai) = αiai for every ai ∈ F−, and so, we have
T(a1, . . . , an) = α1a1 + · · · + αnan for every (a1, . . . , an) ∈ M1,n(F−).
With this observation, we have the following results.
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Remark 2.16. LetF andK be fields which possess involutions− and ∧ , respectively. We recall that if− and ∧ are proper, then there exists i ∈ F (with i = −iwhenF has characteristic not 2, and i = 1+ i
when F has characteristic 2) such that F = F− ⊕ iF−, and respectively, there exists j ∈ K such
thatK = K∧ ⊕ jK∧. We now give the general description of mappingsH2(F) → H2(K) satisfying
either condition (AH-2), or condition (AH-1) with (F ,− ) = (K ,∧ ).
(i) Let ψ : H2(F) → H2(K) be a mapping satisfying condition (AH-2). Let A, B ∈ H2(F). Then
ψ(A−B) = ψ(adj adj (A−B)) = adj adjψ(A−B) = ψ(A)−ψ(B), and so,ψ(−B)=−ψ(B).
It follows that ψ(A + B) = ψ(A) + ψ(B) for every A, B ∈ H2(F). So, ψ is a classical adjoint-
commuting additive mapping.
• If the involutions − and ∧ are the identity mappings on F andK, respectively, thenH2(F) =
S2(F) andH2(K) = S2(K).
ψ
⎛⎝ a b
b c
⎞⎠ =
⎛⎜⎝ f1(a) + f2(b) + f3(c) g1(a) + g2(b) + g3(c)
g1(a) + g2(b) + g3(c) h1(a) + h2(b) + h3(c)
⎞⎟⎠ ∈ S2(K)
for every a, b, c ∈ F. Here, f1, f2, f3, g1, g2, g3, h1, h2 and h3 are additive mappings from F
into K. Since adj is linear and ψ ◦ adj = adj ◦ ψ , it follows that h1 = f3, h2 = −f2, h3 = f1
and g3 = −g1. So, we have
ψ
⎛⎝ a b
b c
⎞⎠ =
⎛⎜⎝ f1(a) + f2(b) + f3(c) g1(a − c) + g2(b)
g1(a − c) + g2(b) f3(a) − f2(b) + f1(c)
⎞⎟⎠
for every a, b, c ∈ F.
• If the involutions − and ∧ are proper, then we have
ψ
⎛⎝ a z
z d
⎞⎠ =
⎛⎜⎝ f1(a) + f2(b) + f3(c) + f4(d) ĝ(a) + Ĝ(b, c) + ĝ1(d)
g(a) + G(b, c) + g1(d) h1(a) + h2(b) + h3(c) + h4(d)
⎞⎟⎠
for every a, b, c, d ∈ F− with z = b + ic. Here, f1, f2, f3, f4, h1, h2, h3, h4 : F− → K∧
and g, g1 : F− → K∧ ⊕ jK∧ and G : F−× F− → K∧ ⊕ jK∧ are additive mappings. By
ψ ◦ adj = adj ◦ ψ , we obtain h1 = f4, h2 = −f2, h3 = −f3, h4 = f1, and g1 = −g. So, we
have
ψ
⎛⎝ a z
z d
⎞⎠ =
⎛⎜⎝ f1(a) + f2(b) + f3(c) + f4(d) ̂g(a − d) + Ĝ(b, c)
g(a − d) + G(b, c) f4(a) − f2(b) − f3(c) + f1(d)
⎞⎟⎠
for every a, b, c, d ∈ F− with z = b + ic. Again, by the additivity of g and G, we have
g(a) = f5(a) + jf6(a) for all a ∈ F−
G(b, c) = f7(b) + f8(c) + j(f9(b) + f10(c)) for all b, c ∈ F−,
where f5, f6, f7, f8, f9, f10 : F−→ K∧ are additive mappings.
(ii) Let ψ : H2(F) → H2(F) be a mapping satisfying condition (AH-1). Then ψ(A + αB) = ψ(adj
adj (A+ αB)) = adj adjψ(A+ αB) = ψ(A) + αψ(B) for every A, B ∈ H2(F) and α ∈ F−. So,
ψ is a classical adjoint-commuting F−- linear mapping.
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• If the involution− is identity, thenH2(F) = S2(F), and thus,ψ is a linearmapping. Therefore
ψ
⎛⎝ a b
b c
⎞⎠ =
⎛⎜⎝α1a + α2b + α3c α4(a − c) + α5b
α4(a − c) + α5b α3a − α2b + α1c
⎞⎟⎠
for every a, b, c ∈ F, where α1, α2, α3, α4 and α5 are some fixed scalars in F. We remark
that ifF has characteristic not 2, then, by a similar argument as in [1, Theorem 3], we see that
ψ(A), with A ∈ S2(F), can also be represented as a linear combination of linear mappings of
the form PA adj P where P ∈ M2(F) is invertible with adj P = ±Pt .• If the involution − is proper, then, by a similar argument as given in (i), we obtain
ψ
⎛⎝ a b + ic
b + ic d
⎞⎠ =
⎛⎜⎝α1a + α2b + α3c + α4d g(a − d) + G(b, c)
g(a − d) + G(b, c) α4a − α2b − α3c + α1d
⎞⎟⎠
for every a, b, c, d ∈ F−, where g : F−→ F− ⊕ iF− and G : F−× F−→ F− ⊕ iF− are
linear mappings given by
g1(a) = (α5 + i α6)a for all a ∈ F−
G(b, c) = (α7 + iα8)b + (α9 + iα10)c for all b, c ∈ F−,
and α1, α2, α3, α4, α5, α6, α7, α8, α9 and α10 are some fixed scalars in F
−.
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