Traditional seismic inversion approaches have focused on reducing error between data and model within a fixed geological scenario. The problem with this approach is that either uncertainty related to geological interpretation is ignored or that inversion needs to be repeated for each scenario. In this paper we propose to first assess the consistency of all available scenarios with the given observed data by defining a pattern similarity between seismic data and forward simulated data. The considered scenarios include geologic variables (such as facies proportions, geobody size, and stacking patterns), as well as rock physics relationships relating rock properties to seismic data. We develop a pattern-based procedure to estimate the probability of each scenario given seismic data. Low probability scenarios are rejected. To estimate this probability, we generate a set of models from each scenario, and calculate distances between forward modeled seismic data and actual data. The distance between two seismic responses is defined as the difference in frequency of patterns found in the images. We use two different pattern-based techniques, namely Multiple Points Histogram (MPH) and wavelet analysis. The MPH captures all patterns in the image (seismic data) as statistical frequencies. Wavelet transforms use low-pass and high-pass filters in the vertical and horizontal directions to decompose the image in a set wavelet coefficients. We use the JensenShannon (JS) divergence to evaluate the distance between the frequency distributions of two images (in our case, MPH frequencies and wavelet coefficients frequencies in each sub-band).
Introduction
Most current approaches of seismic inversion aim to reduce error between the obtained data and predicted models, and use a set of matched models for forecasting geological heterogeneity and future reservoir performance. However, since these inversion approaches are limited within a fixed geological scenario, it cannot handle larger sources of geological uncertainty. Therefore, finding the best fit models with the given data does not guarantee an accurate future prediction. Even worse, we often have to discard the previously matched models due to discrepancy with newly obtained data. The discrepancy can be caused by too narrow range of uncertainty as a result of optimization, or an incorrect geological scenario. In a view of Karl Popper (2002) , data must be used to falsify incorrect models but not to find the best fit model, and this is a safe way to keep a range of uncertainty with data. However, if our geological scenario is completely wrong, the falsification of models with data is extremely inefficient. Thus, to model multiple geological scenario uncertainty as quantifying priors' likelihood is a more essential task before sampling posteriors. In more realistic geo-modeling, we have to consider uncertainty in various sources of geological variables such as facies proportion, geobody size, stacking patterns, number of faults, kind of faults, rockphysics relationships, fluid-rock type and so forth. Then a main challenge is what more likely or less likely scenarios are and how to quantify it among the all available scenarios.
In this paper, we develop a pattern-based procedure for estimating the probability of each scenario from the obtained seismic data. To estimate this probability, we generate a set of models from each scenario, and calculate differences between forward modeled seismic data and actual data. We define the differences between the responses as distances in metric space.
First, to compute the distances, we applied pattern similarity algorithms such as MPH, CHP and wavelet transform analysis for converting seismic data as histogram of patterns. Next, JS divergence algorithm is applied for calculating the distance between two frequency distributions. Lastly the distances are projected in MDS map for estimating a probability of each scenario given data. As the result, low probability scenarios are rejected. This paper is divided in two parts. In the first part, we present the methodology and application when the distance is computed using Multiple Points Histogram (MPH). In the second part, we use a wavelet analysis to define the distance. A brief description of wavelet analysis is provided, with an application to seismic responses. In both parts, the proposed workflow is applied on 2D seismic section data with 16 scenarios, and verified by success rates of a Bayesian confusion matrix and a comparison with rejection sampler.
Methodology Estimating scenario uncertainty in a Bayesian framework
To estimate geological scenario uncertainty within given seismic data, we applied in a Bayesian framework. The Bayesian framework is broadly used for inversion as following equation (1).
where is a set of reservoir models and is the given data. The posterior probability | is calculated by multiplying the prior probability of the reservoir models ( ) and the likelihood ( | ).
In seismic inverse modeling process, the Bayesian formulation consists of rock-physics relations to link reservoir properties ( ) and elastic properties ( ), geostatistical methods to provide geologically consistent prior models, and forward modeling to predict synthetic seismic data for comparing with obtained seismic data to calculate the likelihood. Thus, we can rewrite equation (1) for seismic inversion in equation (2) (Bosch et al., 2010) .
where | is the posterior probability density, is the prior pdf for the reservoir parameters (including their spatial distributions), c is a normalizing constant and | is a conditional probability for the elastic parameters that summarizes the rock physics relationships between reservoir property and elastic property. The data-likelihood depends on the observations ( ) and their uncertainty, and the forward modeling operator g that maps the model space into the data space.
In equation (2), all the reservoir models are generated from a single training image or a fixed variogram, and we assume a fixed geological scenario. However, most of geological interpretation may not be certain in actual cases. What if we have several discrete parameters to explain geological heterogeneity and combine them as a set of multiple scenarios? Then we can propagate these parameters as different scenarios in a Bayesian framework as following equation (3).
where is the -th scenario, | is the posterior probability of each geological scenario given data, | , is the data-likelihood given the -th scenario and models, and final posterior probability is calculated by summing up the all likelihood values depending on each scenario. Thus | , is the same formulation of equation (2) for reducing errors within data and the -th scenario. | means that each scenario has different probability and we can calculate this as following equation (4).
where is the prior probability and the values are given by geologists. In this paper, we propose a distance-based approximation method for estimating | . The distance-based approximation assumes the density function | can be approximated by density of dots in Multi-Dimensional Scaling (MDS) map for each scenario (Park et al., 2013) . Thus, according to Park et al. (2013) ,
where is probability density function of dots in MDS map, and is the projection of the observed data indicating a location on the MDS map. The dots in MDS map represent forward simulated seismic responses from each model. From the dots of each scenario, we generate probability density function of the scenario k, and use the pdf for estimating | . Since seismic data is not a single curve response such as a result of flow simulation but 2D or 3D image response, it is a challenge to define a distance between two seismic image responses.
Traditionally we define a difference as Euclidean distance by subtracting A response from B response; however, this is not appropriate for our goal. Here what we are interested in is to forecast possibilities of each scenario using seismic responses. It means we do not focus on locations of geobody appeared in seismic data, but interested in patterns of seismic response influenced by various geologic parameters. Therefore our goal is to figure out which scenario as a mixture of geologic parameters is more likely or less likely within the given seismic data. The key issues are how to compare the seismic responses and how to define its differences. To project distances of the responses in MDS map, we applied Jenson-Shannon divergence algorithm for defining a distance between two responses, and pattern similarity algorithm for comparing seismic responses by converting it into multiple-point histograms.
Part I: Pattern similarity validation from seismic data using pattern histograms
Multiple-Point Histogram (MPH)
To compare seismic responses as pattern similarity, not residual error between two responses, first we have to define similarity itself. We propose to convert seismic data into histogram by the multiple-point histogram algorithm (MPH, Deutsch and Gringarten, 2000; Lange et al., 2012) . Figure 1 explains the algorithm schematically. We have a filtered seismic image (middle of Figure 1 ) generated from a 2D seismic section data (top of Figure 1 ). Then the filtered image has three categorical variables such as positive amplitude, negative amplitude, and zero. Here, a simple template, 2x2 in 2D, makes 3 (=6,561) possible data-event configuration. Each dataevent configuration is located in X coordinate and its frequency is recorded in Y coordinate to build a histogram (right of Figure 1 ). From the top-left corner in seismic data to the bottomright node, MPH algorithm records all existing patterns and its occurrences in the histogram. Since each histogram counts numbers of all patterns, similarity of histogram accounts for existing analogous patterns in between two seismic responses.
However, the MPH algorithm faces a memory problem when the size of template gets larger. For example, in Figure 2 , 5x3 in 2D template has 14,348,907 data-event possibilities even though it is limited as three categories. Thus the MPH algorithm has computational issues if we apply it for 3D or a large template. 
Cluster-based Histograms of Patterns (CHP)
Instead of using all patterns, we cluster the patterns into groups using the methodology described in Honarkhah and Caers (2010) . For each cluster, we record the number of patterns and calculate the prototype, and it represents each cluster. The prototype can be a mean of the patterns within that cluster or a medoid pattern.
In this paper, first we do the clustering and generate prototypes based on the obtained seismic data. Then we classify the prior models' patterns by calculating distances with the data prototypes, and simply assign the pattern to the closets prototype. By repeating the process, we obtain the same number of clusters as the prototype patterns for all prior models from each scenario and the obtained data. Since the cluster-based histogram of patterns (CHP) lists only a few prototypes and their frequencies, instead of recording all patterns, it drastically reduce computing time and cost. Comparing with MPH of the full pattern, Figure 2 demonstrates that CHP leads to the same distinctions of each scenario in 2D MDS map. Table 1 summarizes the advantages of the CHP based on an example of the size of template, 5-by-3. As stated in the introduction, the total difference between CHPs of realizations generated with scenario k and the obtained seismic data should be measured as distances. To evaluate the distances, we propose the Jensen-Shannon (JS) divergence as a statistical measurement of two frequency distributions and in Equation (6) (Cover and Thomas, 1991; Endres and Schindelin, 2003) .
The JS divergence in Equation (6) is basically the average of two Kullback-Leibler divergences.
Other statistical measures of difference such as the chi-squared distance can be used but such distance is not robust in the context of CHPs whose frequencies vary widely.
Given L realizations of each scenario k and the given data, we can calculate a distance matrix of (L×k+1) by (L×k+1) by JS divergence. Here k is the number of scenarios, L×k is the total number of prior models, and one is added for data. Then the distance matrix is represented by the following equation (7).
The calculated distance matrix is projected in multi-dimensional scaling map (Borg & Groenen, 1997; Caers, 2011) to generate probability density function of each scenario and estimate the probability at the data location. As assumed in equation (5), the density of dots of each scenario in Multi-Dimensional Scaling (MDS) map is an approximate value of probability of data given each scenario ( | . To extract the pdf of each scenario from the points, we applied adaptive kernel smoothing technique described in Park et al., 2013 .
Pyramid of multiple resolution
We also consider that pattern variation occurs at multiple scales. For this purpose, we build a pyramid of multiple resolution views (similar to Heeger & Bergen, 1999) of the same realization. Figure 3 shows an example setting in this paper, and we used a pyramid of 3 layers. The original image (top of Figure 3 ) is 150x80 pixels; the second image (middle of Figure 3 ) is a half of the original and it is 75x40 pixels. The smallest image (bottom of Figure 3 ) is one third of the first image. To resize the original image, bicubic interpolation is applied. The output pixel value is a weighted average of pixels in the nearest 4 by 4 neighborhood. Next we applied CHP algorithm to convert seismic responses of each layer into histograms, and JS divergence to calculate distances between the converted histograms. A pyramid algorithm considers all of these three layers' distances in a distance matrix using weights in following equation (8).
where, is the distance matrix of size (L×k+1)×(L×k+1), L realizations of k -th scenario and the given data. (bottom) is one third of the first image. A pyramid algorithm considers these all in a distance matrix using weights.
Application of Part I Synthetic case
Synthetic 2D facies and seismic dataset are presented to demonstrate the validity of the proposed approach. The two-dimensional reference facies was extracted from a modified version of the top layer of the Stanford VI synthetic reservoir. The Stanford VI reservoir (Castro, et al., 2005) was created by the geostatistics group at Stanford University to test algorithms. All the information about the model relevant to this work is summarized in Figure 4 . The reference facies model is a sand-shale channel system with 80 cells in the vertical (z) direction (dz = 1m) and 150 cells in x (dx = 12.5m).
In this case, we assume one oil sand distribution in the middle of 2D section but it is away from the well locations (well logs could not encounter the oil sand). We have 2D seismic section data, and a rock physics relationship from actual well logs. For three facies cases (Shale, Brine Sand, and Oil Sand), oil sand properties are generated from the brine sand properties at the wells using Gassmann's equation (Avseth et al., 2005) . To generate a reference normal-incidence seismic section, we assumed convolutional seismic forward modeling without noise, and we applied 1000m as target depth, 12.5m as a span, 50 (Hz) as a wavelet frequency. In Figure5, we demonstrated available geologic scenarios using multiple parameters. Facies geometry explains stacking patterns of geobody, and we assume two possibilities of random positioning and stacking (See bottom of Figure 5 , S1 and S3 are randomly distributed while S9 and S11 are stacked). Two target proportion (20% and 30%) and two different channel sizes are set up as possible geologic parameters. Additionally, we tested existence of different rock-fluid types using 2 facies model (Shale and Sand) and 3 facies model (Shale, Brine Sand, and Oil Sand). Each mixture of these different parameters means geological scenario, and thus we have 16 scenarios in this case study. To test the proposed approach, we generated 50 prior models from each scenario. We used the SGems-Tetris program as object-based geostatistical algorithm. 
Results
First, we generated 50 prior models for each scenarios using object-based geostatistical algorithm (SGems-Ti generator), and the models are used to generate a probability density function in MDS map by adaptive kernel smoothing technique (See Figure 6 ). As stated in methodology, CHP technique and JS divergence are applied to project the distances between the models and the obtained data. According to the Equation (4) and (5), the estimated pdf value represents the likelihood of each scenario within the obtained data. In Figure 6 , we used 10 dimensions for generating kernel density function since eigenvalues of 10 dimensions can explain over 80% of variances; however, for visualization we showed it in 2D and 3D, respectively. As the same way, we repeat this for all 16 scenarios and estimate the probability.
Figure 6: A process of estimating | . First, generate 50 prior models from each scenario and project it in MDS map. Next, create the probability density function by using adaptive kernel density estimation, and estimate the probability of data location from the multi-dimensional pdf.
The estimation result using CHP and JS divergence of 16 scenarios is summarized in Table 1 . As the result of this case, scenario 4 and scenario 8 (the sum is 59%) are more likely than the other scenarios. We can figure out that smaller channel cases are all rejected, and stacked scenarios also have low probability. Based on the result, 3 facies scenarios including oil sand is more probable than 2 facies scenarios while the target proportion is not clearly distinguished. Since the reference has 24% sand not exactly 20% or 30%, it is impossible to be determined by one proportion scenario. In Figure 7 , the data (reference) and all prior models are projected in MDS map. Each point represents one forward simulated seismic data. In the Figure 7 , even we only look at the 2D representation of the MDS space, we observe that the reference is located in the middle of scenario 4 and 8 clouds, and partially reached with scenario 3 and 7 clouds. However, the other scenarios are away from the data location and it means they would be falsified as geological scenarios. To validate the proposed approach, we check the success rates of classification of each scenario by a Bayesian confusion matrix, and we compare the estimation of kernel smoothing pdf with rejection sampling results. For this cross validation, we use a new reference facies which is similar with scenario 2, and it is shown in Figure 8 (left) with the obtained seismic data.
Thorough the proposed algorithm using CHP and JS divergence, we generate the pdf of each scenario from the dots in MDS map (see Figure 8 (right)) and adaptive kernel smoothing. Note that the MDS map in Figure 8 is slightly different with the previous MDS projection in Figure 7 because we used different seismic data for generating prototypes of CHPs. As the same with previous case, eigenvalues of 10 dimensions can explain over 80% of variances and thus 10 dimensions are used for generating probability density function. Table 3 shows a Bayesian confusion matrix using 10 dimensional pdf for classifying each model. The 100% in diagonal means all samples from k-th scenario is correctly classified as k-th scenario. Since adaptive kernel smoothing is a very powerful tool to obtain the distinctive membership pdf from the sample models, the Bayesian confusion matrix in Table 3 results in the almost perfect success rate.
To do rejection sampling, we generate 5000 models from each scenario and calculate likelihood based on the distance using CHP and JS divergence. Through the rejection sampling, we obtain 38 posteriors among 80,000 realizations and the posterior probability (P S |d ) is summarized in Table 4 . The proposed algorithm using kernel smoothing approximation also predicts probability of each scenario in Table 4 . Compared to sampled posteriors by rejection sampler, the proposed method can be a good approximation of rejection sampler. Table 3 : Bayesian confusion matrix for the case in Figure 8 Table 4: Comparison between the kernel smoothing estimation and rejection sampling result using the probability of each scenario given seismic data (reference case in Figure 8 )
Conclusions -Part I
As the result of synthetic case, the proposed approach demonstrates probability of each scenario within observed seismic data. Measuring pattern similarity based on CHP and JS divergence shows reasonable distinction for 16 different geological scenarios. Compared to the reference facies, the result of Table 1 is qualitatively feasible, and now we can predict the probability of each scenario quantitatively using the proposed technique. By comparing with rejection sampler in Figure 8 and Table 4 , the proposed technique shows the similar result and thus it is a good approximation falsifying less likely priors within time and cost.
Part II: Pattern similarity validation from seismic data using wavelet analysis
Construction of a wavelet-based distance
A different approach to identify pattern differences in seismic images is to apply wavelet analysis on the seismic images. Wavelet analysis is a well-known tool to retrieve differences in images. We therefore propose to use a wavelet-based distance to define dissimilarity between seismic responses. Wavelet transforms use low-pass and high-pass filters in the vertical and horizontal directions to decompose the (seismic) image into a set wavelet coefficients. The histograms of the wavelet coefficients are subsequently used to evaluate the distance. Before describing how the distance is calculated, we first give a brief description of the discrete wavelet transform used for image processing.
Discrete wavelet transform (DWT)
A wavelet is a mathematical function that is used mostly for digital signal processing and image compression or denoising (Chui, 1992; Daubechies, 1992; Mallat, 1999) . In reservoir engineering, Sahni and Horne (2006) where p denotes the position of the wavelet and s the scale (wavelet width).
A signal f(x) can then decomposed as is associated to a high-pass filter, which extract details of the signal.
In practice, one-dimensional DWT consists in splitting the signal into two parts, by passing the subsequently subsampled by two (according to Nyquist's rule). The low pass filter generates signal through a low-pass ( , ( )
) and a high-pass ( , ( ) s p x  ) filter. The outputs are the approximation coefficients A 1 and the high-pass filter generates the so-called details coefficients C 1 . The procedure can then be repeated using the resulting approximation coefficients A 1 . A muti-level pyramid can then be obtained by applying the same procedure to the approximation coefficients at lower levels (l), resulting in coefficient A l , C l . Note that the number of coefficients is the same as the number of samples n of the signal. As a consequence, A 1 and C 1 contain both n/2 coefficients, A 2 and C 2 contains n/4 coefficients and so on.
A schematic diagram illustrating the principle of the 1D wavelet transform is shown in Figure  15 . The principle is to apply a one-dimensional wavelet transform to each row of the original image, subsample the rows by 2 and then apply a one-dimensional wavelet transform to each column of the resulting matrix and subsample the columns by 2. This generates four sub-images of coefficients, each of size Nx/2 x Ny/2 for an initial image of size Nx x Ny:
 A 1 : The approximation coefficients  H 1 : the horizontal details coefficients  V 1 : the vertical details coefficients  D 1 : the diagonal details coefficients
As for the 1 dimensional wavelet transform, the procedure can be applied recursively L times, L being number of levels of the transform.
A schematic diagram representing a 2D wavelet transform is illustrated in Figure 16 . In this paper, we use the Haar wavelet. The Haar wavelet is the first and also simplest wavelet to be proposed (Chui, 1992) . The Haar wavelet's mother function can be described as (in 1D):
Its scaling function is defined as:
Other types of wavelets (Daubechies, Coiflets, Discrete Meyer, etc.) have been considered for this study, the Haar wavelet resulted in a better differentiation of the different scenarios. In addition, the number of levels of wavelet decomposition has been studied in the application below. In this case, a 2-level wavelet decomposition seems to be the most appropriate (L= 2).
Wavelet-based distance
Once the wavelet coefficients are computed for each level and each sub-band for all seismic responses, the Jensen-Shannon (JS) divergence is used to evaluate the distance (Kullback and Leibler, 1951; Kullback, 1983) . The JS divergence estimates the difference in wavelet coefficient frequencies in each sub-band, for each level. Note that this distance is only a function of the wavelet histograms (denoted by h), and does not account for spatial distribution. The distance is expressed as follows:
where JS d is defined in equation (6) As in part I, the workflow used in this study to estimate the posterior probability of each scenario given the data is presented in Park et al. 2013 .
Application of Part II
To validate the proposed wavelet-based distance, a similar test case than the synthetic case used in part I is used. It consists of 16 distinct channels scenarios. The channel size, the proportion of facies, the number of facies and the position of channels are varying for each scenario, as in Part I. The parameter values are presented in Table 1 . Note that although similar, the models used for this application are not directly comparable to those in Part I. 50 models were generated for each scenario, resulting in a total of 800 realizations. The Four models are generated to be used as "reference" and their corresponding seismic forward evaluations are taken as "observed seismic" in each of the 2 cases. The properties of the reference models are shown in Table 5 , the models are illustrated in Figure 13 . For each reference and for each seismic quality, the probability of each scenario given the data is computed using the proposed approach (reference to description of the methodology) and compared with rejection sampling. Note that in rejection sampling, we select the models based on the wavelet-based distance, i.e. models having similar wavelet histograms to the reference.
For each model, a 2-level wavelet decomposition was performed using the Haar wavelet. The distance is defined as the average difference of the wavelet coefficients in each sub-band for each level.
Let's now look at each test case individually.
Case 1 (good quality seismic) Figure 14 show a 2D representation of the metric space defined by the wavelet-based distance.
The values displayed on the axes indicate the contribution of each dimension (eigenvalues).
The first dimension in this case is quite dominant, with over 80% of the total contribution. We observe that points in the same scenarios are close to each other, which indicates a reasonable distinction between the scenarios. For Case 1, the Bayesian confusion matrix is represented in Table 6 . The total misclassification error is about 12%, which indicates a reliable classification. Analysis of the matrix shows that the most important misclassification appears between scenarios 11 and 15 (12 models of scenario 11 are classified in scenario 15 and 22 models of scenario 15 are classified in scenario 11, highlighted in green). These two scenarios differ by the proportion of facies in the models, all other properties being the same. We also observe that 16 models of scenario 13 are classified in scenario 5. In this case, the differing property is the positioning of the facies (stacked vs. non-stacked -in blue). Note that the kernel smoothing and therefore the Bayesian confusion matrix is a function of the dimension of the MDS space and the number of clusters chosen in the adaptive kernel
smoothing. An optimization procedure was performed to find the values that minimize the misclassification in the Bayesian confusion matrix. For this example, 6 dimensions and 2 clusters are optimal. Note that 6 dimensions correspond to 87% of total energy. Those values are then used to evaluate the probability of each scenario given the data.
For the 4 references (illustrated in Figure 15 ), the posterior probabilities obtained by kernel smoothing (KS) in MDS and rejection sampling (RS) are shown in Tables 7 to 10 . We see that for the 4 tested "reference data", the probabilities obtained by KS and RS are very close. We observe that for reference 1 (from scenario 4), the posterior probabilities given the data are 1, which indicates that only one scenario is consistent with the data, the 15 remaining scenarios are rejected. This was expected, as according to the Bayesian confusion matrix 98% of models in scenario 4 were correctly classified. For reference 2 (from scenario 5), high probabilities were obtained for scenario 5, and a probability of 0.1 for scenario 13. The difference in scenario 5 and 13 relies in the position of the channel, scenario 5 having random positioning of channels, whereas scenario 13 having stacked positioning of the channels. For reference 3
(from scenario 10), scenario 2 and 10 have similar probabilities (0.4 for kernel smoothing, 0.4 -0.6 for rejection sampling). As before, the difference between the 2 scenarios is in the positioning of the channels. Finally, for reference 4 (from scenario 15), the probability of scenario 15 given the data is 0.3 for both methods. The probability of scenario 11 has a higher probability, with 0.4 and 0.6 respectively. The difference between scenario 11 and scenario 15 is in the proportion of facies, with 20% and 30% respectively. This was observed from the Bayesian confusion matrix, as 22% of realizations in scenario 15 were classified in scenario 11.
Finally, the number of models and seismic evaluations required for the rejection sampling to obtain 30 models that are close to each given reference data is given in Table 11 . We observe that rejection sampling needs between 40,000 and 109,000 evaluations. We have seen so far that in the case of high quality seismic response, the proposed methodology was able to derive posterior probability similar to the one obtained by rejection sampling, at only a fraction of the cost.
Case 2 (low quality seismic) Figure 16 shows the MDS representation of the 800 initial models, colored by scenario. It is interesting to note that the eigenvalue contribution of the first dimension is much lower than for Case 1 (43% vs. 80%). A reasonable distinction of the different scenarios is still observable in 2D. The Bayesian confusion matrix for this case is shown in Table 9 . For this case, 6 dimensions (67% of total energy) and 2 clusters where used in the adaptive kernel smoothing procedure. As expected, a higher misclassification error is observed for this case (43%). The principal errors in the classification were mostly due to misclassification of proportion of facies (as highlighted in green). A second source of error was the difference of positioning of the object (Sc. 5 and Sc. 13, highlighted in blue). Finally, for one case only, the distance had difficulties to distinguish the number of facies in the models (Sc. 15, Sc. 16, highlighted in red). For the given 4 reference cases (see Figure 17 ), the probabilities obtained by kernel smoothing and rejection sampling are similar (Table 10-13) . It is especially interesting for the third reference that the probability of scenario 10 is only 0.1 (0.2 for kernel smoothing), given that the reference was generated from scenario 10. Instead, scenario 14 has the highest probability, with a 30% proportion of sand (scenario 10 has 20% sand proportion). This result is
again consistent with what is observed in the confusion matrix. Finally, reference 4 seems to have a less distinct seismic response (which can be seen in Figure 24) , and thus the classification is harder and a fewer number of scenario can be rejected. Scenarios 4, 11, 15
and 16 are possible given the seismic response. Finally, Table 14 shows the number of model evaluations for each method to estimate the probabilities given each reference. A difference of a factor of 100 is obtained. Note that in this case, a larger number of simulations are required for rejection sampling to obtain the 30 models matching the wavelet histograms of the reference data. 
Conclusion -Part II
In the study presented in this paper, we observe that a distance between seismic images defined using wavelet transform and JS divergence is capable of identifying scenarios consistent with some observed seismic response (and hence which scenario can be rejected). Three case studies with 16 different scenarios are presented, having different seismic quality. As expected, the better the seismic, the better the distance and the distinction between the 16 scenarios.
We also observe that the proportion and the positioning of the facies are the most difficult parameters to differentiate in this study, where more misclassification is present.
Using the proposed approach, we were able to reproduce quite accurately the probabilities obtained by rejection sampling (and thus reject scenarios with zero probability), using only a fraction of model evaluations.
Conclusion
In this paper we propose to assess the consistency of all available scenarios with the given observed data by defining a pattern similarity between seismic data and forward simulated data. The considered scenarios include geologic variables (such as facies proportions, geobody size, and stacking patterns), as well as rock physics relationships relating rock properties to seismic data. We develop a pattern-based procedure to estimate the probability of each scenario given seismic data. To estimate this probability, we generate a set of models from each scenario, and calculate distances between forward modeled seismic data and actual data.
The distance between two seismic responses is defined as the difference in frequency of patterns found in the images. We use two different pattern-based techniques, cluster-based histogram of patterns (CHP) and wavelet analysis, and applied the Jensen-Shannon (JS) divergence to evaluate the distance between the frequency distributions of two images.
In a simple 2D actual case study, we can capture the difference between scenarios using the technique and find the most likely scenario with the obtained seismic data. However, since this is very limited small section in 2D, we need to consider more geological possibilities in larger scale as a future work. Also, to obtain fully matched models with the obtained seismic data under uncertain geological scenarios, | , , the first part of equation (3), should be performed sequentially after this procedure. Markov chain Monte Carlo algorithms will be applied as a future research.
