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Abstract-A production system consisting of a work station, a loading and unloading 
stations linked by a closed-loop material-handling system is considered. The material- 
handling system consists of two continuous line conveyors. Each conveyor is assumed 
to have a specified constant velocity, length and capacity. The work station is assumed 
to have a single machine, an unloading station and no local storage. In this production 
system the work pieces, which at their instant of arrival find the work station busy, 
are blocked. Those work pieces bypass the work station and are transported by the 
conveyor to the loading station to merge with the incoming work pieces to be transported 
to the work station again. The above production system is modeled by a G/G/l/O 
queueing loss system with retrials, stationary counting arrival process, generally dis- 
tributed service times, a single server and no waiting room. The flow of work pieces 
inside the system is modeled by a point process and is approximated by a renewal 
process. To analyze the asymptotic performance of the above system, a recursive pro- 
cedure is developed. Furthermore, an expression for the asymptotic distribution of the 
number of work pieces along each conveyor is derived and is used to control the conges- 
tion along the material handling sytem. Finally numerical results are provided and com- 
pared against hose from a simulation study. 
1. INTRODUCTION 
Material-handling systems (MHSs) are an integral part of an automated production system. 
MHSs could consist of transporters [e.g. automatic guided vehicle system (AGVS), robots, 
etc.] and conveyors (e.g. belt or chain conveyors). In addition to transporting discrete 
work pieces, MHSs are used also as a storage facility. The operational characteristics 
of MHSs are governed by intrinsic factors such as the layout, speed, length and capacity 
of the MHS, processing and storage operations, and also by extrinsic factors such as the 
loading and unloading operations. For further reading and a review of the theoretical work 
on MHSs, see Nawijn[l] and the references which are given therein. 
In this paper our focus is on the asymptotic performance analysis of a basic production 
system consisting of a closed-loop MHS, connecting a loading station to a work station 
and capable of processing work pieces belonging to the same family of parts. The MHS 
is assumed to consist of two continuous line conveyors (CLSs). A CLC is a conveyor 
which has a beginning and an end, and discrete work pieces can be loaded on every points 
of it. Each CLC is assumed to have a specified constant velocity, length and capacity. 
The work station is assumed to have a single machine, an unloading station, no local 
storage and generally distributed processing times. In this production sytem, at any cycle, 
the incoming work pieces enter the system through the loading station and are transported 
by the conveyor to the work station. Those work pieces which find the machine idle are 
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processed. These work pieces then leave the system through the unloading station. On 
the other hand, those work pieces which upon their arrival at the work station find the 
machine busy are blocked. The blocked work pieces bypass the work station and are 
transported by the conveyor to the loading station. There they merge with the incoming 
work pieces and are transported by the conveyor to the work station. The previous steps 
are then repeated until all the work pieces are processed. 
Various factors affect the performance of the above system. In this paper we are par- 
ticularly interested in the effects of the variabilities of the loading and processing oper- 
ations on the asymptotic performance of the system. For this purpose we model the 
performance of the production system by a G/G/I/O queueing loss system (QLS) with 
retrials, a stationary counting process (SCP) input, generally distributed processing times, 
a single sever and no waiting room. We then develop a recursive procedure to analyze 
the asymptotic performance of the system. Furthermore, an expression for the asymptotic 
distribution of the number of work pieces along each conveyor is developed to control 
the congestion along the MHS. In addition, an expression to evaluate the efficiency of 
the work station is also provided. 
The organization of this paper is as follows. In Section 2 the recursive procedure is 
explained, and expressions to measure the asymptotic performance of the system are 
developed. In Section 3 an example is introduced and the approximation outcomes are 
compared against those from a simulation study. Finally, in Section 4, the effects of the 
variabilities of the loading and processing operations on the asymptotic performance of 
the system are demonstrated, and concluding remarks are discussed. 
2.1. Notation 
2. THE MODEL 
Throughout the model the following notation will be used. 
Notation 
e the cycle at which the equilibrium state is reached. 
(A”, C”), A(t) and A*(a) loading rate and coefficient of variation (COV) of the distribution of 
the interarrival times, distribution of the interarrival times and its 
Laplace-Stieltjes Transform (LST), respectively. 
(I-G C), B(t), B*(u) and q processing rate and COV of the distribution of the processing times, 
distribution of the processing times and its LST, and utilization factor 
of the work station, respectively 
(kj, Cj), DJt) and D;(o) process rate and COV of the distribution of the interarrival times 
along the CLC connecting the loading station to the work station, 
the distribution of the interarrival times along the same conveyor, 
and its LST, respectively, at cycle j (j > 0). 
(A,“, CT), E,(r) and ET(a) 
v”, L”, K”, T”, Nf and p 
Description 
cycle index. 
process rate and COV of the distribution of the interarrival time along 
the CLC connecting the work station to the loading station, the dis- 
tribution of the interarrival times along the same conveyor, and its 
LST, respectively, at cycle j (j > 0). 
velocity, length and capacity of the CLC connecting the loading sta- 
tion to the work station, the time it takes an arbitrary work piece to 
traverse along the conveyor, number of work pieces along the con- 
V”, Lo, K”, PO, NT, and x0 
Variability in a closed-loop conveyor system 187 
veyor in (0, t), and the asymptotic average number of work pieces 
traveling along the conveyor, respectively. 
velocity, length and capacity of the CLC connecting the work station 
to the loading station, the time it takes an arbitrary work piece to 
travel along the conveyor, number of work pieces along the con- 
veyor in (0, t), and the asymptotic average number of work pieces 
traveling along the conveyor, respectively. 
~=~.+~O asymptotic average number of work pieces along the MHS. 
2.2. Approximation steps 
The asymptotic performance of the production system is analyzed by developing a G/ 
G/l/O QLS model with retrials. The flows of work pieces are modeled by point processes 
and are approximated by appropriate renewal processes. For this purpose the asymptotic 
approximation method of Whitt[2] is used, see Appendix 1. Hence the performance of 
the G/G/l/O QLS is approximated by a GZIGIlIO QLS. Furthermore, the flow of work 
pieces which are blocked at the work station is modeled by an overflow process and is 
approximated by a renewal process. For this purpose we used the LST of the distribution 
of the interoverflow times from either an HZ/G/l/0 QLS with hyperexponentially distrib- 
uted interarrival times, or an M”IGII/O QLS with shifted exponentially distributed inter- 
arrival times, depending on the value of the COV of the distribution of the interarrival 
times being greater than or equal one, or less than one, respectively. For additional details 
see Halfin[3] and Appendix 2. 
Approximation steps are as follows. Initially at first cycle (e.g. iteration) the parameters 
of the flow of work pieces along the conveyor connecting the loading station to the un- 
loading station are as follows. 
A; = A”, (2.1) 
c; = C”. (2.2) 
In general at cyclej > 0, the parameters (A?, Cj”) of the flow of work pieces which tind 
the work station full, along the conveyor connecting the work station to the loading station 
are obtained from the LST of the distribution of the interoverflow times from the GZIGI 
l/O QLS. This flow then merges with the flow of work pieces arriving at the loading station, 
which results in formation of a new flow along the conveyor connecting the loading station 
to the work station at the (j + 1)st cycle with the following parameters. 
Aj+ 1 = A” + A;, (2.3) 
CT+, = 
Aa + A;(Cj”)’ “’ 
A;+ I 1 (2.4) 
The above parameters are obtained based on the asymptotic approximation method of 
Whitt[2] for the superposition of a finite number of SCPs. We call the latter process a 
superposition arrival process. The above steps are then repeated until the equilibrium 
state is reached at cycle e, as follows. Let 6 be a sufficiently small value (e.g. 1 x 10p5), 
and 
n = min(j: A;+, - Aj 5 6), 
p = min( j: CT+ I - C; 5 S), 
(2.5) 
(2.6) 
188 
and 
BEHNAM POURBABAI 
e = max(n, p). (2.7) 
After reaching the steady state, the asymptotic behavior of the system is analyzed by 
evaluating the performance measures. 
2.3. Performance measures 
The asymptotic performance of the production system is analyzed by developing 
expressions for the utilization of the work station and the distribution of the number of 
work pieces flowing along each conveyor. 
2.3.1. Utilization factor. The efficiency of the work station is approximated by eval- 
uating the utilization of the machine as follows. 
x: - A: 
rl=- 
P- . 
(2.8) 
2.3.2. Congestion along the conveyor. To approximate the congestion along the con- 
veyor, an expression for the distribution of the number of work pieces along each conveyor 
is developed. For this purpose, the following result in renewal theory is used. 
Proposition 1. Consider an ordinary renewal process with rate X and COV of the 
distribution of the interrenewals C. Then the asymptotic distribution of the number of 
renewals in (0, t) is normally distributed with mean Xt and variance XC*t, t > 0. 
Proof. See Cox ([4], p. 40). 
Hence, the asymptotic distribution of the number of work pieces along each conveyor 
can be approximated as follows. 
Proposition 2. Given that the asymptotic distribution of the interarrivals times along 
each conveyor can be approximated by an appropriate renewal process. Then, the asymp- 
totic distribution of the numbers of work pieces along each conveyor is as follows. 
p[N; < K” 1 t = T”] = 1 - G 
L”h:IV” - K” 
c;* ’ ) 
p[N: < K” 1 t = 701 = I - G 
where 
G(t) = --Q& o’ e-u2’2 du. 
/ 
(2.9) 
(2.10) 
(2.11) 
Proof. Set T” = L”IV”, P = Lo/V’, and use Proposition 1. 
Preposition 2 can then be used to control the congestion along the conveyors. For this 
purpose, two methods are suggested. In the first method, parametrically choose the ap- 
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propriate parameters of the loading, transportation and processing operations, such that 
the following constraints are not violated. 
p(N; < K” 1 t = T”) 2 1 - E, (2.12) 
p(NY < K0 ) t = P) 2 1 - E, (2.13) 
where E is a sufficiently small value (e.g. 1 x lo-‘). In the second method, discard the 
information about the variance of the distribution of the number of work pieces along 
each conveyor, and again parametrically select the appropriate parameters of the loading, 
transportation and processing operations such that the following constraints are not 
violated. 
where 
N” I K”, (2.14) 
No I K”, (2.15) 
and 
N” = X~L”IV” (2.16) 
NO = hOLO/VO e (2.17) 
We note that eqns (2.16) and (2.17) can also be obtained from Little’s[S] formula. Fur- 
thermore, we point out that eqns (2.16) and (2.17) can also be approximated from the 
following results. 
Proposition 3. Consider an ordinary renewal process with rate A and COV of the 
distribution of the interarrival times C. Let H*(T, r; t) and M”(P; t) be the distribution 
of the interrenewal times when C z 1 and C < 1, respectively; see Appendix 1. Also let 
m(t) be the asymptotic average number of renewals in (0, t), which is also known as the 
renewal function. Then for C 2 1; 
c2 - 1 
m(t) = At + ~ - 
2 
T(1 - T)(Y) - Y’)2 e-[‘, --7)y~+Ty~~]f 
[(l - 7)y’ + 7y”]2 , 
t z 0, (2.18) 
andforC< 1; 
m(t) = 2 1 - 
nct1.X { 
Proof. For eqns (2.18) and 
respectively. 
n-1 
Ix 
e-Pcf-““)[p(t - na)lk 
k! 
t z a. (2.19) 
k=O 
(2.19) see Cox ([4], p. 50) and Cinlar ([6], p. 288), 
3. NUMERICAL RESULTS 
Consider a production system with a single machine and a closed-loop MHS (see Fig. 
1). Let k = 1, T” = P’ = 100,6 = 1 x lo-‘, and processing times be hyperexponentially 
distributed. The approximation results were obtained by developing a computer program 
in FORTRAN based on the approximation steps in Section 2 and the results which are 
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SUPERPOSITION 
ARRIVAL PROCESS 
‘A; ,cg, 
THE SINGLE GI/G/ t/O 
INCOMING 
ARRIVAL 
PROCESSOR 
OVERFLOW PROCESS 
(A! , cp 
given in Appendices 1 and 2. Those outcomes are given in Figs. 2 and 3. Furthermore, 
a simulation model was developed using the Q-GERT simulation package of Pritsker[7]. 
Each simulation outcome was obtained based on averaging ten independent runs. Those 
results are also given in Figs. 2 and 3. We note that, the reported results for A”,, Cg, A! 
.3 .5 .334* .572 .034 1.003 33. 3. 36. ,300 11 
.340** .579 .045 1.000 34. 5. 39. .298 
.5 .5 .818 .770 .318 1.064 82. 32. 114. .500 42 
.860 .I72 .362 1.170 86. 36. 122. .497 
.7 .5 2.553 1.128 1.853 1.287 255. 185. 440. .700 158 
2.500 1.070 1.810 1.380 241. 176. 423. .695 
.3 1. .438 1.075 ,138 1.222 44. 14. 58. ,300 17 
.450 1.070 ,149 1.280 44. 15. 59. .299 
.5 1. 1.106 1.203 .606 1.347 111. 60. 171. ,500 48 
1.150 1.180 .650 1.460 116. 67. 183. .495 
.7 1. 3.187 1.440 2.487 1.546 319. 249. 568. .700 198 
3.320 1.400 2.630 1.690 322. 249. 571. .696 
.3 1.5 .487 1.466 ,187 1.411 49. 19. 68. .300 20 
.483 1.346 .186 1.458 47. 18. 65. .295 
.5 1.5 1.312 1.564 .812 1.602 131. 81. 212. ,500 59 
1.250 1.390 .757 1.640 124. 77. 205. .492 
.7 1.5 4.112 1.824 3,412 1.883 411. 341. 752. ,700 268 
3.410 1.540 2.720 1.810 354. 278. 632. ,690 
* Analytical value 
** Average of 10 simulation runs 
Fig. 2. The Simulation and the Approximation Values at the Steady State for the production systems with 
Exponential processing times, u = 1.0, C = 1, and T” = p = 100. 
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A” C” A: C: AS c P ?P m n e 
.3 ..5 .351* .652 .051 1.206 35. 5. 40. .300 13 
.360** .610 .060 1.220 35. 5. 40. .299 
.5 .5 .906 .893 .406 1.213 91. 41. 132. .500 52 
.900 go0 .430 1.360 92. 42. 134. .498 
.7 .5 2.606 1.171 1.906 1.336 261. 191. 452. ,700 151 
2.610 1.190 1.920 1.500 242. 167. 409. ,698 
.3 1. .440 1.101 .140 1.292 44. 14. 58. .300 18 
.440 1.010 .150 1.350 46. 15. 61. .298 
.5 1. 1.110 1.238 .611 1.403 111. 61. 172. .500 47 
1.160 1.220 .670 1.550 115. 67. 182. .496 
.7 1. 3.110 1.447 2.410 1.553 311. 241. 552. ,700 182 
3.260 1.430 2.580 1.740 308. 235. 543. ,696 
.3 1.5 .483 1.487 .183 1.466 48. 18. 66. .300 20 
.480 1.350 .180 1.510 47. 17. 64. .297 
.5 1.5 1.283 1.581 .783 1.631 128. 78. 206. .500 56 
1.260 1.430 .765 1.710 123. 72. 195. .495 
.7 1.5 3.845 1.791 3.145 1.85 384. 314. 698. .700 235 
3.510 1.570 2.810 1.86 325. 250. 575. .693 
* Analytical value from the model 
** Simulation value from average of the 10 independent runs 
Fig. 3. The Simulation and the Approximation Values at the Steady State for the production system with Hy- 
perexponential processing Times, p. = 1, C = 1, 5, and T = P = 100. 
and C! are also given in Sonderman and Pourbabai[8], but the remaining results are new. 
We conclude from Figs. 3 and 4 that the simulation outcomes match the approximation 
results, except for h” = 0.7 and C” = 1.5. In the latter case, the approximation model 
seems to slightly overapproximate the actual values. Furthermore, in those figures the 
C a= 1.5 
I 
i 
I’ 
80 
/, , A 
0.4 0.6 0.8 0.2 
Fig. 4. ‘The average number of work pieces along the MHS vs. the loading rate for different values of the COV 
of the distribution of the interarrival times, t.~ = 1.0, C = 1.5, and T” = P = 100. 
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number of required iteration to reach the steady state is provided. From those figures, 
we conclude that, as the loading rate increases, the number of required iteration to reach 
the steady state also increases. 
4. THE EFFECTS OF VARIABILITY 
In ths section, the approximation model is used to demonstrate the effects of the var- 
iabilities of the loading and processing operations on the asymptotic performance of the 
system. For this purpose, we used the asymptotic average number of work pieces along 
the MHS as the performance measure. Those values are plotted in Figs. 4-6. 
In Fig. 4 the values of N vs A” are plotted for C = 1.5, C” = 0.5, 1.0 and 1.5. Two 
conclusions are evident. First, for every value of C” (0.5, 1.0 and 1.5) as A” increases, 
N also increases. Second, for every value of A” (0.1 to 0.8) as C” increases from 0.5 to 
1.5, N also increases. 
In Fig. 5 the values of N vs C are plotted for A” = 0.7, C” = 0.5, 1.0 and 1.5. We 
conclude that for C” = 0.5, 1.0 and 1.5 as C increases, w decreases, slightly decreases 
and slightly increases, respectively. Furthermore, for every value of C (1.0 to 5.0) as C” 
increases from 0.5 to 1.5, N also increases. 
In Fig. 6 the values of ?? vs C are plotted for C” = 1.5, A" = 0.3, 0.5 and 0.7. Again 
two conclusions can be derived. First, for A” = 0.3,0.5 and 0.7 as C increases, w remains 
unchanged, slightly decreases and decreases, respectively. Second, for every value of C 
(1.0 and 5.) as A” increases from 0.3 to 0.7, N also increases. 
Our conclusions can be summarized as follows. 
ca = 1.5 
60.0 
1 
55.0 
r 
l -*-* 
-*- e-e-. -.-.p= 1.0 
50.0 
40.0 ! I I I I I I I I 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 C 
Fig. 5. The average number of work pieces along the MHS vs. the COV of the distribution of the processing 
times for different values of the COV of the distribution of the interarrival times, p = 1.0, Ad = .7, and T” = 
P = loo. 
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Fig. 6. The average number of work pieces along the MHS vs. the COV of the distribution of the processing 
times for different vaiues of the loading rate, p = 1.0, CO = IS, and T = p = IOO. 
(1) 
(2) 
(3) 
(4) 
(5) 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
As variability of the loading process increases, the congestion along the MHS also 
increases. 
As variability of the loading process increases, the efficiency of the work station 
decreases. 
For a loading operation with high variability (C” =” 1 .O) or low variability (C” < 1 .O>, 
as variability of the processing operation increases, the congestion along the MHS 
decreases or increases, respectively. 
For a loading operation with a high loading rate (X” = 0.7), as variability of the 
processing operation increases, the congestion along the MHS decreases. 
Increasing of the loading.rate results in the increases of the congestion along the 
MHS. 
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APPENDIX 1. APPROXIMATION OF A STATIONARY COUNTING PROCESS (SCP) 
In the asymptotic method of Whitt[2] a renewal process is fit to an SCP by matching its behavior 
over relatively long time intervals. This procedure is particularly appropriate because the asymptotic 
behavior of the system is of interest to us. 
In the asymptotic method of Whitt[2], to know what distribution is appropriate to identify the 
renewal process for the approximation, the value of the COV of the interevent times of the SCP 
must be known. For an SCP with process rate A and COV (C 2 l), the following hyperexponential 
distribution with balanced means (Hz) can be used; 
dH2(r, 7; r)ldt = my’ emy” + (1 - 7)~” e-y”r, t 2 0, (1) 
where the shape parameter is 
7 = 0.5 [ ($$ + 1] , (2) 
and the intensity parameters are 
y’ = 27x, (3) 
y” = 2(1 - T)h. (4) 
On the other hand, for a SCP with C 5 1, the following shifted exponential distribution M”(P; t) 
can be used: 
dM”(P; t)ldt = p e-p(‘-ti), t s a, (5) 
where the intensity parameter is 
and the shift parameter is 
1 1 (y=---_. 
h P 
In general, to obtain the parameters of A and C; let f(t) and F*(u) be the density function of 
the interevent times of a renewal process and its Laplace Stieltjes Transform, respectively Then 
A = -[F*‘(o)]-‘. (8) 
C = A{F*"(O) - [F*'(0)]2}0.5, (9) 
F*(o) = ia e-"' dF(t). (10) 
APPENDIX 2 
Proposition 4. Consider a GZIGIIIO QLS, where interarrivals are a sequence of independent 
and identically distributed (i.i.d.) random variables, each with density dA(t). The service times 
have a general distribution, each with density d&t). Then the LST of the interoverflow distribution 
G(t) is 
where 
K(t) 
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G*(a) = A*(a) - 
K*(cr)[l - A*(a)] 
1 - N*(u) ’ 
[l + ;] ACtI - [;] N(t) - [;] Lrld’- [’
l-f 
N(t) = Jo H-4 d‘J(x), 
UA(t) = 5 [A(t) (renewal function), 
n=O 
P= I ,t- [l - W-41 dU,(x), 
g = sup(t; l?(t) < 1). 
Proof. See Halfin[3]. 
Proposition 5. Consider the following GZIGIlIO QLS: 
(a) H~l~JllO QLS and 
(b) Mal?&/l/O QLS. 
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(11) 
B(x + ~11 dUa(y) dA(x), (12) 
(13) 
(14) 
(15) 
(16) 
Arrivals form a sequence of i.i.d. random variables with A(t) = H2(7, 7; t) [or M”(P; t)] and service 
times form a sequence of i.i.d. random variables with B( t) = n2(q, SS;; t). Then the first two moments 
of the interoverflow distributed with LST G*(a) are 
where 
x= [2N*(O)K*‘(O)A*‘(O) + N*(O)K*(O)A*“(O) - K”(O)A*“(O) 
Y= 
K*(u) = 
- 2K*‘(O)A*‘(O)][l - N”(O)]’ 
+ 2N*‘(0)[1 - N*(O)] . [N*(O)K*(O)A*‘(O) 
11 - N*(0)14, 
J*(u) = 
P= 
(1 + ;) A*(u) - (;) [N*(u) + J*(u)], 
qA*(a + CL’) 
1 - A*(F’) 
+ (1 - q)A*(u + I*“) 
1 - A*(k)‘) ’ 
4 (1 - 4) 
1 - A*(k’) + 1 - A*(p”) - ” 
dR(q, jI; t)ldt = w’ epF” + (1 - q)k”e-F”‘, 
-G*‘(u) Iv=,, = -A*‘(O) K*(O) 
I 1 - W(0) ’ 
G*“(u) la=,, = A*“(O) - $ , 
(17) 
(18) 
- K*(O)A*‘(O)], (19) 
(20) 
(21) 
(22) 
(23) 
(24) 
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N*(u) = 7q 
[ -zl - 
Y’ 
(y’ + 4 (Y’ + CL’ + 0) 1 
+ (1 - 7)q 
[ 
y” - Y” 
(y” + a) (y” + k’ + 0) 1 
+7(1-q) L- 
[ 
Yl 
(Y’ + o) (y’ + CL” + u) 1 
[ 
I, 
+ (1 - 7x1 - 4) &- Y” 1 (y” + f.L” + 0) ’ 
and for (b) M”/??2/1/0 QLS; 
P N*(u) = @ + u) -ema”-4(p+f+ ,,)e -“‘“+~~)-(l_~)(p+~+p,,)e-~“+‘,,‘. 
(25) 
Proof. Use Proposition 4, substitute Hz*(u)[M”*(u)] and R;(u) in A*(u) and B*(u), respec- 
tively. Then after several steps the above moments are resulted. The above results are also given 
in Pourbabai and Sonderman[91, and also in Sonderman and Pourbabai@]. 
