This study considers an approximation to the Generalized Discriminant Analysis (GDA) and its applications to an uncooled infrared image face recognition problem. We consider the feature vector selection approach recently proposed by Baudat and Anouar, and combine it with the Linear Discriminant Analysis method (FVS-LDA). The resulting scheme is applied to the fifty-subject uncooled IR face database developed locally in an earlier project for comparison purposes. Identification and verification experiments are reported and compared to those obtained with the GDA implementation. Results indicate that similar recognition performances may be obtained when using welltuned FVS parameters for a significantly reduced computational effort.
INTRODUCTION

Background
A considerable amount of research has been conducted on face recognition tasks over the last few years, due primarily to the rapidly increasing demand for alternative means to ensure security and authentication. Traditional means of identification such as ID cards and passwords are vulnerable to being compromised, unlike face recognition, which may offer a robust natural mean of identification. In the past, most of the research was focused on visible imaging, due to the high cost of infrared (IR) cooled cameras in conjunction with low-resolution image analysis. Recently, however, uncooled IR camera technology has significantly improved, resulting in improvements also in increased uncooled IR 'Corresponding author:
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camera sensitivity with higher resolution at a fraction of the cost associated with cooled devices.
This study is an extension of the research conducted in [1] , which investigated the nonlinear kernel-based Generalized Discriminant Analysis (GDA) approach. The GDA scheme was applied to a locally developed uncooled IR database, composed of fifty adult subjects collected in a controlled indoor environment using an uncooled lowresolution IR camera (model IR-160) from Infrared Solutions [2] . The total number of images available was equal to 1500. Further details regarding the camera and collection set-up are available in [3] .
This study considered an approach to nonlinear kernel methods implemented by using a data selection process called the "Feature Vector Selection" (FVS), first proposed by Anouar and Baudat [4] . Use of the FVS scheme followed by the classic linear classification scheme LDA may be viewed as an approximation to the classic GDA approach, and results show that it leads to performances similar to those obtained with the GDA method at a significantly reduced computational cost, since only a portion of the available data is used for extracting features that best represent the dataset [5] .
Kernel Based Schemes
Kernel theory allows us to reframe linear classifiers and extend their applications to a wide range of nonlinear pattern-recognition algorithms, and numerous applications have been proposed in the recent past [6, 7] . Recent results show that kernel-based schemes lead to better classification performances than those obtained with linear classifiers, as the kernel-based schemes first nonlinearly map the input patterns in a potentially much higher dimensional feature space where linear decision boundaries may be determined. As such, kernel-based schemes may be viewed as a generalization of more limited but well established linear classifiers applied to nonlinearly mapped data. The main advantage behind the kernel based schemes is that there is no need to explicitly derive the mapping function, as the transformation to the new feature space is done implicitly via what is commonly referred to as the "kernel trick."
The "kernel trick" has been around for a long time. However, it was not until the mid 1990s that researchers discovered that any dot-product-based algorithm can be "kernelized."
II. KERNEL 
Feature vector selection and projection using kernels
The Feature Vector Selection (FVS) approach addresses the issue of the large dimensional feature space F by selecting a subspace Fs as a basis to represent the available data. Recall that kernel-based algorithms use kernel matrices of dimensions equal to the number of training samples resulting in potentially complex and high computational cost solutions. FVS is designed to dramatically reduce memory requirements, by dealing with kernel matrices of a size equal to the number of features selected to span the subspace Fs. Moreover, the size of the subspace Fs is related to the model complexity; thus complexity control can be obtained via data selection [4] . FVS is considered a data-preprocessing step, and linear algorithms may apply to the transformed data expanded in terms of the basis spanning Fs.
This section discusses the FVS algorithm and closely follows the presentation given in [4] . Let S/ be a mapping function that transforms patterns from an input space X to a feature Hilbert space F.
0: X -F; x -> (x).
Recall the kernel matrix for a set of Mtraining samples is defined as
The dimensionality of the subspace Fs is selected as the rank of the kernel matrix K, which may be much lower than M. The proposed method captures the geometrical structure of the training data set in the feature Hilbert space F, extracting the most relevant data, called feature vectors (FVs) The FVs selection method is implemented iteratively and extracts FVs close to linearly independent, thereby avoiding a potentially ill-conditioned solution. Moreover, the iterative process is computationally attractive, as it stops when the kernel matrix Kss becomes singular, indicating that the selected data Xs form a wellapproximated basis for the remaining data in F. Userspecified stopping parameters are the number of FVs (where the maximum number is equal to the total number of training samples M) and the maximum bound for the global fitness Js (the maximum value Js is equal to one). Finally, a cross-validation approach may be applied to estimate the polynomial kernel order or the variance of the exponential kernel variance parameter best suited for the data under investigation. The last step remaining in the procedure is to map the data into the reduced subspace F,. Thus, any given input sample xi is transformed by using the projection matrix of the selected vectors Ds = (Os, ,..., sL) , leading to zi =V Ts' i = 1,...M.
At that point, linear classification algorithms may be applied in the transformed data set, resulting in an overall nonlinear scheme.
III. CLASSIFICATION SCHEMES PERFORMANCE EVALUATION
The class assignment step uses a nearest-centroid classification scheme which classifies an unlabeled pattern by considering its "distance" to all estimated class centroids obtained from the training set. The unlabelled pattern is assigned to the class associated with the closest distance to a class centroid. Three distance measures were considered in this study; the Euclidean norm, the Euclidean and Mahalanobis Angular distances [9] . Variance values for the Gaussian kernels were derived by cross-validation [5] , and polynomial kernels of order 2 were considered in this study.
Identification and verification tasks were conducted to compare GDA and FVS-LDA classification performances.
Identification Experiment: The Cumulative Matching Characteristic (CMC)
The Cumulative Matching Characteristic measure refers to the so-called closed-set identification experiment according to which every class in the testing data is also included in the training data set. To be consistent with the terminology used in the literature regarding data separation, we define the subsets of the available data, namely, the gallery G and the probe PG sets [10] . For the identification experiment, the gallery G contains the estimated class centroids representing the set of classes (i.e., individuals) collected in our database. Similarly, the probe PG set contains the testing images, such that every image has a "match" in the gallery.
The data separation considered was 60% for training (i.e., 900 patterns) and the remaining 40°0 used for testing (i.e., 600 patterns). Rank-one scores (i.e., Average Recognition Rates) and associated 95%0 confidence intervals obtained are tabulated in Table 1 . Results show high recognition rates (best results equal to 98.39%) are obtained for all distances and kernel function considered, and that performances improve with the number of FVs used in the decomposition, as expected.
Verification Experiment: The Receivers Operating Characteristic curve (ROC)
Unlike the identification task, verification may be viewed by some as a more realistic type of experiment for application purposes. In practice, this test addresses the case of an individual's claimed identity (i.e., class label) at a checkpoint. From the biometrics collected at the time, a decision should be made as to whether the claim is true or false. Recall that the so-called imposter set PN needs to be defined in the verification experiment. The imposter set contains testing images that do not have a "match" in the gallery, and is used to simulate possible intruders in the system, [10] .
Data separation considered for that task was defined as follows. The training set selected for this experiment contained 30 classes with 18 patterns each, resulting in a total of 540 training patterns used to estimate the class centroids. The probe set included the remaining patterns of the same 30 classes, namely, 12 patterns per class, resulting in a total of 360 used for the correct identification process. Thus, what is left was considered the imposter set, consisting of 20 classes each of 30 patterns, resulting in a total of 600 patterns used to model the system false-alarm rate.
We used the Receiver Operating Characteristic (ROC) curve and the associated equal error rate (EER) to evaluate the verification task performance of the FVS-LDA scheme. The EER was defined as the intersection point between the probability of a false-alarm curve and the probability of incorrect rejection. Equivalently, the area under the ROC curve may be used to evaluate the performance of a system. A large area implies a system of high performance when the probability of false alarms is plotted versus the probability of correct identification. The ROC curve and associated EER rates obtained for the FVS-LDA scheme, along with the rank-one scores for 100 iterations, are provided in Figures 1, 2 and Table 2 , respectively. The ROC curve obtained for the GDA scheme is depicted in Figure 3 .
Results show similar trends to those observed for the identification task, as performances improve along with the number of FVs used in the scheme.
Comparing GDA and FVS-LDA Algorithms
Results obtained for the FVS-LDA identification task experiment were compared to those obtained in [1, 11] Table 3 for the Mahalanobis Angular distance.
Next, we also investigated whether the performance differences could be considered as statistically significant or not and specific details regarding this specific experiment are provided in [5] .
Finally, results also showed that the FVS-LDA computational time is significantly reduced over that required for the GDA implementation, as the size of the associated kernel matrices is reduced from the number of the total training data (in the GDA case) to that of the portion of the selected training data (in the FVS case).
IV. CONCLUSIONS
This study extended previous research conducted in [1] that applied the GDA approach to an uncooled IR face recognition application. Specifically we applied the Feature Vector Selection scheme combined with the LDA (FVS-LDA) to the same problem and compared results obtained for the identification and verification scenarios.
Results showed that the FVS-LDA turns out to be a good approximation of its "kernelized" GDA version and that the FVS-LDA scheme can achieve performances similar to those obtained with the GDA method at a significantly reduced computational cost in the application considered.
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