Abstract. The goal of this work is to show a first example of an almost periodic zero entropy sequence (in the sense of symbolic dynamical systems) whose subsequence along squares is a normal sequence. As an application, this provides a new method to produce normal numbers in a given base.
Introduction
The study of subsequences along squares or along integer valued polynomials induced a lot of interest since the questions asked by Bellow [2] and Furstenberg [14] and the proof by Bourgain of a pointwise ergodic theorem in [5, 6, 7] (see also [3] , [9] , [16] , [17] , [29] for other important results in this direction). The goal of this work is to give an explicit example of an almost periodic sequence with zero entropy (the Thue-Morse sequence) which subsequence along squares is normal. This surprising result is optimal in the following sense:
• the Thue-Morse sequence is one of the simplest example of non periodic sequence on two symbols (and we can't expect a similar normality result starting from a periodic sequence); • the sequence of squares is one of the simplest slowly increasing sequence of integers if we except arithmetic progressions (and we can't expect such a normality result by extracting arithmetic progressions). In this paper we denote by N the set of non negative integers, by U the set of complex numbers of modulus 1 and we set e(x) = exp(2iπx) for any real number x. If f and g are two functions such that there exist C > 0 with |f | ≤ C g we write f = O(g) or f g.
Definition 1. The symbolic dynamical system associated to a sequence u ∈ {0, 1} N is the system (X(u), T ), where T is the shift on {0, 1} N and X(u) the closure (for the product topology of {0, 1} N ) of the orbit of u under the action of T .
We say that (b 0 , . . . , b k−1 ) ∈ {0, 1} k is a factor of the sequence u ∈ {0, 1} N if there exists an integer i such that u(i) = b 0 ,. . . , u(i + k − 1) = b k−1 .
Definition 2. A sequence u ∈ {0, 1}
N is almost periodic (or uniformly recurrent) if every factor of u occurs infinitely often in u with bounded gaps.
Morse proved in [23] that t is an almost periodic sequence (see also [19, Proposition 4] or [25, Proposition 5.1.2] ). This property means that the dynamical system (X(t), T ) is minimal (i.e. the only closed T -invariant sets in X(t) are ∅ and X(t), see [26, Theorem IV.12] or [25, Proposition 5.1.13]). Remark 1. It follows from a result of Gottschalk and Hedlund (see [15] ) that X(t) is exactly the set of non overlapping binary sequences i.e. the set of sequences u ∈ {0, 1} N with no factor of the form BBb where b is the first element of B.
Low complexity of the Thue-Morse sequence.
Definition 3. For any integer q ≥ 2, the symbolic complexity of a sequence u ∈ {0, . . . , q − 1} N is the function p u defined for any positive integer k by The function p u constitutes a possible measure for the pseudorandomness of the sequence u. More precisely, it is easy to show that the topological entropy of the symbolic dynamical system (X(u), T ) is equal to lim k→∞ log pu(k) k (see [18] ). The symbolic complexity of the sequence t is very low: it follows from [8, Proposition 4.5] or [13, Corollary 4.5] that for any positive integer k we have p t (k) ≤ 10 3 k. For any fixed (a, b) ∈ N 2 it is easy the check that the sequence t a,b = (t(an + b)) n∈N is also obtained by a simple algorithm. More precisely t a,b is generated by a finite 2-automaton (see [1] for a definition of this notion). It follows that the combinatorial structure of the sequence t a,b can be understood from the study of its associated 2-automaton and that its symbolic complexity is also sublinear: p t a,b (k) = O a (k) (see [12, Theorem 2] ). This shows that any symbolic dynamical system (X(t a,b ), T ) obtained by extracting a subsequence of t along arithmetic progressions still has zero topological entropy.
1.3. Main result. The goal of this work is to show that the situation changes completely when we replace linear subsequences by quadratic ones. It follows from Definition 4 that if u ∈ {0, . . . , q − 1} N is normal then every factor occurs in the sequence u so that, for any non negative integer k, we have p u (k) = q k and the topological entropy of (X(u), T ) is equal to log q. But the converse is not true: normality is a much stronger property than maximal topological entropy.
Moshe proved in [24] that every factor occurs in the sequence t 2 answering a question due to Allouche and Shallit [1, Problem 10.12.7] but his method does not provide any information about the frequency of occurency of a given factor, which constitute a much more difficult problem. Theorem 1. The sequence t 2 = (t(n 2 )) n∈N is normal.
Definition 5. For any integer q ≥ 2, a real number is normal in base q if the sequence of its q-adic digits is normal.
The notion of normal number in a given base was introduced by Borel in [4] . The first explicit construction was given by Champernowne in [11] and only few such constructions are known (see [10, Chapters 4 and 5] ). This theorem provides a new method to construct normal numbers in a given base. 2 n is normal in base 2.
Remark 2. For any integer q ≥ 2, a generalized Thue-Morse sequence t (q) ∈ {0, . . . , q − 1} N can be defined by ∀n ∈ N, t (q) (n) = s(n) mod q.
Our method might be adapted to prove that t (q) is normal, providing an example of a real number normal in base q:
q n .
Remark 3. Our proof works (with some extra technicity) if we replace n 2 by any quadratic polynomial taking values in N.
If we replace n 2 by P (n) where P is a polynomial of degree ≥ 3 taking values in N it is still an open problem to determine the frequency of 0 and 1 in the sequence (t(P (n))) n∈N . But we believe that the following much stronger conjecture is true: Conjecture 1. For any polynomial P of degree ≥ 3 taking values in N the sequence (t(P (n))) n∈N is normal.
If we replace n 2 by p n (the n-th prime number) Mauduit and Rivat proved in [21] that the frequencies of 0 and 1 in the sequence (t(p n )) n∈N are both equal to 1 2 . It seems out of reach to determine the frequencies of 00, 01, 10 and 11 in this sequence, but we believe that the following conjecture is true: Conjecture 2. The sequence (t(p n )) n∈N is normal.
Plan of the Proof
It follows that in order to prove Theorem 1 it is enough to prove the following theorem on exponential sums.
Theorem 2. For any integer k ≥ 1 and (α 0 , . . . , α k−1 ) ∈ {0, 1} k such that (α 0 , . . . , α k−1 ) = (0, . . . , 0), there exists η > 0 such that
Remark 4. It follows from our method that the same estimate remains valid for the sums
2 ) uniformly for m ∈ N, so that Theorem 1 still holds for any sequence of X(t):
The following result is a consequence of Theorem 1, Remark 1 and Remark 4:
If u is a non overlapping binary sequence then the sequence (u(n 2 )) n∈N is normal.
2.2.
Strategy of the proof of Theorem 2. The case k = 1 follows from [20] , but the method used in [20] fails when k ≥ 2 for many reasons (the first of them being the huge size and the large number of variables in the exponential sums) and leads us to introduce a new approach in order to be able to control the Fourier transform of correlations of any order. First we use a multidimensional approximation method (of Beurling-Selberg-Vaaler type, see section 9.1) which produces exponential sums much shorter than in [20] . Then the method used in [20] to detect the squares would lead to introduce a huge number of variables (4k) in these exponential sums and the next idea is to reduce this number to a constant independent of k at the price of Fourier transform terms much more difficult to handle. Then the control of these Fourier transform terms leads to estimate norms of products of large matrices (of size depending on k). These estimates constitute the most difficult part of the proof and require a new strategy. In order to obtain these upper bounds we introduce a method based on combinatorial arguments for families of weighted graphs associated to these matrices.
Let us describe more precisely the structure of the full proof of Theorem 2. Section 3 is devoted to some properties of the carry propagation (in particular we have to provide a quantitative statement of the fact that carry propagation along several digits are rare). The main ingredients of the proof of Theorem 2 are upper bounds on the Fourier terms G I λ (h, d) defined in section 4 by (7) . The other ingredients include Van-der-Corput type inequalities in order to reduce the problem to sums that depend only on few digits of n 2 , (n + 1) 2 , . . . , (n + k − 1) 2 . These reduced sums have a periodic structure that allows a proper Fourier analytic treatment. After the Fourier analysis the problem is roughly speaking split into a part where the Fourier terms G I λ (h, d) appear and into a second part involving quadratic Gauss sums. The bounds corresponding to the Fourier terms are formulated in Propositions 1 and 2 (see Section 4) and proved in Sections 7 and 8. We have to distinguish in the proof of Theorem 2 between the cases where K = α 0 + · · · + α k−1 is even and where K is odd, and Sections 5 and 6 correspond to this distinction. In Section 5 we prove that if K is even we can deduce Theorem 2 from Proposition 1 and in Section 6 we prove that if K is odd we can deduce Theorem 2 from Proposition 2. Finally, the next two sections (Sections 7 and 8) provide the proofs of Propositions 1 and 2. Proposition 1 is a bound on averages of Fourier transforms while Proposition 2 is a uniform bound much more difficult to obtain. Section 9 contains useful technical results on exponential sums, quadratic Gauss sums and norms of matrix products.
Truncated functions and carry Lemmas
Let ε j (n) ∈ {0, 1} denote the j-th digit in the binary representation of a non-negative integer n and write
For (λ, µ) ∈ N 2 such that 0 ≤ µ < λ, we define the truncated function f λ and the two-fold truncated function f µ,λ by
For any integer r with 0 ≤ r ≤ 2 ρ the number of integers n < 2 ν for which there exists an integer j ≥ λ with ε j ((n + r) 2 ) = ε j (n 2 ) is 2 2ν+ρ−λ . Hence, the number of integers n < 2 ν with
is also 2 2ν+ρ−λ .
Proof. It is sufficient to adapt the proof of Lemma 16 of [20] taking λ in place of ν + 2ρ + 1.
and w 3 = w 3 (n) by the following conditions:
where
Then, uniformly for integers such that 1 ≤ ≤ 2 µ −3 , the number of integers n < 2 ν for which at least one of the following conditions
is satisfied is 2 ν−ρ .
Proof. We first consider the case (n + ) 2 . The other cases are similar and we will comment on them at the end of the proof. We have
This means that if w 1 + w 3 + 2 < 2 µ then for 0 ≤ j < λ − µ we have ε µ +j ((n + ) 2 ) = ε j (u 1 + u 3 ). However, if w 1 + w 3 + 2 ≥ 2 µ then there is a carry propagation. However, we will show that there are only few exceptions where more than ρ digits are changed. More precisely the proof is split into the following two steps:
(1) If the digits block (ε j ((n + ) 2 )) µ≤j<λ differ from the digits block (ε j (u 1 + u 3 )) ρ ≤j<λ−µ+ρ , where u 1 = u 1 (n) and u 3 = u 3 (n) are defined in (2), then we have (5) (n + )
where 0 < α < 1 will be independent of .
(2) The number of integers n < 2 ν with (5) is 2 ν−ρ .
Of course if these two properties are true then Lemma 2 is proven. We start with the proof of the first property. As mentioned above we just have to consider the case where
can only attain values in {0, 1, 2, . . . , D}. These values ofw will certainly affect some of (lower order) digits of u 1 + u 3 . Letṽ := u 1 + u 3 mod 2 ρ with 0 ≤ṽ < 2 ρ . Then the digits ε j (u 1 + u 3 ), ρ ≤ j < λ − µ , might be affected by this carry ifṽ ∈ {2 ρ − 1, 2 ρ − 2, . . . , 2 ρ − D}. Now since
it immediately follows that (5) holds with 0 < α = (D + 1) 2 −µ < 1. This completes the proof of the first part.
Let χ α denote the characteristic function of the interval [0, α) modulo 1:
Next let Z denote the number integers of n < 2 ν with (5). We may write
Then by Lemma 9 we have
and we can set H = 2 ρ . It is clear that the main contribution comes from the term with h = 0 which gives an upper bound of the form O(2 ν−ρ ). Now every h = 0 with |h| ≤ H = 2 ρ can be written as h = h 2 t , where 0 ≤ t ≤ ρ and h is odd with |h | ≤ 2 ρ −t . Then we have by Lemma 16 n<2 ν e h (n + )
and consequently
Since µ 2 µ/2 and 2ρ ≤ µ ≤ ν − ρ all contributions are 2 ν−ρ . This completes the proof of the second part.
Finally we comment on the other cases. First, there is no change for (n + + s2 µ ) 2 since λ ≤ 2µ implies that the term s2 µ does not affect the discussed carry propagation. Next we have
Observing that 1 ≤ r ≤ 2 µ we have
which ensures that 0 < α < 1. The same argument applies for the final case (n + + s2 µ + r) 2 .
Fourier estimates
For any k ∈ N, we denote by I k the set of integer vectors I = (i 0 , . . . , i k−1 ) with i 0 = 0 and
where α ∈ {0, 1} (we assume that α 0 = 1). This sum can be also seen as the discrete Fourier transform of the function
For any I ∈ I k we define
We start with a recurrence for the discrete Fourier transform terms G I λ (h, d) defined by (7) . For this purpose we define for any (ε, ε ) ∈ {0, 1} 2 the transformations on I k defined for any
Lemma 3. For any I ∈ I k , h ∈ Z, (d, λ) ∈ N 2 and ε ∈ {0, 1} we have
Proof. We split up the sum 0 ≤ u < 2 λ into even and odd numbers and obtain for any ε ∈ {0, 1}
since for any non negative integer i we have e(f (ε 0 (i))) = e(
The next two propositions are crucial for the proof of main result. Since the proofs are quite involved we postpone them to Sections 7 and 8. Proposition 1. If K is even, then there exists η > 0 such that for any I ∈ I k we have
uniformly for all integers h, where
Proposition 2. If K is odd, then there exists η > 0 such that for any I ∈ I k we have
uniformly for all non-negative integers h, d and L.
The case K even
In this section we show that when K = α 0 + · · · + α k−1 is even, Proposition 1 provides an upper bound for the sum
Let ν be the unique integer such that
(the precise values will be specified later). By using Lemma 1 it follows that the number of integers n < N such that the j-th digits of
). Furthermore since K is even it follows that we obtain for those n
where f λ,∞ = f − f λ (notice that 2f λ,∞ is integer valued). Consequently, if we set
Next we apply Lemma 12 with Q = 2 µ and S = 2 ν−µ and obtain
with
and
where I(N, s) is an interval included in [0, N − 1] (that we do not specify).
The right hand side of S 2 (s) depends only on the digits of (n + ) 2 and (n + + s2 µ ) 2 between µ and λ. However, we have to take into account also the digits between µ = µ − ρ and µ, where
will be chosen in a proper way (much smaller than µ/2). We define the integers
, and w 3 = w 3 (n) by the following conditions
where U 1 , U 3 and V are defined by (3). Then, assuming that
we observe that (9), (12) and (13) imply the assumptions of Lemma 2 and applying this lemma it follows that
for any integer n < N except for at most O(2 ν−ρ ) exceptions. Hence it suffices to consider the sum
since we certainly have
Next we rewrite S 3 (s) as
where the characteristic functions χ α are defined by (6) . Lemma 11 allows us to replace the product of characteristic functions χ α by a product of trigonometric polynomials. More precisely, using (51) with H 1 = U 1 2 ρ and H 3 = U 3 2 ρ for some suitable ρ > 0 (that will be chosen later), we have
with, by using the representation of A U
we obtain
where by (49),
3 . where we have filtered the correct value of v = v(n). The error terms E 1 , E 3 , E 1,3 can be easily estimated, provided that
with the help of Lemma 16:
and (17)
so that E 1 2 ν−ρ , and similarly using the estimate (53) and Lemma 16:
Thus the error terms E 1 , E 3 , and E 1,3 are negligible (if ρ → ∞) and so we just have to concentrate on S 4 (s). The first step in the analysis of the main term of S 4 (s) is to observe that we only have to take into account the term that corresponds to h 1 = 0. Namely if h 1 = 0 we can estimate the exponential sum in a simple way. By Lemma 16 we have
We assume that
(which will be justified later) so that
where S 5 (s) denotes the part of S 4 (s) with h 1 = 0. By applying the triangle inequality and by considering the remaining exponential sum we obtain
By setting
2(λ−µ)+(ν+1−µ)+2ρ and there are 2 2ρ pairs (u 1 , u 3 ) so that we get
By substituting u 1 + v by another variableũ 1 , by using the definition of (7) and by replacing the maximum by a sum we obtain
By using the estimate |G I λ−µ (−h, u 3 + 2s)| ≤ 1 and the Cauchy-Schwarz inequality we have
Hence by applying Proposition 1 (replacing λ by λ − µ, λ by ν − µ + 1 and using (9)) we get
It is now convenient to take also into account the dependency on s and to average according to it. Provided that
we have |h 3 |2 λ−µ /2 ν ≤ 1/2 and we obtain from (56)
Finally we have
and thus we obtain the estimate
Putting all these estimates together, from (10), (11), (14), (15), (19) we finally get the upper bound
provided that the conditions (9), (13), (16) , (18), (20) hold:
For example the choice λ = ν + ν 20 and ρ = ρ = ν 200 ensures that the above conditions are satisfied for ν large enough.
Summing up we have proved that there exists η > 0 with
which is precisely the statement of Theorem 2.
The case K odd
In this section we show that when K = α 0 + · · · + α k−1 is odd, Proposition 2 provides an upper bound for the sum
Let µ, λ, ρ and ρ 1 be integers satisfying
, and λ = ν + 2ρ.
to be chosen later (in (36) and (39)). We apply Lemma 12 with Q = 1 and R = 2 ρ , we sum trivially for 1 ≤ r ≤ R 1 = 2 ρ 1 and obtain
and I 1 (r) is an interval included in [0, N − 1]. By Lemma 1 we have
which leads to
and by the Cauchy-Schwarz inequality to
Let ρ ∈ N to be chosen later (in (36)) such that
Applying Lemma 12 with Q = 2 µ and
observing that for any m ∈ N we have
We can now make a Fourier analysis as in the case where K is even. Let µ = µ − ρ > 0. By (21) and (22) the conditions of Lemma 2 are fullfilled. We define the integers
, and w 3 = w 3 (n) by condition (2).
According to Lemma 2, uniformly for integers r, s, ≥ 1 such that r ≤ 2 µ , ≤ 2 µ −3 , the number of integers n < 2 ν for which at least one of the conditions (4) is satisfied is 2 ν−ρ . Filtering by the values of u 1 , u 2 , u 3 , it follows that
where U 1 , U 2 , U 3 and V are defined by (3) and the characteristic functions χ α are defined by (6) . Lemma 11 allows us again to replace the product of characteristic functions χ α by a product of trigonometric polynomials. More precisely, using (51) with U 1 = U 2 = U and
where the integers ρ 2 and ρ 3 verify (26) 0 < ρ 2 ≤ ρ and 0 < ρ 3 ≤ ρ , we obtain
The
gives by (55), (3), (25), (26) and (21), observing that since ρ 3 ≤ ρ < µ − 7ρ < µ − ρ − 2 we sum over less than a period and µ < ν ≤ 2 2ρ :
gives by (59) (for which we have at most 2 ν−µ+ρ complete sums), (21) , (25) and (26) 
(µ − ρ ) (by (21) and (26)), we get similarly to (17) ,
Similarly we have
similarly gives by (59), (17) , (21), (25) and (26), with a trivial summation over h 3 ,
similarly gives by (59), (17) , (21), (25) and (26), writing h = h 1 + h 2 ,
similarly gives by (59), (17) , (21), (25) 
We deduce from (27) that
and we can write
Let us introduce the decomposition
where S 4 (r, s) denotes the contribution of the terms for which h 1 + h 2 = 0 while S 4 (r, s) denotes the contribution of the terms for which h 1 + h 2 = 0. We have by (59)
and it remains to consider S 4 (r, s).
Using the periodicity modulo 2 λ−µ (= V ) we replace the variable v by v 1 such that v 1 ≡ u 1 + v mod 2 λ−µ and we introduce a new variable v 2 such that
If we observe that U/2 ρ = V and write U 3 = U 3 /2 ρ , we obtain
Using (7) this gives
This leads to
can be bounded above by using the Cauchy-Schwarz inequality:
By periodicity modulo 2
λ−µ and taking h = h − h the first parenthesis is independent of h and we get
We obtain
Observing that using (26), (22) and (21) we have
we have by (54)
and by (21) we have λ − µ = 4ρ < ν, thus 2
We recall here that in (24) we have R 1 < r < R and introduce the integers H 2 and κ such that
By (3), assuming that
we will have H 2 < 2 λ−µ and the condition |h 2 | > H 2 ensures that 2 λ−ν |h 3 | ≤ 1 2 |h 2 r|. This leads to
where S 41 (r, s), S 42 (r, s) and S 43 (r, s) denote respectively the contribution above of the terms
6.1. Estimate of S 41 (r, s). By (25), (26), (3) and by (21) we have
and by (54) we get
By Proposition 2 (replacing λ by λ − µ and L by λ − µ − κ), we have for some 0 < η ≤ 1
By Parseval's equality and recalling that card I k = 2 k−1 it follows that
We obtain uniformly in λ, µ, H 2 , u 3 , u and u 3 :
Hence it follows from (30) and Parseval's equality that
and by the Cauchy-Schwarz inequality we obtain
This gives
so that by (31), (3) and (57) (33) 1 RS
Estimate of S 42 (r, s). The condition |h
By the Cauchy-Schwarz inequality we have
It follows that
and recalling that U 3 = U 3 /2 ρ we get by (31) and (3),
so that by (57)
6.3. Estimate of S 43 (r, s). We will split the summation over h 2 into J = H 2 /2 λ−µ − 1 parts of the form j2 λ−µ < |h 2 | ≤ (j + 1)2 λ−µ with j = 1, . . . , J. The condition |h 2 | > j2 λ−µ implies that
and ensures that 2 λ−ν |h 3 | ≤ 1 2 |h 2 r| so that
It follows that
so that by (3) and (57) (35) 1 RS
It follows from (33), (34) and (35) that 1 RS
using (22) we see that condition (32) is satisfied and we obtain (since 0 < η < 1)
Using (29) and (28), we obtain
that we can insert in (24) , recalling by (23) that S = 2 2ρ and by (21) that µ = ν − 2ρ, λ = ν + 2ρ, so that we get
we have − ν 2 + 17ρ + 4ρ ≤ −73ρ + 68ρ + 4ρ = −ρ and to check that the condition (21) is satisfied it is enough to observe that 10ρ = 40ρ < ν. We obtain 
This gives rise to a vector recurrence for ψ λ,λ (h) = Φ I,I
λ,λ (h)
where the 2
is independent of λ and λ (we put β = h/2 λ ). By construction all absolute row sums of M(β) can be estimated to be ≤ 1. More precisely in each row there are (in total) eight non-zero terms, where all of them are either equal to ±1/8 or equal to ± e(±β)/8. Note that it might occur that, for example, (T 00 (I), T 00 (I )) = (T 00 (I), T 01 (I )) for some (I, I ) so that some entries of the matrix M(β) consists of a sum of several term of the form ±1/8 or ± e(±β)/8. 
λ−1,λ −1 (h) so that the first row of the matrix has just 5 non-zero entries and the first entry comprises 4 terms.
It is convenient to interpret these matrices as weighted directed multi-graphs, where the vertices are the pairs (I, I ) ∈ I 2 k and starting from each vertex there are eight directed edges to the vertices (T εε (I), T εε (I )) (where (ε, ε , ε ) ∈ {0, 1}
3 ) with the corresponding weights 1/8 or e(±β)/8 (with the common sign (−1) |I|+|I | ), see Figure 1 . Note again that different edges might connect the same pair of vertices so that we get multiple edges (and even multiple loops). Of course products of m such matrices correspond to oriented paths of length m on these graphs, where such paths are weighted with the corresponding products (of modulus 8 −m ). The entries at position ((I, I ), (J, J )) of such product matrices correspond then to the sum of weights of paths from (I, I ) to (J, J ).
I, I' T (I), T (I') T (I), T (I') T (I), T (I') T (I), T (I') T (I), T (I') T (I), T (I') T (I), T (I') T (I), T (I')
In order to prove Proposition 1 it is enough to check the conditions of Lemma 17 uniformly in h for M = M(h/2 ). Indeed, as for 1 2 λ ≤ λ ≤ λ we have
it follows by applying (60) with k = λ and r = λ − λ + 1 that
We first show that there exists an integer m 0 ≥ 1 such that every product (2) of Lemma 17. Indeed we will concentrate on the entry B (0,0),(0,0) , that is, we will consider all possible paths from (0, 0) to (0, 0) of length m 1 in the corresponding graph and show that a positive saving is due to the structure of this entry. Since T 00 (0) = T 01 (0) = 0 it follows that the entry B (0,0),(0,0) is certainly a sum of k 0 = k 0 (m 1 ) ≥ 2 terms of modulus 8 −m 1 (for every m 1 ≥ 1), that is, there are k 0 ≥ 2 paths from (0, 0) to (0, 0) of length m 1 in the corresponding graph. For m 1 ≥ 3, starting from (0, 0) we first apply m 1 − 2 times the transformations (T 00 , T 00 ), then one time the transformation (T 00 , T 01 ), and then one time the transformation (T 00 , T 00 ). This corresponds in the graph interpretation (see Figure 1 ) to a path from (0, 0) to (0, 0) of length m 1 with weight e(h/2 λ−m 1 +1 )8 −m 1 . Next we observe that T 11 (0) has k − 1 non-zero entries and we recall that k − 1 is odd. Thus, there exists m 1 ≥ 4 such that T m 1 −3 01 T 11 (0) is of the form 011 · · · 1, that is, it has an odd number of 1's. Starting from (0, 0) we apply now one time the transformation (T 11 , T 11 ), then m 1 − 3 times the transformation (T 01 , T 01 ), then one time the transformations (T 00 , T 01 ), and then one time the transformation (T 00 , T 00 ). This corresponds in the graph interpretation (see Figure 1 ) to a path from (0, 0) to (0, 0) of length m 1 with weight (−1)
A ∞ denotes the matrix row-sum norm of A (see Section 9.5). Proposition 2 will follow from the fact that there exists an integer m ≥ 1 (which will be actually k + 1) such that for any d ∈ {0, 1} m , I ∈ I k , and z ∈ U (42)
For this purpose we can apply Lemma 17 with matrices
, with m 0 = m 1 = m, and
(we do not need c 0 since all absolute row sums are ≤ 1 − λ). The rest of this section is devoted to a proof of (42).
Let G(z) be the weighted directed multi-graph of outdegree 4 whose vertices are the elements of I k and where for each (ε, ε ) ∈ {0, 1} 2 and I ∈ I k the edge from I to T εε (I) has weight w εε (I, z). For example when k = 3 we have
and G(z) is the following weighted directed graph: (1) for any (I, J) ∈ I 2 k , the coefficients of P d IJ are 0, +1 or −1; (2) for any I ∈ I k and j ∈ {0, . . . , 2 m − 1}, z j or −z j appears exactly once as a monomial of some polynomial P
Proof. It follows from (45) that (1) is a direct consequence of the fact that the function N defined by (44) is a bijection between {0, 1} m and {0, . . . , 2 m−1 } and (2) of the fact that for any I ∈ I k , the sets E(J) = {e ∈ {0, 1} m , T de m (I) = J} form a partition of {0, 1} m . Moreover, as for any ε ∈ {0, 1} the sum of the coefficients of each line of the matrix M ε (1) is equal to zero, it follows that for any d ∈ {0, 1} m the sum of the coefficients of each line of the matrix M d (1) is equal to zero, which proves (3).
For any I = (i 0 , . . . , i k−1 ) ∈ I k we denote I |j = i j .
Lemma 5. Let (I 0 , I 1 ) ∈ I 2 k and j ∈ {0, . . . , k−1} such that I 0|j −I 1|j = 1. Then, for any ε ∈ {0, 1}, we have either
Proof. For I ∈ I k , j ∈ {0, . . . , k − 1} and (ε, ε ) ∈ {0, 1} 2 we have T εε (I) |j = I |j +jε+ε 2
, so that Lemma 5 follows from the fact that for any (i, i ) ∈ N 2 we have either
Lemma 6. For any (d i ) i∈N ∈ {0, 1} N and any I ∈ I k there exist J = J(I) ∈ I k , m = m(I) ∈ {1, . . . , k} and (e, e ) ∈ {0, 1} m × {0, 1} m , e = e such that J = T Proof. For any I ∈ I k and e 0 ∈ {0, 1} we define I e 0 = T d 0 e 0 (I).
If d 0 = 0 and I = (0, . . . , 0) or d 0 = 1 and I = (0, 1, . . . , k − 1), we have I 0 = I 1 = I so that Lemma 6 is true in these two cases with m = 1.
In any other case, we have I 0 = I 1 and it remains to find an integer m ∈ {2 . . . , k} and (e 1 , . . . , e m−1 ) ∈ {0, 1} m−1 such that
Let j 1 be the smallest integer j such that I 0|j = I 1|j + 1 and choose, by Lemma 5, e 1 ∈ {0, 1} such that T Lemma 7. For any d ∈ {0, 1} k and any I ∈ I k there exist J ∈ I k and (e, e ) ∈ {0, 1} k × {0, 1} k , e = e such that J = T 
obtained by the procedure described in the proof of Lemma 6. By construction the entries of I 0 ( ) and I 1 ( ) are equal or differ by 1 and we will distinguish between two cases depending on the parity of the number of different entries.
Even case. For any ∈ {1, . . . , k}, I 0 ( ) and I 1 ( ) differ at an even number of entries.
In this case, for any ∈ {1, . . . , k} we have |I 0 ( )| ≡ |I 1 ( )| mod 2, which implies
The advantage of this procedure is that we can control the values modulo 2 of ν(I, d, e) and It is now easy to complete the proof of Proposition 2 by proving (42).
Lemma 8. For any d ∈ {0, 1}
k+1 , any I ∈ I k and any z ∈ U we have
Proof. Lemmas 4 and 6 imply that for any d ∈ {0, 1} k and any I ∈ I k , there exists J = J(I) ∈ I k and j = j(I) ∈ {0, . . . , 2 k − 2} such that ±z j and ±z j+1 are monomials of the polynomial
k should verify |±z j ± z j+1 | = |z ± 1| = 2, which implies z ∈ {−1, +1}. Now Lemma 7 shows that we will actually find two consecutive terms of the form ±(z j − z j+1 ) which implies that z = 1 can be excluded, too. Summing up we have proved that for all I ∈ I k and all z ∈ U \ {−1} we have
k . Next we repeat the argument (however, just by using Lemma 6) by starting with any d ∈ {0, 1} k+1 and obtain that for all I ∈ I k and all z ∈ U \ {1, −1} we have
Since we have already observed that
which completes the proof of Lemma 8. (α 0 , . . . , α k−1 ) = (1, . . . , 1) . Without loss of generality we can assume that α 0 = 1 and that for at least one ≥ 1 we have α = 0. As we mentionned in Section 7.2, the discrete Fourier transforms G I λ only depends on those indices for which α = 1, so that we again introduce the reduced K-upleĨ = (i ) 0≤ <k, α =1 and the reduced setsĨ k = {Ĩ, I ∈ I k }.
Proof of Proposition 2 in the case
The proof of Proposition 2 works again in the case (α 0 , . . . , α k−1 ) = (1, . . . , 1) in the same way as in the case (α 0 , . . . , α k−1 ) = (1, . . . , 1) if we replace I k byĨ k , G I λ by GĨ λ and for any (ε, ε ) ∈ {0, 1} 2 the transformation T εε on I k by the corresponding transformationT εε onĨ k . In particular we introduce, for any integer m ≥ 1, d ∈ {0, 1} m and z ∈ U, the matrices
where the family of polynomials P
verifies Lemma 4. The corresponding weighted directed graph G(z) has still outdegree 4 but less vertices and the coefficients of the matrix M d (z) can still be interpreted as codings of path of length m with, for j ∈ {0, . . . , m − 1}, step j in the graph G(z 2 j ). More precisely, for any I ∈ I k , e = (e 0 , . . . , e m−1 ) ∈ {0, 1} m and i ∈ {1, . . . , m}, if we denotẽ
so that, for any ( I, J) ∈ I 2 k , we have, by definition of P
Next, the Lemmas 5, 6, and 7 can be generalized in a direct way, replacing I byĨ, I k byĨ k and for any m ∈ {1, . . . , k} and any (d, e) ∈ {0, 1} m × {0, 1} m , T de m byT de m . In particular the procedures described in Lemmas 6, and 7 directly translate to this case. For example we can project the two paths from the proof of Lemma 6 that connect I to J to corresponding paths that connectĨ andJ and prove that for any m ≥ k, d ∈ {0, 1} m and I ∈ I k there exist J ∈ I k such that the polynomial P This completes the proof of Proposition 2.
9. Auxiliary Lemmas 9.1. A multidimensional application of Beurling-Selberg-Vaaler's method. For α ∈ R with 0 ≤ α < 1 let χ α be the characteristic function of the interval [0, α) modulo 1 defined by (6) .
The following lemma is a classical way to detect real numbers in an interval modulo 1 by means of exponential sums.
Lemma 9. For all α ∈ R with 0 ≤ α < 1 and all integer H ≥ 1 there exist real valued trigonometric polynomials A α,H (x) and B α,H (x) such that for all x ∈ R (47)
with coefficients a h (α, H) and b h (α, H) satisfying
Proof. This is a consequence of Theorem 19 of [28] (see also the proof of [22, Lemma 1] ). .
Similarly we can detect points in a d-dimensional box (modulo 1):
where A α,H (.) and B α,H (.) are the real valued trigonometric polynomials defined by (48).
Since χ α i ≥ 0, by (47) we get (50).
Lemma 11. Let N be a finite set and
can be approximated, for any integers
with the error estimate:
with E j 1 ,...,j defined by
Proof. We have
Using (50) and the hypothesis |g| ≤ 1 we obtain
For any t ∈ R, we have
which shows that the first parenthesis is equal to 1. Observing that
we can write where (z) denotes the real part of z ∈ C.
Proof. See for example Lemma 17 of [20] .
9.3. Sums of geometric series. We will often make use of the following upper bound of geometric series of ratio e(ξ) for (L 1 , L 2 ) ∈ Z 2 , L 1 ≤ L 2 and ξ ∈ R:
(53)
Lemma 13. Let (a, m) ∈ Z 2 with m ≥ 1, δ = gcd(a, m) and b ∈ R. For any real number U > 0 we have Proof. This is Proposition 2 of [20] (notice that gcd(0, m) = m).
For incomplete quadratic Gauss sums we have Since c 0 ≤ 1 we have 1 − η ≤ 1 − c 0 η, which completes the proof of Lemma 17.
