ABSTRACT In this paper, we propose a model-free volumetric Next Best View (NBV) algorithm for accurate 3D reconstruction using a Markov Chain Monte Carlo method for high-mix-low-volume objects in manufacturing. The volumetric information gain based Next Best View algorithm can in real-time select the next optimal view that reveals the maximum uncertainty of the scanning environment with respect to a partially reconstructed 3D Occupancy map, without any priori knowledge of the target. Traditional Occupancy grid maps make two independence assumptions for computational tractability but suffer from the overconfident estimation of the occupancy probability for each voxel leading to less precise surface reconstructions. This paper proposes a special case of the Markov Chain Monte Carlo (MCMC) method, the Gibbs sampler, to accurately estimate the posterior occupancy probability of a voxel by randomly sampling from its high-dimensional full posterior occupancy probability given the entire volumetric map with respect to the forward sensor model with a Gaussian distribution. Numerical experiments validate the performance of the MCMC Gibbs sampler algorithm under the ROS-Industry framework to prove the accuracy of the reconstructed Occupancy map and the completeness of the registered point cloud. The proposed MCMC Occupancy mapping could be used to optimise the tuning parameters of the online NBV algorithms via the inverse sensor model to realise industry automation.
I. INTRODUCTION
With the development of industrial robotics and robotic vision, autonomous 3D reconstruction of one-of-a-kind objects for industrial manufacturing attracts more and more interest. The resultant 3D surface mesh can be used in path planning, inspection and quality analysis. To reconstruct the geometry surface of an object being scanned, a robot must position the vision sensor at different views until full surface coverage is achieved. Both coverage ratio and time efficiency are important for the scanning operation, because redundant partial point clouds degrade registration, whereas exhaustive exploration can be time-consuming.
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The reconstruction problem has been intensively studied in active vision [1] for decades by Chen et al. [2] , Scott [3] and Jing et al. [4] , but a CAD model is required a priori for the computational geometry methods by Tarabanis et al. [5] or for the generate-and-test methods by Scott et al. [6] to solve the Set Covering Problem (SCP) with a resultant optimal sub-viewset. However, the model-based methods can only be implemented off-line and hence cannot be directly integrated into industrial automation. For the sake of Industry 4.0, as well as the model-free request for manufacturing, this paper proposes a fully autonomous Next Best View (NBV) solution under the open-source ROS-Industry framework Quigley et al. [7] , improved by the Markov Chain Monte Carlo (MCMC) method, namely the Gibbs sampler, to generate highly accurate volumetric maps to guide the Next Best View algorithm to reconstruct surface geometry VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ via the metric of information entropy. The Gibbs sampler can precisely estimate the residual uncertainty in each voxel given the whole map and hence generates benchmark Occupancy maps with satisfactory accuracy for information gain based 3D reconstruction. The view that can reveal the maximum unobserved information of the scanning object w.r.t the partially reconstructed map is chosen as the next best view from the candidate viewset.
To adapt to the non-model based reconstruction tasks for manufacturing, the information that can be obtained from a view is not known a priori and needs to be estimated online during the reconstruction process. The Next Best View algorithm needs to reason about the difference between the observed and the unobserved volume based on the current 3D volumetric map to compute the information gain as described by Kriegel et al. [8] and Vasquez-Gomez et al. [9] . The use of Occupancy Grid Mapping (OGM) by discretizing the 3D environment into voxels and determining the occupancy state of each voxel in the representation of the world model was first introduced by Moravec and Elfes [10] , Moravec [11] . The visibility of the object surface from a given view can be estimated by casting rays from the vision sensor frame into the voxel space upon the object surface according to the sampling model of the vision sensor [12] . The information entropy of each view is defined as the sum of the occupancy probability contained in each voxel covered by the rays within the frustum of the vision sensor [13] .
The posterior occupancy probability of each voxel is calculated probabilistically in the Bayesian framework by estimating the residual uncertainty in the Occupancy map due to noisy sensor measurements and random reflection [14] . For computational efficiency, traditional Occupancy mapping methods make two independence assumptions that are strictly untrue in the real world but are still dominantly used even in the most recent model-free NBV algorithms by Isler et al. [15] and Daudelin and Campbell [16] , namely the voxels in the occupancy map are independent of each other; and the scan measurements are conditionally independent of each other, which do not consider the correlation between proximate voxels especially for 3D vision sensors with wider frustum. Such simplifications expedite the occupancy computation in real-time but result in inaccurate maps that are inconsistent with the measurement data for complex objects, e.g. holes being ignored in the final model, not to mention the patch map under the camera frustum induces important dependency between the neighbouring voxels on edges. Consequently, the conditional independence assumption for scan measurements may yield suboptimal results and the two independence assumptions methods result in under or over-confident estimation of the occupancy probability of voxels in the map, especially near the boundary of objects.
To eliminate the incorrect independence assumptions, a variant of the Markov Chain Monte Carlo (MCMC) method, the Gibbs sampler [17] , [18] , is implemented for 3D Occupancy mapping in active vision by the Octomap library [19] , to estimate accurate occupancy probability for each voxel in the volumetric NBV algorithms. The MCMC Gibbs sampler is a stochastic method mostly used in the Bayesian inference that composes of a set of conditional probabilities, as an alternative to the deterministic methods, e.g. the expectation maximisation algorithm (EM), to estimate the true posterior probability. The Metropolis algorithm [20] , [21] and the improved Metropolis-Hastings algorithm [22] , [23] are initial MCMC methods to generate a Markov chain from a distribution of interest and accept/reject the new sample according to an acceptance probability. However, the Metropolis algorithms may become inefficient in high dimensions if the resultant Markov chain diverges far from the expected distribution. The Gibbs sampler is especially useful in high dimensional sample space by generating samples from a multivariate joint distribution using the univariate full conditional probability distribution, as a series of one-dimensional random variable generation. The ideal scenario for Gibbs sampler happens when direct sampling is available for each full conditional probabilities. Even if the decomposition of the high-dimensional sampling space by the Gibbs sampler leads to intractable conditional distribution from which the random samples cannot be generated, namely the nonconjugate conditionals, several solutions have been well proposed, e.g. the Gibbs sampler by sampling importance re-sampling using the prior probabilities [24] , the self-tuning Gibbs-stopper and the Griddy-Gibbs sampler [25] to generate the exact posterior, and the efficient Recycling Gibbs sampler [44] using all the auxiliary internal samples, thus making the Gibbs sampler the most practical MCMC method. Given that the posterior probability of the Bayesian update framework for our Occupancy mapping is in the context of the univariate conditional probability of each voxel given the state of all the other voxels that is actually the forward sensor model with Gaussian distribution, and that the integrated importance sampling and the rejection/acceptance algorithms may increase the computational burden as well as the extra parametrisation, only the standard Gibbs sampler is employed in our Occupancy mapping algorithm at the current stage to process tens of thousands of voxels.
This paper begins by reviewing the full Bayesian solution which is in fact computationally untraceable above one dimensional space. Our 3D Occupancy mapping method applies the statistical formulation of the forward sensor model to facilitate the computation of the full conditional probability by the MCMC Gibbs sampler under the Bayesian framework that can maintaining all the dependency among neighbouring voxels, thus solving the Occupancy mapping in the original high dimensions. The usefulness of the Gibbs sampler increases greatly as the dimension of the sampling space increases, e.g. the 3D Octree map representing millions of voxels in 3D environments. With the help of the uniformal voxels, the multi-resolution Octree data structure and the Gaussian 3D forward sensor model, the MCMC Gibbs sampling is directly extended to the 3D Occupancy mapping as a numerical solution in the active vision for the first time. It is validated that the Gibbs sampling method can accurately estimate the true occupancy probability of each voxel by modeling the influence of its neighbouring voxels without any independence decomposition. The resultant Octree map can be used as a benchmark for 3D surface reconstruction, especially in the field of manufacturing, where the occupancy of the poorly mapped areas and the unmapped areas need to be taken into account for completeness. Furthermore, the MCMC method can also be used to improve the performance of the online two independence assumptions methods by optimising the tuning parameters of the update terms within the inverse sensor model off-line w.r.t to the cross entropy of the benchmark Octree map that is otherwise only exist for toy examples in simulation. The proposed MCMC Gibbs sampler algorithm is generic for all 3D robot mapping applications in ROS compatible formats, such as industrial manipulators, mobile robots and drones.
Numerical experiments are carried out with different initial conditions and prior probabilities, to validate the accuracy of the MCMC Gibbs Occupancy mapping based Next Best View algorithm. The contribution of this paper is as follows:
-Propose a 3D forward sensor model with Gaussian distribution as the full conditional probability for the Gibbs sampler to generate true probabilistic volumetric maps directly in high dimensional space without any independence decomposition. -Propose a MCMC Gibbs sampler NBV by decomposing the high-dimensional sample space by the full conditional probability of each voxel, to generate benchmark 3D Occupancy maps, for accurate 3D surface reconstruction and optimisation.
II. RELATED WORK
The Next Best View research belongs to the active vision and has been researched into for decades as early as 1988 by Aloimonos et al. [1] , Bajcsy [26] , and Blake and Yuille [27] . There are three main applications making use of the Next Best View algorithms, namely: 3D reconstruction, robot exploration, and industrial manufacturing. In accordance with the wide range of applications, e.g. surface reconstruction, building surveillance and quality analysis, nowadays the observation targets are often not known a priori. 3D reconstruction was typically classified into model-based and non-model-based as described by Chen et al. [2] and Scott et al. [6] . The model-based methods require a prior CAD model of the object with precise knowledge about the size, the form or even the pose in the latest inspection algorithms by Jing and Shimada [28] . However, such detailed information for manufacturing objects at small businesses is not always available, let alone for the model-based methods the off-line view planning and the post-processing of point clouds alignment can be very time-consuming.
Non-model-based methods gradually become desirable for many real-world applications, e.g. historical scene reconstruction, scan-and-plan industry manufacturing, and the post-processing quality assessment. Based on the rapid development of computer vision algorithms and hardware upgrade, the non-model-based methods are further divided into the surface based and the volumetric based. For the surface-based approaches, the Next Best View is estimated in the form of the frontier voxels as described by Yamauchi [29] , and latest by Quin et al. [30] and Monica and Aleotti [31] for unknown space exploration. Although these approaches can directly work on surface patches which compose the final output of the triangle mesh with high efficiency, the image processing and the visibility modeling can be rather complex, e.g. by using the B-Spline by Li and Liu [32] .
The volumetric approach for the Next Best View algorithm becomes predominant with the development of the 3D robot mapping technologies, e.g. Occupancy Grid mapping (OGM). Each candidate view is evaluated by estimating the volumetric information contained in all the traversed voxels between the view origin and the first ending point upon the target surface. Information entropy is utilised to quantify the uncertainty in each voxel and to estimate the sum of the occupancy probability in all the traversed voxels from a view in the volumetric map. Merali and Barfoot [33] - [35] proposed several novel algorithms and mathematical models to improve the accuracy for the traditional 1D and 2D Occupancy grid maps built by laser range finders, namely the Patch Map and etc. Dhiman et al. [36] proposed a modern Maximum a Posterior (MAP) inference method over graphical models based on the forward sensor model, which was originally introduced by Thrun [37] with the expectation maximisation (EM) algorithm by performing hill-climbing for 2D maps, taking into account of the dependency between neighbouring voxels. Kaufman et al. [38] implemented a computational efficient inverse sensor model by the MATLAB simulation for a 2D laser range-finder by exactly using the cell occlusions on the Occupancy maps. With the development of the RGB-D cameras and the stereo vision [39] , the sensor sampling model is extended from the narrow-beam sensors such as laser range-finder and sonar, to 3D vision sensors with limited ranges whereas at the faster frame rates. Iser et al. [15] implemented a probabilistic volumetric information gain formulation for active 3D reconstruction by mobile manipulation using the Octomap library. The exact inverse sensor model was further improved by classifying a group of different volumetric information (VI) formulations considering the occlusion and the proximity in complicated 3D environments. Daudelin and Campbell [16] further expanded a 3D reconstruction solution for mobile robots, eliminating the predetermined set of candidate views by using an RGBD-SLAM algorithm to autonomously navigate in a broader search space. Potthast and Sukhatme [40] introduced the Hidden Markov Model (HMM) to formalise the observation probability of voxels using an empirical state transition law in occluded environments. However, the two independence simplifications in all the above solutions result in an overconfident estimation of the occupancy probability of each voxel, especially on the boundary of the object which contains the richest geometry information for surface reconstruction.
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The Gibbs sampler was formally introduced by Geman and Geman [17] with simulated annealing for Bayesian reconstruction of degraded images, but its origin can be traced back as early as [20] , [22] . It was further shown by Gelfand and Smith [41] to be applicable to a variety of Bayesian inference problems. In image reconstruction [42] , the Gibbs sampler can decompose the joint probability of high dimensional sample space into a series of one dimensional conditional probability of each unknown parameters in the image model. If decomposing the high dimensional space leads to intractable conditional distributions that cannot generate random samples, the adaptive rejection sampling [43] employing the envelope and the squeezing functions, the sampling importance re-sampling [24] using the prior probability to approximate the posterior probability, the component-wise Hastings algorithm [23] choosing the appropriate distribution automatically, and the recycling Gibbs sampler benefiting from the rest of the auxiliary samples can be integrated within the Gibbs sampler to draw from the non-conjugate conditional probabilities. Although the Markov random field image model was analysed to be a lattice system with Gibbs distribution to converge to the maximum a posterior (MAP) estimate and sufficient Gibbs sampler algorithms exist in 2D image processing, the Gibbs sampler has not been extended into the scope of high-dimensional 3D volumetric visual processing, e.g. Octree, 3D reconstruction, RGB-D cameras and etc.
III. FULL BAYESIAN SOLUTION
Compared to the 'two assumptions' OGM methods, a full Bayesian solution without any independence assumptions can treat the residual uncertainty in each voxel in even noise-free environment. The full Bayesian solution uses the same Bayesian framework to update the occupancy probability for each voxel P(m i ), given a set of scan measurements Z 1:t and the corresponding robot pose X 1:t . Since the environment is divided into n m voxels, there are R = 2 (n m ) possible occupancy grids, which are represented by m r , where r = 1 . . . R.
The forward sensor model p(z n |f r,n ) is initially generalised by Thrun [37] , and then specified by Pathak et al. [45] for 3D vision sensors. The probabilistic distribution for a Gaussian sensor along the measurement axis is,
The Gaussian noise variable centred at the range operator z exp returns the radial distance of the centre of the voxel m i from the sensor origin. The random measurement obeying the uniform distribution where z max is the maximum sensor range. The scan measurement can also miss all targets as a maximum range reading. All the above different causes can be united together with respective weights. The off-the-shelf depth vision sensors usually have a wider frustum including neighbouring voxels along the measurement axis, with Gaussian errors on orientations as shown in Figure 1 (a) . A generic sensor model with two additional degrees of freedom, e.g. the azimuth (θ) and the altitude angle (φ) is in the closed-form as in [45] ,
A Gaussian sensor model in 2DOF (z and φ) with the joint multidimensional Gaussian distribution is illustrated in Figure 1 (b), whereas the higher dimension of the Gaussian variable can be illustrated by many sample points. The full Bayesian algorithm can now be written in the form of the stochastic sensor model with Gaussian error long the measurement axis.
By computing the probability of each of the R maps, the occupancy probability of a voxel can be estimated by summing the map probabilities for all the maps in which the voxel of interest m i is occupied.
where P(m k |m i ) ∈ {0, 1}. The full Bayesian solution can calculate the probability of a whole map being occupied, rather than only considering a single voxel within a single ray, regardless of the correlation in its proximate voxels. However, computing the full Bayesian solution is exponential in the number of voxels in the map, n m , namely R = 2 (n m ) and is only feasible for 1D OGMs.
IV. MARKOV CHAIN MONTE CARLO A. MCMC GIBBS SAMPLING
To obtain accurate Occupancy maps for 3D reconstruction, residual uncertainty in each voxel is required to accurately calculate the information gain for NBV. To approximate the accurate occupancy probability, an inference method by numerical sampling, known as the Monte Carlo technique [21] is used, specifically the Markov Chain Monte Carlo (MCMC) method, to sample from a complicated distribution, e.g. the full Bayesian solution. The MCMC method can satisfy the Markov property by generating a Markov chain that converges to the expected posterior probability. The MCMC method can be applied to automatic speech recognition, image restoration [17] and machine learning [46] . Both the Metropolis algorithm and the variant Metropolis-Hastings algorithm reply on the acceptance probability to choose the next sample. All the MCMC algorithms can generate a converged ergodic Markov chain by sampling from the invariant posterior probability.
The Gibbs sampler [18] is a special case of the Metropolis-Hastings algorithm, whose acceptance probability is always one, with better computational efficiency in high dimensional environments. The key idea of the Gibbs sampler is to iteratively update each component of the joint probability by sampling from its univariate conditional probability, given all the other components of the state, without knowing the probability density function (PDF) which can be complex or computationally intractable. In this paper, the full conditional probability of each component is available for the direct Gibbs sampler method. Consider the computational efficiency in 3D modeling, only the standard Gibbs sampler is employed at the current stage. After the stationary point, several converged samples are averaged to estimate any desirable statistics, e.g. the posterior occupancy probability of each voxel.
B. MCMC GIBBS SAMPLER FOR OCCUPANCY MAPPING
To use the MCMC Gibbs sampling for the Occupancy mapping, the occupancy probability for each voxel P(m i ) needs to be calculated, given all the scan measurements Z 1:t , the corresponding robot poses X 1:t , and the occupancy probability of all the other voxels in the current Octree map P(m ¬i ). The new occupancy probability for each voxel is used to condition its next probability distribution. Computing the occupancy probability of each n m voxels given the occupancy of all the other voxels in the map yields a sample of the full posterior probability. After several iterations, the resultant Markov chain will converge to a stationary distribution.
Please note that in each Gibbs iteration,
p(m ¬i |z, x) is apparently invariant because m ¬i are kept the same in each iteration, and each Gibbs iteration samples from the univariate conditional probability p(m i |z, x, m ¬i ). Therefore the joint distribution, or the full conditional probability, p(m|z, x) is invariant in each sampling iteration, as well as the whole Gibbs sequence. Inspired by Thrun's forward sensor model [37] , the univariate conditional probability is computed as,
The term P(m i = 1|m ¬i ) is the prior probability of the voxel being occupied that is actually an empirical constant. The other terms are the forward sensor model P(Z t |f r,t ) as described in the full Bayesian solution and must be non-zero for all Z 1:t and f . A Gaussian sensor model N(f , σ 2 ) is chosen specifically.
To compute the probability in the log-odds domain for better efficiency, from (6) its complementary probability can be deduced to be,
So the log-odds of the conditional distribution is,
The probability p(m k = 1|z, x, m ¬k ) can conveniently be recovered from (8) .
The component P(Z t |X t , m ¬i , m i ) in (8) is equivalent to the forward sensor model P(Z t |f r,t ) under either the occupied or the free state. The term log(m i |m ¬i ) in (8) is just the prior occupancy probability of each voxel that can be set to zero. Algorithm 1 illustrates the MCMC Gibbs sampling method based on the Octree map and the formulation of the forward sensor model, which can return multiple samples from the full posterior occupancy probability of each voxel. After some burn-in process to discard the initial random samples before convergence, the remaining samples in the Markov chain are useful to compute various statistics about the full Bayesian solution, e.g. the occupancy probability of a voxel can be estimated by the average value over many samples.
V. VOLUMETRIC NEXT BEST VIEW
Compared to the ergodic optimal viewset employed by the model-based NBV, information gain (IG) in term of the probabilistic volumetric information, is the amount of information VOLUME 7, 2019
Algorithm 1 MCMC Gibbs Sampling to Generate 3D Occupancy Mapping by a Forward Sensor Model
Result: occupancy probability of a particular voxel Input : given Z 1:t , X 1:t , maxSamples; select current Octree as m 0 ; define m r as m (0) Output: a desired set of samples from the full posterior probability initialisation / * burn-in first few unconverged samples * / for j = 1 to maxSamples do for i = 1 to K ∈ frustum do entropy that each candidate view can provide and thus serves as a metric to rank the Next Best View from the predetermined candidate viewset obtained by sampling redundantly from some blocking geometry like a semi-sphere. Next Best View is the one that can provide the maximum information gain mainly in entropy reduction.
A. ENTROPY BASED INFORMATION GAIN
Let R v be the bundle of rays cast from the candidate view v from the origin of a vision sensor. The 3D environment is divided and represented by voxels, through which each ray traverses till hitting the first end-point on the surface of the scanning object. Each voxel traversed by each ray has an occupancy probability estimated by the MCMC Gibbs sampler based Occupancy mapping. The estimated information gain for the view v is G v and the accumulated volumetric information along all the rays is I, so
The volumetric information within a voxel is encoded as its residual uncertainty of the occupancy probability and is regarded as the information entropy. (11) where P o (m i |Z 1:t ) is the occupancy probability of the voxel x, while P o (m i |Z 1:t ) = 1 − P o is its complement probability. Unknown voxels whose P o = 0.5 have the highest entropy. The information gain of a candidate view is formulated by the changes of entropy in each occupied voxel,
where Z t+1 is a new scan measurement.
B. NBV UTILITY FUNCTION
Considering the robot movement cost C v of the robot positioning system along with the information gain G v , the object function U v to evaluate the NBV for all the left candidate views at the current NBV reconstruction iteration is:
The NBV v * is the one with the maximal value U among all the candidate views.
The reconstruction procedure quits when the termination criterion is met, e.g. 20 iterations, or a specific surface coverage ratio, as illustrated in Algorithm 2.
C. MODULAR SYSTEM FRAMEWORK
The MCMC Gibbs NBV algorithm is evaluated within a modular ROS software framework that is generic to different robot platforms and vision sensor modalities. The software architecture is an extension of the work of [15] , [47] .
The main functional components in 3D reconstruction are listed below as illustrated by Figure 2: • The 3D Vision Sensor module for point cloud acquisition.
• The Point Cloud Processing module to calculate the depth information.
• The 3D Occupancy Mapping module for point cloud integration, partial Octree generation and IG calculation.
• The NBV Planner module to receive information for the maximisation of the objective function and determine the NBV.
• The Robot Interface is the medium layer between the NBV Planner and the specific robot programming code.
• The Robot Driver translates the data from the Robot Interface for different robot platforms. The iterative NBV steps mainly occur within the NBV Planner module, including the: the data retrieval from vision sensors; the processing of the depth information from stereo vision, photometry, or structured light; Octomap integration; and view point evaluation, as elaborated in Algorithm 2. We validate the performance of the MCMC Gibbs sampling NBV by comparing it to the state of the art conventional NBV algorithms: -Two independence assumptions based NBV: (a) occlusion aware, unobserved voxel, rear side voxel, rear side entropy, proximity count NBV by Delmerico et al. [48] ; (b) combined VI weights from learning NBV by Isler et al. [15] ; (c) average entropy NBV by Kriegel et al. [8] ; and (d) area factor NBV by VasquezGomez et al. [9] . -MCMC Gibbs sampling NBV that generates accurate benchmark 3D Octree maps for surface reconstruction.
VI. EXPERIMENTS AND RESULTS
The proposed MCMC Gibbs sampler based NBV algorithm is proven to be effective theoretically, but the batch processing property prevents it from running online. At the current stage, the MCMC Gibbs sampler NBV algorithm is implemented by the ROS Gazebo simulation to generate a complete volumetric model of a scanning object that is unknown a priori. The Octree map is probabilistically updated in each Gibbs sampler iteration. The performance of the Gibbs sampler based Occupancy mapping is evaluated by the Kullback-Leibler divergence D KL (p||q) that can quantify the difference between two Occupancy maps. The 3D surface reconstruction is evaluated by the surface coverage between the reconstructed point cloud and the ground truth model. The efficiency of the NBV algorithms is evaluated by the entropy reduce trend within each iteration.
A. EXPERIMENTAL SETUP
The reconstruction simulation is implemented by ROS Gazebo as shown in Figure 3 in an uncluttered static environment. The scanning object is bounded within a 1.0m cube, with a set of 48 candidate views scattered uniformly facing the target frame, reducing the search space from full 6ODF to 3DOF in Figure 4 . Please note that the generation of the optimal candidate viewset utilising the classic model-based NBV is beyond the scope of this paper. The eye-in-hand robot is simplified to be an ideal free-flying depth camera with 6DOF, Gaussian noise and 1.5m maximum range which can explore the searching space unconstrainedly, so that the performance of the NBV algorithm is evaluated independently. The on-line NBV evaluation and selection procedure based on the volumetric Octree map is illustrated in Figure 5 . The reconstruction starts from a pre-determined view pose. In each NBV iteration, ray casting from each candidate views is used to check the visibility of the scanning object. The dataset of the scanning objects including the Stanford bunny, dragon, Armadillo and etc, as well as the multi view stereo (MVS) dataset at DTU as shown in Figure 6 (a)-(f) . The MCMC Gibbs sampler NBV is implemented in the ROS-compatible format on a 12-core Intel i7-8700 CPU, 3.2GHz, 16G memory work station which uses 8 parallel threads to accelerate the visibility check by ray casting and the evaluation of candidate views.
The computational efficiency of the full Bayesian solution is exponential in the number of voxels in the map, O(2 K ), whereas the time efficiency of the MCMC Gibbs sampler method is polynomial in the number of voxels, O(maxSamples × K × N ). The efficiency of each Gibbs sampling iteration is approximately the time complexity of that of the traditional OGM, O(N × F). Here, N stands for the set of scan measurements and F refers to the set of voxels under the coverage of the scan measurement. The simulation takes approximately 4 hours to build the Octree map by updating both the occupied voxels and the free voxels and takes about 40 minutes to build the map by just updating the occupied voxels, whereas the independence assumptions based method takes only about 12 minutes under the same situation. The conventional OGM method allows the map to be updated incrementally with each new scan measurement, and each update is linear in the number of voxels a scan measurement covers, O(F). Comparably the MCMC sampling method is a batch process that can only be calculated after the Markov chain gets converged. The terminal criterion is set to 20 iterations and it often takes about 10 iterations to become stationary. The timing results are concluded in Table 1 .
It is worthwhile to note that although the two independence assumptions based NBV has good computational efficiency for online implementation, it cannot generate accurate maps for robot applications, whereas the gist of the MCMC Gibbs sampler based NBV is to produce benchmark maps for surface reconstruction, which will later be used to optimise the tuning parameters of the inverse sensor model of the two independence assumptions based NBV by minimising the cross entropy between two maps by the Quasi-Newton method.
B. EVALUATION
The visibility is checked by casting rays on the object surface to update the volumetric map. The captured partial point cloud is processed, transformed and integrated into the global Octree map by the Octomap library. The resultant Octree maps by the two assumptions NBV of different models are shown in Figure 6 (g)-(l) but they suffer from incompleteness especially on boundaries in the final maps due to the inaccurate estimation of the residual uncertainty within each voxel such that the narrow openings are incorrectly regarded as closed and are left unattended if magnified. This undesirable phenomenon is even worse when the FOV of the high-end scanners become narrower to provide high-quality dense point clouds. By applying the Gibbs sampler smoothing framework, to the Occupancy mapping, the resultant Octree maps are distinctly complete and accurate under equivalent conditions, as shown in Figure 6 (m)-(r). Therefore the human intervene in industrial automation can be disregarded given the satisfactory complete reconstruction. The final point cloud is reconstructed by globally aligning the partial point clouds during each iteration, by assuming that there is no unexpected position error or camera calibration error in the ideal simulation environment, as shown in Figure 6 (s)-(x) . Intuitively, the MCMC Gibbs sampler based NBV can provide more accurately volumetric maps, as well as more complete point clouds, specifically for high-end industrial 3D scanners with high resolution and limited frustum, e.g. the ATOS GOM and the Artec Eva.
C. KULLBACK-LEIBLER DIVERGENCE
To quantitatively show the difference between the probability distributions of the traditional Occupancy mapping methods and the Gibbs sampler Occupancy mapping method, the Kullback-Leibler divergence D KL (p q) is used as the metric [49] , where p is the probability estimated by either the Gibbs sampler method or the traditional methods, while q is the probability of the ground truth map. The
and the sum over all the voxels is the D KL between two Occupancy maps as shown in Figure 7 (a).
The MCMC method will gradually converge around 10 iterations under the current setting. The Gibbs sampler method produces the lowest Kullback-Leibler divergence D KL (p q) as expected w.r.t the ground truth Octree map, compared to all the other faked two independence assumptions methods.
D. SURFACE COVERAGE
To quantify the 3D reconstruction performance in term of the surface coverage, the point cloud obtained in 3D reconstruction is compared with the point cloud generated from the ground truth dataset. 
The result in the current configuration is illustrated in Figure 7 (b) w.r.t different NBV algorithms and models. It is believed that the coverage ratio can be further improved by generating more accurate candidate viewsets by the Coverage Planning algorithms.
E. ENTROPY REDUCTION
To demonstrate the entropy decrease in each NBV iteration, a virtual bounding cube with the length of 1.28m around the scanning object is used to define the initial entropy as, Entropy in map = Entropy of voxels within cube.
The scanning object in the Gazebo simulation scene is adjusted to be approximately 0.5m in length within a 1m bounding box. The Octomap resolution is set to be 1cm so a cube with (1.28 = 0.01 × 2 7 )m length is the smallest initial cube for the Octree that can completely cover the reconstructed volumetric Occupancy map of the target. The maximal entropy within the bounding cube is when each voxel is initialised as unknown, with a default occupancy likelihood of P(unknown) = 0.5, therefore the initial maximal entropy is −(2 7 ) 3 log 2 0.5 = 2.097 × 10 6 Shannon. For the NBV exploration, only the maximum-likelihood Octree map containing either occupied or free voxels is evaluated for entropy reduce, where p(free) = 0 and p(occ) = 1. The reduce trend of entropy is illustrated in Figure 7 (c). The MCMC Gibbs sampler based NBV can select candidate views that more significantly decrease the environment uncertainty by estimating the residual uncertainty more accurately, compared to most of its conventional NBV counterparts. Although the average entropy formulation by Kriegel et al. is the most effective at reducing the entropy in the map, the total entropy reduction in the map is not straightforwardly correlated to the accuracy of surface reconstruction because the possible occlusion is ignored, the free voxel update carries no new information and the same voxel may be observed multiple times to update its occupancy probability, not to mention in robot map applications the map accuracy and the surface completeness tell more information about the real environment.
It is worthwhile noting that the classic model-based NBV algorithms that choose random views from a predetermined optimal viewset may be computationally less expensive than evaluating all the remaining candidate views in each NBV iteration. However, the performance is variant from time to time depending on the specific algorithms to sample the viewset.
VII. CONCLUSION AND FUTURE WORK
Although the two independence assumptions based NBV algorithms remain popular for decades, they are overconfident to generate true Occupancy maps of unknown environments compared to the ground truth map. We propose an MCMC Gibbs sampling algorithm for accurate 3D reconstruction, especially for precise manufacturing, which is used to sample from the complete posterior probability of the volumetric model for 3D reconstruction in polynomial time scale. The MCMC Gibbs sampler NBV can provide benchmark volumetric Occupancy maps along with accurate point clouds for further applications.
Future work includes evaluating the MCMC Gibbs sampler solution directly in 3D to optimise the parameters of the update terms within the inverse sensor model for online NBV deployed in industry automation. The optimised update term in the conventional two independence assumptions methods will better capture the residual uncertainty in 3D Occupancy maps, by the BFGS minimisation algorithm. Secondly, the voxel dilation and the Gaussian sampling will be used to generate near-optimal candidate view-sets to cover the surface of the scanning object with a higher coverage ratio. To improve the efficiency of visibility evaluation, hierarchical ray casting will be employed in the camera sampling process. Furthermore, by applying the reinforcement learning, specifically the Monte Carlo Tree Searching (MCTS), to dynamically generate the Next Best View in real-time, the pre-determined candidate viewset can be eliminated. Therefore the working range of the reconstruction system can be expanded to larger objects, e.g. drones for buildings. The current MCMC method ignores the information contained in the previous scan measurements, while the deep learning algorithm can use the previous information to help to generate the next candidate view. Reinforcement learning is expected to speed up the MCMC algorithm by an order of magnitude without the repeated evaluation. RUNE RASMUSSEN joined the Institute of Future Environments (IFE), QUT, in 2017, as a Senior Software Engineer for the Research Engineering Facility. His interests are in solving and finding high-performing software solutions to problems in complex systems, which, in his current role, concerns solving software problems in robotics and autonomous systems. His current role allows him to specialize in systems involving the robotic operating systems (ROSs).
JONATHAN ROBERTS received the Honours degree in aerospace systems engineering and the Ph.D. degree from the University of Southampton, U.K., in 1991 and 1994, respectively. He was appointed as a Science Leader of Robotics with CSIRO, where he also led the Autonomous Systems Laboratory as a Research Director. He is a Chief Investigator for the Australian Centre for Robotic Vision and is currently a Professor in robotics with the Queensland University of Technology (QUT). His main research interests include field robotics and industry robotics.
