Introduction
In this paper we are concerned with asymptotic behaviour of the estimator of a parameter "a" appearing in the following one dimensional linear system defined on the probability spaoe (Q, &, P ):
where (W t : t>0) and (V^: t >0) are independent one dimensio nal Wiener processes. The process (Y^) is assumed to be observed. A. Bagchi and V. Borkar in [l] studied similar syste where (Xj), (Y t ), (W t ) and (V t ) are Hilbert space valued pro
The estimator of "a" created in [2] is based on discrete observations of (Y t ) at the moments t = kA,A>0, k=1,2,... This estimator is defined by the formula dX t = a ijdt + dW t , X Q = 0, a<0, where (W^, -oo < t < oo) and (V^, t^O) are independent Wiener processes defined on the same probability space (A, 5T, P) (see [5] 
For fixed A>0 we also define
It is easy to see that the above series converges absolutely in L 1 . Ve are able now to formulate the main result of this paper. Theorem 1.
If a< 0, then Vn (fn(a)-f(a)) cono verges weakly to the normal distribution N(0; B(e1)) of mean 2 zero and variance B(e^).
Before proving the theorem, we need some preliminary results. Let (1.1) and (2.1) be defined on the same probability space (ft, & , P). Lemma 1.
If a<0 and 0 < X < -, then we have
Proof. Let us use the analogous procedure as in the proof of Lemma 1 in [2] . The factor exp(k>A) (which does not appear in Lemma 1 of [2] ) increases the upper bound of P(Bk) appearing in the mentioned proof, but the new upper bound is still tight enough to allow use of the Borel-Cantelli lemma and one can easily obtain the assertion of Lemma 1.
Lemma

2.
The sequence {^j k=1,2,...} is a stationary and ergodic process.
Proof. See [2] . Lemma 3. Let -ff(Wt, t4 kA) be the 6-field generated by (Wt, t< kA). Then, the sequenoe |e |e£| ^¿"-j] » k = ... ,-2,-1,0,1,2,.. is a stationary and ergodic prooess. Proof.
Since E(ej^) < 00 we have
Let us define the two-dimensional process
It is easy to see that {^i k = ...,-2,-1,0,1,2,...^ is a stationary process. Besides, OT^ is a Gaussian process and applying the property of stochastic integrals it is easy to r T -i see that every component of the matrix E I 77it-. tends to zero as k -• oo . Therefore is the ergodic process (see [5] Chapter II p.143).
Without loss of generality we can assume that is defined on the canonical probability space (2, 7, P), where £ = ...*R 2 *R 2 xR 2 *... is endowed with Borel £-field 3". We have Jrk(w) =co(kJ, where co = (... ,<o( -2) ,o)(-1) ,w(0) 1),...). Let us define the P-preserving transformation T and the operator U (on the set of random variables) as follows : 2.9) u(k+1) kf-oo' U Z ( co ) = Z(Tco).
According to the formula (2.8) and (2.5) it is easy to verify that there exists y : £ R, such that cp is ^-measurable and we have From the very definition of g^ it also follows that the series 2.8) converges absolutely in l 1 (fl,P) and p-i p e£J are well defined (E(e£)<oo ). Using the general tTieory of stationary processes (see [5] ) we obtain the assertion of Lemma 3. a) -f(a)) ). Proof.
It has been proved in [2] that B^k • f(a). Hence we have
The factor exp(k^A) appearing in Lemma 1 plays an essential role in getting the following convergence n -fe 2 -0 a -8 -n-oo Vn k=1
The proof of Lemma 4 is now complete. To prove Theorem 1 it suffioes to show asymptotic normality of the martingale S n< Namely we have Applying the similar procedure to the one given in [7] p.129 we get 
It is also easy to see that the above series are absolutely convergent in L 1 and r} is well defined.
We have proved that (3.3)
Next we obtain
To oomplete the proof it suffioes to show that the last two terms tend to zero in P if n -»» oo . We have
Using the Sohwarz inequality one oan easily show that the above series converges and is uniformly bounded with respect to n. We omit the details. There exists C < oo depending on a and A such that E|U n+1 p| < C. Therefore U n+1 T7 o.
It is obvious that
The proof of Lemma 5 is now complete.
-226 -Proof of Theorem 1. We shall prove that VH S_-«
3)
o n -•N(0,E(e^)). let us apply the Central Limit Theorem for martingales (see [8] Using Lemma 3 we obtain (3.4). In view of the formula (2.6) one ban verify that e£ is integrable and |e¿» k=... -1,0,1,.. .}• is also a stationary sequenoe. Therefore (3.5) follows immediately. The proof of Theorem 1 is now complete.
