In many previous papers, an integral transform F γ,β was just considered as a transform on appropriate function spaces. In this paper we deal with the integral transform as an operator on a function space. We then apply various operator theories to F γ,β . Finally we give an application for the spectral representation of a self-adjoint operator which plays a key role in quantum mechanics.
Introduction and Definitions
It is a well-known fact that the spectral theory is one of the main subjects of modern functional analysis and applications. It arises quite naturally in connection with the problems of solving equations. In particular, the spectrum of bounded linear operators on a normed and Banach space is the most important concept to understand the spectral theories. Furthermore, the spectral representation is used widely to apply theories in many fields.
Let C 0 0, T denote one-parameter Wiener space, that is, the space of continuous realvalued functions x on 0, T with x 0 0. Let M denote the class of all Wiener measurable subsets of C 0 0, T , and let m denote Wiener measure. C 0 0, T 0, M, m is a complete measure space, and we denote the Wiener integral of a Wiener integrable functional F by C 0 0,T F x dm x .
1.1
A subset B of C 0 0, T is said to be scale-invariant measurable provided ρB is M measurable for all ρ ≥ 0, and a scale-invariant measurable set N is said to be a scale-invariant 2 Journal of Function Spaces and Applications null set provided m ρN 0 for all ρ ≥ 0. A property that holds except on a scale-invariant null set is said to hold scale invariant almost everywhere s-a.e. 1 .
In 2 , for each pair of nonzero complex numbers γ and β, Lee introduced an integral transform F γ,β F of a functional F on abstract Wiener space. For certain values of the parameters γ and β and for certain classes of functionals, the Fourier-Wiener transform 3 , the modified Fourier-Wiener transform 4 , the Fourier-Feynman transform, and the Gauss transform are special cases of Lee's integral transform F γ,β . These transforms play an important role in studying stochastic processes and functional integrals on infinite dimensional spaces.
In many papers 5-9 , the authors studied the integral transform with related topics of functionals in several classes. Recently, in 10, 11 , the authors established the existence of a generalized integral transform F γ,β,h via a Gaussian process of functionals in a class S α and then obtained various relationships involving the convolution product and the first variation of them.
However, in all previous works, the authors have considered F γ,β just as a transform of a functional F on function space and then they obtained various relationships as seen in Remark 2.5 below. In this paper, we consider the integral transform F γ,β as an operator on a Banach space. We then apply various operator theories to F γ,β . Furthermore, we obtain various theorems of the spectral theory for F γ,β involving the spectral representation. Now we are ready to define the integral transform IT of a functional on K ≡ K 0 0, T , the space of all complex-valued continuous functions defined on 0, T which vanish at t 0, used in 5-9, 12 . Definition 1.1. Let F be a functional defined on K. For each pair of nonzero complex numbers γ and β, the IT F γ,β F of F is defined by For v ∈ L 2 0, T and x ∈ C 0 0, T , let v, x denote the Paley-Wiener-Zygmund PWZ stochastic integral. Then we have the following assertions. For a more detailed study of the PWZ stochastic integral, see 5, 10, 12-14 . 
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in the sense that if either side of 1.3 exists, both sides exist and equality holds.
Some Results as a Transform
In this section, we establish the existence of the IT of functionals in a class A 2 n , as seen in Theorem 2.4 below. We then give the inverse IT of our IT. Finally we state possible relationships for the IT with related topics.
We start this section by describing the class of functionals that we work with in this paper. Let {α 1 , α 2 , . . .} be an orthonormal set in L 2 0, T . Let A 2 n be the space of all functionals
for some positive integer n throughout this paper, n is fixed , where f u 1 , . . . , u n is an entire function of the n complex variables u 1 , . . . , u n and
To simplify the expressions, we use the following notation:
Remark 2.1. For any F and G in A 2 n , we can always express F by 2.1 and G by
using the same positive integer n, where g is an entire function and
Note that A 
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Now, we will introduce a notation. It will be convenient to express for the type of limiting integral that occurs in our paper. For appropriate functions f and g on R n , if
then we say that the integral
is to be interpreted as an L 2 -limiting integral, see 15 .
The following lemma is due to Cameron and Storvick in 15, Lemma H .
Lemma 2.2. Let γ be nonzero complex number with
Then g ∈ L 2 R n , and
2.9
If Re 1/γ 2 0, the integral is to be interpreted as an L 2 -limiting integral; moreover, in this case
The following lemma is very useful in establishing the existence of the IT. Proof. First note that for all nonzero real numbers β with |β| ≥ 1, it follows that
But each side of the above expression is an analytic function of β throughout the region {β ∈ C : |β| ≥ 1}. Hence, by the uniqueness theorem for analytic functions, the above equality holds for all β with {β ∈ C : |β| ≥ 1}. Since |β| ≥ 1, using Lemma 2.2 we have
2.14
Furthermore, this means that h is an element of L 2 R n and so we complete the proof of Lemma 2.3 as desired.
In our first theorem, we establish the existence of the IT of a functional F in A 
for y ∈ K, where
Proof. We first note that 2.15 follows from 1.2 and 1.3 . Clearly the function Γ F γ,β F λ is an entire function since f is an entire function. What is left to show is that the left-hand side of 2.16 is an element of A 2 n . Now, we note that for all nonzero real values of γ and β,
2.17
As mentioned in the proof of Lemma 2.3, each side of the above expression is an analytic function of γ throughout the region {γ ∈ C : Re 1/γ 2 ≥ 0} and β throughout the region {β ∈ C : |β| ≥ 1}. Hence, by the uniqueness theorem for analytic functions, the above equality holds for all γ and β with {γ ∈ C : Re 1/γ 2 ≥ 0} and {β ∈ C : |β| ≥ 1}. Using Lemma 2.3, the function
Moreover, if Re 1/γ 2 0 and |β| 1,
which completes the proof of Theorem 2.4 as desired.
Remark 2.5. 1 Under the appropriate conditions for γ and β, we could establish the existences of the convolution product CP and the first variation of functionals in A 2 n as in Theorem 2.4. We will state just formulas without proof because the main purpose of this paper is to concern F γ,β as an operator on Hilbert space.
2 In 5-8, 10 , the authors established various basic formulas for the IT involving the CP and the first variation of functionals in various classes. Like these, we can obtain various basic relationships for the IT with related topic of functionals in A 2 n under appropriate conditions for γ and β. We list some relationships as follows.
i The IT of a CP is the product of ITs,
ii A relationship among the CP, the IT, and the Inverse IT,
iii A relationship between the IT, and the first variation,
iv A relationship among the CP, the IT, and the first variation,
v A relationship among the CP, the inverse IT, and the first variation,
for y, w ∈ K, where the CP F * G γ of F and G is defined by
and the first variation is defined by formula
if they exist.
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In our next theorem, we establish the inverse IT of our IT of functionals in A 
for all y ∈ K. That is to say, F i γ/β ,1/β is the inverse IT of the IT.
Proof. Since Re 1/γ 2 ≥ 0 and |β| 1,
n . By using the similar method, we can show that
n . In 2 , the author showed that for a integrable functional F,
for all nonzero complex numbers p and q. Using this formula and 1.2 , we have
2.29
Hence we complete the proof of Theorem 2.6.
A Bounded Linear Operator F γ,β
In previous Section 2, we have considered F γ,β as a transform of functionals in A 2 n . From now on we will consider F γ,β as an operator from A 2 n into A 2 n and then apply various operator theories to the IT. In particular, we obtain various spectral theorems for an operator F γ,β .
For 
3.2
Moreover, if Re 1/γ 2 0 and |β| 1, then the operator preserves the norm, namely,
Proof. In Section 2, we showed that for each F ∈ A 2 n , F γ,β F exists, belongs to A 2 n and
where
Furthermore, we obtained that
This tells us that
for all γ and β satisfy the conditions in Lemma 2.3. Moreover, if Re 1/γ 2 0 and |β| 1,
which completes the proof of Theorem 3.2 as desired.
Next, we give a simple example to illustrate our results and formulas in Theorem 3.2.
Example 3.3. Let γ and β be are nonzero real numbers with |β| ≥ 1. Let S R n be the Schwartz space of infinitely differentiable functions f u decaying at infinity together with all its derivatives faster than any polynomial of | u| −1 . For nonzero real values of γ, let
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9
Then f ∈ S R n ⊂ L 2 R n and hence F x f α, x is an element of A 2 n . Also, using 2.15 , 2.16 , and 1.3 , we have
Furthermore, we note that
3.11
In fact,
3.12
All expressions in Example 3.3 are valid for nonzero real values of γ and β. But f ∈ S R n and hence they are still valid for nonzero complex values of γ and β which satisfy the conditions in Lemma 2.3. Now, we establish some basic operator theories for the operator F γ,β . First, in our next theorem, we show that the operator F γ,β is a bounded linear operator on A Proof. We first note that
where T 0 is the operator norm of an operator T . Hence F γ,β is bounded and so it is continuous. Furthermore if Re 1/γ 2 0 and |β| 1, then 3.3 tells us that F γ,β preserves the norm and hence it is injective from A 
3.14 Remark 3.6. As mentioned in Section 1, the Fourier-Wiener transform, the modified FourierWiener transform, the Fourier-Feynman transform, and the Gauss transform are also welldefined operators on A 2 n . In particular, from the definition of analytic Fourier-Feynman transform, it is an injective operator on A 2 n . Hence all those transforms can be applied to our main results and formulas in this paper. In particular, the authors studied that for |β| 1 and F ∈ L 2 C 0 0, T , the IT F γ,β F is an element of L 2 C 0 0, T and
That is to say, the IT is injective 7, 9 . This result is a special case of our result in this paper. In addition, in 3, 4 , the authors showed that the Fourier Wiener transform acts as a unitary operator on L 2 C 0 0, T .
We finish this section by stating that the operator F γ,β is invertible. 
Theorem 3.7. Let γ and β be as in Theorem 3.4 with
n . Now, using 2.27 , for F ∈ A 2 n ,
which completes the proof of Theorem 3.7 as desired.
We have some observations for the inverse operator 2 The operator F γ,β might not be bijective. Hence we should consider that the domain of the inverse operator F i γ/β ,1/β is the range of F γ,β .
3 The operator F γ,β is an homeomorphism from A
Some Spectral Theorems for the Bounded Linear Operator F γ,β
In this section we will apply some spectral theories to the F γ,β . To do this, we need some concepts related to the spectral theory on a Banach space.
With F γ,β we associate the operator
where λ is a complex number and I is the identity operator on A has an inverse, we denote it by R λ F γ,β ; that is,
and call it the resolvent operator of F γ,β or, simply, the resolvent of F γ,β .
Definition 4.1.
A regular value λ of F γ,β is a complex number such that ii The continuous spectrum σ c F γ,β is the set such that R λ F γ,β exists and satisfies 3 but not 2 in Definition 4.1; that is to say, R λ F γ,β is unbounded.
iii The residual spectrum σ r F γ,β is the set such that R λ F γ,β exists and it may be bounded or not but does not satisfy 3 in Definition 4.1. That is to say, the domain of
From now on, if what operator F γ,β refers to is clear, we will write R λ instead of R λ F γ,β .
In our next theorem, we apply the spectral theory to the operator F γ,β . Proof. Theorem 4.3 immediately follows the fact that the F γ,β is a bounded linear operator on A 2 n .
Next, we note that the spectral radius r σ F γ,β of F γ,β is the radius
of the smallest closed disk centered at the origin of the complex λ-plane and containing σ F γ,β .
Theorem 4.4. Let γ and β be as in Theorem 3.4. Then the spectrum σ F γ,β of F γ,β is compact and lies in the disk given by
|λ| ≤ F γ,β 0 .
4.6
Hence the resolvent set ρ F γ,β of F γ,β is not empty. Furthermore, the spectral radius r σ F γ,β ≤ F γ,β 0 and
4.7
Proof. From Theorem 3.4, the F γ,β is a bounded linear operator on A 2 n . Using a basic property for the spectrum, we establish 4.6 , and hence the resolvent set is not empty. Furthermore, using 4.6 , it is obvious that for the spectral radius of a bounded linear operator F γ,β we have
Also, we can easily obtain 4.7 as desired.
In our next theorem, we give a spectral mapping theorem for polynomials of F γ,β . The proof of Theorem 4.5 is omitted because it immediately follows the spectral mapping theorem for polynomial on a Banach space. · · · a 0 , a n / 0, n 1, 2, . . . .
4.9
13
Then σ P F γ,β P σ F γ,β .
4.10
This implies that the spectrum σ P F γ,β of the operator P λ a n T n a n−1 T n−1
consists precisely of all those values which the polynomial P assumes on the spectrum σ F γ,β of F γ,β .
Next, we will explain that our study is meaningful to obtain the solution to a differential equation.
Let H be a real separable infinite-dimensional Hilbert space with the inner product ·, · and norm | · | ·, · . Let · 0 be a measurable norm on H with respect to the Gaussian cylinder set measure ν 0 on H. Let B denote the completion of H with respect to · 0 . Let i denote the natural injection from H to B. where o t x, dy ν 1−e −2t e −t x, dy . This showed that the family of measures {o t x, dy } serves as the "fundamental solution" of the operator ∂/∂t N 1 . For more details see 2, 18 . Hence our discussions as a bounded linear operator in this paper have some meaningful subjects. That is to say, from Theorems 3.2 through 4.5, if we take a complex number c such that Re c 2 ≥ 0, then the transform F 1/c,i is a well-defined bounded linear operator on A 2 n and could be applied to all the results and formulas in this paper.
Applications for the Spectral Theory
In Sections 3 and 4, we treated the IT F γ,β as a bounded linear operator on A 2 n . Also, we applied spectral theorems to the IT to obtain various useful formulas and results. In this section we will show that the operator F γ,β is self-adjoint under appropriate parameters γ and β. We then apply the spectral theory to a self-adjoint operator on a Banach space. In particular, we obtain the spectral representation for IT F γ,β .
In our next theorem, we show that the operator F γ,β is a self-adjoint operator on A Proof. Let T * denote the adjoint operator on an operator T . For all F and G in A 2 n , we note that
which completes the proof of Theorem 5.1 as desired.
Remark 5.2. We gave the conditions for γ and β in Sections 2 and 3, and Theorem 5.1. We note that these conditions imply that γ is real and β 1 only. But, a self-adjoint operator may not have eigenvalues. So if it has eigenvalues, then it must be real. Hence these are very natural conditions.
Throughout the next corollary, we give some results of the spectral theories for selfadjoint operator F γ,β . 1 For λ ∈ σ F γ,β , there exists a positive real number k 0 such that
5.2
and so there exists a sequence F n
n and λ ∈ C,
5.4
In our next theorem, we apply the spectral theory to the operator F γ,β as a self-adjoint operator. 
5.6
Furthermore, k 1 We finish this paper by giving an application for the spectral representation of the self-adjoint operator which is one of very important subjects in the fields of the quantum mechanics and physical theories.
In our last theorem, we give the spectral representation for the self-adjoint operator. To do this, we need some concepts for the spectral theory.
Let λ n ∞ n 1 be the set of eigenvalues of F γ,β with λ n < λ m for m < n and let e n ∞ n 1 be the set of eigenfunctions corresponding to λ n ∞ n 1 . Then we note that F γ,β F x ∞ n 1 a n λ n e n x , 5.8
where a n F, e n A 2 n . For each j 1, 2, . . ., define an orthogonal projection P j on A 2 n by P j F x a j e j x . Then we also note that
λ n P n F x . 5.9
Now, for λ ∈ R, define an operator E λ on A 2 n by E λ F x λ j ≤λ P j F x . In this case, E ≡ E λ is called the spectral family of F γ,β . Proof. First, we note that for γ and β in Theorem 5.1, F γ,β is a self-adjoint operator on A and the integral is an ordinary Riemann-Stieltjes integral. 2 An alternative formulation of the spectral theorem expresses the operator F γ,β as an integral of the coordinate function over the operator's spectrum with respect to a projectionvalued measure F γ,β σ F γ,β λ dE λ . When the normal operator in question is compact, this version of the spectral theorem reduces to the finite-dimensional spectral theorem, except that the operator is expressed as a linear combination of possibly infinitely many projections.
