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Abstract 
 
By applying a concept of neural network system, a neurointerface is proposed to ease the control 
of nonholonomic mobile robots by nonexpert. The present neurointerface is composed of two 
subsystems: one is a coordinate transformation between the master and slave robots through a 
kinematic relation and the other is a multilayered neural network (NN) to generate an inverse 
dynamical model of the master robot. It is shown that for the structure of the NN, we can easily 
design it by using the information on the structure of a steering model for the master robot. 
Gradient method is applied to train the NN using the inputoutput training data of the master robot, 
in the framework of generalized learning architecture. Several simulations are conducted to check 
the ability of the proposed method for a trajectory tracking problem in a nonholonomic mobile 
robot with two-independent driving wheels, changing some design parameters in training such as 
the learning rate, the number of trials, the type of training torques, etc. 
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1. INTRODUCTION 
A “neurointerface” has been thought of such a controller constructed by neural network 
(NN) [1] [2], in order to ease the control of a nonholonomic robot by none-expert 
operator. Using such an interface, the operator could give a simple command in the task 
level that is applied to the controller. In addition, a neurointerface is also to be able to 
reproduce the actions of an expert operator. 
It should be noted, however, that it is not easy to obtain a stable and unique inverse 
mapping for any nonlinear plants. In particular, a nonholonomic system, e.g., a mobile 
robot with two-independent driving wheels, has unstable zero dynamics as a nonlinear 
nonminimum phase system, so that it is hard to derive a stable inverse dynamical model 
in any mapping. 
Therefore, a key problem of constructing a neurointerface for nonholonomic systems is 
how to acquire a dynamic or dynamical inverse mapping approximately.  
In this paper, we consider a master robot that plays the similar role to the neurointerface 
studied by Widrow and Lamego [1], in which we regard it as a virtual robot that can 
simply generate the manipulated variables based on a user reference command to control 
a slave robot. 
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However, it is assumed that both robots have the same dimensions for an actual reference 
trajectory (through any transformation) and the manipulated variables, respectively,  
while allowing the existence of differences in structure. 
Thus, introducing the concept of virtual master-slave system would give us a high 
degree-of-freedom in the selectivity of the approach for designing the virtual master robot 
as a neurointerface, i.e., a designer can easily obtain various guidelines for constructing a 
model-based or Nnbased mapping. 
For a nonholonomic mobile robot, we here introduce a steering model for a virtual master 
robot, in which the reference trajectory for both the virtual master robot and an actual 
(slave) robot is assumed to be related by a known kinematics (i.e., Jacobian matrix). The 
resultant neurointerface can be realized by two parts: one is an inverse kinematics using a 
pseudoinverse matrix, and the other is a stable and unique inverse dynamical mapping 
using a multi-layered NN with linear unit functions. Also, the neurointerface training is 
conducted off-line by applying a gradient method and using a generalized learning 
architecture.  This is mainly due to the fact that the dynamical mapping problem is 
computationally very expensive and the time convergence may be lengthy for real-time 
adaptive schemes. 
In what follows, we first explain a concept of virtual master-slave system in section II. In 
section III, we consider a realization of neurointerface by using an inverse system with a 
coordinate transformation and an NN. Then, the NN learning algorithm is given by 
applying a simple gradient method. A construction example of the present neurointerface 
is provided in section IV, and the corresponding simulation results are given in section V. 
 
2. A CONCEPT OF VIRTUAL MASTER-SLAVE SYSTEM 
 
Let the nonlinear plant to be controlled be described by a general nonholonomic two-
wheeled robot, 
 
))(),(),(()(
...
ttqtqfstq τ=     (1) 
 
where q(t) = [x(t) y(t) Ө(t)]T  is the generalized coordinate vector, in which let the center 
of gravity of the robot be (x, y) and the azimuth of the robot be θ. 
Moreover, fs ∈ℜ 3 and τ = [τr (t)  τl (t)]T ∈ℜ 2 , where 
 
Fig. 1. Construction of an interface using master-slave concept 
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rτ  and lτ are the driving torques of the right and left wheels, respectively. This inverse 
dynamical model cannot be solved stably and uniquely, so that we further consider the 
so-called steering model, 
 
  ))(()(
.
tftv M τ=      (2) 
 
where v(t) = [v(t) 
.θ (t)]T and fM ∈ℜ 2, where v(t) denotes the translational velocity of the 
robot. The inverse of this model is known to be solved stably and uniquely. 
 
Hereafter, it is assumed that the model (1) represents the slave robot to be controlled, 
while the model (2) represents a master robot to control the slave robot in Eq. (1). 
 
A. Torque generation by an inverse model of master robot 
In general, we can solve the inverse model of the steering model such as 
))(()(
.
tvgt M=τ      (3) 
where 2ℜ∈Mg  is a stable and unique vector-valued inverse function of fM. In order to 
discretely give v(t) at any time t, we here consider a backward difference model 
approximation for 
.
v (t). Then, the above equation can be reduced to 
 
)/)]1()(([)( ttvtvgt M ∆−−=τ    (4) 
 
where ∆t is the sampling width. Given the reference velocity vectors vr(t) and vr(t − 1) at 
times t and t − 1 for the master robot, we can easily obtain the desired input torque vector 
τ r(t) at time t using the above relation. 
At this stage, we must be aware of the direct kinematic relation given by 
 (5) 
because the slave robot has its desired reference as qr(t), where d denotes an offset 
distance of steering axis. Therefore,  the references vr(t) and vr(t−1) for the master robot 
can be generated by 
 
where J+(·) denotes the pseudoinverse matrix of J(·). 
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Thus, given the desired references qr(t), qr(t − 1), qr(t − 2) for the slave robot, we can 
discretely generate τ (t) by using Eqs. (4) to (7). Figure 1 shows the construction of an 
interface using a master-slave concept. 
 
 
Fig. 2. Model-based interface with a virtual master-slave system 
 
 
Fig. 3. NN-based interface with a virtual master-slave system 
 
B. Addition of a known torque compensation due to floor frictions etc. 
As can be found from Eq. (4), if vr(t) is constant,  then the desired torque τr(t) will be 
zero in the sequel.  However, in practice, there exist some disturbances such as floor 
frictions etc., so that we include a small disturbance torque τd(t) to avoid a zero input 
torque such as 
 
Figure 2 shows the computational block diagram for an interface by using the inverse 
system of a virtual master robot with backward difference dynamical model, together 
with a coordinate transformation with a pseudo inverse of a Jacobian matrix. This system 
is here called a “model-based interface” to control a slave robot as the final controlled 
objective. 
 
3. INVERSE DYNAMICAL MAPPING WITH NEURAL NETWORK 
 
A. Mapping torque generation with NN 
If physical parameters of the robot such as mass and moment of inertia are unknown, then 
we cannot practically use a model-based interface as indicated above. Therefore, it is 
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assumed here that the reference coordinate transformation from slave to master can be 
constructed by using the conventional kinematic relation. Then, the inverse function of 
Eq. (2) is simply replaced by an NN, as shown in Fig. 3. 
 
B. Learning Algorithm 
The training of the inverse dynamical model for the master robot is assumed to be 
implemented off-line. In addition, assume that constant disturbance or friction input 
torques are applied to the training process. Of course, such known torques are used as 
additional inputs to the inverse mapping due to NN. As shown in Fig. 4, the input torques 
to the steering model are compared with the NN outputs and the difference errors are to 
be minimized by adjusting the weights of the NN in the framework of a generalized 
learning architecture [5]. 
 
Fig. 4. Training for an NN-based inverse mapping of virtual master 
robot using generalized learning architecture  
Three-layered network 
 
Fig. 5. Three-layered neural network, where all units are assumed to be linear 
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Consider a general multi-layered NN with n inputs, m hidden outputs and l outputs, as 
shown in Fig. 5, where all units are assumed to be linear, x1, · · · , xn denotes the input 
signals, o1, · · · , om are the hidden output signals, and τ1, · · · , τl are the output signals. 
 
Here, to train the NN, we consider the minimization of a squared output error such as 
 
where τkt denotes the teaching signal for the kth output. 
 
It is further assumed that the weights wij between the input and hidden layers are 
unknown, and the weights sjk between the hidden and output layers are known, fixed 
values. Also, it is easy to find that 
 
Then, the gradient of the cost function J with respect to the weights wij to be learned is derived as 
 
On the other hand, we can find that 
 
Therefore, the incremental value of learning weights can be defined as 
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where η denotes the small learning rate. If we want to accelerate the above algorithm, the 
following modification is also recommendable: 
 
 
where α denotes the momentum (or accelerate) factor such as 0 ≤ α < 1. Note also that 
the above learning algorithm for each weighting can be readily derived by conventional 
backpropagation algorithm [5] with all linear units [6]. 
 
4. CONSTRUCTION EXAMPLE 
A. Slave and master models 
The dynamical model given in [4] as a slave robot, is now transformed into a steering 
model for controlling a master robot. That is, an actual model of Eq. (2) as a master robot 
can now be reduced to the following equation: 
 
 
 
where m denotes the mass of the robot, d is an offset distance of steering axis, I is the 
moment of inertia of the robot, 2R denotes the tread of the robot, and r denotes the radius 
of wheel. 
 
B. An inverse dynamical model 
From Eqs. (3) and (12), it follows that the model-based inverse system of the master 
robot is given by 
 
This model structure can be readily mapped into the NN structure depicted in Fig. 6, 
where note here that wi, i = 1, . . . , 6 are weightings between the input and hidden units, 
and to be learned, whose ideal values are as 
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Fig. 6. NN-based inverse mapping of virtual master robot with its dynamical structure, where all 
the physical parameters are assumed to be unknown except for d 
 
follows: w1 = 0.5r,w2 = 0.5r/R, w3 = 0.5mr/∆t,w4 = 0.5r(I −md2)/(R∆t), w5 = w3, and w6 = 
w4. Here, sjk weightings between the first and third hidden units and the second output 
unit should be −1, i.e., s12 = s32 ≡ −1; others are all to be 1.  
 
Replacing the coordinate vector 
.υ (t) = [υ (t)  .θ (t)]T in the above equation by its 
reference vector  
.υ r(t) and applying a backward difference model approximation for the 
reference vector 
.υ  r(t), we can obtain the desired torque vector τ r = [τrr τlr]T through the 
NN structure depicted in Fig. 6.  
 
This NN with all linear units can be trained to obtain an inverse mapping of virtual 
master robot using generalized learning architecture, as shown in Fig. 4, in which the 
training data set of {τt(t), υ t(t)} are assumed to be collected in advance from an expert 
operation of the master robot, and the disturbance torque τd is regarded as a known, small 
deviation torque to operate the robot in a real floor with frictions. 
 
5. SIMULATIONS AND DISCUSSIONS 
 
We conducted the training of NN to obtain an inverse mapping of the virtual master robot 
and after that implemented the neurointerface as shown in Fig. 3 to control the actual 
(slave) robot, where the physical parameters used for the robot are tabulated in Table 1. 
 
The steering model of Eq. (12) and the slave model given in [4] were all simulated by 
using a simple Euler’s method,  under the condition of the sampling width ∆t = 0.02 [s]. 
 
When training the NN, known friction inputs as disturbance torques were supplied to the 
NN, where {τ1d, τ2d} = {0.005, 0.005}[Nm] for all simulations. Note also that the initial 
values of connection weights wi, i = 1, · · · , 4 were set by using uniform random 
numbers. 
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A. Deterministic input torques 
For the first case, we collected the input-output data from the steering model with 
deterministic input torques, as the training data for the NN. That is, it was assumed that 
the torque inputs were generated by using the following trigonometric functions: 
 
)sin(tr =τ  
)cos(tl =τ  
for 0 < t ≤ 10 [s]. The resultant output data from the master robot are shown in Fig. 7. 
 
1) Effect of learning rate, η and momentum factor, α: 
We selected several values of learning rate, 0.001 ≤ η ≤ 0.1 and fixed α = 0.01. The 
training algorithm converged from 30 trials to 200 trials, depending on the selected 
learning rate as shown in Fig. 8. Of course, the larger learning rate η can reduce the 
number of trials, but there are no guarantees to solve the stable convergence problem. On 
the contrary, a very small learning rate will take expensive computationally. For a larger 
α = 0.1 and the same η’s, the convergence of trainings was found such that the  of trials 
could be reduced by increasing the momentum factor, α, in which  corresponding  results 
were obtained about from 15 to 25 trials. Using an NN after completing 50 trials, whose 
learned connection weights are tabulated in Table 2 where η = 0.1 and α = 0.1, we 
implemented it as a neurointerface and found that the RMS errors were x = 0.032, y = 
0.021 and θ = 0.040 for each reference, in which the RMS error of that command input 
after 50 trials was 0.048 [Nm]. 
 
2) Effect of trials for updating the connection weights: 
It was not easy to choose a suitable learning rate, which influenced on the updating of 
the connection weights. For example, the learning process of the connection weights can 
be found from Fig. 9 and Table 2 with η = 0.1 and α = 0.01 where their results were of 
the 200 trials. For some typical trials, the error history (in norm ) of torque command 
input vector to be supplied to the slave robot can be found in Figs. 10 and 11. 
 
The sinusoidal-torque command inputs applied to the slave robot can be found in Fig. 12. 
The associated trajectory result of the slave robot is also shown in Fig. 13,  where the 
RMS errors were x = 0.0020 [m], y = 0.0164  [m] and θ = 0.0118 [rad]. 
 
B. Random input torques 
For the second case, we similarly collected the input output data from the steering model 
with random input torques, as the training data for the NN. It was assumed that the torque 
inputs were generated by using the following trigonometric functions plus random inputs: 
 
)sin(tr =τ  + µr 
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 )cos(tl =τ + µl 
 
for 0 < t ≤ 10 [s], where µr and µl are Gaussian random numbers with zero-mean  
standard deviation of 0.1. 
 
1) Effect of learning rate, η and momentum factor, α: 
Like the previous simulation, several learning rates were applied to this case under α = 
0.01. It was converged at about 30 trials with η = 0.1 for the larger η and it needed more 
than 200 trials with η = 0.001 for the smaller η.  These convergences are quite similar to 
those in the first case.  
 
For a larger α = 0.1 and the same η’s, it was found that the number of trials could be 
reduced by increasing the momentum factor, α, in which the corresponding 
 
convergence results were obtained about from 15 to 25 trials. 
 
Using an NN after completing 50 trials, whose learned connection weights are tabulated 
in Table 2 where η = 0.1 and α = 0.1, we implemented it as a neurointerface and found 
that the RMS errors were x = 0.0308, y = 0.0256 and θ = 0.0192 for each reference. 
2) Effect of trials for updating the connection weights: 
We used the NN that has been trained by using random torque inputs, to generate the 
torque command input to the slave robot. The RMS error of that command input after 200 
trials with η = 0.1 and α = 0.01 was 0.0089 [Nm]. 
 
The trajectory result of the slave robot can be found in Fig. 13.a. It is found that the 
trained NN in this case has a similar response to the reference trajectory, in which the 
RMS errors for trajectories were x = 0.0013 [m], y = 0.0075 [m] and θ = 0.0214 [rad], 
which is superior to those of the first case trained under the deterministic torque inputs. 
 
3) Test reference: 
We further tested the present method when provided an untrained reference as shown in 
Fig. 13.b,  in which a constant acceleration of 0.2 [m/s2] and a constant azimuth were 
assumed for each straight-line segment. Two trained neurointerfaces showed slight 
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deviations in Cartesian coordinates, though the ideal model-based interface gave a 
satisfactory result. Therefore, it is found that we further need an additional feedback 
mechanism to suppress such deviations in practice. 
 
6. CONCLUSIONS 
 
We have presented a method for designing a neurointerface to control  nonholonomic 
mobile robots by applying the concept of a virtual master-slave system, in which it was 
assumed that the virtual robot can simply generate the manipulated variables based on a 
user reference command to control a slave robot. The proposed neurointerface was 
composed of two parts: one is a coordinate transformation using a pseudoinverse of the 
kinematic relation between the virtual master and slave robots and the other is a 
multilayered NN to generate an inverse dynamical model of the virtual master robot. In 
particular, for the structure of the NN, we could easily design it by applying the 
information on the structure of a dynamical model for the master robot. The training of 
the NN was also performed off-line 
 
Fig. 8. History of RMS torque-error with α = 0.01 (case 1) 
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Fig. 9. Learning history of connection weights for η = 0.1 and α = 0.01 (case 1) 
 
 
Fig. 10. Norm error history of right-torque with momentum factor α = 0.01 (case 1) 
 
 
Fig. 11. Norm error history of left-torque with momentum factor α = 0.01 (case 1) 
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Fig. 12. NN response as an inverse dynamical mapping (case 1) 
  
 (a) (b) 
Fig. 13. Trajectory of slave robot for trained (a) and  untrained (b) reference 
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