In order to improve the prediction ability of the Neuron Network in stock index prediction, we proposed an improve particle swarm neural network algorithm. The Particle Swarm Optimization algorithm based on Parasitic Immune (PSOPI) was used to optimize combination weights of BP neural network model parameters. The BP algorithm was also to obtain the parameters of network further accurate. Finally, experimental results demonstrate the efficacy of our improved algorithm.
The rest of this paper is organized as follows. Section 2 introduces the BP neural network. In Section 3, the PSOPI-BP neural network model is proposed. The experimental settings and results are described in Section 4. The paper is concluded in Section 5.
BP Neural Network
The artificial neural network was constructed to achieve a specific memory function based on the knowledge and understanding of human brain systems. BP neural network is a kind of multilayer feed forward neural network. The most commonly used three-layer BP network model consists of input layer, hidden layer and output layer. Neurons are not connected to one another within the same layer of the network. Three layers BP neural network model is shown as Fig. 1 . T is the output vector, W = (w ij ) n×p is the connection weight matrix between the input layer and the hidden layer, V = (v jk ) p×q is the connection weight matrix between the hidden layer and output layer,
T is the threshold vector of the hidden layer,
T is the threshold vector of the output layer, the output can be expressed
The setting of the nodes in hidden layer is lack of proper theoretical guidance at present, and the standards of settings are different. The commonly used in the practice are: p = n × (q + 1); p = 2 × (n + q) ÷ 3; p = log 2 n; p = √ n + q + a; p = √ nq. p is the number of nodes in the hidden layer, n is the number of nodes in the input layer, q is the number of nodes in the output layer, a is a constant in the open interval (1, 10) . f (h) is the transfer function between the layers of neural network, whose common selections are hyperbolic tangent function, linear function and logarithmic functions. According to the performance in neural network of the different functions, Wasserman found that the tangent function is superior to other functions in convergence and prediction accuracy [8] , Brown gave a theoretical explanation for the situation in the paper [9] . The hyperbolic tangent function tansig is commonly used in the hidden layer, which is expressed as f (h) =
1+exp −2h . The linear function purelin is used in the output layer. The basic idea of BP neural network algorithm can be expressed as follow: the first step is to initialize the weights and thresholds of the neural network, calculate the corresponding output values by the transfer function between the layers of neural network; the second step is to calculate the errors between the output value and the desired output value and reduce the errors of weights and thresholds in neural network; the final step is to perform forward error correction transmission and reverse operation to train the neural network repeatedly, and stop the operations as meet the error values which is set [10] .
The value of connected weights between hidden layer and output layer in the BP neural network is set as v jk , η is the learning rate of neural network, the output of node k in output layer is set as y k , the actual results of the existing data is set to d k , the sum of the input of the node k is set as net k , the output result of the node j in the hidden layer is set as ho j , the weights from the hidden layer to the output layer of the BP neural network can be adjusted as the following formula:
The connection weight value from input layer to the hidden layer of the neural network is set as w ij , the sum of node j in the hidden layer is set as net j , the decision variables of input is denoted by x i , the adjustment formula of w ij can be expressed as follows:
For the optimization problem with D dimension, the sum of squared error is commonly used to measure the error of neural network model, which can be expressed as:
PSOPI-BP Neural Network
There are many ways to adjust the weights of BP learning algorithm based on gradient descent. As the gradient descent algorithm presence easy to be trapped in local minima, slow convergence, cause oscillation and other defects, which may lead to the BP neural network presences serious deficiencies in convergence speed, training time and global convergence. The optimization process of neural network can be optimized with the help of other intelligent algorithm. The optimization process of PSO algorithm does not rely on gradient information, so we use the improved PSO algorithm based on Parasitic Immune (PSOPI) to train a neural network in order to improve the search efficiency of the neural network.
Algorithm Model
In the proposed algorithm we set the mapping relation between neural network and the PSOPI firstly. The corresponding relationship is set between the attributes of neural network and the components of the PSOPI dimension. We set the training process of the hybrid algorithm secondly. The realization of this step is to encode information of neural network, and then use the connection weights and thresholds of neural network instead of the individuals of the PSOPI algorithm to get the optimization with iteration, decode the new individuals to obtain a new neural network weights and thresholds for training. Finally, the training results are used to optimize with PSOPI, the specific operation is to use the training error of the neural network as the fitness function of PSOPI and achieve optimal performance of neural network by iteration. In order to balance the simulation accuracy and prediction accuracy capacity of the algorithm, we use three layers neural network with only one hidden layer. The number of the input layer nodes is the dimension of the original data, the number of the output layer nodes is the number of predictors.
As the neural network in Fig. 1 , we can set the optimized dimension as
The weight matrix of the input layer to the hidden layer IW is set as:
The weights matrix of the hidden layer to the output layer is set as:
The threshold vector of the hidden layer is set as:
The threshold vector of the output layer is set as:
The code on each dimension of particle in algorithm is set as:
Evaluation Index
At present, the widely used evaluation index for the neural network structure are Mean Square Error (MSE), Root Mean Square Error (RMSE), Mean Absolute Error (MAE) and Mean Absolute Percentage Error (MAPE). The specific expression is as:
The above four indicators can be used to evaluate the neural network. Due to the fitting precision and prediction precision is inconsistent in the neural network algorithm, which can get the very high simulation accuracy or even completely fit for the simulation of training data, the effect of predict is general or even poor. Therefore, the application of the neural network model to predict should balance the simulation accuracy and prediction accuracy.
We introduce the prediction correct trend in right direction (PCD) as the evaluation index to evaluate the change trend of the algorithm to predict. The expression is as:
where T is the number of samples to predict, and the pcd t is set as:
, when the trend of the t prediction is correct 0, when the trend of the t prediction is wrong (16)
Algorithm Steps
The main training steps of three layers feed-forward neural network based on PSOPI can be shown as follows:
Step 1 Encode the weights and thresholds of the three layers feed forward neural network corresponding to the individual in PSOPI.
Step 2 Set the value interval of variable for the PSOPI algorithm, initialize the position and velocity randomly in the initial range.
Step 3 Set the parameters of the neural network according to the optimization problem.
Step 4 Decode the dimension information of the network model as the weights and threshold parameters, calculate the evaluation index as the fitness of the algorithm.
Step 5 Update the velocity of the parasite population particle with elite learning strategies, the host group with the way of CPSO.
Step 6 To recalculate the fitness of each particles, compare the results with which of the individual in history, set the new position best of individual in the population.
Step 7 Compare the individual best with the global best of the whole population, set the better as the current global optimal point.
Step 8 Parasitic immune behavior occurred as the condition is satisfied.
Step 9 Output the results if the condition is met, otherwise go to the step 3.
Experiments and Discussions

Experiments Data
We select the Shanghai stock price index series in a year to verify the prediction ability of the proposed algorithm. The time of the sample data is from August 6 2010 to August 6 2011. In the 243 set sample data, the 195 set in the front is used to train the neural network, and 48 set in the back is used to predict. There are many factors in the volatility of the stock market price index time series. We choose the opening price, closing price, the lowest price, the highest price, trading volume in the t − 1 day as the predictive index based on the existing research. The closing price in the t day is set as output variable. The normalization is used for the input raw data to eliminate the influence of dimension between indicators. The reversed normalization is used for the output data to restore the predict data and achieve the stock market price index forecast.
Results and Analysis
In the BP neural network with single hidden layer, the parameter of input layer n is set as 5; the parameter of output layer q is set to 1. We set the parameter of the hidden layer p as 10 according to the recommendation of related literature and the result of test. We can get the value of dimension parameter D as 71. The transfer function between the input layer and hidden layer of the neural network is tansig, the transfer function between the hidden layer to output layer is purelin, and the largest training step length of the neural network is 2000. The host and parasite population size were set as 40 in PSOPI algorithm. The parameters used for PSOPI were recommended in [11] . The specific parameter is set as
.05, ω = 0.729 . The experiment runs 10 times independently by the two algorithms, we get the MSE of the training sample and the MAPE of the prediction sample are shown in Table 1 .
We could observe the remarkable difference of PB and PSOPI-BP neural network from Table  1 . The fitting precision of BP neural network is much higher than that of PSOPI-BP neural network. The predictive precision of the PSOPI-BP neural network is superior to that of the BP neural network. The results of the best prediction are selected to analysis the forecast trend. The values of PCD were presented in the Table 2 . From Table 2 we can observe that the prediction correct trend in right direction of PSOPI-BP neural network is superior to which of BP neural network. 
Conclusions
We combine the PSOPI and neural network to get a new algorithm in this paper. The PSOPI was used to determine the weights and threshold of the neural network instead of BP learning algorithm based on gradient descent. The obtained optimal parameter combination can be used to forecast the stock index with neural network. The experiment of the Shanghai stock index data showed the remarkable performance of PSOPI-BP neural network than BP neural network.
