Abstract. We consider a forced harmonic oscillator at resonance with a nonlinear perturbation and obtain a sharp condition for the existence of unbounded motions. Such a condition is extended to the case of a semilinear vibrating string.
Introduction
In a classical paper [4] , Lazer and Leach considered nonlinear perturbations of a forced harmonic oscillator at resonance and studied the existence of periodic solutions. The equation in [4] is
where n 1 is an integer, p is 2π periodic and h is a nonlinear function that is supposed to be continuous and bounded. Let us state the main result in [4] . 
Then (1.1) has at least one 2π -periodic solution.
It is remarkable that condition (1.2) becomes necessary and sufficient for the existence of 2π-periodic solutions of (1.1) as soon as the limits of h at infinity exist and satisfy
h(−∞) h(x) h(+∞)
∀x ∈ R.
(1.3)
In the linear case (h ≡ 0) the existence (non-existence) of 2π -periodic solutions is equivalent to the boundedness (unboundedness) of all solutions. In nonlinear problems the situation is different and periodic and unbounded solutions can coexist in the same equation. The following two questions seem to be open. When are all the solutions of (1.1) bounded? Are there connections between the periodic problem and the boundedness of solutions as in the linear case?
In this paper we obtain sufficient conditions for the existence of unbounded solutions of (1.1) and, in another paper, the second author plans to investigate conditions for the boundedness of all solutions.
Our main result on equation (1.1) can be seen as a complement of theorem 1.1 and says that, if condition (1.2) does not hold, then solutions with large initial amplitude are unbounded. Moreover, when (1.3) holds but not (1.2), then every solution is unbounded. The main idea of the proof is the use of a Lyapunov function that increases indefinitely along orbits. This is a simple geometric principle that can be used in many other equations at resonance. To illustrate this fact we also obtain some unboundedness results for the semilinear wave equation
This equation has been studied by several workers because the linear periodic problem has an infinite dimensional kernel and this fact creates difficulties that are essentially different from those in (1.1). Bahri and Brezis [1] were able to overcome them and obtained a sharp existence result in the same spirit as the result of Lazer and Leach. Following ideas similar to the ordinary differential equation (ODE) case, we shall prove that, if h satisfies (1.3) but not the conditions of Bahri and Brezis on the existence of periodic solutions, then every solution of (1.4) is unbounded in the norm given by the energy.
To finish this introduction we point out that the existence of unbounded solutions of (1.1) was already considered by Seifert [9] . The method in [9] is less elementary than ours and depends essentially on the topology of the plane. This method forces conditions that depend on the behaviour of h in the whole line and not on the limits at infinity, so that the connection with the results in [4] is not clarified in [9] . There are other papers on the existence of unbounded solutions of equations similar to (1.1) such as [5, 6, 8] .
Unbounded motions via Lyapunov functions
Let X be a Banach space and consider the difference equation in X:
where F : X → X is a given operator. At this moment we do not impose any assumption on F . We are interested in proving the existence of unbounded solutions of (2.1) using an auxiliary functional of the kind
We need to assume that V is bounded above on bounded sets. i.e. 
Then the corresponding solution of (2.1) with initial condition ξ 0 satisfies
Proof. Since V (ξ 0 ) > V (ρ), the definition of V implies that |ξ 0 | > ρ and, from (2.3),
An inductive argument shows that
Since V (ξ n ) goes to infinity and V is bounded above on bounded sets we conclude that also |ξ n | goes to infinity.
The previous result can be used to prove that some solutions of (2.1) are unbounded, namely those satisfying V (ξ 0 ) > V (ρ). Sometimes it is possible to prove that all solutions of (2.1) go to infinity. 
Then (2.4) holds for every solution {ξ n } of (2.1).
Proof. The same reasoning given in the proof of proposition 2.1 is valid in this case.
Corollary 2.3. Assume that X has finite dimension and F is continuous. If there exists a continuous functional V satisfying
then (2.4) holds for every solution {ξ n } of (2.1).
Proof.
We argue by contradiction and assume that {ξ n } is a solution of (2.1) with an accumulation point ξ * . Let σ : N → N be strictly increasing and satisfying
Then, since V (ξ n ) is increasing, one has
but this inequality is not compatible with (2.6).
Resonance in semilinear oscillators
We now apply the abstract result to the ODE
where n 1 is a positive integer, h ∈ C(R) and p ∈ C(R/2πZ). For simplicity we also assume that the initial value problems associated with (3.1) are uniquely solvable.
Proposition 3.1. Assume that h is bounded and non-constant. In addition,
Then every solution of (3.1) satisfies
3)
The assumptions of this proposition are essentially those of theorem 1.2 in [4] . However, Lazer and Leach were only interested in the periodic problem and their conclusion was the non-existence of 2π-periodic solutions. Since h is bounded, the solutions of (3.1) are defined in (−∞, +∞) and therefore the second theorem of Massera [7] applies. This theorem and the non-existence of periodic solutions obtained by Lazer and Leach imply that every solution of (3.1) is unbounded in (−∞, 0] and [0, +∞). These are the ideas employed by Seifert [9] to obtain a result that is related to proposition 3.1. However, some of the estimates in [9] were not sharp enough and (3.2) had to be replaced by
Also, the conclusion of the result in [9] was the unboundedness of solutions of (3.1) and this is not sufficient to guarantee that (3.3) holds.
We now give a proof of (3.3) based on simple geometrical ideas. Before the proof, we state two elementary lemmas.
Lemma 3.3.
There exist positive constants 1 , 2 > 0 such that every solution x(t) of (3.1) satisfies
Lemma 3.2 is a consequence of Cauchy-Schwarz inequality and lemma 3.3 is easily deduced from the variation of constants formula.
Proof of proposition 3.1. Given ξ = (ζ, η) ∈ R 2 let us denote by x(t; ξ) the solution of (3.1) with initial conditions x(0) = ζ , x (0) = η. We shall apply the abstract setting of the previous section with
In view of lemma 3.3, to show that (3.3) holds, it is enough to prove that the sequence {ξ n } given by
and ξ 0 arbitrary satisfies lim |n|→+∞ |ξ n | = +∞.
(We shall consider only the case n → +∞ because the other can be treated with the change in time t → −t.) Define
An integration by parts leads to
Thus, from the equation,
(Notice that the strict inequality is valid because h is nonconstant). Now, from the identities
and the inequality (3.2), we deduce that (2.6) holds and corollary 2.3 applies.
Next we present a result that depends on the behaviour of the nonlinear function at infinity. It will be convenient to rewrite (3.1) in the form
where h, ψ ∈ C(R), p ∈ C(R/2πZ) and there is uniqueness for each initial value problem.
The perturbation ψ will be small at infinity in the following sense:
Notice that this condition is satisfied if
and also it is satisfied by any periodic function with zero average or, more generally, by any function with bounded primitive. With respect to h we introduce the following notation concerning the behaviour at infinity:
Proposition 3.4.
Assume that h and ψ are bounded and (3.5) holds. In addition
Then there exists R > 0 such that every solution of (3.4) with x(0) 2 + x (0) 2 > R satisfies at least one of the following alternatives: either
Example (coexistence of periodic and unbounded solutions). Consider the equation
x + x + sin x = sin (sin t).
Applying proposition 3.4 with h ≡ 0 and ψ(x) = sin x it follows that solutions with large initial amplitude are unbounded because On the other hand, x(t) = sin t is a 2π-periodic solution of the equation.
Before the proof of proposition 3.4 we need two lemmas on the asymptotics of certain integrals. Variations of them have been used by many workers (see e.g. [2, 3, 11] ). for each A A 0 , φ ∈ R/2πZ and θ ∈ L ∞ (0, 2π), θ ∞ R.
Proof. From the definition of H and K we deduce the existence of numbers c, C * and C * such that
for |x| c and C * − C * < µ.
For each δ > 0 we consider the sets
To estimate the integral (3.7) we split it in two parts, namely
It is clear that J δ can be made arbitrarily small by letting δ to be small. We now estimate I δ for fixed δ and large A:
Now, since the integrals
tend to 2 as δ decreases to 0, it follows that I δ can be made smaller than 2µ.
Moreover, this limit is uniform with respect to (α, θ ) such that
(Notice that we are assuming that (3.5) holds and ψ is bounded.)
Proof. Since the integral is small over small sets we can restrict it to intervals [a, b] where sin nt has a positive derivative. Assume, for simplicity, that n = 1 and cos t m > 0 on [a, b]. The change of variables
is strictly increasing for large A and we can assume that m 2 dτ dt 3 2 .
It transforms the integral
where τ (a) → sin a and τ (b) → sin b uniformly when A → +∞. Now, by integration by parts, we obtain
Since θ is uniformly bounded in C 2 it is not difficult to show that dt/dτ and d 2 t/dτ 2 are also bounded in a uniform sense. Thus, the proof is finished because (3.5) Proof of proposition 3.4. As in the proof of proposition 3.1, F denotes the Poincaré map (now associated with (3.4)) defined on the space X = R 2 . Let φ ∈ R/2π Z be such that
and consider again the Lyapunov function
The same computations of the proof of proposition 3.1 lead to the identity
From equation (3.4) and the variation of constants formula we obtain the asymptotic estimate for |ξ | → +∞:
This identity can be understood in the C 2 [0, 2π ] sense and therefore we can apply lemmas 3.5 and 3.6 to respectively. From (3.9) it follows that
for large |ξ |, where is a positive constant (independent of ξ ). We can now apply proposition 2.1 to deduce that
when V φ (ξ ) is positive and large enough (resp. when V −φ (ξ ) is negative and large enough).
To deal with the case t → −∞ it is convenient to perform the change of variable t → −t. We now have that the solutions starting in two parallel and disjoint half-planes are unbounded. Next we choose another angle ϕ such that (3.9) also holds when φ is replaced by ϕ and ϕ − φ / ∈ 2πZ. A repetition of the proof with the Lyapunov function V ϕ allows us to prove that all solutions starting in the neighbourhood of infinity
with r large enough, go to infinity as t → ∞ or t → −∞.
A semilinear vibrating string
We consider the wave equation
together with boundary conditions
and assume the following conditions. H1. h : R → R is locally Lipschitz continuous and bounded.
A natural phase space for (4.1)-(4.2) is Q × P where Q = H 1 0 (0, π) and P = L 2 (0, π). These are Hilbert spaces with corresponding inner products
By a solution of (4.1)-(4.2) we understand a function u ∈ C(R, Q) ∩ C 1 (R, P ) such that for every w ∈ Q the real-valued function (u(t), w) P belongs to H 2 loc (R) and satisfies
Given u 0 ∈ Q and v 0 ∈ P it is well known that (4.1)-(4.2) has a unique solution satisfying u(0) = u 0 and u (0) = v 0 . See for instance [10] .
The trigonometric functions sin(nt + φ) played an important role in the results of the previous section. Next we introduce a class of functions in two variables that will play a similar role for the partial differential equation. We say that a function ϕ = ϕ(t, x) belongs to N if there exists φ ∈ H 1 (R/2πZ) such that
The class N is composed by the 2π-periodic solutions of the linear homogeneous equation
On the other hand, given p ∈ L 2 R/2π Z × (0, π) , the inhomogeneous equation for some n 1. Of course one can obtain new independent conditions, taking ϕ(t, x) = α n sin(nt + φ n ) sin nx.
In [1] , Bahri and Brezis studied equations (4.1)-(4.2) assuming that h was monotone and p ∈ L ∞ R/2π Z × (0, π) . When h is strictly monotone, it follows from their results that the following condition is necessary and sufficient for the existence of a 2π-periodic solution.
H. There exist p
for some δ > 0.
Here
Of course conditions (4.4) and H cannot hold simultaneously. The next result clarifies the connection between them. (ii) There exist p * ∈ N ⊥ and p * * ∈ L ∞ R/2π Z × (0, π) with p = p * + p * * and Now we can define p * * = q + (α + β)/2 and p * = p − p * * . This construction shows that (ii) holds (again we have used (4.5)).
Remark. Lemma 4.2 also allows us to reformulate (4.4) in more geometrical terms. Let dist ∞ (·, N ⊥ ) be the distance to the set N ⊥ with respect to the L ∞ norm, i.e
To prove proposition 4.1 we first state a lemma analogous to lemma 3.3. Proof. Let us define E(t) = 1 2 {|u (t)| . Since γ ∈ L 1 (0, 2π), the conclusion follows after solving the differential inequality dE dt γ (t) + E.
Proof of proposition 4.1. Consider the Hilbert space X = Q × P with points ξ = (ζ, η), ζ ∈ Q, η ∈ P . Let u(t; ξ) denote the solution of (4.1)-(4.2) satisfying u(0) = ζ, u t (0) = η.
In view of lemma 4.3 it is sufficient to apply corollary 2.2 to the operator F (ξ) := u(2π ; ξ), u t (2π; ξ) . Remark. The same technique applies to boundary conditions different from (4.2) such as Neumann or periodic. It is also possible to replace the operator −u xx in (4.1) by a class of abstract linear operators densely defined in L 2 ( ).
