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Abstract 
 
In our project we have evaluated different reconstruction methods on both real and 
simulated data. Specifically we have tested the performance of Graphical Gaussian 
networks, Sparse Bayesian Regression, Bayesian Networks, Logistic regression and 
Linear regression with Least Absolute Shrinkage and Selection Operator   LASOO. 
The  performance  of  these  methods  is  tested  on  both  simulated  and  real  data  of 
presence – absence recordings corresponding to 492 European breeding birds. We 
have  extended  the  linear  regression  by  using  a  fast  evidence  based  approach  for 
estimating  the  shrinkage  parameter  in  the  LASOO.  We  have  also  developed  two 
extended models based on logistic regression that incorporate spatial autocorrelation. 
The results show improved performance when compared with the different modeling 
schemes. We show key ecological insights based on results of real data, which are 
validated with the help of ecologist. 
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Chapter 1 
 
Introduction 
 
The  complexity  of  real  ecosystems  is  staggering:  untangling  the  interaction  and 
relationships  between  species  may  seem  a  lost  cause.  Global  changes  have  a 
significant affect on the birds and specifically in the Scottish highlands there is a 
danger  of  extinction  of  some  birds  by  2050  [Beale,  et  al.  2006].  To  manage  the 
species  populations  we  need  a  comprehensive  understanding  of  how  the  external 
factors such as climate changes will affect them [Sæther, et al, 2000], [Rodríguez & 
Bustamante 2003]. Yet if we want to understand how species will respond to these 
external covariates, we need to understand the interaction between species.  Despite 
the wide spread concern there have been few studies of climate affects on highland 
species  [Thomas  et  al,  2004].  Most  of  the  studies  are  related  to  characterizing  a 
specific factor e.g.  [Crick, 2004] characterize the risk of mismatch between hatching 
and peak food availability due to known climatic affects on phonology (timing) of 
breeding, [Lens and Dhont 1992] presents the extreme weather consequences, which 
may have detrimental effects breeding success and survival and [Insley et al. 1997] 
outlines the benefits of warming may benefit populations by reducing cold related 
mortality, some studies measure the affects on a particular species e.g. [Beale, et al. 
2006] analyzes the climatic affects on the long term decline of Ring Ouzel (Turdus 
torquatus)  etc.  We  notice  there  have  been  limited  large  scale  studies  which  have 
examined the combined impacts of these factors on multiple species [Proulx et. al, 
2005]. Our study is designed to address this issue, where we will not only try to 
characterize the effects of multiple factors on multiple species; it will also help in 
predicting species response on future covariate changes     2    2 
1.1  Purpose 
 
The purpose of this project is to investigate whether it is possible to infer species 
interaction network from the reconstruction methods used for biological regulatory 
networks. This leads to the first basic question:  
 
Q1: How is a specie interaction network related to a biological regulatory network? 
 
In our view if the sampling procedure, nature of data and consequently the underlying 
network characteristics of these two networks are similar, then we should be able to 
use the same concepts. Before we move on to applying the same methods we will 
need to model the species interaction networks, therefore we also wish to investigate: 
 
Q2: How can Species Interaction Networks be modeled mathematically? 
 
One  of  the  main  purposes  of  our  thesis  is  to  extend  and  compare  the  recent 
reconstruction  methods  used  in  biological  regulatory  networks  and  evaluate  their 
performance  on both  simulated  and  real  data.  It  would  therefore be  interesting  to 
know which methods are more efficient and reliable than other: 
 
Q3:  Among  the  different  reconstruction  methods  used  for  biological  regulatory 
networks which ones are most efficient and reliable in inferring species interaction 
networks? 
 
The next step is to cater for geographic affects which usually out weight meaningful 
biological interaction in specie networks. We therefore need to extend the models and 
incorporate spatial autocorrelation. We also need to observe the effect of climate and 
other external factors which leads us to the final research question of our project: 
 
Q4: How can we model spatial autocorrelation and include external covariates into 
the reconstruction methods? 
     3    3 
1.2 Organization of thesis 
 
This thesis can be roughly divided into two major parts. First different methods for 
the reverse engineering of biological regulatory networks are adopted and evaluated 
for  inferring  specie  interaction  networks.  The  diversity  of  reconstruction  methods 
makes it very important for the ecological and biological community to obtain a better 
understanding of their pros and cons. The comparison is based on both simulated and 
real data. The use of simulated data is very important as it provides a benchmark true 
network against which the performance of the methods can be evaluated.  
  The second part is related to the incorporation of spatial autocorrelation and 
external covariates. Much effort is being put now a days to explicitly introduce spatial 
relationships into statistical modeling process [Dray et al, 2006]. Without spatial auto 
correlation the meaningful biological patterns are outweighed by spatial associations. 
In  this  thesis  we  improve  and  extend  exiting  methods  by  explicitly  modeling 
neighboring samples and consequently explaining away the spatial associations. As a 
result an improved sparser network is produced depicting the meaningful biological 
interactions.  We  validate  the  extended  model  using  simulated  and  real  data.  This 
model is further improved to include two external covariates which give information 
on environment’s temperature and water availability for the European Warblers. These 
are validated against known habitat of the corresponding species and can be extended 
to include more external factors.  
The thesis is organized as follows.  
Chapter 2 presents a brief overview of previous approaches to ecological data 
analysis  and  discusses  different  indices  that  can  be  used  to  characterize  spcies 
network. We then discuss the similarities between species interaction network and 
biological  regulatory  networks  and  wrap  up  the  chapter  by  introducing  the  latest 
approaches used to reconstruct biological networks.  
In Chapter 3 we elaborate on these approaches and discuss the underlying 
mathematical models. We then explain the different extensions that were required to 
extract  the  species  network.  Finally  we  present  the  two  extended  models  which 
incorporate spatial effects. 
In Chapter 4  we present the simulation model that we have used to carry out a 
comparative analysis of the different reconstruction methods of Chapter 3. We then     4    4 
evaluate  our  extended  models  and  compare  the  findings  with  already  existing 
techniques. 
In Chapter 5 we present the results on the Europe breeding bird atlas data of 
presence absence. We first characterize this real network and then compare different 
modeling techniques. In the final section we present different ecological findings and 
discuss  the  validation  procedures  used.  Chapter 6  concludes  the  thesis  by 
summarizing the overall work and proposing future extensions. 
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Chapter 2 
 
Related Work 
 
2.1 Specie Interaction Networks 
 
We consider a system of fixed number of species and external covariates like climatic 
affects and geographical factors where specie is defined by interactions with subset of 
other system members. This represents a specie interaction network that in principle 
embodies the relationship with external covariates in addition to the usual food web 
based predator prey relationship. In order to discover these complex interaction tools 
for inferring the underlying structure from field data are required.  
Previously in ecology this has meant a detailed fieldwork e.g. in [Memmott et 
al 2000] a quantitative comparison is performed for an alien plant, broom, (Cytisus 
scoparius, a leguminous shrub) in native versus exotic habitats. The broom bushes are 
collected from different sites in four countries and for each bush potential enemies; 
predators and parasitoids are considered to evaluate different hypothesis. The other 
alternative in ecology has been the identification of individual & simple relationships 
between species and their habitats via the classical statistical methods. These include 
linear regression, neural networks [Knight and Beale 2004], geographically weighted 
regression [Osborne et al, 2007] and varying coefficient modeling; an extension of 
classical linear models that uses simple local regression to estimate the coefficient 
functions  [Hastic  and  Tibshirani  1993].  Species  distribution  models  –  SDM  e.g. 
qualitative habitat suitability index, ecological niche models and quantitative resource 
selection function, are also increasingly applied in ecological studies. These are used 
for  the  assessment  of  climate  change  impacts  [Guisan  and  Thuiller  2005]  and  as     6    6 
predictors for conservative planning and management. A SDM model uses a species’ 
observed  distribution  and/or  biological  characteristic  to  predict  its  potential 
distribution. These models are based on the underlying assumption that distribution 
patterns of the modeled species are at some sort of equilibrium with the environment 
which contrasts with empirical findings of many species [Allouche et al. 2008]. The 
model choice in SDM may also be limited by the type of specie location and desired 
inference [Johnson and Gillingham 2005].  In recent  years there has been a lot of 
research to improve the accuracy for predictions with these models. [Randin et al 
2006] and [Johnson and Gillingham 2005]. 
Recently many studies have been performed on gene regulatory networks. Like 
Species  interaction  networks,  biological  regulatory  networks  model  interactions 
between biological entities (mostly genes and protein). Most of this work has utilized 
results from graph theory [Proulx et. al, 2005]. A biological regulatory network is 
usually modeled via labeled directed graph. A vertex represents a variable (which can 
abstract a gene and its protein for instance) and has a boundary which is the maximal 
value  of  its  discrete  concentration  level.  A  directed  edge  (u,v)  is  labeled  with  a 
threshold and a sign + (resp.  ) if u activates (resp. inhibits) v. 
The complexity of regulatory and species networks encountered in the modeling 
process  presents  network  researches  with  numerous  similar  challenges  and 
difficulties. The inherent variability in these datasets, sparsity, high likelihood of data 
inaccuracy,  the  need  to  incorporate  dynamics  (spatial,  temporal,  natural  selection, 
external forces [Proulx SR et. al, 2005]) and network topology in the analysis of these 
networks are just some of the obstacles to be overcome.  
 
2.2 Network Characterization 
 
Various  graph  indices  quantify  local  and  global  system  properties.  These  indices 
characterize the interaction structure of the networks, and particularly, the positional 
importance of graph nodes (representing importance of the components within the 
community).  The  indices  complement  each  other  in  showing  different  types  of 
centrality,  rather  than  giving  competitive  results  and  their  usefulness  in  network 
analysis depends on the question asked. The indices range from very simple ones, 
dependent only on the local characteristic to those that include information on the 
widest web features     7    7 
The index that is most local, widely used and probably least informative about 
network topology is the ‘degree of a node’, ‘i‘. This is the number of adjacent nodes 
(in  species  network,  the  sum  of  prey  and  predator  species  [Wassermann  &  Faust 
1994]).  The basic statistic used to characterize the structure of a large network is its 
‘degree distribution’, P(i). Here P(i),  is the probability that a randomly chosen node 
(specie) will have degree, d. Studies have shown that biological regulatory networks 
have approximately power law degree distribution  [May RM. 2006],[N. Guelzim et 
al.,2002],  [A.  Wagner,  2001].  There  are  many  nodes  with  only  one  or  few 
connections,  but  there  are  also  few  nodes  with  many  more  connections  than  the 
average  degree.  Studies  on  ecological  networks  generally  agree  that  the  degree 
distribution is not Poisson, however they disagree on whether the degree distribution 
are best fit by power law or by some other distribution. [Proulx SR et. al, 2005]. 
Existence of a variety of distributions has been shown including power law, truncated 
power law and exponential [Dunne et al, 2002] [Jordano et al, 2003] [Laird, S, Jensen, 
HJ, 2006]. 
Some  other  interesting  global  indices  provide  information  of  the  whole 
network. Two interesting statistical properties of networks are the network ’diameter’ 
(d) and the ‘clustering coefficient’, (C). These can only be calculated by observing 
larger  fragments  of  network  [M.E.J.  Newman,  2003].  Clustering  coefficient  is  a 
measure of the proportion of focal nodes neighbors who are themselves neighbors this 
gives an intuitive sense of how ‘clumpy’ the network is. Suppose u is a node of degree 
i in an undirected graph G and that there are e edges among the i neighbors of u in G. 
Then the clustering coefficient of u in G is given by: [Watts, D., and Strogatz, S. 
1998] 
) 1 (
2
−
=
i i
e
Cu           (2.1) 
 
The  u C  measures the ratio of the number of edges among the neighbors of u to 
the total possible numbers of such edges i(i 1)/2. The average clustering coefficient is 
defined in the obvious manner. [Mason O, Verwoerd, 2007].  
The  diameter  also  known  as  the  ‘characteristic  path  length‘,  is  the  mean 
shortest  path  between  all  nodes  in  the  network.  It  is  a  global  measure  of  how 
integrated the network is. Network with small diameters relative to the number of 
nodes are said to have small world property and often have a few highly connected     8    8 
nodes  that  make  it  possible  to  traverse  the  network  rapidly.  Several  studies  have 
revealed that the average path lengths and diameters of biological networks are small 
in comparison to network size. Specifically if the network size is n, the average path 
length and diameter are of the same order of magnitude as log(n) or even smaller. 
Similarly the studies on 16 food webs performed by [Dunne, et al., 2002] and general 
findings in ecological networks agree that these networks have shorter path length. 
 
2.3 Gene Regulatory Networks 
 
One  of  the  major  goals  of  molecular  biology  is  to  infer  molecular  pathways  or 
regulatory mechanisms of gene transcription. These pathways consist of interacting 
proteins, which dictate major functions of biological cells. The advent of DNA micro 
array  technology  has  enabled  researchers  to  measure  the  expression  levels  of 
thousands of genes simultaneously. Various machine learning and statistical methods 
to the reverse engineering of genetic regulatory networks from gene expression data 
have been explored, like Clustering [Eisen et al., 1998], Differential Equations [Chen 
et al., 1999], Bayesian Networks [Friedman et al., 2000], Relevance Networks [Butte 
and  Kohane,  2003],  Graphical  Gaussian  Models  [Schafer  and  Strimmer,  2005]
1, 
Sparse Bayesian Regression [Rogers and Girolami, 2005], LASSO [Least absolute 
shrinkage and selection operator] based Linear [Someren et al. 2005] and Logistic 
regression [Genkin et al 2006].  
At  the  most  basic  level  is  the  coarse scale  technique  of  clustering,  which 
provides a computationally cheap classification of useful information out of large 
scale expression data set. Introduced by [Eisen et al, 1998], several approaches of 
clustering have been applied to regulatory networks e.g. in [D'haeseleer et al., 2000] 
and [Bhattacharjee et al., 2001]. The technique basically exploits the co expression 
measurements to reveal genes with similar functions or the ones belonging to the 
same  biological  processes.  The  disadvantage,  however,  is  that  clustering  only 
indicates the co regulation, it does not provide information on the interaction details 
for  example  whether  an  interaction  is  mediated  through  another  gene  or  it  has 
strong/weak or direct/indirect interaction. Above all, it does not provide information 
on whether a gene is a regulator or regulatee. Studies have established that grouping 
                                                 
1 For a  comprehensive analysis of Clustering, SVMs, Neural Nets and Decision Trees refer to the review: (D. K.Slonim, 2000)     9    9 
interacting genes together in monolithic clusters ends up in losing detailed regulatory 
interaction patterns [Husmeier, et al., 2005]
 
  The other extreme is the system of differential equations which is the most 
refined  level  of  detailed  mathematical  description  of  biological  processors.  These 
systems of differential equations describe e.g., the processes of transcription factor 
binding, diffusion, and RNA degradation [Chen et al., 1999]. Although this low level 
representation  is  critical  to  complete  understanding  of  regulatory  network,  they 
require detailed specification of both relationship between interacting entities as well 
as the parameters of the biochemical reaction, such as reaction rates and diffusion 
constants. Recent studies [Zak et al, 2002], [Tamada et al, 2003] have shown that 
system  of  differential  equations  describing  regulatory  network  are  not  identifiable 
when only gene expression data is observed, and that rich data, including detailed 
information on protein interactions is needed to ensure identification of the underlying 
regulatory network. Obviously this restricts the applicability of the technique as this 
level of detail is not always available. 
A compromise between these two extremes is the approaches of Bayesian Networks: 
(BN),  Sparse  Bayesian  Regression:  (SBR),  Graphical  Gaussian  models  (GGMs), 
Lasso based linear (LR) and logistic regression (LogReg). We investigate and extend 
these methods wherever necessary to make them compatible with the requirements of 
ecological data. 
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Chapter 3 
 
Methods and Techniques 
Besides  the  simulated  data,  the  project  uses  European  breeding  bird  atlas  data  of 
presence/absence status. This contains 492 species at 3,398 spatial locations within 
Europe. Additional data is simulated from published models of ecological networks, 
allowing  us  to  compare  different  approaches  to  reconstructing  the  interaction 
networks. We divide our project into two phases: The first phase in which we infer the 
global  spatial temporal  network  and  the  second  phase  where  we  model  spatial 
autocorrelation and external covariates.  
For the first phase we reconstruct a single global network. Here we face the 
challenge to include evolutionary and spatial dynamics in a single framework. The 
traditional analysis techniques focusing on local features cannot be used for the global 
analysis and also they do not allow us to incorporate the global impacts of external 
covariates on the overall network. To this end we have applied five widely used and 
successful  techniques  inspired  from  the  similar  situation  in  biological  regulatory 
networks, these are: 
 
•  Conditional Independence Graphs – CIGs 
•  Bayesian Regression   BR and 
•  Bayesian Networks – BN 
•  Linear Regression 
•  Logistic Regression 
     11    11 
For the 2nd phase in order to account for the spatial autocorrelation we have 
developed  a  auto  logistic  regression  model  based  on  1st  and  2nd  order  spatial 
neighbors 
Below we describe each of these methods: 
3.1 Conditional Independence Graphs 
 
Conditional  Independence  Graphs     CIGs  are  also  known  as  Graphical  Gaussian 
Models  –  GGMs,  these  are  undirected  graphical  models.  Under  this  approach  the 
observed  data  matrix  X  with  N  rows  (measurements)  and  G  columns  (species)  is 
considered to be drawn from a multivariate normal distribution NG( , C) with mean 
vector   and positive definite covariance matrix C = (σij), where 1 < i, j < G. The 
inference of GGMs is based on stable estimation of the covariance matrix of this 
distribution. The element Cik of the covariance matrix is related to the correlation 
between nodes Xi and Xk. A high correlation coefficient may be indicative of a direct 
interaction:  Fig  3.1(a),  indirect  interaction:  Fig  3.1(b)  or  a  joint  regulation  by  a 
common regulator: Fig 3.1(c).   
 
 
Figure 3.1 Elementary Interaction Patterns. Left: Direct Interaction, Center Left: Common regulator 
Center Right: Indirect regulation, Right Co regulation: Taken from [Werhli et al., 2006] 
 
As only the direct interactions are of interest, these can be characterized via 
the partial correlation  ij π  which is conditioned on all other nodes in the network. This 
partial correlation  ij π  is computed by inversing the empirical covariance matrix of the 
data [Edwards, 2000]. Estimate of partial correlation coefficients: 








⋅
− =
jj ii
ij
ω ω
ω
π ij                     (3.1) 
and 
    ( ) ij P ω = =  
−1           (3.2)     12    12 
In GGMs the usual procedure to construct the networks is as follows: From 
the data, the estimate of the correlation matrix P is obtained usually via the unbiased 
the empirical covariance matrix using Equation. (3.3).  
) ( ) (
1
1
) ˆ ( ˆ X X X X
N
C
T
ij − ⋅ −
−
= = σ       (3.3) 
It  is  then  inverted  and  the  partial  correlation  coefficients  ij π  are  computed 
from Equations (3.1) and (3.2). The distribution of the absolute coefficient | ij π | is 
analyzed  and  the  edges  corresponding  to  significantly  smaller  values  of  | ij π |  are 
removed. The crucial step in this process is the stable estimation of the covariance 
matrix.  
The inversion of the covariance matrix mentioned in Eq. (3.1), requires the 
covariance matrix to be positive definite, which is not always true and therefore the 
direct computation of partial correlation cannot be employed. For  gene regulatory 
networks  the  small  sample  size  N  of  the  micro  array  data  (the  no.  of  genes,  G) 
prevents the corresponding covariance matrix from being positive definite. [Hastie 
and  Tibshirani,  2004].  The  large  number  of  species  missing  in  different  locations   
also leads to a non invertible covariance matrix.  
The solution is presented by [Schafer, J and Strimmer, K. 2005b] where the 
author uses a shrinkage based estimator i.e. the usual maximum likelihood estimate of 
the covariance matrix is replaced by a mixture of usual maximum likelihood estimate 
and a constraint estimator:   
T ML C C C ˆ ˆ ). 1 ( ˆ ⋅ + − = λ λ         (3.4) 
This constraint estimator assumes that the co variances are zero while the variances 
are different e.g.: 
 





 



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=
nn
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σ
σ
σ
0 0
0
0
0 0
ˆ 22
11
L
O M
M
L
             (3.5) 
An important and useful property of this constraint or target estimator is that 
when combined with the unconstrained estimator, according to Equation (3.4), the 
resultant  shrunk  covariance  matrix  is  positive  definite.  The  optimal  shrinkage 
intensity λ is estimated in a data driven fashion by minimizing the mean square error     13    13 
which stabilizes the estimation by providing invertible matrix. Throughout our project 
we use this refined method, which outperforms the previous regularization methods 
based on bagging [Schafer, J and Strimmer, K. 2005a] to estimate the covariance 
matrix  
With  GGMs  we  only  get  problems  in  the  co  regulation  case:  Fig  3.1(d), 
because normally A & B are independent but when conditional on C, A and B become 
dependent.  GGMs  can  extract  undirected  edges  while  in  species  interaction  (e.g. 
Predator – prey relationship) we have directed edges. Below we will see some other 
methods which enable us to retrieve directed edges. 
3.2 Sparse Bayesian Regression 
 
Here we investigate the performance of a Sparse Bayesian approach recently 
proposed in [Rogers & Girolami, 2005] where the data is generated by power law 
distribution. In this approach the data is decomposed into a set of smaller networks, 
each  corresponding to one particular prey (specie) and the corresponding possible 
predators. In this way the network score can be factorized over different species and 
their  prospective  parents.  In  the  original  paper  these  parents  are  identified  by 
knocking out all the genes except the gene of interest and measuring their effects. A 
sparse  Bayesian  linear  regression  algorithm  is  used  to  predict  the  presence  of  the 
gene/specie of interest from the presence of other species. The algorithm basically 
identifies  the  influence  (weights)  of  each  node  on  the  node  of  interest  by 
approximating  the  distribution  of  these  weights  using  a  fast  marginal  likelihood 
maximization  algorithm  of  [Tipping  and  Faul,  2003].  Therefore  in  an  M  specie 
network, the algorithm is used M times – each time identifying a set of parents for a 
particular  specie.  Though  the  interventional  data  are  more  informative  than 
observational  data,  specifically  with  respect  to  breaking  the  symmetries  of 
equivalence classes in Bayesian networks and establishing the direction of causality, 
however, while it is possible to knock out genes in a molecular biological experiment, 
we  cannot  really  knock  out  species  in  an  ecosystem.  This  would  correspond  to 
creating an artificial environment that is equivalent to the original environment, but 
with one species missing   a task that is hardly viable in practice. Consequently, we 
are restricted to using observational data.     14    14 
Here  we  present  the  marginal  likelihood  maximization  algorithm  briefly. 
Given the data set { }
N
n n n s x 1 , =  we express the target vector s as the sum of estimated 
vectors y = (y(x1) …. y(xN))
T. The observed presence of specie si  is assumed to be a 
weighted combination of the presence status of other species: 
 
ζ + = y si                          (3.6) 
ζ + ⋅ = i w S              
where,  wi  denotes  the  weights  or  connections  into  the  specie  node  i,  and ζ is  an 
isotropic noise term with variance σ
2. A bias term is introduced by added a row of 
ones to the design matrix S and the corresponding weight component. The Sparse 
Bayesian  algorithm  infers  the  distribution  of  these  weights,  and  hence  the  most 
probably values given the data. The M such weight vectors are assembled together for 
each specie to make up an M x M connectivity matrix.    
  The inference procedure uses independent hierarchical prior distribution on 
the  weights,  so  the  prior  on  the  complete  weight  can  be  factorized  over  its 
components. Each weight component has a unique Gaussian prior with mean zero and 
precision m α , specifically: 
∏
=
− =
M
j
j j N w p
1
1 , 0 α ω α         (3.7) 
Thus the error model implies a multivariate Gaussian likelihood for the target specie i 
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These M independent hyper parameters  ( ) m α α α K 1 =  are of key importance as each 
hyper parameter controls the strength of the prior over its associated weight. This 
form of the prior consequently leads to a sparse model [Tipping, 2001]. Givenα and σ 
the posterior parameter distribution conditioned on the data can be expressed using 
the Bayes rule’: 
∫ ⋅
⋅
=
dw w p w s p
w p w s p
s w p
α σ
α σ
σ α
2
2
,
,
, ,       (3.9) 
which is Gaussian  ( ) Σ ,   N , with     15    15 
( ) ( )
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        (3.10) 
Since the extension of the model using full Bayesian inference over hyper parameter 
is  analytically  intractable,  a  maximum  likelihood  solution  is  used  to  find  point 
estimates for  MP α . This is achieved by local maximization of the marginal likelihood 
with respect to the hyper parameter or its logarithm:  
( ) , , log , log
2 2 dw w p w s p s p L α σ σ α α ⋅ = = ∫
+∞
∞ −
  (3.11) 
[ ] s C s C N
T 1 log ) 2 log(
2
1 − + + − = π          
where, 
T S diag S I C ) ) ( (
1 2 − + = α σ         (3.12) 
A  point  estimate  of  the  parameter  MP    is  then  obtained  using  Equation  3.10 
with MP α α =  that gives us a posterior mean approximator:  MP S y   = . An important 
point  to  observe  is  that  the  optimal  value  for  many  hyper  parameters  are  infinite 
[Tipping, 2001], therefore Equation (3.10) results in very few non zero elements for 
the parameter MP   . This consequently leads to the posterior being infinitely peaked at 
zero for many weights.  
This approach is suitable for our sparse data as the algorithm tends towards 
solutions with fewer connections and also the search is directly implemented in the 
algorithm which makes it scalable.  
3.3 Bayesian Networks 
 
A Bayesian network consists of a set of nodes connected by directed edges. The 
nodes represent random variables, while the edges represent conditional dependency 
relationships  between  these  nodes.  Bayesian  networks  define  a  joint  probability 
distribution  of  all  nodes  into  a  product  of  simpler  conditional  dependencies.  Let 
X=(X1, X2 ........ Xn) be a set of random variables represented by nodes  { } n i L 1 ∈  in 
the graph, then we define pa[i] to be the parent of node i, and Xpa[i] represent the set of 
random variables associated with pa[i]. The structure of Bayesian networks is defined 
to be a directed acyclic graph   DAG, so that there no node can be its own descendent,     16    16 
consequently there are no loops or cycles of directed edges in the DAGs. Due to the 
acyclicity the joint distribution can be factorized as follows:   
( ) [ ] i Pa
n
i
n X Xi P X X X P
1
2 1,
=
∏ = K       (3.13) 
In applying this method to the inference of specie interaction networks, we 
associate  nodes  with  species  and  their  presence/absence  –  p/a  status,  while  edges 
indicate interactions between species. Bayesian networks are well suited for this task 
because both species and gene regulatory networks are assumed to be sparse; i.e. only 
a few species influence the presence/absence – p/a status of another specie, however it 
is a hard optimization problem. The Bayesian problem can be formulated as follows: 
Find a network B = (G,q) that maximizes a certain score, where G is the graph and q 
is a marginalization parameter. A commonly used scoring function is the posterior 
probability of the graph given the data: 
 
C G P G D P D G P D G S + + = = ) ( log ) | ( log ) | ( log ) : (       (3.14) 
 
When adopting a score based approach our objective is to sample network structures 
from the posterior distribution. 
 
) ( ) | ( ) | ( G P G D P D G P ∝         (3.15) 
 
where  D  is  the  data  and  P(G)  is  the  prior  distribution  over  the  network.  The 
computation  of  marginal  likelihood  P(D|G)  requires  marginalization  over  the 
parameters  q  which  averages  the  probability  of  data  over  all  possible  parameter 
assignments to G: 
 
∫ = dq G q P G q D P G D P ) | ( ) , | ( ) | (              (3.16) 
 
Here  ) , | ( G q D P  is simply the probability of the data given a specific network and 
) | ( G q P  is prior distribution of the parameters. The particular choice of prior P(G) 
and  ) | ( G q P  for  each  G  determines  the  exact  Bayesian  score.  The  integral  of 
Equation 3.16 is analytically tractable when the data is complete and these priors 
satisfy  certain regulatory  conditions discussed in [Heckerman et al., 1995]. Given     17    17 
sufficiently  large  samples,  the  learning  procedure  can  pinpoint  the  exact  network 
structure up to the correct equivalence class as the graph structures that captures all 
dependencies in the distribution, will receive high scores than others.  
  For the graph prior P(G) mentioned in Equation 3.15, the simplest choice is to 
use a uniform prior over structure. This is defined as: 
 
( )
G
1
= G P           (3.17) 
 
where Gis the number of possible models. A commonly used graph prior and the 
once we use in our application is uniform over parent cardinalities: 
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Here Z is the normalization constant and  n π  is the cardinality of the parent set n π . 
An important property of these priors is that they satisfy the structure modularity and 
so we can express the prior in a product form where each term corresponds to one 
family in G. 
  When the regularity conditions mentioned discussed in are satisfied, the closed 
form  solution  for  the  likelihood  is  analytically  tractable.  For  further  details  see 
[Heckerman  et  al.,  1995]  and  [Geiger  and  Heckerman  1994].  The  posterior 
probability P(G|D) can then be expressed in a modular fashion: 
 
[ ] ) | , ( ) | ( D X X score D G P
i
i Pa i ∏ =       (3.19) 
Here the local score depend upon the parent set [ ] i Pa X  implied through the network G. 
The two major stochastic models used are the multinomial distribution with Dirichlet 
prior [Cooper and Herskovits 1992] and the linear Gaussian distribution with normal 
Wishart prior [Geiger and Heckerman 1994]. The resulting scores P(D|G) are usually 
referred to as the BDe for discretized data – multinomial distribution and BGe for 
continuous data – linear Gaussian distribution. Since we have discretized data in our 
project we use the BDe score which is also able to model the non linear relationships.     18    18 
  Once  the  priors  are  specified  we  need  to  search  for  the  model  which best 
explains the data. In other works we find the graph that maximized the score. One 
possible  approach  is  to  maximize  the  posterior P(G|D)  by  computing  all  possible 
structures. However the no. of such graphs is super exponential in no. of variables and 
this becomes an NP Hard problem as seen in Table 3.1 
 
No. of nodes  4  6  8  10 
No. of topologies  543  3.7 x 10
6  7.8 x 10
11  4.2 x 10
18 
Table 3.1 Exponential DAGs to be sampled from P(G|D) search space. Taken from [Murphy 2001] 
 
Therefore, [Friedham et al., 2000] resorted to a heuristic search method similar to 
bootstrapping or greedy hill climbing, where they change one edge per iteration, such 
that  the  resultant  graph  maximizes  the  score.  They  combine  this  with  sparse 
candidate algorithm to reduce the search space even further. The algorithm identifies 
a relatively small number of candidate parents for each gene based on correlation. The 
search algorithm is restricted to networks in which the parents of a node are chosen 
from the set of candidate parents of this node. As a result it gives smaller search space 
and consequently a considerable reduction in computational cost.  
In our project we use the more efficient Structure   MCMC based sampling 
scheme which is better than the simple heuristic based hill climbing. Two different 
MCMC methods have been used for sampling network models G from the posterior 
distribution P(G|D). Here we briefly present the main idea behind these schemes.  
The structure MCMC first proposed by [Madigan and York 1995] generates 
the DAGs from the posterior distribution using the Metropolis Hastings sampler in the 
space  of  the  DAG.  Given  a  network  structure  a  new  graph  is  proposed  using  the 
proposal probability Q(Gnew|Gold). This is uniform over the neighborhood of Gold, that 
is the collection of all DAGs that can be reached by adding, deleting or inverting an 
edge  of  the  current  graph  Gold.  Under  a  fairly  weak  condition  of  Markov  chain 
aperiodicity and irreducibility (Metropollis et al., 1953) & (Hastings W.K, 1970) the 
MCMC scheme is theoretically guaranteed to converge to posterior distribution. The 
DAG neighborhood is reduced by imposing a limit on the cardinality of the parent set, 
this  limit  is  usually  referred  as  fan in  restriction.  The  practical  advantage  of  this 
restriction is the reduction in the computational complexity, consequently improving 
convergence.     19    19 
An alternative sampling scheme based on Order MCMC has been proposed by 
[Friedman  and  Koller  2003]. A  given  order  specifies  that  only  the  nodes  that  are 
parents of Xj are the ones that precede Xj according to the given order p. With this 
approach instead of sampling network structures given the data, the focus is tuned to 
sampling  node  orders  T p K p1 from  the  posterior  distribution  D P p  over  node 
orders p. Since the nodes can only have families consistent with a given order the 
possibility  of  directed  cyclic  networks  is  eliminated.    We  can  choose  a  graph  G 
consistent with an order p by choosing independently a parent set or family for each 
node. Therefore, summing over all possible graphs is equivalent to summing over all 
possible valid families. Now in the MCMC approach a new order is proposed and 
accepted  according  to  the  Metropolis  Hasting  scheme.    A  disadvantage  of  this 
approach is the intrinsic inability to specify the prior probability on network structures 
explicitly. If the prior over the orders  p G P   is chosen to be uniform then the prior 
over  the  structures  P(G)  will  not  be  uniform.  Several  authors  have  proposed 
corrections to the order MCMC [Eaton and Murphy 2007]. Recently [Grzegorczyk, 
Husmeier, 2008] has proposed an improved Structure MCMC based scheme which 
uses  more  extensive  edge  reversal  in  the  original  structure  space.  The  new  move 
resamples the parent set of the two nodes involved in such a way that the selected 
edge is reversed subject to the acyclicity constraint. The authors also show significant 
improvement over the classical structure MCMC scheme, and convergence properties 
similar to those of order MCMC sampler of [Friedman and Koller, 2003]. 
3.4 Linear Regression 
 
Here  we  have  used  a  modification  of  the  Linear  regression  algorithm  of 
[Someren et al. 2006]. In the original algorithm the authors have inferred a genetic 
network by learning a statistical model to predict the future genes expression values 
based upon their activation in the past. The simplest approach is to use a linear model 
where the value of a node (gene or specie) to be predicted is a weighted sum of all the 
other nodes (Species or Genes), in the gene expression we take the past measurements 
of the other genes, while in our case of species interaction we have taken the presence 
absence information at the same spatial location.  
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    ζ + =
q q x W y . ˆ            
 
where  Q q , , 2 , 1 K ∈ represent the total number of data samples Q, measurements or 
grid locations available, and ζ  models the error. The regression is repeated for each 
of theses samples.  y
q is the presence absence of the specie to be predicted at spatial 
location q, while x
q is a p/a status of all other species at the same grid locations q. If 
we represent a specie with the index i where,  N i ≤ ≤ 1 and N is the total number of 
species,  then  we  have  the  regression { } ) ( ), ( i x i y
q q ,  where  ) (i y
q  is  the 
presence/absence  status  of  species  i  in  grid  cell  q,  ) (i x
q  is  an  (N 1) dimensional 
vector  of  all  species  in  grid  cell  q  excluding  species  i.  The  different  grid  cells, 
Q q ≤ ≤ 1 , are assumed to be independent. The main challenge in this approach is to 
obtain an estimate of the complete set of model parameters, W. The simplest way is to 
minimize the squared error or mismatch between the predictor & the target averaged 
over all grid cells Q i.e. 
2
1
ˆ min arg ˆ q q
Q
q W y y W − ∑ =
=
        (3.20) 
Here the standard linear algebra techniques are not sufficient, because usually 
the  number  of  samples  is  far  less  than  the  number  of  selected  species  or  the 
information  content  in  the  data  samples  is  too  low,  which  results  in  an  under 
determined  problem.  Restricting  the  number  of  parents  follows  the  ecological 
intuition that not all species influence all others, even if this assumption is violated it 
makes sense to apply Occam's razor and infer only the most influential and prominent 
species. Therefore the author has resorted to a combination of data fit, robustness and 
limited connectivity by augmenting the standard squared error with a penalty term 
that sums the absolute values of the weights. 
∑∑
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1
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      (3.21) 
The penalizing term λ  provides a trade off between data fit versus robustness and 
limited  connectivity.  Note  that  robustness  implies  that  small  changes  in  the  input 
result in small changes in the output. A solution to this equation is, generally, found     21    21 
using only a few iterations of the EM algorithm. In statistical learning, this method is 
called Least Absolute Shrinkage and Selection Operator (LASSO) [Tibshirani, 1994] 
because  it  tends  to  shrink  the  weights  (robustness)  such  that  only  a  few  weights 
remain non zero (limited connectivity). 
The  inference  here  is  regularized  via  the  penalty  or  trade off  term  which 
ensures scarcity. Without regularization the problem of distinguishing between direct 
and indirect connections creates a problem. With ridge regression, i.e. A regularization 
term based on the L2 norm (equivalent to a Gaussian prior in a Bayesian context), that 
will  also  be  a  problem,  unless  we  use  some  forward/backward  variable  selection 
scheme. The L2 norm without variable selection does not penalize the extra edge 
strongly.  
In a Bayesian context we can base the inference on the marginal likelihood by 
integrating the parameters out. Since the indirect interactions will be penalized via the 
inherent penalization of the integration; the inclusion for an extra edge decreases the 
marginal likelihood, consequently this could successfully distinguish between direct 
and  indirect  interactions.  Unfortunately  the  discrete  search  required  for  learning 
Bayesian networks will increases the computational complexity. 
The  Lasso  regularization  seems  attractive  because,  as  consequence  of  the 
penalizing  term  based  on  the  L1  norm,  equivalent  to  a  Laplacian  prior,  many 
parameters will be set to exactly to zero. This effectively prunes the spurious edges 
and results in the correct model. The approach automatically does a model selection 
without having to resort to a discrete search procedure therefore we use the Laplace 
prior in our program. 
A  possible  way  to  predict  the  penalizing  or  trade off  term  is  to  use  cross 
validation on the data and determine the best fit on a specified range  of possible 
values.  In  the  original  algorithm  the  author  uses  a  leave  one  out  cross  validation 
scheme which is very time consuming especially for our large dataset (492 variables 
with 3938 samples). Therefore we have resorted to two quicker ways of estimating the 
penalizing term. In the first method we use 10% cross validation. Here we partition 
the sample data into 10 subsets and perform the regression on the single subset, we 
retain the other 9 subsets for subsequent use in validating and confirming the lambda 
value. As a result the overall algorithm become very fast and the resulting value for 
the penalizing term on simulated data are very close to the one we get from leave one 
out cross validation.     22    22 
We  have  also  developed  an  on  line  –  automatic  scheme  to  deal  with  the 
penalizing  term  by  integrating  out  the  hyper  parameter  based  on  the  evidence 
approach [C.M. Bishop 1996]. Below we describe this approach as described in [P. M 
Williams 1999]. 
From  a  Bayesian  perspective  the  regularization  corresponds  to  a  prior 
probability distribution over the free parameters w of the model. Using the notation of 
[Mackay 1992] the cost function can be expressed as: 
 
) ( ) ( ) ( w E w E w M w D α β + =         (3.22) 
 
where  ED  measures  the  data  misfit  and  Ew  is  the  penalty  term. α  and  β  are  the 
regularizing term that determine the trade off between the two quantities. If we take 
the negative logarithm Equation 3.22 corresponds to the probabilistic interpretation: 
 
( ) ) ( ) | ( | w P w D P D w P ∝         (3.33) 
 
It follows that the process of minimizing the cost function is effectively equivalent to 
finding maximum of the posterior density P(w|D): 
 
const D w P w M + − = ) | ( log ) (            (3.34) 
 
The Laplace prior that we use assumes that weights have exponential distribution. If 
{wj | j = 1, . . . . , W} are the components of the weight vector, then: 
 
j
W
j
w Ew
1 =
∑ =           (3.35) 
 
Where the signed weight has a two sided exponential or Laplace density 
j w e
α α
−
2
1  
where 1 / α  is the mean absolute value. 
  Now in order to determine the regularization parameter, from Equation 3.33 
we can express the the likelihood P(D|W) and prior density P(w) as follows: 
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D D E Z W D P β − =
− exp ) | (
1   and  w W E Z w P α − =
− exp ) (
1    (3.36) 
 
where ZD = ZD (β) and ZW = ZW (α) are the normalization constants. If we choose 
improper priors of the form P(log α) = 1 and P(log β) =1 then: 
 
α
α
1
) ( = P   and 
β
β
1
) ( = P               (3.37) 
 
This choice allows us to integrate the parameter out. Consider the integral over α: 
 
∫ = α α α d P w P w P ) ( ) | ( ) (         (3.38) 
 
Using the integral and Equations 3.35 and 3.36, it is straightforward to show that 
[C.M. Bishop 1996] 
 
w E W w P log ) ( log = −         (3.39) 
w E Q w D P log
2
1
) | ( log = −             (3.40) 
 
Using  Equation  3.33  the  negative  log  of  the  posterior,  corresponding  to  an  error 
function, then takes the form: 
 
const E W E N D w P w w + + = − log log
2
1
) | ( log     (3.41) 
 
where we have substituted Equation 3.39 and 3.40. This gives us the new objective 
function that is to be minimized. The gradient of Equation 3.41 can be written as: 
 
w eff D eff E E D w P ∇ + ∇ = ∇ − α β ) | ( log         (3.42) 
 
where we have defined 
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is the sample mean of the size of the weigths. 
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β                (3.44) 
is  the  sample  variance  of  the  noise.  Thus  we  minimize  the  objective  function  of 
Equation 3.22 by minimizing error function of Equation 3.41 where the values of the 
parameters are continuously updated.  
The evidence approach reduces the computational complexity to a fairly large 
extent and enables us to apply the technique on our full dataset. In Section 4 we 
present simulation studies that compare the accuracy of the method with the cross 
validation approach. 
3.5 Logistic Regression 
 
Logistic rather than linear regression is better suited for our problem, because 
our response variable is binary: presence absence of a species which is represented by 
1 or a 0.  This technique is quite similar to the one mentioned before, therefore we 
briefly present the main idea below: 
A general binary regression model can be expressed as: 
 
∑ = = =
j
ij j i
T
i x x x y P ) ( ) ( ) , | 1 ( β ψ β ψ β       (3.45) 
 
where y is a class label, 1 or  1 representing species' presence; x is the predictor vector 
consisting  of  presence absence  information  of  all  other  species.  This  vector  is 
extended by 1 to take care of the intercept. ψ is the link function. Effectively this 
means that we are predicting the p/a of a specie y from xi which is a vector consisting 
of the p/a status of all other species in the same grid cell i.  d j ≤ ≤ 1 are the different 
species for which the interaction strength is predicted via estimating the parameter 
β j.  Unlike linear regression the link function is a logistic link function which varies 
from 1 to  1 as the exponential terms vary from – infinity to + infinity: 
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We use the basic underlying technique of [A. Genkin, et al, 2006] which finds the 
maximum a posteriori (MAP) estimate of the parameter vector β under the Laplace 
prior distribution instead of the Gaussian distribution for the same reason mentioned 
in the previous section. The Laplace prior distribution is given by: 
 
|) | exp(
2
) | ( j j
j
j p β λ
λ
λ β − =        (3.47) 
 
where βj is a component of the vector parameters. In our analysis we take beta as an 
approximation for the interaction strength among the species. The program assumes 
that the prior components are independent and so the overall prior on the parameter 
vectors is the product of the priors on its individual components. The Laplace prior 
favors a sparse solution: the MAP estimate of the parameter vector beta tends to have 
many more components equal to zero. The program actually uses an exponential prior 
with variance v. 
 
v
1
= λ           (3.48) 
 
To find the MAP parameter estimate, the program uses a variant of the coordinate 
descent algorithm of [Zhang and Oles, 2001]. The hyper parameter is automatically 
determined via cross validation on set determined variances. This is based on the 
heuristic that in majority of cases test set log likelihood of the model as a function of 
prior variance is unimodal. Search stars with a norm based default and then makes 
step  towards  smaller  prior  variance.  It  continues  in  direction  of  increasing  log 
likelihood and stops when the approximation is not significantly larger than already 
achieved.  Below  we  describe  an  extension  of  this  method  to  incorporate  spatial 
autocorrelation. 
     26    26 
3.6 Spatial autocorrelation 
 
The  techniques  mentioned  above  enable  us  to  identify  species  with  similar 
spatial  patterns,  but  these  spatial  associations  outweigh  meaningful  biological 
interactions,  and  therefore  we  need  to  include  information  about  spatial 
autocorrelation.   
To include this information, we have adopted a Markov random field (MRF) 
like approach where we try to predict the presence/absence   p/a status of a species by 
the p/a states of its immediate spatial neighborhood, this approach is analogous to 
auto logistic methods that can perform very well on these data [He Zhou Zhu 2003]. 
 
We have extended the sparse logistic regression using the Lasso where in the 
approach of Section 3.5 we predict the p/a status of a species from the p/a values of all 
the other species.  Here in addition to the p/a values of the other species, we include 
information  about  the  p/a  values  of  the  same  species  in  the  spatial  Markov 
neighborhood. So, if the p/a status of a species can be explained from the Markov 
neighborhood, then there is no need to include information about other species, and 
the Lasso penalty term can be expected to prune interactions in the species interaction 
network accordingly. This leads to a sparser network that takes spatial effects, at least 
up to Markovian order, into account. The new regression model becomes: 
 
 
Figure 3.2: Structure of the 1st and 2nd order, the vertical gama1 and horizantal gama 2 are first 
order neighbors, while the 2nd order are the diagonal directions: Taken from: [He Zhou Zhu 2003]     27    27 
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where,  im y  indicates the p/a status of the same specie y in the neighboring m cells. 
The estimation of  m β  is done in using the heuristic based cross validation scheme 
discussed in Section 3.5. In an ideal situation we would specify m as the eight 2
nd 
order  neighbors  (Figure  3.2),  so  that  we  ensure  a  proper  inclusion  of  spatial 
information, however we discuss in Chapter 5, the various different issues that arise 
when we consider a practical scenario and there possible solutions that we have used.  
In the rest of the thesis we refer to the model (Equation 3.49) as ALR 4 when we 
consider only the 1
st order neighbor (Figure 3.2) 
Another approach which can be used to model the spatial autocorrelation is to 
compress  the  neighbors’  information  in  Equation  3.49  and  introduce  an  enforced 
parent node  i y  for each node. This node will represent the p/a status of the Markov 
neighborhood.  
 
∑ ′ + = = =
j
i ij j i
T
i y x x x y P ) ( ) ( ) , , | 1 ( β β ψ β ψ β     (3.50) 
 
We call this the ALR 1 model, here, β′ is the overall effect of neighboring cells. The 
enforced node can be expressed as: 
 
∑ − =
m
im im i y w y θ         (3.51) 
 
where  im w  is  the  influence  of  a  particular  neighboring  location  m,  and θ  is  the 
threshold specifying the positive influence ( i y  = +1) when there is sufficient presence 
of the specie in the neighboring locations m.  While, in principle, one could infer the 
parameters { } θ , im w  from the data with some MCMC scheme, in our project that was a 
bit  too  ambitious  due  to  time  constraints  and  we  have  therefore  set  these  values 
heuristically in advance.  
In case of a perfect spatial grid all the 1
st order neighbors of a location i are 
equidistant  and  a  reasonable  choice  for  im w  can  be  0.25  (four  1
st  order  neighbors     28    28 
having equal influence imply m=4 and im w  = 1/4). When we consider the 2
nd order 
neighbors the situation becomes a little different as now the locations on the diagonal 
γ
3 and γ
4 are farther from the first order neighbors γ
1 and γ
2 (Figure 3.2). Also in a real 
scenario we may not have a perfect spatial grid, which is the case with our dataset 
where the whole of Europe is not divided perfectly into the 3938 locations. In Euro 
Atlas dataset that we have used, the p/a status of species was not measures in some of 
the  remote  islands  and  grid locations  corresponding  to  oceans  or  where  physical 
accessibility  was  not  possible.  Therefore  the  neighbors  are  not  equidistant.  A 
reasonable estimate of the weight age term wim and the one we use in our project can 
be expressed as: 
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where dim is the geographical distance between locations i and m. Consequently closer 
neighbors receive more weight age.   
For the four 1
st order neighbors we set the parameter θ  to 0.5 so that if the 
effective presence in the neighboring locations (Equation 3.51);  ( ) im imy w Σ is greater 
than 50%, then there is no need to include information about other species and the 
Lasso penalty effectively prunes the edges with other species. 
3.7 Modeling External Covariates 
 
We further extend the spatial models of Section 3.7 by including information 
about external covariates. Here we have analyzed the affect of two factors: minimum 
temperature of coldest month – a measure of winter cold and biologically availability 
water; that takes into account rainfall, evaporation, transpiration and soil type. These 
nodes are again enforced to be the parents of the whole network and their respective 
edge strengths with the species depict the influence of corresponding values. As these 
are  real  valued  variables,  we  discretized  these  into  two  levels  by  maximizing  the 
mutual  information.  In  the  pre processing  step  we  perform  a  standard  quantile 
discretization  into  20  levels  and  then  use  the  information  bottleneck  algorithm, 
proposed by [Hartemink 2001] to get the binary variable.     29    29 
We incorporate these root nodes into the modeling process by enforcing them as 
parent nodes. If we denoted min. temperature of coldest month in location i with ti,and 
biologically available water with wi, then the regression function of Equation 3.50 
becomes:  
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where
T β  and 
W β  represent the influence of temperature and water on the p/a status 
of the specie y respectively. Using this model we can identify species whose presence 
absence is strongly governed by the external co variates. It is important to realize that 
by discretizing the covariates we  are loosing information and therefore the model 
cannot quantify the relationship to many different external conditions that exist in the 
actual environment (e.g. the various different temperatures instead of only two values; 
low and high temperature). However the results on real dataset – Chapter 5 show that 
the model is useful in identifying the general characteristics at broader level 
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Chapter 4 
 
Simulation Studies 
 
In this chapter we describe the simulation studies used to evaluate and compare 
the reconstruction methods: CIG/GGM (Section 3.1), SBR (3.2), BN (3.3), LR (3.4) 
and  Logreg  (3.5).  We  also  compare  the  different  scheme  used  to  estimate  the 
penalizing terms for  LR as described in Section 3.4. Finally  we compare the two 
different spatial autocorrelation models (ALR 1 and ALR 2) of Section (3.6) with the 
basic logistic regression model, Logreg (3.5) which does not takes into account any 
geographical  information.  For  the  purpose  of  comparison  we  use  spearman  rank 
correlation coefficient – SR, area under the ROC curve – AUC and true positive rate 
when the false positive rate is at 5%;  TPFP 5. These three evaluation metrics are 
explained in Section 4.2 
4.1 Simulation Model 
 
In order to verify, access the reconstruction methods and observe the affect of 
spatial  autocorrelation  we  have  simulated  the  data  using  a  Niche  model  from 
[Williams  &  Martinez,  2000].  This  gives  us  a  gold standard;  an  actual  specie 
interaction network. We sample data points from this true network which is further 
used to evaluate the methods of Section 3. The reconstructed networks from these 
methods are compared with the true network to assess and compare the accuracy of 
these techniques.      31    31 
We  took  the  connectivity  matrix  from  another  student,  Frank  Dondelinger, 
Edinburgh University, who has performed a detailed study on the simulation scheme 
as part of his master degree thesis. 
To sample the data we have used an MRF based approach that is similar to the 
auto logistic regression model of [He Zhou Zhu 2003]. For every specie s in each 
location l we need to sample its presence or absence  l s y ,  from the p/a status of all 
other species S 1 (where S is the total number of species) in the same spatial location. 
Formally; 
 
)) ( exp( 1
)) ( exp(
)   es other valu   all | 1 ( ) (
,
,
, , θ
θ
θ
l s
l s
l s l s f
f
y P P
+
= = =         (4.1) 
where, 
∑
≠
≤ ≤
+ =
s j
S j
j s l j o l s x f
1
, , , ) ( β β θ                  (4.2) 
and 
 
( ) S s s s s s s s s s o , 2 , 1 , 1 , 2 , 1 , , , , , , , β β β β β β β θ L L + + − =                        (4.3) 
   
here xj,l is the p/a of the other specie j in the same location l. βs,j is the interaction 
strength between specie s and j. This is obtained from the true network and governs 
the influence of other species on the specie s.  
To simulate data from this model, we used a Gibbs sampling procedure; for 
each specie in every location we initialize the samples with 20 to 50% probability of 
presence. If we consider a 1000 different locations and 30 interacting species, than we 
have to visit points randomly in a 30 by 1000 matrix and flip the p/a of the specie 
with the probability given by Equation 4.1. Hence, to reach equilibrium, we run our 
Gibbs  sampler  for  a  longer  time.  After  100  Million  iterations  we  stop  the  Gibbs 
sampler and take the presence/absence values like a snapshot in time. This mimics a 
survey carried out at a specific time, like for our real bird atlas data. We have carried 
out this procedure a few times with different parameter settings of the beta's and with 
a few different species interaction matrices simulated with the method of Williams & 
Martinez. The advantage of this simple approach is that we can easily evaluate the 
network reconstruction methods on data for which a gold standard is known.      32    32 
In  order  to  evaluate  the  spatial  autocorrelation  model  of  ALR 4  (Equation 
3.49) and ALR 1 (Equation 3.50) we can easily extend the auto logistic sampling 
scheme by adding the neighbors’ p/a information into Equation 4.2 
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and 
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Where the γ s are specified as mentioned in Figure 3.2 and each y value is a sum of 
the two neighbors on the corresponding axis.  This enables us to sample the data by 
including the effect of spatial neighbors. We mainly investigate the 1
st order neighbors 
in our project i.e.  1 γ  and  2 γ , the values for these parameters ( 1 γ ,  2 γ ) are chosen from 
the set {(0,0), (0.5, 0.5), ( 0.5,  0.5), (0.5, 0.5) and ( 0.5, 0.5)}, this is similar to the 
simulation study performed in [He Zhou Zhu 2003] 
4.2 Evaluation Metrics 
 
All the methods used in this paper produce a matrix of scores that are associated 
with edges of the resultant network. The input data is always of the format SxL where 
S denotes the different species and L represent the spatial locations or samples where 
the p/a is recorded. The resultant scoring matrix R is always of the form SxS where 
each entry can be interpreted as strength of the interaction between the two species. A 
value  of  zero  represents  no  interaction  between  species.  In  the  case  of  spatial 
autocorrelation  we  get  a  Sx(S+4)  for  the  auto  logistic  regression  model  with  4 
neighbors – ALR 4 and Sx(S+1) for ALR 1, here we drop the extra entries to get a 
SxS  scoring  matrix.  The  score  matrix  is  of  different  nature;  partial  correlation 
coefficients  for  GGMs,  marginal  posterior  probabilities  for  BNs  and  regression 
coefficients for SBR, LR and LogReg. 
  The following scheme is adopted for the ROC (AUC and TPFP5) analysis: 
The true network T is also of the form SxS and each entry represent presence or 
absence of an edge. In order to compare the matrix R={rij} with the true network we     33    33 
transform it into an adjacency matrix by imposing a threshold t on the scores, the 
elements of the adjacency matrix A={aij} become: 
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Using the matrixes A and T we can classify each edge as either true positive – TP, 
false positive – FP, true negative – TN or false negative – FN. An edge is TP if it is 
present is both A and T and TN if it is absent in both matrixes. An edge is FP if it is 
present in A and absent in T, and is FN is it is absent is A but present in T.  We can 
count the number of TP, FP, TN, FN. The ROC curve is then obtained by varying the 
threshold  t  and  plotting  the  relative  number  of  false  positives  against  the  relative 
number of true positives for different thresholds. The relative number of true positives 
is referred as sensitivity or true positive rate   TPR. This is defined as: 
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=           (4.7) 
 
The false positive rate – FPR or the specificity is the relative number of false positives 
and is defined in a similar fashion: 
 
TN FP
FP
FPR
+
=           (4.8) 
 
Since we have too many results we compare these using the area under the ROC 
curve  –  AUC.  This  measure  summarizes  the  results  for  all  thresholds.  In  general 
bigger values for AUC represent a better predictor. However this may not always be 
true as in practice we are mostly interested in the true positive rate when the false 
positive rate is minimum. A curve that is steep on the left part is representing high 
TPR at a corresponding low FPR and this may be a better predictor than one where 
the initial increase is low even if the total area for the second is more than the first 
one.  
  To  address  this  shortcoming  we  define  another  performance  measure  that 
evaluates the methods at a particular threshold. We set the threshold so that the FPR is     34    34 
restricted to 5% and the corresponding true positive rate is used to judge the accuracy 
of the reconstruction method. 
  The two performance measure AUC and TPFP 5 do not take into account the 
strength of the predictions as we have used the adjacency matrix instead of the raw 
result. In species network there are few interactions that are stronger than others and 
since the future predictions utilize the ranking of edges based on strength to identify 
the most influencing interactions we need to measure the relative correlation between 
the true and resultant list of edges. To quantify this we have used the Spearman rank 
correlation coefficient. Here we transform both the resultant matrix R and the true 
network T into corresponding list of edges. We compute the ranks for both these lists 
based upon the interaction strengths. Notice the use of strengths which is different 
from the ROC based measures where we used presence or absence of an edge. The 
ties in the ranks are assigned to appropriate mid rank. Then the correlation coefficient 
rs is computed using the difference in the ranks on each observation. When there are 
no  ties  in  the  data  then  the  following  relationship  can  be  used  to  calculate  the 
coefficient rs: 
n n
d
rs −
− = 3
6
1         (4.9) 
 
In almost all the cases in our results we have ties in the ranks, because the models 
produce  the  required  sparse  network  where  we  always  have  zero  strengths  atleast 
between a small numbers of specie pairs. Therefore in our case we use a slightly more 
complicate relation which is valid when we have ties in the data: 
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where fk are the number of ties in the kth group of ties among the ranks of the true 
network and gm are the number of ties in the mth group of ties among the ranks of the 
resultant network obtained via the reconstruction model. We refer this measure as 
“Corr” in the graphs.     35    35 
  Although  the  spearman  ranks  correlation  (Equation     4.10)  measures  the 
overall  accuracy,  however  it  is  important  to  notice  that  it  inherently  measure  the 
required sparsity level of the reconstructed network besides the correlation. This is 
because we rank the full list of S
2 edges from the resultant matrix SxS. The edges that 
are  not  present  are  ranked  by  resolving  the  ties  since  these  have  zero  strength. 
Consequently any small level of noise in the reconstruction network would change the 
corresponding ranks of the edges and this affect would be prominent in the lower 
ranked edges. To resolve this issue we have also measured the rank correlation for the 
top  25%  of  the  edges.  This  gives  us  the  correlation  between  the  model  and  true 
network  in  correctly  listing  the  stronger  edges  of the  network  which  are  of  more 
ecological importance. 
4.3 Comparative Evaluation 
 
Here we use the simulation model of Section 4.1. We generate three different 
true networks of 10, 20 and 30 species and sample the data from them. The Gibbs 
sampler  is  run  for  100  Million  iterations  so  that  it  reaches  equilibrium  state.  For 
evaluating the reconstruction methods we sample the data 6 times from these three 
true networks (twice from each of the 3 true networks). The numbers of gird locations 
vary from 900   1600 in different sampled networks. We also use different settings for 
intercept βo . This takes values from the set {(0.1),(0.2),(0.3)}. For the reconstruction 
methods accuracy we have ignored the spatial autocorrelation & therefore have kept 
all the γ values to zero. The connectance of the true network T dictates the how sparse 
it  would  be.  This  is  kept  constant  at  0.1  to  ensure  we  have  a  near to real  sparse 
network 
For each of the six samples once we have an inferred network we compare it 
with the corresponding true network & calculate the AUC, TPFP 5, Spearman rank 
correlation for all the possible edges,   Corr, and the same rank correlation for the top 
25%  of  the  edges  –  Corr25.  These  measures  are  then  averaged  over  the  six 
reconstructed networks for every model: 
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Figure: 4.1 Comparison among different methods using the performance measures of Section 4.2, the 
error bars are the standard deviations measured over 6 different data sets. 
 
Here  we  observe  that  linear  regression  is  providing  the  worst  results, 
specifically the TPR at 5% FPR (TPFP 5) is very low, showing that we do not get the 
desirable steepness on the left side of the ROC curve. However the rank correlation 
for the top 25% edges is not low. This shows that though the method is correctly 
identifying the strongest edges, however there are a lot of false positives due to which 
the  AUC  measure  is  low.    A  probable  reason  behind  this  is  that  we  have  a 
dichotomous response variable y; presence absence of a specie denoted by 1/0.  The 
expectation of this variable is Prob{y = 1}. However a linear model by definition 
cannot fit the data (p/a of all other species   x) over the whole range of predictors 
since  a  purely  linear  model  E{y|x}  =  Prob{y=1|x}=x.w  can  allow  Prob{y=1}  to 
exceed  1  or  fall  below  0.  Therefore  a  binary  logistic  regression  model  is  more 
appropriate where the dependent variable (p/a of specie to be predicted) is restricted 
from 0 to 1. This also explains why LogReg in Figure 4.1 has better results than linear 
regression – LR. A second reason for low performance of linear regression could be 
the violation of the assumption on the regression error that it is normally distributed. 
[Guisan  and  Harrell  2000].  This  is  because  the  linearized  presence/absence  scale 
resembles the log linear transformation for achieving a Normal error distribution, but     37    37 
then a log Normal distribution should also be considered in the model rather than the 
Normal distribution in linear models.  
It is not surprising that all of the methods provide low accuracy when full list 
of edges is considered as the low ranked  edges can be erroneous, however as we 
consider the top 25% edges and compare them with the gold standards we find the 
reconstruction accuracy shoots up. We expect the stronger interactions to be correctly 
listed by different reconstruction methods. This is in fact true for the six different 
networks that we have used as shown by the Corr25 graph plots.   
 A  possible  reason  behind  the  comparatively  lower  performance  of  GGM 
could be because of the underlying Gaussian assumption in the model that is not valid 
on our binary presence – absence data. Therefore we notice GGM give us a relatively 
non sparse network as shown in Figure 4.2. If we use a higher threshold (Equation 
4.6) there is a danger of removing weak interactions (Recall that GGM provide us a 
measure of strength via partial correlations), on the other hand if we specify a lower 
cut off value the relative False Positives increases as compared to other reconstruction 
methods. 
 
Figure 4.2 Showing the sparsity level of resultant network averaged over 6 different networks. Y axis 
depicts the ratio of number of edges in original network by the raw total number of edges in the 
resultant network of corresponding reconstruction method without using any thresholds. 
 
From the Corr measure it is also evident that Bayesian networks   BN can be 
relied upon not only for the top 25% of the edges but also for the full raw result. This 
is  mainly  because  Bayesian  networks  give  us  the  probabilities  while  the  other 
methods provide a measure which resembles the strength of interaction. We know that 
in ecological networks we can have weak interactions between species. This means     38    38 
using the adjacency matrix (Equation 4.6) by specifying a threshold on the raw matrix 
would remove the correctly identified weak interactions, along with possible noise. 
Eventually we would be get poorer ranking of edges which leads to the low values for 
the  other  methods.  In  Bayesian  networks  this  problem  does  not  arise  because  the 
resultant  matrix  represents  the  probability  of  interactions  among  the  species.  The 
adjacency matrix only removes the least probable edges. The other reason is that the 
resultant network obtained via BN is sparser as compared to LogReg, LR and GGM.  
From the ROC measures it seems that logistic regression is performing better 
than others however the rank correlations indicates that Bayesian networks may be a 
better choice. It is important to realize that the sampling procedure used to generate 
the data (Section 4.1) is directly compatible with the reconstruction scheme of logistic 
regression. A closer look at the ROC based measures of the two methodologies is 
shown in the scatter plot of Figure 4.3  
 
 
Figure: 4.3 Comparisons between BN and Logreg showing corresponding AUC and TPFP5 scores 
over 6 different networks. Circles depict the AUC (left) or TPFP 5 (right) score. The circles on the 
diagonal line represent equal performance, circles below the line represent higher performance of BN 
and above the line show more relative accuracy of Logistic Regression 
 
Here the AUC scatter plot of Figure 4.3 (left) depict almost similar results for 
both BN and Logistic regression. We now focus on the Figure 4.3 (right) here we 
notice that the points below the diagonal in the TPFP 5 measure, shown as filled 
circles, correspond to those 4 samples where the number of species are higher. The 
corresponding networks for these measures consist of 15 and 20 species, while the 
empty circles correspond to the 10 specie network. It seems that as we increase the 
sample size Bayesian networks tends to out perform Logistic regression. The possible 
reason for this could be that BN score the whole network structure in light of the data,     39    39 
not just on a species by species basis as done in Logistic regression. For instance, a v 
structure Figure 3.1(d) cannot be learned with the Lasso. This effect becomes more 
prominent when the number of nodes in the network increases. However the search in 
discrete  configuration  space  makes  Bayesian  network  computationally  very 
expensive,  and  the  cardinality  increases  super exponentially  with  the  number  of 
species, this is particularly crucial for our real data set where we have a very large 
data set. 
4.4 Effect of Spatial Autocorrelation 
 
The second important comparison is about Phase II of the project, where we 
want to investigate the affect of ignoring the spatial autocorrelation. Here we compare 
the basic logistic regression model (Logreg – Section 3.5) with the extended models 
(ALR 4 and ALR 1   Section 3.6). Unlike the sampling procedure used in Section 4.3 
here we sample the data by including the influence of neighboring cells. This new 
sampling procedure is closer to the real ecological systems where spatial effects are 
present. The effect of spatial neighbors is controlled by specifying gammas values as 
non zeros in Equation 4.4. The 2nd order neighbors; γ
3 & γ
4 are set to zero as first 
want  to  investigate  the  effect  of  1st  order  neighbors.  γ
1  &  γ
2  take  values  from 
{(0.5,0.5),  (0.5, 0.5),  ( 0.5, 0.5)},  while  the  intercept  βo  is  chosen  from: 
{(0.1),(0.2),(0.3)}. Again we use 3 different networks on size 10, 15 and 20 species. 
The Gibbs sampler is run for 100 million iterations to reach equilibrium. A uniform 
weight of 0.25 (Equation 3.51) is used for sampling data points as in the simulation 
we have a perfect spatial grid and all the neighbors are equidistant from the center. 
For the edges and corners we have less than four 1
st order neighbors. To cater for this 
we assume a virtual cell where the corresponding specie is considered absent. Thus 
this scheme implies that if the same specie is present in more than one neighboring 
locations then we will get an overall positive influence and consequently a higher 
probability of presence in the central cell (Equation 4.1 and 4.4)  
In Figure 4.4 we compare the reconstruction accuracy of the spatial models: 
ALR 4,  ALR 1  with  the  basic  logistic  regression  –  LogReg  which  ignore  spatial 
effects.  ALR 4  and  ALR 1  are  the  extended  versions  where  we  used  1st  order 
neighbors (Section – 3.6).     40    40 
 
Figure: 4.4 Mean Rank correlation showing the comparison of different spatial modeling methods. 
Results are averaged over 6 runs where we sample the data twice from the 3 real networks of 10, 15 
and 20 species 
 
The rank correlations indicate that ALR 4 and ALR 1 models perform better 
than  the  basic  LogReg.  Recall  that  in  ALR 4  we  explicitly  include  all  of  the  4 
neighbors  as  independent  variables  that  predict  the  p/a  of  a  specie  under 
consideration, these 4 neighbors can be considered as four parents in the network 
while in ALR 1 we compress this information into one single node or parent having 
weighted sum of the four neighbors. The resultant networks obtained via ALR 1 and 
ALR 4 are sparser than the corresponding networks from logistic regression, this is 
because of spatial autocorrelation where the edges corresponding to distantly related 
species  have  now  been  dropped.  Therefore  correlation  scores  for  LogReg  are 
relatively low.  
We also notice that ALR 4 is slightly better than ALR 1 which is expected 
since we are loosing information in compressing the p/a information of 4 neighbors 
into a single node (Equation 3.50 and 3.51).  In the next chapter we present the results 
on the real dataset which further strengthens these findings.  
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Chapter 5 
 
 
EU Bird-Atlas Results 
 
 
 
5.1 Data sets 
 
The Data recording the breeding distribution of birds in Europe is collected 
from the repository of Macaulay Institute, Aberdeen and corresponds to the European 
Bird Census Council – EBCC [Hagemeijer and Blair 1997]. These data record the 
breeding information of each species in a 50x50 km square of a Universal Transverse 
Mercator (UTM) grid, mostly during the 1980s. Besides the breeding information the 
data also contains more precise information on presence absence of every species in 
these grid locations. In our models we use the presence absence data that is recorded 
at 3938 different grid locations.  
For observing the effect of external covariates we use two derived variables. 
These are 1) minimum temperature of coldest month – a measure of coldness in the 
region  and  2)  biologically  available  water  –  that  takes  into  account  rainfall, 
evaporation,  transpiration  and  soil  type.  This  information  is  available  for  2646 
locations. Besides the UTM references, the data also contains corresponding latitude 
and longitude co ordinates. We use these to identify 1
st order neighbors in the ALR 4 
and ALR 1 models. As the data is quite huge (492x3938) it is practically infeasible to 
apply the highly complex techniques such as MCMC sampling of Bayesian networks 
& inverse matrix computations in Sparse Bayesian Regression. Therefore we have 
selected  a  small  group  of  39  Warblers  that  are  expected  to  interact  well  among     42    42 
themselves.  We  call  this  dataset  Warbler39.  Below  we  present  comparisons  and 
findings on these two datasets based on different reconstruction models of Chapter 3.  
 
5.2 Results on full data 
 
The information content in the data is quite low because of the sparse nature of 
presence absence data. The initial analysis reveal that there are 14 species for which 
no  presence  is  recorded,  we  therefore  remove  these  from  the  dataset.  There  are 
another 15 species which are only present in a single spatial location (out of the 3938 
grid locations) and another 3 only spotted in 2 grid locations. Appendix – A provides 
the list of their names. These can be considered as threatened birds. We also observe 
that there are approximately 30 different birds that show more than 50% presence in 
the whole of the data.  
5.2.1   Network Characterization 
 
As a first step we apply  the simple Graphical  Gaussian model on our full 
dataset. We analyze the different distribution of edges from the resultant interaction 
networks obtained by varying thresholds on the strength of interaction. As we do not 
know the exact number of edges we use this procedure to get a rough idea on the cut 
off value to finalize a network. We observed in Figure 4.2 that we cannot use the raw 
GGM  network  without  pruning  the  edges  as  the  mean  total  number  of  edges  on 
simulation studies revealed approximately 15 times more edges in GGM which was 
very high compared to other methods. In Figure 5.1 we have shown the effect of 
varying threshold on the resultant GGM network. The raw interaction is almost 52% 
of  the  maximum  possible  edges.  (Figure  5.1  left),  which  implies  each  of  the  478 
species on average interact with approximately 239 other species. This is a bit un 
realistic  for  an  ecological  network,  as  food webs  have  been  shown  to  have  few 
species that are highly connected and many others have limited interactions. (Refer to 
Section 2.2 for a detailed discussion). We investigate our  real network further by 
restricting the number of edges and observing the corresponding distributions. This is 
achieved by selecting three different threshold values to restrict the number of edges 
from 120,000 to 11,000, 1000 and 100. (Figure 5.1 – 5.4) 
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Figure 5.1 Effect of varying threshold on the total number of edges in the resultant network: x axis 
shown the cut off value used while the y axis depict the total number of edges in the corresponding 
network. Left: The range of threshold values from 0 to 0.2, Right: Zooms in onto the range from 0.04 
to 0.16 for the cutoff value. 
 
Figure  5.2  shows  the  degree  distributions  when  we  restrict  the  number  of 
edges to 11,000. The commutative distribution (top right) is approximately similar to 
one we would expect i.e. showing near small world property, where few species are 
highly  connected  (called  the  hubs  of  the  network)  while  many  species  have  few 
connection. However from the log log plot (lower left) the poison distribution reveals 
the random nature of the network. The free parameter threshold is therefore set to 
restrict the total number of edges to around 1000 
 
 
Figure 5.2 Probability distribution for number of edges in resultant network, x axis shows the no. of 
species that contain k or more than k edge, Top-Left: Probability distribution, Top-Right: 
Commutative distribution, Bottom Right Cumulative distribution on Log linear scale, Bottom Left 
Cumulative distribution on a log log scale.  The threshold is set to 0.05     44    44 
 
In Figure 5.3 (lower right) we observe an exponential distribution from the 
log linear plot. This could be the correct interpretation of the original network. As 
described in Section 2.1, there has been a contradiction in ecological studies on the 
possible  distribution's  functional  form  in  food webs.  It  has  been  shown  that  the 
distribution  is  governed  by  a  power law,  truncated  power law,  exponential,  or 
uniform. However one thing, on which the studies agree, is that the distribution is 
definitely not a Poisson.  
 
 
Figure 5.3 Probability distribution for number of edges in Specie interaction network, x axis shows the 
number of species that contain k or more than k edges Top-Left: Probability distribution, Top-Right: 
Commutative distribution, Bottom Right Cumulative distribution on Log linear scale, Bottom Left 
Cumulative distribution on a log log scale.  The threshold is set to 0.15 
 
If we even restrict the threshold, we get a near power law as illustrated by the 
red colored  curve in Figure 5.4  (Bottom left).  We reason this is not closer to the 
original network as the total number of edges extracted is approximately 100, and we 
do expect more than that in a 478x478 network of interacting species. Comparing 
these  findings  with  the  results  of  linear  regression  (Figure  5.5)  where  we  set  the 
threshold to reveal the distribution of top 2000 edges reveals the same exponential 
distribution for the network.      45    45 
 
 
Figure 5.4 Probability distribution for number of edges in Specie interaction network, Top-Left: 
Probability distribution, Top-Right: Commutative distribution, Bottom Right Cumulative distribution 
on Log linear scale, Red line indicates Power Law distribution.  Bottom Left Cumulative distribution 
on a log log scale.  The threshold is set to 0.3 
 
 
Figure 5.5 Probability distributions for linear regression with the Lasso showing the results for the top 
2000 edges. Top-Left: Probability distribution, Top-Right: Commutative distribution, Bottom Right 
Cumulative distribution on Log linear scale, Bottom Left Cumulative distribution on a log log scale.     46    46 
 
We compare these findings with a study performed network on 16 different 
food webs [Dunne, et, al. 2002]. Table 5.1 shows the comparison. 
 
  16 Food webs  GGM result  LR  SBR
2  Logreg 
Clustering 
Coefficient  0.026 – 0.315  0.035 – 0.06  0.032 – 0.063  0.03 – 0.2  0.077 – 
0.001 
Degree 
distribution 
Exponential or 
uniform  Exponential  Exponential  Broad range  Exponential 
Path length  1.33 – 3.74  2.21  1.8  2.12 – 3  1.52   2.4 
Table 5.1: Network Characteristics of the full 478x3938 dataset obtained from the different 
reconstruction models. The results of 16 food webs are taken from [Dunne, et, al. 2002] for the 
comparison 
 
The degree distribution for 8 of their networks in Uniform and for the other 
half it is exponential. The range of clustering coefficients represents values obtained 
by setting different thresholds. This remains below 0.1 irrespective of what threshold 
we use for pruning low strength edges. The range of values inferred from the study of 
[Dunne, et al 2000] is quite wide & inconsistent among itself and therefore we do not 
compare the clustering coefficient with their study. The path length of our inferred 
networks  remains  around  1.8  –  2  which  agrees  with  the  general  understanding  in 
ecology that the average path length is less than log(n) which in our case is: 2.67. The 
values obtained for these parameters show that our network does not represents the 
small world property exactly as found in many of the food web studies (Section 2.2).  
 
5.2.2   Consensus Network 
 
In  order  to  analyze  the  different  interaction  patterns  we  have  extracted  a 
consensus network. This network is based on a voting scheme amongst the different 
reconstruction  methods  used  to  model  the  networks.  The  consensus  network  is 
obtained  for  both  full  (478  species)  and  warbler  dataset  (39  species).  Before 
extracting the consensus network for the real dataset we analyze if linear regression 
and  GGM  are  giving  acceptable  performance.  The  issue  we  face  is  that  the  true 
network  is  unknown,  however  simulation  studies  prove  that  Logistic  regression 
                                                 
2 The figures for SBR are obtained on a real data of 30 species as the method is computationally quite 
expensive to be applied on the whole of the data set.     47    47 
performs better than both GGM and Linear.
3  Therefore we consider the adjacency 
matrix obtained via logistic regression as the true network and draw the corresponding 
Receiver Operator Characteristic   ROC Curve by varying threshold on the edges of 
GGM and linear regression.  
    
Figure 5.6: (right) ROC curve between Logistic regression and Linear regression. (left) ROC curve 
between Logistic regression and Linear regression. Edges corresponding to logistic regression are 
taken as true edges. 
 
Both curves of Figure 5.6 are drawn by fixing the number of true edges such 
that  the  adjacency  matrix  of  logistic  regression  contains  the  top  5000  edges.  The 
comparison shows the expected low performance of linear regression as compared to 
GGMs. However it is important to notice that both curves have steep slope on the 
right corner which provides us high number of true positives at a relatively low rate of 
false positives. Therefore we have exploited this feature in the consensus network 
where an edges is drawn only when at least two out of the three methods agree on an 
interaction. 
 
5.3 Results on Warbler data 
 
The  warblers  contain  the  39  birds  of  Sylvia,  Acrocephalus,  Hippolais, 
Hylloscopus  genus,  Locustella  and  Cettia.  The  reasonable  size  of  the  dataset 
(39x2928 compared to 492x3938) has enabled us to apply all our modeling techniques 
                                                 
3 Notice that we have not applied BN on the full real dataset as it is computational expensive 
techniques. The analysis of this technique is performed on warbler dataset.     48    48 
on the real data of warblers. Therefore the consensus sequence is based on the voting 
scheme all BN, SBR, GGM, LogReg and Linear Regression. 
 
5.3.1   Convergence of the MCMC scheme 
 
In this section we show the convergence of Bayesian networks on the Warbler 
dataset. We run the MCMC edge sampling scheme for 1 Million iterations and then 
collect  50,000  DAGs  by  sampling  after  every  20
 iterations.  Figure  5.7  shows  the 
trace plot of log likelihood for the posterior probabilities.   
 
Figure 5.7: Trace plot of log likelihood for posterior probabilities showing steady convergence after 1 
Million Iterations X axis shows the 5k MCMC iterations while y axis contains the corresponding 
likelihood scores 
 
This looks smooth as the first graph has a low score. It also reveals that the sampling 
scheme has achieved steady state and there is no significant increase in the likelihood 
score. We have set the burn in length to 25,000; half way on the sampled DAGs, and 
averaged the edges over the rest of the network to get maximum probabilities for the 
most persistent edges in the network.  
To further investigate the convergence, we run the MCMC sampling a second 
time and use the same scheme to get persistent probabilities by averaging over 25000 
DAGs. The edge posterior probabilities are then drawn as scatter plots to observe 
significant deviation if any. The scatter plots of Figure 5.8 shows the edge posterior 
probabilities for these two runs. Any points in the lower right or upper left corners 
represent significant deviations while values close to the diagonal reveal converged 
results. It is clear from the plot that a high degree of convergence has been achieved.     49    49 
We base the inferences on the means of the two independent MCMC runs, i.e., we 
consider the mean posterior probabilities when extracting edges 
 
Figure 5.8 Plot of average posterior probabilities, X axis represent probabilities of edges for the 1
st 
run and Y axis the corresponding probabilities found in the 2
nd run 
 
5.3.2   Comparison of Logistic Regression with BN 
 
We compare the findings of Bayesian networks with logistic regression, which 
has  a  totally  different  approach  of  scoring  the  model.  In  BN  we  have  an  overall 
network likelihood, while in the regression we treat each species as independent and 
add  the  score  for  all  to  maximize  the  likelihood.  Even  though  the  Laplace  prior 
enforces sparse network still we get a significantly higher number of edges (1018) as 
compared to Bayesian networks (717). For the  adjacency matrix of  BN we use a 
threshold  of  0.5  so  that  all  edges  below  50%  probability  are  dropped  from  the 
resultant  network.  This  gives  us  85  edges  in  total  for  the  Bayesian  network,  the 
spearman rank correlation with the corresponding edges in Logistic regression give us 
an average positive correlation score of 0.54. We consider the adjacency matrix of BN 
as the true network and draw the ROC curve (Figure 5.9) by varying threshold on the 
interaction strength of edges in Logistic regression network.  
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Figure 5.9 ROC curve between BN and LogReg. The interaction from BN above 50% probability are 
considered as true edges 
 
A possible reason behind the inconsistency between the two methods could be 
because of the non sparse solution resulted from the logistic regression which gives us 
1100 edges in comparison with 85 (above 50% Prob.) from Bayesian networks.  
We also observe from the connectivity matrix retrieved via logistic regression 
that  the  negative  confidence/strength  values  are  inconsistent  with  the  probabilities 
found for the corresponding interaction via the Bayesian networks. We find that most 
of the negative values, even those having higher magnitude, have very low probability 
scores in the BNs. However this is not as often for high magnitude positive values. It 
should be noted that we can have a weak edge with low confidence but having higher 
probability of occurrence and similarly a strong edge (depicted by higher magnitude 
in the logistic regression) having low probability. Without further analysis it is not fair 
to discard the lower 1000 edges of logistic regression merely because BN is giving us 
a small number In an ideal situation we would compare the probabilities of both these 
techniques. The question that we need to analyze is as follows: 
 
"Are  the  negative  confidence  values  actually  rare,  as  depicted  by 
corresponding  low  probabilities  in  BN,  or  is  Bayesian  network  missing  on  the 
negative interactions, if the later is true we will need to modify the technique before 
moving forward in the thesis". 
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To answer this we have computed the probabilities for the logistic regression 
method  via  two  possible  methods  of  subset  selection  and  edge  restriction  via 
panelizing term. For the subset selection we run the algorithm 25 times and each time 
retrieve the edges by randomly splitting the input sample into 90% training and 10% 
test data. Since the division is totally random & we are running the algorithm several 
times we expect any edges retrieved by chance to have low probability. For edge 
restriction via penalizing term, we define a logarithmic scale of penalizing values that 
constrain the network and gradually increase the sparsity of the network, allowing 
only  significantly  more  influencing  edges  to  pass  through.  We  average  the  final 
networks by specifying 26 different settings for the penalizing term that restricts the 
network from an order of 100 edges to 10,000 edges. In Table 5.2, we compare the 
two methods of generating probabilities for logistic regression with the interaction 
strength from the same method. 
 
  Λ LR & BN  Sub LR & BN  Λ LR & 
LogReg 
Sub LR & 
LogReg  Sub LR & Λ LR 
Top 50%  0.44  0.36  0.72  0.61  0.52 
All edges  0.31  0.19  0.91  0.87  0.86 
Table 5.2 Comparison of Logistic Regression Probabilities with Bayesian network Probabilities: 
showing spearman rank correlation coefficients 
 
Λ – LR is the network extracted by varying the penalizing term and Sub LR is 
the  one  obtained  via  subset  selection.  LogReg  represents  the  original  interaction 
strengths in the network inferred via the Logistic regression. The positive correlation 
reveal that the probabilities obtained from BN and Logistic regression do not deviate 
by a large extent. It is also noticeable that the logistic regression probabilities (Λ – LR 
Vs LogReg and Sub LR vs LogReg) show a strong correlation with the interaction 
strengths. It seems that the positive edges are more likely than the negative ones. The 
last column confirms this finding i.e. if weak interactions were highly significant, then 
the rank correlation between Λ – LR and Sub LR should be higher than between 
LogReg and Sub LR, or between LogReg and Λ – LR. Thus our initial observation 
that  many  of  the  negative  interactions  in  LogReg  result  correspond  to  low 
probabilities in BN is correct. 
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5.3.3   Issues in Spatial Modeling 
 
For the spatial autocorrelation models (ALR 4 and ALR 1, Section 3.6) we 
follow the similar scheme as used in the simulation study except here we calculate the 
spatial neighbors in a different way. In the real data we do not have the ready to use 
information  on  the  spatial  neighbors,  instead  for  every  location  its  corresponding 
latitude and longitudes are available. Also the distribution of locations is not a perfect 
grid square. More importantly the data does not cover all possible locations in Europe 
(middle  of  oceans,  mountains,  forests  and  similar  areas  where  accessibility  was 
impossible are not included). Therefore we resort to a heuristic modification for the 
computation  of  neighbors.  Instead  of  the  1st  order  (immediate  North South East 
West)  neighbors  we  consider  the  closest  four  neighbors  among  all  the  spatial 
locations. This is achieved by calculating a  great circle distance of every location 
from  every  other  location,  which  results  in  a  3938x3938  matrix.  This  distance 
incorporates earth elliptical angel into account while measuring the distance between 
two sets of longitude and latitude. 
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Where  s φ and  f φ are latitude of the two points.  λ    is the longitude difference and r is 
the radius of the earth which is set to 6372.795. Since every grid cell is approximately 
50x50 km therefore in principal the 1
st order neighbors should correspond to those 
locations for which the great circle distance is less than or equal to  ( )
2 50 2 . However 
in our project we actually search for all cells with coordinates within, 120km of each 
other, as the grid of locations is not based on Lat Long, but a UTM projection. 
Figure 5.10 shows the distance distribution for closest four neighbors of all the 
grid locations. The plots reveal few locations where we do have outliers; otherwise 
mostly  the  four  neighbors  lie  within  120  km  distance.  Since  there  are  very  few 
outliers we drop the corresponding locations during the spatial modeling process     53    53 
 
Figure 5.10 Distance distributions for closest four neighbors: x axis show the 2928 locations, y axis 
display the corresponding great circle distances: (top-left) is closest and (below-right) farthest of the 
four neighbors 
. 
Using the p/a information from the closest neighbors we compare the result of 
ignoring spatial autocorrelation on the Warbler 39 dataset. An important observation 
is the change in total number of edges when we take into account the geographical 
effects. The basic Logistic Regression model results in 1018 total edges, while the 
spatial  modeling  schemes  of  ALR 1  and  ALR 4  contain  843  and  776  edges 
respectively.  The  spatial  models  are  correctly  identifying  the  geographical 
associations  that  prune  the  interactions  with  distantly  related  species  and  so  the 
overall network becomes sparser. In the next section we present the findings on these 
results where we observe that the edges corresponding to the distantly related species 
drop when we consider spatial autocorrelation. ALR 4 results in a sparser network 
than ALR 1 because in the later we loose information on compressing the p/a status of 
four  species  into  a  single  parent  node.  In  Figure  5.11  we  present  a  comparison 
between ALR 4 and ALR 1. This performance curve is drawn by taking the most 
strong interactions from both models and comparing the resultant lists. A true positive 
is counted when both networks agree on an edge. The number of top edges is then 
varied to plot true positives against false positives. At any point on the curve the total 
number of top edges can be calculated by summing the corresponding values on y and 
x  –  axis. The  curve  indicates  that  the  number  of  FP  increase  at  a  very  slow  rate 
compared to the TP (e.g. at 40 FP we get approximately 800 TPs).       54    54 
 
Figure 5.11 Performance curve showing consistency of ALR 1 with ALR 4, The number of highest 
scoring edges in the two models is varied to get TP and FP figures. 
 
5.4 Key Findings and Discussion 
 
The  general  findings  in  this  section  are  based  on  consensus  networks  as 
discussed in Section 5.2.2 and 5.3. The effect of spatial autocorrelation and external 
covariates  is  analyzed  on  the  warbler  dataset.  The  similarity  among  the  birds  is 
characterized  using  phylogeny  relations.  Since  the  actual  branch  lengths  for  the 
phylogeny tree was not available; we resorted to a pair wise distance criterion, which 
is based on the number of ancestral nodes by which two species are separated. 
5.4.1   General Findings on full data set 
 
These  results  are  based  on  full  dataset  of  492  species  generated  from  the 
consensus  matrix  without  taking  into  account  any  spatial  effects  or  external 
covariates. The final network seems to infer meaning interactions. e.g. The strongly 
connected groups among these networks have been correctly identified as breeders on 
Canary  islands.  In  theory  we  would  expect  two  closely  related  species  to  either 
occupy the same niche, or very different niches. When two closely related species     55    55 
occupy a same niche we expect a negative interaction between them because both of 
them will compete for similar preys. Incase when they occupy different niches they 
would either not interact at all or may be support one another since they  feed in 
different locations. On the other hand distantly related species are expected to have 
average  interaction  strength.  Hence,  we  can  expect  phylogeny  relatedness  to  be 
correlated with ) 1 ( w w − ⋅ , where  w  is the absolute interaction strength. Table 5.3 
lists few of these findings: 
 
  Specie pairs 
No. of 
ancestral 
nodes 
Strength  |W|(1 |W|) 
1  Sylvia family – 13 Birds (i.e. 156 pairs)
4  3.5  < 0.1  ~ 0 
2  European flycatchers (Muscicapa Ficedula genera) 
– 5 Birds  3.35  0  0.0000 
3  Hippolaisolivetorum & Sylviarueppelli  9  0.17  0.1400 
4  Anthusberthelotii & Sternafuscata  13   0.86  0.1200 
5  Emberizabruniceps & Chettusialeucura*    0.96  0.0380 
6  Puffinusassimilis & Pyrrhulamurina  12  0.88  0.1000 
7  Anthusberthelotii & Puffinusassimilis  11  0.73  0.1970 
8  Alcatorda & Uriaaalge  1  0.6  0.1900 
9  Bulweriabulwerii & Oceanodromacastro  3  0.57  0.2450 
10  Passerdomesticus & Passer     0.31   
11  Histrionicushistrionicus & Phalaropusfulicarius  8   0.3  0.2100 
Table 5.3 Phylogeny relatedness vs interaction strength among different pair of species 
 
A  possible  reason  behind  low  interaction  strengths  of  Sylvia  family  and 
European flycatchers is that they occupy different niche. The Histrionicushistrionicus 
& Phalaropusfulicarius birds are distantly related which explains why this pair has an 
average interaction. The Anthusberthelotii   Berthelot's Pipit & Sternafuscata   Sooty 
Tern occupy the same niche Selvagens; a small, isolated archipelago lying between 
Madeira and the Canary Islands, which explain the negative interaction. Figure 5.12 
shows the phylogeny graph for this pair of species. This graph is a subset taken from 
the full phylogentic tree which corresponds to 492 species. 
 
                                                 
4 For more than one pair belonging to the same family we take mean of all pairs of species in that 
family. Therefore for N birds we N
2 N pairs     56    56 
 
Figure 5.12: Phylogency for Anthusberthelotii (right) and Sternafuscata, showing distant relationship 
as these are separated by 13 ancestral nodes 
 
5.4.2   Effect of Spatial autocorrelation 
 
The findings of ignoring spatial autocorrelations are based on the comparison 
of ALR 4 modelling scheme with the Logistic regression. The network generated by 
the spatial modelling scheme (ALR 4) is sparser than the one obtained via LogReg. 
Table 5.4 shows the list of edges that are dropped.  
 
  Specie pair  no. of ancestral nodes 
1  Hippolaisolivetorum, Sylviamystacea  11 
2  Hippolaispallida, Sylviamelanocephala  11 
3  Locustellalanceolata, Phylloscopuscollybita  9 
4  Hippolaispallida, Sylviarueppelli  9 
5  Locustellanaevia, Phylloscopussibilatrix  9 
6  Locustellanaevia, Phylloscopuscollybita  9 
7  Hippolaispolyglotta, Phylloscopuscollybita  9 
8  Phylloscopuscollybita, Acrocephalusmelanopogon  9 
9  Phylloscopuscollybita, Acrocephaluspaludicola  9 
10  Acrocephalusschoenobaenus, Phylloscopuslorenzii  9 
11  Hippolaiscaligata, Phylloscopuscollybita  9 
12  Phylloscopuscollybita, Acrocephalusdumetorum  9 
13  Hippolaiscaligata, Phylloscopuslorenzii  9 
14  Hippolaiscaligata, Phylloscopustrochilus  8 
Table 5.4: List of dropped edges between distantly related species as a consequence of including 
Spatial autocorrelation on Warbler dataset 
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The  phylogeny  for  the  Warblers  is  shown  in  Figure  5.13  shows  that  these 
edges correspond to the distantly related pairs.  
 
Figure 5.13 Polygenetic trees for the Warblers showing distant relationship of Phllosoco & Locustella 
from the Sylvia group 
 
5.4.3   Effect of external covariates 
 
This  model  is  based  on  an  extension  of  the  ARF 4  model  where  besides 
including the 1st order neighbors we have also modeled the effects of two external 
covariates  min.  temp.  of  coldest  month  and  biologically  available  water.  These 
variables have been discriticized into binary 1/0.  Therefore the interpretation of edge 
strengths corresponding to interactions with the external covariates is as follows: 
 
•  A positive edge from temperature variable (min T) means the specie 
lives in or likes a high temperature environment. High temperature is 
defined as min temperature of coldest month where temperatures are 
greater than 5. 
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•  Similarly a negative edge from min T means the species lives in or 
likes to live in a low temp environment: Low temperature is defined as 
min temperature of coldest month where temperatures are below 5. 
 
•  A positive edge from water node  represents that species lives in or 
likes a place where biologically available water is above 22. Negative 
edges is again obvious. 
 
Table 5.5 present some of the key findings on the warbler birds. The column Water 
and MinT are the extracted from the reconstructed network. For clarity Effect of other 
species is not displayed.  
 
Species  Water  MinT  Our Findings 
Acrocephalusagricola  -1.71   0.21  Lives where biological water is low 
Acrocephalusmelanopogon   0.7  1.12  Does not live in Colder regions 
Sylviamelanocephala   0.38  1.19  Does not live in Colder regions 
Sylvianisoria   0.07  -1.26  Found in Colder regions 
Acrocephaluspalustris  0.56   0.03  Lives where biological water is high 
Hippolaiscaligata  0  0    
Cettia   0.32  0.89  Does not live in Colder regions 
Phylloscopustrochilus  0.09  -0.97  Found in Colder regions 
Hippolaisicterina  0  -1.82  Found in Colder regions 
Phylloscopusinornatus  0  0    
Phylloscopust.  0.64  0  Lives where biological water is high 
Table 5.5 Effects of external co variates on the warbler dataset. Lower values are indicative of less 
available water and low temperature conditions. 
 
To  validate  the  results  we  use  environmental  temperature,  average  annual  runoff, 
habitat  description  and  specie  location  information  from  the  Bird  Guides  Ltd
5. 
Acrocephalusagricola  bird  lives  in  the  countries  of  Armenia,  Bulgaria,  Georgia, 
Romania, Russia, Turkey and Ukraine. Figure 5.14 shows the distribution of Average 
annual runoff across the different countries of Europe, which displays that in these 
countries the available water is below 50. This confirms our finding that the bird lives 
in a place where water availability is comparatively low. 
 
                                                 
5 http://www.birdguides.com     59    59 
 
Figure 5.5 Distribution of average annual run-off in Europe Taken from [Rees et al., 1997]. 
 
 
Acrocephalusmelanopogon  (also  known  as  Moustached  Warbler),  Sylvia 
melanocephala is found in Southern Europe where the temperatures are comparatively 
high, confirming our finding that this specie does not live in a colder environment.  
Sylvianisoria is found in the central, eastern and northern regions of Europe 
confirming our findings that the specie is comfortable at low temperature locations. 
The  habitat  description  for  Acrocephaluspalustris  mentions  that  this  bird 
“Breeds in tall dense vegetation near rivers, lakes and marshes.” This confirms our 
findings 
The results for Hippolaiscaligata are strange. Initially it seems this bird is not 
influenced by external covariates. During validation for this specie we discover that 
actually this is a rare bird which is only found in small areas within Finland and 
Russia and since the information content of the data corresponding to this specie is 
very low the regression model cannot identify the coefficients for the independent 
variables. 
 
 
 
     60    60 
 
 
 
 
 
 
Chapter 6 
 
 
Conclusion 
 
 
  In our project we have evaluated different reconstruction methods on both real 
and simulated data. We find specific pros and cons for each reconstruction method. 
Linear regression with the Lasso though promises to prune the unwanted edges, yet 
the dichotomous response makes it difficult to fit the data on the whole range of 
predictors and consequently restricts the high reconstruction accuracy.  
Even when the sampling procedure is directly  analogous to the underlying 
methodology  of  Logistic  regression  with  the  Lasso,  still  BN  is  able  to  achieve 
comparable performance. In fact the comparison with Logistic regression seems to 
suggest slightly better performance for BN. The reason behind is that BN score the 
whole network structure in light of the data, not just on a species by species basis as 
done  in  Logistic  regression.  A  v structure  thus  cannot  be  learned  via  the  lasso 
regression. 
Sparse Bayesian regression is also able to perform very well, specially with 
respect to the sparsity of the resultant network. However the high computational cost 
restricts  the  practical  applicability  of  the  methodology.  Though  the  Gaussian 
assumption  on  the  data  is  not  valid  in  our  project  still  GGMs  has  performed 
sufficiently good. A comparative analysis on the extra number of edges inferred by 
different schemes, revealed very high values for GGM.  
Although food webs are similar to species interaction network, there are key 
differences  between  the  two.  In  species interaction  networks  besides  the  usual     61    61 
predator pray  interactions  found  in  food  webs,  we  have  complex  phenomenon  of 
facilitation and competition. Unfortunately there have been limited research on the 
subject of degree distributions in ecological networks and therefore we are restricted 
to compare the result with different food webs. Moreover the corresponding analysis 
on food webs reveals disagreements on the degree distribution. Our network depicts a 
near  exponential  distribution  with  a  small  clustering  coefficient.  The  path  length 
agrees with the general findings in ecological networks.  
We  find  lesser  number  of  negative  interactions  –  predator  prey  and 
competitions  as  compared  to  the  facilitation  among  the  species.  This  could  result 
because  in  ecological  networks  there  are  a  lot  of  external  factors  that  govern  the 
species interactions and their presence and in the limited time for a masters thesis it 
was not feasible to include all possible covariates into the modeling process. 
There  are  a  couple  of  practical  issues  in  including  spatial  autocorrelation. 
Corners are treated as absence while in the survey, a missing cell does not necessarily 
mean that the specie is absent in the neighboring cells, it could be that the neighboring 
site was not accessible. Assuming an absence status implies that some body went 
there and found no presence for the species. In a better situation we would have some 
idea about the geography of the location which besides being useful in predicting 
neighboring conditions would also allow us to include further covariates. 
The general findings on the overall network are correctly identifying the spatial 
patterns;  however  these  spatial  associations  outweigh  meaningful  biological 
interactions.  Our  extended  models  use  the  information  on  four  closest  neighbors, 
consequently  the  network  correctly  drops  the  interactions  among  distantly  related 
species.  The results from these models lead the pathway to new ecological findings. 
The single enforced parent has also been successful in including spatial information 
and this can therefore be used in more advanced techniques like Bayesian networks. 
We  loose  a  lot  of  valuable  information  by  discretizing  the  covariates  into  binary 
variables; a better scheme is therefore required to include the variables as it is. 
 Results  on  covariates’  effects  have  correctly  identified  their  respective 
influence on different species, which proves the correctness of the extended ALR 4 
model that also models these external factors. 
     62    62 
6.1 Future Work 
 
We plan to use the current sampling scheme of ALR 1 for modeling spatial 
autocorrelation in Bayesian networks. The compressed information of the single node 
can be used to enforce  a parent node for each node in the scheme. Since ALR 1 
performs slightly poorer than ALR 4 we plan to infer the parameters threshold and 
weighting parameters from the data with some MCMC scheme. 
 
The ecological findings can be further extended by include further covariates of 
ecological importance relating to habitat and specie characteristics. The results can 
also be extended by selecting different subsets of species from the full dataset. A 
sensible choice is to either, select a habitat and look at the species in that habitat: e.g. 
woodland  birds,  or  take  a  couple  of  taxonomic  units  and  look  at  these,  e.g.  the 
European flycatchers. 
We  plan  to  apply  the  evaluation  scheme  of  [Montoya  Sole  2000]  for  the 
network characterization, where they simulate a random network and compare the 
indices of the two networks to characterize the small world or scale free properties of 
their food webs. 
The simulation model of auto logistic regression is directly compatible with the 
logistic  regression  scheme;  therefore  the  performance  of  logistic  regression  in 
“Comparative Analysis” is biased towards this technique. In the sampling model we 
use an ideal grid for 1st and 2nd order neighbors; we can add an error term in the 
gamma  parameters  to  make  it  more  realistic.  Moreover  the  original  interaction 
network is based on a simple Niche model. More advanced simulation models e.g. 
Lotka Volterra  system  of  differential  equations  can  be  used  to  generate  true 
interaction networks. Instead of the auto logistic simulation model we can include 
covariates  based  on  spatial  eigenvectors  obtained  from  a  principal  coordinates 
approach. [Dray et al., 2006]. As an alternative to introducing enforced parent nodes, 
we  could  also  introduce  a  prior  distribution  for  the  species  presence  status  as  a 
function of the Markov neighbourhood, which would make a proper Markov Random 
Field  model.  This  enforced  parent  nodes  could  also  describe  the  general 
characteristics of the area, e.g. High altitude, Oceans, thick forests etc. For the BN 
approach we could use a Continuous Autoregressive model [Pettitt et al., 2002]     63    63 
Since SBR is quite accurate in predicting the correct network we can work to 
improve  the  run  time  of  the  approach.  In  the  original  code  SBR  calculates  the 
quantities Q and S that are used to update the alphas from scratch in each iteration. 
This is achieved by calculating a partial inverse, which takes quite a bit of time. An 
efficient way of updating these values is presented in [Tipping and Faul 2003] that can 
be used to improve the overall run time of the approach. 
  In the real data analysis we use the closest four neighbors on approximately 
3000  out  of  the  4000  total  locations.  Though  the  purpose  of  including  external 
covariates  is  to  get  an  overall  better  picture  for  the  interaction  network,  missing 
spatial as well as species presence information on 1000 locations may not result in an 
accurate reconstruction of the real network. A better and complete data can certainly 
increase  the  precision  of  the  results.  We  are  also  ignoring  the  direction  of  the 
neighbors due to which the model cannot learn directional patterns of neighboring 
species. We can develop an accurate identification scheme for the spatial neighbors by 
considering complete data of 3938 locations and using the bearings to characterize the 
1st and 2nd order neighbors (instead of the closest ones). 
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Appendix - A 
List of Threaded Species: 
 
1  Acridotherescristatellus 
2  Acridotheres tristis 
3  Aixsponsa 
4  Apusunicolor 
5  Bucanetesmongolicus 
6  Calidriscanutus 
7  Calidrismelanotos 
8  Callipeplacalifornica 
9  Carpodacusrubicilla 
10  Charadriusleschenaultii 
11  Chettusialeucura 
12  Chrysolophusamherstiae 
13  Columbatrocaz 
14  Emberizabruniceps 
15  Emberizaleucceophalos 
16  Larusarmenicus 
17  Larussabini 
18  Melanocoryphaleucoptera 
19  Meleagrisgallopavo 
20  Meropssuperciliosus 
21  Oenanthedeserti 
22  Oenanthexanthoprymna 
23  Pelagodromamarina 
24  Phaethonaethereus 
25  Polystictastelleri 
26  Pterodrofeae 
27  Pterodromadeira 
28  Pyrrhulamurina 
29  Sternabengalensis 
30  Sternafuscata 
31  Sylviamystacea 
32  Turnixsylvatica 
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Appendix – B 
Interaction Network for European Warblers 
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Index for the list of warblers: 
 
1    "Acrocephalusagricola" 
2    "Acrocephalusarundinaceus" 
3    "Acrocephalusdumetorum" 
4    "Acrocephalusmelanopogon" 
5    "Acrocephaluspaludicola"  
6    "Acrocephaluspalustris" 
7    "Acrocephalusschoenobaenus" 
8    "Acrocephalusscirpaceus 
9    "Sylviaatricapilla" 
10    "Sylviaborin" 
11    "Sylviacantillata" 
12    "Sylviacommunis" 
13    "Sylviaconspicillata" 
14     "Sylviacurruca" 
15    "Sylviahortensis" 
16    "Sylviamelanocephala" 
17    "Sylviamystacea" 
18    "Sylvianisoria"  
19    "Sylviarueppelli" 
20    "Sylviasarda" 
21    "Sylviaundata 
22    "Hippolaiscaligata" 
23    "Hippolaisicterina" 
24    "Hippolaisolivetorum" 
25    "Hippolaispallida" 
26    "Hippolaispolyglotta 
27    "Phylloscopusbonelli" 
28    "Phylloscopusborealis" 
29    "Phylloscopuscollybita" 
30    "Phylloscopusinornatus" 
31    "Phylloscopuslorenzii" 
32    "Phylloscopussibilatrix" 
33    "Phylloscopust." 
34    "Phylloscopustrochilus" 
35    "Locustellafluviatilis" 
36    "Locustellalanceolata" 
37    "Locustellaluscinioides" 
38    "Locustellanaevia" 
39               “Cettia” 
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