Abstract: There exists linear algorithms to recognize weak-bisplit graphs and NP-complete optimization problems are efficiently resolved for this class of graphs. In this paper, using weak-decomposition, we give necessary a sufficient conditions for a graph to be weak-bisplit, bi-cograph, weak-bisplit cograph. We also give an algorithm O(n+m) to determine, the density of a weak-bisplit cograph and we calculate directly the domination number for this class of graphs.
Introduction
Throughout this paper G=(V,E) is a simple (i.e. finite, undirected, without loops and multiple edges) graph [2] . Let co-G G  
A dominating set for a graph G = (V, E) is a subset D of V such that every vertex not in D is joined to at least one member of D by some edge. The domination number γ(G) is the number of vertices in a smallest dominating set for G.
By P n , C n , K n we mean a chordless path on n  3 vertices, the chordless cycle on n  3 vertices, and the complete graph on n  1 vertices. If e=xyE, we also denote x~y; we also denote x≁y whenever x, y are not adjacent in G. A set A is totally adjacent (non adjacent) with a set B of vertices (A  B= ) if ab is (is not) edge, for any a vertex in A and any b vertex in B; we note denote A~B
(A≁B). A graph G is F-free if none of its induced subgraphs is in F.
The subset A  V is called a cutset if G-A is not connected. If, in addition, none of the proper subsets of A is a cutest, then A is called a minimal cutset .
The paper is organized as follows. In Section 2 we give preliminary results. In Section 3 we give a characterization of weak-bisplit graphs.
Preliminary Results
At first, we recall the notion of weak component. 
The next result, based on Theorem 1, ensures the existence of a weak decomposition in a connected and non-complete graph.
Theorem 3. If G=(V,E) is a connected and non-complete graph, then V admits a weak decomposition (A,B,C), such that G(A) is a weak component and G(V-A)=G(B)+G(C).
Theorem 2 provides an O(n+m) algorithm for building a weak decomposition for a noncomplete and connected graph.
Algorithm for the weak decomposition of a graph [10] , [12] Input: A connected graph with at least two nonadjacent vertices, G=(V,E). The weak bisplit graphs are characterized (see [4] ) by two excluded subgraphs P 7 and Star 123 as cographs are characterized by excluded P 4 .
Weak bisplit graphs are designed in [3] to be completely decomposable with respect to canonical decomposition.
In [14] it is mentioned that the problem concerning the determination of the domination number (see [7] ) and of the stability number (see [8] ) is NP-complete, that the problem of the cliquewidth (see [6] ) is unbounded, and that of recognition (see [1] ) is also NP-complete.
In [5] it is given a linear algorithm to recognize weak-bisplit graphs is given and NP-complete optimization problems are efficiently resolved for this class of graphs. and that G(R) is weak-bisplit. We show that G is weak bisplit.
A graph is weak bisplit [14] if and only if it is
} ), 2 ( , { 123 1 2 7 Star k C P k   -free.
Theorem 4. Let G=(V,E) be a connected and incomplete graph and (A,N,R) a weak decomposition with G(A)the weak component. G is weak-bisplit if and only if: i) G(R) is weak-bisplit; begin A := any set of vertices such that AN(A) V N:=N(A) R:=V-AN(A)
Suppose G is not weak-bisplit. Then G would contain 7
Star as an induced subgraph.
and N~R , 1 )
Since N~R , G-R contains the graph in Figure 1(2 
A new characterization of bi-cographs
A minimal super-class [13] of the class of bicographs is the class of weak-bisplit graphs.
A graph 4 Sun and the next graph ({a,b,c,d,e,f,g,h},{ae,bf,cg,dh,ef,fg,gh,he}) are isomorphic.
Definition 4. [13] A graph is a bi-cograph if it is a bipartite graph that can be reduced to isolated vertices by recursively bicomplementing the edge set of all connected bipartite subgraphs, where the bicomplement of (X,Y,E) is (X,Y, X Y -E).
A Figure 2:   Figure 2 .
Theorem 5. Let G=(V,E) be a connected and incomplete graph and (A,N,R) a weak decomposition with G(A) the weak component. G is bi-cograph if and only if: i) G-R does not contain any of the graphs in the

ii) G(R) is bi-cograph.
Proof. Let (A,N,R) be a weak decomposition with G(A) the weak component. Let G be a bi-cograph.
We show that G-R does not contain any of the graphs in Figure 2 and that G(R) is a bi-cograph and we show that G is a bi-cograph. We assume that G is not a bi-cograph. Then G should contain 7 
P
, then G-R contains the graph in Figure 2 (1 
Proprieties of the weak-bisplit cographs
In [9}) is considered the number of efficient points in criteria space of multiple objective combinatorial optimization problems. Experimental results with the shortest path problem, the Steiner tree problem on graphs and the traveling salesman problem show that the number of efficient points is much lower than a polynomial upper bound.
It is known that [14] a graph is weak-bisplit if and only if it is {P 7 ,C 2k+1 (k2),Star 123 }-free. 
Theorem 6. Let G=(V,E) be a connected and incomplete graph and (A,N,R) be a weak decomposition with G(A) the weak component. G is weak-bisplit cograph if and only if: i) A~N~R ii) G(A),G(N),G(R) are weak-bisplit cographs.
Proof. Let G be a weak-bisplit cograph and ) ( G(A), G(N) , G(R) are weak-bisplit cographs and A~N~R . So G is weak-bisplit cograph.
Next, we present how to determine the stability number, the clique number and the domination number for the weak-bisplit cographs.
Theorem 7. Let G=(V,E) be a weak-bisplit cograph and (A,N,R) be a weak decomposition with G(A) the weak component. If G is a weakbisplit cograph, then:
From [12] it follows
Because A~N~R , N is cutest minimal, so a domination set of minimal cardinal is N that is
Algorithm for the determination of (G) in a weak-bisplit cograph G
Input: A weak-bisplit cograph, G=(V,E).
Output: The determination of (G).
The determination of a weak decomposition (A,N,R) with G(A)
the weak component. 
The maximum degree in G is in
A Q or N Q or R Q .
Let v be a vertex of maximum degree in G.
If v is in N, then 6 follows and then 9, so that, if v is in A, then 7 follows and then 9, otherwise 8 follows and then 9.
6. Then N Q is the set consisting of all the vertices in N with the same degree as v and
The degrees of the vertices in H verify:
Let w be the vertex of maximum degree in H. If w is from A then 6.1 otherwise 6.2.
A Q consists of the set of vertices in
A of the same degree as w and
Let F=H-A=G(R).
The degrees of the vertices in F verify:
Let u be the vertex of maximum degree in F.
We have R Q consisting of the set of vertices in R of the same degree as u and
R Q consists of the set of vertices in
R of the same degree as w and
Let F=H-R=G(A).
We have A Q consisting of the set of vertices in A of the same degree as u and
Q is the set consisting of all the vertices in A of the same degree v and
The degrees of the vertices in H verify: 
Let F=H-N=G(R) .
The degrees of the vertices in F verify: 
Let F=H-N=G(A).
