In this paper, we develop an indexing scheme for medical images. In general, for a given medical image, there are objects which are clinically important amongst the rest. We name the objects as the dominani objects. Our proposed index is composed of three parts: (1) dominant objects in images are located; (2) each image will have an associated R-tree which is constructed by its dominant objects; and (3) an R-tree that clusters similar images together. To demonstrate the effectiveness of the index developed, we use images of skin lesions as the image data. Our initial experiments give promising results for image retrieval.
Introduction
Traditional database management systems are unable to provide efficient retrieval for image data. In most systems, images are either unstructured or structured by using keys such as title, author or date. Recently, content-based or feature-based methods have been proposed to provide efficient retrieval of images. Image access is done through a high-level abstraction of the image properties. Example queries are "Retrieve all red circular lesions on a tanned skin" or "Find all mammograms which has a bright cluster".
In the past, many indexing methods are either based on the images directly or the features of objects within images. In 1991, Kato has developed a system to retrieve images based on sample images or sketches' ; while Niblack2 proposed to use the R*_tree for color indices. Recently, Gong3 suggests to use B+_tree in which each key is made up of different image features. Of the many methods, color histograms have shown to be an effective way to compare color images. 4 There are currently two approaches to utilize the color histograms besides the choices of colors used in histogram computation. The first approach uses a single histogram for the entire image. 4 It suffers from a drawback where the positional information of color is lost. A better approach, reported by Lu, uses a quadtree structure to decompose the image recursively into quadrants and each node is associated with a histogram.5 However, it has no concept of interesting objects in a given image.
In our work, we are interested to develop an indexing scheme for medical images. In many medical images, there are usually a background and a number of interesting or dominant objects. The background is relatively uniform in colors, photographing or digitizing positions are standard and each dominant object would have its own set of major colors. For example, in an image of a pigmented lesion, the dominant object is a mole (see Figure 1 ; while in a MRI (Magnetic Resonance Image) , there are dominant objects such as the liver and the spine. Hence, to facilitate image queries, a global description of color composition of an image is not appropriated.
It is more interesting and important to describe the color compositions of dominant objects. In this paper, we suggest a color index which is composed of three parts:
. Locating dominant objects in images; . Associating each image with an R-tree which contains the color composition information of its dominant objects;
. Constructing an R-tree that clusters similar images together.
The rest of the paper is organized according to the three parts above. We will first discuss the method of finding dominant objects in a given image in Section 2, where we will also describe the use of the 1151 color scheme.
In Section 3, we present how to create the R-image trees and to use them to compute the similarities between images. Section 4 discusses the construction of the R-tree to group images together, and Section 5 presents results of our preliminary experiments.
Dominant Objects
In general, when pictures are digitized into images, colors of the pixels are coded in terms of the RGB (Red, Green, Blue) values. However, it has been known that the It, G, B values are correlated and depended on the light intensity changes. A better way to perform color analysis is to use the IISI scheme where the hue, H, the saturation, S and the intensity, I can be obtained with the the following equations6: 
The saturation measures the amount of white inside a considered color and has a value between 0% to 100%. The hue has a value from 0 to 360 degrees. It is the red color at 0 degree, or the green color at 120 degree, or the blue color at 240 degree. If discrete values of hue and saturation are used, even then, there can be up to 36, 000 distinct color indexes at one intensity level. In order to reduce the number of color indexes into a manageable set, we group adjacent hue values, saturations and intensities together. We divide the HSI color space into 36 groups of hue (H1, . . . , H36), 10 groups of saturation (S1 ,. . . , S10) and 5 groups of intensity levels (I , . . . , 15). In total, this represents 360 possible color indexes at one intensity level.
We plan to experiment with the images of skin lesions from a clinical study. 7 In that study, we have proposed a multistage algorithm to segment the images. However, when we start working on this project, we observe that the segmentation results are not critical for comparing different images. The comparison should be based on the color content but not on the exact boundary information of the dominant objects. Furthermore, a dominant object is usually composed of similar colors. Therefore, we will only need a simple method to find out regions that contain dominant objects. The idea is to join neighborhood pixels of the same or similar color together.
As showed in Figure 2 , each image is processed in two major phases before its associated R-tree is constructed.
In the first phase, the RGB values of the image are first mapped to the HSI values with Equations (1)-(4). In the second phase, each pixel is masked by a 5x5 grid and it is labeled as color k if there are sufficient (say more than half) pixels of the Ictlcolor in the grid. Adjacent or close-by regions of the same color index are merged together to form larger regions. Color indexes are then further grouped until the sizes of all regions are larger than a preset threshold value. Among all the regions, the largest region is considered as the background of the image and the remaining regions become dominant objects. For each dominant object, we calculate its enclosing minimum bounding rectangle. records the number of pixels of each color inside the rectangle. To illustrate the steps, in Figure 3 , we show an image with multiple skin lesions. The image is then processed to find out its dominant objects (see Figure 4 ) and their minimum bounding rectangles (see Figure 5 for the bounding rectangle of the largest dominant object in the image).
3 It-image Trees
Once we have identified the dominant objects of the images, the second part is to develop a similarity measurement between them. We adopt the use of color histograms which are effective in characterizing the color of an image.4'2 A color histogram of an image represents the distribution of different discrete colors appeared in the image. In our work, we take advantage of the spatial information of the dominant objects to improve query performance.
An R-tree8 is created by inserting the bounding rectangles of the dominant objects. We named the tree as the It-image tree. At each internal node of an It-image tree, there is an associated color histogram. As shown in Figure 6 , we join two bounding rectangles (R, R') of two leaf nodes together to form a new internal node with a bounding rectangle equals to A. Inside A, there are four possible sub-regions: the overlapping region (M), the distinct regions of R and R' (Rd and R' correspondingly), and the background region (BG). In order to find out the color histogram associated with A, a simple but inefficient method is to re-compute the color histogram of the region A from scratch. To reduce the computational effort, we propose to use a heuristic method to find out A's color histogram by utilizing the color histograms of R and R'. Suppose A, R, R and BG are the number of pixels of the iuhlcolor inside region A, rectangles R and R', and the background. We can then approximate A as A=R+R+BG (5) This method can be easily extended by simply adding up the corresponding color information when there are more than two overlapping rectangles in the region A. With this method, at each internal node of the R-image tree, we would only need to find out the color distribution of the pixels in the background enclosed by the bounding SPIE Vol. 2606 / 205 It has been known that the construction of an R-tree depends on the insertion order of the objects.8 Therefore, dominant objects of an image are sorted with respect to their sizes and positions before inserting into its corresponding R-image tree. By using the heuristic method above, at each node of the R-image tree, we update its associated color histogram level-by-by up to the root node during insertions. However, the bounding rectangle of the root node may not cover the complete image. A separated color histogram is therefore computed for the complete image. We call the color histogram at the root node as the root hisiogram and the other one as the compleie hisiogram.
Suppose we have two bounding rectangles R and R' from two different images. If R equals R', the similarity between them can be obtained directly by comparing their corresponding color histograms. If R and R' do not overlap, the two images cannot be the same. However, if R and R' overlap as showed in Figure 6 , we would need a similarity measurement which will not reject positive matches. The difference method proposed by Swain will fail because of the unknown color distribution in the region M. 4 We observe that if there are m pixels in the region M and the overlapping area from the two rectangles are of the same color distribution, then the sum of the minimum number of pixel for each matched color, SARRI , cannot be less than in. That is SARRI : min(R2,R) rn where U is the union of the areas of R and R'. Note that the heuristic method defined in Equation 5 does not violate the above similarity measurement. It would only increase the value of SARRI without affecting the value of SRR' at all.
We are now ready to describe how to measure the similarity, S'y, between two given images, say X and Y. Initially, we compute the similarity by using the root histograms of the R-image trees from X and Y. A tolerance, Sxy SX!,y3 (1-e2) (8) where U in Equation 7 becomes the union of areas of X1 , . . . , Xk and Y1 , . . . , Y1 and E2 is another factor of tolerance. If Sy satisfies the inequality in Equation 8 , it is repeated for lower levels in the R-image trees. When the computation reaches the leaf nodes of the R-image trees and the inequality is satisfied, the two images are said to be similar within the tolerance e and e2.
As the updating of the image database is infrequent, we decide to build an It-tree by considering the colors used in the root histograms of the It-image trees. The idea is to merge colors into color zones such that each color zone will have a similar usage frequency. Suppose there are n discrete colors, C1, C2, .. . , C amongst all 208 / SPIE Vol. 2606 R-image Tree the histograms and a color, C, can be defined by its hue, saturation and intensity components as (Hi, Si , Ii).
The usage of C2 , f, can be approximated by the number of non-empty bins of C2 in the histograms. A large value of fi suggests that C is being used more frequently. After obtaining all the f 's, we sort the n colors with respect to their (H, 5, I) values. Accumulative values of f 's are then computed along with the sorted list and are represented as a 's. If k-dimensional hyper-rectangles are to be used in the It-tree, the a 's are used to divide the colors into k -2 zones and a conversion table is built as showed in Figure 8 . The value of each color zone is obtained by summing up the values of the corresponding colors in a color histogram.
Each R-image tree is represented as an entry in a leaf node of the R-tree. The entry is a k-dimensional hyperrectangle whose first k -2 dimensions are for the color zones and the last 2 dimensions are for the bounding rectangle at the root node of the corresponding R-image tree. In the hyper-rectangle, the ith..dimension has the range [Zir , Zic] where Zj is the value coming from the root histogram and is from the complete histogram and i k -2. The ranges for the last 2 dimensions are [x1 , x2] , [Yi, 1/2] where x1 , x2,Yi , Y2 are the lower and upper values of the corresponding x-and y-dimensions of the bounding rectangle of the root node at the R-image tree. After all the hyper-rectangles are generated, they are then inserted to form the new R-tree.
To perform an image query, a user provides a query image and a tolerance value. The query image is processed to locate its dominant objects, and its associated It-image tree will be calculated. Together with the tolerance value and the color histograms at the root node of the R-image tree, it forms a search window for the It-tree. The search results are the root nodes of R-image trees in the database. Similarities between the R-image trees and that of the query image are calculated as discussed in the previous section. For those values within the tolerance, their corresponding images are returned to the user.
Experiments
To evaluate the proposed method, we have tested it with images of skin lesions. The images are collected from a clinical study in Vancouver, Canada.7 At the time of writing, there have been 219 images digitized. Each image has a background area and at least one lesion. To simplify our work, we have excluded images containing hairs. This has left us with 185 images where 20 of them have multiple lesions and 165 of them contain only one lesion. From each original image, we created two additional ones. One is created by randomly re-distributing 5% of the pixels in the image and the other one is done similarly by re-distributing 20% of the pixels. Therefore, the total number of images becomes 555. The two-level index has been implemented in C under the Unix operating system. Each histogram associating with an image can have at maximum 1800 bins which represent 36 groups of hue values, 10 groups of saturation values and 5 groups of intensity values. Before conducting the experiments, we observed that there are only about 20% of the 1800 color indexes are used amongst the images in our database. Hence, we decide to use 322 bins for our color histograms and 12-dimensional hyper-rectangles to represent the root nodes of the R-image trees. In order to compare the results, we use the percentage of retrieval, PR, as a performance metric for image queries that is defined below. PR= x 100 (9) where n is the number of retrieved images for the query and T is the total number of images in the image database.
The experiments are conducted by randomly selecting 10 images from the database as the query images. They are done in a dedicated Sun SparcStation in order to minimize the deviations due to the operating environment. In the experiment, R-image trees of the query images are first created and the average query result of the 10 images is reported. There are 5 different values of e's: 0.01, 0.05, 0.1, 0.15, 0.2. The same E is used both in the Equations (7) and (8) . The heuristic method as described in Section 3 has been implemented together with the simple method. The results are showed in Figure 9 . We observe that the two-layer index has a relatively good performance even at higher values of c's. We believe this is due to the early rejections of candidate images by exploiting the spatial information. Furthermore, it is noteworthy that the heuristic method is compared favorably with the simple method in our results for all values of c's. This suggests less computational effort is needed to construct the Ft-image tree of a query image. 
