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neutral differential equations with continuously distributed delay. By using a generalized
Riccati transformation and integral averaging technique, we establish some new sufficient
conditionswhich ensure that every solution of this equation oscillates or converges to zero.
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1. Introduction
In this paper, we are concerned with oscillatory behavior of third order neutral differential equation with continuously
distributed delay
r(t)

x(t)+
 b
a
p(t, µ)x[τ(t, µ)]dµ
′′′
+
 d
c
q(t, ξ)f (x[σ(t, ξ)])dξ = 0, t ≥ t0. (1.1)
Throughout this paper, we will assume the following hypotheses:
(H1) r(t) ∈ C1([t0,∞), (0,∞)),
∞ 1
r(t)dt = ∞;
(H2) p(t, µ) ∈ C([t0,∞)× [a, b], R), 0 ≤ p(t) ≡
 b
a p(t, µ)dµ ≤ P < 1;
(H3) τ (t, µ) ∈ C([t0,∞)× [a, b], R) is not a decreasing function for µ, and such that
τ(t, µ) ≤ t and lim
t→∞ minµ∈[a,b] τ(t, µ) = ∞;
(H4) q(t, ξ) ∈ C([t0,∞)× [c, d], (0,∞));
(H5) σ (t, ξ) ∈ C([t0,∞)× [c, d], R) is not a decreasing function for ξ , and such that
σ(t, ξ) ≤ t and lim
t→∞ minξ∈[c,d] σ(t, ξ) = ∞;
(H6) f (x) ∈ C(R, R), f (x)x ≥ δ > 0, x ≠ 0.
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Define the function by
z(t) = x(t)+
 b
a
p(t, µ)x[τ(t, µ)]dµ. (1.2)
By a solution of (1.1), we mean a nontrivial function x(t) satisfying (1.1) which has the properties x(t) ∈ C1([Tx,∞), R) for
Tx ≥ t0, and r(t)z ′′(t) ∈ C1[Tx,∞). Our attention is restricted to those solutions of (1.1)which satisfy sup{|x(t)| : t ≥ T } > 0
for all T ≥ Tx. A solution x of Eq. (1.1) is said to be oscillatory on [Tx,∞) if it is neither eventually positive nor eventually
negative. Otherwise it is called nonoscillatory. The equation itself is called oscillatory if all its solutions are oscillatory.
In recent years, there has been much research activity concerning the oscillation theory and applications of differential
equations; see [1–3]. Especially, the study content of oscillatory criteria of second order differential equations is very rich.
In contrast, the study of oscillatory criteria of three order differential equations is relatively less, but most of them are about
delay equation; there are few results dealingwith the oscillation of the solutions of three-order neutral differential equations
with continuously distributed delay in [4–9]. In recent years, [10] considered the second order neutral delay differential
equation with continuous distributed
r(t) [x(t)+ p(t)x(t − τ)]′′ +  b
a
q(t, ξ)x[g(t, ξ)]dσ(ξ) = 0, (1.3)
and obtained oscillatory criteria of Philos-type of (1.3). Our aim in this paper is to give oscillatory criteria of Philos-type
of (1.1). Our results improve the results established in [10], but also supply the oscillatory theorems of three order delay
differential equations in [4–9].
2. Several lemmas
Lemma 2.1. Let x(t) be a positive solution of (1.1), and z(t) is defined as in (1.2). Then z(t) has only one of the following two
properties:
(I) z(t) > 0, z ′(t) > 0, z ′′(t) > 0;
(II) z(t) > 0, z ′(t) < 0, z ′′(t) > 0,
where t ≥ t1, t1 sufficiently large.
Proof. Let x(t) be a positive solution of (1.1) on [t0,∞), so that z(t) > x(t) > 0, and
r(t)z ′′(t)
′ = −  d
c
q(t, ξ)f (x[σ(t, ξ)])dξ < 0.
Then r(t)z ′′(t) is a decreasing function and therefore eventually of one sign, so z ′′(t) is either eventually positive or
eventually negative on t ≥ t1 ≥ t0. We assert that z ′′(t) > 0 on t ≥ t1 ≥ t0. Otherwise, assume that z ′′(t) < 0, then
there exists a constantM > 0, such that
r(t)z ′′(t) ≤ −M < 0.
By integrating the last inequality from t1 to t , we obtain
z ′(t) ≤ z ′(t1)−M
 t
t1
1
r(s)
ds.
Let t →∞. Then from (H1), we have z ′(t) → −∞, and therefore eventually z ′(t) < 0. Since z ′′(t) < 0 and z ′(t) < 0, we
have z(t) < 0, which contradicts our assumption z(t) > 0. Therefore, z(t) has only one of the two properties (I) and (II).
This completes the proof. 
Lemma 2.2. Let x(t) be a positive solution of (1.1), correspondingly z(t) has the property (II). Assume that ∞
t0
 ∞
v

1
r(u)
 ∞
u
 d
c
q(s, ξ)dξds

dudv = ∞. (2.1)
Then limt→∞ x(t) = 0.
Proof. Let x(t) be a positive solution of (1.1). Since z(t) has the property (II), then there exists finite limit limt→∞ z(t) = l.
We assert that l = 0. Assume that l > 0, then we have l+ ε > z(t) > l for all ε > 0. Choosing ε < l(1−P)P , we obtain
x(t) = z(t)−
 b
a
p(t, µ)x[τ(t, µ)]dµ
> l−
 b
a
p(t, µ)z[τ(t, µ)]dµ ≥ l− p(t)z[τ(t, a)]
≥ l− P(l+ ε) = K(l+ ε) > Kz(t), (2.2)
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where K = l−P(l+ε)l+ε > 0. Using (H6) and (2.2), we find from (1.1) that
r(t)z ′′(t)
′ ≤ −Kδ  d
c
q(t, ξ)z[σ(t, ξ)]dξ .
Note that z(t) has the property (II) and (H5), we have
r(t)z ′′(t)
′ ≤ −Kδz[σ(t, d)]  d
c
q(t, ξ)dξ ≡ −q1(t)z[σ1(t)], (2.3)
where q1(t) = Kδ
 d
c q(t, ξ)dξ , σ1(t) = σ(t, d). Integrating inequality (2.3) from t1 to t , we obtain
r(t)z ′′(t) ≥
 ∞
t
q1(s)z[σ1(s)]ds.
Using z[σ1(s)] ≥ l, we obtain
z ′′(t) ≥ l
r(t)
 ∞
t
q1(s)ds. (2.4)
Integrating inequality (2.4) from t to∞, we have
−z ′(t) ≥ l
 ∞
t

l
r(u)
 ∞
u
q1(s)ds

du.
Integrating the last inequality from t1 to∞, we obtain
z(t1) ≥ l
 ∞
t1
 ∞
v

l
r(u)
 ∞
u
q1(s)ds

dudv.
Because (2.3) and the last inequality contradict (2.1), we have l = 0. And since 0 ≤ x(t) ≤ z(t), then limt→∞ x(t) = 0. This
completes the proof. 
Lemma 2.3 ([11]). Let u(t) > 0, u′(t) > 0, u′′(t) ≤ 0, t ≥ t0. Then for every content α ∈ (0, 1) there exists Tα ≥ t0 such that
u(σ (t)) ≥ ασ(t)
t
u(t), t ≥ Tα.
Lemma 2.4 ([12]). Let z(t) > 0, z ′(t) > 0, z ′′(t) > 0, z ′′′(t) ≤ 0, t ≥ Tα. Then there exists β ∈ (0, 1) and Tβ ≥ Tα such that
z(t) ≥ βtz ′(t), t ≥ Tβ .
3. Main results
In this section, we obtain new oscillatory criteria for (1.1) by using the generalized Riccati transformation and integral
averaging technique of Philos-type [13]. Let
D = {(t, s) : t ≥ s ≥ t0}; D0 = {(t, s) : t > s ≥ t0}.
A function H ∈ C1(D, R) is said to belong to X class (H ∈ X) if it satisfies
(i) H(t, t) = 0, t ≥ t0;H(t, s) > 0, (t, s) ∈ D0;
(ii) ∂H(t,s)
∂s ≤ 0, there exist ρ ∈ C1([t0,∞), (0,∞)) and h ∈ C(D0, R) such that
∂H(t, s)
∂s
+ ρ
′(s)
ρ(s)
H(t, s) = −h(t, s)H(t, s). (3.1)
The following is the main results of this paper.
Theorem 3.1. Assume that (2.1) holds and there exist ρ ∈ C1([t0,∞), (0,∞)) and H ∈ X such that
lim sup
t→∞
1
H(t, t0)
 t
t0

H(t, s)Q (s)− 1
4
ρ(s)r(s)h2(t, s)

ds = ∞, (3.2)
where
Q (s) = αβδ(1− P)ρ(t)
t
σ 2(t, c)
 d
c
q(t, ξ)dξ . (3.3)
Then every solution x(t) of Eq. (1.1) is either oscillatory or converges to zero.
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Proof. Assume that (1.1) has a nonoscillatory solution x. Without loss generality we may assume that x(t) > 0, t ≥ t1,
x[τ(t, µ)] > 0, (t, µ) ∈ [t1,∞)× [a, b], x[σ(t, ξ)] > 0, (t, ξ) ∈ [t1,∞)× [c, d]. z(t) is defined as in (1.2). By Lemma 2.1,
we have that z(t) has the property (I) or the property (II).
When z(t) has the property (I), we obtain
x(t) = z(t)−
 b
a
p(t, µ)x[τ(t, µ)]dµ ≥ z(t)−
 b
a
p(t, µ)z[τ(t, µ)]dµ
≥ z(t)− z[τ(t, b)]
 b
a
p(t, µ)dµ ≥

1−
 b
a
p(t, µ)dµ

z(t) ≥ (1− P)z(t). (3.4)
Using (H5) and (H6), we have
r(t)z ′′(t)
′ ≤ −δ(1− P)  d
c
q(t, ξ)z[σ(t, ξ)]dξ
≤ −δ(1− P)z[σ(t, c)]
 d
c
q(t, ξ)dξ ≡ −q2(t)z[σ2(t)], (3.5)
where
q2(t) = δ(1− P)
 d
c
q(t, ξ)dξ, σ2(t) = σ(t, c). (3.6)
Let
W (t) = ρ(t) r(t)z
′′(t)
z ′(t)
, t ≥ t1. (3.7)
Then
W ′(t) ≤ −ρ(t)q2(t)z(σ2(t))
z ′(t)
+ ρ
′(t)
ρ(t)
W (t)− W
2(t)
ρ(t)r(t)
. (3.8)
Choosing u(t) = z ′(t) in Lemma 2.3, we obtain
1
z ′(t)
≥ ασ2(t)
tz ′[σ2(t)] , t ≥ Tα ≥ t1. (3.9)
Using Lemma 2.4, we get
z[σ2(t)] ≥ βσ2(t)z ′[σ2(t)], t ≥ Tβ ≥ Tα. (3.10)
Combining with (3.8)–(3.10), we obtain
W ′(t) ≤ −Q (t)+ ρ
′(t)
ρ(t)
W (t)− W
2(t)
ρ(t)r(t)
, t ≥ Tβ , (3.11)
where Q (t) is defined as in (3.3). Let
A(t) = ρ
′(t)
ρ(t)
, B(t) = 1
ρ(t)r(t)
, (3.12)
we have for t ≥ t2 ≥ Tβ , that t
t2
H(t, s)Q (s)ds ≤
 t
t2
H(t, s)
−W ′(s)+ A(s)W (s)− B(s)W 2(s) ds
= H(t, t2)W (t2)−
 t
t2

h(t, s)

H(t, s)W (s)+ H(t, s)B(s)W 2(s)

ds
= H(t, t2)W (t2)−
 t
t2

H(t, s)B(s)W (s)+ h(t, s)
2
√
B(s)
2
ds+
 t
t2
h2(t, s)
4B(s)
ds. (3.13)
Hence
1
H(t, t2)
 t
t2

H(t, s)Q (s)− 1
4
ρ(s)r(s)h2(t, s)

ds ≤ W (t2).
The last inequality contradicts (3.2).
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If z(t) has the property (II). Since (2.1) holds, then the conditions in Lemma 2.2 are satisfied. Hence limt→∞ x(t) = 0.
This completes the proof. 
Theorem 3.2. Assume that other conditions of Theorem 3.1 are satisfied except condition (3.2). Also let
0 < inf
s≥t0

lim inf
t→∞
H(t, s)
H(t, t0)

≤ ∞ (3.14)
and
lim sup
t→∞
1
H(t, t0)
 t
t0
ρ(s)r(s)h2(t, s)ds <∞ (3.15)
hold. If there exists ψ ∈ C([t0,∞), R) such that
lim sup
t→∞
 t
t0
ψ2+(s)
ρ(s)r(s)
ds = ∞, (3.16)
where ψ+(t) = max{ψ(t), 0}, and such that
lim sup
t→∞
1
H(t, T )
 t
T

H(t, s)Q (s)− 1
4
ρ(s)r(s)h2(t, s)

ds ≥ ψ(T ). (3.17)
Then every solution x(t) of Eq. (1.1) is either oscillatory or converges to zero.
Proof. We proceed as in the proof of Theorem 3.1. If z(t) has the property (I), we obtain (3.13). Hence
lim sup
t→∞
1
H(t, t2)
 t
t2

H(t, s)Q (s)− h
2(t, s)
4B(s)

ds
≤ W (t2)− lim inf
t→∞
1
H(t, t2)
 t
t2

H(t, s)B(s)W (s)+ h(t, s)
2
√
B(s)
2
ds.
From (3.17), we have
W (t2) ≥ ψ(t2)+ lim inf
t→∞
1
H(t, t2)
 t
t2

H(t, s)B(s)W (s)+ h(t, s)
2
√
B(s)
2
ds.
Thus
lim inf
t→∞
1
H(t, t2)
 t
t2

H(t, s)B(s)W (s)+ h(t, s)
2
√
B(s)
2
ds <∞. (3.18)
Now define the function by
U(t) = 1
H(t, t2)
 t
t2
H(t, s)B(s)W 2(s)ds,
V (t) = 1
H(t, t2)
 t
t2

H(t, s)h(t, s)W (s)ds.
From (3.18), we find
lim inf
t→∞ [U(t)+ V (t)] <∞.
The rest of the proof is similar to the proof of corresponding theorem in [8,9], and hence it is omitted. If z(t) has the
property (II), we obtain limt→∞ x(t) = 0 by Lemma 2.2. This completes the proof. 
Theorem 3.3. Assume that other conditions of Theorem 3.2 are satisfied except (3.15). Also let
lim sup
t→∞
1
H(t, t0)
 t
t0
H(t, s)Q (s)ds <∞.
Then every solution x(t) of Eq. (1.1) is either oscillatory or converges to zero.
Proof. We proceed as in the proof of Theorem 3.2 and hence it is omitted. 
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Remark. If let H(t, s) = (t − s)n, then Philos-type is simplified to Kamenev-type. Function H can also have other choices,
such as H(t, s) = ln ts n or et − esn. Generally choose H(t, s) =  ts duθ(u)n, where n is an integer and n > 1, and
θ ∈ C([t0,∞), R+) such that
lim
t→∞
 t
t0
du
θ(u)
= ∞.
Acknowledgments
This work is supported by a grant from the Natural Science Foundation of Shandong Province of China (ZR2010AM031,
ZR2011AL001) and the Development Program in Science and Technology of Shandong Province of China (2010GWZ20401).
References
[1] R.P. Agarwal, S.R. Grace, D. O’Regan, Oscillation Theory for Difference and Functional Differential Equations, Kluwer, Dordrecht, 2000.
[2] R.P. Agarwal, S.R. Grace, D. O’Regan, Oscillation Theory for Second order Dynamic Equations, Taylor and Francis, London, 2003.
[3] L.H. Erbe, Q. Kong, B.G. Zhang, Oscillation Theory for Functional Differential Equations, Marcel Dekker, New York, 1995.
[4] M.F. Aktas, A. Tiryaki, A. Zafer, Oscillation criteria for third order nonlinear functional differential equations, Appl. Math. Lett. 23 (2010) 756–762.
[5] S.R. Grace, R.P. Agarwal, R. Pavani, E. Thandapani, On the oscillation of certain third order nonlinear functional differential equations, Appl. Math.
Comput. 202 (2008) 102–112.
[6] S.R. Grace, R.P. Agarwal, M.F. Aktas, On the oscillation of third order functional differential equations, Indian J. Pure Appl. Math. 39 (2008) 491–507.
[7] N. Parhi, S. Padhi, Asymptotic behivior of solutions of third order delay differential equations, Indian J. Pure Appl. Math. 33 (2002) 1609–1620.
[8] A. Tiryaki, S. Yaman, Asymptotic behivior of a class of nonlinear functional differential equations of third order, Appl. Math. Lett. 14 (2001) 327–332.
[9] A. Tiryaki, M.F. Aktas, Oscillation criteria of a certain class of third order nonlinear delay differential equations with damping, J. Math. Anal. Appl. 325
(2007) 54–68.
[10] P.G. Wang, Oscillation criteria for second order neutral equations with distributed deviating arguments, Comput. Math. Appl. 47 (2004) 1935–1946.
[11] L. Erbe, Oscillation criteria for second order nonlinear delay equations, Canad. Math. Bull. 16 (1973) 49–56.
[12] I.T. Kiguradze, On the oscillation of solutions of the equations d
mu
dtm + a(t)|u|msign u = 0, Sb. Math. 65 (2) (1964) 172–187.
[13] Ch.G. Philos, Oscillation theorems for linear differential equations of second order, Arch. Math. 53 (1989) 482–492.
