Abstract-We present a novel trace-based analysis tool that rapidly classifies an MPI application as bandwidth-bound, latency-bound, load-imbalance-bound, or computation-bound for different interconnection networks. The tool uses an extension of Lamport's logical clock to track application progress in the trace replay. It has two unique features. First, it predicts application performance for many latency and bandwidth parameters from a single replay of the trace. Second, it infers the performance characteristics of an application and classifies the application using the predicted performance trend for a range of network configurations instead of using the predicted performance for a particular network configuration. We describe the techniques used in the tool and its design and implementation, and report our performance study of the tool and our experience with classifying nine applications and mini-apps from the DOE Design Forward project as well as the NAS Parallel Benchmarks.
I. INTRODUCTION
The performance of message-passing applications is often studied through application tracing and trace replay and analysis. Tracing tools such as the DUMPI library [5] have been developed for trace collection; and tools such as Scalasca [6] and the Structured Simulation Toolkit (SST) [1] have been implemented for trace analysis. These tools enable the application and the system to be studied in great detail by replaying the collected traces and simulating the application and the underlying architecture. Simulating an application on a largescale system can take a significant amount of time and computing resources but can be useful for understanding the performance characteristics of the application on the simulated platform. Such studies, however, offer little insight into how an application will perform when run on a different system.
We present a new trace-based performance analysis tool for fast classification of MPI [18] applications. Unlike conventional trace-based performance analysis tools that focus on uncovering the application performance characteristics for a particular system configuration, our tool can rapidly reveal the performance characteristics when the application runs on many different interconnection networking technologies. In our tool, each interconnect technology is represented by two terms, bandwidth and latency, measured by commonly-used methods such as netperf or Ping Pong [17] .
Our tool classifies an application as bandwidth-bound, latency-bound, communication-bound (both bandwidth-and latency-bound), load-imbalance bound, and computationbound for different latencies and bandwidths by replaying the application trace only once. The tool is implemented in MPI and incurs less communication in the trace replay than the original MPI program. It is at least as scalable as the MPI program under study. The tool can be used by application developers to rapidly forecast communication-related performance bottlenecks and by system designers to quickly gauge the relative benefits of various networking options. It thereby complements slower but more accurate approaches such as cycle-accurate simulation.
The tool uses an extension of Lamport's logical clock [13] to keep track of time progress in the trace replay. Such a logical clock not only maintains the happened-before relationship but also tracks the predicted application execution time. The tool maintains multiple sets of logical clock counters, one set for each network configuration. Each set of counters record different types of predicted times including computation time, wait time, latency time, and bandwidth time of the application for the particular interconnect configuration. During the one pass of the trace replay, logical clocks for all network configurations are maintained simultaneously and all of the counters are computed. In other words, by simulating the application once, the predicted execution time for many interconnect configurations is obtained. With the predicted execution times for carefully selected network configurations, application classification is performed based on the performance trend across a range of interconnect configurations instead of the predicted performance for a particular interconnect configuration. This approach can tolerate the inaccuracy in the prediction for individual network configuration and make the classification robust since the sensitivity of an application to latency, bandwidth, or load imbalance can be easily observed from the performance trend over a range of network configurations.
We will discuss the techniques used and describe the design and implementation of the tool. We will then validate the tool, report the performance of the tool, and describe our experience with using the tool to classify nine Department of Energy (DOE) applications and miniapps in the Design Forward project as well as the NAS parallel benchmarks.
II. RELATED WORK
Performance analysis has always been a critical component of high-performance computing (HPC). A large number of profiling, trace-collection, simulation, analysis, and visualization tools have been developed. Many tracing tools such as DUMPI [5] and the Intel Trace Analyzer and Collector [9] are available for collecting traces. These traces can be analyzed by various trace analysis/replay tools such as the Structured Simulation Toolkit (SST) [1] and BigSim [20] . In addition, compression techniques can further reduce the volume of communication traces while preserving structural information for replay as in ScalaTrace [15] .
These performance analysis infrastructures usually build upon a low level event-driven interconnect simulator such as BookSim [11] and ROSS [3] . Other tools including Scalasca [6] and DIMEMAS [7] provide performance prediction and analysis with source-level instrumentation and MPI routines with extensive execution time. In particular, Scalasca's trace-replay analysis enables automatic wait-state search and identifies the root cause of parallelization bottlenecks such as load imbalance. These end-to-end simulation tools can simulate the behavior of a full application on a target system and generate performance summaries. Furthermore, the performance data can be visualized by tools such as Vampir [14] , Paraver [12] , Jumpshot [4] , and Ravel [10] , the latter harvesting communication pattern based on logical happen-before relationships. Our tool is different from these existing tools in that it does not focus on obtaining detailed performance for a particular system. Rather, it tries to rapidly uncover the performance characteristics of an application by quantifying its sensitivity to increases and decreases in bandwidth and latency. It is therefore similar in that regard to analytical performance modeling [2] but represents an automated rather than a manual approach.
III. FAST CLASSIFICATION TOOL

A. Overview
The tool takes DUMPI [5] traces of an application as input, simulates the events in the traces, and classifies the application for different interconnect technologies. Our techniques can be applied to any MPI tracing format. We select the DUMPI format because it is widely used in DOE laboratories; and DUMPI traces for many applications and mini-apps are available from the DOE Design Forward Web site. 1 One limitation of DUMPI traces is that they lack information about the machine topology, task mapping, and anything else below the MPI level.
Each DUMPI trace file records all MPI events in one rank of the application. In replaying the traces, our simulation tool creates one MPI process for each DUMPI trace file. An extension of Lamport's logical clock scheme [13] To investigate the performance characteristics of an application and classify the application for a particular interconnect technology, a set of network configurations is carefully selected with the four counters for each configuration. The performance statistics across the set of configurations is then used to classify the application for the targeted interconnect technology. In the text that follows we discuss the details of the techniques used in the tool including how the communication is modeled, how the logical clock is maintained for each configuration, how the counters are computed, how the predicted time for multiple network configurations are progressed simultaneously, how to select network configurations for a targeted interconnect technology, and how the classification is performed based on the performance statistics across the configurations.
B. Modeling communication
The tool currently supports two levels of communication: intra-node and inter-node. For each type of communications the tool supports two models of point-to-point communication: a more accurate table look-up based model that provides more accurate estimation about the communication time for a given system, and a simple Hockney's model [8] where an nbyte message takes α +nβ time to complete, where α is the communication latency (the time to communicate a zero byte message) and β is the per-byte cost (reciprocal bandwidth).
A collective operation is modeled as a global synchronization for all processes to be ready for the operation, and then Thakur and Gropp's models [19] are used to estimate the time for different collective operations. For example, in collective operations such as MPI Bcast and MPI Reduce, the communication time is modeled as (α +nβ )log 2 P, where αlog 2 P is the latency time and nβ log 2 P is the bandwidth time.
In the rest of the paper, we will assume Hockney's model to ease exposition. We note that these models are not entirely accurate. However, because our tool classifies an application based on its performance on a range of interconnect configurations, even when each individual configuration is not modeled accurately, the classification can still be quite robust.
C. Lamport's logical clock
Lamport's logical clock [13] provides a clock synchronization mechanism that honors the happen-before relationship. Each process represents time with a local counter. Before an "event" (computation or a communication operation), the process increments its counter. Counters are transmitted with each message. A receiver sets its counter to the maximum of its current value and one unit of latency plus the value received. Figure 1 illustrates how a logical clock enforces the ordering of three causally-related events (a, b, and c) across three processes (P 0 , P 1 , and P 2 ). That is, an event that happens before another event will have a smaller timestamp. P 1 sends message (a) at time 2, and it is received at P 0 at time max(3,2+1)=3. P 2 sends message (b) also at time 2, but because P 0 already observed a few events, it is not received until time max(5,2+1)=5. Although P 1 is only at time 4 when it receives P 0 's message, it advances its counter to time max(3,6 + 1) = 7 because P 0 sent the message at time 6.
D. Maintaining the extended Lamport's logical clock
Our tool extends Lamport's logical clock to not only preserve causal relationships, but also maintain predicted application time by incorporating non-unit computation time and non-unit communication time.
There is one logical clock for each network configuration. The logical time for each event represents the predicted time for the event for the given network configuration. The tool Figure 1 : Example of Lamport's logical clock either assumes a global clock that is synchronized across all ranks or specifies a starting event to start the logical clock and synchronize the physical clock, which is usually a globally synchronized collective operation such as an MPI Barrier. The tool focuses primarily on communication performance and by default assumes that computation time is the same as reported by the traces. While not evaluated in this work, the tool can also scale computation time evenly to mimic faster or slower processors.
Let there be N communication events in a trace numbered from 0 to N −1. We denote r i in to be the physical entry time of the ith event, 0 ≤ i < N, logged in the DUMPI trace, r i out to be the physical exit time, t i in to be the logical entry time, and t i out to be the logical exit time. The tool maintains the logical clock and calculates t i in and t i out for all events in the DUMPI trace. The logical entry time is calculated as follows:
out . Basically, we initialize the starting logical time to be 0 and the logical entry time of an event is the logical exit time of the previous event plus the computation time between the two events. This allows the logical clock to keep track of the computation time of the application. The logical exit time of an event depends on the type of events. For an MPI non-blocking operation such as MPI Isend, the operation is treated as computation and the logical exit time is the logical entry time plus the time in the event:
For an MPI point-to-point blocking send operation, the exit time may be affected by the MPI protocol implemented. In most MPI implementations, point-to-point communication is realized by two protocols: an eager protocol for small messages and a rendezvous protocol for large messages. With an eager protocol, the sender copies the message into a system buffer and exits the operation while the MPI library's progress engine asynchronously transfers the message to the receiver. With a rendezvous protocol, the sender has to wait for an acknowledgment from the receiver before initiating data transfer. Consequently, the rendezvous protocol introduces an additional dependence from the receiver to the sender, which restricts our tool to processing only one configuration at a time, thereby greatly limiting its utility. We design our tool to be MPI-implementation oblivious. Because the eager protocol better reflects the inherent communication characteristics (there is a dependence from the sender to the receiver but not the other way around), communication assumes an eager protocol by default although the rendezvous protocol is also supported by the tool.
With the eager protocol, the blocking send operation completes when the message is copied into system memory: t i out =t i in +memcopytime(msg size). For a blocking, point-to-point receive operation (e.g., MPI Recv or MPI Wait), the logical exit time will also depend on the time for the matching send when the communication starts. Call the logical entry time for the matching send operation T . The logical exit time for the blocking wait is therefore t i out = max(t i in +1,T +α +nβ ). In the formula, α +nβ is the time to transfer the message from the sender to the receiver. This calculation captures both the happens-before relation and the predicted communication time. In the implementation, in order for the receiver to obtain the value of T (the logical time for the matching send event) in the trace replay, each send event transmits its logical timestamp to the receiver, and each blocking receive event performs the matching receive and updates its logical clock based on the timestamp received. One shortcoming of our trace-replay tool is that it preserves the original message order that appears in the trace, even when MPI ANY SOURCE is used.
We treat MPI Waitall as an array of blocking wait requests. The simulated process is blocked until all matching messages are received and requests are completed. For instance, if there are k wait requests, each one estimates the logical exit time for an individual blocking wait. The maximum logical exit time of all blocking waits is the exit time of MPI Waitall:
If the ith event is a collective operation, the logical exit time is computed as t i out = max(t c in )+model time(n). The term max(t c in ) is the largest logical entry time of the collective operation among all processes. model time(n) is the modeled time for the collective operation with message size n as in Thakur and Gropp [19] . In the trace replay, an 
E. Recording different types of communication times
As discussed earlier, the classification tool maintains four time counters for each network configuration: compute time, wait time, latency time, and bandwidth time. Figure 2 depicts three distinctive scenarios in MPI point-to-point operations. The logical enter times t in of each MPI routine are marked and the exit time t out are estimated based on the expected timing that P 1 received the message. This example illustrates how the four time counters capture both communication dependencies and the predicted communication time. We assume two units of time for latency, ten for bandwidth and two for the memory copy of message into system buffer.
Early Sender: Figure 2a shows that P 2 enters MPI Send at logical time 8. With the predicted delivery time of 22 (2 units of time for latency and memory copy, 10 units of time for bandwidth). P 1 enters MPI Recv at logical time 25. Therefore, P 1 experiences zero wait time, latency time, and bandwidth time.
Early Receiver: In Figure 2b , P 1 enters MPI Recv at logical time 12 while P 2 enters MPI Send at 18. P 1 spends 8 units of waiting time for P 2 to start sending a message at 20.
The estimated delivery time is 32 at P 1 resulting in 10 units of bandwidth time and 2 units of latency time experienced at P 1 .
Concurrent Sender/Receiver: In Figure 2c , P 2 enters MPI Send at logical time 5 while P 1 is still busy computing until time 10. This leads to 5 units of overlapped computation and communication time. With an estimated delivery time of 19, P 1 experiences no wait time, no latency time, and 9 units of bandwidth time (latency time is counted before bandwidth time). In our model, computation that overlaps communication is considered by default to overlap first latency time then bandwidth time. This can lead to applications being categorized as bandwidth-bound when most or all of the latency is overlapped, even though improvements to latency could still improve overall application performance. Figure 3 illustrates an example for collective communication. Different processes may start the operation at different times. All processes that arrive before the last one must wait until the last process arrives. After that, the modeled latency and bandwidth time starts to count. In the figure, P 1 starts at time 3. It first waits for 15 units of time (until the last process P 3 arrives at time 18 and then experiences 2 units of latency time and 10 units of bandwidth time.
F. Progressing logical times for multiple network configurations
With the default eager protocol for point-to-point communication, there are only two situations in which the replay of a process can be blocked: blocking receive operations and collective operations. In the blocking receive operation a process must receive a logical timestamp from the matching sending process in order to determine the logical exit time for the blocking receive operation. In a collective operation, each process must perform an MPI Allreduce operation to obtain the largest logical enter timestamps from all processes. Since the traces are generated for a correctly executed MPI program: a blocking receive operation always has a matching send operation, and all collective operations are called by all participating processes with no point-to-point routine across the collective operation boundary: all point-to-point communications before a collective operation must be completed before the collective operation is performed. Hence, in the trace replay, a blocking receive operation guarantees to receive the timestamp from its matching send operation without causing deadlock. Similarly, in the replay of a collective operation, the all-gather operation is guaranteed to be successful and the logical exit time of the collective operation guarantees to be updated. This is independent of the network configuration to be simulated. Hence, the tool can maintain any number of logical clocks (for any number of different network configurations) and communicate and update all of the logical timestamps for each communication event in a single pass. This ability to predict the performance for many network configurations is the key for fast classification of applications. 
G. Selecting network configurations and classification
Each interconnect technology is characterized by its bandwidth (BW) and latency (L). We will denote the interconnect by (BW, L) . The tool has a default setting that supports the investigation of some commonly used interconnection network technologies, such as 1Gbps Ethernet, 10Gbps Ethernet, and InfiniBand QDR. In Table I , the MPI latency of 1G and 10G Ethernet are the measured minimum latency reported by QLogic [17] , and the latency for InfiniBand QDR is as measured by Panda [16] .
The tool uses the predicted performance on three sets of network configurations. Each set consists of seven configurations to determine whether an application is bandwidth-bound, latency-bound, communication-bound, load-imbalance bound, or computation bound for the interconnection network (BW,L).
One set of configurations tests the application's sensitivity to bandwidth at the given latency. This set consists of configu- (8BW, L) . By examining the performance trend for the range of bandwidth from BW /8 to 8·BW , one can determine whether an application is sensitive to bandwidth changes. Moreover, even though the communication model does not consider network contention, bandwidth-sensitive applications will also be sensitive to contention.
The second set of configurations tests the application's sensitivity to latency. It consists of configurations (BW,8L), can be used as the anchor for observing the performance trend. If however, one knows that the communication in an application has significant contention, then some slower configuration (e.g., half the bandwidth) may be used as the anchor.
IV. EMPIRICAL EVALUATION
We report the results of various experiments with our fast classification tool. We first briefly describe the set of parallel benchmarks and applications in the experiments. Then, we present our validation results of the tool by showing that our approach can model that application performance accurately when appropriate information is provided. After that, we report the classification results and demonstrate how applications are classified. Finally, we evaluate the simulation performance of our classification tool.
A. Benchmarks & Applications
The parallel programs used in this study include extracted kernels, miniapps and full-sized applications from the Department of Energy (DOE)'s Design Forward project. 2 the extracted kernels used are Big FFT, Crystal Router (CR); the mini-apps used are AMG, MiniFE, and CLAMR; and the full-sized applications are MultiGrid(MG), AMR Boxlib, PARTISN, and FillBoundary (FB). These applications represent the diverse communication patterns observed in (NPB) . DUMPI traces of the NPB and timing measurements were generated on Cielito, a 64-node (1024-core) Cray XE6 system at Los Alamos National Laboratory (LANL).
B. Validation
We show that when accurate latency and bandwidth information is available, our classification tool can accurately predict application performance. 64-rank runs of three programs, CLAMR, CR and FB, which represent different types of communications are used in this study. To obtain accurate communication performance information, we used Intel's MPI Pingpong benchmark 4 with two communicating processes mapped onto either the same node or separate ones, over hundreds of repetitions. We built a look-up table that allows for accurate extrapolation of message communication times (latency plus bandwidth times) of any size on this machine. For comparison, the parameters in the Hockney model for Cielito are derived using least-squares fitting from the measured data. Memory copy speed is obtained with a microbenchmark. Table II presents the predicted and measured communication and total application time as well as the prediction errors. Each column compares the predicted performance with different models with the measured time. For each benchmark, the first column (eag.) compares the predicted performance using the default eager protocol with the Hockney's model; the second column (eag.*) compares the predicted performance using the default eager protocol with the more accurate look-up table. For FB, there is a third column that contains prediction results with the rendezvous protocol. With the default eager protocol and the Hockney's model, the baseline results show that the communication prediction errors of CLAMR, CR and FB with Hockney's model are -14.61%, 16.67% and -58.33%, respectively; and that the total application time prediction errors are -11.61%, 3.13%, and -17.21% respectively. A negative prediction error means under-estimation while a positive prediction error means over-estimation. With the look-up table, the communication prediction errors of CLAMR, CR, and FB are reduced to 1.12% and -16.67%, -47.22% while the predictions for overall execution time are -0.89%, -3.13%, and -13.93%. FB poses a significantly larger prediction error of -47.22% for communication and -13.93% overall. This discrepancy is caused by the fact that message sizes in FB are up to 4 MB (so the rendezvous protocol dominates the communications in the program) whereas message sizes in CLAMR and CR are under 4 KB. When the model for the rendezvous protocol is assumed, the prediction accuracy improves to -2.78% for communication time and -0.82% overall for FB.
These results indicate that although our tool does not consider network contention, when accurate communication information is used and modeled, the tool can predict the performance of applications fairly accurately, which is more than sufficient to classify applications and understand the performance limiting factors in the applications. In the classification, we use the Hockney's model. Although this model is not as accurate as the look-up table used in the validation, it provides close approximations. Moreover, our tool classifies applications based on the performance trend over a range of network configurations, which alleviates the problems caused by the inaccurate modeling. The inaccuracy raised due to the specific MPI implementations (e.g., eager protocol vs. rendezvous protocol) poses more challenges. We believe that rendezvous protocol is an implementation choice, and does not represent the inherit communication characteristics. We therefore use exclusively the eager protocol in the classification. Note that observing the performance trend with a range of network speeds also alleviates the impact of such inaccuracy.
C. Classification
We classify the applications on three interconnect technologies: 1G Ethernet, 10G Ethernet and InfiniBand QDR. Each network configuration is represented by (BW, Latency) where BW is in the unit of Gbps and Latency is in the unit of microseconds. Memory copy time is computed with the assumption of 32GB/s memory bandwidth. Hence, 1G Ethernet is represented as (1,50), 10G Ethernet is represented as (10, 5) , and InfiniBand QDR is represented as (32,1.3) . The configurations used in the experiments are shown in Table III . Based on the prediction results of these configurations, the applications are classified as follows:
C1. Computation-bound (Comp.): Observed computation time accounts for 90% of total execution time. In addition, a program's predicted total execution time is insensitive (less than 5% difference) to the factor of 8 speed-up or slow-down of bandwidth and latency. C2. Load-imbalanced-bound (Imb.): The wait time accounts for 25% of the total execution time. In addition, the wait time is insensitive (less than 5% difference) to the factor of 8 speed-up and slow-down of bandwidth and latency. wait time) accounts for 25% of the total execution time. The communication time decreases by a factor of 2 as the bandwidth speed increases across BW by a factor of 4, and as latency time improves across L by a factor of 2. For some applications, the total communication accounts for less than 25%, but more than 10% of the total time. We further classify the applications as load-imbalance-sensitive (Imb.-s), bandwidth-sensitive (BW-s), latency-sensitive (Latency-s), and communication-sensitive (Comm.-s) following the similar definitions as the load-imbalance-bound, bandwidth-bound, latency-bound, and communication-bound. Table IV summaries classification results of 9 DOE applications and the NAS IS benchmark for 1G Ethernet, 10G Ethernet, and InfiniBand QDR. Traces marked by " †" are collected on Cielito while the rest are from the Design Forward Web site. For NPB, we include only the IS benchmark because traces collected on Cielito for other NAS benchmarks contain external user-defined MPI datatypes that are not As the network becomes faster, in InfiniBand QDR, the latency is sufficiently small and bandwidth is sufficiently large such that these programs become computation-bound or load imbalance-bound. AMG, bigFFT, CLARMR, Fillboundary, PARTISN, and IS are either load-imbalancebound or sensitive for InfiniBand QDR. For instance, PARTISN might be diagnosed with communication issues based on its extensive wait time, but our tool can classify it as load-imbalanced due to its 2D wavefront communication pattern with data dependencies. Improving communication performance in the absence of other program-configuration changes will not improve overall application performance. Instead, improving their load balance property is the key to improving the scalability of these programs on modern HPC systems. We can see that communication as the performance limiting factor is eliminated for some applications as the interconnection network becomes faster. For example, CR(64) is communication-bound on 1G Ethernet, but becomes computation-bound on the faster InfiniBand QDR; FB(64) is bandwidth-sensitive on 1G Ethernet, but becomes computation-bound on InfiniBand QDR. Next, we will use selected results to show how some applications are classified. Figure 4 shows the sensitivity of MiniFE(1152) to communication (bandwidth and latency) on 10G Ethernet. In this case, the 1X configuration is (10Gbps, 5μs) ; the X/2 configuration is (5Gbps, 10μs); the X/4 configuration is (2.5Gbps, 20μs); the 2X configuration is (20Gbps, 2.5μs); and so forth. It clearly shows that this program is dominated by computation and is not sensitive to bandwidth Figure 5 shows the sensitivity of BigFFT(100) to communication (bandwidth and latency) on InfiniBand QDR. We observe that the wait time accounts for 25% of the total execution time. Moreover, the wait time is insensitive (less than 5%) to the factor of 8 speed-up and slow-down of bandwidth and latencies. This is in agreement with the communication pattern of BigFFT(100), which consists of a small number of all-to-all and global barrier operations. This results in a significant amount of time spent waiting for peers to synchronize. The results also show that the program can be sensitive to bandwidth when the bandwidth decreases. At the targeted QDR, the bandwidth time is small. As such, the program is classified as a load-imbalance-bound program for InfiniBand QDR based on our classification criteria. On slower 1G and 10G Ethernet, this program becomes communication-bound. As can be seen from this example, examining the performance trend across the range of network configuration reveals significant performance information about the application. Figure 6 shows the sensitivity of AMG(216) to communication on 10G Ethernet. This program has about 15% wait time, but little bandwidth and latency time for the range of the network configurations. It is thus classified as load-imbalance-sensitive. This indicates that the program may have scalability issues as the number of ranks increases. Figure 7 shows the performance of AMG with different numbers of ranks (8, 27 , 216, 1728) on 10G Ethernet. From (8) is classified as computation-bound. Moreover, wait time accounts for more than 10% of the total time in AMG(27) and AMG(216), which are classified as load-imbalance sensitive. When the program runs on 1728 ranks, the wait time is about 48% of the total application time, and AMG(1728) is a load-imbalance-bound program for 10G Ethernet.
As can be seen from the experiments, by examining the performance trend for an application on a range of network configurations, important performance characteristics of the application is revealed. The tool is effective in classifying applications even with the inaccuracy in the performance prediction for individual networks.
D. Performance of the classification tool
We study the performance of our classification tool using the NPB with both 64 and 4096 ranks. Note that some of these programs contain communications in which the message sizes are not recorded in the DUMPI traces (so our tool cannot classify the programs correctly). The DUMPI traces of these programs still log all communications in the program, and thus can be used to evaluate the performance of our tool since the traces have all MPI events that are replayed. The 64-rank runs use Class C while the 4096-rank runs use Class D. For this study, both our tool and the original programs are executed on Cielito with the same numbers of ranks per node. Figure 8 shows the speed-up of simulation time of NPB benchmarks on with 16 ranks running on one node in the simulation. The speed-up is computed by the total execution time (sum of the execution time for all ranks) for the applications divided by the total simulation time (sum of the execution time for all ranks). As can be seen from the figure, the simulation time speed up ranges from 3 to 45 in comparison to the application time. Figure 9 depicts the simulation time and the application execution time on for 4096-rank runs. The time reported is the actual execution time of the program and our tool on Cielito. We see a speed-up ranging from 2 to 14, similar to the smaller runs. Figure 10 shows the simulation time for the benchmarks when different numbers of network configurations are simulated in each run. This experiment uses the 64-rank runs. With more network configurations, more timestamps need to be computed and communicated among processes. We can see that the execution time increases only slightly when the number of network configurations increases from 16 to 256 as a result of the extra communication cost of calculation and communication of timestamps based in our MPI-based tool. This indicates that the number of network configurations (up to 256) is not a major performance limiting factor in the trace replay; and the tool can effectively predict the performance for many network configurations in one simulation.
V. CONCLUSIONS
We have presented a trace-based and communicationcentric fast classification tool for MPI programs. Our innovation is to use a modified Lamport logical clock scheme that uses non-unit computation and communication times to predict overall time. By maintaining multiple independent logical clocks that are parameterized differently but honor the same happens-before relationship, the tool can predict execution time on many network configurations in nearly the same time needed to predict time for a single configuration.
This multiple-prediction capability enables new analyses to be performed that would be too computationally expensive to perform with traditional, one-configuration-at-a-time simulation. In particular, overall application time can be attributed to the time spent in computation, communication, and load imbalance; and applications can be analyzed for their sensitivity to compute speed, latency, and bandwidth.
The importance of this work is that application developers finally have the information needed to determine if load imbalance in their codes is limiting performance more than hardware speeds; and system architects finally have the information needed to determine what hardware upgrades would yield the greatest improvement in application performance.
