Abstract. In this paper, by using the way of weight function and the technic of real analysis, a new integral inequality with some parameters and a best constant factor is given, which is a relation to two basic Hilbert-type integral inequalities. The equivalent form and the reverse forms are considered.
Introduction
If f, g ≥ 0, 0 < ∞ 0 f 2 (x)dx < ∞ and 0 < ∞ 0 g 2 (x)dx < ∞ then we have the following basic Hilbert-type integral inequalities [1, 2] :
ln(x/y)f (x)g(y)
x − y dxdy < π ; (2) where the constant factors π 2 and 2B(1 − λ, λ 2 ) (0 < λ < 1) are the best possible. The Beta function B(u, v) is expressed by [3] :
In recent years, by introducing two pairs of conjugate exponents and some parameters, some best extensions of them are established in [4, 5] .
In this paper, by using the way of weight function and the technic of real analysis, a new integral inequality with the homogeneous kernel of −λ degree
is given, which is a relation to the above two integral inequalities (1) and (2) . The equivalent form and the reverse forms are considered. All the new inequalities possess the best constant factors.
Some Lemmas
We introduce the following Gamma function [3] :
Proof. Setting x = e −t/a in the first integral of (5), by (4), we find the first equation of (5). Setting y = 1/x in the first integral of (5), we obtain the last equation. The lemma is proved.
Then we have
where k λ (r) is a positive number and
Proof. Setting u = x/y in (6), by simplification, we obtain (7). We find
where 0 < δ < λ min{
, then in view of (9) and (3), we have
and k λ (r) is a positive number. Still by (9), using the property of power series, we find
Then in view of (5), we have (8).The lemma is proved.
|q|λ , then for n → ∞, we have
Proof. Setting u = y/x, by Fubini's theorem [6] , we obtain
(i) If p > 0 (p = 1) and q > 0, by Levi's theorem [6] , we find
and by Lebesgue's control convergence theorem [6] , we have
In view of the above results and (11), we have (10). The lemma is proved.
Main Results
Theorem 1. Assume that p > 0 (p = 1), r > 1,
we have the following inequality:
where the constant factor k λ (r) expressed by (8) is the best possible; (ii) for 0 < p < 1, we have the reverse of (12) with the best constant factor k λ (r).
Proof. (i) For p > 1, by Hölder's inequality with weight [7] , in view of (6), we find
We conform that inequality (13) keeps the strict form. Otherwise, there exist constants A and B, such that they are not all zero and [7] A x
(1− λ r )(p−1)
It follows Ax
Ax a.e. in x ∈ (0, ∞). This contradicts the fact that 0 < f p,φ < ∞. Then inequality (12) is valid by using (7) and (8).
For n ∈ N , n > r |q|λ , setting f n , g n as
if there exists a constant factor 0 < k ≤ k λ (r), such that (12) is valid if we replace k λ (r) by k, then by (10), we have
is the best constant factor of (12).
(ii) For 0 < p < 1, by the reverse Hölder's inequality with weight [7] , in view of (6), we find the reverse of (13), which still keeps the strict form. Then by (7) and (8), we have the reverse of (12). By (10) and the same way as the above mention, we can show that the constant factor in the reverse of (12) is still the best possible. The theorem is proved.
Theorem 2. Assume that p > 0 (p = 1), r > 1,
and f ≥ 0, 0 < f p,φ < ∞. (i) For p > 1, we have the following inequality equivalent to (12):
where the constant factor k p λ (r) is the best possible; (ii) for 0 < p < 1, we have the reverse of (14), which is equivalent to the reverse of (12) with the best constant factor k p λ (r).
Proof. (i) For p > 1, x > 0, setting a bounded measurable function as
then by (12), we find
It follows 0 < g q,ψ < ∞. For n → ∞, by (12), both (16) and (17) still keep the forms of strict inequality. Hence we have (14). On the other-hand, suppose (14) is valid. By Hölder's inequality, we have
In view of (14), we have (12), which is equivalent to (14). We conform that the constant factor in (14) is the best possible. Otherwise, we may get a contradiction by (18) that the constant factor in (12) is not the best possible.
(ii) For 0 < p < 1, since f p,φ > 0, we conform that J > 0. If J = ∞, then the reverse of (14) Hence we have the reverse of (14). On the other-hand, suppose the reverse of (14) is valid. By the reverse Hölder's inequality, we can get the reverse of (18). Hence in view of the reverse of (14), we obtain the reverse of (12), which is equivalent to the reverse of (14). We conform that the constant factor in the reverse of (14) is the best possible. Otherwise, we may get a contradiction by the reverse of (18) that the constant factor in the reverse of (12) is not the best possible. The theorem is proved.
Remarks. For p = r = 2 in (12), setting α = β = 0, we have (2); setting α = 0, β = λ = 1, we have (1). Hence inequality (12) is a relation to (1) and (2) with the best constant factor.
