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1.- Datos generales. 
1.1.- Coordinador del curso. 
Apellidos y Nombre: Ruedas Sánchez, José. 
Categoría profesional: Jefe Unidad, Investigador Titular OPIS. 
Departamento: Centro de Cálculo. 
Centro: Instituto de Astrofísica de Andalucía (CSIC). 
Extensión telefónica: 585 
E-mail: ruedas@iaa.es 
 
1.2.- Equipo de profesores/as del curso. 
Apellidos y Nombre Departamento E-mail 
Benítez Yáñez, Alicia Desirée  Centro de Cálculo 561 
Rodón Ortiz, José Ramón  Centro de Cálculo  561 
Sánchez Expósito, Susana Astronomía Extragaláctica   631 
 
Méritos más destacables de los profesores. 
Alicia Desirée Benítez Yáñez  es Ingeniera en Informática por la Universidad de Granada. 
Posee el Diploma de Estudios Avanzados por la misma universidad y actualmente se encuentra 
haciendo la tesis doctoral en el campo de los Sistemas Difusos Jerárquicos. Posee el Certificado 
de Aptitud Pedagógica (CAP) por la Universidad de Granada. Trabajó como profesora en la 
Universidad de Huelva durante los cursos académicos 2005/2006 y 2006/2007. Durante el 
curso 2006/2007 participó en dos Proyectos de Innovación Docente. Durante el curso 
2007/2008 trabajó como profesora en la Universidad Pablo de Olavide de Sevilla. Posee 
publicaciones en congresos nacionales e internacionales y publicaciones en revista sobre el 
tema que aborda su tesis.  Actualmente se encuentra contratada en el proyecto GRID CSIC, 
Infraestructura Grid de Investigación Avanzada en CSIC en el Instituto de Astrofísica de 
Andalucía (IAA-CSIC). 
José Ramón Rodón Ortiz es Ingeniero Superior en Informática por la Universidad de Sevilla. 
Posee un Máster en Ciencias de la Computación con especialización en tecnologías Grid por la  
Universidad de Cantabria y actualmente se encuentra haciendo la tesis doctoral sobre la 
paralelización en aplicaciones Grid en el campo de la Astrofísica por la Universidad Politécnica 
de Valencia. Posee varios cursos sobre temas diversos como la seguridad Web, seguridad 
Linux, administración en Linux avanzado, etc.…; cursos realizados en el marco del Consejo 
Superior de Investigaciones Científicas (CSIC). Trabajó en el Instituto de Física de Cantabria 
(IFCA-CSIC) durante 3 años en labores de realización de software específico para 
instrumentación de satélites y procesamiento de datos, adaptación de software Astrofísico al 
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entorno GRID y colaboración con el proyecto del Observatorio Virtual (VO). Actualmente se 
encuentra contratado en el proyecto GRID CSIC. Infraestructura Grid de Investigación 
Avanzada en CSIC en el Instituto de Astrofísica de Andalucía (IAA-CSIC) en labores de 
adaptación de aplicaciones al entorno GRID, monitorización, instalación del middleware y 
apoyo al usuario. 
Susana Sánchez Expósito es titulada en Ingeniería Informática por la Universidad de Granada. 
Trabajó en el Instituto Mediterráneo de Estudios Avanzados (CSIC-UB) durante 2 años 
realizando labores de administración de sistemas. Entre su formación complementaria cuenta 
con la asistencia al workshop “Grid y e-Ciencia” (IFIC), a los tutoriales “EGEE/EELA/EUMedGrid 
Tutorial Users” y “EGEE/EELA/EUMedGrid Tutorial System Administrators” (CICA) y al curso on-
line “2nd International Winter School in Grid Computing” (UK National e-Science Centre). 
Actualmente está contratada para el proyecto “Creación de una infraestructura de e-Ciencia 
Andaluza (TIC-2302)” entre sus labores están la creación de una Organización Virtual (VO) para 
la comunidad andaluza (vo.e-ca.es) y la puesta en marcha de un nodo Grid (e-ca-iaa) integrado 
en la infraestructura EGEE al servicio de esta VO.  




1.5.- Requisitos del acceso del alumnado. 
El curso está dirigido a profesionales e investigadores del CSIC. Es aconsejable la realización del 
curso de Iniciación a la Tecnología GRID impartido por el gabinete de formación del CSIC. En su 
defecto el conocimiento básico de la tecnología GRID es recomendable. 
2.- Resumen del curso. 
Este curso pretende dar una formación a investigadores y/o profesionales del CSIC en técnicas 
de computación paralela como una de las opciones más extendidas en la resolución de 
problemas de alto coste computacional, así como en las técnicas del uso en la computación 
GRID. 
El curso se presenta como una oportunidad de optimización para usuarios con conocimiento 
básico en la tecnología, comandos y funcionamiento del GRID. Estas técnicas proporcionan una 
serie de recursos y herramientas que podrán aplicar a sus investigaciones y que tienen las 
siguientes ventajas:   
• Según las características intrínsecas del uso de GRID: 
• Gran capacidad y velocidad de cómputo. Esto implica una mejora de los 
tiempos de producción. 
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• Manejo de grandes cantidades de información, mediante la posibilidad de 
compartir, acceder y gestionar información. 
• La seguridad está garantizada en el sistema ya que utiliza certificados digitales 
para su uso. 
• Disminución de coste e incremento de potencia computacional. 
• Según las características intrínsecas de uso del paralelismo: 
o Se amplía los límites físicos en la mejora de las máquinas. 
o Uso optimizado en los  sistemas de alto rendimiento especializados con bajo 
conste.  
o Facilidad de compartir los recursos. 
o Muchos problemas pueden ser resueltos más rápidamente gracias a la 
paralelización. Sin embargo, esta no es siempre una buena solución, depende 
mucho del tipo de problema a resolver. 
3.- Descripción del curso. 
3.1.- Justificación. 
La tecnología GRID consiste en una computación distribuida que combina la potencia de 
muchas máquinas con la finalidad de obtener una capacidad ilimitada tanto de cómputo como 
de almacenamiento. Permite compartir recursos geográficamente distribuidos para resolver 
problemas a gran escala de forma uniforme, segura, transparente, eficiente y fiable. Está 
destinada a ofrecer servicios a muchos campos de investigación como  Astrofísica,  entre otros. 
 
En este campo se maneja una gran cantidad de datos que se encuentran almacenados en 
archivos. Cuando el volumen de información es muy grande y diverso, puede ocasionar 
problemas de almacenamiento. Además, la información entre archivos no es independiente, 
por lo que la consulta de varios archivos simultáneamente puede resultar tediosa. 
 
Debido a que la Astrofísica no es una ciencia solamente observacional, existe la necesidad de 
elaborar modelos teóricos con la finalidad de contrastarlos con las observaciones. Cuanto 
mayor es la cantidad de información, más compleja resulta la revisión de los modelos. Además 
de formular los modelos, han de resolverse, lo cual implica una necesidad importante de 
recursos computacionales. 
 
Cada uno de los problemas que se han puesto de manifiesto tiene solución mediante las 
tecnologías GRID. En el caso de problemas de almacenamiento, en una estructura GRID, se 
pueden ir añadiendo recursos de almacenamiento a medida que sean necesarios; respecto a la 
capacidad de cómputo, mediante técnicas de paralelización y paso de mensajes, se pueden 
usar para cómputo de decenas a miles de nodos para la resolución de los modelos.  
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Como se puede apreciar, el uso de la tecnología GRID supone una serie de ventajas. En el año 
2002, surge IRISGrid como primera propuesta para el desarrollo de la tecnología GRID y cada 
vez se está desarrollando más. El CSIC ha apostado por la misma y el IAA es uno de los centros 
elegidos para implantar un nodo. El objetivo es el de proporcionar a la comunidad científica las 
herramientas necesarias para el acceso a los recursos de forma eficiente, transparente y 
segura para que los investigadores y/o profesionales puedan realizar proyectos que requieren 
capacidades que no están al alcance de un solo usuario o grupo de investigación. Por ello 




El total de horas disponibles para este curso es de 25 horas. Son 5 sesiones con una duración 
de 5 horas cada una. En cada sesión, se abordará un concepto de este, se explicará  
teóricamente y se  realizarán ejercicios prácticos sobre el mismo. 
 
3.3.- Objetivos. 
La misión de este curso es  la formación de investigadores y profesionales, con una experiencia 
básica en tecnología GRID, en temas relacionados con la optimización de códigos de 
aplicaciones que serán usadas en el GRID. Al término del curso, los/as alumnos/as habrán 
adquirido los conocimientos necesarios para el utilización de librerías especializadas y envió de 
trabajos en paralelo que puedan aplicarlos en el campo de investigación en el que se 
encuentran trabajando y así realizar una explotación de los recursos que se poseen en el 
centro. Para ello proporciona una formación actual y de calidad, tanto en aspectos 
metodológicos como tecnológicos y de aplicación. 
Los  objetivos anteriores  se materializarán mediante el logro de los siguientes objetivos 
específicos: 
1. Adquisición de los conceptos básicos en Computación Paralela y sus aplicaciones en 
Ingeniería. 
2. Adquisición de conocimientos básicos y experiencia en Sistemas Distribuidos y 
Tecnología GRID.  
3. Estudiar los modelos computacionales, las técnicas de evaluación y el diseño de 
algoritmos propios de la Computación Paralela.  
4. Conocer la tecnología de la programación propia de los sistemas paralelos y las 
herramientas disponibles actualmente en Computación Paralela: entornos, lenguajes, 
estándares y librerías.  
5. Desarrollar habilidades para resolver problemas abiertos y complejos en el campo de 
la investigación utilizando técnicas de Computación Paralela.  
6. Estudiar los algoritmos secuenciales y paralelos más utilizados en investigación y 
analizar cómo se pueden desarrollar a partir de ellos software fiable y tolerante a 
fallos.  
7. Conocer el manejo de las librerías numéricas de altas prestaciones, sus posibilidades y 
sus aplicaciones en distintos campos de la Ingeniería.  
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8. Aprender a resolver problemas de Ingeniería que requieran el uso de técnicas de altas 
prestaciones.  
9. Estudiar los modelos, técnicas de evaluación y diseño de algoritmos propios de los 
sistemas distribuidos.  
10. Conocer las tecnologías de programación propias de los sistemas distribuidos y las 
herramientas disponibles actualmente en estos sistemas.  
11. Desarrollar habilidades para resolver problemas abiertos en el área de los sistemas 
distribuidos.  
12. Estudiar los conceptos básicos de las Tecnologías GRID y su aplicación en el despliegue 
de e-Infraestructuras para la e-Ciencia (entornos colaborativos, organizaciones 
virtuales, etc).  
13. Conocer las arquitecturas GRID actuales orientadas a problemas en e-Ciencia 
(Computación, Tratamiento de Datos, Integración de Sistemas de Información, etc).  
14. Desarrollar habilidades para el despliegue de infraestructuras GRID y la 
implementación de soluciones en diferentes áreas de la Ciencia y la Tecnología.  
 
3.4.- Contenido académico. 
BLOQUE I: INTRODUCCIÓN A GRID. CONCEPTOS BÁSICOS. 
Tema 1: Conceptos fundamentales de GRID. Arquitecturas y Modelos. Evolución del 
procesamiento distribuido. 
BLOQUE II: CONCEPTOS BÁSICOS SOBRE LA PARALELIZACIÓN. 
Tema 2: Conceptos de Paralelismo aplicados a GRID: Extensión de conceptos de Cluster-
processing a Grid-processing. Speed-Up, Eficiencia, Escalabilidad, Isoeficiencia, Balance de 
Carga, Migración de datos y Procesos, Tuning de aplicaciones, efecto de la heterogeneidad. 
Tema 3: Algoritmos Paralelos sobre GRID: Algoritmos sobre GRID. Modelos y paradigmas de 
Sistemas Paralelos extendidos a GRID. Clases de algoritmos numéricos y no numéricos 
utilizando arquitecturas GRID. 
Tema 4: Análisis  de Sistemas Distribuidos sobre GRID. Estudio de casos: Análisis de 
sistemas GRID y proyectos colaborativos. Portales  de acceso a recursos de cómputo 
paralelo tipo GRID. Administración de recursos. Optimización en tiempo real. Trabajo 
experimental con arquitecturas clúster distribuidas. 
 
BLOQUE III: EJERCICIOS Y PUESTA EN COMÚN. 
Ejercicio global sobre el manejo optimo del Grid y paralelización. 
Mesa redonda. 
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3.5.- Metodología. 
La metodología se basa en una serie de actividades desarrolladas en el aula. Las actividades 
que se realizarán en cada sesión son: 
• Iniciales. Se comenzará la explicación de la unidad. Los alumnos/as participarán en la 
explicación del profesor. El profesor hará preguntas como: ¿Quién me puede decir en 
pocas palabras …?, ¿Qué se entiende por …?. De esta forma se fomenta la 
participación y la interacción de alumnos/as durante la sesión. 
 
• De desarrollo, para trabajar el tema. Una vez explicados los conceptos, los alumnos/as 
comenzarán a realizar una serie de actividades relacionadas con los conceptos 
explicados en la sesión y que tienen que ver con casos de la vida real a los que tendrán 
que dar solución. Se dejará al alumno unos 10 minutos por problema, para 
posteriormente corregirlos haciendo partícipes a todos los alumnos/as en la corrección 
y ver las distintas perspectivas con las que se pueden abordar y solucionar los 
problemas. 
 
• Finales. Para cerrar esta unidad, el guión de la sesión tendrá un apartado de 
ampliación de problemas los cuales relacionan todos los conceptos de la sesión con la 
finalidad de afianzar los conocimientos aprendidos.   
 
Un ejemplo de sesión podría ser la de Uso de librerías MPI. En los primeros 10 minutos, se 
dejará a los alumnos/as que lean el guión de prácticas para que tengan una primera toma de 
contacto con los conceptos que se van a explicar en clase. En los 50 minutos siguientes, el 
profesor explicará los contenidos, pero siempre haciendo partícipe al alumnado de la 
explicación mediante preguntas tales como: ¿Qué habéis entendido por MPI? A raíz de esa 
pregunta y otras similares existe un diálogo profesor-alumnos/as que harán la clase más 
productiva y amena. Los 30 minutos siguientes se emplearán para actividades de desarrollo en 
donde los alumnos deberán de poner de manifiesto los conocimientos aprendidos durante 
explicación. Se dejará a los alumnos/as un tiempo de 5 a 10 minutos dependiendo de la 
complejidad de cada problema. A la finalización de cada ejercicio, éste será corregido en 
pizarra, sacando a realizarlo a distintos alumnos. Durante la corrección del problema, a los 
alumnos que están sentados, el profesor los anima a participar y realizar posibles correcciones 
o mejoras, con preguntas tales como: ¿Pensáis que ese código funcionaría? ¿Hay algo 
erróneo? ¿Alguien me dice que le falta para que funcione correctamente? Los últimos 30 
minutos se emplean para la realización de una ampliación de problemas. Durante este tiempo, 
los alumnos /as se enfrentarán individualmente a los problemas propuestos, aunque también 
pueden consultar a los compañeros y al profesor siempre que lo precisen. 
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4.- Recursos didácticos. 
4.1.- Recursos generales. 
1. Se deberá disponer de un número adecuado de ordenadores para que los alumnos/as 
puedan realizar su trabajo: tantos ordenadores como alumnos/as haya en clase. 
 
2. El software necesario es: sistema operativo Linux. Aconsejable Fedora.  
 
3. Transparencias con los contenidos a explicar en clase. 
 
4. Guión de contenidos teóricos/prácticos para los alumnos elaborado por el profesor y 
que se entregará a los alumnos/as.  
 
5. Relaciones de actividades de clase y ejercicios.  
 
6. Una pizarra para realizar aclaraciones a los alumnos/as.  
 
7. Rotuladores de pizarra. 
 
8. Tendremos conexión a Internet. 
 
9. Se deberá proporcionar al alumno/a todo el material bibliográfico que necesite (como 
libros, revistas informáticas, manuales, etc). 
 
4.2.- Recursos específicos. 
 
1. Un certificado temporal para cada alumnos/as. Es un certificado digital expedido por 
una entidad certificadora de una duración determinada (hasta la finalización del 
curso). 
 
2. Organización Virtual (OV) de formación. Consiste en un conjunto de individuos y/o 
instituciones definido por reglas que controlan el modo en que comparten sus 
recursos para conseguir un interés común, como por ejemplo, OV de Física de 
Partículas, Medicina o Astrofísica. En nuestro caso nuestra OV será de formación. 
 
5.- Evaluación. 
El proceso de evaluación que se va a seguir es recíproco entre el profesor y el alumno/a: 
• Evaluación del alumno/a: Se realiza con la finalidad de comprobar que los alumnos 
adquieren y afianzan los conocimientos que se imparten en el curso. Será posible 
mediante la participación activa del alumnado en clase, la realización de los ejercicios 
de cada tema y el ejercicio final. 
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• Evaluación del profesorado: El último día de clase el profesor repartirá un cuestionario 
anónimo con una serie de preguntas y un apartado de observaciones, en donde el 
alumnado realiza una valoración del curso. Otro elemento clave en esta evaluación es 
la mesa redonda, en la que los alumnos pueden manifestar su opinión acerca del 
curso e intercambiar impresiones. 
 
6.- Bibliografía. 
• http://www.iaa.es/~rodon/wiki/  (aún en construcción). 
• http://indico.ifca.es/e-ciencia/index.php/Portada  
• http://www.ibergrid.eu/ 
• http://grid.ifca.es/Grids&eScience09/ 
• http://public.eu-egee.org/ 
• http://www.irisgrid.es/ 
• http://www.grycap.upv.es/ 
• http://www.e-ciencia.es/ 
 
 
 
