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As it was mentioned in the main text for strongly inhomogeneous temporal sequences of independent events the Hurst exponent can take a value H > 1/2 and can assign false positive temporal correlations [1] . This effective behaviour is also reflected by the autocorrelation function which can show power-law scaling A(τ ) ∼ τ −α for sequences of independent events with inter-event time distribution P (t ie ) ∼ t −γ ie , and can indicate presence of non-existing correlations. Based on the generating function method and the Tauberian theorems one can show that for 1 ≤ γ ≤ 2 the scaling law α + γ = 2 (1) holds [2] . We checked this relationship by numerical simulations, where we generate independent events with inter-event times sampled from a power-law distribution with a fixed exponent γ and calculate the autocorrelation function. As it is shown in Fig.1 .a the exponent relation in Eq.1 holds for numerical results since for P (t ie ) with γ = 1.5 (blue symbols and straight line) the effective autocorrelation function (red symbols) scales as a power-law with an exponent α = 0.5 (dashed line). At the same time the P (E) distribution calculated with ∆t = 10 window size (green symbols) indicates the true uncorrelated behaviour as it shows exponential decay.
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A B The same calculations had been repeated for various 1 ≤ γ ≤ 2 values averaged over 1000 independent realization as we present it in Fig.1 .b. In each cases the autocorrelation function satisfies the condition derived in Eq.6. However, as γ → 1 extreme fluctuations start to influence the dynamics considerably, while some discrepancy appears as γ → 2 where fully correlated behaviour should evolve which cannot be the case for random processes even the fluctuations are finite. Fig.1 .c and assign the true uncorrelated temporal behaviour of the processes. It demonstrates that autocorrelation is unable to address present correlations obviously for heterogeneous temporal processes since it indicates effective correlations between independent events. However, the P (E) distribution is capable to detect correlated behaviour even for processes with fat-tailed inter-event time distributions as it decays exponentially in case of independent signals (for a detailed study see SI Section 2) while it scales as a power-law when long bursty periods evolve as a result of temporal correlations.
The corresponding P (E) distributions show exponential behaviour as it is demonstrated in

P(E) distributon in independent models
We study the functional behavior of the P (E) bursty event number distribution for processes of independent events. As it was already discussed in the main text the P (E) distribution with a given ∆t time window size can be written as:
for n > 0. Here the integral ∆t 0 P (t ie )dt ie defines the probability to draw an inter-event time P (t ie ) ≤ ∆t randomly from an arbitrary distribution P (t ie ). The first term of Eq.2 gives the probability that we do it independently n − 1 consecutive times, while the second term assigns that the n th drawing gives a P (t ie ) > ∆t therefore the evolving train size becomes exactly E = n. If the measured time window is finite, the integral ∆t 0 P (t ie )dt ie = a where a < 1 and the asymptotic behaviour appears like P (E = n) ∼ a (n−1) in a general exponential form. Otherwise if ∆t = ∞ then ∆t 0 P (t ie )dt ie = 1 and P (E = n) = 0 for any n value. Since we fix the upper limit of the integrand ∆t < ∞, the first behavior holds.
To numerically confirm this analytical results we define a single user model where we generate events with inter-event times sampled from two different distributions:
and count the number of consecutive events which fall into a bursty periods with t ie ≤ ∆t.
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A B C D The simulation results in Fig.2 demonstrates the predicted exponential decay for the P (E) distributions. We performed sequences with various γ or τ values, but the P (E) distribution was calculated in each cases with a fixed ∆t window size.
∆t time window dependence of P (E) distribution
We have seen in the main text that the P (E) bursty train size distribution shows a robust behaviour against the selected ∆t time windows. By increasing ∆t the correlated event clusters are growing as t=100s TI t=300s TI t=600s TI 6h 8h 10h 12h 14h 16h 18h 20h t=3600s TI Figure 3 : Illustration of bursty period detection in the call sequence of a selected individual. Black spikes denote the call events with width rational to the call length. In the 2-5 lines we colored the inter-event periods if they were smaller then the corresponding time window size. As we are increasing ∆t the periods which were detected with smaller time-windows are be merged together to longer trains. The first line demonstrates the fine grained self-containing structure of the long evolving bursty periods.
more and more single events and periods with shorter time windows get merged together as depicted in Fig.3 . Looking for a wider range of ∆t from 1 second (the time resolution of the mobile-call sequences) up to T = 120 days (the length of the data sequence) we can follow how P (E) distribution evolves. In Fig.4 .a we present P (E) distributions with ∆t = 2 n where n goes from 1 to 24. A lower t l c and a higher t h c characteristic time can be detected by looking at the evolution of P (E):
• if ∆t < t l c : only small bursty trains evolve and the P (E) distributions show a concave behaviour.
• if t l c < ∆t < t h c : critical regime where the P (E) distributions are scaling as a power-law with an exponent β insensitive for ∆t.
• if ∆t > t h c : Uncorrelated periods are merged together and P (E) is approaching the strength distribution as ∆t → T days where for each user only one bursty period evolves containing all events of the present user.
For the mobile call sequence the corresponding exponent takes β = 4.1 and the two characteristic times are t l c = 20 seconds and t h c = 12 hours. These times also play crucial roles for P (t ie ) and A(τ ) as 20 seconds is the typical reaction time between two consecutive call actions, while 12 hours reflects the length of correlated periods of human daily activity. Looking at the scaling behaviour of P (t ie ) and A(τ ) of other human activities, earthquakes or neuron spike sequences, one can detect analogous evolving behaviour of P (E) with corresponding characteristic times. To exclude the possibility that the broad strength distribution causes the power law like P (E) behaviour, we repeated the same measurement with a single event sequence which was constructed from the call sequences of 10 6 users and monitor how P (E) changes as we increase ∆t from its minimum to its maximum (not shown here). In this case we also observed an extended critical regime where P (E) presented scale-free behaviour with the same exponent β 4.1.
Strength decomposition of the characteristic functions
We demonstrated in the main text that bursty correlated behavior can be characterized by functions as P (t ie ), A(τ ) and P (E) in several kinds of dynamic systems. However, the question remained whether the observed scaling behaviour of these functions is an artifact of other present inhomogeneities e.g. the broad distribution of node activity (strength), or it de facto reflects general behavioural characteristics of entities. To answer this question we completed additional measurements on the mobile-call dataset which possesses large enough size to provide good statistics after we decompose users into different groups. We also repeated the following measurements for the other datasets and found similar behaviour of the analyzed functions. Here we define node strength s as the number of (in and out) calls made by a user during the entire period. It is known from earlier studies [4] that the P (s) strength distribution of the MCD is broad with a maximum value s max = 7933 in the present case. Taking into consideration the inhomogeneous P (s) distribution we ranked users into strength groups with increasing bin size. We realized from individual level analysis that users with the largest strength values are playing a disparate role as they show nonhuman like communication patterns. Therefore, we exclude them from the measurements and take users only with strength smaller then 96% of the maximum value.
In Fig.5 we present the average characteristic functions calculated separately for each strength group. Heterogeneous inter-event time distributions are characterizing the communication of users ranked into different groups (Fig.5.a) . Only the tail of the P (t ie ) distributions shows significant discrepancy due to different activity levels. Since users frequently show correlated bursts with short inter-event times, those ones with small number of calls in sum have longer inactive periods between bursts which induces a longer tail in P (t ie ) with a later exponential cutoff. Users with higher activity have shorter waiting times between bursts which is reflected by the earlier turning point of the inter-event time distribution. In order to prove whether these distributions are broad not only due to the inhomogeneous strength distributions in Fig.5 .b we scaled them together using the scaling relation t s ie P (t s ie ) = P (t s ie / t s ie ) where t s ie denoted the average inter-event times, calculated separately for each group as it was done in [5, 6] . Using this scaling relation the distributions scale together on the same master curve which indicates that P (t ie ) follows the same functional behaviour independently from the chosen strength group (and the average inter-event time of this group).
The autocorrelation function in Fig.5 .c decays as a power-law up to 12 hours assigning long-temporal correlations for users in each strength groups. Naturally stronger correlations are detected for more active users as the corresponding exponents vary between α 0.38...0.7 as we decrease the activity level. A similar behaviour is confirmed by the scaling of P (E) in Fig.5 .d as the distributions (calculated with ∆t = 600 seconds) remain fat-tailed for each user group with an exponent between β = 2.45...4.3 as we decrease activity. It implies that long correlated bursty periods evolve even for users with only a few calls but with smaller probability then for user with many call actions.
De-seasoned results
In order to study the effect of circadian patterns on the observed behaviour of the characteristic functions in mobile call communication, we remove daily fluctuations by rescaling the event times using a method defined in [7, 8] . Measuring the r(t) event density and its average value R t during the entire period we can define a rescaled time for each event as:
where ρ(t) denotes the event rate and the ρ * (t * )dt * = ρ(t)dt scaling holds for the time variable with ρ * (t * ) = 1. Rescaling event times with these conditions, events in periods with high event frequency become dilated, while event times are contracted when their frequency is lower, so the effect of cyclic fluctuations can be reduced. We rescaled the times of the outgoing call events of each user in the MCD considering the duration of their calls and ranked them into strength groups using their overall call activity.
Utilizing the sequence of outgoing call events with rescaled times we calculate the three characteristic functions to see the impact of daily fluctuations on them. Since cyclic fluctuations are introducing correlations in the dynamics, by removing them the A(τ ) function should reflect weaker correlations and if only the circadian patterns are responsible for the temporal correlations this function should radically change and present short term correlated behaviour only. In Fig.6 .a the autocorrelation denotes reduced correlated behaviour compare to the same function of the original event sequence in Fig.5 .c, however it signifies remaining long temporal correlations as it shows slow decay with a slightly larger exponent α 0.75 compared to the unscaled value (α = 0.5). The inter-event time distributions in Fig.6 .b also remains similar compared to Fig.5 .a with approximately the same exponent value γ 0.7. It is in complete agreement with the results presented in [7] where the P (t ie ) of call events remained unchanged after the same de-seasoning method was applied on the event sequence.
Long bursty periods are not destroyed by removing daily patterns from the event sequence as it is shown in Fig.6 .c. The long periods of outgoing bursts of individuals remain for various ∆t values reflected by power-law like P (E) distributions decreasing with exponent β 4.1 similar to the original sequence. The P (E) distribution becomes more disperse if we decompose it by strength for periods with time window size ∆t = 600 seconds (see Fig.6.d) . The tail of the decomposed P (E) distributions can be estimated with exponents between β 2.8...4.6. Consequently as the scaling behaviour of the deseasoned data show similar behaviour as the original sequence, it implies that even circadian fluctuations 6 Bursty-topology correlations in earthquake-sequences
In order to measure temporal correlations between earthquake events we applied a so-called singlestation method [9, 10, 11] and studied event sequences executed at the same geographical area. For each earthquake event the longitude and latitude coordinates of the epicenter was known from informations measured at several surrounding seismological stations [12] . The distribution of epicenters on the investigated area is visualized on Fig.7 .a. For the results presented in the main text we grouped 198, 914 events into 238 administrative regions and we observed scale-free behaviour for the characteristic functions (see Fig.3 .a in the main text). However, since the regions can have different sizes the question remains whether the observed scaling behaviour is the result of the diverse size distribution of different regions or it truly assigns heterogeneous correlated temporal behaviour. To answer this question we divided the investigated area for bins with equal sizes and for each bin we collected a time-ordered list of events executed on the corresponding area. We used three different bin sizes: 10 0 km 2 , 10 2 km 2 and 10 4 km 2 . The event count map with the three different bin sizes is shown in Fig.7 .b, c and d.
Using the event sequences collected for each bin we calculated the characteristic function P (t ie ), A(τ ) and P (E). As it is shown in Fig.8 each function remained fat tailed with the same exponent values β = 2.5 and γ = 0.7 as it was found for the measurements presented in the main text. The autocorrelation function exponent took a value α = 0.25 which assigns slightly stronger correlations as for the earlier calculations, however the average autocorrelation functions here were calculated for the As the scaling behaviour of the characteristic functions were re-found for calculations with equal-size area bins, in conclusion we can say that the observed temporal correlations and heterogeneous dynamics are not the result of the event collection method but they truly characterize the sequences of earthquake events.
Calculation of the memory function
In the main text for correlated event sequences with P (E) ∼ E −β we can derive the memory function in the form:
However, by only knowing Eq.5 we can also calculate the related P (E) distribution as:
Consequently our calculations are consistent as the corresponding P (E) distribution shows asymptotically a power-law decay with an exponent satisfying the relation:
8 Estimating exponent ν for empirical memory functions In order to estimate the ν memory function exponents for empirical sequences we calculated the p(n) function for each investigated data sequence with a chosen ∆t time window size and plot the complement 1−p(n) of the original memory functions in Fig.9 (grey symbols) and the same functions after logarithmic binning (black symbols). As it is visible the original complement memory functions show strong finite size effects as the investigated event sequences span on a limited time frame and the related P (E) distributions are finite. Similarly as it was discussed in the main text, we fitted the binned empirical memory functions with the analytical functions of the form of Eq.5 using least-squares method with only one free parameter, the exponent ν (red lines in Fig.9 ). The resulted ν exponents are written in the figure caption and also summarized in the main text in Table I . The derived exponents approximately satisfy the relation in Eq.9 with the corresponding empirical β values.
The actual p(n) memory functions take the analytical form Eq.5 if we assume that the P (E) distribution is a power-law function with an exponent γ. However, the fitted curves show deviations from the empirical p(n) functions for small n values as the measured memory functions are derived from nonperfect empirical power-law P (E) distributions. Nevertheless, the analytical and empirical functions fit well asymptotically for larger n values.
