Let a 1 , ..., a r be a sequence of elements of Z k , the integers modulo k. Calling the sum of k terms of the sequence a k-sum, how small can the set of k-sums be? Our aim in this paper is to show that if 0 is not a k-sum then there are at least r&k+1 k-sums. This result, which is best possible, extends the Erdo s Ginzburg Ziv theorem, which states that if r=2k&1 then 0 is a k-sum. We also show that the same result holds in any abelian group of order k, and make some related conjectures.
INTRODUCTION
Given a sequence a 1 , ..., a r in Z k , the integers modulo k, a k-sum is a sum of the form a i 1 + } } } +a i k , where i 1 < } } } <i k . How large can r be without 0 being a k-sum? It is clear that we may have r=2k&2, by taking a 1 = } } } =a k&1 =0 and a k = } } } =a 2k&2 =1. Erdo s, Ginzburg and Ziv [5] showed that this is best possible. In other words, they showed that if we have a 1 , ..., a 2k&1 in Z k then some k-sum is 0. Since then, numerous other proofs of this result have been found see Alon and Dubiner [2] for a general survey.
In view of this result, it is natural to ask the following question. In terms of r, how few k-sums can the sequence a 1 , ..., a r have? Clearly, if we have a 1 = } } } =a r then only 0 is a k-sum. So a more sensible question to ask is: If 0 is not a k-sum, at least how many k-sums must there be? Of course, in view of the Erdo s Ginzburg Ziv theorem there is no need to look at values of r greater than 2k&1. For r between k and 2k&1, the obvious choice is to take a 1 = } } } =a k&1 =0 and a k = } } } a r =1: this gives r&k+1 different k-sums.
Our aim in this paper is to show that this is best possible. In other words, we shall show that, given a 1 , ..., a k+r # Z k , where 0 r k&1, if 0 is not a k-sum then there are at least r+1 k-sums. This clearly implies the Erdo s Ginzburg Ziv theorem, by putting r=k&1.
We actually obtain a similar result for any finite abelian group. Indeed, for G an abelian group of order k, and a 1 , ..., a r a sequence of elements of G, let us again define a k-sum to be a sum of the form a i 1 + } } } +a i k , where i 1 < } } } <i k . Then we show that either 0 is a k-sum or there are at least r&k+1 k-sums. In the non-cyclic case, however, this need not be best possible: it would be interesting to know how few k-sums a sequence a 1 , ..., a r in a given abelian group G of order k can have, if 0 is not a k-sum.
The family of k-sums from a sequence has been studied by several authors. Olson [12] gave a sufficient condition for the family of k-sums from a sequence a 1 , ..., a 2k&1 in an abelian group G of order k to be the entire group G; this result was extended by Gao [6] to deal with sequences a 1 , ..., a r , for general r. Hamidoune, Ordaz and Ortun~o [9] gave a sufficient condition for 0 to be a k-sum from a sequence a 1 , ..., a r , in terms of the number of a i that are allowed to assume the same value. There is also a close connection between k-sums and general sums, as we now describe.
For G a finite abelian group, the Davenport constant s(G) of G is the minimal n such that, whenever a 1 , ..., a n # G, some (non-empty) sum of the a i is 0. For example, the Davenport constant of Z k is easily seen to be k. It is believed that s(Z n k )=(n&1)(k&1)+1 this has been proved by Olson when k is a prime or prime-power [10] and when n=2 [11] . The determination of the Davenport constant is one of the most fascinating unsolved problems concerning finite abelian groups: see Geroldinger and Schneider [8] for some recent results and counterexamples.
Gao [7] related the Davenport constant to k-sums with the following beautiful result. If G is an abelian group of order k, and we write s$(G) for the minimal n such that, whenever a 1 , ..., a n # G, some k-sum of the a i is 0, then s$(G) is very closely connected to s(G): in fact, s$(G)=s(G)+k&1.
(Note that in one direction this is obvious: if a 1 , ..., a r has no non-empty sum being 0, then certainly 0 is not a k-sum of a 1 , ..., a r+k&1 , where a r+1 = } } } =a r+k&1 =0.) Gao's result is one of the reasons why k-sums are studied, rather than l-sums for a general l.
Let us remark in passing that the question of how few sums (not necessarily of size k) a sequence a 1 , ..., a r in Z k can have, without 0 being a sum, is a triviality. Indeed, if a 1 = } } } =a r =1 then we have r (non-empty) sums. But this is best possible, because the r sums a 1 , a 1 +a 2 , ..., a 1 +a 2 + } } } +a r must be distinct (as otherwise a sum a i + } } } +a j would be 0).
The original proof of the Erdo s Ginzburg Ziv theorem [5] was a direct argument in the case k prime, followed by an induction argument for general k. There are by now several different proofs known, many of which are algebraic in nature (e.g., Olson [10] , Bailey and Richter [3] , Alon [1] ) see [2] for a general survey and also some new proofs. However, all of these proofs attack the case k prime (or prime-power), using the same induction to pass to general k. Now, our result is very easy to prove if k is prime the original proof of the Erdo s Ginzburg Ziv theorem yields it immediately. It is also quite easy if k is a prime-power. But there seems no way at all to use induction to pass from k prime (or prime-power) to the general case, and so the many proofs of the Erdo s Ginzburg Ziv theorem, particularly the algebraic proofs, seem to be of no help to us. (See [4] for a discussion of a related situation.)
The plan of the paper is as follows. We prove our result in Section 1. Our methods are entirely combinatorial in nature. Indeed, we stress that our result does hold for all k, not just prime-power values. This is in contrast to several related problems, such as the determination of Davenport constants (see Olson [10] ), where, as mentioned above, results are conjectured to hold for all k but have only been proved for prime-power k. Also in Section 1, we make some remarks on the curious connection between our result and Olson's result [11] 
Finally, in Section 2 we make some conjectures concerning the noncyclic case.
Our notation is fairly standard. For sets A and B in an abelian group G, we write A+B for the set [a+b : a # A, b # B]. Similarly, for b # G we write A+b for [a+b : a # A].
THE MINIMUM NUMBER OF k-SUMS
Our aim in the section is to prove that, for any k, if we have elements a 1 , ..., a k+r of Z k then either 0 is a k-sum or there are at least r+1 k-sums.
For an abelian group G, and elements b 1 , ..., b r # G, write S(b 1 , ..., b r ) for the set of all 2 r possible sums (including the empty sum):
We begin by considering just what properties we need of the b i to make the set S(b 1 , ..., b r ) large. For example, if each of the b i is coprime to k then it is easy to see (by induction on r) that |S(b 1 , ..., b r )| r+1. More generally, we would like some fairly weak conditions that guarantee that S(b 1 , ..., b r ) is large. The relevance for our problem is that, for a 1 , ..., a k+r # G, the set
is a set of |S(a 1 &a 2 , a 3 &a 4 , ..., a 2r&1 &a 2r )| distinct k-sums. It turns out that, because we are always looking at subgroups and their cosets, and hence viewing, for example, Z pq as Z p _Z q (where p and q are distinct primes), it is actually a little clearer to prove our lemmas for arbitrary (finite) abelian groups the fact that the group may happen to be cyclic is irrelevant.
We say that elements b 1 , ..., b r of a (finite) abelian group G cover G if G= S(b 1 , ..., b r ). Our first result states that we do indeed have |S(b 1 , ..., b r )| r+1, provided that no subgroup H of G is so rich in the b i that H is covered by the b i belonging to H. Proof. We proceed by induction on r+ |G|. The result is trivial if r=1, so we turn to the induction step. Given b 1 , ..., b r # G, satisfying the condition of the lemma, let us fix j, 1 j r, and consider the family b i : i{ j (i.e., the sequence with its jth term deleted). Certainly, no subgroup H is covered by the members of this sequence belonging to it. Hence, by the induction hypothesis, we have |S(b i : i{ j)| r. We thus obtain |S(b 1 , ...,b r )| r+1, unless the set S j =S(b i : i{ j) is invariant under the addition of b j . So we may as well assume that S j +b j =S j . Since Our next lemma is the key step in our proof. It asserts that we do have |S(b 1 , ..., b r )| r+1 unless the b i are very densely concentrated on some (proper) subgroup. The actual condition we require in the lemma is very weak if H is large.
Lemma 2. Let G be a finite abelian group, and let b 1 , ..., b r # G. Suppose that, for each subgroup H of G, the number of b i belonging to H is less than r+1&rÂ|H|. Then |S(b 1 , . .., b r )| r+1. Proof. If no subgroup H is covered by the b i belonging to it, then we are done by Lemma 1. So we may assume that there is a subgroup H covered by the b i that belong to it. Among such H, choose a maximal one. Say b 1 , ..., b s are all the terms in H, and S(b 1 , ..., b s )=H. Now, let us consider the elements b s+1 +H, ..., b r +H of the quotient group GÂH. These are all non-zero, by the choice of s. Moreover, if K is a non-zero subgroup of GÂH then K cannot be covered by the b i +H that belong to it otherwise, K+H would be covered by the b i belonging to it, contradicting the maximality of H.
So the sequence b s+1 +H, ..., b r +H in the group GÂH satisfies the conditions of Lemma 1, and hence we have |S(b s+1 +H, ..., b r +H)| r&s+1. But we know that S(b 1 , ..., b s )=H, so that each member of S(b s+1 +H, ..., b r +H) gives rise to |H| members of S(b 1 , ..., b r ). Thus |S(b 1 , ..., b r )| |H|(r&s+1).
Therefore we are done if |H| (r&s+1)>r. But this is the same as s<r+1&rÂ|H|. K Armed with Lemma 2, it should be fairly clear how we wish to proceed. Given a 1 , ..., a k+r in an abelian group G of order k, we will attempt to find r disjoint pairs of the a i whose differences b i are not too highly concentrated in any subgroup in other words, so that we can apply Lemma 2. If this is not possible, one would hope that the reason is that too many of the a i lie in some coset of some subgroup H, and then one could perhaps apply induction, by looking at H. Theorem 3. Let G be an abelian group of order k, and let a 1 , ..., a k+r # G. Then if 0 is not a k-sum then there are at least r+1 k-sums.
Proof. We may clearly assume that r<k. (By the Erdo s Ginzburg Ziv theorem we could even assume that r<k&1, if we wished.) Choose distinct indices x 1 , y 1 , x 2 , y 2 , ..., x r , y r in [1, ..., k+r], and set b i =a x i &a y i , for 1 i r. Let us say that a subgroup H of G is bad if at least r+1&rÂ|H| of the b i belong to H. If no subgroup of G is bad then we may apply Lemma 2 to give |S(b 1 , ..., b r )| r+1, which implies (as remarked earlier) that the sequence a 1 , ..., a k+r has at least r+1 k-sums.
So we may as well assume that some subgroup is bad. Let H be a bad subgroup of minimum size. Note for future reference that H is a proper subgroup, as G itself can never be bad indeed, any bad subgroup clearly has size at most r. We claim that H is the unique bad subgroup of this size. Indeed, suppose that K is a different bad subgroup, with |K| = |H|.
Then at least r+1&rÂ|H| =r&(rÂ|H| &1) of the b i belong to H, and similarly for K. It follows that at least r&2(rÂ|H| &1)=r+2&2rÂ|H| of the b i belong to H & K. Since |H & K| |H|Â2, this implies that at least r+2&rÂ|H & K| of the b i belong to H & K. Hence H & K is bad, contradicting the minimality of H.
In fact, this calculation tells us rather more. If K is any subgroup not containing H then, since 1Â|H & K| 1Â|H| +1Â|K|, we must actually have that the number of b i belonging to K is less than r&rÂ|H|.
We now seek to change one x i or y i in such a way as to decrease the number of b i belonging to H. To be precise, let us choose an i with b i # H, so that x i and y i belong to the same coset of H, say c+H. Now, the set
bad, by the remark of the previous paragraph. And H itself contains one less b i than before. So we are done by induction first reverse induction on the minimum size of a bad subgroup, and then induction on the number of b i in a minimum bad subgroup.
Thus we are done unless [a j : j # J]/c+H. However, since i was arbitrary (subject to b i # H), it follows that we are done unless we have [a j : j # J]/c+H and also [a x i :
So we may assume that c+H contains at least k&r+2(r+1&rÂ|H|)= k+r+2&rÂ|H| of the a i . Translating (which does not affect k-sums), we may assume that c=0: say a 1 , ..., a s # H, where s k+r+2&rÂ|H|.
The proof is now nearly complete. Indeed, write h= |H|. By induction on the size of the group (or by the Erdo s Ginzburg Ziv theorem), we know that among any 2h&1 of the a i there are h summing to 0. In particular, there is a set I 1 /[1, ..., 2h&1], with |I 1 | =h, such that i # I 1 a i =0. We now reapply this argument to the remaining s&(2h&1) of the a i , obtaining a disjoint set I 2 , of size h, such that i # I 2 a i =0. Continuing in this way, we obtain disjoint h-sets I 1 , ..., I kÂh such that i # I j a i =0 for all j here we have used the fact that s k+h&1, which follows from h r.
It follows that i # I 1 _ } } } _ I kÂh a i =0, so that 0 is a k-sum of a 1 , ..., a k+r . K
We wish to remark that it is very fortunate that the bound in the conditions of Lemma 2 is sufficiently weak that, in the above proof, we end up with such an accumulation of the a i in (a coset of) H that a k-sum is forced to be 0.
As we remarked in the Introduction, there is a curious connection between our result and (a special case of) Olson's theorem [11] that s(Z We may clearly assume that no (non-empty) subset of the c i sums to 0. It follows from this that the c i have at least 2k&1&s non-empty sums: indeed, we just consider c s+1 , c s+1 +c s+2 , ..., c s+1 +c s+2 + } } } +c 2k 1 , which must all be distinct.
Thus there are at least 2k&1&s points of the form (x, 0), with x{0, that are (non-empty) sums of subsets of a s+1 , ..., a 2k&1 . Since (s&k+1)+(2k&1&s)>k&1, it follows that there is some x{0 such that (x, 0) is a sum from a 1 , ..., a s and (&x, 0) is a sum from a s+1 , ..., a 2k&1 . Thus (0, 0) is a sum from a 1 , ..., a 2k&1 , as required.
Because Theorem 3 is so close to this special case of Olson's theorem, one might hope that Theorem 3 itself could be derived in some way from Olson's theorem. However, we have been unable to do this: it seems that one would need some detailed results concerning the actual structure of sequences in Z k with not too many sums or k-sums.
THE NON-CYCLIC CASE
To end the paper, we turn our attention to the non-cyclic case. If G is non-cyclic then the bound of Theorem 3 is certainly not sharp. The first interesting case is Z 2 k : here it would seem that the best sequence a 1 , ..., a r to take (for k 2 r k 2 +2k&2) is 0 repeated k 2 &1 times, followed either by (1, 0) repeated r+1&k 2 times (if r<k 2 +k&1) or by (1, 0) repeated k&1 times and (0, 1) repeated r+2&k&k 2 times (if r k 2 +k&1).
-sum then the number of k 2 -sums is at least r+1 if r<k&1, and at least (k&1)(r&k+3) if r k&1.
For a general abelian group G of order k, it is natural to believe that, to minimise the number of k-sums (without 0 being a k-sum), one should minimise the number of sums (without 0 being a sum), and then append 0 repeated k&1 times.
Conjecture 5. Let G be an abelian group of order k, and let r k. Then the minimum number of k-sums for a sequence a 1 , ..., a r that does not have 0 as a k-sum is attained at the sequence b 1 , ..., b r&k+1 , 0, ..., 0, where b 1 , ..., b r&k+1 is chosen to minimise the number of (non-empty) sums without 0 being a (non-empty) sum.
Equivalently, we conjecture that, to minimise the number of k-sums, one should repeat some value (say 0) k&1 times. Such a result, if true, would be a generalisation of Gao's result [7] mentioned above, that s$(G)=s(G)+k&1.
Conjecture 5 immediately implies Theorem 3. However, we do not even know how to deduce Conjecture 4 from Conjecture 5. Indeed, suppose that we wish to choose a sequence a 1 , ..., a r # Z 2 k to minimise the number of (non-empty) sums, without 0 being a (non-empty) sum. If r k&1 then certainly there are at least r sums since, just as for Z k (or indeed any group), the sums a 1 , a 1 +a 2 , ..., a 1 + } } } +a r must be distinct. But if k r 2k&2 then we do not know how to prove that there are at least (k&1)(r&k+1) sums.
Conjecture 6. For r k, the minimum number of sums for a sequence a 1 , ..., a r # Z
