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A NEW GEOMETRIC CHARACTERIZATION OF THE JULIA
SET
XIAO YAO, DAOCHUN SUN, AND ZUXING XUAN
Abstract. This article concerns a new geometric characterization of the Julia
set. By using Ahlfors-Shimizu’s characteristic, we establish some growth results
which indicates the characterization of the Julia set. The main technique is to
estimate the lower bound of S(fn, U), where U is an open neighbourhood of
some point in J (f).
1. Introduction
Complex dynamic system concerns the iteration of a holomorphic map on the
simply connected Riemann surface S. By the uniformization theorem, S must be
conformally equivalent to ∆ := {z : |z| < 1}, C, or Cˆ := C ∪ {∞}. In this paper,
we only restrict ourselves to the case that S is bi-holomorphic to C, or Cˆ. Given
a point z ∈ S, we consider the sequence generated by its iterates {fn(z)}+∞n=1 and
study the possible behaviors as n tends to infinity. We divide S into the Fatou set
F(f) = {z ∈ S : {fn}n∈N is a normal family in some neighbourhood of z}
and the Julia set J (f) := S\F(f). We will consider three cases:
(1) rational function: f : Cˆ −→ Cˆ;
(2) transcendental entire function: f : C −→ C;
(3) transcendental meromorphic function: f : C −→ Cˆ.
The iteration of rational functions was initiated by Julia [14] and Fatou [12] be-
tween 1918 and 1920, and the iteration of transcendental entire functions was first
considered by Fatou [11] in 1926. For the general theory of iteration mermor-
phic functions, we refer to Bergweiler’s survey [4]. For the detailed discussions for
dynamical properties of Fatou and Julia sets, please see [3, 6, 9, 10, 20].
The expansion property near the Julia set is common for rational maps, tran-
scendental entire (mermorphic) maps. To our best knowledge, there are two main
classical definitions of the Julia set. One is based on the normal family argument,
and the other is based on the fact that J (f) is the closure of the set of repelling
periodic points. Sun and Yang investigated the dynamics of a more general class of
maps [22], which are called quasi-rational maps. They explored the idea of Ahlfors
covering surface theory to give new definitions of Fatou set and Julia set. This
paper aims to give a new geometric characterization of the Julia set by using the
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spherical metric. Let f be an analytic function on a domain V ⊂ C. For any subset
U of V , we define
S(f, U) :=
1
π
∫ ∫
U
|f ′(z)|2
(1 + |f(z)|2)2
dxdy, where z = x+ iy.
Throughout this paper, we use D(z, r) = {w : |w − z| < r} for z ∈ C. In the
sequence, we always assume that a transcendental meromorphic function has at
least one pole.
We begin with our characterization of the Julia set by the following.
Theorem 1. Let f be a rational function on Cˆ with degree d ≥ 2, or a transcen-
dental entire (meromorphic) function f on C. Then z ∈ J (f) if and only
lim inf
n→+∞
S(fn, D(z, r)) = +∞
for any r > 0.
Especially, if f(z) is a rational function on Cˆ with degree d ≥ 2. We have
z ∈ J (f) if and only
(1.1) lim
n→+∞
log S(fn, D(z, r))
n
= log d
for any r > 0.
It is important to choose a suitable metric on a neighborhood of the Julia set,
especially for transcendental entire (meromorphic) function f for which J (f) is
not compact. The hyperbolic metric is widely used in complex dynamical system.
We refer to [1, 2] for the detailed introduction for the hyperbolic metric and [9, 16,
23, 18] for the application of hyperbolic metric in dynamic systems.
Here, we emphasize that the spherical metric is crucial to Theorem 1. We remark
that it seems that Euclidean metric is not suitable for the characterization, and
we only mention that the existence of Baker wandering domains is the obstruction
for the characterization. For any transcendental entire function f with a multiply
connected Fatou component U , we can choose z0 ∈ U ,
lim
n→+∞
L2(fn, D(z0, r)) = +∞
for any disk D(z0, r) ⊂ U , where L
2(.) means the two dimensional Lebesgue mea-
sure. For the details, see the remarks and discussions in Proposition 3.2 in Section
3. Motivated by equation (1.1) for the rational case, we ask the following question
for transcendental case.
Question 1. Let f be a transcendental entire (mermorphic) function. Then for
any z ∈ J (f), is it true that
lim
n→+∞
1
n
log S(fn, D(z, r)) = +∞
for any r > 0?
Suppose that f is a transcendental meromorphic function f with at least two
poles. The fact that the pre-poles are dense in J (f) implies that S(fn, D(z, r)) =
+∞ for some n. For other cases, things become somewhat subtle. One can not
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obtain the uniform estimation due to the lake of the compactness of the Julia set.
We conjecture that the answer is affirmative. However, it seems difficult to answer
it completely. We will give some partial results.
Theorem 2. Let f be a transcendental entire function. Assume that
(1.2) lim inf
r→+∞
logM(2r, f)
logM(r, f)
= d > 2,
then z ∈ J (f) if and only if
lim
n→+∞
1
n
log S(fn, D(z, r)) = +∞
for any r > 0, where M(r, f) = max
|z|=r
|f(z)|.
In fact, we can weaken the growth condition (1.2) in Theorem 2 to get the
following.
Corollary 1. Let f be a transcendental entire function. Assume that
(1.3) lim inf
r→+∞
logM(2r, fk)
logM(r, fk)
= dk > 2
for some k ∈ N, then z ∈ J (f) if and only if
lim
n→+∞
log S(fn, D(z, r))
n
= +∞
for any r > 0.
We remark that the exponential family and cosin family correspond to the case
k = 2 in Corollary 1. The condition (1.2) can be weakened if the exceptional set
E(f) = {z ∈ Cˆ : ♯(O−(z)) < ∞} is non-empty, where O−(z) = {f−n(z)}∞n=0. Due
to Picard’s theorem, we know that ♯(E(f)\{∞}) ≤ 1 for any transcendental entire
function.
Theorem 3. Let f be a transcendental entire function f . Assume that E(f) = ∅
and
(1.4) lim inf
r→+∞
logM(2r, f)
logM(r, f)
= d > 1,
then z ∈ J (f) if and only if
lim
n→+∞
1
n
log S(fn, D(z, r)) = +∞
for any r > 0.
This theorem can also lead to a corollary which is very similar to Corollary 1,
and we omit its statement here. One can use growth condition (1.2) or (1.4) to rule
out the existence of multiply connected Fatou components by the following result
by Zheng.
Theorem A.([24]) Let f be a transcendental entire function. Assume that
(1.5) lim inf
r→+∞
logM(2r, f)
logM(r, f)
> 1,
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then F(f) has no multiply connected Fatou component.
Remark 1.1. The original proof of Theorem A makes use of Nevanlinna theory and
a covering lemma [24], which also works for transcendental meromorphic functions
with finitely many poles. The idea in the proof of Theorem 2 can give an intuitional
explanation of Theorem A under the growth condition (1.2), which is stronger than
the condition (1.5). The existence of multiply connected Fatou components implies
that one can choose a large annuli Ur = {z : r < |z| < 2
kr} for some large r ∈ R
and k ∈ N in some multiply connected Fatou component. Then sup
n
S(fn, Ur) = +∞
follows from the similar technique as in the proof of Theorem 2. Since Ur lies in a
bounded Fatou component, we have sup
n
S(fn, Ur) < +∞ by Theorem 1, which is a
contradiction.
Remark 1.2. By Theorem A, if a transcendental entire function f satisfies the
growth condition (1.3) in Corollary 1, then J (f) is connected. To our best knowl-
edge, we do not realize that there exists a transcendental entire function f such that
J (f) is connected and f satisfies the counterpart of growth condition (1.3),
lim inf
r→+∞
logM(2r, fk)
logM(r, fk)
= dk ∈ [1, 2]
for each k. This is related to an equivalent form of Theorem A, which can be
re-stated as the follows.
Theorem B. Let f be a transcendental entire function. If J (f) is disconnected,
then
lim inf
r→+∞
logM(2r, fk)
logM(r, fk)
= 1
for each k.
Motivated by Theorem 2, Corollary 1 and Theorem B, we post the following
questions.
Question 2 (Strong version). Does there exist a transcendental entire function f
such that J (f) is connected and
lim inf
r→+∞
logM(2r, fk)
logM(r, fk)
= 1
for each k ∈ N?
Question 3 (Weak version). Does there exist a transcendental entire function f
such that J (f) is connected and
lim inf
r→+∞
logM(2r, fk)
logM(r, fk)
= dk ∈ [1, 2]
for each k ∈ N?
Question 2 and Question 3 are asked for the general transcendental entire func-
tion f . In fact, we could further restrict f into some special class of functions
to consider the questions above. One can still replace logM(r, f) by the Nevan-
linna’s characteristic T (r, f) or Ahlfors-Shimizu’s characteristic T0(r, f) to discuss
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the similar questions. For the definitions of these two characteristics, we refer to
Section 2.
Up to now, we investigate the case that f has only simply connected Fatou
components. A nature question is whether we can get the similar results when f
has some multiply connected Fatou component U? We will give a partial answer
under the condition e(U) = 2, where e(U) denotes the eventual connectivity of U .
Kisaka and Shishikura [15] proved that e(U) can only be 2 or ∞ for any multiply
connected Fatou component of a transcendental entire function. In the sequence,
we will consider the case that f has a multiply connected Fatou component. We
confine the case that the eventual connectivity is 2 and get the following.
Theorem 4. Let f be a transcendental entire function. Assume that F(f) has a
multiply Fatou component with eventual connectivity 2. Then z ∈ J (f) if and only
if
lim
n→+∞
1
n
log S(fn, D(z, r)) = +∞
for any r > 0.
We believe that the growth condition (1.2) can be completely removed. Here, we
prove a theorem without any growth condition, while we need to restrict ourselves
in hyperbolic transcendental entire functions in class
B = {f : f is a transcendental entire function, S(f) is bounded},
where S(f) is the smallest closed set such that f : C\f−1S(f) → C\S(f) is a
covering map. Let f be a transcendental entire function in class B, f is said to
be hyperbolic if F(f) consists of finitely many attracting basins. We refer to the
recent article [18] and the references therein.
Theorem 5. Let f be a hyperbolic transcendental entire function in class B. As-
sume that E(f) ⊂ F(f), then z ∈ J (f) if and only if
lim
n→+∞
1
n
log S(fn, D(z, r)) = +∞
for any r > 0.
We also include the case E(f) = ∅ in Theorem 5. It can be extended to some
larger class of transcendental maps, while we do not pursue the full generality here.
The paper consists of five sections. In section 2, we collect together a number
of results that will be used later and introduce some notations and definitions. In
section 3, we will prove Theorem 1. In section 4, the proofs of Theorem 2 and
Theorem 3 are given. In section 5, we prove Theorem 4 and Theorem 5.
2. Preliminaries
In this section, we first give some definitions and basic facts. We will give a
brief introduction of Nevanlinna theory (See Hayman’s book [13]). Let f be a
transcendental entire (meromorphic) function. Set log+ x = logmax{1, x}. Define
m(r, f) :=
1
2π
∫ 2π
0
log+ |f(reiθ)|dθ,
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N(r, f) :=
∫ r
0
n(t, f)− n(0, f)
t
dt+ n(0, f) log r,
where n(t, f) denotes the number of poles of f counted according to their multi-
plicities in {z : |z| < t}, and
T (r, f) := m(r, f) +N(r, f).
N(r, f) is known as the integrated counting function of poles of f and T (r, f) as
the Nevanlinna’s characteristic of f . Then f is transcendental if and only if
lim
r→+∞
T (r, f)
log r
= +∞.
The Nevanlinna deficiency is defined as
δ(a, f) = lim inf
r→+∞
m(r, 1
f−a
)
T (r, f)
.
Given a domain U in C, recall that
S(f, U) :=
1
π
∫ ∫
U
|f ′(z)|2
(1 + |f(z)|2)2
dxdy.
In order to be compatible with the conventions in Nevanlinna theory, we write
S(r, f) = S(f,D(0, r)) for simplicity, and we expect this will bring no confusion.
The function
T0(r, f) =
∫ r
0
S(t, f)
t
dt
is called the Ahlfors-Shimizu’s characteristic of f .
Lemma 2.1. ([13]) Let f be a transcendental entire function. Then
|T0(r, f)− T (r, f)− log
+ |f(0)|| ≤
log 2
2
.
Lemma 2.2. ([13]) Let f be a transcendental entire function. Then
T (r, f) ≤ log+M(r, f) ≤
R + r
R − r
T (r, f)
for any r < R.
We need to estimate S(fn, U) carefully when n varies. By a direct calculation,
we get the following proposition, which will be used directly in the sequence.
Proposition 2.1. Let f be a rational function on Cˆ or a transcendental entire
function on C. Assume that U , V be two open sets in C such that V ⊂ fk(U) for
some k ∈ N, then
S(fn+k, U) ≥ S(fn, V )
for any n ∈ N.
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Proof. The proof just follows from a direct computation.
S(fn+k, U) =
1
π
∫
U
|(fn+k)′(z)|2
(1 + |fn+k(z)|2)2
dxdy
=
1
π
∫
U
|(fn)′(fk(z)|2|(fk)′(z)|2
(1 + |fn(fk(z))|2)2
dxdy
≥
1
π
∫
fk(U)
|(fn)′(z)|2
(1 + |fn(z)|2)2
dxdy
≥
1
π
∫
V
|(fn)′(z)|2
(1 + |fn(z)|2)2
dxdy
= S(fn, V ).

3. The proof of Theorem 1
3.1. Sufficient part of Theorem 1.
In this section, we will prove the sufficient part of Theorem 1. The following
proposition is established by Marty’s Criterion.
Proposition 3.1. Let f be a rational function on Cˆ, or a transcendental entire
(meromorphic ) function f on C. ∀z ∈ F(f), we have
lim sup
n→+∞
S(fn, D(z, r)) < +∞
for some r > 0.
Proof. For any z0 ∈ F(f), by Marty’s Criterion, there exists r > 0 such that
sup
n
sup
z∈D(z0,r)
|(fn)′(z)|
1 + |fn(z)|2
≤ Γ
for some constant Γ.
Now we obtain
S(fn, D(z0, r)) =
1
π
∫ ∫
D(z0,r)
|(fn)′(z)|2
(1 + |fn(z)|2)2
dxdy ≤ Γ2r2.

Remark 3.1. Here we point out the above proof also works for the sufficient part of
Theorems 2-4, we omit them in the sequence. We just need to prove the necessary
part of these theorems.
As we remarked before, we know that Euclidean metric can not be used in the
characterization of the Julia set of transcendental functions in general. This propo-
sition essentially uses the Marty’s Criterion, that is why we choose spherical metric.
Also it is interesting to consider some other metrics to give the characterization of
the Julia set. Let ρ(z)|dz| be a conformal metric on C, one can define the ρ-area
of U as
Sρ(f, U) :=
∫
U
ρ2(f(z))|f ′(z)|2dxdy
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for any f ∈ H, where H denotes some subclass of rational (meromorphic, entire)
functions. We call ρ(z)|dz| is effective for H, if for any f ∈ H
z ∈ J (f)⇐⇒ lim
n→+∞
Sρ(f
n, D(z, r)) = +∞
for any r > 0.
In the following, we discuss the effectiveness of the Euclidean metric.
Proposition 3.2. Let ρ(z) = |dz| be the Euclidean metric. We have
(1) ρ(z) is not effective for rational functions;
(2) ρ(z) is effective for S, where
S = {f : f is a transcendental entire function, S(f) is finite},
and S(f) is the smallest closed set such that f : C\f−1S(f)→ C\S(f) is a covering
map.
Proof. (1) We consider the example of f(z) = z2. For any fixed z such that |z| > 1,
then for any r < |z|−1
2
, we have
lim inf
n→+∞
Sρ(f
n, D(z, r)) = lim inf
n→+∞
∫
D(z,r)
|(fn)′(z)|2dxdy = +∞.
This indicates that the Euclidean metric is not effective for rational functions.
(2) For any z ∈ J (f), the expansion property near the Julia set implies that
lim inf
n→+∞
Sρ(f
n, D(z, r)) = +∞
for any r > 0. For any z ∈ F(f), by the classification of Fatou components [20], we
know that fn(z) will eventually enter into a periodic attracting cycle, a periodic
parabolic cycle or a periodic cycle of Siegel disks. There exists r > 0 such that
{fn(D(z, r))}n∈N will stay in some bounded region. We know that in a bounded
region, the spherical metric ρˆ(z) = 1
π
|dz|
1+|z|2
and Euclidean metric ρ(z) = |dz| are
equivalent to each other. By Theorem 1, we know that lim
n→+∞
Sρˆ(f
n, D(z, r)) < +∞,
which implies that lim
n→+∞
Sρ(f
n, D(z, r)) < +∞.

We split the proof of Theorem 1 into rational case (Section 3.2) and transcen-
dental case (Section 3.3).
3.2. The first step of Theorem 1—rational case.
We first prove Theorem 1 for a rational function f with degree d ≥ 2.
Proof. (1)First, we assume that E(f) = ∅. Since J (f) is the closure of repelling
periodic points, there exists a repelling periodic point z0 in D(z, r) with period m.
We can find a small neighbourhood U of z0 in D(z, r) such that U ⊂ f
m(U). Since
E(f) = ∅, we know that
+∞⋃
n=1
fnm(U) = Cˆ.
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By the compactness argument, we have
k⋃
n=1
fmn(U) = Cˆ
for some k. Thus we get fmk(U) = Cˆ, which shows that
dn ≤ S(fn+mk, D(z, r)) ≤ dmk+n.
(2) Secondly, we assume that E(f) 6= ∅. It is known that ♯E(f) ≤ 2 and
E(f) ⊂ F(f). Further more each point in E(f) is an attracting periodic point. We
write E(f) = {p1, p2}, where p1 6= p2. The proof for the case of E(f) consisting of
only one point is almost the same. By Proposition 3.1, we know that there exists
δ > 0 such that sup
n
S(fn, D(p1, δ)) ≤ Γ and sup
n
S(fn, D(p2, δ)) ≤ Γ for some
constant Γ > 0. Noting that f is a ramified covering map with degree d, we know
that
S(fn, Cˆ) = dn
for any n ∈ N. Now, we obtain
S
(
fn, Cˆ\(D(p1, δ) ∪D(p2, δ))
)
≥ dn − 2Γ.
For any r > 0, by the blowing up property of the Julia set, there exists k ∈ N such
that Cˆ\(D(p1, δ) ∪D(p2, δ)) ⊂ f
k(D(z0, r)). Now by Proposition 2.1, we get
S(fn+k, D(z0, r)) ≥ S
(
fn, Cˆ\(D(p1, δ) ∪D(p2, δ))
)
≥ dn − 2Γ,
and this implies that
lim
n→+∞
log S(fn, D(z0, r))
n
= log d.

Together with Proposition 3.1, we have proved Theorem 1 for rational case.
3.3. The second step of Theorem 1— transcendental case.
In this subsection we prove Theorem 1 for the transcendental case. We need the
following argument coming from Ahlfors covering surface theory.
Lemma 3.1 ([13]). Let f be a transcendental entire (meromorphic) function on C.
Assume {Ki}
5
i=1 are five simply connected Jordan domains such that Ki ∩Kj = ∅
for distinct i and j. Then there exists some Ki such that f
−1(Ki) has infinitely
many simply connected and bounded components.
Now we are in the position to prove Theorem 1 for the transcendental case.
Proof. For any transcendental entire (meromorphic) function f , ♯E(f) ≤ 2 follows
from Montel’s theorem. We choose five Jordan domains {Di}
5
i=1 on C such that
Di ∩Dj 6= ∅. According to Lemma 3.1, we can choose some j ∈ {1, 2, 3, 4, 5}, such
that there exist infinitely many simply connected and bounded domains {Uk}
+∞
k=1
over Dj . We know that E(f) intersects with at most two domains of {Uk}
+∞
k=1. We
choose the domains that do not intersect with E(f), and we relabel the domains
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as {Uk′}
+∞
k′=1. For any z0 ∈ J (f), r > 0 and l > 0, there exists N = N(z0, r, l) > 0
such that
l⋃
k′=1
Uk′ ⊂ f
n(D(z0, r)) for any n ≥ N . We get
S(fn+1, D(z0, r)) ≥ l · S(Id, Dj).
This implies that lim
n→+∞
S(fn, D(z0, r)) = +∞. 
4. Proofs of Theorem 2 and Theorem 3
4.1. A motivated example–Exponential map.
In order to illustrate our method for the general case, we first discuss the example
of exponential map.
Proposition 4.1. Let f(z) = exp(z). Then for any z ∈ R, we have
(4.1) lim
n→+∞
log S(fn, D(z, r))
n
= +∞
for any r > 0. Specially, R ⊂ J (f).
Remark 4.1. J (exp) = C was conjectured by Fatou in 1926. Misiurewicz [17]
verified it in 1981. Some other proofs can also be found in [9, 21]. The key idea in
their proofs can be summarized as two steps.
(1) Prove that R ⊂ J (exp).
(2) Prove that for any z ∈ C and any neighborhood of U of z, expn(U) will
intersect R for some n.
Here, we only give a pure computational proof for
⋃+∞
n=1 exp
−n(R) ⊂ J (exp). It is
interesting to ask whether there exists a pure computational proof for J (exp) = C.
Proof. First for any z0 ∈ R+ = {z : z > 0}, D(z0, r) lies also in the right half plane
for any r < 1
4
z0. Let gn(z) = f
n(z0 + z), we get M(r, gn) = exp
n(z0 + r).
Now we have
S(gn, D(0, r)) =
1
π
∫ ∫
D(0,r)
|g′n(z)|
2
(1 + |gn(z)|2)2
dxdy
=
1
π
∫ ∫
D(0,r)
|(fn)′(z0 + z)|
2
(1 + |fn(z0 + z)|2)2
dxdy
=
1
π
∫ ∫
D(z0,r)
|(fn)′(z)|2
(1 + |fn(z)|2)2
dxdy
= S(fn, D(z0, r)).
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On the other hand, one has the following estimation.
2 log 2× S(gn, D(0, 4r))
≥
∫ 4r
r
S(t, gn)
t
dt = T0(4r, gn)− T0(r, gn)
≥(T (4r, gn)−
1
2
log 2− log+ |gn(0)|)− (T (r, gn) +
1
2
log 2− log+ |gn(0)|)(4.2)
=T (4r, gn)− T (r, gn)− log 2
≥
1
3
log+M(2r, gn)− log
+M(r, gn)− log 2.(4.3)
The inequality (4.2) above follows from Lemma 2.1 and the inequality (4.3) deduces
from Lemma 2.2. Then we get
lim
n→+∞
logS(fn, D(z0, r))
n
= +∞
by standard estimation. For the case that z0 ≤ 0, we have f(z0) = exp(z0) > 0.
Then for any r > 0, there exists some r1 > 0 such that f(D(z0, r)) ⊇ D(f(z0), r1).
We know that
lim
n→+∞
log S(fn, D(f(z0), r1))
n
= +∞
by the discussion above. Hence, S(fn+1, D(z0, r)) ≥ S(f
n, D(f(z0), r1)) and
lim
n→+∞
log S(fn, D(z0, r))
n
= +∞.
By Theorem 1, this implies that R lies in the Julia set of exp z. 
In the following, we establish two lemmas related to the growth of maximal
modulus, which are crucial to Theorem 2 and Theorem 3.
4.2. Two basic Lemmas. The following lemma follows a certain Hadamard con-
vexity property.
Lemma 4.1. Let f be a transcendental entire function. For any k > 0, there exists
r = r(f) > 0, such that for any r2 > r1 ≥ r, we have
M(r2, f)
M(r1, f)
≥
rk2
rk1
.
Proof. Noting that f is transcendental, we have
lim
r→+∞
logM(r, f)
log r
= +∞.
For any k > 0, there exists rˆ > 0,
logM(r, f)− logM(1, f)
log r − log 1
> k
for any r > rˆ. Since logM(r, f) is a convex function with respect to log r, this
implies that
logM(r2, f)− logM(r1, f)
log r2 − log r1
≥
logM(r, f)− logM(1, f)
log r − log 1
> k
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for any r2 > r1 ≥ r. 
We also need the following lemma, which needs more careful estimations com-
pared to Lemma 4.1. For convenience, we denote M2(r, f) = M(M(r, f), f) and
Mn(r, f) = M(Mn−1(r, f), f) for general n ∈ N in the following discussion.
Lemma 4.2. Let f be a transcendental entire function f . Given two points z0, z1 ∈
C . Then there exists R(f) > 0, if |z1| > |z0| ≥ R(f), we have
lim
n→+∞
1
n
log log
Mn(|z1|, f)
Mn(|z0|, f)
= +∞.
Proof. Since f is a transcendental entire function, there exists R > 0, if |z1| >
|z0| ≥ R, we have
lim
n→+∞
Mn(|zi|, f) = +∞
for i = 0, 1. For any k in the statement in Lemma 4.1, there exist r > 0, L > 0
such that
ML(|z1|, f) > M
L(|z0|, f) ≥ r.
Writting M
L(|z1|,f)
ML(|z0|,f)
= 1 + ǫ for some ǫ > 0. By Lemma 4.1, we have
ML+1(|z1|, f)
ML+1(|z0|, f)
=
M(ML(|z1|, f), f)
M(ML(|z0|, f), f)
≥
(
ML(|z1|, f)
ML(|z0|, f)
)k
.
Similarly,
ML+2(|z1|, f)
ML+2(|z0|, f)
=
M(ML+1(|z1|, f), f)
M(|fL+1(|z0|, f)|, f)
≥
(
ML+1(|z1|, f)
|ML+1(|z0|, f)
)k
≥
(
ML(|z1|, f)
ML(|z0|, f)
)k2
.
Inductively, we have
Mn+L(|z1|, f)
Mn+L(|z0|, f)
≥
(
ML(|z1|, f)
ML(|z0|, f)
)kn
≥ (1 + ǫ)k
n
.
Hence,
lim inf
n→+∞
1
n
log log
Mn+L(|z1|, f)
Mn+L(|z0|, f)
≥ lim
n→+∞
n
n+ L
log k = log k.
Noting that k is arbitrary, we get
lim
n→+∞
1
n
log log
M(|z1|, f
n)
M(|z0|, fn)
= +∞.

We are now ready to prove Theorem 2.
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4.3. The proof of Theorem 2.
We now prove the necessary part for Theorem 2. The main idea is to estimate
S(fn, U) by Nevanlinna theory in terms of Ahlfors-Shimizu’s characteristic, where
U is a large annuli such that U ∩ E(f) = ∅.
Proof. For any transcendental entire funciton g, we rewrite
S(r, g) =
1
π
∫ r
0
ρdρ
∫ 2π
0
|g′(ρeiθ)|2
(1 + |g(ρeiθ)|2)2
dθ
for r > 0. And also for convenience, we define
S(r1, r2, g) =
1
π
∫ r2
r1
ρdρ
∫ 2π
0
|g′(ρeiθ)|2
(1 + |g(ρeiθ)|2)2
dθ
for 0 ≤ r1 < r2. It is obvious that S(r1, r2, g) = S(r2, g) − S(r1, g). We denote
D(z, r, R) = {w : r < |z − w| < R}.
For any 1 < d1 <
d
2
, we can choose k large enough such that
2k+ 6
5
2k− 6
5
< d1.
One has the following estimation
S(
r
2k+1
, 2k−1r, fn) = S(2k−1r, fn)− S(
r
2k+1
, fn)
≥
1
k log 2
∫ 2k−1r
r
2
S(t)
t
dt−
1
k log 2
∫ r
2
r
2k+1
S(t)
t
dt
=
1
k log 2
(T0(2
k−1r, fn)− T0(
r
2
, fn))−
1
k log 2
(T0(
r
2
, fn)− T0(
r
2k+1
, fn))
≥
1
k log 2
{
T (2k−1r, fn)− T (
r
2
, fn)− T (
r
2
, fn) + T (
r
2k+1
, fn)
}
−
2
k
(4.4)
≥
1
k log 2
(
T (2k−1r, fn)− 2T (
r
2
, fn)
)
−
2
k
.
The inequality (4.4) follows by Lemma 2.1. Write In(r) = S(
r
22k−1
, 2r, fn)×k log 2,
we have
In(r) ≥
2k−1 − 6
5
2k−1 + 6
5
log+M(
6r
5
, fn)− 2 log+M(
r
2
, fn)− 2 log 2
≥
1
d1
log+M(
6r
5
, fn)− 2 log+M(
r
2
, fn)− 2 log 2.
To prove the theorem, we need the following lemma.
Lemma 4.3 (BRS[7]). Let f be a transcendental entire function. Then for any
ǫ > 0, there exists sufficiently large r > 0 such that there is a point
w ∈ {z : r < |z| < (1 + ǫ)r}
with |fn(w)| ≥Mn(r, f) for any n ∈ N.
The point w in Lemma 4.3 is called Eremenko point by Rippon and Stallard
[19]. It was first constructed by Eremenko [8] with Wiman-Valiron theory. The
traditional proof of Wiman-Valiron theory is based on power series, which can
not be extended to meromorphic functions. Bergweiler, Rippon and Stallard [5]
14 XIAO YAO, DAOCHUN SUN, AND ZUXING XUAN
established a similar Wiman-Valiron theory for mermorophic functions with direct
tracts by some delicate estimations of harmonic measures.
We continue the proof of Theorem 2. By Lemma 4.3, there exists R1 > 0 such
that if r > R1, then there exists a point
w ∈ {z :
11
10
r ≤ |z| ≤
6
5
r}
with
|fn(w)| ≥Mn(
11
10
r, f)
and
M(r, f) > 100r
for all n ∈ N.
Therefore, we have
In(r) ≥
1
d1
log+ |fn(w)| − 2 log+Mn(
r
2
, f)− 2 log 2
≥
1
d1
logMn(
11
10
r, f)− 2 logMn(
r
2
, f)− 2 log 2
=
1
d1
log
Mn(11
10
r, f)
(Mn( r
2
, f))2d1
− 2 log 2
for r ≥ R1. Let r be fixed. By Lemma 4.1, for any 0 < ǫ <
1
100
, there exists
N = N(r, ǫ) such that
2Mn(
r
2
, f) < Mn(
1 + ǫ
2
r, f)
for any n ≥ N. Now, by the growth assumption (1.2), we get(
Mn(
r
2
, f)
)2d1
< Mn(
1 + ǫ
2
r, f).
Since ♯E(f) ≤ 2, we have D(0, r
2k+1
, 2k−1r)
⋂
E(f) = ∅ for any r > R1. ∀z ∈
J (f), s > 0, there exists L = L(z, r) > 0 such that
D(0,
r
2k+1
, 2k−1r) ⊂ fL(D(z, s)).
Thus,
S(fn+L, D(z, s)) ≥ S(fn, D(0,
r
2k+1
, 2k−1r))
for all n ∈ N. This implies the following inequality
(4.5) S(fn+L, D(z, s)) ≥
1
d1k log 2
log
Mn(11
10
r, f)
Mn(1+ǫ
2
r, f)
− log 2.
In view of Lemma 4.1, we obtain
lim
n→+∞
logS(fn, D(z, s))
n
= +∞.

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4.4. Proof of Corollary 1.
Now we prove Corollary 1 by Theorem 2.
Proof. By Theorem 2, z ∈ J (fk) if and only if
lim
n→+∞
1
n
log S(fkn, D(z, r)) = +∞
for any r > 0. Noting that J (fk) = J (f), for any z ∈ J (f), we have f i(z) ∈ J (fk)
for 1 ≤ i ≤ k − 1. For any fixed i, there exists ri > 0 such that f
i(D(z, r)) ⊂
D(f i(z), ri). Thus we have
S(fkn+i, D(z, r)) ⊃ S(fkn, D(f i(z), ri)).
Therefore
lim
n→+∞
logS(fkn+i, D(z, r))
n
≥ lim
n→+∞
logS(fkn, D(f i(z), ri))
n
= +∞.

Now, we turn to prove Theorem 3. The idea in Theorem 3 follows from the same
steps in Theorem 2. Under the setting of Theorem 3, the key ingredient here is to
use the blowing up property to cover a large open disk U , and we need to estimate
the lower bound of S(fn, U). However, this strategy fails for Theorem 2, and we
use blowing up property to cover a large annulus.
4.5. Proof of Theorem 3.
Proof. For any 1 < d1 < d, we can choose k large enough such that
2k+ 6
5
2k− 6
5
< d1.
Write In(r) = (k + 1) log 2× S(2
kr, fn), and we have the following estimation
In(r) ≥T (2
kr, fn)− T (
r
2
, fn)− log 2
≥
2k − 6
5
2k + 6
5
log+M(
6
5
r, fn)− log+M(
r
2
, fn)− log 2
≥
1
d1
log+M(
6
5
r, fn)− log+M(
r
2
, fn)− log 2
Similarly as before, there exist R and a point
w ∈ {z :
11
10
r ≤ |z| ≤
6
5
r}
such that
|fn(w)| ≥Mn(
11
10
r, f)
and
M(r, f) > 100r
for all n ∈ N and r > R.
Now let r be fixed, we have
(4.6) In(r) ≥
1
d1
log+ |fn(w)| − log+Mn(
r
2
, f)− log 2
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For any 0 < ǫ < 1
100
, by Lemma 4.1, there exists N = N(r, ǫ) such that
2Mn(
r
2
, f) < Mn(
1 + ǫ
2
r, f)
for any n ≥ N . Together with growth condition (1.4), we have(
Mn(
r
2
, f)
)d1
< Mn(
1 + ǫ
2
r, f)
for all n ≥ N. ∀z ∈ J (f), s > 0, since E(f) = ∅, there exists L = L(z, s, r) > 0,
such that
D(0, 2kr) ⊂ fL(D(z, s)).
Therefore,
S(fn+L, D(z, s)) ≥ S(fn, D(0, 2kr)) =
In(r)
(k + 1) log 2
for all n ∈ N. Hence, by inequality (4.6), we deduce that
S(fn+L, D(z, s)) ≥
1
(k + 1)d1 log 2
log
Mn(11
10
r, f)
Mn(1+ǫ
2
r, f)
− log 2.
By Lemma 4.1, we obtain
lim
n→∞
log S(fn, D(z, s))
n
= +∞.

5. Proofs of Theorem 4 and Theorem 5
In the previous discussions, all results are limited to the case that J (f) is con-
nected. Now, we establish some results for the case J (f) is not connected. We
have seen that one needs to handle the case E(f) 6= ∅ carefully. It is natural to
think if we restrict some conditions on E(f), we can still get the characterization
of Julia set. We need a lemma related to multiply connected Fatou components
and E(f) in the proof of Theorem 4.
Lemma 5.1. Let f be a transcendental entire function such that F(f) has one
multiply connected Fatou component. Then E(f) = ∅.
This lemma should be known, however, we can not find a direct reference. Hence
we add a proof here.
Proof. Assume that E(f) = {0}, it is known that f can be written as the following
form:
f(z) = zk exp(g(z))
for some k ∈ N and entire function g.
By the Borel-Caratheodory theorem, for any transcendental entire function f ,
we have
M(r, f) ≤
2r
R− r
A(R, f)
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for r < R, where A(R, f) = max|z|=Rℜf(z). We consider the following inequality
log+M(4r, f)
log+M(r, f)
=
k log 4r + A(4r, g)
k log r + A(r, g)
≥
k log 4r + 5
6
M(3r
2
, g)
k log r +M(r, g)
.
The last inequality follows by Lemma 2.2. Either g is a polynomial or transcen-
dental entire function, we have log
+M(4r,f)
log+M(r,f)
> d > 1 for large r. This implies that f
has mo multiply connected Fatou component, which is a contradiction.

Remark 5.1. One can also use Nevanlinna theory to prove this lemma. Any value
a ∈ E(f) must be a Nevanlinna deficient value, that is to say δ(a, f) > 0. Since
for any a ∈ E(f), the pre-image of a must be finite. We have δ(a, f) = 1. Since
f has multiply connected Fatou component, we can choose a sequence of {rn}
∞
n=1
such that
lim
n→∞
min
|z|=rn
|f(z)| =∞.
Now we have
lim inf
r→∞
m(r,
1
f − a
) = lim
r→∞
∫ 2π
0
log+
1
|f(reiθ)− a|
dθ = 0.
This directly implies that δ(a, f) = 0, which is a contradiction.
Now, we turn to prove Theorem 4.
Proof of Theorem 4
Proof. Let U be a multiply connected Fatou component with eventual connectivity
2. Denote Un = f
n(U). There exists n0 such that the connectivity of Un is equal
to 2 for all n ≥ n0. In this case, Bergweiler, Rippon and Stallard [7] have proved
that there exists no critical point in
∞⋃
n=n0
Un. This means that f : Un → Un+1 is a
finite degree unramified covering map and we assume that the degree is dn. There
exist a sequence of geometric annulus {Arn}
∞
n=n0
and maps {hn}
∞
n=n0
and {gn}
∞
n=n0
such that the following diagram commutes
Un
f
−→ Un+1
f
−→ Un+2 −→ · · ·yhn yhn+1 yhn+2
Arn
gn
−→ Arn+1
gn+1
−→ Arn+2 −→ · · ·.
In the diagram, hn is the bi-holomorphic map from Un to Arn , where
Arn = {z : 1 ≤ |z| ≤ exp(2πmod(Un))}.
And also gn is a ramified covering map with degree dn. By Schwarz reflection
principle, we know that gn(z) = anz
dn for some an 6= 0. This means that the image
of any circle {z : |z| = mn} for some mn in Arn is always a geometric circle in
Arn+1 .
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One can choose an analytic Jordan curve γn ⊂ h
−1
n (Arn) = Un which is not
homotopic to 0. Let γn+1 = f(γn). We know that γn+1 is a analytic Jordan curve.
It is known that f : γn → γn+1 is a covering map with degree dn. Since f is an
entire function, f : int γn → int γn+1 is a ramified covering map with the same
degree dn. Furthermore, we get lim
n→∞
dn =∞ by argument principle.
By Lemma 5.1, E(f) = ∅. For any z ∈ J (f) and any r > 0, there exists
L > 0, such that int γn0 ⊂ f
L(D(z, r)). Noting that f : int γn0 → int γn0+1 is a
ramified covering map with degree dn0, one gets S(f, int γn0) = dn0 ·S(Id, int γn0+1).
Therefore,
S(fL+1, D(z, r)) ≥ S(f, fL(D(z, r))) ≥ S(f, int γn0) = dn0 · S(Id, int γn0+1).
Similarly, we obtain
S(fn+L, D(z, r)) ≥ dn0dn0+1 . . . dn0+n−1 · S(Id, int γn0).
This indicates
lim inf
n→+∞
log S(fn+L, D(z, r))
n
≥ lim inf
n→+∞
logS(Id, int γn0) +
∑n−1
j=0 log dn0+j
n
= +∞.

Proof of Theorem 5
Proof. First, we assume that E(f) 6= ∅ and 0 ∈ E(f). Choose small r1 > 0, such
that D(0, 2r1) still lies in some Fatou component. We know that f
n(D(0, 2r1))
converges to one attracting periodic orbit when n goes to infinity. This implies
that there exists some constant Γ > 0 such that sup
n
log+M(2r1, f
n) ≤ Γ. This
leads to
(5.1) sup
n
T (2r1, f
n) ≤ Γ
by Lemma 2.2.
By Lemma 4.1, there exists R > 0, such that
lim
n→+∞
1
n
log logMn(r2, f) = +∞
for r2 > R. Now let r1, r2 be fixed and r2 > 100r1, then we have
S(r1, 2r2, f
n) = S(2r2, f
n)− S(r1, f
n)
≥
1
log 2r2
r1
∫ 2r2
r1
S(t)
t
dt−
1
log 2
∫ 2r1
r1
S(t)
t
dt
=
1
log 2r2
r1
(T0(2r2, f
n)− T0(r1, f
n))−
1
log 2
(T0(2r1, f
n)− T0(r1, f
n))
≥
1
log 2r2
r1
(T (2r2, f
n)− T (r1, f
n))−
1
log 2
(T (2r1, f
n)− T (r1, f
n))− 1−
log 2
log 2r2
r1
≥
1
log 2r2
r1
T (2r2, f
n)−B
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for some constant B depending on r1 and r2 and Γ. The last inequality follows
from (5.1). Furthermore, by the similar technique in Theorem 2, we know that
there exists some constant A, such that
S(r1, 2r2, f
n) ≥ A log+Mn(r2, f)− B
by Lemma 2.2 and Lemma 4.3. Hence we get
lim
n→+∞
logS(r1, 2r2, f
n)
n
= +∞.
Now for any z ∈ J (f) and any r > 0, there exists L = L(z, r, r1, r2) > 0, such
that
D(0, r1, 2r2) ⊂ f
L(D(z, r)).
Now we have
lim inf
n→+∞
logS(D(z, r), fn+L)
n
≥ lim inf
n→+∞
S(fn, D(0, r1, 2r2))
n
= +∞.
For the case E(f) = ∅, we can assume that 0 lies in some Fatou component. The
proof is the same.

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