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We study electronic structure of vortex core states of FeSe superconductors based on a t2g three-
orbital model by solving the Bogoliubov-de Gennes(BdG) equation self-consistently. The orbital-
resolved vortex core states of different pairing symmetries manifest themselves as distinguishable
structures due to different quasi-particle wavefunctions. The obtained vortices are classified in terms
of the invariant subgroups of the symmetry group of the mean-field Hamiltonian in the presence
of magnetic field. Isotropic s and anisotropic s wave vortices have G5 symmetry for each orbital,
whereas dx2−y2 wave vortices show G
∗
6 symmetry for dxz/yz orbitals and G
∗
5 symmetry for dxy
orbital. In the case of dx2−y2 wave vortices, hybridized-pairing between dxz and dyz orbitals gives
rise to a relative phase difference in terms of gauge transformed pairing order parameters between
dxz/yz and dxy orbitals, which is essentially caused by a transformation of co-representation of
G∗5 and G
∗
6 subgroup. The calculated local density of states(LDOS) of dx2−y2 wave vortices show
qualitatively similar pattern with experiment results. The phase difference of pi
4
between dxz/yz and
dxy orbital-resolved dx2−y2 wave vortices can be verified by further experiment observation.
PACS numbers: 74.70.Xa, 74.25.Wx, 74.20.-z
I. INTRODUCTION
Quantized vortices, as stable topological defects, ob-
served in a variety of quantum systems such as super-
conductor and superfluid, are characterized by their na-
ture of soliton solutions of dynamical systems1. Elec-
tronic structures of vortices in cuprate superconduc-
tors exhibit charging effects2–4 and are anisotropic due
to dx2−y2 wave pairing symmetry
5. Earlier theoretical
works have investigated the vortex line states based on
microscopic models6–9. In iron-based superconductors,
band structure and multi-orbital pairings play an im-
portant role and the vortex structures may be richer
due to multi-orbital dependency. Vortex core states
of two-fold rotational symmetry, which is proposed to
be attributed to the orbital-dependent reconstruction in
FeSe superconductors10, have been reported by C. L.
Song et al. from scanning tunneling microscopy(STM)
experiment11.
In most of iron-based superconductors, the Fermi sur-
faces consist of both electron pockets around M point at
the corners and hole pockets around Γ point of the folded
Brilliouin zone (BZ). An s± wave superconducting (SC)
pairing symmetry has been proposed, where the pair-
ing order parameters at the electron and hole pockets
have opposite signs13–22. FeSe superconductor is inter-
esting for its unique electronic structure in which only
electron pockets are found and the hole pockets are well
below the Fermi level, as angle-resolved photoemission
spectroscopy(ARPES) shows12. When the hole pocket
at Γ vanishes, we don’t have s± wave pairing state any-
more and the s and dx2−y2 wave pairing states should be
considered23,24. The iron-based superconductivity with-
out hole pocket is a great challenge to the weak-coupling
theory where the superconductivity is proposed to be
driven by the nesting of the electron and hole Fermi sur-
faces. The absence of the hole pocket in FeSe makes the
argument difficult.
Vortex structures in iron-based superconductors have
been studied by a number of authors25–29. These studies
are mainly based on band structures having hole pocket
at Γ. We expect the vortex structure be affected by the
Fermi surface topology. In this work we use a three-
orbital model to study vortex structure of FeSe SC state.
The three-orbital microscopic model reproduces qualita-
tively the correct Fermi surface with only electron pock-
ets. We solve the BdG equation self-consistently to study
orbital-resolved vortex core states for various SC pair-
ing symmetries: isotropic s(on-site pairing), anisotropic
s(next nearest neighbor site pairing), and dx2−y2(nearest
neighbor site pairing) waves. We compare results of cal-
culations with that observed from the recent STM ex-
periment on FeSe vortex and suggest that the pairing
symmetry to be dx2−y2 wave. We predict that there is a
relative phase difference about π4 between pairing order
parameters defined on dxz/yz and dxy orbitals in the case
of dx2−y2 orbital-resolved vortices, while such a phase dif-
ference is trivial in the case of isotropic s and anisotropic
s wave vortices. The paper is organized as follows. An
introduction of magnetic translation group and classi-
fication of vortex solutions are given in Section II. In
section III we present the three-orbital model and the
self-consistent BdG approach. In Section IV, we discuss
properties of the vortex core states for different pairing
symmetries and compare our results with experimental
observations. Finally, a summary is given in Section V.
2II. MAGNETIC TRANSLATIONAL
SYMMETRY AND WINDING STRUCTURES OF
SINGLE VORTEX
From a theoretical point of view, vortex lattice in
mixed states of type II superconductors is ground state
of fermionic system which is characterized by interaction
between a homogenous magnetic field with C∞ symmetry
and Cooper pairs with a definite SC pairing symmetry30.
In iron-based superconductors, situation becomes com-
plicated because of orbital degrees of freedom. Conse-
quently, the crystal symmetry, band structure, and SC
pairing symmetry, determine the electronic structure of
vortices. Among these constraints of symmetry, the vor-
tex structures are mainly dominated by magnetic trans-
lation invariance, whose generator are crystal momen-
tum and vector potential of magnetic field31. However,
such conventional magnetic translation group defines a
magnetic unit cell containing two vortices. It is not the
symmetry group of Abrikosov lattice in which only single
vortex is stabilized within one magnetic unit cell. Break-
through of this difficulty was presented by M. Ozaki et
al.
32. In their work the magnetic translation group de-
scribing single vortex was discovered to be a subgroup
of direct product of conventional magnetic translation
group and gauge transformation group U(1). Therefore,
stable vortex structure can be solved numerically in one
magnetic unit cell taking advantages of nontrivial wind-
ing boundary conditions derived from properties of mag-
netic translation group33.
Instead of doing calculations of two vortices in one
magnetic unit cell, we follow the method given by M.
Ozaki et al.32,33, in which only single vortex structures
are calculated in one magnetic unit cell, so that the cal-
culated results can be classified by irreducible represen-
tations of magnetic translation group. The numerical
calculations in previous works, as mentioned above25–27,
are mostly carried out for two vortices in one magnetic
unit cell. These vortex states, however, can not be identi-
fied by invariant subgroups of magnetic translation group
because they belong to the irreducible representations of
conventional magnetic translation group. Furthermore,
two vortices in one magnetic unit cell are not indepen-
dent because the induction of interaction between them.
It is well-known that the topological defects in uncon-
ventional superconductors and superfluids with certain
symmetry breaking behave distinguishably from the con-
ventional singular(hard core) vortices34. For instance, a
vortex in 3He has a finite amplitude of order parame-
ters in the soft core region whose size is larger than the
coherent length, whereas the winding structure is non-
trivial. Therefore in our numerical calculation, we con-
centrate on winding structures of vortices for each or-
bitals, although the vortices in iron-based superconduc-
tors are mostly of hard core feature, and classify the vor-
tex structures of isotropic s, anisotropic s, and dx2−y2
wave pairing symmetries in terms of invariant subgroups
of magnetic translation group. Special attention will be
paid to the difference of vortex states defined between
A1g(isotropic s and anisotropic s wave) and B1g(dx2−y2
wave) irreducible unitary representations of D4 group.
The Hamiltonian of the SC system in the presence of a
homogeneous magnetic field along zˆ direction is obtained
from its zero-field form by modifying the hopping and
pairing terms with Peierls phase35, respectively, which is
of the following form
H = H0 +Hpair
H0 =
∑
i,j,α,β,σ
[t˜σσ(iα, jβ)− µδijδαβ ]a
†
iασajβσ
Hpair =
∑
i,j,α,β
[∆˜↑↓(iα, jβ)a
†
iα↑a
†
jβ↓ + h.c.]
(1)
in which
t˜σσ(iα, jβ) = tσσ(iα, jβ) exp[
ie
~c
∫ i
j
~A(~r) · d~r]
∆˜↑↓(iα, jβ) = ∆↑↓(iα, jβ) exp[iφ(i, j)]
(2)
where a†iασ(aiασ) denotes the creation(annihilation) op-
erator of electrons with spin σ =↑, ↓ and orbital α at
site i. tσσ(iα, jβ) are hopping integrals and µ is the
chemical potential. We assume that the screening mag-
netic field inside the superconductor can be neglected
except for that the magnetic field is close to the up-
per critical field. The SC pairing mechanism has been
proposed to be of magnetic origin. In this paper, how-
ever, we shall focus on the vortex core state and start
from an extended attractive Hubbard model for sim-
plicity. The SC order parameter stemming from the
mean-field decoupling of the paired scattering term is
expressed as ∆↑↓(iα, jβ) = V↑↓(iα, jβ)〈ajβ↓aiα↑〉 for sin-
glet pairing channel. The Peierls phase35 in hopping
terms comes from the fact that the Lagrangian of elec-
tron in a magnetic field contains a dynamical term ec~v ·
~A,
which gives rise to the phase accumulation in the propa-
gator of electron describing the hopping process between
two lattice sites. The modification of pairing order pa-
rameters accounts for eliminating the mixing of different
pairing states under the action of magnetic translation
group. The mathematical interpretation of doing this is
essentially searching for gauge transformed order param-
eters, which span a representation of magnetic transla-
tion group32,33. The gauge transformation, carried out
by phase φ(i, j), has different definition with respect to
anisotropic s and dx2−y2 wave pairing states, whereas in
the case of isotropic s wave pairing it is trivial. The gauge
transformed order parameter for dx2−y2 wave pairing has
been derived by means of group theoretical analysis32,33.
The magnetic translation operator takes following form
in symmetric gauge ~A = − 12~r ×
~B, when it acts on cre-
ation operators31,32
L(~Rλ)a
†
iασ = e
ipi
2
(Nvλxλy)T (~Rλ)a
†
iασ
= ei
pi
2
Nv [λxλy+
1
N
(λxiy−λyix)]a†i+λ,ασ
(3)
3and the resultant transformation of order parameter is
〈aj+λ,β↓ai+λ,α↑〉 (4)
= eiπNv [λxλy+
1
2N
λx(iy+jy)−
1
2N
λy(ix+jx)]〈ajβ↓aiα↑〉
where ~Rλ = λxNxˆ + λxNyˆ is the basis vector of mag-
netic unit cell containing N lattice sites and Nv is the
number of vortices within one magnetic unit cell. We
have restricted ourselves to the cases of square vortex
lattice with lattice constant set to unity. Eq. (3) de-
fines actions of magnetic translation group {L(~Rλ)} on
field operators, and all of the operations form a group
in representation space spanned by gauge transformed
order parameters, provided that certain group condi-
tion is satisfied. Note that the gauge transformation,
as an internal symmetry transformation, takes its com-
plex conjugate form when acts on annihilation operators.
Different from the situation for conventional magnetic
translation group31 {T (~Rλ)}: Nv = 2, the group condi-
tion of magnetic translation group, which is the symme-
try group of Abrikosov lattice, is that only single mag-
netic flux ϕ0 =
hc
2e is contained in one magnetic unit
cell32,33, i.e., Nv = 1. It has been pointed out that
dx2−y2 ∼ cos(kx) − cos(ky) wave order parameters will
mix with extended s∗ ∼ cos(kx)+cos(ky), px ∼ i sin(kx),
and py ∼ i sin(ky) wave order parameters under opera-
tion of magnetic translation group32,33. Such a mixing
originates from the fact the symmetry group of normal
state Hamiltonian contains a local gauge transformation
generated by the vector potential of a magnetic field. The
re-defined SC gauge transformed order parameters trans-
forming according to invariant subgroups of D4 group
without any gauge component, as order parameters do
in the absence of magnetic field, are obtained by gener-
ating all of them with the action of a conjugate rotation
subgroup {Ck4z(ix, jy), k = 1, 2, 3, 4} on one of the pair-
ing bonds of every local order parameters accompanied
by a Peierls phase factor35. The generator of conjugate
rotation subgroup is defined as
C4z(ix, jy) = T (ix, jy)C4zT
−1(ix, jy) (5)
where C4z is 4-fold rotation around the origin of the coor-
dinate system. Therefore the mixing of order parameters
under magnetic translation is eliminated by re-defining
rotations of all local order parameters at different sites
back to origin. The dx2−y2 wave gauge transformed order
parameter is consequently re-defined as
∆˜
d
x2−y2
↑↓ (iα, jβ) (6)
=
V↑↓(jβ, iα)
2
〈aiα↓ajβ↑〉(e
±iKiyδi±xˆ,j − e
∓iKixδi±yˆ,j)
where K = πNv2N2 and xˆ(yˆ) denote the unit vectors of
two-dimensional lattice. Note that for singlet pairing the
order parameters are symmetric under exchange of site-
orbital quantum number.
Here we follow method given by M. Ozaki et al.32,33
to derive the gauge transformed order parameters for
anisotropic s ∼ cos(kx) · cos(ky) wave pairing symme-
try. The results of action of conjugate rotation subgroup
on pairing bond along xˆ+ yˆ direction are
C4z(ix, iy)〈aiα↓ai+xˆ+yˆ,β↑〉
= e−2iKiy 〈aiα↓ai−xˆ+yˆ,β↑〉
C2z(ix, iy)〈aiα↓ai+xˆ+yˆ,β↑〉
= e2iK(ix−iy)〈aiα↓ai−xˆ−yˆ,β↑〉
C34z(ix, iy)〈aiα↓ai+xˆ+yˆ,β↑〉
= e2iKix〈aiα↓ai+xˆ−yˆ,β↑〉
(7)
then a symmetric phase rearrangement can be made by
multiplying a Peierls phase eiK(iy−ix) to regain the mag-
netic translational symmetry as following
∆˜anis. s↑↓ (iα, jβ)
=
V↑↓(jβ, iα)
4
〈aiα↓ajβ↑〉[e
iK(iy−ix)δi+xˆ+yˆ,j
+ e−iK(ix+iy)δi−xˆ+yˆ,j
+ e−iK(iy−ix)δi−xˆ−yˆ,j + e
iK(ix+iy)δi+xˆ−yˆ,j ]
(8)
The magnetic translation property of gauge transformed
order parameters for anisotropic s wave pairing state,
which is consistent with dx2−y2 wave, is
∆˜anis. s↑↓ (i+ λ, α, j + λ, β)
= eiπNv [λxλy+
1
N
(λxiy−λyix)]∆˜anis. s↑↓ (iα, jβ)
(9)
where j is always related to i as next nearest neighbor
site pairing. Compare this expression with Eq. (4),
it is obvious that the gauge transformed order param-
eters(referring to order parameters thereafter) now form
a basis of representation of magnetic translation group
and the mixing between anisotropic s and dxy wave pair-
ing states under action of magnetic translation group has
been eliminated.
The SC ground states, in the absence of magnetic field,
can be classified by finding all the invariant subgroups of
the symmetry group D4⊗U(1), which have a one-to-one
correspondence to the irreducible unitary representations
of the symmetry group of normal state Hamiltonian36,37.
In the case of D4 point group symmetry, such a classifi-
cation is obtained by the fact that D4 has three invari-
ant subgroups of index 2, and the two dimensional cyclic
group, as a subgroup of U(1), compensate the phase
change of order parameters by eiπ when the elements of
coset representative acts on them. In the same manner,
the ground state of a vortex structure can also be clas-
sified by finding all the invariant subgroups of symmetry
group of the Hamiltonian in a magnetic field32, and con-
sequently the winding structure of the vortex core states
have symmetry constraints of different classes. The topo-
logical characteristics of vortex states are location of pin-
ning center, phase distribution of order parameters, and
4TABLE I. Winding number of order parameters for differ-
ent pairing states. Gi, i = 1, 2, 3, 4, 5, 6 are six maximal little
groups. G∗5,6 differs from G5,6 by taking the complex conju-
gate of gauge transformation. The order parameters trans-
form according to basis functions of D4 group as s wave:
∼ const., anisotropic s wave: ∼ cos(kx) cos(ky), extended s
∗
wave: ∼ cos(kx)+ cos(ky), dx2−y2 wave: ∼ cos(kx)− cos(ky),
and dxy wave: ∼ sin(kx) sin(ky), respectively. The index l is
defined in Eq. (10).
l W(s, anis. s, s∗) W(dx2−y2 , dxy)
G1 ∼ G2 0 0 2 or −2
G5 ∼ G6 1 1 3 or −1
G∗5 ∼ G
∗
6 −1 −1 1 or −3
G3 ∼ G4 2 2 4 or 0
winding number. It turns out that the winding number of
vortices of different symmetry properties, having a struc-
tural vanishing region, can be calculated from the sym-
metry constraints of corresponding maximal little groups.
In work of M. Ozaki et al.32,33, winding numbers W of
s∗ and dx2−y2 wave vortices have been calculated. Here
we calculateW for anisotropic s and dxy wave states and
list all the results in Table I, in which
Gl = (e+ tC2x)C˜
l ∧ L
C˜l = {e−
pi
2
lkCk4z, k = 1, 2, 3, 4}
(10)
Note that C˜l always acts on paired field operators rather
than single particle operator. The derivation is based on
the fact that the generator of C˜l, as a symmetry trans-
formation of order parameters, leaves them invariant33.
The winding structures of G∗5 and G
∗
6 vortices, which
have been obtained from our numerical calculations, are
shown in Fig. 1, respectively, where they differ by a co-
representation transformation as
G∗6 =
(
3̂π
4
)−1
G∗5
3̂π
4
G∗6 =
π̂
4
G∗5
(
π̂
4
)−1 (11)
The gauge transformation of field operator is defined as
φ̂ · aiασ = e−i
φ
2 aiασ
32. Note that the global gauge trans-
formation of − 3π4 or
π
4 are both allowed by group theory.
But it turns out from our numerical calculation that the
phase difference of π4 is more energetically favorable.
III. METHODOLOGY AND BAND MODEL
It has been reported that the electronic structure of
iron-based superconductors in the vicinity of the Fermi
level is dominated by dxz , dyz , and dxy orbitals from first-
principle calculation38, therefore it is feasible to calculate
(a) (b)
FIG. 1. (color online) Schematic pictures showing the phase
difference between G∗5 (a) and G
∗
6 (b) winding structures in
the vicinity of the vortex core center32. The purple circles de-
pict lattice sites on which the SC order parameters are defined
and the arrows show the phase distribution of ∆↑↓(iα, jβ).
The blue arrows in (b) denote phase difference of − 3pi
4
and
red arrows pi
4
between G∗6 and G
∗
5 winding structures.
the vortex core states based on an effective three-orbital
model39. Taking advantage of the 4-fold rotational sym-
metry, the Blo¨ch Hamiltonian can be written as following
H0 =
∑
k
ψ†(k)M(k)ψ(k)
M(k) =K0 +K1e
ikx + C4zK1C
3
4ze
iky
+ C2zK1C2ze
−ikx + C34zK1C4ze
−iky
+K2e
i(kx+ky) + C4zK2C
3
4ze
i(−kx+ky)
+ C2zK2C2ze
i(−kx−ky) + C34zK2C4ze
i(kx−ky)
(12)
where ψ†(k) = [a†xz(k), a
†
yz(k), a
†
xy(k)] and the 4-fold ro-
tation is carried out by one of the generators of D4 group
C4z =
 0 −1 01 0 0
0 0 1
 (13)
The irreducible hopping subsets40(in unit: eV) corre-
sponding to on-site atomic energies, hopping along xˆ,
and xˆ+ yˆ directions are
K0 = diag(−µ,−µ, 0.4− µ)
K1 =
 0.05 0.00 −0.200.00 0.01 0.00
0.20 0.00 0.20

K2 =
 0.02 0.01 0.100.01 0.02 0.10
−0.10 −0.10 0.20

(14)
For simplicity, the spin indices have been dropped. In-
stead of going along the boundary of the irreducible BZ,
an alternative path has been used to show the band
structure with dominating orbital weights in Fig. 2 (a).
The projected density of states(PDOS) reveals strongly-
hybridized bands which are composed of dxz and dyz or-
bitals along the off-diagonal line of the extend BZ below
5-1.5
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FIG. 2. (color online) Orbital-resolved band structure, PDOS
(a) and Fermi Surface (b). The red (dxz), green (dyz), and
blue (dxy) curves represent wight-dominating orbitals. The
Fermi level has been set to zero.
the Fermi level. The Fermi surface (Fig. 2 (b)), obtained
with a chemical potential µ=0.312 eV corresponding to
a filling factor n=4.23, has four electron pockets which
do not have any SC gap node in cases of anisotropic s
and dx2−y2 wave pairing sates. The absence of electron
or hole pockets at Γ point is consistent with experimental
observation12.
The Hamiltonian in Eq. (1) can be diagonalized by
conducting the Bogoliubov-Valatin transformation41,42
containing t2g orbital degrees of freedom as
aiασ =
∑
ǫn↑>0
uniασσγnσ + σ¯v
n∗
iασσ¯γ
†
nσ¯ (15)
where the quasiparticle creation operator γ†nσ is the lad-
der operator of the eigen-spectrum of the Hamiltonian
which satisfies [H, γ†nσ]− = ǫnσγ
†
nσ. The diagonal condi-
tion of the Hamiltonian is the BdG equation
∑
j,β
[
h˜↑↑(iα, jβ) ∆˜↑↓(iα, jβ)
∆˜∗↑↓(iα, jβ) −h˜
∗
↓↓(iα, jβ)
] [
unjβ↑↑
vnjβ↓↑
]
= ǫn↑
[
uniα↑↑
vniα↓↑
]
(16)
where h˜σσ(iα, jβ) = t˜σσ(iα, jβ)− µδijδαβ and the order
parameters defined on different orbitals are
∆˜↑↓(iα, jβ) = −
V↑↓(iα, jβ)
2
∑
ǫn↑>0,<0
uniα↑↑v
n∗
jβ↓↑ tanh(
ǫn↑
2kBT
)
(17)
Eq. (3) and (15) give a nontrivial winding boundary
condition to quasi-particle amplitudes as[
uni+λ,α↑↑
vni+λ,α↓↑
]
=
[
ei
pi
2
Nv [λxλy+
1
N
(λxiy−λyix)]uniα↑↑
e−i
pi
2
Nv [λxλy+
1
N
(λxiy−λyix)]vniα↓↑
]
(18)
The order parameters are calculated by BdG equa-
tion self-consistently with the above boundary condition,
which is assigned to the matrix element h˜σσ(iα, jβ) and
∆˜↑↓(iα, jβ) for Nv = 1. The self-consistent calculation
starts with arbitrarily distributed order parameters and
the iteration is performed with a convergence criterion
that the order parameters have relative difference less
that 10−3 between two consecutive steps. The particle
density are calculated via quasi-particle wavefunctions as
〈niα↑〉 =
1
2
∑
ǫn↑>,<0
|uniα↑↑|
2[1− tanh(
ǫn↑
2kBT
)]
〈niα↓〉 =
1
2
∑
ǫn↑>,<0
|vniα↓↑|
2[1 + tanh(
ǫn↑
2kBT
)]
(19)
The energy spectrum of the quasi-particle, i.e., the LDOS
at site i for orbital α is calculated via
ρiα(ǫ) =
1
MxMy
∑
~k∈FBZ
∑
ǫn↑>,<0
|uniα↑↑|
2δ[ǫ− ǫn↑(~k)] (20)
+ |vniα↓↑|
2δ[ǫ + ǫn↑(~k)]
where the supercell method has been used43 for Mx =
My = 10. The Lorentzian smearing method is used to
visualize the LDOS with a broadening width σ = 0.001.
All the self-consistent calculations are performed on a
28×28 lattice at temperature T= 0.1K.
Calculation of magnetic exchange couplings shows that
the leading pairing instability comes from the intra-
orbital pairing contribution, whereas the inter-orbital
components are found to be significantly small39. Conse-
quently, only intra-orbital pairing potential is considered
in our numerical calculation. The SC gap function for a
multi-orbital superconductor is generally defined in mo-
mentum space as
∆iαβ(
~k) = gi(~k)Γαβ(iσ2) (21)
where gi(~k) is basis of the irreducible unitary representa-
tions of D4 point group, iσ2 defines a tensor state for sin-
glet pairing, and Γαβ is the orbital basis for D4 transfor-
mation. The transformation properties of band structure
6−pi
0
pi
−pi 0 pi
k y
kx
 0.65
 0.74
 0.83
 0.92
 1.01
 1.1
FIG. 3. (color online) Color mapping of Fermi velocity ~vF (in
unit eV·m).
determine all the symmetry transformation of SC order
parameters39,45. Another reason that the inter-orbital
pairing has been omitted in our calculation is that only
if Γαβ transform according to A1g representation, then
symmetry of pairing state can be exclusively determined
by its spatial component gi(~k), such that the calculated
vortex sate has a classification of Table I. For isotropic s
wave pairing,
V↑↓(iα, jα) = −g0δij (22)
for anisotropic s wave pairing,
V↑↓(iα, jα) = −
g1
4
(δi+xˆ+yˆ,j + δi−xˆ+yˆ,j (23)
+ δi−xˆ−yˆ,j + δi+xˆ−yˆ,j) (24)
and for dx2−y2 wave pairing,
V↑↓(iα, jα) = −
g2
2
(δi+xˆ,j + δi+yˆ,j + δi−xˆ,j + δi−yˆ,j)
(25)
where g0,1,2 are pairing amplitudes for each pairing sym-
metry. Fig. 3 shows the Fermi velovity ~~vn(~k) = ∇~kǫn(
~k)
which is used to determine the pairing potential. In order
to mimic the intermediate coupling cases for FeSe10 and
AyFe2−xSe2 (A=K, Rb, or Cs)
44 superconductors whose
coherent length ξ = ~vFπ∆(0) ranges from 4a to 12a, where a
is lattice constant, the maximum pairing amplitudes are
taken to be g0 = 0.62, g1 = 2.60, and g2 = 1.28, respec-
tively, which result in two SC order parameters(eV) due
to orbital anisotropy in zero-field case as for isotropic s
wave
|∆sxz,yz(0)| = 0.047; |∆
s
xy(0)| = 0.026 (26)
for anisotropic s wave
|∆anis. sxz,yz (0)| = 0.048; |∆
anis. s
xy (0)| = 0.023 (27)
and for dx2−y2 wave
|∆
d
x2−y2
xz,yz (0)| = 0.048; |∆
d
x2−y2
xy (0)| = 0.025 (28)
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FIG. 4. (color online) Amplitudes(color mapping) and phase
distribution of order parameters for isotropic s wave pairing
state for dxz orbital (a) and (b), dyz orbital (c) and (d), and
dxy orbital (e) and (f), respectively. The phase distribution of
order parameters have been mapped to a vector field. Length
of arrows represent the amplitude of order parameters.
IV. RESULTS AND DISCUSSION
The vortex structures for isotropic s wave pairing state
are shown in Fig. 4 for different orbitals, respectively.
The vortex states exhibit orbital anisotropy. For dxz and
dyz orbitals the amplitudes have two plateaus with a dif-
ference about 0.005eV along yˆ and xˆ directions on both
sides of the core region and the pinning center deviates
slightly from the center of magnetic unit cell. The phase
distribution shows a winding number W = 1, such that
the symmetry subgroup of the vortex structure is G5
32.
The winding structure of the s wave vortex, as mapped
to a vector field, has a sink-type core center. Fig. 5
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FIG. 5. (color online) Eigenvalues of BdG equation at around
Fermi level in the cases of isotropic s wave pairing state for
zero-field states, shown in green circles, and vortex states,
shown in red squares, respectively. The eigenvalues are plot-
ted in an ascending sequence in horizontal axis.
shows the eigenvalues obtained from vortex and zero-field
states, where it has been found there are 16 in-gap eigen-
states for both positive and negative eigenvalues. We
examine the behavior of the quasi-particle wavefunction
uniα↑↑ and v
n
iα↓↑ and it turns out that all the 32 in-gap
states are extended to the entire magnetic unit cell(Fig.
6, eigenstate |ǫ2353↑〉). The orbital anisotropy again ap-
pears as for dxz and dyz orbitals, the wavefunction ex-
tends to xˆ and yˆ direction because the spatial orienta-
tion of d-orbital harmonics, whereas for dxy orbital, the
spreading of wavefunction is symmetric in xˆ and yˆ di-
rections. These extended wavefunctions amount to large
scale variation of order parameters within the entire mag-
netic unit cell and consequently a relatively large vortex
core region.
The structures of anisotropic s wave vortices are shown
in Fig. 7. The core regions of dxz/yz orbital vortices are
not a geometric point any more. Instead, they have been
stretched along xˆ and yˆ directions due to the fact that
although the pairing bonds are defined on next nearest
neighbor sites, the electrons forming Cooper pairs come
from distinguishable oriented orbitals. The symmetry
subgroup of anisotropic s wave vortices is still G5, but
orbital asymmetry results in a line-type topological de-
fect for dxz/yz orbital vortices, whereas dxy orbital vor-
tex is still of sink-type. One special fact worth noting is
that there is a suppression of order parameters at cor-
ners of magnetic unit cell, which also exists for pairing
bond along −xˆ ± yˆ and xˆ − yˆ directions. In order to
understand the physical origin of this phenomena, we
examine the phase variation along two loops around the
center and corner of magnetic unit cell, respectively. The
loop around the corner is well-defined in order parameter
space because the nontrivial winding periodic boundary
condition Eq. (18) has been applied. Since the homo-
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FIG. 6. (color online) Amplitudes and phases(color mapping)
of quasi-particle wavefunctions uniα↑↑ and v
n
iα↓↑ for isotropic
s wave pairing symmetry of index n=2353 for dxz orbital (a)
and (b), dyz orbital (c) and (d), and dxy orbital (e) and (f),
respectively.
topy group of order parameter space of a vortex state is
π1[U(1)] = Z and that the winding number Nv = 1 has
been fixed when the self-consistent calculation is carried
out, we expect that the variation along the loop around
the corner is definitely not homotopic equivalent to that
around vortex at center. Fig. 8 (a) shows the phase vari-
ation around the vortex core, where the phases change
slowly on a number of lattice sites at the very begin-
ning of the loop as shown in Fig. 7 (a) in the vicinity
of site (25,3). We have deliberately chosen a loop far
away from the core region, since a stable topological de-
fect always leaves its signature anywhere arbitrarily away
from it1. However, the phase variation of order parame-
ters around the corner of magnetic unit cell exhibits some
turning-back points, from which the clockwise increments
contribute negative phase winding. Therefore the total
winding around the corner is zero, which proves that the
suppression of order parameters at corners of magnetic
unit cell is not a vortex. Detailed analysis about the
phase difference on each lattice sites shows that such sin-
gularities at corners is actually caused by the discontinu-
ity of boundary condition of wavefunction of each orbitals
when the calculation is carried out on a Nx×Ny lattice.
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FIG. 7. (color online) Amplitudes(color mapping) and phase
distribution of anisotropic s wave pairing bonds along xˆ + yˆ
direction for dxz orbital (a) and (b), dyz orbital (c) and (d),
and dxy orbital (e) and (f), respectively. Results of pairing
bonds along −xˆ+ yˆ, −xˆ− yˆ, and xˆ− yˆ directions are the same
with these results.
From Eq. (18), we know that the variation of boundary
condition along xˆ direction for adjacent (λx = 1, λy = 0)
magnetic unit cell is eiKNxiy , and it will come back to
ei(KNx+2π) when the condition iy = 4Ny + 1 is satisfied.
It is obviously that such a condition cannot be realized in
numerical calculation for any given Ny, therefore the dis-
continuity, which can be regarded as an impurity induced
by winding boundary condition, cannot be avoided. The
impurity nature of these singularities can also be recog-
nized as the suppression of order parameters occurs on
single site at corners, which is different from a genuine
vortex having an effective core region. We also noted
that such a singularity does not exist for Nv = 4, but
in this case the vortex states cannot be classified by in-
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FIG. 8. (color online) Phase mapping onto complex plane of
anisotropic s wave pairing bond along xˆ+ yˆ direction. Loop
around center of magnetic unit cell (a) is (25, 3)→ (25, 25)→
(3, 25)→ (3, 3)→ (25, 3) and around corner of magnetic unit
cell (b) is (3, 1) → (3, 3) → (1, 3) → (28, 3) → (25, 3) →
(25, 1) → (25, 28) → (25, 25) → (28, 25) → (1, 25) →
(3, 25)→ (3, 28)→ (3, 1). The loop direction has been shown
by color mapping of each steps.
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FIG. 9. (color online) Eigenvalues of BdG equation at around
Fermi level in the cases of anisotropic s wave pairing state for
zero-field states, shown in green circles, and vortex states,
shown in red squares, respectively.
variant subgroups of magnetic translation group, which
is originally aimed at describing the Abrikosov lattice for
Nv = 1. There are 12 in-gap eigenstates, as shown in
Fig. 9, which locate symmetrically on both sides of the
Fermi level. The wavefunctions of these states are typ-
ically localized for dxz/yz orbitals and extended for dxy
orbital, as shown in Fig. 10 for eigenstate |ǫ2353〉. It has
been observed that the wavefunctions for each orbitals
show particle-hole asymmetry. Although the difference
of vortices between isotropic s and anisotropic s wave
pairing states has been observed from the hitherto re-
sults, such a difference may rely on the limitation of our
model calculation in that since the Hamiltonian is defined
on site-orbital representation, there is no well-defined k-
space energy cut-off in the vicinity of the Fermi level for
the attractive pairing potential. Therefore, pairing elec-
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FIG. 10. (color online) Amplitudes and phases(color map-
ping) of quasi-particle wavefunctions uniα↑↑ and v
n
iα↓↑ for
anisotropic s wave pairing state of index n=2353 for dxz or-
bital (a) and (b), dyz orbital (c) and (d), and dxy orbital (e)
and (f), respectively.
trons may come from the region which is far away from
the four electron pockets. Consequently, the absence of
pocket at Γ point may induce ambiguity for anisotropic
s wave pairing state in a framework of BCS-type pairing
scheme.
Results of dx2−y2 wave vortices are different from A1g
vortices discussed above in many aspects. The orbital
anisotropy dominates the vortex structures. Fig. 11 and
TABLE II. Values(in unit: 10−1eV ) of orbital-resolved dx2−y2
wave pairing order parameters(pairing bonds) pix,y and σx,y
as defined in Fig. 13 for site (3,3) for zero-field SC and vortex
states. The spin and site indices have been omitted.
Zero-field SC state Vortex state
∆xz(σx) (0.43, 0.43) (-0.12, 0.58)
∆xz(piy) (0.032, 0.032) (-0.34, 0.11)
∆yz(pix) (-0.032, -0.032) (-0.12, 0.34)
∆yz(σy) (-0.43, -0.43) (-0.58, 0.11)
∆xy(xˆ) (0.17, 0.17) (0.091, 0.24)
∆xy(yˆ) (-0.17, -0.17) (-0.24, 0.096)
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FIG. 11. (color online) Amplitudes(color mapping) and phase
distribution of dx2−y2 wave pairing bonds for dxz orbital along
xˆ direction (a) and (b), yˆ direction (c) and (d), and for dyz
orbital along xˆ direction (e) and (f), yˆ direction (g) and (h),
respectively. Results of pairing bonds along the other two
directions of next nearest site pairing are same with these
results.
12 show the amplitudes and phase distribution of dx2−y2
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FIG. 12. (color online) Amplitudes(color mapping) and phase
distribution of dx2−y2 wave pairing bond for dxy orbital along
xˆ direction (a) and (b), and yˆ direction (c) and (d), respec-
tively. Results of pairing bonds along the other two directions
of next nearest site pairing are same with these results.
wave pairing bonds for each orbitals. It has been pointed
out in previous section that the symmetry of band struc-
ture gives constraints to symmetry of pairing states. A
strong hybridization of dxz and dyz orbitals, as shown in
PDOS in Fig. 2, results in a re-defined dx2−y2 wave pair-
ing state, as shown in Fig. 13, since the wavefunctions
of these two orbitals transform under action of generator
C4z as
C4z|dxz〉 = |dyz〉 (29)
C4z|dyz〉 = −|dxz〉
while dxy orbital does not mix with them under such a
transformation. Here we give an example of numerical
results of order parameters for each orbitals on site (3,3),
as shown in Table II. In zero-field case, phase difference
of eiπ is observed between πx and πy, σx and σy bonds,
which are defined on different orbitals, whereas in vortex
states, such a phase will undergo a gauge modification
which is induced by magnetic field. The winding struc-
tures shown in Fig. 11 and 12 for different orbitals share
this common feature for all order parameters defined on
entire magnetic unit cell. For dxy orbital, G
∗
5 vortices
which are defined on pairing bonds ∆xy(xˆ) and ∆xy(yˆ)
are of sink- and source-type, respectively, because the or-
der parameters change sign as they transform according
to B1g irreducible unitary representation. In the presence
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FIG. 13. (color online) A schematic picture illustrates that
dx2−y2 wave pairing state is re-defined between dxz and dyz
orbitals due to 4-fold rotational symmetry. The red and blue
color indicate positive and negative signs of orbital wavefunc-
tions. The long and short double-headed arrows correspond-
ing pi and σ pairing bonds along xˆ and yˆ directions show the
exchange of orbital states under C4z rotation.
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FIG. 14. (color online) Eigenvalues of BdG equation at
around Fermi level in the cases of dx2−y2 wave pairing state
for zero-field states, shown in green circles, and vortex states,
shown in red squares, respectively.
of magnetic field, the sign change of dx2−y2 wave pairing
symmetry, along with the orbital-hybridized order pa-
rameters together give rise to a G∗6 winding structure
for dxz/yz orbitals, which seems like a solenoidal vector
field. Such phase difference has been observed between
∆xz(σx) as shown in Fig. 11 (b) and ∆yz(σy) as shown
in Fig. 11 (h), and also between ∆xz(πy) as shown in
Fig. 11 (d) and ∆yz(πx) as shown in Fig. 11 (f). Among
17(positive) in-gap states associated with orbital-resolved
dx2−y2 wave vortices as shown in Fig. 14, the wavefunc-
tions of eigenvalue |ǫ2353↑〉 for dxz and dyz orbitals, and
|ǫ2354↑〉 for dxy orbital are shown in Fig. 15. The particle-
hole asymmetry is evidently for dxz and dyz orbitals in
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FIG. 15. (color online) Amplitudes and phases(color map-
ping) of quasi-particle wavefunctions uniα↑↑ and v
n
iα↓↑ for
dx2−y2 wave pairing state of index n=2353 for dxz orbital
(a) and (b), dyz orbital (c) and (d), and index n=2354 for dxy
orbital (e) and (f), respectively.
that the bound states have three peaks for particle part
and two peaks for hole part. The most localized vortex
bound state has been observed for dxy orbital for particle
part. The discontinuity of phase distribution on bound-
ary of magnetic unit cell is also observed in dx2−y2 wave
vortices due to next nearest neighbor site pairing.
In order to have an understanding of distinction of vor-
tex states between different pairing symmetries, we com-
pare the orbital-resolved LDOS along off-diagonal line
approaching vortex core and then away from it. Fig. 16
(a) shows results for isotropic s wave, where vortices of
dxz and dyz orbitals pinning at site (15,15) are character-
ized by symmetrically located two peaks, while the vortex
of the dxy orbital shows single peak. The two peaks start
to shrink towards Fermi level from site (7,7) and then
transit back to SC coherence peak at site (19,19), there-
fore the isotropic s wave vortices have a relative large
core region. Another characteristic of s wave vortices is
that the LDOS shows no Landau oscillation due to on-
site pairing. However, since the wavefunctions of all the
in-gap states for both positive and negative eigenstates
are not localized, such vortex states may not be favored
in FeSe superconductor. Additionally, the particle-hole
symmetry protects electron density from accumulating or
losing in the vortex core region as shown in Fig. 17 (a)
and (b).
For anisotropic s wave vortices, an oscillation in LDOS
for dxy orbital has been observed, as shown in Fig. 16
(b). The LDOS at the Fermi level varies alternately from
zero at site (3,3) to a finite value, and then oscillates
until being stabilized at the core center. At site (13,13)
and (14,14) the core states always manifest themselves
as double peaks, which is different from the results of
isotropic s and dx2−y2 wave vortices. Such an alternating
appearance of bound states at Fermi level may come from
the fact that for dxz and dyz orbitals, as shown in Fig.
17 (c), there are charge density accumulations, while for
dxy orbital electron density is suppressed inside the core
region, as shown in Fig. 17 (d).
Finally, Fig. 16 (c) shows LDOS of dx2−y2 wave vor-
tices. It has been found that for dxz/yz orbitals, the vor-
tex bound states are exactly localized at site (14,14), with
stable SC coherence locating at around ±0.05 eV, and
for dxy orbital the core region includes site (13,13). Sim-
ilarly to the cases of anisotropic s wave vortices, charge
accumulation on dxz/yz orbitals and loss on dxy orbital
have been observed as shown in Fig. 17 (e) and (f),
which indicates signature of charged vortex core states.
However, no particle density oscillation appears in LDOS
spectrum. The superposition of in-gap bound states at
site (14,14) in Fig. 16 (c) contributed from different or-
bitals reproduces a peak at the center of a vortex, which
resembles the results of STM observation as shown in
Fig. 16 (d)11. The fact that the oscillation of LDOS in
the case of anisotropic s wave vortices is not observed in
STM measurement, and the bound sates of isotropic s
wave vortices are extended makes us conclude that the
vortex structures observed by STM may be of dx2−y2
wave feature.
We have noted that the self-consistent calculation gives
different winding structures of vortex states with respect
to different pairing symmetries. However, isotropic s
and anisotropic s wave vortices share a common wind-
ing structure, which is characterized by a sink-type core
state. But in the case of dx2−y2 wave pairing, vortices
contributed from dxz/yz orbitals show a phase distri-
bution as a solenoidal vector field, whereas dxy orbital
shows sink- and source-type winding structures. Topo-
logically, all these vortices correspond homotopy group
π1[U(1), x0] = Z. As shown in Table I, the orbital-
resolved s and anisotropic s wave vortices belong to same
symmetry group G5
32, and dx2−y2 wave pairing symme-
try has dxz/yz orbital vortices belonging to G
∗
6 group and
dxy orbital vortices G
∗
5. Such results reveal that the lo-
cal surgery, i.e., the continuous transformation between
element within same homotopic class, is actually car-
ried out by a gauge transformation, or equivalently the
co-representation transformation between G∗5 and G
∗
6
32.
The pairing bonds of orbital-resolved dx2−y2 wave vor-
tices defined on each orbitals have a phase difference
which is smaller than π in the vicinity of the vortex
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The scanning tunneling spectroscopy (STS)
probes the quasiparticle density of states and mea-
sures the superconducting gap at the Fermi en-
). In Fig. 1C, we show the tunneling
spectra on the sample in Fig. 1A at various temper-
atures. The spatial homogeneity of the STS spec-
tra (fig. S2) further demonstrates the high quality
,
the spectra exhibit two conductance peaks and a
gap centered at the Fermi energy. The maximum
= 2.2 meV is half
of the energy between the two conductance peaks.
The most striking feature of the spectra at 0.4 K,
superconductors
and the linear depen-
dence of the quasiparticle density of states on en-
. This feature explicitly reveals the
existence of line nodes in the superconducting gap
function. At elevated temperatures, the V-shaped
spectra in Fig. 1C smear out as the superconduct-
We suggest that the nodal superconductivity
exists only in FeSe with a composition close to
stoichiometry. By introducing Te into the com-
(d)
FIG. 16. (color online) Orbital-resolved LDOS along off-diagonal line from site (3,3) → (26,26). Each subfigure from left to
right is LDOS for dxz, dyz, and dxy orbitals in the cases of isotropic s wave (a), anisotropic s wave (b), and dx2−y2 wave (c)
pairing states, respectively. The Fermi level has been set to zero and sites in vortex region have been highlighted in red. The
vortex core states from Scanning tunneling spectroscopy(STS) (d). STS on the center of a vortex core A. Zero-bias conductance
map for a single vortex at 0.4 K and 1 T magnetic field B. Tunneling conductance curves measured at equally spaced (2 nm)
distances along aˆ axis C and bˆ axis D. Reprinted figure with permission from C. L. Song et al., Science 332, 1410 (2011)11 .
Copyright 2011 by American Association for the Advancement of Science (AAAS).
core. Far away from the vortex core, it approaches to
π as the usual dx2−y2 wave pairing states in the case
of zero magnetic field46. We have noted that mathe-
matically same reference point i0 in real space can be
mapped to difference reference points x0 and x1 in U(1)
SC order parameter space which manifests themselves
as different absolute phase values, while the homotopic
classes generated by x0 and x1 correspond to same ho-
motopy group π1[U(1), ∀x] = Z. This is why G5(G∗5)
and G6(G
∗
6) subgroups have a local relative phase differ-
ence. In our numerical calculations, vortices in the case
of anisotropic s wave pairing state, as shown in Fig. 18
(a), show the same G5 symmetry for different orbitals
which results in a trivial phase difference. Minor phase
differences appear in the center region of the magnetic
unit cell due to the amplification of the lengths of the
arrows when we plot the figure. From group theoreti-
cal derivation, there is a phase difference of π/4 between
G∗6 symmetry, defined on dxz,yz orbitals, and G
∗
5 sym-
metry, defined on dxy orbital, respectively, in the case
of dx2−y2 wave pairing state. We have observed such a
fixed phase difference from our numerical calculation as
shown in Fig. 18 (b). The observed phase difference
is smaller than π/4 due to spatial anisotropy of t2g or-
bital wavefunctions. As a stable topological defect, one
remarkable phenomenon is that the fixed relative phase
difference is essentially a signature of all the order pa-
rameters defined on the entire magnetic unit cell which
is in reality feature originated from topological property
of U(1) gauge field. Physically, even though we have
13
 0
 7
 14
 21
 28
 0  7  14  21  28
 0.85
 0.855
 0.86
 0.865
 0.87
 0.875
(a)
 0
 7
 14
 21
 28
 0  7  14  21  28
 0.372
 0.374
 0.376
 0.378
 0.38
 0.382
 0.384
 0.386
 0.388
 0.39
(b)
 0
 7
 14
 21
 28
 0  7  14  21  28
 0.84
 0.845
 0.85
 0.855
 0.86
 0.865
(c)
 7
 14
 21
 28
 7  14  21  28
’./particle_no.dat’ u 1:2:5
 0.368
 0.37
 0.372
 0.374
 0.376
 0.378
 0.38
 0.382
 0.384
 0.386
(d)
 0
 7
 14
 21
 28
 0  7  14  21  28
 0.84
 0.845
 0.85
 0.855
 0.86
 0.865
(e)
 0
 7
 14
 21
 28
 0  7  14  21  28
 0.36
 0.365
 0.37
 0.375
 0.38
 0.385
(f)
FIG. 17. (color online) Orbital-resolved electron density for
dxz and dxy orbitals for s wave (a) and (b) , anisotropic s wave
(c) and (d), and dx2−y2 wave (e) and (f) vortices, respectively.
Electron density for dyz orbital in the cases of different pairing
symmetries are same as dxz orbital.
only included the intra-orbital pairings, the inter-orbital
hoppings between dxz/yz and dxy orbitals are responsi-
ble for this phase lock-in phenomenon. From a view-
point of quasiparticle interference, the orbital degree of
freedom actually gives rise to an orbital-resolved inter-
fered phase distribution. Without loss of generality we
propose that such a phase difference between dxz/yz and
dxy orbital vortices can in principle be observed experi-
mentally which is independent upon specific gauge choice
and consequently a physical manifestation of dx2−y2 wave
pairing states. We have confirmed that dxz/yz vortices al-
ways have G∗6 symmetry even if we carry out an artificial
gauge transformation where the relative phase of dxz/yz
and dxy orbital hoppings in band structure are changed
as
tσσ(iα, jβ)→ tσσ(iα, jβ)eiθαβ (30)
where θαβ is set to
π
4 or −
3π
4 . which is consistent with the
co-representation transformaton32. The resultant wind-
ing pattern of dxz/yz orbital vortices remain unchanged,
while dxy orbital vortex changes obviously. It turns out
that if we set an equal on-site atomic energy, such phase
difference of π4 disappears.
V. SUMMARY
In summary, using a three-orbital model, we present a
comprehensive investigation of single vortex core states
in FeSe superconductors by means of BdG theory. The
numerical results have been classified by invariant sub-
groups of magnetic translation group. It turns out that
isotropic s and anisotropic s wave pairing symmetries
give rise to G5 vortex states. G
∗
6 vortex states are ob-
tained for dxz/yz orbitals due to orbital hybridization,
and G∗5 vortex states for dxy orbital in the case of dx2−y2
wave pairing. By analyzing behavior of orbital-resolved
quasi-particle wavefunctions and LDOS, and by compar-
ing the results with STM observation, we propose that
dx2−y2 wave vortices are most likely candidate. The
phase difference of π4 in terms of winding structures be-
tween hybridized dxz/yz orbitals and dxy orbital can also
be testified experimentally as a signature of dx2−y2 wave
pairing symmetry in FeSe superconductors.
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