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Let R be a prime ring with extended centroid C and symmet-
ric Martindale quotient ring Q s(R). Suppose that Q s(R) contains
a nontrivial idempotent e such that eR + Re ⊆ R . Let φ : R ×
R → RC + C be the bi-additive map (x, y) → G(x)y + xH(y) +∑
i ai xbi yci , where G, H : R → R are additive maps and where
ai,bi, ci ∈ RC + C are ﬁxed. Suppose that φ is zero-product pre-
serving, that is, φ(x, y) = 0 for x, y ∈ R with xy = 0. Then there
exists a derivation δ : R → Q s(RC) such that both G and H are
equal to δ plus elementary operators. Moreover, there is an addi-
tive map F : R → Q s(RC) such that φ(x, y) = F (xy) for all x, y ∈ R .
The result is a natural generalization of several related theorems in
the literature. Actually we prove some more general theorems.
© 2011 Elsevier Inc. All rights reserved.
1. Results
Throughout, R is always a prime ring with Qr(R) (resp. Q s(R)) its right (resp. symmetric) Martin-
dale quotient ring. Moreover, we let Qmr(R) (resp. Qml(R)) denote the maximal right (resp. left) ring
of quotients of R . It is known that R ⊆ Q s(R) ⊆ Qr(R) ⊆ Qmr(R). The three overrings of R are also
prime rings with the same center C , which is a ﬁeld. The ﬁeld C is called the extended centroid of R .
We refer the reader to the book [3] for details.
Let I be a nonzero ideal of R and A be an additive group. A map φ : I× I → A is called bi-additive if
φ(x1 + x2, y) = φ(x1, y) + φ(x2, y) and φ(x, y1 + y2) = φ(x, y1) + φ(x, y2)
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for x, y ∈ I with xy = 0. Clearly, if F is an additive map on I , then the bi-additive map φ, de-
ﬁned by φ(x, y) := F (xy) for x, y ∈ I , preserves zero products. Our purpose in the paper is to study
the converse of the above. Namely, given a bi-additive map φ : I × I → RC + C which is zero-
product preserving, does there exist an additive map F deﬁned on I such that φ(x, y) = F (xy) for
all x, y ∈ I?
Bi-additive maps preserving zero products were studied systematically in [1] and [8]. In [8], the
name “zero product determined algebras” was given to algebras in which the question examined
below has a positive answer.
Let us mention, from the existing literature, some known answers to the question above. An ele-
ment x ∈ Qmr(R) is said to be algebraic of degree  n over C if there exist c0, c1, . . . , cn−1 ∈ C such
that xn +∑n−1i=0 cixi = 0. By deg(R)  n we mean that there exists an element x ∈ R that is not al-
gebraic of degree  n − 1 over C . For a,b ∈ R we let [a,b] := ab − ba, the commutator of a and b.
For two additive subgroups A, B of R , we let [A, B] (resp. AB) denote the additive subgroup of R
generated by all elements [a,b] (resp. ab) for a ∈ A and b ∈ B .
(1) (See [9, Theorem 1].) Let f : R → R be a bijective additive map and let φ(x, y) := f (x) f (y)
for x, y ∈ R . Suppose that Q s(R) contains a nontrivial idempotent e such that eR ∪ Re ⊆ R and that
either 1 ∈ R or deg(R)  3. If φ is zero-product preserving, then there exists a nonzero λ ∈ C such
that f (xy) = λ f (x) f (y) for all x, y ∈ R . In particular, φ(x, y) = F (xy) for all x, y ∈ R , where F (x) :=
λ−1 f (x) for x ∈ R .
We remark that Wong [22, Corollary D] proved a similar result for simple algebras with nontrivial
idempotents. We also refer the readers to see other results obtained for operator algebras [1,2,9,10,13,
21] and an algebraic result [8]. In the three results below we make the following assumptions:
Let φ(x, y) := δ(x)y + xδ(y) for all x, y ∈ R , where δ : R → R is an additive map. Assume that φ is
zero-product preserving.
(2) (See [16, Theorem 6].) Let R be a standard operator algebra on a complex Banach space X
containing the identity operator 1, where R is not equal to C, the ﬁeld of complex numbers. Then
δ(xy) = δ(x)y + xδ(y) − xδ(1)y for all x, y ∈ R .
We remark that the extended centroid of the standard operator algebra R is equal to C. More-
over, R is a primitive ring with a nontrivial idempotent. We claim that δ(1) ∈ C . Indeed, we con-
sider the additive subgroup A := {a ∈ R | xay = 0 for x, y ∈ R with xy = 0}. Then δ(1) ∈ A and
(1 + t)A(1 + t)−1 ⊆ A for all t ∈ R with t2 = 0. In view of [11, Theorem 1], either A ⊆ Z(R), the
center of R , or [M, R] ⊆ A for some nonzero ideal M of R . We claim that the latter case cannot occur.
Otherwise, for any nonzero elements x, y ∈ R with xy = 0, x[M, R]y = 0. In particular, x[M, yR]y = 0,
so xMyRy = 0. The primeness of R implies that either x = 0 or y = 0, a contradiction. Thus δ(1) ∈ C .
Let F (x) := δ(x) + δ(1)x for x ∈ R . Then φ(x, y) = F (xy) for all x, y ∈ R .
(3) (See [9, Theorem 2].) Suppose that Q s(R) contains a nontrivial idempotent e such that eR ∪
Re ⊆ R . Suppose that either 1 ∈ R or deg R  3. Then there exists λ ∈ C such that δ(xy) = δ(x)y +
xδ(y) − λxy for all x, y ∈ R . Thus let F (x) := δ(x) + λx for x ∈ R . Then φ(x, y) = F (xy) for all x, y ∈ R .
(4) (See [19, Corollary 1.2].) Suppose that Q s(R) contains a nontrivial idempotent. Then there exists
a nonzero ideal N of R such that δ(x) = d(x) + λx for all x ∈ N , where λ ∈ C and d :N → Q s(R) is a
derivation (see the deﬁnition below). Thus let F (x) := δ(x)+λx for x ∈ N . Then φ(x, y) = F (xy) for all
x, y ∈ N . In addition, we can take N = R if eR ∪ Re ⊆ R for some nontrivial idempotent e ∈ Q s(R).
We remark that (4) gives a generalization of both (2) and (3). Moreover, (4) describes φ in terms
of the derivation d and the map x → λx for x ∈ R . Our purpose of the paper is to study natural
generalizations of (2), (3) and (4). Let Qms(R) denote the maximal symmetric ring of quotients of R ,
that is,
Qms(R) :=
{
q ∈ Qml(R)
∣∣ qρ ⊆ R for some dense right ideal ρ of R}.
Let I be a nonzero ideal of R . We will give the complete solution of additive maps G, H : I → Qms(R)
such that the bi-additive map φ : I × I → Qms(R), deﬁned by
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∑
i=1
aixbi yci (1.1)
for x, y ∈ I where a,b,ai,bi, ci ∈ Qms(R) are ﬁxed, is zero-product preserving.
Let us ﬁrst ﬁx some notations used here. For technical reasons, our deﬁnitions must be more
general.
Deﬁnition. A map d : R → T , where T = Qmr(R) or Qml(R), is called a derivation if d(x+ y) = d(x) +
d(y) and d(xy) = d(x)y + xd(y) for all x, y ∈ R .
In (1.1), if G = H , a = 1 = b and all ai,bi, ci are zero, then the question is reduced to (4) above. The
map x → d(x)+ λx for all x ∈ N in (4) is a generalization of derivations, which are called “generalized
derivations”. The algebraic deﬁnition was introduced in [4] (see also [15] and [18]). A map G : R →
Qmr(R) is called a generalized derivation if there exists a derivation d : R → Qmr(R) such that
G(x+ y) = G(x) + G(y) and G(xy) = G(x)y + xd(y)
for all x ∈ R . In view of [18, Theorem 3], there exists w ∈ Qmr(R) such that G(x) = d(x) + wx for all
x ∈ R .
Deﬁnition. By an elementary operator we mean a map h : R → T , where T is a subring of Qmr(R) or
Qml(R) containing R , such that h(x) =
∑
i aixbi for all x ∈ R , where all ai,bi are ﬁxed elements in T .
We consider the term
∑
i=1 aixbi yci in (1.1): Choose a basis B for the C-space
∑
i=1 Cai . If b ∈∑
i=1 Cai , then we always choose b ∈ B. We let B = {b,d1, . . . ,ds} if b ∈
∑
i=1 Cai and let B =
{d1, . . . ,ds} otherwise. Similarly, choose a basis B′ for the C-space ∑i=1 Cci . If a ∈ ∑i=1 Cci , then
we always choose a ∈ B′ . We let B′ = {a, e1, . . . , et} if a ∈ ∑i=1 Cai and let B′ = {e1, . . . , et} other-
wise. We rewrite
∑
i=1 aixbi yci as
∑
i=1
aixbi yci = g(x)ya + bxh(y) +
s∑
i=1
t∑
j=1
dixwij ye j, (1.2)
where g(x) = ∑i pixqi and h(y) = ∑i p′i yq′i with pi,qi, p′i,q′i,wij ∈ Qms(R). Note that g(x) = 0 if
a /∈ B′ and h(y) = 0 if b /∈ B.
Set G ′(x) = G(x) + g(x) for x ∈ I and H ′(y) := H(y) + h(y) for y ∈ I . Therefore, replacing G and H
by G ′ and H ′ respectively, we can consider (1.1) in the following form:
φ(x, y) = G(x)ya + bxH(y) +
s∑
i=1
t∑
j=1
dixwij ye j (1.3)
for x, y ∈ I , where {b,d1, . . . ,ds} and {a, e1, . . . , et} are two linearly independent subsets of Qms(R)
over C and where all wij ∈ Qms(R).
Question. Suppose that G, H : I → Qms(R) are additive maps such that the bi-additive map φ given
in (1.3) is zero-product preserving. Determine G , H and φ(x, y).
By the notation J  R we mean that J is an ideal of R . Throughout the paper, I always denotes a
nonzero ideal of R . We let
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∑
K∈Γ (I)
K ,
where Γ (I) := {K  R | 0 	= K + eK + Ke ⊆ I for some e = e2 ∈ Q s(R), e 	= 0,1}.
Clearly, I0 is an ideal of R contained in I , which is uniquely determined by I . Moreover, I0 	= 0 if
Q s(R) contains a nontrivial idempotent. We are ready to answer the question above.
Theorem 1.1. Suppose that Q s(R) contains a nontrivial idempotent. Suppose that G, H : I → Qms(R) are
additive maps such that the bi-additive map φ given in (1.3) is zero-product preserving. Then all wij ∈ C and
there exist a unique derivation δ : I0 → Q s(RC), b˜ ∈ Qmr(R) and a˜ ∈ Qml(R) such that
G(x) = bδ(x) + b˜x and H(y) = δ(y)a + y˜a
for all x, y ∈ I0 . Moreover, there is an additive map F : I0 → Q s(RC) such that φ(x, y) = F (xy) for all
x, y ∈ I0 .
Let R := Mn(D), the n by n matrix ring over a division ring D , where n > 1. Then R always contains
a nontrivial idempotent. Moreover, the three rings R , Qml(R) and Qmr(R) coincide in this case. As an
immediate consequence of Theorem 1.1 we have the following neat form for such rings.
Corollary 1.2. Let R := Mn(D), where D is a division ring and n > 1. Suppose that G, H : R → R are additive
maps such that the bi-additive map φ given in (1.3) is zero-product preserving. Then all wij ∈ C and there
exist a unique derivation δ : R → R and a˜, b˜ ∈ R such that G(x) = bδ(x) + b˜x and H(y) = δ(y)a + y˜a for all
x, y ∈ R. Moreover, there is an additive map F : R → R such that φ(x, y) = F (xy) for all x, y ∈ R.
We can rewrite (1.3) as
φ(x, y) = G(x)ya + bxH(y) +
s∑
i=1
dixHi(y)
= G(x)ya +
t∑
j=1
G j(x)ye j + bxH(y),
where Hi(y) := ∑tj=1 wij ye j for 1  i  s and where G j(x) := ∑si=1 dixwij for 1  j  t . From the
viewpoint we will prove the following more general result.
Theorem 1.3. Suppose that Q s(R) contains a nontrivial idempotent. Suppose that Gi, H j : I → Qms(R) are
additive maps for 1 i m and 1 j  n such that
m∑
i=1
Gi(x)yai +
n∑
j=1
b jxH j(y) = 0 (1.4)
for all x, y ∈ I with xy = 0, where {a1, . . . ,am} and {b1, . . . ,bn} are two linearly independent subsets of
Qms(R) over C . Then there exist mn unique derivations δ ji : I0 → Qms(R) for 1  i  m and 1  j  n,
b˜1, . . . , b˜m ∈ Qmr(R) and a˜1, . . . , a˜n ∈ Qml(R) such that, for 1 i m and 1 j  n,
Gi(x) =
n∑
j=1
b jδ ji(x) + b˜ix and H j(y) =
m∑
i=1
δ ji(y)ai + y˜a j (1.5)
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x, y ∈ I0 .
Remarks. (1) As pointed out in [19, Example 1.5], the existence of nontrivial idempotents in Q s(R) is
essential to Theorem 1.3.
(2) In fact, in Theorem 1.3 if eI + Ie ⊆ I for a nontrivial idempotent e ∈ Q s(R) (for instance, R itself
contains a nontrivial idempotent), then I0 = I .
(3) In Theorem 1.3, we obtain the solutions of Gi(x) and H j(y) on I0, which is a nonzero ideal
of R contained in I . However, the expressions of Gi(x) and H j(y) in (1.5) cannot be extended to the
whole ideal I in general as shown by the following example.
Let D be a unique factorization domain, not a ﬁeld, p an irreducible element and let F be the
quotient ﬁeld of D . Let R := pMn(D) + Z · 1, where n > 1 and where Z is the ring of integers. Then
R is a prime ring with Q s(R) = Mn(F ). Clearly, Q s(R) contains a nontrivial idempotent. Let f : R → R
be the map deﬁned by f (z + m · 1) = m · 1 for z ∈ pMn(D) and m ∈ Z. It is easy to check that if
xy = 0 for some x, y ∈ R \ {0} then x, y ∈ pMn(F ). Thus xf (y) = 0 for x, y ∈ R with xy = 0. In this
case, f (pMn(D)) = 0, where pMn(D) is a nonzero ideal of R , but f (R) 	= 0.
(4) In Theorem 1.3, if the set {b1, . . . ,bn} is empty, then there exist b˜1, . . . , b˜m ∈ Qmr(R) such that,
for 1  i  m, Gi(x) = b˜i x for all x ∈ I0. Similarly, if the set {a1, . . . ,am} is empty, then there exist
a˜1, . . . , a˜n ∈ Qml(R) such that, for 1 j  n, H j(y) = y˜a j for all y ∈ I0. The two results follow easily
from Theorem 1.3.
The theorems above can be considered in the general frame of “functional identities”. It is shown
that if some additive maps on a prime ring R satisfy a certain identity then the maps involved are
described in terms of derivations and elementary operators. We refer the reader to the book “func-
tional identities” by Brešar, Chebotar and Martindale [7]. In particular, some of the results in §5 of
Chapter 5 of this book are connected to the present paper.
2. Proofs
From now on, we always assume that Q s(R) contains a nontrivial idempotent. For K ∈ Γ (I), we let
EK denote the additive subgroup of Q s(R) generated by the subset { f ∈ Q s(R) | f K + K f ⊆ I and
f = f 2}.
To prove Theorems 1.1 and 1.3 we need some preliminary results. The ﬁrst lemma was due to
Martindale (see [20, Theorem 2(a)]). By [3, Theorem 6.4.1] or [12, Theorem 2], we give the following
statement in a convenient form for our purpose.
Lemma 2.1. Let ai,bi ∈ Qmr(R) (or Qml(R)) for 1 i  n. Suppose that
∑n
i=1 aixbi = 0 for all x in a nonzero
ideal of R. If a1, . . . ,an are linearly independent over C , then all bi = 0. Similarly, if b1, . . . ,bn are linearly
independent over C , then all ai = 0.
For a nonzero ideal I of R , it is known that Qmr(I) = Qmr(R) (see [18, Theorem 1]). By [3, Theo-
rem 2.3.3] we have the following result.
Lemma 2.2. Let a,b1, . . . ,bs ∈ Qmr(R) (or Qml(R)) be linearly independent over C and let J be a nonzero
ideal of R. Then there exist ﬁnitely many elements ui, vi ∈ J such that ∑i uib j vi = 0 for 1  j  s but∑
i uiavi 	= 0.
Following referees’ suggestion, we deﬁne the following notion and use the method from [6] to
derive Theorem 2.3 below.
Deﬁnition. Let K be a nonzero ideal of R and A be an additive group. A bi-additive map φ : K ×K → A
is said to be associative if φ(xw, y) = φ(x,wy) for all x, y ∈ K and all w in a nonzero ideal of R .
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Then φ is associative on each K ∈ Γ (I).
Proof. For a ﬁxed K ∈ Γ (I), we let E := EK and L := E ∩ K . Consider
W := {w ∈ R ∣∣ φ(xw, y) = φ(x,wy) for all x, y ∈ K}.
Clearly, W is a subring of R . To show that φ is associative on K , it suﬃces to claim that W contains
a nonzero ideal of R . For x, y ∈ K and f = f 2 ∈ E , we see that xf , (1 − f )y, x(1 − f ), f y ∈ I and
(xf )(1− f )y = 0 = x(1− f )( f y). Therefore φ(xf , (1− f )y) = 0 = φ(x(1− f ), f y), hence
φ(xf , y) − φ(xf , f y) = 0 = φ(x, f y) − φ(xf , f y),
implying that φ(xf , y) = φ(x, f y). Thus L := E ∩ K ⊆ W . Since W is a subring of R , this implies that
L + L2 ⊆ W . It suﬃces to prove that L + L2 contains a nonzero ideal of R .
We follow Herstein’s argument [14, Proof of Lemma 1.3]. Let f = f 2 ∈ E and x ∈ K . Then ( f +
f x(1− f ))2 = f + f x(1− f ) and(
f + f x(1− f ))K + K ( f + f x(1− f ))⊆ I.
Thus f + f x(1− f ) ∈ E . Similarly, we have f + (1− f )xf ∈ E , so
[ f , x] = ( f + f x(1− f ))− ( f + (1− f )xf ) ∈ E.
Thus [E, K ] ⊆ E . In particular, [E ∩ K , K ] ⊆ E ∩ K . That is, [L, K ] ⊆ L. We claim that [L, L] 	= 0. Suppose
on the contrary that [L, L] = 0. Choose a nontrivial idempotent e ∈ Q s(R) such that eK + Ke ⊆ I . Let
x, y ∈ K 4. Then e ∈ E and (1−e)xe, ey(1−e) ∈ K 2. So [e, (1−e)xe], [e, ey(1−e)] ∈ [E, K 2] ⊆ E∩K = L.
Thus
(1− e)[[e, (1− e)xe], [e, ey(1− e)]]= 0.
That is, (1 − e)xey(1 − e) = 0. Thus (1 − e)K 4eK 4(1 − e) = 0, implying that e = 0 or 1. This is a
contradiction. Thus [L, L] 	= 0. By [14, Proof of Lemma 1.3] or [19, Proof of Theorem 2.1], L + L2
contains K [L, L]K , a nonzero ideal of R . 
We can see explicitly the importance of the existence of nontrivial idempotents in Q s(R) from the
above lemma. Notice that, in [16], a standard operator algebra on a complex Banach space X , which
is not equal to C, always contains a nontrivial idempotent. See also [6,9,11,19].
Let A be a subring of Qmr(R). Suppose that AR is a dense submodule of Qmr(R)R , that is, for
any x, y ∈ Qmr(R) with y 	= 0 there exists r ∈ R such that xr ∈ A and yr 	= 0. Then Qmr(A) = Qmr(R)
(see, for instance, [18, Theorem 1]). In particular, we have Q s(R) ⊆ Q s(RC) = Q s(RC + C) ⊆ Qms(R) ⊆
Qmr(RC) = Qmr(R).
The following is essentially a special case of [5, Proposition 8]. For some technical details we give
its proof. Let R1 denote the subring of Q s(R) generated by R and 1, that is, R1 := R + Z · 1.
Lemma 2.4. Let G, H : J → Qms(R) be additive maps and 0 	= a, b ∈ Qms(R), where J is a nonzero ideal of R.
Suppose that
G(x)ya + bxH(y) = 0 (2.1)
for all x, y ∈ J . Then there exists t ∈ Qms(R) such that G(x) = bxt and H(y) = −tya for all x, y ∈ J .
62 C.-L. Chuang, T.-K. Lee / Journal of Algebra 338 (2011) 56–70Proof. For ﬁnitely many ui ∈ Qms(R) and vi ∈ R1, by assumption we have
∑
i
uiG(vix)ya +
(∑
i
uibvi
)
xH(y) = 0
for all x, y ∈ J . It follows from the primeness of R that if ∑i uibvi = 0 then ∑i uiG(vix) = 0. Set
W := Qms(R)bR1, which is a dense left ideal of Qms(R). Let x ∈ J . The map ϕx :W → Qms(R), deﬁned
by ϕx(
∑
i uibvi) =
∑
i uiG(vix) for ui ∈ Qms(R) and vi ∈ R1, is well deﬁned and is a left Qms(R)-
module map. By [19, Lemma 2.1], there exists a unique tx ∈ Qml(R) such that
∑
i
uiG(vix) = ϕx
(∑
i
uibvi
)
=
(∑
i
uibvi
)
tx
for ui ∈ Qms(R) and vi ∈ R1. In particular, G(vx) = bvtx for all v ∈ R1 and x ∈ J . Deﬁne the map
h : J → Qml(R) by h(x) = tx for x ∈ J . Clearly, h is an additive map. Let x ∈ J , r ∈ R and v ∈ R1. Then
G((vr)x) = bvrh(x) and G(v(rx)) = bvh(rx). Thus bvrh(x) = bvh(rx). So rh(x) = h(rx) for all r ∈ R and
x ∈ J . In view of [19, Lemma 2.1], there exists t ∈ Qml(R) such that h(x) = xt for all x ∈ J .
Up to now, we have proved that G(x) = bxt for all x ∈ J . By symmetry, there exists t′ ∈ Qmr(R)
such that H(y) = −t′ ya for all y ∈ J . Thus 0 = G(x)ya + bxH(y) = (bxt)ya − bx(t′ ya) for all x, y ∈ J .
Choose a dense left ideal λ of R contained in J such that λt′ ⊆ R . Then b J ((xt′) − xt) Ja = 0 for all
x ∈ λ, implying that xt′ = xt ∈ R for all x ∈ λ. Thus λt′ ⊆ R , that is, t′ ∈ Qms(R). Thus t = t′ follows, as
asserted. 
We next prove a special case of Theorems 1.1 and 1.3.
Lemma 2.5. Suppose that G, H : I → Qms(R) are additive maps satisfying
G(x)ya + bxH(y) = 0 (2.2)
for all x, y ∈ I with xy = 0, where a,b ∈ Qms(R) are nonzero. Let K ∈ Γ (I). Then there exist a nonzero ideal N
of R contained in K , a derivation δ :N → Qms(R) and a˜ ∈ Qml(R), b˜ ∈ Qmr(R) such that G(x) = bδ(x) + b˜x
and H(y) = δ(y)a + y˜a for all x, y ∈ N.
Proof. We let φ(x, y) := G(x)ya + bxH(y) for x, y ∈ I . Since φ(x, y) is zero-product preserving on I
by (2.2), it follows from Theorem 2.3 there exists a nonzero ideal N of R contained in K such that
G(xw)ya + bxwH(y) = G(x)wya + bxH(wy)
for all x, y ∈ K and all w ∈ N . That is,(
G(xw) − G(x)w)ya + bx(wH(y) − H(wy))= 0 (2.3)
for all x, y ∈ K and all w ∈ N . Let w ∈ N . By Lemma 2.4, there exists a unique δ(w) ∈ Qms(R), where
δ :N → Qms(R), such that
G(xw) − G(x)w = bxδ(w) and wH(y) − H(wy) = −δ(w)ya (2.4)
for all x, y ∈ K . By the ﬁrst equality of (2.4) we have
G
(
x
(
ww ′
))− G(x)ww ′ = bxδ(ww ′) and G((xw)w ′)− G(xw)w ′ = bxwδ(w ′)
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(
G(xw) − G(x)w)w ′ + bx(wδ(w ′)− δ(ww ′))= 0 (2.5)
for all x ∈ K and all w,w ′ ∈ N . By the ﬁrst equality of (2.4), the equality (2.5) is reduced to
bx(δ(w)w ′ + wδ(w ′) − δ(ww ′)) = 0 for all x,w,w ′ ∈ N . The primeness of R implies that δ(ww ′) =
δ(w)w ′ + wδ(w ′) for all w,w ′ ∈ N , that is, δ :N → Qms(R) is a derivation.
We rewrite (2.4) as
G(xw) − bδ(xw) = (G(x) − bδ(x))w and H(wy) − δ(wy)a = w(H(y) − δ(y)a) (2.6)
for all x,w, y ∈ N . Set G˜(x) := G(x) − bδ(x) and H˜(y) := H(y) − δ(y)a for x, y ∈ N . Then, by (2.6),
G˜ :N → Qms(R) is a right N-module map and H˜ :N → Qms(R) is a left N-module map. In view of
[19, Lemma 2.1], there exist b˜ ∈ Qmr(R) and a˜ ∈ Qml(R) such that G˜(x) = b˜x and H˜(y) = y˜a for all
x, y ∈ N . That is,
G(x) = bδ(x) + b˜x and H(y) = δ(y)a + y˜a
for all x ∈ N . 
The following lemma is known. For the sake of completeness, we give its proof.
Lemma 2.6. Let J be a nonzero ideal of R. Then every derivation d : J → Qms(R) can be uniquely extended to
a derivation from RC into Qms(R).
Proof. Since Qml( J ) = Qml(R), d can be considered as a derivation from J into Qml(R). By [17,
Lemma 2], d can be uniquely extended to a derivation from Qml(R) into itself. Denote the exten-
sion by d also. We claim that d(RC) ⊆ Qms(R). Let w ∈ RC . Choose a nonzero ideal K of R contained
in J such that wK ⊆ J . Let t ∈ K . Since wt ∈ J , we compute
d(wt) = d(w)t + wd(t) ∈ Qms(R),
implying d(w)t ∈ Qms(R) by the fact that wd(t) ∈ Qms(R). Thus d(w)K Qms(R) ⊆ Qms(R). Note that
K Qms(R) is a dense right ideal of Qms(R). So
d(w) ∈ Qmr
(
Qms(R)
)= Qmr(R).
Hence, d(RC) ⊆ Qml(R) ∩ Qmr(R) = Qms(R). The uniqueness of the extension of d to RC is easy to
check. 
Lemma 2.7. Suppose that Gi, H : I → Qms(R) are additive maps for 1 i m such that
m∑
i=1
Gi(x)yai + bxH(y) = 0 (2.7)
for all x, y ∈ I with xy = 0, where {a1, . . . ,am} is a linearly independent subset of Qms(R) over C and 0 	= b ∈
Qms(R). Then there exist m derivations δi : I0 → Qms(R) for 1 i m, b˜1, . . . , b˜m ∈ Qmr(R) and a˜ ∈ Qml(R)
such that
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m∑
i=1
δi(y)ai + y˜a
for all x, y ∈ I0 .
Proof. Fix a K ∈ Γ (I). Let i ∈ {1, . . . ,m}. Since a1, . . . ,am are linearly independent over C , by Lem-
ma 2.2 there exist ﬁnitely many us, vs ∈ R such that
a′ :=
∑
s
usai vs 	= 0 but
∑
s
usa j vs = 0 for j 	= i.
It follows from (2.7) that Gi(x)ya′ + bx(∑s H(yus)vs) = 0 for x, y ∈ I with xy = 0. By Lemma 2.5,
there exist a nonzero ideal Ni of R contained in K and a derivation δi :Ni → Qms(R) and b˜i ∈ Qmr(R)
such that Gi(x) = bδi(x) + b˜i x for x ∈ Ni . Set N := ⋂mi=1 Ni , a nonzero ideal of R contained in K .
Clearly, N ∈ Γ (I).
We rewrite (2.7) as
∑m
i=1 bδi(x)yai + bxH(y) = 0 for all x, y ∈ N with xy = 0. Since δi(x)y =−xδi(y) if x, y ∈ N with xy = 0, we have
bx
(
H(y) −
m∑
i=1
δi(y)ai
)
= 0
all x, y ∈ N with xy = 0. Deﬁne H˜(y) := H(y)−∑mi=1 δi(y)ai for y ∈ N . We have H˜ :N → Qms(R) such
that bxH˜(y) = 0 for all x, y ∈ N with xy = 0. In view of Theorem 2.3 (by considering N ∈ Γ (I)),
bx
(
wH˜(y) − H˜(wy))= 0
for all x,w, y ∈ N ′ , where N ′ is a nonzero ideal of R contained in N . The primeness of R implies
that wH˜(y) = H˜(wy) for all w, y ∈ N ′ . Thus the restriction of H˜ to N ′ is a left N ′-module map. In
view of [19, Lemma 2.1] there exists a˜ ∈ Qml(R) such that H˜(y) = y˜a for all y ∈ N ′ , that is, H(y) =∑m
i=1 δi(y)ai + y˜a for all y ∈ N ′ .
In view of Lemma 2.6, δi can be uniquely extended to a derivation from I into Qms(R), denoted
by δi also. Deﬁne G ′i(x) := Gi(x) − bδi(x) and H ′(y) := H(y) −
∑m
i=1 δi(y)ai for x, y ∈ I . Then
G ′i(x) = b˜ix and H ′(y) = y˜a for all x, y ∈ N ′. (2.8)
Deﬁne φ′ : I × I → Qms(R) by φ′(x, y) :=∑mi=1 G ′i(x)yai + bxH ′(y) for all x, y ∈ I . By (2.7) we see that
φ′(x, y) = 0 for x, y ∈ I with xy = 0.
In view of Theorem 2.3, there exists a nonzero ideal N ′′ of R contained in N ′ such that φ′(xw, y) =
φ′(x,wy) for x, y ∈ K and all w ∈ N ′′ . That is,
m∑
i=1
G ′i(xw)yai + bxwH ′(y) =
m∑
i=1
G ′i(x)wyai + bxH ′(wy) (2.9)
for all x, y ∈ K and all w ∈ N ′′ . In view of (2.8), we see that G ′i(xw) = b˜i xw and H ′(wy) = wy˜a
in (2.9). Thus (2.9) is reduced to
m∑
i=1
b˜ixwyai + bxwH ′(y) =
m∑
i=1
G ′i(x)wyai + bxwy˜a (2.10)
for all x, y ∈ K and all w ∈ N ′′ .
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x,w ∈ N ′′ . This implies that H ′(y) = y˜a for all y ∈ K . Similarly, for y ∈ N ′′ we see that H ′(y) = y˜a, so
(2.10) is reduced to
m∑
i=1
b˜ixwyai =
m∑
i=1
G ′i(x)wyai
for all x ∈ K and all w, y ∈ N ′′ . That is, ∑mi=1(G ′i(x) − b˜i x)wyai = 0 for all x ∈ K and all w, y ∈ N ′′ .
Since a1, . . . ,am are linearly independent over C , Lemma 2.1 asserts that G ′i(x) = b˜i x for all x ∈ K .
Clearly, b˜i and a˜ are independent of K ∈ Γ (I).
Recall that I0 :=∑K∈Γ (I) K , where
Γ (I) := {K  R ∣∣ K + eK + Ke ⊆ I for some e = e2 ∈ Q s(R), e 	= 0,1}.
Thus we have Gi(x) = bδi(x) + b˜i x, 1  i  m, for all x ∈ I0 and H(y) = ∑mi=1 δi(y)ai + y˜a for all
y ∈ I0. 
Proof of Theorem 1.1. By (1.3) we have
G(x)ya + bxH(y) +
s∑
i=1
dix
(
t∑
j=1
wij ye j
)
= 0 (2.11)
for all x, y ∈ I with xy = 0. Since b,d1, . . . ,ds are linearly independent over C , by the symmetric
version of Lemma 2.7 there exist a derivation δ : I0 → Qms(R) and a˜ ∈ Qml(R) such that H(y) =
δ(y)a + y˜a for y ∈ I0. We write ∑si=1 dix(∑tj=1 wij ye j) in (2.11) as ∑tj=1(∑si=1 dixwij)ye j , so by
Lemma 2.7 there exist a derivation η : I0 → Qms(R) and b˜ ∈ Qmr(R) such that G(x) = bη(x) + b˜x for
all x ∈ I0. Notice that I 0˜a ⊆ Qms(R) and b˜ I0 ⊆ Qms(R).
It suﬃces to claim that η = δ on I0 and all wij ∈ C . By (2.11), we see that
(
bη(x) + b˜x)ya + bx(δ(y)a + y˜a)+ s∑
i=1
t∑
j=1
dixwij ye j = 0
for all x, y ∈ I0 with xy = 0. Note that η(x)y = −xη(y) if x, y ∈ I0 with xy = 0. That is,
bxψ(y)a +
s∑
i=1
t∑
j=1
dixwij ye j = 0 (2.12)
for all x, y ∈ I0 with xy = 0, where ψ(y) := δ(y) − η(y) for y ∈ I0. By applying Theorem 2.3 to (2.12)
(with replacing I by I0),
bxwψ(y)a +
s∑
i=1
t∑
j=1
dixwwij ye j = bxψ(wy)a +
s∑
i=1
t∑
j=1
dixwijwye j,
so
bx
(
wψ(y) − ψ(wy))a + s∑
i=1
dix
(
t∑
j=1
[w,wij]ye j
)
= 0 (2.13)
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independent over C , it follows from Lemma 2.1 that
wψ(y) = ψ(wy) and
t∑
j=1
[w,wij]ye j = 0 (2.14)
for all w, y ∈ J , where 1  j  t . But ψ : I0 → Qms(R) is a derivation. The ﬁrst equality of (2.14)
implies that ψ = 0, that is, δ = η on J and hence on I0. By Lemma 2.1, the second equality of (2.14)
implies that [w,wij] = 0 for all w ∈ J and all i, j. By the primeness of R , all wij ∈ C , as asserted.
We claim that the derivation δ is unique. Let δ′ : I0 → Q s(RC) be a derivation and b˜′ ∈ Qmr(R)
such that G(x) = bδ′(x)+ b˜′x for all x ∈ I0. Our purpose is to prove that δ = δ′ . Since G(x) = bη(x)+ b˜x
for all x ∈ I0, we see that bφ(x)+ (˜b− b˜′)x = 0 for all x ∈ I0, where φ := δ − δ′ . Since φ is a derivation,
it is easy to derive that φ = 0 and b˜ = b˜′ , as asserted.
Recall that I 0˜a ⊆ Qms(R) and b˜ I0 ⊆ Qms(R). Thus the map F : I0 → Qms(R), deﬁned by
x → bδ(x)a + b˜xa + bx˜a +
s∑
i=1
t∑
j=1
wijdixe j for x ∈ I0,
is a well-deﬁned additive map. Clearly, φ(x, y) = F (xy) for all x, y ∈ I0. 
Proof of Theorem 1.3. Fix a j ∈ {1, . . . ,n}. Since b1, . . . ,bn are linearly independent over C , in view of
Lemma 2.2 there exist ﬁnitely many us, vs ∈ R such that
b′ :=
∑
s
usb j vs 	= 0 but
∑
s
usbkvs = 0 for any k 	= j.
Set G˜ i(x) := ∑s usGi(vsx) for x ∈ I , where 1  i  m. Clearly, G˜ i : I → Qms(R) is an additive map.
By (1.4) we have
m∑
i=1
G˜ i(x)yai + b′xH j(y) = 0
for all x, y ∈ I with xy = 0. In view of Lemma 2.7, there exist m derivations δ ji : I0 → Qms(R), 1 
i m, and a˜ j ∈ Qml(R) such that
H j(y) =
m∑
i=1
δ ji(y)ai + y˜a j (2.15)
for all y ∈ I0, where 1 j  n. Similarly, by the symmetric version of Lemma 2.7, there exist n deriva-
tions δ′ji : I0 → Q s(RC), 1 j  n, and b˜i ∈ Qmr(R) such that
Gi(x) =
n∑
j=1
b jδ
′
ji(x) + b˜ix (2.16)
for all x ∈ I0 where 1 i m. It suﬃces to prove that δ ji = δ′ji on I for all i, j.
In view of Lemma 2.6, δ ji and δ′ji are uniquely extended to derivations from I to Qms(R), denoted
by δ ji and δ′ji also, respectively. Deﬁne
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n∑
j=1
b jδ
′
ji(x) − b˜ix and H ′j(y) := H j(y) −
m∑
i=1
δ ji(y)ai − y˜a j
for x, y ∈ I , where 1 i m and 1 j  n. By (2.15) and (2.16),
G ′i(x) = 0 = H ′j(y) for all x, y ∈ I0, (2.17)
where 1 i m and 1 j  n. Let η ji(x) := δ′ji(x) − δ ji(x) for x ∈ I . It follows from (1.4) that
m∑
i=1
G ′i(x)yai +
n∑
j=1
b jxH
′
j(y) +
m∑
i=1
n∑
j=1
b jη ji(x)yai = 0 (2.18)
for all x, y ∈ I with xy = 0. Applying Theorem 2.3 to (2.18), we see that
m∑
i=1
(
G ′i(xw) − G ′i(x)w
)
yai +
n∑
j=1
b jx
(
wH ′j(y) − H ′j(wy)
)
+
m∑
i=1
n∑
j=1
b j
(
η ji(xw) − η ji(x)w
)
yai = 0 (2.19)
for all x,w, y ∈ N , where N is a nonzero ideal of R contained in I0.
But G ′i(xw)−G ′i(x)w = 0 = wH ′j(y)− H ′j(wy) and η ji(xw)−η ji(x)w = xη ji(w) in (2.19). So (2.19)
is reduced to
m∑
i=1
n∑
j=1
b jxη ji(w)yai = 0 (2.20)
for all x,w, y ∈ N . Since {a1, . . . ,am} and {b1, . . . ,bn} are two linearly independent subsets of Qms(R)
over C , applying Lemma 2.1 to (2.20) twice we see that all η ji(w) = 0 for all w ∈ N . Since η ji is a
derivation, it follows that η ji = 0 on I0. Thus δ′ji = δ ji on I0 for all i, j. Finally, we prove that these
δ ji are uniquely determined by Gi(x) and H j(y). Suppose that
n∑
j=1
b jδ ji(x) + b˜ix = 0 (2.21)
for all x ∈ I0. Replacing xy in (2.21) where x, y ∈ I0, we see that
n∑
j=1
b jδ ji(xy) + b˜ixy = 0.
Since δ ji(xy) = δ ji(x)y + xδ ji(y), the equality above is reduced to ∑nj=1 b jxδ ji(y) = 0 for all x, y ∈ I0.
But b1, . . . ,bn are linearly independent over C . Lemma 2.1 asserts that all δ ji = 0 on I0. This proves
the uniqueness of δ ji .
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F (x) =
m∑
i=1
n∑
j=1
b jδ ji(x)ai +
m∑
i=1
b˜ixai +
n∑
j=1
b j x˜a j
for x ∈ I0. Clearly, F (xy) =∑mi=1 Gi(x)yai +∑nj=1 b jxH j(y) for all x, y ∈ I0. 
3. Images in RC + C
We end this paper with the following theorem as a consequence of Theorem 1.3.
Theorem 3.1. Suppose that Q s(R) contains a nontrivial idempotent. Suppose that Gi, H j : I → RC + C are
additive maps for 1 i m and 1 j  n such that
m∑
i=1
Gi(x)yai +
n∑
j=1
b jxH j(y) = 0
for all x, y ∈ I with xy = 0, where {a1, . . . ,am} and {b1, . . . ,bn} are two linearly independent subsets of
RC + C over C . Then there exist mn unique derivations δ ji : I0 → Q s(RC) for 1  i  m and 1  j  n,
b˜1, . . . , b˜m ∈ Qr(RC) and a˜1, . . . , a˜n ∈ Ql(RC) such that, for 1 i m and 1 j  n,
Gi(x) =
n∑
j=1
b jδ ji(x) + b˜ix and H j(y) =
m∑
i=1
δ ji(y)ai + y˜a j (3.1)
for all x, y ∈ I0 . Moreover, there is an additive map F : I0 → Q s(RC) such that φ(x, y) = F (xy) for all
x, y ∈ I0 .
Proof. In view of Theorem 1.3, there exist mn unique derivations δ ji : I0 → Qms(R) for 1  i  m
and 1 j  n, b˜1, . . . , b˜m ∈ Qmr(R) and a˜1, . . . , a˜n ∈ Qml(R) such that (3.1) holds. Let x, y ∈ I0. Then,
by (3.1),
Gi(xy) =
n∑
j=1
b jδ ji(xy) + b˜ixy =
(
n∑
j=1
b jδ ji(x) + b˜ix
)
y +
n∑
j=1
b jxδ ji(y)
= G(x)y +
n∑
j=1
b jxδ ji(y) ∈ RC + C .
Since G(I0)I0 ⊆ RC , we see that ∑nj=1 b jxδ ji(y) ∈ RC + C . Fix a k ∈ {1, . . . ,n}. By Lemma 2.2, there
exist ﬁnitely many elements us, vs ∈ R such that ∑s usb j vs = 0 for j 	= k but b′k := ∑s usbkvs 	= 0.
Then
b′kxδki(y) =
∑
s
us
n∑
j=1
b j(vsx)δ ji(y) ∈ RC + C
for all x, y ∈ I0. This implies that (RCb′k I0)δki(I0) ⊆ RC + C . Note that RCb′k I0 is a nonzero ideal of
RC + C , implying that δki(I0) ⊆ Ql(RC + C) = Ql(RC). Analogously, there exists a nonzero ideal U of
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asserted.
Up to now, we have proved that there exists a nonzero ideal V of RC such that V δ ji(I0) +
δ ji(I0)V ⊆ RC + C for all j, i. For x ∈ I0 and w ∈ V , by (3.1) we have
b˜ixw = Gi(x)w −
n∑
j=1
b jδ ji(x)w ∈ RC + C .
That is, b˜i I0V ⊆ RC +C , implying that b˜i ∈ Qr(RC +C) = Qr(RC). By symmetry, all a˜ j ∈ Ql(RC +C) =
Ql(RC). The existence of F is given in Theorem 1.3 with the property that F (I0) ⊆ Q s(RC). 
Applying a similar argument, we have the corresponding result of Theorem 1.1 as follows.
Theorem 3.2. Suppose that Q s(R) contains a nontrivial idempotent. Suppose that G, H : I → RC + C are
additive maps and let φ : I × I → RC + C be deﬁned by
φ(x, y) = G(x)ya + bxH(y) +
s∑
i=1
t∑
j=1
dixwij ye j
for x, y ∈ I , where {b,d1, . . . ,ds} and {a, e1, . . . , et} are two linearly independent subsets of RC + C over C
and where all wij ∈ RC + C. Suppose that φ is zero-product preserving. Then all wij ∈ C and there exists a
unique derivation δ : I0 → Q s(RC), b˜ ∈ Qr(RC) and a˜ ∈ Ql(RC) such that
G(x) = bδ(x) + b˜x and H(y) = δ(y)a + y˜a
for all x, y ∈ I0 . Moreover, there is an additive map F : I0 → Q s(RC) such that φ(x, y) = F (xy) for all
x, y ∈ I0 .
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