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Abstract
THE UNIVERSITY OF MANCHESTER
Doctor of Philosophy
Thermodynamics and stability of vesicle growth by Richard Gilbert Mor-
ris. June, 2011.
The stability of growing uni-lamellar vesicles is investigated using the formalism
of nonequilibrium thermodynamics. The vesicles, which are assumed to be in
an otherwise aqueous solution, are growing due to the accretion of lipids to the
bilayer which forms the vesicle membrane.
The thermodynamic description is based on the hydrodynamics of a water-
lipid mixture together with a model of the vesicle as a discontinuous system in
the sense of linear nonequilibrium thermodynamics. The approach assumes that
the energy of the bilayer membrane is given by the spontaneous curvature model
attributed to Helfrich. Furthermore, the rate at which lipids incorporate into the
membrane is taken to be proportional to the surface area of the membrane. In
this way, the relevant forces and fluxes of the system are identified in the context
of a stability analysis. The resulting constitutive equation for the flux of water
across the membrane is used to analyse the stability of spherical vesicles that are
subject to different perturbations.
First, a simplified approach is presented which restricts perturbations to ax-
isymmetric ellipsoids. In that case, the analysis is carried out using an explicit
Cartesian parametrisation. A perturbation theory which describes more general
deformations is then developed and applied to the case of arbitrary axisymmetric
perturbations.
It is found that there are generically two critical radii at which changes of
stability occur. For the case where the perturbation takes the form of a single
zonal harmonic, only one of these radii is physical and is given by the ratio
2Lp/Lγ, where Lp is the hydraulic conductivity and Lγ is the Onsager coefficient
related to changes in membrane area due to lipid accretion. The stability of such
perturbations is related to the value of l corresponding to the particular zonal
harmonic: those with lower l are more unstable than those with higher l. The
conditions under which general axisymmetric perturbations reduce to explicit
ellipsoidal calculations are also found.
A heuristic explanation for the results is proposed whilst possible extensions
of the current work and the need for experimental input are also discussed.
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Chapter 1
Introduction
Vesicles, or liposomes, are simple closed membrane structures. They are small—
observed on length scales ranging from 10nm to 100µm [1]—and can be thought
of as a cell with an empty interior.
Vesicles are formed, along with other so-called aggregates, by amphiphilic
molecules in solution [2]. An amphiphile is a molecule which is both hydrophilic
(water loving) and lipophilic (fat loving). Typically, such molecules comprise a
head group which is hydrophilic and a long tail which is lipophilic. Under the
correct conditions, amphiphilic molecules which are added to water will spon-
taneously form a bilayer: two mono-molecular layers arranged so that the tails
of constituent molecules point inwards and the head groups point outwards [3].
Here, the two monolayers are held together by weak non-covalent forces between
molecules. Furthermore, there is a high energy cost associated with the edge of a
bilayer [4] which results in the formation of closed compartments, or vesicles [5, 6].
A schematic of a spherical vesicle is shown in Fig. 1.1.
Vesicles are observed in a wide variety of shapes and sizes and display very
complicated dynamical behaviour, or morphology [2, 4]. Many exotic shapes have
been observed including toroids [7] and shapes of higher genus [8]. Interesting
systems in their own right, vesicles are studied primarily because of the role they
play in many areas of applied science. They are important to commercial areas
of research such as drug delivery, cosmetics, and agriculture [9]. However, due to
the fact that vesicles occur naturally, the principal area of study by far is biology.
Examples of notable phenomena include vesicle vacuoles in plants, which are used
for nutrient control via osmosis [10], and vesicle transport of proteins within the
10
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Figure 1.1: Diagram of a simple spherical vesicle. Here, amphiphilic molecules
are arranged in typical bilayer fashion, with “tails” pointing inwards. A represen-
tative amphiphile is shown which has an ionic sodium sulphate head group and
a hydrocarbon tail of the form CnH2n+1. Sodium dodecyl sulphate, mentioned in
Section 1.1, corresponds to n = 12.
Golgi apparatus of eukaryotic cells [11]. Moreover, a selectively permeable bilayer
typifies the underlying construction of almost all biological membranes [12], and
therefore the study of vesicles is relevant to a very wide range of problems. Of
particular interest here is the role of vesicles in pre-biotic chemistry and the
study of primitive life. One conjecture is that vesiculation, or budding, is related
to early forms of cell reproduction [13, 14]. Vesiculation is the process by which
shape changes give rise to the production of a small daughter vesicle [15].
1.1 Amphiphilic molecules, aggregates, and vesi-
cles
As stated above, an amphiphilic molecule is one which is both hydrophilic and
lipophilic [3]. The hydrophilic behaviour is produced by either charged chemical
groups (such as sulphates, phosphates, and amines) or uncharged polar groups
(such as alcohols). By contrast, the lipophilic behaviour is typically associated
with large hydrocarbon chains.
A simple example of an amphiphile is sodium dodecyl sulfate (C12H25SO4Na).
This is a common surfactant found in many household cleaning products and can
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(a) Fluid phase (b) Gel phase with close-
packed hexagonal order
Figure 1.2: Characteristic behaviour of a bilayer: above a critical temperature
the molecules may move freely in two dimensions whilst below that tempera-
ture, the molecules display close-packed hexagonal order and movement becomes
frustrated.
be considered a prototype amphiphile [16]. Here, the ionic sodium sulphate group
is extremely soluble in water, whilst the dodecyl hydrocarbon chain is less soluble
in water than most non-aqueous solvents. In a biological setting, amphiphilic
behaviour is usually associated with long-chain fatty acids (e.g., oleic acid). As
a result, the language used in much of the literature—and in this thesis—often
refers to lipids and lipid bilayers, even though the behaviour is typical of any
amphiphilic molecule.
A wide variety of supra-molecular aggregates can be formed by adding am-
phiphilic molecules to water under different conditions [17]. Indeed, amphiphile-
water mixtures have been examined extensively using a variety of experimental
techniques, which include: X-ray diffraction, scanning calorimetry, and NMR
spectroscopy [18]. The results of these studies reveal complicated behaviour that
often depends not only on the thermodynamic properties of the mixture but
also on the molecular geometry of the amphiphile [19]. Luckily, it is possible to
identify equilibrium phases which are common to most amphiphile solutions. A
typical system can be loosely characterised by two variables: the concentration of
amphiphilic molecules in solution and the temperature. A brief summary of the
equilibrium phases for such an amphiphile-water mixture is given in the following
paragraph. For a fuller account, the reader is referred to Refs. [17, 20, 21].
Typically, at low temperatures the only aggregate which is stable over a range
of amphiphile-water concentrations is a bilayer. Principally, this is due to the
behaviour of the amphiphiles which form a so-called gel phase. In this case
the molecules are arranged in a close-packed hexagonal array—within the plane
of the bilayer—and their movements are often frustrated. By contrast, at higher
temperatures (typically > 40◦C) the molecules may move freely and the bilayer is
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(a)
II
(b) (c) (d) (e)
Figure 1.3: Characteristic (fluid phase) aggregates for amphiphile-water solutions
as a function of water concentration. The concentration of water required to form
each aggregate increases from left to right i.e., from (a) to (e).
described as fluid. This example is illustrated in Fig. 1.2. Within the fluid phase,
different aggregates can be formed by varying the amount of water present. Some
characteristic examples are shown in Fig. 1.3. These configurations are often
described in terms of a repeating unit and a corresponding regular structure.
For example, at very low concentrations, one arrangement which can be found
is a close-packed cubic array of inverse micelles. A micelle is constructed by
arranging the molecules radially about a point so that the tails face inwards.
Therefore an inverse micelle has its tails pointing outwards. A cartoon of the
resulting structure is given in Fig. 1.3(a). Also illustrated is a hexagonal array
of inverse cylinders—Fig. 1.3(b)—which form at similarly low concentrations.
The stable configuration at slightly higher concentrations is the familiar stacked
bilayer lamellae—Fig. 1.3(c). Adding more water simply increases the separation
of the bilayers until cylinders are formed, which, in turn, can be further diluted
to give rise to a solution of micelles—Figs. 1.3(d) and 1.3(e) respectively. These
last three configurations are examples of so-called excess water phases, where
aggregates are said to coexist with regions of water.
Vesicles, either uni-lamellar or multi-lamellar, are meta-stable configurations
and exist as part of this excess water phase. Vesicles are stable on the timescale
of days [2] and can be produced in the laboratory with relative ease. A review
of preparation techniques is given in Ref. [22]. Most long-chain fatty acids form
vesicles spontaneously on addition of its concentrated aqueous solution to wa-
ter [1]. The suspension obtained is generally a mixture of vesicles of all sizes,
typically ranging from 10nm to 200nm [1], which agrees with theoretical pre-
dictions [23]. (Note that it is also possible to form so-called giant uni-lamellar
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vesicles which can span up to 100µm in diameter [22].) In suspension, vesi-
cles aggregate—through the incorporation of lipids, micelles or smaller vesicles
into the bilayer—and precipitate—through either vesiculation or flattening into
lamellae—with time. If left undisturbed, a suspension of vesicles eventually be-
comes either a suspension of micelles or a lamellae of bilayers. In order to avoid
ambiguity, unless otherwise specified, the term vesicles is used to refer to uni-
lamellar vesicles.
In general, vesicles may be deformed easily but are extremely resistant to
lateral tension and shear [24]. For this reason vesicles do not easily fuse with
each other and therefore do not easily exchange material. This is not the case
for micelles, which on mixing of two different suspensions will eventually form
a stationary distribution of identical micelles [1]. Vesicles are also characterised
by poor permeability; entities outside of the structure are not easily transported
inside. Whilst even water has difficulty permeating the bilayer, this is particularly
true for either polar or charged molecules and for molecules with a high molecular
weight [1].
One area of interest is the behaviour of vesicle suspensions in the presence
of additional surfactant. This turns out to depend critically on the particular
amphiphile used. Two popular examples which exhibit different behaviour in
the laboratory are palmitoyl-oleoyl-phosphatidycholine (POPC) and oleic acid.
POPC has a very strong amphiphilic effect and forms aggregates at very low
concentrations. Therefore any POPC added to an existing suspension of vesicles
forms new aggregates in a similar way as if added to water [1]. By contrast,
the addition of oleic acid—in the form of micelles or free monomers—to either
oleate or POPC vesicles results in adhesion of the fresh surfactant to existing
aggregates [25, 26]. A thorough investigation of the latter case can be found
in Refs. [27, 28]. There, the existing POPC vesicles were prepared in such a
way as to entrap ferratin: a chemical which can be easily detected by electron
microscopy. Oleic acid was then added and the resultant suspensions investi-
gated by the process of cryo-TEM. Here, the samples are frozen, split into very
thin slices, and then examined using transmission electron microscopy (TEM).
The results indicated that a small but significant concentration of small ferratin-
containing vesicles were present in sizes which had not been part of the initial
suspension. The mechanism proposed to explain this effect is that the additional
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oleate adheres to the existing vesicles causing them to grow and eventually vesic-
ulate. This then produces a smaller daughter vesicle which still contains ferratin.
Subsequent studies have attempted to verify this conjecture and direct evidence
of such splitting has been observed [29].
It is not hard to imagine that ferratin could be replaced by primitive RNA
complexes and therefore why this kind of behaviour has been suggested as impor-
tant in the pre-biotic setting [1, 13, 14]. Indeed, these processes serve as motiva-
tion for the more rigorous study of vesicle morphology presented here. However,
in order to adequately set the scene, it is useful to first give a brief summary
of previous mathematical and theoretical attempts at characterising different as-
pects of vesicle behaviour.
1.2 Membrane models and equilibrium shapes
The modern quantitative description of bilayers and vesicles began in the 1970s
with pioneering work carried out independently by Canham [30], Helfrich [31],
and Evans [32].
Canham’s initial paper (in 1970) was concerned with the biconcave discoid
shape of the human red blood cell. He proposed that this shape was a result of
minimising an energy associated with membrane of the cell. He assumed that
the membrane was bilayer in construction and used a form for the energy derived
from the mechanical properties of an elastic sheet under deformation. The result
was a Gibbs energy (per unit area) of the form G = (κ/2) (1/R21 + 1/R
2
2), where
R1 and R2 are the principal radii of curvature of the membrane, and the quantity
κ, the so-called bending rigidity, is a constant. Though geometry will be revisited
in some depth later, a brief qualitative description of curvature radii is given in
the following paragraph (and in Fig. 1.4). The wholly unfamiliar reader is referred
to Ref. [33].
In two dimensions, the radius of curvature at any point on a line is given
by the radius of the osculating circle. That is, the radius of the circle which
approaches the arc of the line most closely at that point. In order to generalise
this definition for a two-dimensional surface embedded in three dimensions, it
is necessary to define a reference plane in which to draw the circle. Consider
Fig. 1.4. For any point on a two-dimensional surface, a unit vector nˆ may be
defined which is orthogonal to the surface. There is then a family of planes
16 CHAPTER 1. INTRODUCTION
(a) Diagram showing a saddle
geometry. For a point on a
two-dimensional surface, nor-
mal radii of curvature R are de-
fined for all planes coincident
with the surface normal nˆ. For
a given plane, the normal ra-
dius of curvature is the radius
of the osculating circle to the
surface.
(b) Graph corresponding to the
geometry shown in (a). Planes co-
incident with the normal are char-
acterised by the angle of rotation
φ about the normal. Therefore
the normal curvature 1/R varies
as a function of φ. The principal
curvatures C1 and C2 correspond
to φ = pi and φ = 0 respectively.
Figure 1.4: The maximum and minimum normal curvatures are called the princi-
pal curvatures and denoted by C1 = 1/R1 and C2 = 1/R2 respectively. Here, R1
and R2 are the principal radii. For a generic surface, principal curvatures (and
hence principal radii) can always be defined. It can be shown that the planes in
which the principal radii are defined are always orthogonal [33].
which are all co-incident with this normal vector and which intersect the original
surface—in this case, they are parametrised by angle φ. For each one of these
planes, one may draw an osculating circle for the line created by the intersection
with the original surface. The radius of that circle is then referred to as a normal
radius of curvature for the surface. Note that, for each plane, the radius of
curvature is always in the normal direction (hence the name), it is just that it is
measured with respect to curves created by different plane intersections with the
surface. Finally, the principal radii of curvature used in Canham’s original result
simply refer to the maximum and minimum normal radii of curvature.
Independently of Canham, Helfrich published a different approach in 1973.
He drew parallels between the amphiphiles of a bilayer and the rod-like molecules
of nematic liquid crystals. Helfrich adapted expressions for the free energy of a
nematic liquid crystal—pioneered by Frank [34] over ten years earlier—by replac-
ing the average orientation vector, or director, with the normal to the membrane
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surface. The result was a Gibbs energy (per unit area) of the form
G =
κ
2
(C1 + C2 − C0)2 + κgC1C2. (1.1)
Here, C1 ≡ 1/R1 and C2 ≡ 1/R2 are the principal curvatures, and C0 is a
constant. If C0 is positive then the Gibbs energy is minimised when the surface
has some curvature—i.e., C1 and C2 are non-zero—therefore C0 is referred to
as the spontaneous curvature. The constant κg is called the elastic modulus of
Gaussian curvature.
Just under one year later, Evans provided a third attempt to characterise the
energy associated with a bilayer. He considered the membrane as two elastic
sheets: one corresponding to each monolayer. By expressing the energy of both
elastic sheets in terms of the geometric properties of a single surface it is possible
to recover an expression which is similar to that of Helfrich.
Whilst all three approaches share common ground, within the physics com-
munity, it is the Helfrich model which has been most widely adopted. However,
there have also been criticisms of this model and many attempts at improvement
have been made. The most notable work was the introduction of the Area Differ-
ence Elasticity (ADE) model by Miao, Seifert, Wortis and Do¨bereiner [35]. The
paper explores the impact of an approach earlier set out by Svetina, Brumen and
Zˇeksˇ in Ref. [36]. There, each monolayer is approximated by two elastic sheets
with different elastic moduli—representing the differing chemical interactions of
head and tail groups. In a similar approach to Evans’ original paper, it is possible
to write down an expression for the energy of this model in terms of quantities
defined on a single surface—the so-called neutral surface. The result is a Gibbs
energy per molecule—for a monolayer—of the following form
Gmol =
K
a0
(a− a0)2 + κ
2
(C1 + C2 − C0)2 + κgC1C2. (1.2)
Here, a is the area per molecule (defined on the neutral surface) and a0 is the
equilibrium area per molecule. The constant K has the dimensions of elasticity.
As before, the quantities κ, C0, and κg are constant with C1 and C2 the principal
curvatures. The details of this result and the formal definition of a neutral surface
are provided in Appendix A. As the authors of [35] were interested in equilibrium
configurations, their approach minimises Eq. (1.2) for a fixed number of molecules.
This results in an expression for a, the area per molecule in a monolayer, and
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hence Eq. (1.2) can be integrated to give an expression for the Gibbs energy of
the entire membrane. Adding together contributions from two monolayers of this
type—and, once again, projecting onto a neutral surface—one arrives at a form
for the specific Gibbs energy of the entire membrane which has three terms: a
quadratic lateral tension given by K (A− A0)2 /2A0, where A is the total surface
area, A0 is the equilibrium surface area and K is defined above; a bending energy
term of the Helfrich form, Eq. (1.1); and a final term proportional to the square
of the area difference, (∆A−∆A0)2. Here, ∆A = Aouter−Ainner is the difference
between the total area of the neutral surfaces of each monolayer. The point of
this third term is that bending the bilayer whilst the area of the neutral surface
remains unchanged still induces compression and expansion of the inner and outer
monolayers. This extra term must be accounted for in addition to the bending
energy, which is associated with the relative splay of the molecules.
The majority of such membrane models have been used to investigate the
equilibrium shapes assumed by vesicles [37–41]. A comprehensive review of the
subject is provided by Ou-Yang et al. in Ref. [42]. The approach taken is to
construct a general free energy functional—which includes a contribution from
the membrane—and then to minimise this energy for certain fixed parameters.
A typical calculation might consist of finding the shape of the surface which min-
imises the membrane energy for a given vesicle volume and surface area. The
requirement that the variation of the free energy functional vanishes leads to an
Euler-Lagrange equation. In general, this is a fourth order partial differential
equation which must be solved numerically: a task which presents significant
difficulties [43]. However, an important simplification arises when considering
axisymmetric shapes. That is, shapes which are invariant under rotation about
one axis. In this case the Euler-Lagrange equations reduce to an ordinary differ-
ential equation which can be solved using standard numerical techniques. The
cumulative effect of such equilibrium studies has been the production of detailed
diagrams of equilibrium shapes [44]. Here, the shapes generated are marked on a
chart against the fixed values of surface area and volume which were used in the
minimisation. The result is a so-called “phase diagram” with regions associated
with different equilibrium shapes. In certain circumstances—but by no means
all—it has been possible to identify these equilibrium phase diagrams with ex-
perimental results [45]. Specifically, variational techniques have been shown to
give rise to shapes which are observed as part of budding and vesiculation [44, 46].
1.2. MEMBRANE MODELS AND EQUILIBRIUM SHAPES 19
Here, a distinction is drawn between budding and vesiculation. Budding is the
process by which a pear shape is formed and the neck contracts. Vesiculation is
the actual process of separation into two spherical vesicles. Reference [47] uses
scaling arguments and variational techniques to derive conditions which must be
met in order to achieve vesiculation.
The physical justification for using these energy minimisation techniques is
twofold.
(i) Firstly, there is a separation of energy scales between the energy required to
bend the membrane and to stretch the membrane. In order to see this, re-
call Eq. (1.2). Experimental studies estimate that the elasticity constant K
is of the order of 10−2 J m−2 [48, 49]. For vesicles with a radius of the order
of 100nm, this corresponds to energies of the order of 10−16 J. By contrast,
the bending rigidity κ is estimated to be approximately 10−19 J [50], and
kbT , the thermal energy scale, is of the order of 10
−22 J at room temper-
ature (where kb is the Boltzmann constant). That is, for a fixed number
of molecules, any appreciable change to the surface area involves an energy
cost much larger than any other relevant energy scale. As a result, the total
surface area is taken to be effectively constant.
There are, of course, situations where the radius of curvature of the mem-
brane is so small that any bending must manifestly pull the molecules apart.
In this case, bending and stretching terms cannot be decoupled on the ba-
sis of energy scales. However, such small radii of curvature are not in the
normal range of observed (turgid) vesicles. Indeed, it is likely that under
such conditions the amphiphilic molecules would favour aggregation into
micelles rather than vesicles.
(ii) The second reason is due to the selectively permeable nature of the mem-
brane. As large or ionic molecules cannot pass easily through the membrane,
the presence of solutes has an osmotic effect on the pressure difference be-
tween the exterior and interior of the vesicle. Indeed, the energy scale
associated with such osmotic effects is very large [2], and therefore the vol-
ume can effectively be fixed by experimentally varying the concentration of
solutes.
Though the above arguments are relevant for specific static cases, the for-
mation and life-cycle of a vesicle is inherently nonequilibrium: involving water
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transport across the membrane and adhesion of molecules to the surface. It is
therefore clear that the popularity of the energy minimisation approach has much
to do with the straightforward way in which it can be posed. The Helfrich model
requires minimal input regarding vesicle structure and composition, whilst, by
contrast, the wide range of shapes which are found is in line with the richness
of behaviour observed in the laboratory. However, one might feasibly ask: what
trajectory do out of equilibrium vesicles take through this space of equilibrium
shapes? In order to answer this question, a dynamical theory for vesicle morphol-
ogy is needed.
1.3 Vesicle dynamics
The most popular approach to studying vesicles in a dynamical setting has been
to investigate the effects of different hydrodynamic conditions. Such studies are
required to understand the rheology of vesicle suspensions and are seen as an
important tool for investigating the behaviour of blood flow. Theory [51–53],
numerical simulation [54–56], and experiment [57–59] have all been carried out
in recent years. Of particular interest are the long-time steady states of these
systems. Here, non-trivial phenomena such as tank-treading have been observed.
This arises from a coupling between the flow of molecules within the membrane
and an external shear flow. Typically, steady states are observed whereby the
vesicle shape remains constant—an ellipsoid—whilst the molecules flow round
the membrane, much like the treads of an tank. By varying parameters such
as the viscosity of the fluid contained by the vesicle, it is possible to induce
a new steady state in which the elliptical vesicle tumbles i.e., the semi-major
axis rotates. Indeed, further modifications can bring about more complicated
scenarios such as so-called “vacillating-breathing” states [60].
Whilst the study of vesicle behaviour in an external flow is certainly relevant
for many areas of biology, it does not improve the understanding of pure vesicle
dynamics. In order to understand processes such as budding and vesiculation a
different approach is needed. Several such pure dynamical studies have already
appeared in the literature [61–67]. While these preliminary investigations have
proved useful in initiating research in this area, all have been deficient in some
way or other. For instance, some of them are not truly dynamic: relying partially
on the results of the static analysis [61, 62]. Indeed, this point is discussed in both
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a comment and a reply—Refs. [66] and [67] respectively—published in response to
initial criticism set out in Ref. [65]. In summary, Fanelli and McKane [65] argue
that a fully dynamical approach is needed, whereas Boz˘ic˘ and Svetina [61, 62]
point out that, whilst a genuine dynamical approach is taken in Ref. [65], it
does not reduce to standard equilibrium results. The work presented in the
next chapter (and published in Ref. [68]) describes how to build upon the ideas
presented in Ref. [65] in order to set out a dynamical framework which reduces
to the correct static results. Other attempts at vesicle dynamics assume that the
instability by which the division process begins—the sphere becomes unstable
to an ellipsoid—is a Turing instability [63, 64]. In the latter case, the authors
consider a so-called proto-cell, whereby a vesicle encloses metabolic material which
is important in initiating the symmetry-breaking instability. However, this is
implemented in a very artificial way and it is not clear whether such an approach
is valid or, indeed, how this might occur in nature.
Finally, it is worthwhile mentioning the phenomenon of membrane pearling.
Whilst not strictly a process involving vesicles, it is nevertheless a much studied
effect which involves the propagation of a shape instability. The initial work
can be found in Ref. [69]. The authors take a cylindrical section of membrane
and apply a pinch using optical tweezers. This initial perturbation leads to the
formation of small beads, which propagate in both directions until the entire
cylinder resembles a string of pearls.
1.4 Outlook
In summary, due to the ubiquity of vesicles and associated bilayer structures in
biology, extensive research has been carried out in a number of areas. Primarily,
study has focussed on the equilibrium shapes assumed by vesicles under specified
conditions. Whilst attention has recently turned to dynamical situations, most
of the work has been focussed on understanding the behaviour of vesicles in an
external flow field.
By contrast, the aim of the following chapters is to understand the dynamical
behaviour of vesicle morphology in a setting which is not dominated by an ex-
ternal flow. The principle motivation for such studies is the previously discussed
phenomenon of vesiculation and its perceived importance in the formation of
primitive life. Only with a thorough understanding of vesicle shape changes will
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it be possible to make a quantitative assessment of such conjectures.
With this in mind, an obvious question is: what dynamics should be imposed
on the system? Following previous treatments, the work presented here uses
the formalism of linear nonequilibrium thermodynamics (LNET). This assumes
that vesicles are macroscopic [70]. This is reasonable given the size of vesicles,
although it is clear that in some circumstances fluctuations will be important [71–
75]. It should also be noted that similar assumptions were made by Helfrich in
his original paper [31]. In comparison to his macroscopic static description, the
equivalent macroscopic dynamical description will involve nematohydrodynam-
ics [76–78]. The approach taken here can therefore be seen as a natural extension
of the static considerations which lead to Eq. (1.1).
Unlike the static theory, it is necessary to postulate a mechanism which takes
the system away from equilibrium, albeit slowly so that LNET holds. One mech-
anism could be temperature change, another could be the accretion of molecules
onto the surface from the environment. Here, the choice is made to model the
latter process, although one would expect that much of the formalism constructed
will be more widely applicable.
The rest of this thesis is therefore structured as follows. The second chapter
aims to act as a preliminary, presenting the simplest non-trivial model of vesicle
deformation which captures many of the important concepts discussed in later
chapters. It also acts as motivation for the rest of the thesis whilst simultane-
ously helping introduce various aspects of notation. The major simplifications
are twofold. Firstly, the thermodynamics is reduced to a simple argument which
neglects much of the detail but yields useful results. Secondly, deformations are
restricted to those which take a sphere to an ellipsoid. That is, shapes which may
be easily described using Cartesian coordinates. Chapter 3 provides a lengthy dis-
cussion of linear nonequilibrium thermodynamics. The formalism is introduced
for a simple fluid of point-like particles before being generalised to mixture of
both point-like and rod-like particles i.e., nematohydrodynamics. The applica-
tion of LNET to a vesicle system is discussed in Chap. 4. Here, the concept
of discontinuous systems is introduced and a formalism is presented for vesicles
growing due to the accretion of molecules to the membrane. The resulting prob-
lem is geometrical in nature and therefore a formal mechanism for describing
deformations is discussed in Chap. 5. Here, the techniques are introduced for
describing deformations which take a sphere to an arbitrary axisymmetric shape.
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Moreover, the derivation of an approach to quantify more general deformations is
presented and the limits of analytical calculation are discussed. The sixth chap-
ter combines results from Chaps. 4 and 5 in order to characterise the stability of
different deformations. Finally, Chap. 7 provides a summary of the work carried
out whilst also giving a physical interpretation of the results. Any shortcomings
in the analysis are highlighted and the thesis concludes by suggesting avenues of
possible future research.
Chapter 2
Preliminary: ellipsoidal deforma-
tions
This chapter examines the simplest non-trivial example of vesicle deformation
driven by growth. The aim is to introduce the key concepts of vesicle growth and
shape change without the burden of presenting a lengthy mathematical back-
ground. Indeed, in order to properly describe the more general problem, knowl-
edge of linear nonequilibrium thermodynamics and differential geometry will be
needed. This is presented in detail in Chaps. 3, 4, and 5. However, this chapter
uses simple arguments in order to frame the issues at hand and motivate the
necessity for further mathematics.
The study of vesicles in equilibrium—discussed in the Introduction—suggests
that when a spherical surface becomes unstable it is replaced with an ellipsoid [79].
As such, the analysis presented here is restricted to shape changes which take a
sphere to an axisymmetric ellipsoid. This approach has the advantage that closed
form expressions exist—in standard Cartesian coordinates—for the necessary ge-
ometrical quantities.
In order to focus on the dynamics of the system, the simplest model for
membrane energy is used: the Helfrich form. Recall that in this case the Gibbs
energy (per unit area) associated with the membrane is given by
Gm =
κ
2
(2H − C0)2 + κgK. (2.1)
Here, H ≡ (C1 + C2)/2 is the local mean curvature and K ≡ C1C2 is the local
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Gaussian curvature. As stated in the previous chapter, C0, κ, and κg are con-
stants: the spontaneous curvature, bending rigidity, and coefficient of Gaussian
curvature respectively. The subscript m is used to denote “membrane”. In using
the Helfrich form it is implicitly assumed that the membrane is replaced by a
single mathematical surface. The total energy of the membrane is therefore given
by the integral of Eq. (2.1) over the entire (closed) surface. However, due to
the Gauss-Bonnet theorem, the integral of the Gaussian curvature over a closed
surface is a constant multiplied by the genus of that surface [2, 42]. The genus of
a surface is an integer which counts the number of non-intersecting cuts needed
to create two disconnected pieces. It can be thought of as the number of handles
a surface has i.e., a sphere is genus zero whilst a toroid is genus one. Since the
deformations considered here are restricted to shapes which are of genus zero,
the Gaussian curvature is simply an additive constant to the Gibbs energy and
hence plays no part in the dynamics. (Alternatively, one can say that the system
is restricted to situations whereby the Gaussian curvature is not an extensive
variable.) As a result, it is assumed for simplicity that κg is zero. The total
membrane energy is therefore given by
Em =
κ
2
∫
A
(2H − C0)2 dA, (2.2)
where dA is an element of the surface A.
2.1 Ellipsoid geometry in Cartesian coordinates
In order to compute Eq. (2.2) it is necessary to choose an appropriate parametri-
sation for the surface. In Cartesian coordinates axisymmetric ellipsoids are pa-
rameterised by
x = a sin θ cosφ,
y = a sin θ sinφ,
z = c cos θ,
(2.3)
where 0 ≤ φ < 2pi, and 0 ≤ θ ≤ pi. Coefficients a and c are constants which
quantify the proportions of the ellipsoid. For the special case of a sphere: a =
c ≡ R, the radius. It is useful to highlight that this parameterisation gives rise
to two different types of axisymmetric ellipsoids. The prolate ellipsoid is formed
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by rotating an ellipse with semi-minor axis a and semi-major axis c (i.e., c > a)
about the major axis. For an oblate ellipsoid, c < a and the rotation is taken
about the semi-minor axis.
As mentioned above, the surface area, volume, and membrane energy—given
by Eq. (2.2)—can all be found in closed form for an axisymmetric ellipsoid. The
volume of both prolates and oblates is given by [80]
V =
4
3
pia2c. (2.4)
By contrast, the functional form of the surface area depends on whether the ellip-
soid is prolate or oblate. The details of these expressions can be found Ref. [80]
and are reproduced in Appendix B. In addition to the surface area and volume,
the other quantity which must be evaluated is the bending energy (2.2). This
involves computing the two integrals
ξ1 ≡
∫
HdA, (2.5)
and
ξ2 ≡
∫
H2dA. (2.6)
The details of these integrals are again left to Appendix B. As before, the results
exist in closed form and depend on whether the ellipsoid is prolate or oblate. The
important point is that that the quantities A, V , ξ1, and ξ2 are all functions of the
two variables a and c which characterise the ellipsoid. (Whereby Em additionally
depends on the parameters κ and C0.) Since the volume takes the simple form
(2.4), c may be explicitly eliminated in favour of a and V in the expressions for
A and Em. Subsequently, A = A(V, a) may be inverted to give a = a(V,A). In
this way it follows that that the energy of the membrane is a function of V and A
only. Since in the Helfrich model the membrane is completely described by this
energy, it follows that the thermodynamic description of the membrane can be
achieved using these two variables.
2.2 Thermodynamics
As previously indicated, LNET is used to describe the time evolution of the
vesicle. Throughout, it is assumed that the temperature T is fixed, since this
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chapter is not concerned with changes in shape which come about because of a
change in temperature. For simplicity, it is assumed that no solutes are present,
although it is not too difficult to extend the treatment to include them [65].
The system is assumed to comprise two regions, the interior and exterior, that
are separated by a third region, the membrane. This third region is assumed to
be very thin, and the aim is to modify the thermodynamic description so that the
membrane can be simply regarded as a boundary, or geometrical surface, between
the first two regions. In the formalism of LNET, each region is assumed to be in
local equilibrium [70], with the thermodynamic relation TdS = dE−dW holding
in each region. Here S is the entropy, E the internal energy, andW the work done
on the system [81]. The three regions will be labeled i, e, and m respectively.
The internal energy and work done have the following forms:
(i) The internal energy of the interior Ei, and exterior Ee, will be that of the
fluid in these two regions—in this case, water. Their sum is denoted by Ew.
The internal energy of the membrane is given by Eq. (2.2).
(ii) Considering the interior and exterior regions individually, each will have
work done on them of −pdV if their volumes change, where p is the pressure
in that region. Adding these gives the total contribution for work of this
type to be −pidVi − pedVe. The membrane is assumed to have negligible
volume, and so gives no contribution. This also means that dVi = −dVe ≡
dV , and so the total work done on the system due to the interior increasing
its volume by dV is (pe − pi)dV .
(iii) There will also be a work done if the area of the membrane increases by dA,
equal to γdA, where γ is the surface tension [81]. This would exist even if
the system consisted of two regions of different fluids, with no membrane
separating them. The existence of a membrane with non-trivial structure
separating the interior and exterior, means that γ will have a more complex
functional form which reflects this structure. The precise meaning of this
term will be discussed in Chap. 4.
Adding up the contributions from the three regions one finds
TdS = dEw + dEm − (∆p) dV − γdA, (2.7)
where S is the total entropy of the system and ∆p ≡ (pe − pi) is the pressure
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difference between the exterior and interior. Note that the membrane does not
explicitly appear in the terms relating to work. Indeed, it can also be eliminated
from the internal energy by recognising that, since Em is a function of V and A,
dEm =
(
∂Em
∂V
)
A
dV +
(
∂Em
∂A
)
V
dA. (2.8)
This allows the thermodynamic relation (2.7) for the system to be written as
TdS = dEw − (∆p)eff dV − (γeff) dA, (2.9)
where
(∆p)eff = ∆p−
(
∂Em
∂V
)
A
, and γeff = γ −
(
∂Em
∂A
)
V
. (2.10)
Equation (2.9) is the thermodynamic relation for two regions separated by a
boundary with no material properties [82]. The effect of the membrane simply
changes the pressure difference and surface tension from ∆p to (∆p)eff and from
γ to γeff respectively. Therefore, as long these replacements are made, the mem-
brane may be ignored from a thermodynamic point of view, and treated as a
boundary which separates the inside of the vesicle from the environment.
One of the central features of LNET is the relation between the forces Xi,
which cause the state of the system to change, and the fluxes Ji, which are the
result of these changes [70]. Within the formalism of LNET these are related
linearly via the so-called constitutive relations: Ji =
∑
j LijXj, where the Lij
are constants, the Onsager coefficients. For a general vesicle system, a more
comprehensive analysis of the thermodynamics is required before the forces and
fluxes can be identified in a systematic way. This is discussed in Chaps. 3 and 4.
For the specific problem of interest whereby the relevant thermodynamic variables
are simply V and A, one may proceed more directly. Firstly, consider only one
of the fluxes: that due to water flowing through the membrane into the interior
of the vesicle. This is denoted by Jw. The direct effect that causes this flux of
water is the pressure difference between the exterior and interior regions [83, 84].
Remembering the approach described above, the effects of the membrane may
be incorporated by replacing this pressure difference with the effective pressure
difference (∆p)eff .
If only the direct effect is taken into account, the relevant constitutive relation
would be written Jw = Lp(∆p)eff , where Lp is the hydraulic conductivity of the
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membrane. However there will also be an indirect effect [70] for which the driver
is γeff , and so
Jw = Lp(∆p)eff + Lγγeff , (2.11)
where Lγ is a second Onsager coefficient. As mentioned previously, these choices
of forces and fluxes are justified in more detail in Chaps. 3 and 4. For that
reason, attempts to explain the microscopic processes responsible for the form of
Eq. (2.11) are left until later in this thesis. Here, it suffices that linear relations
of the above type are observed across a wide variety of physical processes [70]
and are therefore expected to be applicable in this case. Indeed, in the absence
of any further constraints, Eq. (2.11) describes how an initially deformed vesicle
approaches equilibrium. As the rate of increase of the volume of the vesicle is
given by dV/dt = AJw, a more explicit form is given by
dV
dt
= A
{
Lp
[
∆p−
(
∂Em
∂V
)
A
]
+ Lγ
[
γ −
(
∂Em
∂A
)
V
]}
, (2.12)
where Eqs. (2.10) have been used.
However, as described earlier, the system of study is being driven away from
equilibrium by growth due to the inclusion of lipids from the environment. The
simplest assumption is that these attach themselves uniformly over the entire
surface, so that the surface grows at a constant rate per unit area which is denoted
by λ [61]:
dA
dt
= λA =⇒ A(t) = A(0)eλt . (2.13)
The result is that, together, Eqs. (2.12) and (2.13) describe the dynamical be-
haviour of a system characterised by two time dependent variables: A(t) and
V (t).
2.3 Spherical growth
Before going on to investigate the dynamics of growth with ellipsoidal deforma-
tions permitted, it is useful to briefly consider a growing sphere. In this case V
and A are not independent variables, and so the thermodynamic relation (2.9)
should read
TdS = dEw − (∆p)sphereeff dV, (2.14)
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where
(∆p)sphereeff dV = (∆p)eff dV + γeff dA
= ∆p dV + γ dA−
(
∂Em
∂A
)
V
dA−
(
∂Em
∂V
)
A
dV
= ∆p dV + γ dA− dEm
=
(
∆p− dEm
dV
+ γ
dA
dV
)
dV.
(2.15)
Here, in the last line, the derivatives are not partial derivatives since for a sphere
Em = Em(V ) and A = A(V ). These quantities may be calculated in a straight-
forward way. The mean curvature of a sphere of radius R is 1/R, and so from
Eq. (2.2)
Em = 2piκ (C0R− 2)2 =⇒ dEm
dV
=
C0κ
R2
(C0R− 2) . (2.16)
Using dA/dV = 2/R, it follows from Eqs. (2.15) and (2.16) that
(∆p)sphereeff = ∆p−
C0κ
R2
(C0R− 2) + 2γ
R
. (2.17)
However, for a sphere Jw = Lp(∆p)
sphere
eff : so in equilibrium when Jw = 0,
Eq. (2.17) gives
∆p− C0κ
R2
(C0R− 2) + 2γ
R
= 0. (2.18)
This is a standard result from the studies of spherical vesicles in equilibrium [85].
However, it should be noted that the variational techniques of Ref. [85] introduce
both ∆p and γ as Lagrange multipliers with a non-physical sign convention. As a
result, a direct comparison between the two approaches can only be carried out if
allowances are made for the signs associated with these two terms. Furthermore,
in Refs. [65, 67] the surface tension was not included and so the equilibrium result
presented there does not include the final term in Eq. (2.18).
It should be emphasised that Eq. (2.18) is a consequence of asking that the
vesicle is in static equilibrium, so that, in particular, no lipids are being added
to the exterior surface, leading to no increase in the surface area A. By contrast,
a condition for dynamic equilibrium can also be obtained. This is a stationary
state in which the vesicle remains turgid and grows like a sphere. In this case,
recalling that the area grows according to Eqs. (2.13), one gets dV/dt = 2piλR3.
However, the spherical version of Eq. (2.12) is given by dV/dt = ALp (∆p)
sphere
eff ,
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which leads to
λR
2Lp
= ∆p− C0κ
R2
(C0R− 2) + 2γ
R
, (2.19)
a result that could not be derived from a purely static description. Equation (2.19)
is Eq. (21) of Ref. [65], but with the surface tension now taken into account.
2.4 Stability
The inclusion of the surface tension is even more important for axisymmetric
shapes of the kind studied here, because now A is an independent variable. Since
this analysis is concerned with questions of stability, only ellipsoids which differ
in shape from the sphere very slightly is considered. In this case, the parameters
a and c which describe the ellipsoid—cf. Eq. (2.3)—may be expressed as
a = R (1 + a1ε) , and c = R (1 + c1ε) , (2.20)
where ε is a small quantity and a1 and c1 are numbers which characterise the
shape of the ellipsoid. If a1 > c1 it is oblate, and if a1 < c1 it is prolate. The
quantity R reduces to the radius of the sphere as ε → 0, but care is required in
its definition, as will be discussed in more detail below.
Using the standard results for an ellipsoid—given in Eqs. (2.4), (B.1) and
(B.2)—with the above expressions for a and c, it is straightforward to calculate
the surface area and volume of the ellipsoid for small values of ε. It is found that
A = 4piR2
[
1 +
2
3
(2a1 + c1) ε+O
(
ε2
)]
,
V =
4
3
piR3
[
1 + (2a1 + c1) ε+O
(
²2
)]
.
(2.21)
However, as will now be shown, it is not consistent to assume that R is inde-
pendent of ε if a growth law of the form (2.13) is assumed. To see this, the
expression for A given in Eqs. (2.21) is written as A = 4piR2φ(ε), where φ(ε) is
the expression in the square brackets. Then,
λA =
dA
dt
= 8piRφ
dR
dt
+ 4piR2
dφ
dt
=⇒ λ = d
dt
[
lnR2φ
]
,
(2.22)
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which implies that R = eλt/2 [φ(ε)]−1/2, up to an overall multiplicative constant.
Since φ is a function of ε, so is R. Therefore, for consistency, R cannot be used
when carrying out a perturbative expansion in ε, since it contains hidden ε de-
pendence. Instead, the radial variable r(t) = R(t, ε) [φ(ε)]1/2 should be used,
which is ε−independent. This is equivalent to determining r through the con-
dition A = 4pir2, for any axisymmetric ellipsoid. Clearly, r is the radius of the
sphere which has the same surface area as the ellipsoid.
Here, heuristic analogy can be drawn with Rayleigh-Bernard convection [86].
In that case, convection can be seen in a fluid which is sandwiched between two
horizontal plates held at different temperatures. Whether convection arises or not
is determined by the relative scale of the temperature gradient versus the forces
of gravity and surface tension. When considering the stability of the system
(i.e., whether convection grows or decays with time) the original variables are not
independent of the perturbation, and it is necessary to describe the system by
the dimensionless Rayleigh number, Ra.
To recap, the correct procedure to investigate the dynamics of vesicle growth
perturbatively in ε is, therefore, to use closed form expressions (2.4), (B.1) and
(B.2) along with Eq. (2.20), to determine V and A to the required order, but then
to set A = 4pir2. This can be inverted to find R = R(r, ε), allowing V and Em to
be found as functions of r and ε. To first order, this procedure gives leads to the
result that V = (4pir3/3) [1 +O(ε2)]. In fact, since A = 4pir2 exactly, the volume
is directly related to the so-called reduced volume—defined as v ≡ 6√piV/A3/2—
by
V =
4pir3
3
v. (2.23)
Although V has no term of order ε when expressed in terms of the variable r, it
does turn out to have a term of order ε2:
v = 1− 4
15
(a1 − c1)2 ε2 +O
(
ε3
)
. (2.24)
As a check, note that v < 1 for all cases except the sphere (a1 = c1), as required.
Using the procedure set out above, the membrane energy can be found as a
function of r and ε. That is, substitute Eqs. (2.20) into Eqs. (B.4) and (B.5)
to get Em(R, ε), then transform to variable r. The resulting algebra is lengthy
and does not add anything to the discussion. For the most part, the calculation
comprises the repeated application of the (generalised) binomial expansion and
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computer programs such as Mathematica [87] can be used to calculate the results
efficiently. Up to second order in ε, the energy of the membrane takes a relatively
simple form:
Em(r, ε) = E
(0)
m (r) + α2E
(2)
m (r)ε
2 +O (ε3) , (2.25)
where
E(0)m (r) = 2piκ (C0r − 2)2 , E(2)m (r) =
8piκ
3
(6− C0r) , (2.26)
and
α2 =
4
15
(a1 − c1)2 . (2.27)
A purely static analysis of the stability of an ellipsoidal vesicle would compare
the energy of the membrane (2.25) to the energy of a spherical vesicle—the same
equation, but with ε = 0 [85]. The conclusion would be that the ellipsoid is the
more stable if E
(2)
m (r) < 0—i.e., if C0r > 6. However there is no dynamics in
this picture at all. To achieve a more physical description of the time evolution
of the vesicle, Eq. (2.12) must be utilised. To do this, the partial derivatives
(∂Em/∂V )A and (∂Em/∂A)V must be evaluated. However, it is not possible to
proceed directly, since Em = Em(r, ε) is known, rather than Em = Em(V,A). To
circumvent this problem, suppose that V = V (r, ε) is inverted (in principle, not
in practice) to obtain ε = ε(r, V ). Then since Em = Em(r, ε(r, V )),(
∂Em
∂V
)
A
=
(
∂Em
∂V
)
r
=
(
∂Em
∂ε
)
r
(
∂ε
∂V
)
r
, (2.28)
and(
∂Em
∂A
)
V
=
1
8pir
(
∂Em
∂r
)
V
=
1
8pir
{(
∂Em
∂r
)
ε
+
(
∂Em
∂ε
)
r
(
∂ε
∂r
)
V
}
. (2.29)
So, it is only necessary to calculate (∂ε/∂V )r and (∂ε/∂r)V . These may be found
from Eq. (2.23) by noting that the reduced volume is a function only of ε. Then
v′(ε)
(
∂ε
∂V
)
r
=
1
4pir3/3
, and v′(ε)
(
∂ε
∂r
)
V
= −3
r
V
4pir3/3
, (2.30)
where v′(ε) = dv/dε. Substituting Eqs. (2.30) into Eqs. (2.28) and (2.29) gives(
∂Em
∂V
)
A
=
[v′(ε)]−1
4pir3/3
(
∂Em
∂ε
)
r
, (2.31)
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and (
∂Em
∂A
)
V
=
1
8pir
(
∂Em
∂r
)
ε
− 3V
2A
(
∂Em
∂V
)
A
. (2.32)
These two equations make it possible to find (∂Em/∂V )A and (∂Em/∂A)V if Em
and V are known as functions of r and ε.
Using the results given by Eqs. (2.23)-(2.27) to second order in ε, the above
partial derivatives are given by(
∂Em
∂V
)
A
= −
{
1
4pir3/3
}
E(2)m (r) +O (ε) , (2.33)
and (
∂Em
∂A
)
V
=
1
8pir
[
dE
(0)
m
dr
+
3
r
E(2)m (r)
]
+O (ε) . (2.34)
It is important to note that while expressions for Em, A, and V that are correct
to second order in ε have been used, it has only been possible to calculate the
required derivatives to zeroth order in ε. The reason for this can be traced back
to v′(ε) being of order ε and the differentiation of Em with respect to ε also giving
an expression of order ε. Together these reduce the powers of ε by two in the
calculation of (∂Em/∂V )A and (∂Em/∂A)V . The result can however be used to
check that the previously derived form for the spherical vesicle can be recovered
in the limit ε→ 0. Substituting Eqs. (2.33) and (2.34) into Eq. (2.12), and using
dV/dt = 2piλr3, valid for a sphere, one finds
λr
2
= Lp
{
∆p+
2κ
r3
(6− C0r)
}
+ Lγ
{
γ − κ
2r2
[
(C0r)
2 − 4C0r + 12
]}
. (2.35)
Since at zeroth-order r = R, the above relation is identical to Eq. (2.19)—already
derived for the sphere—provided that the identification Lγ = 2Lp/r is made. It
should be emphasised that this identification is only being made to obtain the
correct result in the spherical limit, bearing in mind that Lγ is not defined in
that case.
To determine if and when the shape of the vesicle starts to deviate from that
of a sphere, the time derivative of the reduced volume must be calculated. This
will be zero (v = 1) when the vesicle remains spherical, but will start to decrease
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as soon as it adopts another shape. From Eq. (2.23),
dV
dt
= 4pir2v
dr
dt
+
4pir3
3
dv
dt
. (2.36)
The zeroth-order part of the first term on the right-hand side of Eq. (2.36) has
already been included in the stationary condition, Eq. (2.35). At first order in ε,
the second term in this equation is the relevant one. To find the right-hand side of
Eq. (2.12) to order ε it is necessary to find (∂Em/∂V )A and (∂Em/∂A)V to order
ε3. This can be carried out in the same way as described above for the calculation
to order ε2, although the intermediate steps are sufficiently complicated that the
computer program Mathematica [87] was used again. Nevertheless, the final
result is quite simple:
−2α2ε dε
dt
=
4κ
7r4
(a1 − c1) (5C0r + 6) [2Lp − rLγ] ε+O
(
ε2
)
, (2.37)
or defining a critical radius rc = 2Lp/Lγ,
α2
dε
dt
=
2κLγ
7r4
(a1 − c1) (5C0r + 6) (r − rc) +O (ε) . (2.38)
This stability condition predicts a linear growth away from the (growing) sphere.
Since α2 > 0, if the right-hand side of Eq. (2.38) is positive the sphere is linearly
unstable, if it is negative it is linearly stable. Is can be seen that oblate (a1 >
c1) perturbations will destabilise a sphere if r > rc, whereas prolate (a1 < c1)
perturbations will destabilise a sphere if r < rc. The picture obtained is that as
the sphere grows, it is susceptible to fluctuations which give it a prolate ellipsoidal
shape if it has a radius less than rc, and susceptible to fluctuations which give it
an oblate ellipsoidal shape if it has a radius greater than rc.
The linear nature of Eq. (2.38) can be thought of as similar to the Jeans
instability [88], which predicts when interstellar gas clouds collapse under their
own gravitational forces. There, the mass density of the gas either grows or
decays exponentially when compared to a static background. However, a more
thorough analysis reveals that the gravitational effect on the external material
may not be neglected and the growth in mass density turns out to be linear
(rather than exponential) when measured relative to the density of the collapsing
background [89]. Further examples of instabilities on such growing domains are
discussed in Chap. 6. Indeed, a tangential piece of research is to investigate simple
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toy-model systems characteristic of this phenomenon. One suggestion would be
to consider the buckling of a twisted (closed) filament which is also growing. This
is a variant of the well known Michell instability [90, 91].
2.5 Discussion
How do these predictions compare with the currently available experimental re-
sults? According to the predictions made here, spherical shapes should be un-
stable in a purely dynamical setting where the membrane surface grows due to
the successive inclusion of lipid molecules and where the volume then increases
due to the inflow of water. Under static conditions, however, the Helfrich energy
functional implies that spherical vesicles are stable below a critical radius. It can
be argued that the reason why spherical shapes are often seen in experiments [1] is
a reflection of the specific experimental setting adopted. If the dynamical mech-
anisms of the type considered here are essentially negligible, then static effects
are expected to prevail and, consequently, spheres are the energetically favored
configurations.
In Ref. [92], dynamical light scattering and transmission electron microscopy
experiments were performed to resolve the vesicles’ shape and quantify their asso-
ciated sizes. The stated aim of the paper was to ascertain the conditions required
for a mono-disperse suspension of uni-lamellar spherical vesicles. However, rather
than the anticipated suspension, a bimodal size distribution was observed (hy-
drodynamic radii ' 200 nm or > 500 nm) which corresponded to either oblate
ellipsoids or triaxial ellipsoids. These unusual results lead the authors to conclude
that standard models of vesicle formation and morphology are not complete. The
fact that a significant fraction of the (giant) vesicles belong to the oblate ellipsoid
family is consistent with the prediction from our analysis—that spherical vesicles
of large hydrodynamic radii would be unstable to oblate ellipsoids.
Clearly, there are number of other effects (e.g., temperature fluctuations)
which are implicated in the above mentioned experiments and not included in
the model. Indeed, it is also necessary to consider more generic shapes: the prob-
ability that perturbations are axisymmetric are presumably small. Nevertheless,
both oblate and prolate ellipsoids are observed in experiments where the dynam-
ics plays a role and the vesicles are sufficiently large. This is for instance the case
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in Refs. [93, 94], where initially spherical vesicles are experimentally shown to de-
form in the presence of osmotic driving pressures (i.e., the volume of the interior
is reduced). Indeed, this study can be closely related to the theoretical work pre-
sented here. In both cases, one can consider the ratio of vesicle volume to surface
area as the dynamical variable. The authors of Ref. [94] find that, deformations
occurring below a critical volume-to-surface-area fraction favour prolates, whilst
above that value, oblates are favoured. This distinctive feature is in agreement
with the analysis presented above and is not captured by any static approach to
morphology.
In summary, using basic thermodynamics as motivation, a simple model can
be constructed which takes seriously the role played by the environment in vesicle
dynamics. The dominant forces turn out to be just the pressure difference be-
tween the interior and exterior and the surface tension. However, in this model,
both forces are taken to be a function of the vesicle shape. In order to investigate
the implications of this approach, a stability analysis has been carried out. Here,
the system is assumed to be driven out of equilibrium by lipids incorporating
themselves to the surface. Though the analysis is restricted to ellipsoidal pertur-
bations, a non-trivial result arises: prolate perturbations are stable (with oblate
ones unstable) beneath a critical surface area, whilst the opposite is true above
the critical value.
The presence of experimental results which support this prediction are encour-
aging and suggest that the method warrants further investigation. The following
three chapters are therefore dedicated to a much more detailed treatment of the
theoretical aspects of this problem. Indeed, with this chapter acting as proof-of-
concept, the eventual aim is not only to provide a more thorough account of the
mathematics but to extend the stability analysis beyond ellipsoidal shapes.
Chapter 3
Linear nonequilibrium thermody-
namics
In Chap. 2, the thermodynamics of vesicle growth was presented in a straight-
forward but minimal way. The Onsager relations were stated without proof and
argued for using simple thermodynamic arguments. Nevertheless, the results of
the simple model are encouraging and suggest a more thorough analysis may yield
more interesting behaviour. With this as motivation, the aim here and in the next
chapter is to provide a more detailed and rigorous account of the thermodynam-
ics. This chapter focuses on laying the mathematical foundations and giving an
overview of the type of processes involved. Chapter 4 by contrast, describes the
detailed model of vesicle systems which is used for the analysis of Chaps. 5 and
6.
There are three sections to this chapter. First, an overview of LNET is given:
the physical theory which underpins much of this thesis. Second, by way of an
example, LNET is applied to a simple fluid of point-like particles. Finally, there
is a discussion of the dynamics of a mixture of point-like and rod-like particles
in the linear regime: so-called nematohydrodynamics. In addition, there are two
appendices: one recalls some important relations from equilibrium thermodynam-
ics whilst the other summarises the extra constraints which may be applied to
nematic fluids.
The literature concerning non-equilibrium thermodynamics is dominated by
the classic textbook by de Groot and Mazur [70]. As a result, Ref. [70] forms the
basis for notation and the reader is referred to it for further background regarding
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the first two sections. However, Ref. [70] does not provide a treatment of nematic
media. Here, since only the basics will be required, the majority of results used
can be found in the original papers by Ericksen and Leslie [76, 77] and the less
formal textbook on liquid crystals by de Gennes [95].
3.1 Formalism
LNET is concerned with the behaviour of systems near to equilibrium. With
this in mind, consider an adiabatically insulated system that is characterised by
entropy S. At equilibrium, the entropy of such an system is maximised. Therefore
a near equilibrium process can be characterised by the deviation from this value,
∆S. Indeed, in addition to entropy, the system is assumed to be fully described
by the set of state variables Ai, where i = 1, . . . , n. Typically, the Ai comprise
variables such as the volume V , or the masses of different components Mk, where
k = 1, . . . , K. The deviation from the equilibrium value of each Ai is given
by αi ≡ ∆Ai. Importantly, LNET assumes that ∆S can be written—to first
approximation—as a quadratic expression of the deviations αi. That is
∆S = −1
2
n∑
i,j=1
fijαiαj, (3.1)
where fij is a symmetric positive definite matrix. Furthermore, considering
Eq. (3.1) as Taylor expansion of ∆S about zero, it follows that
fij = − ∂
2∆S
∂αi∂αj
. (3.2)
In order to obtain a dynamical description of the process, it is natural to take
the time derivative of Eq. (3.1), which is given by
d∆S
dt
= −
n∑
i,j=1
fijαi
dαj
dt
. (3.3)
This equation is then usually written in a standard form by defining generalised
thermodynamic forces
Xi ≡ ∂∆S
∂αi
= −
n∑
j=1
fijαj, (3.4)
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and thermodynamic fluxes
Ji ≡ dαi
dt
. (3.5)
These are the same Ji and Xi which were introduced briefly in Chap. 2. There,
only one flux was considered: Jw, the flux of water through the membrane of
the vesicle. This flux was written as a sum of two forces: the effective pressure
(∆p)eff , and the effective surface tension σeff . Here, by substituting the above
definitions—Eqs. (3.4) and (3.5)—into Eq. (3.3) it follows that the rate of change
of entropy is a bilinear sum of thermodynamic forces and fluxes
d∆S
dt
=
n∑
i=1
JiXi. (3.6)
3.1.1 Continuum approach
The usual LNET approach is to consider a system large enough that it can be
divided into small sub-systems which are effectively homogeneous. Though small,
these sub-systems are considered mesoscopic, that is, still large enough to define
thermodynamic variables. It is then possible to choose a sufficiently large scale
on which the variables that characterize each small sub-system form a continuous
field. This is analogous to the continuum hypothesis used in fluid dynamics [96].
For such a continuous system, it is necessary to distinguish between local and
total quantities. Local quantities are functions of position and time—e.g., S =
S(x, t) and M =M(x, t). However, in keeping with Ref. [70], these dependencies
are not made explicit in the notation. The integral of a local quantity over the
entire system gives a function of time and not position. Such total quantities are
labelled by the subscript “tot”. (In the next chapter, large systems are split into
different regions and total quantities are distinguished by a superscript roman
numeral, which indicates the relevant region.)
With this in mind, the total entropy of the system is usually written in the
following form
Stot =
∫
tot
ρsdV, (3.7)
where s ≡ S/M is the specific (per unit mass) entropy and ρ ≡M/V is the mass
density. Note that the integral is over the total volume Vtot(t) whilst the mass
density is a function of the local volume V (x, t). In order to construct a local
balance equation for the entropy, consider the time derivative of Eq. (3.7). From
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Leibniz’ rule [97]
dStot
dt
=
∫
tot
∂ (ρs)
∂t
dV +
∫
tot
ρsvb · dA, (3.8)
where vb is the velocity of the system boundary. This relation may be re-written
by invoking another local balance equation: conservation of mass. The details
are not given here, though the formulation is quite simple and can be found in
Ref. [70]. Typically, conservation of mass is written as
dρ
dt
= −ρ∇ · v. (3.9)
However, since ρ = ρ(x, t), then it follows that dρ/dt = ∂ρ/∂t + v · ∇ρ. This
leads to an alternative form for Eq. (3.9), given by
∂ρ
∂t
= −∇ · (ρv) . (3.10)
Using this result and the fact that s = s (x, t), the partial derivative which appears
in the first term of Eq. (3.8) becomes
∂ (ρs)
∂t
= ρ
ds
dt
−∇ · (ρsv) . (3.11)
Substituting this into Eq. (3.8) and using the divergence theorem [98] gives an
expression for dStot/dt in terms of a single volume integral
dStot
dt
=
∫
tot
{
ρ
ds
dt
−∇ · [ρs (v − vb)]} dV. (3.12)
Furthermore, the left-hand side—the rate of change of total entropy—can be
assumed to comprise two terms: the total flux of entropy across the boundary
to the system and a source term which quantifies the total entropy produced by
changes occurring within the system. Mathematically, this is given by
dStot
dt
=
∫
tot
J ′s · dA+
∫
tot
σdV, (3.13)
where J ′s is the local entropy flux and σ is the local entropy production. Equating
Eqs. (3.12) and (3.13) and then using the divergence theorem once again gives
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the standard local balance equation for entropy
ρ
ds
dt
= −∇ · J s + σ, (3.14)
where, J s = J
′
s− ρs
(
v − vb) is the convective entropy flux. However, recall that
the entropy produced in an isolated system (near to equilibrium) is given by the
bilinear form (3.6). In that case, the system is isolated so there is no term which
corresponds to convective entropy fluxes. As a result, the behaviour characterised
by Eq. (3.6) may be identified with the source term σ in Eq. (3.14). This gives
σ =
n∑
i=1
JiXi, (3.15)
where, for dimensional consistency, the fluxes Ji are now per unit volume—i.e., a
factor of 1/V has been absorbed into their definition. In summary then, for a
continuum-type system as discussed above, the rate of entropy production can
be written as a bilinear sum of forces and fluxes.
In addition to the result (3.15), LNET also assumes that each sub-system
obeys the Gibbs relation, which can be written in the general form [81]
Tds = du+ pdν − {dg}T, p , (3.16)
where, again, all variables are functions of position and time. Here, T and p
are the usual temperature and pressure, u ≡ U/M is specific internal energy,
ν ≡ V/M is the specific volume, and g ≡ u−Ts+pν is the specific Gibbs energy.
The subscripted brackets {. . .}T, p are used to indicate that both temperature and
pressure are held constant. In Secs. 3.2 and 3.3 the fact that Eq. (3.16) is satisfied
everywhere is used alongside traditional conservation laws—e.g., Eq. (3.9)—to
explicitly recover the bilinear form of Eq. (3.15).
3.1.2 Linear relations
Equation (3.15) gives σ in terms of 2n unknowns, whilst the entropy is fully
characterised by only n unknowns—the Ai. As such, it is necessary to introduce
n constraints to Eq. (3.15) in order to form a closed system of equations. With this
in mind, it is known empirically that for a large class of irreversible phenomena
and under a wide range of experimental conditions, the irreversible flows dαi/dt
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are linear functions of thermodynamic variables αi. For example, Fourier’s law of
heat conduction expresses the heat flow as a linear function of the temperature
gradient and Fick’s law establishes a linear relation between diffusion and the
concentration gradient [81]. Indeed, also included in this kind of description are
cross-effects such as the thermoelectric effect, whereby changes in the applied
voltage across a material are linearly related to the temperature gradient [70].
With this body of evidence as motivation, Onsager proposed to close Eqs. (3.15)
with n linear constitutive relations of the form
dαi
dt
=
n∑
j=1
Mijαj, (3.17)
where theMij are constant coefficients. Equation (3.17) can be written in a more
familiar form by using Eq. (3.4) to show that
αi = −
n∑
j=1
f−1ij Xj. (3.18)
This may then be substituted into Eq. (3.17) along with the definition (3.5) to
obtain
Ji =
n∑
j=1
LijXj, (3.19)
where Lij = −
∑
kMikf
−1
kj are referred to as Onsager coefficients. Equation (3.19)
is the standard form for linear constitutive relations which link thermodynamic
forces and fluxes. The Lij are considered phenomenological coefficients and are
determined experimentally. Famously, Onsager showed that the coefficients Lij
obey the reciprocity relations Lij = Lji [99], though this turns out not to be im-
portant for the work presented here. Finally, the second law of thermodynamics
states that σ must be zero for reversible processes and positive for irreversible
processes. Substituting Eq. (3.19) into Eq. (3.15) gives the rate of entropy pro-
duction as a quadratic expression in terms of the forces Xi:
σ =
n∑
i,j=1
LijXiXj. (3.20)
From here, it is clear that the Onsager coefficients must be at least non-negative
definite.
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3.2 Simple fluids
Before moving to the more complicated case of a membrane, it is instructive to
first examine the results for a standard fluid. In addition to providing a concrete
example, this section shows—following the earlier assertion—that the bilinear
form (3.15) can be constructed explicitly through the application of traditional
conservation laws. Furthermore, the unfamiliar reader will be introduced to much
of the notation necessary for the next chapter.
Consider then, a fluid comprising point-like particles of K different species, or
components. It is assumed that no chemical reactions take place and no external
forces act. The reversible thermodynamics of such a fluid is reviewed in Appendix
C. Here, it is shown that the specific Gibbs energy is given by g =
∑K
k µkck,
where ck ≡Mk/M is the concentration and µk ≡ (∂u/∂ck)s, ν, ci 6=k is the chemical
potential, of component k. It is clear that in this particular case, Eq. (3.16) may
be written as
Tds = du+ pdν −
K∑
k=1
µkdck, (3.21)
which comes from re-arranging Eq. (C.4). Here, remembering the definition T ≡
(∂u/∂s)ν, c1, ..., cK , it follows that s = s(u, ν, c1, . . . , cK), or in terms of the
previous notation: ai, . . . , an = u, ν, c1, . . . , cK , where ai ≡ Ai/M . Taking
the time derivative of Eq. (3.21) gives
T
ds
dt
=
du
dt
+ p
dν
dt
−
K∑
k=1
µk
dck
dt
. (3.22)
At this point it is useful to introduce some conservation laws for the system. Such
conservation laws are commonplace in physics (e.g., fluid dynamics) and therefore
simply stated here, with the full mathematical justification provided in Ref. [70].
Local conservation of mass has already been used earlier—Eq. (3.9)—though an
equivalent form is given by [70]
dck
dt
= −1
ρ
∇ · Jk, (3.23)
where
Jk = ρk (vk − v) , (3.24)
is the local diffusion flow. Here, ρk ≡Mk/V are the partial mass densities, whilst
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the relation v =
∑
k vkρk/ρ defines both the barycentric (or centre-of-mass)
velocity v, and the partial velocities vk. Similarly, local heat q is conserved by
the relation [70]
dq
dt
= −1
ρ
∇ · Jq, (3.25)
where Jq is the local heat flow. Finally, neglecting any viscous forces, conservation
of local internal energy may be written as [70]
du
dt
=
dq
dt
− pdν
dt
. (3.26)
Substituting this into Eq. (3.22) removes one degree of freedom, whereby the
resulting relation may be re-written using conservation of mass and conservation
of heat to give
ρ
ds
dt
= − 1
T
∇ · Jq + 1
T
K∑
k=1
µk∇ · Jk. (3.27)
Re-writing derivatives, this may be manipulated into the following form
ρ
ds
dt
= ∇ ·
(∑K
k µkJk − Jq
T
)
− 1
T 2
Jq · ∇T −
K∑
k=1
Jk · ∇
(µk
T
)
. (3.28)
Comparison with Eq. (3.14) then leads to the identifications:
J s =
Jq −
∑K
k µkJk
T
, (3.29)
and
σ = − 1
T 2
Jq · ∇T −
K∑
k=1
Jk · ∇
(µk
T
)
. (3.30)
Equation (3.30) is now in the required bilinear form, though it is usual to make
two further modifications which result in a more natural set of forces and fluxes.
Firstly, the previously introduced curly brackets notation may be used to write
∇
(µk
T
)
=
{∇µk}T
T
− hk∇T
T 2
, (3.31)
where {∇µk}T indicates that the gradient is taken at constant temperature, and
hi is the partial specific enthalpy. Both an introduction to partial specific quan-
tities and a proof of relation (3.31) are provided in Appendix C. Secondly, it is
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clear that since the K local diffusion flows Jk, are defined relative to the centre-
of-mass then they are not all independent. That is,
∑K
k Jk = 0. Using this and
Eq. (3.31) implies that
σ = − 1
T 2
J ′q · ∇T −
1
T
K−1∑
k=1
Jk · {∇ (µk − µK)}T , (3.32)
where
J ′q = Jq −
K∑
k=1
hkJk. (3.33)
So, for the present case of a simple fluid, the thermodynamic fluxes are given by
Ji = J
′
q, J1, . . . , JK−1, (3.34)
whilst the thermodynamic forces are given by
Xi = −∇T
T 2
,
{∇ (µ1 − µK)}T
T
, . . . ,
{∇ (µK−1 − µK)}T
T
. (3.35)
This simple system is therefore fully described by K independent force-flux pairs.
For a mixture containing only two components, the system reduces to two pairs
of fluxes and forces: a diffusion flow, driven by the gradient of the difference
between the chemical potentials of the two components, and a heat flow, driven
by the temperature gradient. The resulting Onsager relations are given by
J1 = Ldd
{∇ (µ1 − µ2)}T
T
− Ldt∇T
T 2
,
J ′q = Ltd
{∇ (µ1 − µ2)}T
T
− Ltt∇T
T 2
.
(3.36)
Here, the subscripts d and t stand for diffusion and temperature respectively. The
so-called cross effects in this case are straightforward: a temperature gradient
gives rise to a diffusion flow whilst a chemical potential gradient leads to a heat
flow. These equations will provide a basis for comparison in the next section.
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3.3 Nematic fluids
A membrane is made up of lipids which do not behave like simple point-like par-
ticles. In general, lipids are long thin molecules which can be thought of as sym-
metric about their long axis. As a first step to approximating their behaviour,
consider extending LNET from isotropic fluids to anisotropic fluids i.e., from
point-like particles to rod-like particles. The rheology of such complex mixtures
has been explored extensively within the field of liquid crystals [95, 100, 101].
Indeed, the classical equations of nematohydrodynamics were developed in the
sixties and are often referred to as Ericksen-Leslie theory [76, 77]. In order to
characterise a fluid of such rod-like molecules, a vector nˆ—the director—is in-
troduced which gives the local orientation of molecules. In the language of the
previous section, the director is an average over all orientations in each small
sub-system but is considered continuous on the scale of the system.
Recalling Chap. 1, it is also important to highlight that this approach is only
valid for the so-called fluid phase of nematic mixtures. That is, the temperature
is considered high enough that the effects of regular ordering and frustration can
be ignored.
With the above in mind, imagine a piece of nematic material which is close to
equilibrium in the sense described earlier. In this case, the Gibbs relation (3.21)
will contain as yet unknown terms relating to the nematic properties of the fluid
and may be modified in the following way
Tds = du+ pdν −
K∑
k=1
µkdck − {dg}T, p, ck . (3.37)
As before, the dynamical behaviour of the system is characterised by the rate
of entropy production. Remembering the form of the entropy balance equa-
tion (3.14), it is usual to take the time derivative of the Gibbs relation (3.37) and
multiply by the mass density ρ:
ρT
ds
dt
= ρ
du
dt
+ ρp
dν
dt
− ρ
K∑
k=1
µk
dck
dt
− ρ
{
dg
dt
}
T, p, ck
. (3.38)
Following the approach outlined for simple fluids, one may then use conservation
laws in order to identify the relevant forces and fluxes. However, as will be shown,
a general analysis of the anisotropic term {dg}T, p, ck leads to a consideration of
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friction. As a result, it is necessary to briefly review the previous treatment of
simple fluids with the aim of including such effects. The general equation of
motion for a fluid is given by
ρ
dv
dt
= −∇ · P, (3.39)
where P is the stress tensor. Assuming that the constituents of the fluid are
inelastic it is natural to decompose the pressure tensor into a hydrostatic part p,
and a tensor Π, such that
P = pI+ Π, (3.40)
where I is the identity matrix. In general, Π and therefore P are not symmetric.
Taking this into account, local conservation of internal energy becomes [70]
du
dt
=
dq
dt
− 1
ρ
Π : (∇v)T − dν
dt
. (3.41)
Here, ∇v is a tensor representing the nine variables ∂vi/∂xj, where subscripts
i and j are Cartesian components in three dimensions. The colon is used to
represent a dyadic product—the trace of an interior product—and a superscript
T denotes the transpose. In component form the term Π : (∇v)T is written as
Πij∂ivj, where, as usual, the sum is implicit for repeated indices. Using conser-
vation of heat and conservation of mass—Eqs. (3.25) and (3.23) respectively—it
follows that
ρT
ds
dt
= −∇ · Jq − Π : (∇v)T +
K∑
k=1
µk∇ · Jk − ρ
{
dg
dt
}
T, p, ck
. (3.42)
With friction now included, the nematic contribution in this equation is given
by the term ρ{dg/dt}T, p, ck . In order to express this term in a more meaningful
way, the standard Ericksen-Leslie approach can be taken. That is, one assumes
that the specific Gibbs energy has the form
g = g (ρ, n, ∇n, T, p, c1, . . . , cK) . (3.43)
Here, as before, ∇n represents the nine variables ∂ni/∂xj. Indeed, in anticipa-
tion of the calculation to come, the notation can be further simplified by using
the shorthand ∂i ≡ ∂/∂xi: where the first derivatives of the components of the
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director are now written ∂jni. In component form
ρ
{
dg
dt
}
T, p, ck
= ρ
∂g
∂ρ
dρ
dt
+ ρ
∂g
∂ni
dni
dt
+ ρ
∂g
∂ (∂inj)
d (∂inj)
dt
. (3.44)
At this point, it is useful to recall that all variables are functions of position and
time and therefore
dni
dt
=
∂ni
∂t
+ vj∂jni, (3.45)
d (∂inj)
dt
= ∂i
(
∂nj
∂t
)
+ vl∂l∂inj, (3.46)
and
dρ
dt
=
∂ρ
∂t
+ vi∂iρ. (3.47)
Using Eq. (3.45) the explicit occurrence of ∂ni/∂t in Eq. (3.46) may be eliminated
in favour of the total derivative dni/dt and gradient terms of the form ∂jni.
d (∂inj)
dt
= vl∂l∂inj + ∂i
(
dnj
dt
)
− ∂i (vl∂lnj) . (3.48)
This manoeuvre will aid in grouping like-terms which occur in Eq. (3.44). Before
doing so, it is also helpful to implement the condition for conservation of mass
∂ρ
∂t
+ ∂i (viρ) = 0, (3.49)
=⇒ dρ
dt
= −ρ∂ivi. (3.50)
The two results (3.50) and (3.48) may be substituted into Eq. (3.44) to give
ρ
{
dg
dt
}
T, p, ck
=− ρ2∂g
∂ρ
∂ivi + ρ
∂g
∂ni
dni
dt
+ ρ
∂g
∂ (∂inj)
vl∂l∂inj
+ ρ
∂g
∂ (∂inj)
∂i
(
dnj
dt
)
− ρ ∂g
∂ (∂inj)
∂i (vl∂lnj) .
(3.51)
As anticipated, it is possible to group like-terms in the above expression. However,
it is first necessary to re-write certain terms by manipulating derivatives in the
following way:
ρ
∂g
∂ (∂inj)
∂i (vl∂lnj) = vl∂i
(
ρ
∂g
∂ (∂inj)
∂lnj
)
− vl∂lnj∂i
(
ρ
∂g
∂ (∂inj)
)
, (3.52)
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and
ρ
∂g
∂ (∂inj)
∂i
(
dnj
dt
)
= ∂i
(
ρ
∂g
∂ (∂inj)
dnj
dt
)
− ∂i
(
ρ
∂g
∂ (∂inj)
)
dnj
dt
. (3.53)
Finally, these results can be combined to give
ρ
{
dg
dt
}
T, p, ck
=− ρ2∂g
∂ρ
∂ivi + ρ
∂g
∂ni
dni
dt
+ ∂i
(
ρ
∂g
∂ (∂inj)
dnj
dt
)
− ∂i
(
ρ
∂g
∂ (∂inj)
)
dnj
dt
+ vl∂i
(
ρ
∂g
∂ (∂inj)
∂lnj
)
− ∂i
(
ρ
∂g
∂ (∂inj)
vl∂lnj
)
,
(3.54)
where it is useful to make the following definitions:
(i) The molecular field :
hj ≡ ρ ∂g
∂nj
− ∂i
(
ρ
∂g
∂ (∂inj)
)
, (3.55)
which quantifies how the specific Gibbs energy changes in response to
changes in the director.
(ii) The distortion stress:
Πdij ≡ ρ
(
∂g
∂ (∂inl)
)
∂jnl + ρ
2∂g
∂ρ
δij, (3.56)
which describes the force per unit area arising as a result of deformations
which move the relative positions of the molecules but keep the director
fixed.
(iii) The nematic flux:
Jnemi ≡ ρ
g
∂ (∂inj)
dnj
dt
, (3.57)
which characterises changes occurring to the director.
For further detail regarding these definitions the reader is referred to Refs. [76,
95]. However, it is worthwhile noting that the definitions used here differ to those
of Ericksen and de Gennes by a minus sign. This is due to the sign convention
for general stresses which is chosen here to be consistent with [70] i.e., such that
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P is positive when an applied stress is in the opposite direction to the normal.
Using the above definitions, Eq. (3.54) becomes
ρ
{
dg
dt
}
T, p, ck
= hi
dni
dt
− Πdij∂ivj + ∂iJnemi , (3.58)
or, in vector notation
ρ
{
dg
dt
}
T, p, ck
= h · n˙− Πd : (∇v)T +∇ · Jnem, (3.59)
where the time derivative of the director has been abbreviated to n˙, and as before,
sans-serif font is used to identify a tensor of second rank with a colon used to
indicate a dyadic product. Combining Eqs. (3.59) and (3.42) gives
ρT
ds
dt
= −∇ · (Jq + Jnem)− Π′ : (∇v)T +
K∑
k=1
µk∇ · Jk − h · n˙, (3.60)
where Π′ = Π−Πd is referred to as the viscous stress tensor. The above expression
can be considered the nematic analogue to Eq. (3.27). Therefore, by manipulating
derivatives it follows that
ρ
ds
dt
=∇ ·
(∑K
k µkJk − Jq − Jnem
T
)
− 1
T 2
(Jq + J
nem) · ∇T
− 1
T
Π′ : (∇v)T −
K∑
k=1
Jk · ∇
(µk
T
)
− 1
T
h · n˙.
(3.61)
Once again, it is possible to simplify this expression by using the result (3.31)
and the fact that all diffusion flows Jk are not independent. Comparison with the
relation for entropy balance—Eq. (3.14)—leads to the following identifications:
J s =
Jq + J
nem −∑Kk µkJk
T
, (3.62)
and
σ =
1
T 2
J ′′q · ∇T −
1
T
Π′ : (∇v)T − 1
T
K−1∑
k=1
Jk · {∇ (µk − µK)}T −
1
T
h · n˙. (3.63)
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Here, J ′′q is defined by
J ′′q ≡ Jq −
K∑
k=1
hkJk + J
nem = J ′q + J
nem. (3.64)
Moreover, it is possible to further simplify Eq. (3.63) by considering an additional
constraint which plays an important role in nematic media: conservation of an-
gular momentum. The details of the calculation are left to Appendix D, though
the result leads to the following modifications
σ =
1
T 2
J ′′q · ∇T −
1
T
Πs : (∇v)s − 1
T
K−1∑
k=1
Jk · {∇ (µk − µK)}T −
1
T
h ·N , (3.65)
where the superscript s denotes the symmetric part. That is, Πs and (∇v)s are the
symmetric parts of viscous stress tensor and velocity gradient tensor respectively.
Note that it is no longer necessary to specify the transpose of the velocity gradient
tensor as only the symmetric part is needed. In addition, Eq. (3.65) introduces
the vector
N ≡ n˙− 1
2
(ω × n) , (3.66)
where ω ≡ (∇× v) /2 is the vorticity of the fluid. The vector N can be in-
terpreted as the rate of change of the director with respect to the background
fluid.
For the case of a water-lipid mixture, the subscript k can take two values: l
for lipids and w for water. It then follows that
σ =
1
T 2
J ′′q · ∇T −
1
T
Πs : (∇v)s − 1
T
J l · {∇ (µl − µw)}T −
1
T
h ·N . (3.67)
At this stage, it seems that the next step would be to simply write down the
fluxes and forces contributing to Eq. (3.67). However, before doing so one must
be aware of the Curie principle. The Curie principle states that, in general, forces
and fluxes of different tensorial character do not couple. Heuristically, this is
plausible as the behaviour of, say, a vector, under symmetry operations—such as
rotations and translations—is different to a scalar, or indeed any tensor other than
those of rank one. For a detailed proof, the reader is referred to Ref. [70]. With
the Curie principle in mind, note that the dyadic product Πs : (∇v)s contains a
scalar multiplication between the traces of both tensors. To see this explicitly,
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consider the following quantities
Πs = Πst +
1
3
Tr (Πs) I, (3.68)
and
(∇v)s = (∇v)st +
1
3
∇ · vI, (3.69)
where the subscript t is used to indicate that a quantity is traceless. The dyadic
product then becomes
Πs : (∇ · v)s = Πst : (∇ · v)st +
1
9
Tr (Πs) (∇ · v) . (3.70)
This leads to the following form for the rate of entropy production
σ =
1
T 2
J ′′q · ∇T −
1
T
Πst : (∇v)st −
1
9T
Tr (Πs) (∇ · v)
− 1
T
J l · {∇ (µl − µw)}T −
1
T
h ·N .
(3.71)
Finally, by virtue of the Curie principal, the Onsager relations for a two component—
one point-like and on rod-like—mixture are given by three vector relations
J l =− Ldd{∇ (µl − µw)}T
T
+ Ldt
∇T
T 2
− Ldn h
T
,
J ′′q =− Ltd
{∇ (µl − µw)}T
T
+ Ltt
∇T
T 2
− Ltn h
T
,
N =− Lnd{∇ (µl − µw)}T
T
+ Lnt
∇T
T 2
− Lnn h
T
,
(3.72)
one tensor relation
Πst = −Lv
(∇v)st
T
, (3.73)
and one scalar relation
Tr (Πs)
3
= −Ls∇ · v
3T
. (3.74)
It is clear that the viscous stress tensor has now been de-coupled from the other
fluxes. This is helpful for drawing a comparison with the previous treatment
of simple fluids. That is, ignoring viscous forces, it is clear that the incorpo-
ration of a nematic component leads to only one additional force-flux pair—h
and N respectively—which couples to heat and diffusion flows. Furthermore, if
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Eqs. (3.72) are restricted to two-dimensions, they can be thought of as repre-
senting a monolayer. For this to be the case, it should be noted that since the
molecules of a monolayer are constrained to point in the normal direction, any
variation in the molecular field h , would be characterised by changes in curva-
ture. Assuming that temperature is kept constant, it is clear from the first of
Eqs. (3.72) that the flow of lipids relative to water is zero when the gradient of
the molecular field is balanced by differences in the chemical potential. More
heuristically, if the monolayer is bent—increasing the molecular splay in a cer-
tain area—then the system responds by increasing the concentration of lipids in
that area. Similarly, the opposite effect can be deduced from the third relation of
(3.72). That is, if a concentration gradient is imposed on a section of membrane
then it induces a compensating curvature.
3.4 Discussion
In summary, this chapter shows that LNET provides a wide framework for de-
scribing the near equilibrium behaviour of different types of systems. The explicit
results for a simple fluid give a flavour of force-flux relations and their implica-
tions. In order to characterise the behaviour of a fluid membrane which comprises
rod-like molecules, a nematohydrodynamic approach is needed. This provides a
mechanism for dealing with the extra degrees of freedom associated with a rod-like
shape. However, as will become apparent, extending this formalism to describe
the behaviour of a vesicle presents a significant challenge. It is for this reason
that no attempt has been made to explicitly incorporate a functional form—such
as that due to Helfrich, Eq. (2.2)—which quantifies the amphiphilic nature of the
molecules. Naively, one might expect that this arises naturally from Helfrich-like
terms in the specific Gibbs energy. It is certainly true that these terms contribute
to the molecular field h , though trying to properly account for the environment is
problematic. Recall the membrane models briefly reviewed in the Introduction.
There, molecules were assumed, a priori, to be arranged in bilayer fashion—
i.e., their average orientation was identified with the normal of the surface. The
obvious corollary of this—indicated previously—is that alignment flows result in
changes of curvature. This causes no problems for free membranes, but vesicles
are closed; their size and shape is intimately linked to other thermodynamic vari-
ables. For example, if the total curvature of the vesicle changes in such a way
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as to change the volume then the corresponding pressure change between the
interior and exterior must be taken into account. For this reason it is clear that
care must be taken in identifying the independent degrees of freedom of a vesicle
system as opposed to a free membrane.
In the next chapter the aim is to do just that. There, the thermodynamics of a
vesicle system—that is, a membrane plus its environment—is presented. In order
to formulate such a description, the theory of discontinuous systems is needed.
Furthermore, for the class of slowly growing vesicles considered here, it is argued
that a full nematohydrodynamic treatment is not necessary capture the essential
dynamics of the problem.
Chapter 4
Vesicles
Previously, the formalism of linear nonequilibrium thermodynamics was presented
in a way which culminated in a full nematohydrodynamic treatment of lipid-
water mixtures. Whilst such an approach provides an interesting insight into
the dynamics of free fluid membranes, there is no provision for incorporating
the closed nature of the bilayer and the corresponding effects (e.g., pressure) of
the surrounding fluid. In order to capture these aspects, a more appropriate
framework is that of discontinuous systems [70].
4.1 Discontinuous systems
For many problems, the system effectively comprises a small number of large
homogeneous (or uniform) regions typically separated by small heterogeneous re-
gions. In the classic example, outlined in Chap. 15 of Ref. [70], one considers two
large regions separated by a small capillary. The setup is shown in Fig. 4.1. The
relative sizes of the uniform regions are changed in order to induce a pressure gra-
dient across the capillary (usually by adjusting pistons, shown in gray, attached
to each large region). For such a system, it is assumed that the difference in
length scale between a uniform region and the capillary is representative of the
difference in scales between (extensive) thermodynamic variables associated with
each region. Furthermore, the system is taken to be sufficiently close to equilib-
rium that the time scales of processes occurring in each region are of the same
order. As such, the rate-of-change of thermodynamic variables in the capillary is
taken to be small on the scale of changes in the larger, uniform regions. Indeed,
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I III
II
Figure 4.1: Capillary system schematic. Variables in regions I and III are inde-
pendent of position but can change in time. By contrast, variables in the small
capillary—region II—are functions of position but constant in time. Region II is
said to be quasi-stationary.
formally, the capillary is taken to be vanishingly small on the larger scale, and the
system is said to be quasi-stationary. That is, thermodynamic quantities for the
region do not change with time. In this limit, local gradients of thermodynamic
variables now become singular at the capillary. For such discontinuous systems,
thermodynamic forces take the form of differences (rather than gradients) and
thermodynamic fluxes become total flows between homogeneous regions.
The application of discontinuous LNET to membrane systems has been stud-
ied previously [102–105], however the focus has been primarily on transport phe-
nomena with the membrane treated as a single discontinuity separating two re-
gions. The drawback of such an approach is that the structure of the membrane
is completely neglected. The result is that there is no formal way to incorpo-
rate the free surface aspect of the problem. That is, the interplay between the
surrounding fluid and shape changes of the membrane.
In this chapter, a different approach is proposed; the membrane is taken to be
a separate region of high lipid density—arranged in typical bilayer configuration—
with discontinuous transitions to uniform dilute water-lipid solutions on either
side. The idea is to provide a natural way to incorporate the effects of both
membrane transport and deformation.
4.2 Growth due to accretion
This section is concerned with the membrane itself, and the deformations which
occur during the process of growth due to accretion. It is assumed from the outset
that the bilayer is closed (i.e., a vesicle) and that the surrounding solution is
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I
Figure 4.2: Vesicle system schematic. The system is formed from two distinct
phases, dilute water-lipid solution and the lipid bilayer, which are partitioned
into three regions, the exterior, membrane and the interior, labeled I, II and
III, respectively. Thermodynamic variables in regions I and III are taken to be
independent of position; there are no diffusion flows, viscous flows, or chemical
potential gradients. Region II, the membrane, is considered to have reached
equilibrium in the sense that the molecules are arranged in the usual bilayer
configuration (shown in the exploded section): “tails” pointing inwards and long
axis orientated along the surface normal. Changes in the fluid resulting from
transport in and out of the membrane are assumed to be confined to very small
areas surrounding the membrane boundary, these areas are labeled IV and V and
are taken to be quasi-stationary. That is, state variables may vary with position
but on the timescale of changes experienced in regions I, II and III, they are
independent of time. The exterior is taken to behave like a large reservoir while,
by contrast, it is assumed that there is no net exchange of lipids between the
membrane and the interior.
sufficiently dilute that lipids only attach to the surface of the existing bilayer (and
do not form other aggregates). References [3, 106, 107] have previously considered
the aggregation of amphiphiles (lipids) for which the chemical potential of a given
species is taken to be a function of the aggregation number—that is, the number
of molecules of the same species in the local neighborhood. A similar mechanism
is implicitly considered here by assuming that any molecular preference to be part
of the bilayer, rather than part of the solution, is controlled by chemical potential
gradients.
Consider then the isolated system described in Fig. 4.2; no external forces
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act, no chemical reactions may take place and the temperature is taken to be
constant throughout. The boundaries of each region are characterised by the
outward normal, whereby all internal boundaries allow both heat and particle
transfer, but the external system boundary is adiabatic. Pressure is assumed
to be controlled by a piston, shown in grey, which allows heat but not particle
transfer. Choosing α = I, II, . . . , V to label the separate regions of the system,
the total mass contained in a region is given by
Mα ≡
∑
k
Mαk =
∑
k
∫
α
ρkdV, (4.1)
where ρk is the partial mass density, k is used to label components (lipid and
water respectively), and the integral is over the volume V of region α. With this
in place, it is possible to introduce the total mass flux of a component out of a
region
dMαk
dt
≡ −
∫
α
ρk
(
vk − vb
) · dA, ∀ α ∈ {I, II, III}, (4.2)
where vk is the partial velocity of component k, v
b is the velocity of the boundary,
and dA is the area element (aligned along the outward normal) of the surface Aα,
containing region α. For external boundaries, the usual “no-slip” condition ap-
plies: v = vk = v
b. However, in a departure from Ref. [70], internal (permeable)
boundaries are permitted to move in order to incorporate the effects of vesicle
deformation.
The approach is to consider a separation of timescales between the changes
which occur to the membrane and the dynamics of the surrounding fluid. Both
the interior and exterior regions are assumed to equilibrate on a timescale much
smaller than vesicle growth—that is, they are taken to be uniform. Physically,
such an assumption is plausible if the rate of lipid accretion is sufficiently slow.
There are undoubtedly far from equilibrium regimes in which the vesicle is chang-
ing quickly enough for heterogeneous pressure differences to arise, but these sit-
uations are not considered in this thesis. Indeed, for the same reason, any flow
fields resulting from friction with the moving membrane are neglected. As a
result of these assumptions, local mass fluxes at the boundary to both regions
(interior and exterior) are taken to be independent of position. By contrast, the
membrane, however, is not uniform. As indicated in Fig. 4.2, the molecules are
assumed to be orientated in a bilayer fashion. Therefore, for any shape other than
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a sphere, the local configuration of lipids (e.g., molecular splay) has an angular
dependence. It is assumed that such differences do not mechanically affect the
flow of mass, either water or lipids, into or out of the membrane. Taking partial
velocities to be in the direction of the outward normal, local mass fluxes, given
by ρk
(
vk − vb
)
, are therefore assumed to be constant at the boundary to the
membrane region.
The relative configuration of lipids in the membrane is still considered impor-
tant thermodynamically. Indeed, for such a simplified description of vesicles—
with a uniform interior and exterior, driven by mass fluxes which do not vary at
different points on the membrane—it seems reasonable to expect that any dy-
namical behaviour (or shape change) will involve averaging some thermodynamic
quantity over the membrane. For example, two vesicles of different shapes, but
equivalent average molecular splay, are anticipated to undergo dynamics driven
by the same total flows between interior, exterior, and membrane regions. With
this in mind, confining the details to Appendix E, it is found that the total
entropy produced in the system is given by
σtot =
1
T
∑
k
III∑
α=II
(
µ¯Ik − µ¯αk
) dMαk
dt
, (4.3)
where µk is the chemical potential of component k and a bar above a variable
denotes the average value taken over the boundary to a region, in the sense that
x¯α ≡ 1
Aα
∫
α
xdA, (4.4)
for some thermodynamic variable x. Immediately, it is clear that µ¯αk = µk for α =
I and α = III. (The average over the boundary to region II is addressed below). It
should be noted that in order to reach the result (4.3), one important assumption
has been made: that the entropy produced due to the re-alignment of molecules as
the vesicle grows can be neglected. That is, the effects discussed at the end of the
third section of the previous chapter are assumed to be small. This is plausible
in the context of a stability analysis of deformations. Any such entropy produced
as a result of a small perturbation in the shape is proportional to thermodynamic
forces—such as chemical potential gradients, or, indeed, curvature gradients—
within the membrane. These gradients are considered negligible on the scale of
the surrounding fluid—i.e., pressure, or chemical potential differences across the
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membrane.
However, whilst the entropy produced by the membrane may be neglected,
the same cannot be said of the energy. Indeed, one might now ask: what role is
played by the energy which arises from lipid interactions in the membrane? In
order to answer this, we suppose that the internal energy averaged over the bound-
ary to region II (the membrane) is well-defined thermodynamically, in the sense
that u¯II = u¯II(s¯II, ν¯II, c¯IIl , c¯
II
w, ψ¯
II). Here, variables have their standard meanings—
cf. Sec. 3.2—and ψ ≡ Ψ/M is introduced as a specific extensive variable charac-
terising orientation dependent (in this case, amphiphilic) interactions. Dropping
superscripts for simplicity, this implies
du¯ = Tds¯− pdν¯ +
∑
k
µ¯kdc¯k + µ¯ψdψ¯, (4.5)
where µk is the chemical potential of component k and
µ¯ψ =
(
∂u¯
∂ψ¯
)
T, p, c¯k
. (4.6)
Note that for this system T¯ = T and p¯ = p. Assuming that the average specific
internal energy is homogeneous and of first order in the masses of each component
implies the average specific Gibbs energy may be written
g¯ =
∑
k
µ¯kc¯k + µ¯ψψ¯, (4.7)
that is, a sum of the usual free energy of a system with point-like constituents
and another term relating to the nematic nature of the molecules. As previously
mentioned, the choice is made to use the simplest macroscopic model of energy
associated with the orientation of lipids in a bilayer: that attributed to Helfrich.
Indeed, ignoring concentration dependent terms (and re-introducing superscripts
for clarity), comparison with Eq. (2.2) leads to the following identifications
µ¯IIψ = κ and ψ¯
II =
1
2lMAm
∫
m
(2H − C0)2 dA, (4.8)
as κ does not scale with the system size (i.e., it is intensive). In the above the
membrane is taken to be of constant thickness l, where the factor preceding the
integral comes from the fact that the Helfrich model is an integral over energy per
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unit area [108]. Note also that the factor of M comes from the fact that ψ is a
specific, or per unit mass, quantity. Here, in order to be consistent with membrane
model literature (see for example the early sections of Ref. [2] or Ref. [108]), the
previously defined “bar averaging” taken over the boundary to the membrane has
been replaced by an average over a surface bisecting the two layers of lipids Am,
the so-called neutral surface [108]. Furthermore, this approach is extended to all
thermodynamic variables: an average taken over the exterior of the membrane is
the same as an average taken over the neutral surface.
With this in place, it is now possible to examine how the chemical potential
in Eq. (4.3) depends on the other thermodynamic variables. Assuming the form
µ¯k = µ¯k(T, p, c¯l, c¯w, κ) it follows that
dµ¯k = ν¯kdp+ ψ¯kdκ+ {dµ¯k}T, p, κ, (4.9)
where temperature has been held constant and partial specific quantities ν¯k and
γ¯k are defined in the following way
ν¯k ≡
(
∂µ¯k
∂p
)
T, c¯i6=k, κ
, (4.10)
ψ¯k ≡
(
∂µ¯k
∂κ
)
T, p, c¯i 6=k
. (4.11)
However, Eq. (4.9) corresponds to a continuous system. For a discontinuous
system, it is useful to first define the difference notation (for some thermodynamic
variable x)
∆α, β x¯ ≡ x¯α − x¯β, ∀ α ∈ {I, II, III}. (4.12)
Once again following Ref. [70] it is now possible to write an equivalent expression
to Eq. (4.9) for small finite differences between regions:
∆α, β µ¯k = ν¯
β
k (∆α, β p) + ψ¯
β
k (∆α, β κ) + {∆α, β µ¯k}T, p, κ. (4.13)
Restating Eq. (4.3) using the above difference notation and then substituting
for Eq. (4.13) it can be seen that, for small deformations, the rate of entropy
produced will have contributions from pressure differences, energy differences
due to membrane deformation, and chemical potential differences. The resultant
expression may then be simplified by applying a number of assumptions which
4.2. GROWTH DUE TO ACCRETION 63
are valid for the type of vesicle system discussed here. Firstly, the mass of lipids
accreting to the membrane from the interior is negligible. That is, in contrast to
the exterior, the interior is not treated as a reservoir. Secondly, the membrane
thickness l is considered small on the scale of the system. This permits us to write
the volume of the membrane, to first order in small parameter l, as the area of
the surface which bisects the membrane multiplied by the thickness (i.e., V II =
lAm + O(l2)). Finally, it is assumed that both κ, the bending rigidity, and C0,
the spontaneous curvature, remain constant. For such a case, the average density
of lipids in the membrane and the average ratio of lipids between the inner and
outer layers must be unchanged. Therefore each new unit of mass added to
the membrane is assumed to increase the area of the surface which bisects the
membrane by a constant factor. The manipulations are left to Appendix E, where
it is shown that
Tσtot = ∆p
{
dV
dt
}
T, p, κ
−
{
dEm
dt
}
T, p, κ
+ γ
{
dA
dt
}
T, p, κ
, (4.14)
where γ is the surface tension and ∆p = pI−pIII is the pressure difference between
the exterior and interior. Here, the surface area A, the volume enclosed V , and
the bending energy Em are all defined in relation to a single mathematical surface
taken to bisect the two lipid monolayers.
It is worthwhile noting here that γ corresponds to the “interfacial free energy”
in the sense defined in Ref. [75]. That is, the change in free energy which results
from increasing (decreasing) the surface area by adding (removing) molecules at
constant density—cf. Eq. (E.23). This contrasts with increasing the surface area
by reducing the density of a fixed number of molecules. The resultant change
in free energy from such an approach is referred to as the “elastic free energy”.
Here, as with the majority of studies to date, the effects of elastic free energy are
neglected and the lipid bilayer is assumed to be effectively incompressible due to
the separation of energy scales between stretching and bending energies [2]. As
pointed out in Ref. [75], thermal fluctuations are thought to be more important
to studies of elastic free energy rather than the interfacial energy considered here.
4.2.1 Effective pressure and surface tension
The next chapter examines the stability of deformations away from a sphere
i.e., does a deformation grow or decay? In this context, it is possible to simplify
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Eq. (4.14) by appealing once again to the rationale used earlier when neglecting
the entropy contributions from molecular re-alignments within the membrane. It
is assumed that the rate of change in energy due to small membrane deformations
is a function of only two time-dependent variables: the surface area and volume
of the membrane. That is, changes in the energy of the membrane are dominated
by the addition of lipids to the surface or by changes in the pressure difference
across the membrane. This point is re-examined in more detail in Chap. 6. For
now, taking Em = Em(V, A), the rate of entropy production can be written in
terms of an effective pressure difference and effective surface tension. That is{
dEm
dt
}
T, p, κ
=
(
∂Em
∂V
)
A
{
dV
dt
}
T, p, κ
+
(
∂Em
∂A
)
V
{
dA
dt
}
T, p, κ
, (4.15)
which implies
Tσtot = (∆p)eff
{
dV
dt
}
T, p, κ
+ γeff
{
dA
dt
}
T, p, κ
, (4.16)
where
(∆p)eff = ∆p−
(
∂Em
∂V
)
A
, (4.17)
and
γeff = γ −
(
∂Em
∂A
)
V
. (4.18)
Equation (4.16) identifies the rate of entropy production for a vesicle as a sum of
two pairs of forces and fluxes: the flow of volume into the vesicle, coupled to a
modified pressure difference across the membrane, and, the rate of area increase of
the membrane (due to accretion of lipids), which is coupled to an modified surface
tension. At this stage, the usual linear constitutive relation between the forces
and fluxes (3.19) may be invoked. Making contact with Chap. 2—cf. Eq. (2.11)—
the volume flux is written as
1
A
{
dV
dt
}
T, p, κ
= Lp (∆p)eff + Lγγeff , (4.19)
where Lp and Lγ are Onsager coefficients defined “per unit area” following the
convention of the initial papers detailing the theory of hydraulic conductivity
[83, 84].
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4.3 Discussion
Linear nonequilibrium thermodynamics of discontinuous systems can be used to
effectively describe the dynamics of a vesicle growing due to accretion. This chap-
ter provides a systematic approach to identifying the forces and fluxes for such
a system. Under given conditions this description may be reduced to the study
of two-dimensional surfaces whose volume changes according to Eq. (4.19). Fur-
thermore, it has been shown that under physical assumptions, such a treatment
recovers the constitutive equations initially set out in Chap. 2.
Indeed, the thermodynamic analysis is this chapter is far more extensive than
Chap. 2, and as such it is not easy to compare the two approaches. This is
especially true of the identification of the various contributions to the entropy. In
Chap. 2, the fluxes and forces were identified largely through physical arguments
and from the work of Kedem and Katchalsky [83, 84]. Simple thermodynamic
relations were used, but only to show that the term involving the membrane
energy could be absorbed into effective forces. By contrast, here the membrane is
considered to be a separate region and the forces and fluxes are derived through
a rigorous application of LNET. As long as care is taken to give the correct
interpretation of the various contributions, both treatments agree, but with the
current chapter giving mathematical justification for the form of the dynamical
equations used in Chap. 2 that was not present in that discussion.
With the system reduced to variables defined on a two-dimensional surface, the
next chapter presents the geometry necessary to describe surface deformations.
The resulting perturbation theory is then used in Chap. 6 to examine the stability
of different deformations.
Chapter 5
Geometry
In this chapter, the formalism needed to describe surface deformations is out-
lined. The aspects of differential geometry required are given in many standard
textbooks (e.g., Ref. [33]), but fortunately they are also used (in part) for the
variational treatments which have been so prevalent in previous studies of vesicle
behaviour. The book by Ou-Yang et al. [42] gives a good account of the details
and the reader is referred to it for a discussion of the mathematical background.
For this reason, Ref. [42] forms the basis of the notation used below.
5.1 Two-dimensional surfaces
Consider a smooth two-dimensional surface embedded in three dimensions. All
points on the surface may be defined relative to a single point, the origin, by
a position vector r = r(u, v), where u and v parametrize the surface in some
arbitrary way. The tangent (vector) space associated with each point is then
spanned by vectors rl ≡ ∂r/∂ql, where l ∈ {1, 2}, with q1 = u and q2 = v. From
this starting point, the coefficients of the first fundamental form—or metric—are
defined as
glm ≡ rl · rm. (5.1)
The four numbers gij turn out to be very important for describing the geometry of
a surface. For any useful parametrisation, the tangent vectors are never co-linear
and therefore an inverse metric gij may be constructed such that gijgjk = δ
i
k, with
δik the Kronecker delta symbol. Here, the usual conventions of tensor calculus
have been used, namely: upper indices label components which transform in a
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contravariant way, whilst lower indices label those which transform in a covariant
way. Further information regarding these definitions can be found in many good
textbooks (e.g., Ref. [109]). The existence of an inverse metric is associated with
the fact that the determinant of gij is non-zero. The determinant is given by
g ≡ 1
2
εlpεmqglmgpq, (5.2)
where εij is an antisymmetric two-dimensional Levi-Civita symbol. The determi-
nant is used to define the surface area element
dA ≡ √gdudv, (5.3)
and the unit normal
nˆ ≡ r1 × r2√
g
. (5.4)
In order to quantify the curvature of a surface it is further necessary to de-
fine second derivatives rlm ≡ ∂2r/∂ql∂qm, where the coefficients of the second
fundamental form
Llm ≡ rlm · nˆ, (5.5)
allow contact to be made with Eq. (2.2) by writing
H ≡ −1
2
gijLij. (5.6)
Here, H ≡ (C1 + C2) /2 is the usual mean curvature—cf. Chaps. 1 and 2. A proof
of the standard result (5.6) is provided in Ref. [42]. However, for consistency
with Eq. (2.2) and the majority of membrane related literature, H is defined
here contrary to the usual convention of differential geometry, so that the mean
curvature of a sphere is positive, Hsphere = 1/R.
Finally, the volume enclosed by a general (genus zero) surface can be written
as an integral over that surface by using the pyramid rule. This rule specifies that
the total volume is obtained by summing up the volumes of infinitesimal pyramids
formed by the surface area element (the base) and the origin (the apex). The
area of a pyramid is given by one third of the area of the base multiplied by
the “height” of the apex (measured perpendicular to the base). For the general
shapes considered here, a small area element on the surface is not necessarily
perpendicular to r. However, since the surface area is infinitesimal, the area of
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Figure 5.1: Diagram showing the parametrisation of axisymmetric shapes.
the pyramid may be approximated by (r · dA) /3, which implies
dV ≡ 1
3
(r · nˆ)√gdudv. (5.7)
5.2 Axisymmetric deformations from a sphere
In Chap. 4, the role played by the lipid bilayer in the process of vesicle shape
change was shown to be characterised by the geometrical properties of a sin-
gle surface. Specifically, the relevant quantities are A, V , ξ1 ≡
∫
HdA, and
ξ2 ≡
∫
H2dA. One might ask: how do such quantities change as a result of
deformations? In order to answer this question in the most general way it is nec-
essary to use a great deal more geometry. Indeed, such a general theory of small
deformations is presented in the next section. For now, by way of an example, it
is helpful to focus on a restricted case: deformations which take spherical vesicles
to axisymmetric ones. Such axisymmetric shapes have been some of the most
studied in variational calculations, with both theoretical and experimental liter-
ature on the subject (see the review [2] and references therein). Building on the
basic setup outlined in the previous section it is easy to write down an explicit
form for shapes which are invariant under rotation about the z−axis. The chosen
parametrisation is shown in Figure 5.1: here, the generic surface parameters u
and v have been replaced by the familiar angles θ and φ, where 0 ≤ θ ≤ pi is the
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inclination, and 0 ≤ φ < 2pi is the azimuthal angle. In this case r is given by
r = ρ(θ)ρˆ+ k(θ)kˆ, (5.8)
where ρˆ = cosφiˆ+ sinφjˆ and where iˆ, jˆ, and kˆ are the unit vectors in the x, y,
and z directions respectively. Unnormalized tangent vectors are now given by
rθ = ρ
′(θ)ρˆ+ k′(θ)kˆ, and rφ = ρ(θ)φˆ, (5.9)
where a dash is used as shorthand for the derivative with respect to θ and φˆ =
− sinφiˆ + cosφjˆ. Using these definitions it is clear that gij is diagonal and
therefore the elements of the inverse metric are straightforward to calculate. Using
Eqs. (5.1), (5.2), and (5.4) it is a simple exercise to show that
√
g = ρ
[
(ρ′)2 + (k′)2
]1/2
, (5.10)
and
nˆ =
ρ′kˆ − k′ρˆ[
(ρ′)2 + (k′)2
]1/2 . (5.11)
Here, the explicit dependence on θ of functions ρ and k has been dropped for
simplicity. Using these results, the surface area element dA follows immediately,
whilst the volume associated with each surface element is given by
dV =
ρ
3
[kρ′ − k′ρ] dudv. (5.12)
Furthermore, the form of second derivatives rθθ, rθφ, rφθ, and rφφ can also be
calculated, from which it is seen that Lij is diagonal. Combining these results
with the elements of the inverse metric, it then follows from Eq. (5.6) that
H =
1
2
(
k′ρ′′ − k′′ρ′[
(ρ′)2 + (k′)2
]3/2 − k′
ρ
[
(ρ′)2 + (k′)2
]1/2
)
. (5.13)
With these local expressions in place, the total quantities A, V , ξ1, and ξ2
can now be found by integration. However, recall that the aim of this section is
to quantify the changes that arise when making the transition from a sphere. To
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this end, the functions ρ(θ) and k(θ) may be written as
ρ(θ) = R sin θ (1 + ²(θ)) , (5.14)
and
k(θ) = R cos θ (1 + ²(θ)) , (5.15)
where R is clearly the radius of a sphere and perturbation ²(θ)—considered small
on the scale of R—defines the resultant axisymmetric shape. Consider the surface
area A = 2pi
∫ pi
0
√
gdθ, this will serve as a template for calculating V , ξ1, and ξ2:
the details of which are confined to Appendix F. Substituting Eqs. (5.14) and
(5.15) into Eqs. (5.3) and (5.10) gives
A = 2piR2
∫ pi
0
dθ sin θ
[
1 + 2²+ ²2 +
1
2
(²′)2 +O (²4)] , (5.16)
where the explicit θ-dependence of ² has been dropped, and, as before, ²′ = d²/dθ.
Here, terms of order greater than ²3 have been ignored, a choice that will be
justified in the next section. Integrating the fourth term on the right-hand side
gives ∫ pi
0
dθ sin θ (²′)2 = −
∫ pi
0
dθ sin θ
[
²Lˆ2θ²
]
, (5.17)
where
Lˆ2θ ≡
1
sin θ
d
dθ
(
sin θ
d
dθ
)
, (5.18)
is the θ-dependent part of the total angular momentum operator in spherical polar
coordinates. Equation (5.16) may now be computed by exploiting the properties
of this operator. Specifically, ² can be expanded in the eigenfunctions of Lˆ2θ, the
zonal harmonics:
² (θ) = ε
∞∑
l=2
alYl (θ) . (5.19)
The zonal harmonics Yl (θ) are the usual spherical harmonics with m = 0. The
scale or size of the perturbation ε is taken as a common factor of coefficients al.
For the purposes of this analysis it is assumed that a0 = a1 = 0 as infinitesimal
perturbations of the form Y0(θ) and Y1(θ) correspond to spherical growth and
translation respectively [110]. Using the properties of the zonal harmonics [98]
2pi
∫ pi
0
dθ sin θ Yl1(θ)Yl2(θ) = δl1l2 , (5.20)
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and
Lˆ2θYl(θ) = −l(l + 1)Yl(θ), (5.21)
it follows that
A = 4piR2 + ε2R2
∞∑
l=2
a2l
[
1 +
1
2
l(l + 1)
]
+O(ε4). (5.22)
As mentioned earlier, similar steps can be taken to write perturbative expressions
for ξ1, ξ2, and V , however, in contrast to Eq. (5.22), these results are cumbersome
as they contain terms of third order in ε. For example, the simplest result, V, is
given by
V =
4
3
piR3 + ε2R3
∞∑
l=2
a2l + ε
3R
3
3
∞∑
l1=2
∞∑
l2=2
∞∑
l3=2
al1al2al3f(l1, l2, l3) +O(ε4), (5.23)
where f(l1, l2, l3) is related to the square of a Wigner 3-j symbol. The full details—
including results for ξ1 and ξ2—can be found in Appendix F.
5.3 General theory of small deformations
In the previous section, an axisymmetric surface was considered to be a deforma-
tion from a sphere by choosing to write parameters ρ(θ) and k(θ) in terms of the
radius of a sphere R, and a small perturbation ²(θ). This idea can be extended
to a more general perturbation theory, which allows the geometry of one surface
to be written in terms of an another surface and a small perturbation. In keeping
with the overall picture, the language used implicitly assumes that perturbation
is time dependent: taking an initial undeformed surface to a deformed surface
at a later time. In the absence of explicit parametrisations, geometric quantities
describing the deformed surface are distinguished by a tilde, whilst undeformed
counterparts—which are assumed to be known—remain as normal. More for-
mally, the setup is as follows. The vector field r = r (u, v) is used to define
the undeformed surface. This surface is then subject to a perturbation—also de-
scribed by a vector field—given by η = η (u, v), with η ¿ r for all values of u and
v. The resultant (deformed) surface is then simply defined by r˜ = r + η. This
approach is quite general, though it is clear that for consistency all surfaces must
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be smooth (differentiable) and of genus zero. Furthermore, whilst the perturba-
tion will vary at different points on the surface, it must still be small, in some
sense, everywhere. In order to proceed, the perturbation is assumed—without
loss of generality—to be in a direction normal to the undeformed surface, that is
r˜ = r + ηnˆ. (5.24)
The tangent space of the deformed surface is therefore spanned by the vectors
r˜i = ri + ηinˆ+ ηni. (5.25)
In order to better understand the first derivatives of the normal ni, it is useful to
elaborate on the ideas presented in Sec. 5.1. Firstly, since the normal is orthogonal
to the tangent vectors ri, it follows that
∂
∂qj
(ri · nˆ) = 0 =⇒ rij · nˆ = −ri · nˆj. (5.26)
Secondly, it is clear that since the normal is a unit vector, its derivative is re-
stricted to the tangent plane i.e., it is a linear combination of the ri. Formally,
this can be written as ni = A
j
irj, where the summation convention—repeated
indices are summed over—has been adopted and the Aji are, as yet, undefined
coefficients. (Note that the derivatives of the normal are not necessarily unit
vectors.) Substituting the definition for ni in terms of ri into Eq. (5.26) gives the
result rij · nˆ = −Akj gki. Recognising the coefficients of the second fundamental
form—cf. Eq. (5.5)—and contracting with the inverse metric gives
ni = −Lijgjkrk, (5.27)
which is referred to as the Weingarten formula [42]. Indeed, it is worthwhile
recognising that a similar approach may be taken for the vectors rij. Here, there
is no restriction to the tangent plane, which leads to the form
rij = Γ
k
ijrk + Lijnˆ, (5.28)
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where the coefficients Lij appear as expected, and it is easy to show that
Γkij =
1
2
gkl
[
∂ (gil)
∂qj
+
∂ (gjl)
∂qi
− ∂ (gij)
∂ql
]
. (5.29)
The Γkij are called Christoffel symbols and do not transform as a tensor, whilst
Eq. (5.28) is called the Gauss equation [42].
Returning to the concept of a general perturbation theory, it is once again
useful to focus on the surface area as a pre-cursor to other geometrical objects.
Recalling Eqs. (5.3) and (5.2) from Sec. 5.1 it is clear that the surface area element
is related to
√
g, which, in turn, is a function of the metric. Using Eq. (5.24) it
is a simple task to write down a form for the metric of the deformed surface:
g˜ij = (ri + ηi) · (rj + ηj)
= ri · rj + ηi · rj + ri · ηj + ηi · ηj
= gij − 2ηLij + (ηin− ηLipgpqrq) · (ηjn− ηLjlglmrm)
= gij − 2ηLij + ηiηj + η2LipgpqLqj,
(5.30)
where in the third line, the Weingarten formula has been used. Substituting this
result into Eq. (5.2) gives
g˜ =
1
2
εlpεmq
[
glmgpq − 2ηLlmgpq − 2ηLpqglm + glmηpηq + gpqηlηm + 4η2LlmLpq
+ η2glmLpig
ijLjq + η
2gpqLlig
ijLjm − 2ηLlm
(
ηpηq + η
2Lpag
abLbq
)
− 2ηLpq
(
ηlηm + η
2Llg
abLbm
)
+O(η4)
]
.
(5.31)
However, for symmetric matrices such as gij (and indeed Lij) the inverse is given
by the formula
gij = εilεjm
glm
g
, (5.32)
which implies
g˜ = g
[
1− 2ηLlmglm + glmηlηm + 4η2 l
g
+ η2gmlLlig
ijLjm
− 2 l
g
ηLijηiηj − 2 l
g
η3LlmLmag
abLbl +O(η4)
]
.
(5.33)
Writing this in the form g˜ = g (1 + f(η)), where f(η) is small, it is clear that
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√
g˜ may be computed using the (generalised) binomial expansion—viz.
√
g˜ =
√
g [1 + f/2− f 2/8 + f 3/16 +O(f 4)]—to give the following
√
g˜ =
√
g
[
1− ηLijgij + 1
2
gijηiηj + η
2 l
g
− η l
g
Lijηiηj
+
1
2
η
(
Lijg
ij
)
glmηlηm +O(η4)
]
.
(5.34)
At this stage, it is helpful to introduce the following simplifying relations
gilLlmg
mj =
(
glmLlm
)
gij − l
g
Lpq
= −2Hgij −KLij,
(5.35)
=⇒ gilLlmgmjLij = 4H2 − 2K. (5.36)
These relations appear in Ref. [42] but without proof. They are a result of the
symmetric nature of both gij and Lij and can be shown to be true by writing out
all the necessary terms. As this procedure is tedious and not very instructive,
the details have been omitted here also. Applying the above to Eq. (5.34) gives
√
g˜ =
√
g
[
1 + η2H +
1
2
gijηiηj + η
2K − (Hgij +KLij) ηηiηj +O (η4) ]. (5.37)
This expression describes the surface area density (relative to a particular parametri-
sation) on a deformed surface in terms of undeformed (local) geometrical quan-
tities, and a perturbation η.
Here, for completeness, contact can be made with the discussion of neutral
surfaces in Chap. 1 and Appendix A. In that case, the area per molecule associ-
ated with the head and tail groups of a monolayer are expressed in terms of the
area per molecule on an intermediate surface: the neutral surface. Recall that
the definition of a neutral surface—see Appendix A—is such that it is a constant
distance δh away from the surface of molecular head groups, and a constant dis-
tance δt away from the surface of molecular tail groups. Therefore, replacing the
perturbation η by δh in the above, and ignoring terms higher than second order,
leads to an expression for surface of head groups in terms of the neutral surface,
Eq. (A.6). The area per molecule of the tail groups (A.7) is defined in a similar
way, though the distance δt comes with a minus sign as a result of its direction.
Using the approach outlined above, general perturbative expressions can also
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be constructed for the inverse metric gij, and coefficients of the second fundamen-
tal form Lij. It is then a straightforward but time consuming task to write down
a perturbative form for H. Moreover, it is also possible to write down a general
form for the volume element dV . Appendix G provides the details for calculating
both H and dV—with the results given by Eqs. (G.38)-(G.41) and Eqs. (G.44)-
(G.47) respectively. Note that, along with Eq. (5.37), these local quantities are
all that is required to construct expressions for A, V , ξ1, and ξ2. However, as will
be seen, it is not always possible to calculate the resultant integrals.
So far, all perturbative quantities have been taken to third order in small
parameter η. The reason for this is the way in which geometrical quantities
enter into the thermodynamics. In the previous chapter a vesicle was treated
as a discontinuous system in the linear regime. In the resulting constitutive
relations, the bending energy appears by way of the effective forces (∆p)eff and
γeff . More specifically, the relevant quantities are (∂Em/∂V )A and (∂Em/∂A)V—
cf. Eqs. (4.16)-(4.18). As will be discussed in the next chapter, a peculiarity of
the calculation is that, for the partial derivatives to be of order η, it is necessary
to take the bending energy—Eq. (2.2)—to third order.
5.4 General deformations from a sphere
The previous section saw the calculation of local quantities—such as dA, dV
and H—on a deformed surface. By contrast, the thermodynamics presented in
Chap. 4 shows that, under certain conditions, the system is characterised by the
total quantities A, V , ξ1, and ξ2. It is therefore necessary to integrate expressions
such as Eq. (5.37). Although this was possible analytically for the case of an
axisymmetric perturbation, in general, it is not possible. Whilst Eq. (5.37)—and
indeed Eqs. (G.38)-(G.41) and (G.44)-(G.47)—are still relevant for simulations,
here, the choice is made to focus on perturbations about a sphere. In this case,
the necessary integrals can be computed analytically and the hope is that any
characteristic behaviour of vesicles deforming in the linear regime can still be
identified. The expectation is that the form of the results is not too dissimilar to
the axisymmetric case. Indeed, it is possible to approach the problem in a similar
manner as the previous section: by choosing an explicit parametrisation for both
shapes. By way of an example, Appendix I gives the details of how to calculate
the mean curvature in this way (up to second order only). However, in order
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to exploit the general perturbation theory, the rest of this section is devoted to
applying those results to the special case of arbitrary deformations from a sphere.
For a sphere of radius R, the following expressions can be easily constructed:
gij =
(
R2 0
0 R2 sin2 θ
)
, (5.38)
and
Lij =
(
−R 0
0 −R sin2 θ
)
. (5.39)
From here, it is a straightforward task to write down the inverse metric and hence
show that the mean curvature is given by H = 1/R, as expected. Similarly, it
follows that the Gaussian curvature K = l/g is simply 1/R2. Recalling the form
of the perturbative expressions in the previous section, it is also helpful to note
that, for a sphere
Hgij +KLij = 0, and K = H2. (5.40)
Here, in keeping with the rest of the chapter, the calculation of the surface area is
presented in detail whilst the calculations of ξ1, ξ2, and V are given in Appendix
H. Now that the undeformed surface has an explicit parametrisation, there is
no need to use a tilde to distinguish a deformed surface from an undeformed
one. For example, substituting the spherical values above into the general per-
turbative from (5.37), the area density for a surface which is the result of a small
deformation to a sphere is given by
√
g = R2 sin θ
[
1 +
2
R
η +
1
2R2
(ηθ)
2 +
1
2R2 sin2 θ
(ηφ)
2 +
1
R2
η2 +O (η4)] .
(5.41)
The total surface area is calculated by integrating this expression over the un-
deformed surface: a sphere of radius R. In a similar fashion to Sec. 5.2, this
integral can be performed by replacing parameters u and v by angles θ and φ
where A =
∫ 2pi
0
dφ
∫ pi
0
dθ
√
g. The only difference to the case of axisymmetric per-
turbations is that
√
g is now a function of φ as well as θ. With this in mind, it
is helpful to first focus on integrating the third and fourth terms of Eq. (5.41).
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Here, it is apparent that each term can be integrated by parts, yielding
∫ 2pi
0
dφ
∫ pi
0
dθ sin θ (ηθ)
2 =
∫ 2pi
0
dφ
[
sin θηηθ
∣∣∣∣θ=pi
θ=0
]
−
∫ 2pi
0
dφ
∫ pi
0
dθ
[
η
∂
∂θ
(sin θηθ)
]
,
(5.42)
and ∫ 2pi
0
dφ
∫ pi
0
dθ
(ηφ)
2
sin θ
=
∫ pi
0
dθ
[
ηηφ
sin θ
∣∣∣∣φ=2pi
φ=0
]
−
∫ pi
0
dθ
∫ 2pi
0
dφ
[
η
∂
∂φ
( ηφ
sin θ
)]
.
(5.43)
The boundary conditions are simply that η (θ, 0) = η (θ, 2pi), and ηθ (0, φ) =
ηφ (0, φ) = ηθ (0, pi) = ηφ (0, pi) = 0. This means that the first term on the
right-hand side of both Eq. (5.42) and Eq. (5.43) is zero. Introducing the two-
dimensional Laplacian defined on the surface of a sphere
∇2 ≡ 1
R2 sin θ
∂
∂θ
(
sin θ
∂
∂θ
)
+
1
R2 sin2 θ
∂2
∂φ2
, (5.44)
it is straightforward to see that the sum of Eqs. (5.42) and (5.43) is given by
−
∫ 2pi
0
dφ
∫ pi
0
dθR2 sin θ
[
η∇2η] . (5.45)
Further drawing analogy with the previous section, it is clear that the pertur-
bation η is always co-linear to position vector r and therefore the identification
η = R² can be made i.e., ² is dimensionless. The total surface area is now given
by
A =
∫ 2pi
0
dφ
∫ pi
0
dθR2 sin θ
[
1 + 2²+
1
2
²Lˆ2²+ ²2 +O(²4)
]
, (5.46)
where the relation R2∇2 = Lˆ2 has been used, with Lˆ2 just the total angular
momentum operator. As before, ²—which is now a function of θ and φ—can
be expanded in the eigenfunctions of Lˆ2, the spherical harmonics. Details of
the spherical harmonics can be found in Ref. [98]. Using the standard notation,
they are given by Y ml (θ, φ), where the integer m takes values from −l to l. The
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expansion of ² is therefore written as
² (θ, φ) = ε
∞∑
l=0
l∑
m=−l
almY
m
l (θ, φ) . (5.47)
Here, the Spherical harmonics are complex valued functions such that (Y ml )
∗ =
(−1)mY −ml . In order that the perturbation ²(θ, φ) is real, the condition that
(alm)
∗ = (−1)mal(−m) must be imposed. In addition, the spherical harmonics are
orthogonal over the unit sphere∫ 2pi
0
dφ
∫ pi
0
dθ sin θY m
′
l′ (Y
m
l )
∗ = δll′δmm′ , (5.48)
with eigenvalues given by
Lˆ2Y ml = −l (l + 1)Y ml . (5.49)
Using these properties, it follows that Eq. (5.46) becomes
A = 4piR2 + ε2R2
∞∑
l=0
l∑
m=−l
|alm|2
[
1 +
1
2
l (l + 1)
]
+O (ε4) . (5.50)
By comparing this result with Eq. (5.22) it is clear that the incorporation of
extra φ-dependence in the perturbation leads to an extra sum over the integer m.
Here, the relationship between the two quantities is also clear. The two deformed
surfaces are equivalent in area if |al|2 =
∑l
m=−l |alm|2. Unfortunately, this simple
relationship does not hold for V , ξ1, and ξ2 as they involve third order terms
which have coefficients that depend explicitly on m. The results can be found in
Appendix H and are given by Eqs. (H.12), (H.13), and (H.18) respectively.
5.5 Summary
In this chapter and the associated appendices the mathematical techniques needed
to address shape changes have been outlined. Analytical results have been cal-
culated for two cases: axisymmetric deformations from a sphere, and general
(arbitrary) deformations from a sphere. The former is obviously a special case of
the latter, though the way in which the calculations have been presented is quite
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different. The overall approach was introduced by way of an explicit axisymmet-
ric parametrisation for θ-dependent deformations, whilst fully φ and θ-dependent
deformations were described as a special case of a general perturbation theory of
shape changes.
The next chapter goes on to use these perturbative expressions within the
thermodynamic framework set out in Chap. 4. The aim is to find analytical
expressions describing the stability of perturbations to a spherical vesicle.
Chapter 6
Stability
Using results from the previous chapter, the aim here is to determine when a
spherical vesicle becomes unstable and undergoes a shape change. It turns out
that stability questions of this kind do not require the full dynamics of the system
to be constructed and it is sufficient that only two variables are assumed to change
with time: R(t), the radius of the unperturbed sphere, and ε(t), which gives the
magnitude of the perturbation. The picture is the following. As a spherical vesicle
grows, it may be deformed by a small amount, which is defined by Eq. (5.47).
The geometry of the perturbation—specified by the set of coefficients alm—is
taken to be fixed (time-independent), but the size of the perturbation—specified
by ε(t)—is not. One may ask if there is a time (and so an R(t)) at which ε(t)
starts to increase with t, which signals an instability.
As mentioned briefly at the end of Chap. 2, comparisons may be drawn be-
tween the stability of growing vesicles and stability of other processes on growing
domains. Chapter 2 outlines the Jeans instability, for a spherical (interstellar)
gas cloud. Other examples include so-called crown formation in fluid dynamics.
There, the instability determines the number of droplets, or fingers, that are ob-
served as part of the familiar crown shape, which is produced by dropping a solid
object into a fluid (e.g., a ball into water). This is interpreted as a Rayleigh-Taylor
instability acting on the expanding rim of the crown shape [111]. Similarly, the
transition to fingered or labyrinth patterns when a ferrofluid droplet is subjected
to a time-dependent magnetic field may also be considered in the same set of
problems [112].
Before carrying out the required analysis, the growth mechanism needs to be
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specified. That is, the rate at which lipids are added to the membrane needs to be
quantified. The simplest assumption is that lipids attach themselves uniformly
over the surface at a constant rate λ, such that
dA
dt
= λA =⇒ A(t) = A(0)eλt. (6.1)
However, as described in Chap. 2, when using a growth law of the above form it
cannot be assumed that R(t) is independent of ε(t). As such, a more consistent
approach is required whereby the equations are expressed in terms of a new
variable r(t), defined as the radius of a sphere with equivalent surface area. In this
way, Eq. (6.1) directly controls the time dependence of r, and the thermodynamic
condition (4.19) can be used to find the time dependence of ε. In terms of the
new variable, the total surface area is now given by A = 4pir2. Comparison with
the previously calculated form for A—Eq. (5.50)—gives an expression for R in
terms of r and ε:
R = r
{
1− ε2 1
8pi
∞∑
l=2
l∑
m=−l
|alm|2
[
1 +
1
2
l(l + 1)
]
+O(ε4)
}
. (6.2)
This equation defines the transformation between variables and can be substi-
tuted into the expressions for ξ1 and V which were calculated in Appendix H—
Eqs. (H.12) and (H.18) respectively—to give the results (J.1) and (J.2). Note
that the form taken by ξ2—Eq. (H.13)—is independent of R and therefore re-
mains unchanged. With the explicit results of the variable change confined to
Appendix J, it is helpful to introduce a simplified system of notation such that
the geometric terms ξ1, ξ2, and V are written in the following way:
ξ1 = 4pir
[
1 + ε2ξ
(2)
1 + ε
3ξ
(3)
1 +O(ε4)
]
, (6.3)
ξ2 = 4pi
[
1 + ε2ξ
(2)
2 + ε
3ξ
(3)
2 +O(ε4)
]
, (6.4)
and
V =
4
3
pir3
[
1 + ε2V (2) + ε3V (3) +O(ε4)] , (6.5)
where the time dependence is contained solely in variables r(t) and ε(t).
At this stage it should be noted that the membrane energy (2.2) becomes
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Em = 2κξ2−2κC0ξ1+κC20A/2 when written in terms of the above variables. Re-
membering that V = V (r, ε), this implies that Em = Em(r, ε(r, V )) = Em(A, V ).
As such, the term {dEm/dt}T, p, κ, which arises in the thermodynamic analysis,
can indeed be separated into two terms—cf. Eqs. (4.14) and (4.15). That is,
the constitutive relation (4.19) is justified in the context of this stability analy-
sis. It is helpful to restate this linear relation here as it forms the basis of the
manipulations which follow. Explicitly writing out the so-called effective terms
gives
1
A
{
dV
dt
}
T, p, κ
= Lp
[
∆p−
(
∂Em
∂V
)
A
]
+ Lγ
[
γ −
(
∂Em
∂A
)
V
]
. (6.6)
Recall that the aim is to evaluate Eq. (6.6) for a particular perturbation
choice—deformations from a sphere—and under the condition of growth specified
by Eq. (6.1). In order to do so, the growth condition can be used to show that
dr/dt = λr/2, which, alongside Eq. (6.5), means that the left-hand side of the
above expression is given by
1
A
{
dV
dt
}
T, p, κ
=
λr
2
+
2
3
rV (2)ε
{
dε
dt
}
T, p, κ
+O(ε2). (6.7)
In order to calculate the right-hand side of Eq. (6.6) one must be mindful of the
variable change described above. In particular, the partial derivatives (∂Em/∂V )A
and (∂Em/∂A)V are now required in terms of r and ε. Here, it is useful to recall
Eqs. (2.28) and (2.29) of Chap. 2, where it is shown that the partial derivatives
can be written in the form(
∂Em
∂V
)
A
=
(
∂Em
∂ε
)
r
(
∂ε
∂V
)
r
, (6.8)
and (
∂Em
∂A
)
V
=
1
8pir
[(
∂Em
∂r
)
ε
+
(
∂Em
∂ε
)
r
(
∂ε
∂r
)
V
]
. (6.9)
As mentioned previously, it turns out that the membrane energy Em must be
taken to order ε3 to ensure that both Eqs. (6.8) and (6.9) have the contributions
of order ε which are required for the stability analysis. For example, consider
the partial derivative (∂Em/∂V )A. Writing the membrane energy in the form
Em = E
(0)
m + ε2E
(2)
m + ε3E
(3)
m +O (ε4), where the coefficients E(0)m , E(2)m , and E(3)m
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are functions of r, implies that(
∂Em
∂ε
)
r
= 2εE(2)m + 3ε
2E(3)m +O
(
ε3
)
. (6.10)
Similarly, it is clear from the definition (6.5) that(
∂V
∂ε
)
r
=
4pi
3
r3
[
2εV (2) + 3ε2V (3) +O (ε3)] . (6.11)
By inverting this last expression and multiplying by Eq. (6.10) it can be seen from
Eq. (6.8) that the first order term of (∂Em/∂V )A will involve E
(3)
m , the coefficient
of the membrane energy at third order. Indeed, this is also true for Eq. (6.9)
though it is not so easy to demonstrate in few lines. The full calculation—
to first order in ε—of both partial derivatives (∂Em/∂V )A and (∂Em/∂A)V is
left to Appendix J: the results are given by Eqs. (J.9) and (J.10) respectively.
Combining these results with Eq. (6.7), it is possible to use the relation (6.6) to
find conditions on the growth of the vesicle by equating terms of the same order
in epsilon.
6.1 Zeroth order: spherical growth
At zeroth order in ε—equivalent to spherical growth—the condition which arises
is given by
λr
2
= Lp
[
∆p− 2κ
r3
(
3
ξ
(2)
2
V (2)
+ C0r
)]
+ Lγ
[
γ − κ
2r2
(
C0r (C0r − 4)− 6 ξ
(2)
2
V (2)
)]
.
(6.12)
It can be seen from the definitions (6.4) and (6.5) that the terms proportional to
ξ
(2)
2 /V
(2) are dependent on the choice of the perturbation: something that should
not be the case for an ε = 0 condition. Therefore in order to make Eq. (6.12)
independent of perturbations it is necessary to impose the condition Lγ = 2Lp/r.
This is, the same identification which arose in Chap. 2 and leads to the same
equation for spherical growth in the linear regime, Eq. (2.19). Indeed, if lipid
accretion is “turned off” by setting λ = 0 then the equilibrium condition for
spherical vesicles is also recovered. In Chap. 2, the identification Lγ = 2Lp/r
was motivated by knowing the spherical equilibrium condition a priori. Here, the
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equilibrium result could have been derived independently by using the fact that,
by definition, the zeroth order result must not rely on perturbation choice.
6.2 First order
At first order in ε
dε
dt
= (Lγr − 2Lp) 27κ
4r4(V (2))2
[(
ξ
(3)
2 −
V (3)ξ
(2)
2
V (2)
)
− C0r
(
ξ
(3)
1 +
V (3)
3
)]
, (6.13)
which, after some manipulation, can be shown to be of the form
dε
dt
= − LγκC0
4r4
(
ξ
(2)
1
)2 (3ξ(3)1 + V (3)) (r − rc1)(r − rc2). (6.14)
Here, rc1 = 2Lp/Lγ, and
rc2 =
3ξ
(3)
2 ξ
(2)
1 + V
(3)ξ
(2)
2
C0ξ
(2)
1
(
3ξ
(3)
1 + V
(3)
) , (6.15)
are critical values of r(t)—the radius of a sphere with equivalent area—and corre-
spond to critical values for the surface area 4pir2c1 and 4pir
2
c2
respectively. Whether
the surface area of the vesicle is greater than, less than, or in between the two
critical values of the surface area, controls the sign of the right-hand side of
Eq. (6.14) and therefore whether a particular perturbation is stable or unstable.
Single mode perturbations
In order to understand the implications of Eq. (6.14) consider a simplified case:
perturbations which correspond to only one mode of the spherical harmonics,
i.e., ²(θ, φ) = εalmY
m
l (θ, φ). It can be seen from Appendix H that the necessary
expressions for ξ1, ξ2, and V are all related—at third order—to the quantity
F (l, l, l,m,m,m). However, from the properties of the Wigner 3-j symbols, F is
zero in this case unless m = 0. That is, third order terms ξ
(3)
1 , ξ
(3)
2 , and V
(3) are
zero for single mode perturbations which are not axisymmetric. Referring back to
Eq. (6.14), it is clear that such perturbations are therefore constant in time to first
order in ε. Setting m = 0, it should also be noted that F (l, l, l, 0, 0, 0) = f(l, l, l)
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is zero for odd values of l, i.e., perturbations which correspond to odd l are
constant in time for all radii. So, after very little analysis, it is clear that only
axisymmetric, single mode perturbations, which correspond to even values of l,
can give non-trivial results at first order in ε.
In order to investigate the stability of other shapes (e.g., those which are not
axisymmetric) the analysis must be taken to even higher orders of ε. Whilst this
is conceptually simple, the calculation is tedious and is therefore left for future
work. Indeed, at a heuristic level, it might have been anticipated that the stability
of harmonic perturbations which are not symmetric about θ = 0 is determined at
an order greater than those which are symmetric. That is, a better “resolution”
is needed to differentiate between shapes with lower symmetry.
As described above, the only single mode perturbation worth considering cor-
responds to ²(θ) = εalYl(θ), where l is an even number. Keeping this in mind,
the previous results (J.1), (F.15), and (J.2) are reduced to
ξ1 = 4pir
{
1− ε
2a2l
16pi
[2− l(l + 1)]
− ε
3a3l
32pi
f(l) [l(l + 1) (2− l(l + 1))] +O(ε4)
}
,
(6.16)
ξ2 = 4pi
{
1− ε
2a2l
16pi
[l(l + 1) (2− l(l + 1))]
+
ε3a3l
16pi
f(l) [l(l + 1) (2− l(l + 1))] +O(ε4)
}
,
(6.17)
and
V =
4
3
pir3
{
1 +
3ε2a2l
16pi
[2− l(l + 1)] + ε
3a3l
4pi
f(l) +O(ε4)
}
, (6.18)
respectively, where f(l) ≡ f(l, l, l). These quantities no longer contain a sum over
coefficients alm which makes interpreting the results of the analysis significantly
easier. Applying the previously defined shorthand notation— Eqs. (6.3)-(6.5)—to
the above, and then substituting into Eq. (6.14) gives
al
dε
dt
= − (r − rc1) (r − rc2)
2piLγC0κ
r4
g(l), (6.19)
where
rc2 =
20l(l + 1)− 6l2(l + 1)2
C0 (3l2(l + 1)2 − 6l(l + 1) + 8) , (6.20)
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and
g(l) =
f(l) (3l2(l + 1)2 − 6l(l + 1) + 8)
(2− l(l + 1))2 . (6.21)
It is helpful at this stage to introduce dimensionless quantities. The choice
is made to re-scale radii by a factor of C0 such that r¯ = C0r, r¯c1 = C0rc1 , and
r¯c2 = C0rc2 , whilst time is re-scaled to give τ = λt. Inserting this into the stability
condition (6.19) gives rise to a natural choice for re-scaling the Onsager coefficient
associated with surface growth: L¯γ = LγκC
3
0/λ. Also, noting that g(l) is always
positive, and r¯c2(l) is always negative, for l ≥ 2, it can be seen that for such
perturbations—corresponding to a single mode of the zonal harmonics—there is
only one critical surface area: 4pir2c1 . Taking this into account, Eq. (6.19) becomes
al
dε
dτ
= − (r¯ − r¯c1) (r¯ + |r¯c2|)
2piL¯γ
r¯4
g(l). (6.22)
In order to interpret this stability condition further, it is first necessary to
assume some typical values of the constants involved. The constant κ is estimated
to have a value of 10−19J [50], whilst C0 is taken to be 107m−1—such that C0r
is of order 1 for spherical vesicles with a radius of 100nm. The idea is that,
since spherical vesicles with radii of around 100nm are readily observed, it is
reasonable to assume that this corresponds to the energy minimum. When the
membrane energy is minimised H = 1/r = C0 and therefore the above value for
the spontaneous curvature may be deduced. For completeness, it should also be
noted that the presence of an electric field can lead to an effective change in the
constant C0 [113, 114], however such situations are not considered here. Following
Ref. [67], a value of 7.5 × 10−13ms−1Pa−1 is used for the hydraulic permeability
Lp. However, what is not known is a typical value for Lγ, the Onsager coefficient
linking surface tension to the rate of change in the volume of the interior. It is
possible to deduce an estimate for Lγ by recalling Eq. (6.6) and requiring that
the contributions which both pressure and surface tension terms make to the rate
of change of volume, must be of a similar order. More specifically, the argument
can be broken down in the following way.
(i) Firstly, for simplicity, the modifications due to the membrane energy can
be ignored when making order of magnitude estimates. That is, the partial
derivatives (∂Em/∂A)V and (∂Em/∂V )A are assumed to be zero. As a
result, all that is required is to estimate the order of magnitude of the
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pressure difference ∆p and surface tension γ.
(ii) Secondly, whilst an estimate of γ = 10−3Nm−1 is provided by Ref. [115],
estimating the pressure difference is less clear. Following Ref. [67], one may
ask: what is the pressure difference which maintains mechanical equilibrium
in a growing spherical vesicle? Using Eq. (2.19), the condition which must
be satisfied is given by
∆p =
λR
2Lp
+
C0κ
R2
(C0R− 2)− 2γ
R
. (6.23)
From here, it is possible to use an estimate for λ—along with those previ-
ously taken for C0, κ, γ, and Lp—in order to compute the pressure difference
needed to maintain equilibrium in a spherical vesicle of radius R = 100nm.
Taking λ = 10−4s−1 (the middle of the range proposed in Ref. [61]) gives
an estimate for the pressure difference of 0.1-0.01 bar.
(iii) Finally, it can then be argued from Eq. (6.6) that, for relevant processes,
the term Lγγ will be neither negligible nor significantly larger than the term
Lp∆p. Indeed, for the purposes of an estimate, the two terms are required
to be of the same order. Taking a pressure difference of 0.1 bar, this choice
implies that Lγ is of the order 10
−6s−1Pa−1.
As a check, one may calculate an order of magnitude for the re-scaled quantity L¯γ
using the values above. This leads to an order of magnitude for L¯γ of one. In ad-
dition, the dimensionless analogue for the hydraulic conductivity L¯p = LpκC
4
0/λ
may be calculated using these estimates, and takes the value 7.5.
With an approximate value for L¯γ in place, it is possible to plot curves which
show the stability of particular perturbations at different radii. Fig. 6.1 plots
dε¯/dτ against r¯, where ε¯ = alε (al > 0). Three specific perturbations are shown:
the zonal harmonics corresponding to l = 2, l = 4, and l = 6. The three
curves all cross the axis at r¯c1 = 2C0Lp/Lγ, which in the framework of estimates
discussed above is 15. Below this value, all modes are unstable—that is, dε¯/dτ
is positive—with lowest values of l being the most unstable i.e., growing at the
fastest rate. Above the critical point, all modes are stable (decay in time), with
lowest values of l decaying fastest. However, it should be noted that the inverse
is true for perturbations defined opposite to those discussed, that is al −→ −al.
These perturbations are stable beneath r¯c1 (with low l modes decaying fastest)
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Figure 6.1: Graph showing the growth of three separate perturbations to a spher-
ical vesicle at different radii. Three specific perturbations are shown: the zonal
harmonics corresponding to l = 2 (solid), l = 4 (dashed), and l = 6 (dotted). As
highlighted in the text, order of magnitude estimates for physical constants have
been used such that the dimensionless quantities L¯γ and L¯p are taken to be 1 and
7.5 respectively. In addition, coefficients al are taken to be positive.
and unstable above r¯c1 (with low l modes growing fastest).
Figure 6.1 also shows that the curves are asymmetric about r¯c1 . That is, the
scale of perturbation growth beneath the critical radius is much larger than the
scale of decay above the critical radius. Similarly, for al < 0, decay beneath r¯c1
is much larger than growth above r¯c1 . However, before a more comprehensive
analysis may be carried out, the estimates of the physical parameters used need
to be significantly improved. As such, a more detailed and quantitative discussion
of the implications of these results is left for future work.
Ellipsoidal deformations
One can ask whether Eq. (6.22) can be reduced to the previous results for (axisym-
metric) ellipsoidal deformations given in Chap. 2. In terms of the dimensionless
quantities introduced above, the stability condition in that chapter is given by
dε
dτ
= − (r¯ − r¯c1) (5r¯ + 6)
2piL¯γ
r¯4
15
28pi (c1 − a1) , (6.24)
where the parametrisation used to characterise (axisymmetric) ellipsoidal pertur-
bations may be written as
ρel = R (1 + a1ε) sin θ, (6.25)
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and
kel = R (1 + c1ε) cos θ. (6.26)
Here, the notation has been chosen to be consistent with Sec. 5.2 and Fig. 5.1: the
points on the surface which are an angle θ from the positive z-axis are a distance
ρel from the z-axis and kel from the x-y plane. Whilst this parametrisation is
different to Eqs. (5.14) and (5.15) it is still possible to compare the two at first
order in ². In order to do this, it is necessary to move to a common variable
chosen to be r, the radius of a sphere of equivalent area. Using Eq. (2.21) it is
clear that, to first order in ε, the surface area of an ellipsoid with parametrisations
(6.25) and (6.26) is given by
A = 4piR2
[
1 +
2
3
(2a1 + c1) ε+O(ε2)
]
. (6.27)
Setting A = 4pir2 gives
R = r
[
1− 1
3
(2a1 + c1) ε+O(ε2)
]
, (6.28)
which can be substituted back into Eqs. (6.25) and (6.26) to give
ρel = r
[
1 +
1
3
(a1 − c1) ε+O(ε2)
]
sin θ, (6.29)
and
kel = r
[
1− 2
3
(a1 − c1) ε+O(ε2)
]
cos θ. (6.30)
Here, the radial distance to a point on the surface of the deformed shape (ellipsoid)
is given by√
(ρel)
2 + (kel)
2 = r
[
1 +
1
3
(c1 − a1) ε
(
3 cos2 θ − 1)+O(ε2)] , (6.31)
where taking Y2(θ) =
1
4
√
5
pi
(3 cos2 θ − 1) [98] this may be re-written as
√
(ρel)
2 + (kel)
2 = r
[
1 +
4
3
√
pi
5
(c1 − a1) εY2(θ) +O(ε2)
]
. (6.32)
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With this in place, recall the general axisymmetric parametrisation set out earlier
in Sec. 5.2. That is, noting from Eq. (6.2) that R = r [1 +O(ε2)], Eqs. (5.14)
and (5.15) may be written as
ρ = r
[
1 + ²(θ) +O(ε2)] sin θ,
k = r
[
1 + ²(θ) +O(ε2)] cos θ, (6.33)
where the reader is reminded that the function ²(θ) is of order ε. From here,
it follows from the calculation of
√
ρ2 + k2 that the two parameterisations are
equivalent to first order in ε if
²(θ) =
4
3
√
pi
5
(c1 − a1) εY2(θ), (6.34)
which implies
a2 =
4
3
√
pi
5
(c1 − a1) . (6.35)
Substituting this expression for a2 into Eq. (6.22) and using the facts that g(2) =
(5/7)
√
5/pi, and r¯c2(l = 2) = −5/6, the stability condition (6.24) for ellipsoidal
deformations can be recovered.
6.3 Discussion
In summary, a stability analysis has been performed by inserting the results of
the perturbation theory—set out in Chap. 5—back into Eq. (6.6) along with an
extra constraint, that the growth due to accretion is proportional to the surface
area.
Following a variable change which ensures that the degrees of freedom are
independent, the stability of deformations to a spherical vesicle can be analysed
using Eq. (6.13). Progress can be made analytically by considering only defor-
mations which correspond to a single mode of the spherical harmonics. Indeed,
it turns out that in this case, the fact that perturbations were calculated to third
order in small parameter ε restricts the analysis to harmonics which are axisym-
metric. The results are shown in Fig. 6.1. Here, a growing sphere is seen to be
unstable to perturbations below a critical radius rc1 , and stable above it. Fur-
thermore, the stability of such perturbations is related to the value of l which
corresponds to a particular zonal harmonic. Harmonics with lower l are more
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unstable than those with higher l.
One might ask: what is the origin of the critical radius rc1? The answer
can be attributed to the conflicting behaviour, at first order in ε, of the terms
(∂Em/∂V )A and (∂Em/∂A)V , which arise in Eq. (6.6). Appendix J shows how to
calculate these partial derivatives in terms of the simplified notation introduced
in Eqs. (6.3)-(6.5). Indeed, it is useful to use the same scheme to write(
∂Em
∂V
)
A
=
(
∂Em
∂V
)(0)
A
+ ε
(
∂Em
∂V
)(1)
A
+O (ε2) , (6.36)
and (
∂Em
∂A
)
V
=
(
∂Em
∂A
)(0)
V
+ ε
(
∂Em
∂A
)(1)
V
+O (ε2) . (6.37)
The explicit results for the above partial derivatives are given by Eqs. (J.9) and
(J.10) respectively, though the first order terms can be written in more transpar-
ent way by making two modifications. Firstly, both expressions can be simplified
by using the definition of rc2 given by Eq. (6.15). Secondly, it is important to
make the appropriate simplifications for the fact that only single mode, axisym-
metric perturbations, where l ≥ 2, are being considered. As discussed previously,
this second point implies that rc2 is always negative. Furthermore, it also helps
to recognise that for l ≥ 2, the quantities ξ(3)1 and V (3) are positive, whilst V (2)
is negative. Taking all this into account, the first order coefficients for partial
derivatives (∂Em/∂V )A and (∂Em/∂A)V are given by(
∂Em
∂V
)(1)
A
=
3κC0
r3|V (2)|
(
|ξ(3)1 |+ |V (3)|
)
(r + |rc2|) , (6.38)
and(
∂Em
∂A
)(1)
V
= − 3κC0
2r2|V (2)|
(
|ξ(3)1 |+ |V (3)|
)
(r + |rc2|) = −
r
2
(
∂Em
∂V
)(1)
A
, (6.39)
respectively. In particular, the sign difference between these two quantities is
important. For example, Eq. (6.38) is positive, which, by virtue of the constitutive
equation (6.6), leads to a decrease (at first order) in the flux of water entering the
vesicle. By contrast, the sign of Eq. (6.39) shows that an increase in surface area
gives rise to an increase (at first order) of the water flux across the membrane.
In addition to this, both of Eqs. (6.38) and (6.39) change with variable r,
92 CHAPTER 6. STABILITY
which is related to the surface area by A = 4pir2. At very low values of r, the
dominant term is (∂Em/∂V )
(1)
A . As r increases the two terms converge until they
are equal. This critical point corresponds to rc1 . For all values of r greater than
rc1 , the term (∂Em/∂A)
(1)
V has the larger contribution of the two.
The combined effect of the last two paragraphs is that for surface areas below
a critical value—i.e., r < rc1—LNET dictates that the perturbations behave in
order to decrease the rate of change of volume (per unit area) of the vesicle. Above
the critical surface area, the opposite is true: the time-dependent behaviour of a
particular perturbation gives rise to an increase in the rate of change of volume
(per unit area) of the vesicle.
With this in mind, the last step is to ask whether a perturbation is stable
or unstable for deformations above and below the critical surface area. Since
V (2) is negative, it can be seen from Eq. (6.11) that an unstable perturbation—
i.e., positive {dε/dt}T, p, κ—corresponds to a decrease in the volume change per
unit area. Similarly, a stable perturbation, which is decaying in time, leads to an
increase in the volume change per unit area. At first glance this seems counter
intuitive. However, it helps to remember that the initial configuration of the
system is a sphere. That is, the shape which has a maximum volume to surface
area ratio. Any perturbation away from a sphere will therefore correspond to a
decrease in the volume per surface area.
Finally, as discussed earlier, it should be noted that changing the sign of the
perturbation (al −→ −al) inverts the lines plotted in Fig. 6.1. This simply has
the effect of changing the signs of Eqs. (6.38) and (6.39) and hence the sense of
the above arguments. This also means that if a vesicle was subject to random
fluctuations then it is unstable for all radii other than rc1 .
In the next chapter these results are analysed in light of any assumptions
which have been made and also within the framework of current experimental
studies. Also, a possible microscopic mechanism is proposed, which explains
the non-trivial behaviour predicted by the model. The study concludes with a
discussion of potential avenues for improvement and further work.
Chapter 7
Conclusions
Vesicles play a very important role in many areas of science: the primary area
of study is biology [10, 11], although there is a significant amount of research
associated with commercial applications such as drug delivery, cosmetics and
agriculture [9]. If this is combined with the fact that a bilayer can be considered a
template for almost all biological membranes [12], then the argument for studying
vesicles is a compelling one. However, there are many aspects of vesicle behaviour
which are not captured by the two main mathematical approaches currently in
use, namely variational (equilibrium) techniques [2] and shear flow analysis [51–
53]. In particular, the work presented here is motivated by the conjecture that
vesiculation is an important phenomenon for the formation of primitive cells
[1, 13, 14]. In that case, vesicle growth is driven by the accretion of lipids to the
membrane: a manifestly out of equilibrium processes which is poorly understood.
This thesis demonstrates that analytical progress can be made if sufficient care
is taken with the mathematical modelling. More specifically, the purpose of this
work is two-fold. Firstly, to systematically set up the thermodynamic description
of vesicle growth, and secondly, to analyse the stability of deformations: in par-
ticular, to determine when spherical vesicles are unstable to small axisymmetric
perturbations.
As a preliminary to a more detailed analysis, the initial approach taken in
Chap. 2 is to consider the simplest non-trivial case of vesicle deformations: those
which take a sphere to an ellipsoid. In that case, although the linear constitutive
equations of nonequilibrium thermodynamics are invoked, a detailed account of
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the thermodynamics is omitted in favour of simple heuristic motivation. Never-
theless, the results are encouraging. The stability of perturbations turns out to
depend crucially on the surface area of the initial vesicle. Specifically, spherical
vesicles are unstable for all values of the surface area, other than that given by
4pi (2Lp/Lγ)
2, where Lp and Lγ are Onsager coefficients for the pressure and sur-
face tension respectively. Furthermore, if the surface area is less than this value,
a spherical vesicle is unstable to a prolate ellipsoid, and if the surface area is
greater than 4pi (2Lp/Lγ)
2, a sphere is unstable to an oblate ellipsoid. Whilst
direct experimental evidence for this phenomenon is not available, results from
related experiments indicate that these predictions warrant further investigation
[94].
The analysis presented in Chap. 3 (and associated appendices) aims to lay
the foundations for a more rigorous thermodynamic approach. There, a brief
summary of LNET is provided alongside examples for a simple fluid. Taking
inspiration from Helfrich’s approach to writing-down the energy of a membrane,
the analysis is then extended to consider the dynamics of a fluid consisting of
nematic (or rod-like) particles: so-called nematohydrodynamics.
However, using this theory to describe vesicles rather than free membranes—
i.e., incorporating the effects of an aqueous environment—presents a significant
challenge. A more appropriate choice of formalism is presented in Chap. 4, it
is based on the concept of a discontinuous system as discussed by de Groot and
Mazur [70], although considerably elaborated for a vesicle system. It is assumed
that as lipids are incorporated into the membrane, the entropy produced—due
to the realignments of others—can be neglected. However, the energy change
that accompanies such accretion cannot be ignored. Indeed, the assumption of
the Helfrich form—Eq. (2.2)—replaces the complexity of the lipid bilayer by an
energy defined in terms of the geometrical properties of a single surface.
The implications of this thermodynamic approach are investigated by studying
the stability of vesicles which are growing due to accretion. In the context of
such a stability analysis, the energy is assumed to rely on two time-dependent
variables: the surface area A(t) and the volume enclosed V (t). Here, the entropy
produced is shown to be characterised by an effective pressure difference and
effective surface tension—cf. Eq. (4.19). The effective pressure is just the normal
pressure difference modified by the term (∂Em/∂V )A, and the effective surface
tension is the normal surface tension modified by the term (∂Em/∂A)V .
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The thermodynamic treatment described above reduces the problem to the
study of the dynamics of a surface which has an area A(t), encloses a volume
V (t) and is characterized by an energy Em(t), given by Eq. (2.2). The problem is
therefore geometrical in nature and the techniques of differential geometry may
be used. Indeed, a general approach to quantifying deformations is set out in
Chap. 5. The resulting perturbation theory is applicable to any smooth surface
with no particular symmetry properties. However, in order to make progress
analytically, it is necessary to restrict the initial surface to be a sphere.
When carrying out the stability analysis in Chap. 6, a peculiarity of the cal-
culation which has already been remarked on in Ref. [68] is that it is necessary
to develop the perturbation expansion to third order so that the growth rate of
ε(t) can be found to first order. This unfortunately makes the calculation more
complicated than might have naively been expected. Nevertheless, the present
analysis places no constraint on the nature of the perturbation, other than it is
small on the scale of the vesicle. This is in contrast to the preliminary treatment
given in Chap. 2 and Ref. [68]. There, it is explicitly assumed that the deformed
surface was an ellipsoid. However, the results presented in Chap. 6 are shown to
reduce to those of Ref. [68] for the case where the perturbation corresponds to
the l = 2 zonal harmonic.
In general, it is found that there are two critical radii at which changes in
stability occur. However, in the case when perturbations take the form of a single
zonal harmonic, only one of these radii is physical: that given by 2Lp/Lγ, where
Lp is the hydraulic conductivity and Lγ the Onsager coefficient corresponding
to changes in surface area due to lipid accretion. In order to quantify these
results, an estimate was made for Lγ using simple physical arguments. For a more
complete approach this phenomenological coefficient would need to be measured
experimentally. Using order of magnitude estimates it is shown that—under the
conditions of accretion proportional to surface area—spherical vesicles at radii
other than the critical radius are always unstable. Perturbations corresponding
to zonal harmonics of lowest l grow at the fastest rate (are the most unstable)
with modes corresponding to larger l becoming increasingly stable.
How can this behaviour be explained physically? In order to answer this
question it is helpful to focus on the example of ellipsoidal deformations. As
mentioned above, Sec. 6.2 demonstrates that the explicit Cartesian parametrisa-
tion of Chap. 2 is equivalent (to first order in ε) to choosing a perturbation which
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has the form of the second zonal harmonic Y2(θ). If the coefficient of this function
a2 is positive, then the perturbation takes a sphere to a prolate ellipsoid. If a2 is
negative then the perturbation corresponds to an oblate ellipsoid.
Consider the former case first (a2 > 0). At first order, the results are given
by the solid line in Fig. 6.1. This indicates that small perturbations are unstable
(grow in time) for all spheres below a critical surface area. In order to analyse
this behaviour, recall that the stability condition is a sum of two conflicting parts,
a direct effect relating to the effective pressure, which is given by Lp(∆p)eff ,
and a cross effect generated by an effective surface tension term, Lγγeff . The
contributions associated with these terms at first order are contained in the partial
derivatives (∂Em/∂V )A and (∂Em/∂A)V respectively.
With this in mind, a more physical interpretation follows from making two
observations. Firstly, that by calculating the first order contributions to the above
partial derivatives—given by Eqs. (6.38) and (6.39) respectively—it is clear that
both have a similar functional form and the only term to which both expressions
are proportional, and which also arises in the membrane energy, is ξ
(3)
1 . The
second observation is to notice that this quantity, ξ1 ≡
∫
HdA, the integrated
mean curvature, may be thought of as a measure of the overall molecular splay in
the membrane—cf. Helfrich’s original paper, Ref. [31]. With these two points in
mind, it follows that the total molecular splay of the molecules plays an important
role in stability of the system at first order.
For the particular case under consideration, the molecules in a membrane of
prolate ellipsoid shape are, on average, arranged in a more conical fashion (have
greater splay) than for a sphere with the same surface area. How this microscopic
picture affects the dynamics of the system may be better understood by looking
at each of the effective forces—(∆p)eff and γeff—in turn.
Temporarily ignoring the effects of surface tension, the standard linear equa-
tion for membrane transport relates the pressure difference between the interior
and exterior to the flux of water entering the vesicle [83, 84]. Since water is taken
to be incompressible, this is just the rate-of-change of enclosed volume with time
(per unit surface area). Recalling that the energy required to stretch the mem-
brane is orders of magnitude higher than the typical pressure difference, the model
assumes that the separation of the molecules along the neutral surface is fixed.
However, the vesicle surface is growing as a result of lipid accretion—according
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to Eq. (6.1)—and therefore the zeroth order condition gives an equation for me-
chanical stability. That is, given the rate of surface growth, one may calculate
the required pressure difference which ensures that enough water is entering the
vesicle.
At first order, the vesicle shape is no longer restricted to be a sphere and, in
this example, perturbations correspond to a prolate ellipsoid. Using the micro-
scopic picture described above, it is clear that the greater the conical configuration
of the lipids, the less water may flow across the membrane. As a result, a prolate
perturbation leads to a reduction in the inflow of water, and therefore a reduction
in the rate at which the volume increases. In order that this effect may be ac-
commodated alongside surface growth, the vesicle deforms to a shape which has
a smaller volume to surface area ratio, an even more prolate ellipsoid. This then
causes a further decrease to the inflow of water and, in this way, the first order
contribution of the effective pressure gives rise to (prolate ellipsoid) perturbations
which grow with time (are unstable).
By contrast, the surface tension (or, more accurately, the interfacial free en-
ergy) gives a measure of how easily molecules can be adsorbed into the surface. If
the average molecular splay is high, then it is easier for molecules to incorporate
themselves. If an increased number of molecules are attaching to the surface,
then the rate of surface area growth is increased with respect to volume growth,
and a vesicle will evolve back towards a sphere—the shape of maximum surface
area to volume ratio.
The idea that the form of Fig. 6.1 arises from different aspects of the same
physical property is certainly plausible given the similar functional form of the
first order contributions to (∆p)eff and γeff— Eqs. (6.38) and (6.39) respectively.
Indeed, apart from a factor of 2, the only difference between the two expressions
is the sign and the dependence on r, the radius of a sphere of equivalent surface
area. As it turns out, at low values of r the dominant effect is that the conical
arrangement of lipids blocks the inflow of water, and so perturbations are unsta-
ble. As r is increased, this effect decreases in size relative to the phenomenon
by which more molecules can incorporate themselves due to increased splay. At
large enough surface areas, the reduction in water flow due to the conical effect is
negligible and lipids can be incorporated into the membrane fast enough to cause
any perturbation to decay.
Finally, the only behaviour which has not yet been justified in terms of this
98 CHAPTER 7. CONCLUSIONS
picture are transitions to oblate ellipsoids. As described earlier, this corresponds
to a sign change in the perturbation (a2 −→ −a2). The result of this operation
is that the sign of the partial derivatives change, which reflects the l = 2 line of
Fig. 6.1 in the positive r¯ axis. This means that the relevant physical arguments
are in the opposite sense to the above. That is, deformations to an oblate ellipsoid
lead to a reduction (at third order) in the molecular splay of the membrane which
has two competing effects: an increased water flux, which causes perturbations
to decay, and a decreased surface growth, which causes perturbations to grow.
Whilst undoubtedly such a thermodynamic approach can be improved upon,
the nature of the approximations made are argued for on physical grounds, and
specific physical justifications have been given where possible. At the very least,
the nature and extent of the assumptions are clearly visible providing a starting
point for attempts to relax them.
Furthermore, there are many ways in which the analysis presented here could
be taken forward. The most pressing need is for further experimental studies
against which the predictions made in this thesis can be compared. Experimental
work regarding vesicle shape changes has previously been carried out, though
the focus has been on transitions induced by either temperature [15] or osmotic
pressure changes [94]. A summary of some interesting experimental studies is
given in Ref. [68]. Of particular relevance to the ellipsoidal calculations carried
out in Chap. 2, is Ref. [94]. There, initially symmetric vesicles were found to
deform into oblate ellipsoids and then prolate ones under osmotic pressure changes
which serve to reduce the enclosed volume.
In relation to these existing experimental studies, it is appropriate to scrutinise
the choice of driving mechanism made here. In Chap. 6 it is assumed that lipids
accrete to the surface at a constant rate per unit area. Although this leads to
a growth law of exponential form—Eq. (6.1)—it is worth highlighting that λ
is taken to be very small (of the order 10−4s−1 [61]). That is, for the range
of observed vesicle sizes, surface growth will still be very slow. This choice of
mechanism was influenced by a number of factors. Firstly, experiments of this
type have been carried out and are documented in Refs. [1, 25–29]. Indeed, the
suggestion is that growth due to accretion is a plausible phenomenon in the pre-
biotic scenario in which we are interested [1, 13, 14]. Secondly, this approach
already entails a great deal of mathematics and a therefore a simple choice for
driving the system away from equilibrium was required. If necessary, growth laws
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of a more complicated form could be incorporated. For example, in reality, lipids
in solution are likely to form micelles and small vesicles, and since the additional
effects of such micelle-vesicle or vesicle-vesicle adsorption are not considered here,
this is therefore an area which could be improved upon. With these points in
mind, a more experimentally accessible approach might be to extend this work so
that temperature change—rather than the accretion of lipids—is the effect which
gives rise to shape changes. However, the analysis needed to incorporate such a
feature presents a further technical challenge and it is left for future work.
In addition to the above, it is clear from experiment that vesicles are observed
in a wide range of shapes and sizes (see for example Ref. [116]). It would therefore
be interesting to investigate transitions from an arbitrary shape, as opposed to a
sphere. Also, the effects of using a more realistic model of the membrane such as
the Area-Difference Elasticity model [35] could be investigated.
All these possible extensions would benefit from more experimental input.
However, the foundations which have been laid, and the methods developed in
this thesis, allow for these more general analyses to be carried out. The expecta-
tion is that such studies will lead to a more comprehensive understanding of the
dynamics of vesicle growth in the near future.
Appendix A
Monolayers
This Appendix briefly sets out the elastic theory of monolayers attributed to
Ref. [36] but also described in Ref. [108]. Central to the approach is the asym-
metric nature of lipid molecules. The principal idea is that, when close to equilib-
rium, the free energy of a lipid monolayer can be modelled as two elastic sheets
with different elastic moduli. The two elastic sheets approximate the different
chemical interactions between the lipid head groups and between the lipid tail
groups. Furthermore, relatively simple manipulations allow this model to be ex-
pressed in terms of a single surface, which provides a template for comparison
with Helfrich’s original work [31].
To begin with, it is assumed that the Gibbs energy per molecule is a sum of
two quadratic terms—one for each of the head and tail groups:
Gmol = kh (ah − ah,0)2 + kt (at − at,0)2 . (A.1)
Here, subscripts are used to indicate either head or tail groups. For example, ah
is the area per molecule on a surface loosely defined to intersect the head groups
of all the molecules, whilst at is defined in a similar way for the molecular tails.
Both kh and kt are constants, as are the quantities ah,0 and at,0, defined as the
area per molecule at equilibrium for head and tail groups respectively. With these
definitions in place, consider a sample of monolayer under planar stress—that is,
ah = at = a. The equilibrium separation of the molecules when confined to a
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plane is then given by the value of a for which Gmol is a maximum. More formally
∂Gmol
∂a
= 2kh (a− ah,0) + 2kt (a− at,0) = 0, (A.2)
which implies
a =
khah,0 + ktat,0
kh + kt
≡ a0. (A.3)
In order to achieve a planar strain on the monolayer it is necessary to apply an
asymmetric stress. For example, if kt is bigger than kh then the tension applied
in the same plane as the tails will have to be larger than that applied to the
heads. Mathematically, the lateral tension applied to the head groups whilst
maintaining planar equilibrium is defined as Ωh = ∂Gmol/∂ah|a0 , and similarly
for Ωt. Following the approach described by Evans and Skalak [117] it is then
possible to define the so-called neutral surface. The neutral surface exists between
the head and tail groups and is uniquely defined as the surface of points for which
the moments acting on the molecules in planar equilibrium are zero. Here, the
word planar is important, as true equilibrium would obviously lead to a curved
monolayer (for kh 6= kt). The surface is defined by the following equation
∆Ωhδh +∆Ωtδt = 0, (A.4)
where δh and δt define the distance from the neutral surface to the head and tail
groups respectively. The quantity ∆Ωh is the small change in lateral tension act-
ing at the head groups which arises from a small change in the planar separation.
From the definitions above, it is clear that ∆Ωh = 2kh∆a and similarly for ∆Ωt.
Substituting into Eq. (A.4) it follows that
δh
δt
=
kt
kh
. (A.5)
From here, it is then possible to find expressions for ah and at in terms of a, the
area per molecule on the neutral surface, and distances δh and δt. Geometrical
relations of this type are discussed in detail in Chap. 5, therefore here it suffices
to simply state the results
ah = a
[
1 + δh (C1 + C2) + δ
2
hC1C2 +O
(
δ3h
)]
, (A.6)
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and
at = a
[
1− δt (C1 + C2) + δ2tC1C2 +O
(
δ3t
)]
, (A.7)
where two assumptions have been made. Firstly, that δh and δt are of the same
order of magnitude, and secondly that the thickness of the membrane is small on
the scale of any reasonable curvature. As such, terms of order greater than δ2h
and δ2t have been neglected. In the above, C1 and C2 are the principal curvatures
of the surface, discussed in the Introduction. Substituting Eqs. (A.6) and (A.7)
into Eq. (A.1) leads to an expression for the free energy in terms a, C1, and C2.
Using Eq. (A.5) and the fact that δ = δh + δt, the resultant expression can be
manipulated so that terms of the same order in δ may be grouped together. This
gives
Gmol = k (a− a0)2 + κ
2
(C1 + C2 − C0)2 + κgC1C2, (A.8)
where
k = kh + kt, (A.9)
κ =
2khkta
2δ2
k
, (A.10)
C0 =
ah,0 − at,0
aδ
, (A.11)
and
κg = 2κ
[
1− ktah,0 + khat,0
a
]
. (A.12)
Equation (A.8) is the same as Eq. (1.2) if the constant k is re-written as K/a0
where K has the dimensions of an elasticity constant. Furthermore, the details
of this approach can be used to better understand Helfrich’s earlier work. In
particular, the above definitions provide a way to better understand the quantities
κ, C0 and κg which arise in Eq. (1.1). However, contrary to Helfrich’s approach,
the values here depend on a, the local area per molecule. This conflict is resolved
by the authors of [35] by minimising Eq. (A.8) under the constraint of a fixed
number of particles in the bilayer. The result is that a is constant up to δ2.
Appendix B
Ellipsoids in Cartesian coordinates
As discussed in Chap. 2, many geometrical quantities for axisymmetric ellipsoids
are known in closed form. This Appendix briefly states the results required for
the analysis presented there.
All quantities are functions of principal axes a and c—cf. Eq. (2.3)—and can
depend on whether the ellipsoid is prolate (c > a) or oblate (a > c). For a prolate
ellipsoid the surface area is given by [80]
A = 2pia2 +
2piac2√
c2 − a2 sin
−1
[√
c2 − a2
c
]
, (B.1)
whilst for an oblate [80]
A = 2pia2 +
2piac2√
a2 − c2 ln
[
a+
√
a2 − c2
a−√a2 − c2
]
. (B.2)
The other quantity which must be evaluated is the bending energy, Eq. (2.2).
This involves computing the two integrals ξ1 and ξ2, defined by Eqs. (2.5) and
(2.6) respectively. In order to do this, note that for an axisymmetric ellipsoid,
the mean curvature is given by [80]
H =
c [3a2 + c2 + (a2 − c2) cos 2θ][
a2 cos2 θ + c2 sin2 θ
]3/2 . (B.3)
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Evaluating the integrals ξ1 and ξ2 using the result (B.3) yields
ξ1 = 2pic+
pia2√
c2 − a2 ln
[
c+
√
c2 − a2
c−√c2 − a2
]
(c > a),
ξ1 = 2pic+
pia2√
a2 − c2 sin
−1
[√
a2 − c2
a
]
(c < a),
(B.4)
and
ξ2 =
pic2
a
sin
−1
[√
c2−a2
c
]
√
c2 − a2 +
7a
3c2
+
2a3
3c4
 (c > a),
ξ2 =
pic2
a
tanh
−1
[√
a2−c2
a
]
√
a2 − c2 +
7a
3c2
+
2a3
3c4
 (c < a).
(B.5)
Appendix C
Equilibrium thermodynamics
This Appendix outlines some basic thermodynamic relations and definitions. The
results presented below are required for the thermodynamic analysis of lipid mem-
branes and vesicles, and are referenced accordingly in Chaps. 3 and 4.
Gibbs-Duhem relation and the Gibbs free energy
Consider a simple fluid comprising K components. The internal energy of the
fluid at equilibrium is a function of the entropy S, the volume V , and the total
masses of each component Mk, where k = 1, . . . , K. The entropy, volume, and
mass are extensive variables, that is, they scale with the system size. A general
(reversible) change in internal energy is therefore written in the form
dU = TdS − pdV +
K∑
k=1
µkdMk. (C.1)
In order to integrate this equation it it possible to make use of the property
that all the extensive variables (including the internal energy) are first order and
homogeneous in the total mass of the system M . Here, specific, or per unit mass,
quantities are used. That is, the specific internal energy is defined by u ≡ U/M
and similarly for specific entropy s, and volume ν. The specific masses are just
the concentrations ck ≡Mk/M , where k = 1, . . . , K. Using these definitions, it
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is straightforward to see that
dU
dM
= u = Ts− pν +
K∑
k=1
µkck. (C.2)
=⇒ du = sdT + Tds− pdν − νdp+
K∑
k=1
(ckdµk + µkdck) . (C.3)
Dividing Eq. (C.1) by the total mass M , gives
du = Tds− pdν +
K∑
k=1
µkdck. (C.4)
From Eqs. (C.3) and (C.4) it follows that
sdT − νdp+
K∑
k=1
ckdµk = 0, (C.5)
which is called the Gibbs-Duhem relation. It is often written in the form
K∑
k=1
ck {dµk}T, p = 0, (C.6)
where the notation {. . .}T, p is used to indicate that both temperature and pres-
sure are held constant. With this result in mind, it is useful to consider the
specific Gibbs energy g = u − Ts + pν. As before, a general reversible change
may be written as
dg = du− sdT − Tds+ pdν + νdp. (C.7)
However, substituting the result (C.4) gives
dg = −sdT + νdp+
K∑
k=1
µkdck. (C.8)
The Gibbs-Duhem relation (C.5) can now be used to show that
dg =
K∑
k=1
(µkdck + ckdµk) , (C.9)
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from which is follows
g =
K∑
k=1
µkck. (C.10)
Partial specific quantities
From the expression (C.8) it is clear that
µk =
(
∂g
∂ck
)
T, p, ci6=k
. (C.11)
The subscripts on the right-hand side make explicit which terms are to be held
constant when performing the partial derivative. When used as part of a sub-
script, the notation ci (or cj) is shorthand for the set of all concentrations
c1, . . . , cK , where ci6=k represents the same set with the concentration of com-
ponent k omitted. Equation (C.11) defines the chemical potential to be a par-
tial specific quantity. A partial specific quantity yk, for any extensive quantity
Y =My, is defined as the following
yk ≡
(
∂Y
∂Mk
)
T, p, Mi6=k
=
(
∂y
∂ck
)
T, p, ci6=k
. (C.12)
Furthermore, since all extensive quantities are homogeneous functions of first
order in the total mass M , it is easy to show that Y =
∑K
k ykMk (and y =∑K
k ykck). For example, the partial specific entropy is given by
sk =
(
∂s
∂ck
)
T, p, ci6=k
= −
(
∂
∂ck
)
T, p, ci 6=k
(
∂u
∂T
)
p, cj
= −
(
∂
∂T
)
p, cj
(
∂u
∂ck
)
T, p, ci6=k
= −
(
∂µk
∂T
)
p, cj
,
(C.13)
and the partial specific volume may be written as
νk =
(
∂ν
∂ck
)
T, p, ci 6=k
=
(
∂µk
∂p
)
T, cj
. (C.14)
Moreover, it is possible to define partial specific analogues to thermodynamic
potentials. For example, consider the enthalpy h = u + pν, which implies dh =
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du+ pdν + νdp. This can be re-written in the following way:
(
∂h
∂T
)
p, ci
dT +
(
∂h
∂p
)
T, ci
dp+
K∑
k
(
∂h
∂ck
)
T, p, ci6=k
dck
=
(
∂u
∂T
)
p, ci
dT +
(
∂h
∂p
)
T, ci
dp+
K∑
k
(
∂u
∂ck
)
T, p, ci6=k
dck
+ p
(
∂ν
∂T
)
p, ci
dT + p
(
∂ν
∂p
)
T, ci
dp+ p
K∑
k
(
∂ν
∂ck
)
T, p, ci6=k
dck + νdp.
(C.15)
Equating coefficients of dck gives(
∂h
∂ck
)
T, p, ci 6=k
=
(
∂u
∂ck
)
T, p, ci 6=k
+ p
(
∂ν
∂ck
)
T, p, ci6=k
. (C.16)
Or, alternatively, this can be simply written as
hk = uk + pνk. (C.17)
Using this method, it can be shown that the specific Helmholtz free energy f =
u − Ts leads to the partial relation fk = uk − Tsk and the specific Gibbs free
energy, discussed previously, leads to µk = hk − Tsk. This last relation can be
used to obtain a result which is helpful for making the dependencies of µk explicit.
Specifically, it is useful to separate any temperature dependence in the following
way. Consider a generic small change in the chemical potential given by
dµk =
(
∂µk
∂T
)
p, ci
dT + {dµk}T . (C.18)
Using Eq. (C.13) gives
dµk = −skdT + {dµk}T . (C.19)
However, from above, sk = (hk − µk) /T . Substituting this into Eq. (C.19) and
re-arranging leads to the result
dµk = Td
(µk
T
)
+ hk
dT
T
. (C.20)
Appendix D
Nematic fluids
In Chap. 3 the rod-like character of lipid molecules leads to a consideration of
nematohydrodynamics in the linear regime. Once the forces and fluxes have been
found, there are several constraints which are typically used to write them in
a more natural form. Though most of the material is contained in Ref. [95],
it is presented there in a disparate way across a number of chapters. Here, a
systematic, if terse, formulation is given.
First, it is necessary to recognise that the free energy of a nematic is un-
changed if the both the molecular positions and the director are rotated by small
amount. More formally, consider the following deformations to position vector r
and director n respectively:
δr = ω × r, and δn = ω × n. (D.1)
In component form, these relations become
∂i (δr)j = εijlωl, and (δn)i = εijlωjnl, (D.2)
where indices i, j, and l label Cartesian components (k is reserved for labelling
the components of the mixture) and εijl is the totally antisymmetric Levi-Civita
symbol. By virtue of Eq. (3.58), it can be seen that the total variation in the
Gibbs energy due to small deformations is given by
ρδg = −Πdij∂i (δr)j + hi (δn)i + ∂i
(
ρ
∂g
∂ (∂inj)
(δn)j
)
. (D.3)
109
110 APPENDIX D. NEMATIC FLUIDS
Substituting Eqs. (D.2) into the above and setting δg = 0 gives
−Πdijεijlωl + hiεijlωjnl + ∂i
(
ρ
∂g
∂ (∂inj)
εjlmωlnm
)
= 0, (D.4)
where, by relabeling the indices of the second term, a common factor of (constant
vector) ωl may be removed. Integrating this result over the entire volume, and
using the divergence theorem [98], leads to the following relation
−
∫
ΠdijεijldV +
∫
εijlnihjdV +
∫
dAi
(
ρ
∂g
∂ (∂inj)
)
εmjlnm = 0, (D.5)
where dAi is the ith component of the surface area element dA. With this relation
in mind, it is necessary to temporarily turn attention to the nematic nature of
the molecules. Due to their rod-like form, a sample of nematic material must
obey conservation of angular momentum. The rate of change of total angular
momentum is given by
dL
dt
=
d
dt
∫
ρ (r × v) dV. (D.6)
The time derivative may be taken inside this integral by using Liebniz’ rule.
dL
dt
=
∫
∂
∂t
[
ρ (r × v)
]
dV +
∫
ρ (r × v)v · dA. (D.7)
Manipulating derivatives and using conservation of mass—Eq. (3.49)—it follows
that
dL
dt
=
∫
ρ
d
dt
(r × v) dV = −
∫
r × (∇ · P) dV. (D.8)
Here, the final step comes from the equation of motion (3.39). The resultant
expression may then be integrated by parts. In component form this gives
dL
dt
= −
∫
εijlrjPmldAm +
∫
εijlPjldV, (D.9)
where the second term on the right-hand side can be simplified further by split-
ting the pressure tensor into hydrostatic and tensor parts, Pij = Πij + pδij—
cf. Eq.(3.40). The result is that
dL
dt
= −
∫
εijlrjPmldAm +
∫
εijlΠjldV. (D.10)
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However, following de Gennes [95], the rate-of-change of angular momentum is
also equal to the total torque due to external stresses acting at the boundary,
given by
−
∫
r × (P · dA) , (D.11)
plus the total torque on the director at the boundary∫
n×
(
ρ
∂g
∂ (∇n) · dA
)
. (D.12)
In component form, this can be written as
dL
dt
=
∫
dAmεijl
[
nj
(
ρ
∂g
∂ (∂mnl)
)
− rjPml
]
. (D.13)
Comparison with Eq. (D.10) leads to the result∫
dV εijlΠjl =
∫
dAmεijlnj
(
ρ
∂g
∂ (∂mnl)
)
. (D.14)
Finally, this may be combined with Eq. (D.5) to eliminate the surface integral on
the right-hand side. The result is that
εijlΠ
′
jl = −εijlnjhl. (D.15)
In order to understand this, it is useful to consider decomposing the viscous stress
tensor into symmetric and anti symmetric parts. Introducing superscripts s and
a to denote symmetric and anti-symmetric respectively, gives
Π′ij = Π
a
ij +Π
s
ij, (D.16)
where the elements of the anti-symmetric part are defined in the following way
Πa12 = −Πa21 =
1
2
ε3jlΠ
′
jl,
Πa23 = −Πa32 =
1
2
ε1jlΠ
′
jl,
Πa31 = −Πa13 =
1
2
ε2jlΠ
′
jl.
(D.17)
The viscous stress tensor arises in the expression for entropy production (3.63)
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in a dyadic product with the transpose of the velocity gradient tensor, (∇v)T.
Indeed, it is also possible to split the velocity gradient tensor into symmetric and
anti-symmetric parts. In this way, the dyadic product splits into two separate
dyadics between symmetric and anti-symmetric parts
Π : (∇v)T = Πs : (∇v)s + Πa : (∇v)T, a , (D.18)
where the notation (. . .)T, a indicates the antisymmetric part of the transpose
(which is equal to the transpose of the antisymmetric part). This can be expressed
more easily in component form
Πij∂ivj = Π
s
ij (∂ivj)
s +Πaij (∂ivj)
a , (D.19)
where repeated indices imply a sum. Here, as with Eqs. (D.17), the three inde-
pendent parts of the anti-symmetric velocity gradient tensor may be linked to
the components of the vector
ωi =
1
2
εijk∂jvk. (D.20)
Combining this with Eqs. (D.17), the dyadic between anti-symmetric parts which
arises in Eq. (D.19) may be re-written as
Πaij (∂ivj)
a = −1
4
εijlεimnΠ
′
jl∂mvn. (D.21)
Here, it is possible to invoke Eq. (D.15), the result of both symmetry considera-
tions and angular momentum conservation. It follows that
Πa : (∇v)T, a = 1
2
ω · (n× h) , (D.22)
where ω = (∇× v) /2 is recognised as the vorticity. Motivated by Eq. (3.63),
and using the properties of the scalar triple product, it it clear that
Π′ : ∇v + h · n˙ = Πs : (∇v)s + h ·N , (D.23)
where N = n˙ − (ω × n) /2 is the rate of change of the director relative to the
background fluid.
Appendix E
Entropy production
In this Appendix, the calculation of entropy production is summarised. For fur-
ther background the reader is referred to Chap. 15 of Ref. [70], from which this
analysis is adapted. As usual, subscript k denotes the component (water and
lipids respectively) and superscript α = I, II, . . . , V denotes the region (see
Fig. 4.2). Starting with the total entropy in each region α
Sα ≡
∫
α
ρsdV, (E.1)
the rate-of-change of Sα can be written as a sum of the entropy fluxes over the
boundary, and the entropy produced in the bulk
dSα
dt
=
∫
α
1
T
[
−Jq−Jnem+
∑
k
µkρk
(
vk − vb
)−ρh (v− vb) ]·dA+∫
α
σdV. (E.2)
Here, entropy fluxes are of the traditional hydrodynamic form (Eq. (20), Chap. 3
of Ref. [70]) plus an extra term Jnem/T which arises due the nematic nature of
the lipid molecules [76]. The other symbols have their usual meanings: Jq is heat
flow, h = u+ pν is the specific enthalpy, vb is the velocity of the boundary—zero
for all impermeable boundaries—and v =
∑
k vkρk defines both total velocity
v and partial velocities vk. At this stage, it is assumed that entropy fluxes
associated with the nematic nature of the lipids are tangent to the boundary at
any point, and so make no contribution to the rate of change of entropy:∫
α
Jnem · dA = 0. (E.3)
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In the same manner as set out in Chap. 15 of Ref. [70]—though adapted for the
system considered in Fig. 4.2—Eq. (E.3) can be used to write an expression for
the total rate of entropy produced in the system
σtot =
1
T
III∑
α=I
∫
α
[
− Jq +
∑
k
µkρk
(
vk − vb
)− ρh (v − vb) ] · dA, (E.4)
where integration is now over internal (permeable) boundaries only. Again,
adapted from Ref. [70], conservation of internal energy and conservation of mass
are given by
III∑
α=I
∫
α
[
Jq + ρh
(
v − vb)] · dA = 0, (E.5)
and
III∑
α=I
∫
α
ρk
(
vk − vb
) · dA = − III∑
α=I
dMαk
dt
= 0, (E.6)
respectively. Imposing Eq. (E.5) on Eq. (E.4) and using the facts that: mass
fluxes are assumed to be evenly distributed across boundaries, and velocities are
taken to be in the normal direction (see Sec. 4.2) gives
σtot = − 1
T
III∑
α=I
∑
k
dMαk
dt
µ¯αk , (E.7)
where a bar above a variable is used to denote “average over a boundary” in the
sense of Eq. (4.4). (Note that for uniform regions I and III, µ¯αk = µ
α
k .) Using
Eq. (E.6) to eliminate mass flows out of region I (the exterior) results in Eq. (4.3),
which is re-written here using the difference notation (4.12)
σtot =
1
T
∑
k
III∑
α=II
(∆I, α µ¯k)
dMαk
dt
. (E.8)
As outlined in Sec. 4.2, averages over the boundary to the membrane are replaced
by averages over the surface which bisects the membrane. Furthermore, it is
possible to expand chemical potential differences in terms of other thermodynamic
variables. Using Eq. (4.13) gives
σtot =
1
T
∑
k
III∑
α=II
[
ν¯αk (∆I, α p) + ψ¯
α
k (∆I, α κ) + {∆I, α µ¯k}T, p, κ
]dMαk
dt
. (E.9)
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So the entropy produced has been written as a sum of thermodynamic forces—
differences of variables across discontinuities—and thermodynamic fluxes. Progress
is made by considering each term separately. The first term is summed over re-
gions III and II, the interior and the membrane respectively. Consider first the
interior. A uniform region, one may write V III = V III
(
T, p, {M IIIk }, κ
)
and
therefore {
dV III
dt
}
T, p, κ
=
∑
k
(
∂V III
∂M IIIk
)
T, p, κ, M IIIi6=k
dM IIIk
dt
=
∑
k
νIIIk
dM IIIk
dt
.
(E.10)
Consider now the term relating to the membrane (a non-uniform region). From
Eq. (4.2) it can be seen that
∑
k
ν¯IIk
dM IIk
dt
= −
∑
k
ν¯IIk
∫
II
ρk
(
vk − vb
) · dA. (E.11)
Recalling that mass fluxes per unit area are assumed constant, using the definition
of ν¯IIk and the fact that
∑
k ρkνk = 1 (see Appendix II of Ref. [70]) gives
∑
k
ν¯IIk
dM IIk
dt
= −
∑
k
∫
II
νkρk
(
vk − vb
) · dA
=
∫
II
vb · dA−
∑
k
∫
II
νkρkvk · dA
=
dV II
dt
−
∑
k
∫
II
νkρkvk · dA.
(E.12)
Here, the second term on the right-hand side is recognised as the flow of vol-
ume associated with mass moving across a permeable boundary. Therefore the
entire right-hand side may be written as {dV II/dt}T, p, κ. Combining this with
Eq. (E.11), the first term of Eq. (E.9) becomes
1
T
III∑
α=II
(∆I, α p)
{
dV α
dt
}
T, p, κ
. (E.13)
Turning attention to the second term of Eq. (E.9), notice that, since interactions
between lipids are neglected outside the membrane, one may set κ = 0 in those
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regions. As a result, only values of the summand for α = II need to be considered.
In a similar fashion to above, remembering that Ψ = ψM =
∑
k ψkρk, it follows
that
∑
k
ψ¯IIk
dM IIk
dt
= −
∑
k
∫
II
ψkρk
(
vk − vb
) · dA
=
∫
II
Ψvb · dA−
∑
k
∫
II
ψkρkvk · dA
=
dΨII
dt
−
∫
II
∂Ψ
∂t
dV −
∑
k
∫
II
ψkρkvk · dA.
(E.14)
Here, in analogy to Eq. (E.12), the right-hand side can be recognised as
{
dΨII/dt
}
T, p, κ
,
where the second term arises due to the fact that ψ is not conserved: the curva-
ture of the membrane can change spontaneously through the exchange of lipids
between outer and inner monolayers. Finally, assuming that the membrane thick-
ness l is small on the scale of the vesicle gives
ΨII ≡
∫
II
ΨdV = l
∫
m
ΨdA+O(l2), (E.15)
where, following from identifications (4.8) the second term of Eq. (E.9) may finally
be written as
− 1
T
κ
{
dΨII
dt
}
T, p, κ
= − 1
T
{
dEm
dt
}
T, p, κ
. (E.16)
In analogy to the Gibbs-Duhem relation derived in Appendix C, the third term
of Eq. (E.9) may be simplified by writing∑
k
c¯βk{∆α, β µ¯k}T, p, κ = 0, (E.17)
from which it can be seen that in the limit of dilute solutions, cl ¿ cw
{∆II, α µ¯w}T, p, κ = 0, ∀ α ∈ {I, III}. (E.18)
Furthermore, assuming that the interior of the vesicle only contributes a negligible
flow of lipids—that is, it is not considered a reservoir—gives
III∑
α=II
dMαl
dt
{∆I, α µ¯l}T, p, κ = dM
II
l
dt
{∆I, II µ¯l}T, p, κ. (E.19)
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Combining Eqs. (E.13), (E.16) and (E.19) it is now possible to write Eq. (E.9) as
Tσtot =
III∑
α=II
(∆I, α p)
{
dV α
dt
}
T, p, κ
−
{
dEm
dt
}
T, p, κ
+
dM IIl
dt
{∆I, II µ¯l}T, p, κ.
(E.20)
This expression can be further simplified by once again taking the membrane to
be of constant thickness l—very small on the scale of the vesicle—so that{
dV II
dt
}
T, p, κ
= l
{
dAm
dt
}
T, p, κ
+O(l2), (E.21)
and {
dV III
dt
}
T, p, κ
=
{
dV m
dt
}
T, p, κ
− l
2
{
dAm
dt
}
T, p, κ
+O(l2), (E.22)
where Am and V m are the area of, and volume enclosed by, the surface which
bisects the membrane. Finally, as κ and C0 are taken to remain constant, it is
assumed that, on average, every unit of mass (of lipids) accreted into the bilayer
increases the area of the central bisecting surface by the same factor, that is
dM IIl
dt
= a
{
dAm
dt
}
T, p, κ
, (E.23)
where a is a constant. Applying the results, (E.21), (E.22), and (E.23) to
Eq. (E.20) gives
Tσtot = (∆I, III p)
{
dV m
dt
}
T, p, κ
−
{
dEm
dt
}
T, p, κ
+ γ
{
dAm
dt
}
T, p, κ
, (E.24)
where
γ =
( l
2
(
pIII + pI
)− lpII + a{∆I, II µ¯l}T, p, κ). (E.25)
Appendix F
Axisymmetric deformations from
a sphere
In Sec. 5.2, geometrical quantities, V , ξ1, and ξ2 are required in terms of R, the
radius of a sphere, and perturbation ²(θ). This Appendix outlines how to arrive
at the necessary results.
Consider first ξ1 =
∫
HdA = 2pi
∫ pi
0
H
√
gdθ, where H and
√
g are given by
Eqs. (5.13) and (5.10) respectively. Whilst it is possible to directly calculate a
perturbative form for ξ1—by substituting Eqs. (5.14) and (5.15) into Eqs. (5.13)
and (5.10), and integrating—here, a change of variable is introduced to simplify
the manipulations slightly. Motivated by the form of Eq. (5.10), variables R(θ)
and Θ(θ) can be introduced, such that
ρ′ = R cosΘ, and k′ = R sinΘ. (F.1)
From here, it follows that
R =
√
(ρ′)2 + (k′)2, (F.2)
Θ′ =
k′′ρ′ − ρ′′k′
R2 , (F.3)
and
ξ1 = −pi
∫ pi
0
dθ (ρΘ′ + k′) = pi
∫ pi
0
dθ (ρ′Θ− k′) , (F.4)
where the second step of Eq. (F.4) comes from integration by parts; noticing that
ρ(0) = ρ(pi) = 0. In order to find Θ, Eqs. (5.14) and (5.15) can be substituted
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into Eq. (F.3) giving
Θ′ = −1 + ²′′ − (²²′)′ + 1
3
(
3²2²′ − (²′)3
)′
+O(²4). (F.5)
This expression can be easily integrated. Applying the boundary conditions
²′ (0) = ²′ (pi) = 0 gives
Θ = −θ + ²′ − ²²′ + 1
3
(
3²2²′ − (²′)3
)
+O (²4) . (F.6)
Using Eqs. (5.14) and (5.15) to write down expressions for ρ′ and k′ and then
substituting into Eq. (F.4) along with the above, gives
ξ1 = piR
∫ pi
0
dθ sin θ
[
2 + 2²+ (²′)2 + (²′)2 (²′′ − ²) +O (²4)] , (F.7)
where the following result has been used∫ pi
0
dθ cos θ (²′)3 = −3
∫ pi
0
dθ sin θ (²′)2 ²′′. (F.8)
A similar procedure may now be applied to ξ2 =
∫
H2dA = 2pi
∫ pi
0
H2
√
gdθ. Using
the same variable change as above gives
ξ2 =
pi
2
∫ pi
0
dθ
(
(k′)2
ρR +
2k′Θ′
R +
ρ (Θ′)2
R
)
. (F.9)
It can then be immediately seen from the earlier definitions (F.1) that the second
term can be simplified∫ pi
0
dθ
(
k′Θ′
R
)
=
∫ θ=pi
θ=0
dΘ sinΘ = − [cosΘ]θ=piθ=0 = −
[
ρ′
R
]θ=pi
θ=0
= 2, (F.10)
where the last step follows from the definitions of ρ′, R, and boundary conditions
²′ (0) = ²′ (pi) = 0. The remaining terms of Eq. (F.9) can be calculated in a
straightforward way, though the intermediate steps have been omitted here. The
result is that
ξ2 = pi
∫ pi
0
dθ sin θ
[
2− (²′ cot θ + ²′′)− (²′)2 + 1
2
(²′ cot θ + ²′′)2
+2 (²′)2 (²+ ²′′)− ² (²′ cot θ + ²′′)2 +O (²4)] . (F.11)
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In the same fashion as was shown in Sec. 5.2 for the surface area, it is possi-
ble to re-write Eqs. (F.7) and (F.11) in terms of the operator Lˆ2θ—defined by
Eq. (5.18)—using integration by parts. It follows that
ξ1 = piR
∫ pi
0
dθ sin θ
[
2 + 2²− ²Lˆ2θ²+
1
2
²2Lˆ2θ²−
1
2
(²′)2Lˆ2θ²+O(²4)
]
, (F.12)
and
ξ2 = pi
∫ pi
0
dθ sin θ
[
2− Lˆ2θ²+ ²Lˆ2θ²+
1
2
(
Lˆ2θ²
)2
− ²2Lˆ2θ²
−²
(
Lˆ2θ²
)2
− (²′)2Lˆ2θ²+O(²4)
]
.
(F.13)
These expressions can then be integrated using Eqs. (5.19), (5.20), and (5.21) to
give the results:
ξ1 =4piR + ε
2R
2
∞∑
l=2
a2l l(l + 1)
+ ε3
R
8
∞∑
l1,l2,l3
al1al2al3
{
l3(l3 + 1)
[
2l2(l2 + 1)− l3(l3 + 1)− 2
]}
× f(l1, l2, l3) +O(ε4),
(F.14)
and
ξ2 =4pi + ε
21
4
∞∑
l=2
a2l
{
l(l + 1)
[
l(l + 1)− 2
]}
− ε31
4
∞∑
l1,l2,l3
al1al2al3
{
l3(l3 + 1)
[
l3(l3 + 1)− 2
]}
f(l1, l2, l3) +O(ε4),
(F.15)
where the function f(l1, l2, l3) is given by
f(l1, l2, l3) = 2pi
∫ pi
0
dθ sin θ Yl1(θ)Yl2(θ)Yl3(θ)
=
√
(2l1 + 1)(2l2 + 1)(2l3 + 1)
4pi
(
l1 l2 l3
0 0 0
)2
,
(F.16)
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where (
l1 l2 l3
0 0 0
)
(F.17)
is a Wigner 3-j symbol with m-values set to zero (see, for example, Appendix C.I
of Ref. [118]). The symbol is zero unless the triangle condition |l1−l2| ≤ l3 ≤ l1+l2
holds. Finally, using Eq. (5.12) the volume contained by an axisymmetric surface
is given by
V =
2
3
piR3
∫ pi
0
sin θdθ
[
1 + 3²+ 3²2 + ²3
]
. (F.18)
Appendix G
Mean curvature and volume
In Sec. 5.3 a scheme is outlined which takes a perturbative approach to describing
the way geometric quantities change as a result of small deformations. There, the
area density for a given parameterisation
√
g is used as an example. Here, third
order calculations of the mean curvature H, and volume element dV , are given.
The approach considers two surfaces which are related by a small deformation—
cf. Eq. (5.24). Quantities defined on the deformed surface are identified by a
tilde (e.g., the metric of the deformed surface is written as g˜ij). Throughout this
Appendix the summation convention is used i.e., repeated indices indicate an
implicit sum.
Mean curvature
Recalling Eq. (5.6), the mean curvature H is minus half the dyadic product
between the inverse metric and the coefficients of the second fundamental form.
In order to calculate howH changes when the surface is perturbed, the calculation
is tackled in stages.
Starting with the inverse metric of the deformed surface g˜ij, this may be
calculated by using Eq. (5.30)—the perturbative form of the metric, previously
calculated in Chap. 5—alongside the definition of inverse:
g˜ij g˜
jk = δki . (G.1)
Assuming that the inverse metric can be written as a power series in terms of
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order η, the following notation can be introduced
g˜ij =
(
g˜ij
)(0)
+
(
g˜ij
)(1)
+
(
g˜ij
)(2)
+
(
g˜ij
)(3)
+O(η4), (G.2)
where bracketed superscripts denote the order (in η) of each term. Substituting
Eq. (G.2) into Eq. (G.1) and equating terms of the same order gives the following
set of equations:
gij
(
gjk
)(0)
= δki , (G.3)
−2ηLijgjk + gij
(
gjk
)(1)
= 0, (G.4)[
ηiηj + η
2Lipg
pqLqi
]
gjk − 2ηLij
(
gjk
)(1)
+ gij
(
gjk
)(2)
= 0, (G.5)
and
[
ηiηj + η
2Lipg
pqLqi
] (
gjk
)(1) − 2ηLij (gjk)(2) + gij (gjk)(3) = 0. (G.6)
Solving these and using the simplifying relation (5.35) leads to the results:
(
gij
)(0)
= gij, (G.7)
(
gij
)(1)
= −2η [2Hgij +KLij] , (G.8)(
gij
)(2)
= 3η2
[
2H
(
2Hgij +KLij
)−Kgij]− ηpηqgpigqj, (G.9)
and (
gij
)(3)
= 4η3
[−8H3gij − 4H2KLij + 4HKgij +K2Lij]
+ 4η
[
2Hgipgjqηpηq +KL
ipgjqηpηq
]
.
(G.10)
With a perturbative expression for the inverse metric in place, attention can be
turned to L˜ij. The coefficients of the second fundamental form for the deformed
surface are given by L˜ij = r˜ij · ˜ˆn. Here, r˜ij = rij + ηij where
ηij = ηijnˆ+ ηinj + ηjni + ηnij. (G.11)
In order to find an expression for ˜ˆn, it is useful to recognise that the undeformed
tangent vectors ri and the undeformed normal nˆ form a basis on the undeformed
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surface. In this basis, ˜ˆn becomes
˜ˆn = Qkrk + P nˆ, (G.12)
which, along with Eq. (G.11), can be substituted into the definition of L˜ij to give
L˜ij =PLij +Q
k (rij · rk) + Pηij + ηi (nj · rk)Qk + ηj (ni · rk)Qk
+ ηP (nij · n) + ηQk (nij · rk) .
(G.13)
This equation may be re-written using some simple results. Since nˆ · nˆ = 1, it is
clear that
∂
∂qi
(nˆ · nˆ) = 0 =⇒ ni · nˆ = 0, (G.14)
which, in turn, implies that
∂
∂qj
(ni · nˆ) = 0 =⇒ nij · nˆ = −ni · nj = −LipLjqgpq, (G.15)
where the last result comes from the Weingarten relation (5.27). Combining this
result with Eq. (5.28)—from which it is clear that rij · rk = Γaijgak—the earlier
expression for L˜ij can be written as
L˜ij =PLij +Q
kΓaijgak + Pηij − ηiLjkQk − ηjLikQk
− ηPLipLjqgpq + ηQk (nij · rk) .
(G.16)
In order to construct expressions for coefficients P and Qk, the following con-
straints can be used:
˜ˆn · ˜ˆn = 1 =⇒ P 2 +QpQqgpq = 1, (G.17)
and
r˜i · ˜ˆn = 0 =⇒ Pηi +Qkgki − ηQkLki = 0. (G.18)
Noting that as η → 0, ˜ˆn→ nˆ, it can then be deduced that
P = 1 + P (1) + P (2) + P (3) +O (η4) , (G.19)
and
Qk =
(
Qk
)(1)
+
(
Qk
)(2)
+
(
Qk
)(3)
+O (η4) , (G.20)
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where the previously defined “bracketed superscripts” notation has been used.
Substituting the forms (G.19) and (G.20) into constraints (G.17) and (G.18)
gives the following results:
P = 1− 1
2
ηpηqg
pq + ηηpηq (2Hg
pq +KLpq) , (G.21)
and
Qk =− ηjgjk + ηηj
(
2Hgjk +KLjk
)
+
1
2
ηpηqg
pqηjg
jk
− η2ηj
[
2H
(
2Hgjk +KLjk
)−Kgjk] . (G.22)
Finally, substituting the above expressions into Eq. (G.16) and gives
L˜
(0)
ij = Lij, (G.23)
L˜
(1)
ij = ηij − ηaΓaij + η
(
2Hgij +KLij
)
, (G.24)
L˜
(2)
ij =−
1
2
Lijg
pqηpηq + ηiLjpg
pqηq + ηjLipg
pqηq
− ηηpgpqLqkΓkij − ηηpgpq (nij · rq) ,
(G.25)
and
L˜
(3)
ij = ηηpηq (2Hg
pq +KLpq)Lij − 1
2
ηpηqg
pq
(
ηij − ηaΓaij
)
+ 2η2ηpHg
pqLpaΓ
a
ij
+ η2ηaΓ
a
ij − ηηiηqLjp (2Hgpq +KLpq)− ηηjηqLip (2Hgpq +KLpq)
+
1
2
ηηpηqg
pqLilLjmg
lm + η2ηp [2Hg
pq +KLpq] (nij · rq) .
(G.26)
Here, as before, the results have been simplified using Eq. (5.35).
Using the above expressions for both g˜ij and L˜ij—Eqs. (G.7)-(G.10) and
Eqs. (G.23)-(G.26) respectively—a perturbative expression for the mean curva-
ture may be constructed by using the definition (5.6). The resultant expression
is very long and not reproduced here, though a number of simplifications can
be made by recognising that various terms are related. In order to do so, it is
first necessary to consider the derivatives of the individual geometric quantities
involved. This will not only help simplify many of the terms but also allow them
to be expressed in a form which makes integration straightforward. Using the
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shorthand notation ∂i ≡ ∂/∂qi, consider differentiating the following quantities:
(i) The metric
∂l(gij) = ∂l(ri · rj) = ril · rj + ri · rjl = Γpilgpj + Γpjlgpi. (G.27)
(ii) The determinant of the metric
∂lg =
1
2
∂l
(
εacεbdgabgcd
)
=
1
2
εacεbd [(Γ
p
algpb + Γ
p
blgpa) gcd + gab (Γ
p
clgpd + Γ
p
dlgpc)]
= ggab (Γpalgpb + Γ
p
blgpa)
= 2gΓaal.
(G.28)
(iii) The inverse metric
∂l(g
ij) = ∂l
(
εpiεqj
gpq
g
)
= −εpiεqjgpq
(
2
g
Γmml
)
+
1
g
εpiεqj
(
Γmplgmq + Γ
m
qlgmp
)
= −2gijΓmml +
1
g
(δpqδij − δpiδqj)
(
Γmplgmq + Γ
m
ql
)
= −2gijΓmml +
1
g
(
2Γmplgmpδij − Γmil gmj − Γmjlgmi
)
,
(G.29)
where contracting across indices l and i gives
∂i(g
ij) = −2gijΓmmi +
1
g
(
Γmij gmi − Γmii gmj
)
. (G.30)
(iv) The coefficients of the second fundamental form
∂l(Lij) = ∂l(rij · n) = −∂l(ri · nj) = −ril · nj − ri · njl
= LjmΓ
m
il − ri · njl.
(G.31)
(v) The determinant of the coefficients of the second fundamental form
∂l(l) =
1
2
∂l
(
ηacηbdLabLcd
)
= −lLcd (rcl · nd + rc · ndl)
= lΓmml − lLcd (rc · ndl) .
(G.32)
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(vi) The inverse of the coefficients of the second fundamental form
∂l(L
ij) = ∂l
(
εpiεqj
Lpq
l
)
= −Lij [Γmml − Lcd (rc · ndl)]+ εpiεqj 1l (LqmΓmml − rp · nql)
= −Lij [Γmml − Lcd (rc · ndl)]
+
1
l
[
LpmΓ
m
plδij − (rp · npl) δij − LjmΓmil + ri · njl
]
(G.33)
where contracting across indices l and i gives
∂i(L
ij) = −Lij [Γmmi − Lcd (rc · ndi)]+ 1l (LpmΓmpj − LjmΓmii ) . (G.34)
Motivated by Eqs. (G.30) and (G.34) it is then possible to show that
Γjpqg
pq = Γmmig
ij − 1
g
Γmijgmi +
1
g
Γmii gmj. (G.35)
The proof of this relation involves writing out a large number of terms and then
recombining them. It is not very instructive and is therefore not inculded here.
Equation (G.35) can be used to deduce the following relations:
1√
g
∂i
(√
ggij
)
= −Γjpqgpq, (G.36)
and
1√
g
∂i
(
l√
g
Lij
)
= − l
g
ΓjpqL
pq. (G.37)
Finally, using these results, it can be shown that (after some algebra) the mean
curvature on a surface deformed according to the procedure outlined earlier, is
given by
H˜(0) = H, (G.38)
H˜(1) = −η (2H2 −K)− 1
2
∇′2η, (G.39)
H˜(2) =
1
2
(
Hgij +KLij
)
ηiηj + η
2H
(
4H2 − 3K)
+ ηH∇′2η + η√
g
∂i
[√
g
(
Hgij +KLij
)
ηj
]
,
(G.40)
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and
H˜(3) =− η [(3H2 −K) gij + 2HKLij] ηiηj − η3 [8H4 − 8H2K +K2]
− η
2
2
(
6H2 − 3K)∇′2η + 3η2√
g
∂i
[√
g
(
H2gij +KHLij
)
ηj
]
+ η2
[
2KLij∂i (H) + g
ij∂i (K)
]
ηj +
1
4
√
g
∂i
[√
ggijηj (g
pqηpηq)
]
.
(G.41)
Here, the Laplace-Beltrami operator is defined as
∇′2η ≡ 1√
g
∂i
(√
ggijηj
)
. (G.42)
This operator is just like the normal Laplacian but defined on an arbitrary
(smooth) manifold—in this case just a two-dimensional surface. As will be dis-
cussed, it is the presence of the Laplace-Beltrami operator which makes the inte-
grals in the following Appendix possible.
Volume
Using the approach set out earlier, the volume enclosed by a surface which is the
result of a small deformation from another surface, is given by dV˜ = (1/3)(r˜ ·
˜ˆn)
√
g˜dudv. Recalling Eqs. (5.24) and (G.12) it follows that
r˜ · ˜ˆn = P (r · nˆ) + ηP +Qk (rk · r) , (G.43)
where the coefficients P and Qk are given by Eqs. (G.21) and (G.22) respectively.
This result can be used alongside the previously calculated expression for
√
g˜—
Eq. (5.37)—to give the following:
dV˜ (0) =
1
3
(r · nˆ)√gdudv, (G.44)
dV˜ (1) =
1
3
{[
η − ηjgjk (rk · r)
]
+ 2ηH (r · nˆ)}√gdudv, (G.45)
dV˜ (2) =
1
3
{
ηηjKL
jk (rk · r) + η2K (r · n) + 2η2H
}√
gdudv, (G.46)
and
dV˜ (3) =
1
3
η3K
√
gdudv. (G.47)
Appendix H
General deformations from a sphere
In Sec. 5.4, the general perturbative form for
√
g˜ was restricted to deformations
from a sphere and then integrated. The result is an expression for the total area
of such a surface A˜ =
∫ 2pi
0
dφ
∫ pi
0
dθ
√
g˜. This Appendix gives the details of similar
calculations for variables ξ1, ξ2, and V .
In order to calculate ξ1 and ξ2, the general perturbative form for the mean
curvature—Eqs. (G.38)-(G.41)—must be simplified for deformations about a sphere
of radius R. Using Eqs. (5.40) gives
H˜ =H − ηH2 − 1
2
η2H3 + ηH∇2η − η3H4 − 3
2
η2H2∇2η
+
1
4
√
g
∂i
[√
ggijηj (g
pqηpηq)
]
,
(H.1)
where it is assumed that H,
√
g, and gij take values for the sphere which follow
from Eqs. (5.38) and (5.39). The reason for not writing the fully explicit form of
Eq. (H.1) is purely for simplicity when it comes to integration. Multiplying by
Eq. (5.41) gives
√
g˜H˜ =
√
g
[
H + ηH2 − 1
2
∇2η + 1
2
Hgijηiηj
+
1
4
ηig
ij∂i (g
pqηpηq)− 1
2
H2ηgijηiηj
]
.
(H.2)
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Using integration by parts—cf. Eqs. (5.42)-(5.45)—it follows that∫ 2pi
0
dφ
∫ pi
0
dθ
√
g
[
gijηiηj
]
= −
∫ 2pi
0
dφ
∫ pi
0
dθ
√
g
[
η∇2η] , (H.3)
∫ 2pi
0
dφ
∫ pi
0
dθ
√
g
[
ηig
ij∂j (g
pqηpηq)
]
= −
∫ 2pi
0
dφ
∫ pi
0
dθ
√
g
[
(gpqηpηq)∇2η
]
,
(H.4)
and ∫ 2pi
0
dφ
∫ pi
0
dθ
√
g
[
ηgijηiηj
]
=
1
2
∫ 2pi
0
dφ
∫ pi
0
dθ
√
g
[
η2∇2η] , (H.5)
where the definition of the Laplace-Beltrami operator—Eq. (G.42)—has been
used. Using these results implies that
ξ˜1 =
∫ 2pi
0
dφ
∫ pi
0
dθ
√
g
[
H + ηH2 − 1
2
∇2η − H
2
η∇2η
− 1
4
(gpqηpηq)∇2η + H
2
4
η2∇2η
]
,
(H.6)
where setting
√
g = R2 sin θ, H = 1/R, and η = R² gives
ξ1 =
∫ 2pi
0
dφ
∫ pi
0
dθR sin θ
[
1 + ²− 1
2
Lˆ2²− 1
2
²Lˆ2²
+
1
4
²2Lˆ2²− 1
4
(
²2θ +
²2φ
sin2 θ
)
Lˆ2²
]
.
(H.7)
Following the approach of Sec. 5.4, the tilde notation has been dropped due
to the fact that undeformed quantities are now given in terms of an explicit
parametrisation. Also, the fact that R2∇2 = Lˆ2 for a sphere, has been used. The
calculation of ξ2 follows in a similar fashion. Squaring Eq. (H.1) and discarding
terms of order greater than η3 gives
H˜2 =− 2ηH3 −H∇2η + 3η2H4 + 3ηH2∇2η + 1
4
(∇2η)− 4η3H5
− 6η2H3∇2η − ηH (∇2η)2 + H
2
√
g
∂i
[√
ggijηj (g
pqηpηq)
]
.
(H.8)
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Multiplying by
√
g˜ results in an expression which can be integrated to give ξ2
√
g˜H˜2 =
√
g
[
H2 −H∇η + H
2
2
gijηiηj +
1
4
(∇2η)+ ηH2∇2η − 1
2
η
(∇2η)2
− η2H3∇η + H
2
ηig
ij∂j (g
pqηpηq)− ηH3gijηiηj
]
.
(H.9)
Making the same substitutions as for Eq. (H.7) gives
ξ2 =
∫ 2pi
0
dφ
∫ pi
0
dθ sin θ
[
1− Lˆ2²+ 1
2
²Lˆ2²+
1
4
(
Lˆ2²
)2
− 1
2
²
(
²2θ +
²2φ
sin2 θ
)
Lˆ2²− 1
2
²2Lˆ2²
]
.
(H.10)
Finally, the integrals (H.7) and (H.10) can be calculated by making the substitu-
tion
² (θ, φ) = ²
∞∑
l=2
l∑
m=−l
almY
m
l (θ, φ) . (H.11)
Using the properties of the spherical harmonics—Eqs. (5.48) and (5.49)—gives
ξ1 =4piR + ε
2R
2
∞∑
l=2
l∑
m=−l
|alm|2l(l + 1)
+ ε3
R
8
∑
l1,l2,l3=2
m1,m2,m3
|al1m1||al2m2||al3m3|
{
l3(l3 + 1)
[
2l2(l2 + 1)− l3(l3 + 1)− 2
]}
× F (l1, l2, l3,m1,m2,m3) +O(ε4),
(H.12)
and
ξ2 =4pi + ε
21
4
∞∑
l=2
l∑
m=−l
|alm|2
{
l(l + 1)
[
l(l + 1)− 2
]}
− ε31
4
∑
l1,l2,l3=2
m1,m2,m3
|al1m1||al2m2||al3m3|
{
l3(l3 + 1)
[
l3(l3 + 1)− 2
]}
× F (l1, l2, l3,m1,m2,m3) +O(ε4).
(H.13)
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Here, the function F (l1, l2, l3,m1,m2,m3) is given by
F (l1, l2, l3,m1,m2,m3) =
∫ 2pi
0
dφ
∫ pi
0
dθ sin θ Y m1l1 Y
m2
l2
Y m3l3
=
√
(2l1 + 1)(2l2 + 1)(2l3 + 1)
4pi
×
(
l1 l2 l3
0 0 0
)(
l1 l2 l3
m1 m2 m3
)
,
(H.14)
where (
l1 l2 l3
m1 m2 m3
)
(H.15)
is a Wigner 3-j symbol (see, for example, Appendix C.I of Ref. [118]). The general
Wigner 3-j symbol is zero unless all the following conditions are satisfied:
(i) The triangle condition |l1 − l2| ≤ l3 ≤ l1 + l2.
(ii) m1 +m2 +m3 = 0.
(iii) |mi| ≤ li.
Also, the shorthand notation has been used that
∑
l1,l2,l3=2
m1,m2,m3
=
∞∑
l1=2
l1∑
m1=−l1
∞∑
l2=2
l2∑
m2=−l2
∞∑
l3=2
l3∑
m3=−l3
. (H.16)
By contrast to the above, the calculation of the volume is much more straightfor-
ward. Direct substitution of the results
√
g = R sin θ, r · nˆ = R, and r · rk = 0
implies that
dV =
R2
3
sin θ
[
1 + 3²+ 3²2 + ²3
]
. (H.17)
Expanding ² in terms of the spherical harmonics—Eq. (H.11)—and integrating,
gives
V =
4
3
piR3 + ε2R3
∞∑
l=2
l∑
m=−l
|alm|2
+ ε3
R3
3
∑
l1,l2,l3=2
m1,m2,m3
|al1m1||al2m2||al3m3|F (l1, l2, l3,m1,m2,m3)
+O (ε4) .
(H.18)
Appendix I
Cartesian deformations from a sphere
In Appendix H the mean curvature of a surface which can be described by a
small deformation from a sphere was presented. There, general expressions which
describe deformations from an arbitrary surface were simplified by restricting
the initial surface to be a sphere. However, by way of a check, it is possible
to explicitly calculate the mean curvature of the deformed surface in terms of
spherical polar coordinates.
Letting the deformed surface take the following parametrisation in θ and φ,
(R constant), the unit normal nˆ, surface area element dA, and volume element
dV can be constructed. Starting with
x = R(1 + ²(θ, φ)) sin θ cosφ, (I.1)
y = R(1 + ²(θ, φ)) sin θ sinφ, (I.2)
z = R(1 + ²(θ, φ)) cos θ, (I.3)
where
r =
 x(θ, φ)y(θ, φ)
z(θ, φ)
 , (I.4)
tangent vectors are given by
rθ =
∂r
∂θ
=
 R(1 + ²) cos θ cosφ+R²θ sin θ cosφR(1 + ²) cos θ sinφ+R²θ sin θ sinφ
−R(1 + ²) sin θ +R²θ cos θ
 , (I.5)
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and
rφ =
∂r
∂φ
=
 −R(1 + ²) sin θ sinφ+R²φ sin θ cosφR(1 + ²) sin θ cosφ+R²φ sin θ sinφ
R²φ cos θ
 , (I.6)
where ²θ = ∂g/∂θ, ²φ = ∂g/∂φ, and, for simplicity, the θ and φ dependence of ²,
²θ, and ²φ is assumed. The metric
gij =
(
R2(1 + ²)2 +R2²2θ R
2²θ²φ
R2²θ²φ R
2(1 + ²)2 sin2 θ +R2²2φ
)
, (I.7)
and surface area element
dA =
√
gdθdφ
= R2(1 + ²)2 sin θ
(
1 +
²2θ
(1 + ²)2
+
²2φ
sin2 θ(1 + ²)2
)1/2
dθdφ,
(I.8)
can now be constructed. Calculating the unit normal gives
nˆ =
R2(1 + ²)2 sin θ√
g

sin θ cosφ+
²φ
sin θ(1+²)
sinφ− ²θ
(1+²)
cos θ cosφ
sin θ sinφ− ²φ
sin θ(1+²)
cosφ− ²θ
(1+²)
cos θ sinφ
cos θ + ²θ
(1+²)
sin θ
 , (I.9)
from which the volume element can be calculated
dV =
1
3
(r · nˆ)√gdφdθ
=
R3
3
(1 + ²)3 sin θdφdθ.
(I.10)
Setting ² = 0, the standard results for a sphere can be recovered:
gij =
(
R2 0
0 R2 sin2 θ
)
, (I.11)
dA = R2 sin2 θdθdφ, (I.12)
nˆ =
 cosφ sin θsinφ sin θ
cos θ
 , (I.13)
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dV = R2 sin2 θdθdφdR. (I.14)
Recall that the mean curvature is given by
H = −1
2
gijLij, (I.15)
with
Lij = nˆ · rij. (I.16)
It follows that
rθθ =
 −R(1 + ²) sin θ cosφ+ 2R²θ cos θ cosφ+R²θθ sin θ cosφ−R(1 + ²) sin θ sinφ+ 2R²θ cos θ sinφ+R²θθ sin θ sinφ
−R(1 + ²) cos θ − 2R²θ sin θ +R²θθ cos θ
 , (I.17)
rφφ =
 −R(1 + ²) sin θ cosφ− 2R²φ sin θ sinφ+R²φφ sin θ cosφ−R(1 + ²) sin θ sinφ+ 2R²φ sin θ cosφ+R²φφ sin θ sinφ
R²φφ cos θ
 , (I.18)
and
rφθ = rθφ =
 −R(1 + ²) cos θ sinφ+R²φ cos θ cosφ−R²θ sin θ sinφ+R²θφ sin θ cosφR(1 + ²) cos θ cosφ+R²φ cos θ sinφ−R²θ sin θ cosφ+R²θφ sin θ sinφ
−R²φ sin θ +R²θφ cos θ
 .
(I.19)
Calculating the inverse metric gives
gij =
1
R2 (1 + ²)2 sin2 θ
(
1 +
²2θ
(1+²)2
+
²2φ
sin2 θ(1+²)2
)
(sin2 θ + ²2φ(1+²)2) −²θ²φ(1+²)2
− ²θ²φ
(1+²)2
(
1 +
²2θ
(1+²)2
) .
(I.20)
Using the previous results for nˆ, rθθ and rφφ the coefficients of the second fun-
damental form may be computed:
Lθθ =
R(1 + ²)(
1 +
²2θ
(1+²)2
+
²2φ
sin2 θ(1+²)2
) 1
2
(
−1 + ²θθ
(1 + ²)
− 2 ²
2
θ
(1 + ²)2
)
, (I.21)
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Lφφ =
R(1 + ²)(
1 +
²2θ
(1+²)2
+
²2φ
sin2 θ(1+²)2
) 1
2
(
²θ
(1 + ²)
cos θ sin θ − sin2 θ + ²φφ
(1 + ²)
− 2 ²
2
φ
(1 + ²)2
)
,
(I.22)
and
Lφθ = Lθφ =
−R(
1 +
²2θ
(1+²)2
+
²2φ
sin2 θ(1+²)2
) 1
2
(
²φ cos θ
sin θ
+
²θ²φ
(1 + ²)
)
. (I.23)
Assuming that derivatives ²θ, ²θθ, ²φ, and ²φφ are of order ², and discarding terms
of order greater than ²2, these results can be combined with the earlier expression
for the inverse metric to give a second order expression for the mean curvature
H =
1
2R
(
2− 2²+ 2²2 − (1− 2²)
(
²θθ + ²θ
cos θ
sin θ
+
²φφ
sin2 θ
)
+O(²3)
)
. (I.24)
This expression can now be written in terms of the total angular momentum
operator Lˆ2, whereby
H =
1
R
− 1
2R
(2²+ Lˆ2²) +
1
R
(²2 + ²Lˆ2²). (I.25)
Expanding ² in terms of the spherical harmonics as described in Sec. 5.4, the
expressions (I.8), (I.10) and (I.25) are all that is needed to reproduce the results
presented in Appendix H up to second order.
Appendix J
Partial derivatives of the bending
energy
In order to write down the right-hand side of Eq. (4.19), partial derivatives (6.8)
and (6.9) are needed in terms of r, the radius of a sphere with equivalent surface
area, and ε. This Appendix provides the details of the calculation.
First, after invoking the growth law (6.1), the undeformed radius R appearing
in the expressions for ξ1 and V—Eqs. (H.12) and (H.18) respectively—must be
eliminated in favor of r. Using the relation (6.2) gives
ξ1 =4pir − ε2 r
4
∞∑
l=2
l−1∑
m=1−l
|alm|2 [2− l(l + 1)]
+ ε3
r
8
∑
l1,l2,l3=2
m1,m2,m3
|al1m1||al2m2||al3m3|
{
l3(l3 + 1)
[
2l2(l2 + 1)− l3(l3 + 1)− 2
]}
× F (l1, l2, l3,m1,m2,m3) +O(ε4),
(J.1)
and
V =
4
3
pir3 + ε2
r3
4
∞∑
l=2
l−1∑
m=1−l
|alm|2 [2− l(l + 1)]
+ ε3
r3
3
∑
l1,l2,l3=2
m1,m2,m3
|al1m1||al2m2||al3m3|F (l1, l2, l3,m1,m2,m3) +O(ε4),
(J.2)
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where ξ2 remains unchanged and the tilde notation has been dropped. The re-
duced volume v can now be introduced, such that
V =
4pir3
3
v. (J.3)
Noticing that v is a function of ε only, implies that(
∂ε
∂V
)
r
=
1
4pir3/3
[v′(ε)]−1, (J.4)
and (
∂ε
∂r
)
V
= −3
r
V
4pir3/3
[v′(ε)]−1, (J.5)
where using the notation of Eqs. (6.3)-(6.5)
v′(ε) =
dv
dε
= 2εV (2) + 3ε2V (3) +O(ε3). (J.6)
Substituting Eq. (J.4) into Eq. (6.8), and Eq. (J.5) into Eq. (6.9) gives(
∂Em
∂V
)
A
=
[v′(ε)]−1
4pir3/3
(
∂Em
∂ε
)
r
, (J.7)
and (
∂Em
∂A
)
V
=
1
8pir
(
∂Em
∂r
)
ε
− 3V
2A
(
∂Em
∂V
)
A
. (J.8)
Writing Em = 2κξ2− 2κC0ξ1 + κC20A/2, the partial derivative (∂Em/∂ε)r can be
found directly using Eqs. (6.3), (6.4), and A = 4pir2. Substituting into Eq. (J.7)
gives (
∂Em
∂V
)
A
=
6κξ
(2)
2
r3V (2)
− 6κC0ξ
(2)
1
r2V (2)
+ ε
9κ
r3V (2)
×
[(
ξ
(3)
2 −
V (3)ξ
(2)
2
V (2)
)
− C0r
(
ξ
(3)
1 +
V (3)
3
)]
,
(J.9)
where the fact that ξ
(2)
1 /V
(2) = −1/3 has been used. Similarly, (∂Em/∂r)ε can
also be found from Eqs. (6.3), (6.4) and A = 4pir2. Substituting this result and
Eq. (J.9) into Eq. (J.8) gives
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(
∂Em
∂A
)
V
=− 2κC0
r
+
κC20
2
− 3κξ
(2)
2
r2V (2)
− ε 9κ
2r2V (2)
[(
ξ
(3)
2 −
V (3)ξ
(2)
2
V (2)
)
− C0r
(
ξ
(3)
1 +
V (3)
3
)]
,
(J.10)
where once again ξ
(2)
1 /V
(2) = −1/3 has been used.
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