Abstract-We present an extensive analysis of an optical Blassmatrix architecture as a beamforming network with potential for multibeam operation in wireless systems. Its design relies on the use of phase shifters and Mach-Zehnder Interferometers (MZIs) inside an M × N matrix, and enables the generation of M beams by N-element antenna arrays. We start our analysis from an optical signal with amplitude modulation by discrete microwave tones, and confirm the possibility to translate its optical phase shifts inside the matrix into equivalent phase shifts in the microwave domain. We show this is possible when the input is an optical single-side band signal and the optical carrier is reinserted before photodetection. We extend the conclusions to the case of an optical signal carrying a microwave with quadrature amplitude modulation (QAM) and the case of simultaneous inputs at the M input ports. Based on this analysis, we propose a Blass-matrix configuration algorithm taking into account the properties of the MZIs. Through simulations, we validate the potential for multibeam operation, and evaluate the beamforming performance at 28.5 GHz with respect to the QAM order, symbol rate, and pulse shaping parameters. In all cases with rate up to 3 Gbaud, the bit-error rate remains lower than 10 -3 , showing that the beam squinting effect, which is present in our design, can be tolerated. Finally, we study the frequency dependence of the beamforming performance due to inevitable asymmetries of the MZIs and length variations of the waveguides, and evaluate the impact of the imperfections in the couplers inside the MZIs and the phase shifters. We show that in all cases the performance degradation is negligible for realistic fabrication and operation conditions. Index Terms-5G mobile networks, blass matrix, microwave photonics, millimeter waves, multi-beam operation, optical beamforming, phased-array antennas, photonic integration.
I. INTRODUCTION

B
-EAMFORMING has become a key functionality in modern wireless networks, thanks to its potential to increase the directivity of the wireless beam from an antenna, steer it to the user or the group of users that should be served at each point of time, and improve in this way the signal-to-noise ratio (SNR) of the corresponding links [1] , [2] . Within the context of fifth generation (5G) networks, beamforming is expected to become even more important, provided that the same operations can be extended to multiple beams from a single antenna [1] , [3] . In this way, parallel links to multiple groups of users inside the same communication cell can be accommodated with low cross-talk, and substantial increase in the total system capacity can be achieved [3] .
Both in the case of single-and the case of multi-beam operation, beamforming is based on the use of a multi-element antenna, and the application of proper excitation signals to each antenna element (AE) with time delays that correspond to the intended beam directions [2] , [3] . In current beamforming networks, adjustment of these delays is realized in the electronic domain using digital electronic platforms [4] , analog microwave components [5] or hybrid implementations [6] . As however the frequency bands of modern wireless systems are shifted closer or deeper in the millimeter wave (mm-wave) regime, the fractional bandwidth of the signals gets higher, and the number of the AEs larger, these electronic solutions start having significant limitations in terms of time delay accuracy across the signal bandwidth, insertion loss across the same bandwidth, physical size and weight, electromagnetic interference, power consumption (especially in the case of digital solutions) and cost [7] .
In order to overcome this problem, solutions based on microwave photonics technology have been proposed as a powerful alternative for the processing of microwave or mm-wave signals and the implementation of high-performance beamforming networks in the optical domain [8] - [11] . Efforts to this direction include developments of true-time delays (TTDs) based on fiber segments of different length [12] , [13] , micro-ring resonators [14] - [16] , spatial light modulators [17] , [18] , dispersive fibers [19] , [20] , gratings [21] , [22] or semiconductor optical amplifiers [23] , [24] , as well as developments of devices that approximate the operation of TTDs based on phase shifts [25] , [26] or complementary phase shifted spectra [27] , [28] . 0733 -8724 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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The efforts cited above have been limited to the single-beam beamforming case, aiming to confirm the fundamental operating principles and the high bandwidth potential of the optical beamforming solutions. To our interest in this work, other efforts have aimed to make the next step exploring the extension of the optical solutions to the case of multi-beam operation. These include the early works describing the use of an optical setup for multi-beam operation of phased array antennas in radar and communication applications [29] - [31] , as well as follow-on works based on fiber-based TTDs [32] - [35] , Bragggratings [36] , [37] , Fourier transform lenses [38] , acousto-optic tunable filters (AOTFs) [39] , and spatial light modulators [40] - [42] . Although important for validating the potential of optical beamformers for multi-beam operation, these works have been based on bulk implementations suffering from fundamental limitations in their scaling to large numbers of wireless beams and AEs. Photonic integration on the other hand can facilitate this type of scaling through the fabrication of large-scale photonic integrated circuits (PICs), where the optical beamforming network is implemented with the help of TTDs or optical phase shifters inside a Butler [43] - [45] , Nolen [46] or Blass matrix architecture [47] , [48] . The first two architectures have the basic advantage that they are lossless, but their main disadvantage is that they are not fully flexible in the selection of the steering angle of each beam independently from the other ones. Moreover, in the case of the Butler matrix, the implementation as an integrated circuit requires large number of waveguide crossings, which are always problematic and can substantially deteriorate the circuit performance. On the other hand, the Blass matrix is by default lossy due to the fact that a small part of the power is always directed to output ports other than the ones that feed the AEs. However, it does not require waveguide crossings, and in the case, where it is based on optical phase shifters, it can ensure fully flexible selection of the angle of each wireless beam. An integrated implementation of this type of optical Blass matrix network was briefly discussed in [48] . However, no details were given in this specific work to explain in depth the optical Blass matrix concept, describe the methods for its design, and give an insight into its expected beamforming performance.
In the present work, we fill this gap via mathematical analysis and extensive simulation studies and provide for the first time to our knowledge a solid background for the design and operation of a multi-beam optical beamforming network based on Blass matrix. More specifically, we start with an analysis of the processing steps that are necessary for the microwave photonics signals at the input and output of the Blass matrix, and propose a simple design and an algorithm for the configuration of the matrix, taking into account the properties of the MachZehnder Interferometers (MZIs) as tunable optical couplers. We validate next the multi-beam capability of the beamforming network and evaluate the beam squinting effect, which is inherent to our design, as a function of the symbol rate, modulation format and pulse shaping of the signals. Assuming operation with quadrature amplitude modulation (QAM) signals at 28.5 GHz, we find through error-vector magnitude (EVM) calculations that the beam squinting effect is not critical in typical cases, where the rate remains below 3 Gbaud. Finally, we investigate the additional frequency dependence of our beamforming network due to inevitable asymmetries of the MZIs and length variations of the waveguides inside the Blass matrix, and the additional impact of imperfections with respect to the couplers inside the MZIs and the phase shifters inside the Blass matrix. In all cases, we find that the impact of the asymmetries and the imperfections remains negligible for realistic fabrication and operation conditions.
The remainder of the manuscript is organized as follows: In Section II, we describe the principle for the introduction of a phase shift in the microwave domain using a corresponding phase shift in the optical domain, and analyze the design and configuration of the Blass matrix for multi-beam operation. In Section III, we present our simulation studies regarding the expected beamforming performance under different modulation parameters and operation conditions. Finally, in Section IV, we provide an outlook for the practical realization of Blass matrix beamforming networks with respect to the main PIC technologies available today, we discuss the power consumption issues of these networks, and we conclude.
II. OPERATING PRINCIPLE AND DESIGN OF OPTICAL BLASS MATRIX BEAMFORMING NETWORK
Before going into the details of the Blass matrix design, we explain below the mechanism and the required processing steps for getting significant phase shift in the microwave domain via a corresponding phase shift in the optical domain.
A. Carrier Suppression and Re-Insertion Concept and Relation Between Optical and Microwave Phase Shifts
We take as example a simple signal y in with two frequency tones at f 1 and f 2 , which fall within the frequency band of interest in the microwave or mm-wave regime:
where M 1 , M 2 , ϕ 1 and ϕ 2 the amplitudes and the phases of the two tones, respectively. This microwave signal can modulate the amplitude of an optical carrier with frequency f 0 , resulting in an optical signal, which can be represented in turn as:
where A an amplitude factor and ϕ 0 the phase of the optical carrier. When this signal passes through an optical phase shifter, it acquires a phase shift ϕ P S , which adds to ϕ 0 inside the exponential of (2) . Unfortunately, if this signal is incident on a photodiode (PD), the phase shift cannot pass on the generated photocurrent due to the square-law of the photodetection process, and thus it gets lost [49] . In order to prevent this loss and make this method useful for beamforming applications, certain processing steps are needed. As shown in Fig. 1(a) , after modulation the optical signal should pass through an optical filter to filter out its carrier and one of its side-bands, allowing for single-side band (SSB) propagation through the optical phase shifter. At the output of the phase shifter, a copy of the carrier should be re-inserted in order to enable the beating process at the photodetector and to generate a photocurrent with a phase shift in the microwave domain as large as the phase shift in the optical domain. The details of this carrier suppression, SSB operation and carrier re-insertion process are better explained via the following equations. Using the exponential expression of cosine in (2), the optical signal can be represented as:
Without loss of generality, we assume that the filter blocks the carrier and the lower side band, and allows for the propagation of only the upper side band, which is mathematically described by the last two lines in (3) . At the output of the optical phase shifter, this SSB signal is written as:
Finally, after carrier re-insertion the optical signal becomes:
whereÃ andφ 0 the new amplitude and the new phase of the optical carrier, which are different in the general case from A and ϕ 0 . When this signal is incident on a photodetector, the generated photocurrent y out (t) is by default proportional to the square of the x out (t) amplitude, and it can be described as:
where x * out (t) the complex conjugate of x out (t). Using the expression in (5), y out (t) can be calculated as a sum of direct current (DC) terms and exponential terms at ±f 1 , ±f 2 and ±(f 1 − f 2 ). Using now the standard expression of cosine, and assuming the use of a proper coupling scheme to block the DC terms and the use of a microwave filter to block the lowfrequency terms at ±(f 1 − f 2 ), the microwave signal at the output of the photodetector can be represented as:
As observed in (7), both frequency components of the output microwave signal have acquired an additional phase shift ϕ P S , which is equal to the optical phase shift of the upper side band, and thus it is adjustable via the optical phase shifter of the setup. The same conclusion can be extended to the case of an optical wave that carries an actual signal with continuous spectral content within a frequency band. To our specific interest in this work, it can be also extended to the case of multiple optical waves that have the same optical carrier, but carry different microwave signals and undergo different phase shifts, as shown in Fig. 1(b) . More specifically, it can be shown that the microwave signal that is derived after the combination of the individual upper side bands, the carrier re-insertion, the photodetection and the use of a DC block and a microwave filter, is the sum of the input microwave signals, each with an additional phase shift that is equal to the optical phase shift of its corresponding optical signal. This principle is the basis for the design and configuration of an optical Blass matrix beamforming network, as explained in the next paragraph.
Finally, it should be noted that it is not possible to obtain the same results in the case of double-side band operation. Following the same analysis, it can be shown that the presence of both side-bands in the optical domain results in phase shifts to opposite directions in the microwave domain after the carrier reinsertion and photodetection process, affecting the beamforming performance. In order to overcome this problem, working with SSB optical signals proves to be mandatory. Fig. 2 presents the layout of an optical Blass matrix beamforming network feeding N AEs and supporting the formation of M independent beams. In this layout, an optical carrier is generated by a laser source and is split into two parts. The first part is reserved and bypasses the Blass matrix in order to be used during the carrier re-insertion process. The second one is further split into M parts in order to feed an amplitude modulator array driven by M independent microwave or mm-wave signals. At the output of this array, each optical signal passes through an optical filter in order to filter out its optical carrier and its lower side-band. This filter should be highly selective featuring very sharp transitions between its stop and pass bands. On a real integrated circuit, it can be implemented as an MZI with micro-ring resonators inside its arms and with proper phase shifters, which will allow for controlling the frequency allocation of its periodic stop-and pass-bands. After the filter, the upper side-band of each signal enters the Blass matrix from the corresponding input port. The Blass matrix consists of horizontal and vertical waveguiding lines (M rows and N columns) that are cross-connected by means of MZIs, which facilitate the splitting of each input signal into multiple parts that follow different light paths. Different subsets of these parts are destined for different AEs. The parts that belong to the same subset are split and finally recombined in a coherent way using a subgroup of MZIs that form a larger nested MZI. At the same time, the MZIs enable signals from different input ports to be combined in a coherent way again and be routed to the output ports on the top. Provided that the implementation of the Blass matrix is based on the use of a photonic integrated circuit, this coherent combination is stable and reconfigurable. The corresponding weights are adjusted by the coupling coefficients of the MZIs and the phase shifts that are induced by the phase shifters above each MZI. The signal at each output port on the top is recombined with part of the optical carrier, and is subsequently detected by a PD. Finally, each generated photocurrent enters the subsequent microwave chain (MC) and undergoes a number of processing steps including DC blocking, filtering and amplification in order to drive the corresponding AE of the multi-element antenna. It should be noted that part of the optical power that enters the Blass matrix gets inevitably lost, even in the case of ideal MZIs. The reason for this loss is that part of the optical power finds its way out of the Blass matrix not from the output ports on the top, but rather from the ports on the right side of the matrix.
B. Layout of Optical Blass Matrix Beamforming Network
Before presenting the method for the configuration of the Blass matrix, we discuss the details of the MZI as tunable coupler, and show that the MZI does not affect only the amplitude, but also the phase of the optical signals. We take the example of Fig. 3 with a phase shifter in the upper arm of the MZI, and we assume that an optical field E In 1 with a single optical frequency f 0 and amplitude E 0 enters the MZI from the first port (point 1). The first 3-dB coupler splits this field into two parts that appear at points 3 and 4, propagate along the two arms, arrive at points 5 and 6, and add coherently at the second 3-dB coupler. Using phasors for this representation, and assuming that the length of the two arms is exactly the same, the optical fields at the first and the second output port of the MZI (points 7 and 8, respectively) can be represented as:
where ϕi the phase shift, which is applied to the propagating field by the phase shifter inside the upper arm of the MZI. By taking the ratio of these fields over the input field, we derive the expressions of the self-coupling (r1) and the cross-coupling coefficient (k1) in the case of input from the first input port (point 1):
Making the same calculations in the case of input from the second input port (point 2), we derive again the output fields at points 8 and 7, and thus the corresponding self-coupling (r2) and cross-coupling coefficient (r2) in this second case:
As observed in (12)- (13), the sign of the self-coupling coefficient of the MZI depends on the input port, whereas the cross-coupling coefficient remains the same in either case. Fig. 4 presents the plots of the amplitude and the phase of the self-and cross-coupling coefficients in the two cases as a function of the phase shift ϕi in the upper arm of the MZI, and reveals the interrelation of these parameters. As ϕi increases from 0 to π rad, the amplitude of the self-coupling coefficients increases from 0 to 1, whereas the amplitude of the cross-coupling coefficients drops from 1 to 0. Provided that the MZI can be considered as lossless, the sum of the squares of the amplitudes is equal to 1 for both pairs of self-and cross-coupling coefficients and for every value of ϕi:
On the other hand, as ϕi increases from 0 to π rad, the phase of the first self-coupling coefficient (r1) and the phases of the two cross-coupling coefficients increase in a linear way from π/2 to π rad, while the phase of the second self-coupling coefficient trails behind by π rad. From a practical point of view, the extinction ratio (ER) of the optical power between the two output ports cannot be infinitely large, implying that the self-and crosscoupling coefficients of the MZI cannot be extremely close to 0 or 1. Assuming again that the input optical field enters the MZI from the first input port, the ER can be defined as:
Taking a typical ER limit of 27 dB and working with (14) and (15), the maximum value of |r1| and the minimum value of |k1| are found to be close to 0.999 and 0.045, respectively. It is noted that the same maximum and minimum values apply to |k1| and |r1| in the opposite way, if the input signal is switched to the other output port, as well as to the second pair of coupling coefficients |r2| and |k2|, if the input signal enters the MZI from the second input port.
In the analysis of the MZI presented so far, we have taken separately the case of an input signal from the first input port and the case of an input signal from the second one. However, all MZIs apart from those in the lowest row of the matrix will operate with signals at both inputs ports, enabling in this way the coherent combination of different Blass matrix input signals, as well as the recombination of parts of the same input signal that follow different light paths but are destined for the same AE. In this case, and with reference to the notation of Fig. 3 , the two outputs of each MZI can be written as follows:
C. Configuration of Optical Blass Matrix
The configuration of the optical Blass matrix involves the proper tuning of its phase shifters P S m ,n and its couplers MZI m ,n in order to generate the intended number of wireless beams and steer them to the desired directions. The configuration process is very similar to the process described in [50] for the case of a microwave Blass matrix, but it takes now into account the specifics of the optical implementation. It uses as an example the case of the linear antenna of Fig. 2 , and starts from the calculation of the excitation signal for each AE and each intended beam, based on the theory of multi-element antennas [3] . This linear antenna has N AEs with a distance d between them, which is equal to half the wavelength of the microwave carrier. Assuming that it can steer the beam at the azimuthal plane, the signal that should excite the n-th AE in order to form a beam at an angle θ can be written as [3] :
where |s n | and α n the amplitude and phase of the excitation signal, n the order of the AE inside the array (n = 1..N ), and k c the wavenumber that corresponds to the carrier of the wireless signal. For uniform excitation, the amplitude is the same for all AEs and can be written in a normalized form as 1/ √ N so that the total excitation power is unity. For Gaussian apodization on the other hand, the amplitude follows a Gaussian distribution around the center of the array with standard deviation σ that depends on the intended degree of side-lobe suppression [51] . Again, the amplitudes can be normalized so that the total excitation power is still unity.
Following the methodology in [50] , we can now extend the representation of (18) to the multi-beam case. Assuming a common carrier frequency for all intended beams, we can write the signal that should excite the n-th AE in order to have the direction of the m-th beam at angle θ m , as follows:
Using this representation, we can now organize the individual excitation signals in an excitation matrixS with dimensions M × N as follows:
Within this matrix, each row gives the excitation vector S m (m = 1..M ) of the corresponding beam, whereas each column describes the signals that have to be superimposed in order to appropriately excite the corresponding AE and enable the beamforming of all intended beams.
Based now on the analysis of paragraph II.A regarding the relation between the optical SSB signal and the generated microwave signal after carrier re-insertion, photodetection, DC rejection and microwave filtering, we can correlate in a direct way each excitation vector S m with a new vector S m . The latter describes the set of the optical SSB signals [s m ,1 s m ,2 s m ,3 .. s m ,N ] that should be present at the output ports of the optical Blass matrix in order to get the desired excitation vector S m at the end. More specifically, by comparing the expression of the optical SSB signal in (4) with the microwave signal in (7), it is evident that the amplitude and phase relation between the elements of S m will be exactly the same with the relation between the elements of S m , provided that the part of the optical carrier that is re-inserted has the same amplitude and the same phase for all AEs. In this way, the problem of setting the necessary amplitude and phase for the excitation signals s m ,n based on the phasor expression of (19) , translates into a problem of ensuring the same amplitudes and phases for the optical SSB signals s m ,n based on the same expression:
Clearly, the phasor in (19) implies a wave with the same frequency as the wireless carrier f c , whereas the phasor in (21) implies an optical wave with frequency f o + f c , where f o the frequency of the optical carrier. However, in both expressions, the wavenumber k c is associated with the wireless carrier.
As illustrated in Fig. 2 , we represent the optical signal that enters the MZI m ,n from the left side as E In m ,n , the optical signal that leaves the MZI m ,n and enters the phase shift P S m ,n as E O m ,n , and the optical signal that leaves the phase shifter P S m ,n and propagates further to the top as E OP m ,n . With this convention, the input signals of the matrix are written as E In m ,1 , the signals that leave the matrix and enter the carrier re-insertion stage as E OP 1,n , and the signals that get lost at the output ports on the right as E In m ,N +1 .
The steps for the configuration of the Blass matrix are summarized below having as reference the layout and the mathematical notation employed in Fig. 2: 1) Based on the input data regarding the angles θ m and the type of excitation (uniform or Gaussian) for each beam, we calculate the vectors S m using the basic relation of (21) and a normalized form for the |s m ,n | so that the total power of each vector is unity. 2) We define the maximum ER of the MZIs of the matrix. 3) We also define ΔP as the excess signal power that we have to launch into the Blass matrix in order to ensure full flexibility in its configuration, including flexibility in the configuration of the MZIs in the last column of it. ΔP represents in fact the power of each input signal that will be wasted during propagation through the matrix, leaving the circuit from the output ports on the right. Given that the total power of each vector S m is unity, the use of this excess power means that the launching power of each input signal should be 1 + ΔP , making the power efficiency of the Blass matrix equal to 1/(1 + ΔP ). The amplitude of each input signal should be written now as:
From a practical point of view, the provision of this excess power for all input signals can be facilitated by using a laser source with higher output power by a factor of (1 + ΔP ) at the expense of higher system power consumption. 4) We start the solution of the matrix with the first row. We consider all input ports to be inactive apart from the first one (E In m ,1 = 0 for m = 1). Given the vector S 1 we start the calculation of the coefficients and phase shifts from left to right. In more detail, given the target amplitude |s 1,1 | and the input amplitude |E In 1,1 |, we calculate the amplitude of the self-coupling coefficient |r1 1,1 | at MZI 1,1 :
Using (10), we extract the phase shift ϕi inside MZI 1,1 , and we calculate the amplitude and the phase of all coefficients (r1 1,1 , r2 1,1 , k1 1,1 and k2 1,1 ) at MZI 1,1 , using (11)- (13) . The output signals E O 1,1 and E In 1,2 are derived next as:
Finally, we calculate the phase shift ϕ 1,1 at P S 1,1 using the following relation:
where arg{·} the argument, which is finally transferred within the range [0, 2π]. We continue to the right, using the output signal E In 1,2 as the input for the next MZI, and we continue in the same way further to the right in order to calculate all coupling coefficients (r1 1,n , r2 1,n , k1 1,n and k2 1,n ) and all phase shifts ϕ 1,n . 5) We continue with the second row. We consider this time all input ports to be inactive apart from the second one (E In m ,1 = 0 for m = 2), and we start the calculation of the coefficients and the phase shifts again from left to right. For the calculation of the parameters of MZI 2,1 and P S 2,1 , we use the input signals E In 1,1 and E In 2,1 , the information about the MZI 1,1 and P S 1,1 (from the previous step) and the target signal s 2,1 . We calculate first the signal E OP 2,1 that we should use as the second input to the MZI 1,1 , using the following relation:
In (27) , E In 1,1 is zero, and thus the first part of the expression within the parenthesis can be removed. All other parameters are either given or known from the previous step, facilitating the calculation of E OP 2,1 . The amplitude of the self-coupling coefficient |r1 2,1 | can be found next in a similar way as in (23) using the relation:
After that point, the amplitude and the phase of the coupling coefficients at MZI 2,1 and the phase shift ϕ 2,1 at P S 2,1 can be calculated in the same way as in the previous step. Having now the full information about the MZI 1,1 and P S 1,1 (from the previous step) and the MZI 2,1 and P S 2,1 (from the current step), we can derive the output signals E In 1,2 and E In 2,2 that continue their propagation to the right:
Using these two signals, the information about the MZI 1,2 and P S 1,2 (from the previous step) and the target signal s 2,2 , we can repeat the same process described above in the current step in order to calculate the coupling coefficients at MZI 2,2 and the phase shift ϕ 2,2 at P S 2,2 . In this way, we can continue moving to the right and calculate all coefficients (r1 2,n , r2 2,n , k1 2,n and k2 2,n ) and all phase shifts ϕ 2,n . . In case this is not true, the solution of the mathematical problem has failed due to the lack of sufficient optical power at the input of the matrix. The configuration steps 3 to 6 have to be repeated using a larger power margin ΔP . As only an example, Table I presents the implementation of this configuration algorithm, summarizing the amplitude of the coupling coefficients |r1 m ,n | and the phase shifts ϕ m ,n for a 3 × 8 optical Blass matrix. In this particular example, the microwave carrier was 28.5 GHz, and the target directions of the three beams were 40°, 85°and 135°. Moreover, the target excitation type was uniform for beam 1, and Gaussian for beams 2 and 3 with standard deviation L/2 and L/4, respectively, where L = (N − 1) · d the total length of the antenna array. Finally, the employed power margin ΔP was only 0.08. Fig. 5 presents the diagram of the array factor that is obtained, if we use the signals E OP 1,n (n = 1..8), which emerge at the upper output ports of the matrix, as the basis for the excitation signals of the AEs, as per the description above. As it can be observed in this diagram, the multi-beam beamforming operation of the optical Blass matrix that is achieved is in perfect alignment with the target specifications. It should be noted, however, that our method ensures the optimum configuration of the Blass matrix for operation with the optical frequency f o + f c , and thus for wireless transmission with the microwave carrier f c . For any other microwave frequency within the band of interest, the phase relations between the excitation signals are exactly the same as for f c . Hence, they do not satisfy the relation of (19) for the wavenumber of the new frequency, leading to the beam squinting effect [3] . Moreover, an additional effect, which is specific to the optical implementation, can be also present degrading further the wireless radiation pattern. This effect is related to the frequency dependence of the amplitude and phase of the coupling coefficients, when there is asymmetry between the arms of an MZI. The next section presents extensive simulation studies that evaluate at first place the impact of the two effects on the beamforming performance of the optical Blass matrix for signals with different symbol rate, modulation format and pulse shaping parameters.
Finally, it should be also noted that the layout of the optical beamformer presented in Fig. 2 is associated with the downlink direction in a wireless network, where the multi-element antenna transmits the signals to the users. In a true network, a second optical beamformer should be also present associated with the uplink direction allowing for the multi-element antenna to receive signals from the users with maximum gain from specific directions. Fig. 6 depicts the layout of the corresponding optical beamformer based again on the Blass matrix architecture. In this case, the laser source, the 1 × N optical splitter, the N modulators and the N optical filters are all from the side of the AEs. Each modulator corresponds to a specific AE and is driven by the electrical signal received by this AE. After propagation through the Blass matrix, the M output signals leave the matrix from the output ports on the left side, and propagate further through the carrier re-insertion stage before detection by the M PDs. Each PD corresponds and is used for each intended receiving beam. The basic operating principles, mathematical analysis and steps of the configuration algorithm described above for the downlink direction remain the same also in the uplink case.
III. SIMULATION STUDY
A. Impact of the Beam Squinting Effect
Beam squinting is the effect, where different spectral components of a wireless signal are steered by the beamforming network to angles other than the angle of the carrier frequency f c . It is present in beamforming networks based on phase shifters that ensure a constant phase relation between the elements of the vector S m , irrespectively of the exact frequency. As such, it is also present in the optical Blass-matrix network of Fig. 2 according to the analysis presented in the previous section. Fig. 7 presents the error in the steering angle that we measure through simulations, when the Blass matrix is configured by our method for the nominal frequency f c , but the spectral component under investigation has an offset Δf of ±1, ±3 or ±5% with respect to f c . As observed, the error compared to the nominal value θ m is very small when θ m is close to 90°, but it can be very large (i.e., almost 8°) when θ m deviates significantly from this value.
For a receiving device at a certain observation angle, the error of the beamforming network in the steering angle translates into a phase offset and amplitude attenuation of the frequency under investigation with respect to f c . Fig. 8 and Fig. 9 investigate as an example the case of a receiving device at a moderate observation angle (60°), and present the phase offset and the amplitude attenuation, respectively, as a function of the number of AEs in the linear antenna array. As expected, the deviations that we measure for the same range of Δf (i.e., ±1, ±3 or ±5%) are much stronger, when the number of AEs is larger, and thus the beam width is smaller.
The impact of the beam squinting effect can be better assessed via the system evaluation of the beamforming, transmission and detection process in the case of microwave QAM signals with true spectral content. An input optical signal with optical carrier f 0 that carries a QAM signal with microwave carrier frequency f c can be represented as follows:
where A an amplitude factor, I(t) and Q(t) the in-phase and quadrature components of the QAM signal, and ϕ 0 the phase of the optical carrier. Despite the fact that the time dependence of the I and Q components result in a continuum of frequency tones around the carrier frequency f c , the expression in (31) has the same structure as the expression in (2) that describes the modulation of an optical carrier by two discrete frequency tones. In this sense, the analysis presented in Section II connecting in a direct way the optical phase shift of the optical SSB signal with the microwave phase shift that is obtained after carrier reinsertion, photodetection, DC blocking and microwave filtering can be extended to the case of the optical signal of (31) carrying a microwave QAM signal. This possibility to translate a processing problem in the optical domain into a similar problem in the microwave domain is of high importance for our simulation study, as it eliminates the need for using sampling rates in the Tb/s regime and makes this study feasible with conventional computational resources. It is also important that this translation is realized without loss of information or generality apart from the information that is associated with the impairments (i.e., noise and nonlinearities) of the photodetection and microwave filtering processes. However, the study of these impairments was not within the scope of the present work. Fig. 10 presents the setup in MATLAB for the simulation of the communication system considered in this work. At the transmitter side, the symbol generator provides the samples for the I and Q component of the QAM signal that corresponds to each beam (point 1). Each component undergoes an up-sampling process and passes through a raised cosine (RC) pulse shaping filter, which limits the effective bandwidth of this component, and minimizes any inter-symbol interference effects. More specifically, the resultant bandwidth is given as:
where β is the roll-off factor and f s the symbol rate of the input signals. At the output of these filters (point 2), the I and Q component are frequency up-converted using a local oscillator at 28.5 GHz, whereas a phase shifter is utilized for the introduction of a 90
• phase difference ensuring their orthogonality (point 3). Subsequently, the two components are combined in order to form a microwave QAM signal (point 4) with bandpass bandwidth twice as large as the baseband bandwidth in (32) . This QAM signal is now ready for the modulation of an optical carrier in order to form the optical signal that can be optically filtered and processed as a SSB signal by the Blassmatrix network. Based, however, on the previous discussion, this optical modulation stage can be omitted from the simulation chain, allowing for the direct use of the microwave QAM signals as inputs to the Blass matrix.
The Blass matrix itself is configured with the help of the configuration algorithm in the previous section, taking into account the intended direction and excitation type of each wireless beam. At the output ports of the Blass-matrix, the output signals feed the omnidirectional AEs of the linear antenna array, enabling the transmission of the QAM signals over a radio-frequency (RF) channel based on an additive white Gaussian noise (AWGN) model, which models in an abstract way a variety of noise contributions to the wireless signal. The SNR of the final signal at the receiver is a parameter in our simulations and is appropriately adjusted according to the order of the modulation format.
At the other end of the system, the receiver is placed at a specific observation angle. The microwave field that is calculated in point 5 is down-converted to the baseband, and analyzed back into its I and Q components using a local oscillator at 28.5 GHz and a 90
• phase shifter. A sharp low-pass filter (LPF) is also used at each branch in order to filter out the unwanted spectral components with the same cut-off frequency as the effective baseband bandwidth of the signal (point 6). From that point on, a simple set of digital signal processing (DSP) algorithms are utilized in order to properly decode and assess the quality of the received signal. First, an automatic gain control (AGC) algorithm scales the power of the signal to a specific power level, depending on the order of QAM format. Next, a time recovery (TR) algorithm recovers the symbol rate of the signal and identifies the optimal sampling instants, allowing for minimization of the ISI and provision of an optimum set of samples at the symbol rate (down-sampling). Finally, this set is used for the extraction of the constellation diagram, the calculation of the EVM and the bit-error rate (BER), and thus for the overall assessment of the quality of the beamforming and transmission system.
Using this simulation setup, we start our study from the revalidation of the multi-beam capability of our beamforming network. We use the same example as in Fig. 5 , working with a 3 × 8 Blass-matrix at 28.5 GHz and selecting with our algorithm the proper configuration for beam directions at 40°, 85°a nd 135°. The power margin is again 0.08, whereas the excitation type is uniform for beam 1 and Gaussian for beams 2 and 3. Unlike the case in Fig. 5 , we do not use here a simple carrier, but a QAM signal for each one of the three beams with 28.5 GHz carrier frequency, 1 Gbaud symbol rate and 0.5 roll-off factor. More specifically, we use a 4-QAM signal for the first beam, a 64-QAM signal for the second one and a 16-QAM signal for the third one. The employed modulation and beamforming parameters are summarized in Table II . We underline that the purpose of this study is not to compare the system performance in the case of different modulation formats, but to validate again the multibeam beamforming of our optical Blass matrix design using the different modulation formats as an intuitive way to discriminate between the signals of each beam. We let the three signals get processed by the Blass matrix, and we receive the emitted signal at the nominal angles of 40°, 85°and 135°, as well as at an intermediate angle of 60°. Fig. 11 depicts the reconstructed constellation diagrams at the four observation angles. As it can be observed, the constellation diagrams at 40°, 85°and 135°are very clear and correspond to the type of QAM signal that was intended to be steered to the specific direction. On the other hand, the constellation diagram for 60°is very blurry and noisy, as it contains normalized contributions from the three QAM signals via the main lobe or the side lobes of the three beams. The four constellation diagrams are in total agreement with the modulation and beamforming parameters of Table II , and thus confirm the capability of the Blass-matrix of combining multiple inputs and generating the required excitation signals in order to steer these inputs to the target directions.
We focus now on the impact of the beam squinting effect in combination with the modulation parameters and the number of the AEs. In order to make simpler the simulation study, we keep the number of the possible beams equal to 3, but we set active only the third input port, resulting in a single beam under investigation. The excitation of the AEs for this beam is kept Gaussian with standard deviation L/4 as before. The final size of the Blass-matrix is thus 3 × 8 or 3 × 16, depending on the number of AEs in the linear antenna array (either 8 or 16). Although this study corresponds to single-beam operation, the Table II. conclusions are general and can be extended in a direct way to the case of multi-beam operation. Figs. 12(a) and 13(a) , and Figs. 14(a) and 15(a) present the calculated BER curves as a function of the symbol rate for a 16-QAM and a 64-QAM signal, respectively, at 28.5 GHz. The roll-off factor for both formats is 0.25 and 1. The Blass-matrix is combined with a linear array having either 8 or 16 AEs, and it is configured so as to steer the beam at 30°, 60°or 90°. In the case of the 8-element array, the SNR is set at 22 dB for 16-QAM and 28 dB for 64-QAM. In order to take into account the increase in the directivity of the antenna when we go to the 16-element array [3] , the resultant SNR can be approximated by adding 3 dB and setting its value at 25 dB for 16-QAM and 31 dB for 64-QAM. The main reason for the strong dependence of the BER on the symbol rate in almost all cases is the beam squinting effect. This can be easily understood from the fact that for a nominal angle of 90°, where the beam squinting effect is absent by default, error-free operation is achieved for every combination of modulation and antenna parameters including the case of extremely high symbol rates. The small variations of the error-floor between the different diagrams are not associated with the beam squinting effect, but rather with the specifics of the modulation format, pulse shaping and SNR in each case. As however, the nominal beam angle departs from 90°, the impact of the beam squinting effect becomes obvious. This impact is much stronger in the case of the smaller nominal angle (i.e., 30°), higher symbol rates and higher roll-off factor (i.e., β = 1). The latter has as a result a larger signal bandwidth around the carrier frequency, which leads in turn to larger phase differences between the spectral components of each signal. Moreover, the impact of the beam squinting effect is much stronger in the case of the 16-element array due to the fact that the wireless beam is much thinner. As a result, the large improvement in the BER for low symbol rates in the case of the 16-element array due to the higher SNR is inverted for ultra-high symbol rates due to the dominant role of the beam squinting effect in the case of these rates. This inversion is present both for 30°and 60°beam angles, but it occurs much earlier (i.e., for lower symbol rate) in the case of 30°.
Despite these variations, it should be noted that whatever the combination of the above parameters is, the BER remains lower than 10 −3 , and thus below the forward error correction (FEC) limit, if the symbol rate remains lower than 3 Gbaud. Since this value is already very high, it indicates the tolerance of the system to the beam squinting effect. The diagrams in the bottom of Figs. 12, 13, 14 and 15, depict indicative RF spectra and the decoded constellation diagrams for some of the cases, investigated in this study.
Finally, it should be also noted that the above evaluation results correspond to the case, where the receiver is placed exactly at the nominal angle of the beam. When there is an angle offset, the beam squinting effect acts in combination with the drop in the received power leading to further degradation of the signal quality. For all nominal angles and absolute values of the angle offset, this degradation is smaller when the offset brings the receiver angle closer to the 90°, and larger when it takes it closer to the 0°or 180°.
B. Frequency Dependence and Impact of the MZI Asymmetry
In the second part of our simulation study, we focus on the impact of the additional frequency dependence, which can be present in our beamforming network. This dependence is associated with the possible asymmetry of the MZIs, and thus it is specific to the optical implementation of the Blass-matrix, which is analyzed in this work. We refer again to the layout of the MZI presented in Fig. 3 , assuming this time that the length of the two arms is not exactly the same due to fabrication imperfections. We model this inevitable asymmetry as an additional length ΔL in the upper arm, which can be either positive or negative so as to cover all cases. Using the same notation as in Section II-B, we can find again the expressions for the selfand cross-coupling coefficients in the case of inputs from the first and second port as follows: where f the optical frequency under investigation and n g the group refractive index of the waveguide, which is supposed to be constant in a first order approximation. As observed in these expressions, the MZI asymmetry ΔL introduces a frequency dependence of the coupling coefficients. As a result, when the input is an optical SSB signal with continuous spectral content around the optical frequency f 0 + f c , its different spectral components will be subject to different coupling coefficients, when they enter the MZIs inside the Blass-matrix. The algorithm that has been presented in Section II-C can take into account the MZIs' asymmetry and compensate for it for the optical frequency f 0 + f c , ensuring that the excitation signals for the microwave carrier frequency f c will have the correct phases and amplitudes. For all other spectral components however, the effect of the MZIs' asymmetry will be present introducing errors in the intended coupling coefficients. Even with this correction, a mechanism for the suppression of the temperature fluctuations should be also present in order to cancel out the thermal drifts that can lead to the reappearance of errors for the f c . On the other hand, it should be noted that in the absence of compensation of the MZIs' asymmetry for the f c via corrective adjustment of the phase shifters inside the MZIs, the excitation errors for the f c will not have a catastrophic effect on the signal, but will result in an additional rotation of the constellation diagram of the wireless signal. However, this rotation can be easily removed using a simple carrier phase recovery (CPR) algorithm in the DSP chain of the receiver. In order to evaluate the impact of the MZI's asymmetry, we use again the simulation setup of Fig. 10 for single-beam operation, using a 4 × 16 Blass matrix with active only its fourth input port. Since the asymmetry of each MZI is random in nature, we use a statistical distribution to assign the asymmetry value to each one of the 64 MZIs in our matrix. Without using real statistics about the fabrication imperfections and tolerances, we use the uniform distribution as a bad case scenario to characterize the asymmetry ΔL of the MZIs. We choose the distribution to be placed around 0, and we use its half-width (ΔL H W ) as a free parameter in our study. For example, use of a ΔL H W equal to 10 μm imposes that the actual asymmetry of each MZI falls within the [−10 + 10] μm range with a probability that respects the uniform distribution. For each ΔL H W value and each modulation case, we use a Monte Carlo simulation method and repeat the simulation experiment for 200 times in order to calculate the mean BER value of the decoded signal. Four specific cases are studied with QAM modulation at 28.5 GHz, and beam direction at 60°with uniform excitation. These cases involve a 16-QAM signal with roll-off factor 0.25, a 16-QAM signal with roll-off factor 1, a 64-QAM case with roll-off factor 0.25 and a 64-QAM case with roll-off factor 1. The SNR of the channel is 22 dB in the case of the 16-QAM signals and 28 dB in the case of the 64-QAM signals. Finally, the symbol rate serves as a second free parameter in our study ranging from 1 to 5 Gbaud, which is still an ultra high value for 5G systems operating at 28.5 GHz. In all cases, the configuration algorithm is used in order to compensate for the MZIs' asymmetry for the carrier frequency of 28.5 GHz. Figs. 16-19 depict the contour plots that correspond to the four cases and the full space of the two free parameters. As observed, the additional dependence of the BER performance on the asymmetry of the MZIs does exist, adding up to the symbol rate dependence due to the beam squinting effect. In a similar way as the beam squinting, this additional dependence gets stronger for signals with wider spectrum, when the symbol rate and/or the roll-off factor is higher. On the other hand, it should be noted that the MZI asymmetry starts having a measurable impact only when the value of the asymmetry becomes unrealistically large (i.e., ΔL H W larger than 500 μm or even 1 mm in Figs. [16] [17] [18] [19] . Given that in all typical photonic integration platforms, the asymmetry of typical MZI structures is not expected to be larger than 5 μm even in the worst case scenarios, these simulation results confirm that from a practical point of view, the MZI asymmetry cannot be a problem in the optical implementation of the Blass-matrix beamforming concept.
The same concerns regarding the MZIs' asymmetry in an actual implementation can be also extended to the overall structure of the Blass matrix. Every input port is connected to every output port via a complex interferometer in the form of a nested MZI structure. Longer or shorter paths in the waveguides that interconnect successive MZIs along a row or a column of the matrix result in asymmetries that affect the phases and the amplitudes of the frequencies within the bandwidth of interest in a similar way as the asymmetry of the individual MZIs. In this case however, there is not an obvious way to calibrate out the errors that are generated for the microwave carrier frequency, but there is always the possibility to remove the resultant rotation of the constellation diagram using a CPR algorithm, as explained above. In order to model this effect, we use again a uniform statistical distribution of additional lengths (either positive or negative) for each one of these waveguides between successive MZIs, and investigate the impact on the BER. To keep this study short, we consider again the case of a 4 × 16 Blass matrix with uniform excitation and active only the fourth input port, but we investigate only the case of a 16-QAM signal with roll-off factor equal to 1, SNR equal to 22 dB and beam direction at 60°. We use again a Monte Carlo method with 200 simulation experiments and we calculate the mean BER value for each combination of symbol rate and half-width (ΔL H W ) of the distribution that corresponds to the additional length of the waveguides. Gbaud, and reveals that the impact of this length variation is negligible for values of (ΔL H W )up to 150 μm, which is far beyond the variation we can have in true integrated circuits.
C. Impact of Coupler and Phase Shifter Imperfections
Two more practical aspects of the optical implementation that can have an impact on the system performance are associated with the accuracy in the fabrication of the two couplers inside each MZI and the accuracy in the adjustment of each phase shifter inside the matrix. In the mathematical relations of our analysis in (8)-(13), the two couplers inside each MZI have been supposed to provide a perfect 50:50 power coupling ratio for the input signals. Due to inevitable fabrication imperfections however, their coupling ratios will never be precisely 50:50, but will slightly deviate. In order to model these deviations and investigate their impact on the BER of the signals, we use again a uniform statistical distribution for the coupling ratio of the couplers that are inside the MZIs of the Blass matrix. We also employ the same simulation setup as above based on the 4 × 16 Blass matrix with active only its fourth port, and investigate the case of a 16-QAM signal with roll-off factor equal to 1, SNR equal to 22 dB and beam direction at 60°. Finally, we use the same Monte Carlo method with 200 simulation experiments and calculate the mean BER for each combination of symbol rate and half-width of the coupling ratio distribution (ΔCR H W ). Within this simulation setup the total number of MZIs is 64 and thus the total number of the couplers is 128. As observed in Fig. 21 , the variation of the coupling ratios has indeed an impact, but this impact is very low for all symbol rates up to 5 Gbaud, if the ΔCR H W is up to 0.04 (i.e., if the coupling ratio varies from 0.46 to 0.54), which is absolutely feasible in all photonic integration platforms today. It is noted that in order to get these BER results, the use of a CPR algorithm at the receiver is necessary.
In a similar way, we model the deviations that will be inevitably present in the actual phase shifts compared to their nominal values due to imperfections in the electronics that drive the phase shifters inside the Blass matrix. In order to model these deviations we employ the same method and simulation setup as before, and use a uniform distribution for the phase shifts of all phase shifters inside the Blass matrix (128 in total) around their nominal values. Fig. 22 summarizes the mean BER for the different combinations of symbol rates and half widths of the phase variation (Δϕ H W ) and reveals that the impact on the BER performance is very low even for large half widths up to 0.25 rad. Also in this case, the use of a CPR algorithm is necessary in order to cancel out the phase errors for the microwave carrier frequency and remove the additional rotation of the constellation diagram of the signal.
D. Optical Losses
A further issue that can limit the performance of the optical beamforming system is the difference in the optical losses that is always present between the signals that enter the matrix from different input ports and leave it from different output ports. We take as example the 3 × 4 Blass matrix network shown in Fig. 23 having distance α between successive rows and distance β between successive columns. These values do not involve only the physical length of the waveguide between the output portinput port of successive MZIs in each dimension, but also the physical length of the MZIs itself. Without special care in this example, the part of any input signal that is directed to the fourth output port (Output 4) has to propagate over a distance that is longer by 3β compared to the distance covered by the part of the same signal that is directed to the first output port (Output 1). Moreover, the part of the third input signal that is directed to any output port is longer by 2α compared to the distance covered by the part of the first input signal that is directed to the same output port. These differences in the propagation distance translate in a direct way to differences in the optical loss, which can deteriorate the beamforming performance if they are left uncompensated. In order to eliminate these differences, the Blass matrix can be designed as a photonic integrated circuit with additional waveguide lengths at the input and output ports, as shown in Fig. 23 . In this way all optical paths, from any input port to any output port, have the same length, which is equal to 3α + 4β in this particular example. The same approach can be used for any M × N Blass matrix in order to make the length of all optical paths equal to M·α + N·β and eliminate the differences between the various optical signals.
Even in the absence of any loss difference, the optical loss itself can deteriorate the performance of the Blass matrix via the noise that will be generated during the detection of the optical signal. Having in mind the use of the silicon nitride platform called TriPleX, which has been already proposed for optical Blass matrix systems [48] , we can derive a handy mathematical formula that associates the propagation loss of each optical signal through the Blass matrix with the size of this matrix. In order to derive this formula, we assume that the distance α and β are both close to 0.7 cm and that the propagation of a signal through an MZI on the TriPleX platform does not entail additional losses apart from the propagation losses over the length of the MZI, which is already taken into account in the calculation of α and β. Taking also into account that the propagation loss on the TriPleX platform is 0.1 dB/cm [52] - [54] , the loss can be expressed in dB as follows:
For the example of Fig. 23 (3 × 4 matrix) , the loss is found equal to 0.49 dB, whereas for the examples that have been used in the main simulation study (4 × 8 matrix and 4 × 16 matrix), equal to 0.84 and 1.4 dB, respectively. It is noted that the calculation in (37) does not include the losses from the optical power that leaves the Blass matrix from the output ports on the right, as described in the presentation of the configuration algorithm. Moreover, it does not include the losses from the amplitude modulators or the other elements of the beamforming system shown in Fig. 2 like for example the 1 × 2 couplers, the 1 × M splitter and the optical filters. The final optical power that is incident at each PD depends on the losses of all these elements, as well as on the optical power of the laser source. In order to compensate for these losses and increase the gain of the microwave photonics links, which are represented by the parallel optical paths between the laser source and the PDs, an external (off-chip) laser with high output power can be employed.
Finally, it should be also mentioned that the idea of using paths with equal lengths on the beamforming circuit is not only useful for ensuring the same optical losses in these paths, but also for preventing the formation of unwanted optical filters, which can result in high sensitivity of the circuit in temperature fluctuations and laser frequency drifts. This is especially important for the carrier re-insertion process, where the length of the optical path that brings each part of the optical carrier to the corresponding coupler should be equal to the length of the optical path through the modulators, the optical filters and the Blass matrix. An optical phase shifter will be always necessary to tune the phase of the optical carrier before its coherent addition with the corresponding output of the Blass matrix, but the equality of the optical paths is the key for the long-term stability of the circuit.
IV. CONCLUSIONS AND OUTLOOK
Using a theoretical analysis and extensive simulation studies, we have set a solid background for the optical implementation of a Blass-matrix network using MZIs and optical phase shifters, and we have described its possible use as a multi-beam optical beamforming network in next generation wireless systems. Working with optical signals that are amplitude modulated by microwave tones, we have confirmed the possibility to translate the optical phase shifts inside the Blass matrix into an equivalent set of phase shifts in the microwave domain. Based on this translation, we have presented an algorithm for the configuration of an M × N matrix taking into account the properties and the limitations of the MZIs as tunable optical couplers. Moreover, using a simulation setup that models the operation of the Blass-matrix in the case of optical inputs with microwave QAM signals, we have validated the possibility for multi-beam operation at 28.5 GHz, and have evaluated the BER performance of the decoded signals with respect to the order of the QAM format, the symbol rate and the pulse shaping parameters. Despite the presence of the beam squinting effect, in all cases, where the symbol rate was lower than 3 Gbaud, the BER was lower than 10 −3 , showing that the impact of the specific effect can be tolerated. Finally, we have investigated the impact of the additional frequency dependence of the optical Blass matrix operation due to the inevitable fabrication asymmetry of the MZIs and the Blass matrix itself, and the impact of the inaccuracy in the adjustment of the phase shifters and the fabrication of the 3-dB couplers inside the MZIs. In all cases we have identified limits that ensure high-quality operation, and have confirmed that the current fabrication techniques and gamut of available components can respect these limits.
As already described in the previous paragraphs, an actual implementation of this type of optical beamforming network requires the use of a photonic integration platform for the fabrication of the circuit as a compact device with stable optical phase relations. TriPleX appears as an ideal platform for the core part of this circuit thanks to its low propagation loss and its possibility to offer dense photonic integration leading to large-scale circuitry [52] , [53] . Apart from its fabrication, a crucial issue for the practical operation of this circuit is its power consumption requirements. Main sources of power consumption comprise the laser, the amplitude modulators, the driving circuits for the amplitude modulators, the PDs, the transimpedance amplifiers after the PDs and of course the phase shifters that are needed in the waveguides of the Blass matrix, in the MZIs of the Blass matrix, in the MZIs and the MRRs of the optical filters and in the waveguides that bring the optical carrier to the couplers for the carrier reinsertion process. While the exact power consumption of all these elements can vary significantly depending on the specific technology that is employed for their implementation, it is clear that the main problem in an actual device can originate from the large number of phase shifters. As only an example, the implementation of the 4 × 16 beamforming network that has been used as a reference in the simulation study of the previous section would require a total number of at least 156 phase shifters on an integrated circuit. Assuming that these phase shifters are thermal in nature with heating electrodes, and taking into account that the power consumption of a heating electrode on the TriPleX platform can be as high as 200 mW for π phase shift, the total power consumption of the phase shifters can be close to 32 W, and thus problematic. However, novel types of phase shifters based on the heterogeneous integration of piezoelectric elements (PZTs) on the TriPleX platform and the use of the stress-optic effect have been already developed, featuring a power consumption of only 4 mW for π phase shift [54] . This power consumption refers to a reconfiguration rate of 1 kHz, which is sufficient for the reconfiguration of beamforming networks in modern 5G systems. Using this value, the total power consumption of the phase shifters becomes less than 625 mW leading to practical implementations. As part of the consortium of the European project ICT-HAMLET [55]- [57] , we work to this direction aiming at the development of optical Blass-matrix networks for 5G applications based on the TriPleX platform and the use of PZT-based phase shifters.
As a conclusion, the overall design of the optical beamforming network we have analyzed in this work appears to be feasible, scalable and capable of supporting in a fully flexible way multi-beam beamforming in wireless networks operating with high microwave carriers and large fractional bandwidths. This combination of scalability, flexibility, possibility for high carrier operation, and possibility for large fractional bandwidth without excess loss or significant performance deviations is inherent to this optical design, and is fundamentally beyond the capabilities of the electronic beamforming solutions that suffer from relevant limitations.
