We apply a fast kernel method for mask-based single-channel speech enhancement. Specifically, our method solves a kernel regression problem associated to a non-smooth kernel function (exponential power kernel) with a highly efficient iterative method (EigenPro). Due to the simplicity of this method, its hyper-parameters such as kernel bandwidth can be automatically and efficiently selected using line search with subsamples of training data. We observe an empirical correlation between the regression loss (mean square error) and regular metrics for speech enhancement. This observation justifies our training target and motivates us to achieve lower regression loss by training separate kernel model per frequency subband. We compare our method with the state-of-the-art deep neural networks on mask-based HINT and TIMIT. Experimental results show that our kernel method consistently outperforms deep neural networks while requiring less training time.
INTRODUCTION
The challenging problem of single-channel speech enhancement has received significant attention in research and applications. In recent years the dominant methodology for addressing single-channel speech enhancement has been based on neural networks of different architectures [1, 2] . Deep Neural Networks (DNNs) present an attractive learning paradigm due to their empirical success on a range of problems and efficient optimization.
In this paper, we demonstrate that modern large-scale kernel machines are a powerful alternative to DNNs, capable of matching and surpassing their performance while utilizing less computational resources in training. Specifically, we take the approach to speech enhancement based on the Ideal Binary Mask (IBM) and Ideal Ratio Mask (IRM) methodology. The first application of DNNs to this problem was presented in [3] , which used a DNN-SVM (support vector machine) system to solve the classification problem corresponding to estimating the IBM. [4] compared different training targets including IRM. [5] proposed a regression-based approach to estimate speech log power spectrum. Recently, [6] applies recurrent neural networks to similar mask-based tasks and [7] applies convolutional networks to the spectrum-based tasks.
Kernel-based shallow models (which can be interpreted as two-layer neural networks with a fixed first layer), were also proposed to deal with speech tasks. In particular, [8] gave a kernel ridge regression method, which matched DNN on TIMIT. Inspired by this work, [9] applied an efficient onevs-one kernel ridge regression for speech recognition. [10] developed kernel acoustic models for speech recognition. Notably, these approaches require large computational resources to achieve performance comparable to neural networks.
In our opinion, the computational cost of scaling to larger data has been a major factor limiting the success of these methods. In this work we apply a recently developed highly efficient kernel optimization method EigenPro [11] , which allows kernel machines to handle large datasets.
We conduct experiments on standard datasets using maskbased training target. Our results show that, with EigenPro iteration, kernel methods can consistently outperform the performance of DNN in terms of the target mean square error (MSE) as well as the commonly used speech quality evaluation metrics including perceptual evaluation of speech quality (PESQ) and short-time objective intelligibility (STOI).
The contributions of our paper are as follows: 1. Using modern kernel algorithms we show performance on mask-based speech enhancement surpassing that of neural networks and requiring less training time. 2. To achieve the best performance, we use exponential power kernel, which, to the best of our knowledge, has not been used for regression or classification tasks. 3. The simplicity of our approach allows us to develop a nearly automatic hyper-parameter selection procedure based on target speech frequency channels.
The rest of the paper is organized as follows. Section 2 introduces our proposed kernel-based speech enhancement system: kernel machines, exponential power kernel, automatic hyper-parameter selection for subband adaptive kernels. Experimental results and time complexity comparisons are discussed in Section 3. Section 4 gives the conclusion. The standard kernel methods for classification/regression denote a function f that minimizes the discrepancy between f (x j ) and y j , given labeled samples (x j , y j ) j=1,...,n where x j ∈ R d is a feature vector and y j ∈ R is its label. Specifically, the space of f is a Reproducing Kernel Hilbert Space H associated to a positive-definite kernel function k :
We typically seek a function f * ∈ H for the following optimization problem:
According to the Representer Theorem [12] , f * has the form
To compute f * is equivalent to solve the linear system,
where the kernel matrix K has entry
Exponential Power Kernel
We use an exponential power kernel of the form
for our kernel machine, where σ is the kernel bandwidth and γ is often called shape parameter. [13] shows that the exponential power kernel is positive definite, hence a valid reproducing kernel. This kernel also covers a large family of reproducing kernels including Gaussian kernel (γ = 2) and Laplacian kernel (γ = 1). We observe that in many noise settings of speech enhancement, the best performance is achieved using this kernel with shape parameter γ ≤ 1, which is highly non-smooth. In the right side figure, we plot this kernel function with parameters that we use in our experiments.
We have not seen any application of this kernel (with γ < 1) in supervised learning literature.
Automatic Subbands Adaptive Kernels
Algorithm As empirically shown in Section 3.3, we see that models with lower MSE at every frequency channel consistently outperform other models in STOI. This motivates us to achieve lower MSE for all frequency channels by tuning kernel parameters for each of them. In practice, we split the band of frequency channels into several blocks , which we call subbands.
We propose a simple kernel-based framework as depicted in Fig. 1 to achieve automatic parameter selection and fast training for each subband. For i-th subband, the framework learns one model f (i) related to an exponential power kernel k (i) with parameters automatically tuned for this subband,
Our framework starts by splitting the training targets Y train into subband targets
. For training data related to the i-th subband (X train , Y (i) ), we perform fast and automatic kernel parameter selection using autotune (Algorithm 1) on its subsamples, which selects one exponential power kernel k (i) for this subband. We then train a kernel model on (X train , Y (i) ) with kernel k (i) using EigenPro iteration proposed in [11] . It learns an approximate solution α (i) (or f (i) ) for the optimization problem (1). Our final kernel machine is then formed by {f (1) , · · · , f (b) }.
For any unseen data x x x, our kernel machine first computes estimated mask f (i) (x x x) for each subband. Then it combines the results of {f (1) (x x x), · · · , f (b) (x x x)} to obtain the estimated mask for all frequency channels. Applying this mask to the noisy speech produces the estimated clean speech.
EXPERIMENTAL RESULTS
We use kernel machines with 4 subbands (block of frequencies) for speech enhancement. For fair comparison, we train both kernel machines and DNNs from scratch using the same features and targets. We halt the training for any model when error on validation set stops decreasing. Experiments are run on a server with 128GB main memory, two Intel Xeon(R) E5-2620 CPUs, and one GTX Titan Xp (Pascal) GPU.
Regression Task
We compare kernel machines and DNNs on a speech enhancement task described in [4] which is based on TIMIT corpus [14] and uses real-valued masks (IRM). We follow the description in [4] for data preprocessing and DNN construction/training. We consider five background noises: SSN, babble, a factory noise (factory1), a destroyer engine room (engine), and an operation room noise (oproom). Every noise is mixed to speech at −5, 0, 5dB Signal-Noise-Ratio (SNR). Table 1 reports the MSE, STOI, and PESQ on test set for kernel machines and DNNs. We also present the STOI and PESQ of the noisy speech without enhancement. For all noise settings, we see that kernel machines consistently produce better MSE, in many cases significantly lower than that from DNNs, which is also the training objective for both models. We also see that STOI and PESQ of kernel machines are consistently better than or comparable to that from DNNs with only one exception (Factory1 0dB).
Classification Task
We train kernel machines and DNNs for a speech enhancement task in [15] which is based on HINT dataset and adopts binary masks (IBM) as targets. We follow the same procedure described in [15] to preprocess the data and construct/train DNNs. Specifically, we use two background noises, SSN and multi-talker babble. SSN is mixed to speech at -2, -5, -8dB SNR, and babble is mixed to speech at 0, −2, −5dB SNR. As our kernel machine is designed for regression task, we use a threshold 0.5 to map its real-value prediction to binary target {0, 1}. In Table 2 , we compare the classification accuracy (Acc) and STOI of kernel machine and DNNs under different noise settings. We see that our kernel machines outperform DNNs on noise settings with babble and perform worse than DNN on noise settings with SSN. In all, the proposed kernel machines match the performance of DNNs on this classification task.
Single Kernel and Subband Adaptive Kernels
We start by analyzing the performance of kernel machines that use a single kernel for all frequency channels on the regression task in Section 3.1. The training of such kernel machine (1 subband) is significantly faster than that of our default kernel machine (4 subbands). Remarkably, its performance is also quite competitive. It consistently outperforms DNNs in MSE in all noise settings. In 8 out of 15 noise settings, it produces STOI the same as that from the kernel machine with 4 subbands (it also produces nearly same PESQ). However, in other noise settings, kernel (1 subband) has smaller training loss (MSE) than DNNs, but no better STOI (we show three cases in Table 3 ) [16, 17] . To improve desired metrics (STOI/PESQ), we first compare the MSE of every frequency channel of DNNs and kernel machines. As shown in Fig. 2a , for cases that kernels have much smaller overall MSE and smaller MSE on each frequency channel, kernels also achieve better STOI. For cases like SSN 0dB, as shown in Fig. 2b , even though single kernel (1 subband) has smaller overall MSE, its STOI is not as good as DNNs. Multiple kernels (4 subbands) decrease MSE further and also achieve better STOI. This shows that having smaller MSE along all frequency channels leads to better STOI. This reveals a correlation between MSE and STOI/PESQ associated with frequency channels. In Table 4 , we compare the training time of DNNs and kernel machine on both HINT and TIMIT. Note that the training of kernel machines in all experiments typically completes in no more than 10 epochs, significantly less than the number of epochs required for DNNs. Furthermore, the training time of kernel machines is also less than that of DNNs. Notably, training kernel machine with 1 subband takes much less time than DNNs.
Time Complexity

CONCLUSION
In this paper, we have shown that kernel machines using exponential power kernels show strong performance on speech enhancement problems. Notably, our method needs no parameter tuning for optimization and employs nearly automatic tuning for kernel hyper-parameter selection. Moreover, we show that the training time and computational requirement of our method are comparable or less than those needed to train neural networks. We expect that this highly efficient kernel method will be useful for other problems in speech and signal processing.
