ABSTRACT. We exhibit a new type of symmetry in the Schrödinger equation for the hydrogen atom that uses algebraic families of groups. We prove that the regular solutions of the Schrödinger equation carry the structure of an algebraic family of Harish-Chandra modules, and we characterize this family. We show that the spectrum of the Schrödinger operator and the spaces of definite energy states, as they are calculated in physics, may be obtained from these purely algebraic considerations, the latter via a Jantzen filtration. Finally, we compare the algebraic family of regular solutions with the direct integral decomposition that is obtained from the Schrödinger equation by Hilbert space spectral theory.
INTRODUCTION
It has long been known that besides its visible, rotational symmetries, the Schrödinger equation for the hydrogen atom possesses hidden symmetries that explain the degeneracy of energy eigenspaces and help determine the eigenvalues and eigenfunctions. The purpose of this paper is to fit these symmetries into a new algebraic context, to carry out a thorough analysis of the hidden symmetries from the new point of view, and to explore their relation to solutions of the Schrödinger equation.
Our starting point is the observation that the hidden symmetries studied in physics, which vary according to the energy, may be assembled into a single algebraic family of Lie algebras, and indeed groups. From the perspective of differential of equations this is a new type of symmetry, and one of our principal results is that the regular eigenfunctions of the Schrödinger equation for the hydrogen atom may be assembled into an algebraic family of modules over this algebraic family of hidden symmetries.
Algebraic families and their modules were introduced in [BHS18b] . The regular eigenspaces of the Schrödinger operator constitute the first algebraic family of modules found outside of representation theory. We shall relate the family of regular solutions to a dual family of singular solutions; we shall fit both into a general classification of algebraic families; and by applying the Jantzen technique to algebraic families of intertwining operators we shall recover the physically relevant solutions of the Schrödinger equation. We shall also relate our algebraic families of solutions to the measurable families that are determined by Hilbert space spectral theory for the Schrödinger operator. We shall prove that the Jantzen technique on the algebraic side, and the method of Hilbert space spectral theory on the anaytic side, have the same effect of isolating physically relevant solutions of the Schrödinger equation from among all solutions. This is the other principal result in the paper.
Let us briefly review some of the necessary background. The time-independent Schrödinger equation for the hydrogen atom is the eigenvalue equation
where ψ is a function on R 3 , E is a real number (the energy), and H is the Schrödinger operator
Here µ is the reduced mass, k is the square of the electron charge,h is the reduced Planck's constant, and r is the distance in R 3 from the origin. In physics, one seeks solutions of (1.0.1) with definite total angular momentum and definite component of angular momentum along some chosen axis. One further imposes the condition that ψ be square-integrable, or nearly square integrable. The linear span of all such ψ, as the angular momenta vary but the energy E is fixed, is what we shall call the physical solution space PhysSol(E). See Section 6 for further details. From the physics point of view, the spectrum of the Schrödinger operator is the set of all real E for which the physical solution space is not zero. It has the form (1.0.3) Spec(H) = − k 2 µ 2h 2 n 2 : n = 1, 2, . . .
This is one of the fundamental formulas in non-relativistic quantum mechanics. The orthogonal group K=O(3) acts on each physical solution space, and the constraints on angular momentum mentioned above correspond exactly to the K-finiteness of solutions. But it was discovered early on that each physical solution space is also acted on by a hidden 6-dimensional Lie algebra, which varies with the energy E, that extends the fixed Lie algebra so(3) of visible symmetries. This was first done by Pauli [Pau26] in the case where E is negative, whose work was subsequently developed by Fock [Foc35] , Bargmann [Bar36] and many others, leading to the discovery of hidden symmetry Lie algebra actions for all E, and also unitary Lie group representations on Hilbert space completions of the physical solution spaces. Now, an algebraic family of Harish-Chandra pairs over a complex variety X is a collection of complex Lie algebras, together with a collection of complex algebraic groups, that are both parametrized by the points x ∈ X and that both vary algebraically with x. We shall construct an algebraic family of Harish-Chandra pairs (g, K) directly from the Schrödinger equation, and then recover the physicists' hidden symmetry algebras as fibers of the family.
The variety X will be the complex affine line, corresponding to the set of possible complex eigenvalues E in (1.0.1). The family of groups K will be the constant family whose fiber is the complexification of the visible symmetry group O(3). To obtain the family of Lie algebras we shall study the centralizer of the Schrödinger operator H in the algebra of differential operators on R 3 0 , the complement of the origin in R 3 . In Section 2 we shall identify a natural Lie algebra g within the centralizer of H. It is a Lie algebra over the algebra O of polynomials in H, and it may be viewed as the space of regular sections of an algebraic family of Lie algebras over the line.
Because the family g is concretely realized as partial differential operators, it carries a natural complex conjugation operation, or real structure, from which we obtain a family (g σ , K σ ) of real Harish-Chandra pairs over the real line. The family of groups is now the constant family with fiber O(3). The fibers of the real family g σ are
so(3, 1) E > 0 so(3) ⋉ R 3 E = 0 so(4) E < 0, and these are precisely the Lie algebras that arise in the theory of hidden symmetries. Moreover, it is a simple matter to pass from Lie algebras to Lie groups:
Theorem (See Section 2). There is an algebraic family of complex algebraic groups G over the complex line, together with a real structure that is compatible with the standard real structure on the complex line, such that the associated algebraic family of Lie algebras is the family g above, and such that, for every E ∈ R, the associated real group is
SO(3, 1) E > 0 O(3) ⋉ R 3 E = 0 SO(4) E < 0.
Let us turn now to the solutions of the Schrödinger equation. Classical results in ordinary differential equations provide distinguished regular solutions to the eigenvalue equation (1.0.1) that actually extend to entire functions of the radial coordinate. They may be characterized as the solutions that are bounded in a neighborhood of the origin in R 3 .
It is evident that the regular solutions depend analytically on the eigenvalue E. But our first main result is that the individual regular solution spaces RegSol(E) fit together as the fibers of an algebraic family of HarishChandra modules for the algebraic family of hidden symmetries (g, K). The method of combining the solution spaces into an algebraic family of vector spaces, and indeed representations of K, is simple and natural, but the fact that the algebraic structure is invariant under the action of g is by no means evident:
Theorem (See Section 5). The space RegSol carries the structure of an algebraic family of Harish-Chandra modules (as in [BHS18b] ) for the given algebraic family (g, K) of Harish-Chandra pairs.
Along with the regular solutions there are also singular solutions. These too carry the structure of an algebraic family, and we shall use the Wronskian from differential equations and scattering theory to identify the algebraic family with the (twisted) dual of the regular solutions:
Theorem (See Section 5). The Wronskian defines a twisted-equivariant, nondegenerate pairing
SingSol × RegSol −→ O between the algebraic families of singular and regular solutions.
The space of all regular and K-finite solutions of the Schrodinger equation is much larger than the space of all physical solutions, and so it is natural to ask how the physical solutions can be extracted from the algebraic family RegSol.
For some values of E there are no physical solutions at all; for others there is a finite-dimensional space of physical solutions; and for still others the space of physical solutions is infinite-dimensional. This variety of possibilities may be handled algebraically by applying the Jantzen filtration technique. Compare [BHS18c] . There is an essentially unique algebraic intertwining operator from SingSol to RegSol, and the Jantzen technique associates it a filtration of each fiber of the family of regular solutions.
Theorem (See Section 6). The spectrum of H coincides with the set of all E ∈ C for which the fiber RegSol(E) has a nonzero infinitesimally unitary Jantzen quotient, and PhysSol(E) identifies with this (unique) quotient as a (g| E , K)-module.
Our study of solutions prompts us to examine general algebraic families of Harish-Chandra modules for (g, K). There is in fact a very simple classification theorem based on the action of Z(g), the center of the enveloping algebra.
Theorem (See Section 3). For any given action of Z(g) there exists, up to isomorphism, a unique generically irreducible family of (g, K)-modules that is generated fiberwise by its K-fixed vectors. Now Z(g) is freely generated as an O-algebra by two Casimir elements, and these act on RegSol and SingSol through the natural morphism from the enveloping algebra U (g) to the algebra of linear differential operators on R 3 0 . One Casimir is mapped to zero, while the other is mapped to H, 1 and so we obtain the following result:
Theorem (See Section 5). Up to isomorphism, SingSol is the unique generically irreducible family of (g, K)-modules that is generated fiberwise by its K-fixed vectors, and on which the Casimirs in Z(g) act as zero and as H ∈ O, respectively.
The family RegSol is characterized in the same way, except that it is cogenerated, rather than generated, by its K-fixed vectors. A general classification theorem, appropriate to families with or without K-fixed vectors, is given in an appendix.
Our final topic in the paper is a comparison between the algebraic treatment of the eigenvalue equation (1.0.1) and the analytic treatment via the spectral theory of self-adjoint Hilbert space operators.
It follows from the Kato-Rellich theorem that the Schrödinger operator for the 3-dimensional hydrogen atom has a natural self-adjoint extension, and for the rest of this introduction we shall work with this self-adjoint operator. It is well known that the Hilbert space spectrum of H agrees with (1.0.3).
By the spectral theorem, there is a Borel measure µ on Spec(H), a measurable field of Hilbert spaces, {H E } E∈Spec(H) , and a unitary isomorphism
It is easy to arrange compatibility with the group of visible symmetries. That is, one can equip the measurable field with a unitary action of the group K=O(3) so that the above unitary equivalence is K-equivariant. But the hidden symmetries are harder to handle. To do so we shall invoke the Gelfand-Kostyuchenko theory (see for example [Ber88] for a quick introduction), which provides, for almost all E ∈ Spec(H), K-equivariant, continuous linear maps
where. This apparently modest change in perspective, from sections defined almost everywhere to an almost-everywhere-defined family of evaluation maps, has useful consequences. First, taking adjoints of the maps ε E , we obtain, for almost all E, realization morphisms
0 ) that embed the spaces H E into distributions on R 3 0 , and indeed into the Eeigendistributions for H. By elliptic regularity these eigendistributions are in fact smooth eigenfunctions. Now denote by C ∞ c (R 3 0 ) E,fin the smooth, Kfinite E-eigenfunctions for H on R 3 0 . Theorem (See Section 7). For almost every E, the subspace H E,fin ⊆ H E of Kfinite vectors carries an action of U (g) for which the realization morphism
is an isomorphism of Harish-Chandra modules onto PhysSol(E).
The proof uses crucially the notion of regularity with which we began, namely the boundedness of regular solutions near 0 ∈ R 3 .
In a previous paper [Sub18] , an algebraic family of Harish-Chandra pairs relevant to the 2-dimensional Schrödinger equation was constructed and its families of Harish-Chandra modules were studied. However the algebraic structure of the regular solutions was not noticed there, and the related issues surrounding the Hilbert space spectral theory of the Schrö-dinger equation were only stated there as conjectures. The spectral theory techniques given here can be adapted to handle the 2-dimensional case.
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THE FAMILY OF HARISH-CHANDRA PAIRS FOR THE HYDROGEN ATOM
In this section we shall associate to the Schrödinger operator (1.0.2) an algebraic family of Harish-Chandra pairs that organizes the various hidden symmetries of the Schrödinger equation.
2.1. Rescaled Schrödinger operator. It will be convenient to make the following adjustment regarding notation. To streamline formulas throughout the paper we shall work not with the Schrödinger operator H in (1.0.2) but the rescaled Schrödinger operator
It follows from the definition above that
We shall use T and κ throughout the paper (we might have chosen units so that κ=1, but we resisted the temptation to do so).
To become a bit more familiar with the new notation, observe that the formula for the spectrum of H given in the introduction becomes equivalent to Spec(T ) = − κ 2 n 2 : n = 1, 2, . . . ⊔ [0, ∞). One of our general aims in the paper is to understand this formula from a purely representation-theoretic perspective.
2.2. The infinitesimal hidden symmetries. In this subsection we shall consider T as an element in the algebra of linear partial differential operators on the space R 3 0 = R 3 \ {0} with smooth function coefficients. We shall denote by Centralizer(T ) the centralizer of the rescaled Schrödinger operator in this algebra.
Since T is rotation-invariant, the most evident elements in Centralizer(T ) are the infinitesimal rotation operators
But in addition, the centralizer includes the so-called Runge-Lenz operators (2.2.2) 
where ε ijk is the Levi-Civita symbol (which is 0 if an index is repeated, and the sign of the permutation (i, j, k) otherwise). This shows that g is a Lie algebra. Freeness can be checked by examining leading-order terms (that is, the principal symbols) of the operators T k L i and T k R i . The former have order exactly 2k+1, and for each k are linearly independent over C; the latter have order exactly 2k+2, and again for each k they are linearly independent over C. The lemma follows from this.
Because g is finitely generated and free as a module over O, and also a Lie algebra over O, it may be viewed as (the Lie algebra of global sections of) an algebraic family of complex Lie algebras over C, the maximal ideal spectrum of O. The individual fibers of the family are the complex Lie algebras
where λ ∈ C and where I λ ⊆ O is the ideal generated by T − λ (in the text we shall denote typical points on the line by λ rather than by E as we did in the introduction).
To better understand these fibers, let us give a concrete realization of the family g as an algebraic family of matrix Lie algebras. Define a morphism from the O-module g into the 4×4-matrices over O by The image matrices are linearly indendent over O, so the morphism is injective. The explicit computations in the proof of Lemma 2.2.4 show that it is also a Lie algebra homomorphism.
The image of g is the Lie algebra of all matrices over O of the form 
where e, f, g, p, q and r are polynomial functions. The fiber Lie algebra g| λ is therefore isomorphic to Lie algebra of all matrices of the same form, but with T replaced by λ ∈ C. When λ=0, the fiber is the semidirect product so(3, C) ⋉ C 3 . When λ =0, it is the complex Lie algebra of infinitesimal symmetries of the symmetric bilinear form
If we fix a complex number µ such that (2.2.7) µ 2 λ = −1 and if we define
when λ =0. The isomorphism depends on the choice of µ; the two possible choices lead to isomorphisms that differ from one another by the flip automorphism of the product Lie algebra. Note also that under the isomorphism, the subalgebra of g| λ spanned by the elements L j is mapped to the diagonal subalgebra of the product in (2.2.9). From the embedding (2.2.6) we see that g is the family of Lie algebras associated to an algebraic family G of groups (that is, a smooth group scheme over the complex line; see [BHS18b, Sec. 2.2]), namely (2.2.10) G = (W, λ) ∈ GL(4, C)×C : det(W) = 1 and WS λ W t = S λ .
The fiber groups are isomorphic to
Here the action of O(3, C) on C 3 in the semidirect product is given by (2.2.11)
This is, of course, not quite the standard matrix action on C 3 . But it and the corresponding action of the compact group O(3) on R 3 will reappear throughout the paper. The family K acts on the family g via the isomorphism (2.2.6) and the adjoint action. This makes (g, K) into an algebraic family of Harish-Chandra pairs in the sense of [BHS18b, BHS18c] .
Note that in terms of differential operators, the action of K on g is induced from the action of O(3) on R 3 0 via the formula (2.2.11).
2.4. Real structure. The family (g, K) carries a natural real structure, which is to say a set of compatible conjugate-linear involutions on O, g and K. See [BHS18b, Sec. 2.5] for details concerning the definition, but the formulas below should make those details clear. First, we define a complex-conjugate-linear involution
by means of the standard formula σ(p)(z) = p(z). Here we are viewing elements of O as polynomial functions on the line. Thinking of them as polynomials in T , the involution acts by complex-conjugating all the coefficients of the polynomial.
Next, the elements of g, being linear partial differential operators on R 3 0 , have formal adjoints. The family g is stable under the formal adjoint operation since T is formally self-adjoint, while each of the operators L i and R i in (2.2.1) and (2.2.2) is formally skew-adjoint. Using this fact, we define (2.4.1)
by σ(X) = −X * . This preserves the Lie bracket and satisfies
for all p ∈ O and all X ∈ g. Finally we define an involution σ on K by combining the involution on the base with the antiholomorphic involution
on the fiber O(3, C). The three involutions so-defined constitute a real structure on the algebraic family of Harish-Chandra pairs (g, K).
Cartan involution.
There is a second natural complex-conjugate-linear involution
which is defined by complex-conjugating the coefficients of differential operators in g. Like the involution σ, it is compatible with the involution on O in the sense of the formula (2.4.2). Moreover σ and σ ′ commute with one another. So the composition
is an O-linear involution of g. Its fixed subalgebra is precisely the algebra k of visible symmetries, while its −1 eigenspace is spanned by the RungeLenz operators.
2.5.3. Remark. The symmetries of the Schrödinger equation are related to our involutions as follows: the visible symmetries are those elements of g that are fixed by both σ and θ, whereas the hidden symmetries are those fixed by σ alone.
2.6. Involutions at the group level. The involutions θ and σ assume a simple form under the isomorphism in (2.2.6) from g to a family of 4×4-matrix Lie algebras. On the matrix fibers, σ is simply entry-wise complex conjugation, whereas θ is conjugation by the matrix
So these involutions lift to the family of groups G. 
The fixed family for the involution θ is K, and the induced action at the Lie algebra level is the involution in (2.5.2).
2.6.2. Remark. As explained in [BHS18a] , the family G can actually be constructed from the commuting involutions σ and θ on the fiber over λ=1.
2.7.
The enveloping algebra and its center. Denote by U (g) the enveloping algebra of the O-Lie algebra g. See [Bou60, Section 2.7] for general information on enveloping algebras applicable to Lie algebras over commutative rings, including for instance the Poincaré-Birkhoff-Witt theorem, which applies to our case because g is free as a module over O. We shall be especially concerned with the center Z(g) of the enveloping algebra, and we shall give here an analysis of its structure. It follows from the formulas (2.2.5) that the elements (2.7.1) RL and TL 2 − R 2 belong to the center of the enveloping algebra (we are using standard abbreviated notation, so that R 2 = R 2 1 + R 2 2 + R 2 3 , and so on). Moreover these elements are O(3)-invariant.
2.7.2. Proposition. The center of the enveloping algebra U (g) is freely generated, as a commutative O-algebra, by RL and TL 2 − R 2 .
Proof. View U (g) as a complex associative algebra, and equip it with the increasing filtration for which
The associated graded algebra is the tensor product U (g 0 ) ⊗ C O, where g 0 is the 6-dimensional graded complex Lie algebra with basis elements ℓ 1 , ℓ 2 , ℓ 3 in degree 0 and r 1 , r 2 , r 3 in degree 1, and relations
compare to formulas (2.2.5) earlier. Now, the center of the associated graded algebra is Z(g 0 ) ⊗ C O, and by an explicit computation Z(g 0 ) is a free commutative algebra over C on the elements rℓ and r 2 . Compare [Gon88, Theorem 2.1]. The proposition follows from this by a standard induction argument on the order of elements in the center of the enveloping algebra. 2.7.5. Remark. The reference [Gon88, Theorem 2.1] actually computes the O(3)-invariant part of Z(g 0 ) for the standard action of O(3) on C 3 , not the action (2.2.11). For that action the invariant part is freely generated by (rℓ) 2 and r 2 . The element rℓ is not O(3)-invariant for the standard action; instead, it transforms under A∈O(3) as
But the computation of Z(g 0 ) is easily reduced to the computation of the standard O(3)-invariant part using the formula
2.8. Realization in differential operators. Because g is defined as a Lie algebra of linear differential operators that commute with the rescaled Schröd-inger operator T , there is a canonical morphism of O-algebras
We shall briefly examine both the image and the kernel of this morphism. The algebra Centralizer(T ) is filtered by the usual order of differential operators. The following lemma is proved by a direct computation, which we shall omit: 2.8.2. Lemma. The order 2 part of Centralizer(T ) is spanned by the totality of the elements (i) I (the identity operator)
We grouped the elements into six separate sets because the operators in each span an irreducible representation of the group O(3).
The following formulas for the action of Z(g) under the morphism α will play important roles in the sequel. For the proofs, see for example [Hal13, Prop. 18 .11].
2.8.3. Lemma. The images of the central elements RL and TL 2 − R 2 in (2.7.1) under the homomorphism α are given by the formulas
It is evident from Lemma 2.8.2, that the range of (2.8.1) includes the full second-order part of the centralizer. We do not know if the same is true for all higher orders, but it seems likely to us that it is. It also seems likely to us that the kernel of the morphism from U (g) into the centralizer is fully described by the relations in Lemma 2.8.3. Evidence for the first part of the conjecture comes from the study of classical superintegrable systems such as the Kepler system, where, in n dimensions there are at most 2n−1 functionally independent and Poissoncommuting conserved quantities; see for example [MPW13, p.11]. The analogous statement for quantum superintegrable systems is known in some cases and there are no known counterexamples; see [MPW13, p.12] . For a related question concerning symmetries of free systems, see [Eas05] .
FAMILIES OF HARISH-CHANDRA MODULES
In this section, we shall collect some general information about families of Harish-Chandra modules over the family of Harish-Chandra pairs that we constructed in the previous section, including definitions and a classification theorem. This is in preparation for our representation-theoretic analysis of the solutions of the Schrödinger equation in Section 5.
3.1. Locally finite-dimensional group representations. Let V be a complex vector space that is equipped with a linear representation of the group K = O(3, C). There is a natural evaluation map
where the sum is over the equivalence classes of irreducible (finite-dimensional) linear representations of the complex algebraic group K, and W σ is a representative of the equivalence class σ.
The representation V is said to be locally finite-dimensional if the map (3.1.1) is a vector space isomorphism. In any case the image, which we shall denote byV fin , is a locally finite-dimensional representation of K in its own right. The individual images V σ of the summands in (3.1.1) are the isotypical summands of the representation. They are the same for V and V fin .
Denote by O(K) the space of regular functions on K. A locally finitedimensional representation of K on V determines, and is determined by, the vector space morphism
A dual form of (3.1.2) may be defined as follows. Given any locally finitedimensional representation of K on a vector space V, let us denote by
the locally finite contragredient representation. From the left translation action of K on O(K) we obtain in this way
The morphism (3.1.2) then corresponds to a morphism
Applying this in the case where V is R(K) itself, we get a morphism of vector spaces
This is an associative product on R(K) and (3.1.3) is a module action. 2 In fact a locally finite-dimensional representation of K is exactly the same as an R(K)-module that is nondegenerate in the sense that R(K) · V = V. Examining (3.1.3) in the case where V is the direct sum of all irreducible representations of K, up to equivalence, we obtain the Peter-Weyl isomorphism of algebras
One consequence of the Peter-Weyl isomorphism is that R(K) contains many central idempotents, corresponding to the identity operators on the spaces W σ . The idempotent associated to the trivial representation will be especially important in what follows.
3.1.5. Definition. We shall denote by e ∈ R(K) the central idempotent that maps to the identity operator on the trivial representation under (3.1.4), and maps to zero in any other summand of (3.1.4).
Finally, let us establish some notation for later use. Throughout this paper we shall be considering only representations of K for which the element −I ∈ K acts trivially. As a result, the irreducible representations where −I acts nontrivially will play no role. The group K is the direct product of its 2-element center, generated by −I, and its identity component, which is of course SO(3, C). So effectively we shall be studying representations of SO(3, C), and we shall call these the SO(3)-type representations of K. They may be listed as
where σ ℓ has dimension 2ℓ+1. We shall write W ℓ in place of W σ ℓ .
Families of locally finite-dimensional representations.
By an algebraic family of representations of K we shall mean a locally free, and hence in our context free, O-module F that is equipped with a locally finitedimensional representation of K, as in the previous section, but by O-module automorphisms.
Each of the isotypical summands of F is now a free O-module, and we shall say that F is admissible if all its isotpyical summands are finitely generated (and necessarily free) O-modules. Finally the locally finite contragredient of the family is (3.2.1)
3.3. Algebraic families of Harish-Chandra modules. An (admissible) algebraic family of Harish-Chandra modules for the family of Harish-Chandra pairs (g, K) is an algebraic family of K-modules F that is equipped with an O-linear action of g, g ⊗ O F −→ F, that is compatible with the K-action in the sense that the action map is Kequivariant, and its restriction to k ⊆ g is the infinitesimal form of the K-action.
As was the case with locally finite-dimensional K-actions, it is possible to describe (g, K)-module structures using an appropriate associative algebra. Form the tensor product
The actions of g and K on F determine a morphism
The O-module U (g, K) itself carries actions of g and K, the later being the tensor product of the adjoint and left-translation actions, and so we obtain a morphism
gives F the structure of a U (g, K)-module, and in this way algebraic families of Harish-Chandra modules for (g, K) correspond exactly to U (g, K)-modules that are free as O-modules and nondegenerate in the sense that U (g, K) · F = F. For all this, see [KV95] (which treats the case of individual Harish-Chandra modules, but families may be handled in the same way).
3.4. The spherical Hecke algebra. In this section we shall classify algebraic families of Harish-Chandra modules of the general sort that we shall encounter when solving the Schrödinger equation.
3.4.1. Definition. Let us say that an algebraic family F of Harish-Chandra modules for (g, K) is standard and spherical if (i) The K-isotypical decomposition of F consists of the full set of SO(3)-type representations, each occurring with multiplicity one.
(ii) F is generated by its spherical vectors (that is, by its K-fixed elements) in the sense that U (g) · F 0 = F, where F 0 is the isotpyical subspace for the trivial representation of K.
3.4.2.
Remark. In most situations involving families of irreducible HarishChandra modules, item (i) above is implied by item (ii).
3.4.3. Definition. If F is standard and spherical, then the element TL 2 −R 2 ∈ Z(g) acts on F 0 , and indeed on F, as multiplication by some polynomial Q ∈ O. We shall call Q the value of TL 2 −R 2 on F. We shall prove this by means of the following auxilliary constructions.
3.4.5. Definition. The spherical Hecke algebra for the family (g, K) is the following O-algebra:
Here e ∈ R(K) is the idempotent in Defintiion 3.1.5, and we view it as an element of H(g, K) via the embedding e → 1⊗e. Let us also define
This is a U (g, K)-H(g, K)-bimodule by left and right multiplication.
3.4.6. Proposition. The spherical Hecke algebra H(g, K) is freely generated as an O-algebra by the (tensor) product of TL 2 − R 2 ∈ Z(g) with e ∈ R(K).
We shall prove these results in a moment, but first let us explain how they lead to a proof of Theorem 3.4.4.
If F is any algebraic family of Harish-Chandra modules, then the trivial isotypical summand eF=F 0 is an H(g, K)-module and a free O-module.
is a standard and spherical family, and it is determined up to isomorphism by the value of TL 2 − R 2 , since by Proposition 3.4.6 this determines F 0 as an H(g, K)-module, up to isomorphism. Now the formula X ⊗ f → Xf defines a classifying morphism of families
If F is itself standard and spherical, then (3.4.8) is surjective, and, by counting dimensions in like isotypical summands using Proposition 3.4.7, we find that it is in fact an isomorphism. So there is at most one standard and spherical family, up to isomorphism, for any given value of TL 2 − R 2 . In the reverse direction if M is any H(g, K)-module that is free and of rank one as an O-module, then the tensor product
is a standard and spherical family. So using Proposition 3.4.6 again we can construct standard and spherical families with any given value of TL 2 − R 2 . Let us turn now to the proofs of Propositions 3.4.6 and 3.4.7. The family g may be decomposed as a K-equivariant direct sum of O-modules
where the summand s is freely generated as an O-module by the elements R 1 , R 2 and R 3 . It will be convenient to denote by s the R-linear span of these three elements, so that
The three-dimensional real vector space s carries the action (2.2.11) of the compact group O(3). It also carries an essentially unique invariant inner product, using which the symmetric and polynomial algebras of s may be identified. We shall use the following simple and well-known facts concerning the algebra of complex polynomial functions on s. First, the K-invariant polynomials are freely generated by R 2 = R 2 1 +R 2 2 +R 2 3 . Second, the full polynomial algebra is a free module over its K-invariant subalgebra. To be more precise, if Harm(s) denotes the space of harmonic polynomials on s, then the multiplication map
is a complex vector space isomorphism (this is a very special case of a much more general theorem of Kostant [Kos63, BL96] ). The degree ℓ harmonic polynomials form a copy of the irreducible SO(3)-type representation of dimension 2ℓ+1. So the space Harm(s) decomposes as a direct sum of precisely one copy of W ℓ for each ℓ = 0, 1, 2, . . . .
Proof of Proposition 3.4.6.
Filter the algebra U (g, K) by means of the filtration (2.7.3) on the enveloping algebra and by deeming R(K) to be of order zero. The spherical Hecke algebra is a filtered subalgebra, and it suffices to show that its associated graded algebra is freely generated as an O-algebra by the symbol of the order 2 element TL 2 −R 2 , or equivalently by the symbol of R 2 .
The composition of the symmetrization map from the K-invariant part of the symmetric algebra of s into U (g) with mutliplication with e∈R(K) on both sides is an isomorphism of filtered O-modules
Sym(s)
This is an algebra isomorphism at the level of associated graded algebras, because the elements in s ⊆ U (g) commute with one another up to elements of lower order. Moreover the invariant part of the symmetric algebra is freely generated by R 2 , as we noted above.
Proof of Proposition 3.4.7.
Let us use the same filtration of U (g, K) as in the previous proof, which we shall now restrict to U H(g, K). It suffices to show that the associated graded space is a free module over the associated graded algebra of the spherical Hecke algebra, and to compute that each K-type occurs in it with multiplicity one. The associated graded space is Sym(s), via the same identifications as in the previous lemma, while associated graded algebra of the spherical Hecke algebra is Sym(s) K . As we already noted, the former decomposes as Harm(s) ⊗ C H(g, K) as both a K-module and a module over the invariant functions.
3.5. Twisted dual families. The same formula (3.2.1) used for families of representations of K defines the locally finite-dimensional contragredient F * of an algebraic family of Harish-Chandra modules. But it will be a bit more relevant in this paper to examine the following variants of the locally finite-dimensional contragradient that involve the involutions introduced in Subsections 2.4 and 2.5.
The θ-twisted dual F * ,θ is simply F * but with the action of g twisted by the involution θ: for ξ ∈ F * and X ∈ g we change the action of X on ξ to
The σ-twisted dual F * ,σ is the complex conjugate space F * , which we consider as an O-module via the given involution on O:
It is similarly a g-module and a K-module via the involutions on g and K. See [BHS18c, Sec. 2.4] for further information.
We shall see that for the algebraic families that naturally arise from the Schrödinger equation, the θ-twisted and σ-twisted duals are one and the same.
PRINCIPAL SERIES REPRESENTATIONS
To provide some context for our treatment of families of Harish-Chandra modules in the next section, we shall review here the classification of the irreducible modules of a single Harish-Chandra pair (g| λ , K) (see [Wal88, Ch. 3] for basic information concerning Harish-Chandra modules, which will in any case be reviewed in the families context in the next section). We shall focus on the case where λ = 0, and throughout this section λ will be a fixed nonzero complex number.
4.1. Parabolically induced representations. The group K=O(3) is disconnected, but it is the direct product of its connected identity component K 0 =SO(3) and the two-element center of K. The center acts trivially on g| λ , and so the irreducible representations of the pair (g| λ , K) are partitioned into set of those where the center of K acts trivially, and an otherwise identical set of irreducible representations where it does not. From now on we shall concentrate on the former, which correspond to irreducible (g| λ , K 0 )-modules.
We have seen that (g| λ , K 0 ) is isomorphic to (so(3)×so(3), SO(3)), with SO(3) acting diagonally. Since the latter is the Harish-Chandra pair associated to the real reductive group PSL(2, C), we can determine the irreducible representations of (g| λ , K 0 ) by computing the irreducible admissible representations of PSL(2, C) up to infinitesimal equivalence.
The irreducible admissible representations of PSL(2, C), or more generally of SL(2, C), are well known and may be described using parabolic induction from the subgroup of upper triangular matrices. Let (σ, ϕ) ∈ Z×C. The parabolically induced representation of SL(2, C) associated to the character a 0 0 a −1 −→ phase(a) σ |a| ϕ of the diagonal subgroup is either irreducible or has a composition series with two irreducible factors, one finite-dimensional and one infinitedimensional. In either case, the representations, or irreducible factors, at (σ, ϕ) and (−σ, −ϕ) are the same. See, for example [Kna86, Chap VIII, Problems 9-14] for details concerning all the above. Each infinite-dimensional, irreducible, admissible representation of the real reductive group SL(2, C) arises as a parabolically induced representation, and does so in a unique way, except for the equivalence just mentioned. Moreover each finite-dimensional and irreducible representation of SL(2, C) arises as a composition factor of a unique reducible parabolically induced representation, again except for the equivalence between the factors associated to (σ, ϕ) and (−σ, −ϕ). We find, in summary that the admissible dual of SL(2, C) is parametrized by the set
where the group Z 2 acts as the involution (σ, ϕ) → (−σ, −ϕ). The irreducible admissible representations of SL(2, C) that factor through the quotient PLS(2, C), and so correspond to irreducible Harish-Chandra modules for (g| λ , K 0 ), are those with parameters in the subset
4.2. Casimir elements. In this paragraph we shall compute the the action of the central elements LR and λL 2 − R 2 in the enveloping algebra of g| λ on the principal series representation with parameters (σ, ϕ). First, it is well known that the so(3) Casimir element
acts as − 1 4 n(n + 2) in the irreducible finite-dimensional representation of so(3) of dimension n+1 (this is the representation of highest weight n). It follows from this that if Ω ± are the Casimir elements associated to the generators L ± j in (2.2.8), then
and
in the representation of g| λ corresponding under the isomorphism (2.2.9) to the finite-dimensional, irreducible, tensor product representation of the direct product so(3)×so(3) of highest weight (m, n); the indeterminacy in sign corresponds to the indeterminacy in the choice of square root of −λ. Now the above finite-dimensional representation of (g| λ , K 0 ) arises as a quotient of the principal series representation with parameters (4.2.2) σ = m − n and ϕ = 2 + m + n.
Since it follows from (4.2.2) that σϕ = m(m + 2) − n(n + 2) and σ 2 + ϕ 2 = 2 m(m + 2) + n(n + 2) + 4, we find that in the principal series representation with parameters (σ, ϕ) as in (4.2.2), the Casimir elements act as
Once again the indeterminacy in sign corresponds to the indeterminacy in the choice of square root, and hence the choice of isomorphism in (2.2.9). 3 Although we have computed the formulas (4.2.3) for (σ, ϕ) satisfying (4.2.2) they must in fact hold for all (σ, ϕ) by a Zariski density argument, since both sides are regular in ϕ. We shall again use the term standard for representations with the above K 0 -isotypical structure.
We are also particularly interested in those representations in which the Casimir element λL 2 − R 2 acts as the scalar λ + κ 2 ; compare Lemma 2.8.3. 4.3.2. Lemma. Let V be a standard representation of (g| λ , K 0 ). If the Casimir element λL 2 − R 2 acts on V as the scalar λ + κ 2 , then the irreducible quotient of V including the K 0 -type ℓ=0 has classification parameters σ = 0 and ϕ 2 = −4κ 2 /λ.
or in other words that
This implies the result.
4.3.3. Corollary. Let V be a standard representation of (g| λ , K 0 ) in which the Casimir element λL 2 − R 2 acts on V as the scalar λ + κ 2 . Unless −4κ 2 /λ is a integer square, V is an irreducible principal series representation.
Proof. The criterion for reducibility of a parabolically induced representation is that ϕ be an integer of the same parity as n, with |ϕ| > |n|. See 4.3.4. Remark. In the next section we shall construct families of representations using solutions of the rescaled Schrödinger equation. They will satisfy the hypotheses of the corollary, and as a result for almost all λ the fibers will be irreducible principal series representations with parameters (0, −4κ 2 /λ). Among other things our construction will in effect extend the principal series to ϕ=∞, where we will obtain a Harish-Chandra module for (g| 0 , K).
SOLUTIONS OF THE SCHRÖDINGER EQUATION
In this section, we shall associate to every λ ∈ C a space RegSol(λ) of "regular" solutions of the rescaled Schrödinger equation Tf = λf. Then we shall construct a natural algebraic family of Harish-Chandra modules RegSol whose fibers are the spaces RegSol(λ).
We shall also examine the "singular" solutions of the rescaled Schröd-inger equation. These are less interesting from a physics point of view because all the physically relevant solutions are regular. But nevertheless they have some intriguing features. For instance the Wronskian that features in differential equations, and also in scattering theory, arises here as a natural equivariant pairing between regular and singular solutions.
Solutions by separation of variables.
In this subsection we shall review the standard approach to the solution of the (rescaled) Schrödinger equation by separation of variables in spherical coordinates.
5.1.1. Definition. For each λ ∈ C we define
Now the Laplacian on R 3 0 may be written as
where Ω is the Casimir operator (4.2.1) and where ∂/∂r is differentiation in the radial direction:
So the rescaled Schrödinger operator T acts on the ℓ-isotypical component of C ∞ (R 3 0 ) fin as the differential operator
Using the standard diffeomorphism
we find that for any λ ∈ C, the ℓ-isotypical space in Sol(λ) is the tensor product of the two-dimensional space of λ-eigenfunctions of (5.1.2) in C ∞ (R + ) with the ℓ-isotypical component of the space C ∞ (S 2 ) fin . The latter is a single copy of the irreducible SO(3)-type representation W ℓ ; as noted in Section 3 it consists of the spherical harmonic functions of degree ℓ, which are the restrictions of harmonic polynomial functions of degree ℓ to the sphere. We arrive at the following simple conclusion:
5.1.4. Proposition. For every λ ∈ C the subspace Sol(λ) ⊆ C ∞ (R 3 0 ) fin is invariant under the action of the Lie algebra g. Moreover the action of g on Sol(λ) factors through the fiber g| λ and gives Sol(λ) the structure of an admissible (g| λ , K)-module, with each SO(3)-type representation of K occurring with multiplicity 2. 
Regular solutions of the
Schrödinger equation. Let us examine the radial operator (5.1.2), acting on smooth functions of r > 0, a little more closely. Its λ-eigenfunctions are precisely the solutions of the differential equation (5.2.1) r 2 d 2 ψ dr 2 + 2r dψ dr − ℓ(ℓ+1)ψ + 2κrψ + λr 2 ψ = 0.
Definition.
We shall denote by F ℓ,λ the unique solution of (5.2.1) that extends to an analytic function of r ∈ C and has the Taylor series (5.2.3) F ℓ,λ (r) = r ℓ + higher-order terms in r.
General theory also provides a second, linearly independent solution of the form
where H ℓ,λ is a meromorphic function of r with a pole of order ℓ+1. The constant C ℓ,λ might be 0. Whether or not that is the case, the scalar multiples of F ℓ,λ are the only solutions that are bounded near 0 ∈ R 3 . 5.2.5. Definition. We shall denote by RegSol(λ) the subspace of Sol(λ) comprised of functions that are bounded near 0∈R 3 . Equivalently, RegSol(λ) is spanned by functions of the form
in spherical coordinates (5. To prove this we shall use the following computation of the Runge-Lenz operators in polar coordinates.
Lemma. After applying the diffeomorphism R
where C, D and E are linear differential operators on S 2 with real coefficients.
Proof. Each coordinate vector field ∂ j on R 3 0 has the form
where h j is a smooth function on the 2-sphere and X j is a vector field on S 2 . The lemma follows from this and the fact that
keeping in mind that each L i is a vector field on S 2 in spherical coordinates while x i /r is a smooth function on S 2 .
Proof of Proposition 5.2.6. Let ψ = F ℓ,λ · Y ℓ be a generating element of the vector space RegSol(λ), as in Definition 5.2.5. It suffices to show that if R is any one of the Runge-Lenz operators, then the function Rψ is bounded in a neighbourhood of 0 ∈ R 3 . When ℓ≥1, boundedness is clear from the formula for the operator R given in Lemma 5.2.7, since F ℓ,λ vanishes at r=0. But when ℓ=0, the function F ℓ,λ does not vanish at r=0, and the formula in Lemma 5.2.7 suggests that Rψ might behave like 1/r at r=0. So a somewhat closer examination is required.
Suppose then that ℓ=0. Denote by Rψ k the projection of Rψ into the k-isotypical component of Sol(λ), so that
The functions Rψ k for k≥1 must be bounded near r=0, since the space Sol(λ) k consists of functions that are either bounded near r=0 or have poles of order k+1, and k+1 ≥ 2, while Rψ behaves at worst like 1/r. As for the component Rψ 0 , it follows from the definitions that
and we have seen that eRe, like any element of H(g, K), acts on the 0-isotypical component as a polynomial function of λ, so that Rψ 0 is a scalar multiple of ψ and is therefore bounded near r=0 as required. 4
5.3. The algebraic family of regular solutions. We shall now assemble the spaces RegSol(λ) into an algebraic family, as follows.
5.3.1. Definition. We shall denote by RegSol the complex vector space that is spanned by functions on C×R + ×S 2 (using spherical coordinates) of the form (λ, r, θ) −→ p(λ)F ℓ,λ (r)Y ℓ (θ), where (i) p is any polynomial function, and (ii) F ℓ,λ and Y ℓ are as in Definition 5.2.5 above. We give RegSol the structure of a (free) O-module via the natural action of the rescaled Schrödinger operator T ∈ O on functions, which is in this case of course multiplication by λ since the action is on eigenfunctions.
The group K acts on RegSol as O-module automorphisms via the action (2.2.11) of K on R 3 0 . There are obvious K-equivariant isomorphisms (5.3.2)
for all λ ∈ C. We wish to make RegSol a g-module via the natural action of g as differential operators on smooth functions on R 3 0 . But we need to prove first that RegSol is invariant under this action. The following is one of our main results:
Theorem. The vector space RegSol is invariant under the following action of elements X ∈ g:
X : p · F ℓ,λ · Y ℓ −→ (λ, r, θ) → p(λ) X(F ℓ,λ Y ℓ ) (r, θ) .
As a result, RegSol carries the structure of an algebraic family of Harish-Chandra modules.
It is enough to prove that RegSol is invariant under the action of the Runge-Lenz operators, and this is what we shall do in the next several lemmas. Proof. Think of ψ as a section λ → ψ λ of the family of spaces RegSol(λ). We may assume that ψ is one of the generators of RegSol, so that
Using Lemma 5.2.7 we compute that
The formula shows that the (ℓ−1)-component of Rψ belongs to RegSol, as required.
It will be convenient now to introduce a somewhat larger space than RegSol. We shall denote by RegSol hol the space defined in exactly the same way as RegSol, except that p(λ) is replaced by any entire function h(λ). Since the eigenfunctions F ℓ,λ depend analytically on λ, the space RegSol hol is certainly invariant under the action of g.
5.3.6. Lemma. If ϕ ∈ RegSol hol , and if p · ϕ ∈ RegSol for some nonzero polynomial p, then ϕ ∈ RegSol.
Proof. This follows from the fact that the only entire rational functions are polynomials.
To proceed, let us make note of a simple fact that will be discussed further in the next section (and in any case the lemma may be proved by direct computation): 5.3.7. Lemma. For all but countably many λ∈C the space RegSol(λ) is an irreducible (g| λ , K)-module. Proof. Assume that ψ = h · F ℓ,λ · Y ℓ , with h holomorphic. It follows from the explicit formula (5.3.5) that RSψ ℓ−1 has the form
for some Z ℓ−1 in the (ℓ−1)-isotypical part of C ∞ (S 2 ) that depends on the choices of R and S. If Y ℓ is nonzero, then Z ℓ−1 must be nonzero for some R and some S, for otherwise the (g| λ , K)-submodule of RegSol(λ) generated by ψ λ would be a proper submodule for every λ, contrary to Lemma 5.3.7. In the case where Z ℓ−1 is nonzero, if RSψ ℓ−1 ∈ RegSol, then it follows that h is in fact a polynomial function, and hence that ψ ∈ RegSol, as required.
5.3.9. Lemma. If X ∈ U (g, K) and if ψ ∈ RegSol 0 , then Xψ ∈ RegSol.
Proof. Fix ψ ∈ RegSol 0 . We need to prove that Xψ ℓ ∈ RegSol for every X and every ℓ ≥ 0. If ℓ = 0, then since
with eXe ∈ H(g, K), the required result follows for every X from Proposition 3.4.6 and Lemma 2.8.3, which together show that e·X·e acts on RegSol 0 as multiplication by a polynomial in λ. The cases of higher ℓ are handled by induction on ℓ using Lemma 5.3.8.
5.3.10. Lemma. If ψ ∈ RegSol, then there exists a nonzero polynomial p, some S 0 ∈ U (g, K) and some ψ 0 ∈ RegSol 0 , such that p · ψ = S 0 · ψ 0
Proof. It follows from the Peter-Weyl decomposition (3.1.4) and the K-isotypical decompositon of RegSol that there is a family of pairwise orthogonal idempotents f α in R(K) such that
and such that each summand on the right is a free O-module of rank one. It suffices to prove the lemma for generators of each of these summands, so let ψ be a generator for the O-module f α · RegSol. Thanks to Lemma 5.3.7 we can write
for at least one value of λ, for some S α ∈ U (g, K) and for some ψ 0 ∈ RegSol 0 . This means, in particular that f α · S α · ψ 0 λ is nonzero, and hence that f α · S α · ψ 0 is nonzero. Since the latter is an element of a free O-module of rank one, of which ψ is a generator, we can write
for some p ∈ O, as required.
Proof of Theorem 5.3.3. Given ψ ∈ RegSol and S ∈ U (g, K), we wish to prove that Sψ ∈ RegSol. As we have already observed, certainly Sψ ∈ RegSol hol . But if pψ = S 0 ψ 0 , as in Lemma 5.3.10, then
and so it follows from Lemma 5.3.9 that pSψ ∈ RegSol. Lemma 5.3.6 now implies that Sψ ∈ RegSol, as required.
An explicit formula for the action.
It is also possible to prove Theorem 5.3.3 by an explicit computation, although the details are surprisingly intricate. Here is a sketch of the method, which, besides explicit formulas, uses some techniques developed in the appendix for another purpose. To begin, if λ =0, then it may be shown that The computation involves the explicit form of the functions F ℓ,λ along with various identities for hypergeometric, and other, functions. Now we can appeal to Lemma 8.1.3 in the Appendix, which indicates that the entire g-action is determined by this family of formulas. The formulas indicate that R − maps ψ ℓ,ℓ back into RegSol, and hence RegSol is invariant under the full action of g. The modification ensures that if ϕ and ψ are two solutions of the radial equation (5.2.1) for the same λ and the same ℓ, then wr(ϕ, ψ) is a constant function of r; to see this, differentiate with respect to r. Moreover since all solutions are real-analytic functions of r > 0, the (modified) Wronskian of two solutions vanishes identically if and only if the solutions are linearly dependent.
Of course the Wronskian pays no attention to the angular coordinates in S 2 . In order to remedy this, we make the following definition.
Definition. The Wronskian form on Sol(λ) is the bilinear form
The integral is a K-invariant and nondegenerate bilinear form on each K-isotypical subspace of Sol(λ), and moreover distinct isotypical subspaces are orthogonal to one another. 5.5.3. Lemma. If ϕ, ψ ∈ RegSol(λ), then Wr(ϕ, ψ) = 0.
Proof. If ϕ and ψ belong to distinct isotypical subspaces, then the integral is zero. If they belong to the same isotypical space, then, both functions being regular solutions, their radial parts are linearly dependent, and so the integrand is zero.
Thanks to the lemma, the Wronskian form defines a nondegenerate bilinear form Wr : SingSol(λ) × RegSol(λ) −→ C.
We shall prove the following result:
5.5.4. Theorem. Let λ ∈ C, and let X ∈ g| λ . If ϕ ∈ SingSol(λ) and ψ ∈ RegSol(λ), then Wr(Xϕ, ψ) + Wr(ϕ, θ(X)ψ) = 0.
As a result, the Wronskian form induces an isomorphism of (g| λ , K)-modules from SingSol(λ) to the θ-twisted dual of RegSol(λ).
5.5.5. Corollary. If λ ∈ R, then the Wronskian form induces an isomorphism of (g| λ , K)-modules from SingSol(λ) to the σ-twisted dual of RegSol(λ).
Proof of the Corollary. The theorem immediately gives
Wr(Xϕ, ψ) + Wr(ϕ, θ(X)ψ) = 0 for ϕ ∈ SingSol(λ) and ψ ∈ RegSol(λ). But this the same as
from which the result follows.
We shall prove the theorem in a sequence of steps. The first concerns the constituents of the formula (5.5.6)
for a Runge-Lenz operator that we obtained in Lemma 5.2.7. We shall use the following notation: if A is a linear operator on a locally finitedimensional representation space V for K, then we shall denote by 
Proof. The operator √ −1R is formally self-adjoint for the usual inner product of functions on R 3 . The present lemma follows from the formula for √ −1R and from the fact that the formal adjoint of ∂ r is −∂ r − 2/r.
5.5.9. Lemma. If ϕ ∈ SingSol(λ) ℓ−1 and ψ ∈ RegSol(λ) ℓ , then
Proof. First, we compute that
for some spherical harmonic functions Y and Z of degrees ℓ−1 and ℓ, respectively. Hence
and similarly
It follows that
Wr(Rϕ, ψ) − Wr(ϕ, Rψ)
and to complete the proof we need only apply Lemma 5.5.7. (the right-hand side is the θ-twisted dual). Moreover this isomorphism is compatible with the action of the Runge-Lenz operators R from (ℓ−1)-to ℓ-isotypical components, for all ℓ>0, thanks to Lemma 5.5.9. Now, for all but countably many λ, the (g| λ , K)-modules in (5.5.10) are irreducible, and moreover they are isomorphic to one another. This follows from the discussion in Section 4. It therefore follows from Schur's lemma that for such λ, (5.5.10) can differ from an isomorphism of (g| λ , K)-modules only by a multiplicative scalar in each K-isotypical component, since these components have multiplicity one. But compatibility with the Runge-Lenz operators, even to the limited extent we have exhibited it, implies that these scalars must all be equal to one another. So (5.5.10) is indeed an isomorphism of (g| λ , K)-modules. This proves the lemma when the modules in (5.5.10) are irreducible. The general case follows by a continuity argument.
5.6. The algebraic family of singular solutions. In view of the preceding section it is natural to organize the modules SingSol(λ) into an algebraic family. Linearly independent solutions to the radial Schrödinger equation are given in (5.2.3) and (5.2.4), and from the formulas it is clear that the coefficient of r −(ℓ+1) in a solution depends only on the class of the solution in SingSol(λ).
5.6.1. Definition. We shall denote by SingSol the complex vector space of sections
that are representable in the form
where p(λ) is a polynomial function of λ and where G ℓ,λ is as in (5.2.4), with coefficient of r −(ℓ+1) the constant 1.
By repeating computations from the previous two subsections we arrive at the following result.
Theorem. The space SingSol is an algebraic family of Harish-Chandra modules for (g, K). The Wronskian form
SingSol × RegSol −→ O induces an isomorphism of algebraic families from SingSol to the σ-twisted dual of RegSol.
5.6.3. Proposition. The family SingSol is a standard and spherical family of (g, K)-modules, in the sense of Definition 3.4.1.
Proof. We need to check that SingSol is generated by its spherical vectors. It follows from the formula in Lemma 5.2.7 for the Runge-Lenz operators in polar coordinates that if ψ λ = G ℓ,λ Y ℓ , then Rψ λ = −(ℓ+1)r −(ℓ+2) · DY ℓ + r −(ℓ+2) · EY ℓ + higher-order terms in r.
for some spherical harmonic function Z ℓ+1 . Now for every ℓ≥0 there is at least one Y ℓ , as above, for which Z ℓ+1 is nonzero, for otherwise every module SingSol(λ) would be reducible. It follows that
and hence that SingSol is generated by its spherical vectors, as required.
Remark. As noted in Theorem 3.4.4 the standard and spherical family
SingSol is determined up to isomorphism by the value in O of TL 2 − R 2 . It follows of course from Lemma 2.8.3 that this value is T + κ 2 I.
PHYSICAL SOLUTIONS AND JANTZEN QUOTIENTS
In this section we shall examine the solution spaces
for the Schrödinger equation that are used in physics. The physical solutions are characterized within RegSol(λ) by boundary conditions at infinity in R 3 0 , which imply that the physical solutions are either square-integrable, or nearly square-integrable. The main purpose of this section is to explain that the physical solutions can also be obtained in a purely representationtheoretic fashion using the Jantzen technique.
6.1. Physical solution spaces. By the K-finite physical solutions for the hydrogen atom we mean the solutions computed in physics texts (for example [LL58] ) by separation of variables in spherical coordinates. Now, for a given λ∈R, the space PhysSol(λ) consists of those functions in RegSol(λ) that converge to zero at infinity. Computations using the explicit formulas in Subsection 5.4 show that (a) PhysSol(−κ 2 /n 2 ) is the finite-dimensional subspace of RegSol(−κ 2 /n 2 ) comprised of the SO(3)-types ℓ<n. It is a Harish-Chandra submodule. (b) PhysSol(λ) = RegSol(λ) for all λ ≥ 0 (c) PhysSol(λ) = 0 otherwise. Moreover in every case the physical solution space has the structure of an irreducible (g| λ , K)-module and carries an invariant inner product. See for example [BI66a] , [TdCA98] and [BI66b] for the cases of λ<0, λ=0 and λ>0, respectively.
An intertwining operator.
In this subsection we shall analyze the intertwining operator A from the algebraic family of singular solutions to the regular of solutions that is characterized by the following diagram:
At the top of the diagram are the families RegSol and its σ-twisted dual. At the bottom is the tensor product standard and spherical family (3.4.9) in which the value of the Casimir element TL 2 −R 2 is T +κ 2 I. The diagonal morphisms are the classifying morphisms (3.4.8) for RegSol * ,σ and RegSol (we identify the ℓ=0 isotypical parts of these families with O using any isomorphisms of H(g, K)-modules). The left classifying morphism is an isomorphism since the σ-twisted dual is standard and spherical (since, for instance, it is isomorphic to SingSol); see the proof of Theorem 3.4.4. There is therefore a unique morphism A that makes the diagram commute.
If B : RegSol * ,σ → RegSol is any other intertwining morphism, then since almost all fibers in the families are irreducible, it follows from Schur's lemma that there are p, q ∈ O for which
But the morphism A is nonzero in each fiber since it is an isomorphism on ℓ=0 isotypical spaces, and as a result q must be a constant polynomial. So, up to a nonzero complex scalar multiple, A is the unique intertwining morphism that is nonzero in each fiber.
We can identify all the ℓ-isotyopical space RegSol ℓ as an O-module and a K-module with O ⊗ C W ℓ , for example by the mapping
Compare Definition 5.2.5. We can do the same for the ℓ-isotypical subspace of RegSol * ,σ , too. After making these identifications, it follows from Schur's lemma that the restriction of A to the ℓ-isotypical parts of our families is multiplication by a diagonal coefficient polynomial function A ℓ (λ) that is determined up to multiplication by a nonzero constant. The constant depends on ℓ, and varies with our choices of identifications.
The diagonal coefficient polynomials may be explicitly computed quite easily by making an explicit calculation with a single Runge-Lenz operator. The result is as follows: 6.2.2. Proposition. The intertwining operator from RegSol * ,σ to RegSol has diagonal coefficients
for all ℓ ≥ 1.
Compare [Sub18, Sec. IV], where essentially the same computation is carried out for the 2-dimensional hydrogen atom.
6.3. Jantzen quotients. We begin with a quick introduction to the topic; see [BHS18c, Sec. 4 .1] for further details, which are given in precisely the context we are discussing.
An intertwiner A : F → H between algebraic families of Harish-Chandra modules over C determines Jantzen filtrations of the fibers of F and H, as follows:
(a) For F, the filtration is decreasing, and for p ∈ Z the space F|
λ is defined to be the image in the fiber H| λ of the space of all sections h such that (T − λ) p · h belongs to the image of A.
Using the above definitions, it is a simple matter to read off the terms in the Jantzen filtration, and the Jantzen quotients in (6.3.1), from Proposition 6.2.2. We'll state the results only for the regular solutions; the results for the σ-twisted dual can of course be inferred from the isomorphism in (6.3.1).
6.3.2. Proposition. Let λ ∈ C. The Janzten filtration of the fiber RegSol(λ) determined by the intertwiner (6.2.1) is as follows:
is zero for p<0, it is the direct sum of the ℓ-isotypical subspaces in the range ℓ = 0, 1, 2, . . . , n−1 for p=0, and it is the full space RegSol(λ) for p≥1. There are therefore exactly two nonzero Jantzen quotients. The first is n 2 -dimensional with K-types is zero for p<0, while it is the full space RegSol(λ) for p≥0.
6.3.3. Remark. The term Jantzen quotient is standard, but of course a more accurate term would be Jantzen subquotient. Indeed the Jantzen quotient of most interest in the proposition above, namely the finite-dimensional Jantzen quotient in item (a), is in fact a submodule of RegSol(λ).
6.3.4. Corollary. The negative part of the phsyical spectrum of the rescaled Schrö-dinger operator T coincides with the set of all λ ∈ C for which RegSol(λ) has a nontrivial Jantzen filtration.
Non-degenerate invariant Hermitian forms. Intertwiners of the form
A : RegSol * ,σ −→ RegSol, relating a family and its σ-twisted dual, were analyzed in [BHS18c, Sec. 4.2], where it was pointed out that for a suitable c ∈ C × the formula
determines an invariant and nondegenerate hermitian form on the p'th Janzten quotient. Here α and ϕ determine elements in the p'th parts of the Jantzen filtrations, as in Subsection 6.3, and [α] and [ϕ] are the corresponding elements in the Jantzen quotients. The term on the right is a polynomial in T , and in the formula we take its value at λ. The Hermitian forms, like the Jantzen quotients themselves, are easy to compute using Proposition 6.2. We arrive at the following theorem, which completely recovers both the physical spectrum of the rescaled Schrödinger operator and the physical solution spaces themselves from the algebraic family RegSol.
6.4.2. Theorem. The physical spectrum of the rescaled Schrödinger operator T coincides with the set of all λ ∈ R for which RegSol(λ) has a nonzero infinitesimally unitary Jantzen quotient. There is in this case a unique infinitesimally unitary Jantzen quotient, and it is the submodule PhysSol(λ) of RegSol(λ).
SPECTRAL THEORY FOR THE SCHRÖDINGER OPERATOR
In this section we shall examine the Schrödinger operator from the point of view of Hilbert space spectral theory, which provides a measurable family of solution spaces parametrized by the values in the spectrum of the Schrödinger operator. These spaces, H λ , which are Hilbert spaces, carry actions of the visible symmetry group K. We shall prove for almost every λ in the spectrum, the space of K-finite vectors in H λ carries an action of the hidden symmetry Lie algebra g| λ , and that the (g| λ , K)-module so-obtained coincides with the physical solution space for λ.
7.1. The Schrödinger operator as a self-adjoint operator. Let us review how one obtains a self-adjoint operator (in the technical sense of unbounded operator theory) from the rescaled Schrödinger operator (7.1.1) T = −△ − κ r .
To start, the potential function −κ/r is locally square-integrable on R 3 , and therefore the operator (7.1.1) is well-defined as map from C ∞ c (R 3 ) into L 2 (R 3 ). Initially, we shall view T as a symmetric operator with this domain. The domain can then be extended, as follows. Denote by
where-here and below-the unlabelled norms and inner products are to be taken in L 2 (R 3 ). This is a standard Sobolev space, of course. The in-
This is a special case of the Sobolev embedding theorem. As a result of the lemma, the operator (7.1.1) is in fact well-defined as a bounded linear operator from H 2 (R 3 ) into L 2 (R 3 ). The following result is well known; see for example [Kat76, Chap. V, Thm. 5.4] for a proof.
Theorem. The rescaled Schrödinger operator T for the 3-dimensional hydrogen atom is essentially self-adjoint and bounded below on the domain
C ∞ c (R 3 ).
The the unique self-adjoint extension is the above extension with domain the Sobolev space H
7.1.4. Remark. Recall for later that to say that T is bounded below on H 2 (R 3 ) is to say that there is a constant C 0 ≥ 0 such that Tf, f ≥ −C 0 f, f for every f ∈ H 2 (R 3 ). Equivalently, the spectrum of the self-adjoint operator T is bounded below by −C 0 . By elliptic regularity, the negative energy eigenfunctions for the KatoRellich extension are smooth functions on the open set R 3 0 ⊆ R 3 . They are, of course eigenfunctions, in the ordinary sense there, and they are squareintegrable. Conversely, the space of all such square-integrable eigenfunctions may be determined explicitly, as we indicated in Section 6.1, and by Theorem 7.1.3 they all belong to the domain of the Kato-Rellich extension. So after these explicit computations we arrive at the following:
7.1.6. Theorem. 
from L 2 (R 3 ) to the space of µ-square-integrable sections of the measurable field, 
for every g ∈ K and almost every λ.
This is a direct consequence of the fact that the K-action on L 2 (R 3 ) maps the domain of the self-adjoint operator T into itself, and fixes T . See [Dix82, 8.3 .1,18.7.6,A.80] 7.4. Friedrichs extension. To realize the hidden symmetries we shall need to view the Kato-Rellich extension of the Schrödinger operator (7.1.1) from a different perspective, using the theory of the Friedrichs extension (see for example [Kat76, Chap. VI, Sec. 3]).
We start with the smooth and compactly supported functions on R 3 that are compactly supported within the open subset R 3 0 . We have already seen that the rescaled Schrödinger operator is bounded below on this domain (and indeed on a much larger domain). Choose a constant C 0 > 0 so that
, and then choose C>C 0 . Using this choice of C, denote by F(R 3 ) the Hilbert space completion of C ∞ c (R 3 0 ) in the norm associated to the inner product
There is a bounded linear map
The extended map is an inclusion, too, and we can therefore regard F(R 3 ) as a dense linear subspace of L 2 (R 3 ) as well as a Hilbert space in its own right. 7.4.2. Theorem. There is a unique extension of the operator (7.1.1) with domain C ∞ c (R 3 0 ) to a self-adjoint operator on a domain that is included within the subspace
The extension is characterized by the formula
for all f ∈ L 2 (R 3 ) and all g ∈ F(R 3 ). Proof. Thanks to the uniqueness assertion in Theorem 7.4.2, it suffices to prove that
This is the
We shall use the Sobolev space H 1 (R 3 ), which is the completion of C ∞ c (R 3 ) in the norm associated to the inner product u, u H 1 (R 3 ) = − ∆u, u + u, u .
As with H 2 (R 3 ) and F(R 3 ), the natural map from H 1 (R 3 ) into L 2 (R 3 ) is an inclusion, and moreover
Now it may be shown without difficulty that C ∞ c (R 3 0 ) is dense in H 1 (R 3 ), and since it is clear from (7.4.1) that
which proves the theorem.
7.5. Hidden symmetries. We shall now examine the Runge-Lenz operators
). Our general aim in this subsection is to decompose them into families of operators acting on the Hilbert spaces H λ in Theorem 7.2.1, although actually it will be necessary to consider only the K-finite vectors in H λ . We shall prove the following result: 7.5.1. Theorem. There are operators
with the following properties: 
Proof. From (2.7.1) and Lemma 2.8.3
The operator L 2 in this formula is the Casimir for K, and on each isotypical component of C ∞ c (R 3 0 ) fin it acts as a scalar. Therefore on any such component we have
But recall that when viewed as unbounded operators on L 2 (R 3 ) with domain C ∞ c (R 3 0 ), the Runge-Lenz operators are skew-symmetric. So it follows from (7.5.3) that
This proves the first assertion in the lemma.
To prove the second assertion, recall the formulas
The operators L j map each isotypical component of H 2 (R 3 ) boundedly into itself. The operators ∂ i , ∂ j are bounded as operators from H 2 (R 3 ) into H 1 (R 3 ), and hence as operators from H 2 (R 3 ) into F(R 3 ); see the proof of Theorem 7.4.3. Finally, κx i /r maps H 2 (R 3 ) continuously into H 1 (R 3 ), and hence into F(R 3 ). This is a simple direct computation using Lemma 7.1.2.
Proof. In the special case where h ∈ C ∞ c (R 3 0 ), the only difference between the right-hand side of the formula in the lemma and the definition (7.4.1) of the inner product on F(R 3 ) is the choice of factor in the inner product to which T +C is applied. So the lemma follows in this special case from the symmetry of T on C ∞ c (R 3 0 ) ⊆ L 2 (R 3 ). Since both sides of the formula are continuous in h ∈ F(R 3 ), the general case follows from the special case.
Proof. This is obvious for h ∈ C ∞ c (R 3 0 ) and follows in general by continuity of the left-hand and right-hand sides in h ∈ F(R 3 ) fin .
7.5.6. Lemma. The restriction of the operator
Proof. It suffices to prove that
for all f, g ∈ C ∞ c (R 3 0 ) fin . Using Lemmas 7.5.4 and 7.5.5 we compute that
The proof is finished by using the characterization in Theorem 7.4.2.
Proof of Theorem 7.5.1. The operators
are defined on L 2 (R 3 ) fin and are bounded on each isotypical component.
Moreover it follows immediately from Lemma 7.5.6 that these operators commute with the resolvent operator (T +C) −1 . It follows that each S i decomposes as a bounded measurable family {S i,λ } on each isotypical part of the measurable family {H λ }. The operators S i,λ have the property that if f ∈ L 2 (R 3 ) fin , then (7.5.7)
for µ-almost every λ. Now we define
If g ∈ C ∞ c (R 3 0 ), and if f = (T +C)g, then (7.5.7) implies that
for µ-almost every λ, as required.
7.6. Gelfand-Kostyuchenko method. The abstract direct integral decomposition in Theorem 7.2.1 can be made more concrete using the theory of distributions. The technique, which sometimes called the Gelfand-Kostyuchenko method, is as follows.
7.6.1. Theorem. There is a family of continuous linear maps 
) and all i = 1, 2, 3. Proof. Fix a countable dense set in C ∞ c (R 3 0 ). For any element of this set, the displayed equations hold almost everywhere. So by redefining ε λ to be zero on a suitable nullset of values λ, we can arrange for the equations to hold for all λ and all elements of our countable dense set. The equations now hold for all f by continuity. The property of K-equivariance is handled in the same way. Now let us denote by D ′ (R 3 0 ) the space of distributions on R 3 0 ; it is of course the topological dual space of C ∞ c (R 3 0 ). It acquires by duality an action of the group K and the Lie algebra g. 7.6.3. Definition. Fix a direct integral decomposition {H λ } as in Theorem 7.2.1 and a family of evaluation maps {ε λ } as in Theorem 7.6.1 and Lemma 7.6.2. The realization morphisms
) are the complex conjugates of the adjoints of the morphisms ε λ , and hence are characterized by the formula
where the integral on the right denotes the natural pairing between distributions on R 3 0 and test functions. 7.6.4. Lemma. For almost every λ ∈ Spec(T ), the realization map
For every λ the map ρ λ is K-equivariant, and its image lies within the space of λ-eigendistributions of the Schrödinger operator.
Proof. Injectivity of ρ λ follows from surjectivity of ε λ . Equivariance and the eigendistribution property follow from the equivariance of ε λ and compatibility of ε λ with T , as in Lemma 7.6.2. 7.7. Comparison with the physical solution spaces. It is a consequence of elliptic regularity and Lemma 7.6.4 above that the range of the realization morphism in Definition 7.6.3 in fact lies in the space of smooth λ-eigenfunctions for T on R 3 0 , which we shall denote by C ∞ (R 3 0 ) λ . Of course this space was studied in detail in Section 5, and we shall use some of the information presented there to compute the K-equivariant map Proof. We obtain actions of the individual generators L i and R i of g| λ on H λ,fin from the K-action and from Theorem 7.5.1. It follows from Lemma 7.6.2 that these actions commute with the morphism ε λ , and hence also with ρ λ . It follows from the injectivity of ρ λ that the actions of the individual generators constitute an action of g| λ , and indeed a (g| λ , K)-module structure. 7.7.2. Theorem. For almost every λ ∈ Spec(T ) the realization morphism
Proof. When λ < 0 the theorem follows from the discussion preceding Theorem 7.1.6. The singleton set {λ=0} has µ-measure zero since there is no λ=0 eigenfunction that is square-integrable. So we can concentrate on the case where λ > 0.
We have seen that
PhysSol(λ) −→ 0 of one irreducible (g| λ , K)-module by a second (which is a copy of the first). We shall show that the composition
PhysSol(λ) is zero for almost every λ. This will show that the realization morphism maps the (g| λ , K)-module H λ,fin injectively into a submodule of PhysSol(λ) for almost every λ. Since the physical solution space is irreducible, when the realization morphism is injective the only possibilities are that the map is an isomorphism, or that H λ,fin is zero. But since the spectrum of T includes the full half line (0, ∞), the space H λ,fin , and hence H λ , can be zero only for a measure zero set of positive energy values. So if we can show that (7.7.3) is zero, then the proof will be complete.
To prove that (7.7.3) is zero, since the quotient (g| λ , K)-module is irreducible it suffices to show that the restriction
to the trivial K-isotypical part (that is, the ℓ=0 part) is zero. This is what we shall now do. The space Sol(λ) 0 =C ∞ (R 3 0 ) 0 λ is spanned by the regular solution F 0,λ in (5.2.3), which spans PhysSol(λ) 0 , and the solution G 0,λ in (5.2.4). If {v λ } is a measurable section of {H 0 λ } then we may write v λ = a λ F 0,λ + b λ G 0,λ where a and b are measurable scalar functions of λ. We must show that b λ = 0 for almost every λ. Suppose that for some section {v λ } the function b is not zero almost everywhere. After multiplying the section by a suitable scalar function of λ, we may assume that b λ ≥ 0 for all λ; that v λ is square-integrable; that v λ vanishes outside a compact set in (0, ∞); that a and b are bounded functions; but still b is not zero almost everywhere. The square-integrable section {v λ } corresponds to a function g ∈ L 2 (R 3 ). In fact the function g lies in the domain H 2 (R 3 ) of the self-adjoint operator T because the section {λ
This shows that the function g is equal almost everywhere to the function
But this is not an L ∞ -function on R 3 , which contradicts Lemma 7.1.2.
APPENDIX: CLASSIFICATION THEOREM
For our study of the Schrödinger equation it sufficed to classify the standard and spherical algebraic families of Harish-Chandra modules that we introduced in Section 3. The purpose of this appendix is to classify more general families of Harish-Chandra modules.
As we did in the main text, we shall restrict our attention throughout the appendix to representations on which the center of K = O(3) acts trivially. Since K is the product of its center with SO(3), and since the center acts trivially on g, this is no real restriction. In any case, it is equivalent to replacing O(3) with SO(3).
An algebraic family of Harish-Chandra modules for (g, K) is generically irreducible if all but countably many of its fibers are irreducible (this definition is appropriate for families over a line; see [BHS18b] for the general case). The minimal K-type of a family is the least ℓ for which F ℓ =0, and a family F is generated by its minimal K-type if F = U (g)F ℓ . The main result of the appendix is a classification of generically irreducible families of (g, K)-modules that are generated by their minimal K-type.
8.1. Multiplicity-free algebraic families. In any irreducible module over any of the Harish-Chandra pairs (g| λ , K), each K-type appears with multiplicity one or zero; that is, it is multiplicity free. It follows that every generically irreducible family is similarly multiplicity free, in that each nonzero isotpyical component is isomorphic to a tensor product of O with a single copy of the associated irreducible representation of K.
In this subsection we shall analyze what is required to promote a multiplicity-free family of locally finite-dimensional representations of K to a family of Harish-Chandra modules for (g, K).
To begin, if F is the family, then by definition we need a K-equivariant morphism of O-modules
that is compatible with Lie brackets, and that restricts to the given action of k ⊆ g. But the O-module g splits as a direct sum for all X, Y ∈ s, where π k is the given action of k. Given any K-equivariant morphism of O-modules as in (8.1.1), the expressions on the left-and right-hand sides in (8.1.2) determine a pair of K-equivariant morphisms
Since ∧ 2 s is isomorphic to k as a family of K-modules, we shall next give a criterion for when two K-equivariant morphisms from k to End O (F) are equal to one another. To this end, we shall use the fact that F ℓ further decomposes as a direct sum of free, rank-one O-modules according to the weights of the rotation operator L 3 . We shall write
where F ℓ,m is the weight m subspace of F ℓ , on which L 3 acts as multiplication by the scalar im. When working with these weight subspaces it is convenient to use a different basis for k, namely Proof. The tensor product k ⊗ F ℓ is a multiplicity free family with nonzero isotypical summands in types ℓ−1, ℓ and ℓ+1. The first statement follows immediately from this. The second statement follows from this and the fact that k ⊗ F ℓ is generated as a K-module by all tensor products of L − with elements of F ℓ,ℓ . (as we saw in Lemma 2.8.3, these are the families for which the action of U (g) factors through the morphism to differential operators on R 3 0 ). The lowest K-type for such families is automatically ℓ 0 =0, and hence there is a unique generically irreducible algebraic family that is generated by its minimal K-type in which the Casimir elements have the above values. Indeed, the first formula in the lemma above implies that M ℓ 0 =0 for such families. But when M ℓ 0 =0 and ℓ 0 >0 the second formula in part (i) of Proposition 8.2.2 is incompatible with the formula for TL 2 −R 2 in the lemma above. There are individual (g| λ , K)-modules for which RL = 0 and λL 2 − R 2 = λ + κ 2 I, and for which the minimal K-type is positive, but there are no families.
Now define modified
Proposition 8.2.2 and Lemma 8.2.5 lead to the following result:
8.2.7. Theorem. Let F be a generically irreducible family of (g, K)-modules that is generated by its minimal K-type ℓ 0 . The isomorphism class of F is completely determined by ℓ 0 and the action of Z(g).
Proof. By Lemma 8.2.5, the action of Z(g) determines M ℓ 0 and U ℓ 0 . These and the minimal K-type are enough to determine whether or not F is finitedimensional or infinite-dimensional, and so they are enough to determine the K-types of F. So from here on it suffices to show that two g-module structures on the same underling K-module F with the same actions of Z(g) are isomorphic.
It follows from the generation hypothesis that the O-module morphisms (8.2.8) P ℓ+1,ℓ−1 • R − • P ℓ,ℓ : F ℓ,ℓ −→ F ℓ+1,ℓ−1 are isomorphisms for both actions whenever the isotypical spaces F ℓ and F ℓ+1 are nonzero. After conjugating one of the actions by a suitable Kequivariant automorphism of F, we can therefore assume that these operators are equal for the two actions. But then by factoring the monomials that appear in Lemma 8.2.1, for instance by writing
and using Proposition 8.2.2, we find that we can recover the morphisms in Lemma 8.1.3, and so an appeal to that lemma completes the proof.
In fact, by computing in an explicit basis one can go a bit further and construct g-actions for any given invariant set: 8.2.9. Theorem. For any A ∈ O and ℓ 0 ≥ 0, there is a generically irreducible family of (g, K 0 )-modules that generated by its minimal K-type F ℓ 0 , such that 
