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Abstract: New approximation formulas with weight for the functional integrals with conditional Wiener measure are 
derived. The formulas are exact on a class of polynomial functionals of a given degree. The convergence of 
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1. Introduction 
The functional integration method (see, e.g., [6]) became popular in various branches of 
contemporary science [15]. Numerical functional integration is one of the promising means of 
calculations in the modern quantum physics [7]. One of the most simple ways of numerical 
evaluation of functional integrals is the use of a lattice discretization. Introducing a space-time 
lattice one can replace the evaluation of functional integrals by the computation of ordinary ones 
of a high dimension (2 105) that are usually evaluated by the Monte Carlo method. This 
approach causes however some serious problems both theoretical and technical, such as the 
problem of continuum limit, the dependence of results on the lattice spacing, the low speed of 
convergence of approximations. Besides that, this method guarantees the convergence and gives 
the error estimate only in probabilistic sense and needs too much computer time and memory. 
Thus the development of effective numerical methods different from lattice Monte Carlo 
simulation is of great importance. Some significant results in this area have been obtained 
recently [5]. 
One of the most perspective approaches is the creation of approximation formulas which are 
exact on a given class of functionals. In the framework of this approach we have derived [8], for 
the functional integrals with respect to Gaussian measures in separable FrCchet spaces, some new 
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approximation formulas, exact on a class of polynomial functionals of a given degree. We used 
these formulas in the particular case of conditional Wiener measure in our computations of 
Feynman path integrals in Euclidean quantum mechanics [14]. We have shown that our formulas 
present a way of the effective numerical investigation of topological effects concerning the 
instanton solutions [13]. 
In the present paper we derive and study some new approximation formulas for conditional 
Wiener integrals with weight. One of the advantages of these formulas over the approximation 
formulas that we have derived formerly consists in the fact that the new formulas, being more 
precise, can be used at the same time for the larger class of functionals. The employment of the 
formulas is illustrated with numerical examples. The comparison of our numerical results with 
the values obtained by the other authors that used the Monte Carlo simulation indicates the 
higher efficiency of our method. 
2. Construction of the approximation formulas 
We shall study the conditional Wiener integral /cP[~]F[~] d ,X considering it as a Lebesgue 
integral with respect to a conditional Wiener measure. The measure d,x is a Gaussian measure 
defined on a space C = {x(t) E C[O, 11; x(0) = x(l) = 0} by the correlation function B( t, s) = 
min{ t, s } - ts and by the mean value m(t) = 0. F[x] is a real functional defined on C; P[x] is 
a weight functional: 
~[xl = exp{il[ p(t)x’(t) + q(t)x(t)] dt), t, s E [O, 11, p(t), q(t) E CLOT 11. 
For this kind of integrals we have derived the family of approximation formulas of arbitrary 
degree of accuracy dependent on a natural parameter m. 
Theorem 1 (Lobanov et al. [ll]) Let K(s) be the solution of the differential equation 
(1 - s)K’(s) - (1 - S)2Kz(s) - 3K(s) - 2p(s) = 0, s E [o, 11) 
with initial condition K(1) = - +p(l); let 
W(t) =exp(/‘(l -s)K(s) ds), 
0 
(1) 
a(t) = i’L(s) ds - ~~‘K(s)W(s)[J,‘L(u) du] ds, 
L(t) = $Q)W(J)H(S) - q(s)] d.s + c, H(t) = l’,(s)% ds 
and let the constant c be determined by the condition j,‘L( s) ds = 0. Then the approximation 
formula 
JcP[xlf’[x] d,x= [W(l)]-“‘exp(+lL”(t) dt) 
~2-~/l --e/1 F[\E,(u, .)+a(-)] du, -..dv,+R,(F), 
-1 -1 
(2) 
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where ‘k,( u, *) = C~=ic~““k( uk, e), [CL”‘]*, k = 1, 2,. . . , m, are the roots of Q,(r) = 
CTCO( - l)kr”-k/k!, 
\k(r, .) =f(r, .) -a(r;), u(r, t) = tgn r’ :z I:/: 
i 3 
f(r, t) = sign(r)$$[I + /oti*(‘r”i)K(.s)lV(~) ds], 
is exact for every polynomial functional of degree < 2m + 1. 
Remark 2. Equation (1) is in fact a Riccati equation. As we have shown in [ll], its solution for 
p(t) = p = const. is 
K(s) = y& [fi cuJ(J2p(1-4) - $q]. 
If we set also q(t) = q = const., then a(t) can be expressed explicitly as 
a(t) = 4( p cos &)-’ sin(&t) sin(&(l - t)), 
and the approximation formula (2) for p < $r’ acquires the form [8]: 
xyJ1 . ..f~[q.Ju, -)+a(-)] du, . ..du.+ &n(F); 
-1 -1 
(for p < 0 the trigonometric functions are converted into hyperbolic 
in our computations [8,12]. 
Remark 3. The estimate of the remainder R,(F) is given in [8]. 
ones). We used this formula 
Formula (2) gives a good approximation of the exact value when F[x] is restricted to the 
polynomial functionals of degree < 2m + 1. More precise approximations can be achieved for 
the large class of functionals if one uses the “composite approximation formulas”. We have 
obtained these formulas [9] for a functional integral with respect to Gaussian measure without 
weight. Combining the methods of computation of functional integrals elaborated in [9,11] we 
obtain the new formulas with weight. These formulas acquire the advantages of the composite 
approximation formulas. 
Theorem 4. Under the conditions of Theorem 1 the approximation formula 
p[x]F[x] d,x=(2n)-“‘2[W(1)]-1’2 exp(flL*(t) dt)2Pm~nexp{-f(u. u)} 
xl;, -.. /;l@[e,(u, .> - &n,n(~, 0) + Un(w a)] du du 
+&n,,(F), (3) 
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where @[xl = F[$(x) + a( .)I, 
(4) 
0,,,( u, t) = c 2/kT sin(kqt) c c(“’ sign( uj) cos( knr:,), 
k=l j=l 
U,(u ? t) = i eu kT k 
sin(kTt), 
k=l 
is exact for every polynomial functional of degree < 2m + 1. 
Proof. We employ the linear transformation x(t) *y(t) given by the relation y = x + ax, where 
ax(t) = (1 - t)jofK(.s)x(.s) ds, K(s) E C[O, 11. This transformation maps the space C onto itself 
in one-to-one correspondence [lo]. Applying this transformation to the integral with the weight 
P[x] we obtain 
j$y]F[y] d,y=Dj-P[x+a,]F[x+a,] 
C 
Xexp (l- t)2K2(t) + 3K(t) 
-(l - t)K’(t)]x2(t) dt) d,x, 
where D is the Fredholm determinant D = exp{ :I,‘(1 - s)K( s) ds}. After some more transfor- 
mations, assuming the condition of Theorem 1 holds, we obtain in the right-hand side of the last 
equality the conditional Wiener integral without weight. For this integral we apply our composite 
approximation formula [9]. The assertion of Theorem 4 follows now from Theorem 1 due to the 
continuity of G(X) and a(t) and to the linearity of G(x). 0 
3. Convergence of approximations 
Now we shall study the convergence of approximations obtained using (3) to the exact value 
of the integral as n + 00. 
Theorem 5. Let F[ x] be a continuous functional on C satisfying the condition ] F[ x] ] ,( G( A( x, x)) 
for almost all x E C. Here G(r) is a nondecreasing positive function, A( x, x) is a nonnegative 
quadratic functional satisfying 
A(x, x) = 5 2ykk2T12 
1 1 
2 
x(t) sin(kTt) dt ; 
k=l 
c Yk<O”> yk>O, k=l,2 ,..., A(+(& +(x)) < PA(x> x) 
k=l 
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for almost all x E C; 
/:I ... /:I/cG(2PA(8m, 0,) + 2PA(x, x) + 2A(a, a)) d,x du < 00. 
Then the remainder of (3) R,,,(F) + 0 when n + 00. 
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(5) 
Proof. Since ] @[xl ] < G(A(+(x) + a, @B(X) + a)) and A(x +y, x +y) < 2A(x, x) + 2A(y, y): 
I @[xl I < G”(A(x, x>), where G”(r) = G(2/3r+ 2A(a, a)). (6) 
G(r) is a nondecreasing positive function. It means that the sufficient condition of R,,, -+ 0 is 
j-;i - +. j-~l~@I(s,, &,) +4x, -4) d,x do < 00, 
according to [9, Theorem 41. But this condition is satisfied due to (5) and (6). Thus the proof of 
the theorem is complete. 0 
We will find now the estimate of the remainder of the composite approximation formula with 
the weight P[x]. 
Theorem 6. Suppose the quadratic functional A( x, x) satisfies the conditions of Theorem 5 and the 
functional F[x] can be expressed in the form F[x + x,,] = P2m+I[x] + rzi,+,[x, x,], where P2m+I[x] 
is a polynomial functional of degree < 2m + 1, x0 E C and 
I r2m+1 [x, x0] I G [Ah 41 ,+l{ c1 exp[c2A(x + x0, x+x0)] 
+c3 exp[c2Aboy x0)1}, 
Cl, c2, c3 ’ 0, 1 - 4/3c,y, >, 6 > 0, k = 1, 2, 3, _ . . . 
Then for the remainder of the composite formula (3) the following estimate holds: 
m+l 
where fi = [ W(l)]-“2 exp{:,&‘L2(t) dt), 5,, 1, are positive constants dependent on m. 
Proof. It follows from the condition of the theorem that @[x + x0] = P2m+l[ +( x)] + 
rZm+J+(x), +(x0) + 4, where P *,,,+ 1[ $a( x)] is a polynomial functional of degree < 2m + 1 due 
to the linearity of 4(x); 
I r2m+1 [@(XI, +(x0) + a] I G P+‘[A(x, x)]m+l{ 4 exp[d,A(x + x0, x+x0)] 
+d3 exp[d2Ah xdl>~ 
4 = cl exp{2c2A(a, a)}, d, = 2c,P, d, = c3 exp{2c,A(a, a)}. 
Therefore the functional @[xl satisfies the conditions of [9, Theorem 51 on the estimate of the 
remainder of the composite formula without weight. The employment of this theorem completes 
the proof. q 
Remark 7. The constants <, and 7, are determined by the coefficients d,, d,, d, in accordance 
with [9, Theorem 51. 
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Let us consider now the particular case of (3) when the coefficients of the weight functional 
P[x] are constant: p(t) = p; q(t) = q. One can often find this case in practical applications. In 
order to study the properties of (3) we shall prove that the transformation +(x) is bounded on C 
in &-norm. 
Theorem 8. For the transformation G(x) given by (4) and (1) with the constant coefficient 
p(t) =p < :Tr2, the following estimate holds: 
ll~b)llt,~PllXIIL2*~ XEC, (7) 
where 
p=1+w+2G-pi, w= sin& (fi cos \/2p - sin v2p)2 - [I smF ). 
Proof. It follows from (1) with p(t) =p that +(x(t)) = x(t) - *(x(t)), where q(x( t)) = 
sin(fi(l - t))/iz(s)x(s) d s, z(s) = (A cos h - sin A)/((1 - s) sin2h), h = A(s) = fi(1 - s), 
t, s E [0, 11. We will show now that ji[9(x(t))12 dt 6 w/:x2(t) dt. From the inequality 
[J *+)x(s) 0 ds 2 < t u;‘(s)x’(s) ds < /u:‘(s)x’(s) ds, 1 J 
after the change of the order of integration with respect to t and s, we get 
II wd Ili2 G pwql sin2(fi(l - t)) dt ds = ~ix2(s)w(s) ds, 
where w(s) = &[(A cos A - sin h)/h sin2X12( X - : sin 2X). Using the properties of trigono- 
metric and hyperbolic functions, by some transformations we find that w(s) is a nonincreasing 
function. Therefore w(s) 6 o(O) = w, where 
[ 
J2p co.9 fi - sin fi 2 
u(O) = fi 
1/2p sin2fi 1 (fi-+ sin2fi), -oo<p<+~~. 
Using the Holder inequality we now obtain 
/‘[x(t) - !P(x(t))]’ dt < (1 + 26 + w)fx2(t) dt, 
0 0 
which completes the proof of the theorem. •I 
Remark 9. In [8] we have got the estimate (7) with p = 2 + :x2p2(1 + 3~)’ = p2, x = fi/sin 
fi. The new estimate with /S = pi is more ingenious. It works better for 0 < p < &r 2, especially 
when p is small, and can be applied for p -C 0. 
Now we can formulate the following corollary of Theorem 6. 
Corollary 10. Suppose the functional F[ x] can be expressed in the form F[ x + x0] = P2m+ 1 [ x] + 
~2m+l[X> %I> x0 E c P2m+1 [x] is a polynomial functional of degree < 2m + 1 and 
]rZm+i[x, x0] I G (lx2(t) dt)mil(cl exp[c21(x+x0)2 dt] +c3 exp[c2lx,2dt]), 
4C2Pl 
Cl, c2.3 c3>o, l-- 
7r2 
>860. 
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Then the following estimate of the remainder of the composite formula (3) with constant coefficients 
holds : 
Particularly, it follows from this estimate that the convergence of approximations obtained using the 
composite formulas with weight for n + w has the order 0( n-“-l). 
4. Numerical examples 
Now we will illustrate the use of the formulas with numerical examples. We shall consider first 
the pedagogical example of computation of the conditional Wiener integral I = J,P[x]P[ x] d,x 
with weight 
P[x] =e~p(Jo1[px2(t) +qx(t)] dt) and ~[x] = (P[x])-‘. 
The exact value of the integral does not depend on p and q in this case and is equal to 1. The 
results of our computation of this integral by the “elementary” formula with the weight (2) for 
m = 1 and m = 2 as well as by the “composite” formula (3) with n = m = 1 are shown in Figs. 1 
and 2. The good accuracy of approximations obtained using the elementary formula is achieved 
at the relatively small values of p and q. This fact illustrates the statement that the formula (2) 
can be successfully employed only in the case when &‘[x] is restricted to the polynomial 
functionals of degree < 2m + 1. Using the “elementary” formula with weight for m = 1, one has 
to evaluate the 3-dimensional integral, while for m = 2 the dimension of the integral equals 4. In 
the case of the “composite” formula with weight, n = m = 1, it is necessary to evaluate the 
4-dimensional integral. We compute these integrals using the Gaussian quadratures. The results 
presented in Figs. 1 and 2 show that the “composite” formula with weight gives more accurate 
values than the “elementary” formula of the same dimension. The results computed using (2) 
and (3) for p = 1 and large q are represented in Fig. 3 in a large scale. The figures show that the 
I 
1 
0.5 
_qT-____.e=’ 
\ . 
\ :\ m=z 
\\ . . 
\ 
\ m=I 
cl+ 12345678910 7 
-4 
m-i. n-i 
\ rn.2 
, , \. \ m=l 
u 12345678910 9 
Fig. 2. Approximations obtained using the “composite” 
and the “elementary” formulas with weight for p = 2. 
Fig. 1. Approximations obtained using the “composite” 
and the “elementary” formulas with weight for p = 1. 
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md. n=i 
2 E,(p) 
i 
Fig. 3. Numerical comparison of the “composite” ap- 
proximation formula with the “elementary” ones for 
p = 1. 
Fig. 4. Ground state energy of the system with double- 
well potential V(X) = +(X2 - P)~. 
composite formulas can give good approximations even if F[x] is not restricted to the 
polynomial functionals of degree < 2m + 1. 
We shall illustrate now the use of our formulas with examples of simple quantum mechanical 
models characterized by the Hamiltonian H = - + d2/dX2 + V(X), X E ( - cc, cc). We shall 
study the energy E, of the ground state and the propagator G( 7) = (0 ( x(0)x( 7) IO). The 
expressions for the principal quantities of Euclidean quantum mechanics in the form of 
functional integrals with respect to the conditional Wiener measure are given in [14]. The basis 
for the computations of these quantities is the Green function (X ] eeHT 1 X) = Z( X, T): 
z(x, T) = &/c exp{ -TlV’(fix(t) +X) dr) d,x. 
Consider the inharmonic oscillator with the potential V(X) = :X2 + gX4. The numerical values 
computed using the composite approximation formulas with various n and m are listed in Tables 
1 and 2. The overall CPU time of computation of E, and G(0) per point g has been ca. 30 sec. 
for n = m = 1, ca. 3.5 mm. for n = 1, m = 2 and ca. 40 sec. for n = 2, m = 1. Exact values are 
denoted by E,*, G*(O). For comparison we cite the results of [3], obtained via 10 simulations of 
3000 paths each by the evaluation of an N-fold integral using the Monte Carlo method. These 
results are denoted by GcN’(0). Reported CPU time is 10 X 25 sec. per point g for N = 4 and 
10 X 17 min. per point g for N = 20. 
Table 1 
g E, VI 
n=m=l 
E, (this work) 
n=l, WI=2 
EC? 111 
n=2, m=l 
0.1 0.570 0.550 0.557 0.559146 
0.2 0.616 0.601 0.602 0.602405 
0.5 0.707 0.692 0.693 0.696176 
1.0 0.832 0.816 0.796 0.803771 
Yu. Yu. Lobanov et al. / Computation of conditional Wiener integrals 59 
Table 2 
g G(0) PI G(0) (this work) GcN)(0) [3] G * (0) 131 
n=m=l n=l, m=2 n=2, m=l N=4 N = 20 
0.1 0.419 0.411 0.412 0.433 + 0.16 0.409 + 0.06 0.4125 
0.2 0.377 0.359 0.367 _ _ _ 
0.5 0.313 0.301 0.305 0.296 k 0.07 0.293 + 0.04 0.3058 
1.0 0.263 0.257 0.256 0.269 + 0.08 0.267 _t 0.08 0.2571 
Table 3 
CL -% WI 
n=m=l 
E, (this work) 
n=l, m=2 
EC? PI 
n=2, m=l 
-1 1.371 1.337 1.338 1.3389 
0 0.556 0.528 0.530 0.5302 
1 0.632 0.577 0.657 0.5689 
2 1.144 1.151 1.144 1.1448 
The system with the double-well potential V( X) = :( X2 - p)’ is of interest because it 
provides the convenient framework for studying the tunneling effects concerning the instanton 
solutions. Our results are listed in Table 3. The CPU time is the same as for the inharmonic 
oscillator. E,* denotes the exact value. Since the results of the other authors are reported in a 
diagram form we compare them with our data in Fig. 4 (our results are given by the dots). The 
circles show the results [16] of lattice Monte Carlo computations. The squares represent the 
results of [4] obtained evaluating the N-fold integral via averaging over 10 Monte Carlo 
iterations on lattice with N = 303 points and spacing 6 = 0.25. The solid line corresponds to E,*, 
the dashed line denotes the dilute instanton gas approximation. 
Our programs were written in standard FORTRAN and implemented on the CDC-6500 
computer. In [3] the computations were performed on the VAX 780 computer. In [4] and [16] this 
information as well as on CPU, is not given. 
5. Conclusions 
Our work in the approximation theory of functional integration is connected with the 
investigations in quantum physics that are being performed at the Joint Institute for Nuclear 
Research in Dubna. The work is stimulated by the recent advances of measure theory in 
quantum field theory. Due to limitation of space we are not able to discuss the results and the 
wide spectrum of applications in detail. One can find some of the applications in [8,13,14]. The 
method of computation of functional integrals based on the derived approximation formulas has 
some important advantages over the Monte Carlo simulation method. The use of these formulas 
yields the more precise results while requiring the evaluation of the ordinary integrals with 
essentially lower dimensions. Our computations show in general a CPU time shorter by an order 
10 for the same accuracy of results. This method provides the approximations with the 
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deterministic accuracy control. Due to the absence of lattice discretization the problems 
concerning the finiteness of the lattice spacing [16] do not appear. We have shown that the use of 
the “composite” formulas is more advisable than the use of the “elementary” ones. We are 
working now on the study of the functional integrals with respect to a Gaussian measure in 
2-dimensional quantum field theory with polynomial interaction of boson fields. These results 
will be reported elsewhere. 
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