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“APLICACIONES DE LA PROGRAMACIÓN PSEUDO- BOOLEANA” 
Se estudia un método para resolver sistemas de ecuaciones y 
desigualdades con variables bivalentes (que toman los valores 0 y 1). Después 
de esto, se trata la resolución de problemas de programación con variables 
bivalentes, en particular el método pseudo- booleano. Se revisa cómo un 
problema de programación en números enteros se puede reducir a un 
problema de programación bivalente. Finalmente, se explica cómo resolver 
problemas de programación bivalente con técnicas booleanas y se presentan 
ejemplos de algunas aplicaciones prácticas de estos problemas. 
SUMMARY 
“APPLICATION OF PSEUDO-BOOLEAN PROGRAMMING” 
It's study a method to solve equations and inequalities systems, with 
bivalent yzri:" les, (they take values O and 1). After that, 1t treat the resolution 
of programming problem with bivalent variables, in particular, the Pseudo- 
Boolean Method. It's also check how a programming problem with integers 
can be reduce to a bivalent programming problem. Finally, it”s explain how to 
solve bivalent programming problems with booleans tecniques and some 
applications practices are shown.
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INTRODUCCIÓN 
Existe, en el análisis clásico, una gran diferencia entre problemas que 
pueden ser resueltos por métodos de cálculos y problemas que requieren 
técnicas combinatorias Con el surgimiento de las computadoras esta 
diferencia se aminora, y con el énfasis creciente sobre problemas que 
involucran optimización sobre estructuras, esta distinción desaparece. 
Se hizo necesaria una, nueva y más flexible teoría matemática que 
inctuyera algorrtmos clásicos, tanto los discretos como los continuos; para el 
tratamiento computacional y analítico de problemas surgidos en la teoría de 
control, economía matemática, teoría de proyectos, investigación de 
Operaciones, biomgentería y otros campos 
El trabajo de Hammer (Ilvanescu) y Rudeanu sobre Métodos 
Booleanos representa un importante paso en esta dirección y estimula una 
gran cantidad de investigaciones adicionales en la teoria y aplicación de estos 
métodos 
Es natural el uso de variables bivalentes cuando enfrentamos problemas 
que tienen sólo dos resultados posibles La importancia y extensión de esta 
clase de problemas de “decisiones binarias” fue señalada primeramente por G. 
B. Dantzig en 1957. Desde entonces muchos estudios se han publicado sobre 
estos tópicos Algunos trabajos aplican técnicas booleanas, las cuales utilizan
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propiedades del álgebra booleana, mientras otros son principalmente 
combinatorios. 
Peter 1. Hammer (lvanescu) y Sergio Rudeanu en 1967, tratan las 
aphicaciones de las técnicas booleanas en investigación de operaciones y áreas 
relacionadas. Utilizan como principales herramientas el cálculo de matrices 
booleanas, ecuaciones booleanas y la programación pseudo-booleana La 
programación pseudo-booleana incluye un método para resolver problemas 
bivalentes (0, 1) que fue desarrollado por 1. Rosenberg y otros en 1963 
usando una idea de R Fortet 
El método de programación pseudo-booleana presentado (en forma 
mejorada) por Hammer y Rudeanu es una combinación del principio de 
programación dinámica de R. Beliman con procedimentos booleanos Varias 
aplicaciones de este método han sido realizadas por Hammer y Rudeanu, así 
como por otros autores basados en su primera versión (no mejorada). Estas 
son las contribuciones de 1 Rosenberg, Y. ixagaxt y K. Sugino, US R. 
Murty, G.B. inde, J. Kral y otros 
Los métodos de programación pseudo-booleana permiten la solución de 
problemas bivalentes lmeales y no lineales así como varias generalizaciones 
que incluyen programación polinomial entera
Yui 
Los problemas de optimización en los cuales las vanables asumen 
valores enteros debido a interpretaciones económicas y técnicas, no se pueden 
resolver con los métodos acostumbrados de programación lineal. 
La preocupación por este tipo de problemas surge de modo natural en el 
contexto de una tradición de investigación en el dominio de la lógica 
matemática y en las aplicaciones a la teoría de automatización 
El estudio del método de programación pseudo-booleana y de sus 
aplicaciones brinda las bases para abordar, plantear y finalmente solucionar 
este tipo de problemas 
Este estudio sobre “Aplicaciones de la Programación Pseudo-Booleana. 
+ Trata sobre problemas de optimización en las cuales las variables asumen 
valores enteros debido a interpretaciones económicas y técnicas 
+ Revisa cómo un problema de programación con números enteros se puede 
reducir a un problema de programación bivalente 
%+ Define, en el Capitulo 1, los conceptos preliminares de la programación 
pseudo-booleana 
+ Desarrolla, en el Capítulo 2, un método para resolver sistemas de. 
ecuaciones y desigualdades bivalentes, llamadas ecuaciones y 
desigualdades pseudo-booleanas.
1x 
+ Explica, en el Capítulo 3, el método pseudo-booleano mejorado para la 
resolución de problemas de programación con variables bivalentes. 





1.1. Algebra Booleana. 
El álgebra booleana tiene sus primeras aplicaciones en el estudio de los circurtos 
eléctricos. Los problemas de “decisiones binarias”, es decir, problemas que envuelven 
sólo dos posibles resultados, son encontrados frecuentemente en la investigación de 
operaciones, teoría de grafos, matemática combinatoria, etc. 
Los conceptos que defimiúemos tienen aplicación en problemas típicos de 
optimización de funciones booleanas y en la solución de ciertas ecuaciones booleanas. 
Definición 1.1: Un ALGEBRA BOOLEANA es un conjunto B (finito o infinito) 
en el cual son distinguidos dos elementos, 0 y 1, y donde tres operaciones: 
U (disyunción), - (conjunción) y — (riegación) son definidas y satisfacen las siguientes 
propiedades. 
0 ¡DEA 0) o! 
| AY yx = y) z=x-( 2) 
Txux Yy=x lxu(y z2)=(xu y) (1Uuz) 
3 4 
6) | x a 4) | x (yu 2) =(x- y)u(x 2] 
xu1=1] Luuz=1     
En un álgebra booleana, se cumplen además, las siguientes propiedades. 
o z x= : (8) l U 0= 5 
XX=X xl=x
x:y=1l six=y=1l 
(9) O A] (10) 7 
. Xx 
(1D) Y=x (12) xuULx:y)=xU y 
x(xU y) =x-y 
«donde x, y, < son elementos arbrtrarros de B 
El orden < venfica también las siguientes propiedades 
lx < y si xuy= < < (13) rEy sil xUy "| (13) [" XUY, y 2 
| AE Y SUN y =x X:YÉx, Xx "YÉy 
(15) [Si x<z,y<:z entonces E 
|Sif<x, 155 yentonces 1£x:-y 
UxXSz,ySz sii xuyg<z (16) > > | 
añ To x< y implica x-2<y-2 as) Ea) 
x< y amplica xUz<yuz "0< x
(19) xy 3 xy =1 
p< y su x-y=0   (0) x= y sx: yux:y=0 | x= y su (xo y au y)=1 
donde x, y, z son elementos arbitrarios de B
1.1.1. Principio de Dualidad: 
Si la propiedad de B, expresada en términos de las operaciones U, - ,— ; de las 
relaciones <, > y las constantes O, 1; es válida, entonces la “PROPIEDAD DUAL”, 
obtenida intercambiando U con - , <con > y O con l, también es válida. 
Por ejemplo, la mayor parte de las propiedades anotadas anteriormente son 
anotadas.en PAREJAS DUALES. 
El principio de dualidad es uno de los teoremas centrales del álgebra booleana. 
Las propiedades (7) al (20) se pueden deducir de las seis primeras (1) a (6), 
aplicando el principio de dualidad. 
1.1.2. Ejemplos de Álgebras Booleanas, 
Ejemplo 1: La estructura algebraica formada por el conjunto de dos elementos 
B, =(0,13, junto con las operaciones de disyunción (U), conjunción (-) negación (—), 
definidas respectivamente como sigue: 
O  0uU0=0 , 0u1=1u0=1 
(ig 0-0=0 1=1-0=0 , 1-1 =1 
Gi 0O=1, 1=0 
Es un álgebra booleana, llamada ÁLGEBRA BOOLEANA DE DOS ELEMENTOS. 
Nota: En esta definición, O y 1 no representan números. Sin embargo, es necesario 
utilizar estos elementos como números para el estudio posterior de las funciones pseudo- 
booleanas. 
El álgebra booleana de dos elementos B,; satisface además la propiedad.
Qs xUy=1 su x=1 $ y=1 
x-y=0 su 1=0 6 y=9 
Una característica especial de B, es que las operaciones booleanas pueden ser 




(24) 1 y=1-xy 
(25) xuy=x y=(1-x)1- y)
además en B, se define 
(00 X*=x x=x 
Ejemplo 2: El conjunto de matrices-booleanas (matriz de ceres y unos) de orden 
xn, es un álgebra booleana con respecto a las operaciones u, - y — definidas por 
Disyunción 
(27) (a) 4(b,)=48, by) 
Conjunción 
(28) (2,) (b)=(8, dy) 
Negación 
29 íaj)=1a,)
En las matrices booleanas mxn se define además la siguiente relación de orden 
G0) (ay) < (by) sli ay Sby, para todo 4, y. 
Los etementos drstimgudos Ú y 1 para las matrices booteanas mxn som 
D= y 1= 6D 
Observación: Dos matrices booleanas no son necesariamente comparables 
1.2, Funciones Booleanas 
Definición 1.2: Una función booleana / es una aplicación. 
FJ B¡=B,AxB,x xB, ¡AA Ba 
n veces 
£sto es, es una función cuyos argumentos y valores dependen de B, 
Ejemplo 3: El conjunto de todas las funciones booleanas de n variables, resulta también 
un álgebra bovicuna, donde 0 y 1 son fas funciones de n variables defimdas por 
O(x1, X2, An) 50,  Uxi xr, Any l 
para todo (Xp, X2, Tp) € B, 
y las operaciones de disyunción, conjunción y negación sen definidas 0Omo sigue 
S1fy g son funciones booleanas de n vanabies, 
su disyunción será la función /Ug de n variables definida por..
UU ga, AZ A, ¿XV gx, Xy) (32) 
su conjunción será la función / g definida por 
PMA» A ISA A EA, 2%) (33) 
la negación de la función booleana de n variables f será la función 
_F definida por 
Fo, 2) = FO» ,X,) 
12.1 Expresiones Booleanas 
Una función booleana tiene una “expresión booleana” como por 
ejemplo 
JAY, 2)=xXx Y ZUX Y 2UX y 2UX y 2 
ó ruby 6 — y UY 2 (Xy) 
Una expresión booleana está construida por un múmero fintto de 
variables booleanas, ligadas por operaciones booleanas, de acuerdo a la 
siguiente información 
Definición 1.3: 
1)  0ylsenexprestones booleanas 
2) tas imdetermimaciones x/,x0,1),x7, ,1L,X)
son expresiones booleanas 
Son llamadas indeterminaciones pues dependen del valor de tas x,, 1 Í,2,....n] 
las que toman los valores 0 6 1 
3) —Sif£,y £, son exprestones booleanas, entonces 
E, UE», E, -E, y É, 
son expresiones booleanas 
4) Cualquier expresión booleana es formada por una aplicación repetida 
de las reglas 1), 2), 3) 
1.2.2 Conjunciones Elementales y Disyunciones Elementales 
Definición 1.4”: Las expresiones booleanas que no contienen disyunciones 
son llamadas conjunciones elementales. 
Ejemplos xi- y". , iy zos, Y ,y,0,1,x! xl, ete 
Definicion 1.4”: las expresiones booleanas que no contienen conjunciones 
son llamadas disyunciones elementales. 
Ejemplos xXuyurz”, Xduoyur, xi, 901x090 ur, 
tte 
1.2.3. Forma Disyuntiva y Forma Tonjuntiva 
Definición 1.5”: Una disyunción de conjunciones elementales, esto es, una 
expresión del tipo
Ll, UC, U..UC, (35) 
donde c,,c, c,son «conjunciones «elementales, es llamada una forma 
disyuntiva. 
Definición 1.5”: Una conjunción de disyunciones elementales, esto €s, una 
expresión del tipo 
d, -d, -—-d, (36) 
donde d,,d,, ,d,son disyunciones elementales, es ldamada una forma 
tonjuntiva. 
Definición 1.6: La función ff generada por una expresión booleana E es la 
función booleana obtenida de E interpretando los caracteres Xq, X2, -... Mp 
encontrados en las indeterminaciones x;,. ,x? como variables en Ba, los 
exponentes O y 1 como funciones definidas por x” = x,x' =x, los conectivos 
Y, - y - como las funciones definidas por (1), (11) y (111), respectivamente, y 
los caracteres 0 y 1 como las funciones constantes 060 =0 Ka = 1, 
Tespectivamente 
Debemos distinguir entre funciones booleanas y expresiones booleanas 
Por un lado, una expresión booleana genera una función booleana simple, 
mientras que, una función booleana es generada por varias expresiones 
booleanas.
Por ejemplo, xu y, xuxy son diferentes, pero generan la misma 
función 
Ax, y) FOLF0 —,  — AO1)=A10)=A1,1)=1 
Sin embargo, adoptaremos la convención usual y denotaremos 1gual a 
una expresión booleana que a la función booleana generada por ella 
Por ejemplo, escribiremos xv x y=xU y, en lugar de 
SR Y 
1 hy [ pe
Cada función booleana es generada por, al menos, una expresión 
booleana 
Propiedad 1.1.: Cada función booleana f puede ser escrita en la forma 
£ 31 ) (XX A) = 1] (a,.2,....a, e 
en 
Oj. 
donde 11 significa que la disyunción es extendida sobre todos los 2” 
2 
posibles valores de los vectores (%,,%,,... (2, ) € Bs. 
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Observación : La fórmula (37 ) puede ser escrita en la forma 
(38) Fx) ,1)= [IG x50) 
Qs Qin 
donde l significa que la disyunción es extendida sobre aquellos valores 
Ms, 
(a,,,, ,a,)e Bz para los cuales f(a,,.,a,)=1 
1.2.4 Forma Canónica Disyuntiva y Forma Canónica Conjuntiva 
Nótese que (37) es una forma disyuntiva con la propiedad especial de 
que en cada una de las conjunciones todas las variables x;, X2, .xp aparecen 
Definición 1.7: El miembro derecho de la relación ( 38 ) se llamará forma 
disyuntiva canónica de la función f(x,,x,, ,x,) 
Cada conjunto de la forma xj" -x7? xf (que contiene todas las variables 
X.»X2, ,x,) es llamado una conjunción elemental completa de x,,x,, ,x, 
Propiedad 1.2 Cada función booleana f puede ser escrita en la forma 
69 Aa, 2) Tb a, anuario Las) 
9,4, A, 
donde (a,,e,, ,0,) toma todos los posibles valores de Bdonde 1 
2,07 Ay 
significa que la conjunción es extendida sobre todos los 2” posibles valores de 
B, 
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Observación: La fórmula [ 39 ) puede ser escrita en la forma 
(40) Hx,%, x= ][6P ui? ux) 
donde 11 significa que la conjunción es extendida sobre aquellos valores 
4), a 
(a,,0%, ,0,)e B¿para los cuales f(2,2,,.a,)=0 
Definición 1.7”: El miembro derecho de da relación (40) se llamará forma 
canónica conjuntiva de la función J(X,,Xz, ,X,) 
Cada disyunción de la forma x fu xfa ux? (que contsene todas las 
variables x,,x,, x,) es Hdamada una disyunción elemental completa de 
Xi Xz> Y, 
1.3, Funciones Pseudo _Booleanas 
Definiciones 1.8: Sea R el campo de los números reales, una función 
pseudo - bovieana es una función 
(41) £.B ——_————> —R 
es una función de elementos bivalentes, con valores reales 
Los datos basados en aplicaciones no son usualmente reales, sm 
embargo, si resultan números racionales pueden ser transformados a enteros 
multiplicandolos por un entero apropiado. Por esta razón, en los ejemplos. 
12
podemos asumir que los datos. van a ser enteros 
R. Fortet llama a estas funciones “funciones algebraicas enteras”. Si los 
elementos «0 y 1 de B, son identificados con los números O y 1, lo cual 
asumiremos en lo que sigue, entonces la función booleana 
O. By >> Bj 
es también una función pseudo— booleana 
Propiedad 1.3: Cada función pseudo- booleana puede ser escrita en la forma 
(42) [(Q,%3 70%, ) = Y Ca, A A 
2 07 a 
donde la suma y es extendida sobre los 2” valores del vector 
LA, Ag 
(a,,,, ,a,)e B; y los coeficientes c,, a z Son únicamente determinados por 
las relaciones, 
(43) Caja a /(0,,8,,-,02,) 
Demostración 
Usando las fórmulas “=x=(1-x) , X=x 
0 =1 , 1=9 
concluimos que, para cada a, $ e B, 





O =(-i=4 ? 
0,Ís x=] 
: T1,a x=1 
XxX =x= 
6,5 x=90 
De aqui que para a,,0,, ,Q, € B, 
tenemos 
qa a 1,51 x,=0,,x,=0, ,X,=0, 
1077 D , de otra forma 
de donde resulta que para cualquier sistema de valores x,,x,, ,x, el lado 
derecho de (42) se reduce a Cab, AB? pr BO= NB Ba B) 
de donde 
Cap... = Br Bar B,) 
As1 
1(,x), X,)= S AB, Bs, By xP, xp 
B Br Bn 
como ahora dos valores O y 1 son números reales, usámos Y en lugar de 




Ejemplo 4 La función pseudo- booleana 
( 44) FG, Xz,X3) = 2x, x2+6x,x, -5 x2 X3 




    
Tabla 1 
x xXx, X3 JO, xa, xa) 
0 0 0 -5 -5 
0 0 1 -5+5 0 
0 1 0 -54+5 0 
10 lo> 1 -5+5+5-5 0 
1 0 0 -5+2 -3 
1 0 1 -5+2+5+6 8 
] 1 0 S+2+5-2 0 
1 1 1 A FIESRS 6 
45-225   
y puede ser escrita en la forma 
ÍA, X2,%3)=2x, (1 x,)+6x,x, - S(1—x,X1=x,) 
F (2,173) =2x, -2x,x, +6x,x, -(5—5x,X1-x3) 
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$17,439 = 2% — 2 1) +6% 4, - 545%) +5% — 527 
(44 Fx, 2,13) =-5+2x, +53, +5x, -2x, 1, +6x,x, - 5x,x, 
sustituyendo x por (1-x) 
La misma función también puede ser escrita en la forma 
(44) /(,,%2,%3)=5x, Xg X-3x, Xp X,+8X, X, X, +ÓX,X, 
la cual es obtenida de la tabla de arriba por aplicación de la propiedad 1.3. 
Por ta propiedad 1 3 tenemos 
Fix, x>, Xx, )= Ye, aX x," 
2%, Ay 
F(%,X7,X3)= Y /(2,,4,,4, A a a 
uz, ly 
Ax, 2, %4)=-Si da 3x7 +81 113%) +60) 
J(2,,,,13)=-5x,-3x, x,13+8x, x, x, +0x,x,X, 
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CAPÍTULO 2 
SISTEMAS DE ECUACIONES 
Y DESIGUALDADES PSEUDO-BOOLEANAS
La necesidad de solucionar un sistema de ecuaciones y desigualdades 
con variables bivalentes. (0,1), resulta, por un lado del hecho de que los 
modelos matemáticos de algunos procesos económicos reflejan un sistema de 
este tipo y, por otro lado del hecho de que los métedos descritos para la 
resolución de problemas bivalentes se basan en el conocimiento de familias de 
soluciones y las restricciones 
Estudiaremos primeramente una desigualdad de la forma 
(1) 04% +40%+.+0,x, 20 
Reemplazando cada x, para la cual <, < 0 con (1—x,); y denotando 
después de esto la transformación. de la nueva variable con XA, (igual a x, s1 
c, > 0, igual a x, =1-x, sic, < 0), el término libre con d y reordenando las 
variabies, ta desiguaidad (1) puede llevarse a la forma 
Q) <X +cX,+ +0, 24d 
donde 
(39 <2>0> 20,20 
X , si c¡>0 
X= _- 
x=1l-1 Ox =1-x, , 1 0<0 
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2.1 Solución de Base y Familia de Soluciones de una Desigualdad 
Pseudo-Booleana 
Definición 2.1 Una solución S"=(X¡, ,X¡)de la imecuación (2) va a 
denominarse una solución de base si para cualquier 1 con X, =1, el vector 
(Xx ,..X7.,,0, X/.17.> X;,) no es solución de la desigualdad (2). 
Sea 7 el conjunto de índices í para los cuales X/ =1 y sea J un conjunto 
que contiene a 1: Jol Vamos a denotar con F(S*, J) el conjunto de todos los 
vectores SA,  ,X,) con la propiedad de que X, = 1 para todos los ¡e J, las 
otras componentes X, (k £ J) siendo arbitrarias (0 ó 1) 
Es evidente que cualquier vector S e F(5S*, .J) es una solución de (2). El 
conjunto F(5S*, .J) va a denominarse una familia de soluciones de (2). 
Para determmar todas las soluciones de base de la desigualdad (2) 
vamos a aplicar respectivamente la siguiente regla” 
1% — Si d<0 entonces la única solución de basees X= =X,=0 
2% Sid>0 y > 20,2d2C,¿2 2£€, 
entonces 
(a) para cualquier ke (12, ,p), el vector X,=1, X,=0 (%£) es 






(8) las otras soluciones de base debeñ buscarse entre los vectores 
que satisfacen X,= .=X,=0 y )cX,2d 
Pon 
Sid>0, c,<d (el2, Y y Ye, <d entonces no existe solución 
t=1 
S1d>0, c,<d (ref, nm) y Y e=d entonces la única sojución de 
del 
basees X= =%X,=1 
” 
Si 4>0, <<d dicfhl «Y y Ye >d y Ye, sd entonces la 
4=1 $=2 
solución de base debe buscarse entre los vectores que satisfacen X, =1 
y en consecuencia 
Ye ¡Ay 2d—C, 
¿El 
Sid>0, <<d beba) y Ye, >d y Ye, > d entonces deben 
11 J=2 
estudiarse separadamente los casos 
x= 
6r) X,=1 y en:consecuencia 2,0,X2d=0 
J= 
6r,) X,=0 y enconsecuencia Y) c,X,2d 
Je 
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Sean $; = (x mz ), [k e (1,2. ,KJ), todas las soluciones de base de la 
desigualdad (2) Denotemos para cada k con u(k) el último índice para el que 
la componente correspondiente de $, es igual a 1 
(4) X, =1, X¿=0 (y > u(k)) 
Sea J, =11,2,....1(4)). Entonces tiene lugar la siguiente afirmación, 
Propiedad 2.1: La familia de soluciones F(S,,4,), (kef1, ,KP), contiene 
todas las soluciones de la desigualdad (2) y ellas son dos a dos disjuntas 
211 Ejemplo 1 Para resolver la desigualdad 
(S) 2 +7x,+7x,-2x, -9x,+3x, 29 
x, +7x,+7x,-2(1-x,)-M1-x,)+3x, 29 
x,+7x,+7x2,+2x,+9x, +3x, 29+2+9=20 
tenemos 
IS) X,=x, Xo=ta, XX. X= Xs= Xp, X=, 
de donde obtenemos 
(6) 9X,+7X,+7X,+3X,+2X,+X,220 
Desigualdad que se encuentra en el caso 5” anterior, luego debe tenerse 
X, =1, lo que conduce a la desigualdad 
21
(YY. TX,+7X,+3X, +2X, +X,>11 
que se encuentra en el caso 6% por consiguiente deben estudiarse 
separadamente los casos 
a) X, =1 b) X,=0 
a) Para X,=1 obtenemos la desigualdad 
(8) 7X,+3X,+2X,+X,24 
la cual estando en el caso 2” admite la solución de base 
X,=1, X =X,=X,=0 Asi que la primera solución para (0) es 
(1,1,1,0,0,0) 
Para estudiar el caso X, =0, tenemos 
(9) 3X,+2X,+X,>4 
Aplicando dos veces las conclusiones del caso 5", 
X,=1, 2X, + X> (4-3) =1 (* aplicación) 
X,=1, X 21-2=-1 (2? aplicación) 
X,=0 
deducimos que (9) tiene la solución de base única 
X,=*X,=1, X,=0 La segunda solución de (6) es (1, 1, 0, 1, 1, 0) 
b) Tomando para (7), X, =0, obtenemos 
(10) 7X,+3X,+2X,+X,¿211
La aplicación repetida de las condiciones del caso 5% 
X,=1, IX +42, + X, >4 (FP aplicación) 
Xx, =1, 2X,+X,21 (2* aplicación) 
Xs=1, X¿21-2=-1 (3* aplicación) 
X¿=0 
muestra que la única solución de base de la inecuación (10) es 
X,=X,=X,=1, X,=0 
Así que la tercera solución de (6) es (1, 0, 1, 1, 1, 0) 
Por consiguiente la desigualdad (6) tiene las sigurentes tres soluciones 
de base 
XA; As X Xy Xs  X6 
lo 1 1. 0 0 0 
Asi tenemos J, = 11,2,3) y J2= J3= (1,2, 3, 4, 5) 
Volviendo a la desigualdad (5) y teniendo en cuenta (5”) encontramos 
en el siguiente tablero la familia de soluciones.
EJEMPLO 1 
  
     
  
 
   
    
 
  




        
        
  
      
   
  
 
   
  
   





     
 
X, 1=1 
X: 2=1 XA0 
XA3=1 XA3=0 Al 
] 
XX ¿=X¿=0 X¿=1 X=1 
X $ X 53=1 









Sol xi x2 X3 X4 Xs X6 
1 - 1 0 - 1 - 
2 - 1 1 0 1 1 
3 - 0 0 0 1 1     
Aquí, el guión -, indica las variables arbitrarias de la familia 
El método anterior puede ser utilizado también para dar solución a un 
sistema de ecuaciones o inecuaciones con variables bivalentes 
22 Algoritmo de Tres Etapas para solucionar Sistemas de 
Desigualdades Pseudo-Booleanas (Página 82, [1], (ver bibliografía)) 
Etapa 1: Al reemplazar las inecuaciones en las formas f>0, g<0, h<0 
respectivamente por inecuaciones en las formas 
f-1>20 -g-1>0, -h>20 y a lá ecuación en la forma 
e = 0 por el par de desigualdades e>20 y es<0 se puede obtener un sistema 
que contiene solamente ecuaciones de la forma 
F20 
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Etapa 2 Sean x,, x2, Xp las variables del sistema Utilizando las relaciones 
x=l=x, y  x,=1-x,, podemos escribir cada inecuación del sistema de la 
forma 
(1D (x+Clx +. +0 x 2d 
donde X, x, son aquellas variables x,, xn de las cuales la desigualdad 
respectiva depende efectivamente, x es x 0 x, respetando la relación. 
C¡2€,2 2,20, ¿e ÁL2, a) msn 
Etapa 3 Se basa en la siguiente idea Cada desigualdad considerada 
separadamente se escribe en forma canónica con respecto a las variables x 
contenidas en ella, de aquí que de las conclusiones anteriores referentes a la 
desigualdad, se deducen las conclusiones referentes al sistema completo 
tor ejemplo, si cierta desigualdad del sistema no tiene solución, el 
sistema es incompatible En el mismo sentido vemos que si alguna 
desigualdad tiene todas sus soluciones y algunas variables fijadas 
Xx, =X,, ,*, =x, , entonces en cualquier solución del sistema (si el sistema es 
compatible) las variables x ya »*, deben tener los valores fijados 
anteriormente 
26
2.3 Conclusiones Referentes a Jas Desigualdades del Sistema 
En lo que sigue presentamos una lista de las conclusiones referentes a 
la desigualdad 
mt) 
(11) YC xy 2d 
Al 
del sistema considerado Aplicando sucesivamente estas conclusiones, se 
obtienen las soluciones del sistema inicial, agrupadas en dos conjuntos 
disjuntos 
1% Si d4'<0, la desigualdad es redundante, y así ella puede ser eliminada 
del sistema 
29 Sidi>0, C¡2 2C,24 2Ci71) 2 2Cí) entonces existen las 
siguientes (p+1) posibilidades Q,,...%,, 
(a,) 2, = =xX40=0, xg=L x= xp=0 
(k e 1,2..... pj) 
son soluciones base de la desigualdad (11) 
($) Las otras soluciones de base de la desigualdad (11) deben 
buscarse entre los vectores que satisfacen 
Í 
1,= =x,=0 y Vas 2d 
pt) 
39 Sid>0, Cy¿<d,  (e(2 m0) y 
27
mi) 
Y cy <d', entonces la desigualdad y el sistema son incompatibles. 
pa 
49 Sid>0, Cy<d,  (y6(L2, (0) y 
puts) 
c, =d*, entonces todas las variables x,, ,x,,, tienen valor fijado 1 
pa 
mt 
5%) Sid'>0, c<d,  (jelL2.. mM) y 24 >4 y 
sen 3 
Ye <d", entonces la variable x, tene valor 1 y, en consecuencia, las demás 
=2 
variables satisfacen la desigualdad 
m1) ; , 
y a Y > c,X, 2d -<, 
=2 
+1) 
6%) Sid>0, e<d,  (e812 my > e >d y 
qe 
mir) 
Y e, 2d', entonces existen dos posibilidades 
ju 
(0) x,=1, y, en consecuencia, las demás variables satisfacen la 
desigualdad 
m1) 
1 1 1 
y xy 2d =C,, 
Ju 
(0,) x,=0 y, en consecuencia, las demás variables satisfacen la 
desigualdad 
28
Asi como se ve, existen situaciones en las que algunas variables son 
fijadas (conclusiones (4%) y (59), otras en las que el sistema no tiene solución 
(conclusión 3%), otras en las que la desigualdad considerada es redundante 
(conclusión (1%), todos estos casos se llaman determinados Existen 
situaciones en las que prácticamente no disponemos de ningún tipo de 
información (conclusión (6%)), así que estamos obligados a dividir la discusión 
en otras dos conclusiones (0, y 0»)., estos casos vamos a llamarlos no 
determinados Finalmente, existen situaciones en las que la discusión debe 
dividirse en (p + 1) opciones con información creciente (conclusión (2%), 
estos casos se llaman parcialmente determinados 
  
      
Orden preferencial Conclusiones Caso 
19, 6), (95, 6) Determinado 
2 (25 Parcialmente determinado 
3 (6%) No determinado 
(Indeterminado)     
La tercera etapa (etapa 3) del proceso de resolución de sistemas de 
Inecuaciones continúa asi 
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Si algunas desigualdades pertenecen a algunos casos determinados, 
entonces obtenemos todas las conclusiones posibles y las controntamos Dos 
situaciones pueden aparecer. que exista alguna desigualdad sim solución, 0 
que dos desigualdades diferentes conduzcan a conclusiones mcompatibles 
x= 1 y x=0, entonces el sistema es incompatible En los otros cases los 
valores de ciertas variables son determinados y esto nos conduce a un sistema 
de dimenstones más pequeñas que debemos examinar postersormente 
Si ninguna de las desigualdades se encuentra en los casos determinados, 
pero existen desigualdades en los casos parcialmente determmados, entonoes 
seguwmos con tas conclusiones correspondientes a una de las desiguaidades de 
este caso Parece ventajoso que se elija aquella desigualdad en la que p es el 
mayor 
En fin, sí todas las desigualdades se encuentran en los casos no 
determinados, bifurcamos la discusión coñ respecto a una de las variables, 
parece ventajoso que se elija la variable que aparece con coeficiente más 
grande en el sistema 
Queda claro entonces que el proceso anterior conduce a todas las 
soluciones del sistema de desigualdades lineales con variables bivalentes 
considerado 
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Por supuesto, el sistema anterior puede ser enriquecido con reglas 
suplementarias con miras a acelerar los cálculos Sin embargo, en el ejemplo 
que sigue nos hemos abstenido de modo consistente de la utilización de 
observaciones directas, para ilustrar nada más la esencia del proceso 
Observación Las famliwas de soluciones obtenidas  antemormente 
corresponden a caminos distintos en el sistema de soluciones, y asi, ellas son 
dos a dos disjuntas 
231 Ejemplo IT Consideremos el sistema 
(121) x, -3x, +12x, +x,-7x¿+X, -3X,9 +5X,, +, 620 
Xx -341-x)+12x, +2 - IQ —x¿)+x7 Mx) +5x, +51, 620 
x,-343x,+12x,+4x,-747x,+x, -343x +3x,,+x,-620 
x +3x,+12x, +3, +7x,+x7 +3x+5x,1 +51, 219 
(12 2) -3x, +7x,-x,-6x,+1>0 
—Xl— 1,347 x2 (1 x,)-6(1-x,)+120 
-3+3x,+7x,-1+x,-6+6x,+1>0 
3x,+7x, +x,+0x, 29 
(12 3) -11x, —-x,+7x,+x,—2x,-x +5x,—9x,-42>0 
31
-1K1-x,)-(1-x47x, + x5 - 1 x,) (1 xp) + 5x0, - 1 x,,)-4>0 
-1i+11x,-1+x,+7x,+x,-24+2x,-1+x,+5x, -94+9x,-4>0 
11x,+x,+7x,+X+2x,+x3+5x, +9x,, > 28 
(12 4) —-5x, —- 6x, +12x, - 7x5 —- 3Xg — Xp +8%,0 -Sx¡, +820 
-5(1-3,)-6(1-5,)+12x, - 70 -5,)-20-%3)-(1-35 +8%0 -50-%,)+820 
—54+5x,-6+6x,+12x, -747x,-34+43x,-14x,+8%,, -5+45x,+820 
Sx,+6x,+12x, +7x¿+3x,+ x9+8x,0 +5x,2 219 
(25)7x,+x,+5x,-3x,-x,+8x, +2x, —7x,—X 9 +7x,,-720 
7x, +x, +52, -3X1-x,)-(1-x,)+8x, +2x%7 - (1 -x0)-(1-X10)+7X 720 
7x +2, +5x,-343x,14+x,+8x, +2x, -7+7x,-14+x9+7x,, 720 
7x,+x,+5x,+3x+x,+8x, +2x, +7x,+X0+7x,2 219 
(126) 2x, +4x,+3x,+5x, +1 ¿-420 
2x, +4x, +3x, +5x¿ + xp -(1- Xx, )-(1-x,,)-420 
2x, +4x, +3x, 45%, 4x9 -1+x 142-420 
2x, +4x,+3x, +5, +x,+X, +X, 26 
que puede ser llevado a la forma equivalente 
32
(13 1)12x,+7x,+59% +3x,+3xX y+X, +X, +xX, +x, >19 
(13 2) 7x, +6x,+3x,+x, 29 
(13 3) 11x,+9x,+7x, +5x, +2x,+x3+ Xx, +x > 28 
(134) 12x,+8x,, +7x,+6x,+5x1,+5x,,+3x,+x, >19 
(13 5) 8x, 4+7x, +7x,+7x,2 +5x, +3x,+2x, +x, +X5+ Xp 219 
(13 6) 5x, +4x, +3x, +2x, +X, +X,,+%X,, 20 
Observamos que, siguiendo el orden preferencial, ninguna desigualdad 
de este sistema se encuentra en los casos 1”, 3” o 4”. Sin embargo, 
observamos que la desigualdad (13 3) está en el 5” caso implicando 
x, =1l,0seax; =0 y que 9x1 +7x, +5x, +2x7 +X3+x, +x0 217. 
introducimos este valor en el sistema y observamos que ninguna 
desigualdad se encuentra en algún caso determinado; la relación (13 2) se 
reduce a. 
Tx, +6x,+x,20 
que se encuentra en el caso 2”. Se deben considerar las siguientes tres 
alternativas 
01) X= 1 
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B) x,=x=0 y x,26,lo cual es imposible, luego esta alternativa se 
elimina (?) 
Iniciemos con la alternativa q,) que implica la verificación de la 
desigualdad (132) y x= 0,x.= 1 Estos valores reducen la desigualdad 
(3 Da 
12x, +7x,+5%,1 +3 Xp + Xx +Xy +X]2 219 
y se encuentra en €el caso 5% amplicando x3 = 1 y que 
TAGS Xy +3 Xp + X5 47 +19 27 
Los valores x,=0, x2=1,.x3=1 reducen (13.3) a la desigualdad 
9x,+7xX,+5x,+2x,+X,+% 217 
que está de nuevo en el caso 5% implicando x,=1>x,=0 y que 
7x¿+Sx, +2x7 +x ¿4x8 28. 
Ahora la desigualdad (13 1) se reduce a 
TX ¿+3 Xi9 Mg Hg + M9 27 
que de nuevo en el caso 5%, implica x, =15x, =0 y que 3x,,+x, +x, +, >0. 
La desigualdad (13 1) se transforma en 
34
3 Xp + Xg + Xy Xp 20 
la cual es una desigualdad redundante por caso 1” (*), y así el sistema (13) se 
reduce a 
(140) =x=x,=0 , Xx, =x, =1 
(14 3)7x,+5x,+2x,+x, 28 
(14.4) 12x, +8x,0 +5x,,+3x7 +1, 212 
(14 5)7x,+7x,, +3x,+2x, +x,+%, 213 
(14 6) 5x, +4x, +31, +x3+%, 25 
Las desigualdades (14 4) y (14 6) están en el 2? caso, mientras que 
(14.3) y (14.5) pertenecen al caso 6”. 
Efectuando la bifurcación que resulta de (14 6). 
a)  x=1 y 4x,+3x, + xy +x,, >0 que es una desigualdad 
redundante (*) 
PB) x,=0 y Ax, +3x, +X+X 925 
En la alternativa a', la desigualdad (14.3) se reduce a. 
7x, +5x, +2x,>8 
que se encuentra en el caso 5%, implicando x, =1 y 5x,+2x, 21 
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Por consiguiente (14 5) se transforma en 
7 x7+7X2 +X5+ Xy 211 
y por eso (caso 5%), x, =1 y 7Xjp +X5+ Xp 24 
Esta última desigualdad se encuentra en el caso 5” nuevamente, implicando 
Xy, =1, y que x,+x,, >-3, desigualdad del caso 1” redundante (*) 
Ahora (14 3) se transforma en 
2x, 21 
y luego x, =109x,=0. 
Más adelante (14 4) se transforma en 
12x, +8x,, 211 
que el caso 5” implica x, =1 y 8x,, >-1, que en el caso 1”, implica que x,, es 
arbitrario, es decir, xy =0 Ó xy =1 
Estos valores satisfacen el sistema (14), mostrando que hemos encontrado las 
siguientes soluciones de (13) 
(15) x1=0 x=1 x3=1 xs=1 xs=1 x=0 
x=0 xy=1 xy=0 xjparbitrario x,¡=0 x19=1 
En la alternativa fP”, x>0, la desigualdad (14 5) se transforma en 
7%y+ 7%), +3x,+X3+ Xp 213 
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que se encuentra en el caso 5” 
implicando x, =1>x,=0 y Txyo +3 X¿HXg + xo 26 
la cual otra vez en el caso 5% implica 
X» =1 y 3x,+xy+x, 2-1, la cual resulta ser una desigualdad redundante por 
el caso 1% (*) 
Más adelante (14 6) se transforma en 
Ax, +3x, 25 
que en el caso 5” mplica 
x,=1 y 3x, 21, luego x, =1 
Además se satisface (14 3) para xg=0, x9=0, x4=1, x3=1 
Entonces las desigualdades (14 3), (14 5) y (14 6) son verificadas, asi el 
sistema (14) se reduce a (14 4) el cual se transforma en 
12x, +8x,, >8 
Esta desigualdad en el caso 2” se resuelve tomando ya sea (xs=1), ó (x50 y 
x10=1) Se obtienen así las siguientes soluciones del sistema (13) 
(16) x1=0 x.=1 x3=1 xa=1 xs=1 x.=0 
x73=1 x=0 xo0=0 xo arbitrario  x11=0 xp=1 
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an x1=0 x2=1 x3=1 xa=1 xs=D 
x7=1 xg=0 x9=0 X1071 x110 
Queda por estudiar la alternativa a, x2=0, x5=0 
(170) =x2= x3 =0 
(17.0) 12x,+7x,+5x,, +3X,9+x, + Xp, 216 
(17.3) 9x,,+7x, +5x, +2x, +46 +, 217 
(17.4) 8Bx,, +7x,+6x, +5x,+3x,+x >14 
(17 5) 8x, +7x,+7xX,, +5x, +3 x,+2xX, + %X0 218 
(176) 5x, +4x, +3x, + Xy +HX+Xp >6 
x¿=D 
xn=1 
Teniendo en cuenta que todas estas desigualdades se encuentran en el 
caso 6%, debemos hacer una bifurcación, para la cual partimos de la variable 
X¿, O Sea 
0)  x=1 y 7.) x=0 
En la alternativa o,, tenemos x,=1 y por lo tanto (17 6) pasa a ser 
4x, +3x, +x, +x,+x,2 21 y (17,3) se reduce a 
9x,+7x,+5x,+2x,+X,+x5 217 
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que se encuentra en el caso 5% e implica x,, =1+ x, =0 y consecuentemente 
7x,+5x, +2x,+x3+x, 28 
Después (17 1) se transforma en 
12x,+7x,+3x,p+x, +x, 216 
implicando (caso 5% x, =1 y que 7x,+3x,+x, +2 24. 
Ahora la desigualdad (17 4) deviene en 
8%, +TX¿+5X + 2 14 
implicando asi (caso 5% xy =1 y 7x+5x,,+x, >6 
luego (17 1) queda como sigue 
7x¿+ xy +x 24 
que se encuentra en el caso 2% Considerando x,=0 implica x,+x, >4 
desigualdad sin solución (*), luego tenemos que tomar x, =1, la desigualdad 
(17.1) se verifica de esta forma 
Ahora (17.3) se transforma en 
7x,+5x,+2x, 28 
que se encuentra en el caso 5” e implica x,=1 y consecuentemente 
5x, +2x, 21, la cual en el caso 2? implica 
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(x9=1 y xv =0)Ó (x9=0 y x =1) 
Más adelante la desigualdad (17.5) se reduce a 
7x3+7x,2 211 
que en el caso 5% implica x, =105>x,=0 y 7x,,>4, 0 sea x,, =1 
Ahora la desigualdad (17 3) queda 2x7 >1 lo cual imphica x, =1 
Los valores así encontrados satisfacen el sistema (17), de donde resulta 
que hemos encontrado la siguiente solución del sistema (13) 
2 
(18) x,=0 x2=0 x3=1 x4=1 xs=0, x6=0 
x7=0 xg=1 xo=0 X1=1 x110, x19=1 
En la alternativa 0,) x9-0, todas las desigualdades de (17) se 
encuentran en el caso 6%, vamos a bifurcar la discusión con respecto a x11 
0)x,=0, x,=1 
0,)X,=x, =0 
En la alternativa a, ), la desigualdad (17.3) queda en 
7x, +5x, +2x,+ x+ x, 216 
lo que implica (caso 4%) x,=x=x,=x,=x,=1, de manera que (17.1) se 
reduce a la desigualdad 
3x0 + X2 211 
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que es incompatible 
Queda estudiar la alternativa o,) en la que (17 1) se reduce a 
12x, 47x,+3 xp + Xx, + xy, >16 
e implica (caso 5%, x, =1 y consecuentemente 7x,+3x,+x, +x, 24. 
Por consiguiente el sistema (17) se transforma en 
(180), =32=x53=x3=x11=0, »Mm3=1 
(13 1) 7x,+3x,9+X, +%Xp, 24 
(183) 7x,+5x,+2x,+x, 27 
(18 4) 8x,, +7x,+53,,+x, >11 
(185) 8x, +7x,+7x%,2 +3x,+ Xy 213 
(18 6) 4x, +3x,+xX3 + Xp 25 
Observamos que las desigualdades (18.1) y (18.3) se encuentran en el caso 2”, 
mientras que las desigualdades (18 4), (18 5) y (18 6) se encuentran en el caso 
ge 
Iniciemos la bifurcación a partir de xs. 
Si x, =1, entonces (18 1) se transforma en 
3X10+X, +X, 24 
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luego (caso 5%, xp =1 y x,+x, 21 
Al tiempo que (18 4) se reduce a 
5x1, + xp >11 
que se encuentra en el caso 3”, desigualdad sin solución, por lo que esta 
desigualdad y el sistema son incompatibles. 
Si x, =0, la desigualdad (18 5) se reduce a 
7x,+7x,2 +3x,+ Xp 213 
implicando (caso 5%), xy=1 y 
TX +3X¿+ Xp 26 
o sea (caso 2%), 1, =1, 3x,+xp 2-1 (caso 1%, desigualdad redundante) 
Ahora (18 3) se transforma en 
7x,+2x, 27 
y Juego x4 = 1, mientras que (18,4) se reduce a 8x19 > 3 
implicando x1p = 1 Más adelante (18 6) se transforma en 3x7> 1, o sea, x7 = 1 
Estos valores satisfacen el sistema (18), así que se ha obtenido la última 
solución del sistema (13) 
42
  
(19) Xx =0, x2=0, x3=1, x=1, xs =0, x6 = 0, 
x1=1, x3=0, x9=0, xi0=1, x11=0, x12 =1 
Por consiguiente, el tablero de todas las soluciones del sistema (13) que 
es equivalente al sistema (12), es el siguiente: 
Xi *X2 X3 X4 X;5 X6.| Xx? Xg X9 X10 X11 X12 
0 1 1 1 1 0 0 1 0 _ 0 1 
0 1 1 1 1 0 1 0 0 0 1 
                       
2.4 Observaciones respecto al volumen de los cálculos 
Siguiendo las etapas del proceso en el árbol de la Figura 1., llegamos a 
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Se ve en que en lugar de hacer 21? = 4096 mientos, el proceso anterior 
nos ha permitido encontrar todas las soluciones pasando por 40 nodos del 
árbol considerado. También se ve que de los 7 caminos seguidos, 5 nos han 
conducido a soluciones del sistema, y que nada más 2 cammos han conducido 
a búsqueda infructuosa El caso menos favorable (la bifurcación) ha aparecido 
en total cinco veces, 6 de los nodos alcanzados por los caminos en el árbol 
considerado no tenian que ser examinados (*), pudiéndose pasar directamente 
a los nodos siguientes 
Posteriormente veremos (Ejemplo V) que en el caso en que tengamos 





3.1 Método Pseudo-Booleano 
La minimización de funciones con variables bivalentes 
(Q0) 2ax+..+0,X, 
se efectúa sin ninguna dificultad. En efecto, los puntos se obtienen haciendo 
lo si e<0 
(21) x,=30 s c>0 
Pp st c=0 
donde p, es un parámetro arbitrario en el conjunto (0, 1]. 
3.1.1 Ejemplo 1H Los puntos de mínimo de la función con variables 
bivalentes 
(22) 2+3x,-2x,-5x, +2x, —x, 
son 
QNH x1=0 x=1l x%x=Ll x.=P, Ps x5=0, x,=1 
donde pa y ps son parámetros arbitrarios con valores 0 ó 1 
Luego. el valor minimo de la función (22) es 6. 
La minimización de funciones con variables bivalentes 
QA) f Qt) = J(X) = 0,% +. +CX, 
que satisfacen inecuaciones, se puede efectuar de modo similar 
Más exactamente, podemos efectuar los siguientes pasos” 
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(1) La determinación de las soluciones del sistema de restricciones 
agrupadas en familias de soluciones Fi, ,F 
(2) Para cada familia de soluciones Fi, la determinación de los valores 
(25) mun IA) 
y de los puntos X? e F, para los cuales 
yz (26) NAD=mn TOO 
(3) La determinación (por verificación directa) de los valores 
+ 
Q7 ¿min min f(X) 
ti pj XeF; 
y de los puntos A* para los cuales 
(Q8) RAY ¿nin min f(X) 
ell, ,p) AF, 
Queda ahora indicar, el modo de éfectuar el paso (2) 
Los vectores X= (x], Xp) que aparecen en la familia de soluciones FF; 
son caracterizados por el hecho de que los valores x, son fijados para los / que 
están contenidos en cierto conjunto de índices 1; 
Q9) 1el, implica x, =x fijado en O ó en 1, mientras que x, queda 
arbitrario para jél, 
Razonando como en el caso anterior, es fácil ver que los puntos A” que 
satisfacen (26) son dados de la sigutente fórmula 
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* 
x, si 1€6l, 
s 181, y0ox<0 
30) x= 
69» s 1€l, yc >0 
P, si1del, yc=0 
donde los p, son parámetros arbitrarios con valores en el conjunto (0, 13. 
3.1.2 Ejemplo 1V Minimizar la función 
(31) 3x1, — 5x2 + 3x4—xX5 + 8x5 + 2x7 + 4x10 + X11 — 3X12 
con las condiciones dadas por el sistema de inecuaciones (12), resuelto 
anteriormente en el Ejemplo 1I 
(12 Dx —- 3x2 + 123 +x5- 7x6 +x7- 3x10+35x11+x12-6>0 
(12 2)-3x1, + 7x2 —x4-6x5+ 120 
(12.3)-11x, - x3 47x4 + x6 - 2x7 — Xg + 5x9 - 9x1, -4>0 
(12,4) —-5.c, —6x, +12x%, — 7x5 — 3x4 — Xy +8xio9 5x1, +820 
(125) 73, +x, +Sx, —3x, —x5 +8x, + 2x7 — 7Xg — Xp +7 Xj9 720 
(12 6) 2x, +4x,+3x, 45% +Xy =X¡¡ -X-420 
Reemplazando, en el tablero del ejemplo 11, las soluciones encontradas 
que indican el hecho de que ciertas variables eran arbitrarias en una familia 





Sol ix11x2]1x3]x4]X5 | Xó6 |x7] Xx8 ) Xx9 |X10 ]X11 | X12 | Valores de (31) 
1011141001000 ]1 -6 
2|0/1]9]1]1]0J1]0]0]0]0]10 -4 
3/j0¡1j]1j31j0]0]10]0]1]0]11 +1 
4 ¡0/0/11 /¡0/0/0/1/0/1/0]/1 +4 
530/0]1]1]0]0j1/0]0]1]0]1 +.                           
Luego, el minimo buscado es $ y el punto minimo es 
(32) 11=0,x2=1,x3=1, x1=1,x5=1, x6=0,x7=0,xg=1,x9=0, 
Xt = 0, Xi >= 0, X= 1 
X* =(0, 1,1,1,1,0,0, 1,0, 0, 0, 1) 
3.2 Prescripciones para acelerar el proceso 
El proceso anterior puede ser bastante acelerado aplicando las 
prescripcionés que Siguen. 
3.2.1 La introducción de algunas restricciones suplementarias 
Vamos a partir de la observación simple de que una vez que 
conozcamos los valores f¿ de la función que se va a minimizar en un punto 
(x1,... Xp) que satisface las restricciones, ho nos interesan aquellas soluciones 
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del sistema de restricciones en las que la función se optimiza con valores 
menos eficientes, o sea para fo, en el caso de minimización, con valores más 
grandes Para validar esta idea podemos proceder como sigue. 
Agregamos al sistema de restricciones la condición f(A)S fo, donde fa es 
el margen superior de la función f, por ejemplo la suma de los coeficientes 
c, > 0. Es decir, si conocemos desde el principio el punto (xj, ...-.Xn) que 
satisface las restricciones, vamos a tomar directamente como f, el valor de la 
función f en este punto Si no nos interesa determinar todos los puntos de 
óptimo sino uno solo, entonces en lugar de R9< f, vamos a introducir la 
restricción AAD< fa 
La restricción suplementaria es llevada a la forma canónica 
gQ0O=b, x,+ +b, x, 2d, 
Vamos a observar que el mínimo de la función f difiere de (máximo de 
la función g) por una constante aditiva, luego el problema nuestro es 
equivalente al de maximizar la función g(A) con respecto a las mismas 
restricciones 
Después que hemos encontrado la primera familia de soluciones F,, 
buscamos el minimo de la función f relativo a esta familia (los puntos en los 
cuales él es alcanzado), sea este minimo f; 
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Reemplazando la restricción A) < fo (restricción RA) < fo) por la 
restricción AX) < f, (con AX) < f1), la cual llevamos a la forma canónica 
g(X) 2 d;, después de lo cual continuamos el proceso de bifurcación así como 
lo aplicamos al mismo sistema Cada vez que encontramos nuevas soluciones 
—no necesariamente las más buenas - procedemos igual 
Cuando el proceso de bifurcación termina, la última solución 
encontrada es además el óptimo buscado. 
3.2.2 La elección del orden de bifurcación 
Cuando nos encontramos en uno de los casos de no determinación o de 
determinación parcial (67, 2%), vamos a hacer una bifurcación a partir de 
la variable x, que es la primera en la restricción suplementaria 
gU0 > d, o sea vamos a tomar primero Xy =1, y después, Xy =0 
3.2.3 El test acelerador 
Sean Xy 70 Xt las variables así como “aparecen en la restricción 
gU0) > d Supongamos que la última bifurcación antes de la última solución 
encontrada, ha sido con respecto a la variable Xy y ha resultado (por 3 2 2) 
Xo =1 Sea H (sea K) el conjunto de aquellos índices h (índices k) con las 
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propiedades de que después de la bifurcación ha resultado xa =1 (ha resultado 
Xu =0) Cuando vamos a explorar la rama Xy =0, es seguro que la función 
g(%) cae en el valor b, y en el mejor de los casos, crece con el valor 
Ya, (suponiendo, luego, el hecho de que todas las variables xo (2 e H)quedan 
kek - 




es seguro que la rama xy =0 conducirá a una solución menos eficiente por lo 
que no vamos a explorar esta rama 
3.3 Ejemplo V Volvamos al ejemplo IV aplicando los procesos 
aceleradores 1,21, 322 y 323) anteriores Un margen superior de la 
función económica (31) es la suma de los coeficientes positivos 3 + 3 + 8+ 2 
+4+1=21, Vamos a agregar entonces la restricción suplementaria 
(34) 3x,-5x,+3x, —X5 +8x¿ +2X, +4X,g + X, -3x,, <21 
que llevada a la forma canónica queda como sigue. 
3x, -S(1—x,)+3x, (1-x,)+8x, +2x, +4%0 +x,, -X1-x2)<21 
3x, +5x,+3x, +x9+8x, +2x, +4x7 +X,, +3x1, <30 
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(34.0) 8x+5x,+4x,+3x+3x,+3x,7 +2xX,+Xx, +X, 20 
Como en el ejemplo MH, deducimos que x, =0 
Sigue después la primera bifurcación, según el criterio 322, para 
x, =1 y el sistema deviene en 
1) 12x,+5x,,+3x,+3xXg+xX5 +X, +%¡2 212 
20) 7x,+6x,+x,>26 
37) —9x,+7x,+5x,+2x,+x3+x, 217 
4)  —12x,+8x,+6x,+5x,+5x,+3x,+x9 212 
5%) 7x+7x,+5x,+3x,+2X, +, +X5+%Xg 219 
6)  —5x+4x,+3x,+X+X,+X2 6 
La tercera inecuacion (caso 5”) implica x,, =1, lo que reduce la primera 
inecuación a 
12x,+3x,+3 xp +X5 +X, + Xp 212 
que por el caso $” resulta x, =1 y 3x,+3xX-y+X, +X, +X, 20 









Tx, +5x, +2x,+x, >8 
12x, +8%,9 +5x,+95x/,+3x3+ xy 212 
7x,+7xX,, 43,42% +2, +X5+ M0 214 
Sxg +4x, +3x, + Xp +X,, 25 
Ninguna de las inecuaciones está en un caso determinado. Vamos a 
hacer entonces una nueva bifurcación tomando x, =1. La primera inecuación 
es entonces resuelta y las otras quedan en casos no determinados Hacemos 






7x,+5x, +2x,+x >8 
12x, +5x,,+3x,+x, 212 
7x,+7x,, +3x,+2x, +x, >12 
Sx, +4x, +3x, +9 +x3>5 
De la segunda restricción (caso $”) resulta ahora x, =1, lo que resuelve 
esta inecuación y deja las demás sobre los otros casos no determinados 
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Hacemos aún otra bifurcación x,=1 Entonces la primera inecuación 
implica que x, =x, = x, =1, de donde la última inecuación queda en x,, >4 la 
cual no tiene solución 
Volvemos a la última bifurcación, tomando x, =0 El sistema deviene 
en 
FP) 5x3+2x,+x 21 
5)  7x,+7x,+2x >12 
6) 5% +3x,+Xy +%o 21 
La segunda inecuación (caso 5%) implica x, =1, de donde 7x,, +2x, 25, 
que en el caso 5% implica x,,=1 y 2x,>-2, lo que resuelve la imecuación y 
reduce las otras a lo siguiente 
3)  2x,+x21 
6)  —5x,+3x,>1 
Hacemos una bifurcación tomando x, =1 (conforme al criterio de 
bifurcación con respecto a la función objetivo) Resulta x, =1 y el sistema se 
ha resuelto El valor de la función económica es 
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¡€)) 
X1 X2 X3 X4 Xx5 X6 Xx?  X8 Xs o Xa  *a 
FK 0 1 1 1 1, 0 0 1, 0, 0, 0 1 36 
Entonces agregamos la restricción O) < -6 que, lMNevada a la forma 
canónica, deviene en 
(34 1)8x,+5x,+4x,+3x,+3x,+3x,, +2x,+x, +x,, 2 27 
De la última bifurcación con respecto a x,, tenemos b,=2, K = f, 
luego la condición (33) 
(33 »,> 0, 
keK 
se cumple y conforme al test acelerador no vamos a explorar x, =0. 
La bifurcación anterior respecto a x, es completada. 
En la bifurcación anterior con respecto a x,,, tenemos que alli b, =4, 
K = q, luego de nuevo el test acelerador nos muestra que no debemos 
investigar las ramas x,, =0. 
La «bifurcación anterior respecto a x,, se encuentra en la misma 
situación (b, =5, K= 4), luego no vamos-a investigar x> = 0 
$7
La bifurcación anterior es con respecto a x, y se encuentra en la misma 
situación (b¿ = 8, K= )),, es decir, no vamos a explorar x, =0. 
Asi, gracias al test acelerador, sabemos que el proceso de bifurcación se 
ha terminado, sin tener necesidad de utilizar la restricción suplementaria 
(34 1) 
La única solución es (35) 
El arbol asociado al problema descrito es el de la figura 3 y se pueden 
seguir allí, de modo sintético, los cálculos del ejemplo V. 
Aquí $S significa soluciones del sistema de restricciones, N muestra que 
no tenemos soluciones y T que la rama respectiva no ha sido explorada, como 




     
    
        
a 0 >] nn o 
  
   
    
   









     
  
     
 
S Solución del sistema de 
  
     
   
     
  
  
X4=0 N. No tenemos soluciones 
1 T- Rama no explorada    
 
    
       
  
     
  
  
     






411 Ejemplo VI. Para el desarrollo de una industria está asignada una suma 
S. Existen n proyectos que pueden contribuir a la realización de este 
propósito Cada proyecto ¡ necesita una cierta inversión denotada l y 
suministra un cierto beneficio b, por año. El plan prevee la realización de una 
producción de al menos |] unidades anuales 
El proyecto y permite la realización de una producción anual 7,. La 
realización del proyecto j requiere importar equipo con valor v,, la cantidad 
total de importación admisible para el desarrollo de la industria que nos 
interesa es V Se pide tomar una decisión ¿cuáles de entre los proyectos 
posibles van a ser puestos en práctica, de tal manera que, respetándose las 
condiciones impuestas, se alcance el beneficio máximo? 
Para resolver este problema asignamos a cada proyecto y € (1,2, .nj) 
una variable x, que va a tomar valor 1 si el proyecto se ejecuta y O en el caso 
contrario 
El problema se traduce en la siguiente forma. 
Encuéntrese el máximo de la función 
max Só y, 
Jel 
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4.1.2 Ejemplo VII: Vajda examina el siguiente problema 
En cierta región: geográfica accionan n emisiones de televisión por m 
canales La elección de los canales que emiten diversas estaciones debe 
hacerse de tal manera que las acciones con zonas comunes de emisiones 
funcionen en canales diferentes 
El primer problema que se presenta es determinar atribuciones de los 
canales a las emisoras 
Se supoñe además que después de un tiempo, el emisor (n+1) empiece a 
funcionar El problema se presenta en la siguiente forma ¿cómo se atribuyen 
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los canales al emisor de tal manera que el número de canales que se cambian 
al canal de la emisión sea mínimo? 
.. 
Cf E 
     
Figura 4 
(Ejemplo de cinco emisiones por 9 canales) 
Denotándo ¡ (ie (1,2,....nj) las emisiones, con je (1,2, ,mj los canales, 
poniendo v,, = 1 si no existe alguna región donde accionan ambas emisiones y 
Vi = 0 en caso contrario; haciendo a; = 1 si al comienzo del proceso de la 
emisión ¡ acciona el canal y, y aj = 0-en caso contrario, poniendo finalmente 
X,y = 1 si después de entrar en funcionamiento el nodo emisor (n + 1), la 
estación ¡ emite sobre el canal y, y, Xy = 0 en caso contrario, llegamos al 
siguiente problema: 
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y satisface las condiciones 
Y x, =1 (¡e (L2,.. n+1) Cada emisión ¡ emite en forma 
J 
exclusiva sobre un área en un 
solo canal y. 




La función que se va a maximizar nos indica el número de emisiones en 
que no se cambia el canal que emite. 
4.1.3 Ejemplo VHHI: La fabricación de n productos diferentes 1, 2,,.., n 
necesita la utilización de m máquinas 1, 2, ..., m; más precisamente, ponemos 
a, = 1 si la fabricación del producto i necesita la utilización de la máquina j, 
y hacemos a, = 0 en caso contrario. Sea p, el precio de venta de la cantidad de 
producto ¡ fábricado en cierto período de tiempo y q, el precio de explotación 
de la máquina ¿ en el período respectivo. 
Hacemos x, = 1 si el producto í es el que se va a fabricar y x, = O en 
caso contrario. Ponemos y, =1 si la máquina y es utilizada en el proceso 
y y, = 0 en caso contrario. 
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El problema de determinar el plan que asegura un beneficio máximo 
consiste entonces en determinar las cantidades X, y y, que maximizan la 
expresión 
2, Pt, — 29,9, 
da Jul 
satisfaciendo siempre las condiciones 
Cualquiera que sea ¿(16 (1,2, ,n]), s1x,=1 entonces existe al menos un j, 
Je $2, ,mptal que 
ay=1 y y =1 
En otras palabras, el problema se puede también formular como sigue. 
Que se determine los valores de las variables 'bivalentes con valores en 
el conjunto (0, 1], x,, y, que satisfacen las condiciones 
Y a,y, Xx, 
>0 
AS — A 
Proceso de fabricación del Se va a fabricar 
Producto 1 con la utilizació el producto 1. 
máquina / 
== A _—— 
Al menos una máquina y es usada ] 
en la producción de 1 
(e 11,2, , ny 
y que se maximice en estas condiciones la expresión 
Y px, - Y 9,,, 
tm] Jal 
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1 Ejemplo IX Para la conversión del IDAAN en una entidad moderna, 
eficiente y productiva está asignada a una suma S y existen al menos 10 
proyectos que pueden contribuir a la realización de este propósito 
1 Rehabilitación de la Planta Potabilizadora de Chilibre 
2 Construcción de la Red de Distribución de Laguna Alta de Arraiján 
3 Construcción de la línea paralela Chilibre María Henríquez — Tinajitas 
4 Mejoras al Acueducto de Colón 
5 Construcción de la Planta Potabilizadora de Pacora 
6 Reconstrucción administrativa, técnica y comercial del IDAAN 
7 Levantamiento de un catastro real de los clientes del IDAAN 
8. Instalación de medidores 
9 Ampliación de la Planta Potabilizadora de Chilibre 
10 Programa de Optimización de la Red de Distribución 
Cada proyecto y (¿e 11,72,3, ,10], necesita una cierta inversión denotada 
E, (en millones de dólares) y suministra un cierto beneficio hb, (en miles de 
usuarios beneficiados) por año 
El plan prevee la realización de al menos 1 unidades anuales (en 
millones de galones de agua potable) 
El proyecto / permite la realización de una producción anual TI, La 
realización del proyecto j requiere importar equipo por valor v,, la cantidad 
66
total de importación admisible para la modernización del IDAAN es V (en 
maquinaria, técnicos, etc ) 
Se pide tomar una decisión ¿cuáles de entre los proyectos posibles van 
a ser puestos en práctica, de tal manera que, respetándose las condiciones 
impuestas, se alcance el beneficio máximo? 
Para resolver este problema asignamos a cada  pioyecto 
(1 € Í12,3,.. 10) una variable x, que va a tomar valor 1 sr el proyecto se ejecuta 
y 0 en el caso contrario 
El problema se traduce en la siguiente forma 
Encuéntrese el máximo de la función 
10 
máx A x, 
Jal 
con las variables bivalentes x1, x», X3, X1o y las supuestas restricciones 
9 9 
Y 1,x, <S, YI x, >11 Y yx, <V 
yal yal jul 
Las expresiones anteriores se identifican con el modelo del ejemplo VI




   
PROYECTO 
DATO | 1 s 16 8 19710 
pb |6 10 | 9 TIT 
LOIS 718 TITO | 4 
mn, [10 417 8 | 1218 
A 13 o 10 31410                     
Se da una,suma asignada S = 40, la producción obligatoria TI= «s, la 
cuantía de divisa permitida es V = 10 
(vy Max 6x, +8x, +3x, +7x, +10x, +9x, +9x, +10x, +11x, + 7%) 
Sujeta a las restricciones 
(v11) Sx, +4x,+4x, +4x, +7x, +8x, +6x, +7x¿ +10x, +4x,, S 40 
=5(1-x,)-4(1-x,)- 4x3) -4(1—x,)-70-x5)-8(—x5)-6(1 x,)- 
—4(1— Xp) > 40 
(v12) 10x, +3x, +6x3 +5x, + 4x3 +7x, + 4x, +8x, +12x, +8x,, 2 45 




(DD. Sx+4x+4x+4x,+7x,+8x,+6x,+7x+10x,+4x, +>19 
(Q) 10% +3x,+6x, +5x,+4x,+7x, +4x, +8x, +12x, +8x,0 2 45 
(3)  3x+2x,+2x,+3x,+4x, >4 
(11) 10x,+8x,+7x,+7x+6x,+51+4x,+4x,+4x,+4 xp +2>19 
(12) 12x, +10x, +8x, +8%,0 +7x, + 6%, +5x, +4x, +4x, +3x, 245 
(13) 4x,+3x+3x,+2x,+2x, >4 
Como la desigualdad (1 3) se encuentra en el caso(2) tenemos 
xy =1 y Xx =X¿=Xx,=x,=0, lo que es equivalente a 
xy =0 y X=X=x=Xx,=1 
de donde resulta el sistema 
Q0 x=x=x*=x%x =1, x9=0 
(Q1) 8x,+7x,+6x,+4x,+4Xp >9 
(22) 8x,+7x,+6x, +4x, +4x, 219 
Las dos desigualdades se encuentran en el caso 6” Tomemos de la 
desigualdad (2 1), la variable x,, para la cual existen dos posibilidades 
(a,)x¿=1 Ó (2,)x; =0 
Consideremos (a,)x, =10> x,=0 
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Para x, =1 tenemos 
(31) 7x,+6x,+4x,+4x,>1 
(3.2) 8x,,+6x, +4x, +4x, >19 
Puesto que la desigualdad (3 2) se encuentra en el caso (5), entonces 
tenemos 
Xp =1 y 6x, +4x, +4x, >11 
de donde resulta el sistema 
(41) 7x,+6x,+4x, >1 
(42) 6x,+4x,+4x, >11 
Resulta que la desigualdad (4 2) se encuentra en el caso (5%) por lo que 
tenemos 
x, =1 y 4x, +4x,2>5 
y resulta entonces el sistema 
(51) 7x,+6x, 21 
(52) 4x,+4x,2>5 
La desigualdad (5 2) se encuentra en el caso (5”), por lo que debemos 
considerar 
(a,,)x, =1 > 4x, 21 
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Considerando (a, hr, =1 resulta el sistema 
61) 6x,21>x,=1 
? Contradicción 
(6.2) 4, 21>x,=1 
Luego, por esta rama no tenemos una solución al sistema: 
Veamos 
(a,)x, =00 x, =1 
Para x, =0 tenemos el sistema 
(8.1) 7x,+6x,+4x,+4x,, 29 
(8.2) 8x,0 +6x, +4x, +4x, 212 
Las dos desigualdades se encuentran en el caso (6%), por lo que la 
variable x,, tiene dos posibilidades 
(2,0 =1 6 (62,7), =0 
Consideramos válido (e,, )x,, =1 
De aquí resulta el sistema 
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(9.0) 1 =x,=x,=x,=xX=%p =1, x9=0 
(9 1)7x,+6x,+4x, 29 
(9 2)6x, +4x,+4x, 24 
La desigualdad (9 2) se encuentra en el caso (2%), por lo que debemos 
considerar tres posibilidades 
(a, dx, =1, x5=x7=0, (0,1, dx, =0, x5=1, x770, (0,1, )x, = x, =0, 1771 
Para (a,,,) las dos desigualdades del sistema son resueltas Por esta 
rama hemos encontrado una solución para el sistema de desigualdades dada 
por 
(Xi, M2. X3, Ma, Xs, Xo, Xp, Xg, X9, X10) 
P1i(1, 1, 1, 1,0, 1, 0, 1,0, 1 ) 
Falta considerar las posibilidades (a,,,) y (a,,,) Para (%,,,)x, =0, x5=1, 
x=0, resulta el sistema 
(100) x, =x,=X¿=X¿=%X,=%Xpp =1, x9=0 
(10 1)10>9 
(102)4>4 
donde las dos desigualdades son resueltas 
Otra solución para el sistema de desigualdades es 
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(Ar, X2 X3 X4 M5, Xó6, X7, Xg, X9 X10) 
P2(1, 1, 0, 1, 1, 1, 0, 1,0, 1 ) 
Para (a,,,)x, = xs = 0, x7=1 resulta el sistema 
(110)x, =x,=X,=X¿=%X=*o0 =1, x9Ú0 
(11D)11>9 
(112)4>4 
donde las dos desigualdades son resueltas Luego, una tercera solución del 
sistema de desigualdad es 
(1), X2 X3, Xa, Xs, Xó X7, Xg Xg Xio) 
P3(1, 1, 0, 1, 0, 1, 1, 1, 0, 1 ) 
Para obtener 
Máx (6x, + 8x2 + 3x3 + 7x4 + 10x5 +9x6 + 9x7 + 10xg + 11x9 + 7x10) 
valoriza...>s la función objetivo en los puntos P1, P2 y P3 
Para el punto P1 =(1,1,1,1,0,1,0,1,0, 1) 
el valor de la función resulta 
B1 = 611+80+30)70)+10(0)+9 00) +90+10(0)+11(0)+7(1) 
B1 =50 
Para el punto P2 = ( 1, 1,0, 1, 1, 1,0, 1, 0, 1) el valor de la función es 
B2 = 6(1)+8(1)+3(0+7(1)+10(1)+9(1)+9(0)+10(1)+11(0)+7(1) 
B2=57 
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Para el punto P3 = (1, 1,0, 1,0, 1,1, 1,0, 1) 
el valor de la función es 
B3 = 6(1)+8(1)+3(0)+7()+10(0)+96)+9(1)+10(1)+11(0)+7(1) 
B3 =56 
Observamos que, el valor máximo de la función objetivo se obtiene en 
el punto P2 =(1,1,0, 1, 1, F,0, 1,0, 1) 
Veamos si existe otra solución. 
Tomemos como válida en (8.1) y (8.2): (a hr, =0 
El sistema resultante será 
(12.1) 7x,+6x,+4x, >5 
(12.2) 6x, +4x, +4x, >12 
Como (12.2) está en el caso 5”, tenemos 
(13.1) 7x,+6x, >5 
x= > 
(13.2) 4x, +4x,2>6 
Ahora (13.2) se encuentra en el caso 5%; por lo que tenemos 
141) 6x,>5 Xx. =1 
x=1 > (4 1) 6x, > *7 
(14.2) 4x,>2 x=1l1>x,=0 
lo cual es una contradicción. 
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Por lo tanto, esta rama no nos conduce a ninguna otra solución del 
sistema. 
Resuelto el problema por el método descrito en el capítulo 2, se- llega a 
la conclusión de que la producción óptima asegura un beneficio de 57 mil 
usuarios beneficiados y consta de la realización de los proyectos 1, 2, 4,5, 6, 8 
y 10, los proyectos 3, 7, 9 deben ser abandonados. 
Observación: En este problema se han utilizado datos ficticios, pero. el 
modelo queda a disposición para ser utilizado en el caso del problema real 
declarado a nivel nacional. (Periódico “La.Prensa”, Ediciones de los-días 1* 
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N: No hay solución 
S: Solución del Sistema 




El análisis de la estructura del problema anterior nos permite hacer las 
siguientes observaciones El número total de variantes que deben ser 
examinadas en caso de una enumeración total de todas las posibilidades es 
21” = 1024 Este número no es prohibrtivo, por lo que el problema se puede 
resolver por medios elementales 
En la práctica, el número de variables puede ser fácilmente del orden de 
los cientos, lo que hace que el problema exija gran capacidad de memoria al 




El estudio de la Programación Pseudo-Booleana lleva a las 
conclusiones siguientes 
1 Son muchos los problemas prácticos que se pueden tratar, en 
planificación, con programación pseudo-booleana: de asignación, de 
transporte, de ordenamiento entre otros Así, con toda seguridad, el uso 
de la programación pseudo-booleana implica una fabulosa oportunidad 
de ahorrar en gastos de operaciones, en actividades como plamficación, 
organización y administración. 
Es importante conocer con relativa profundidad el comportamiento de 
las expresiones algebraicas discretas, en particular los sistemas de 
ecuaciones y desigualdades pseudo-booleanas, para abordar los 
métodos de programación pseudo-booleana 
Para tener una mayor cobertura en el tratamiento de problemas, es 
importante estudiar los métodos para transformar problemas de 
optimización entera en problemas de programación bivalente 
Aparte del estudio de los principios y fundamentos de cada algoritmo, 
es importante solucionar problemas prácticos y representar en esquemas 
los pasos intermediarios, de modo tal que siempre sea posible observar 
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el procedimiento global Este ejercicio es básico para desarrollar la 
destreza necesaria que luego se traduciría en una economia de 
procedimiento 
Es posible abreviar la resolución de problemas de programación 
bivalente aplicando el acelerador del método pseudo-booleano que 
hemos estudiado en el capítulo 3 
Una vez que el investigador de operaciones se sienta diestro en el 
manejo de los métodos pseudo-booleanos puede plasmar las rutinas en 
algún lenguaje de programación o tener a su disposición paquetes 
especializados para la resolución de estos problemas y ocuparse 
también de los análisis de sensibilidad 
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RECOMENDACIONES 
Este estudio de Programación Pseudo-Booleana nos permite 
recomendar 
1 Considerar la Programación Pseudo-Booleana entre las materias 
electivas de la Licenciatura 
Estudiar cómo un problema de programación continua puede 
transformarse en un problema de programación discreta, así como 
también, cómo un problema de programación discreta puede ser 
transformado en un problema de programación pseudo-booleana. 
Aplicar los procedimientos aceleradores de métodos en la resolución de 
problemas de programación pseudo-booleana 
Que en el CENIO (Centro de Investigación de Operaciones de la 
Universidad de Panamá) se propongan soluciones a nivel nacional con 
el uso de técnicas como las tratadas en este trabajo 
Trabajar en una colección de Problemas Resueltos y Problemas por 
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