This paper presents a mathematical model for evaluating the impact of information aggregation on the performance of PNNIdriven ATM networks. The routing aggregation scheme, required for optimizing PNNI-driven networks, but not specified by the standards, affects both performances (e.g. call blocking rate and route length) and scalability (e.g. routing table size and routing decision complexity) of these networks. However, to date, very little is still known on how the choice of PNNI configuration parameters influences the network behavior. In order to model the aggregation process, the behavior of a generic link aggregation algorithm is analyzed as a function of its aggressiveness. The physical and logical topology of the network are modeled by Delaunay random graphs. Random geometry considerations are used to obtain closed-form approximations of the blocking probability as function of the parameters of the network, the Quality of Services (QoS) required by incoming calls, and the routing overhead allowed by the crankback and alternate routing mechanisms.
Introduction

Motivations
In this paper, we analyze the trade-off between performance and scalability in PNNI-driven ATM networks. The PNNI protocol, defined by the ATM-Forum, provides dynamic, hierarchical and QoS-sensitive routing capabilities. Unfortunately, the design Source-Routing. PNNI is a source-routing protocol, which means that the path is chosen once at the source switch 2 . As a specific routing computation could not possibly be run at each call arrival, a set of precomputed paths for any possible destination are usually stored in each switch [1, 9, 17] . The source selects one of these available paths which fits the call QoS requirements using GCAC (Generic Call Admission Control). If none of the precomputed paths are feasible, then an on-demand routing computation may be used. The call is rejected if finally no feasible route can be found by the on-demand routing computation.
In a hierarchical network, topological information is hidden by the aggregation scheme, making it impossible for the source to determine a complete path. However, a logical path through the Peer Groups is computed by the first switch based on aggregated routing information. The route is then refined at each entrance in a new Peer-Group in order to determine how to cross the selected domain.
Crankback. When selecting a path, a node uses the currently available information about resources and connectivity. That information may be inaccurate because of hierarchical aggregation for instance. Therefore, a call may be blocked along its specified route. A crankback procedure is then used for partially releasing the reserved resources. An alternate path over which to route the call may then be chosen by the node that has previously took a routing decision.
Focus of this work. PNNI offers network designers a considerable amount of latitude in limiting routing overhead -at the expense of performances. In particular, both routing information aggregation and distribution can be controlled. Some recent studies, based on simulations, have analyzed the tradeoff between scalability and performance [8, 16] . But to the authors knowledge, no analytical results are available today.
In this paper, an analytical model is provided which allows to study the impact of aggregation on network performances (e.g. call blocking probability). Our results are based on the random-geometric model proposed in the next section. In section 3 various performance measures are computed for a two hierarchical levels network. In section 4 some numerical results are given in order to illustrate the impact of information aggregation in those performance measures. Conclusions and future work are presented in section 5. Technical considerations have been placed in appendices for the sake of clarity.
The model
In this paper, a random-geometric representation is used to model the network. Random geometry [6] has been recently applied with success to the performance evaluation of various networking problems [2, 3, 14] .
Random graphs have also been used for a long time for evaluation of routing protocol performances (see [18] and the references therein). The model presented in this paper, using Delaunay graphs and their associated Voronoi-Tessellations, is less general than the one used in simulation-based tools 3 but allows us to obtain useful closed-form results.
Physical Topology. The topology of the network is generated by stationary Poisson processes in the plane. At the physical level, the switches are represented by points of a Poisson process 0 of intensity 0. In order to get a finite network, only the points which lie in a circle, denoted by W, will be considered. Furthermore, it will be assumed that jWj = 1 so that the average number of switches in the network is 0.
The connectivity between these nodes will be constructed by the so-called Delaunay Graph (see appendix A). A weighted graph is obtained by marking each link i with its available bandwidth Xi -other metrics or attributes such as the delays or jitter will not be considered. In order to limit the routing overhead, the values fXig are normally broadcasted periodically or when a significant event occurs, so that the other nodes should only be able to observe estimations of the real bandwidths. In this paper, we shall concentrate on hierarchy and aggregation, and we shall neglect this phenomenon. The impact of stale routing information on network performances has been studied in a companion paper [15] .
Hierarchy. In this paper, we shall consider a two levels hierarchy. A new stationary Poisson process 1, of intensity 1, is introduced to divide the network into peer-groups. More precisely, the network is clustered using Voronoi tessellations [2, 6] (see appendix A) built with this new process. For each u 2 1 we define a Peer-Group as a set containing all the nodes of 0 which fall in the Voronoi cell Cu( 1) (see appendix A). The nodes at the higher level (called "logical nodes" in the standard) are modeled as the points of 1. The logical connectivity between nodes at the higher level is also modeled by a Delaunay Graph. It means that two level-1 nodes are connected by a direct link in the Delaunay network at level-1 whenever their Voronoi cells share a common edge. Such a model is depicted in Figure 3 .
Aggregation model. In this paper, a complex node representation as defined in [1] is used 4 . A Peer-Group is then aggregated as a star (as depicted in Figure 2 ). The "nucleus" is a logical node (it has no physical meaning) and the "ports" aggregate 3 As the graphs built in the present model are highly connected. 4 Except that no "exception-bypasses" are supported. The nuclei will be chosen as the centroids of the Voronoi cells (see Figure 4) . The links joining each port to the nucleus are marked by the aggregated bandwidth that one could expect when trying to reach nodes at the "center" of the peer-group (or in the other direction, when trying to exit the peer-group from the center of the peer-group).
Let us consider one level-1 cell, say Cu( 1). The Peer-Group is aggregated as a star, centered around the node u. Each "spoke" is marked by an aggregated information. Let Yu;i denote the aggregated residual bandwidth available to a generic route that connects u to the port i. Aggregation strategies are not specified in the standards. In the following we propose and model an aggregation strategy. In order to compute the aggregated residual bandwidths, the cell is divided into non-overlapping areas (one for each port) as shown in Figure 4 . The different aggregated values Yu;: are then computed in each area. For instance, in Figure 4 , Yu;v represents the aggregated bandwidth available at links whose midpoints lie in the corresponding set, say Su;v. An highly conservative assumption would be to choose Yu;: as the minimum bandwidth available in each area. An optimistic solution would be to announce the average bandwidth available in the links of the set. Any real aggregation strategy should rely on the Peer-Group internal topology to compute such values. As the Peer-Group topology is random, a simple and tunable approach for modeling the generic behavior of any aggregation process (as a function of its "aggressiveness") is to resort to order statistics (see appendix B or [5] ). Given 2 0; 1 , the aggregated value Yu;v will be chosen as the -sample quantile 5 of the set fXi : i 2 Su;v g. Note that the considered area covers, in average, one sixth of the cell surface, i.e. 1 6 1 , as Poisson Voronoi cells have six sides on average (see [6] ).
For the sake of simplicity (especially for routing purposes), a simple marked Delaunay graph is built at the higher level. With the previous definitions, a logical link joining two nuclei (i.e. two adjacent peer-groups) is marked by two different aggregated bandwidths 6 -e.g. Yu;v and Yv;u between nodes u and v. A single mark will in fact be used, posing X 1 u;v = minfYu;v; Yv;ug. An important approximation needed to derive the following results is to assume the different Y:;: independent and identically distributed 7 . This assumption implies that fX 1 :;: g is a set of independent and identically distributed random variables. Thus, given a bandwidth Routing algorithm. In this model, we shall use precomputed paths. At each call arrival, a list of precomputed paths for the destination is examined. A list of "feasible" paths (i.e. paths that can a priori accommodate the requested QoS) is then deduced using the GCAC function. If no feasible path exists, the call is rejected by the source switch. Otherwise, the selected route is the shortest one (in term of number of hops). This routing procedure has been written with a pseudo-code in Table 1 . This pseudo-code also takes alternate routing into account whenever a crankback message is received. In this case, another route (from the list of precomputed paths) which avoids the blocking link is tested. Delaunay graphs are highly connected, which allows us to build many alternate routes. As highlighted in Figure 5 , it is always possible to avoid a blocking link in two ways using a two hop by-pass. In our model the set of precomputed paths is 5 This choice implies that is the fraction of aggregated links whose bandwidth is less than Yu;v in the area of interest. 6 PNNI standard contempt also the aggregation process of links crossing adjacent Peer-Group. For the sake of simplicity this process is neglected, and border links are attributed to one or the other of the Peer-Groups they join. 7 The independence relation is false, as the numbers of links aggregated in adjacent areas are correlated. . This is a worst case assumption, as each link which is not available in the shortest route introduces a penalty of one hop in the total path length 10 . In order to control the 'cost' of routes, the source will limit the number of penalties. Thus, a call set-up will be rejected by the source whenever the only feasible path uses more than the maximum number of by-passes or a feasible by-pass cannot be found for any link in the direct path. The presented routing algorithm is used in both the aggregated and physical graph.
Let the points s and t be the source and the destination of the call. The corresponding source and destination in the level-1 graph are the centroids of the Voronoi cells which s and t respectively belong to. A worst-case assumption will be used, as we will fix ks ? tk = 2 p -the diameter of the network.
At physical level the default path chosen to cross a Peer-Group is composed of two half paths: the first from a port to the center of the cell, the second from the center to an other port. This is a worst case assumption as all the calls will always pass through the center of the cell.
Finally, we shall assume that the routing algorithm at the source switch is recursive , i.e., it starts the routing process at level-1, determining a path through the peer-groups (represented as complex nodes). Then, if a route on the aggregated graph is feasible, it determines a path at the physical level in order to join the next peer-group.
Performance measures
In this section, the different quantities (enumerated in Table 2 ) used in the analysis (presented in the next section) are introduced and evaluated analytically. The reader can refer to the appendix for a brief description of the mathematical details. P b Blocking. Probability that the call is blocked (whatever the reason). P c Crankback. Probability that the call set-up will be crankbacked at least once. P r Rejection. Probability that the call is directly rejected at the source switch (GCAC). P 0 b Blocking without alternate routing after crankback. As P b , but crankbacked calls are blocked. P c Crankback with no GCAC at level-1. As P c , but without using GCAC on aggregated links. P b Blocking with no GCAC at level-1. As P b , but without using GCAC on aggregated links. 9 We consider the number of hops as length of a path; we shall assume for this algorithm = 1 (see also [4] ). 10 An alternate path with the same number of hops could be found as the graph is highly connected.
Passing through a spoke. We 
(ii) At the physical level, it is actually possible to find a feasible route.
In the following we assume given a realization of the graphs, and focus our analysis on a "typical" cell 11 where q 0;1j s ; k denotes the probability of passing through the spoke, given s and k. This probability describes whether a path with k alternate by-passes (see the routing algorithm description in the previous section) can be found or not.
For each failing link on the direct path, the routing algorithm has to find an alternate path which avoids this link. As explained in the previous section, it reduces to testing whether the two alternate by-passes can accommodate the call requirements or not.
We shall consider the four links (involved in the two by-passes) at one time. Let T 2 f0;1;2; 3; 4g be the number of links for which X < b. As shown in Figure 6 , for t = 0 and t = 1, it is always possible to by-pass the failing link. For t = 2, the probability of (4) This probability has to be averaged with respect the random graphs 0 and 1. Its dependence on the cell geometry is summarized in the random variates N0 and M0. In this paper, as a first order approximation, we will evaluate q0;1 in the mean values of these variates 12 , i.e., M0 = h 1 is the average number of nodes in a cell. In computing the average value of N0 two terms appear; the former is 3 2 , it represents the ratio between the intensities of the link and node processes at physical level (see [6] ), the latter is the term 1 6 and represents the fraction of the cell aggregated in a "spoke".
Blocking. The probability of blocking is the most important criterion of performances as it directly affects the network utilization. For a given realization of the random graphs, let M1 be the number of hops needed to cross the network at level-1 (using the shortest path algorithm). The probability of passing through a link of level-1 is, by construction, p0;1 = q 2 0;1 (see section 2). In other words, it is possible to pass directly through a link of level-1 with probability pd = p0;1. If not, two alternate by-passes could be tried instead. The probability of passing through one of the two alternate by-passes is then pa = p 2 0;1 + ? 1 ? p 2 0;1 p 2 0;1 which can be restated as pa = ? 2 ? p 2 0;1 p 2 0;1 . The probability of blocking is then given by this simple expression :
where K1 = b 1N1c controls the length of the path in the level-1 graph and, as examined in section 2, the numbers of links in each aggregation area have been assumed i.i.d. The first term p0;1 of this expression comes from the fact that the first and the last spokes cannot be bypassed from the way the network is defined -as we have assumed that the source and destination switches lie at the border of the network (see Figure 4) . Substituting pd and pa in equation (5) 
where we used the same approximations of the previous paragraph. Furthermore, the probability p1, whose expression is in appendix B, has been evaluated in the average value of the number of aggregated links. The term at the beginning of the formula summarizes the level-0 GCAC in the source Peer-Group and the level-1 GCAC on the first and the last spokes in the route which cannot be by-passed (as source and destination are ports of their respective Peer-Groups).
Crankback. Crankback corresponds to a set-up problem. The probability of crankback is defined as the probability that the call is crankbacked at least once. It is an important performance criterion as too many crankbacks would increase the call set-up latency and the signaling overhead. Furthermore, the resources, reserved and then released, represent a waste of bandwidthas this bandwidth could have been used by other calls. The crankback probability can be seen as the probability that a problem will be encountered on the path, given that this path was selected by the routing algorithm. On a single link, the probability of crankback is then 1 ? P (1) corresponds to the first and the last spoke which can't be by-passed. As before, we approximated the average of Pc with respect to the graphs evaluating the previous formula in the mean values of the appropriated random variables.
Blocking without alternate routing after crankback. Crankback is effective in reducing the blocking rate, when at least one "good" path (i.e. truly suitable for the call) is available at the decision-making switch, but this over-estimates the available bandwidth of same other "bad" path, and chooses a "bad" path to send out a call setup request, which is refused.
In this case crankback allows the decision-making node to try other alternative paths after it finds out that the attempt is not successful. To evaluate the real effectiveness of crankback and alternate routing mechanisms, we computed the blocking rate when calls which incur crankback are blocked. The expression of the blocking probability, in this case, is :
as, only the calls that are not rejected by the source, and do not incur any set-up problem, are successfully accepted.
Blocking without GCAC at level-1. For comparative purposes, we have analyzed the network when the source node does not run any GCAC on the logical links in the computation of the route. In this special case, all the calls are accepted, sent through the default path and eventually crankbacked. The Peer-Groups in the default path are chosen independently by the aggregated bandwidths announced. As no information about the selected Peer-Groups is used, the probability of crossing a "spoke", given a realization of a cell, can be expressed as
by a similar argument used in the computation of Pb. Also in this case, instead of averaging, we evaluate this expression in the mean value of M0 as, for large values of the probability p0, q 0;1 presents an almost linear behavior. As in the previous section, we have that p 0;1 = q 0;1 2 represents the probability of passing through a level-1 link. Finally, the blocking probability, taking both crankback and alternate routing into account, can be expressed as
by similar arguments used in the computation of Pb. Also in this case we have assumed M1 equal to its mean value.
Crankback without GCAC at level-1. As all the calls are sent through a default route, we have call crankback if at least one logical link fails, i.e. 
where we used the same assumptions of the previous paragraph. The expression on the right-hand side shows explicitly the blocking probabilities due to the first and last spokes in the route.
Numerical results and analysis
In Figure 7 is presented the network behavior as a function of the "aggressiveness" (i.e., the parameter ) of the aggregation strategy. The average number of physical nodes, i.e, 0, and the average number of Peer-Groups, i.e., 1, are set to 2000 and 33 respectively, the probability p0 of allowing the call at a physical link is set to 0:9. Furthermore, we have allowed only one penalty in the path maximum length at level-1 and two length penalties in the path required to cross an aggregation area (i.e.
we have posed K1 = 1 and K0 = 2 ). We observe that, for very conservative strategies, i.e., for small values of , the model presents an high blocking rate caused by an high source rejection probability. Increasing the "aggressiveness", the rejection and the blocking rates (i.e., Pr and Pb) decrease at the expense of a grow of the crankback rate, i.e., of the network overhead. The routing process runs on the logical graph and then on the physical links in the source Peer-Group. As the aggregated information becomes optimistic, (i.e., for p1 1), rejection rate of the level-0 GCAC in the source Peer-Group floors the overall rejection probability. As expected, the blocking probability P 0 b is largely outperformed by Pb for any value of , as crankback allows the switch originating the route to avoid the effectively unsuitable links. Interestingly we note a minimum for 0:25. For this value we have the optimal compromise between rejection at the source and set-up failures due to aggregation inaccuracy (i.e., crankback). Saturation effects occur for 0:35, i.e. when "spokes" present a bandwidth assured by less then nearly two third of the links they aggregate. These phenomena are caused by the aggregation strategy as, when optimistic bandwidths are announced, the probability of crossing a logical link depends only on the status of the network, on the required QoS and on the admissible path lengths. As in the proposed model, the optimal blocking probability is achieved by aggressive aggregation algorithms, we present the behavior of a different routing strategy. We analyze blocking and crankback rates when no GCAC is performed on aggregated links and alternate routing is enabled. As shown in Figure 7 , this strategy (that obviously, does not depend on the aggregation) behaves slightly less efficiently then the previous for high values of , but at the expense of a higher crankback rate, i.e. wasting more network resources. Thus, we conclude, thus, that performing GCAC, also on inaccurate aggregated information, helps to preserve the network resources. Given the aggressiveness of the aggregation algorithm, it is interesting to observe the network behavior as a function of the required QoS. In Figure 8 the probabilities of blocking and crankback for the two routing strategies are presented as functions of p0. We have chosen the same parameters of the previous plot and set to 0:35. As in the previous case, performing GCAC at level-1 allows a lower crankback rate for every p0 and, then, a better network utilization. We observe that for high required bandwidths, i.e., for low values of p0, using GCAC gives worse blocking rates than the second strategy. This can be explained by the fact that performing GCAC on aggregated information can exclude logical links, with insufficient declared bandwidth, that could have accepted the call. Instead, the second strategy, not using aggregated information, avoids only the logical links that have effectively caused a crankback.
Conclusions and work in progress
We obtained analytical expressions for the crankback and blocking probability as a function of the routing aggregation policy.
The obtained results give a valuable insight into the influence of different phenomena (such as alternate routes and aggressiveness of the aggregation scheme) on the performances of the system. The presented model has highlighted that aggressive aggregation policies perform better with respect to the blocking probability. It was also observed that disallowing source GCAC on aggregated links can improve the blocking rate for call requesting high bandwidths at the expense of network overhead.
From these results, it is possible to conclude that performing GCAC for medium and low classes of service (i.e., requesting low bandwidths) and neglecting aggregated information for high classes of service (i.e. requesting high bandwidths) could decrease the overall blocking rate. The network overhead would be only slightly affected, as this simple hybrid strategy would exploit the different arrival rates between calls requiring high bandwidths and calls requiring normal classes of service.
We are currently working on validating this analysis and on improving some of the presented expressions. Furthermore, we are developing extensions to an arbitrary number of hierarchical levels that will allow to study the impact of aggregation in more general networks.
A Appendix: Random Geometry
This appendix is devoted to the presentation of the Random Geometry concepts on which our analysis is based. For a more formal and exhaustive presentation of this concepts, see [6, 2, 4] Figure 9 . The resulting graph has the following characteristics : -Edge length: the average Euclidean length of an edge, under the Palm probability, is given by L = 32 9 1 p 1:13 p .
-Connectivity: under the Palm probability, in average, a node has 6 directly connected neighbors [6] .
Path "lengths" in the Delaunay graph. For a wide range of routing algorithms (i.e. for which the Kingman's "subadditive" property holds, see [4] ), the paths chosen by the routing algorithm verifies the following property: A constant ' exists such that jpath(s;t; )j 'jjs ? tjj for jjs ? tjj ! 1. In this expression, jpath(s;t; )j denotes the "length" of the path, i.e. jpath(s;t; )j = P N i=0 jjxi+1 ? xijj where the route passes through the set of points fx0 = s; x1; : : : ; xN?1; xN = tg of .
In this paper, we are interested in the number of hops used in a path. Let us denote this measure by (path(s; t; )). It can be seen that IE jpath(s;t; )j] l IE (path(s; t; ))] where l is the average length of the edges on the path. In general, the average length of an edge chosen by a routing algorithm is different from the average length of a generic edge. For instance, short edges may have a greater chance to be selected. However, scaling arguments show that l = L where is an appropriate constant. These arguments show that for sub-additive routing algorithms, the mean number of hops is given by:
IE (path(s; t; ))] p jjs ? tjj (13) where is a constant characterizing the routing algorithm. An example of sub-additive routing algorithm is the one that chooses the "Markov-Delaunay" path (see [4] ). The "Markov-Delaunay" path between two given points, s and t, is the one successively interconnecting the nuclei of the cells which are successively crossed by the line s; t]. For this routing algorithm, the property 13 corresponds to the M ller theorem [6] , with = 4 .
B Appendix: Probability distribution definitions
In this section, the probability distributions on which our results are based are defined.
Order Statistics. Let fXigi2I be a set of random variables and fX (i) gi2I its increasing ordering. By definition, we have X (1) < X (2) < : : : < X (i) < : : : X (N) , where N is the cardinality of I. 
where the term for s = 0 represents the event fb < X (1) g.
Multinomial.
Let be a set of N elements. Consider l disjoints subsets of , containing, respectively, k0; k1; : : : ; kl?1 elements (with of course k0 + k1 + : : : + kl?1 N). The total number of these sets, given their cardinalities, is expressed by the multinomial coefficient : 
