The complexity of regular subgraph recognition  by Cheah, F. & Corneil, D.G.
Discrete Applied Mathematics 27 (1990) 59-68 
North-Holland 
59 
THE COMPLEXITY OF REGULAR SUBGRAPH RECOGNITION 
F. CHEAH and D.G. CORNEIL 
Department of Computer Science, University of Toronto, Toronto, Ont., Canada M5S IA4 
Received 30 May 1989 
Given a graph G we wish to determine whether it contains a partial k-regular subgraph. In this 
paper it is shown that this problem is NP-complete for graphs with maximum degree k+ 1 when 
klz 3. (The k = 1, 2 cases are trivially solvable in polynomial time.) The k-regular subgraph prob- 
lem remains NP-complete when G is restricted to Hamiltonian or Eulerian graphs. We also ex- 
amine the cases where the k-regular subgraph is further restricted to being spanning and/or 
connected. 
1. Introduction 
In this paper we examine the complexity of the k-regular subgraph recognition 
problem (k-R): “Given a graph G, does it contain a k-regular subgraph”. (Unless 
otherwise stated, all subgraphs are assumed to be partial subgraphs.) Clearly the 
problem belongs to P for k= 1 or 2. Chvatal et al. [3] showed the NP-completeness 
for k = 3. Much of the interest in the problem is due to the following conjecture 
posed by Berge (see [l]): “Every 4-regular simple graph contains a 3-regular 
subgraph”. Recently Tashkinov [9] proved the conjecture thereby showing that the 
3-R problem belongs to P for 4-regular graphs G. It is interesting to note that 
Tashnikov’s proof is not constructive and that the problem of finding such a 
3-regular subgraph remains open. 
In Section 2 of this paper, we show that the k-R problem is NP-complete for k> 3 
and that it remains NP-complete for various restrictions on the given graph G in- 
cluding maximum degree of k+ 1. Similar results are shown in Section 3 where we 
require the k-regular subgraph to be spanning. 
Throughout this paper we will use the notion of an h-partition of the vertex set 
V, namely subsets Vi, V,, . . . , V,of Vsuchthat U(1=i l$=Vand Fny=0fori#j. 
Thus the standard 3-colorable graph recognition (3-C) problem can be stated as: 
Given an arbitrary graph G, does there exist a tripartition on V(G) such 
that G[T/;] (the subgraph induced on E) is void for 1 I is 3? 
2. The k-regular suhgraph recognition problem 
We now determine the complexity of the k-R problem for arbitrary graphs. 
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(Clearly the k-R problem belongs to P for k= 1 or k= 2.) After showing it NP- 
complete for kr 3 we examine the situation for various families of restricted input. 
Theorem 2.1. The k-regular subgraph recognition problem is NP-complete for 
kz3. 
Proof. It is easy to see that the k-R problem belongs to NP. We will reduce the 3-C 
problem (shown to be NP-complete by Karp [5]) to the k-R problem. Let Kk 
denote the complete graph on k vertices with one missing edge. 
Given an arbitrary graph G as an input to the 3-C problem, V(G) = {or, v2, . . . , 
u,} and E(G)=(el,e2,..., e,], construct a new graph G’ as follows: 
(1) For each ui in G, construct 3 cycles C;, Cf, C: in G’, each of length 
2d(ui)+l. Denote the vertices in C,! as ci, lli~n, 11j~2d(u,)+l, l~h~3. 
(2) For each ej, 1 ~j I m, construct 3(k - 2) corresponding subgraphs D& in G’, 
1 spr k- 2, 1 I h 5 3, where each Dj:, is a K/+ 1. Denote the two vertices in D$ 
with degree k- 1 as x!~ and y];. 
(3) Suppose ej is an edge incident to v, and ot in G. For each h, 1 zs h I 3, let c$ 
and c$ (c:, and &) be two vertices in C,” (C:) such that cs”, and c$ (c:, and cf,) still 
have degree two. For l<p13(k-2), add the edges (c&x;), (c,hg,y$, (c&,x~~>, 
and (c$, yh) to E(G’). 
Once all the edges in G have been considered in step (3), each cycle C/ (1 I is n, 
1 I hs 3) will contain exactly one vertex of degree 2. Name these vertices wr, 
llisn, llhs3. 
(4) For 1 I isn, let Ui be a subgraph formed as follows: Ui contains (k - 2) 
Ki+ 1’s and (k- 2) other vertices. Name these other vertices uti, and the vertices in 
K L+ 1 with degree k- 1, Xii and yij, 11j~ k- 2. Join the vertices U~‘S with the 
Ki+l’~ by adding the edges (uV,xii). 
We now add the subgraphs U,, U2, . . . , U,, and the edges (Uij,Wi), (yij,wZ) and 
(yU, wf) to G’. Do this for each i and j, 1 sisn, 1 <j< k-2. 
(5) Add a cycle C’ of length (k- 1)n to G’; this cycle is on the new vertices 
all,a12, . . . . al,,a21,...,a2nr...,a(k-l)n. For lliln, l<j<k-2 and l<p<k-1, 
add the edges (a,(, ~0) to G’. 
As an example Fig. 1 shows G’ for a simple graph G with k = 3. 
Clearly the graph G’ can be constructed in polynomial time for any given G. 
We shall now show that the given graph G is 3-colorable iff the graph G’ 
constructed contains a k-regular subgraph. 
(-) Given G and any tripartition of V(G) into subsets I’,, V2, and V,, we can 
construct a corresponding H, a subgraph of G’ as follows: 
(1) All the vertices aij, l<i<k- 1, l~j~n, are in V(H). 
(2) All the vertices uij, 1 I isn, 1 sj< k-2 are in V(H). 
(3) If Ui in G is in subset V,, 1 ICI 3, then the cycle CF is in H. If the subset V, 
is not Vl, then add also the vertices in the k- 2 Ki+ 1’s of the Vi. 
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transforms to G ’ 
Fig. 1 
(4) If e;, 1 ~j~m, is adjacent to vertex O, which is in subset V,, then the 
subgraphs D$ adjacent to C,C are in V(H) for 11~5 k-2. 
(5) The subgraph H is defined to be G’[V(H)]. 
It is trivial to check that the subgraph H thus constructed exists for any triparti- 
tion of G. Furthermore, all the vertices in H have degree k except possibly those 
vertices x$, and y,$ in D,$, for l<j<m, lsprk-2, and 15~13. It is then easy 
to check that if the tripartition is a coloring, i.e., G is 3-colorable, then the subgraph 
H constructed is k-regular. 
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(=) Assume that G’ contains a k-regular subgraph H, the following properties 
must be true concerning H: 
(1) All the vertices ajj and ujl, l~i~k- 1, l~jrn, and l<l<k-2 are in 
V(H). 
This is because the subgraph H cannot be k-regular without the inclusion of at 
least one Ujl vertex. But the inclusion of one such vertex forces all the vertices in C’ 
and other Uj/ vertices to be included. 
(2) For each i, 1 lion, exactly one of the cycle Ch, 1 c/z< 3, is in V(H). 
If more than one of the C/’ is in V(H), then the vertices uil, 1111 k-2, will 
have degree k+ 1 in H contradicting the fact that H is k-regular. 
(3) For each i, 1 I is n, if C/’ C_ H, then Cjh $Z H, for all j such that (i,j) E E(G). 
This is to ensure that all the vertices X& and J$, 1 ~j 5 m, 1 <p 5 k - 2, 15 h 5 3, 
have degree k. 
By property (2), it follows that subgraph H in G’ corresponds to a tripartitioning 
for the vertices of G such that vertex ui is in partition c if the cycle C,CE H. 
Property (3) ensures that adjacent vertices are in different partition, thereby 
showing that the tripartition corresponding to His in fact a coloring of G. Hence 
G is 3-colorable if G’ contains a k-regular subgraph H. This completes the 
proof. 0 
Since the graph G’ constructed in the proof of Theorem 2.1 has maximum degree 
k+ 1, we have the following corollary: 
Corollary 2.2. The k-R problem remains NP-complete even when the input is 
restricted to graphs with maximum degree k+ 1. 
When k = 3, the general k-R problem simplifies to the one proven by Chvatal et 
al. [3]. It should be noted however that their proof does not allow the maximum 
degree to be restricted to 4. 
Corollary 2.3 [3]. Given an arbitrary graph G, it is NP-complete to decide whether 
it contains a 3-regular subgraph. 
Note that the Tashkinov’s proof of the Berge Conjecture implies that the k-R 
problem is polynomial for k = 3 and input restricted to regular graphs of degree 4. 
The complexity of the k-R problem restricted to regular graphs of degree k+ 1 re- 
mains open for kr 4. 
The next two corollaries show that the k-R problem remains NP-complete for two 
restricted classes of graphs. 
Corollary 2.4. The k-R problem remains NP-complete when the input is restricted 
to Hamiltonian graphs with A (G) = k + 3, for k? 3. 
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Proof. We shall show that the k-R problem can be reduced to this problem. Given 
an arbitrary graph G with A (G) = k + 1 as an input to the k-R problem, where 
1 V(G) 1 = n, construct G’ as follows: 
I’(G’) = V(G) U {q,uz, . . ..n.}, 
E(G’)=E(G)U {(l<i<n-1) (ui,Ui), (~i+t,n;)} 
U {(&I, &A> U {(ut, %J>. 
Clearly G’ is Hamiltonian with the Hamiltonian circuit: u, uI u2u2.. . u, u, ul. 
Furthermore, A (G’) = k + 3. 
Since all the u’s have degree two in G’, they cannot be contained in a k-regular 
subgraph of G’ (if one exists) for k? 3. Hence a k-regular subgraph of G’ is essen- 
tially a k-regular subgraph of G, and vice versa. Since the k-R problem is NP- 
complete by Theorem 2.1, so is this problem. 0 
Corollary 2.5. The k-R problem remains NP-complete when the input is restricted 
to Eulerian graphs with A(G)= k+2, for kz3. 
Proof. We shall again reduce the k-R problem to this one. Given an arbitrarv graph 
G with A (G) = k+ 1, and 1 V(G)1 =n. Let the set of vertices with oda degrees be 
D=(d,,d, ,..., dk >. Since the number of vertices with odd degrees has to be even, 
k = 2j for some j E N. We can construct G’ as follows: 
E(G’)=E(G)U ((l~i~j) (d,,_,,u,)} U {(l<i<j) (dxi,ui)). 
Since G \ D has vertices of even degrees, and all vertices in D have even degrees 
in G’ by the addition of one adjacent edge, and all new vertices {u;} have degree 
2, it follows that G’ is Eulerian. 
Furthermore, none of the new vertices {Ui} can be contained in a k-regular 
subgraph of G’ (if one exists) since they only have degree 2. Hence G has a k-regular 
subgraph iff G’ has one, and the proof is complete. q 
3. Extensions of the k-R problem to the k-regular spanning subgraph problems 
We have already shown that the k-R problem is NP-complete even when A (G) = 
k+ 1. In this section we study the complexity of the k-R problem when various 
spanning and connectivity constraints are imposed on the k-regular subgraph. 
3.1. The k-regular spanning subgraphs partitioning problem (the k-RSP problem) 
Define the k-regular spanning subgraphs partitioning problem (in short: the k- 
RSP problem) as: 
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Given an arbitrary simple graph G, does G have an h-partitioning 
v,, v2, . . . . I$, , for some h, such that for each i, 1 I( 12 2k+ 3 and G[I$] 
contains a k-regular connected spanning subgraph? 
In order to show that the k-RSP problem is NP-complete, we use the NP- 
completeness of the Hamiltonian subgraphspartitioningproblem (in short: the HSP 
problem) defined as: 
Given an arbitrary directed graph G, does there exist an h-partitioning 
v,, v,, . . . . V, for some h, such that for each i, 1 J( 1 L 3 and G[I$] con- 
tains a Hamiltonian circuit? 
The HSP problem was shown to be NP-complete by Valiant [l 11. 
Theorem 3.1. The k-RSP problem is NP-complete for k> 2. 
Proof. We shall reduce the HSP problem to the k-RSP problem. Given an arbitrary 
directed graph G as an input to the HSP problem, V(G) = { vt, v2, . . . , o,,}, construct 
G’ as follows: 
(1) Transform each vertex Vj, 1 ~j I n, into two vertices vj and vj’, and add a 
new clique K{-, with all edges between o,! and vJand the vertices of the correspond- 
ing clique Ki- i. Note that there is no edge between b,! and vy. 
(2) For each arc (us, vt) going from u, to vl, add the edge (v:, v;) to G’. 
If G contains partitions V,, V2, . . . , V, for some h, such that for each i, I i$j 2 3, 
and G[v] induces a subgraph Gj containing a Hamiltonian circuit, a k-regular 
spanning subgraph partitioning (as defined by the k-RSP problem) can be con- 
structed for G’ as follows: 
Take the same set of partitions. For each UjE f( in G, put {v,!‘, u,Y} UK{- 1 in U; 
in G’. Since the vertices in I$ induce a Hamiltonian circuit, the corresponding ver- 
tices and edges of the Hamiltonian circuit will form a k-regular subgraph spanning 
Ui in G’. Furthermore, since / K I 2 3 for all i, 1 I is h, it follows that I Ui I 2 3k + 3 
for all i, 1 I is h. Certainly I Ui I 2 2k + 3 for all i, 1 I is h. Taking all the partitions 
Ui will give us a k-regular spanning subgraphs partitioning of G’. 
On the other hand, if G’ has a k-regular spanning subgraphs partitioning, it must 
consist of h partitions, U,, U2, . . . , U,, where: 
(1) If IJ~‘E Uiy SO do v,!‘and Ki_,. 
(2) SinceIUjI>2k+3foralli, llilh,andby(l), /U,/=(k+l)/forsomel~3, 
each Uj must contain at least 3k+ 3 vertices. 
We can now identify the vertices vj, v;’ and Kil__ 1, making the edge connected to 
vi as an in-arc, and that connected to v;’ as an out-arc. Thus we can obtain a parti- 
tion containing a Hamiltonian circuit in G. By observation (2), this partition has at 
least three vertices. 0 
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3.2. The k-regular connected spanning subgraph problem 
Define the k-regular connected spanning subgraph problem (in short: the k-RCS 
problem) as: 
Given an arbitrary graph G, does it contain a k-regular connected span- 
ning subgraph? 
Theorem 3.2. The k-RCS problem is NP-complete for k22. 
Proof. We shall use the following notation in proving the theorem: 
Definition 3.3. The h-expansion of a vertex u is constructed as follows: 
(1) Construct a Kh+ 1 and remove r+hl- 1 vertex-disjoint edges. 
(2) Make u adjacent to those vertices which have had their degree decreased by 
one. 
The k-RCS problem for k = 2 is just the Hamiltonian circuit problem shown to 
be NP-complete in [5]. For k> 2, we shall prove the NP-completeness by reduction 
from the Hamiltonian circuit problem. 
Given an arbitrary graph G, V(G) = { ur, u2, . . . , u,}. 
(1) If k is even, then construct the graph G’ by doing a k-expansion on every 
vertex ui in G, 15 iln. 
(2) If k is odd, then: 
First to each Ui E I/ add new vertices ui, ui, . . . , u;_,, and make Ui adjacent to 
each such ui, lsjlk-2, lsiln. 
Form the new graph G’ by doing a k-expansion on each vertex U; for 
lsj%k-2, lsiln. 
Note that in both cases, the vertex Ui has its degree increased by k - 2, while all 
the new vertices have degree k. Clearly if G has a Hamiltonian circuit, that Hamil- 
tonian circuit together with all the new vertices and expansions attached will be a 
k-regular connected spanning subgraph in G’. 
Conversely, assume G’ has a k-regular connected spanning subgraph, say H. 
Then by taking away all the vertices in H which are not in G (i.e., those new vertices 
and expansions), we get a 2-regular connected spanning subgraph for G, which is 
a Hamiltonian circuit for G. 0 
Since the undirected Hamiltonian circuit problem is NP-complete for graphs with 
maximum degree 3, it follows that the k-RSP problem is NP-complete even for 
graphs of maximum degree k-t 1. This gives us the following corollary: 
Corollary 3.4. The k-RCS problem is NP-complete for graphs of maximum degree 
d=k+l. 
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We now examine the k-RS problem where the spanning subgraph is not required 
to be connected. The relaxation of the spanning subgraph problem leads to a 
polynomial time algorithm. Formally the k-RS problem is defined as: 
Definition 3.5. The k-RS problem: 
Given an arbitrary graph G, does it contain a k-regular spanning subgraph? 
The following theorem follows from Tutte’s famous k-factor theorem [lo]. 
Theorem 3.6. There exists a polynomial time algorithm for deciding the k-RS prob- 
lem. 
Proof. This is a modification of the proof given by Tutte in his k-factor theorem. 
Given an arbitrary graph G, V(G) = { ui, v2,. . . , v,}, we only have to consider the 
case where d, = deg(u,)r k for all 1 I is n. 
Construct another graph G’ as follows: 
(1) For each vertex vi, construct a complete bipartite subgraph with the parti- 
tions Xi of size d, - k and y of size d, . Denote the vertices in q as yjj, for 1 sj 5 d,. 
(2) Order the vertices in T(v;) \ vi from 1 to di. For each edge (vi, vk) where ui is 
the jth vertex in T(vk)\ uk and uk is the Ith vertex in T(vi)\ Ui, add the edge 
bij,Yk/) to G’. 
We will now prove that G contains a k-regular spanning subgraph iff G’ is 
l-factorable. 
(3 ) If G has a k-regular spanning subgraph H, we can construct a l-factor F for 
G’ as follows: 
(1) Take all the edges in G’ which correspond to those in H. 
(2) After step (l), there are exactly d, - k vertices in each subset y which are left 
unpicked. These di - k vertices are completely connected to the d; - k Xi vertices 
and the remaining edges of F can be picked easily. 
( = ) If G’ is l-factorable with a l-factor F, we can construct a k-regular spanning 
subgraph H for G as follows: 
(1) Let the subset of edges of F’ be those edges in F with both end points being 
r; vertices. 
(2) Let H be the edges in G corresponding to those edges in F’ of G’. 
Since each vertex will have its degree reduced by di- k so that all the X; vertices 
can be matched, the subgraph H thus constructed will then have to be k-regular and 
this completes the proof. 
Since l-factorability can be decided in polynomial time, hence the k-RS problem 
can also be solved in polynomial time. 0 
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4. Concluding remarks 
Although some of the complexity problems related to regular subgraphs are 
answered in this paper, many others remain open. 
One of these open questions is the k-l problem: “Given integers k and I, decide 
if an input k-regular graph contains an I-regular subgraph”. The case where I = k - 1 
has been studied by various people with much success. By the proof of the Berge 
Conjecture [9], we know that all k-regular graphs contain a (k- 1)-regular subgraph 
for ks4. For kz 6, Koh and Sauer [6] showed that there are families of k-regular 
graphs which do not contain a (k - 1)-regular subgraph. The k-(k - 1) conjecture re- 
mains open for k = 5. For the case where k varies and I= 3, Tashkinov [8] has shown 
that all k-regular graphs contain a 3-regular subgraph by using Petersen’s Theorem 
[7], Tutte’s k-factor theorem [lo] and the Berge Conjecture [9]. The problem has 
not been settled for I> 3. 
It is known that not all 4-regular multigraphs contain a 3-regular subgraph. An 
obvious counterexample is an odd cycle with all the edges being multiple edges. 
However, it is conceivable that only some families of 4-regular multigraphs do not 
contain a 3-regular subgraph, and they may be recognized in polynomial time. This 
complexity question still remains open. 
The results presented in this paper are reported in Cheah’s master thesis [2]. A 
detailed study of other extensions of the Berge Conjecture is also given in that thesis. 
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