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Let a be an integer. It is proved that for any s and k, there exists
a constant N = N(s,k,a) such that every 312 (a+1)-connected graph
with at least N vertices either contains a subdivision of Ka,sk or a
minor isomorphic to s disjoint copies of Ka,k . In fact, we prove that
connectivity 3a+ 2 and minimum degree at least 312 (a+ 1)− 3 are
enough while the other conditions cannot be weakened.
When s = 1 and k = a, this implies that every 312 (a + 1)-connected
graph with at least N(a) vertices has a Ka-minor. This is the
ﬁrst result where a linear lower bound on the connectivity in
terms of the parameter a forces a Ka-minor. This resolves a con-
jecture proposed by Mader [W. Mader, Existenz n-fach zusam-
menhängender Teilgraphen in Graphen genügend grosser Kanten-
dichte, Abh. Math. Sem. Univ. Hamburg 37 (1972) 86–97] and
Thomason [A. Thomason, An extremal function for contractions
of graphs, Math. Proc. Cambridge Philos. Soc. 95 (1984) 261–
265; A. Thomason, The extremal function for complete minors,
J. Combin. Theory Ser. B 81 (2001) 318–338]. Our result also
generalizes a recent result of Böhme and Kostochka [T. Böhme,
A. Kostochka, Disjoint Kr-minors in large graphs with given
average degree, European J. Combin. 26 (2005) 289–292], re-
solves a conjecture of Fon-Der-Flaass [D. Fon-Der-Flaass, private
communication], and has several other consequences.
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In this paper, all graphs are ﬁnite and may have loops and multiple edges. A graph H is a minor of
a graph K if H can be obtained from a subgraph of K by contracting edges. A graph H is a topological
minor of a graph K if K contains a subgraph which is isomorphic to a graph that can be obtained
from H by subdividing some edges. In such a case, we also say that K contains a subdivision of H .
The study of graphs containing a given graph as a minor, or as a topological minor, has long history.
Starting with Wagner’s classiﬁcation of graphs without a K5-minor [71], there are many results con-
cerning the structure of graphs that do not contain certain graph as a minor. These excluded graphs
include K3,3 [71], V8 [52], the 3-cube [42], the octahedron [41], graphs with single crossing [57], and
K−6 [26]. See also [8,65,21] and [43].
There are several well-known structures which guarantee that certain minor exists in a graph G
if G is large enough. For instance, any 5-connected graph on at least 11 vertices contains the 3-cube
as a minor [42]. Any 5-connected non-planar graph on at least 8 vertices contains a V8-minor [52].
In addition, there are Ramsey-type results similar to the fact that any suﬃciently large connected
graph contains either a k-path or a k-star. Oporowski, Oxley and Thomas [48] proved that any large
4-connected graph must have a large minor from a set of four families of 4-connected graphs. They
also found a corresponding result for large 3-connected graphs. Recently, two of the authors [27]
proved a similar result for large 5-connected graphs. Ding [12] has characterized large graphs that do
not contain a K2,k minor. A corollary of his result is that any large 5-connected graph contains a K2,k
minor.
There is another direction for the study of graph minors: Wagner and Mader studied the maximum
size of graphs not having Kk as a (topological) minor. Wagner [72] showed that a suﬃciently large
chromatic number (which depends only on k) guarantees Kk as a minor, and Mader [38] showed that
a suﬃciently large average degree will do the same.
Later, Kostochka [35,34] and Thomason [67] independently proved that Θ(k
√
logk ) is the correct
order of the average degree forcing Kk as a minor. Recently, Thomason [68] found the asymptotically
best possible value of this “extremal” function.
These results show that if the minimum degree of given graph G is a linear function of k, then
G does not necessarily contain a Kk-minor. This does not improve even if we add a connectivity
condition. Only the connectivity of order Θ(k
√
logk ) forces the presence of Kk-minors.
However, as Thomason [68] pointed out, extremal graphs are more or less exactly vertex disjoint
unions of suitable dense random graphs. Such graphs cannot have too many vertices. This fact also
motivated Mader [40] (see [68,69]) to ask the following.
Question (Mader). Suppose that G is a large ck-connected graph without Kk-minor, where c is some
constant. What does G look like?
Motivated by the results stated above, we prove our main theorem.
Theorem 1.1. For any positive integers a, s and k, there exists a constant N(a, s,k) such that every (3a + 2)-
connected graph of minimum degree at least 312 (a+ 1)− 3 and with at least N(a, s,k) vertices either contains
Ka,sk as a topological minor or has a minor isomorphic to s disjoint copies of Ka,k.
The proof of this result occupies the whole of Sections 3 and 5.
It is necessary to include the possibility of having Ka,sk as a subdivision since G could be a
complete bipartite graph K 31
2 (a+1)−3,m , where m could be arbitrarily large. Recently, several extremal
3 Current address: National Institute of Informatics, 2-1-2 Hitotsubashi, Chiyoda-ku, Tokyo 101-8430, Japan.
4 Supported in part by the International Research Project SLO-US-007 on Graph Minors and by the National Security Agency
under Grant Number MDA 904-02-1-0052.
5 Supported in part by the International Research Project SLO-US-007 on Graph Minors and by the Ministry of Science and
Technology of Slovenia, Research Program P1-0297.
6 Current address: Department of Mathematics, Simon Fraser University, Burnaby, BC V5A 1S6, Canada.
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of them implies that a linear connectivity in terms of a suﬃces to force Ka,k-minors for large values
of k.
For s = 1 and k = a, Theorem 1.1 immediately gives the following corollary.
Corollary 1.2. For any a 1, there exists a constant N(a) such that every 312 (a + 1)-connected graph with at
least N(a) vertices contains Ka,a and hence also Ka as a minor.
Again, this is the ﬁrst result showing that a linear function of connectivity guarantees the existence
of Ka-minors. This settles a conjecture of Thomason [68,47]. Notice that the extremal number of
edges for Ka-minors are known only for a  9. For up to K7-minors, these are due to Mader [38].
For the K8-minor, this is due to Jørgensen [22]. Recently, the K9-minor case was settled by Song and
Thomas [64]. Corollary 1.2 also implies the following result which is closely related to a recent result
due to Böhme and Kostochka [5].
Corollary 1.3. For every positive integers a and s, there is a number N(a, s) such that every 312 (a + 1)-
connected graph with at least N(a, s) vertices either contains a subdivision of Ka,s or a minor isomorphic
to s disjoint copies of Ka.
Since Ka,sk contains vertices of degree sk, Theorem 1.1 also implies the following result, which
answers a question by Fon-Der-Flaass [18].
Corollary 1.4. For every positive integers a,k and s, there exists a constant N(a, s,k) such that every 312 (a+1)-
connected graph with maximum degree at most ks − 1 and with at least N(a, s,k) vertices has a minor
isomorphic to s disjoint copies of Ka,k.
Theorem 1.1 has several other important consequences, some of which are presented in Section 6.
How can one prove Theorem 1.1? We cannot use “extremal” results like those used in [67,68]
since these do not give a linear dependence on a. Instead, we will make use of “tree-width” and ap-
ply some deep results of Robertson and Seymour from [61,60]. Tree-width was introduced by Halin
in [20], but it went unnoticed until it was rediscovered by Robertson and Seymour [54] and, inde-
pendently, by Arnborg and Proskurowski [3]. Tree-width is used not only in Graph Minors Theory
[55,58,61,60], but also for some structural graph theory results [55,48,63,50,10,6]. In particular, three
of us [6] proved that for any positive integers k and w , there exists a constant N = N(k,w) such that
every 7-connected graph of tree-width at most w and of order at least N contains K3,k as a minor.
In a forthcoming paper [4], we strengthen Theorem 1.1 in the most interesting special case when
a = 3.
Theorem 1.5. (See [4].) For any positive integer k, there exists a constant N = N(k) such that every 7-
connected graph of order at least N contains K3,k as a minor.
In another paper [30], we are developing further, and prove the following result.
Theorem 1.6. (See [30].) For any positive integer k, there exists a constant N = N(k) such that every 9-
connected graph of order at least N contains K4,k as a minor.
Theorem 1.5 and 1.6 are sharp in the sense that the 7- and 9-connectivity conditions cannot be
relaxed. More generally, the function of the connectivity in Theorem 1.1 must be at least 2a+1. These
facts follow from a construction of a family of arbitrarily large 2a-connected graphs (of tree-width
3a − 1) none of which contains a Ka,2a+1-minor; see [6].
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A graph L is said to be k-linked if it has at least 2k vertices and for any ordered k-tuples (s1, . . . , sk)
and (t1, . . . , tk) of 2k distinct vertices of L, there exist pairwise disjoint paths P1, . . . , Pk such that for
i = 1, . . . ,k, the path Pi connects si and ti . Such collection of paths is called a linkage from (s1, . . . , sk)
to (t1, . . . , tk).
An important tool will be the following theorem due to Thomas and Wollan [66], which improves
the results in [28,7].
Theorem 2.1. Every 2k-connected graph G with at least 5k|V (G)| edges is k-linked.
Let G be a graph and let A, B be subgraphs of G . We say that the pair (A, B) is a separation of G if
A ∪ B = G , V (A)− V (B) = ∅ and V (B)− V (A) = ∅. The order of a separation (A, B) is |V (A)∩ V (B)|.
The following result is a variation of an old theorem of Mader [39].
Theorem 2.2. Let G be a graph and k an integer such that
(a) |V (G)| 52k, and
(b) |E(G)| 254 k|V (G)| − 252 k2 .
Then |V (G)| 10k + 2 and G contains a 2k-connected subgraph H with at least 5k|V (H)| edges.
Proof. Clearly, if G is a graph on n vertices with at least 254 kn − 252 k2 edges, then 254 kn − 252 k2 
(n
2
)
.
Hence, either n  254 k + 12 − 14
√
(25k + 2)2 − 400k2 < 52k or n  254 k + 12 + 14
√
(25k + 2)2 − 400k2 >
10k + 1. Since |V (G)| 52k, we get the following:
Claim 1. |V (G)| 10k + 2.
Suppose now that the theorem is false. Let G be a graph with n vertices and m edges, and let k
be an integer such that (a) and (b) are satisﬁed. Suppose, moreover, that
(c) G contains no 2k-connected subgraph H with at least 5k|V (H)| edges, and
(d) n is minimal subject to (a), (b) and (c).
Claim 2. The minimum degree of G is more than 254 k.
Suppose that G has a vertex v with degree at most 254 k, and let G
′ be the graph obtained from G
by deleting v . By (c), G ′ does not contain a 2k-connected subgraph H with at least 5k|V (H)| edges.
Claim 1 implies that |V (G ′)| = n − 1  52k. Finally, |E(G ′)|  m − 254 k  254 k|V (G ′)| − 252 k2. Since|V (G ′)| < n, this contradicts (d) and the claim follows.
Claim 3. m 5kn.
The claim follows easily from (b) by using Claim 1.
By Claim 3 and (c), G is not 2k-connected. Since n > 2k, this implies that G has a separation
(A1, A2) such that A1 \ A2 = ∅ = A2 \ A1 and |A1 ∩ A2|  2k − 1. By Claim 2, |Ai|  254 k + 1. For
i ∈ {1,2}, let Gi be a subgraph of G with vertex set Ai such that G = G1 ∪ G2 and E(G1 ∩ G2) = ∅.
Suppose that |E(Gi)| < 254 k|V (Gi)| − 252 k2 for i = 1,2. Then
25
4
kn − 25
2
k2 m = ∣∣E(G1)∣∣+ ∣∣E(G2)∣∣< 25
4
k
(
n + |A1 ∩ A2|
)− 25k2  25
4
kn − 25
2
k2,
a contradiction. Hence, we may assume that |E(G1)| 254 k|V (G1)|− 252 k2. Since n > |V (G1)| 254 k+1
and G1 contains no 2k-connected subgraph H with at least 5k|V (H)| edges, this contradicts (d), and
the proposition is proved. 
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Theorem 2.2 implies the following:
Corollary 2.3. Let G be a graph and k an integer such that
(a) |V (G)| 52k, and
(b) |E(G)| 254 k|V (G)| − 252 k2 .
Then G contains a k-linked subgraph.
3. Bounded tree-width structure
In this section, we consider the bounded tree-width case and prove Theorem 3.1.
A tree decomposition of a graph G is a pair (T , Y ), where T is a tree and Y is a family {Yt | t ∈ V (T )}
of vertex sets Yt ⊆ V (G), such that the following two properties hold:
(W1)
⋃
t∈V (T ) Yt = V (G), and every edge of G has both ends in some Yt .
(W2) If t, t′, t′′ ∈ V (T ) and t′ lies on the path in T between t and t′′ , then Yt ∩ Yt′′ ⊆ Yt′ .
The width of a tree decomposition (T , Y ) is maxt∈V (T )(|Yt | − 1). The tree-width of G is the mini-
mum integer w such that G admits a tree decomposition of width w . It was shown by Oporowski,
Oxley and Thomas [48] that if a graph G has a tree decomposition of width at most w , then G has a
tree decomposition of width at most w that further satisﬁes:
(W3) For every two vertices t, t′ of T and every positive integer k, either there are k disjoint paths
in G between Yt and Yt′ , or there is a vertex t′′ of T on the path between t and t′ such that
|Yt′′ | < k.
(W4) If t, t′ are distinct vertices of T , then Yt = Yt′ . Further, if t and t′ are adjacent, then either
Yt ⊂ Yt′ or Yt′ ⊂ Yt .
(W5) If t1t2 ∈ E(T ) and Bi (i ∈ {1,2}) is the component of T − t1t2, which does not contain ti , then
Vi =⋃t∈V (Bi) Yt \ Yti = ∅. In particular, if a vertex t ∈ V (T ) has degree d 2 in T , then G − Yt
has at least d connected components.
In [6] it is proved that for any a 3 the following holds. For any positive integers k, a and w there
exists a constant N = N(k,w) such that every 265a-connected graph of tree-width at most w and of
order at least N contains Ka,k as a minor. In order to prove Theorem 1.1 we need to strengthen that
result to the following:
Theorem 3.1. For any positive integers a, k, s and w, there exists a constant N = N(a, s,k,w) such that every
(3a + 1)-connected graph with minimum degree at least 272 (a + 1), of tree-width at most w and of order at
least N, either contains s disjoint Ka,k minors or contains a subdivision of Ka,sk .
The following example shows that connectivity 3a + 1 in Theorem 3.1 is almost best possible.
Proposition 3.2. For every positive integer a, there exist arbitrarily large (3a − 1)-connected graphs of mini-
mum degree 4a − 2 and tree-width 4a − 2 that contain neither Ka,k-subdivision nor a minor isomorphic to a
disjoint copies of Ka,k for k 4a − 1.
Proof. Let C(a,n) be the graph with vertex set V = {(i, j) | 1  i  a, 0  j  n − 1} in which two
distinct vertices (i, j) and (i′, j′) are adjacent if and only if j − j′ is 0 or ±1 modulo n. The degree of
each vertex of C(a,n) is 3a − 1. It can be shown that C(a,n) has tree-width 3a − 1 (when n is large
enough) and that C(a,n) does not contain Ka,k-minors if k > 2a + 1. The proof of these facts can be
found in [6].
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is completely joined to C(a,n). Clearly, C˜(a,n) is (3a − 1)-connected, its minimum degree is 4a − 2
and its tree-width is (3a − 1) + (a − 1) = 4a − 2.
C˜(a,n) has as many vertices as we want; just take suﬃciently large n. Since it has only a − 1
vertices of degree more than 4a − 2, it does not contain a Ka,4a−1-subdivision. If it would contain a
minor isomorphic to a disjoint copies of Ka,k , one of them would be contained in C(a,n) which is not
possible as mentioned above. This contradiction completes the proof. 
We will develop a structure that is similar to that used in [48] and in [6].
First, for any positive integers a, k, s and w , we deﬁne the constants that will be used in the
proofs:
n1 = gn2 , where g = (sk − 1)
(
w + 1
a
)
,
n2 = nw+13 ,
n3 = (2n4)p, where p = 2w+1,
n4 = nq5, where q = 2w(w+1)/2,
n5 = 2sn6,
n6 = (29a + 6)k
(
w + 1
a
)
.
In order to prove Theorem 3.1, let a, k, s, and w be given positive integers. Let G be a (3a + 1)-
connected graph with minimum degree at least 272 (a + 1) and with a tree decomposition (T , Y ) of
width at most w that satisﬁes (W1)–(W5). Further, we assume that |V (G)| N = (w + 1)n1 and that
G has neither s disjoint Ka,k-minors nor a Ka,sk-subdivision.
Claim 3.3. |V (T )| n1 and every vertex of T has degree at most g = (sk−1)
(w+1
a
)
. Consequently, T contains
a path R of length |E(R)| n2 .
Proof. The ﬁrst inequality follows from (W1) and the assumption that |Yt | w+1 for every t ∈ V (T ).
Suppose that t0 ∈ V (T ) has degree at least g . Let C be the set of components of G − Yt0 . By (W5),|C| g . Let C ∈ C and let v be a vertex in C . Since G is a-connected (it is in fact (3a+ 1)-connected),
there exist a internally disjoint paths connecting v with a distinct vertices in Yt0 . Let S(C) be the
union of these paths, and let X(C) be the set of their endvertices in Yt0 . By the Pigeonhole Principle,
there is a set C′ ⊆ C of sk components for which X(C) is the same set of a vertices of Yt0 . Clearly, the
union of S(C) for C ∈ C′ is a subdivision of Ka,sk in G . 
Let us ﬁx a direction of the path R , and for t ∈ V (R), let t′ be the successor of t on R . Let
S¯t = Yt ∩ Yt′ . By (W5), S¯t separates G and since G is (3a+ 1)-connected, | S¯t | 3a+ 1. Also note that,
by (W4), either S¯t = Yt or S¯t = Yt′ .
The next claim enables us to assume that there are arbitrarily many separators S¯t of the same size
and that there is a linkage through all of them. The straightforward proof by induction on the size of
the range of possible values of q can be found in [48] or in [6].
Claim 3.4. There is a subsequence r1, r2, . . . , rn3 of length n3 of the vertices of R such that for some q  1,| S¯ri | = q for i = 1,2, . . . ,n3 , and for every vertex t of R between r1 and rn3 , | S¯t | q.
From now on we replace R by the subpath from r1 to rn3 . Note that q w + 1.
By (W3) and Claim 3.4, there are q disjoint paths in G from Yr1 to Yrn3 . Fix these paths, denote
them by P1, . . . , Pq , and put Z = P1 ∪ · · · ∪ Pq . Since G is 3-connected, these paths can be chosen so
that every Z -bridge in G is attached to at least two of the paths (cf., e.g., [24]), which we assume
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are both in Z , or a subgraph of G consisting of a connected component C of G − Z together with all
edges joining C and Z . The vertices of a Z -bridge B in Z ∩ B are called vertices of attachment of B ,
and we say that B is attached to Z at these vertices.
Denote the subpath of P j with one end in S¯t and the other end in S¯t′ by P j(t, t′) for any
t, t′ ∈ {r1, . . . , rn3 }. Let p1, . . . , pn be a subsequence of r1, . . . , rn3 . The path P j is said to be trivial
if P j(p1, pn) is a single vertex, and it is said to be everywhere nontrivial (almost nontrivial) w.r.t. the
sequence p1, . . . , pn if P j(pi, pi+1) contains at least three (respectively at least two) vertices for ev-
ery i = 1, . . . ,n − 1. The paths P j and Pl are said to be everywhere bridge connected (respectively
everywhere bridge disconnected) with respect to p1, . . . , pn if for every i = 1, . . . ,n − 1, there exists
(respectively does not exist) a Z -bridge which has a vertex of attachment in P j(pi, pi+1) and a vertex
of attachment in Pl(pi, pi+1).
The following claim can be found in [6].
Claim 3.5. There is a subsequence p1, p2, . . . , pn5 of r1, r2, . . . , rn3 of length n5 such that for each j = 1, . . . ,q,
P j(p1, pn5 ) is either trivial or everywhere nontrivial (w.r.t. the subsequence). Moreover, for every pair of
distinct indices j, l ∈ {1, . . . ,q}, P j(p1, pn5 ) and Pl(p1, pn5 ) are either everywhere bridge connected or ev-
erywhere bridge disconnected (w.r.t. the subsequence).
Proof. Clearly, there is a subsequence of r1, . . . , rn3 of length
√
n3 such that the corresponding seg-
ment of P1 is either trivial or everywhere almost nontrivial with respect to the subsequence. By
repeating this argument on the subsequence for P2, . . . , Pq , respectively, we end up with a sequence
of length at least 2n4 such that every path is either trivial or everywhere almost nontrivial. By taking
every second element of this sequence, a subsequence of length n4 satisfying the ﬁrst part of the
claim is obtained. Starting with that subsequence, one can obtain a subsequence of length n5 satis-
fying also the second part of the claim by using similar arguments as above, except that we have to
repeat the subsequence argument
(q
2
)

(w+1
2
)
times. 
Following [6], we introduce the auxiliary graph Γ . It has vertex set V (Γ ) = {P1, . . . , Pq}, and the
paths P j and Pl are adjacent vertices in Γ if they are everywhere bridge connected w.r.t. p1, . . . , pn5 .
Note that at least one of the paths is everywhere nontrivial, say P1. Otherwise, either the set of q
trivial paths would lead to a Kq,sk-subdivision in G or to a small separation in the graph.
Let Γ1 be the induced subgraph of Γ on the everywhere nontrivial paths. Let Γ0 be the connected
component of Γ1 containing P1. Note that Γ0 contains none of the everywhere trivial paths. Without
loss of generality, we can let {P1, . . . , Pq0 } (q0 = |V (Γ0)|) be the paths in V (Γ0).
For i = 1,2, . . . ,n5 − 1, let Zi be the subgraph in G induced by the vertices of segments
P j(pi, pi+1) of the paths in Γ0 between S¯ pi and S¯ pi+1 and by the vertices of all of the Z -bridges
attached to an inner vertex of at least one of these segments.
Deﬁne the set Λ to be the set of vertices of the trivial paths in Γ that are adjacent to a path in Γ0,
the set Zˆ i to be the subgraph of G induced by Zi ∪ Λ and let Si = S¯ pi ∩ (P1 ∪ · · · ∪ Pq0 ). Observe the
change of indexing when passing from S¯ pi to Si ⊆ S¯ pi . See Fig. 1, where Λ consists of two trivial
paths and Zˆ i consists of all vertices, edges and bridges drawn by black lines.
Let r = 25a + 2. For i = 1,2, . . . ,n5 − r, let Hi be the subgraph of G induced by the vertices of⋃r−1
j=0 Zi+ j and Hˆi be induced by the vertices of
⋃r−1
j=0 Zˆ i+ j . Let us observe that, Λ∪ Si ∪ Si+r separates
Hi from the rest of G in G .
Claim 3.6. Since G is a-connected and contains no Ka,sk-subdivision, at most a − 1 trivial paths are adjacent
to Γ0 in Γ .
Proof. Suppose that |Λ| a. For the purpose of this proof, let us say that Hˆi is separable if there is
a separation (Ai, Bi) of Hˆi of order at most a − 1 such that Λ ⊆ Ai and Bi − Ai contains a vertex in
Zi+2a . Suppose that there exists a set I of (sk − 1)
(w+1
a
)+ 1 values of i such that Hˆi is not separable
564 T. Böhme et al. / Journal of Combinatorial Theory, Series B 99 (2009) 557–582Fig. 1. Deﬁnition of the subgraph Zˆ i
for i ∈ I and such that any two distinct elements i, j ∈ I differ by at least r + 1 = 25a + 3. Since
Hi ∩ H j = ∅ whenever |i − j| r + 1, the corresponding graphs Hi (i ∈ I) are pairwise disjoint.
For each i ∈ I , choose a internally disjoint paths in Hˆi from a vertex in Zi+2a to a distinct vertices
in Λ. Such paths exist by Menger’s theorem since Hˆi is not separable. By the Pigeonhole Principle,
there is a subset of sk of such subgraphs Hˆi whose a paths end up at the same a-tuple of vertices
in Λ. Clearly, the internally disjoint paths in these sk subgraphs form a subdivision of Ka,sk . This
contradiction shows that Hˆi is separable for all but at most (r + 1)(sk − 1)
(w+1
a
)
values of i.
Since n5 − r > (r + 1)(sk − 1)
(w+1
a
)
, there is an i such that Hˆi is separable. Let (Ai, Bi) be a
corresponding separation chosen so that Bi − Ai is connected. Since |Ai ∩ Bi |  a − 1, there exists
p ∈ Λ such that p ∈ Ai − Bi . Similarly, we see that there exist j, l where 1 j < 2a and 2a < l  4a
such that neither Zi+ j nor Zi+l contains a vertex in Ai ∩ Bi . Since Zˆ i+ j − (Ai ∩ Bi) is a connected
subgraph of Hˆi that contains p, we conclude that Zi+ j ⊆ Ai − Bi . Similarly, we see that Zi+l ⊆ Ai − Bi .
Let us pick a vertex q ∈ (Bi − Ai)∩ Zi+2a . By the connectivity of G there are a internally disjoint paths
from q to p in G . At most a − 1 of these paths are contained within Hˆi , since (Ai, Bi) is a separation
of order at most a − 1, and p ∈ Ai − Bi , q ∈ Bi − Ai . Each of the additional paths from p to q cannot
enter Ai before leaving Hˆi . However, in order to leave Hˆi , the path must pass through Zi+ j ∪ Zi+l ,
which are contained in Ai . This contradiction completes the proof. 
An immediate corollary of Claim 3.6 is
Claim 3.7. Since G is 3a-connected, q0 = |V (Γ0)| a + 1.
Proof. Since the 2q0 vertices in Si ∪ Si+r together with at most a−1 vertices of trivial paths adjacent
to Γ0 in Γ separate the graph G , we have 2q0 + (a − 1) 3a. This implies that q0  a + 1. 
Claim 3.8. Let T0 be a spanning tree of Γ0 . Since q0  a+ 1, there are vertices t0, t1, . . . , ta of T0 such that for
l = 0, . . . ,a, the vertex tl has degree 1 or 0 in the subtree T0 \ {t0, . . . , tl−1}.
For X ⊆ {1, . . . ,q0}, we deﬁne X(i) = {Px ∩ Si | x ∈ X} as the set of vertices in Si that lie on the
paths whose indices are in X .
Claim 3.9. Let X, Y ⊆ {1, . . . ,q0}, where |X | = |Y | = a + 1. If j  i + 4a + 4, then Zi ∪ Zi+1 ∪ · · · ∪ Z j−1
contains a + 1 disjoint paths connecting X(i) with Y ( j).
Proof. Let T0 be a spanning tree of Γ0, let t0, . . . , ta be as stated in Claim 3.8, and let U = {t0, . . . , ta}.
We will identify the elements of X and Y with the corresponding vertices of T0.
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an enumeration x0, . . . , xa of elements of X such that for l = 0, . . . ,a, the distance from xl to tl in T0
is minimum among all elements of X \ {x0, . . . , xl−1}.
In Zi we start at X(i) and follow the paths Pl (l ∈ X \ {x0}) until reaching Si+2. The path Px0 is
re-routed to Pt0 as follows. In Zi , we use Z -bridges corresponding to the edges on the path in T0
from x0 to t0 to get a path from Px0 to Pt0 , and then we follow Pt0 through all the remaining parts
Zi+1, . . . , Zi+2a+1 to reach U (i + 2a + 2). Since x0 was selected as a vertex that is closest to t0 in T0,
the resulting path does not intersect other paths Pl within Zi ∪ Zi+1. In the following two parts,
Zi+2 ∪ Zi+3, we repeat the process with the remaining paths. All of them, except Px1 , just follow
the paths Pl , while Px1 is re-routed to Pt1 within Zi+2 (using bridges corresponding to the edges
on the (x1, t1)-path in T0), and afterwards it just follows Pt1 to reach U (i + 2a + 2). By the choice
of x1, the re-routed path does not intersect other paths. Since x0 was selected as a leaf, the re-routed
path cannot intersect Pt0 . This process is repeated for the remaining paths, Px j being re-routed in
parts Zi+2 j and Zi+2 j+1. Re-routing never intersects the subsequent paths since x j was selected to
be closest to t j in T0, and does not intersect with any of the previous ones (namely Pt0 , . . . , Pt j−1 )
since t0, . . . , ta have been selected according to Claim 3.8. Therefore the process yields desired paths
to U (i + 2a + 2).
In the same way we can connect Y ( j) with U ( j − 2a − 2) in Z j−1 ∪ · · · ∪ Z j−2a−2 (going in the
“backwards” direction). Since i + 2a+ 1< j − 2a− 2, we can link U (i + 2a+ 2) with U ( j − 2a− 2) so
that the resulting collection of a + 1 paths from X(i) to Y ( j) are pairwise disjoint. 
We shall prove that every subsequence of length n6 of our sequence p1, . . . , pn5 gives rise to a
Ka,k-minor in the union of the corresponding subgraphs Hi . This will show that there are s disjoint
Ka,k-minors in G . Therefore, it suﬃces to consider the initial subsequence for i = 1, . . . ,n6 and prove
that there is a Ka,k-minor.
Claim 3.10. If the minimum degree of G is at least 272 (a+1), then the average degree of Hi is at least 252 (a+1).
Proof. By Claim 3.6, every vertex in Hi − (Si ∪ Si+r) has at least 272 (a + 1) − (a − 1) = 252 (a + 1) + 2
neighbors in Hi . Therefore, if h is the number of vertices of Hi , the average degree of Hi is at least
1
h
(
25
2
(a + 1) + 2
)
(h − 2q0). (1)
Since h rq0, we have
h − 2q0
h
 1− 2
r
= 25a
25a + 2 . (2)
Now, (1) and (2) easily imply the conclusion of the claim. 
From now on we assume that the minimum degree of G is at least 272 (a + 1) and that G is
(3a + 1)-connected. By Corollary 2.3 and Claim 3.10 we conclude:
Claim 3.11. For every i = 1, . . . ,n6 , Hi contains an (a + 1)-linked subgraph Mi .
Claim 3.12. For every i = 1, . . . ,n6 , there are 2a+2 pairwise disjoint paths Q 0, . . . , Qa and Q ′0, . . . , Q ′a in Hi
such that the following properties hold:
(a) For l = 0, . . . ,a, the path Q l starts in Mi and ends in Si+r .
(b) For l = 0, . . . ,a, the path Q ′l starts in Si and ends in Mi .
Proof. Let Z ′ = ⋃q0j=1(P j ∩ Hi) be the union of segments of the paths P j in Hi . We shall consider
a set W of 2a + 2 disjoint paths in Hi joining Mi with Si ∪ Si+r such that:
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W∈W E(W ) \ E(Z ′) is minimum.
(ii) Let nL be the number of paths in W ending in Si , and let nR be the number of paths in W
ending in Si+r . Subject to (i), we assume that |nL − nR | is minimum.
By Claim 3.6, |Λ| a− 1. Since G is (3a+ 1)-connected, G −Λ is (2a+ 2)-connected. By applying
Menger’s theorem to G −Λ, we see that such a collection of paths W exists in G −Λ. Since Λ∪ Si ∪
Si+r separates Hi from G − Hi , these paths are contained in Hi . Let us observe that some of the paths
may be trivial since Mi may contain vertices in Si ∪ Si+r .
Observe that every W ∈ W hits Si ∪ Si+r on some path P j , and we will examine these P j in turn
to see how much the W ’s ending on them contribute to nL and nR .
If a path P j intersects at least two paths in W , let W and W ′ be the paths whose intersections are
as close as possible (on P j) to Si and Si+r , respectively. If W = W ′ , suppose that the intersection u
of W with P j nearest Si (say) comes before the intersection nearest Si+r . Let us replace the segment
of W from u to Si ∪ Si+r with the segment P j(Si,u) of P j . This yields a contradiction to (i) and
shows that W = W ′ , since by the assumption that W is not the only path in W which P j meets,
W cannot simply follow P j to Si+r , but contains an edge not in Z ′ after the vertex u. The same
argument applied to W and to W ′ shows that W ends at P j ∩ Si and that W ′ ends at P j ∩ Si+r . In
this way, P j contributes one to both nL and nR .
Suppose the path P j intersects precisely one path W ∈ W . In this case, we can elect to have W
ending at P j ∩ Si or at P j ∩ Si+r by following the path P j . This implies that the value |nL −nR | in (ii)
can be made to be zero or one. However, since nL +nR = 2a+2 is even, we conclude that nL −nR = 0.
Now let the a + 1 paths in W that end in Si be called Q ′0, . . . , Q ′a and the a + 1 paths in W that
end in Si+r be called Q 0, . . . , Qa . This completes the proof. 
Deﬁne α = r + 4a + 4 and for t = 1, . . . ,ak set it = 1+ (t − 1)α. Observe that iak  n6 − r.
We shall now construct disjoint paths P◦l (l = 0, . . . ,a) from S1 to Sn6 satisfying the following
additional condition. For t = 1, . . . ,ak, the subgraph Zit+r+1 contains a path Dt which connects P◦0
with P◦j , where j ∈ {1, . . . ,a} is congruent to t modulo a and Dt is internally disjoint from the paths
P◦l . Having such a collection of paths, a Ka,k-minor is easily constructed. First, by contracting the
paths P◦l for l = 1, . . . ,a, we get a vertices that will play the role of the vertices of degree k in the
Ka,k-minor. To get the vertices of the other class, we divide P◦0 into k segments, each containing
parts of the path in subgraphs Zit+r+1 for a consecutive values of t . By contracting each of these k
segments of P◦0 , the paths Dt can be used to get the desired Ka,k-minor.
It remains to see how to obtain the paths P◦l and Dt . In each Hit we take a + 1 paths joining Sit
with Sit+r and passing through the (a+ 1)-linked subgraph Mit . They can be obtained by Claim 3.12:
by using paths Q ′0, . . . , Q ′a we join Sit with Mit , and by using Q 0, . . . , Qa we join Mit with Sit+r .
Since Mit is (a + 1)-linked, the endvertices of Q ′0, . . . , Q ′a in Mit can be linked to the endvertices of
Q 0, . . . , Qa in Mit . At this moment we do not yet specify which vertex is actually linked to which one
under this linkage, since we will need this freedom in order to prove that appropriate paths Dt exist.
Claim 3.9 can be used to link the ends of the paths Q 0, . . . , Qa in Sit+r with the initial vertices
in Sit+1 of the paths constructed in Hit+1 , t = 1, . . . ,ak − 1. In the subgraph Zit+r+1, there exists a
path Dt joining two of the constructed paths. Now, the linkage in Mit can be chosen in such a way
that Dt will connect P◦0 with P◦j , where j ∈ {1, . . . ,a} is congruent to t modulo a. This gives rise to
appropriate paths.
This completes the proof of Theorem 3.1.
4. The Excluded Minor Theorem
In the next section, we shall consider the case when the tree-width is arbitrarily large. We shall
make use of Robertson–Seymour’s Excluded Minor Theorem [61] which describes the structure of
graphs that do no contain a given graph as a minor. Robertson and Seymour proved a strengthened
version of that theorem that gives a more elaborate description of the structure in [60]. This strength-
ened version, which is the main subject of this section, enables us to apply a method when ﬁnding
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minors in a vortex structure that is similar to the method used in Section 3 in the bounded tree-width
case.
First we need some deﬁnitions. Let us deﬁne an r-wall as a graph which is isomorphic to a subdi-
vision of the graph Wr deﬁned as follows. We start with vertex set V = {(i, j) | 1 i  r, 1 j  r},
and make two vertices (i, j) and (i′, j′) are adjacent if and only if one of the following possibilities
holds:
(1) i′ = i and j′ ∈ { j − 1, j + 1}.
(2) j′ = j and i′ = i + (−1)i+ j .
Some of the vertices of this graph can have degree 1. After deleting them, we get the graph Wr which
is 2-connected; see Fig. 2 showing the 10-wall W10.
A surface is a compact connected 2-manifold (with or without boundary). The components of the
boundary are called the cuffs.
Let (T , Y ) be a tree decomposition of a graph G . We deﬁne the adhesion of the tree decomposition
(T , Y ) as max |Yt ∩ Yt′ | taken over all edges tt′ ∈ E(T ). It is easy to see that for every tree decompo-
sition (T0, Y0) of G there exists a tree decomposition (T , Y ) of G , which has the same width and not
larger adhesion than (T0, Y0) and satisﬁes conditions (W4) and (W5) stated in Section 3. We cannot
assume the same for condition (W3), but this condition will be satisﬁed when needed.
4.1. Vortex structure
Let G be a graph and let W = {w0, . . . ,wn}, n = |W |−1, be a linearly ordered subset of its vertices
such that wi precedes w j in the linear order if and only if i < j. The pair (G,W ) is called a vortex of
length n, W is the society of the vortex and all vertices in W are called society vertices. Suppose that
for i = 0, . . . ,n, there exist vertex sets, called parts, Xi ⊆ V (G), with the following properties:
(V1) Xi ∩ W = {wi,wi+1} for i = 0, . . . ,n, where wn+1 = wn ,
(V2)
⋃
0in Xi = V (G),
(V3) every edge of G has both endvertices in some Xi , and
(V4) if i  j  k, then Xi ∩ Xk ⊆ X j .
Then the family (Xi | i = 0, . . . ,n) is called a vortex decomposition7 of the vortex (G,W ). The width of
the vortex decomposition is the maximum of {|Xi| | i = 0, . . . ,n}.
For i = 1, . . . ,n, denote by Zi = (Xi−1 ∩ Xi) \ W . The adhesion of the vortex decomposition is
the maximum of |Zi |, for i = 1, . . . ,n. The vortex decomposition is linked if for i = 1, . . . ,n − 1, the
7 Robertson and Seymour assume circular ordering of the society and deﬁne the vortex decomposition by “cyclically” ar-
ranging the sets Xi . For our purpose, the linearized version is more convenient; one can easily come from one to another as
explained at the end of Appendix A.
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Zi+1. Clearly, in that case |Zi | = |Zi+1|, and the paths corresponding to Zi ∩ Zi+1 are trivial. Note that
(V1) and (V3) imply that there are no edges between nonconsecutive society vertices of the vortex.
Let us remark that every vortex (G,W ), in which wi,w j are non-adjacent for |i − j|  2, admits a
linked vortex decomposition; just take Xi = (V (G) \ W ) ∪ {wi,wi+1}.
The width of the vortex is the minimum width taken over all decompositions of the vortex, and the
(linked) adhesion of the vortex is the minimum adhesion taken over all (linked) decompositions of the
vortex. Let us observe that in a linked decomposition of adhesion q, there are q disjoint paths linking
Z1 with Zn in G − W .
4.2. Near embeddings
Let G0 be a graph. Suppose that (G1,G2) is a separation of G of order t  3, i.e., G0 = G1 ∪ G2,
where G1 ∩ G2 = {v1, . . . , vt} ⊂ V (G0), 1  t  3, V (G2) \ V (G1) = ∅. Let us replace G0 by the
graph G ′ , which is obtained from G1 by adding all edges vi v j (1  i < j  t) if they are not al-
ready contained in G1. We say that G ′ has been obtained from G0 by an elementary reduction and
that the vertices v1, . . . , vt have been involved in this elementary reduction. If t = 3, then the 3-cycle
T = v1v2v3 in G ′ is called the reduction triangle. Every graph G ′′ that can be obtained from G0 by a
sequence of elementary reductions is a reduction of G0.
Let H be an r-wall in the graph G0 and let G ′′ be a reduction of G0. We say that G ′′ captures H if
for every elementary reduction used in obtaining G ′′ from G0, at most one vertex of degree 3 in H is
deleted. (With the above notation, G2 \ G1 contains at most one vertex of degree 3 in H .)
If H is a wall in a graph G0, we say that the pair (G0, H) can be embedded in a surface Σ up to
3-separations if there is a reduction G ′′ of G0 such that G ′′ has an embedding in Σ in which every
reduction triangle bounds a face of length 3 in Σ and G ′′ captures H .
Lemma 4.1. Suppose that G ′′ is a reduction of the graph G0 and that G ′′ captures an r-wall H in G0 . Then G ′′
contains an (r + 1)/3-wall, all of whose edges are contained in the union of H and all edges added to G ′′
when performing elementary reductions.
Proof. Let H ′ be the subgraph of the r-wall H obtained by taking every third row and every third
“column.” See Fig. 2 for an explanation. It is easy to see that for every elementary reduction we can
keep a subgraph homeomorphic to H ′ by replacing the edges of H ′ which may have been deleted
by adding some of the edges vi v j . The only problem would occur when we lose a vertex of degree
3 and when all vertices v1, v2, v3 involved in the elementary reduction would be of degree 3 in H ′ .
However, this is not possible since G ′′ captures H . 
Let G be a graph, H an r-wall in G , Σ a surface, and k 0 an integer. We say that the pair (G, H)
can be k-nearly embedded in Σ if there is a set of at most k cuffs C1, . . . ,Cb (b  k) in Σ , and there
is a set A of at most k vertices of G such that G − A can be written as G0 ∪ G1 ∪ · · · ∪ Gb where
G0, . . . ,Gb are edge-disjoint subgraphs of G and the following conditions hold:
(N1) H is an r-wall in G0, and (G0, H) can be embedded in Σ up to 3-separations, with G ′′ being
the corresponding reduction of G0.
(N2) If 1 i < j  b, then V (Gi) ∩ V (G j) = ∅.
(N3) Wi = V (G0) ∩ V (Gi) = V (G ′′) ∩ Ci for every i = 1, . . . ,b.
(N4) For every i = 1, . . . ,b, the pair (Gi,Wi) is a vortex of adhesion less than k, where the ordering
of Wi is consistent with the (cyclic) order of these vertices on Ci .
The vertices in A are called the apex vertices of the k-near embedding. The subgraph G0 of G
is said to be the embedded subgraph with respect to the k-near embedding and the decomposition
G0,G1, . . . ,Gb . The pairs (Gi,Wi), i = 1, . . . ,b, are the vortices of the k-near embedding. The vortex
(Gi,Wi) is said to be attached to the cuff Ci of Σ containing Wi .
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The Excluded Minor Theorem [61, Theorem 1.3] in its best known form says the following: For
every graph R, there exists an integer k  0 such that every graph that does not contain R as a minor can
be obtained by clique sums of order at most k from graphs, each of which can be k-nearly embedded in some
surface, in which R cannot be embedded. We refer to Diestel’s book [9] for more details.
Although this form of the Excluded Minor Theorem is best known, almost all of the proof of Graph
Minor Theorem is devoted to the proof of a more elaborate version. In this version, one possible
outcome is a bounded tree-width structure. On the other hand, if the tree-width is large, the given
R-minor-free graph G contains a large wall W . Moreover, roughly speaking, the whole graph G can
be described as a graph G0 embedded (up to 3-separations) in some surface S , in which R cannot be
embedded, and the wall W (or a large subwall of W ) is contained in G0 and is embedded inside a
disk in S (cf. Lemma 4.3). The rest of the graph G is attached to a bounded number of faces and has
a structure of vortices with bounded linked adhesion. In addition to this, there is a bounded number
of apex vertices, whose behavior cannot be controlled.
We can now state the strengthened version of the Excluded Minor Theorem of Robertson and
Seymour [60] including the tree-structure, linked vortices, and a wall captured in a surface. Actually,
Theorem 4.2 given below is not stated in [60] in a form similar to ours. Because of a rather different
language used in [60], we provide an appendix in which we address how Theorem 4.2 can be derived
from the main results (9.8) and (13.4) in [60].
Theorem 4.2. For every graph R, there is a positive integer α such that for every positive integer r, there exists
a positive integer w = w(R, r) such that every G not containing R as a minor either has tree-width at most
w, or contains an r-wall H such that (G, H) has an α-near embedding in some surface Σ in which R cannot
be embedded.
An additional remark can be made at this point:
Lemma 4.3. It may be assumed that the r-wall H in Theorem 4.2 is contained in the reduction G ′′ of the
embedded part G0 and that H is planarly embedded in Σ , i.e., every cycle in H is contractible in Σ and the
outer cycle of H bounds a disk in Σ that contains H.
Proof. By Lemma 4.1, we may assume that H is contained in G ′′ , so we may consider cycles of H as
being simple closed curves on the surface Σ .
Observe that the cycle space of the graph H is generated by the facial 6-cycles of its planar em-
bedding. If all these cycles are contractible in Σ , then an r/2-subwall of H is planarly embedded
in Σ . If more than 171g of the facial 6-cycles of H are noncontractible in Σ , where g is the Euler
genus of Σ , then there are 9g such cycles, F1, . . . , F9g , such that any two of them are at distance
at least 3 in H . This implies, in particular, that H − (F1 ∪ · · · ∪ F9g) is connected and hence no four
cycles among F1, . . . , F9g are homotopic. Consequently, F1, . . . , F9g contains a subfamily of 3g cycles,
no two of which are homotopic. However, this is not possible as shown in [45, Proposition 4.2.6].
Hence, at most 171g of the 6-cycles of H are noncontractible. Thus H contains a large subwall that is
planarly embedded. We can take this subwall instead of H . This completes the proof. 
5. The large tree-width case
In this section we complete the proof of our main result, Theorem 1.1. We will make use of Theo-
rem 4.2. We let R = sKa,k , and apply Theorem 4.2 to G , R and a large value of r that will be speciﬁed
later. We let w = w(sKa,k, r), Σ , H , and α = α(a, s,k) be the quantities from Theorem 4.2. By taking
large enough w , we may assume that r is as large as we want.
We shall use the notation introduced in Section 4. In particular, we let G0 be the embedded
subgraph of G , and G ′′ be the corresponding reduction of G0. Since R cannot be embedded in Σ , the
Euler genus of Σ is less than sak. This follows from the fact that the Euler genus of Ka,k is equal
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captures H , we may assume by Lemma 4.1 that |G ′′| =: N ′  r2/10 is as large as we want. Let A be
the set of apex vertices. Suppose that each vortex has linked adhesion at most α and that there are
b  α vortices.
Now, we deﬁne the constants that will be used in the proofs:
n1 = 12
(
ask + 4sk
(
α
a
)
+ αn22
)
,
n2 = n2α+13 ,
n3 = 3a(2n4)p, where p = 22α+1,
n4 = (3n5)q, where q = 2α(2α+1),
n5 = 16(a + 1)sk
(
2α
a
)
.
From now on we assume that r is large enough to guarantee that N ′  r2/10 n1. In the rest of
our proof, we also assume that G is (3a + 2)-connected counterexample to Theorem 1.1 and that the
minimum degree of G is at least 312 (a + 1) − 3.
In this section we shall sometimes abuse terminology and speak of paths in a set U (usually a
subgraph or just a vertex set), but will always mean paths in the subgraph of G induced by the
vertices in U .
First, we will show that only a bounded number of vertices of G ′′ have a or more neighbors in
G − G ′′ .
Claim 5.1. There are at most (sk − 1)(αa) vertices of G ′′ that can have a or more neighbors in A.
Proof. Otherwise, by the Pigeonhole Principle, there is a vertex set C ⊆ V (G ′′) with |C | sk such that
each vertex in C has a common neighbors in A. But this gives Ka,sk as a subgraph of G ′′ . None of the
edges of this subgraph are those edges added to G ′′ when performing elementary reductions. Thus G
contains Ka,sk as a subgraph, a contradiction. 
Claim 5.2. There are at most 3(sk− 1)(αa) vertices of G ′′ that have been involved in the elementary reductions
yielding the embedded subgraph G ′′ from G0 .
Proof. The argument is similar to the one used in the proof of Claim 5.1. Suppose that we have made
t elementary reductions in order to obtain G ′′ from G0. Let G(i)1 and G
(i)
2 be the graphs used in the
ith elementary reduction, i = 1, . . . , t . We may assume that vertex sets V (G(i)2 ) \ V (G(i)1 ) removed in
these reductions are pairwise disjoint. Let vi ∈ V (G(i)2 ) \ V (G(i)1 ). Since G is (a + 3)-connected, there
exist a + 3 internally disjoint paths connecting vi with a vertex v ′i in V (G(i)1 ) \ V (G(i)2 ). At most three
of these paths reach v ′i through vertices in V (G
(i)
1 )∩ V (G(i)2 ), so at least a of them go through A. They
give rise to a collection of a paths joining vi with distinct vertices in A, and these paths are contained
in A∪ V (G(i)2 ) \ V (G(i)1 ). If more than 3(sk−1)
(α
a
)
vertices of G ′′ have been involved in the reductions,
then t > (sk − 1)(αa). By the Pigeonhole Principle, there is a set of sk indices i1, . . . , isk such that their
a-tuple of paths end in the same a-tuple of vertices in A. Clearly, these paths determine a subdivision
of Ka,sk in G . 
We shall prove that there is a large vortex with some special properties, which will enable us
to apply similar arguments as used in Section 3. We say that a society vertex v ∈ Ci is essential
if degG ′′(v)  4. We say that the vortex (Gi,Wi) attached to the cuff Ci is n-wide if it contains n
essential society vertices w1, . . . ,wn ∈ Wi that appear in this order in Wi , and there is a path P
in G ′′ and there are disjoint paths Q 1, . . . , Qn in G ′′ , where Q j ∩ P is a single vertex w ′j and Q j joins
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is allowed to use inessential society vertices of the same vortex.
Claim 5.3. There exists an n2-wide vortex.
Proof. For each cuff Ci (1  i  b), let Li be the set of all essential society vertices in Ci . By
Lemma 4.3, there is a large wall H ⊆ G ′′ that is planarly embedded in Σ . In particular, the outer
cycle Q of this wall bounds a disk in Σ which contains H .
If for some i, there are at least n22 disjoint paths from Li to Q , then we are done since by
the famous theorem of Erdo˝s and Szekeres [17], there are at least n2 essential society vertices
w1, . . . ,wn2 ∈ Wi which appear in Wi in the given order, and such that the ends of the corresponding
disjoint paths linking {w1, . . . ,wn2 } with Q appear in the same order on Q .
Otherwise, by Menger’s theorem, for each i, there is a separation (Ii, J i) of order at most n22 − 1
such that J i contains all the vertices in Li and Q ⊆ Ii . Let G ′′1 be the graph obtained from G ′′ by
deleting J i − Ii for all i. Then G ′′1 −
⋃b
i=1( J i ∩ Ii) has no essential society vertices. Since Q ⊆ G ′′1, the
subgraph G ′′1 also contains the disk bounded by Q (assuming all separations (Ii, J i) are of minimal
order). Therefore, G ′′1 contains the whole wall H .
Hence, G ′′1 has at least N ′′  r2 vertices. By Claims 5.1 and 5.2, at least N ′′ −4(sk−1)
(α
a
)−b(n22 −1)
vertices have degree at least 312 (a+1)−3− (a−1) in G ′′1. On the other hand, the surface Σ has Euler
genus at most sak, and hence, by Euler’s formula, G ′′1 has at most 3N ′′ + 3sak/2 edges. This yields a
contradiction. 
Let (G1,W1) be an n2-wide vortex. Let w1, . . . ,wn2 be the corresponding essential society vertices,
and let Q i be disjoint paths joining wi with the path P from the deﬁnition of n2-wide vortex, i =
1, . . . ,n2. The vortex (G1,W1) has a linked vortex decomposition. If the linked adhesion is q, let
P1, . . . , Pq be the corresponding paths, and let P0 be the tree, which is composed of P together with
all paths Q i . After contractiong each Q i to a point, we can think of P0 as the path with vertices
w1, . . . ,wn2 and think of it as being contained in G1. However, we do not perform these contractions
in order not to affect the connectivity. The contractions are made only when referring to certain
minors in G . It is worth noting, that although the paths Q i might intersect other (non-essential)
society vertices, they do not interfere with the paths P j since these do not intersect the society. Also,
from now on, we will only be interested in minors within the vortex, so making contractions of all
of the paths Q i will be admissible. There will be only one case, when we shall get a subdivision (and
not a minor) of Ka,sk , but in that case P0 will not be used. We let Z = P0 ∪ · · · ∪ Pq .
It turns out that it is convenient to treat apex vertices as being contained in the vortex. This is
achieved by adding A to G1 and adding all A into every part Xi of the linked vortex decomposition
of (G1,W1). Each added vertex then determines a (trivial) path in the linked vortex decomposition
of the extended vortex. This increases the adhesion at most by α. We assume that this change to the
vortex has been made and hence its adhesion is bounded by 2α. In particular, we have q 2α.
Similarly as in Section 3 (cf. Claims 3.4 and 3.5), we consider a subset of essential society vertices,
{wp | p ∈ I} of cardinality n5 such that the following conditions hold:
(a) I = {p1, . . . , pn5 }, where 1< p1 < p2 < · · · < pn5 < n2.
(b) For j = 0, . . . ,q, either P j(p1 − 1, pn5 + 1) is a single vertex (in which case we say that P j is a
trivial path), or all segments P j(pi − 1, pi + 1) (i = 1, . . . ,n5) are mutually disjoint (in which case
we say that P j is nontrivial). However, we do not request that P j(pi − 1, pi + 1) contains more
than one vertex. Let us observe that all paths corresponding to the apex vertices are trivial and
that P0 is nontrivial.
(c) Any two paths P j, Pl are either everywhere bridge connected or everywhere bridge disconnected. This
means that for all (or for none) of the values i = 1, . . . ,n5, there is a Z -bridge in G1 that is
attached to P j(pi − 1, pi + 1) and to Pl(pi − 1, pi + 1).
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We also introduce the following notation which is similar (but not identical) to the one used in
Section 3. We let Zi be the subgraph of G1 consisting of the segments of paths, Z(i) =⋃qj=0 P j(pi −1,
pi + 1), together with all Z -bridges in G1 that have all their vertices of attachment in Z(i).
By using property (c), we deﬁne the auxiliary graph Γ and we let Γ0 be the subgraph consisting
of the connected component containing P0 of the graph obtained from Γ after deleting its vertices
corresponding to the trivial paths. We assume that V (Γ0) = {P0, . . . , Pq0 }.
As in Section 3, we introduce the graph Hˆi ⊆ Zi which consists of all segments P j(pi − 1, pi + 1),
for j = 0, . . . ,q0, together with all Z(i)-bridges in Zi that are attached to at least one of the paths
P0, . . . , Pq0 . Observe that Hˆi may contain vertices of trivial paths, but the only nontrivial paths par-
ticipating in Hˆi are P0, . . . , Pq0 . Let us denote by Aˆ the set of trivial paths in Hˆi . (Note that Aˆ is the
same for all values of i.) Finally, we deﬁne Hi = Hˆi − Aˆ as the induced subgraph of Hˆi obtained by
deleting the trivial paths.
For easier notation, we also introduce vertices zi = wpi . Let z−i and z+i be the society vertices in
W1 which are immediately preceding and succeeding (respectively) zi in W1. Let us observe that z
−
i
is not necessarily equal to wpi−1 since the essential society vertices w1, . . . ,wn5 are only a subset
of W1. Let Xl (l = 1,2, . . .) be the parts of the original linked vortex decomposition of (G1,W1) and
consider the consecutive parts Xl−2, Xl−1, Xl, Xl+1, where l = pi . By the vortex axiom (V1) we see
that z−i ∈ Xl−2 ∩ Xl−1, zi ∈ Xl−1 ∩ Xl , and z+i ∈ Xl ∩ Xl+1. We shall make use of the following subsets
of V (Hˆi):
Si = Aˆ ∪
(
V (Hˆi) ∩ Xl−1 ∩ Xl
)
,
S−i = Aˆ ∪
(
V (Hˆi) ∩ Xl−2 ∩ Xl−1
)
, and
S+i = Aˆ ∪
(
V (Hˆi) ∩ Xl ∩ Xl+1
)
.
Let us observe that, unlike in Section 3, Si , S
−
i , and S
+
i need not be disjoint in V (Hi). All we can
say is that zi ∈ Si \ (S−i ∪ S+i ) and that Hi ∩ H j = ∅ if i = j. However, it is important to note that Hi
contains only three society vertices, namely z−i ∈ S−i , zi ∈ Si , and z+i ∈ S+i .
The deﬁnition of Hi is illustrated in Fig. 3, where Hi and Hi+1 are the subgraphs of G1 shown by
darker shading. The vertices on the left of Hi form S
−
i and its vertices on the right side form S
+
i . In
this ﬁgure we have a vertex denoted by r which is in common to S−i and S
+
i . The vertex denoted by
x is one of the trivial paths and belongs to Aˆ = V (Hˆi) \ V (Hi).
Unfortunately, we cannot easily prove an analogue of Claim 3.6. Instead, we will be satisﬁed with
the following weaker statement.
Claim 5.4. For all but at most 6(sk − 1)(2αa ) values of i ∈ {1, . . . ,n5}, the following holds:
(a) Each vertex v ∈ V (Hi) has at most a neighbors in S−i ∩ Hi and at most a neighbors in S+i ∩ Hi .
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Proof. If u ∈ V (Hi) is adjacent to a + 1 vertices in S−i ∩ Hi or to a + 1 vertices in S+i ∩ Hi , then a of
these neighbors lie on distinct everywhere nontrivial paths P i1, . . . , P
i
a , where u /∈ P i1 ∪ · · · ∪ P ia . If this
happens for more than (sk − 1)(αa) values of i, there are sk values of i for which the a-tuple of paths
P i1, . . . , P
i
a is the same. It is easy to see that this gives rise to s disjoint Ka,k-minors in G .
Same argument as above shows that if zi has a or more neighbors in Aˆ for more than (sk− 1)
(2α
a
)
different values of i, then we get Ka,sk as a subgraph in G1.
From now on, we exclude all those values of i for which the vertex zi either has more than a
neighbors in S−i ∩ Hi , has more than a neighbors in S+i ∩ Hi , or has at least a neighbors in Aˆ, or if zi
has been involved in an elementary reduction. By Claim 5.2 at most 3(sk − 1)(αa) vertices have been
involved in the elementary reductions and hence we exclude less than 6sk
(2α
a
)
indices i.
Let us consider any of the remaining values of i. Since the society vertex zi is essential, it has
degree more than 3a in Hˆi . As assumed above, zi has at most a neighbors in S
−
i ∩Hi , at most a neigh-
bors in S+i ∩ Hi , and at most a − 1 neighbors in Aˆ. Therefore, zi has a neighbor vi in Hi − S−i − S+i .
If there are a internally disjoint paths in Hˆi from vi to distinct trivial paths in Aˆ, and this happens
for more than (sk − 1)(2αa ) values of i, then we get a subdivision of Ka,sk . Consequently, there is a
separation (Ai, Bi) of Hˆi of order at most a− 1 such that vi ∈ Bi − Ai (hence vi ∈ Bi − Ai − S−i − S+i ),
and Aˆ ⊆ Ai . This completes the proof. 
From now on we only consider those values of i for which the properties (a) and (b) of Claim 5.4
hold.
Claim 5.5. q0  a + 1.
Proof. Let us consider the vertex vi ∈ Bi − Ai − S−i − S+i which is adjacent to zi . The vertices in
S = (Ai ∩ Bi) ∪ (S−i ∩ Hi) ∪ (S+i ∩ Hi) ∪ {zi} separate vi from G0 in G . Therefore, |S| 3a + 2 since G
is (3a+ 2)-connected. Since |Ai ∩ Bi | a− 1, it follows that |S| a− 1+ |S−i ∩ Hi | + |S+i ∩ Hi | + 1=
2q0 + a. Combining the two bounds on |S| implies that q0  a + 1. 
The last claim can be used to prove an analogue of Claim 3.9.
Claim 5.6. Bi − Ai − S−i − S+i − zi contains an (a + 1)-linked subgraph Mi .
Proof. We will apply Corollary 2.3 to the graph Li = Bi − Ai − S−i − S+i − zi . First of all, let us observe
that every vertex v ∈ V (Li) has degree at least 312 (a + 1) − 3 in G and has at most 3a − 1 neighbors
in Ai ∪ (S−i ∩ Hi) ∪ (S+i ∩ Hi) by Claim 5.4. If v has a neighbor u /∈ V (Hi), then u ∈ Aˆ, so u ∈ Ai .
Consequently, v has at most 3a neighbors in Ai ∪ S−i ∪ S+i ∪ {zi}. Hence the degree of v in Li is at
least 312 (a + 1) − 3− 3a = 252 (a + 1). We conclude that |E(Li)| 254 (a + 1)|V (Li)|. Since vi ∈ V (Li), Li
is a nonempty graph and its order is obviously at least the degree of vi . This shows that Corollary 2.3
can be applied to Li , and we conclude that Mi exists. 
Finally, we construct s disjoint Ka,k-minors in the same way as in Section 3. The only difference is
that we take 2a+2 paths Q 0, . . . , Qa, Q ′0, . . . , Q ′a from Mi to S−i ∪ S+i in the graph G1 − zi − (Ai ∩ Bi),
and therefore we need connectivity 3a + 2 instead of 3a + 1 because of the additionally removed
vertex zi .
This completes the proof of Theorem 1.1.
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If we only consider just one Ka-minor, then our proof of Theorem 1.1 actually gives the following.
Theorem 6.1. For every positive integer a, there exists a constant N(a) such that every 2(a + 1)-connected
graph of minimum degree at least 29(a+1)2 and with at least N(a) vertices contains a Ka-minor.
This is because, when we try to ﬁnd s disjoint Ka,sk-minors, we need to exclude a possibility of
detecting a topological minor of Ka,t . In order to do that, we have detected a separation of order at
most a − 1 in each bag of our path decomposition, and hence we detect a lot of separations of order
at most a − 1 in our proof. But if we just seek for one Ka-minor, then we do not have to detect
separations of order at most a − 1. So we can improve the connectivity just by a − 1.
Our next remark is that, as observed in [6], the sequence of graphs Ka,k , where a is ﬁxed and k
tends to inﬁnity, is essentially the only family of graphs for which a result like our Theorem 1.1 holds.
More precisely:
Theorem 6.2. (See [6].) Let c and w  c be positive integers, and let Hk (k  1) be a sequence of graphs such
that limk→∞ |V (Hk)| = ∞. Suppose that for any positive integer k there exists an integer N(k) such that every
c-connected graph of tree-width w and of order at least N(k) contains Hk as a minor. Then Hk is a minor of
Kc,N(k) for k 1.
Our research was also motivated by Hadwiger’s conjecture from 1943 which suggests a far reaching
generalization of the Four Color Theorem [1,2,53] and is one of the most interesting open problems
in graph theory.
Conjecture 6.3. (See Hadwiger [19].) For every k 1, every graph with chromatic number at least k contains
the complete graph Kk as a minor.
For k = 1,2,3, this is easy to prove, and for k = 4, Hadwiger himself [19] and Dirac [13] proved
it. For k = 5, however, it becomes extremely diﬃcult. In 1937, Wagner [71] proved that the case
k = 5 is equivalent to the Four Color Theorem. So, assuming the Four Color Theorem [1,2,53], the case
k = 5 in Hadwiger’s conjecture holds. Robertson, Seymour and Thomas [62] proved that a minimal
counterexample to the case k = 6 is a graph G that has a vertex v such that G − v is planar. Hence,
assuming the Four Color Theorem, the case k = 6 of Hadwiger’s conjecture holds. This result is the
deepest in this research area. So far, the conjecture is open for every k  7. For the case k = 7,
Kawarabayashi and Toft [33] proved that any 7-chromatic graph has K7 or K4,4 as a minor, and
recently, Kawarabayashi [23] proved that any 7-chromatic graph has K7 or K3,5 as a minor.
It is not even known if there exists an absolute constant c such that any ck-chromatic graph has Kk
as a minor. So far, it is known that there exists a constant c such that any ck
√
logk-chromatic graph
has Kk as a minor. This follows from the results in [67,68,35,34]. So it would be of great interest
to prove that a linear function of the chromatic number is suﬃcient to force a Kk-minor. Reed and
Seymour [51] proved the fractional version of this conjecture.
We hope that our result may be the ﬁrst step to prove that conjecture since by Mader’s re-
sult [39], any minimal counterexample to Hadwiger’s conjecture has a “highly” connected subgraph.
(Actually, Kawarabayashi [25] proved that any minimal counterexample to Hadwiger’s conjecture is
k
23 -connected.) So if this graph were larger than N(k) in Corollary 1.2, this would imply that there
exists an absolute constant c such that any ck-chromatic graph has Kk as a minor. However, it is not
clear whether this graph is large or not. Our result only implies that a minimum counterexample to
the conjecture has “small” order. It also implies that there exist absolute constants c1 and c2 with
c1  c2 such that there are only ﬁnitely many c1k-connected c2k-color-critical graphs without Kk as
a minor. This fact is related to Thomassen’s result [70] which says that there are only ﬁnitely many
6-color-critical graphs on a ﬁxed surface. Notice that the set of graphs embeddable on a ﬁxed surface
is closed under taking minors. More generally, Mohar [44] conjectured the following.
T. Böhme et al. / Journal of Combinatorial Theory, Series B 99 (2009) 557–582 575Conjecture 6.4. There are only ﬁnitely many 3-connected k-color-critical graphs without Kk as a minor.
Note that the above conjecture without the condition on 3-connectivity would be equivalent to
Hadwiger’s conjecture since if we had one such graph, then we would have inﬁnitely many by apply-
ing the Hajós’ construction. Hadwiger’s conjecture suggests that there are no k-color-critical graphs
without Kk as a minor. Since every 4-color-critical planar graph joined with the complete graph Kk−5
gives rise to a (k − 1)-color-critical graph without Kk-minor, the number k of colors is necessary.
So, this conjecture weakens Hadwiger’s conjecture in a sense, and our result implies that the linear
chromatic number and connectivity are enough in Conjecture 6.4.
Let G be a graph satisfying the following conditions:
(i) G is k-chromatic.
(ii) G is minimal with respect to the minor-relation in the class of all k-chromatic graphs.
Any graph satisfying (i) and (ii) is said to be k-contraction-critical. Such graphs were ﬁrst deﬁned and
studied by Dirac [14,15]. Corollary 1.2 together with the main result of [25] implies that there exists
a constant c such that there are only ﬁnitely many ck-contraction-critical graphs without Kk-minor.
By using Corollary 1.2, Kawarabayashi and Mohar [29] obtained the following algorithmic result.
Theorem 6.5. (See [29].) There is a constant c > 0 and a polynomial time algorithm for deciding either that
(1) a given graph G is k-colorable, or
(2) G contains Kck-minor, or
(3) G contains a minor H without Kck-minor and with no k-coloring.
Observe that if c would be 1, then H in (3) would be a counterexample to Hadwiger’s conjecture.
Actually, Kawarabayashi and Mohar studied the list-coloring version of Hadwiger’s conjecture, and
made some progress in [29,31] using our Corollary 1.2.
Let G be a graph and t a positive number. A list-assignment is a function L which assigns to every
vertex v ∈ V (G) a set L(v) of natural numbers, which are called admissible colors for that vertex. An
L-coloring is an assignment of admissible colors to all vertices of G , i.e., a function c : V (G) →N such
that c(v) ∈ L(v) for every v ∈ V (G), and for every edge uv we have c(u) = c(v). If |L(v)| t for every
v ∈ V (G), then L is a t-list-assignment. The graph is t-choosable if it admits an L-coloring for every
t-list-assignment L.
When relaxing the Hadwiger conjecture to allow ck colors, the following conjecture from [31]
involving list colorings may also be true:
Conjecture 6.6. (See [31].) There is a constant c such that every graph without Kk minors is ck-choosable.
Conjecture 6.3 does not hold for list colorings. For example, there exist planar graphs (without K5
minors) which are not 4-choosable. However, Conjecture 6.6 is formulated in such a way that it may
also be true for c = 1.
One of the outcomes in [29] is the following:
Theorem 6.7. (See [29].) For every ﬁxed k, there is a constant f (k) and an algorithmwith running time O (n3),
whose input is a graph G of order n and the outcome is one of the following conclusions:
(1) G is 15.5k-choosable, or
(2) G contains a Kk-minor, or
(3) G contains a subgraph H of bounded size which does not contain a Kk-minor and is not (9.5k − 6)-
choosable.
Let us observe that the outcome (3) is unlikely ever to happen, cf. Conjecture 6.6.
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such that every graph G contains k vertex-disjoint subgraphs, each containing an H-minor, or a set
C of at most f (k, H) vertices such that G − C has no H-minor. The term Erdo˝s–Pósa property arose
because in [16], Erdo˝s and Pósa proved that the cycle C3 has this property.
Robertson and Seymour [55] proved that the Erdo˝s–Pósa property holds for a graph H if and only
if H is planar. Hence in general, the Erdo˝s–Pósa property does not always hold. But if we restrict our
attention to graphs that are “highly” connected or have large minimum degree, then the situation
changes. For instance, the result in [32] says that if the minimum degree is at least 7, then either
G contains a minor isomorphic to k disjoint copies of K5 or there is a vertex set F of cardinality at
most f (k) such that G − F can be embedded into a ﬁxed surface of Euler genus at most k, up to
3-separations.
Theorem 1.1 implies the following general result.
Corollary 6.8. Suppose G is a 312 (a+ 1)-connected graph without a subdivision of Ka,sk . Then either there are
s disjoint copies of Ka,k-minor or else there exists a constant f (s,k,a) such that G has a vertex set F of order
at most f (s,k,a) such that G − F has no minor isomorphic to Ka,k.
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Appendix A
The proof of our main theorem relies on the structure given by Theorem 4.2, our version of the
Excluded Minor Theorem of Robertson and Seymour [60]. Its weaker version from [61] has previously
appeared in other authors’ works, and our original proof was also based on the same. However, the
strengthening, in which all vortices are linked, considerably simpliﬁes our previous proof.
In this appendix we would like to address how Theorem 4.2 can be derived from main theorems
(9.8) and (13.4) in [60]. Those results are somewhat more general. They apply not only to graphs but
also to hypergraphs, and they refer to more general situations than just to the structure of H-minor-
free graphs. In order to keep deﬁnitions simpler, we shall state some of them in a restricted form,
appropriate to what we need.
A.1. Tangles
A special concept introduced by Robertson and Seymour in [56] is that of a tangle. It provides a
kind of duality to the notion of the tree-width. Formally, tangle of order t in a graph G is a set T of
separations of G , each of order less than t , such that:
(i) For every separation (A, B) of G of order less than t , T contains one of (A, B), (B, A).
(ii) If (Ai, Bi) ∈ T for i = 1,2,3, then A1 ∪ A2 ∪ A3 = G .
(iii) If (A, B) ∈ T , then V (A) = V (G).
Note that here we use a slightly extended notion of a separation (A, B), for which we allow V (B) =
V (G).
The tangle number tn(G) of a graph G , which is deﬁned as the maximum order of a tangle in G , and
its tree-width tw(G) are closely related. In [56] (see also [49] and [63]) it is proved that tw(G)+ 1
tn(G)  23 (tw(G) + 1). Hence, every graph with tree-width at least 3t/2 has a tangle of order at
least t .
The most important tangles, which are also essential for our purpose, are related to walls. Suppose
that G contains a 3t-wall W . If (A, B) is a separation of order less than t , then A ∩ B intersects at
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in W whose vertices (i, j) from the deﬁnition of a wall all have the same ﬁrst coordinate. Similarly,
the vertices in “columns” of W have all their second coordinates taking two values, j and j + 1.)
Consequently, more than 2t rows and more than t/2 columns (which obviously form a connected
subgraph) is contained in the same part of the separation, either in B \ A or in A \ B . Observe that
they form a t/2-wall in that part. Now we deﬁne the tangle TW of order t corresponding to the
wall W by putting (A, B) in TW if and only if B \ A contains more than 2t of the rows of W . It is
easy to verify that TW is a tangle of order t .
We will use the following consequence of the above results. If G has large tree-width, then G also
contains a large wall W [55], so it has a tangle TW related to that wall which is of large order.
A.2. Paintings, portrayals, and near embeddings
A painting Γ is an embedding of a hypergraph H in a surface Σ , where H has only edges of size 2
and 3,8 and the embedding satisﬁes the following:
(i) For every cuff C in Σ , there is a cycle in H consisting of edges of size 2 only that is embedded
on C .
(ii) Every edge e of size 3 is embedded as a triangle bounding a disk Δe in Σ such that no other
embedded vertex or edge intersects the interior of Δe (so we think of the whole Δe as the
embedding of e).
The edges of size 3 in a painting are used to represent elementary 3-reductions. A graph which is
embeddable in Σ up to 3-separations will give rise to a painting representing its reduction in Σ , in
which the reduction triangles are represented by edges of H of size 3.
Another notion introduced in [60] is that of a “portrayal” which is used to describe near embed-
dings of graphs. A portrayal is deﬁned as a 5-tuple π = (Σ,Γ,α,β,γ ), where Σ is a surface, Γ is a
painting of a hypergraph H in Σ , α is a function which assigns to each edge e of H a subgraph α(e)
of G , β is a function which assigns to every vertex v of H embedded on a cuff a set β(v) ⊆ V (G) of
vertices of G , and γ is a 1-1 function from a subset of V (H) to V (G). The use of γ is a convenient
device for inductive proofs, but is not needed after all, as shown in [60, (8.4)]. It can be omitted by
requiring that V (H) ⊆ V (G). All the ingredients of a portrayal have to satisfy several conditions that
we will not state here. After all, the interest in [60] is in portrayals which satisfy some additional con-
ditions and are in some sense optimal. In the language of [60], such a portrayal has “warp at most p,”
is a “true portrayal,” is “(2p+3)-redundant,” and is “T -central,” where T is a tangle of order at least
4p + 7 in G . Let us observe that “warp” is the same as our adhesion of a vortex.
Our interest is only in such portrayals as discussed in the previous paragraph. As proved in [60],
they have some additional properties which are included in the deﬁnition of a “nice portrayal” given
below. Let us mention that not only γ , but also β becomes obsolete after these additional properties
are established since every β(v) can be expressed by α as mentioned in (iii) below.
Formally, a nice portrayal of a graph G is a triple π = (Σ,Γ,α), where Σ is a surface, Γ is a
painting of a hypergraph H in Σ , where V (H) ⊆ V (G), and α is a function which assigns to each
edge e of H a subgraph α(e) of G . The subgraphs α(e), e ∈ E(H), satisfy properties (i)–(iv) below,
which show that a nice portrayal actually represents a near embedding of G in Σ in the following
way. For every edge e of H which is not on a cuff, α(e) is the subgraph of G which was reduced using
an elementary reduction involving the endvertices of e. Of course, if there was no reduction involving
the endvertices of e, then α(e) is just e together with its endvertices. Each cuff C in Σ corresponds
to a vortex, whose society consists of all vertices of H on the cuff, given in the cyclic order of their
appearance on C . Any two consecutive vertices wi,wi+1 on C are connected by an edge ei , and α(ei)
represents the corresponding bag Xi of the vortex decomposition (cf. (V1)–(V5) in Section 4).
8 The deﬁnition of a painting in [60] is somewhat more general but (8.2) in [60] shows that we may assume that every edge
has size 2 or 3.
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(i) Subgraphs α(e) of G , e ∈ E(H), are pairwise edge-disjoint, and G =⋃e∈E(H) α(e).
(ii) If e, f ∈ E(H) are distinct edges and they are not boundary edges on the same cuff, then α(e) ∩
α( f ) consists precisely of those vertices of G that are in common to e and f in H .
(iii) Let v be a vertex on a cuff C , and let e and f be the edges on C whose intersection is v . Let
us deﬁne β+(v) = V (α(e)) ∩ V (α( f )), and β(v) = β+(v) \ {v}. Now, it is required that for any
two edges e = uv and e′ = u′v ′ on the same cuff, α(e) ∩ α(e′) is contained in β(u) ∪ β(v) (and,
symmetrically, also in β(u′)∪β(v ′)), and for any four vertices v1, v2, v3, v4 which appear on the
same cuff in this order, we have β(v1) ∩ β(v3) ⊆ β(v2) ∪ β(v4).9
(iv) If e = uv ∈ E(H) is an edge on a cuff, then α(e)∩ V (H) = {u, v}, |β(v)| = |β(u)|, and α(e) \ {u, v}
contains a collection of |β(v)| disjoint paths connecting β(u) with β(v).
By (iv), the value |β(v)| is constant on each cuff. It is called the adhesion of the cuff. The adhesion
of the nice portrayal π is the maximum adhesion of its cuffs. (It is 0 if there are no cuffs.)
For convenience of the reader we point out which results of [60] imply (i)–(iv). Condition (i) is
just (P1) in [60]. Condition (ii) follows from (P2) and (P5) (if e and f are not on the cuffs), and
follows from (P2), (P4), (P5), and (P6) if one of them or both are on (distinct) cuffs. Condition (iii) is
a consequence of (P3), (P6), and (P7), while (iv) follows by (P2) and (9.8)(ii) in [60].
A.3. Excluding a minor
We only need a special case of Theorems (13.1) and (13.4) in [60], where the tangle T is related
to a large wall and where the graph G does not contain another graph R as a minor.
Let T be a tangle of order  t in a graph G . A nice portrayal π = (Σ,Γ,α) of G is T -central
if for every e ∈ E(G), there exists a separation (A, B) ∈ T such that A = α(e). For Z ⊆ V (G), where
|Z | < t , deﬁne T \ Z to be the set of all separations (A′, B ′) of G − Z such that there is a separation
(A, B) ∈ T with Z ⊆ A ∩ B , A − Z = A′ and B − Z = B ′ . By [56, Theorem (8.5)], T \ Z is a tangle in
G − Z whose order is greater or equal to t − |Z |.
The Excluded Minor Theorem from [61] appears in [60] as Theorem (13.1) and can be formulated
as follows. For any graph R , there are integers p,q, z, and t > z such that for every graph G which
does not contain R as a minor and for every tangle T of order  t , there exists Z ⊆ V (G) with |Z | z
and a (T \Z)-central portrayal π = (Σ,Γ,α,β,γ ) of G − Z with adhesion  p, such that Σ has at
most q cuffs, and R cannot be embedded in Σ .
The portrayal in (13.1) is not necessarily nice. However, Robertson and Seymour show that the
portrayal obtained in (13.1) can be changed to a nice portrayal. When doing so, they introduce another
notion—a standard—which is a function σ with three parameters, a surface Σ and two integers p and
z. For our purpose, a standard σ(Σ, p, z) = 2p + 7 depending only on the second parameter can be
used. For this special case, Theorem (13.4) in [60] reads:
Theorem A.1. (See (13.4) in [60].) For any graph R, there are integers p,q, z, and t > z such that for every
graph G which does not contain R as a minor, and for every tangle T of order t, there exists Z ⊆ V (G) with
|Z | z and a (T \Z)-central nice portrayal π = (Σ,Γ,α) of G − Z with adhesion  p, such that Σ has at
most q cuffs, and R cannot be embedded in Σ .
In Theorem A.1, we can take α0 = max{p,q, z, t − 1}. Then we get as a corollary:
Theorem A.2. For any graph R, there exist an integer α0 such that for every graph G which does not contain
R as a minor and for every tangle T of order >α0 , there exists Z ⊆ V (G) with |Z | α0 and a (T \Z)-central
9 It will be explained at the very end of this appendix how we may actually achieve that β(v1) ∩ β(v3) ⊆ β(v2), which is
equivalent to the condition (V4) from the deﬁnition of a vortex.
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Finally, let us observe that in the deﬁnition of a nice portrayal, condition (iii) is not the same
as (V4) in the deﬁnition of a vortex. Let w0,w1, . . . ,wn be the vertices bordering a cuff C , and let
ei = wiwi+1 for i = 0, . . . ,n, where wn+1 = w0. By deleting the vertex set β+(w0) from G , we obtain
reduced sets Xi = α(ei)\β+(w0) which satisfy (V1)–(V5) with respect to the society w1, . . . ,wn . This
operation also involves the deletion of w0 from G and from the painting.
Therefore, if we select an arbitrary vertex wC0 on each cuff C and add all vertices of β
+(wC0 ) to the
set Z of removed vertices, we obtain a vertex set Z1 of size at most z + qp  a + a2 =: α1 such that
the (T \Z)-central nice portrayal π = (Σ,Γ,α) of G − Z from Theorem A.2 determines an α1-near
embedding of G − Z1 into Σ .
Suppose now that the tree-width of G is very large. Then G contains a large wall W , and its tangle
TW has suﬃciently large order so that Theorem A.2 can be applied. Since the corresponding nice
portrayal is (T \Z)-central, a large subwall of W will be contained in Σ (after performing elementary
reductions). Now, Theorem 4.2 is an easy consequence to what we have said.
Note added in proof: Large wall in the surface
The only thing that needs additional attention is why a large wall lies in the surface. This fact
follows from Robertson and Seymour’s results. Unfortunately, they did not state this stronger property
in [60]. We have shown in Lemma 4.1 that  3-separations in the surface cannot “destroy” the wall,
and we have shown by the additional Lemma 4.3 that a large wall in the surface contains a large
subwall that is planarly embedded. Since the tangle TW is deﬁned with respect to the wall W , and the
portrayal is TW -central, small separations cannot cut out a big part of the wall W . The only concern
remaining is that many of the paths representing the edges of the wall might be routed through
vortices, so that the surface itself would not contain a large subwall. This concern was expressed by
Reinhard Diestel.
Henceforth we shall clarify this point and explain how Robertson and Seymour’s work implies that
all vertices and (subdivided) edges of a large subwall are in the surface. On a high level description,
it is shown in [61] that one can get a near-embedded structure (i.e., a nice TW -central portrayal with
appropriate parameters) except that the vortices may not be linked. Next, it is shown in [59] that the
apex set and the near-embedding structure can be changed, by possibly putting more vertices in the
apex set Z , so that there is no small vertex set whose removal either simpliﬁes the surface or reduces
the number of vortices. This in particular implies that the face-width of the embedding is large and
that the cuff of each vortex is surrounded in the surface Σ by many disjoint cycles homotopic to the
cuff. This is the starting assumption in [60, Theorem (13.1)]. Under this assumption, one can make the
vortices linked by “chopping off” a small neighborhood of the cuffs in the surface, without destroying
much of the wall in the surface.
We now discuss the above outline in more details. In order to do that, we have to consider papers
[59] and [61]. We ﬁrst point to Theorem (7.1) in [61]. This result builds the structure of the near-
embedding as given in Theorem 4.2 (except that the vertices need not be linked). It has three possible
outcomes. The ﬁrst two improve the near-embedding and occur only a bounded number of times. The
ﬁrst conclusion of (7.1) yields a new near-embedding with large face-width and larger genus. Since we
exclude a graph R as a minor, the genus cannot exceed the genus of R (as shown in [61]). Similarly,
by (5.5) combined with (6.3) in [61], the second conclusion of (7.1) can be used to improve the
structure and happens only bounded number of times during consecutive improvements (or we get
an R-minor). This shows that we can reach the third conclusion of (7.1).
We now point to Theorem (7.2) in [61]. Again, by the above remark, the ﬁrst conclusion of this the-
orem (genus increase) happens only bounded number of times. Thus we may assume that the second
conclusion of (7.2) happens. But we are interested in how it can be obtained from the assumptions
of (7.2). What we need is the following, which was proved in (7.7) (see also Section 7) in [59]:
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set Z is as in the third conclusion of (7.1) in [61] (thus it has only bounded number of vertices,
where the bound depends only on R). Suppose the ﬁrst and the third conclusions of (7.2) do not
happen. Then there is a bounded number of disjoint disks D1, . . . , Dl in the surface Σ of the
portrayal (with the outer face boundaries C1, . . . ,Cl) in the wall W , where l only depends on R ,
such that the radius of Di in the wall W is at most g(R) for some function g of R , and such that
the induced graph of G − Z inside Di can be written as Gi ∪ Q i satisfying:
1. (Gi,Wi) is a vortex decomposition such that Wi ⊆ V (C ′i) for some cycle C ′i in the induced graph
of G − Z inside Di .
2. Q i has a planar embedding, up to 3-separations, such that Ci is the outer face boundary, and
C ′i is another face.
3. There are no edges between Q i and Gi − Wi .
Moreover, the graph obtained by deleting the vertex set Z and all the disks D1, . . . , Dl (and the
induced graph of G − Z inside these disks) can be embedded into a surface, up to 3-separations,
in which R cannot be embedded.
This tells us how the structure of the TW -central portrayal (of type (p,k) as in (3.1) in [61])
follows. The most important point is that the assumption of (7.2) in [61], together with the above
fact, implies that each vortex eats small radius of the wall W . Thus the large portion of the wall W
is in the surface.
This yields the excluded minor theorem as stated in this paper except that the vortices need not
be linked. The sequel Graph Minors paper [60] starts building the structure where we have been left
above. This is what Theorem (13.1) in [60] assumes. The proof in [60] changes the vortices by routing
some paths into the surface, and we need to argue that a large portion of the wall W is still in the
changed surface. The key observation is that (13.4) in [60] starts with the assumptions in (13.1), which
is exactly what we have already achieved. In (13.4), the notion of redundancy σ is deﬁned. Roughly
speaking, it says that after deleting at most σ vertices, the structure that we have so far does not
become simpler, in the sense of reducing the Euler genus or the number of vortices. Thus (13.4) says
that if the structure we have so far cannot be simpliﬁed after deleting at most σ vertices (where σ
depends only on R), then Theorem 4.2 holds. If there is a non-contractible curve C of order at most σ ,
we delete C ∩ V (G) from the surface and add the deleted vertices to Z . If there is a curve I joining
two vortices whose order is at most σ , we just delete vertices I ∩ V (G), put them to Z and merge
two vortices into one. This process terminates when the structure we have so far would maintain
after deleting at most σ vertices. Since both the Euler genus and the number of vortices are bounded
(in terms of R), thus after deleting at most f ′(R) vertices in the surface, where f ′(R) is a number
only depending on R , we get the outcome of Theorem 4.2. Of course, after deleting at most f ′(R)
vertices from W , we still have the large portion of the wall W in the surface.
As pointed out by one of the referees, the proofs in this paper use the existence of the large grid
in the surface in a way that can easily be eliminated. Existence of the grid is used only in the proof
of Claim 5.3. The grid is used in two ways:
(1) The ﬁrst use of the grid is to conclude that there are many vertices in the surface (which
implies, by Euler’s formula, that there are many essential society vertices). Here the edges of the grid
are not needed at all.
(2) The second use is when we construct the paths Q i (i = 1,2, . . . ,n2) linking a wide vortex with
a path in the grid, and henceforth deﬁne “the path” P0. The grid is not essential here, neither is the
path P0. This path is used in order to be able to treat it in the same manner as other paths within
the vortex. However, its edges are never used in obtaining a K3,k-minor (or a K3,k-subdivision). Only
in one case we need this path, and then it is contracted to a single vertex of degree k in a K3,k-
minor. Therefore, it suﬃces that the essential society vertices are joined to a connected subgraph in
the surface. For such a conclusion we do not even need a long path in the surface.
It should be mentioned that recently, Diestel et al. [11] found a considerably simpler proof of
Theorem 4.2, using only the main result in [61] and avoiding the use of [60].
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