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In this letter, we present non-degenerate ultrafast optical pump-probe studies of the car-
rier recombination dynamics in MoS2 monolayers. By tuning the probe to wavelengths much
longer than the exciton line, we make the probe transmission sensitive to the total population
of photoexcited electrons and holes. Our measurement reveals two distinct time scales over
which the photoexcited electrons and holes recombine; a fast time scale that lasts ∼2 ps and
a slow time scale that lasts longer than ∼100 ps. The temperature and the pump fluence
dependence of the observed carrier dynamics are consistent with defect-assisted recombina-
tion as being the dominant mechanism for electron-hole recombination in which the electrons
and holes are captured by defects via Auger processes. Strong Coulomb interactions in two
dimensional atomic materials, together with strong electron and hole correlations in two
dimensional metal dichalcogenides, make Auger processes particularly effective for carrier
capture by defects. We present a model for carrier recombination dynamics that quantita-
tively explains all features of our data for different temperatures and pump fluences. The
theoretical estimates for the rate constants for Auger carrier capture are in good agreement
with the experimentally determined values. Our results underscore the important role played
by Auger processes in two dimensional atomic materials.
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Electron-Hole Recombination Dynamics
                    in Monolayer MoS2
Two-dimensional (2D) transition metal dichalcogenides (TMDs) have emerged as interesting
materials both from the perspective of basic science as well as applications1–7. Applications of these
materials in electronics and optoelectronics have been extensively explored in recent years5,6,8–18.
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2The bandgaps of most TMDs are in the visible to near-IR wavelength range, making these ma-
terials suitable for light emitters, photodetectors, and solar cells5,10,13,16–18. In addition, optical
control of valley polarization in TMDs has opened opportunities for devices based on the val-
ley degree of freedom6. The lifetimes of electrons and holes are critical to all the proposed and
demonstrated TMD optoelectronic devices. Despite the recent progress, carrier lifetimes and non-
radiative electron-hole recombination mechanisms in TMDs remain poorly understood. Developing
a better understanding of the non-radiative electron-hole recombination mechanisms in TMDs is
especially important because the reported quantum efficiencies in both TMD light emitters and de-
tectors are extremely poor; in the .0001-.01 range10,13,16–18. Similar quantum efficiencies for TMDs
have been observed in photoluminescence experiments2,3. In contrast, the best reported internal
and external quantum efficiencies observed in photoluminescence in III-V semiconductors exceed
0.9 and 0.7, respectively19. Therefore, most of the electrons and holes injected either electrically
or optically in TMDs recombine non-radiatively. The mechanisms by which electrons and holes
recombine non-radiatively, and the associated time scales, remain to be clarified.
In this letter, we report results on the ultrafast dynamics of photoexcited carriers from non-
degenerate optical pump-probe experiments performed on monolayer MoS2. In contrast to the
previously reported optical pump-probe studies of monolayer MoS2
20–22, in which the probe wave-
length was tuned close to the exciton line (∼650 nm), the probe wavelength in our experiments
is chosen to be much longer than the exciton line such that the probe transmission is affected
predominantly by intraband absorption from the electrons and holes created by the pump pulse
and not by resonant or near-resonant interband excitonic nonlinearities which are more difficult
to interpret quantitatively23. The probe transmission in our experiments is used to observe the
total photoexcited carrier populations, including both free carriers and bound carriers (excitons),
and their dynamics. Our results are consistent with defect-assisted recombination as being the
dominant mechanism for electron-hole recombination in which the the electrons and holes are
captured by defects via Auger processes. The temperature and the pump fluence dependence of
the observed carrier dynamics, together with the small photoluminescence quantum efficiencies,
rule out most other recombination mechanisms as playing the dominant role. In most bulk semi-
conductors, Auger processes for carrier capture by defects are believed to be important at high
carrier densities and single and multi-phonon processes for carrier capture dominate at low carrier
densities24–28. However, electron-electron and electron-hole interactions are particularly strong in
two-dimensional TMDs. For example, the exciton binding energies in TMDs are almost two orders
of magnitude larger than in most III-V semiconductors29,30. The strong Coulomb interactions in
3TMDs, including correlations in the positions of electrons and holes arising from the attractive in-
teraction, result in large carrier capture rates via Auger scattering (theoretical details are provided
in the supplementary information). Our results show that the decay transients of the photoex-
cited carrier density are not simple exponentials and exhibit different time scales. The measured
dynamics and time scales can be explained quantitatively for all temperatures and for all pump
fluences by assuming electron and hole capture by defects with different capture rates via Auger
scattering.
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FIG. 1: (a,b,c,d) The measured real and imaginary parts of the optical conductivity of monolayer MoS2
sample are plotted for 5 K and 300 K. The A and B exciton resonances as well as the probe photon energy are
also indicated. (e) Schematic of the optical pump-probe scheme is shown. The probe differential transmission
is affected predominantly by changes in the real part of the optical conductivity due to intraband absorption
(intra-conduction band and intra-valence band absorption).
Sample Preparation and Experimental Technique: Our monolayer samples were mechani-
cally exfoliated from bulk MoS2 (obtained from SPI Supplies and 2D Semiconductors) and trans-
ferred onto quartz substrates. Sample thickness was confirmed by both Raman and transmis-
sion/reflection spectroscopy and monolayers were identified31. The samples were found to be n-
doped. The electron density was estimated from Raman measurements to be in the 2-3×1012 1/cm2
range29,32. Electrical measurements on similar samples on oxide-coated doped silicon substrates
(with electrostatic gating) yielded intrinsic electron densities in the same range29. The samples
were placed in a helium-flow cryostat. In the optical pump-probe experiments, ∼80 fs pulses at 905
nm wavelength (1.37 eV photon energy) from a Ti-Sapphire laser were frequency doubled to 452
nm (2.74 eV) by a beta-BaB2O4 crystal. The 2.74 eV pump pulses were used to excite electrons
from the valence band into the conduction band in the sample, and the differential transmission
4(∆T/T ) of the time-delayed 1.37 eV pulses were used to probe the sample after photoexcitation.
A 20X objective was used to focus the pump and the probe beams onto the sample. From direct
pump absorption measurements, 1 µJ/cm2 pump fluence is estimated to generate an electron (and
hole) density of ∼2.5×1011 1/cm2. The measurement time resolution was ∼400 fs, and was limited
by the dispersion of the optics in the setup. The measured ∆T/T can be expressed as33,34,
∆T
T
≈ −2ηo ∆σr
1 + ns
− 2η2o
(σr∆σr + σi∆σi)
(1 + ns)2
(1)
Where, σr (σi) is the real (imaginary) part of the sample optical conductivity, ns ≈ 1.45 is the
refractive index of the substrate, and ηo is the free-space impedance. The optical conductivities
were measured by broadband transmission and reflection spectroscopies, and are shown in Figures
1(a)-(d), at 5 and 300 K, respectively. When the probe energy is either near an exciton resonance
or near a band-edge, the sign and the magnitude of the changes in the optical conductivities
after photoexcitation, due to excitonic optical nonlinearities and band-filling effects, can have a
complicated dependence on the probe energy. This makes quantitative interpretation of pump-
probe data a difficult task23. We therefore chose the probe energy to be much smaller than
the exciton resonance. No detectable optical absorption or photoluminescence was observed in
the samples at the probe energy (1.37 eV) indicating that the sample had no optically active
midgap defect states at this energy. Changes in the imaginary part of the optical conductivity
after photoexcitation due to excitonic optical non-linearities and band filling effects are expected
to be positive at the probe energy23, thereby making ∆T/T positive, which is contrary to our
experimental observations discussed below. In addition, since ηoσr and ηoσi are both  1 at the
probe energy (see Figure 1), the second term on the right hand side in (1) is expected to be much
smaller than the first term. The differential transmission of the probe is expected to be affected
predominantly by changes in the real part of the optical conductivity as given by the first term
on the right hand side in (1) due to intra-conduction band and intra-valence band absorption35.
Therefore, ∆T/T is expected to be negative.
The exciton binding energies in most TMDs are in the few hundred meV range29,30. Such
large binding energies imply that photoexcited electrons and holes could form excitons relatively
quickly. The goal of our experiments is not to study the exciton formation dynamics. When the
probe photon energy is much smaller than the exciton binding energies, the excitons respond like
a charge neutral insulating gas and, unlike free carriers, do not contribute to the probe intraband
absorption36,37. When the probe photon energy is much larger than the exciton binding energies
and also much smaller than the optical bandgap, as is the case in our experiments, excitons
5contribute to the intraband absorption in approximately the same way as the free carriers37–40. This
is shown explicitly in the supplementary information using exciton conductivity sum rules. The
change in the real part of the optical intraband conductivity of the sample at the probe frequency
can therefore be written approximately in the Drude form as (see supplementary information),
∆σr(ω) ≈
(
∆n
me
+
∆p
mh
)
e2τ
1 + ω2τ2
(2)
where ω is the probe frequency, τ is the damping rate, me and mh are the electron and hole effective
masses (assumed to be equal to 0.5mo
29), and ∆n and ∆p are the photo-induced changes in the
total electron and hole densities including both free and bound (excitons) carriers. Therefore,
the probe transmission in our experiments is sensitive to the total carrier population, and enables
studies of the carrier recombination dynamics and mechanisms, which is the focus of our work.
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FIG. 2: (a) The measured differential transmission ∆T/T of the probe pulse is plotted as a function of
the probe delay with respect to the pump pulse. The pump fluence is ∼16 µJ/cm2 and T=300 K. (b)
A zoomed-in plot of the data in (a) shows three different temporal regions: (I) ∆T/T reaches its negative
maximum within ∼500 fs. (II) A fast recovery of the negative ∆T/T then occurs within ∼2 ps. (III) Finally,
a slow recovery of the negative ∆T/T lasts for more than a hundred picoseconds.
Experimental Results and Discussion: A differential transmission transient measured at room
temperature is shown in Figure 2 for 16 µJ/cm2 pump fluence (T = 300 K). ∆T/T is observed to
be negative, as expected from the intraband absorption of the probe photons by the photoexcited
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FIG. 3: (a) The measured |∆T/T | of the probe pulse is plotted as a function of the probe delay for different
pump fluences (1, 2, 4, 8, 16, and 32 µJ/cm2) at T=300 K. The slow transient in region (III) appears to be
nearly exponential with a time constant of 60-70 ps.
electron and hole populations. Three different time scales (or temporal regions) are observed and
marked in Figure 2(b): (I) Upon photoexcitation by the pump pulse, ∆T/T reaches its maximum
negative value within ∼500 fs. (II) A fast recovery of the negative ∆T/T then occurs within ∼2
ps. (III) Finally, a slow recovery of the negative ∆T/T lasts for more than hundred picoseconds.
Figure 3 shows ∆T/T for different pump fluences (1, 2, 4, 8, 16, and 32 µJ/cm2) at T=300 K.
The slow transient in region (III) appears to be nearly exponential with a time constant of 60-70
ps. The data presented here was reproducible in different samples exfoliated from both natural
and synthetic bulk crystals obtained from different vendors (SPI Supplies and 2D Semiconductors)
with less than 10% variation in the observed time scales across samples. The samples were found
to be permanently damaged by pump fluence values exceeding ∼50 µJ/cm2. Once damaged in this
way, the measured transients changed dramatically, non-repeatably, and exhibited much longer
time scales (see supplementary information).
We now discuss the processes that contribute to the observed transients. Possible thermal
diffusion of hot photoexcited carriers out of the pump or probe focus spots was ruled out as a
contributing factor to the observed transients by changing the focus spot size in measurements21.
Although carrier generation by the pump pulse and subsequent hot carrier intraband relaxation
can contribute to the observed transient in region (I), our measurement is limited by the temporal
resolution of the setup as indicated by the good fit of the transient in region (I) with the pump-
probe cross-correlation curve. The asymmetry of the observed transient in (I) and (II) shows
that two-photon absorption (TPA) between the pump and the probe pulses does not contribute
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FIG. 4: (a) Radiative quantum efficiency of a suspended monolayer MoS2 sample, obtained by integrating
the photoluminescence (PL) spectra, is plotted as a function of the optical pump power (pump wavelength
was 532 nm). T=300 K. (b) The measured ∆T/T (normalized) of the probe pulse is plotted as a function of
the probe delay for two different temperatures (5 K and 300 K). The data shows no significant temperature
dependence of the time scales associated with the transient. The pump fluence was ∼32 µJ/cm2 in both
cases.
in any significant way to the measured differential transmission of the probe pulse. The recovery
of the negative ∆T/T occurs over very different time scales in regions (II) and (III). These two
different time scales have been observed in previous ultrafast studies20,41,42. The fast initial decay
in region (II) cannot be attributed to intraband thermalization or hot carrier intraband relaxation
since similar fast initial decay was also observed in ultrafast PL measurements by Lagarde et al.42
(limited by the∼4 ps time resolution in their experiments) and PL is likely to increase as the carriers
thermalize and cool. Also, the intraband carrier relaxation times for electrons were measured by
Tanaka et al.43 in bulk MoS2 using two-photon photoemission spectroscopy and times shorter than
∼50 fs were obtained for electrons with energies a few tenths of an eV from the conduction band
edge43. It is therefore reasonable to assume that the photoexcited electrons and holes thermalize
and lose most of their energy (via optical phonon emission) in the first few hundred femtoseconds
after photoexcitation in a manner similar to what happens, for example, in graphene44.
The small absolute values, as well as the pump intensity dependence, of the radiative quantum
efficiencies in our samples provide a clue to interpret the transient in regions (II) and (III). Figure
4(a) shows the measured radiative quantum efficiency of a suspended monolayer MoS2 sample,
obtained by integrating the PL spectra, plotted as a function of the optical pump intensity (pump
in this case was a 532 nm wavelength continuous-wave laser and T = 300 K). The quantum efficiency
8was estimated based on the amount of actual light collected by a 100X objective3. The small values
of the quantum efficiencies, in agreement with the previously reported values3, show that most of
the photoexcited carriers recombine non-radiatively. The decrease of the quantum efficiency with
the pump intensity indicates that the steady state non-radiative recombination rates increase faster
with the photoexcited electron and hole densities compared to the radiative recombination rates.
In addition, radiative lifetimes of excitons and trions were recently reported by us45 and were found
to be generally much longer compared to the picosecond scale dynamics observed in region (II).
Based on these observations and considerations we attribute the measured transient in regions (II)
and (III) to the non-radiative capture and recombination of photoexcited carriers.
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FIG. 5: (a) ∆T/T (normalized) is plotted for two different pump fluences, 1 and 32 µJ/cm2, at T=300 K.
Whereas the slow time scale in region (III) is completely independent of the pump fluence, the fast time
scale in region (II) becomes marginally faster (by 10-15%) at highest pump fluence compared to at the
lowest pump fluence. (b) The peak value of |∆T/T | is plotted as a function of the photoexcited carrier
density (estimated from the pump fluence) showing a mildly sub-linear dependence. The fit obtained from
the Auger carrier capture model is also shown. T=300 K.
In order to determine the non-radiative capture and recombination mechanisms we look at the
temperature and pump fluence dependence of the time scales observed in the transients. Interest-
ingly, the time scales in ∆T/T exhibited no observable temperature dependence over the entire
temperature range 5-300 K. In Figure 4(b), normalized ∆T/T is plotted as a function of the probe
delay for two different temperatures (5 K and 300 K) and shows no significant temperature de-
pendence in the time scales (the pump fluence was fixed at ∼32 µJ/cm2 in both cases). In Figure
5(a), the normalized transients for two extreme pump fluence values, 1 and 32 µJ/cm2, are plotted
(T=300 K). The data shows that the time scales in the transient are largely independent of the
9pump fluence in the entire range of the pump fluence values used in our experiments. A more
careful examination reveals that while the time scale of the slow transient in region (III) is in-
deed independent of the pump fluence, the time scale of the fast transient in region (II) becomes
marginally faster (by 10-15%) at highest pump fluence compared to at the lowest pump fluence.
Figure 5(b) shows the peak value of |∆T/T | plotted as a function of the photoexcited carrier den-
sity (estimated from the pump fluence). |∆T/T | shows a mildly sub-linear behavior with the pump
fluence. Below we show that defect-assisted recombination via Auger carrier capture explains all
features of our data.
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FIG. 6: Four basic Auger processes for the capture of electrons ((a) and (b)) and holes ((c) and (d)) at
defects are depicted. The approximate dependence of the capture rates on the electron and hole densities is
also indicated for each process27,28,46. In n-doped samples, processes (a) and (c) are expected to dominate
for electron and hole capture, respectively, for low to moderate photoexcited carrier densities.
Auger Carrier Capture Model: Recombination via direct band-to-band Auger scattering is
generally slow for large bandgap materials26 and it also cannot explain the sharp transition in the
time scales observed in the transient between regions (II) and (III). Electron and hole capture
by defects in defect-assisted non-radiative recombination occurs mainly by two mechanisms: (a)
phonon-assisted processes, and (b) Auger processes. Phonon-assisted processes can be single-
phonon processes or multi-phonon processes, including phonon-cascade processes24–26. The carrier
capture rates in all phonon-assisted processes depend strongly on the lattice temperature24–26. For
example, the rates of activated multi-phonon capture processes depend exponentially on the lattice
temperature24,26. In contrast, the rate of carrier capture by defects via Auger processes is largely
temperature independent and consistent with our observations27,28,46,47(see also supplementary
information). Figure 6 shows the four basic Auger processes for the capture of electrons ((a)
and (b)) and holes ((c) and (d)) at defects and the approximate dependence of the capture rates
on the electron and hole densities27,28,46. The corresponding emission processes are the just the
inverse of the capture processes shown. The carrier density dependence of the capture rates shown
10
in Figure 6 holds approximately for both bound (excitons) and free carriers (see supplementary
information). In our n-doped samples, processs (a) and (c) are expected to dominate for electron
and hole capture, respectively, at low to moderate pump fluence values.
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FIG. 7: Illustration of the ultrafast carrier dynamics in MoS2 in the three temporal regions: (I) After
photoexcitation, the carriers thermalize and cool and form a correlated electron-hole plasma. (II) Most of
the holes, followed by the electrons, are captured by the fast defects within 1-2 ps. A small fraction of the
photogenerated holes is also captured by the slow defects. (III) After all the photoexcited holes have been
captured and the electrons have filled the fast traps completely, the remaining photoexcited electrons are
captured by the slow defects on a 60-70 ps time scale and the slow transient lasts for more than 100 ps.
A simple rate equation model based on Auger carrier capture by defects can be developed that
explains all features of our data. We note that the sudden transition from the fast time scale in
region (II) to the slow time scale in region (III) in the measured transients cannot be explained
by saturation of the defects states alone since, as already discussed, the measured time scales in
Figure 5 do not exhibit strong pump fluence dependence. Most semiconductors contain defect levels
with very different carrier capture rates48–52. Monolayer MoS2 is known to have several different
kinds of point defects, such as sulfur and molybdenum vacancies and interstitials, in addition to
grain boundaries and dislocations4,53–60. We assume two different deep midgap defect levels in our
samples; a fast defect level and a slow defect level, labeled by subscripts f and s, respectively. In
our n-doped samples, the defect levels are assumed to be fully occupied in thermal equilibrium.
Keeping only the most important Auger capture processes in n-doped materials ((a) and (c) in
Figure 6), and ignoring electron and hole emission from the deep defects, we obtain the following
11
rate equations for the electron and hole densities (see supplementary information),
dn
dt
= −Afnfn2(1− Ff )−Asnsn2(1− Fs) + gI(t) (3)
dp
dt
= −BfnfnpFf −BsnsnpFs + gI(t) (4)
nf/s
dFf/s
dt
= Af/snf/sn
2(1− Ff/s)−Bf/snf/snpFf/s (5)
Here, n and p are the electron and hole densities and include both free electrons and holes as well
as bound electrons and holes (excitons) (see supplementary information), nf (ns) is the density
of fast (slow) defect levels, and Ff (Fs) is the electron occupation of the fast (slow) defect level.
Af/s (Bf/s) is the rate constant for the Auger capture of electrons (holes) by the defects. I(t) is
the pump pulse intensity (units: µJ/cm2-s) and g equals ∼2.5×1011 1/µJ (from measurements).
Change in the probe pulse transmission through the photoexcited sample is assumed to be given
by (1) and (2). The essential dynamics captured by the above Equations are presented in Figure
7 and consist of three main steps corresponding to the three temporal regions in Figure 2: (I)
After photoexcitation, the carriers thermalize and cool. This is assumed to happen instantly in
our model. (II) Most of the holes, followed by the electrons, are captured by the fast defects within
a few picoseconds. This fast capture process is responsible for the fast time scale observed in region
(II) in Figure 2. A small fraction of the photogenerated holes is also captured by the slow defects.
(III) After all the photoexcited holes have been captured and the electrons have filled the fast traps
completely, the remaining photoexcited electrons are captured by the slow defects. This last step
is slow and is responsible for the slow time scale observed in region (III) in Figure 2. The choice
of the values of the parameters in Equations (3)-(5) can be aided by the data. Assuming small
pump fluence and knowing the equilibrium electron density no and the fact that immediately after
photoexcitation Ff ≈ Fs ≈ 1, the value of the product Bfnf in (4) is chosen to match the time
scale of the fast transient in region (II) in Figure 2. The value of the product Bsns is chosen to
adjust the fraction of the holes that is captured by the slow defects in region (II) in order to fit
the relative value of |∆T/T | in the beginning of region (III) compared to the peak value. From
our data, Bsns should be 7.5-8 times smaller than Bfnf . Knowing the hole density captured by
the slow defects in region (II) (which equals ns(1− Fs) at the end of region (II)), the value of As
is chosen to match the time scale of the slow transient in region (III) in Figure 2. Finally, the
value of Af is chosen to match the dependence of the peak value of |∆T/T | on the pump fluence,
as show in Figure 5(b). Parameter values obtained this way are shown in Table 1. Once the
parameter values have been chosen in this way, we find that the simulations fit the data very well
12
Bfnf 0.73± 0.05 cm2/s
Bsns 9.3± 1× 10−2 cm2/s
As 9.5± 1× 10−15 cm4/s
Af (1.0± 0.2)Bf
nf 0.3× 1012 to 1012 1/cm2
ns 10
12 to 2.0× 1013 1/cm2
no 2.0× 1012 1/cm2
TABLE I: Parameter values used in the simulations to fit the transient data.
for a small range of values of the defect densities, nf and ns, as indicated in Table 1. These defect
density values compare well with the theoretically predicted and observed point defect densities
in MoS2
4,53,54,56–60. In the supplementary information, we show that the theoretically estimated
values of the Auger capture rate constants are in the same range as the values given in Table 1.
The agreement between the simulation results for ∆T/T and the measurements are presented
in Figures 8 and 5(b). In Figures 8(a,b), the measured and calculated ∆T/T (pump fluence
normalized) are plotted as a function of the probe delay. The calculations are done for two different
and extreme values of the pump fluence, 1 and 32 µJ/cm2, used in our experiments. The model not
only reproduces the very different time scales observed in ∆T/T measurements in regions (II) and
(III), it achieves a very good agreement with the data over the entire range of the pump fluence
values, 1 to 32 µJ/cm2, used in our experiments. The near exponential appearance of the measured
transient in region (III) (see Figure 3) is also reproduced by our model despite the fact that the
Auger capture rates are not linear functions of the carrier density. This can be understood as
follows. In region (III), if at any time the hole density in the slow traps equals ns(1−Fs) then this
is also equal to the photoexcited electron density n−no left in the conduction band. Therefore, in
region (III) the rate equation for the electron density becomes,
dn
dt
≈ −Asnsn2(1− Fs) = −Asn2(n− no) ≈ −Asn2o(n− no) (6)
The last approximate equality above follows from the fact that in region (III) the remaining pho-
toexcited electron density n− no is much smaller than the doping density no for all pump fluence
values used in our experiments. The above Equation shows that in region (III) the transient will
behave almost like a decaying exponential with an inverse time constant given by Asn
2
o. Figures
8(b) and (c) show the calculated carrier densities and the defect occupations for the maximum
pump fluence of 32 µJ/cm2 used in our experiments. The carrier and the defect state dynamics
13
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FIG. 8: (a, b) The measured and calculated ∆T/T (pump fluence normalized) are plotted as a function of
the probe delay. The plot in (a) is the same as the plot in (b) and shows the details at small times. The
calculations are done for two different and extreme values of the pump fluence, 1 and 32 µJ/cm2, used in our
experiments. The Auger carrier capture model reproduces all the time scales observed in the measurements
over the entire range of the pump fluence values used. (c) The simulated electron and hole densities are
plotted as a function of time after photoexcitation for 32 µJ/cm2 pump fluence. (d) The simulated electron
occupations, Ff and Fs, of the fast and slow traps are plotted as a function of time after photoexcitation
for 32 µJ/cm2 pump fluence.
depicted in Figure 7 are reproduced by the model using the parameter values given in Table 1.
From the computed carrier densities, one can obtain the scaling of the peak value of |∆T/T | with
the pump fluence. Figure 5(b) shows the measured and the calculated dependence of the peak
value of |∆T/T | on the pump fluence, and the model is again seen to agree well with the measure-
ments. Finally, the calculated values of ∆T/T , using (2), agree very well with the measurements
if one assumes a carrier mobility, eτ/(0.5mo), of ∼35 cm2/V-s, which is in the range of the values
reported for exfoliated MoS2 monolayers
61.
Conclusion: In this work, we presented experimental results on the ultrafast dynamics of photoex-
cited carriers in monolayers of MoS2 and showed that defect assisted electron-hole recombination,
14
in which carrier capture by defects occurs via Auger scattering, explains our observations very
well. Based on the dependence of the measured data on the temperature and the pump fluence,
we ruled out other mechanisms of non-radiative recombination and carrier capture by defects.
Strong Coulomb interactions in two dimensional materials make Auger scattering effective. Our
results will be helpful in understanding and evaluating the performance of MoS2-based electronic
and optoelectronic devices. Finally, we note here that our measurements might not have detected
charge trapping dynamics occurring on much longer time scales (10 ns) recently observed in
MoS2 photoconductive devices
62.
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Supplementary Information
Auger Carrier Capture Rates in an Electron-Hole Plasma in MoS2 Monolayer: Four
basic Auger processes for the capture of electrons ((a) and (b)) and holes ((c) and (d)) at defects
are depicted in Figure 9. In this Section, we derive expressions for the Auger carrier capture rates
in two dimensional materials like MoS2. We make order of magnitude estimates for the rates and
show that strong Coulomb interactions in two dimensional materials can make Auger capture rates
fairly large and consistent in magnitude with our experimental observations. For simplicity, we will
look at process (c) in detail in which a hole scatters off an electron and is captured by a deep defect
and the electron is scattered to a higher energy. The rates for all other processes can be calculated
in a similar manner. We assume a defect level at an energy Ed above the valence band maxima at
the K and K ′ points in the first Brillouin zone of MoS2. The wavefunction of the electron in the
defect state can be written most generally as,
φd(~r) =
∑
n,~k
cn(~k)ψn,~k(~r) =
∑
n
An(~r)un, ~ko(~r) (7)
Here, the sum over n runs over all the energy bands, ψ
n,~k
(~r) are the Bloch functions, u
n,~ko
(~r) are
Ec
Ev
(a) (b) (c) (d)
Electron
Hole
FIG. 9: Four basic Auger processes for the capture of electrons ((a) and (b)) and holes ((c) and (d)) at
defects are depicted27,28,46.
the periodic part of the Bloch functions evaluated for ~k = ~ko, where ~ko could be the location of
either one of the K or K ′ points under consideration. The second equality follows in the spirit of
multi-band effective mass theory. A deep level, unlike a shallow level, is likely to have contributions
from multiple bands27,28. The functions An(~r) are assumed to be localized near the defect. The
relevant term in the Coulomb interaction that describes the process in Figure 9(b) can be written
as,
H =
1
A3/2
∑
~q,~k,~k′,j
V (~q)F (~k,~k′, ~q)c†~k+~qb
†
~k′
djc~k (8)
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We have suppressed spin and valley indices in the above expression for simplicity. b~k, c~k, and dj
are the destruction operators for states in the valence band, conduction band, and the defect. j
runs over all the defects in the crystal. V (q), given by e2/(2o(~q)q), is the 2D Coulomb potential
and the dielectric constant (~q) appropriate for MoS2 is given by Zhang et al.
29. A is the area of
the sample. The overlap factor F (~k,~k′, ~q) equals,
F (~k,~k′, ~q) =
1
A
∫
d2~r u∗
c,~k+~q
(~r)u
c,~k
(~r)
∑
n
1
A
∫
d2~r u∗
v,~k′(~r)un,~ko(~r)
∫
d2~r An(~r)e
−i(~k′+~q).~r (9)
The initial many body state |i〉 is the electron-hole plasma created after photoexcitation and
consists of free as well as bound (excitons) carriers. An expression for the defect capture rate can
be derived that incorporates correlations between electrons and holes. Using Fermi’s golden rule,
the hole capture rate R (units: 1/cm2-s) for the process depicted in Figure 9(b) can be written as,
R =
2pi
A~
∑
f
|〈f |H|i〉|2 δ(Ef − Ei) (10)
The squared matrix element in the above expression is proportional to the many body correlation
function,
1
A2
∑
~k1,~k′1,~k2,~k
′
2
〈i|c†~k1b~k′1b
†
~k′2
c~k2 |i〉 (11)
As shown by Kira et al.38, the above correlation function can be generally approximated as, np(1+
g(~r = 0)), where n and p are the total electron and hole densities, including electrons and holes
present in the form of bound excitons, and the dimensionless function g(~r = 0) expresses the
enhancement in the probability of finding an electron and a hole at the same location in space due
to correlations38. If the electrons and holes are completely uncorrelated then g(~r = 0) ≈ 0. On the
other hand, if all the electrons and holes are bound and are in the lowest exciton level (1s) with
relative coordinate wavefunction φR1s(~r), then g(~r = 0) ∝ |φR1s(~r = 0)|238. Given that the exciton
radii in monolayer MoS2 is 7-9 A
◦ (Zhang et al.29), g(~r = 0) can be larger than ∼100. Electron-hole
correlations induced by Coulomb interactions can therefore drastically increase the Auger carrier
capture rates.
In order to compute the capture rate in (10), we need to specify the initial and final energies, Ei
and Ef , respectively. With reference to the wavevectors in the correlation function 〈i|c†~k1b~k′1b
†
~k′2
c~k2 |i〉,
and assuming a momentum ~q is transferred to an electron in the conduction band in the process
depicted in Figure 9(b), we obtain,
Ef − Ei = ~
2|~k2 + ~q|2
2me
+ Eα − ~
2|~k2 − ~k′2|2
2(me +mh)
− Ed (12)
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If the initial electron and hole pair were bound, Eα would be the binding energy associated with the
exciton wavefunction φRα (~r). If the pair were not bound, Eα can be approximated as the relative
motion kinetic energy of the pair,
Eα ≈ −~
2|~k2mr/me + ~k′2mr/mh|2
2mr
(13)
The term ~2|~k2−~k′2|2/2(me+mh) is the center of mass energy of the initial electron and hole pair,
and ~2|~k2 +~q|2/2me is the energy of the scattered electron. Assuming that the defect level is deep,
and Ed is very large, ~q will be much larger than ~k2 or ~k
′
2. Therefore, we approximate the delta
function appearing in (10) as,
δ(Ef − Ei) ≈ δ(~2q2/2me − Ed) (14)
We also approximate the overlap factor F (~k2,~k
′
2, ~q) as,
|F (~k2,~k′2, ~q)|2 ≈
∣∣∣∣∫ d2~r Av(~r)e−i(~q).~r∣∣∣∣2 = |Av(~q)|2 (15)
Assuming a defect density nd, and an average defect occupation of Fd, and including spin and
valley degeneracies, the hole capture rate in (10) can be written in a simple form,
R ≈ BndnpFd = me~3 |V (qd)|
2(1 + g(~r = 0))|Av(~qd)|2ndnpFd (16)
where qd =
√
2me(Ed)/~. If the defect wavefunction is assumed to have the spherically symmetric
shape of an s-orbital with radius a then,
Av(~r) =
√
2
pia2
e−r/a |Av(~qd)|2 = 8pia
2
[1 + (qda)2]3
(17)
In order to make an order of magnitude estimate of the value of the rate constant B in (16),
we assume a defect wavefunction radius of ∼4 A◦, which is appropriate for highly localized deep
defects27, and a defect energy ∼1 eV above the valence band edge (Ed = 1 eV). Assuming mh =
me = 0.5mo
29, and using the expression for the wavevector dependent dielectric constant for a
MoS2 monolayer on a quartz substrate given by Zhang et al.
29, we obtain values of B equal to
2.2 × 10−13 cm4/s and 2.2 × 10−11 cm4/s for assumed values of g(~r = 0) equal to 0 and 100,
respectively. In comparison, the largest experimentally determined values in this work (see value
of Bf for the fast traps in Table 1 in the text) are in the range 7.3 × 10−13- 2.4 × 10−12 cm4/s
(taking into account the uncertainty in the sample defect density listed in Table 1). Therefore, the
rate constants for Auger carrier capture processes in MoS2 determined from the theory agree well
with the experimental data. Interestingly, the smallest and the largest values of g(~r = 0), used as
18
a fitting parameter, needed to obtain an exact match between the theory and our experimental
data are ∼2.3 and ∼10, respectively.
Similar calculations shows that the rate of the other capture processes in Figure 9 are,
(a) R ≈ Andn2(1− Fd) = 3
4
me
~3
|V (qd)|2|Ac(~qd)|2ndn2(1− Fd) (18)
(b) R ≈ Andnp(1− Fd) = mh~3 |V (qd)|
2(1 + g(~r = 0))|Ac(~qd)|2ndnp(1− Fd) (19)
(c) R ≈ BndnpFd = me~3 |V (qd)|
2(1 + g(~r = 0))|Av(~qd)|2ndnpFd (20)
(d) R ≈ Bndp2Fd = 3
4
mh
~3
|V (qd)|2|Av(~qd)|2ndp2Fd (21)
In (a) and (b) the defect energy Ed is measured from the conduction band bottom, and in (c) and
(d) the defect energy Ed is measured from the valence band top.
Intraband Absorption by Free Carriers and Excitons: In this Section, we derive an expres-
sion for the excitonic contribution to the intraband absorption and show that at optical frequencies
much higher than the exciton binding energies and much lower than the optical bandgap, the in-
traband conductivity of excitons looks similar to the intraband conductivity of free carriers. We
assume a MoS2 monolayer with free electron density nf , free hole density pf , and bound exciton
density nex. The total electron density n is nf + nex and the total hole density p is pf + nex. The
total intraband conductivity σ(ω) can be written as σf (ω)+σb(ω), where σf (ω) is the contribution
from the free carriers and σb(ω) is the contribution from the bound excitons. We now show that
the contribution to the real part of the intraband conductivity from all the carriers, free and bound,
at the frequencies of interest can be written as,
σr(ω) ≈
(
n
me
+
p
mh
)
e2τ
1 + ω2τ2
(22)
The real part of the intraband conductivity contribution from the free carriers must satisfy the
partial sum rule63, ∫ ∞
0
σrf (ω)dω =
pie2
2
(
nf
me
+
pf
mh
)
(23)
In addition, the high frequency limit of the imaginary part of the conductivity σif (ω) follows from
the Lehmann representation of the current correlation function63,
lim
ω→∞σif (ω) = i
(
nf
me
+
pf
mh
)
e2
ω
(24)
An expression that satisfies both the above conditions is given by the Drude form,
σf (ω) = i
(
nf
me
+
pf
mh
)
e2
ω + i/τ
(25)
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The above well known expression for the Drude form of the free carrier conductivity can be derived
in many different ways63. To find the intraband conductivity of the excitons we start from the
relative coordinate operator for the exciton,
~ˆr = ~ˆrh − ~ˆre (26)
where ~ˆrh and ~ˆre are electron and hole position operators. We have,[
~ˆr.nˆ, Hˆ
]
= i~
~ˆp.nˆ
mr
(27)
where ~ˆp is the relative momentum conjugate to ~ˆr, nˆ is any unit vector, and mr is the reduced
electron-hole mass,
1
mr
=
1
me
+
1
mh
(28)
It follows that, [
~ˆr.nˆ,
[
~ˆr.nˆ, Hˆ
]]
= − ~
2
mr
(29)
Suppose |α〉 represent all exciton states, tightly bound as well as ionized, with energies Eα. Taking
the matrix elements of the above commutator equation with the exciton states we get,∑
β
(Eβ − Eα)|〈α|~ˆr.nˆ|β〉|2 = ~
2
2mr
(30)
The above expression is a modification of the well known Thomas-Reich-Kuhn oscillator strength
sum rule. Most of the oscillator strength on the left hand side comes from the terms in which both
|α〉 and |β〉 are bound exciton states or low energy ionized states. Now consider an exciton gas
with density nex in which the state |α〉 is occupied with probability ρα. We only consider bound
exciton states to be occupied here since the contribution from the occupied exciton states that are
ionized has been included in the intraband contribution from the free carriers considered above.
The interaction between an exciton and a classical electromagnetic field of frequency ω is given by
the dipole operator −e~ˆr.nˆE(t), where nˆ is the field polarization unit vector. The optical intraband
conductivity of the system can be found easily using standard linear response techniques and comes
out to be,
σb(ω) = ie
2nex
∑
α,β
|〈β|~ˆr.nˆ|α〉|2ρα
[
2ω(Eβ − Eα)
(~ω + i~/τ)2 − (Eβ − Eα)2
]
(31)
We have introduced a phenomenological damping parameter τ . Using the sum rule given in (30),
the bound exciton conductivity σb(ω) is found to satisfy the conductivity sum rule,∫ ∞
0
σrb(ω)dω =
pie2
2
(
nex
mr
)
(32)
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Since most of the oscillator strength in the sum rule comes from the bound states or the low energy
ionized states, one can take the large frequency limit of the expression in (31) and obtain,
σb(ω) ≈ i e
2
~2
nex
∑
α,β
|〈β|~ˆr.nˆ|α〉|2ρα
[
2(Eβ − Eα)
ω + i/τ
]
(33)
The above expression is valid for frequencies ω much higher than the exciton binding energies but
much lower than the material optical bandgap. Using the sum rule given in (30), we obtain,
σb(ω) ≈ i
(
nex
mr
)
e2
ω + i/τ
= i
(
nex
me
+
nex
mh
)
e2
ω + i/τ
(34)
Under the assumption that the damping parameters τ , appearing in the conductivity expressions
for free carriers and bound excitons, are approximately the same, we can add σb(ω) from (34) and
σf (ω) from (25), and obtain the simple expression for the intraband conductivity of the sample at
the frequencies of interest,
σ(ω) = σf (ω) + σb(ω) ≈ i
(
n
me
+
p
mh
)
e2
ω + i/τ
(35)
Note that n and p above are now the total electron and hole densities including free carriers and
bound carriers (excitons). The desired expression in (22) follows immediately by taking the real
part of the above expression.
Optically Induced Sample Damage and its Effect on the Optical Properties and on
the Measured Dynamics: In our experiments we found that exfoliated MoS2 monolayers (SPI
Supplies and 2D Semiconductors) could easily get damaged permanently when pump fluences in
excess of ∼50 µJ/cm2 were used (452 nm wavelength). Once damaged in this way, the optical
characteristics of the sample would change completely. So care needed to be exercised in ensuring
that samples were not damaged during pump-probe, photoluminescence, or absorption measure-
ments. An optical microscope image and a Raman spectroscopy image of a sample damaged by
pump pulses is shown in Figures 10(a) and (b). The energy splitting between A1g and E2g mode is
much larger at the damaged spots compared to the surrounding intact areas. Similar enhancement
of the mode splitting in optically damaged samples has been reported previously64. In addition,
damaged samples exhibited large optical absorption throughout the bandgap, as shown in Figure
10(c), indicating creating of midgap states. Finally, the transmission of the probe pulse at 905 nm
wavelength in a damaged sample gets overwhelmed by the increased absorption inside the bandgap
and, consequently, the dynamics observed by the probe pulse become completely different com-
pared to the dynamics observed in an undamaged sample. A damaged sample shows a large slow
21
component in the transient that has a time scale much longer than any of the time scales observed
in an undamaged sample, as shown in Figure 10(d). The magnitude of the slow component in the
measured transient is larger in samples damaged with a higher pump fluence. We strongly feel that
it is very important that the absence or presence of optically induced sample damage is checked
before/after optical measurements in order to ensure that reliable data has been obtained.
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FIG. 10: (a) Optical microscope image of a sample damaged by a ∼128 µJ/cm2 pump pulse is shown. No sign
of damage is visible. (b) A scanned Raman image corresponding to the energy splitting between the A1g and
E2g modes is shown for a sample damaged by a ∼128 µJ/cm2 pump pulse. (c) A sample damaged by a ∼128
µJ/cm2 pump pulse shows large absorption throughout the bandgap. (d) The transmission of the probe
pulse at 905 nm wavelength in a damaged sample gets overwhelmed by the increased absorption inside the
bandgap and, consequently, the dynamics observed by the probe pulse become completely different compared
to the dynamics observed in an undamaged sample. A damaged sample shows a large slow component in the
transient that has a time scale much longer than any of the time scales observed in an undamaged sample.
The magnitude of the slow component in the measured transient is larger in samples damaged with a higher
pump fluence.
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