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Introduction
The southeastern Bering Sea is one of the most productive marine ecosystems in the world and provides half of the commercial seafood caught in the United States (Sigler et al., 2010) . As the Bering Sea ecosystem responds to variations in climate, its capacity to supply the resources on which national and local economies depend upon will possibly change (Grebmeier et al., 2006) . Long-term monitoring is therefore critical for understanding and predicting changes in this ecosystem (Sigler et al., 2010) . Ocean color remote sensing is an important tool to examine changes in the southeastern Bering Sea ecosystem relative to in-situ observations in terms of spatial and temporal resolution. Apart from chlorophyll-a concentrations, ocean color sensors offer the potential to estimate other important variables, such as water column primary productivity (PP) and phytoplankton functional groups (McClain, 2009) , which are essential for understanding long-term changes occurring in the Bering Sea ecosystem. Accurate estimates of these variables from space-based sensors require a thorough understanding of in-water optical properties. Despite the importance of the southeastern Bering Sea ecosystem as a biologically rich resource region, its optical properties have not been documented in detail and hence satellite-based estimates of phytoplankton biomass distribution have been confounded with uncertainty. Satellite-based patterns of phytoplankton variability in relation to ice edges and polar frontal regions have been described for the Bering Sea (Maynard & Clark, 1987; Müller-Karger et al., 1990) . Previous studies suggest that Coastal Zone Color Scanner (CZCS) pigment concentrations derived for the Bering Sea using global ocean color algorithms are lower than in-situ estimates (Maynard & Clark, 1987) . More recent studies have demonstrated that chlorophyll-a was overestimated by SeaWiFS OC2 algorithm in the Bering Sea (Schallenberg et al., 2008) . The explanation for such biases in the Bering Sea and polar regions have been attributed to lower specific phytoplankton absorption, high CDOM and lack of adequate data for development of ocean color algorithms (Cota et al., 2003; Matsuoka et al., 2007; Stramska et al., 2006; Wang et al., 2005) .
Light absorption coefficients of phytoplankton, non-algal particles (NAP), and colored dissolved organic matter (CDOM) are major parameters that determine the optical variability of oceanic waters and hence an understanding of their variations with respect to environmental variability and ecological factors is fundamental to fine-tuning of bio-optical models. The absorption of light by particulate and dissolved matter significantly affect the variance of both remote-sensing reflectance (R rs (λ)) and the diffuse attenuation coefficient (K d (λ) ). The total absorption coefficient of seawater is the sum of individual components within the water column, namely pure water, CDOM, phytoplankton and NAP and can be expressed as:
where a W (λ), a CDOM (λ), a PHY (λ), a NAP (λ), a P (λ) and a DG (λ) are absorption coefficients due to pure water, CDOM, phytoplankton, NAP, total particulate matter and CDOM plus NAP matter, respectively (see Table 1 for symbols used in this paper).
The absorption properties of high northern latitude regions (Cota et al., 2003; Matsuoka et al., 2011 Matsuoka et al., , 2007 Stramska et al., 2006; Wang et al., 2005) , particularly the southeastern Bering Sea (Naik et al., 2010) , have only recently been studied in detail. Due to large biases observed in retrievals of chlorophyll-a in the Arctic, region and season specific algorithms have been proposed with regional parameterization (Stramska et al., 2006) involving in-situ inherent optical properties (IOP's e.g. absorption, backscattering), apparent optical properties (AOP's e.g. normalized water leaving radiance, R rs (λ)) and chlorophyll-a. Even if regional or seasonal empirical algorithms developed specifically for the higher latitudes are used, biases would likely exist due to the diverse nature of IOP's in these regions. One such example is the Arctic OC4L (Cota et al., 2004) which performed less satisfactorily in the western Arctic when highly turbid waters were included (Matsuoka et al., 2007) . A preferential approach would be to use semi-analytical algorithms that are based on the relationship between remote sensing reflectance (R rs (λ)) and IOPs. Recent studies (Naik et al., 2010) have shown the potential of the Quasi Analytical Algorithm (QAA) (Lee et al., 2002) to retrieve absorption coefficients in the southeastern Bering Sea. The development or regional parameterization of empirical or semi-analytical ocean color algorithms and characterization of the bio-optical properties in the Bering Sea would require better understanding of the relationship between IOPs (absorption and scattering) and AOPs (R rs (λ) and K d (λ)).
The objectives of this study are to (1) describe the absorption budget and its spatial distribution across and along shelf transects at different depths, (2) describe a* PHY (λ) variability and parameterize the phytoplankton, CDOM plus NAP and total water minus pure water absorption coefficients using simple regression models, and (3) describe the influence of the absorption coefficients on R rs (λ) (hence estimates of chlorophyll-a from ocean color algorithms) and K d (λ).
Methods and materials

Study area
The Bering Sea is a semi-enclosed basin ( Fig. 1 ) with an extensive continental shelf in the east, a steep shelf break and deep basin waters towards the west. During summer the southeastern Bering Sea shelf waters can be broadly classified into three domains based on frontal structures associated with wind, bathymetry and tides (Kachel et al., 2002) , the coastal domain (b50 m depth) extending from the Alaskan coast to the inner front at~50 m isobath, the middle domain (50-100 m depth) extending from the inner front to the central front at~100 m isobath, and the outer domain (100-200 m depth) extending from the central front to the shelf break.
The general circulation in the Bering Sea is part of the North Pacific sub-arctic gyre with advection of Pacific water from the Aleutian Stream through the various passes along the Aleutian Islands with net outflow into the Arctic through the Bering Strait (Schumacher & Stabeno, 1998) . Most of the shelf circulation is characterized by diffuse flows to the north following the bathymetry with tidal energy dominating most of the shelf. The hydrographic structure of the northern shelf is driven by salinity whereas the southern shelf is driven by temperature. Sea ice melt is the primary source of freshwater that influences the central and outer domains (Aguilar-Islas et al., 2008) . Apart from ice melt, the Bering shelf receives large volumes of freshwater input from the Yukon and Kuskokwim rivers. The Yukon River has the fifth largest drainage basin in North America and discharges an annual average of~200 km 3 freshwater to the northern Bering shelf (Stabeno et al., 2006) while Kuskokwim has a much smaller drainage basin delivering~34 km 3 of freshwater to the southern and eastern parts of the Bering Sea (Feely et al., 1981) . The maximum discharge occurs during the peak ice melt in May and June with a small pulse in August. Although the runoff from both the rivers is constrained to the coast by strong inner shore currents, the Kuskokwim River has a greater influence on our study region as the runoff flows along the coast with part of it diverging at the Nunivak islands along the shelf to north, driven mainly by winds and tidal currents (Fig. 1) . The influence of river runoff is significant on the vertical structure of the coastal domain where it combines with shelf waters forming the low salinity water mass known as the Alaskan Coastal waters (ACW) (Coachman, 1986) . The signature of ACW is also found in the Arctic waters (Chukchi Sea), transporting high concentration of CDOM to the western Arctic Ocean (Matsuoka et al., 2011) .
Discrete water sampling
Station locations that were sampled are shown in Fig. 1 . Physical and biological measurements, and water sampling were conducted along and across shelf transects covering the coastal, middle and Table 1  Table of Symbols. Symbol Description
Chlorophyll-a specific phytoplankton absorption (m 2 (mg chl a)
Spectral absorption coefficient for non-algal particulate matter + CDOM (m 
Scattering coefficient of pure sea water (m −1 )
In-water upwelling radiance (W m −2 nm −1 sr outer domains during a cruise on the USCGC Healy in July 2008. The Bering Sea was ice-free during the entire cruise. At every station, salinity, temperature and density profiles were recorded with a SeaBird SBE-911 plus CTD unit and water samples were collected for absorption analyses at 3 depths (or more) -surface, middle 1 and middle 2 using Niskin bottles attached to the CTD. The middle 1 depth corresponded to the chlorophyll fluorescence maximum depth if it was present at the station, while middle 2 depth was a few meters below the chlorophyll fluorescence maximum depth.
Particulate absorption and chlorophyll-a measurements
Particulate absorption measurements were made following the standard quantitative filter technique (QFT) procedure (Mitchell, 1990) . Discrete water samples were filtered immediately after collection under low vacuum on 0.7 μm Whatman GF/F glass fiber filters and stored in liquid nitrogen until analysis for particulate absorption and chlorophyll-a. Chlorophyll-a concentration was determined fluorometrically with 90% acetone (Holm-Hansen et al., 1965) in a Turner Designs fluorometer. The volume of water filtered was adjusted between water types so that sufficient particles were loaded on the filter without overloading the filter. The bulk of the particulate absorption measurements were carried out onboard and the remaining samples were frozen at −80°F and brought back to the lab for analysis.
In the case of the frozen samples, they were first thawed to room temperature after removing from liquid nitrogen by keeping them in the dark at room temperature for half an hour. Filter blanks were prepared by filtering 15 ml of 0.2 μm filtered seawater corresponding to the station and depth under analysis. Absorbance measurements of total particulate matter (A P (λ)) were done by scanning the sample filter using a shipboard WPI Ultrapath™ system (Ultrapath, WPI Inc., Sarasota, FL, USA) from 190 to 722 nm at 1 nm intervals. In laboratory studies the Ultrapath system showed good agreement with comparisons done on a dual beam Lambda 850 spectrophotometer equipped with an integrating sphere for both phytoplankton cell cultures as well as field samples from diverse oceanic regions (Naik & D'Sa, 2012) . To separate the phytoplankton pigments within the particulate matter from NAP, methanol extraction (1-4 h) was done (Kishino et al., 1985) . The sample filter paper was scanned again to obtain non-algal particulate (NAP) absorbance (A NAP (λ)). To minimize the differences between sample and blank filters all the sample spectra were shifted to zero near the infra-red region by subtracting the average absorbance from 712 to 722 nm. The optical densities were corrected for pathlength amplification using the Naik and D'Sa (2012) beta (β) correction algorithm. The β correction algorithm for Lambda 850 obtained for our study was similar to that obtained by Cleveland and Weidemann (1993) , lower than that obtained by Mitchell (1990) and higher than that obtained by Bricaud and Stramski (1990) . The accuracy of a P (λ) values taking into consideration the beta factor inconsistency and instrumental factors would be less than 20%.
The absorbances corrected for pathlength amplification (A P(corr) (λ) or A NAP(corr) (λ)) were converted to absorption coefficients using the equation:
where a P (λ) (m − 1 ) is the total particulate absorption and a NAP (λ) (m − 1 ) is the non-algal particulate absorption. The coefficient 2.303 is a factor for converting from base e to base 10 logarithm, V (m  3 ) is the volume filtered, and A (m 2 ) the filter paper clearance area. The ) from a P (λ) using the relation:
The a NAP (λ) spectra can be expressed by an exponential function:
The wavelength λ 0 (443 nm) is the reference wavelength in this study and S NAP represents the spectral slope for a NAP (λ). A non-linear least square fit (MATLAB®) was applied to calculate S NAP from 350 to 700 nm. Although residual absorption from inefficient removal of pigments through methanol extraction was not evident in a NAP (λ) spectra, we excluded the 400-480 nm and 620-700 nm ranges to avoid any residual pigment absorption that might still have been present (Babin et al., 2003) .
Chlorophyll-a specific phytoplankton absorption (a* PHY (λ) (m 2 (mg chl a) ). Regression analysis was conducted to determine the relationship between a PHY (λ) and chlorophyll-a from 400 to 700 nm at 2 nm intervals (Bricaud et al., 1998) :
where, α CHL (λ) and β CHL (λ) are the coefficients of the non-linear fit derived from our dataset. For parameterization of a PHY (λ) and total absorption minus water (a T − W (λ)), the following relationships were used:
where, a PHY (443) and a T − W (443) are the phytoplankton absorption and total absorption minus water absorption at 443 nm respectively, α PHY (λ), β PHY (λ) and α T − W (λ), β T − W (λ) are the coefficients of non-linear regression derived for our dataset from 400-700 nm at 2 nm interval.
CDOM absorption measurement
For CDOM absorption (a CDOM (λ)), discrete water samples were filtered immediately after collection through 0.2 μm nylon membrane filters under low vacuum. Most samples were immediately analyzed onboard and the remaining filtered samples were stored in acid cleaned, pre-combusted amber colored glass bottles and stored at 4°C. The filtered samples were allowed to reach ambient room temperature to minimize temperature bias between samples and blank. Absorbance measurements of CDOM (A CDOM (λ)) were done on a shipboard WPI Ultrapath™ system from 190 to 722 nm at 1 nm intervals. The pathlength was variable (either 10 cm or 50 cm) depending on whether significant absorbance was observed between 400 and 500 nm. The sample cell was cleaned between measurements using successive rinses of Methanol, 10% HCL and Milli-Q water. For the reference, salt solutions with refractive indices close to seawater samples were prepared using granular NaCl (Mallinckrodt) and Milli-Q water, to minimize the differences in refractive index between sample and reference, which can cause offsets in absorbance measurements (D'Sa et al., 1999) .
The absorbance data were corrected for baseline fluctuations by subtraction of the mean value over 5 nm interval of the measured absorbance at 700 nm from each wavelength (Mitchell et al., 2003) . The a CDOM (λ) (m ) was calculated according to:
Spectra of a CDOM (λ) can be expressed as an exponential function as follows:
where λ 0 is the reference wavelength chosen as 443 nm, and S CDOM denotes the spectral slope for CDOM absorption. For each a CDOM (λ) spectra, S CDOM was calculated by fitting a non-linear least square to an exponential function from 350-500 nm (Babin et al., 2003; Twardowski et al., 2004) . Similarly, for CDOM plus NAP absorption (a DG (λ)), the spectral slope of CDOM plus NAP (S DG ) was calculated by applying a non-linear least square fit to every a DG (λ) spectra from 350-550 nm with the exclusion of the 400-480 nm range (Babin et al., 2003) .
Bio-optical package measurements
Two profiling bio-optical packages (BOP) were utilized during the cruise. For the first half of the cruise, the BOP consisted of a hyperspectral absorption and attenuation meter (ac-s, WETLabs), a three angle (100°, 125°, and 150°), three wavelength (470 nm, 530 nm, and 660 nm) backscattering meter (ECO VSF3, WETLabs), a CTD (SBE-19, Seabird) and hyperspectral downwelling spectral irradiance and upwelling spectral radiance meter (HyperOCR, Satlantic). For the second half of the cruise the BOP consisted of hyperspectral absorption and attenuation meter (ac-s, WETLabs), a nine wavelength (412 nm, 440 nm, 488 nm, 510 nm, 532 nm, 595 nm, 660 nm, 676 nm, and 715 nm), one angle (117°) backscattering meter (ECO BB9, WETLabs) and a CTD. An SPMR (SeaWiFS Profiling Multichannel Radiometer, Satlantic) was used for measurements of downwelling spectral irradiance and upwelling spectral radiance during the second half of the cruise and was deployed immediately after the BOP profiling. Time-stamped data from instruments on the BOP were aligned to the CTD data and vertical profiles were binned at 0.5 m depth intervals.
The ac-s data were corrected for temperature, salinity, and scattering (Pegau et al., 1997; Zaneveld et al., 1994 ) using optically clean Milli-Q water as a reference (obtained from the calibration of the ac-s multiple times during the cruise). The total scattering coefficient (b (ac-s) (m −1 )) was calculated as the difference between corrected absorption (a T(ac-s) (m −1 )) and attenuation coefficient. The backscattering data were corrected for salinity and light loss due to absorption over the path length at each angle and wavelength using the ac-s derived absorption and scattering values . The corrected backscattering coefficients (b b (λ) (m −1 )) obtained are sum of particulate backscattering and backscattering by pure water.
The irradiance and radiance data from SPMR and HyperOCR were processed using Prosoft 7.7.16 (Satlantic). Radiometer R rs (λ) (sr −1 ) was calculated as ratio of upwelling radiance (L u (λ)) and downwelling irradiance (E d (λ)) just above the sea surface. A 5-point moving linear regression of ln E d (λ) versus depth was used to obtain diffuse attenuation coefficient for downwelling irradiance (
). To calculate the L u (λ) and E d (λ) just above the sea surface, values of K d (λ) at shallowest depth were used to first calculate L u (λ) and E d (λ) just below the sea surface. These values were then extrapolated to values just above the surface based on Fresnel reflectance at air-water interface for L u (λ) and E d (λ) (Mueller & Austin, 1995) . As the performance of Medium Resolution Imaging Spectrometer (MERIS) in the study area has been found to be reasonable (Naik et al., 2010) , R rs (λ) was also obtained from MERIS Level 2 data (http://merci-srv.eo.esa.int/merci/) using a 3 × 3 pixel box size (1.2 km/pixel for MERIS) with a time difference of ±8 h between the in-situ sampling and satellite overpass.
Modeling of remote sensing reflectance (R rs (λ)) and diffuse attenuation coefficient for downwelling irradiance (K d (λ))
The influence of absorption coefficients on R rs (λ) and K d (λ) were assessed by modeling these quantities (i) using in-situ absorption coefficients (discrete and continuous profile) and backscattering coefficients (modeled and continuous profile), and (ii) by excluding a CDOM (λ) from a T (λ) to show the effect of a CDOM (λ). The validity of the modeled R rs (λ) and K d (λ) were tested by comparing them with in-situ radiometer derived R rs (λ) and K d (λ). The details on the modeling process are described below.
R rs (λ) at the surface was modeled through IOPs according to the equations shown below (Gordon et al., 1988; Mobley, 1994) : (14)). R rs(DM-CDOM) (λ) (Fig. 8b ) is R rs (λ) modeled from discrete measurements of absorption without contribution from CDOM and modeled backscattering. R rs(BM) (λ) is R rs (λ) modeled from IOPs measured with the BOP. a T (λ) is total water absorption coefficient obtained from discrete water measurements and a T(ac-s) (λ) is total water absorption coefficient from ac-s. b b(ECO) (λ) is the backscattering coefficient obtained from backscattering meter (ECO VSF3 or ECO BB9) on the BOP. b b(model) (λ) is backscattering modeled as (Morel & Maritorena, 2001 ):
where b p (λ) is the particulate scattering coefficient, b b (λ) is the backscattering coefficient, b w (λ) is scattering by pure water and B (=0.0183) is the backscattering ratio treated as constant (Gould et al., 1999) . K d (λ) was modeled through IOPs according to the equations given below (Aas, 1987) :
where μ d is the cosine of the mean downwelling light field. (Bannister, 1974) .
Results and discussion
Absorption budget and its spatial distribution in relation to hydrographic and biogeochemical characteristics
The hydrographic structure, nutrients, and productivity in the Bering Sea during the in-situ sampling are described in detail elsewhere Mathis et al., 2010; Moran et al., 2012; Mordy et al., 2012; Stabeno et al., 2012a Stabeno et al., , 2012b . The shelf could be divided into 6 distinct zones based on hydrographic and biogeochemical characteristics. Across the shelf and the entire water column, a front extended along the 50 m isobath (inner front) while a second front was identified based on temperature at approximately the 100 m isobath (central front) on the MN and NP transects (not clear on the SL transect). These fronts divided the shelf into 3 domainsCoastal Domain, Middle Domain and the Outer Domain. Along the 70 m isobath, a broad transitional zone was present at 60°N in hydrography (density and bottom water temperatures), nutrients and chlorophyll dividing the eastern shelf into northern shelf (60°N and above) and southern shelf (below 60°N). Over the northern shelf the ice melt influenced the SL and MN transects creating a fresh water lens~20 m deep seaward from the inner front. The spatial distributions of nutrients and productivity generally coincided with the frontal transition zones Moran et al., 2012; Mordy et al., 2012; Stabeno et al., 2012a Stabeno et al., , 2012b . Typical of the study region, the coastal domain was low in macronutrients but high in iron and the outer domain was high in macronutrients but low in iron. Production was high just below the pycnocline with intense subsurface chlorophyll fluorescence maxima and subsurface supersaturation of oxygen (Stabeno et al., 2012a (Stabeno et al., , 2012b . The appearance of chlorophyll fluorescence maximum is common in the middle and outer domain (more intense in the northern shelf) of the study region during summer, where wind speeds are not efficient enough in mixing the water column resulting in a two layer system observed during the study period (Stabeno et al., 2012b) . The productivity was lowest in the coastal domain in both the northern and southern shelf, and highest in the middle domain of the northern shelf and middleouter domain of the southern shelf Mathis et al., 2010; Moran et al., 2012) .
The surface distribution of absorption properties in the study area has been covered in detail in Naik et al. (2010) . The distribution of the absorption budget in the surface and middle 1 depth clearly shows the dominance of a CDOM (443) (Fig. 2) , except at stations located near the Pribilof Islands and St. Matthews Island where a PHY (443) was dominant, which is due to the enhanced production near the islands caused by interaction of tides and currents with bathymetry (Kachel et al., 2002; Stabeno et al., 2008) . Patterns of a PHY (443) were similar to productivity Mathis et al., 2010; Moran et al., 2012) with the highest values near the Pribilof Islands of the southern shelf and along the central front in the middle domain, and the lowest values throughout the coastal domain. The a PHY (443) was higher in the middle depths relative to surface (ANOVA, p = 0.005) due to the influence of subsurface chlorophyll maximum. Within a DG (λ), a CDOM (λ) was more dominant relative to a NAP (λ). Higher values of a CDOM (443) and a DG (443) (ANOVA, p = 0.007) were observed in the coastal domain of the northern shelf showing the influence of Kuskokwim river runoff which is carried to the north by prevailing northern currents and constrained to the coast by the inner front. The inverse correlation between salinity and a CDOM (443) (p b 0.001) supports the contribution of river runoff to higher CDOM. The northern shelf (60°N and above) showed a higher relative contribution from CDOM as compared to the southern shelf (below 60 N) (ANOVA, p = 0.003). The increase in contribution of a PHY (443) to total absorption was apparent going from surface samples to middle 1 depths, but the contribution of a CDOM (443) was still dominant at most stations (Fig. 2) .
To examine the relative contributions of phytoplankton, NAP and CDOM absorption coefficients to total non-water absorption, the coefficients were displayed on a normalized ternary plot at wavebands that correspond to most ocean color sensors as well as wavebands at which the constituents show characteristic features (Fig. 3) . Excluding a few samples (e.g. stations near the Pribilofs), at all depths Fig. 2 . Spatial distribution of the absorption budget at 443 nm for (a) surface and (b) middle 1 depths. Green, orange, and yellow represents phytoplankton, NAP, and CDOM percentage contribution, respectively, to total non-water absorption in the pie symbols. The size of pie symbols is proportional to the total non-water absorption at the station locations shown in Fig. 1. and wavelengths (except 676 nm) examined, a CDOM (λ) dominates the total non-water absorption coefficient followed by a PHY (λ) and a NAP (λ). This result is consistent with previous findings (e.g. Belanger et al., 2006; Brown et al., 2008) , where a high contribution of a CDOM (λ) at higher latitudes was observed. At 443 nm, where the chlorophyll-a absorption is maximum, a PHY (λ)/ a T − W (λ), a NAP (λ)/ a T − W (λ), and a CDOM (λ)/ a T − W (λ) was 20%, 14%, and 66%, respectively for surface samples, 28%, 15%, and 57%, respectively for middle1 depth, and 19%, 16%, and 65%, respectively for middle 2 depth. The relative contribution of each component remains similar from the surface to below the chlorophyll-a maximum with the only noticeable change being the increase in a PHY (443)/ a T − W (443) and corresponding decrease in a CDOM (443)/ a T − W (443) at middle 1 depths. The CDOM contribution to total non-water absorption was generally dominant in the near ultraviolet region of the spectrum (380 nm -data not shown) and nearly null in the red region (676 nm). The highest relative contribution of a NAP (λ) to a T − W (λ) was at 560 nm and of a PHY (λ) to a T − W (λ) was at 676 nm. The relative contribution of a DG (443) was around 80% near the surface, which is slightly higher than the range (70% at 443 nm) of satellite estimates provided by Siegel et al. (2005) for the study region.
Relationship of chlorophyll-a with absorption
The a PHY (443) and a P (443) (Fig. 4) . A non-linear relationship expressed as a power function applied between a PHY (λ), a P (λ), a DG (λ), and a T − W (λ) at 443 nm and 676 nm along with chlorophyll-a showed significant correlation, consistent with other studies (Table 2 ) (Bricaud et al., 2004; Cota et al., 2003) . The relation between a PHY (443) and chlorophyll-a obtained for this study was similar to the Matsuoka et al. (2007) ). This suggests a need for a cautious approach towards generalization of bio-optical properties of polar and lowerlatitude regions. The a PHY (443)/a P (443) ratio values ranged between 0.25 and 0.91, while a NAP (443)/a P (443) ranged between 0.11 and 0.75, and are within the ranges reported in literature from different regions (Bricaud et al., 1995 (Bricaud et al., , 2004 Cleveland, 1995) . Despite this variability, a PHY (443) and a NAP (443) contributed on an average 62% and 38% respectively to a P (443), for samples at all stations and depths. The a DG (443) showed only a weak correlation with chlorophyll-a (Table 2, Fig. 4b ). Within a DG (443), a NAP (λ) showed a significant positive relation with chlorophyll-a, while a CDOM (λ) was poorly correlated with chlorophyll-a ( Table 2 ). The weak correlation between a CDOM (443) and chlorophyll-a was also seen in other high northern latitudes studies (Matsuoka et al., 2007; Wang et al., 2005) , which can be attributed to CDOM processes being out of phase with phytoplankton biomass or production and that most CDOM in this region is of terrestrial origin. The a T − W (443) correlated well with chlorophyll-a despite the weak correlation between a DG (443) and chlorophyll-a (Fig. 4c, Table 2 ).
The relationships between ratios of a PHY (443), a CDOM (443) and a DG (443) to a T − W (443) and chlorophyll-a show the relative contribution of each of these components to total non-water absorption in relation to phytoplankton biomass (Fig. 5) . The a PHY (443)/ a T − W (443) ratio increased with increasing chlorophyll-a with large variability at chlorophyll-a b 1 mg m −3 (Fig. 5a) . The a CDOM (443)/ a T − W (443) ratio decreased with increasing chlorophyll-a, emphasizing that as phytoplankton biomass increases, a CDOM (443) becomes less important relative to the a P (443) in a T − W (443) (Fig. 5b) . The inverse relation between a DG (443)/a T − W (443) and chlorophyll-a was not as strong as between a CDOM (443)/a T − W (443) ratio and chlorophyll-a and was relatively constant up to chlorophyll-a value of 5 mg m −3 (Fig. 5c) . The most prominent outcome of this relation is the strong contribution of a DG (443) to the a T − W (443); even at chlorophyll-a concentrations of 7 mg m −3
, a DG (443) contributed to more than half 
Table 2
Coefficients and their standard error (in brackets), r 2 (coefficient of determination) and number of samples (n) for the power fit expressed as: (443)). Note that y-axis is in log scale. See Fig. 3 for symbols.
of a T − W (443). The significance of this result is evident while evaluating the absorption budget in relation to modeling R rs (λ) and K d (λ) (Section 3.5).
Specific phytoplankton absorption
The chlorophyll-a specific phytoplankton absorption (a* PHY (λ)) showed large variability in the study region (Fig. 6a) , which poses problems when a* PHY is considered to be constant in many biooptical models (Bannister, 1974; Morel & Maritorena, 2001 ). The variability was greater in the blue with values ranging from 0.003 to 0.120 m 2 (mg chl-a) −1 at 443 nm than in the red (676 nm) region of the spectrum where it ranged from 0.002 to 0.030 m 2 (mg chl-a) −1 . Higher concentrations of phaeopigments in some samples caused the peak of the absorption spectra to be shifted towards shorter wavelengths. A marked shoulder at~475 nm was observed in some spectra, which is usually associated with alloxanthin and 19`-hexanoyloxyfucoxanthin pigments present in prymnesiophytes (Cota et al., 2003) . The prymnesiophyte Phaeocystis was dominant at many stations during the cruise which explains the presence of this feature in the a PHY (λ) spectra . The variability in a* PHY (λ) was not just restricted to the visible region, the UV (300-400 nm) region too showed large variability with high absorption (Fig. 6a) . Peaks around 320 nm were observed in some of the surface values that diminished in magnitude or were mostly absent in samples from middle depths. Peaks around these wavelengths have been attributed to mycosporine like amino acids (MAAs) (Riegger & Robinson, 1997) . MAAs are a group of UV absorbing compounds that act as sunscreens to reduce UV induced damage (Riegger & Robinson, 1997) . The higher amplitude of peaks in the surface samples relative to middle depths indicate that the concentration of MAAs decreased with depth in the study region. The higher presence of MAAs in the surface phytoplankton populations of the region could be due to change in species composition or indicative of photoacclimation processes (Helbling et al., 1996) . Photoacclimation processes may result in high relative levels of photo-protective carotenoids (Laurion et al., 2002) ; the absorption bands of photoprotective carotenoids are in the 400-530 nm range (Bricaud et al., 1995) which could partially explain the relatively high values of a* PHY (443) in some surface samples.
A decreasing trend of a* PHY (443) from 0.120 to 0.003 m 2 (mg chl-a) − 1 was observed with increasing chlorophyll-a concentration from 0.04 to 32.30 mg m −3 (Fig. 6b, p b 0.001) . Similar trends are seen for a* PHY (λ) with chlorophyll-a concentration over the entire visible spectrum. The a* PHY (443) was consistently lower for our study as compared to the Bricaud et al. (1995) study (Fig. 6b) , indicating the change in pigment composition and/or change in pigment packaging. Pigment packaging refers to phytoplankton pigments being less efficient at absorbing light when they are within cell structures relative to when they are in solution resulting in reduction of the pigment absorption (Kirk, 1994; Morel & Bricaud, 1981) . Pigment packaging can be quantified using the Duysens (1956) and Morel and Bricaud (1981) approach, by calculating Q a *(λ) which is the ratio of a* PHY (λ) and specific phytoplankton absorption of the same pigmented material in suspension. Theoretically, Q a *(λ) varies from 1 (no package effect) to 0 (maximal package effect). With a* PHY_SOL (676) set equal to 0.0207 m 2 mg -1 (Bricaud et al., 1995) , Q a *(676) was calculated. The Q a * (676) values decreased from 1.02 to 0.16 with increasing chlorophyll-a concentration (Fig. 6c ). However, a large scatter was observed in Q a *(676) which can be attributed to uncertainty in the β factor (Bricaud & Stramski, 1990) . Pigment packaging has been found to be significant at high latitudes as phytoplankton cells acclimate themselves to the low-light and nutrient-rich environment (Cota et al., 2003) and is dependent on the size of phytoplankton cells, with larger cells showing more packaging relative to smaller cells (Bricaud et al., 1995) . The blue to red ratio of a* PHY (λ) can be used as an indicator of phytoplankton size, with higher values (e.g., a* PHY (443)/a* PHY (676) > 3) known to be associated with smaller cells (Moore et al., 1995; Stramski & Morel, 1990) . This ratio in our study varied from 6.9 to 1.1 demonstrating approximately a 6-fold decrease as chlorophyll-a increased from 0.04 to 32.3 mg m −3 (data not shown). A large number of a* PHY (443)/ a* PHY (676) values were less than 3 signifying relatively larger size phytoplankton to be dominant and hence larger package effect.
However several values of a* PHY (443)/a* PHY (676) greater than 3 were also observed. Another independent method of evaluating the phytoplankton size is by calculating the spectral size parameter (S f ) according to the Ciotti et al. (2002) spectral mixing model. The model constrains S f between 0 and 1, where S f values close to 0 indicate phytoplankton community dominated by large cells (>20 μm) and S f values close to 1 dominated by small cells (b2 μm). The computation of S f is included in this study as a method independent of chlorophyll-a concentration to support the results obtained from a* PHY (443), a* PHY (443)/ a* PHY (676) and Q a *(676). The comparison of measured and reconstructed phytoplankton absorption spectra using computed S f was in good agreement with r 2 greater than 0.9 averaged over the visible spectrum (400-700 nm) (data not shown). An inverse relationship was seen between S f and chlorophyll-a (Fig. 6d) , with higher values associated with small sized cells and lower chlorophyll-a, and smaller values associated with larger sized cells and higher chlorophyll-a.
The heterogeneity observed in a* PHY (λ), S f , a* PHY (443)/a* PHY (676) and Q a * (676) is supported by the chlorophyll-a fractionated and cell abundance data from the region Moran et al., 2012) . Size fractionated data revealed that about 70% of chlorophyll-a in middle depths and 47% of chlorophyll-a in surface samples was attributable to the >5 μm sized phytoplankton cells, however averaged over the entire study area~30% of vertically integrated chlorophyll-a was from >5 μm (personal communication, Dr. Michael Lomas; Lomas et al., 2012) . The phytoplankton cell abundance observations showed that microflagellates (mainly Phaeocystis sp.) followed by diatoms dominated the study region during the sampling period . The Phaeocystis sp. although small in size (3-5 μm) demonstrate significant pigment packaging as they acclimatize to lower light levels (Moisan & Mitchell, 1999) . Although distribution of phytoplankton size classes showed relatively small cells at most stations, stations where large cells dominated were also present .
Lower a* PHY (λ) values are not uncharacteristic of polar regions (Mitchell & Holm-Hansen, 1991; Sosik et al., 1992) and have been identified as the cause of the underestimation of chlorophyll-a concentration by ocean color algorithms in the southeastern Bering Sea (Müller-Karger et al., 1990) . However, Schallenberg et al. (2008) show that satellite-derived chlorophyll-a in the Bering Sea is often overestimated owing to the influence of higher a CDOM (λ) although no measurements of absorption coefficients were conducted in the study. In Section 3.5, we discuss the effect of these two co-existing factors (lower a* PHY (443) and higher a CDOM (λ)) on R rs (λ) and their ratios (hence pigment estimates) in the study region.
Parameterization of a PHY , a DG and a T − W
Ocean color sensors have a limited number of channels that are not sufficient to decipher spectral shape of absorption coefficients over the visible domain. However, parameterization of absorption coefficients developed by using spectral slopes, absorption coefficients at a certain wavelength and/or chlorophyll-a, provides a means of extending absorption measurements at a specific wavelength to absorption for hyperspectral wavelengths (Barnard et al., 1998; Wang et al., 2005) . We discuss here the parameterization of a PHY , a DG and a T − W using simple regression models.
Phytoplankton absorption parameterization through chlorophyll-a and a PHY (443)
Good correlation between a PHY (443) and chlorophyll-a (Fig. 4a) , suggests that it would be appropriate to parameterize a PHY (λ) with chlorophyll-a. Despite the variability seen in the a PHY (λ) spectra, good correlations were observed between a PHY (λ) and chlorophyll-a over the visible spectrum using Eq. (7), with weakest correlations in the 450 nm to 500 nm range (Table 3 ). The 450 to 500 nm is the range where accessory pigments have a significant effect on the a PHY (λ) spectra, thus the lowest r 2 . Using this parameterization, the a* PHY (λ) spectra can be modeled for various concentrations of chlorophyll-a. Fig. 7a shows the results of modeling a* PHY (λ) and the apparent flattening of the spectra due to the package effect which was more pronounced with increasing chlorophyll-a. We clearly see that a* PHY (λ) is lower than the Bricaud et al. (1995) study for all wavelengths in the visible domain. The a PHY (λ) can also be parameterized using a PHY (443); the regression coefficients and r 2 for relationship between a PHY (λ) and a PHY (443) expressed as Eq. (8) are shown in Fig. 7b and Table 3 . To test the strength of this parameterization we divided the data randomly into two halves, for one half we developed the parameterization and tested it with the other half. The results of this analysis at specific wavelengths shows a good linear relationship between the measured and modeled a PHY (λ) ( Table 4) . Thus, the approach used here is helpful for describing a PHY (λ) spectra over the visible domain using a PHY (443) derived from ocean color.
a DG (λ) parameterization through a DG (443) and S DG (443)
The mean value of the spectral slope of CDOM and NAP (S DG ) was used to parameterize the a DG (λ) spectra using Eq. (10). In most ocean color applications CDOM and NAP absorption are considered together, due to their similar spectral shapes. For all samples, the a NAP (λ) and a CDOM (λ) could be expressed by exponential functions given by Eqs. (6) and (10), respectively. The standard error of both S CDOM and S NAP estimate was less than 0.1% and r 2 was greater than 0.95.
Table 3
Coefficients, r 2 and`number of samples (n) at specific wavelengths for the non-linear regression expressed as:
Þ (see Eqs. (7) and (8)); where a Q (λ) is either phytoplankton absorption (2nd and 3rd column from left) or T − W (total absorption minus water) (4th column from left) from 400-700 nm at 2 nm interval, X is chlorophyll-a (2nd column from left), or PHY(phytoplankton absorption) at 443 nm (3rd column from left), or T − W (total absorption minus water) at 443 nm (4th column from left), λ is the wavelength.
Chlorophyll-a n = 143 a PHY (443) n = 182 a T − W (443) n =182 with an average value of 0.0110 ± 0.0017 nm (Fig. 7c) . The utility of the parameterization of a DG (λ) with S DG was tested by calculating the mean value of S DG for one half of the data and applying this mean value of S DG to the remaining half. The linear regression results between the modeled and measured a DG (λ) are shown in Table 4 ; the r 2 was greater than 0.9 and slope close to 1 for the wavelengths analyzed.
The procedure for parameterization of a T − W (λ) was similar to the parameterization of a PHY (λ). The coefficients and r 2 of the regression expressed by Eq. (8) are shown in Fig. 7d and Table 3 . The parameter α T − W (λ) has a spectral shape similar in appearance to a PHY (λ) which is interesting as the a T − W (λ) also includes absorption from CDOM and detrital matter. This also indicated that although a DG (λ) has a larger contribution to a T − W (λ) compared to a PHY (λ), the variation in a PHY (λ) was much larger compared to a DG (λ). A good linear relationship was seen between the measured and modeled a T − W (λ) with slope close to 1 and r 2 greater than 0.9 (Table 4 ). The results obtained here are of significance to satellite remote sensing since bio-optical information is limited in many cases.
3.5. Influence of absorption on remote sensing reflectance (R rs (λ)) and diffuse attenuation coefficient of downwelling irradiance (
The primary purpose of this section is to describe the effect of absorption on the above water and underwater light field, while the blue to green reflectance ratios and chlorophyll estimates are described for completeness. Higher than normal CDOM concentrations are known to clearly produce an overestimate of chlorophyll, since they absorb strongly at 443 nm and less so at 550 nm and 560 nm. Brown et al. (2008) showed that the second order variability of chlorophyll-a concentration could be explained by CDOM and particulate backscattering. So, at high latitudes CDOM and backscattering may be erroneously contributing to chlorophyll-a estimates from ocean color sensors.
To investigate the effect of absorption on R rs (λ) and K d (λ), they were modeled using IOPs (absorption and backscattering). The IOPs that were used in modeling were from both discrete measurements as well as continuous vertical profile measurements. A comparison was made between modeled and radiometer measured R rs (λ) and K d (λ). To evaluate the influence of CDOM absorption, R rs (λ) and K d (λ) were modeled using total absorption as well as total absorption minus the absorption from CDOM (see Methods, Section 2.4). Optical closure between R rs (λ) (and K d (λ) ) and IOPs (both discrete as well as continuous) was reasonable at all wavelengths between 400 nm to 700 nm at 1 nm interval, providing confidence to the accuracy of individual measurements (Fig. 8) . The average percent difference (a.p.d.) between discrete and continuous IOPs based model was less (7) showing the flattening effect of absorption spectra with increasing chlorophyll-a. For comparison, spectra from Bricaud et al. (1995) and Matsuoka et al. (2007) 
Table 4
Linear regression (no intercept) results at specific wavelengths between modeled (see Eqs. (7), (8), and (10)) and measured values of phytoplankton absorption (a PHY (λ)), colored dissolved organic matter (CDOM) plus non-algal matter (NAP) absorption (a DG (λ)) and total absorption minus water (a T − W (λ)). λ is the wavelength. than 23% (n = 25) for R rs (λ) and K d (λ) at all wavelengths, with the largest differences in the red wavelengths. For the IOP modeled and radiometer measured R rs (λ) and K d (λ), the a.p.d. was 25% (n = 23) (except at red wavelengths a.p.d. was less than 37%) and 19% (n = 23) (except at red wavelengths a.p.d. was less than 20%), respectively. The modeled and measured R rs (λ) showed fairly good agreement with MERIS retrieved R rs (λ), with a.p.d. less than 30% (n = 12) except at red wavelengths (a.p.d. less than 39%). The results from the closure between R rs (λ) and IOPs is significant for empirical formulations linking R rs (λ) to IOPs and for accurate modeling of R rs (λ) or IOPs. The effect of a CDOM (λ) on the blue wavelengths and to a lesser extent on the green wavelengths was apparent on the R rs (λ) spectra for most of the samples analyzed (Fig. 8a, b) . Based on the optical closure analysis we found that for a chlorophyll-a range of 0.05 to 0.8 mg m − 3 the blue to green R rs (λ) were lower causing chlorophyll-a to be overestimated, while for chlorophyll-a greater than 1 mg m − 3 the blue to green R rs (λ) ratios were higher causing chlorophyll-a to be underestimated using the OC4.v6 algorithm, a fourth-order polynomial of the maximum band ratio of four bands (O'Reilly et al., 1998) (Fig. 9) . We have included Bering Sea data from SeaBASS (Werdell et al., 2003) to supplement our dataset. The lower blue to green R rs (λ) ratios can be ascribed to the high a CDOM (λ) and the high backscattering (>0.002 at 443 nm; n = 20). The R rs(DM) (λ) in which the backscattering was modeled using a global relationship (Morel & Maritorena, 2001 ) and R rs(BM) (λ) in which backscattering was from in-situ measurements showed good agreement. From differences between R rs(DM) (λ) and R rs(DM-CDOM) (λ), we consider that backscattering had a relatively lesser influence on R rs (λ) as compared to a CDOM (λ). From comparisons between R rs(DM) (λ) and R rs(DM-CDOM) (λ), we found that the blue to green R rs (λ) ratios decreased by a factor of~2 due to the influence of a CDOM (λ). At lower chlorophyll-a concentrations, a CDOM (λ) dominates the light absorption relative to a PHY (λ) (Fig. 5b) , hence higher CDOM overrides the lower a* PHY (λ) causing lower green to blue reflectance ratios resulting in overestimation of chlorophyll-a by OC4.v6 (Fig. 9b) . As the chlorophyll-a concentration increases, the contribution of a PHY (λ) increases (Fig. 5a) ; here the lower a* PHY (λ) begins to influence the green to blue reflectance ratios resulting in underestimation of chlorophyll-a by OC4.v6 (Fig. 9b) . Comparisons between the algorithm developed especially for the Arctic Ocean (Arctic OC4L, (Cota et al., 2004) ) and OC4.v6 revealed similar trends. A chlorophyll algorithm for the study region (BS_OC4) was developed using in-situ radiometer derived R rs (λ) ratios and chlorophyll-a ( Fig. 9b) :
Where R = log Rrs (443 > 490 > 510/ 555). There was no significant difference between the chlorophyll algorithm developed in this study (BS_OC4) and Arctic OC4L (Fig. 9b , ANOVA: p > 0.5). The corresponding 3-band MODIS chlorophyll algorithm is given by:
where R = log Rrs (443 > 490/555); r2 = 0.85, n = 45. To comprehend the seasonal variation of CDOM and seasonal succession of phytoplankton on the trends seen between OC4.v6 and BS_OC4, we analyzed these two algorithms for the months from May-October, 2008 using monthly MODIS SMI images (http://oceancolor.gsfc.nasa. gov/cgi/l3). The Rrs(490) and Rrs(510) values used in Eq. (17) were obtained using a cubic spline interpolation from the MODIS data. Pixels (n = 178 for each month) for which data was present for all of the 6 months within the polygon enclosing the study area were chosen for this analysis. The largest difference was seen in the months (14) or in-situ)) for discrete measurement (solid black line), discrete measurements minus the contribution from CDOM (dotted red line), and continuous measurements using a bio-optical package (BOP) (dashed green line). Also shown for comparison are the R rs (λ) and K d (λ) spectra determined from in-water radiometric measurements using either an SPMR or HyperOCR and MERIS derived R rs (λ).
of May-June and the least in July-August (Fig. 9c) . The largest difference in May-June is likely due a combination of underestimation and overestimation of chlorophyll-a during the spring bloom and ice melt (CDOM increase), respectively. The slightly larger difference in September-October relative to June-July is likely due to the underestimation of chlorophyll-a during the fall bloom. From modeled K d (λ), we see that there is significant influence of a CDOM (λ) on K d (λ) accounting for > 50% of K d (λ) at blue wavelengths (Fig. 8c, d) . Moreover, the influence of a CDOM (λ) on K d (λ) is not uniform through the water column. PP models usually utilize phytoplankton biomass, a photoadaptive variable and some function of sub-surface light field in their formulation (Behrenfeld & Falkowski, 1997) . In vertically integrated PP models, K d (λ) is assumed to be constant above the mixed layer depth (MLD) and a function of chlorophyll-a below the MLD with some models including a constant contribution from CDOM throughout the water column (Westberry et al., 2008) . Chlorophyll-a is the principal model variable that influences calculation of PP from PP models (Behrenfeld & Falkowski, 1997) . The vertical variability in K d (λ) taken together with the error in estimates of chlorophyll-a will result in large errors in the estimation of PP in the study region from satellite data. The Vertically Generalized Production Model (VGPM) (Behrenfeld & Falkowski, 1997) has been shown to provide good estimates of net primary productivity (NPP) in comparison to measured 14 C production in the study region . The applicability of the VGPM for retrieval of NPP from satellite data would depend on the accuracy of chlorophyll-a values and description of underwater light field. Apart from these two factors the model would also need to account for the sub-surface chlorophyll maxima observed at most stations in the study region. The precise influence of the bio-optical properties on estimation of PP would require more involved analysis of model variables, which is beyond the scope of this paper. However, it can be concluded unequivocally that the higher CDOM absorption and the lower a* PHY (λ) if unaccounted for, would greatly influence the estimation of biogeochemical variables from ocean color and the underwater light field in the study region.
Summary and conclusions
The absorption coefficients showed large variability on the shelf across the coastal, middle and outer domains and were closely tied to distinctive hydrographic and biogeochemical characteristics in each domain. The parameterizations of absorbing coefficients through statistical relationships are strong at all wavelengths examined. Such an approach makes it possible to predict absorption coefficients across the visible domain from a single wavelength and is of great significance in ocean color remote sensing since bio-optical information is usually limited to a few wavelengths. Two main conclusions from this study were (1) lower a* PHY (λ) was observed relative to middle and lower latitude waters which indicated change in pigment composition and/or package effect, and (2) the relative contribution of a CDOM (λ) to a T − W (λ) was greater than 50% at all depths and wavelengths (except red wavelengths) for most samples (80% of the samples). The implications of this are significant to ocean color algorithms where higher than normal CDOM and lower a* PHY (λ) contribute to errors in estimates of chlorophyll-a. To assess the influence of high a CDOM (λ) on AOPs, we modeled R rs (λ) and K d (λ) using IOPs (absorption (total and total minus a CDOM (λ)), and total scattering or backscattering). Good optical closure was observed between modeled and radiometer measured values of R rs (λ) and K d (λ). One of the main conclusion of this study was that the standard NASA chlorophyll-a algorithm (OC4.v6) overestimated chlorophyll-a at lower chlorophyll-a concentrations and underestimated chlorophyll-a at higher chlorophyll-a concentrations; the Arctic OC4L was similar to the algorithm developed in this study. The a CDOM (λ) had a significant influence on K d (λ) accounting for >50% of K d (λ) at blue wavelengths which was variable with depth. The error in the estimation of chlorophyll-a along with vertical variability of K d (λ) would introduce large biases in estimates of PP, which is essential for understanding changes occurring in the Bering Sea ecosystem in the long term. A cautious approach must be utilized while considering the results from this study as they may not be applicable to other regions or the same regions in different seasons and are valid only over the chlorophyll-a range of this study.
The present study provides important insight for improving ocean color algorithms and bio-optical models as well as for more accurate retrieval of absorbing coefficients in the southeastern Bering Sea. (Werdell et al., 2003) . (b) Comparison of OC4.v6 (red solid line) and Arctic OC4L (Cota et al., 2004 ) (green solid line) with Bering Sea BS_OC4 (black symbols and solid line). The NOMAD global validation data used in OC4.v6 (gray filled circles) (Werdell & Bailey, 2005 ) is also shown. (c) Box-plot of monthly difference between the regional algorithm (BS_OC4) and OC4.v6 applied to MODIS Aqua data for the year 2008 in the study region.
