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Abstract
Schwartz’s almost periodic distributions are generalized to the case of Banach space valued
distributions D′AP(R,X), and furthermore for a given arbitrary class A to D′A(R,X) := {T ∈
D′(R,X): T ∗ ϕ ∈ A for ϕ ∈ test functions D(R,C)}. It is shown that this extension process
A→ D′A is iteration complete, i.e. D′D′A = D
′
A. Moreover the T from D′A are characterized in
various ways, also tempered distributions S ′(R,X) = D′
P
(R,X) with P = {X-valued functions of
polynomial growth} are shown. Under suitable assumptionsD′A(R,X) =
⋃∞
n=0 M˜nA,D′A(R,X)∩
L1loc(R,X) =
⋃∞
n=0MnA, where MA = {f ∈ L1loc: Mhf (·) := (1/h)
∫ h
0 f (· + s) ds ∈A for all
h > 0}, M˜A is defined with the corresponding extension of Mh. With an extension of the indefinite
integral from L1loc to D′(R,X) a distribution analogue to the Bohl–Bohr–Amerio–Kadets theorem
on the almost periodicity of bounded indefinite integrals of almost periodic functions is obtained,
also for almost automorphic, Levitan almost periodic and recurrent functions, similar for a result of
Levitan concerning ergodic indefinite integrals. For many of the above results a new (∆)-condition
is needed, we show that it holds for most of the A needed in applications. Also an application to
the study of asymptotic behavior of distribution solutions of neutral integro-differential–difference
systems is given.
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0. Introduction
During our study [5] of the asymptotic behavior of solutions of differential–difference
systems, to get optimal results, we introduced new classes of generalized almost periodic
(= ap) functions: Given A ⊂ L1loc(J,X) with X any Banach space, MA := {f ∈ L1loc:
the mean Mhf (·) := (1/h)
∫ h
0 f (· + s) ds ∈ A for all h > 0}. These extensions MnA
also collect and unify diverse results in the theory of ap functions and analogues (see the
remarks after Proposition 4.8, or [5, (3.8)]).
In [5, Proposition 3.7] the exact connection of the MnAP with Schwartz’s ap distri-
butions B′pp(R,C) [39, p. 206] was left open. This is remedied here, for a more general
situation: We consider Banach space valued distributions D′(R,X), and furthermore for
a quite arbitrary class A of functions or distributions we introduce D′A(R,X) := {T ∈D′(R,X): T ∗ ϕ ∈ A for all test functions ϕ ∈ D(R,K)}; the special case X = C and
A= AP(R,C) gives D′AP(R,C) = B′pp(R,C).
Usually this extension process A→D′A is in the following sense optimal: Iterating it,
that is starting with U = D′A, one has D′U = D′A (Theorem 2.10). Moreover, answering
the questions raised by [5, Proposition 3.7], we show that if A satisfies the ∆-condition
(∆1) (Definition 1.3), then all MnA⊂ D′A and even D′A(R,X) =
⋃∞
n=0 M˜nA(R,X) =⋃∞
n=0 M˜nD′A(R,X) implying D′A(R,X) ∩ L1loc(R,X) =
⋃∞
n=0MnA (Corollaries 2.14,
2.6, (1.4), (1.5)). These results are new even for the special case of Schwartz’s distributions
B′pp(R,C).
In Theorem 2.11 various characterizations of D′A are given, for example, as a suitable
closure of A in D′(R,X), or as {F +G(n): F,G ∈A, n ∈ N}.
Also in Section 2 we supply the material needed for treating Banach space valued dis-
tributions, especially convolution and its associativity.
In Section 3 we show that all the results of Section 2 can be applied to vector-valued
ap, Stepanoff ap, asymptotic ap, almost automorphic, Levitan ap, Eberlein weakly ap and
various classes of ergodic functions, also weighted Lpw spaces. In Section 4 the Bohl–Bohr–
Amerio–Kadets theorem on the almost periodicity of a bounded indefinite integral Pf of
an ap f is extended toD′A with variousA (Theorem 4.6, Examples 4.7). For this a suitable
analogue P˜ :D′(J,X) →D′(J,X) for the P :L1loc → C(J,X) is introduced.
With Proposition 4.8, which says that uniformly continuous functions fromD′A or some
M˜nA are already inA, numerous earlier results of Stepanoff, Bochner and others (see after
Proposition 4.8) are unified and generalized.
In the last Section 5 we extend a result of [5] to distribution solutions u of neutral
integro-differential–difference systems: If A is a λ-class as in [5] satisfying an abstract
version (LU) of the Bohl–Bohr–Amerio–Kadets theorem, then right-hand side f ∈ D′A
and u ∈ D′U ∩ D′L∞ implies u ∈ D′A; examples are A = almost periodic or almost auto-
morphic functions, U = L∞ with c0 ⊂ X or continuous functions with relatively compact
range Crwc, or general A with U = totally ergodic functions.
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note [9].
1. Notation, definitions and preliminaries
In the following J will always be an interval of the form R, (α,∞), [α,∞) for some
α ∈ R, R+ = [0,∞), R+ = (0,∞), N = {1,2, . . .} and N0 = {0} ∪ N. Denote by X a real
or complex Banach space, with scalar field K = K(X), K = R or C.
If f is a function defined on J → X, then fs , ∆sf will stand for the functions defined
on J by fs(t) = f (t + s), ∆sf (t) = fs(t) − f (t) for all s ∈ R with s + J ⊂ J, |f | will
denote the function |f |(t) := ‖f (t)‖ for all t ∈ J and ‖f ‖∞ := supx∈J ‖f (x)‖.
If f ∈ L1loc(J,X), then Pf will denote the indefinite integral defined by Pf (t) =∫ t
α0
f (s) ds (where α0 = α+ 1 respectively 0 if J = R; all integrals are Lebesgue–Bochner
integrals (see [29, p. 79], [22, p. 232], [28]), similarly for measurable).
In XJ the spaces of all constants, continuous, bounded continuous, uniformly contin-
uous, bounded uniformly continuous, continuous with relatively weakly compact range,
vanishing at infinity continuous and continuous with compact support will respectively
be denoted by X, C(J,X), Cb(J,X), Cu(J,X), Cub(J,X), Crwc(J,X), C0(R,X) and
Ccs(J,X).
D(J,K) denotes the Schwartz test functions [39, pp. 21, 24].D′(J,X) denotes the set of
linear continuous T :D(J,K) → X as in [39, pp. 24, 30] or [38, p. 49]. Here J in D(J,K),
D′(J,X) is always open.
Similarly, S(R,K) will stand for the Schwartz space of all rapidly decreasing infinitely
differentiable K-valued functions defined on R (see [41, p. 146]) and S ′(R,X) is the space
of Banach-space valued tempered distributions of linear continuous T :S(R,K) → X (see
[39, p. 234]).
(DLp)′(R,X) := {T :DLp(R,K) → X: T linear, continuous}, 1  p  ∞, where
DLp(R,K) contains all ϕ ∈ C∞(R,K) with ϕ(j) ∈ Lp(R,K) for 0 j < ∞, and ϕm → 0
in DLp meaning ϕ(j)m → 0 in the Lp(R,K)-norm for 0  j < ∞, see [39, p. 199]. The
topology on (DLp)′ is given by the seminorms ‖T ‖V := sup{‖T (ϕ)‖: ϕ ∈ V }, V bounded
set in DLp(R,K); V bounded means here sup{‖ϕ(j)‖Lp : ϕ ∈ V } < ∞ for each j ∈ N0.
T ∈ D′(R,X), T ∈ (DL1)′(R,X) means there is a (unique) T˜ ∈ (DL1)′(R,X) with
T˜ |D(R,K) = T .
Translates Ta for distributions T are defined in accordance with the above definition
of translates fa for functions f by Ta(ϕ) := T (ϕ−a) (contrary to the definition in [39,
(II, 5; 2), p. 55]).
Let A⊂ L1loc(J,X) or A⊂D′(J,X). We use the following assumptions for A:
Cone: sF + tG ∈A if F,G ∈A and s, t ∈ [0,∞).
Real-linear: sF + tG ∈A if F,G ∈A and s, t ∈ R.
Positive-invariant: translate Fa ∈A if F ∈A and a ∈ [0,∞).
Invariant: Fa ∈A if F ∈A for all a ∈ R.
Uniformly closed: (φn) ⊂A and φn → φ uniformly on J implies φ ∈A.
C∞-uniformly closed: Uniformly closed, but only for (φn) ⊂A∩C∞(J,X).
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here too: If φ ∈ L1loc(J,X), A⊂ L1loc(J,X) or ⊂D′(J,X) and 0 = h ∈ R,
Mhφ(t) := 1
h
h∫
0
φ(t + s) ds, t ∈ J, (1.1)
MA := {φ ∈ L1loc(J,X): Mhφ ∈A for all h > 0}, (1.2)
MkA=M(Mk−1A), M1A :=MA, M0A :=A∩L1loc =:Aloc. (1.3)
Similarly, we define these means for distributions:
Definition 1.1. Let T ∈D′(J,X) and A⊂D′(J,X). Define for k ∈ N, h ∈ R+,
M˜hT (ϕ) := T (M−hϕ), ϕ ∈D(J,K) with ϕ := 0 on R \ J if J = R, (1.4)
M˜A= {T ∈D′(J,X): M˜hT ∈A for all h > 0}, (1.5)
M˜kA := M˜(M˜k−1A), M˜1A= M˜A and M˜0A=A. (1.6)
(1.4) indeed defines a distribution from D′(J,X) if T ∈ D′(J,X). The operator M˜h is
linear, continuous and coincides with Mh of Definition 1.1 on L1loc(J,X) since∫
J
Mh(φ)(s)ϕ(s) ds =
∫
J
φ(s)(M−hϕ)(s) ds
for all φ ∈ L1loc(J,X) and ϕ ∈D(J,K) with ϕ extended by 0 on R \ J if J = R.
For T ∈D′(J,X) and a > 0 also Ta ∈D′(J,X), and M˜h commutes with translation,
M˜h(Ta) = (M˜hT )a if h > 0 (respectively a ∈ R if J = R).
Definition 1.2. For A⊂D′(R,X) define
D′A(R,X) =
{
T ∈D′(R,X): T ∗ ϕ ∈A for all ϕ ∈D(R,K)}. (1.7)
Here (T ∗ ϕ)(x) := T ((ϕˇ)−x) for x ∈ R with ϕˇ(t) = ϕ(−t) (see [38, (I, 3; 12), p. 72] or
[41, (2), p. 156]).
We use sh := (1/h)χ(−h,0), where χ(−h,0) is the characteristic function of the interval
(−h,0), h > 0; sh := (1/(−h))χ(0,−h) if h < 0.
For φ ∈ L1loc(J,X) the convolution φ ∗ sh is defined on J, ∈ C(J,X) and in this sense
one has
Mh1 . . .Mhkφ = (φ ∗ shk ) ∗ · · · ∗ sh1 on J, for all h1 > 0, . . . , hk > 0. (1.8)
For closed J and φ˜ = φ on J and := 0 on R \ J, and substituting φ˜ for φ in (1.8), we can
use there the usual convolution, defined and continuous on R.
Usually A ⊂MA respectively A ⊂ M˜A (see [7, Proposition 2.2, Examples 2.3, 2.4,
2.6], but also Example 3.7), then
Mk−1A⊂MkA respectively M˜k−1A⊂ M˜kA for all k ∈ N. (1.9)
In many cases all the “⊂” of (1.9) are strict (for example, for the A of Examples 3.2).
B. Basit, H. Günzler / J. Math. Anal. Appl. 314 (2006) 363–381 367Here and later we need the following Doss condition (see Caracosta and Doss [17],
Doss [21] and Lemma 2.3, Proposition 2.4, Theorem 3.1, Corollary 2.14 and Exam-
ples 4.3–4.5 below):
Definition 1.3. We say that A ⊂ L1loc(J,X) or ⊂ D′(J,X) satisfies (∆) if for any φ ∈
L1loc(J,X) for which the differences ∆sφ ∈ A, 0 < s ∈ R, one has φ − Mhφ ∈ A for all
h > 0; A satisfies (∆1) if the conclusion holds for h = 1.
2. New classes of vector valued distributions
In the following we use freely Schwartz’s theory for Banach space valued distributions;
as remarked in [39, p. 30], most nontopological results carry over to D′(J,X). Especially,
the convolution S ∗ T is well defined and belongs to D′(R,X), if S ∈ D′(R,K) and T ∈
D′(R,X) or vice versa, and (independently) S or T has compact support; this convolution
is commutative, bilinear and T ∗ ϕ ∈ C∞(R,X) if ϕ ∈D(R,K); moreover one has
(S ∗ T )′ = S′ ∗ T = S ∗ T ′, (S ∗ T )a = Sa ∗ T = S ∗ Ta, a ∈ R, (2.1)
(U ∗ V ) ∗W = U ∗ (V ∗W), (2.2)
if one of U,V,W ∈D′ is X-valued and the other two are K-valued and furthermore (inde-
pendently ) if two of the U , V , W have compact support.
We first give a definition of convolution for X-valued distributions:
• If S ∈D′(R,X), T ∈D′(R,K) with compact support, then with ϕˇ(t) = ϕ(−t),
(a) (S ∗ T )(ϕ) := S(T ∗ ϕˇ), ϕ ∈D(R,K);
• If T does not have compact support, then S has, choose ρ ∈ D(R,K) with ρ ≡ 1 on
an open neighborhood of suppS, and define
(b) (S ∗ T )(ϕ) := S(ρ · (T ∗ ϕˇ)), ϕ ∈D(R,K),
S ∗ T := T ∗ S, if T ∈D′(R,X), S ∈D′(R,K).
For X = K this gives the scalar convolution [41, Definition 1, p. 62, (2), p. 156, (8) and
Theorem 3, p. 158].
In (a) respectively (b), T ∗ ϕˇ ∈ D(R,K) respectively C∞(R,K) [41, Proposition 1,
p. 156], with (see after (1.7))
(T ∗ ϕˇ)(t) := T (ϕ−t ) for t ∈ R. (2.3)
In (b) suppS is defined as in the scalar case, as there one has S(ϕ) = 0 if suppϕ ∩ suppS
= ∅, ϕ ∈ D(R,K) [41, Definition 1, Theorem 1, p. 62]; this immediately shows that the
definition in (b) is independent of the choice of ρ.
So S ∗ T :D(R,K) → X is always well defined, linear and commutative.
By Lemma 2.7 below (with (T ∗ ϕˇ)(j) = T ∗ (ϕˇ)(j)), if ϕn → 0 in D(R,K), then T ∗ ϕˇn
respectively ρ · (T ∗ ϕˇn) → 0 in D(R,K), so S ∗ T ∈D′(R,X).
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with y ◦ S respectively y ◦ T ∈D′(R,K). Equations (2.1) and (2.2) then follow from the
scalar case [41, (9), (10), p. 159].
For L1loc-functions distribution convolution is given by the usual Bochner integral. With
(2.3) and sh as after (1.7) one can show (see (1.8))
M˜hT = T ∗ sh, T ∈D′(R,X), 0 = h ∈ R. (2.4)
If we cite a theorem of Schwartz (for the scalar case), it is understood that the proofs
work also for the Banach space case and open J = R.
In what follows A will always be a fixed subset of L1loc(J,X) or D′(J,X).
Lemma 2.1. (I) If T ∈D′A(R,X), then T ′ ∈D′A(R,X).
Proof. By (2.1), T ′ ∗ ϕ = T ∗ ϕ′ for all ϕ ∈D(R,K). 
Lemma 2.2. If A is real-linear and positive-invariant, ⊂ L1loc(J,X) or D′(J,X), n ∈ N,
one has
(a) if T ∈A with J open, then T (n) ∈ M˜nA;
(b) if T ∈A and J open with distribution derivative T (n) ∈ L1loc(J,X), then T (n) ∈MnA
and T ∈ W 1,nloc (J,X);
(c) if F ∈A∩W 1,nloc (J,X), then F (n) ∈MnA (any J).
Here for any interval I of positive length and n ∈ N,
W
1,n
loc (I,X) :=
{
f ∈ Cn−1(I,X): f (n−1) locally absolutely continuous on I
and (f (n−1))′ exists a.e. in I
}
= {T ∈D′(I,X): T (n) ∈ L1loc(I,X)} for I open,
W1,0loc (I,X) := L1loc(I,X), (2.5)
with f (n) := 0 where (f (n−1))′ does not exist, then f (n) ∈ L1loc(I,X).
Proof. (a) n = 1: M˜hT ′(ϕ) = T ′(M−hϕ) = −T ((M−hϕ)′) = T (ϕ−h − ϕ)/h = (1/h)×
(Th − T )(ϕ). Since with A also M˜A is linear respectively positive-invariant, one can
complete the proof by induction.
(b) This follows using indefinite integrals P jg, g = T (n), with the fundamental theorem
of calculus [29, Theorem 3.8.6, p. 88].
(c) follows as in (a) and (b), since F ′ ∈ W 1,n−1loc (J,X). 
Lemma 2.3. If A⊂ L1loc(J,X) or D′(J,X) satisfies (∆1) and n ∈ N, then MnA satisfies
(∆1); if additionally J = R, also D′A(R,X) satisfies (∆1). The same holds for (∆) instead
of (∆1), D′ (R,X) then satisfies (∆).A
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∆sMhf = Mh∆sf ∈ A. By assumption then (Mhf − MaMh)f ∈ A for a = 1 (respec-
tively a > 0). Since with Fubini–Tonelli
MhMaf = MaMhf on J for a,h > 0, (2.6)
one gets Mh(f − Maf ) ∈A or (f − Maf ) ∈MA. With induction, MnA has (∆1) (re-
spectively (∆)).
Case D′A(R,X): Assume only T ∈ D′(R,X) with ∆hT ∈ D′A(R,X), h > 0, i.e.
∆h(T ∗ ϕ) = (∆hT ) ∗ ϕ ∈ A for ϕ ∈ D(R,K), with T ∗ ϕ ∈ C∞(R,X). By assumption
T ∗ ϕ −Ma(T ∗ ϕ) ∈A. Now by (1.4), (2.2) and (2.4),
Ma(T ∗ ϕ) = (T ∗ ϕ) ∗ sa = (M˜aT ) ∗ ϕ. (2.7)
Together (T − M˜aT ) ∗ ϕ ∈A for ϕ ∈D(R,K) or T − M˜aT ∈D′A(R,X). 
For functions A⊂MA is not always true (Example 3.7); but here one has
Proposition 2.4. If A⊂D′(R,X), then
(a) D′A(R,X) ⊂ M˜D′A(R,X) =D′M˜A(R,X);
(b) if furthermore A is a cone satisfying (∆1), then M˜D′A(R,X) =D′A(R,X).
Proof. (a) T ∈ M˜D′A(R,X) means M˜hT ∈D′A(R,X) or with (2.2) and (2.4), (T ∗ sh) ∗
ϕ = T ∗ (sh ∗ ϕ) ∈A, h > 0, ϕ ∈D(R,K). This gives ⊂.
(b) “⊂”: Let T ∈D′(R,X) with M˜hT ∈D′A(R,X), h > 0. By [39, Théorème I, p. 51]
there exists S ∈D′(R,X) with S′ = T on R. Since (any open J),
M˜h(S
′) = (1/h)∆hS, h > 0, (2.8)
and since D′A(R,X) is also a cone, ∆hS ∈D′A(R,X) for h > 0. With (∆1), Lemmas 2.3
and 2.1, T − (M˜1S)′ = (S − M˜1S)′ =: U ∈D′A(R,X). Now
(M˜aS)
′ = M˜a(S′), any open J. (2.9)
Hence T = (M˜1S)′ +U = M˜1(S′)+U = M˜1T +U ∈D′A(R,X).
“⊃” follows by (a). 
The monotonicity of the M˜h-operator gives (but see Example 3.7)
Corollary 2.5. If A is as in Proposition 2.4(b) with A ∗D(R,K) ⊂A, one has
MnA⊂ M˜nA⊂D′A(R,X), n ∈ N0. (2.10)
Corollary 2.6. For A as in Proposition 2.4(b), one has
D′MnA(R,X) =D′M˜nA(R,X) = M˜
nD′A(R,X) =D′A(R,X), n ∈ N0.
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In the following (see [39, Théorème IX, p. 72])
U ⊂D′(J,X) bounded means sup{‖T (ϕ)‖: T ∈ U} < ∞ for each ϕ ∈D(J,K),
DK :=DK(J,K) := {ϕ ∈D(J,K): suppϕ ⊂ K},
‖ϕ‖∞,m :=∑mj=0 supx∈J |ϕ(j)(x)|.
Lemma 2.7. If U ⊂ D′(J,X) is bounded and K ⊂ J is compact, then there exists m ∈ N
with ∥∥T (ϕ)∥∥m‖ϕ‖∞,m for all T ∈ U, ϕ ∈DK(J,K). (2.11)
Proof. It is enough to find some ball Kψ,m,ε = {ϕ ∈ DK : ‖ϕ − ψ‖∞,m  ε} with
sup{‖T (ϕ)‖: T ∈ U, ϕ ∈DKψ,m,ε } < ∞. Assuming this not to be the case, for K = K0 =
K0,0,2 there exist T1 ∈ U , ψ1 ∈ K0,0,1 with ‖T1(ψ1)‖ > 1 + 1. By [39, Théorème XX,
p. 82] there is a ball K1 = Kψ1,m1,ε1 ⊂ K0 with ‖T1(ϕ)‖ > 1 on K1. Recursively one
finds Tn ∈ U , ψn ∈ DKn , mn, εn > 0 with mn → ∞, εn → 0, Kn = Kψn,mn,εn ⊂ Kn−1
and ‖Tn(ϕ)‖ n for ϕ ∈ Kn. The completeness of DK gives ψ ∈DK with ψn → ψ , then
ψ ∈⋂∞n=1 Kn. But then ‖Tn(ψ)‖ n, contradicting the boundedness of U . 
Lemma 2.8. If Fn(t) := tn−1/((n − 1)!) for t > 0, := 0 for t  0, n ∈ N, then F (n)n = δ,
F ′n+1 = Fn in D′(R,R) and for T ∈D′(R,X) there exist γ, ζn ∈D(R,R) with
T = ((γ Fn) ∗ T )(n) + ζn ∗ T , n ∈ N. (2.12)
Proof of (2.12). (See [39, (VI.6.22), p. 191].) Choose γ ∈ D(R,R) with γ = 1 in a
neighborhood of 0, ζn := δ−(γ Fn)(n). Then ζ1 = δ−γF ′1−γ ′F1 = −γ ′F1 ∈D(R,R). In-
ductively ζn+1 := δ− (γ F ′n+1 + γ ′Fn+1)(n) = δ− (γ Fn + γ ′Fn+1)(n) = ζn − (γ ′Fn+1)(n),∈D(R,R). 
Proposition 2.9.
D′L∞(R,X) =D′Cb(R,X) =D′Cub(R,X) =D′(DL∞ )(R,X)
= (DL1)′(R,X)|D(R,K).
Remark. Our D′L∞(R,X) of Definition 1.3 is a priori different from the (D′L∞)(R,X) =
(DL1)′(R,X) of [39, p. 200].
Proof. Last “⊃”: If T :DL1(R,K) → X is linear and sequentially continuous, the standard
contradiction argument gives m0 ∈ N so that, with ‖ϕ‖1,m0 :=
∑m0
j=0 ‖ϕ(j)‖L1(R,K),∥∥T (ϕ)∥∥m0‖ϕ‖1,m0 for all ϕ ∈DL1(R,K). (2.13)
With this, T ∗ ϕ(x) = T ((ϕˇ)−x) is bounded in x ∈ R for fixed ϕ ∈D(R,K).
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Cub(R,X) ⊂ Cb(R,X) ⊂ L∞(R,X), the first three equalities follow.
ForD′L∞(R,X) ⊂ (DL1)′(R,X) we show, forA⊂D′L∞(R,X) (see [39, pp. 201–202]):
• If A is C∞-uniformly closed, D′A ⊂ D′L∞(R,X), then to T ∈ D′A(R,X) there exist
F,G ∈A∩C(R,X) and n ∈ N with
T = F +G(n). (2.14)
With (2.12) one can take F = ζn ∗ T ∈ A ∩ C∞(R,X), it remains to show that
(γ Fn) ∗ T ∈ A for suitable n (γ is independent of n): U := {Tx : x ∈ R} is bounded
in D′(R,X), since Tx(ϕˇ) = T ((ϕˇ)−x) = (T ∗ ϕ)(x) is continuous in x, ⊂ L∞(R,X). If
suppγ ⊂ [−a, a], to U and K := [−a − 1, a + 1] there is m with (2.11) by Lemma 2.7.
Choose n := m + 2, then Fn ∈ Cm(R,K), suppγFn ⊂ [−a, a]. Therefore there exists
(ϕj ) ⊂ DK(R,K) with ‖ϕj − γFn‖∞,m → 0 as j → ∞. (2.11) shows that (T ∗ ϕj )j∈N
is Cauchy with respect to uniform convergence on R, so by the assumption on A one has
T ∗ ϕj → G ∈A, uniformly on R, G ∈ Cb(R,X).
One has (γ Fn) ∗ T = G: For this ((γ Fn) ∗ T ) ∗ ϕ = G ∗ ϕ for ϕ ∈D(R,K) is enough.
Now (T ∗ ϕj ) ∗ ϕ → G ∗ ϕ (uniformly) on R, ϕj → γFn uniformly on R implies ψj :=
ϕj ∗ ϕ → (γ Fn) ∗ ϕ in D(R,K), so(
(T ∗ ϕj ) ∗ ϕ
)
(x) = (T ∗ψj )(x) = T
(
(ψˇj )−x
)→ T (((γ Fn ∗ ϕ)ˇ)−x
)
= (T ∗ (γ Fn) ∗ ϕ)(x) = (((γ Fn) ∗ T ) ∗ ϕ)(x) for each x ∈ R.
This gives the desired result G ∗ ϕ = ((γ Fn) ∗ T ) ∗ ϕ, and so (2.14).
L∞(R,X) ⊂ (DL1)′(R,X), (DL1)′ closed with respect to differentiation and addition,
(2.14) for A= L∞ give D′L∞(R,X) ⊂ (DL1)′(R,X)|D(R,K). 
The extension process A→D′A(R,X) is iteration complete:
Theorem 2.10. If A⊂D′(R,X) is closed under addition, then
D′D′A(R,X) =D
′
A(R,X). (2.15)
Proof. By [35, Theorem 3, p. 554] (see also [24, pp. 584, 587], [19]) one has
D(R,K) =
4∑
1
D(R,K) ∗D(R,K).  (2.16)
Remark. For A as in the following Theorem 2.11, Theorem 2.10 can be shown directly
without [35], using an analogue to Lemma 2.7 for T ∗ ϕ ∗ψ , T ∈D′D′A(R,X).
Theorem 2.11. If A ⊂ D′L∞(R,X) is C∞-uniformly closed, closed under addition and
A ∗D(R,K) ⊂A, then for T ∈D′(R,X) the following statements are equivalent:
(a) T ∈D′ (R,X), i.e. T ∗ ϕ ∈A for each ϕ ∈D(R,K);A
372 B. Basit, H. Günzler / J. Math. Anal. Appl. 314 (2006) 363–381(b) there exist F,G ∈A∩C(R,X) and a nonnegative integer n ∈ N0, such that
T = F +G(n) (distribution derivative);
(c) there exist m ∈ N, kj ∈ N0, Fj ∈A with T = F (k1)1 + · · · + F (km)m ;
(d) T ∈ (DL1)′(R,X) and there exists (φn)n∈N ⊂ A ∩ C∞(R,X) with φn → T in
(DL1)′(R,X);
(e) there exists (φn) ⊂A :φn → T uniformly on each U with U ⊂D(R,K), U bounded
in DL1(R,X);
(f) T ∈ closure of A in (DL1)′(R,X).
Remark 2.12. Theorem 2.11 becomes false if A is not C∞-uniformly closed: D′Ccs(R,X)= (DL1)′(R,X)-closure of Ccs(R,X), =D′C0(R,X). However one can show directly (see[41, p. 62] for the case X = C)
D′D(R,X) =D′Ccs(R,X) =
{
T ∈D′(R,X): suppT compact}= E′(R,X).
Also A ∗D ⊂A is essential by Example 3.7 below.
Proof of Theorem 2.11. (a) ⇒ (b): This has been shown in the proof of (2.14) above;
the assumption D′A(R,X) ⊂ D′L∞(R,X) needed is now fulfilled, since A ⊂ D′L∞(R,X)
implies D′A(R,X) ⊂D′D′
L∞
(R,X) =D′L∞(R,X) by Theorem 2.10.
(b) ⇒ (c): Trivial.
(c) ⇒ (d): Since A is closed under addition, one can assume T = F (k), F ∈ A. Then
φn = T ∗ ρn = F ∗ ρ(k)n again ∈ A, 0  ρn ∈ D(R,K),
∫
R
ρn(x) dx = 1, suppρn ⊂
[−(1/n),1/n]. With A ⊂ D′L∞(R,X), Lemma 2.1 and Proposition 2.9 one can assume
T ∈ (DL1)′(R,X). Assuming U bounded ⊂ DL1(R,K), one has to show uniformly in
ϕ ∈ U ,
φn(ϕ) = φn ∗ ϕˇ(0) = T ∗ (ρn ∗ ϕˇ)(0) = T (ρˇn ∗ ϕ) → T (ϕ).
Since T satisfies (2.13) by the proof of Proposition 2.9, it is enough to show ‖ρˇn∗ϕ−ϕ‖1,m
→ 0 uniformly in ϕ ∈ U . This follows with ψ = ϕ(j), a = 1/n from ‖ρ ∗ ψ − ψ‖L1 
2a‖ρ‖L1‖ψ ′‖L1 if suppρ ⊂ [−a, a], ψ ∈ C1(R,K) with ψ,ψ ′ ∈ L1. This ψ -inequality
one gets with
ψ(x)−ψ(x − t) =
x∫
x−t
ψ ′(s) ds =
0∫
−t
ψ ′(x + s) ds
and twice Fubini–Tonelli.
(d) ⇒ (e): Obvious.
(e) ⇒ (a): Uϕ = {(ϕˇ)−x : x ∈ R} is bounded in DL1(R,K) for fixed ϕ ∈ D(R,K),
φn ∗ ϕ → T ∗ ϕ uniformly on R, so T ∗ ϕ ∈A by the assumption on A.
(d) ⇒ (f): Obvious. Here T ∈ A¯ means that there exists an extension T˜ ∈ (DL1)′(R,K)
with T˜ ∈ A¯.
(f) ⇒ (a): By definition of the topology of (DL1)′ in Section 1, for ϕ ∈ D, to Uϕ =
{(ϕˇ)−x} there exists Fn,ϕ ∈A with |Fn,ϕ ∗ ϕ − T ∗ ϕ| 1/n on R, Fn,ϕ ∗ ϕ ∈A. 
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Here A∗ := {∑mj=1 φj ∗ ϕj : m ∈ N, φj ∈A, ϕj ∈D(R,K)}, ⊂A∩C∞(R,X).
Proof. If T ∈ D′A(R,X), one has T = F + G(m) with Theorem 2.11(b), F,G ∈ A, so
T ∗ϕ = F ∗ϕ+G(m)∗ϕ = F ∗ϕ+G∗ϕ(m), ∈A0, ϕ ∈D(R,K). This meansD′A(R,X) ⊂D′A0(R,X), ⊂ D′A(R,X) since A∗ ⊂ A, so D′A(R,X) = D′A∗(R,X). Then A0 ⊂ U ⊂
D′A(R,X) gives D′A(R,X) =D′A∗(R,X) ⊂ D′U(R,X) ⊂ D′D′A(R,X) =D
′
A(R,X) with
Theorem 2.10. 
Corollary 2.14. IfA⊂D′L∞(R,X) is real linear, positive-invariant, C∞-uniformly closed,
A ∗D(R,K) ⊂A, A⊂MA and if (∆1) holds for A, then
D′A(R,X) =
∞⋃
n=0
M˜nA. (2.17)
This implies, for A as in Corollary 2.14, since
(M˜nA)∩L1loc(J,X) =Mn
(A∩L1loc(J,X))=MnA for n ∈ N, (2.18)
D′A(R,X)∩L1loc(R,X) =
∞⋃
n=0
MnA withM0A :=A∩L1loc(R,X). (2.19)
Proof. If T ∈ D′A(R,X), with Theorem 2.11(b) one has T = F + G(m) with F,G ∈ A.
A ⊂ MA ⊂ M˜A implies A ⊂ M˜mA, then F ∈ M˜mA; since also G(m) ∈ M˜A by
Lemma 2.2, and M˜mA is with A real linear, one gets T ∈ M˜mA.
Conversely, A ∗D(R,K) ⊂A implies A⊂D′A, M˜nA⊂ M˜nD′A, =D′A by Proposi-
tion 2.4, with (∆1). 
If A is linear invariant uniformly closed ⊂ Spb with p > 1 [5, p. 132], then
A ∗D(R,K) ⊂A is equivalent with A⊂MA. (2.20)
Theorem 2.15. If T ∈D′(R,X) the statements (a)–(f) are equivalent, where
‖ψ‖wk,m :=
m∑
j=0
‖ψ(j)wk‖∞, wk(x) = (1 + x2)k/2, m, k ∈ N0: (2.21)
(a) T ∈D′P (R,X), where P(R,X) := {gwk: g ∈ Cb(R,X), k ∈ N0};(b) T ∗ ϕ ∈ S ′(R,X) for each ϕ ∈D(R,K) (or ϕ ∈ S(R,K));
(c) there exist F ∈P(R,X), m ∈ N0 with T = F (m) (distribution derivative);
(d) there exists m0 ∈ N with ‖T (ϕ)‖m0‖ϕ‖wm0 ,m0 for all ϕ ∈D(R,K);
(e) T ∈ S ′(R,X)|D(R,K);
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Cauchy in X for each ψ ∈ S(R,K).
Remark 2.16. If (f) holds, then Sn → T˜ in the S ′(R,X)-topology (i.e. uniformly on U ,
U bounded ⊂ S(R,K)) with T˜ ∈ S ′(R,X), = unique extension of T ; even D(R,X) is
sequentially dense in S ′(R,X).
Proof. It is similar to that of Theorem 2.11 and Corollary 2.14 (for X = C see also
[39, Théorèmes IV, VI, pp. 238–241, 244–245]), we show only the main part, with a
proof different from Schwartz [39, X = C, pp. 240–241] and shorter, namely (a) ⇒
(c): This is the main part of Theorem 2.16, we give a proof different from Schwartz
[39, case X = C, pp. 240–241] and shorter: For fixed compact K ⊂ R and n ∈ N, de-
fine Vn := {ϕ ∈ DK(R,K): ‖(T ∗ ϕ)(x)‖  nwn(x), x ∈ R}. (a) and (2.23) give DK :=
DK(R,K) =⋃∞n=1 Vn. The Vn are closed inD(R,K), since T ∈D′(R,K).DK being com-
plete metric, by the Baire category theorem there are n0, ε0 > 0, ϕ0 ∈ DK , m0 with {ϕ ∈
DK : ‖ϕ − ϕ0‖∞,m0  ε0} ⊂ Vn0 . With suitable c this gives ‖T ∗ ϕ‖ cwn0(x)‖ϕ‖∞,m0 ,
ϕ ∈ DK . Choosing n = m0 + 2, γ , K and ϕj ∈ DK as in the proof of (2.14), one gets
(T ∗ ϕj )/cwn0 → some g ∈ Cb(R,X), uniformly on R, or (T ∗ ϕj ) → cwn0g=:G ∈
P(R,X), locally uniformly on R. As in the proof of (2.14), one shows T ∗ (γ Fn) = G.
Lemma 2.8 gives T = F + G(n) with F,G ∈ P(R,X). Now with f ∈ P(R,X) also the
indefinite integral Pf ∈ P(R,X), so H := PnF ∈ P(R,X). Hence T = H(n) +G(n). This
gives (c). 
3. Examples
To be able to apply all the results of Section 2 to an A ⊂ D′(R,X), the following as-
sumptions on A are needed:
linear, positive-invariant, uniformly closed,
A ∗D ⊂A⊂MA, A⊂D′L∞, (3.1)
A satisfies (∆1). (3.2)
In (3.1), linear, positive-invariant and C∞-uniformly closed imply A ∗D ⊂ A if A con-
tains only uniformly continuous functions (see also (2.20)). Furthermore a linear positive-
invariant with (∆) implies A⊂MA by the definitions.
The conditions in (3.1) are usually well known or easily checked for the following A,
nontrivial is (∆1). Here one has as a generalization of Proposition 3.1 of [7].
Theorem 3.1. If A ⊂ Cu(J,X) is R-linear, positive-invariant and uniformly closed, then
A satisfies (∆).
Since in the following we need only the special caseA⊂ Cub(J,X) which can be found
in [7, Proposition 3.1], we omit the somewhat involved proof.
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continuous functions Pτ with fixed period τ , quasiperiodic functions QPΩ with frequen-
cies from the finite Ω ⊂ R [7, Section 1], Bohr–Bochner almost periodic (= ap) functions
AP [1,32], Frechet’s asymptotic ap functions AAP [4, p. 12], [25,36], almost automorphic
uniformly continuous functions UAA, Levitan ap bounded uniformly continuous functions
LAPub [5, p. 119] (see also [32, Section IV]), Eberlein weakly ap functions with relatively
compact range EAPrc [23,26], Eberlein weakly ap functions EAP [34, Theorem 1], [37],
[44, Theorem 3.2, p. 31], ergodic bounded uniformly continuous functions Eub, totally er-
godic bounded uniformly continuous functions T Eub [4, p. 15], [5, p. 117], Λ-classes of
[4, p. 8], [5, p. 117], C0(J,X), Cub(J,X) (see Section 1).
Examples 3.3. Cb(R,X) and L∞(R,X) satisfy (∆) (also for J = R); more generally,
L
p
w(J,X) for 1  p ∞ has (∆) for measurable weight functions w with 0  w(s) 
cw(t) a.e. in t if t, s ∈ J with |s − t | 1.
Proof. [6, Proposition 1.1] and [7, Propositions 1.3, 3.4]. 
Example 3.4. The set of (vector valued) Stepanoff ap functions SpAP(R,X) for 1 
p < ∞ [17], [1, p. 77], [5, p. 132] satisfies (∆) and A⊂ML∞ ⊂D′L∞ .
This follows with the Bochner transform [5, Lemma 3.2, p. 132].
However, (∆) is not needed here: By [5, (3.8), p. 134] one has AP ⊂ SpAP ⊂MAP;
since MAP ⊂ M˜AP ⊂D′AP by (2.17), with Corollary 2.13 one gets
D′SpAP(R,X) =D′AP(R,X) =
∞⋃
j=0
M˜jAP =
∞⋃
j=0
M˜jSpAP. (3.3)
Examples 3.5. The set of uniformly ergodic functions E(R,X) [7, Section 1], [44, p. 203],
E(J,X) := {f ∈ L1loc(J,X): to f exists m ∈ X with
MT f −m → 0 uniformly on J if T → ∞
}
,
E0 :=
{
f ∈ E : Bohr-mean m(f ) = 0} and
the set of totally ergodic functions
T E(R,X) := {f ∈ E : f eiωt ∈ E for all ω ∈ R} (3.4)
all satisfy (∆) [7, Propositions 3.8 and 3.10].
Example 3.6. Zhang’s vector-valued pseudo ap functions PAP(R,X) [10,43,44] also sat-
isfy (3.1) and (∆).
Our proof for (∆) is quite involved, it will be given somewhere else.
Further examples can be found in [6, Corollary 3.4, Lemma 4.18], [7, Proposition 2.1,
Proposition 3.8, Proposition 3.10, Example 3.13, Remarks 3.14(iii)–(vii)] and [8, Exam-
ple 4.7, Proposition 4.9, Remark 4.11, Example 4.16, Proposition 4.18, Proposition 7.4,
Remarks 7.12, 7.14].
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even show Ccs(R,X) ∩ D′AP(R,X) = {0}, so D′AP(R,X) ⊂ D′AAP(R,X) ⊂ D′EAP(R,X),
each inclusion being strict; however, already MAP ⊂ EAP.
Similarly, there exists g ∈MAP(R,R) which does not belong to the space of Besi-
covitch ap functions BpAP(R,R) [15]. Conversely, not even WpAP(R,R) ⊂ D′AP(R,R)
in the following strong sense: There exists a Weyl ap function f ∈ C∞(R,R) with
f ∈ WpAP(R,R) for all p ∈ [1,∞) such that [f ]B1 ∩ D′AP(R,K) = ∅, where [f ]B1 :=
Besicovitch equivalence class {F ∈ L1loc(R,K): ‖F − f ‖B1 = 0}. (For f one can use a
slight modification of the F of “main example IV” of [15, Appendix, pp. 131–133], suit-
ably refining the arguments and lemmas there.)
A⊂D′A is not always true (see also (2.20)):
Example 3.7. For Ae := AP(R,C) · eit2 , D′Ae(R,C) = {0}, so MnAe ⊂D′Ae , n ∈ N0.
This follows from g ∗ ϕ ∈ C0(R,C) if ϕ ∈ D(R,C), g(t) = eit2 , Ae ∗ D ⊂ C0, C0 ∩
Ae = {0} and (2.16). Similarly, also Ae ⊂MAe, so (∆) is false too for Ae .
4. Application: The Bohl–Bohr–Amerio–Kadets (BBAK) theorem
This BBAK-theorem states: If f :R → X is Bohr–Bochner almost periodic (= ap) and
its indefinite integral Pf is bounded on R, then Pf is also ap, provided c0 is not isomorphic
to a subspace of X (Bohl [13, p. 283], Bohr [14, p. 123], [1, p. 53], Kadets [30]). It has
been generalized in various directions by Loomis [33, Theorem 3, p. 365], Doss [20],
[3,27,36,43].
Such results are necessary in the study of the asymptotic behavior of solutions of
integro-difference–differential equations and systems (Bohr and Neugebauer [16], Boch-
ner [11], Doss [21], Amerio and Prouse [1, pp. 57, 98, 99, 168], [4, Section 5], [5,6]).
Here we give a further extension to X-valued distributions. For this we first need an
indefinite integral P˜ T for X-valued distributions T .
Proposition 4.1. There exists a linear continuous P˜ :D′(I,X) →D′(I,X) with (P˜ T )′ =
T if T ∈D′(I,X), so P˜ (T ′) = T + c (I arbitrary convex open ⊂ R).
Proof. (See [39, pp. 51–53].) With fixed ρ ∈D(I,K) with ∫
I
ρ dt = 1, (P˜ T )(ϕ) := T (ψ),
where ψ(t) := ∫ t−∞(ρ(s)
∫
I
ϕ(u)du − ϕ(s)) ds, ϕ ∈ D(I,K), gives P˜ T ∈ D′(I,X) with
(P˜ T )′ = T , then P˜ (T ′)− T = constant. 
For f ∈ L1loc(I,X) however only P˜ f = Pf + c with the constant c ∈ X depending
on f ; the P :L1loc → L1loc cannot be extended continuously to D′(I,X).
Definition 4.2. For A,U ⊂ D′(J,X) or L1loc(J,X) we say that A satisfies (PU ) respec-
tively (LU) if one has respectively
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(LU) F ∈ U ∩L1loc(J,X), ∆hF ∈A for all h > 0 imply F ∈A.
For A,U ⊂ D′(J,X) and fixed P˜ of Proposition 4.1, A satisfies (P˜U ) respectively
(L˜U ) means (P˜U ) := (PU ) with P replaced by P˜ and ⋂L1loc(J,X) deleted, respectively
(L˜U ) := (LU) with ⋂L1loc deleted, holds.
If U = L∞(J,X) respectively Cub respectively Crwc we write (Pb), (Lb) respectively
(Pub), respectively (Lub), (Prwc) respectively (Lrwc), similarly for (P˜···), (L˜···). So the
BBAK-theorem formulated above means now: The ap functions AP(R,X) satisfy (Pb) if
c0 /∈ X, the Loomis result [33, Theorem 3] AP(R,C) satisfies (Lb).
So (LU) was first introduced by Loomis [33] and Doss [20] for U = Cb(G,C), G a
group, in its general form in [6, p. 682].
If R+A ⊂ A ⊂MA, then (LU) implies (PU ); similarly (L˜U ) implies (P˜U ) for any
P˜ as in Proposition 4.1 if A ⊂ M˜A is real-linear and contains the constants, since for
T ∈D′(J,X) and h > 0 Proposition 4.1 and (2.8), (2.9) yield
∆hP˜ T = hM˜hT + c1 = P˜ (∆hT )+ c2, cj constants ∈ X. (4.1)
Conversely, (PU ) implies (LU) provided A is real-linear, positive-invariant, ⊂MA,
with (∆1), and contains the constants, and if A ⊂ U and U is a group under addition
[6, Proposition 3.12], also if J = R.
Analogously (P˜U ) implies (L˜U ) for linearA with X ⊂A⊂ U ⊂D′(J,X) ifA satisfies
(∆˜1) := (∆1) of Definition 1.3 with φ ∈ L1loc(J,X) replaced by φ ∈D′(J,X).
If A ⊂ L1loc(J,X), X ⊂A∩U, A and U closed under addition, then
(PU ) implies (P˜U ). (4.2)
If A ⊂ L1loc(J,X), X has the Radon–Nikodym property [2, p. 19],
[18, pp. 181–182], then (LU) implies (L˜U ) [8, Lemma 4.4]. (4.3)
Examples 4.3. The following 4 classes satisfy (Lb), (Pb), (P˜b) if c0 /∈ X ap func-
tions AP(R,X) [6, Proposition 4.7], uniformly continuous almost automorphic func-
tions UAA(R,X) [6, Proposition 4.7], [5, pp. 119–120], uniformly continuous bounded
Levitan ap functions LAPub(R,X) [4, p. 10], [5, pp. 119–120], Stepanoff ap functions
SpAP(R,X).
The Sp-case follows with Example 3.4, SpAP ⊂ MAP of [5, (3.8)] and [6, Theo-
rem 5.18], one gets so even the following generalization of Bochner [12, p. 251]:
f ∈ SpAP(R,X), Pf ∈ML∞, c0 /∈ X imply Pf ∈ AP(R,X). (4.4)
Recurrent continuous functions satisfy (Pb) [3, Corollary 3], [4, Definition 2.1.3(ii)],
Poisson stable continuous functions satisfy (Pb) [3, Corollary 6].
For arbitrary X, the first 4 classes satisfy (Lrwc) and therefore (Prwc) [3], [5, pp. 119–
120], recurrent and Poisson stable continuous functions satisfy (Prwc) [3, Corollaries 3, 6].
378 B. Basit, H. Günzler / J. Math. Anal. Appl. 314 (2006) 363–381Example 4.4. If only A ⊂ L1loc(R,X) is uniformly closed with (∆) and A + X ⊂ A, it
satisfies already (LE ), and so (PE ) if additionally A is real-linear positive-invariant, with
E = ergodic functions of (3.4) [6, Corollary 4.2], Levitan [31] for A= AP [4, pp. 16–18].
Examples 4.3 and 4.4 hold also for periodic or quasiperiodic functions, and then also
for half-lines J = R, by [6, Proposition 4.7].
Examples 4.5. The classes of asymptotic ap functions AAP, Eberlein weakly ap functions
EAP and various classes of ergodic functions do not satisfy (Pub), not even if X = R
[6, Remark 4.8].
The results in [6] can now be extended to X-valued distributions.
Theorem 4.6. If A,U ⊂ D′(R,X) and A satisfies (LU), then D′A satisfies (L˜D′U ). Simi-
larly, if A satisfies (PU ), then D′A satisfies (P˜D′U ), provided A+X ⊂A, U +X ⊂ U .
Here A+X ⊂A means F + c ∈A if F ∈A and constant c ∈ X, similarly for U .
Proof. If T ∈D′(R,X) with ∆hT ∈D′A for h > 0, then T ∗ ϕ ∈ U ∩ C∞(R,X) for ϕ ∈D(R,K) with ∆h(T ∗ ϕ) = (∆hT ) ∗ ϕ ∈A by (2.2). By assumption then T ∗ ϕ ∈A, thus
T ∈D′A.
If S ∈ D′A with T := P˜ S ∈ D′U and ϕ ∈ D(R,K), then S ∗ ϕ ∈ A and T ∗ ϕ =
P˜ (S ∗ ϕ)+ c1 = P(S ∗ ϕ)+ c2, ∈ U , since with (2.1) and Proposition 4.1,
(P˜ S) ∗ ϕ = P˜ (S ∗ ϕ)+ c1 = P(S ∗ ϕ)+ c2; (4.5)
therefore P(S ∗ϕ) = (P˜ S)∗ϕ− c2 ∈ U +X ⊂ U . (PU ) gives (P˜ S)∗ϕ = P(S ∗ϕ)+ c2 ∈
A+X ⊂A, so P˜ S ∈DA. 
Examples 4.7. By Examples 4.4 and 4.5, if A = AP(R,X), UAA or LAPub, the D′A sat-
isfy (L˜D′
L∞ ) and (P˜D′L∞ ) if c0 /∈ X; for arbitrary X they satisfy (L˜D′U ) and (P˜D′U ) for
U = Crwc(R,X); the case SpAP is covered by AP by (3.3). For recurrent or Poisson stable
continuous functions one has (P˜D′U ) with U = Crwc respectively L∞ if c0 /∈ X. Further-
more for any uniformly closed A with (∆) and A+X ⊂A one has (L˜D′E ) for D′A.
A converse of Theorem 4.6 and further extensions of the BBAK result can be obtained
with the following generalization of Proposition 2.9 of [7].
Proposition 4.8. If A⊂D′(R,X) is C∞-uniformly closed and k ∈ N0, n ∈ N, then D′A ∩
M˜kCu(R,X) ⊂ M˜kA; specifically, a uniformly continuous function f ∈ D′A(R,X) is
already in A, similarly M˜nA∩ M˜kCu ⊂ M˜kA.
Proof. To f ∈ Cu(R,X)∩D′A choose ϕn ∈D(R,K) with
∫
R
ϕn(t) dt = 1 and suppϕn ⊂
[−1/n,1/n]; then f ∗ ϕn ∈A and f ∗ ϕn → f uniformly on R, so f ∈A.
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M˜kCu = M˜k(D′A ∩Cu) ⊂ M˜kA.
Then M˜nA ∩ Cu ⊂ M˜nA ∩ L1loc = MnA by (2.18), MnA ∩ MkCu ⊂ MkA by
[7, Proposition 2.9]. 
Proposition 4.8 subsumes various results of Stepanoff [40, p. 478], Bochner [1, VI, p. 6,
VII, p. 78] and others [4, Theorem 1.4.1, Corollary 1.4.3], [5, Proposition 3.5, p. 135], [42,
Theorem 2, pp. 24, 25, 38], [44, Corollary 5.6, p. 59]. Here we give further consequences,
which follow with [7, Proposition 1.4].
Corollary 4.9. If A is uniformly closed, A ∗D ⊂ A ⊂D′(R,X), U ∗D ⊂ U ⊂D′(R,X),
and A⊂ Cub(R,X) or U ⊂ Cu(R,X), then (L˜D′U ) for D′A implies (LU) for A; similarly
if A and U are as above but with “A ⊂ Cub” replaced by “A ⊂ L∞, A + X ⊂ A and
U +X ⊂ U ,” then (P˜D′U ) for D′A implies (PU ) for A.
5. Distribution solutions of neutral integro-differential systems
We study the asymptotic behavior of solutions u on R of
n∑
k=0
m∑
j=1
aj,ku
(k)(t + tj )+ (G ∗ u)(t) = f (t), (5.1)
where t1 < t2 < · · · < tm, aj,k are constant complex (r × r)-matrices, G ∈ L1(R,Cr×r )
with compact support, m,r ∈ N, n ∈ N0, f ∈ L1loc(R,Xr), X a complex Banach space,
det(
∑m
j=1 aj,neitj t ) ≡ 0 on R or all aj,k = 0 and det Gˆ ≡ 0.
A a λ-class means A linear translation-invariant uniformly closed subspace of
Cub(R,X) containing the constants and with v ∈ A also γωv ∈ A for all ω ∈ R. Here
γω(t) = eiω t , t ∈ R.
Theorem 5.1. Assume u ∈ W 1,nloc (R,Xr) satisfies (5.1) almost everywhere on R, with m,
n, r , aj,k , G as above, k ∈ N0, A a λ-class satisfying (LU) (Definition 4.2) with γωU ⊂
U ⊂ L1loc(R,X) for ω ∈ R. Then f ∈Mk+1Ar and u ∈Mk(Cub(R,Xr) ∩ Ur) implies
u ∈MkAr .
Proof. Let Ω = Mh1 . . .Mhku, b = Mh1 . . .Mhkf , hj > 0, 1 j  k. Then Ω is a solution
of (5.1) with right-hand side b instead of f , Ω ∈ Crub and Mhb ∈Ar , h > 0. Since G has
compact support, Gˆj,k is holomorphic on R. This together with (LU) and (5.2) imply that
the conditions of Lemma 2.4, Theorem 2.5 of [5] are satisfied. By Corollary 2.6 of [5],
Ω ∈Ar . 
Corollary 5.2. If u ∈D′L∞(R,Xr) is a distribution solution of (5.1) on R, with (5.1) and
A as in Theorem 5.1, then f ∈D′ and u ∈D′ imply u ∈D′ .A U A
380 B. Basit, H. Günzler / J. Math. Anal. Appl. 314 (2006) 363–381Proof. If ϕ ∈ D(R,C), with associativity (2.2), then v := u ∗ ϕ is a solution of (5.1) on
R with g := f ∗ ϕ instead of f . By assumption one has g ∈ A; since D′L∞ = D′Cub by
Proposition 2.9, v ∈ Cub and v ∈ U . Since for λ-classes A always A⊂MA by [7, Propo-
sition 2.2], one can apply Theorem 5.1 with k = 0, yielding u∗ϕ = v ∈A, or u ∈D′A. 
Corollary 5.3. If u,A are as in Corollary 5.2 and additionally u ∈ Cu(R,Xr), then already
u ∈A.
Proof. This follows from Corollary 5.2 and Proposition 4.9. 
Examples for Corollaries 5.2 and 5.3 are the classes of almost periodic A = AP,
Stepanoff ap SpAP, uniformly continuous almost automorphic UAA and uniformly con-
tinuous bounded Levitan ap functions LAPub, with U = L∞ and c0 ⊂ X, or U = Crwc
and any X (Examples 4.3), or U = totally ergodic functions T E(R,X) and A any λ-class
(Example 4.4, one has (∆) for A by Theorem 3.1).
Remark 5.4. (i) In many cases the condition (PU ) instead of (LU) suffices in the above
(by [6, Proposition 3.12], (PU ) ⇒ (LU) for λ-class A⊂ U).
(ii) In the above, also G ∈ L1(R,Cr×r ) without compact support, i.e. infinite memory,
is possible (one has to extend [39, Théorème XXVI, p. 203] to X-valued distributions
and prove associativity with one factor ∈ D, but one has to add the assumption “Gˆj,k
holomorphic on R”).
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