Collocation schemes are presented for solving linear fourth order dierential equations in one and two dimensions. The variational formulation of the model fourth order problem is discretized by approximating the integrals by a Gaussian quadrature rule generalized to include the values of the derivative of the integrand at the boundary points. Collocation schemes are derived which are equivalent to this discrete variational problem. An ecient preconditioner based on a low-order nite dierence approximation to the same dierential operator is presented. The corresponding multi-domain problem is also considered and interface conditions are derived. Pseudospectral approximations which are C 1 continuous at the interfaces are used in each subdomain to approximate the solution. The approximations are also shown to be C 3 continuous at the interfaces asymptotically. A complete analysis of the collocation scheme for the multi-domain problem is provided. The extension of the method to the biharmonic equation in two dimensions is discussed and results are presented for a problem dened in a non-rectangular domain.
Introduction
Spectral methods are characterized by the representation of the solution to a dierential equation in terms of a truncated series of smooth global functions which are known as trial or basis functions. The basis functions are usually chosen to be the eigenfunctions of a singular Sturm-Liouville problem (Gottlieb and Orszag, 1977) . It is this choice which is responsible for the superior approximation properties of spectral methods over other standard methods of discretization. For linear problems possessing smooth solutions these eigenfunctions yield expansions that converge asymptotically faster than any nite power of N 1 .
Two areas of research in spectral methods which are receiving much attention at the current time are the construction and analysis of well-posed approximations to the Stokes and Navier-Stokes equations and the development of methods which can be applied easily to problems dened in complex domains. With respect to the rst, it is well-known that in the primitive v ariable formulation the velocity and pressure approximation spaces need to be compatible to avoid problems of ill-conditioning. This is similar to the Babu skaBrezzi condition required for the corresponding nite element approximation spaces. In two dimensions it is possible to avoid this diculty b y reformulating the governing equations in terms of a stream function. The governing equation is then fourth-order, and nonlinear in the case of the Navier-Stokes equations. In this paper we seek to construct pseudospectral approximations to fourth-order dierential equations with the ultimate goal of applying them to solve the nonlinear stream function formulation of the Navier-Stokes equations.
Secondly, the development of techniques for handling complex geometries is essential if spectral methods are to be applied to problems dened in more than just the simplest domains. The basic idea behind domain decomposition is to break up the domain into smaller simpler subdomains in which spectral approximations can be used. The approximations are suitably linked by appropriate interface continuity conditions. The way in which this is implemented is important if the full power of the spectral method, in terms of the accuracy of the approximation, is to be achieved.
In this paper we shall restrict ourselves to the model fourth-order problem in one and two dimensions. Starting from a variational formulation of the problem we shall derive a corresponding collocation problem complete with interface conditions. In a domain decomposition setting this approximation will be chosen to be C 1 continuous implicitly. In addition C 3 continuity across the subdomain boundaries is achieved asymptotically as the order of the approximation is increased.
Although there are many applications of spectral methods to solve second-order elliptic partial dierential equations in the literature there is little previous work on fourth-order problems even though the regularity of the solution to these problems is generally higher than for second-order problems. Some interesting ideas are proposed in the works of Morchoisne (1984) and Orszag (1971) . Bernardi and Maday (1988) give a survey of strategies that may be employed for fourth-order problems. Maday and M etivet (1986) have studied Chebyshev spectral and pseudospectral approximations of the stream function formulation of the Navier-Stokes equations. They prove the convergence of the schemes and derive error estimates in weighted Sobolev spaces. Phillips (1989a,1989b ) use a spectral collocation strategy to solve for the laminar ow through a channel contraction again using a stream function formulation for moderate values of the Reynolds number. They use a domain decomposition method to subdivide the ow region into rectangular subdomains and patching to piece the solutions together, in some sense, across the subdomain interfaces.
In a collocation method the choice of the collocation points is crucial. In spectral methods they are always chosen to be the nodes of a Gaussian quadrature rule principally for two reasons. First, the Lagrange interpolating polynomial which i n terpolates data at these nodes has good approximation properties. Secondly, the collocation method may be shown to be equivalent t o a v ariational formulation of the problem when the same Gaussian quadrature rule is used to approximate the integrals appearing in this formulation. For second-order problems the Gauss-Lobatto nodes are used because the boundary conditions can then be imposed eciently. This leads to an optimal error in the resulting spectral approximation (Canuto et al. (1987) ). For fourth-order problems two boundary conditions are imposed on the solution. These are usually of Dirichlet and Neumann type. The imposition of these boundary conditions is facilitated by the construction of a generalized Lagrange interpolating polynomial which i n terpolates the function at the interior nodes and the function and its derivative at the boundary nodes. The generalized Gaussian quadrature rule associated with this interpolating polynomial can then be derived. Quadrature rules of this form are quite well-known in the theory of numerical integration (see, for example, Golub and Kautsky (1983) , and the references therein). Golub and Kautsky (1983) describe how the weights in these quadrature rules may be determined computationally. In this paper closed form expressions for the weights are derived using the properties of orthogonal polynomials.
We show that, for fourth-order problems, the natural choice of nodes are the zeros of certain Gegenbauer (or ultraspherical) polynomials. Explicit representations for the quadrature weights are derived for evaluating integrals of the form
where the weight function takes the form w (x) = ( 1 x 2 ) ; > 1 : The particular form of these weights is given when = 0 (the Legendre weight function) and = 1=2 (the Chebyshev weight function). The interior nodes in the case when = 1=2 are the zeros of T 00 N (x) whereas the interior Gauss-Chebyshev-Lobatto nodes are the zeros of T 0 N 1 (x). A collocation scheme for solving a fourth-order model problem is derived by considering a v ariational formulation of the boundary value problem with suitably dened inner products. The two formulations are shown to be equivalent if the inner product in the discrete variational problem is dened by the generalized Gauss quadrature rule. The linear system of equations which derives from this collocation scheme is ill-conditioned. The condition number of the coecient matrix scales like O(N 8 ) where N is the order of the approximation. An ecient preconditioner for this system based on a low order nite dierence approximation to the same dierential operator is presented. The combination of generalized Gaussian quadrature rules with spectral methods has also been proposed by Bernardi et al. (1990) . This idea is extended to multi-domain problems in the present paper. Pseudospectral approximations which are C 1 continuous at the subdomain interfaces are used to approximate the solution in each subdomain. The discrete variational problem enables us to derive i n terface continuity conditions which, in the asymptotic limit, result in C 3 continuous approximations. The variational formulation is used to provide an analysis of the collocation scheme for domain decomposition. The analysis shows that the pseudospectral approximation is optimal in the sense that it is of the same order as the corresponding error in the best approximation. Numerical results are presented in which the usual exponential convergence behaviour of spectral approximations is exhibited. Finally, the extension of the method to two dimensions is described and numerical results presented for a number of model problems. An application of the method to the solution of the biharmonic equation in a non-rectangular domain, an L-shaped region, for which standard spectral methods are not applicable is presented.
Variational Formulation of the Model Problem
In this section we consider the variational formulation of the fourth-order model problem. Consider the fourth-order boundary-value problem d 4 u dx 4 = f(x); 1 x 1;
(1) u(1 ) = 0 ; du dx (1 ) = 0 ; where f(x) i s a g i v en source function. It is well-known that, for any f 2 H 2 ( 1; 1), (1) has a unique solution u 2 H 2 0 ( 1; 1) ( see Grisvard (1985) , for example ). A collocation scheme for solving (1) is derived by considering a variational formulation of the problem with suitably dened inner products.
To set up the variational formulation we need to dene function spaces for each > 1. Let L 2 ( 1; 1) be the Hilbert space dened by L 2 ( 1; 1) = ( v : ( 1 ; 1) ! R is measurable ; R 1 1 w (x)v 2 (x)dx < 1 ) endowed with the inner product
We also introduce the 
3 Pseudospectral Approximation
We consider the pseudospectral discretization of the fourth-order problem (1). Let P N ( 1; 1) denote the space of algebraic polynomials of degree N or less on the interval 
It can be veried that the Lagrange polynomial of degree N which i n terpolates this data is given by p N (x) = N 1
where
and
The corresponding integration rule based on these points
can be shown to be exact for all f 2 P 2N 3 ( 1; 1) if the interior nodes x j , 2 j N 2 are chosen to be the zeros of the Gegenbauer or ultraspherical polynomial G (+2) N 3 of degree N 3. The location of the nodes are determined by Newton's method and polynomial deation. For the sake of generality w e consider the general case > 1 here although when we i n v estigate the solution of dierential equations we will only consider the case = 0 . Important properties of the ultraspherical polynomials G () n (x) are given in the Appendix (hereinafter the reference (A.m) will be used to denote equation (m) from the Appendix (m = 1 ; 2 ; : : : )). The weights depend on and this will be assumed in the following.
The polynomials h j (x), 1 j N 1 and h j (x), j = 1 ; N 1 dened by (10) and (11), respectively, form a basis for P N ( 1; 1). Therefore, choosing f(x) t o b e e a c h of these polynomials in turn we obtain explicit expressions for the N + 1 w eights:
Although only the boundary weights are of relevance to the present paper in that they are required for the statement of the multi-domain collocation problem we give details here of the representations for the interior weights as well. These are necessary if one was to solve the discrete variational problem without restating it as a collocation one. The advantage of doing this is that it results in a symmetric system of linear equations to be solved for the unknown nodal values of the solution.
We are able to derive an original result in which explicit representations for the weights (9,10) are obtained using the properties of the ultraspherical polynomials (see the Appendix).
Let us begin with the weights w j , 2 j N 2, associated with the interior points. The polynomials (x) and G (+2) N 3 (x) are related by
since they are of the same degree and have the same zeros, where A N 3 is the leading coecient o f G ( +2) N 3 (x). Thus using (10) and (14) we m a y write
dx; 2 j N 2: (17) In order to determine the value of this integral, we make use of the Christoel-Darboux identity:
where k ; (1 k N 3) is dened by (A.4). Now w e replace y by x j where G (+2)
If we n o w m ultiply both sides of (19) by ( 1 x 2 ) +2 G (+2) 0 (x) and integrate with respect to x over [ 1; 1] then using the orthogonality property (A.3) we obtain
0 (x j ); which enables us to write
since G (+2) 0 (x) is a constant. Using the recurrence relation (A.6) with n = N 3 w e write (17) in the form
for 2 j N 2.
Representations for the boundary weights w 1 ,w N 1 , w 1 and w N 1 are found using the integrals (A.8) and (A.9). Consider w 1 which, in view of (11), (12) (15) and (16), may b e written in the form
Now S 1 (x) = ( 1 x ) 2 (1 + x) and therefore S 0 1 ( 1) = 4. The condition (A.5) enables us to write (22) in the form
The integral in (23) 
Similarly we can show that w 1 = 2 2+2 ( + 1) ( + 3)(N 3)! ( + 3) (N + 2 + 2 ) f ( + 2 ) N 2 + ( + 2)(2 1)N (4 2 + 9 + 3 ) g ; (25) and also w N 1 = w 1 ; w N 1 = w 1 :
In the special case = 0 the Gegenbauer polynomials coincide with the Legendre polynomials since w 0 (x) = 1. The boundary weights are given by
; (27) w 1 = w N 1 = 8 (N 2)(N 1)N(N + 1 ) ; (28) and the interior weights by
for 2 j N 2. This form for the interior weights is derived using (A.6) and (A.10). When = 1=2, the Gegenbauer polynomials are multiples of the Chebyshev polynomials T n (x) = cos(n cos 1 x). In this case the boundary weights are given by w 1 = w N 1 = 3(3N 2 6N + 1 ) 10(N 2)(N 1)N ; (30) w 1 = w N 1 = 3 4(N 2)(N 1)N ; (31) and the interior weights by
Having written down an expression for a generalized pseudospectral approximation (9) and determined the weights in the corresponding quadrature rule we are now in a position to write down the discrete problem corresponding to (4). The discrete variational problem corresponding to (4) (37) Further, from the denition (34), (f;h j ) ;d = w j f(x j ) ; 2 j N 2 ; (38) and therefore since w j > 0, for 2 j N 2, we obtain (35) which completes the proof of the theorem.2
We h a v e an analogous result to Theorem 2.1 for the discrete problem:
Theorem 3.2 Let satisfy 1 < < 1 . F or any f 2 C 0 ( 1; 1), the problem (35) has a unique solution u N 2 P N ( 1; 1) \ H 2 ;0 ( 1; 1). Bernardi and Maday (1991) establish the following error estimate: Theorem 3.3 Let satisfy 1 < < 1 . If the solution u of (29) belongs to H ( 1; 1) for a r e al number 1, and if the data f is such that the function (1 x 2 ) 3 2 f belongs to a space H ( 1; 1) for a real number 1=2, the following error estimate between the solutions of (29) and (38) 
where h j (x) i s g i v en by (10) (cf. (9)).
The generalization of the collocation method (35) for problems with inhomogeneous boundary conditions is straightforward. The nature of the pseudospectral approximation (9) is such that inhomogeneous boundary conditions are satised exactly by simply inserting the specied values directly into (9). If H 2 ;B ( 1; 1) is the subspace of H 2 ( 1; 1) which consists of those functions that satisfy the given inhomogeneous boundary conditions then we h a v e the collocation problem : Find u N 2 P N ( 1; 1) \ H 2 ;B ( 1; 1) such that u (iv) N (x j ) = f ( x j ) ; 2 j N 2 ; where x j , 2 j N 2 are the zeros of G (+2) N 3 (x).
Preconditioning
The collocation problem (35) can be restated in the form of a linear system of algebraic equations Au = b (41) where u is the vector of values of u N (x) at the collocation points x j , 2 j N 2, b is the vector of values of f(x) at these points and A is the (N 3) (N 3) matrix whose entries are dened by A j 1;k 1 = h (iv) k (x j ); 2 j; k N 2:
The fourth-order pseudospectral dierentiation operator A has postive, real eigenvalues. The extreme eigenvalues of A are shown in Table 1 . In this table we see that the largest eigenvalue of A scales like N 8 while the smallest eigenvalue is independent o f N . Therefore, since the condition number of A is O(N 8 ) an ecient preconditioner is necessary for the accurate inversion of (41). Orszag (1980) proposed a preconditioner for spectral methods based on a low-order nite dierence approximation to the same dierential operator. The advantages of such a preconditioner are that it is sparse, easily invertible and yields an inverse close to the inverse of the original spectral operator. Therefore we propose using a second-order nite dierence operator as our preconditioner. This requires the solution of a pentadiagonal system which may be performed very eciently and stably using Gaussian elimination. where a i = 24 (x i 2 x i )(x i 2 x i 1 )(x i 2 x i+1 )(x i 2 x i+2 ) ;
A similar formula holds at x 2 and x N 2 after taking into account the homogeneous Neumann boundary conditions. Let H denote the nite dierence dierentiation matrix dened by the above equations. We are interested in the eigenvalue spectrum of the operator H 1 A since this governs the rate of convergence of the preconditioned iterative method for solving (41). The eigenvalues of H 1 A are real and positive. The extreme eigenvalues of H 1 A are shown in Table 2 . Again the smallest eigenvalue remains independent of the choice of N while the largest eigenvalue grows very slowly with N. The entries in this table demonstrate the eectiveness of H as a preconditioner for A. Haldenwang et al (1984) showed theoretically that the eigenvalues of the corresponding preconditioned second-order pseudospectral dierentiation operator lie between 1 and (=2) 2 . F rom this result one would expect that the eigenvalues in the case of the fourth-order problem to lie between 1 and (=2) 4 . W e can see from Table 2 Proof. See Bernardi and Maday (1991 Finally using (54)-(56) we obtain the result. 2
We n o w set up the collocation scheme for the domain decomposition problem. and therefore f r om (60) and (61) as N ! 1 . Thus we have second and third o r der continuity at the interface asymptotically, as N ! 1 .
The Biharmonic Problem in Two Dimensions
Consider the biharmonic problem r 4 (x; y) = f ( x; y) ; in ;
(63) (x; y) = g 1 ( x; y) ; on ;
(64) @ @n (x; y) = g 2 ( x; y) ; on ; (65) where = ( 1; 1) ( 1; 1) and is the boundary of . Grisvard (1985) shows that provided the boundary data satises certain compatibility conditions there exists b 2 H 2 () satisfying (64) and (65). Since we are primarily concerned with the domain decomposition problem we only consider the case when the weight function is unity. The analysis for the single domain problem is thus greatly simplied. In order to write down the variational formulation of the problem (63)- (65) we dene the bilinear form on H 2 () H 2 ():
( r 2 )(r 2 )dxdy :
The biharmonic problem (63)- (65) is then equivalent to the following variational problem: (10) and (11).
We dene the two-dimensional discrete inner product in an analogous way to (34) 1 (x; y) = h k (2x + 1 ) h l ( y ) ; 2 ( x; y) = 0 ; 2 k;lN 2; 1 (x; y) = 0 ; 2 ( x; y) = h k (2x 1)h l (y) ; 2 k;lN 2; 1 (x; y) = h N 1 (2x + 1 ) h l ( y ) ; 2 ( x; y) = h 1 (2x 1)h l (y) ; 2 l N 2 ; 1 (x; y) = h N 1 (2x + 1 ) h l ( y ) ; 2 ( x; y) = h 1 (2x 1)h l (y) ; 2 l N 2 ; (90) then we obtain immediately (84), (85), (88) and (89). Conversely, since these 2(N 3)(N 2) test functions constitute a basis for V N;0 , (84)- (89) implies (83).
Numerical Results
The quadrature rule (8) is used to compute approximations to the integrals (a) R 1 1 w (x)e x cos(x)dx, (b) R 1 1 w (x)xe x dx, when = 0 and = 1=2. The errors in the quadrature rule are given in Tables 3 and 4 for integrals (a) and (b), respectively, for dierent v alues of N. The quadrature rule evaluates the integrals accurate to machine precision for a value of N as small as 17.
1-D Problems
Numerical solutions to the fourth-order model problem (1) are obtained when the exact solution is given by (a) u(x) = ( 1 x 2 ) 2 sin(x), (b) u(x) = 1 + sin(2x).
In example (a) the boundary conditions are homogeneous whereas for (b) we h a v e inhomogeneous boundary conditions. The dierential equation is collocated at the generalized Legendre and Chebyshev nodes given by the zeros of (1 x 2 )P 00 N 1 (x) and (1 x 2 )T 00 N 1 (x), respectively. The error in the numerical solution is measured using weighted norms based on the corresponding generalized quadrature rule. The innity norm is also given to show the maximum pointwise error at the collocation points. These are displayed in Tables 5 and  6 Tables 7 and 8 , respectively. The mono-domain and two-domain spectral approximations converge exponentially as expected. The two-domain approximation converges slower than the mono-domain approximation for the same total number of collocation points since for the problems considered here there is no particular advantage to be gained in using the former since the solutions are smooth and the problem is one-dimensional. Patera (1984) observes similar behaviour for spectral element approximations to second-order problems. The power and usefulness of a multi-domain approach for pseudospectral methods will be demonstrated for problems dened in nonrectangular geometries in 2-D.
2-D Problems
Numerical solutions to the biharmonic equation are obtained using the pseudospectral method when the exact solution is given by (a) (x; y) = ( 1 x 2 ) 2 (1 y 2 ) 2 sin(y), (b) (x; y) = ( 1 x 2 ) 2 (1 y 2 ) 2 sin(x)sin(y), (c) (x; y) = sin(2x)sin(2y).
In examples (a) and (b) the boundary conditions are homogeneous whereas for (c) the Neumann boundary condition is inhomogeneous. The mixed second order derivative xy is zero at the four corners of for these three model problems. The biharmonic equation is collocated at the Cartesian product of generalized Legendre nodes. The weighted and innity norms of the errors are shown in Table 9 for problems (b) and (c). We see that a numerical solution correct to machine accuracy is obtained on a grid as coarse as 21 21. (84)- (89). Both the mono-domain and two-domain pseudospectral approximations converge exponentially as expected. Again the two-domain approximation converges slower than the mono-domain approximation for the same total number of collocation points. This phenomenon was observed for 1-D problems too. In Figure 1 we give the contours of the approximation to the solution of problem (a) obtained using domain decomposition with N = 20. This gure is included to show the smoothness of the contours across the interface x = 0 .
2-D Problems in Nonrectangular Domains
We extend the ideas developed in this paper to the solution of the Stokes problem for the ow through an L-shaped channel. The ow geometry in this example is nonrectangular for which a standard single domain pseudospectral approximation is not applicable. The ability of pseudospectral methods to solve problems in this kind of geometry justies the development of the theory of the multi-domain formulation considered earlier. The ow domain is divided into three rectangular subdomains as shown in Fig. 2 . The stream function within each subdomain is approximated by a pseudospectral representation which interpolates values of the stream function at interior collocation points and values of the stream function and its normal derivative on the boundaries and subdomain interfaces. These representations are C 1 continuous across the subdomain interfaces. The unknowns in the pseudospectral approximations are determined from the collocation scheme derived from the discrete variational formulation. This scheme results in C 3 continuous approximations asymptotically.
If approximations of degree N are used in each direction in each subdomain then the collocation equations yield a system of (3N 5)(N 3) equations for the (3N 5)(N 3) unknowns. A total of 2(N 3) of these unknowns represent the values of the normal derivatives of at the interior nodes along the interfaces between subdomains 1 and 2 and between subdomains 2 and 3 . The remaining unknown values are the nodal values of at the interior and interface points of subregions 1 , 2 and 3 . The collocation equations give rise to a linear algebraic system Au = b. The vector u contains the nodal values of and also the normal derivative o f at the interface nodes. The block tridiagonal structure of the matrix A for the L-shaped domain is shown in Fig. 3 . This system is solved using a Crout factorization subroutine from the NAG Library (1988) . A more ecient direct solution technique which takes account of the inherent matrix structure is the almost block diagonal solver of Brankin and Gladwell (1990) which has been used in spectral calculations by Phillips (1990,1991) . However, this subroutine has not yet been incorporated into the present algorithm.
The entry and exit lengths, a and b respectively, are chosen to be long enough to obtain fully developed ow. In Figs. 4 a n d 5 w e show the contours of the stream function for N = 14, b = 7 , c = 1 with a = 3 and a = 5, respectively. A small weak vortex is observed in the salient corner. Fully developed ow is reached within a channel width of the reentrant corner.
Conclusions
Pseudospectral approximations to the solution of fourth-order elliptic partial dierential equations are constructed using a collocation procedure based on the nodes of generalized Gaussian quadrature rules. Analytic expressions for the weights appearing in these quadrature rules are derived and their forms for the generalized Legendre and Chebyshev rules are given. The equivalence between a discrete variational form of the dierential problem with suitably dened inner products and a collocation scheme is demonstrated when the collocation points are chosen to be the zeros of certain ultraspherical polynomials. The natural choice of collocation points for fourth-order problems diers from the choice for secondorder problems, viz. the Gauss-Lobatto points. The usual convergence properties of spectral approximations are observed.
A domain decomposition procedure based on the generalized Gauss-Legendre nodes is considered. Pseudospectral approximations which are automatically C 1 -continuous at the subinterval interfaces are used to represent the solution. An examination of the corresponding discrete variational problem results in an equivalent collocation method. The resulting approximation is shown to be C 3 -continuous at the interfaces asymptotically, i.e. as the order of the approximations is increased in each subinterval. The scheme is analyzed and an error estimate is derived for the domain decomposed problem.
For fourth-order problems in two dimensions we propose using a tensor product of the one-dimensional basis functions to represent the solution. The equivalence between the collocation method dened by collocating the dierential equation on a grid formed by the tensor product of the one-dimensional collocation points and a discrete variational formulation of the problem is described as well as the corresponding domain decomposition problem. It is intended to apply this collocation method to the solution of the Navier-Stokes equations in rectangularly decomposable domains using a stream function formulation even though a simple variational principle does not exist for these equations.
An application of this methodology to a biharmonic problem in a nonrectangular geometry is described. A single domain approach is not feasible for this class of problems unless one rst transformed the original irregular domain to a simpler rectangular one. However, this would be cumbersome if it could be done at all since a transformation would need to be found for each new geometry. 1.052-6 24 5. Errors in the numerical solution of the model problem (1) with exact solution given by u(x) = ( 1 x 2 ) 2 sin(x) using domain decomposition = 0 = 0 = 1 = 2 = 1 = 2 N k e k 2 ;w k e k 1 k e k 2;w k e k 1 6 2.633-2 2.024-2 3.294-2 2.747-2 8 1.490-3 1.096-3 1.890-3
1.377-3 12 3.494-7 2.642-7 4.075-7 3.073-7 16 1.293-11 1.243-11 1.254-11 9.523-11 TABLE 8 Errors in the numerical solution of the fourth-order problem with u(1 ) = 1 , du=dx(1 ) = 2 and exact solution u(x) = 1 + sin(2x) using domain decomposition = 0 = 0 = 1 = 2 = 1 = 2 Nk e k 2 ;w k e k 1 k e k 2;w k e k 1 6 0.326 0.230 0.476 0.331 8 2.794-2 2.080-2 3.580-2 2.632-2 12 3.221-5 2.430-5 3.757-5 2.839-5 16 7.491-9 5.677-9 7.961-9 6.058-9
TABLE 9
Errors in the numerical solution of the biharmonic problem (63)- (65) 
and is the gamma function. At x = 1 , G ( ) n ( x ) satises the condition G () n (1) = (1) n (n + + 1 ) n ! ( + 1 ) :
The ultraspherical polynomials may be generated using the recurrence relation (n + 1)(n + 2 + 1 ) G ( ) n +1 = ( 2 n + 2 + 1)(n + + 1 ) xG () n (n + )(n + + 1 ) G ( ) n 1 ; G ( ) 0 ( x ) = 1 ; G ( ) 1 ( x ) = ( + 1 ) x:
The leading coecient, A n , o f G ( ) n ( x ) i s g i v en by A n = 1 2 n (2n + 2 + 1 ) n ! (n + 2 + 1 ) :
We h a v e the following integrals involving ultraspherical polynomials (Erdelyi (1954) , p.284) :
(1 x) (1 + x) G () n (x)dx = 2 ++1 ( + 1) ( + n + 1) ( + 1 ) n ! ( n + 1) ( + + n + 2 ) ;
(1 x) (1 + x) G () n (x)dx = 2 ++1 ( + 1) ( + n + 1) ( + n) n! ( ) ( + + n + 2 ) ;
where ; > 1. The ultraspherical polynomials satisfy the recursion relation
(1 x 2 )G ()0 n (x) = nxG () n (x) + ( n + ) G ( ) n 1 ( x ) : (10) 
